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RESUMEN
Esta tesis presenta los siguientes resultados:
Consideramos juegos diferenciales polinomiales deterministicos y estoca´sticos, estos u´ltimos sobre procesos de
observacio´n lineales y afectados por ruidos blancos Gaussianos, ambos en horizonte de tiempo finito e infinito
y exploramos la llamada ecuacio´n tipo Riccati dependiente de estado para encontrar un conjunto de estrategias
que garanticen un equilibrio "-Nash en lazo abierto para esta clase particular de juegos no lineales. Cada jugador
tiene un funcional de costo cuadra´tico como el ı´ndice de desempen˜o individual. Este trabajo presenta tambie´n la
solucio´n del regulador o´ptimo robusto para sistemas no lineales polinomiales afectados por incertidumbres tanto
parame´tricas como acopladas, que esta´n basados solo en la informacio´n parcial del estado. Los para´metros que
describen la dina´mica de la planta no lineal polinomial dependen de un vector de para´metros desconocidos, que
esta´n contenidos en un conjunto finito de para´metros, y la aplicacio´n de cierta accio´n de control esta asociada con
el valor mas desfavorable de los para´metros desconocidos. Por otro lado se propone un algoritmo de control o´ptimo
para sistemas polinomiales con un criterio cuadra´tico sobre un horizonte de tiempo infinito. El regulador disen˜ado
da una solucio´n cerrada al problema del controlador o´ptimo en horizonte de tiempo infinito con un criterio infinito.
Finalmente, estudiamos el problema de disen˜ar estrategias de incentivos para un juego diferencial de Stackelberg
para dos jugadores afectados por algu´n tipo de incertidumbre.
III
ABSTRACT
This thesis presents the following results:
We considered polynomial differential games and stochastic polynomial differential games, over linear observation
processes, affected by Gaussian white noise, both in finite as well as infinite time horizon and we explore the so-
called state-dependent Riccati equations to find a set of strategies that guarantee an open loop-Nash equilibrium for
this particular class of nonlinear games. Each player has a quadratic cost as the individual performance index. This
work also presents a solution to a robust optimal regulation problem for a nonlinear polynomial system affected by
parametric and matched uncertainties, which is based only on partial state information. The parameters describing
the dynamics of the nonlinear polynomial plant depend on a vector of unknown parameters, which belongs to a
finite parametric set, and the application of a certain control input is associated with the worst or least favorable
value of the unknown parameter. The other hand is proposes an optimal control algorithm for a polynomial system
with a quadratic criterion over infinite horizon. The designed regulator gives a closed form solution to the infinite
horizon optimal control problem for a polynomial system with a quadratic criterion. Finally, we study the pro-
blem of designing an Incentive Strategy for a Two Players Stackelberg Differential Game affected by some sort of
uncertainties.
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INTRODUCCIO´N
1.1. MOTIVACIO´N.
Esta tesis se trata de la teorı´a de juegos diferenciales dina´micos no cooperativos. La teorı´a de juegos consiste
en la toma de decisiones de varios participantes; es no cooperativo si cada participante involucrado persigue sus
propios intereses que esta´n en conflicto parcial o total con los dema´s.
A pesar de que la nocio´n de conflicto es tan antiguo como la humanidad, el enfoque cientı´fico ha comenzado
hace poco, en los alrededores de los an˜os 30’s, con una corriente creciente de publicaciones cientı´ficas. Tambie´n
vemos que cada vez mas disciplinas cientı´ficas dedican tiempo y atencio´n al ana´lisis de las situaciones conflictivas.
Estas disciplinas son las matema´ticas, la economı´a, la ingenierı´a, la aerona´utica, la sociologı´a, la polı´tica y las
matema´ticas financieras.
Los participantes involucrados, tambie´n llamados jugadores o los tomadores de decisiones, o simplemente
personas, no siempre tienen el control completo sobre los resultados. A veces hay incertidumbres que influyen en
el resultado de un modo no predecible.
Los juegos diferenciales hasta hoy estudiados tienen dina´micas del sistema lineal y con funciones de desem-
pen˜o cuadra´ticas para cada jugador. Sin embargo, en muchas aplicaciones, el modelado original lineal no se puede
adaptar a todas las situaciones en la practica, que son principalmente no lineales por naturaleza. Por lo tanto, se
necesita extender el concepto de equilibrio a cierta clase de sistemas no lineales, esto es, sistemas polinomiales el
cual es el tema principal de esta tesis.
Las dina´micas polinomiales representa una clase importante de dina´micas no lineales, ya que pueden aproxi-
marse a una gran variedad de funciones no lineales, manteniendo la complejidad en un nivel manejable y especi-
fico. A comparacio´n del caso lineal cuadra´tico, no existen muchos trabajos de juegos diferenciales no lineales, y
particularmente, no se han obtenido resultado para juegos diferenciales polinomiales.
El problema del regulador o´ptimo para sistemas no lineales esta abierto, dado que solo aproximaciones nume´ri-
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cas y computacionales han sido propuestas para tales problemas. Mas frecuentemente, el sistema no lineal es
reformulado como
_z(t) = A(z(t))z(t) +G(t)v(t);
donde A(z(t)) es una matriz cuadrada dependiente del estado. El problema del controlador o´ptimo es entonces
resuelto para sistemas lineales en pequen˜os intervalos de tiempo, donde la matriz A(z(t)) se asume constante en
el valor del intervalo inicial de z(t). La solucio´n en cada intervalo se busca con los me´todos convencionales para
el problema del regulador lineal cuadra´tico. Esta aproximacio´n es entonces repetida en cada intervalo pequen˜o de
tiempo.
1.2. ANTECEDENTES
Entre los diferentes campos como la ingenierı´a, ecologı´a, gestio´n y economı´a nos encontramos con situaciones
que involucran varios tomadores de decisiones (o jugadores) con diferentes metas u objetivos interrelacionados
con la misma decision del proceso. De tal forma que todos ellos esta´n interactuando y son influenciados cada uno
por la decision de los dema´s: la decision tomada por cualquiera de los participantes afecta a los otros, y viceversa.
Particularmente, cuando el proceso subyacente evoluciona con el tiempo, este tipo de problemas son a menudo
optimizados usando teorı´a de juegos. Esta teorı´a fue iniciada en el trabajo de Isaacs [1]: se enfoco principalmente
en los juegos de suma cero. Mas tarde, los juegos diferenciales de suma no cero fueron introducidos en [2] y [3].
En estos juegos, cada jugador busca minimizar su propio criterio. El articulo [2] deriva las condiciones suficientes
de existencia del equilibrio retroalimentado en horizonte de tiempo finito, pero solo en el caso de juegos lineal
cuadra´ticos regidos por una dina´mica lineal y un criterio cuadra´tico, (ver [4] para mas detalles). Usualmente, para
resolver una situacio´n conflictiva el equilibrio de Nash es aplicado (o, en el caso general, equilibrio "-Nash) [5],
[6], [7]. Es conocido que el equilibrio de Nash es una solucio´n natural en el contexto no cooperativo. Sin embargo,
si nos referimos a las dina´micas complejas no lineales, es mas apropiado aplicar el concepto de "-equilibrio de
Nash, dado que proporciona mayor flexibilidad en la seleccio´n de las estrategias del equilibrio (ver [6], [8]).
Unos pocos trabajos relacionados con juegos diferenciales no lineales pueden ser mencionados. El articulo [9],
presenta una solucio´n en el caso particular de un juego no lineal representando un problema de la contaminacio´n
y gestio´n de recursos. El articulo [10] identifica el comportamiento potencialmente cao´tico en un equilibrio de
Nash Markoviano en un modelo de duopolio de tiempo discreto de competencia publicitaria. El reciente articulo
[11] propone un me´todo interactivo de programacio´n dina´mica adoptivo para resolver un tipo particular de juegos
llamado juegos de dos jugadores de suma cero, Todas estas publicaciones expresan el intere´s en buscar estrategias
de equilibrios en sistemas no lineales complejos.
Por otro lado, tambie´n se han desarrollado la contraparte estoca´stica (ver [4], [8], [12]) para juegos diferenciales
con funcional de costo cuadra´tica, pero hasta la fecha no hubo ningu´n intento de resolver el problema del equilibrio
de Nash en lazo abierto para juegos diferenciales polinomiales estoca´sticos con respecto a un funcional de costo
cuadra´tico tipo Bolza-Meyer como ı´ndice de desempen˜o para cada jugador.
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Desde la publicacio´n del articulo innovador escrito por Kalman en 1960 [13], sento´ la base de lo que despue´s
se conocio´ como problema del regulador lineal cuadra´tico, este trabajo tubo un gran impacto en el area de control
automa´tico e influyo a un gran numero de profesionales e investigadores del control. Eventualmente, despue´s de
esta publicacio´n, la necesidad de extender el enfoque desarrollado se hizo evidente en algunas situaciones mas
complejas o generales, tal como sistemas no lineales, incertidumbres en los modelos, e informacio´n incompleta
en las variables de estado, En efecto, en algunas aplicaciones, el modelo lineal original no puede servir para
todas las situaciones en la practica, que son generalmente de naturaleza no lineal. Por ejemplo, dos maneras de
aproximar la obtencio´n del controlador o´ptimo para sistemas no lineales son el principio del ma´ximo de Pontryagin
[14] y programacio´n dina´mica [15]. Desafortunadamente, estas herramientas no proveen una forma explı´cita para
el control o´ptimo en la mayorı´a de los casos, Sin embargo, existen una la larga tradicio´n de disen˜ar el control
o´ptimo para sistemas no lineales (ver. por ejemplo, [16]–[17]) y el disen˜o de filtrado o´ptimo en forma cerrada para
plantas no lineales [18, 19, 20], [21], en particular, sistemas polinomiales ([22], [23]). El segundo punto critico es
la existencia de incertidumbres en los modelos y la necesidad de optimizar el sistema (ver [24], [25], [26]). Tal
problema puede ser visto desde diferentes perspectivas y enfoques: uno de ellos es considerar que los para´metros
del sistema se encuentran en un conjunto de para´metros finitos, donde cada valor de los para´metros caracteriza una
posible dina´mica del modelo, y el disen˜o del control robusto debera´ enfrentar con todas simulta´neamente. Para
este tipo de problemas de optimizacio´n, la version robusta del tradicional principio de ma´ximo fue desarrollada
y se conoce como el principio del ma´ximo robusto (RMP) (ver [27], [28], [29], y [30]) permite disen˜ar un ley de
control de tipo min-max para el problema de multi para´metro, donde cada conjunto de para´metros es visto como
una posible realizacio´n de la dina´mica del sistema. Otra clase importante de incertidumbres son las incertidumbres
acopladas, que han sido extensamente estudiadas en la teorı´a de sistemas de estructura variable y control por modos
deslizantes. Recientes avances en el control y observacio´n por modos deslizantes de alto orden en algoritmos
para disen˜ar una amplia clase de leyes de control basado en la salida medible del sistema. La capacidad de estas
aproximaciones se revela en el desarrollo de practicas de diferenciadores exactos robustos de orden arbitrario en
tiempo real [31], [32], [33]. El diferenciador por modos deslizantes de alto orden es usado como observadores
para estimacio´n del estado del sistema en la presencia de disturbios externos desconocidos [34], [35] y [36], que
tambie´n es reconstruido en linea por el observador.
El equilibrio de Stackelberg (ver [37], [38]) ha tenido un impacto a largo plazo en diferentes areas, tales como
la macroeconomı´a (como por ejemplo [39], [40] y [41]), ciencia de gestio´n ([42]), ciencias ambientales ([43]), etc.
Desde la formulacio´n dina´mica del equilibrio esta´tico de Lı´der-Seguidor original debido a Von Stackelberg ([44]),
el equilibrio L-S ha encontrado su lugar como una forma natural para modelar la competencia estrate´gica donde
existen asimetrı´as o algu´n tipo de jerarquı´a entre los tomadores de decisiones ([8]). Una de las principales crı´ticas
que se pueden tener en contra de este tipo de equilibrio es el hecho de que el lı´der se supone tiene el conocimiento
exacto de los para´metros del juego pero, para muchas aplicaciones, esta suposicio´n no es realista (ver [41], [4]).
Por otra parte el lı´der tambie´n enfrentan el problema de las reacciones no o´ptimas del seguidor que afectara´n el
valor final de su funcio´n de costo. Para mitigar esta u´ltima situacio´n, diferentes autores han propuesto los llamados
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mecanismos de incentivos (ver [45], [46], [47], [48], [49]), tal mecanismo esta basado en la idea de declarar una
penalizacion para el seguidor dependiente de su accio´n o decision particular elegida, esto se hace para inducir un
comportamiento particular del seguidor que es favorable para el lı´der. En los juegos de regulacion de Stackelberg e
incentivos de Stackelberg, el lı´der optimiza de tal forma que cuando el seguidor optimice el objetivo del seguidor,
el objetivo del lı´der se optimice tambie´n. En caso de regulacion de Stackelberg, el espacio de posibilidades para el
lı´der esta restringido, y en general, no es capaz de alcanzar su o´ptimo global. En el caso de juegos con incentivos
de Stackelberg, debido al especial disen˜o del incentivo, el lı´der siempre es capaz de alcanzar su o´ptimo global.
1.3. APORTACIONES
1.3.1. CONTROL O´PTIMO PARA UN SISTEMA POLINOMIAL CON UN CRITERIO CUADRA´TI-
CO SOBRE UN HORIZONTE DE TIEMPO INFINITO.
En el capitulo 3 se presenta un algoritmo de control o´ptimo para sistemas polinomiales con un criterio cuadra´ti-
co con horizonte de tiempo infinito. El regulador disen˜ado da una solucio´n en forma cerrada para el problema del
controlador o´ptimo con horizonte de tiempo infinito para un sistema polinomial y un criterio cuadra´tico. Una ecua-
cio´n algebraica tipo Riccati dependiente del estado es introducida y resuelta considerando el estado z(t) como un
argumento fijo y utilizando me´todos nume´ricos. La solucio´n obtenida consiste en una ley de control retroalimen-
tada obtenida por resolver la ecuacio´n algebraica tipo Riccati dependiente del estado.
1.3.2. EQUILIBRIO "-NASH EN LAZO ABIERTO PARA JUEGOS DIFERENCIALES POLINO-
MIALES VIA ECUACIO´N TIPO RICCATI DEPENDIENTE DEL ESTADO.
En el capitulo 4 se estudia el juego diferencial polinomial en horizonte tanto de tiempo finito como infinito,
en ambos casos, se explora la llamada ecuacio´n tipo Riccati dependiente del estado para encontrar un conjunto de
estrategias que garanticen un equilibrio de Nash en lazo abierto, para este particular caso de juegos diferenciales,
tal me´todo presenta ventajas en simplicidad del disen˜o de las estrategias de Nash y proporciona un algoritmo
de solucio´n computacional efectivo. Se demuestra que esta solucio´n lleva al juego a un "-equilibrio y se provee
una cota superior de ", la solucio´n propuesta es dada como un conjunto de N ecuaciones diferenciales acopladas
tipo Riccati dependientes del estado, donde cada ecuacio´n incluye una forma p-lineal para representar esta parte
del tensor polinomial. Se da un algoritmo para buscar las soluciones de las ecuaciones algebraicas tipo Riccati
dependientes del estado en el caso de horizonte de tiempo infinito basado en la aproximacio´n Hamiltoniana. Un
procedimiento nume´rico es detallado para buscar la solucio´n de este conjunto de estrategias. Ejemplos nume´ricos
son presentados para ilustrar la efectividad de la aproximacio´n.
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1.3.3. EQUILIBRIO "-NASH EN LAZO ABIERTO SOBRE JUEGOS DIFERENCIALES POLINO-
MIALES ESTOCA´STICOS CON INFORMACIO´N INCOMPLETA.
En el capitulo 5 se presenta una solucio´n equilibrio "-Nash para el problema de buscar estrategias de Nash
en lazo abierto para juegos diferenciales polinomiales estoca´sticos con informacio´n incompleta sobre observa-
ciones lineales, tambie´n para ambos casos en horizonte de tiempo finito e infinito. Cada jugador tiene un costo
lineal cuadra´tico como el ı´ndice de desempen˜o individual. El disen˜o de estrategias propuesto esta basado en el
llamado ecuacio´n tipo Riccati dependiente del estado. Tambie´n se presentan ejemplos ilustrativos para verificar la
efectividad del algoritmo.
1.3.4. CONTROL MIN-MAX PARA SISTEMAS POLINOMIALES BASADO EN LA SALIDA.
En el capitulo 6 se presenta la solucio´n al problema al regulador o´ptimo robusto para un sistema no lineal
polinomial afectado por incertidumbres parame´tricas y acopladas, que esta basado solo en informacio´n parcial
del estado. Los para´metros que describen la dina´mica de la planta no lineal polinomial dependen de un vector
de para´metros desconocidos, que se encuentran en un conjunto de para´metros finito, y la aplicacio´n de una cierta
entrada control asociada con el peor o menos favorable valor de los para´metros desconocidos. Un diferenciador
por modos deslizantes de alto orden es disen˜ado para la planta no lineal de tal forma que el previo control puede
ser disen˜ado para un sistema con informacio´n incompleta. Adema´s, las incertidumbres acopladas son tambie´n
compensadas por medio de la mismo regulador basado en la salida. El algoritmo obtenido es aplicado para regular
un circuito inductor no lineal incierto de tercer orden y a un pe´ndulo meca´nico aproximado con un polinomio de
tercer orden, para verificar la eficiencia de la aproximacio´n desarrollada.
1.3.5. ESTRATEGIAS DE STACKELBERG CON INCENTIVOS MINI-MAX PARA JUEGOS DI-
FERENCIALES LINEAL-CUADRA´TICOS CON INCERTIDUMBRES.
En el capitulo 7 se estudia el problema de disen˜ar una estrategia con incentivos para un juego diferencial de
Stackelberg de dos jugadores por algu´n tipo de incertidumbres. Como es tradicionalmente entendido en la teorı´a
esta´ndar de incentivos, el lı´der tiene completo conocimiento del los para´metros del sistema del juego, tal que el
puede calcular su estrategia que llevar al juego a un o´ptimo global que es favorable para el lı´der. La mayor parte del
trabajo existente se dedica a esta situacio´n, sin embargo esta hipo´tesis no es realista. este capitulo propone un plan
de incentivos para el juego de Stackelberg en que los para´metros que describen la dina´mica del juego depende en
un vector desconocido contenido en un conjunto de para´metros finito y la solucio´n de la estrategias de incentivos
es dada en te´rminos del escenario del peor caso. Basado en el principio del ma´ximo robusto el nuevo esquema de
incentivos es presentado en la forma de control retroalimentado Min-Max. Ejemplos nume´ricos son presentados
para ilustrar la efectividad de la aproximacio´n.
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1.4. ORGANIZACIO´N DE LA TESIS
En el capı´tulo 2 se presenta una sı´ntesis teo´rica de control, juegos diferenciales no cooperativos, teorı´a de
modos deslizantes, procesos estoca´sticos y teorı´a de filtrado. En el capitulo 3 se se considera el problema del
regulador o´ptimo para sistemas polinomiales en horizonte de tiempo infinito con criterio cuadra´tico. En el capitulo
4 se plantea y resuelve el problema de disen˜o de estrategias del equilibrio de Nash en lazo abierto para juegos
diferenciales polinomiales via ecuacio´n tipo Riccati dependiente de estado. En el capı´tulo 5 se resuelve el problema
de disen˜o de estrategias del equilibrio de Nash en lazo abierto sobre juegos diferenciales polinomiales estoca´sticos
con informacio´n incompleta. En el capı´tulo 6 se obtiene la solucio´n del problema de disen˜o de control Min-Max
para sistemas polinomiales con informacio´n incompleta. En el capı´tulo 7 se considera el problema de disen˜o de
estrategias con incentivos Min-Max para juegos diferenciales lineal cuadra´ticos con incertidumbres. En el capı´tulo
8 son presentadas las conclusiones y los trabajos futuros a desarrollar.
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2
MARCO TEO´RICO
2.1. CONTROL O´PTIMO.
En un problema de control o´ptimo un criterio de optimalidad es dado, que asigna un cierto valor a cada evolu-
cio´n del sistema dina´mico subyacente. El problema de control o´ptimo es entonces buscar un control admisible que
minimice al criterio de optimalidad.
En esta seccio´n derivaremos te´cnicas de optimizacio´n para el problema ba´sico de optimizacio´n para buscar una
accio´n de control u(t) que minimiza el funcional de costo
J(x0; u) =
Z 1
0
g(t; x(t); u(t))dt+ h(x(T )); (2.1)
donde la variable de estado x(t) satisface la ecuacio´n diferencial:
_x(t) = f(t; x(t); u(t)); x(t0)x0: (2.2)
Aquı´, x(t) 2 Rn es llamado el estado del sistema, x0 es la condicio´n inicial del sistema, u(t) 2 Rm es la accio´n
de control.
2.1.1. TE´CNICAS DE OPTIMIZACIO´N.
Ecuacio´n de Euler-Lagrange.
En este caso se considera las siguientes suposiciones:
f(t; x(t); u(t)) y g(t; x(t)) son funciones continuas en R1+n+m. Adema´s, para f y g todas las derivadas
parciales con respecto a x y u existen y son continuas.
h(x) 2 C1
El conjunto de controles admisibles, U , consiste del conjunto de funciones que son continuas en [0; T ].
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De la teorı´a de optimizacio´n esta´tica se introduce para cada t 2 [0; T ] la cantidad (t)[f(t; x(t); u(t))  _x(t)],
donde el multiplicador de Lagrange (t) (tambie´n conocido como co-estado) es un vector fila arbitrario. Dado que
f(t; x(t); u(t))  _x(t) = 0 para todo t, en particularZ T
0
[f(t; x(t); u(t))  _x(t)] dt = 0: (2.3)
Podemos an˜adir la cantidad (2.3) en la funcio´n de costo (2.1) para obtener una funcio´n de costo J que coincide con
la funcio´n de costo original J si la restriccio´n dina´mica de la ecuacio´n (2.2) es satisfecha. Esto es,
J =
Z T
0
(g(t; x(t); u(t)) + (t)f(t; x(t); u(t))  (t) _x(t))dt+ h(x(T )):
Introduciendo la funcio´n Hamiltoniana H como
H(t; x; u; ) = g(t; x; u) + (t)f(t; x; u); (2.4)
se puede reescribir J como
J =
Z T
0
(H(t; x; u; )  (t) _x(t))dt+ h(x(T )): (2.5)
Integrando por partes se muestra que
 
Z T
0
(t) _x(t)dt =  (T )x(T ) + (0)x0 +
Z T
0
_(t)x(t)dt: (2.6)
Por lo tanto, sustituyendo este resultado en la ecuacio´n (2.5), J puede ser re-escrita como
J =
Z T
0
(H(t; x; u; ) + _(t)x(t))dt+ h(x(T ))  (T )x(T ) + (0)x0: (2.7)
Esta expresio´n tiene tres te´rminos aditivos,
J1 =
Z T
0
(H(t; x; u; ) + _(t)x(t))dt;
J2 = h(x(T ))  (T )x(T );
J3 = (0)x0;
el primer termino, J1, se refiere a todo el periodo [0; T ], el termino J2 se refiere exclusivamente al tiempo final, y
el tercer termino, J3, se refiere solo al tiempo inicial.
De nuevo, el hecho de seleccionar (t) no afecta al valor de J, siempre que el estado x(t) satisfaga la ecuacio´n
(2.2), o dicho de otra forma
_x(t) =
@H
@
; (2.8)
para todo t 2 [0; T ].
Teorema 2.1 Considere el problema de optimizacio´n dado por las ecuaciones (2.1) y (2.2). SeaH(t; x; u; ) =
g(t; x; u)+(t)f(t; x; u). Asumamos que las funciones f , g y h satisfacen las suposiciones anteriores. Si u(t) 2 U
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es un control que da un mı´nimo local para el funcional de costo (2.1), y x(t) y (t) son el correspondiente estado
y co-estado, entonces es necesario que
_x(t) = f(t; x; u)

=
@H(t; x; u; )
@

; (2.9)
_(t) =
@H(t; x; u; )
@x
; (T ) =
@h(x(T ))
@x
; (2.10)
y, para todo t 2 [0; T ];
@H(t; x; u; )
@u
= 0: (2.11)
Principio del Ma´ximo de Pontryagin.
En la sub-seccio´n anterior se asumio´ que el control era continuo. En aplicaciones, esta suposicio´n es, sin embar-
go, a menudo demasiado restrictiva. Por lo tanto, un problema mas general seria asumir que existe un subconjunto
U 2 Rm tal que para todo t 2 [0; T ]; u(t) 2 U . Ası´ que, u(t) es restringido al conjunto U . Adicional a las suposi-
ciones de la sub-seccio´n anterior, se asume que el conjunto de controles admisibles U ahora consiste del conjunto
de funciones medibles de [0; T ] en U para que las ecuaciones diferenciales (2.2) tiene una solucio´n u´nica en [0; T ]
y la funcio´n de costo (2.1) existe. Esto es,
U = fu(t) j u(t) 2 U;8t 2 [0; T ];u(t) es medible en [0; T ]; x(t; u(t)) es una funcio´n absolutamente
continua que satisface (2.2) en [0; T ] excepto en un conjunto S que tiene una medida de Lebesgue cero;
y la ecuacio´n (2.1) existe.g
Observaciones.
Dado que f y g son continuas en u, f(t; x(t); u(t)) y g(t; x(t); u(t)) son tambie´n funciones medibles. Como
consecuencia la funcio´n de costo (2.1) existe si tambie´n se asume que U es acotado.
Si f satisface la desigualdad
j f(t; x(t); u(t)) j L j x j +N; t 2 [0; T ]; x 2 Rn; u 2 U;
Para algunas constantes positivas L y N , la ecuacio´n diferencial (2.2) tiene una solucio´n local u´nica para
todo u(t) medible.
Teorema 2.2 Considere el problema de optimizacio´n dado por las ecuaciones (2.1) y (2.2). Asumamos que las
funciones f , g y h satisfacen las suposiciones de la sub-seccio´n anterior e introduzcamosH = g + f . u(t) 2 U
es un control que da un mı´nimo local para el funcional de costo (2.1), y sea x(t) la correspondiente trayectoria
del estado. Entonces existe una funcio´n de co-estado []T : [0; T ]! Rn que satisface
_x(t) = f(t; x; u)

=
@H(t; x; u; )
@

; x(0)x0; (2.12)
_(t) =
@H(t; x; u; )
@x
; (T ) =
@h(x(T ))
@x
; (2.13)
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y, para todo t 2 [0; T ] en la que u es continua,
H(t; x; u; ) = mn
u2U
H(t; x; u; ); (2.14)
esto es
u(t) = argmn
u2U
H(t; x; u; ): (2.15)
Note que, aparte del hecho de que consideramos un conjunto ma´s amplio de funciones de control admisibles, la
principal diferencia entre el teorema de Pontryagin y el teorema de Euler-Lagrange es que el principio del ma´ximo
nos dice que el hamiltoniano se reduce al mı´nimo en la trayectoria o´ptima y que tambie´n es aplicable cuando el
mı´nimo se alcanza en la frontera de U .
2.1.2. REGULADOR LINEAL CUADRA´TICO.
Horizonte de Tiempo Finito.
Considere la minimizacion de la funcio´n de costo definida como
J =
Z T
0
fxT (t)Qx(t) + uT (t)Ru(t)gdt+ xT (T )QTx(T ); (2.16)
sujeto a
_x(t) = Ax(t) +Bu(t); x(0) = x0; (2.17)
donde R es una matriz definida positiva y Q, R y QT son matrices sime´tricas. El problema es conocido en la
literatura como el problema del controlador lineal cuadra´tico. La solucio´n de este problema esta relacionado con
la existencia de la solucio´n sime´trica de la siguiente ecuacio´n diferencial matricial tipo Riccati (RDE).
_K(t) =  ATK(t) K(t)A+K(t)SK(t) Q; K(T ) = QT ; (2.18)
donde S = BR 1BT .
Teorema 2.3 El problema del controlador lineal cuadra´tico (2.16) y (2.17) tiene, para cualquier condicio´n
inicial del estado x0, una solucio´n si y solo si la ecuacio´n diferencial tipo Riccati (2.18) tiene una solucio´n sime´trica
K(t) en [0; T ]. Si el problema del controlador lineal cuadra´tico tiene una solucio´n, entonces es u´nica y el control
o´ptimo en lazo cerrado es
u(t) =  R 1BTK(t)x(t); (2.19)
Mas aun, J(u) = xT0K(0)x0.
Tambie´n considere el problema del controlador lineal cuadra´tico no homoge´neo. Esto es, la minimizacion de
J =
Z T
0
fxT (t)Qx(t) + uT (t)Ru(t)gdt+ xT (T )QTx(T ); (2.20)
sujeto a
_x(t) = Ax(t) +Bu(t) + c(t); x(0) = x0; (2.21)
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bajo las mismas suposiciones de las matrices R, Q y QT . El termino no homoge´neo, c(t) se asume que es una
funcio´n conocida que es tal que la solucio´n x(t) de la ecuacio´n diferencial es definida u´nicamente en el sentido
extendido.
Teorema 2.4 Sea c(t) una funcio´n arbitraria cuadra´tico integrable. Consideremos la minimizacion del funcional
de costo lineal cuadra´tico (2.20) sujeto a la dina´mica del estado
_x(t) = Ax(t) +Bu(t) + c(t); x(0) = x0; (2.22)
Entonces, el problema lineal cuadra´tico (2.20) y (2.22) tiene una solucio´n para toda x0 2 Rn si y solo si la
ecuacio´n diferencial tipo Riccati (2.18) tiene una solucio´n sime´tricaK(t) en [0; T ]. Mas aun, el control o´ptimo en
lazo cerrado es
u(t) =  R 1BT (K(t)x(t) +m(t)); (2.23)
dondem(t) es la solucio´n de la ecuacio´n diferencial lineal
_m(t) = (K(t)S  AT )m(t) K(t)c(t); m(T ) = 0; (2.24)
y x(t) es la solucio´n de la ecuacio´n diferencial
_x(t) = (A  SK(t))x(t)  Sm(t) + c(t); x(0) = x0:
Horizonte de Tiempo Infinito.
En esta sub-seccio´n se considera el problema de buscar una funcio´n de control u(t) = Fx(t) (donde F es una
matriz invariante en el tiempo) para cada x0 2 Rn que minimice el funcional de costo
J(x0; u) =
Z 1
0
fxT (t)Qx(t) + uT (t)Ru(t)gdt; (2.25)
bajo la restriccio´n adicional que lmt!1 x(t) = 0. Aquı´ Q = QT , R > 0, y la variable de estado x es la solucio´n
de
_x(t) = Ax(t) +Bu(t); x(0) = x0; (2.26)
En esta sub-seccio´n consideraremos que el par (A;B) es estabilizable. Por otra parte, se introduce el conjunto de
matrices de retroalimentacio´n invariante en el tiempo, estables y lineales, esto es,
F = fF j A+BF es estableg;
Por conveniencia de notacio´n se usara S = BR 1BT .
Teorema 2.5 Supongamos que (A;B) es estabilizante y u = Fx, con F 2 F . El problema del controlador
lineal cuadra´tico (2.25) y (2.26) tiene un mı´nimo F^ 2 F para cada x0 si y solo si la ecuacio´n algebraica tipo
Riccati definida como
Q+ATX +XA XSX = 0; (2.27)
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tiene una solucio´n sime´trica estableK. Si el problema del controlador lineal cuadra´tico tiene una solucio´n, entonces
la solucio´n es u´nica y esta dada por F^ =  R 1BTK y el control o´ptimo en lazo cerrado es
u(t) =  R 1BTK(t)x(t): (2.28)
Adema´s, J(u) = xT0Kx0.
2.2. JUEGOS DIFERENCIALES NO COOPERATIVOS.
En esta seccio´n consideraremos la situacio´n donde existen mas de un jugador. Cada uno de estos N jugadores
tienen una funcio´n de costo cuadra´tica que desean minimizar.
Ji =
Z T
0
8<:xT (t)Qix(t) +
NX
j=1
ujT (t)Rijuj(t)
9=; dt+ xT (T )Qifx(T ); i = 1; 2; :::; N: (2.29)
donde Qi, Rij y Qif son matrices sime´tricas y R
ij es definida positiva. En la minimizacion una variable de estado
x(t) ocurre. Esta es una dina´mica que puede ser influenciada por todos los jugadores. Esta es,
_x(t) = Ax(t) +B1u1(t) +   +BNuN (t); x(0) = x0; (2.30)
donde A y Bi, i = 1; : : : ; N , son matrices constantes, y ui es un vector que puede ser manipulado por el i-
e´simo jugador. El objetivo de cada jugador es la minimizacion de su propia funcio´n de costo por la eleccio´n de
los controles apropiados para el subyacente sistema dina´mico lineal. El aspecto no cooperativo implica que los
jugadores se supone que no colaboran con este objetivo. Dependiendo de la informacio´n disponible que tienen los
jugadores en el juego, denotado por i(t), t 2 [0; T ], y al conjunto de estrategias que los jugadores pueden elegir
(que depende obviamente de la informacio´n que tienen los jugadores en el juego), denotado por  i, las acciones (o
controles) de los jugadores son determinados por la relacio´n
ui = i(i); donde i 2  i:
Sustituyendo estos controles en (2.29) y (2.30) muestra que el funcional de costo Ji depende de la informacio´n
que tienen los jugadores y los espacios de estrategias. Dependiendo de estos para´metros el valor del funcional de
costo obviamente tambie´n depende para cada jugador i sobre la accio´n llevada acabo de los otros jugadores.
Definicio´n 2.6 Un conjunto de acciones admisibles (u1; : : : ; uN ) es un equilibrio de Nash para un juego de N
jugadores, donde cada jugador tiene un funcional de costo Ji(u1; : : : ; uN ), si para todo admisible (u1; : : : ; uN ) la
desigualdad siguiente se mantiene:
Ji(u

1; : : : ; u

i 1; u

i ; u

i+1; : : : ; u

N )  Ji(u1; : : : ; ui 1; ui; ui+1; : : : ; uN ):
Ası´, el equilibrio de Nash es definido tal que tiene la propiedad que no existen incentivos para cualquier
desviacio´n unilateral de algu´n jugador. Tenga en cuenta, en general, no se puede esperar tener un u´nico equilibrio
de Nash. Adema´s, es fa´cil verificar que siempre que un conjunto de acciones (u1; : : : ; u

N ) es un equilibrio de
Nash para el juego con funcionales de costo Ji, i = 1; : : : ; N , estas acciones tambie´n constituyen un equilibrio de
Nash para el juego con funcionales de costo iJi, i = 1; : : : ; N , para cualquier seleccio´n de i > 0.
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2.2.1. HORIZONTE DE TIEMPO FINITO.
En esta sub-seccio´n se restringira´ el ana´lisis al caso de dos jugadores, como un caso particular del caso mas
general de N -jugadores. Considere el sistema descrito por:
_x(t) = Ax(t) +B1u1(t) +B2u2(t); x(0) = x0; (2.31)
donde x es el estado n dimensional del estado del sistema, ui es un vector (control) mi dimensional del jugador
i-e´simo, i = 1; 2, se puede manipular, x0 es la condicio´n inicial del estado del sistema, A, B1 y B2 son matrices
constantes de dimensiones apropiadas. El funcional de costo del i-e´simo jugador, i = 1; 2, que tiene como objetivo
minimizar es:
J1(u1; u2) =
Z T
0

xT (t)Q1x(t) + uT1 (t)R
11u1(t) + u
T
2 (t)R
12u2(t)
	
+ xT (T )Q1fx(T ); (2.32)
y
J2(u1; u2) =
Z T
0

xT (t)Q2x(t) + uT1 (t)R
21u1(t) + u
T
2 (t)R
22u2(t)
	
+ xT (T )Q2fx(T ); (2.33)
en que todas las matrices son sime´tricas y, adema´s, Rii son definidas positivas. Usando la notacio´n compacta
Si = Bi(R
ii) 1BTi , el siguiente teorema puede ser planteado.
Teorema 2.7 Asumamos:
1. Que el conjunto de ecuaciones diferenciales acopladas tipo Riccati
_P1 =  ATP1   P1A Q1 + P1S1P1 + P1S2P2; P1(T ) = Q1f ;
_P2 =  ATP2   P2A Q2 + P2S1P1 + P2S2P2; P2(T ) = Q2f ;
tienen una solucion Pi, i = 1; 2, en [0; T ]; y
2. Que las dos ecuaciones diferenciales tipo Riccati,
_Ki =  ATKi  KiA Qi +KiSiKi; Ki(T ) = Qif ; i = 1; 2;
tiene una solucio´n sime´tricaK(t) en [0; T ].
entonces el juego diferencial lineal cuadra´tico (2.31)-(2.33) tiene un u´nico equilibrio de Nash para cualquier con-
dicio´n inicial del estado. Adema´s, el conjunto de acciones del equilibrio esta dado por:
ui (t) =  (Rii) 1BiPi(t; 0)x0; i = 1; 2:
Aquı´ (t; 0) satisface la ecuacio´n de transicio´n
_(t; 0) = (A  S1P1   S2P2)(t; 0); (t; t) = I:
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2.2.2. HORIZONTE DE TIEMPO INFINITO.
En esta sub-seccio´n consideraremos el ı´ndice de desempen˜o de cada jugador i = 1; 2, que quieren minimizar
es:
lm
T!1
Ji(x0; u1; u2; T ); (2.34)
donde
Ji =
Z 1
0
fxT (t)Qix(t) +
2X
j=1
uTj (t)R
ijuj(t)gdt;
sujeto la ecuacio´n dina´mica del estado
_x(t) = Ax(t) +B1u1(t) +B2u2(t); x(0) = x0: (2.35)
Aquı´ las matrices Rii, es definida positiva y las matrices Qi, Rij son sime´tricas, i; j = 1; 2. Se asume que el par
de matrices (A;Bi); i = 1; 2, son estables. Ası´, en principio, cada jugador es capaz de estabilizar el sistema por
su cuenta. La informacio´n disponible para cada jugador al principio del juego es similar al caso de horizonte de
tiempo finito. Cada jugador solo conoce el estado inicial del sistema. Las acciones de control admisible son ahora
funciones de tiempo, donde el tiempo corre desde cero hasta infinito.
Teorema 2.8
Asumamos:
1. Que el conjunto de ecuaciones algebraicas acopladas tipo Riccati
0 = ATP1 + P1A+Q
1   P1S1P1   P1S2P2; (2.36)
0 = ATP2 + P2A+Q
2   P2S2P2   P2S1P1; (2.37)
tienen un conjunto de soluciones Pi; i = 1; 2, tal que A  S1P1   S2P2 es estable; y
2. Que las dos ecuaciones algebraicas tipo Riccati,
0 = ATKi +KiA KiSiKi +Qi; (2.38)
tienen una solucio´n sime´tricaKi(t) tal que A  SiKi es estable, i = 1; 2.
Entonces el juego diferencial lineal cuadra´tico (2.34) y (2.35) tiene un equilibrio de Nash para cualquier estado
inicial. Por otra parte, el conjunto de acciones del equilibrio esta dada por:
ui (t) =  (Rii) 1BTi Pi(t; 0)x0; i = 1; 2: (2.39)
Aquı´ (t; 0) satisface la ecuacio´n de transicio´n
_(t; 0) = (A  S1P1   S2P2)(t; 0); (t; t) = I:
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2.3. MODOS DESLIZANTES.
En esta seccio´n se propone un observador por modos deslizantes para una clase de sistemas no lineales.
2.3.1. OBSERVADOR POR MODOS DESLIZANTES DE SEGUNDO ORDEN.
La dina´mica no lineal bajo estudio esta descrita por
_x1 = x2;
_x2 = f(t; x1; x2; u) + (t; x; u);
y = x1;
(2.40)
donde x = [x1; x2]T es el estado, y y es la salida del sistema. El sistema dina´mico nominal es representado por la
funcio´n f(t; x1; x2; u), la incertidumbre interna es denotada por el termino (t; x; u). La solucio´n para el sistema
(2.40) esta dada en el sentido de Filippov. Asumamos que f y  son medibles segu´n Lebesgue en cualquier region
compacta de x. Aquı´ es solo considerado el caso escalar x1; x2 2 R porque el me´todo disen˜ado puede ser extendido
a un vector fa´cilmente. Mas aun, es fa´cil ver que el grado relativo de u para y es dos. Consideremos adema´s las
siguientes suposiciones:
Suposicio´n 1. Existen dos constantes positivas k1 y k2 tal que
j f(t; x1; x2; u)  f(t; x^1; x^2; u) j k1 j x1   x^1 j;
j df(t; x1; x2; u)  df(t; x^1; x^2; u)
dt
j k2 j; x2   x^2 j
Suposicio´n 2. La incertidumbre (t; x; u) satisface
j (t; x; u) j< +;
j d(t; x; u)
dt
j< +;
donde + y + son dos numeros positivos.
Basado en la dina´mica del sistema (2.40), un observador por modos deslizantes de segundo orden es propuesto
como sigue
_^x1 = x^2 + z1; x^1(0) = x1;
_^x2 = f(t; x^1; x^2; u) + z2; x^2(0) = 0;
y^ = x^1;
(2.41)
donde x^1 y x^2 son las estimaciones del estado, z1 y z2 son las variables de correccio´n, que esta´n definidas
como
8<: z1 = 1 j ex1 j1=2 sign(ex1) + 1;_1 = 1sign(ex1); (2.42)
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8>>><>>>:
z2 = 0; si _ex1 6= 0; ex1 6= 0;
z2 = 2 j z1 j1=2 sign(z1) + 2; si _ex1 = 0; ex1 = 0;
_2 = 2sign(z1);
(2.43)
donde ex1 = x1   x^1, ex2 = x2   x^2, y sign es la funcio´n signo discontinua.
Teorema 2.9 El primer par de variables (x^1; x^2) convergen a (x1; x2) en tiempo finito, si las condiciones
j f(t; x1; x2; u)  f(t; x^1; x^2; u) + (t; x1; x2; u) j< k1 j x1   x^1 j ++;
jdf(t;x1;x2;u) df(t;x^1;x^2;u)+d(t;x1;x2;u)j
dt < k2 j x2   x^2 j ++;
se satisfacen para el sistema (2.40), y los para´metros del observador (2.41) son seleccionados de acuerdo al si-
guiente criterio:
1 > k1ex1M + + o 1 > pk1 _ex10 + +;
1 >
41p
1 +
;
2.3.2. DIFERENCIADOR POR MODOS DESLIZANTES DE ALTO ORDEN.
Sea f(t) = f0(t)+n(t) una funcio´n en [0;1], donde f0(t) es una funcio´n desconocida con una constante L de
Lipshitz de la n-e´sima derivada, y n(t) es una incertidumbre acotada medible con caracterı´sticas desconocidas. El
problema del disen˜o del diferenciador robusto por modos deslizantes de alto orden es buscar un estimador robusto
en tiempo real de _f0(t); f0(t); : : : ; f
(n)
0 (t) sea exacto cuando n(t) = 0. El diferenciador por modos deslizantes de
alto orden toma la siguiente forma.
_z0 = 0; 0 =  0 j z0   f(t) jn=(n+1) sign(z0   f(t)) + z1;
_z1 = 1; 1 =  1 j z1   0 j(n 1)=(n) sign(z1   0) + z2;
...
_zn 1 = n 1; n 1 =  n 1 j zn 1   n 2 j1=2 sign(zn 1   n 2) + zn;
_zn =  nsign(zn   n 1);
donde 0; 1; : : : ; n son para´metros positivos.
2.4. PROCESOS ESTOCA´STICOS.
Un proceso estoca´stico X(t; !) con t 2 T es una familia de variables aleatorias indexada por el conjunto de
para´metros T . El para´metro t se refiere al tiempo. Si la variables aleatorias X(t; !) tiene realizaciones discretas,
diremos que el proceso estoca´stico tiene un espacio de estados discreto. Si tiene realizaciones continuas diremos
que el proceso estoca´stico tiene un espacio de estados continuo. El conjunto de para´metro T tambie´n puede te-
ner valores discretos o continuos. Un espacio de estados continuo, de un proceso con para´metros continuos sera
llamado funcio´n aleatoria. Adema´s, observe que un proceso estoca´stico X(t; !) es de hecho una funcio´n de dos
variables, el para´metro del tiempo t y el para´metro probabilı´stico !. Para cada t, X(t; ) es una variable aleatoria.
Para cada !, X(; !) es una realizacio´n del proceso, es decir, una funcio´n simple.
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Proceso de Wiener.
Un proceso con para´metros continuos fxt; t 2 Tg tiene incrementos independientes si, para cualquier conjunto
finito fti j ti  ti+1g 2 T , las variables aleatorias
xt2   xt1 ; xt3   xt2 ; : : : ; xtn   xtn 1 ;
son independientes. El proceso xt se dice que tiene incrementos independientes estacionarios si, adema´s,
xt+h   x+h;
tiene la misma distribucio´n como xt   x para todo t >  2 T y cualquier h > 0. Un proceso estoca´stico que es
de gran importancia en la teorı´a y aplicaciones, y que juega un rol importante en esta tesis, es el proceso de Wiener.
Un proceso con para´metros continuos xt; t  0 es un proceso de Wiener si
1. xt; t  0 tiene incrementos independientes estacionarios
2. para todo t  0; xt tiene una distribucio´n normal
3. para todo t  0; E(xt) = 0
4. P (x0 = 0) = 1
La funcio´n de covarianza de un proceso de Wiener esta dada por
E[(xt   E(xt))(x   E(x ))T ] = Qmn(t; );
donde Q es una matriz definida positiva.
Ruido Blanco.
Un ruido blanco Gaussiano es un proceso Gaussiano con
E[(xt   E(xt))(x   E(x ))T ] = Q(t  );
tambie´n un ruido blanco Gaussiano puede ser considerado como la derivada en promedio cuadra´tico de´bil de un
proceso de Wiener, definido como sigue. Sea fxt; t  0g un proceso de Wiener, del cual sabemos que su funcio´n
de covarianza es
Px(t; ) = Qmn(t; );
la funcio´n de covarianza del proceso fdxtdt ; t  0g es
P _x(t; ) =
@2Px(t; )
@t@
;
por lo tanto
P _x(t; ) = Q
@2mn(t; )
@t@
;
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como sabemos
mn(t; ) =
8<:;  < t;t;  > t;
entonces la primera derivada parcial de esta funcio´n es
@
@t
mn(t; ) =
8<:0;  < t;1;  > t;
que es la funcio´n Heaviside o funcio´n de salto (en  )y su derivada con respecto a  es la delta de Dirac (t   ).
Obteniendo
P _x(t; ) = Q(t  );
y _xt es un proceso con una delta-covarianza. Entonces, formalmente, un ruido blanco Gaussiano es la derivada en
promedio cuadra´tico de´bil del proceso de Wiener.
2.4.1. ECUACIONES DIFERENCIALES ESTOCA´STICAS.
Sistemas dina´micos continuos con estado finito-dimensionales, que son sujetos a disturbios aleatorios, pueden
ser representados por ecuaciones diferenciales ordinarias no lineales. Sean xt y wt, respectivamente, el vector de
estado n-dimensional y el disturbio aleatorio m-dimensional en el tiempo t. Entonces una ecuacio´n diferencial
general del tipo descrito puede ser escrita como
dxt
dt
= f(xt; wt; t); t  t0; (2;36)
donde f es una funcio´n no lineal real n-dimensional. La ecuacio´n (2.36) es llamada ecuacio´n diferencial estoca´sti-
ca, sistema dina´mico estoca´stico continuo. La funcio´n del disturbio aleatorio wt es llamado funcio´n driving. La
condicio´n inicial para (2.36) puede ser una constante o una variable aleatoria xt0 con una distribucio´n especifica.
La ley de probabilidad del proceso fwt; t  t0g se asume especificada. Un caso especial importante de (2.36) es
la ecuacio´n diferencial estoca´stica con un aditivo ruido blanco Gaussiano
dxt
dt
= f(xt; t) +G(xt; t) t; t  t0; (2;37)
dondeG es una funcio´n matricial nm, y la condicio´n inicial xt0 que es independiente del ruido blanco Gaussiano
f t; t  t0g. Como el proceso f tg es delta-correlacionado, y por lo tanto, el  t no es integrable en promedio
cuadra´tico, y dado el resultado de la seccio´n anterior que un ruido blanco Gaussiano es la derivada en promedio
cuadra´tico de´bil de un proceso de Wiener. Sea fWt; t  t0g un proceso de Wiener independiente. Entonces
 t  dWt
dt
;
y podemos escribir una forma equivalente de (2.37) como
dxt = f(xt; t)dt+G(xt; t)dWt; t  t0: (2;38)
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Ahora (2.38) solo tiene sentido cuando la integral existe
xt   xt0 =
Z t
t0
f(x ; )d +
Z t
t0
G(x ; )dW ;
donde la primera integral puede ser definida como una integral en promedio cuadra´tico o como una integral ordi-
naria, la segunda integral sera definida como una integral estoca´stica de Itoˆ, y por lo tanto (2.38) es una ecuacio´n
diferencial estoca´stica de Itoˆ.
Calculo Estoca´stico de Itoˆ.
Lema 2.10 Sea xt es la solucio´n u´nica de la ecuacio´n diferencial estoca´stica
dxt = f(xt; t)dt+G(xt; t)dWt; t  t0; (2.44)
donde x y f son vectores n-dimensionales, G es n m, y fWt; t  t0g es un proceso de Wiener m-dimensional
con E(dWtdWTt ) = Qdt. Sea (xt; t) una funcio´n real escalar, continuamente diferenciable en t y tenga segunda
derivada parcial mixta continua con respecto a los elementos de x. Entonces la diferencial estoca´stica d de  es
d = tdt+ 
T
x dxt +
1
2
tr(GQGT )xxdt; (2.45)
donde
t =
@
@t
; Tx = [
@
@x1
; : : : ;
@
@xn
];
xx =
26664
@2
@x21
@2
@x1@x2
: : : @
2
@x1@xn
...
...
...
@2
@xn@x1
@2
@xn@x2
: : : @
2
@x2n
37775 ;
Observe que (2.45) puede ser escrito como
d = (t + 
T
x f +
1
2
tr(GQGT )xx)dt+ 
T
xGdWt: (2.46)
2.4.2. TEORI´A DE FILTRADO.
Consideremos la ecuacio´n dina´mica estoca´stica continua descrita por la ecuacio´n diferencial estoca´stica.
dxt = f(xt; t)dt+G(xt; t)dWt; t  t0; (2.47)
donde x y f son vectores n-dimensionales,G es nm, y fWt; t  t0g es un proceso deWienerm-dimensional
con E(dWtdWTt ) = Qdt. La ecuacio´n (2.47) es equivalente a
dxt
dt
= f(xt; t) +G(xt; t) t;
donde f t; t  t0g es un ruido blanco Gaussiano,  t  N(0; Q(t)). Supongamos observaciones continuas son
tomadas en el sistema (2.47), de la forma
dYt = h(xt; t)dt+ dW
0
t ; (2.48)
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donde Yt y h son vectores m-dimensionales y fW 0t ; t  t0g es un proceso de Wiener m-dimensional con
E(dW 0tdW
0T
t ) = R(t)dt;R() > 0. Supongamos que fWtg, fW 0tg y xt0 son independientes. La ecuacio´n (2.48)
es equivalente a
yt = h(xt; t) +  
0
t; (2.49)
con la identificacio´n
yt  dYt
dt
;  0t 
dW 0t
dt
;
y con f 0t; t  t0g un ruido blanco Gaussiano,  0t  N(0; R(t)). Las ecuaciones (2.47) y (2.48), constituyen un
vector de ecuaciones diferenciales estoca´sticas. El problema de estimacio´n es buscar el estimado o´ptimo x^(t) del
sistema de estado x(t) basado en el proceso de observacio´n Y (t) = fy(s); 0  s  tg, que minimiza la norma
euclidiana
J = E[(x(t)  x^(t))T (x(t)  x^(t)) j FYt ]; (2.50)
para cualquier momento del tiempo t.
Las ecuaciones de filtrado o´ptimo se obtienen usando la formula para la ecuacio´n diferencial de itoˆ de la
esperanza condicionalm(t) = E(x(t) j FYt )
dm(t) = E(f(x; t) j FYt )dt+ E(x[h(xt; t)  E(h(xt; t) j FYt )]T j FYt ) (2.51)
(dy(t)  E(h(xt; t) j FYt ))dt:
Filtro de Kalman-Bucy.
En el caso particular, si la funcio´n f(xt; t) = a0(t)+a1(t)x(t),G(xt; t) = B(t) y h(xt; t) = A0(t)+A(t)x(t)
la ecuacio´n de filtrado o´ptimo de la esperanza condicional es
dm(t) = E(a0(t) + a1(t)x(t) j FYt )dt+ E(x[A0(t) +A(t)x(t) 
E(A0(t) +A(t)x(t) j FYt )]T j FYt ) (2.52)
(B(t)B(t)T ) 1(dy(t)  E(A0(t) +A(t)x(t) j FYt ))dt;
de aquı´ obtenemos que
E(a0(t) + a1(t)x(t) j FYt ) = a0(t) + a1(t)m(t)
E(x[A0(t) +A(t)x(t)  E(A0(t) +A(t)x(t) j FYt ]T j FYt ))
= E(x[x(t)  E(x(t) j FYt )]T j FYt )A(t)T = P (t)A(t)T
E(A0(t) +A(t)x(t) j FYt ) = A0(t) +A(t)m(t);
por lo tanto la ecuacio´n diferencial de la esperanza condicional es
dm(t) = (a0(t) + a1(t)m(t))dt+ P (t)A(t)
T (2.53)
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(B(t)B(t)T ) 1(dy(t) A0(t) A(t)m(t))dt:
La ecuacio´n (2.53) debera´ tener una condicio´n inicial m(t0) = E(x0 j FYt0 ). Tratando de componer una forma
cerrada para el sistema de ecuaciones de filtrado, la ecuacio´n (2.53) debera´ ser complementada con la ecuacio´n
para la varianza del error P (t). Para este propo´sito usamos la formula diferencial de Itoˆ de la varianza P (t) =
E((x(t) m(t))(x(t) m(t))T j FYt ) dada por
dP (t) = (E((x(t) m(t))(f(x; t))T j FYt ) + E((f(x; t))(x(t) m(t))T j FYt )
b(t)bT (t)  E(x[h(xt; t)  E(h(xt; t) j FYt )]T j FYt )A(t)T (2.54)
(B(t)B(t)T ) 1A(t)TE([h(xt; t)  E(h(xt; t) j FYt )]xT j FYt ))dt+
E((x(t) m(t))(x(t) m(t))[h(xt; t)  E(h(xt; t) j FYt )]T j FYt )
(B(t)B(t)T ) 1(dy(t)  E(h(xt; t) j FYt ))dt;
sustituyendo la expresio´n para h(xt; t) la fo´rmula anterior toma la forma
dP (t) = (E((x(t) m(t))(f(x; t))T j FYt ) + E((f(x; t))(x(t) m(t))T j FYt )
b(t)bT (t)  P (t)A(t)T (B(t)B(t)T ) 1A(t)TP (t))dt+ (2.55)
E((x(t) m(t))(x(t) m(t))(x(t) m(t))T j FYt )
AT (t)(B(t)B(t)T ) 1(dy(t) A0(t) A(t)m(t))dt;
como f(xt; t) = a0(t) + a1(t)x(t) obtenemos
E((x(t) m(t))(a0(t) + a1(t)x(t))T j FYt ) = P (t)a1(t)T
E((a0(t) + a1(t)x(t))(x(t) m(t))T j FYt ) = a1(t)P (t);
adema´s
E((x(t) m(t))(x(t) m(t))(x(t) m(t))T j FYt ) = 0;
por lo tanto la ecuacio´n para la varianza del error sera
dP (t) = (P (t)a1(t)
T + a1(t)P (t)
b(t)bT (t)  P (t)A(t)T (B(t)B(t)T ) 1A(t)TP (t))dt; (2.56)
con la condicio´n inicial P (t0) = E((x(t0)   m(t0))(x(t0)   m(t0))T j FYt ). Las ecuaciones (2.53) y (2.56)
forman el filtro de Kalman-Bucy.
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3
CONTROL O´PTIMO PARA UN SISTEMA
POLINOMIAL CON UN CRITERIO
CUADRA´TICO SOBRE UN HORIZONTE DE
TIEMPO INFINITO.
3.1. PLANTEAMIENTO DEL PROBLEMA.
El estado del sistema z(t) esta dado por la ecuacio´n diferencial no lineal
dz(t)
dt
= h(z; t) +G(t)v(t); z(t0) = z0; (3;1)
Aquı´, h(z; t) es una funcio´n polinomial no lineal, v(t) 2 Rm es la entrada de control, z(t) 2 Rn es el vector de
estado. El coeficiente G(t) es una funcio´n matricial de dimension n  m. La funcio´n vectorial h(z; t) 2 Rn es
un polinomio de n componentes del vector de estado z, con coeficientes dependientes del tiempo (ver [50] para
definicio´n). Se sigue de [50], un polinomio de grado r del vector de estado esta definido como una forma r-lineal
de sus componentes
h(z; t) = 1(t)z + 2(t)zz
T + : : : + r(t)z : : :r times : : : z;
donde i, i = 1; : : : ; r, es un tensor de dimension n : : :(r+1) times : : : n, y z  : : :r times : : : z es un tensor
de dimension n : : :r times : : : n. Cada componente del polinomio puede ser representado como una sumatoria
hl(z; t) =
X
j
1 lj(t)zj(t) +
X
jk
2 ljk(t)zj(t)zk(t) + : : :
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+
X
i1:::ir
r ki1:::ir (t)zi1(t) : : : zir (t); l; j; k; i1 : : : ir = 1; : : : ; n:
El criterio J esta dado por el siguiente funcional cuadra´tico de z y v
J(u) =
1
2
Z 1
t0
vT (t)R(t)v(t)dt+
1
2
Z 1
t0
zT (t)L(t)z(t)dt; (3;2)
donde R y L son matrices sime´tricas, con R > 0 y L  0, y aT denota la transpuesta de un vector (matriz) a.
El problema del controlador o´ptimo es minimizar el criterio J a lo largo de la trayectoria z(t), t 2 [t0;1]
a trave´s de la seleccio´n del control v(t), t 2 [t0;1], que es generado al sustituir v(t) dentro de la ecuacio´n de
estado (3.1).
3.2. DISEN˜O DEL CONTROL I. PRINCIPIO DEL MA´XIMO.
3.2.1. SOLUCIO´N DEL PROBLEMA DEL CONTROLADOR O´PTIMO I.
El siguiente teorema da la solucio´n para el problema del controlador o´ptimo planteado anteriormente.
Teorema 3.1 La ley de control
v(t) =  R 1(t)GT (t)m(z) (3;3)
presenta el regulador o´ptimo para el sistema polinomial (3.1) con respecto al criterio cuadra´tico (3.2), donde la
funcio´n matricialm(z) es la solucio´n de la ecuacio´n
dm(z)
dz
(1(t)z + 2(t)zz
T + : : :+ r(t)z : : :r times : : : z  G(t)R 1(t)GT (t)m(z)) = (3;4)
=  Lz   (1(t) + 22(t)z + : : :+ rr(t)z : : :r 1 times : : : z)Tm(z)
con la condicio´n inicialm(0) = 0.
Sustituyendo el control o´ptimo (3.3) en el sistema polinomial (3.1) produce el estado controlado o´ptimamente
gobernado por la ecuacio´n
dz(t)
dt
= h(z; t) G(t)R 1(t)GT (t)m(z); z(t0) = z0: (3;5)
Demostracio´n Referirse al Ape´ndice.
3.2.2. EJEMPLO I.
Considere una ecuacio´n de estado escalar cuadra´tica
_z(t) = z2(t) + v(t); z(0) = z0: (3;6)
El problema de control es minimizar
J =
1
2
Z 1
0
v2(t)dt+
1
2
Z 1
0
z2(t)dt: (3;7)
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a trave´s de la seleccio´n del control v(t), t 2 [0;1], i.e., usando la minima energı´a total del control v tal que
minimice la energı´a total del estado z. El ejemplo considerado corresponde a la ecuacio´n de velocidad de un
oscilador meca´nico, donde la fuerza que actu´a depende del cuadrado de velocidad.
La ley de control usada en este ejemplo es calculada como (3.3) donde la matriz m(z) es la solucio´n de la
ecuacio´n diferencial (3.4), esto es v(t) =  R 1(t)GT (t)m(z). De las ecuaciones (3.6) y (3.7), se puede ver que
G(t) = 1 y R(t) = 1, por lo tanto, el control toma la forma
v(t) =  m(z); (3;8)
dondem(z) satisface la ecuacio´n
dm(z)
dz
(z2  m(z)) =  z   2zm(z) (3;9)
con la condicio´n inicial q(0) = 0. La solucio´n de la ecuacio´n diferencialm(z) esta dado por
m(z) = z2 + z
p
z2 + 1; (3;10)
entonces, la forma del control es
v(t) =  z2   z
p
z2 + 1; (3;11)
y la ecuacio´n de estado (3.6) toma la forma
_z(t) = z2(t)  z2(t)  z(t)
p
z2(t) + 1; z(0) = z0: (3;12)
Considere la condicio´n inicial z(0) = 1 para el sistema (3.6), controlado por (3.10)–(3.11), para llevar a cabo
simulaciones nume´ricas.
La fig. 1 muestra el resultado de aplicar el regulador (3.10)–(3.11), que muestra la gra´fica del estado (3.6) z(t),
controlado por (3.10), la funcio´n del control (3.10) v(t), y la gra´fica del criterio (3.7) J(t) en el intervalo [0; 20].
En el momento final T = 20, el criterio (3.7) toma el valor J(20) = 0;9428.
EL regulador disen˜ado (3.10)–(3.11) es comparado con el regulador lineal para el sistema linealizado
_z(t) = 2z(t) + v(t); z(0) = z0: (3;13)
La ley de control lineal esta dada por
v(t) =  M(t)z(t); (3;14)
dondeM(t) satisface la ecuacio´n algebraica de Riccati para el sistema linealizado
0 = 1 + 4M(t) M(t)2: (3;15)
La solucio´n de la ecuacio´n algebraica de Riccati esta dada por
M = 2 +
p
5; (3;16)
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entonces, el control toma la forma
v(t) =  (2 +
p
5)z; (3;17)
y la ecuacio´n de estado (3.6) toma la forma
_z(t) = z2(t)  (2 +
p
5)z(t); z(0) = z0: (3;18)
Considerando de nuevo la condicio´n inicial z(0) = 1 para el sistema (3.6), controlado por (3.14)–(3.17), para
llevar a cabo simulaciones nume´ricas.
La fig. 1 muestra el resultado de aplicar el regulador (3.14)–(3.17), que muestra la gra´fica del estado (3.6) z(t),
controlado por (3.17), la funcion de control (3.17) v(t), y la grafica del criterio (3.7) J(t) en el intervalo [0; 20].
En el momento final T = 20, el criterio (3.7) toma el valor J(20) = 1;3266.
3.3. DISEN˜O DEL CONTROL II. ECUACIO´N HAMILTON-JACOBI-BELLMAN.
3.3.1. SOLUCIO´N DEL PROBLEMA DEL CONTROLADOR O´PTIMO II.
El siguiente teorema da otra solucio´n para el problema del controlador o´ptimo planteado en la seccio´n 3.1
Teorema 3.2. ley de control
v(t) = R 1(t)GT (t)M(t)z(t); (3;19)
presenta el regulador o´ptimo para el sistema polinomial (3.1) con respecto al criterio cuadra´tico (3.2), donde la
funcio´n matricialM(t) es la solucio´n de la ecuacio´n algebraica tipo Riccati
0 = L(t)  [1(t) + 2(t)z(t) + 3(t)z(t)zT (t) + : : :+ r(t)z(t) : : :r 1 times : : : z(t)]TM(t)  (3;20)
M(t)[1(t)+2(t)z(t)+3(t)z(t)z
T (t)+ : : :+r(t)z(t) : : :r 1 times : : : z(t)] M(t)G(t)R 1(t)GT (t)M(t):
Sustituyendo el control o´ptimo (3.3) en el sistema polinomial (3.1) produce el estado controlado o´ptimamente
gobernado por la ecuacio´n
dz(t)
dt
= h(z; t) +G(t)R 1(t)GT (t)M(t)z(t); z(t0) = z0: (3;21)
Demostracio´n Referirse al Ape´ndice.
Observacio´n 3.1. La ecuacio´n algebraica (3.20) para M(t) deberı´a resolverse considerando al estado z(t)
como un argumento fijo. Observe que la solucio´n analı´tica para (3.20) no puede ser obtenida siempre para un
sistema polinomial arbitrario, especialmente de orden mayor que uno; por lo tanto, algunos me´todos nume´ricos
disponibles para resolver la ecuacio´n matricial algebraica tipo Riccati deberı´an aplicarse (ver, por ejemplo, [51]).
Sin embargo, esta solucio´n puede ser obtenida analı´ticamente para algunos sistemas de orden uno y dos (ver las
formulas (3.26), (3.39)–(3.42), y (3.53)–(3.56) en los ejemplos).
Observacio´n 3.2. La estabilidad del sistema es derivado de la funcio´n de Lyapunov
V (t) =  1
2
z(t)TM(t)z(t):
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Figura 3.1: Regulador o´ptimo con respecto al criterio J(t) vs. el regulador lineal para el sistema linealizado en
[0; 20]. 1. Estado. Gra´fica del estado (3.6) z(t) (Verde) controlado por (3.11), y el estado (3.6) z(t) (Azul) con-
trolado por (3.17), 2. Control. la funcio´n de control (3.11) v(t) (Verde) y el control lineal (3.17) v(t) (Azul), y 3.
Criterio. el criterio (3.7) J(t) producido por el control o´ptimo (Verde) y el control lineal (Azul).
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Esto produce la derivada de V (t) dado por
_V (t) =  1
2
_z(t)TM(t)z(t)  1
2
z(t)TM(t) _z(t);
teniendo en cuenta que _M(t) esta fijo en cero (ver demostracio´n del teorema 3.2). Sustituyendo (3.21) en la
ecuacio´n anterior conduce a
_V (t) =  1
2
(h(z; t)+G(t)R 1(t)GT (t)M(t)z(t))TM(t)z(t) 1
2
z(t)TM(t)(h(z; t)+G(t)R 1(t)GT (t)M(t)z(t))
=  1
2
z(t)TM(t)h(z; t)  1
2
h(z; t)TM(t)z(t)  z(t)TM(t)G(t)R 1(t)GT (t)M(t)z(t):
Finalmente, sustituyendo el valor de h(t; z) obtenemos
_V (t) =  z(t)T fM(t)G(t)R 1(t)GT (t)M(t)
+
1
2
M(t)(1(t)+2(t)z+: : :+r(t)z : : :r 1 times : : : z)+
1
2
(1(t)+2(t)z+: : :+r(t)z : : :r 1 times : : : z)TM(t)gz(t);
=  1
2
z(t)T fM(t)G(t)R 1(t)GT (t)M(t) + L(t)gz(t) < 0;
que provee estabilidad asinto´tica del sistema controlado o´ptimamente (3.1).
3.3.2. EJEMPLO II.
Considere la ecuacio´n del estado escalar cuadra´tica
_z(t) = z2(t) + v(t); z(0) = z0: (3;22)
El problema del controlador es minimizar
J =
1
2
Z 1
0
v2(t)dt+
1
2
Z 1
0
z2(t)dt: (3;23)
a trave´s de la seleccio´n del control v(t), t 2 [0;1]. Dado que las ecuaciones (3.22),(3.23) en este ejemplo coinci-
den con las ecuaciones (3.6),(3.7) del Ejemplo 1, ambos ejemplos tienen la misma interpretacio´n meca´nica.
La ley de control usado en este ejemplo es calculado como (3.19), donde la matriz M(t) es la solucio´n de
la ecuacio´n algebraica tipo Riccati (3.20), esto es, v(t) =  R 1(t)GT (t)M(t)z(t). De las ecuaciones (3.22) y
(3.23), es claro que G(t) = 1 y R(t) = 1, por lo tanto, la ley de control toma la forma
v(t) =  M(t)z(t); (3;24)
dondeM(t) satisfaciendo la ecuacio´n algebraica tipo Riccati
0 = 1  z(t)TM(t) M(t)z(t) M(t)M(t): (3;25)
La solucio´n de la ecuacio´n algebraica tipo Riccati esta dada por
M(t) = z +
p
z2 + 1; (3;26)
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entonces, la ley de control es
v(t) =  (z +
p
z2 + 1)z; (3;27)
y la ecuacio´n de estado (3.22) toma la forma
_z(t) = z2(t)  z2(t)  z(t)
p
z2(t) + 1; z(0) = z0: (3;28)
Considerando la condicio´n inicial z(0) = 1 para el sistema (3.22), controlado por (3.26)–(3.27), para llevar a
cabo simulaciones nume´ricas.
La fig. 2 muestra el resultado de aplicar el regulador (3.26)–(3.27), que muestra la gra´fica del estado (3.22)
z(t), controlado por (3.27), la funcio´n de control (3.27) v(t), y la gra´fica del criterio (3.23) J(t) en el intervalo
[0; 20]. En el momento final T = 20, el criterio (3.23) toma el valor J(20) = 0;9428.
Como en el Ejemplo 1, este ejemplo es comparado con el controlador lineal para el sistema linealizado dado
por
v(t) =  (2 +
p
5)z(t); (3;29)
y la ecuacio´n del estado (3.16) toma la forma
_z(t) = z2(t)  (2 +
p
5)z(t); z(0) = z0: (3;30)
Se puede observar que el control disen˜ado por el algoritmo propuesto tiene un mejor rendimiento en compa-
racio´n al del sistema linealizado. Note que la comparacio´n es realizada por propo´sitos ilustrativos, dado que el
regulador disen˜ado deberı´a dar teo´ricamente un mejor resultado, como se sigue del teorema 3.1 y 3.2.
Observacio´n 3.3. Como se mostro´, el control obtenido por la ecuacio´n algebraica tipo Riccati coincide con el
control obtenido de la ecuacio´n de co-estado.
3.3.3. EJEMPLO III.
Considere las ecuaciones de estado cuadra´ticas bidimensional
_z1(t) = z2(t); z1(0) = z10; (3;31)
_z2(t) = z
2
1(t) + v(t); z2(0) = z20: (3;32)
El problema de control es minimizar
J =
1
2
Z 1
0
v2(t)dt+
1
2
Z 1
0
(z21(t) + z
2
2(t))dt: (3;33)
a trave´s de la seleccio´n del control v(t), t 2 [0;1], i.e., usando la minima energı´a total del control v tal que se
minimice energı´a total del estado z. El ejemplo considerado corresponde a un oscilador meca´nico incluyendo las
ecuaciones de posicio´n y velocidad, donde la fuerza que actu´a depende del cuadrado de la velocidad.
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Figura 3.2: Regulador o´ptimo con respecto al criterio J(t) vs. el regulador lineal para el sistema linealizado en
[0; 20]. 1. Estado. Gra´fica del estado (3.16) z(t) (Verde) controlado por (3.21), y el estado (3.24) z(t) (Azul)
controlado por (3.23), 2. Control. la funcio´n de control (3.21) v(t) (Verde) y el control lineal (3.23) v(t) (Azul), y
3. Criterio. el criterio (3.17) J(t) producido por el control o´ptimo (Verde) y el control lineal (Azul).
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La ley de control usada en este ejemplo es calculada como (3.19), donde la matriz M(t) es la solucio´n de
la ecuacio´n algebraica tipo Riccati (3.20), esto es, v(t) =  R 1(t)GT (t)M(t)z(t). De las ecuaciones (3.31) y
(3.32), se puede ver que G(t) = [0 1]T y R(t) = 1, por lo tanto, el control toma la forma
v(t) =  M21(t)z1(t) M22(t)z2(t); (3;34)
dondeM(t) satisface la ecuacio´n algebraica tipo Riccati
0 = 1  z1(t)TM12(t) M21(t)z1(t) M12(t)M21(t); (3;35)
0 =  z1(t)TM22(t) M11(t) M12(t)M22(t); (3;36)
0 =  M11(t) M22(t)z1(t) M22(t)M21(t); (3;37)
0 = 1 M21(t) M12(t) M22(t)M22(t): (3;38)
La solucio´n a las ecuaciones algebraicas tipo Riccati esta dada por
M11(t) =
r
2z1(t) + 1 + 2
q
z21(t) + 1
q
z21(t) + 1; (3;39)
M12(t) = z1(t) +
q
z21(t) + 1; (3;40)
M21(t) = z1(t) +
q
z21(t) + 1; (3;41)
M22(t) =
r
2z1(t) + 1 + 2
q
z21(t) + 1; (3;42)
la forma del control es
v(t) =  (z1(t) +
q
z21(t) + 1)z1(t)
 (
r
2z1(t) + 1 + 2
q
z21(t) + 1)z2(t); (3;43)
y las ecuaciones de estado (3.31) y (3.32) toman la forma
_z1(t) = z2(t); z1(0) = z10; (3;44)
_z2(t) = z
2
1(t)  (z1(t) +
q
z21(t) + 1)z1(t)
 (
r
2z1(t) + 1 + 2
q
z21(t) + 1)z2(t); z2(0) = z20: (3;45)
Considere las condiciones iniciales z1(0) = 1 y z2(0) = 1 para el sistema (3.31)–(3.32), controlado por
(3.26)–(3.27), para llevar a cabo simulaciones nume´ricas.
La fig. 3 muestra los resultados de aplicar el regulador (3.39)–(3.43) al sistema (3.31),(3.32), que muestra
las gra´ficas del estado (3.31) z1(t) y (3.32) z2(t), controlado por (3.43), la funcio´n de control (3.43) v(t), y la
gra´fica del criterio (3.33) J(t) en el intervalo [0; 20]. En el momento final T = 20, el criterio (3.33) toma la valor
J(20) = 5;5459.
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El regulador disen˜ado (3.39)–(3.43) es comparado con el regulador lineal del sistema linealizado
_z1(t) = z2(t); z1(0) = z10; (3;46)
_z2(t) = 2z1(t) + v(t); z2(0) = z20: (3;47)
La ley de control esta dada por
v(t) =  M(t)z(t); (3;48)
dondeM(t) satisface las ecuaciones algebraicas de Riccati para el sistema linealizado
0 = 1  2M12(t)  2M21(t) M12(t)M21(t); (3;49)
0 =  2M22(t) M11(t) M12(t)M22(t); (3;50)
0 =  M11(t)  2M22(t) M22(t)M21(t); (3;51)
0 = 1 M21(t) M12(t) M22(t)M22(t): (3;52)
La solucio´n de las ecuaciones algebraicas de Riccati esta´n dadas por
M11(t) =
q
5 +
p
5
p
5; (3;53)
M12(t) = 2 +
p
5; (3;54)
M21(t) = 2 +
p
5; (3;55)
M22(t) =
q
5 +
p
5; (3;56)
la forma del control es
v(t) =  (2 +
p
5)z1(t)  (
q
5 +
p
5)z2(t); (3;57)
y las ecuaciones de estado (3.31) y (3.32) toma la forma
_z1(t) = z2(t); z1(0) = z10; (3;58)
_z2(t) = z
2
1(t)  (z1(t) +
q
z21(t) + 1)z1(t)
 (
r
2z1(t) + 1 + 2
q
z21(t) + 1)z2(t); z2(0) = z20: (3;59)
Considere las condiciones iniciales z1(0) = 1 y z2(0) = 1 para el sistema (3.58) y (3.59), controlado por
(3.53)–(3.57), para llevar a cabo simulaciones nume´ricas.
La fig. 3 muestra el resultado de aplicar el regulador (3.48)–(3.57) al sistema (3.58),(3.59), que muestra las
gra´ficas del estado (3.58) z1(t) y (3.59) z2(t), controlado por (3.57), la funcio´n de control (3.57) v(t), y la gra´fica
del criterio (3.33) J(t) en el intervalo [0; 20]. En el momento final T = 20, el criterio (3.33) toma el valor J(20) =
6;9481.
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Figura 3.3: Regulador o´ptimo con respecto al criterio J(t) vs. regulador lineal para el sistema linealizado en [0; 20].
1. Estado. Gra´fica del estado (3.31) z1(t) (Azul) y (3.32) z2(t) (Verde) controlado por (3.43), y el estado (3.58)
z1(t) (Rojo) y (3.59) z2(t) (Celeste), controlado por (3.57), 2. Control. la funcio´n del control (3.43) v(t) (Azul) y
el control lineal (3.57) v(t) (Verde), y 3. Criterio. el criterio (3.33) J(t) producido por el control o´ptimo (Azul) y
por el control lineal (Verde).
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3.3.4. APE´NDICE.
Demostracio´n del Teorema 3.1
Considere la ecuacio´n Hamiltoniana para el problema del control o´ptimo (3.1),(3.2) dado por
H(z;m; v; t) =
1
2
(zT (t)L(t)z(t) + vT (t)R(t)v(t)) +mT (h(z; t) +G(t)v(t)): (3;60)
La funcio´n Hamiltoniana tiene un mı´nimo si
@H
@u
= 0;
i.e.,
R(t)v(t) +G(t)Tm = 0:
La ley de control es obtenida como
v(t) =  R(t) 1G(t)Tm:
El sistema de ecuaciones del co-estado esta dada por
_m(t) =  @H
@z
=  Lz   (1(t) + 2(t)z + : : :+ r(t)z : : :r 1 times : : : z)Tm(t): (3;61)
Supongamos quem depende del estado z como
m(t) = m(z(t)):
Entonces, la forma del control o´ptimo es
v(t) =  R(t) 1G(t)Tm(z(t)): (3;62)
La expresio´n para la derivada total _m(t) toma la forma
_m(t) =
dm(z)
dz
_z(t): (3;63)
Sustituyendo (3.63) y (3.1) en (3.61), la ecuacio´n del co-estado es representado como
dm(z)
dz
(1(t)z + 2(t)zz
T + : : :+ r(t)z : : :r times : : : z  G(t)R 1(t)GT (t)m(z)) =
=  Lz   (1(t) + 22(t)z + : : :+ rr(t)z : : :r 1 times : : : z)Tm(z)
con la condicio´n inicialm(0) = 0, que coincide con (3.4).
Demostracio´n del Teorema 3.2
Considere el criterio dado por
J =
1
2
Z T
t0
vT (t)R(t)v(t)dt+
1
2
Z T
t0
zT (t)L(t)z(t)dt; (3;64)
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donde T 2 [t0;1). Introduciendo la ecuacion Hamilton-Jacobi-Bellman para el problema de control optimo
(3.1),(3.64) como
0 =
@V
@t
+mn
v
(
1
2
(vTR(t)v + zTL(t)z) +
@V
@z
T
_z(t)
)
=
@V
@t
+mn
v
(
1
2
(vTR(t)v + zTL(t)z) +
@V
@z
T
(h(z; t) +G(t)v(t))
)
; (3;65)
V (z(T ); T ) = 0;
donde
V (z; t) = mn
v
(
1
2
Z T
t
vT (t)R(t)v(t)dt+
1
2
Z T
t
zT (t)L(t)z(t)dt
)
es la funcio´n de Bellman. Diferenciando con respecto a v(t) para encontrar el mı´nimo en la ecuacio´n HJB (3.65)
obteniendo
0 =
@
@v
(
@V
@t
+mn
v
(
1
2
(vTR(t)v + zTL(t)z) +
@V
@z
T
(h(z; t) +G(t)v(t))
))
En consecuencia, se obtiene la ley de control o´ptimo como
0 = R(t)v +G(t)T
@V
@z
:
v(t) =  R 1(t)GT (t)@V
@z
:
Definamos V (z; t) como una funcio´n cuadra´tico de z(t) dada por
V (z; t) =  1
2
z(t)TM(t)z(t); (3;66)
dondeM(t) es una matriz sime´trica de dimension nn. Por otra parte, la derivada parcial de V (t; z) con respecto
a t y z estan dadas por
@V
@z
_z(t) =  1
2
_z(t)TM(t)z(t)  1
2
z(t)TM(t) _z(t); (3;67)
@V
@t
=  1
2
z(t)T _M(t)z(t): (3;68)
Esto proporciona la forma completa del control optimo
v(t) = R 1(t)GT (t)M(t)z(t): (3;69)
Usando la ecuacio´n HJB y sustituyendo (3.67)-(3.69) en (3.65), se obtiene
1
2
z(t)T _M(t)z(t) =
1
2
(z(t)TM(t)G(t)R 1(t)GT (t)M(t)z(t)+zTL(t)z)  1
2
_z(t)TM(t)z(t)  1
2
z(t)TM(t) _z(t)
=
1
2
(z(t)TM(t)G(t)R 1(t)GT (t)M(t)z(t) + zTL(t)z)  1
2
z(t)TM(t)h(z; t)  1
2
h(z; t)TM(t)z(t)
 z(t)TM(t)G(t)R 1(t)GT (t)M(t)z(t):
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Simplificando la ultima ecuacio´n obtenemos
z(t)T _M(t)z(t) = zTL(t)z   z(t)TM(t)G(t)R 1(t)GT (t)M(t)z(t)  z(t)TM(t)h(z; t)  h(z; t)TM(t)z(t):
Sustituyendo el valor de h(z; t)
h(z; t) = 1(t)z(t) + 2(t)z(t)z(t)
T + : : :+ r(t)z : : :r times : : : z;
se obtiene la siguiente ecuacio´n incluyendoM(t) obteniendo
z(t)T _M(t)z(t) = z(t)T fL(t) M(t)G(t)R 1(t)GT (t)M(t) (3;70)
 M(t)(1(t) + 2(t)z + : : :+ r(t)z : : :r 1 times : : : z)
 (1(t) + 2(t)z + : : :+ r(t)z : : :r 1 times : : : z)TM(t)gz(t);
que se satisface si
_M(t) = L(t) M(t)G(t)R 1(t)GT (t)M(t) (3;71)
 M(t)(1(t) + 2(t)z + : : :+ r(t)z : : :r 1 times : : : z)
 (1(t) + 2(t)z + : : :+ r(t)z : : :r 1 times : : : z)TM(t):
La condicio´n frontera se sigue de la ecuacio´n (3.66)
V (z(T ); T ) =  1
2
z(T )TM(T )z(T ) = 0;
i.e.,
M(T ) = 0: (3;72)
Sustituyendo el control (3.69) en (3.1) obtenemos la solucio´n del problema del control o´ptimo (3.1), (3.64), si
T < 1. Como T tiende a infinito, la solucio´n de la ecuacio´n (3.67) converge a un equilibrio, que implica que
_M(t) = 0 cuando T !1, i.e.,
0 = L(t) M(t)G(t)R 1(t)GT (t)M(t) M(t)(1(t) + 2(t)z + : : :+ r(t)z : : :r 1 times : : : z) (3;73)
 (1(t) + 2(t)z + : : :+ r(t)z : : :r 1 times : : : z)TM(t):
La ecuacion (3.73) es una ecuacio´n algebraica tipo Riccati dependiente del estado, que coincide con (3.20).
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4
EQUILIBRIO "-NASH EN LAZO ABIERTO
PARA JUEGOS DIFERENCIALES
POLINOMIALES VIA ECUACIO´N TIPO
RICCATI DEPENDIENTE DEL ESTADO.
4.1. PLANTEAMIENTO DEL PROBLEMA.
Considere el siguiente juego diferencial polinomial, donde la dina´mica de los jugadores esta regida por la
ecuacio´n diferencial:
_x(t) = f (t; x) +
NP
j=1
Bj(t)uj(t) + d(t);
x (t0) = x0;
(4.1)
y un funcional de costo cuadra´tico para el ı´ndice de desempen˜o de cada jugador:
LiT (u
i; u{^) = 12x
T (T )Qifx(T )
+ 12
TR
t0
 
xT (t)Qi1(t)x(t) +
NP
j=1
ujT (t)Rij(t)uj(t)
!
dt;
(4.2)
donde x(t) 2 Rn es el vector de estado de juego, uj es el control (accio´n) del j-e´simo jugador, que varia dentro
de una region dada U j  Rmj , j denota el numero de jugador  j = 1; N, Bj(t) 2 Rnmj son los coeficientes
matriciales de los controles y d (t) 2 Rn es una sen˜al de excitacio´n continua conocida. El ı´ndice de desempen˜o
LiT (u
i; u{^) esta dado en la forma de Bolza, donde ui es el control del i-e´simo jugador y u{^ son los controles para
el resto de los jugadores (^{ es la coleccio´n de contra-coalicio´n de jugadores contrarrestando al jugador con ı´ndice
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i). Para cada jugador, el objetivo del juego es lograr la reduccio´n al mı´nimo de su propio ı´ndice de desempen˜o por
la seleccio´n de entradas apropiadas. Tambie´n suponga que:
Qi(t) = Qi>(t)  0; Qif = Qi>f  0;
Rii (t) = Rii> (t) > 0; Rij (t) = Rij> (t)  0;
i 6= j:
(4.3)
Considere la funcio´n no lineal f (t; x) como un polinomio de n variables del vector de estado x(t) 2 Rn; esto
requiere una especial definicio´n del polinomio de orden n > 1. Siguiendo el trabajo anterior (ver [52]), un polino-
mio de p-e´simo grado del vector x(t) 2 Rn es considerado como un forma p-lineal de n componentes de x(t), es
decir:
f (t; x) = a0 (t) + a1 (t)x+ a2 (t)xx
| +    (4.4)
+as (t)x    s times   x:
Aquı´, los para´metros involucrados son: a0 es un vector de dimensio´n n, a1 es una matriz de dimensio´n n  n, a2
es un 3D tensor de dimensio´n n n n, y as es un (s+ 1)D tensor de dimensio´n n    (s+ 1) times     n,
y x     s times     x es un pD tensor de dimensio´n n     s times     n, obtenido por la multiplicacio´n
espacial del vector x p-veces por si mismo. Esto tambie´n se puede representar como un polinomio en forma de
sumatoria:
fk (t; x)=a0 k (t) +
P
i
a1 ki (t)xi +
P
ij
a2 kij (t)xixj+   
+
P
i1:::is
a1 ki1:::is (t)xi1 :::xis ;
k; i; j; i1:::is = 1; :::; n;
(4.5)
Para cada conjunto de informacio´n disponible i(t) y cada conjunto de estrategias i 2  i(i 2 N), la accio´n
de control esta completamente determinada por la relacio´n ui = i(i). Sustituyendo el conjunto ui dentro del
funcional de consto (4.2) para un tiempo final fijo T , conduce al numero LiT (u
i; u{^); (i 2 N), que es el costo que
se origina para el jugador i definido en el espacio de acciones del control [8]. Para la condicio´n inicial del estado
fija x0, se obtiene el mapeo definido por
J iT :  
1   1       N 7! R;  1; 2; :::; N 7! LiT (ui; u{^);
el cual es conocido como el funcional de costo del i-e´simo jugador para el juego en forma estrate´gica.
4.1.1. SUPOSICIONES Y DEFINICIONES BA´SICAS.
A1 Los coeficientes matriciales del control Bj(t) (j = 1; :::N), la funcio´n polinomial f (t; x), y la sen˜al de
excitacio´n d(t) se consideran conocidas e integrables en [0; T ] para cualquier participante, i.e., d() 2
L1 (0; T ;<n).
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A2 La clase U i de acciones de control admisibles ui (t) (i = 1; :::; N) contienen todos los controles no estacio-
narios satisfaciendo la condicio´n uniformemente Lipschitz en t, esto es, para cualquier t  0:
ui (t)  ui (t)  i kt  t0k : (4.6)
Adema´s, todos los controles admisibles se consideran ser cuadraticamente integrables en t (ası´ como las
dina´micas correspondientes x(t)) sobre el intervalo de tiempo [0; T ] para todo x, esto es, para todo x 2 <n
ui () 2 L2 (0; T ;<mi) y x(t) 2 L2 (0; T ;<n) : (4.7)
A3 Todos los jugadores tienen acceso solo a modelo de informacio´n en lazo abierto, esto es:
i (t) = fx0g ; t 2 [0; T ] : (4.8)
En el espacio de acciones de control, se define:
Definicio´n 4.1[Equilibrio de "-Nash] Las acciones de control ui ()  i = 1; N de los jugadores se dice que
esta´n en Equilibrio "-Nash si para cualquier otra accio´n de control ui () (i = 1; :::; N) la siguiente desigualdad
se satisface:
LiT := L
i
T (u
i; u{^)  nf
ui()2Ui
LiT (u
i; u{^) + "iT ; i = 1; :::; N; (4.9)
donde "iT  0 es un valor nume´rico que caracteriza hasta que punto el control ui ()
 
i = 1; N

se desvı´a del
equilibrio de Nash puro
 
"iT = 0

.
Es fa´cil observar de la definicio´n, que en el caso del equilibrio de Nash puro ("i = 0), (si el funcional de costo
es convexo con respecto a los primeros argumentos) el control ui que minimiza el funcional LiT (u
i; u{^) para el
i-e´simo jugador satisface exactamente "iT = 0 (4.9). En el caso "
i > 0, existe obligatoriamente un conjunto U i
de controles (ui)
0
; (ui)
00
, etc., que satisface (4.9) y, por lo tanto, cada uno de ellos puede ser considerado como
"-equilibrio de Nash. El problema de encontrar los controles del equilibrio en una forma cerrada, como en el caso
lineal, que admita una solucio´n exacta de equilibrio ("iT = 0) para el juego (4.1)-(4.2), puede no ser una tarea fa´cil.
Sin embargo, proponemos una cierta solucio´n en forma retroalimentada, que provee un equilibrio no-cero.
Evidentemente, al aplicar un conjunto de controles, el funcional de costo L^iT (u
i; u{^), posee la misma es-
tructura como el funcional (4.2) y coincide con LiT (u
i; u{^) si son aplicados controles exactos, resultando ser
dependiente de este conjunto de controles. Por lo tanto, ambos funcionales de costo en el lado derecho e izquierdo
de la desigualdad resultan:
L^iT := L^
i
T (u
i; u{^)  nf
ui()2Ui
L^iT (u
i; u{^) + "iT ; (4.10)
tambie´n depende de los controles ”no cero” ası´ como "iT . La relacio´n entre L
i
T y L^
i
T es presentada en una nota
dada en la siguiente seccio´n.
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4.2. EQUILIBRIO "-NASH EN LAZO ABIERTO PARA JUEGOS POLINOMIA-
LES.
4.2.1. CASO DE TIEMPO FINITO.
Para el problema de encontrar un conjunto de estrategias para el equilibrio de Nash en el juego (4.1)-(4.2), y
dada la estructura de informacio´n en lazo abierto (4.8), el siguiente teorema contiene el caso en tiempo finito.
Teorema 4.1 Sean los controles ui;
 
i = 1; N

tales que existe la solucio´n que consiste de las N funciones
del co-estado  i para el siguiente conjunto de ecuaciones diferenciales:
_ i(t) =  @H
i(t;  i; x; ui; u{^)
@x
(4.11)
=  Qix(t) 
0B@a1 + :::+ anx(t)  :::  x(t)| {z }
(n 1) times
1CA
>
 i;
con la condicio´n terminal  i(T ) = Qifx(T ), donde H
i(x;  i; ui; u{^; t) es el Hamiltoniano para cada jugador
definido como:
Hi(x;  i; ui; u{^; t) = 12
 
xT (t)Qix(t) +
NP
j=1
ujT (t)Rijuj(t)
!
+
 iT
0B@a1x(t) + :::+ anx(t)  :::  x(t)| {z }
n times
+
NP
j=1
Bjuj(t) + d(t)
1CA ;
i = 1; :::; N:
(4.12)
el vector x satisface:
_x = f (t; x) +
NP
j=1
Bj(t)uj(t) + d(t); x (0) = x0; (4.13)
y i-e´simo control satisface la condicio´n de minimalidad:
ui (t) = arg mn
ui()2Ui
Hi(x;  i; ui; u{^; t): (4.14)
Entonces, el conjunto de controles ui
 
i = 1; N

en la forma (4.15) provee la solucio´n del equilibrio de Nash en
lazo abierto.
ui (t) =    Rii 1Bi> i (t) : (4.15)
La demostracio´n de este teorema emplea las mismas te´cnicas como el teorema 6.11 en [8], y se emite para
evitar repeticiones.
Observacio´n 4.1 La solucio´n dada en el teorema 3.2 corresponde a la solucio´n del equilibrio de Nash puro
(" = 0), esto es, una vez que la accio´n del control (4.15) son aplicadas al juego, la existencia de la solucio´n para
el problema de N puntos en la frontera provee la solucio´n en lazo abierto del equilibrio de Nash.
En el caso lineal-cuadra´tico, la solucio´n en lazo abierto del equilibrio de Nash, puede ser representada (ver
[4]) en forma de retroalimentacio´n del estado. En lo que sigue, se muestra que es realmente posible proporcionar
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la representacio´n en lazo cerrado para la solucio´n dada por (4.2.1)-(4.15) para un juego diferencial polinomial,
pero las acciones de control conducira´n a una solucio´n "-equilibrio de Nash. Ası´, se consideraran los controles
admisibles en la clase de funciones afines dependientes del estado (no estacionarios):
U ifb :=

ui 2 U i j ui (x; t) = Ki (t)x+ ki (t)	 : (4.16)
Con el fin de estimar en que medida este conjunto de "-controles se desvı´a del equilibrio cero se definen los
siguientes proceso:
x(t) es la dina´mica del juego cuando todos los jugadores usan la solucio´n exacta del equilibrio de Nash (4.15).
Esta trayectoria es adema´s usada para evaluar el costo LiT (u
i; u{^).
~x(t) es la dina´mica del juego cuando los jugadores aplican el control en lazo cerrado en la forma (4.16); en este
caso, esta trayectoria contribuye a L^iT (u
i; u{^).
x^(t) es la dina´mica del juego cuando cada jugador j-e´simo usa el control (4.15), excepto el jugador i-e´simo,
j 6= i; y ui es un control admisible que satisface (4.6). El correspondiente costo es LiT (ui; u{^).
x(t) es la dina´mica del juego cuando cada jugador usa el control (4.16) excepto el jugador i-e´simo, ui es un
control admisible que satisface (4.6). El correspondiente costo es L^iT (u
i; u{^).
Dado que los sistemas en lazo cerrado esta´n regulados con controles Nash (4.15) o con controles afı´n lineales
(4.16), las trayectorias x(t) y ~x(t) deberı´an estar acotadas cuadra´ticamente, esto es, existe 1; 2 tales queZ T
0
kxk2 dt  2 <1;
Z T
0
k~xk2 dt  1 <1: (4.17)
Los estados finales de estas trayectorias esta´n tambie´n acotadas, esto es:
kx (T )k2  2; k~x (T )k2  1: (4.18)
Debido a la suavidad de los controles admisibles (4.6)-(4.7), las trayectorias x^(t) y x(t) esta´n tambie´n acotados,
esto es, existen 3; 4 tales que
R T
0
kx^k2 dt  3 <1;
R T
0
kxk2 dt  4 <1; (4.19)
ası´ como sus estado finales:
kx^ (T )k2  3; kx (T )k2  4: (4.20)
4.2.2. EQUILIBRIO "-NASH EN LAZO ABIERTO VIA ECUACIO´N TIPO RICCATI DEPENDIEN-
TE DEL ESTADO
El siguiente teorema usa las te´cnicas de la ecuacio´n tipo Riccati dependiente del estado para representar la
solucio´n de lazo abierto en forma retroalimentada
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Teorema 4.2 Para el juego diferencial polinomial de N -personas en tiempo finito (4.1)-(4.2) satisfaciendo las
restricciones (4.3), si existe la solucion de las ecuaciones acopladas tipo Riccati dependientes del estado
_P i(t)+P i(t)
0B@a1+a2x(t):::+anx(t)  :::  x(t)| {z }
(n 1) times
1CA
+
0B@a1 + 2a2x(t):::+nanx(t)  :::  x(t)| {z }
(n 1) times
1CA
T
P i(t)
+Qi   P i(t)
NP
j=1
Bj(Rjj) 1BjTP j(t) = 0;
P i(T ) = Qif ;
(4.21)
y la solucio´n del shifting vector
_pi(t)+
0B@a1+2a2x(t)+:::+nanx(t)  :::  x(t)| {z }
(n 1) times
1CA
T
pi(t)
-P i(t)
NP
j=1
Bj(Rjj) 1BjT pj(t)+P i(t)d(t)=0;
pi(T ) = 0:
(4.22)
entonces la accio´n de control estara´ dada por:
ui(t) =  (Rii) 1BiT P i(t)x(t) + pi(t) : (4.23)
lleva al "-equilibrio de Nash en lazo abierto para el juego polinomial (4.1)-(4.2). Esto es, para cualquier control
admisible ui satisfaciendo (4.6), la desigualdad
L^iT (u
i; u{^)  L^iT (ui; u{^) + "iT ; (4.24)
con
"iT  12 (max fQifg   mn fQifg)max f1; 2g
+12 (max fQifg   mn fQifg)max f3; 4g
+12 (max fQig   mn f Qig)max f3; 4g
+12max fF ig + max f Mig
p
3 + 2
+12 (max f ~Qig   mn fQig)max f1; 2g
+ 12max fLig + max f ~Mig
p
1 + 1;
(4.25)
se mantiene para un funcional L^iT definido en (4.10). Las constantes k = 1; ::; 4 y k = 1; ::; 4 son definidas en
41
(4.17) - (4.20), y las matrices involucradas se definen como
~Qi=Qi +
NP
j=1
P jBj(Rjj) 1Rij(Rjj) 1BjTP j ;
Li=
NP
j=1
pjTBj(Rjj) 1Rij(Rjj) 1BjT pj ;
~M i =
PN
j=1 p
jTBj(Rjj) 1Rij(Rjj) 1BjTP j
Qi=Qi +
NP
j=1;j 6=i
P jBj(Rjj) 1Rij(Rjj) 1BjTP j ;
F i=
NP
j=1;j 6=i
pjTBj(Rjj) 1Rij(Rjj) 1BjT pj ;
M i =
NP
j=1;j 6=i
pjTBj(Rjj) 1Rij(Rjj) 1BjTP j ;
i = 1; :::; N:
(4.26)
La demostracio´n del teorema esta dada en el ape´ndice.
Las ecuaciones (4.21) son tambie´n llamadas ecuaciones tipo Riccati dependientes del estado, que son comu´nmen-
te usadas en problemas de optimizacio´n de un jugador (ver [53], [54], [55], [52]). El punto principal en la bu´squeda
de la soluciones para (4.21) y (4.22) es que estas ecuaciones deben resolverse a lo largo de las trayectorias del es-
tado; para satisfacer este objetivo se debera´ usar una aproximacio´n nume´rica, como el me´todo de disparo [56].
Observacio´n 4.2 En el problema de optimizacio´n de un jugador, las ecuaciones (4.21) y (4.22) corresponden a
la solucio´n conocida para el regulador polinomial dado en [55] y [52].
Observacio´n 4.3 La condicio´n para obtener el conjunto de controles (4.23) es que el vector del co-estado
individual satisfaga la ecuacio´n  i (t) = P i (t)x + pi(t). Sin embargo, en el caso matricial, como se a sen˜alado
en [53] para el problema de optimizacio´n de un jugador, esta aproximacio´n provee solo una solucio´n sub-o´ptima,
porque la condicio´n (4.2.1) puede ser satisfecha en una forma afı´n de  i (t) solo asinto´ticamente. Esta es la razo´n
por la que el control en forma retroalimentada (4.23) puede dar solo un "-equilibrio, esto es, no existe garantı´a que
(4.2.1) seria satisfecha para todos los puntos de la trayectoria (4.13). No obstante, la trayectoria generada por (4.23)
seria suficientemente cerca de la generada por (4.2.1)-(4.15); este efecto es tambie´n observado en la simulacio´n
nume´rica en la seccio´n V.
El teorema da una cota superior para "iT , que es u´til para determinar que tan lejos esta el equilibrio "-Nash del
equilibrio de Nash puro.
La siguiente observacio´n es valida en el caso presentado ([7]). Es fa´cil darse cuenta que la definicio´n (4.10)
puede ser re-escrita en la siguiente forma equivalente:
L^iT (u
i; u{^)  nf
ui()2Ui
L^iT (u
i; u{^) + "iT =
LiT (u
i; u{^) +

nf
ui()2Ui
L^iT (u
i; u{^)  LiT (ui; u{^) + "iT

 LiT (ui; u{^) + ~"iT ;
donde
~"iT := "
i
T +
 nfui()2UiL^iT (ui; u{^)  LiT (ui; u{^)
 ;
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que da la comparacio´n de los funcionales de costo correspondientes a las estrategias del equilibrio "-Nash y a los
controles del equilibrio de Nash puro. La modificacio´n ~"iT puede ser estimada por ca´lculos similares a los de "
i
T .
4.3. CASO HORIZONTE DE TIEMPO INFINITO
En esta seccio´n, consideramos el problema de control con horizonte de tiempo infinito, esto es, el criterio que
cada i-e´simo jugador desea minimizar esta dado por:
Li1(u1; u2) =
1
2
1Z
0
(xTQix+
2X
j=1
uTj Rijuj)dt; (4.27)
sujeto a la dina´mica polinomial (4.1), con d (t)  0. Ası´, el funcional de costo cuadra´tico conQif = 0 es estudiado.
En este caso, el sistema de ecuaciones tipo Riccati dependientes del estado toman la forma
P i
0B@a1 + a2x(t) + :::+ anx(t)  :::  x(t)| {z }
(n 1) times
1CA
+
0B@a1 + 2a2x(t) + :::+ nanx(t)  :::  x(t)| {z }
(n 1) times
1CA
T
P i
+Qi   P i
NP
j=1
Bj(Rjj) 1BjTP j = 0; i = 1; :::; N:
(4.28)
Corolario 4.1 Para el juego no lineal polinomial con horizonte de tiempo infinito con las suposiciones (4.3),
entradas no exogenas, y criterios cuadra´ticos (4.27), si las ecuaciones algebraicas tipo Riccati dependientes del
estado (4.28) tienen solucio´n definida positiva P i (x) (i = 1; 2), entonces los controles del equilibrio "-Nash esta´n
dados por:
ui(t) =  (Rii) 1BiTP i(t)x(t): (4.29)
Observacio´n 4.4 La principal diferencia entre la ecuacio´n tipo Riccati del equilibrio esta´ndar de Nash y de la
ecuacio´n tipo Riccati (4.28) es que la solucio´n de (4.28) depende del vector x (t). En el caso de optimizacio´n de un
jugador, convencionalmente se considera buscar una solucio´n en cada instante de tiempo, cuando los coeficientes
dependientes del estado de (4.28) se consideran constantes, y entonces se aplican me´todos esta´ndar para resolver
la ecuacio´n algebraica tipo Riccati. Esto tambie´n es posible aplicar este enfoque para el caso de N -jugadores.
En efecto, en vista de la estructura polinomial del juego, podemos imitar la aproximacio´n Hamiltoniana para
buscar los controles del equilibrio "-Nash (4.29) en forma cerrada, esto es, como funcio´n que depende en te´rminos
polinomiales de x (t). Desarrollaremos esta aproximacio´n en la siguiente seccio´n.
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4.3.1. SOLUCIO´N DE LAS ECUACIONES ALGEBRAICAS ACOPLADAS TIPO RICCATI DE-
PENDIENTES DEL ESTADO POR UN ENFOQUE HAMILTONIANO.
La solucio´n para el sistema de ecuaciones (4.28) esta estrechamente relacionado (ver [57]) por la matriz Ha-
miltoniana dada por (por simplicidad, consideramos N = 2):
H =
0@ a1 + :::+ anxn 1  S1  S2 Q1  (a1 + :::+ nanxn 1)| 0
 Q2 0  (a1 + :::+ nanxn 1)|
1A
donde Si = Bi
 
Rii
 1
Bi|; i = 1; 2. Si el vector x es fijo, la matriz H coincide con el caso lineal cuadra´tico.
En efecto, es conocido ([4] pag. 280) que para un vector fijo x si V  R3nn es un subespacio invariante n-
dimensional de H ,Wi 2 Rnn; i = 1; 2, son tres matrices reales tales que:
V = Im
26664
W0
W1
W2
37775 ;
y siW0 es no singular, entonces Pi := WiW 10 ; i = 1; 2, es una solucio´n para el sistema de ecuaciones acopladas
tipo Riccati (4.28) (para N = 2). Por otra parte, la solucio´n (P1; P 2), son independientes de la base V elegidas,
que da un me´todo para encontrar los controles del equilibrio Nash. Es tambie´n conocido que en el caso esta´ndar
(no dependiente de x), las ecuaciones acopladas tipo Riccati tienen una solucio´n estabilizante (P1; P2) si y solo
si la matriz H tiene un subespacio estable n-dimensional y H tiene 2n eigenvalores. Nosotros extendimos este
enfoque para el caso polinomial como sigue.
El siguiente teorema establece las condiciones de existencia de un subespacio estable de la matriz H para un
sistemas escalar (n = 1), que, a su vez, garantiza la existencia de una solucio´n estable. Este resultado es formulado
en te´rminos de los coeficientes del juego polinomial de tercer orden escalar de dos jugadores, esto es, el costo
(4.27) es minimizado con pesos escalares: Qi = qi > 0 2 R; Rij = rij > 0 2 R; i; j = 1; 2, sujeto a la dina´mica
polinomial:
_x(t) = a1x(t) + a2x(t)
2 + a3x(t)
3 + b1u1(t) + b2u2(t);
a1; a2; a3; b1; b2 2 R:
(4.30)
Teorema 4.3 Si para todo x (t) los coeficientes a1, a2, a3, b1, b2, q1, q2, r11, y r22 para el juego polinomial de
tercer orden para dos jugadores (4.27)-(4.30) satisface la condicio´n
 
p
r22 (r11 (4a3x2 + 3a2x+ 2a1) 2 + 4b21q1) + 4b
2
2q2r11p
r11r22
< 2a3x
2 + a2x; (4.31)
entonces existe un subespacio invarianteH estable. Los controles "-Nash (4.29) esta´n dados por
u1 =
q1r11r22
 p
r22(r11(4a3x2+3a2x+2a1)2+4b21q1)+4b
2
2q2r11p
r11
p
r22
+4a3x
2+3a2x+2a1
!
2(b21q1r22+b22q2r11)
;
u2 =
q2r11r22
 p
r22(r11(4a3x2+3a2x+2a1)2+4b21q1)+4b
2
2q2r11p
r11
p
r22
+4a3x
2+3a2x+2a1
!
2(b21q1r22+b22q2r11)
;
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La demostracio´n esta dada en el ape´ndice.
El teorema 4.3 plantea que para todo x(t) 2 R que la desigualdad (4.31) se satisfaga para el conjunto de
coeficientes en (4.27)–(4.30). En efecto, si para todo x(t) la desigualdad es satisfecha, entonces la matriz H tiene
un eigenvalor estable para toda x (t).
Para el particular caso de b1 = 1, b2 = 1, q1 = 1, q2 = 1, r11 = 1, y r22 = 1, la desigualdad (4.31) puede ser
reformulada como sigue.
Corolario 4.2 Si para toda x (t) los coeficientes a1, a2, y a3 el juego polinomial de tercer orden escalar (4.27)-
(4.30), satisface la condicio´n
 
q
(4a3x2 + 3a2x+ 2a1)
2
+ 8 < 2a3x
2 + a2x;
entonces existe un subespacio invarianteH estable. Por otra parte, los controles "-Nash
ui(t) =  14
 
2a1 + 3a2x(t) + 4a3x(t)
2
+
p
(4a3x(t)2 + 3a2x(t) + 2a1) 2 + 8

x(t); i = 1; 2;
(4.32)
estabilizan globalmente la dina´mica del juego (4.30) al origen.
La demostracio´n se sigue del resultado obtenido en la demostracio´n del teorema 3 (ver ape´ndice) que el eigen-
valor dependiente del estado es negativo
(x) =  
p
(4a3x2 + 3a2x+ 2a1) 2 + 8
2
  1
2
 
2a3x
2 + a2x

< 0;
para toda x (t). Por otra parte, sustituyendo los controles (4.32) en (4.30) obtenemos
_x(t) = x

1
2
h
   2a3x2 + a2x p(4a3x2 + 3a2x+ 2a1) 2 + 8i : (4.33)
El lado derecho de (4.33) es exactamente igual a (x)x. Dado que (x) < 0, la u´nica raı´z de la parte derecha de
(4.33) es x = 0. Por lo tanto, x = 0 es el u´nico equilibrio de (4.30), que es estable en vista del teorema 3.
Como se a sen˜alado, la estructura polinomial del juego ayuda a encontrar los controles "-Nash dependientes del
estado x o a calcular los eigenvalores y eigenvectores deH . Para el caso general, Se propone el siguiente algoritmo
heurı´stico para encontrar las soluciones estabilizantes para el juego de dos jugadores.
Algoritmo 1.- Se Asume que x es fijo como un valor constante.
2.- Se calculan los eigenvalores de H , que resultan ser dependientes de x.
3.- Para la eleccio´n particular de eigenvalores, calculamos los eigenvactores (tambie´n dependientes del estado
x).
4.- Se calculan los eigenespacios de dimension (3  n)  n, generados por los eigenvectores linealmente
independientes, que esta´n dados por:
W =
26664
W0
W1
W2
37775 :
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5.- Las soluciones de la ecuacio´n algebraica tipo Riccati dependiente del estado (4.28) esta´n dadas por:
Pi = WiW
 1
0 : (4.34)
Observacio´n 4.5 El algoritmo desarrollado puede ser extendido al caso de N jugadores similarmente al caso
lineal, como se describe en [4].
4.4. EJEMPLOS NUME´RICOS.
4.4.1. EJEMPLO 1
Considere el juego escalar no lineal polinomial con 2 jugadores:
_x = x3 + u1 + u2;
con la siguiente funcio´n de costo con horizonte de tiempo finito para cada jugador:
L110(u1; u2) =
1
2
10R
0
(x2 + u21 + u
2
2)dt+
1
2x
2(10);
L210(u1; u2) =
1
2
10R
0
(0;1x2 + u21 + u
2
2)dt:
Las ecuaciones acopladas tipo Riccati toman la forma:
_P 1 =  (3xP 1  
2P
j=1
P 1P j + 1);
_P 2 =  (3xP 2  
2P
j=1
P 1P j + 0;1);
por lo tanto, los controles del "-equilibrio de Nash para ambos jugadores esta dado por:
ui =  P ix; i = 1; 2:
4.4.2. EJEMPLO 2
Considere el siguiente juego vectorial no lineal polinomial:
_x1 = x2;
_x2 = x
2
1 + u1 + u2;
con la funcio´n de costo cuadra´tica con horizonte de tiempo finito:
L110(u1; u2) =
1
2
10R
0
(0;1x21 + x
2
2 + u
2
1 + u
2
2)dt
+12 (0;1x
2
1(T ) + x
2
2(T ));
L210(u1; u2) =
1
2
10R
0
(x21 + 0;1x
2
2 + u
2
1 + u
2
2)dt
+12 (x
2
1(T ) + 0;1x
2
2(T )):
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Figura 4.1: Trayectoria del estado del juego polinomial del ejemplo 1.
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Figura 4.2: Accio´n de control del jugador 1 del "-equilibrio de Nash.
Las ecuaciones acopladas tipo Riccati para el jugador 1 son:
_P 111 =  (x1P 112 + 2x1P 121 + 0;1 
2X
j=1
P 112P
j
21);
_P 112 =  (P 111 + 2x1P 122  
2X
j=1
P 112P
j
22);
_P 121 =  (P 111 + x1P 122  
2X
j=1
P 122P
j
21);
_P 122 =  (P 112 + P 121 + 1 
2X
j=1
P 122P
j
22);47
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Figura 4.3: Accio´n de control del jugador 2 del "-equilibrio de Nash.
con la condicio´n final P 111 (10) = 0;1; P
1
12(10) = 0; P
1
21(10) = 0; P
1
22(10) = 1, y las ecuaciones acopladas tipo
Riccati para el jugador 2 son:
_P 211 =  (x1P 212 + 2x1P 221 + 1 
2X
j=1
P 212P
j
21);
_P 212 =  (P 211 + 2x1P 222  
2X
j=1
P 212P
j
22);
_P 221 =  (P 211 + x1P 222  
2X
j=1
P 222P
j
21);
_P 222 =  (P 212 + P 221 + 0;1 
2X
j=1
P 222P
j
22);
con la condicio´n final P 211 (10) = 1; P
2
12(10) = 0; P
2
21(10) = 0; P
2
22(10) = 0;1. La accio´n de control para cada
jugador es
ui =  P i21x1   P i22x2:
4.4.3. EXAMPLE 3
Para el siguiente juego no lineal escalar
_x = x2 + u1 + u2;
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Figura 4.4: Trayectoria del estado del juego polinomial del ejemplo 2.
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Figura 4.5: Accio´n de control del jugador 1 del "-equilibrio de Nash.
con el funcional de costo cuadra´tico en horizonte de tiempo infinito
L11(u1; u2) =
1
2
1R
0
(x2 + u21 + u
2
2)dt;
L21(u1; u2) =
1
2
1R
0
(2x2 + u21 + u
2
2)dt;
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Figura 4.6: Accio´n de control del jugador 2 del "-equilibrio de Nash.
Observe que los coeficientes polinomiales para este problema son iguales a a1 = 0, a2 = 1, a3 = 0. Sustituyendo
estos valores en la desigualdad (4.31) se obtiene
 
p
9x2 + 12 < x;
esta desigualdad es satisfecha para todos los valore de x(t); entonces existe un eigenvalor con parte real negativa,
como se muestra en la figura 5 que para todo valor de x(t) el eigenvalor siempre es negativo.
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x(
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Figura 4.7: Eigenvalor dependiente del estado.
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La matriz Hamiltoniana esta dada por
H =
0BBB@
x  1  1
 1  2x 0
 2 0  2x
1CCCA :
el polinomio caracterı´stico
det(H   I) =

x    1  1
 1  2x   0
 2 0  2x  

= (x  )( 2x  )2 + 2x+ + 4x+ 2 = 0;
obteniendo
[(x  )(2x+ ) + 3](2x+ ) = 0;
que tiene las raı´ces 1 =  2x, and 2 + x  (2x2 + 3) = 0 que dan:
3 =
 x+p9x2 + 12
2
; 2 =
 x p9x2 + 12
2
;
Sustituyendo el eigenvalor 2 en la matriz H   I
H   2 =
0BBB@
3x+
p
9x2+12
2  1  1
 1  3x+
p
9x2+12
2 0
 2 0  3x+
p
9x2+12
2
1CCCA
se obtiene el eigenvector asociado con el eigenvalor 2 =  x 
p
9x2+12
2 :0BBB@
 3x+p9x2+12
2
1
2
1CCCA
Multiplicado por  3x+
p
9x2+12
2 : 0BBB@
3
3x+
p
9x2+12
2
3x+
p
9x2 + 12
1CCCA
se obtiene la solucio´n dependiente del estado para la ecuacio´n de Riccati:
P1 =
3x+
p
9x2 + 12
6
; P2 =
3x+
p
9x2 + 12
3
;
y los controles "-Nash esta´n dados por
u1 =  3x+
p
9x2 + 12
6
x; u2 =  3x+
p
9x2 + 12
3
x:
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Figura 4.8: Trayectoria del estado del juego con horizonte de tiempo infinito del ejemplo 3.
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Figura 4.9: Accio´n del control del "-equilibrio de Nash del jugador 1.
4.4.4. EJEMPLO 4
Ahora considere la siguiente dina´mica polinomial:
_x = x+ x2 + x3 + u1 + u2;
con el costo cuadra´tico con horizonte de tiempo infinito
Ji(u1; u2) =
Z 1
0
 
x2 + u21 + u
2
2

dt; i = 1; 2;
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Figura 4.10: Accio´n del control del "-equilibrio de Nash del jugador 2.
donde u1; u2 2 R son las acciones de control para cada jugador.
Observe que los coeficientes de este juego satisfacen la condicio´n del corolario 4.2, y la desigualdad toma la
forma
 
p
(2 + x)2   24 < 4 + 5x+ 6x2;
que es satisfecha para toda x 2 R. Por lo tanto el eigenvalor con parte real negativa es igual a
2(t) =  1
2
p
(4x2 + 3x+ 2)2 + 8  1
2
(x+ 2x2);
y las acciones de control para cada jugador son
ui(t) =  1
4
(2 + 3x+ 4x2 +
p
(4x2 + 3x+ 2)2 + 8); i = 1; 2:
Aplicando los controles al juego polinomial
_x =  1
2
x(x+ 2x2 +
p
(4x2 + 3x+ 2)2 + 8);
asegura la convergencia al u´nico punto de equilibrios x = 0.
4.4.5. EJEMPLO 5.
Para el siguiente juego no lineal multi estado con dos jugadores
_x1 = x2;
_x2 = x
2
1 + u1 + u2;
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Figura 4.11: Estado del juego en horizonte de tiempo infinito. Ejemplo 4.
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Figura 4.12: Eigenvalor dependiente del estado. Ejemplo 4.
cada jugador tiene la misma funcio´n de costo
Ji(u1; u2) =
1
2
1Z
0
(x21 + x
2
2 + u
2
1 + u
2
2)dt:
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La matriz Hamiltoniana para este juego es
H =
0BBBBBBBBBBBB@
0 1 0 0 0 0
x1 0 0  1 0  1
 1 0 0  2x1 0 0
0  1  1 0 0 0
 1 0 0 0 0  2x1
0  1 0 0  1 0
1CCCCCCCCCCCCA
Las soluciones para la ecuacio´n tipo Riccati dependiente del estado
P i21 =
1
4

 2x1  
q
3x1  
p
x1 (x1 + 12)  4 + 2
q
3x1 +
p
x1 (x1 + 12)  4 + 2

;
P i22 =  
q
3x1  
p
x1 (x1 + 12)  4 + 2 +
q
3x1 +
p
x1 (x1 + 12)  4 + 2
2
p
2
;
y los controles del "-equilibrio de Nash son
ui =  P i21x1   P i22x2:
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Figura 4.13: Trayectoria del estado del juego del ejemplo 4.
4.5. APE´NDICE
Demostracio´n del teorema 4.1. Considerando la desigualdad (4.9) con " = 0, esto es un equilibrio de Nash
puro, donde la accio´n de control ui realiza el ı´nfimo del costo LiT
 
ui; u{^

con el control admisible en la region
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Figura 4.14: Accio´n del control del "-equilibrio de Nash del jugador 1.
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Figura 4.15: Accio´n del control del "-equilibrio de Nash del jugador 2.
U i, sujeto a
_x(t) = f (t; x) +
NP
j=1
j 6=i
Bj(t)uj(t) +Bi(t)ui(t) + d(t);
x (t0) = x0;
donde se considera que todos las acciones de control
 
j = 1; N

(j 6= i), esta´n fijas en sus controles del equilibrio
de Nash, por lo tanto esto se convierte en un problema de control de un jugador (control o´ptimo) y las condiciones
se siguen directamente del teorema del principio de Pontryagin.
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Demostracio´n del teorema 4.2. Dada la funcio´n Hamiltoniana individual (5.13) para cada i-jugador, la variable
individual del co-estado _ i (t) satisface la ecuacio´n (4.2.1) con la condicio´n terminal  i(T ) = Qifx(T ). La
condicio´n (4.14) da los controles en lazo abierto:
ui(t) =  (Rii) 1BiT i(t):
Suponiendo que cada co-estado toma la forma lineal retroalimentada:  i(t) = P i(t)x(t) + pi(t), la ley de control
se convierte:
ui(t) =  (Rii) 1BiT P i(t)x(t) + pi(t) :
Tomando la derivada temporal de  i(t) conduce a:
_P i(t)x(t) + P i(t) _x(t) + _pi(t) = _P i(t)x(t) + _pi(t)
+P i(t)
0B@a1x(t) + :::+ anx(t)  :::  x(t)| {z }
n times
 
NP
j=1
Bj(Rjj) 1BjT

P j(t)x(t) + pj(t)

+ d(t)
1CA
=  
0B@a1 + 2a2x(t):::+ nanx(t)  :::  x(t)| {z }
(n 1) times
1CAP i(t)x(t) + pi(t) Qix(t);
y se obtiene: 264 _P i(t) + P i(t)
0B@a1 + a2x(t):::+ anx(t)  :::  x(t)| {z }
(n 1) times
1CA+
+
0B@a1 + 2a2x(t):::+ nanx(t)  :::  x(t)| {z }
(n 1) times
1CA
T
P i(t)+
+Qi   P i(t)
NP
j=1
Bj(Rjj) 1BjTP j(t)
#
x(t) + _pi(t) + P i(t)d(t)+0B@a1 + 2a2x(t):::+ nanx(t)  :::  x(t)| {z }
(n 1) times
1CA
T
pi(t)  P i(t)
NP
j=1
Bj(Rjj) 1BjT pj(t) = 0;
que se cumple si (4.21) y (4.22) son satisfechas. La condicio´n terminal es:
P i(t) = Qif ;
pi(t) = 0:
Para obtener la cota superior para (4.25), se usa la definicio´n del equilibrio de Nash:
Li(ui; u{^)  Li(ui; u{^):
Recuerde que este costo es evaluado considerando los controles exactos en lazo abierto ui(t) =  (Rii) 1BiT i(t);
y ui es un control admisible. Sumando y restando L^i(ui; u{^) y L^i(ui; u{^) (definido en (4.10)), al lado derecho
obteniendo:
Li(ui; u{^)  Li(ui; u{^) + L^i(ui; u{^)  L^i(ui; u{^) + L^i(ui; u{^)  L^i(ui; u{^);
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que puede ser representado como
L^i(ui; u{^)  L^i(ui; u{^) + ";
donde
" = L^i(ui; u{^)  Li(ui; u{^) + Li(ui; u{^)  L^i(ui; u{^):
Ahora es necesario encontrar cotas para L^i(ui; u{^)   Li(ui; u{^) y Li(ui; u{^)   L^i(ui; u{^) para obtener una
cota superior para ". Para este propo´sito, procedemos como sigue:
L^i(ui; u{^)  Li(ui; u{^) = 1
2
~xT (T )Qif ~x(T ) 
1
2
xT (T )Qifx(T )
+
1
2
Z T
0
 
~xTQi~x+
NX
j=1

P j ~x+ pj
T
Bj(Rjj) 1Rij(Rjj) 1BjT

P j ~x+ pj
1A dt
 1
2
Z T
0
0@xTQix+ NX
j=1
 jTBj(Rjj) 1Rij(Rjj) 1BjT j
1A dt
=
1
2
~xT (T )Qif ~x(T ) 
1
2
xT (T )Qifx(T )
+
1
2
Z T
0

~xT ~Qi~x+ Li + 2 ~M i~x

dt
 1
2
Z T
0
0@xTQix+ NX
j=1
 jTBj(Rjj) 1Rij(Rjj) 1BjT j
1A dt;
donde las matrices ~Qi; Li y ~M i son definidas en (4.26). Teniendo en cuenta (4.17) y (4.18), obtenemos
L^i(ui; u{^)  Li(ui; u{^)  1
2
(max fQifg   mn fQifg)max f1; 2g (4.35)
+
1
2
(max f ~Qig   mn fQig)max f1; 2g+
1
2
max fLig
+max f ~Mig
p
1 + 1:
Por otro lado,
Li(ui; u{^)  L^i(ui; u{^) = 1
2
x^T (T )Qif x^(T ) 
1
2
xT (T )Qif x(T )
 1
2
Z T
0
 
xTQix+ uiTRiiui+
NX
j=1;j 6=i

P j x+ pj
T
Bj(Rjj) 1Rij(Rjj) 1BjT

P j x+ pj
1A dt
+
1
2
Z T
0
0@x^TQix^+ uiTRiiui + NX
j=1;j 6=i
 jTBj(Rjj) 1Rij(Rjj) 1BjT j
1A dt
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=
1
2
x^T (T )Qif x^(T ) 
1
2
xT (T )Qif x(T )
+
1
2
Z T
0
 
xT Qix+ F i + 2 M i~x

dt
 1
2
Z T
0
0@x^TQix^+ NX
j=1;j 6=i
 jTBj(Rjj) 1Rij(Rjj) 1BjT j
1A dt;
donde ~Q; Qi y F i es definida en (4.26). Teniendo en cuenta (4.20) y (4.19), obtenemos
Li(ui; u{^)  L^i(ui; u{^)  1
2
(max fQifg   mn fQifg)max f3; 4g (4.36)
+
1
2
(max fQig   mn f Qig)max f3; 4g+
1
2
max fF ig
+max f Mig
p
3 + 2:
Finalmente, (4.25) se sigue de (4.35) y (4.36).
Demostracio´n del teorema 4.3 EL Hamiltoniano para el sistema es:
H =
0BBB@
a3x
2 + a2x+ a1  S1  S2
 q1  3a3x2   2a2x  a1 0
 q2 0  3a3x2   2a2x  a1
1CCCA (4.37)
donde S1 = b21r
 1
11 y S2 = b
2
2r
 1
22 , tiene un subespacio invariante V como
V =
0BBB@
X0
X1
X2
1CCCA (4.38)
que satisface Re()  0 para 8  2 (H jV ) y X0 es invertible. Los eigenvalores de H son
1(x) =  x (3a3x+ 2a2)  a1; (4.39)
2(x) =  
p
r22 (r11 (4a3x2 + 3a2x+ 2a1) 2 + 4b21q1) + 4b
2
2q2r11
2
p
r11
p
r22
  1
2
x (2a3x+ a2) ; (4.40)
3(x) =
p
r22 (r11 (4a3x2 + 3a2x+ 2a1) 2 + 4b21q1) + 4b
2
2q2r11
2
p
r11
p
r22
  1
2
x (2a3x+ a2) : (4.41)
Todos los eigenvalores dependen del estado, y los correspondientes eigenvectores son:
v1(x) =

0; b
2
2r11
b21r22
; 1

; (4.42)
v2(x) =
0B@
q
r22(r11(4a3x2+3a2x+2a1)2+4b21q1)+4b22q2r11p
r11
p
r22
  4a3x2   3a2x  2a1
2q2
;
q1
q2
; 1
1CA ; (4.43)
v2(x) =
0B@ 
q
r22(r11(4a3x2+3a2x+2a1)2+4b21q1)+4b22q2r11p
r11
p
r22
+ 4a3x
2 + 3a2x+ 2a1
2q2
;
q1
q2
; 1
1CA : (4.44)
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Se puede observar que los eigenvalores 1(x) y 3(x), no satisfacen la condicio´n de construccio´n del subespacio
V (4.38) solo el eigenvalor 2(x) puede ser candidato. Para este propo´sito los para´metros a1, a2, a3, b1, b2, q1, q2,
r11 y r22 > 0 debera´n satisfacer:
2(x) =  
p
r22 (r11 (4a3x2 + 3a2x+ 2a1) 2 + 4b21q1) + 4b
2
2q2r11
2
p
r11
p
r22
  1
2
x (2a3x+ a2) < 0;
lo que conduce a
 
p
r22 (r11 (4a3x2 + 3a2x+ 2a1) 2 + 4b21q1) + 4b
2
2q2r11p
r11r22
< 2a3x
2 + a2x:
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5
EQUILIBRIO "-NASH EN LAZO ABIERTO
SOBRE JUEGOS DIFERENCIALES
POLINOMIALES ESTOCA´STICOS CON
INFORMACIO´N INCOMPLETA.
5.1. PLANTEAMIENTO DEL PROBLEMA.
Sea (
; F; P ) un espacio probabilı´stico completo con una familia de -algebras con parte derecha creciente
Ft; t  t0, y sean (W1(t); Ft; t  t0) y (W2(t); Ft; t  t0) procesos esta´ndar de Wiener independientes. El
proceso aleatorio (x(t); y(t)) Ft-Medible representa el juego diferencial polinomial, donde la dina´mica de los
jugadores esta determinada por la ecuacio´n diferencial
dx(t) = f(x; t)dt+
NX
j=1
Bj(t)uj(t)dt+ b(t)dW1(t); x(t0) = x0; (5.1)
y la ecuacio´n diferencial lineal para el proceso de observacio´n
dY (t) = A(t)x(t)dt+B(t)dW2(t): (5.2)
Aquı´, x(t) 2 Rn es el vector del estado del juego, uj 2 Rmj es el control (accio´n) de cada j-e´simo jugador, j
denota el numero del jugador (j = 1; N), y y(t) 2 Rm es el vector lineal de observacio´n, m  n. La condicio´n
inicial x0 2 Rn es un vector Gaussiano tal que x0,W1(t) 2 Rp, yW2(t) 2 Rq son independientes. La matriz de
observacio´n A(t) 2 Rmn no se supone que sea no singular o cuadrada. Se asume que b(t)bT (t) es una matriz
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definida positiva, por consiguiente, m  q. Todos los coeficientes en (5.1)–(5.2) son funciones deterministicas de
dimensiones apropiadas.
La funcio´n no lineal f(x; t) es considerada polinomial de n variables, componentes del vector del estado
x(t) 2 Rn, con coeficientes dependientes del tiempo. Ya que x(t) 2 Rn es un vector, se requiere una definicio´n
especial del polinomio para n > 1. Un polinomio de grado p del vector x(t) 2 Rn es considerado como una forma
p-lineal de n componentes de x(t)
f(x; t) = a0(t) + a1(t)x(t) + a2(t)xx
T + :::+ ap(t)x:::ptimes:::x;
donde a0(t) es un vector de dimension n, a1 es una matriz de dimension n n, a2 es un 3D tensor de dimension
nnn, ap es un (p+1)D tensor de dimension n : : :(p+1) : : :n, y x : : :p times : : :x es un pD tensor de
dimension n : : :p times : : : n obtenido por la multiplicacio´n espacial de p veces del vector x(t) por si mismo.
Tal polinomio puede ser tambie´n expresado en la forma de sumatoria como
fk(x; t) = a0 k(t) +
P
i
a1 ki(t)xi(t) +
P
ij
a2 kij(t)xi(t)xj(t)
+ : : :+
P
i1:::ip
ap ki1:::ip(t)xi1(t) : : : xip(t);
k; i; j; i1 : : : ip = 1; : : : ; n:
Las ecuaciones de la dina´mica del juego y del proceso de observacio´n tambie´n se pueden reescribir en una forma
alternativa
_x(t) = f(x; t) +
NX
j=1
Bj(t)uj(t) + b(t) 1(t); x(t0) = x0; (5.3)
y(t) = A(t)x(t) +B(t) 2(t); (5.4)
donde y(t) = _Y (t), y  1(t) y  2(t) son ruidos blancos Gaussianos, que son las derivadas en promedio cuadra´tico
de´bil de los procesos esta´ndar de WienerW1(t) yW2(t) (ver [58]). Las representaciones (5.1),(5.2) y (5.3), (5.4)
son equivalentes ([59]). Las ecuaciones (5.3), (5.4) presentan la forma convencional para las ecuaciones (5.1),(5.2),
que son usadas actualmente en la practica.
En este capitulo, los criterios a minimizar son funcionales cuadra´ticas que representan los indices de desempen˜o
individuales de cada jugador:
LiT (u
i; u{^) = E
n
1
2x
T (T )Qifx(T )+
1
2
TR
t0
 
xT (t)Qi1(t)x(t) +
NP
j=1
ujT (t)Rij(t)uj(t)
!
dt
)
;
(5.5)
donde ui es el control del i-e´simo jugador y u{^ son los controles para el resto de los jugadores y (^{ es la coleccio´n de
contra-coalicio´n de jugadores contrarrestando al jugador con ı´ndice i). Para cada jugador, el propo´sito del juego es
obtener la minimizacio´n de su ı´ndice de desempen˜o por la seleccio´n de apropiadas entradas. Tambie´n suponemos
que:
Qi(t) = QiT (t)  0; Qif = QiTf  0;
Rii (t) = RiiT (t) > 0; Rij (t) = RijT (t)  0; i 6= j:
(5.6)
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5.2. DISEN˜O DEL FILTRO.
Debido a la falta de informacio´n en la medicio´n completa del estado, el estado polinomial inmensurable del
juego x(t), que satisface (5.3), es reemplazado con su estimado en promedio cuadra´ticom(t) sobre observaciones
lineales y(t) (5.4), que es obtenido usando el filtro en promedio cuadra´tico para sistemas polinomiales (ver [60]
para el planteamiento y solucio´n del problema de filtrado correspondiente)
_m(t) = E(f(x; t) j FYt ) +
NP
j=1
Bj(t)uj(t)
+P (t)AT (t)(B(t)BT (t)) 1(y(t) A(t)m(t));
(5.7)
con la condicio´n inicial m(t0) = E(x(t0) j FYt0 ). La funcio´n matricial P (t) satisface la ecuacio´n matricial con
coeficientes variantes en el tiempo
_P (t) = E(f(x; t)(x(t) m(t))T j FYt )
+E((x(t) m(t))f(x; t)T j FYt )
+b(t)bT (t)  P (t)AT (t)(B(t)BT (t)) 1A(t)P (t);
(5.8)
con la condicio´n inicial P (t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ]
Recordar quem(t) es el estimado en promedio cuadra´tico para el vector de estado del juego x(t), basado en el
proceso de observacio´n Y (t) = fy(s); t0  s  tg, que minimiza la norma en promedio cuadra´tico
H = E[(x(t) m(t))T (x(t) m(t)) j FYt ];
en cualquier momento del tiempo t. Aquı´, E[(t) j FYt ] significa la esperanza condicional de un proceso estoca´sti-
co (t) = (x(t)  m(t))T (x(t)  m(t)) con respecto a la -algebra FYt generada por el proceso de observacio´n
Y (t) en el intervalo [t0; t]. Como se sabe de [58], el estimado o´ptimo esta dado por la esperanza condicional
m(t) = E(x(t) j FYt );
del estado del juego x(t) con respecto a la -algebra FYt generado por el proceso de observacio´n Y (t) en el
intervalo [t0; t]. Como siempre, la funcio´n matricial
P (t) = E[(x(t) m(t))(x(t) m(t))T j FYt ];
es el estimado de la varianza del error.
Observacio´n 5.1. Note que la ecuacio´n (5.7) y (5.8) no tiene una forma cerrada el sistema de ecuaciones
debido a la presencia del termino polinomial dependiente de x, E(f(x; t) j FYt ), y E(f(x; t)(x(t)  m(t))T ) j
FYt ), que no esta´n expresadas aun como funciones de las variables del filtro, m(t) y P (t). Sin embargo, como se
mostro´ en [60], la forma cerrada del sistema de ecuaciones de filtrado en promedio cuadra´tico puede ser obtenido
para cualquier estado polinomial del juego (5.1) sobre observaciones lineales(5.2).
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Se comprueba fa´cilmente que el problema del equilibrio de Nash en lazo abierto para el estado del sistema (5.1)
y el ı´ndice de desempen˜o individual para cada jugador (5.5) es equivalente al problema del equilibrio de Nash para
el estimado (5.7) y el ı´ndice de desempen˜o para cada jugador LiT (u
i; u{^) representado como
LiT (u
i; u{^) = E
n
1
2m
T (T )Qifm(T )+
+12
TR
t0
 
mT (t)Qi1(t)m(t) +
NP
j=1
ujT (t)Rij(t)uj(t)
!
dt+
+12
TR
t0
tr[P (t)Qi1]dt+
1
2 tr[P (T )(T )Q
i
f ]
)
;
(5.9)
donde tr[A] denota la traza de la matriz A. Dado que la ultima parte de LiT (u
i; u{^) no depende del control (accio´n)
de cada j-e´simo jugador uj 2 Rmj o del estado del juego x(t), la funcio´n de costo efectiva reducida M iT (ui; u{^)
para ser minimizada toma la forma
M iT (u
i; u{^) = E
n
1
2m
T (T )Qifm(T )+
+ 12
TR
t0
 
mT (t)Qi1(t)m(t) +
NP
j=1
ujT (t)Rij(t)uj(t)
!
dt
)
;
(5.10)
Ası´, la solucio´n del problema del equilibrio de Nash en lazo abierto dado por (5.1),(5.5) puede ser encontrado
resolviendo el problema del equilibrio de Nash en lazo abierto dado por (5.7),(5.10). Finalmente, el valor mı´nimo
del criterio J1 deberı´a ser representado usando (5.9).
5.3. EQUILIBRIO "-NASH EN LAZO ABIERTO: DISEN˜O DEL CONTROLA-
DOR CON HORIZONTE DE TIEMPO FINITO
5.3.1. DISEN˜O DEL CONTROLADOR O´PTIMO.
La solucio´n optima para el problema de buscar un conjunto de estrategias del equilibrio de Nash en el juego
definido por (5.7),(5.10) esta dado por en el siguiente teorema.
Teorema 5.1 El conjunto de estrategias del equilibrio de Nash para un juego diferencial polinomial (5.1) sobre
observaciones lineales (5.2) con respecto a un criterio cuadra´tico (5.5) esta dado por la ley de control para cada
jugador
ui(t) =  (Rii) 1Bi>pi(t); (5.11)
donde la funcio´n pi(t) es la solucio´n de la ecuacio´n de co-estado
_pi(t) =  @Hi(t;m;ui;u{^;pi)@x
=  Qim(t)   a1 + :::+ nanm(t) : : :(n 1)times    m(t)T pi (5.12)
con la condicio´n terminal pi(T ) = Qifm(T ), donde H
i(t;m; ui; u{^; pi) es el Hamiltoniano individual definido
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como:
Hi(t;m; ui; u{^; pi) =
= 12
 
mT (t)Qim(t) +
NP
j=1
ujT (t)Rijuj(t)
!
+
+piT
 
a1m(t) + :::+ anm(t) : : :(n)times    m(t)+
+
NP
j=1
Bjuj(t)
!
; i = 1; :::; N:
(5.13)
Sustituyendo el conjunto de estrategias del Equilibrio de Nash anteriores (5.11) en la ecuacio´n (5.7), se obtiene
la ecuacio´n del estimado del estado controlado o´ptimamente
_m(t) = E(f(x; t) j FYt ) +
NP
j=1
Bj(t)(Rjj) 1BjT pj(t)
+P (t)AT (t)(B(t)BT (t)) 1(y(t) A(t)m(t));
(5.14)
con la condicio´n inicialm(t0) = E(x(t0) j FYt ).
Como se menciono en la Observacio´n 4.1, las ecuaciones obtenidas (5.7),(5.8), (5.11)–(5.12), no presentaran
una forma cerrada explı´cita del sistema de ecuaciones, mientras una forma especifica del polinomio f(x; t) en
(5.1) no sea dada. Por lo tanto, en la siguiente seccio´n, una forma cerrada de las ecuaciones de filtrado es obtenida
en (5.7) y (5.8) para una funcio´n de tercer orden f(x; t) en la ecuacio´n (5.1), como sigue. Hay que sen˜alar, sin
embargo, que la aplicacio´n del mismo procedimiento resultarı´a en el disen˜o de un sistema cerrado de las ecuaciones
de filtrado para cualquier funcio´n polinomial f(x; t) en (5.1).
Disen˜o del controlador para un estado polinomial de Tercer orden. I
Sea la funcio´n
f(x; t) = a0 + a1(t)x+ a2(t)xx
T + a3(t)xxx
T ; (5.15)
un polinomio de tercer orden, donde x es un vector n-dimensional, a0(t) es un vector de dimension n, a1 es
una matriz de dimension n  n, a2 es un 3D tensor de dimension n  n  n, a3 es un 4D tensor de dimension
n n n n. En este caso, las ecuaciones de filtrado para el estimado o´ptimom(t), la matriz de ganancia P (t),
y la funcio´n de co-estado p(t) para cada jugador son explı´citamente obtenidas
_m(t) = a0 + a1m(t) + a2m(t)m(t)
T + a2P (t)
+3a3P (t)m(t) + a3m(t)m(t)m(t)
T
+
NP
j=1
Bj(t)(Rjj) 1BjT pj(t)
+P (t)AT (t)(B(t)BT (t)) 1(y(t) A(t)m(t));
(5.16)
con la condicio´n inicialm(t0) = E(x(t0) j FYt0 ),
_P (t) = a(t)P (t) + P (t)aT (t) + 2a2(t)m(t)P (t)
+2(a2(t)m(t)P (t))
T + 3(a3(P (t)P (t) +m(t)m
T (t)P (t)))
+3(a3(P (t)P (t) +m(t)m
T (t)P (t)))T + b(t)bT (t)
 P (t)AT (t)(B(t)BT (t)) 1A(t)P (t);
(5.17)
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con la condicio´n inicial P (t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ], y
_pi(t) =  Qim(t)  (a1 + 2a2m(t) + 3a3m(t)m(t))T pi; (5.18)
con la condicio´n terminal pi(T ) = Qifx(T ). Consecuentemente, el resultado obtenido es formulado en el siguiente
teorema.
Teorema 5.2 El equilibrio de Nash en lazo abierto para un juego diferencial estoca´stico polinomial de tercer
orden (5.1) sobre observaciones lineales (5.2) con respecto a un criterio cuadra´tico (5.5) esta dado por la ley de
control para cada jugador (5.11),la ecuacio´n (5.16) para el estimadom(t) = E(x(t) j FYt ), la ecuacio´n (5.17) para
la matriz de la varianza del error P (t), y la ecuacio´n (5.18) para la matriz de ganancia del control p(t).
5.3.2. DISEN˜O DE LA ESTRATEGIAS DEL EQUILIBRIO "-NASH
El siguiente teorema usa las te´cnicas para la ecuacio´n tipo Riccati dependiente del estado para presentar la
solucio´n en lazo abierto en una forma retroalimentada.
Teorema 5.3 La solucio´n sub-optima del equilibrio de Nash en forma retroalimentada para el juego diferencial
polinomial (5.1) sobre observaciones lineales (5.2) con respecto al criterio cuadra´tico (5.5) esta dado por la ley de
control para cada jugador
ui(t) =  (Rii) 1BiT M i(t)m(t) ; (5.19)
donde la funcio´nM i(t) es la solucio´n de la ecuacio´n acoplada tipo Riccati dependiente del estado
_M i =    M i(a1 + :::+ anm(t) : : :(n 1)times    m(t))
+(a1 + :::+ nanm(t) : : :(n 1)times    m(t))TM i
 M iPNj=1Bj(Rjj) 1BjTM j +Qi ;
(5.20)
con la condicio´n terminalM i(T ) = Qif .
Sustituyendo las estrategias sub-o´ptimas del equilibrio de Nash (5.19) en la ecuacio´n (5.7), la siguiente ecua-
cio´n del estimado del estado controlado del juego es obtenida
_m(t) = E(f(x; t) j FYt ) +
NP
j=1
Bj(t)(Rjj) 1BjT

M j(t)m(t)

+P (t)AT (t)(B(t)BT (t)) 1(y(t) A(t)m(t));
(5.21)
con la condicio´n inicialm(t0) = E(x(t0) j FYt ).
Como se menciono en la Observacio´n 4.1, las ecuaciones obtenida (5.7),(5.8), (5.19)–(5.20), no presentan una
forma cerrada explı´cita del sistema de ecuaciones, mientras una forma especifica del polinomio f(x; t) en (5.1) no
sea dada. Por lo tanto, en la siguiente sub-seccio´n, una forma cerrada del sistema de filtrado es obtenida en (5.7) y
(5.8) para una funcio´n de tercer orden f(x; t) en la ecuacio´n (5.1).
Disen˜o del controlador para un estado polinomial de Tercer orden. II
Sea la funcio´n
f(x; t) = a0 + a1(t)x+ a2(t)xx
T + a3(t)xxx
T ; (5.22)
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un polinomio de tercer orden. En este caso, las siguientes ecuaciones de filtrado para el estimado sub-o´ptimom(t),
la matriz de ganancia del filtro P (t) y la ecuacio´n acoplada tipo Riccati dependiente del estado para cada jugador
son obtenidas explı´citamente
_m(t) = a0 + a1m(t) + a2m(t)m(t)
T + a2P (t)
+3a3P (t)m(t) + a3m(t)m(t)m(t)
T
+
NP
j=1
Bj(t)(Rjj) 1BjT

M i(t)m(t)

+P (t)AT (t)(B(t)BT (t)) 1(y(t) A(t)m(t));
(5.23)
con la condicio´n inicialm(t0) = E(x(t0) j FYt0 ),
_P (t) = a(t)P (t) + P (t)aT (t) + 2a2(t)m(t)P (t)
+2(a2(t)m(t)P (t))
T + 3(a3(P (t)P (t) +m(t)m
T (t)P (t)))
+3(a3(P (t)P (t) +m(t)m
T (t)P (t)))T + b(t)bT (t)
 P (t)AT (t)(B(t)BT (t)) 1A(t)P (t);
(5.24)
con la condicio´n inicial P (t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ].
_M i =    M i (a1 + a2m(t) + a3m(t)m(t))
+ (a1 + 2a2m(t) + 3a3m(t)m(t))
T
M i
 M iPNj=1Bj(Rjj) 1BjTM j +Qi ;
(5.25)
con la condicio´n terminal M i(T ) = Qif . Consecuentemente, el resultado obtenido es formulado en el siguiente
teorema.
Teorema 5.4 La solucio´n sub-optima del equilibrio de Nash para un juego diferencial estoca´stico polinomial
de tercer orden (5.1) sobre observaciones lineales (5.2) con respecto al criterio cuadra´tico (5.5) esta dado por la ley
de control para cada jugador (5.19), la ecuacio´n (5.23) para el estimadom(t) = E(x(t) j FYt ), la ecuacio´n (5.24)
para la matriz de varianza del error P (t), y la ecuacio´n (5.25) para la matriz de ganancia del controlM(t).
5.3.3. EJEMPLO I.
Esta sub-seccio´n presenta un ejemplo del disen˜ado controlador o´ptimo y sub-o´ptimo para un juego diferen-
cial estoca´stico polinomial, donde la dina´mica de los jugadores es gobernada por la ecuacio´n diferencial (5.1)
sobre observaciones lineales (5.2) con un criterio cuadra´tico (5.5) para cada jugador, usando el controlador o´ptimo
(5.11),(5.16)–(5.18), y compara´ndolo con el controlador sub-o´ptimo (5.19),(5.23)–(5.25).
Considere la ecuacio´n del estado escalar de orden 2 del juego para dos jugadores
_x(t) = 0;1x2(t) + u1(t) + u2(t) +  1; x(0) = 1; (5.26)
y el proceso de observacio´n lineal
y(t) = x(t) +  2(t); (5.27)
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donde  1(t) y  2(t) son ruidos blancos Gaussianos, que son la derivada en promedio cuadra´tico de´bil de procesos
de Wiener (ver [58]). Las ecuaciones (5.26),(5.27) corresponden a la forma alternativa convencional de (5.3),(5.4)
para las ecuaciones (5.1),(5.2).
El problema del equilibrio de Nash es buscar un conjunto de estrategias u1(t), u2(t), t 2 [0; T ], T = 1, que
minimiza el criterio para cada jugador
L1T (u
1; u2) = E
(
1
2
TR
0
(x2 + (u1)2 + (u2)2)dt+ 0;1 12x
2(T )
)
;
L2T (u
1; u2) = E
(
1
2
TR
0
(0;1x2 + (u1)2 + (u2)2)dt+ 12x
2(T )
)
:
(5.28)
aplicando el controlador o´ptimo disen˜ado (5.11),(5.16)–(5.18), la ley de control (5.11) para cada jugador esta dado
por
u1(t) =  p1(t);
u2(t) =  p2(t);
(5.29)
dondem(t) satisface la ecuacion
_m(t) = 0;1m2(t) + 0;1P (t) + u1(t) + u2(t)
+P (t)[y(t) m(t)];
(5.30)
con la condicio´n inicialm(0) = E(x(0) j y(0)) = m0,
_P (t) = 1 + 0;4m(t)P (t)  P 2(t); (5.31)
con la condicio´n inicial P (0) = E((x(0) m(0))(x(0) m(0))T j y(0)), y
_p1(t) =  0;1m(t)  0;2m(t)p1(t);
_p2(t) =  1m(t)  0;2m(t)p2(t);
(5.32)
con la condicio´n terminal p1(T ) = 1m(T ) y p1(T ) = 0;1m(T ).
El control o´ptimo disen˜ado (5.11),(5.16)–(5.18), es comparado con el controlador sub-o´ptimo (5.19),(5.23)–
(5.25), la ley de control(5.19) para cada jugador esta dado por
u1(t) = M1(t)m(t);
u2(t) = M2(t)m(t);
(5.33)
dondem(t) satisface la ecuacio´n
_m(t) = 0;1m2(t) + 0;1P (t) + u1(t) + u2(t)
+P (t)[y(t) m(t)];
(5.34)
con la condicio´n inicialm(0) = E(x(0) j y(0)) = m0,
_P (t) = 1 + 0;4m(t)P (t)  P 2(t); (5.35)
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con la condicio´n inicial P (0) = E((x(0) m(0))(x(0) m(0))T j y(0)), y
_M1(t) = 0;1  0;3m(t)M1(t) M1(t)M2(t)  (M1(t))2;
_M2(t) = 1  0;3m(t)M2(t) M1(t)M2(t)  (M2(t))2;
(5.36)
con la condicio´n terminal Q1(T ) =  1 y Q1(T ) =  0;1.
El sistema obtenido (5.29)–(5.32) y (5.33)–(5.36) puede ser resuelto usando me´todos nume´ricos simples, tales
como el me´todo de disparo. Este me´todo consiste en variar la condicio´n inicial de (5.32) y (5.36) hasta que la
condicio´n terminal dada sea satisfecha.
Para la simulacio´n nume´rica del sistema (5.26),(5.27), el controlador o´ptimo (5.29)–(5.32) y el controlador
sub-o´ptimo (5.33)–(5.36), los valores iniciales x(0) = 1, m(0) = 10, y P (0) = 100 son asignados. El momento
final del tiempo es fijado en T = 1. Los disturbios  1(t) en (5.26) y  2(t) en (5.27) son realizados usando la
funcio´n incorporada de ruidos blancos de Matlab.
5.4. EQUILIBRIO "-NASH EN LAZO ABIERTO: DISEN˜O DEL CONTROLA-
DOR CON HORIZONTE DE TIEMPO INFINITO.
5.4.1. DISEN˜O DEL CONTROLADOR SUB-O´PTIMO.
En esta seccio´n, se considera el problema de control con horizonte de tiempo infinito, esto es, el criterio que
cada i-e´simo jugador desea minimizar esta dado por:
Li1(u1; u2) = E
8<:12
1Z
0
(xTQix+
2X
j=1
uTj Rijuj)dt
9=; ; (5.37)
sujeto a la dina´mica estoca´stica polinomial (5.1) sobre observaciones lineales (5.2). Ası´, funcionales de costo
cuadra´ticos con Qif = 0 es estudiado. En este caso, el sistema de ecuaciones algebraicas tipo Riccati dependientes
del estimado del estado toma la forma
M i
 
a1 + :::+ anm(t) : : :(n 1)times    m(t)

+ 
a1 + :::+ anm(t) : : :(n 1)times    m(t)
T
M i
+Qi  M i
NP
j=1
Bj(Rjj) 1BjTM j = 0; i = 1; :::; N:
(5.38)
Teorema 5.5 La solucio´n sub-optima del equilibrio de Nash en lazo abierto en forma retroalimentada para un
juego diferencial estoca´stico polinomial con horizonte de tiempo infinito (5.1) sobre observaciones lineales (5.2)
con respecto a un criterio cuadra´tico (5.37) esta dado por la ley de control para cada jugador
ui(t) =  (Rii) 1BiT M i(t)m(t) ; (5.39)
donde la funcio´n M i(t) es la solucio´n de la ecuacio´n algebraica tipo Riccati dependiente del estimado del estado
(5.38).
69
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
5
6
7
8
9
10
Time.
St
at
e 
an
d 
Es
tim
at
e.
m(t)
x(t)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1.4
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
Time.
Co
ntr
ol. u2
u1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
Time.
Cr
ite
rio
n.
LT
2(u1,u2)
LT
1(u1,u2)
Figura 5.1: El controlador o´ptimo con respecto al criterio L1T (u1; u2) y L2T (u1; u2) en el intervalo entero de simulacio´n [0; 1]. 1. Gra´fica
del estado controlado (5.26) x(t) (Azul) y el estimado (5.30)m(t) (verde); 2. Gra´fica del control o´ptimo (5.29) u1(t) (Azul) y u2(t) (verde);
3. Gra´fica del criterio (5.28) L1T (u
1; u2) (azul) y L2T (u
1; u2) (verde) producidos por el controlador o´ptimo.
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Figura 5.2: El controlador sub-o´ptimo con respecto al criterio L1T (u1; u2) y L2T (u1; u2) en el intervalo entero de simulacio´n [0; 1]. 1.
Gra´fica del estado controlado (5.26) x(t) (Azul) y el estimado (5.34)m(t) (verde); 2. Gra´fica del control o´ptimo (5.33) u1(t) (verde) y u2(t)
(azul); 3. Gra´fica del criterio (5.28) L1T (u
1; u2) (azul) y L2T (u
1; u2) (verde) producidos por el controlador sub-o´ptimo.
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Disen˜o del controlador para un estado polinomial de Tercer orden. III
Sea la funcio´n
f(x; t) = a0 + a1(t)x+ a2(t)xx
T + a3(t)xxx
T ; (5.40)
un polinomio de tercer orden. En este caso, las siguientes ecuaciones de filtrado para el estimado sub-o´ptimom(t),
la matriz de ganancia del filtro P (t) y la ecuacio´n algebraica acopladas tipo Riccati dependientes del estado para
cada jugador son obtenidas explı´citamente
_m(t) = a0 + a1m(t) + a2m(t)m(t)
T + a2P (t)
+3a3P (t)m(t) + a3m(t)m(t)m(t)
T
+
NP
j=1
Bj(t)(Rjj) 1BjT

M i(t)m(t)

+P (t)AT (t)(B(t)BT (t)) 1(y(t) A(t)m(t));
(5.41)
con la condicio´n inicialm(t0) = E(x(t0) j FYt0 ),
_P (t) = a(t)P (t) + P (t)aT (t) + 2a2(t)m(t)P (t)
+2(a2(t)m(t)P (t))
T + 3(a3(P (t)P (t) +m(t)m
T (t)P (t)))
+3(a3(P (t)P (t) +m(t)m
T (t)P (t)))T + b(t)bT (t)
 P (t)AT (t)(B(t)BT (t)) 1A(t)P (t);
(5.42)
con la condicio´n inicial P (t0) = E[(x(t0) m(t0)(x(t0) m(t0)T j FYt0 ].
0 = M i (a1 + a2m(t) + a3m(t)m(t))
+ (a1 + 2a2m(t) + 3a3m(t)m(t))
T
M i
 M iPNj=1Bj(Rjj) 1BjTM j +Qi:
(5.43)
Consecuentemente, el resultado obtenido es formulado en el siguiente teorema.
Teorema 5.6 La solucio´n del equilibrio de Nash en lazo abierto para un juego diferencial estoca´stico de tercer
orden con horizonte de tiempo infinito (5.1) sobre observaciones lineales (5.2) con respecto a un criterio cuadra´tico
(5.37) esta dado por la ley de control para cada jugador (5.39), la ecuacio´n (5.41) para el estimadom(t) = E(x(t) j
FYt ), la ecuacio´n (5.42) para la matriz de varianza del error P (t), y la ecuacio´n (5.43) para la matriz de ganancia
del controlM(t).
Observacio´n 5.2 La principal diferencia de la ecuacio´n tipo Riccati para el equilibrio de Nash esta´ndar de
(5.38) es que la solucio´n de (5.38) depende del vector m(t). En el caso de optimizacio´n de un jugador, lo que
convencionalmente se considerada que se puede encontrar una solucio´n para cada instante del tiempo, cuando
los coeficientes dependientes del estimado de (5.38) se consideran constantes, y entonces se aplican los me´todos
esta´ndar para resolver la ecuacio´n algebraica tipo Riccati. Es posible aplicar tal aproximacio´n para el caso de
N -jugadores. En efecto, en vista de la estructura polinomial del juego, se pueden recrear la aproximacio´n Hamil-
toniana para buscar los controles sub-o´ptimos (5.39) en una forma cerrada, esto es, como funcio´n que dependen de
los te´rminosm(t) del polinomio. Se desarrollara esta aproximacio´n en la siguiente sub-seccio´n.
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5.4.2. RESOLVIENDO LA ECUACIO´N ALGEBRAICA ACOPLADA TIPO RICCATI DEPENDIEN-
TE DEL ESTIMADO DEL ESTADO POR LA APROXIMACIO´N HAMILTONIANA
La solucio´n para el sistema de ecuaciones (5.38) esta muy relacionado (ver [57]) con la matriz Hamiltoniana
dada por (para simplificar, se considera N = 2):
H =
0@ a1 + :::+ anmn 1  S1  S2 Q1  (a1 + :::+ nanmn 1)| 0
 Q2 0  (a1 + :::+ nanmn 1)|
1A
donde Si = Bi
 
Rii
 1
Bi|; i = 1; 2. Si el vectorm es fijo, la matriz H coincide con el caso lineal cuadra´tico.
En efecto, Es conocido ([4] pa´g. 280) que para un vector fijo m si V  R3nn es un espacio invariante n-
dimensional de H ,Wi 2 Rnn; i = 1; 2; son tres matrices reales tales que
V = Im
26664
W0
W1
W2
37775 ;
y si W0 es no singular, entonces Mi := WiW 10 ; i = 1; 2, es una solucio´n para el sistema de ecuaciones
acopladas tipo Riccati (5.38) (para N = 2). Por otro parte, las soluciones (M1;M2) son independientes de la base
seleccionada V , que da un me´todo para encontrar los controles para cada jugador. Como tambie´n se conoce en
el caso esta´ndar (no depende de m), las ecuaciones algebraicas acopladas tipo Riccati tiene solucio´n estabilizante
(M1;M2) si y solo si la matriz H tiene un subespacio n-dimensional estable y H tiene 2n eigenvalores. Se
extendera´ esta aproximacio´n para el caso polinomial como sigue.
Como se a sen˜alado, en vista de la estructura polinomial del juego, es posible encontrar controles sub-o´ptimos
dependientes del estimadom o, equivalentemente, calculando los eigenvalores y eigenvectores deH , que dependen
dem. Por este propo´sito, se define el siguiente algoritmo:
Algoritmo 1.- Suponga quem es fijo como un valor constante.
2.- Calcula los eigenvalores de H , que resultan ser dependientes dem.
3.- Para la seleccio´n particular de eigenvalores, calculamos los eigenvectores (tambie´n dependientes dem).
4.- Calcula el eigenespacio de dimension (3  n)  n, generado por los eigenvectore linealmente independientes,
que esta dado por:
W =
26664
W0
W1
W2
37775 :
5.- Las soluciones de las ecuaciones algebraicas tipo Riccati dependientes del estado (5.38) esta dadas por:
Mi = WiW
 1
0 : (5.44)
Observacio´n 5.3 El algoritmo desarrollado puede ser extendido al caso de N jugadores similarmente al caso
lineal, como se describe en [4].
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5.4.3. EJEMPLO II.
Esta sub-seccio´n presenta un ejemplo del disen˜ado controlador sub-o´ptimo para un juego diferencial estoca´stico
con horizonte de tiempo infinito, donde la dina´mica de los jugadores es gobernada por la ecuacio´n diferencial (5.1)
sobre observaciones lineales (5.2) con un criterio cuadra´tico (5.37) para cada jugador, usando el controlador sub-
o´ptimo (5.39),(5.41)–(5.43).
Considere el estado escalar de segundo orden del juego para dos jugadores:
_x1(t) = x2(t); x1(0) = 1;
_x2(t) = 0;1x
2
1(t) + u
1(t) + u2(t) +  1; x2(0) = 1;
(5.45)
y el proceso de observacio´n lineal
y(t) = x1(t) +  2(t); (5.46)
donde  1(t) y  2(t) son ruidos blancos Gaussianos.
El problema del equilibrio de Nash en lazo abierto es buscar un conjunto de estrategias u1(t), u2(t), t 2 [0; T ],
T = 1, que minimice el criterio para cada jugador:
L11(u
1; u2) = E

1
2
1R
0
(x21 + (u
1)2)dt

;
L21(u
1; u2) = E

1
2
1R
0
(x22 + (u
2)2)dt

:
(5.47)
Aplicando el controlador sub-o´ptimo disen˜ado (5.39),(5.41)–(5.43), la ley de control (5.39) para cada jugador esta
dado por
u1(t) = M121(t)m1(t) +M
1
22(t)m2(t);
u2(t) = M221(t)m1(t) +M
2
22(t)m2(t);
(5.48)
dondem(t) satisface la ecuacio´n
_m1(t) = m2(t) + P11(t)[y(t) m1(t)];
_m2(t) = 0;1m
2
1(t) + 0;1P11(t) + u
1(t) + u2(t)
+P12(t)[y(t) m1(t)];
(5.49)
con la condicio´n inicialm(0) = E(x(0) j y(0)) = m0,
_P11(t) = 2P12(t)  P 211(t);
_P12(t) = 0;2m1(t)P11(t) + P22(t)  P11P12;
_P22(t) = 1 + 0;4m1(t)P12(t)  P 212(t);
(5.50)
con la condicio´n inicial P (0) = E((x(0) m(0))(x(0) m(0))T j y(0)), y la matriz Hamiltoniana esta dada por
H =
0BBBBBBBBBBBB@
0 1 0 0 0 0
0;1m1(t) 0 0  10 0  10
0 0 0  0;2m1(t) 0 0
0  1  1 0 0 0
 1 0 0 0 0  0;2m1(t)
0 0 0 0  1 0
1CCCCCCCCCCCCA
(5.51)
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La solucio´n de la ecuacio´n algebraica tipo Riccati dependiente del estado (5.51) esta dada por:
M121 =
qp
m21 + 600m1 + 6000 + 3m1 + 100 
q
 pm21 + 600m1 + 6000 + 3m1 + 100m21
200(m1   5)
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100
 
p
m21 + 600m1 + 6000
q
 pm21 + 600m1 + 6000 + 3m1 + 100 + 100q pm21 + 600m1 + 6000 + 3m1 + 100
200(m1   5)
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100
+
p
m21 + 600m1 + 6000
qp
m21 + 600m1 + 6000 + 3m1 + 100  100
qp
m21 + 600m1 + 6000 + 3m1 + 100

m1
200(m1   5)
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100
+1000
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100
200(m1   5)
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100 ;
M122 =   m1
p
m21 + 600m1 + 6000
10
p
5(m1   5)
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100 ;
M221 =
m1
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100
40(m1   5)
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100
+
p
m21 + 600m1 + 6000
q
 pm21 + 600m1 + 6000 + 3m1 + 100  100q pm21 + 600m1 + 6000 + 3m1 + 100
40(m1   5)
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100
+
p
m21 + 600m1 + 6000
qp
m21 + 600m1 + 6000 + 3m1 + 100 + 100
qp
m21 + 600m1 + 6000 + 3m1 + 100
40(m1   5)
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100 ;
M222 =
p
m21 + 600m1 + 6000
2
p
5(m1   5)
q
 pm21 + 600m1 + 6000 + 3m1 + 100 qpm21 + 600m1 + 6000 + 3m1 + 100 :
Para la simulacio´n nume´rica del sistema (5.45),(5.46), el controlador o´ptimo (5.48)–(5.51), la condicio´n inicial
x1(0) = 1, x2(0) = 1,m1(0) = 10,m2(0) = 10, P11(0) = 100, P12(0) = 10 y P22(0) = 100 son asignados. Los
disturbios  1(t) en (5.45) y  2(t) en (5.46) son realizados usando la funciones incorporadas de ruidos blancos de
Matlab.
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Figura 5.3: El controlador sub-o´ptimo con respecto al criterio L11(u1; u2) y L21(u1; u2) en el entero intervalo de simulacio´n [0; 20]. 1.
Gra´fica del estado controlado (5.45) x1(t) (azul) y x2(t) (verde) el estimado (5.49) m1(t) (rojo) y m2(t) (celeste); 2. Gra´fica del control
sub-o´ptimo (5.33) u1(t) (verde) y u2(t) (azul); 3. Gra´fica del criterio (5.28) L11(u1; u2) (azul) y L21(u1; u2) (verde) producido por el
controlador sub-o´ptimo
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6
CONTROL MIN-MAX PARA SISTEMAS
POLINOMIALES BASADO EN LA SALIDA.
6.1. PLANTEAMIENTO DEL PROBLEMA.
Considere la siguiente ecuacio´n diferencial no lineal con un termino polinomial que incluye un vector des-
conocido , que introduce incertidumbre en el modelo, y una ecuacio´n de salida con la informacio´n de estado
disponible:
_x (t;) = f (t; x; ) +B (t;)u (t) + d (t;) +B (t;)  (t) ,
y (t;) = C (t;)x (t;) x (t0;) = x0;
(6.1)
donde x (t;) 2 Rn es el vector de estado, u (t) es el control de entrada que varia dentro de una region de controles
dada por U  Rm; d (t;) 2 Rn es una funcio´n conocida continua, B (t;) 2 Rmn es la matriz del control,
y  es un para´metro contenido en un conjunto parame´trico A,  (t) 2 Rn es una incertidumbre del tipo acoplada
contenido en el spam de la matriz del control, C (t;) 2 Rpn es la matriz de salida, y y (t;) 2 Rp la sen˜al de
salida. En este trabajo, se consideraA como un conjunto finito, esto es,A = f1; 2; :::; Ng, cada uno representa
una posible realizacio´n o posible modelo del sistema. La variable de tiempo corre en un intervalo t 2 [t0; T ].
Observe que en este trabajo se enfrenta a dos tipos de incertidumbres, por lo que el desafı´o es disen˜ar una ley
de control que trate efectivamente ambas y este basado solo en la informacio´n de salida. Para la incertidumbre
no acoplada la solucio´n o optimalidad puede ser dada en te´rminos del peor caso del ı´ndice de desempen˜o, y para
la incertidumbre acoplada se propone el modo deslizante integral basado en la salida del sistema. El control es
disen˜ado en dos pasos, existen dos te´rminos en la ley de control: u = u1 + u2. La primera parte del control intenta
tratar con la incertidumbre parame´trica y la segunda parte trata con la incertidumbre acoplada.
Para cada para´metro fijo, el sistema (6.1) se supone que es uniformemente controlable; la definicio´n de unifor-
memente controlable para sistemas no lineales puede ser encontrada en [61]. Para cada para´metro fijo , la funcio´n
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no lineal f (t; x; ) es considerada como un polinomio de n variables, componentes del vector de estado x (t;)
2 Rn; esto requiere una especial definicio´n del polinomio de grado n > 1. Siguiendo el trabajo previo (see [52]),
un polinomio de grado p del vector x (t;) 2 Rn es considerado como una forma p-lineal de n componentes de
x (t), esto es:
f (t; x; ) = a0 (t;) + a1 (t;)x+ a2 (t;)xx
| +   + as (t;)x    stimes   x: (6.2)
Aquı´, los para´metros considerados son: a0 es un vector de dimension n, a1 es una matriz de dimension n n; a2
es un 3D tensor de dimension n n n, y as es un (s+ 1)D tensor de dimension n    (s+ 1) times     n;
y x     s times     x es un pD tensor de dimension n     s times     n, obtenido por la multiplicacio´n
espacial de p veces el vector x por si mismo. Esto tambie´n es posible representarlo como un polinomio en forma
de sumatoria:
fk (t; x; )=a0 k (t;) +
P
i
a1 ki (t;)xi +
P
ij
a2 kij (t;)xixj+   +
P
i1:::is
a1 ki1:::is (t;)xi1 :::xis ;
k; i; j; i1:::is = 1; :::; n;
(6.3)
donde la dependencia de a0 (t;) ; a1 (t;) ; :::; as (t;) con respecto a  significa que un tensor de para´metros
tambie´n pertenece al conjunto de para´metros.
Observacio´n 6.1 Claramente, la incertidumbre en el para´metro realizado es representado por un valor de
. El para´metro  pertenece a un conjunto finito A que contienen todos los posibles escenarios o realizaciones
parame´tricas de la plantas no lineales, que se fija durante el proceso actual sin posibilidad de cambiar una ves que
el proceso a inicia. Ası´, cada trayectoria esta u´nicamente determinada por un conjunto de para´metros dados. Sin
embargo, no existe informacio´n de cual trayectoria se realiza. De este modo, el control propuesto deberı´a tratar
con todos los para´metros y proporcionar un comportamiento aceptable para tal clase de sistemas.
El siguiente funcional de costo cuadra´tico es definido:
g (x (t;) ; u1 (t) ; ) =
1
2
x| (T ;)Qx (T ;) +
1
2
TZ
t1
(x| (t;)Lx (t;) + u|1 (t)Ru1 (t)) dt: (6.4)
Este ı´ndice de desempen˜o es dado en la forma esta´ndar de Bolza, dondeR es una matriz sime´trica definida positiva,
L yQ son dos matrices sime´tricas definidas no negativas. El disen˜o del control es realizado en dos pasos, primero,
para el problema de multi-para´metro donde la solucio´n es formulada como un extremo del siguiente problema
Mini-max:
mnu(t)max2A g (x (t;) ; u1; ) : (6.5)
Entonces, en el segundo paso, un modo deslizante integral es disen˜ado para eliminar la incertidumbre acoplada
desde casi el inicio del proceso. Ambos controles son basados en un observador por modos deslizante de alto
orden.
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6.2. CONTROL MIN-MAX PARA SISTEMAS POLINOMIALES.
Primero se disen˜ara el control mini-max. Considere el siguiente sistema extendido incluyendo todos los esce-
narios sin la incertidumbre acoplada:
_x (t)= f (t;x (t)) +B (t)u1 (t) + d (t) ; (6.6)
f :=
26664
f (t; x; 1)    0
... :
...
0    f (t; x; N )
37775 ; x :=
0BBB@
x(t; 1)
...
x(t; N )
1CCCA ;
ai :=
26664
ai .. 0
...
. . .
...
0 .. ai
37775 ; B| :=
26664
B| (t; 1)
...
B| (t; N )
37775 ;
i = 0; :::; s
(6.7)
donde los te´rminos tensoriales tambie´n aparecen en una forma extendida para los coeficientes del polinomio. El
vector extendido d es definido como
d := (d| (t;1) ; :::; d| (t;N )) : (6.8)
Se puede observar que la dependencia en el para´metro  a desaparecido; la nueva dina´mica incluye familia
completa de plantas pero el control sigue siendo el mismo para todas las plantas. El regulador mini-max que
realiza (6.5) con respecto al criterio cuadra´tico (6.4) para el sistema polinomial (6.1) segu´n [62] toma la forma:
u1 =  R 1B| [Mx+ p] ; (6.9)
donde la funcio´n matricialM es la solucio´n de la siguiente ecuacio´n tipo Riccati:
_M + L+ [a1 + 2a2x+3a3xx
| +   + sasx   (s  1) times   x]|M+
M [a1 + a2x+ a3xx
| + :::+ asx   (s  1) times   x] MBR 1B|M = 0;
(6.10)
con la condicio´n terminalM (T ) = Q, y la funcio´n vectorial parametrizada p es la solucio´n de la ecuacio´n
lineal:
_p +Ma0 + [a1 + 2a2x+3a3xx
| +   + sasx   (s  1) times   x]| p 
MBR
 1B|p +Md = 0;
(6.11)
con la condicio´n terminal p (T ) = 0. La matriz  contiene el peso o´ptimo que pertenece al siguiente simplex:
SN :=
(
 2 RN : i  0;
NX
i=1
i = 1
)
: (6.12)
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Las matrices L;Q,  esta definido como
L :=
26664
L    0
... :
...
0    L
37775 ; Q :=
26664
Q    0
... :
...
0    Q
37775 ;
 :=
26664
1Inn .. 0
... .
...
0 . 2Inn
37775 :
(6.13)
La matriz  contiene los pesos o´ptimo del para´metro  =  que resuelve el siguiente problema de optimizacio´n:
 = mn2SN J () ;
J () := max2A g (x (t;) ; u1; ) ;
(6.14)
con u1 (t) dado en (6.9), que esta parametrizado por el vector  = (1; 

2; :::; 

N )
|  
i 2 SN

a trave´s de (6.10)
y (6.11). Note que para obtener el vector de pesos o´ptimo resolviendo el problema anterior no necesariamente es
una tarea simple. Se sigue de [62] para proveer un procedimiento nume´rico factible para buscar el peso mini-max
en el caso de dos escenarios. Suponiendo que existe un estimado del proceso para los estados del sistema extendido
x^, la ley de control optima es implementada como:
u1 =  R 1B| [Mx^+ p] : (6.15)
6.3. DISEN˜O DEL OBSERVADOR POR MODOS DESLIZANTES DE ALTO OR-
DEN PARA SISTEMAS POLINOMIALES.
Considere otra vez el sistema extendido con medicio´n parcial del estado y sin incertidumbres acopladas:
_x (t)= f (t;x (t)) +B (t)u1 (t) + d (t) ;
y (t) = Cx (t) ;
(6.16)
donde
C :=
0BBB@
C(t; 1)    0
...
. . .
...
0    C(t; N )
1CCCA (6.17)
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Como se menciono, el observador por modos deslizantes de alto orden esta basado en el diferenciado exacto de
Levant ([31] y [32]), siguiendo [34]. El observado toma la forma:
:bxi;1 = wi;1 =  ri+1M1=(ri+1)i jbyi   yij(ri)=(ri+1)sign(byi   yi) + bxi;2;
:bxi;2 = wi;2 =  riM1=(ri)i jbxi;2   wi;1j(ri 1)=(ri)sign(bxi;2   wi;1) + bxi;3;
...
:bxi;ri = wi;ri =  2M1=(2)i jbxi;ri   wi;ri 1j(1)=(2)sign(bxi;ri   wi;ri 1) + bxi;ri+1;
:bxi;ri+1 =  1Misign(bxi;ri+1   wi;ri);byi = bxi;1;
(6.18)
donde ri es el grado relativo del i-e´simo componente de la salida y(t) = Cx(t); el procedimiento se repite para
cada elemento de la salida. La solucio´n de esta ecuacio´n produce el estimado del estado
bxTi = [bxTi;1 bxTi;2 ::: bxTi;ri ]:
Ahora, se define como bx el conjunto de soluciones para cada componente de y(t).
bxT = [bxT1 bxT2 ::: bxTm]:
Los para´metros de ajusteM , , son seleccionadoc acorde a [31].
6.4. MODOS DESLIZANTES INTEGRALES PARA LA SALIDA DE SISTEMAS
POLINOMIALES CON INCERTIDUMBRES.
En esta seccio´n, se presenta el disen˜o del control u2 para hacer frente a la parte con incertidumbre acoplada,
que esta basada en el modo deslizante integral. Considere el sistema extendido:
_x (t)= f (t;x (t)) +B (t) (u1 (t) + u2 +  (t)) + d (t) ;
y (t) = Cx (t) :
(6.19)
Se puede observar que la parte de la incertidumbre acoplada es la misma para todos los modelos. El propo´sito es
eliminar la incertidumbre tan ra´pido como sea posible, de modo que el control mini-max hace el resto del trabajo.
Para disen˜ar el modo deslizante integral de la salida, se define la siguiente superficie deslizante para la salida:
z(y(t)) := Gy(t)  (t) (6.20)
donde:G = (CB)+ = [(CB)T (CB)] 1(CB)T . Evaluando la derivada temporal de z(y(t)) se obtiene:
:
z(y(t)) = GC(f(x; t) +B(u1(t) + u2(t) + (t))
+d(t))  :(t)
(6.21)
Debido a que no se tiene la informacio´n completa del estado, se define _(t) basado solo en el estimado bx:
:
(t) = GC(f(bx; t) +Bu1(t) + d(t)) (6.22)
(0) = Gy(0);
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lo que conduce a
:
z(y(t)) = GC(f(x; t)  f(bx; t)) + u2(t) + (t) (6.23)
z(0) = 0:
La segunda parte del control u2, que es discontinua, es propuesto como:
u2 =  (t) z(t)jjz(t)jj (6.24)
donde el escalar (t) satisface:
(t)  qa(t)  jjGCjjjjf(x; t)  f(bx; t)jj    0;
 es una constante. Para elegir correctamente los para´metros de la ley de control discontinuo y asegurar el movi-
miento del sistema a lo largo de la superficie deslizante, se propone la funcio´n de Lyapunov como V = (1=2)jjzjj2.
La derivada temporal es calculada como:
:
V = zT (GC(f(x; t)  f(bx; t))  (t) z(t)jjz(t)jj + (t))
  jjsjj((t)  qa(t)  jjGCjjjjf(x; t)  f(bx; t)jj)
  jjsjj  0
Debido a la seleccio´n de la condicio´n inicial para z (6.23), z(0) = 0; se obtiene
V (s(t))  V (s(0)) = 1
2
jjs(0)jj2 = 0
que implica que s(t) = _s(t) = 0. La conclusion es que el modo deslizante integral no tiene la fase de alcance. Por
lo tanto, el control equivalente se obtiene como:
ueq =  GC(f(x; t)  f(bx; t))  (t) (6.25)
Sustituyendo el control equivalente (6.25) en (6.19) se obtiene:
_x = f(x; t) BGC(f(x; t)  f(bx; t))
+Bu1(t) + d(t)
y(t) = Cx(t)
(6.26)
que es el sistema extendido, donde la parte de la incertidumbre acoplada es eliminada y solo un termino depen-
diendo de la observacio´n aparece; dicho termino se desvanece conforme el observado converge al estado real.
Observacio´n 6.2 Dado que el modo deslizante integral elimina la parte de la incertidumbre acoplada, la com-
binacio´n de las dos te´cnicas, el control mini-max y el modo deslizante integral junto con la ra´pida reconstruccio´n
del modo deslizante de alto orden, presenta una poderosa herramienta para el controlador de sistemas polinomiales
con informacio´n parcial del estado, como se ilustra en los siguientes ejemplos nume´ricos.
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Figura 6.1: Circuito no Lineal.
6.5. EJEMPLOS.
6.5.1. CIRCUITO NO LINEAL.
El bien conocido oscilador electrico no lienal incluyendo un inductor no lineal (ver Figura 1) es modelado por
un sistema polinomial bidimensional de tercer orden (ver [63], [64]). Considere el caso de dos posibles escenarios
(N = 2) del siguiente circuito:
:
x1(t; 1) = x2; (6.27)
:
x2(t; 1) =  1;1x1   0;4x2   x31 + 2;05 cos(1;8t) + sin (1000t) -u; (6.28)
:
x3(t; 2) = x4;
:
x4(t; 2) =  1;15x1   0;45x2   1;05x31 + 2 cos(1;9t) + sin (1000t) -u; (6.29)
donde la parte de la incertidumbre conocida es d (t; 1) = 2;05 cos(1;8t), y la parte de la incertidumbre acoplada
desconocida es  (t; 1) = sin (1000t), con la siguiente salida medible para los dos modelos:
y(t; 1) = x1(t; 1);
y(t; 2) = x1(t; 2):
La ecuacio´n para el estado reconstruido esta dada por:
_bx1 = w1 = bx2   3M1=3j by1   y1j2=3sign( by1   y1);
_bx2 = w2 = bx3   2M1=2jbx2   w1j1=2sign(bx2   w1);
_bx3 = 1Msign(bx3   w2);
by1 = bx1;
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_bx4 = w4 = bx5   6M1=3j by2   y2j2=3sign( by2   y2);
_bx5 = w5 = bx6   5M1=2jbx5   w4j1=2sign(bx5   w4);
_bx6 = 4Msign(bx6   w5);
by2 = bx4;
donde bx1; bx2; bx4; bx5 son los estimados de las variables de estado x1(t; 1); x2(t; 1); x1(t; 2), y x2(t; 2), respectiva-
mente. La condicio´n inicial para las variables del observador son fijadas como cero. Las siguientes constantes son
usadas para afinar el observador:
M = 1; 1 = 2 = 4 = 5 = 20; 3 = 6 = 10:
Finalmente, la ley de control toma la forma:
u1 = (P21 + P41)bx1 + (P22 + P42)bx2 + (P23 + P43)bx3 + (P24 + P44)bx4 + p2 + p4:
Las figuras esta´n organizadas como sigue. Las figuras 2 y 3 muestran las variables de estado y el estimado de
los modelos 1 y 2. Note que el estado de ambas plantas muestran un comportamiento ide´ntico, cuando el control
robusto es aplicado, demostrando que el disen˜o robusto funciona bien para cualquiera de las dos plantas. Los
estimados tambie´n se ven casi iguales todo el tiempo debido a la ra´pida razo´n de convergencia del observador. La
figura 4 presenta los valores de los costos dependientes de , donde se puede observar que el ı´ndice de desempen˜o
tiene el mı´nimo (del peor de los casos del costo) alrededor de  = 0;28. La figura 5 corresponde al control mini-
max basado en la salida. Finalmente, la figura 6 muestra el control por modos deslizantes basado en la salida. Otra
vez, se puede observar que con la aplicacio´n del modo deslizante integral basado en la salida la perturbacio´n no
afecta la dina´mica de cualquiera de las plantas, resultando en un buen desempen˜o de ambos controles.
6.5.2. PE´NDULO
Considere la siguiente ecuacio´n para el pe´ndulo simple (ver Fig. 7):
d2x
dt2
=  g
l
sin(x) + u; (6.30)
El termino no lineal puede ser aproximado por un polinomio usando la expansion de Taylor de la funcio´n sin(x):
sin(x) = x  1
6
x3 + :::+
( 1)n+1x2n 1
(2n  1)! + :::
Considere la aproximacio´n por el polinomio de tercer orden, esto es, la ecuacio´n (6.30) es aproximada como:
d2x
dt2
=  g
l
(x  1
6
x3) + u:
Procediendo con el cambio de variables x1 = x y x2 = _x, se obtiene:
_x1 = x2;
_x2 =  g
l
(x1   1
6
x31) + u:
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Figura 6.2: Estado y estimado. Planta 1.
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Figura 6.3: Estado y estimado. Planta 2.
85
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
2.57
2.58
2.59
2.6
2.61
2.62
2.63
2.64
2.65
2.66
Lambda
Pe
rfo
rm
an
ce
 in
de
x
Figura 6.4: I´ndice de Desempen˜o J ().
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Figura 6.5: Control Min-Max u1.
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Figura 6.6: Control por modos deslizantes integrales u2.
Figura 6.7: Pe´ndulo Simple.
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El modelos del sistema de dos escenarios se convierte en:
:
x1(t; 1) = x2(t; 1);
:
x2(t; 1) =  3  (x1(t; 1)  1
6
x31(t; 1)) + u+ sen(1000t);
:
x1(t; 2) = x2(t; 2);
:
x2(t; 2) =  2;95  (x1(t; 2)  1
6
x31(t; 2)) + u+ sen(1000t);
con la ecuacio´n de salida:
y(t; 1) = x1(t; 1);
y(t; 2) = x1(t; 2);
y el ı´ndice de desempen˜o:
g (x (t;) ; u; ) = x21(T; ) + x
2
2(T; ) +
TZ
0
(x21(t; ) + x
2
2(tv) + u
2(t))dt:
Finalmente, las ecuaciones del observador son:
_bx1 = w1 = bx2   3M1=3j by1   y1j2=3sign( by1   y1);
_bx2 = w2 = bx3   2M1=2jbx2   w1j1=2sign(bx2   w1);
_bx3 = 1Msign(bx3   w2);
by1 = bx1;
_bx4 = w4 = bx5   6M1=3j by2   y2j2=3sign( by2   y2);
_bx5 = w5 = bx6   5M1=2jbx5   w4j1=2sign(bx5   w4);
_bx6 = 4Msign(bx6   w5);
by2 = bx2;
donde la condicio´n inicial para las variables del observador es fijado como cero. La ley de control toma la forma:
u = (P21 + P41)bx1 + (P22 + P42)bx2 + (P23 + P43)bx3 + (P24 + P44)bx4:
En este ejemplo, las figuras son organizadas como sigue: La figura 8 y 9 muestran las variables de estado y los
estimados del modelos 1 y 2. Como en el ejemplo anterior, ambas plantas muestran el mismo comportamiento,
cuando el control robusto es aplicado, demostrando ası´ que el disen˜o robusto trabaja bien para cualquier de las dos
plantas. Los estimados tambie´n parecen casi iguales todo el tiempo. Para este caso, el valor o´ptimo es  = 0;8779.
La figura 10 muestra el estimado del error. Finalmente, La figura 11 muestra el control por modos deslizante inte-
grales basado en la salida. De nuevo, se puede observar que con la aplicacio´n del modo deslizante integral basado
en la salida la perturbacio´n no afecta la dina´mica de ninguna de las plantas, resultando en un buen desempen˜o a
trave´s de combinacio´n de las dos leyes de control.
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7
ESTRATEGIAS DE STACKELBERG CON
INCENTIVOS MINI-MAX PARA JUEGOS
DIFERENCIALES LINEAL-CUADRATICOS
CON INCERTIDUMBRES.
7.1. DESCRIPCIO´N DEL PROBLEMA Y SUPOSICIONES BA´SICAS
Considere el juego diferencial lineal cuadra´tico de 2 jugadores (LQDG) donde la dina´mica de los jugadores
esta dada por la siguiente ecuacio´n diferencial ordinaria (ver [8] y[4]):
_x (t) = A (t)x (t) +
2P
n=1
Bj (t)uj (t) ; x (t0) = x0; (7.1)
donde x (t) 2 Rn es el vector de estado en tiempo t 2 [0; T ], el ı´ndice j denota el nu´mero del jugador (j = 1; 2),
en este caso se selecciona el jugador 1 como el lı´der y el jugador 2 como el seguidor, uj (t) 2 Rmj son las acciones
de control correspondientes a ambos jugadores. Las matrices A (t) 2 Rnn y Bj (t) 2 Rnmj son las matrices
del sistema y del control con entradas continuas en el intervalo [0; T ]. Toda esta informacio´n y el estado inicial
(Acotado) x0 se asume que se conoce por ambos jugadores. En esta seccio´n suponemos que el tiempo T esta fijo,
despue´s se abandona esta suposicio´n para considerar el caso de horizonte de tiempo infinito. Tambie´n se supone lo
siguiente:
1. Las matrices A (t) ası´ como la matriz del control Bj (t) (j = 1; 2) pertenecen a un conjunto finito fijo de
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familia de funciones matriciales conocidas a priori, que caracterizan la dina´mica posible, esto es:
A (t) 2 fA (t; 1) ; A (t; 2) ; : : : ; A (t;M)g ;
Bj (t) 2 Bj (t; 1) ; Bj (t; 2) ; : : : ; Bj (t;M)	 ;
j = 1; 2;
(7.2)
aquı´ el numero M es el numero finito posible del conjunto de para´metros, usando la notacio´n A (t; ) y el
para´metro  2M = f1; :::;Mg, representando la incertidumbre sobre la dina´mica del juego
2. La informacio´n completa del estado esta disponible para ambos jugadores de modo que pueden utilizarla en
la seleccio´n de sus acciones de control.
Por lo tanto, para cada para´metro fijo  tenemos una realizacio´n concreta de la dina´mica, el siguiente Multi-
Modelo es obtenido:
_x (t; ) = A (t; )x (t; ) +
2P
j=1
Bj (t; )uj (t) ;x (t0; ) = x0; (7.3)
Para un conjunto dado de acciones de control
 
u1; u2

, nos interesamos en la trayectoria correspondiente a partir
del punto inicial x0. Pero el valor posible realizado de  es a priori desconocido. Esto es porque, es considerado el
conjunto de las familias de trayectorias x (t; ) con insuficiente informacio´n acerca de la trayectorias realizadas.
Cada jugador tiene un ı´ndice de desempen˜o cuadra´tico hi
 
u1; u2; 

(que tambie´n depende de ), que esta dado
en la forma esta´ndar de Bolza
hi
 
u1; u2; 

=
1
2
x| (T; )Qifx (T; ) +
1
2
TZ
t=t0
24x|(t; )Qix(t; ) + 2X
j=1
uj|Rijuj
35 dt; (7.4)
con la siguiente restriccio´n en las matrices de peso:
Qi = Qi|  0; Rii = Rii| > 0; R12 = R12| > 0;
Qif = Q
i|
f  0; R21 = R21  0;
(7.5)
Dado que el valor del para´metro obtenido  es desconocido, el peor caso con respecto a los escenarios posibles
es definido en el funcional de costo J i para cada jugador bajo controles admisibles fijos u1 2 U1 y u2 2 U2 se
puede definir como sigue:
J i
 
u1; u2

:= max

hi
 
u1; u2; 

: (7.6)
Dentro de este marco de incertidumbres nuestro objetivo es encontrar un control de incentivos que proporcionara
el costo mas favorable para el lı´der, por los ajustes de los multi-para´metros. Esto representa un problema debido
a la imposibilidad de encontrar cual es el mejor costo que el lı´der puede obtener en un problema multi escenario.
Si nos fijamos en la teorı´a esta´ndar existente la mayorı´a de los esquemas de incentivos en la literatura se basan
de una o de otra manera en la llamada solucio´n en equipo optima, que es la determinacio´n de un limite inferior
para la funcio´n de costo del lı´der. Este limite se encuentra asumiendo la situacio´n ideal de ambos jugadores que
persiguen la minimization del funcional del lı´der. Una vez que el lı´der obtuvo tal solucio´n el siguiente problema
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es disen˜ar una estrategia adecuada que realiza tal objetivo tomando en consideracio´n la posible reaccio´n racional
del seguidor. Por lo tanto, nuestro enfoque a este problema es el siguiente: Considerando que la actual realizacio´n
del para´metro no es conocida, por consiguiente, la solucio´n en equipo optima tradicional no esta disponible. Sin
embargo, podemos encontrar la solucio´n mini-max para un problema de equipo optima y a continuacio´n, se intenta
disen˜ar un control que ajuste al juego (en el sentido mini-max) a la mejor solucio´n. En el momento que el lı´der
a determinado su estrategia de incentivos y la anuncia antes de tiempo, el problema de control mini-max que se
enfrenta el seguidor, consiste en encontrar un control admisible

u2
	
t2[0;T ] que para una condicio´n inicial dada
x (t0; ) = x0, proporciona las siguientes propiedades de optimalidad:
u2
	
t2[0;T ] 2 Arg mnadmissiblefu2gt2[0;T ]
max

h2
 
u1; u2; 

:
7.1.1. BREVE RESEN˜A DEL FORMATO DE INCENTIVO.
Fundamentalmente, los diferentes tipos de incentivos esta´n relacionados con el tipo de estructura de informa-
cio´n que los jugadores tienen disponible o usan, por ejemplo en el articulo [46] los autores proponen como forma
de incentivo u1(t) = ud1(t) + P

u2(t)  ud2(t)

, donde u1(t) es la ley de control del lı´der y u2(t) es el control
de seguidor, P es la denominado matriz de incentivo, el superı´ndice d representa el conjunto ideal de estrategias
que el lı´der puede esperar, tal conjunto de estrategias por lo general se eligen para ser los mismos como los va-
lores en equipo o´ptimo, que como hemos visto se asume que todos los participantes minimizan el costo del lı´der.
Por lo tanto, en [46] el lı´der debe tener acceso al control del seguidor que representa un problema (para muchas
aplicaciones). La aproximacio´n de [45], para sistemas de tiempo discreto, hace uso de un paso de retardo en la
representacio´n del estado como u1 (k) = ut1 (k) + P [x (k)  x (k   1)], donde x (k   1) = F (k   1)x (k   1)
denota el valor en equipo o´ptimo de x (k) y F (k   1) es matriz en lazo cerrado. Este enfoque ha demostrado
que funciona bien, pero los problemas de estabilidad no se aclaran del todo. Por supuesto, la informacio´n dispo-
nible requerida supone un retraso en el estado, este enfoque tambie´n se puede extender a mu´ltiples retrasos. El
trabajo de [48], aunque trabaja en tiempo continuo, propone un control puro del tipo retroalimentado de la forma:
u1 (t) = u
te
1 (t) + P
| [x (t)  xte (t)], el disen˜o propuesto para la matriz de incentivos P , que garantiza la esta-
bilidad del sistema en lazo cerrado esta dada, sin embargo, sin demostracio´n. En el trabajo de ([47]), los autores
obtienen las estrategias de equipo o´ptimo retroalimentada del estado de Stackelberg (sin retardo) para una clase de
juegos en tiempo discreto, y la condicio´n suficiente para encontrar la matriz P esta dada a trave´s de la solucio´n de
un conjunto de ecuaciones matriciales.
Como se menciono en este trabajo se sigue la forma de incentivos dada en [48], el lider anuncia su estrategia
del tipo retroalimentado sin retardos:
u1 (t) = u
te
1 (t) + P
| [x (t)  xte (t)] ;
P 2 Rnm;
(7.7)
donde P , la matriz de incentivos, es necesario encontrarla. El reto con esta matriz es que debe asegurarse de que
la solucio´n en equipo o´ptima del lı´der se logra, y esta matriz puede no ser u´nica.
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7.2. SOLUCIO´N EN EQUIPO OPTIMA MINI-MAX.
Considere que se toma el peor de los escenarios con respecto a al conjunto de para´metros de la funcio´n de costo
del lı´der usando (7.6), el problema de equipo o´ptimo es calculado asumiendo que ambos jugadores persiguen la
minimizacio´n en el peor caso del funcional del lı´der que es expresado como:
minimize
u12U1; u22U2
J1 (u1; u2) ; (7.8)
Como hemos dicho antes, la solucio´n de la minimizacio´n conjunta del funcional J1 (u1; u2) sobre u1 2 U1; u2 2
U2 es lo suficientemente buena, permitiendo que el lı´der pueda lograrla. En este caso llamamos tal solucio´n como
una solucio´n mini-max o una solucio´n en equipo optima robusta. Siguiendo las te´cnicas conocidas como el Prin-
cipio del Ma´ximo Robusto ([30], [27])considere la siguiente funcio´n Hamiltoniana generalizada para el problema
de equipo o´ptimo:
H =P


1
2 n+1(t; )
 
x|(t; )Q1x(t; ) + u1|R11u1 + u2|R12u2

+
 |(t; )
 
A(t; )x(t; ) +B1(t; )u1 +B2(t; )u2

;
(7.9)
donde  (t; ),  2 M = f1; :::;Mg, son los vectores de co-estado de las dina´micas correspondientes. Para cada
valor fijo del para´metro incierto  la funcio´n Hamiltoniana utilizada en la construccio´n de la estrategia optima
robusta del seguidor, representa las funciones Hamiltonianas esta´ndar. Usando vectores extendidos como en [30],
[27], considere la siguiente representacio´n de los juegos dina´micos dada por (fuente en negrita para los vectores y
matrices extendidos) _x (t) = A (t)+B1 (t)u1 (t)+B2 (t)u2 (t), aquı´ los vectores y las matrices extendidas son:
A :=
26664
A(t; 1)    0
...
. . .
...
0    A(t;M)
37775 ; Qi :=
26664
Qi    0
...
. . .
...
0    Qi
37775 ;
Qif :=
26664
Qif    0
...
. . .
...
0    Qif
37775 ;  :=
26664
(1)I    0
...
. . .
...
0    (M)I
37775 ;
(7.10)
Bi| :=

Bi|(t; 1)   Bi|(t;M) ; I 2 Rnn i = 1; 2
xte| := (xte|(t; 1); :::; xte|(t;M))| 2 RnM
Define tambie´n para cualquier vector  = ((1); :::; (M))|
 2 SM :=

 2 RM ;  ()  0;P

 () = 1

: (7.11)
La solucio´n para el problema de para´metros conjuntos en el peor caso (7.8) esta dado en el siguiente teorema.
Teorema 7.1 Supongamos que las condiciones (7.5) para el juego lineal cuadra´tico de las dos personas son
satisfechas, entonces el conjunto de controles mini-max realiza el problema de optimizacio´n conjunta en el peor
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caso (7.8) esta´n dados por
u1te =    R11 1B1|Sxte;
u2te =    R12 1B2|Sxte; (7.12)
donde la matriz S 2 RnMnM es la solucio´n de la siguiente ecuacio´n diferencial parametrizada (backward-
forward)
 SA A|S   Q1 + SB2
 
R12
 1
B2|S+
SB
1
 
R11
 1
B1|S = _S; S (T ) = Q1f ;
(7.13)
la matriz  es una matriz de peso que contiene el vector  =  que es la solucio´n para el siguiente problema de
optimizacio´n de dimension finita:
 = argmn 2SMJ
1 () : (7.14)
Demostracio´n Se sigue de [30].
Tenga en cuenta que las estrategias de equipo o´ptimo mini-max son actualmente una suma ponderada de las
estrategias que son el equipo o´ptimo para cada conjunto de para´metros en el juego diferencial (7.3), y pueden ser
expresados como la suma ponderada: uite =  P

 
R1i
 1
Bi|(t; )Sx
te(t; ), donde la parametrizacio´n de la
matriz S viene de la matriz  en (7.13).
7.2.1. DISEN˜O DE INCENTIVOS PARA HACER CUMPLIR LA SOLUCIO´N DE EQUIPO O´PTIMO
MINI-MAX DEL LI´DER
Una vez que la mejor posible minimizacio´n para el ı´ndice de desempen˜o del lı´der a sido obtenida, el siguiente
problema que enfrenta el lı´der es disen˜ar una estrategia del incentivo para forzar su solucio´n minimax. Para lograr
esto, considere la siguiente suma de estrategia del incentivo para el control del lı´der:
u1 =
P

h
   R11 1B1|(t; )Sx(t; ) + P |(t; ) [x(t; )  xte(t; )]i ;
P (t; ) 2 Rnm:
(7.15)
El problema ahora es encontrar un conjunto de matrices P (t; ) ( 2M = f1; :::;Mg), tal que la solucio´n en
equipo optima mini-max para el lı´der sea obtenida. El seguidor a su vez esta optimizando en peor caso su funcio´n
objetivo h2
 
u1; u2; 

:
h2
 
u1; u2; 

=
1
2
x|(t; ) (T )Q2fx() (T ) +
1
2
TZ
t=t0

x|(t; )Q2x(t; ) + u1te|R21u1te + u2|R22u2

dt;
(7.16)
Con el fin de resolver este problema considere de nuevo la aproximacio´n del Hamiltoniano generalizado para la
optimizacio´n en el peor caso del costo del seguidor:
H2 =
P

H2
H2 =

1
2n+1(t; )
 
x|(t; )Q2x(t; ) + u1te|R21u1te + u2|R22u2

+
|(t; ; )
 
A(t; )x(t; ) +B1(t; )u1 +B2(t; )u2

:
(7.17)
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Despue´s de las condiciones generales necesarias mini-max dadas en el trabajo mencionado anteriormente, las
variables adjuntas  (t; ) para cada para´metro fijo , satisfacen la propiedad:
_ (t; ) =   @@x(T;)H2 =  

n+1(T; )Q
2x(T; )+P

P |(T; )-
P

 
R11
 1
B1|(t; )S
|
R21
P

P |(t; ) P

 
R11
 1
B1|(t; )S

x+P

P |(t; ) P

 
R11
 1
B1|(t; )S
|
R21
P

P |(t; )xte(t; ) 
|(t; )

A(t; ) B1(t; )
P

 
R11
 1
B1|(t; )S +
P

P |(t; )

;
(7.18)
para la ultima coordenada la derivada temporal es:
_n+1(t; ) = 0;
con la condicio´n de transversalidad:
 (T; ) =   () grad h2 (x (T; ) ; )
=   ()Q2fx (T; ) ;
n+1 (T; ) =   () ;
donde la constante  () es un valor real no negativo que aparece en el caso general de las condiciones de trans-
versalidad (Teorema 4 Condicio´n iii) [30]). Tomando la suma de la funcio´n Hamiltoniana individual para cada i;
( = 1; :::;M), y normalizando las variables adjuntas. El control robusto que satisface la condicio´n de maximali-
dad conduce a:
u2 =
 
R22
 1P

B2|(t; )(t; );
donde el vector  = ((1); :::; (M))| pertenece al simplex:
 2 SM :=

 2 RM ;  ()  0;P

 () = 1

: (7.19)
Uno de los posibles procedimientos para tratar de encontrar un conjunto de matrices de incentivos es, primero
asumir que tal conjunto de matrices existe de modo que la solucio´n de equipo optima minimax es logrado. En ese
caso se obtiene la siguiente condicio´n correspondiente para el control del seguidor:
 
R22
 1P

B2|(t; )(t; ) =
 
R12
 1P

B2|(t; )Sx
te(t; ): (7.20)
Se definen ahora los siguientes vectores y matrices extendidos:
P :=
h
P (t; 1)    P (t;M)
i
2 RnM m;  :=
26664
(1)I    0
...
. . .
...
0    (M)I
37775
|k := (
|
1(t; 1); :::; 
|
n(t; 1); :::;
|
1(t;M); :::; 
|
n(t;M)) 2 R1nM
xte| := (x|(t; 1); :::; x|(t;M))| 2 RnM
(7.21)
96
con esta definicio´n del vector y matrices extendidas, considere la hipo´tesis de la existencia del conjunto de ma-
trices de incentivos P, entonces el conjunto de trayectorias generadas en la solucio´n en equipo optima xte(t; )
coincidira´ con el conjunto de trayectorias de este problema de optimizacio´n x(t; ). Por lo tanto, se obtiene:
_ =

Q2 +
 
R11
 1
B1|S  P|
|
R21
 
R11
 1
B1|S

xte 
A B1  R11 1B1|S +B1P|| ;  (T ) = Q2f ; (7.22)
y el control del seguidor toma la forma:
u2 =
 
R22
 1
B2|: (7.23)
Note que la dependencia en el para´metro incierto  ha desaparecido, la nueva dina´mica definida incluye la familia
completa de plantas pero el control es el mismo para todas las plantas. Esto significa que el mismo control se aplica
simulta´neamente para todas las dina´micas. Es posible presentar ahora el siguiente resultado
Teorema 7.2 Si para el juego lineal cuadra´tico de Stackelberg (7.3), existe un conjunto de matrices de incenti-
vos P (t; ) ( = 1; :::;M), tal que la solucio´n para la siguiente ecuacio´n diferencial lineal matricial para la matriz
M 2 RnMnM se satisface:
MX+X
|M +P

B1|M  R21
 
R11
 1
B1|S

+
Q2 + S

B1
 
R11
 1
R21
 
R11
 1
B1|+
B2
 
R12
 1
R22
 
R12
 1
B2|

S =   _M;  (T ) = Q2f ;
(7.24)
donde:
X = A 

B1
 
R11
 1
B1| +B2
 
R12
 1
B2|

S; (7.25)
con la condicio´n de restriccio´n adicional siguiente:
 
R22
 1
(t)B2| (t)M (t)=
 
R12
 1
(t)B2| (t)S (t) ; (7.26)
donde la matriz es una matriz de peso que contiene el vector  =  que es la solucio´n para el siguiente problema
de optimizacio´n de dimension finita:
 = argmn 2SMJ
2 () : (7.27)
Entonces, el control de incentivos para que el lı´der realice la solucio´n de equipo optima mini-max (7.12) y el
control o´ptimo mini-max de la reaccio´n del seguidor, esta´n dados por:
u1 =    R11 1B1;|Sx+P| [x  xte] ;
u2 =    R12 1B2|Sxte;
donde las matrices  () y () definidas en (7.10) y (7.21) son solucio´n de los problemas (7.14) y (7.27).
Demostracion Considerando (7.23), vamos a tratar de representar (t)=Mxte en (7.22), dondeM es una
RnMnM funcio´n matricial. Sustituyendo la representacio´n propuesta por (t) en (7.22) se sigue el resultado.
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7.3. INCENTIVO MINI-MAX PARA UN JUEGO ESTACIONARIO DE STAC-
KELBERG CON HORIZONTE DE TIEMPO INFINITO.
Esta seccio´n presenta la solucio´n de estado estacionario de las ecuaciones mencionada anteriormente. La ver-
sion estacionaria del problema anterior se ve mucho mas fa´cil de resolver (que en el caso de tiempo finito) en una
simulacio´n nume´rica. Para ello,considere que la variable T tiende a infinito y las matrices del juego son estaciona-
rias, es decir:
A(t; ) = A(); Bj (t; ) = Bj();
j = 1; 2
Para la solucio´n de equipo o´ptimo se obtiene el siguiente conjunto de controles:
u1te =    R11 1B1|Sxte;
u2te =    R12 1B2|Sxte; (7.28)
con S como la solucio´n de
 SA A|S   Q1 + SB2
 
R12
 1
B2|S+
SB
1
 
R11
 1
B1|S = 0
(7.29)
donde el vector  resuelve el siguiente problema de optimizacio´n:
 = argmn 2SMJ11 () ; (7.30)
Aquı´ asumimos que la condicio´n de estabilidad para el sistema extendido se mantiene, es decir,

A;
 
B1;B2
	
es
estabilizable, de modo que la matriz extendida X = A  

B1
 
R11
 1
B1| +B2
 
R12
 1
B2|

S es estable.
El siguiente paso es disen˜ar un control de incentivos que se espera que obtenga la solucio´n de equipo optima en
tiempo infinito. Al igual que en la ultima seccio´n el control propuesto es:
u1 =
P

h
   R11 1B1|()Sx(t; ) + P |() [x(t; )  xte(t; )]i ;
P () 2 Rnm
(7.31)
Para el conjunto de matrices estacionarias P () ( = 1; :::;M); el problema es estudiar la existencia de dichas
matrices, para que la reaccio´n optima mini-max del seguidor coincide con (7.28). Procediendo de la misma manera
que en el horizonte de tiempo finito obtenemos el siguiente corolario:
Corolario 7.1 Si para el juego lineal cuadra´tico Stackelberg (7.3) formulada para una clase de modelos esta-
cionarios multi-lineales con un ı´ndice cuadra´tico (7.4) dentro del horizonte de tiempo infinito, existe un conjunto
de matrices P () ( = 1; :::;M); tal que la u´nica solucio´n de la ecuacio´n lineal matricial extendida:
MX+X
|M +P

B1|M  R21
 
R11
 1
B1|S

+
Q2 + S

B1
 
R11
 1
R21
 
R11
 1
B1|+
B2
 
R12
 1
R22
 
R12
 1
B2|

S = 0;
(7.32)
98
satisface las restricciones:  
R22
 1
B2|M=
 
R12
 1
B2|S; (7.33)
donde el vector  =  resuelve el problema de optimizacio´n:
 = argmn 2SMJ
2
1 () : (7.34)
Entonces, para el juego de Stackelberg en horizonte de tiempo infinito, el control de incentivo para que el lı´der
realice la solucio´n de equipo optima mini-max (7.28) y la reaccio´n de control optima mini-max del seguidor, esta
dada por:
u1 =    R11 1B1|Sx+P| [x   xte;] ;
u2 =    R12 1B2|Sxte; (7.35)
donde las matrices  () y () definidas en (7.10) y(7.21) son solucio´n de los problemas (7.30) y (7.34) y la
matriz S es una solucio´n de (7.29).
Como se demostro´ en [49], es posible obtener un conjunto de ecuaciones mas convenientes para resolver el caso
de tiempo infinito. Esto se hace de la siguiente manera, sumar y restar de (7.29) el termino, S[B1
 
R11
 1
B1;T+
B2
 
R12
 1
B2;T ]S obteniendo
 S[B1R 111 B1| +B2
 
R12
 1
B2|]S   SX  FTS   Q1 = 0:
Sumando y restando esta ecuacio´n a (7.32) obtenemos:
ZX+X|Z+Q2   Q1 +PB1|Z+P[I  R12  R11 1]B1|S
+SB
1
 
R11
 1
[R21
 
R11
 1   I]B1|S+
SB
2
 
R12
 1
[R22
 
R12
 1   I]B2|S = 0;
donde Z = (M   S), con la restriccio´n: 
R12
 1
B2;TS =
 
R22
 1
B2;TM;
si consideramos el caso cuando R22 = R12 obtenemos la ecuacio´n:
ZX+X|Z+Q2   Q1 +PB1|Z+P[I  R12  R11 1]B1|S
+SB
1
 
R11
 1
[R21
 
R11
 1   I]B1|S = 0; (7.36)
con la restriccio´n:
B2|Z = 0; (7.37)
este conjunto de ecuaciones se puede resolver como es demostrado en el ejemplo y ayuda a encontrar la matriz de
incentivos. A continuacio´n describimos un procedimiento para encontrar las matrices de incentivos mini-max para
el juego con 2 jugadores.
Observacio´n 7.1 El numero de variables desconocidas en (7.36) sonMnMn+Mn+m y el numero total
de ecuaciones sonMn Mn, ası´ que usamos la restriccio´n (7.37) que nos dan m Mn ecuaciones adicionales
que junto con las ecuaciones anteriores se pueden resolver.
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7.3.1. ALGORITMO 1 SOLUCIO´N DEL PROBLEMA DE EQUIPO O´PTIMO MINI-MAX
El algoritmo para encontrar los controles en equipo o´ptimo mini-max se resume de la siguiente manera:
1. Se selecciona una condicio´n inicial para los pesos en equipo o´ptimo.
2. Se aplican las acciones de control igual a la combinacio´n ponderada de las estrategias en equipo optima para
calcular los correspondientes funcionales de costo.
3. Correr por los valores de lambda ( 2 [0; 1]) para encontrar el valor (7.11) para que el problema  =
argmn 2SMJ11 () sea resuelto.
4. Se encuentra la matriz S (7.29).
7.3.2. ALGORITMO 2 ENCONTRAR LA ESTRATEGIA DE INCENTIVOS MINI-MAX.
El algoritmo para encontrar la matriz de incentivos mini-max se resume de la siguiente manera: (7.36). Usando
1. Se aplica la restriccio´n (7.37) para reducir el numero de variables de Z.
2. Se aplica el conjunto de ecuaciones obtenido a (7.36).
3. Se resuelve para Z y P usando me´todos algebraicos computacionales.
4. Se encuentra la matrizM = Z + S.
7.4. EJEMPLOS NUME´RICOS
7.4.1. EJEMPLO ESCALAR.
Considere el siguiente juego multi-modelo de dos jugadores
_x(t; ) = A()x(t; ) +B1()u1(t) +B2()u2(t);
 = 1; 2; x 2 R; u1; u2 2 R
donde los coeficientes esta´n dados por: A(1) = 2; A(2) = 1;8; B1(1) = 1;9; B2(1) = 1;8; B1(2) = 2;
B2(2) = 1;5: con un costo cuadra´tico:
hi
 
u1; u2; 

= 12
1R
0
"
x|(t; )Qix(t; ) +
2P
j=1
uj|Rijuj
#
dt;
i = 1; 2;  = 1; 2
donde Q1 = Q2 = R12 = R12 = R21 = R22 = 1. El sistema extendido esta dado por:
_x(t) = Ax(t) +B1u1(t) +B
2u2(t);
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dondeA =
0@ 2 0
0 1;8
1A ; B1 =
0@ 1;9
2
1A ; B2 =
0@ 1;8
1;5
1A :
ALGORITMO 1: Ejecutando el algoritmo 1 la solucio´n al problema (7.30), el para´metro obtenido es  =
0;0521 y la solucio´n para la matriz S es:
S =
0@ 39;77115300  39;72347798
 39;72347798 40;45673335
1A ;
ALGORITMO 2: Aplicando la restriccio´n (7.37) y sustituyendo en (7.36) obtenemos el siguiente conjunto de
ecuaciones no lineales:
15;016 + 21 + p1(3;88177 + 0;416667z21) + 10;1422z21 + 8;53396z22 = 0;
 21;1124  7;61421z21 + p1( 5;43886 + 0;416667z22)  6;00595z22 = 0;
 21;1124 + p2(3;88177 + 0;416667z21)  12;696z21   10;2408z22 = 0;
30;6333  22 + 9;13706z21 + p2( 5;43886 + 0;416667z22) + 6;68183z22 = 0;
tenga en cuenta que es un conjunto de ecuaciones consistente para  un para´metro dado. Este sistema se resuelve
mediante rutina nume´rica de encontrar raı´ces de Mathematica basada en los me´todos de Newton para encontrar las
soluciones. La solucio´n paraM y P se puede calcular para todos los para´metros 1 2 [0; 1] y 2 = 1  1 y esta
dado por:
1 2 p1 p2 M11 M12 M21 M22
0 1 -4.12229249 6.34805647 73.1559 -72.7767 -79.7852 80.1206
1 0 -36.06984460 40.94384724 45.2014 -48.6246 -46.2398 51.1381
.5 .5 0.97618174 0.80513753 55.9188 -57.7498 -59.1006 62.0884
.3 .7 -2.04453584 4.08294239 61.2061 -62.3083 -65.4454 67.5585
.7 .3 10.47702536 -9.49328814 51.363 -53.8552 -53.6337 57.4148
Table 1.
En la tabla 1 se observa que para cualquier valor del para´metro  podemos encontrar la matriz del incentivo
P para que el lı´der siempre obtenga el costo mini-max previamente calculado. El valor nume´rico del ı´ndice del
seguidor es J2 = 0;77848; como se muestra en la figura 5. La figura 1 muestra las trayectorias del estado mini-
max despue´s de que el lı´der ha implementado el incentivo, la figura 2 los controles para cada jugador. La figura
3 representa el criterio y la figura 4 los valores de J1 como una funcio´n del para´metro . Finalmente la figura 5
muestra el valor del criterio para el seguidor, observamos que para cualquier 1 2 [0; 1] y 2 = 1 1; se encuentra
el mismo valor.
101
0 1 2 3 4 5 6 7 8 9 10
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Time.
S
ta
te
.
Figura 7.1: Trayectorias del estado del juego.
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Figura 7.2: Control de los dos jugadores.
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Figura 7.5: Criterio del seguidor J2 como funcio´n de .
7.4.2. EJEMPLO VECTORIAL.
Considere el juego de dos estados multi-planta dado por:
_x(t; ) = A()x(t; ) +B1()u1(t) +B
2()u2(t);
 = 1; 2; x 2 R2; u1; u2 2 R2
donde las matrices involucradas son: A(1) =
0@ 0 1
0;5 1;3
1A ; A(2) =
0@ 0 1;1
1 1;5
1A ; B1(1) =
0@ 1 1
1 0
1A ;
B2(1) =
0@ 1 1
1 0
1A ; B1(2) =
0@ 1;1 ;9
1;3 0
1A ; B2(2) =
0@ 0;9 1;1
0;9 0
1A : Con el siguiente criterio cuadra´tico:
hi
 
u1; u2; 

= 12
1R
0
"
x|(t; )Qix(t; ) +
2P
j=1
uj|Rijuj
#
dt;
i = 1; 2;  = 1; 2
dondeQ1 = Q2 = R11 = R12 = R21 = R22 =
0@ 1 0
0 1
1A. El sistema extendido tiene matrices definidas como:
A =
0BBBBBB@
0 1 0 0
0;5 1;3 0 0
0 0 0 1;1
0 0 1 1;5
1CCCCCCA ; B
1 =
0BBBBBB@
1 1
1 0
1;1 ;9
1;3 0
1CCCCCCA ; B
2 =
0BBBBBB@
1 1
1 0
0;9 1;1
0;9 0
1CCCCCCA ;
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ALGORITMO 1: El algoritmo 1 ofrece la solucio´n al problema (7.30), el para´metro obtenido es  = 0;663 y la
solucio´n para la matriz S
S =
0BBBBBB@
3;32038952 8;30444247  3;82944445  7;66613310
8;30444247 26;10320776  10;96514265  22;73269429
 3;82944445  10;96514265 5;11983685 10;05843260
 7;66613310  22;73269429 10;05843260 21;18613248
1CCCCCCA ;
ALGORITHM2: Aplicando la restriccio´n (7.37) y sustituyendo en (7.36) obtenemos el sistema de ecuaciones
no lineales que puede ser resuelto (pero es demasiado largo para mostrarlo aquı´). De nuevo se utiliza la rutina
de encontrar raı´ces de Mathematica para encontrar las soluciones. La solucio´n de la matriz M y la matriz de
incentivos P depende de los valores del para´metro 1 2 [0; 1] y 2 = 1   1. Es posible obtener la matriz de
incentivos para cualquier valor del para´metro  la siguiente tabla muestra para cuatro puntos:
1 2 P M J
2(u1; u2)
0 1
0BBBBB@
1;07035 5;2015
 8;71166  5;15142
0;148545  3;67385
9;17596 4;50658
1CCCCCA
0BBBBB@
6;39912 12;2472  9;69466  13;0314
4;33416 19;8332  5;95534  15;2323
 6;62829  14;5495 10;4519 14;936
 3;87667  16;5626 5;67687 13;9362
1CCCCCA 2.0648
.1 .9
0BBBBB@
1;04175 5;19136
 8;73403  5;12626
0;236086  3;75641
9;19588 4;51023
1CCCCCA
0BBBBB@
5;95267 12;175  9;32277  12;6851
4;88568 20;5594  6;43698  16;1182
 6;22242  14;4838 10;1138 14;6211
 4;39928  17;3548 6;1369 14;8506
1CCCCCA 2.0648
.3 .7
0BBBBB@
0;994946 5;26048
 8;77116  5;10871
0;416953  4;02996
9;22385 4;54418
1CCCCCA
0BBBBB@
4;93123 12;3476  8;58126  12;1117
6;07793 21;8629  7;42653  17;8724
 5;29384  14;6408 9;43967 14;0999
 5;51765  18;8381 7;0866 16;6839
1CCCCCA 2.0648
.9 .1
0BBBBB@
 3;14126 3;88979
 6;54864  3;92493
4;73952  3;53303
7;53125 3;59013
1CCCCCA
0BBBBB@
0;33541 13;3949  2;9971  9;08903
10;9347 24;8836  12;488  23;8942
 1;11583  15;5928 4;36316 11;352
 9;98564  22;4059 11;5823 22;7642
1CCCCCA 2.0648
Table 2.
Observe que para todos los valores de  podemos encontrar una matriz de incentivos que lleva al ı´ndice del
seguidor al mismo valor.
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Figura 7.7: Criterios de los dos jugadores.
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8
CONCLUSION Y TRABAJO FUTURO.
8.1. CONCLUSIONES.
En esta tesis se disen˜an las estrategias para juegos diferenciales polinomiales de suma no cero, tambie´n se
disen˜aron las estrategias para el equilibrio "-Nash para juegos diferenciales polinomiales estoca´sticos con infor-
macio´n incompleta sobre observaciones lineales ambos disen˜os en horizonte de tiempo finito e infinito. En ambos
casos se demuestra que la llamada ecuacio´n tipo Riccati dependiente del estado provee una te´cnica para buscar un
conjunto de estrategias que garantiza el equilibrio de Nash para esta clase particular de juegos no lineales. Por otra
parte de desarrollo una solucio´n para el problema del regulador o´ptimo robusto para sistemas polinomiales incier-
tos basados en informacio´n de salida y por ultimo se disen˜o unas estrategias de incentivos para juegos diferenciales
de dos jugadores para una familia de plantas sin informacio´n de la realizacio´n de la planta. Para el ultimo problema
se plantea unos incentivos para el juego de Stackelberg en que los para´metros que describen la dina´mica del juego
dependen de un vector desconocido contenido en un conjunto de para´metros finitos y la solucio´n de la estrategia
de incentivos esta dada en te´rminos del peor de los casos.
8.2. TRABAJO FUTURO.
Existen varios trabajos en los cuales se podrı´a extender las herramientas desarrolladas en este trabajo, como
por ejemplo:
Estrategias con Incentivos Min-Max para Juegos Diferenciales con Informacio´n Incompleta.
Estrategias con Incentivos Min-Max con Multiples seguidores para juegos Diferenciales.
Controlador Min-Max para Sistemas Polinomiales Con Informacio´n Incompleta.
Equilibrio de Nash en lazo abierto via control Min-Max para Juegos Diferenciales Polinomiales.
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