Efficient Collection of Connected Vehicles Data with Precision
  Guarantees by Alemazkoor, Negin & Meidani, Hadi
1Efficient Collection of Connected Vehicles Data with Precision
Guarantees
Negin Alemazkoor1, Hadi Meidani*1
1Department of Civil and Environmental Engineering, University of Illinois at Urbana-Champaign, Urbana, IL 61801 USA
Connected vehicles disseminate detailed data, including their position and speed, at a very high frequency. Such data can be
used for accurate real-time analysis, prediction and control of transportation systems. The outstanding challenge for such analysis
is how to continuously collect and process extremely large volumes of data. To address this challenge, efficient collection of data is
critical to prevent overburdening the communication systems and overreaching computational and memory capacity. In this work,
we propose an efficient data collection scheme that selects and transmits only a small subset of data to alleviate data transmission
burden. As a demonstration, we have used the proposed approach to select data points to be transmitted from 10,000 connected
vehicles trips available in the Safety Pilot Model Deployment dataset. The presented results show that collection ratio can be as small
as 0.05 depending on the required precision. Moreover, a simulation study was performed to evaluate the travel time estimation
accuracy using the proposed data collection approach. Results show that the proposed data collection approach can significantly
improve travel time estimation accuracy.
Index Terms—Efficient data collection, data compression, connected vehicles, intelligent transportation systems.
I. INTRODUCTION
Intelligent transportation systems (ITS) are established to
actively manage traffic in order to improve mobility, effi-
ciency, reliability and safety [1], [2]. This is typically done
by using real-time traffic data information collected from
various sources such as traffic sensors and smart phones
[3]. With increasing penetration of connected vehicles into
transportation systems, highly detailed data from connected
vehicles can provide great opportunity for real-time analysis
toward optimal system management. However, collecting such
detailed data with high frequency from several thousands of
vehicles can easily lead to data flood or data explosion, where
data communication and storage capacities are overreached.
For instance, if for each vehicle we only collect the coordinates
every 10 seconds, the storage required for 400 vehicles in a
single day will exceed 100 megabytes [4]. This is while the
connected vehicles transmit data at an even higher frequency,
i.e. every 0.1 second, and they also transmit other information,
including but not limited to speed. In [5], the data uploaded to
the cloud from one connected vehicle in an hour is reported to
be about 25 gigabytes. In [6] it is estimated that 400 million
gigabytes of data would be transferred each month, if 25
percent of all vehicles are connected. Therefore, efficient data
collection and compression is vital to facilitate handling such
large volume of data.
There are two main types of data compression methods:
lossless and lossy. In lossless compression, original data is
restored without any loss when the file is uncompressed. Well-
known examples of lossless compression are WinZip [7] and
WinRAR [8]. Lossless compression methods are used when
even a slight difference between original and reconstructed
files is not acceptable. For instance, text files and source codes
typically require lossless compression [9]. On the other hand,
lossy compression techniques incur inaccuracies and loss of
information. Therefore, exact recovery of a file compressed
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using a lossy method is not possible. However, in return, lossy
methods enable significantly higher compression ratios com-
pared to lossless methods [10], and effectively offer a trade-
off between the compression ratio and acceptable information
distortion.
Several works have used lossy approaches to compress
traffic data obtained from traffic sensors. These approaches
mostly compress signals by decorrelating data points and
transforming them into a new domain. In [11], principal com-
ponent analysis (PCA) was used to compress traffic flow data.
It was shown that 87% recovery accuracy can be achieved by
6.2% compression ratio. In [12], a wavelet-PCA method based
was proposed to compress urban traffic data. In this method,
first a wavelet decomposition of data is acquired, to which
PCA is then applied to further reduce the dimensionality of
data. It was shown that the wavelet-PCA method outperforms
the conventional PCA approach in terms of compression ratio
and accuracy. Several other works have also used wavelet
transformation for traffic data compression [13]–[16]. It should
be noted that in all these methods, it is required to collect
all the data points. Therefore, even though these approaches
alleviate the storage burden, they do not address potential
data transmission bottlenecks. It is thus vital to also avoid
overwhelming communication systems by wisely selecting the
data points that are to be collected, thereby minimizing the
number data transmissions.
In [17], for the first time, a compressive sampling approach
was proposed for efficient collection of connected vehicles
data. The authors showed that with the collection ratio of
0.2, i.e. with collecting data at each time with 20% chance,
the original data can be recovered with 95% accuracy using
compressive sampling. In this work, we aim to achieve a
high accuracy with a significantly smaller collection ratio. To
this end, we propose an online multidimensional piecewise
linear approximation (online-MPLA) approach for efficient
connected vehicles data collection. To demonstrate the ef-
ficiency of proposed method, we compare the method with
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2uniform and compressive sampling approaches. In summary,
the contributions of this paper are the following:
1. Proposing an online multidimensional piecewise linear
approximation approach for efficient collection of connected
vehicles data.
2. Performing an extensive empirical study using real
world connected vehicles data to show the effectiveness of
proposed data collection method in comparison with other
available methods.
3. Performing a simulation study to evaluate travel time
estimation accuracy when online-MPLA is used for efficient
data collection.
The rest of this paper is organized as follows. Section II
includes an overview on uniform and compressive sampling
as well as discrete cosine transform, which is used in the
compressive sampling technique. Section III introduces our
methodology for efficient data collection. Section IV includes
the empirical results and discussion. Section V highlights
future research directions and concluding remarks.
II. TECHNICAL BACKGROUND
In this section, we first introduce discrete cosine transfor-
mation as a lossy compression approach, and then review
two available sampling approaches for efficient collection of
connected vehicle data.
A. Discrete cosine transform
Discrete cosine transformation (DCT) is a linear transform
that maps a vector, i.e. a sequence of data points, into a
summation of orthogonal cosine basis functions. DCT is
similar to discrete Fourier transform (DFT). The main dif-
ference between DCT and DFT is that DCT applies to real
numbers, while DFT can be applied to complex numbers. Let
x = [x1, · · · , xN ] ∈ RN be a sequence of data points. A
discrete cosine transform, α is then defined as follows,
αi =
√
2
N
N∑
j=1
xjλi cos
(
pi(j − 0.5)(i− 1)
N
)
, 1 ≤ i ≤ N,
(1)
where λi = 1 for i > 1 and λ1 = 1/
√
2. Consequently, the
inverse DCT is given by
xi =
√
2
N
N∑
j=1
αjλj cos
(
pi(j − 1)(i− 0.5)
N
)
, 1 ≤ i ≤ N.
(2)
Equations (1) and (2) define ”DCT-II” that is the most com-
monly used DCT and is usually referred to as ”the DCT” [18].
Let us define DCT matrix, Ψ as
Ψij =
√
2
N
λi cos
(
pi(j − 0.5)(i− 1)
N
)
, 1 ≤ i, j ≤ N.
(3)
Then Equations (1) and (2) can be rewritten as
α = Ψx, (4)
x = Ψ−1α. (5)
It should be noted that Ψ is a unitary matrix, hence Ψ−1 =
ΨT . To compress data vector x, first Equation (4) is used
to obtain discrete cosine transformation, α. Then, s largest
entries of α are kept and the rest are set to be zero, forming an
approximate cosine transformation, αˆs, for storage purposes.
Compression ratio depends on the s value, which is set based
on the acceptable data distortion. An approximation of original
data, xˆ, can be readily obtained by replacing αˆ in Equation
(5):
xˆ = ΨT αˆs. (6)
B. Compressive sampling
Compressive sampling first appeared in the field of signal
processing, with the objective of recovering a sparse signal
with significantly smaller number of samples compared to that
from the conventional Shannon-Nyquist sampling rate [19].
Compressive sampling has been extensively applied in various
fields where small sampling rate is desirable [20]–[23]. In
[17], motivated by the fact that discrete cosine transformation
for connected vehicles data could be (approximately) sparse,
compressive sampling was used to perform discrete cosine
transformation with a small number of samples, thereby reduc-
ing the number of data transmissions. In particular, consider
vector xM to be the vector of M collected samples, i.e.
xM = Dx, whereD is formed by randomly selecting M rows
of identity matrix of size N . Discrete cosine transformation
can then be estimated using compressive sampling, as follows,
min
α
‖α‖0 subject to xM = Θα, (7)
where Θ = DΨT . Since the above `0-norm minimization is
NP- hard, `0 is usually replaced with its convex relaxation and
`1-norm is minimized instead, i.e.,
min
α
‖α‖1 subject to xM = Θα. (8)
For accurate approximation of α using (8), α must be suffi-
ciently sparse and Θ must be incoherent. We refer interested
readers to [24]–[26] for theorems and more details regarding
recovery accuracy associated with `1-norm minimization.
In [17], the speed data from Safety Pilot Model Deployment
dataset was used to investigate the applicability of compressive
sampling in efficient collection of connected vehicles speed
data. It was shown that 95% accuracy can be achieved on av-
erage with a collection ratio of 0.2. However, the applicability
of compressive sampling was only shown for speed data. To
be able to exploit collected speed data, collecting coordinates
of connected vehicles is also necessary. In section IV, we
also report the trajectory approximation accuracy obtained by
compressive sampling. We compare recovery accuracy offered
by compressing sampling with that offered by our proposed
method in Section III and also by a naı¨ve sampling approach,
i.e. uniform sampling approach, discussed in the next section.
C. Uniform sampling
Uniform sampling can be thought of as the most naı¨ve
method among lossy compression approaches [27]. This ap-
proach uniformly subsamples streaming data. In other words,
3in uniform sampling, every ith data point (with an integer
i) from the time series data is collected and stored. Sampled
points can be connected with line segments to approximate the
original signal. The main advantage of uniform sampling is its
great simplicity, while its main disadvantage is its inability to
capture rapid changes that could take place between sampled
points.
In what follow, we introduce our proposed methodology for
efficient collection of connected vehicle data.
III. METHODOLOGY
In this section, we first review piecewise linear approxi-
mation (PLA), and then introduce our proposed methodology,
which is an online multidimensional piecewise linear approx-
imation for efficient collection of connected vehicle data.
A. Piecewise linear approximation
PLA is a classic problem and has been widely used for
time series data compression. PLA approximates time series
using a number of continuous or disjoints line segments. The
two main measures for evaluating the quality of PLA are
approximation size and error. There are three major classes
of PLA algorithms: (a) bottom-up, (b) top-down, and (c)
sliding window. In bottom-up algorithms, first, the finest
approximation of time series with N/2 segments is consid-
ered, where N is the length of time series. Then, these fine
segments are merged iteratively until an stopping criteria is
met [28], [29]. On the contrary, in top-down algorithms, first,
an approximation of time series with only two segments is
considered. Then, these two segments are iteratively split until
the specified approximation error tolerance is met [30], [31].
Sliding window algorithms consists in creating a segment at
the first point of time series and expanding it to the right,
by iteratively including new points in the segment. Once the
segment exceeds acceptable approximated error tolerance at
point i, the algorithm creates a new segment at that point
[32]–[34].
B. Efficient connected vehicle data collection
Bottom-up and top-down algorithms cannot be used for
reducing the volume of data that connected vehicle transmit.
This is because these algorithms are offline and require full
collection of time series before running the algorithm. On the
other hand, sliding window algorithms are online, meaning
that the PLA algorithm can start at the same time as first data
point collection. However, many variants of sliding window
algorithms still need to collect all data points as an optimiza-
tion problem must be solved each time a new data point is
received in order to optimize the line segment to achieve the
minimum approximation error [35], [36].
The only two variants of sliding window that do not require
collecting all the data points are cache filtering and linear
filtering. A cache filter predicts the next incoming data point
to have the same value as previous data point. If the prediction
be within the specified error threshold, then the prediction is
acceptable and the new data will not be recorded. In other
words, a recording is only made when the prediction exceeds
the specified error threshold [37]. In linear filtering, a line
is passed through the first two points. This line is then used
to make predictions for incoming new data points. Once the
prediction error is larger than the desired error threshold, a new
recording will be made and a new line segment will be created.
Linear filters can approximate time series using jointed or
disjointed line segments. In case of disjointed line segments,
the new line segment is defined with the new recording and its
next incoming data point. In case of jointed line segments, the
new line segment is defined with the new recording and the
last point of previous line segment [38]. In cache and linear
filtering, the specified error threshold is in fact the `∞ error for
the linear approximation. In other words, using these filters, it
is guaranteed that approximation error is equal or smaller than
the threshold at any point in the approximated time series.
In this work, we propose a multidimensional linear filter
with disjointed segments for efficient collection of connected
vehicle data. We also impose a maximum segment length
criteria, which constrains the maximum number of consecutive
unrecorded data points. This is to account for cases where the
connection is impaired and the operation center is unaware
of the situation, and trusting predictions obtained by linear
segment could be misleading. It should be noted that there
should be an agreement between individual connected vehicles
and the operation center on the type of data that must be
transmitted, the error threshold, and maximum segment length.
Algorithm 1 summarizes the online-MPLA algorithm from
a connected vehicle standpoint. Let d be the data dimension,
i.e. the number of parameters that are recorded, for that vehicle
at each time. In this Pseudocode, Xt ∈ R1×d and X˜t ∈ R1×d
are exact and approximated information associated with the
connected vehicle at time step t, δ is the current segment’s
slope, and L is the current segment’s length.
Algorithm 1 Online-MPLA from connected vehicle standpoint
1: Set type of data that must be transmitted.
2: Set the error threshold,  = (1, · · · , d).
3: Set maximum segment length, K.
4: Transmit X1 & X2.
5: Initialize δ = X2 −X1 & L = 2.
6: while Trip has not ended do
7: X˜t=X˜t−1 + δ
8: if |X˜it −Xit | > i for any 1 ≤ i ≤ d or L > K then
9: Transmit Xt & Xt+1,
10: Set X˜t = Xt & X˜t+1 = Xt+1,
11: Set δ = Xt+1 −Xt & L = 2.
12: else
13: Skip transmiting Xt & set L = L+ 1.
14: end if
15: end while
Although in Algorithm 1, the parameters of Online-MPLA
are fixed at the beginning of the trip, the algorithm can be
easily converted to an adaptive algorithm where the parameter
setting can be frequently updated. Such an adaptive algorithm
can assist in parameter updating that is needed by the operation
center depending on the connected vehicle’s location, the
4accuracy requirement for that location, and the number of
connected vehicles in the vehicle’s proximity. In case a request
for parameter update is received from the operating center, the
vehicle must terminate the current line segment, transmit the
next coming data point, and continue Algorithm 1 with the
updated setting. However, for the sake of simplicity, we present
the algorithms assuming fixed parameter setting throughout the
trip.
As mentioned earlier, Algorithm 1 is written from the
vehicle’s standpoint. On the other end, Algorithm 2 summa-
rizes vehicle data approximation from the operation center
standpoint. Whenever there is no transmitted data from the
connected vehicle, the operation center will estimate the
vehicle’s information, knowing that the vehicle uses Algorithm
1 for efficient data transmission.
Algorithm 2 Online-MPLA from operation center standpoint
1: Specify type of data that must be transmitted.
2: Specify error threshold,  = (1, · · · , d).
3: Specify maximum segment length, K.
4: while Trip has not ended do
5: if Receive data at time t then
6: X˜t = Xt,
7: Set δ = X˜t − X˜t−1,
8: else
9: X˜t=X˜t−1 + δ.
10: end if
11: end while
In the next section, we discuss the numerical results from the
empirical studies designed for the evaluation of applicability
and accuracy of the proposed methodology.
IV. EMPIRICAL RESULTS
In this section, we introduce the data set used in this work,
discuss the experimental designs for the investigation, and
report the numerical results in terms of accuracy, collection
ratios, along with a comprehensive discussion.
A. Assessment of compression efficiency using CV data
In this work, we have used the data provided by the
Safety Pilot Model Deployment (SPMD) program, which was
administered in Ann Arbor, Michigan [39]. In order to evaluate
the connected vehicle technologies under real-world condi-
tion, data from nearly 3000 vehicles with vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) communication de-
vices were collected during this program. In particular, the
vehicles in this program used dedicated short-range communi-
cations (DSRC) technology to transmit Basic Safety Messages
(BSMs) including vehicle operation information (e.g., speed,
location, and heading) at a frequency of 10 messages per
second [40].
From the SPMD data collected in April 2013, which is pub-
licly available in [39], we randomly extracted data for 10,000
trips. Given the frequency of BSM data transmission, a trip is
considered to be terminated if the gap between timestamps
of two consecutive BSM data point for a specific vehicle
ID is larger than 0.1 second. The extracted 10,000 trips are
associated with 32,243,582 BSM data points, where each data
point contains all the information regarding vehicle operation
at a specific point in time. The 5th percentile, median, and
95th percentile of number of data points associated with these
10,000 trips are 200, 2076, and 9163, respectively.
In this work, among the vehicle’s information contained in
each BSM data, we aim to efficiently collect and compress
the speed and location, i.e. latitude and longitude, of the
connected vehicles. However, it should be noted that the
proposed methodology is readily applicable for any type of
data requirement by the operation center. In what follows, we
use data from the (randomly) selected 10,000 trips to eval-
uate and compare the performance of compressive sampling,
uniform sampling, and online-MPLA in efficient collection of
connected vehicles data.
This study concerns the effectiveness of collection strate-
gies, and uses collection ratio and approximation error as
comparison measures. Collection ratio is the ratio of the size
of transmitted data to the size of actual data. Consider X1,
X2, and X3 to include original speed, latitude, and longitude
values for the selected 10,000 trips, respectively. Also let X˜1,
X˜2, and X˜3 to include approximated speed, latitude, and
longitude values, respectively. To evaluate the accuracy of
approximated speed, we report the median and `∞ norm of ab-
solute error, es, i.e., est = |X1t −X˜1t |. To evaluate the accuracy
of approximated trajectory, we report the median and `∞ norm
of the Euclidean distance between original and approximated
locations, ec i.e., ect =
√
(X2t − X˜2t )2 + (X3t − X˜3t )2.
1) Data collection based on compressive sampling
To collect data based on the compressive sampling ap-
proach, first a collection ratio must be fixed. To decide whether
a data point must be transmitted or not, a random number
between zero and one is generated. If the generated random
number is smaller than the collection ratio, then the data
point will be transmitted. The `1 minimization in (8) must
be solved to estimate the DCT coefficients, α, which is then
used (5) to approximate the original data. In [17], to reduce the
computation cost of `1 minimization, the number of columns
of Ψ is set to be 200. In other words, the signal associated
with a vehicle trip data is divided into smaller signals (with the
length of 200) and is recovered by solving the `1 minimization
problem for each sub-signal. We use the same approach to
make our results comparable with the results reported in [17].
In [17], the relative `2 error for recovered speed, i.e.∥∥∥X1 − X˜1∥∥∥
2
/
∥∥X1∥∥
2
, is used to evaluate the accuracy of the
compressive sampling approach. Figure 1 shows the relative `2
error for the recovered speed, calculated at different collection
ratios. Similar to the results in [17], we observe that a relative
error smaller than 0.05 can be achieved for collection ratios
larger than 0.15.
In order to further evaluate the performance of this ap-
proach, in Figure 2a we show the median and `∞ norm of
the absolute error for recovered speed data using compressive
sampling. It can be seen that although the median of error is
small, the `∞ norm of the error can be significantly large.
Figure 2c shows the median and `∞ norm of Euclidean
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Fig. 1: Relative `2 error for recovered speed using compressive
sampling.
distance between the original trajectory and that approximated
using compressive sampling. Again, it can be seen that the `∞
norm of the error can be significantly large. Based on these
results it can be concluded that the relative `2 error alone
cannot be an appropriate measure for the accuracy offered by
compressive sampling, in particular because it does not offer
any guarantee on maximum approximation error.
2) Data collection based on uniform sampling
In uniform sampling, every ith data point is transferred,
where i is an integer whose value is the inverse of the collec-
tion ratio. Once the signal is sampled at these equal intervals,
a simple linear interpolation can be used to approximate the
signal.
Figure 2b shows the median and `∞ norm of the ap-
proximated speed absolute error. It can be seen that for
each collection ratio, the approximation error using uniform
sampling is substantially smaller compared to compressive
sampling. Figure 2d shows the relatively small median and
`∞ norm of the Euclidean distance between the original and
approximated trajectory.
Similar to compressive sampling, uniform sampling does
not provide any guarantee on the maximum absolute error,
either. However, the maximum absolute errors for speed and
trajectory are restricted by physics laws. For example, the max-
imum Euclidean distance cannot be larger than the potential
maximum speed of a vehicle multiplied by the elapsed time
between two consecutive sampling points. Consequently, the
maximum error obtained by uniform sampling is substantially
smaller compared to compressive sampling. It can be seen that
when collection ratio is 0.2, i.e. the elapsed time between two
sampling points is 0.5 s, the maximum Euclidean distance is
about 20 m and 103 m using uniform sampling and compres-
sive sampling, respectively. This confirms the advantage of
uniform sampling over compressive sampling when absolute
error measure is considered.
Depending on the kind of application that uses connected
vehicle data, the accuracy offered by uniform sampling might
be satisfactory or not. In Figure 2, it can be seen that at the
collection ratio of 0.05, the maximum absolute error for speed
and trajectory estimates are 6 m/s and 30 m, respectively.
Considering the very small median of error, a collection ratio
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Fig. 2: Approximation accuracy when data is collected based on
uniform and compressive sampling approaches.
of 0.05 can provide accurate travel time estimates when several
connected vehicles are present in a road segment. However,
the travel time estimation may not be accurate if only a few
connected vehicles travel on a road segment. Besides, if the
connected vehicle is also required to transmit information that
are binary (e.g. whether there is a blockage in the road), such
information can be easily missed in uniform sampling. Also, in
spite of the ongoing debate about the future use of connected
vehicle data in law enforcement [41], [42], researchers can
enable platforms for such usages, the most immediate of which
is the forensics analysis performed after accidents. In such
cases, high accuracy and guaranteed maximum approximation
error is vital for a reliable forensics assessment. These con-
siderations call for an efficient data collection approach that
guarantees the precision.
3) Efficient data collection using Online-MLPA
Algorithm 1 by construction requires the specification of
maximum error thresholds for speed and trajectory approxi-
mations. It then guarantees that the approximation errors never
exceed the specified thresholds. This is because the algorithm
skips collecting a data point only if the approximation errors
are within the respective thresholds.
In order to perform a rather comprehensive study, we
consider 16 different scenarios based on different precision
thresholds for the three measured quantities, that is the speed,
longitude and latitude. Table I shows the collection ratio
associated with each threshold scenario. It should be noted
that a 0.0001 degree difference in the coordinate roughly
corresponds to a 11.1 meter difference. Therefore, when the
threshold for longitude and latitude is set to be 0.0001 degree
the maximum Euclidean distance will not exceed 15.7 m.
It can be seen that the achieved collection ratios are very
6TABLE I: Collection ratio achieved by using online-MLPA for
efficient data collection.
Threshold
scenario
Specified collection error threshold Collection
ratio1
(m/s)
2
(degree)
3
(degree)
1 0.5 0.5× 10−4 0.5× 10−4 0.181
2 1 0.5× 10−4 0.5× 10−4 0.151
3 1.5 0.5× 10−4 0.5× 10−4 0.142
4 2 0.5× 10−4 0.5× 10−4 0.137
5 0.5 1× 10−4 1× 10−4 0.130
6 1 1× 10−4 1× 10−4 0.096
7 1.5 1× 10−4 1× 10−4 0.085
8 2 1× 10−4 1× 10−4 0.079
9 0.5 1.5× 10−4 1.5× 10−4 0.114
10 1 1.5× 10−4 1.5× 10−4. 0.078
11 1.5 1.5× 10−4 1.5× 10−4 0.067
12 2 1.5× 10−4 1.5× 10−4 0.061
13 0.5 2× 10−4 2× 10−4 0.106
14 1 2× 10−4 2× 10−4 0.070
15 1.5 2× 10−4 2× 10−4 0.057
16 2 2× 10−4 2× 10−4 0.052
small. For instance, to guarantee that speed approximation
error is always smaller than 1.5 m/s and the location error is
always smaller than 31.4 m, i.e. the thresholds for longitude
and latitude are 0.0002 degree, the online-MLPA algorithm
needs to collect about 5% of the vehicle data. This is while the
uniform sampling approach requires 20% of the vehicle data to
achieve the same maximum error for the speed estimate; and
compressive sampling results in significantly larger maximum
error even at 20% collection ratio.
The collection ratios reported in Table I are averaged over
the 10,000 trips studied in this work. To assure that 10,000
trips provide accurate estimation of collection ratio, we have
conducted a convergence study. A representative convergence
result is depicted in Figure 3 where the change in average
collection ratios due to the change in the number of trips is
shown to have converged for three representative threshold
scenarios. This also means that Table I can be used when
the operator needs to achieve a pre-specified collection ratio
(due to e.g. limited communication) and seeks to identify the
appropriate error thresholds to be set in the online-MLPA
algorithm.
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Fig. 3: Average collection ratio vs. the number of trips
Next, let us fix the error thresholds to be 1.5 m/s for
speed and 0.0002 degrees for latitude and longitude for online-
MLPA. To visualize the quality of a representative approxima-
tion obtained by Algorithm 1 and comparing it with uniform
and compressive sampling, the exact and approximated values
for the speed using the three approaches for a particular trip
are shown in Figure 4. This trip was made by the vehicle
with assigned ID ‘2176’ on 04/10/2013, and included 35,723
samples points. Using Algorithm 1, only 2,256 sample points
were transmitted. Using these transmitted points, Algorithm
2 approximated the speed signal at the original 35,723 time
steps. In Figure 4c, it can be seen that the approximation is
sufficiently accurate and always follows the specified error
threshold of 1.5 m/s. For a fair comparison between MLPA
and uniform and compressive sampling, the compression ratio
for these two sampling approaches was fix to be 0.063, which
is the compression ratio achieved by online-MPLA. As can
be seen in these figures, several instances of large deviations
from exact speed values are observed in both uniform sampling
and compressive sampling approximations. This highlights the
necessity of an efficient data collection approach that restricts
the maximum approximation error.
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Fig. 4: Original and approximated speed (top) and absolute values of
deviations (bottom) for a single trip using (a) compressive sampling
(b) uniform sampling (c) Online-MLPA. For online-MPLA, error
thresholds are set the same as scenario 15 in Table I. Collection
ratio is fixed to be 0.063 for uniform and compressive sampling.
Figure 5 shows the variation in the collection ratios calcu-
lated for the 10,000 trips. It can be seen that the maximum
observed collection ratio is 0.16. But we also observed that
only 1.5% of trips have a collection ratio larger than 0.1.
Moreover, the collection ratio can be as small as 0.01. This
variability in the collection ratios is due to the different change
patterns in the actual vehicle data. It can be seen that by
not fixing the collection ratio, we can avoid unnecessary
data collection when vehicle data doesn’t involve frequent
7significant changes.
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Fig. 5: Histogram of collection ratio achieved by online-MLPA for
10000 trips. Error thresholds are set the same as scenario 15 in Table
I.
Figure 6 shows the average collection ratio for different
times of day. It can be seen that collection ratio has a very
small variation within a day. This numerically validates the
efficiency of online-MLPA when used at any time of the day.
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Fig. 6: Collection ratio achieved by online-MLPA versus the time of
day. Error thresholds are set the same as Scenario 15 in Table I.
B. Study of travel time estimation using simulation data
This section includes results from a simulation study, that
is performed to evaluate the accuracy of travel time estima-
tion given different data collection approaches. In particular,
we used SUMO [43], which is an open-source microscopic
simulation software, to simulate a five-mile two-lane freeway
section. Figure 7 shows a schematic view of the freeway
section, where one roadside unit (RSU) that has transceivers
is considered at the end of each mile. RSUs receive data from
on board units (OBUs) of connected vehicles and then send
data to transportation management centers for real-time system
analysis.
The total simulation time was considered to be 1,800
seconds and the demand for the simulation period was set
to be 1,100 vehicles. The speed limit for freeway section is
enforced at 65 mph. For simplicity of explanation, let us divide
Fig. 7: Schematic view of the five-mile two-lane freeway section used
in the simulation study.
the simulation time into six sub-periods, t1, t2, · · · , t6, each
indicating five minutes of simulation time. Similarly, let us
divide freeway section into five sub-sections, s1, · · · , s5, each
indicating one mile of freeway section. In order to impose
congestion condition, one lane of s3 was closed and the speed
limit of the other lane was reduced to 20 mph during t3 and t4.
Figure 8 shows the time-space diagram for traffic flow speed,
where the impact of lane closure and reduced speed limit in
s3 is evident. It can be seen that a shockwave was created
that caused congestion in s2 as well as s3. The t1 period is
considered as warm-up period and is excluded form Figure 8
and further analysis.
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Fig. 8: Time-space-speed diagram for the simulated freeway section.
In the section between mileposts 2 and 3, one of the lane is closed
and the speed limit of the other one is reduced between the times
600 s and 1200 s.
Our end goal in this section is to estimate travel time solely
using data collected from connected vehicles. We assume that
connected vehicles transmit all the data stored in their OBUs
once they pass an RSU, without any loss. It is assumed that
OBUs have a limited capacity, and that if the capacity of an
OBU is reached before a vehicle passes an RSU and have the
chance to transmit the data, earliest records of data will be
deleted to make room for new data points. This data deletion
can potentially lead to loss of important traffic information,
something an efficient collection of data can prevent and
effectively enable more accurate travel time estimation. In the
following section, the accuracy of travel time estimations given
different data collection methods are compared.
81) Travel time estimation accuracy
To evaluate the travel time estimation accuracy, we first need
to establish travel time estimation approach. We calculate the
exact travel time using the trajectory of all vehicles in the
simulation. Let T ij denote the exact travel time of section si,
during period tj , where i ∈ {1, · · · , 5}, and j ∈ {2, · · · , 6}.
We then consider T ij to be the average travel time of vehicles
which passed si during tj . To estimate the travel time from
connected vehicle speed data, Equation (9) is used to calculate
v¯ij , which is the average speed of si during tj
v¯ij =
1
Nj
Nj∑
t=1
(∑Cit
c=1 v
c
t
Cit
)
, (9)
where Nj is the total number of time steps in period tj , Cit is
the total number of connected vehicle in si at time t, and vct
is the speed of connected vehicle c at time t. Given v¯ij , travel
time of si during tj can be estimated as
T˜ ij =
li
v¯ij
, (10)
where li is the length of si. The relative error of estimated
travel time is then simply calculated as
er =
1
25
6∑
j=2
5∑
i=1
|T˜ ij − T ij |
T ij
. (11)
Connected vehicles are considered to record data every
0.1 s, in order to be consistent with the SPMD data. We fix the
maximum error thresholds for online-MLPA to be the same
as scenario 16 in Table I. After using these threshold, the
resulting collection ratio was found to be 0.083. For a fair
comparison of travel time estimation accuracy using different
data collection methods, the collection ratios for uniform and
compressive sampling was also set to be 0.083. It can be seen
that achieved collection ratio is larger than the collection ratio
in Table I for scenario 16, that was obtained from real world
CV data. This is because in the simulation, we have set up an
extreme situation such that the majority of simulated vehicles
pass through an enforced congestion.
Let us first fix the percentage of connected vehicles to be
50%. Figure 9 shows the estimated travel time relative error
for different data collection methods versus OBU capacity.
The capacity of OBU determines how many recordings of
data points, each including timestamps, speed, and location,
can be stored. In [44] the maximum number of data points
that could be stored in OBU is considered to be 30. In [45],
OBU capacity was considered to be between 50 and 300 data
points. In this figure, the conventional method refers to the
case where all data points are recorded, and as can be seen,
this approach yields extremely large travel time estimation
errors when OBUs have very low capacity. This is because
using conventional approach only most recent data points are
stored and the communicated data has limited spatio-temporal
coverage. It can also be seen that compressive sampling
approach results in large travel time estimation error, which
does not decrease by increasing the OBU capacity. This is a
result of poor approximation accuracy of compressive sam-
pling when collection ratio is smaller than 0.1 (see Figure 1).
As expected, uniform sampling results in significantly better
accuracy compared to compressive sampling. However, online-
MLPA outperforms uniform sampling and results in less than
2% relative error, even for OBUs with very low capacity.
This is because the communicated data has larger spatio-
temporal coverage, since it was collected only when a change
in (speed/location) pattern happens, rather than following a
fixed rate.
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Fig. 9: Relative error of travel time estimation made by the four
collection methods versus the capacity of OBUs.
To evaluate how different penetration level of connected
vehicle will impact the accuracy of travel time estimation, we
fix the OBUs capacity to be 50 data points and evaluate the
accuracy versus the percentage of connected vehicles. As it
can be seen in Figure 10, similar accuracy is achieved for
different percentages of connected vehicles when compressive
sampling approach is used. This is because the error is mainly
due to the poor approximation that compressive sampling
yields at small collection ratios regardless of the percentage of
connected vehicles. For uniform sampling and online-MLPA
approaches, travel time estimation accuracy remains roughly
the same for penetration percentages larger than 50%. It can
also be seen that online-MLPA results in the best accuracy
for all the percentage levels. This is because online-MLPA
provides larger spatio-temporal coverage compared to all the
other methods.
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Fig. 10: Relative error of travel time estimation made by the four
collection methods versus the percentage of connected vehicles.
9V. CONCLUSION
In this work, an online multidimensional linear approx-
imation approach was used to efficiently collect connected
vehicle data given a required precision level. Real world
connected vehicle data available in Safety Pilot Model Deploy-
ment dataset was used to evaluate the efficiency of proposed
approach. It was shown that using the proposed method only
a small subset of data must be collected in order to comply
even with a very strict precision requirement. Furthermore,
a simulation study was performed to evaluate the accuracy
of travel time estimation using the compressed data. It was
shown that the proposed compression method produces travel
time estimates that are more accurate than all the competing
alternatives. As a future direction, one can investigate the
application of the proposed method for vehicle to vehicle
communication. The challenge would be establishing precision
requirements that do not compromise safety while allowing
efficient communications.
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