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1 General Information and
Theoretical Background
1.1 Crystallography
Single crystal X-ray structure determinations provide highly reliable evidence for atomic
connectivity and chirality of new molecules. Its popularity in chemistry is explained by the
method’s power to elucidate even unexpected three-dimensional molecular structures with
great certainty.
Figure 1.1: Basic concept of sin-
gle crystal X-ray diffraction.
In 1912 Max von Laue first thought about the diffrac-
tion of X-rays by crystals. [1] While he primarily discov-
ered the phenomenon itself, the discovery led William
Lawrence Bragg and his father William Henry Bragg to
solve the first crystal structure in 1915. [2] Consequently it
has been possible to determine distances between atoms
in minerals for more than 100 years. Subsequently, crys-
tals of more complex salts and molecular crystals were
investigated by single crystal X-ray diffraction (XRD) pro-
viding atomic coordinates. [3] The development for inter-
pretation of the reflection data by Fourier series around
1930 [4] laid the grounds for the assignment of elements
based on the intensity of reflections. Precise inten-
sity measurements additionally allowed the modeling of
atomic displacements in crystals that were attributed to
vibration or disorder. [2] At present, it is possible to de-
termine protein structures of molecules as heavy as 98
Megadalton. [5]
1.1.1 Reflection intensities
The interference of light waves with a point lattice is described by the Bragg equation.
The X-rays, however, interact with electrons, which are not located at grid positions in
a real crystal; they are distributed around the atomic nuclei. The atoms themselves are
usually dispersed within the unit cell.1 These deviations from an ideal point grid lead to
additional interference, reducing the intensity of the reflections. The higher the reflection
order the stronger this effect becomes. Since the intensities are proportional to the square
of the structure factor (F) at scattering vector ~s, the intensities are related to the sum of
1except for crystals of metals
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fj(~s)exp(2πi~s · ~rj) , (1.1)
where fj is the atomic form factor and ~s is the vector from the origin of the reciprocal lattice
to a reflection, and ~rj is the position of the atom j in the unit cell.
The structure factor phases i~s · ~rj are not measurable, because the complex part of F
is lost during squaring of F for obtaining reflection intensities. Therefore, the information
that can be analytically deduced from the experiment is not complete. This phenomenon
is known as the crystallographic phase problem. In every structure determination there
is a step called ’phasing’ or ’solving a structure’ which addresses this problem. Once the
problem is solved and a good set of starting phases has been determined, further refinement
of the structure model, atomic positions and atom types, follows.
1.1.1.1 Atomic form factor
This leaves the question how the atomic form factor is described. Since single crystal XRD
is mathematically described by Fourier transformation2 (FT) the atomic scattering factor
relates to the electron density (ED) in the following way:
f (~s) = FT−1[ρ(~r)] =
∫
V
ρ(~r) exp(2πi~s ·~r) d~r (1.2)
and is visualized in Figure 1.2. Most frequently ρ(~r) is an element-specific, spherically sym-
metric function derived from isolated and independent atoms in the gas phase. Application
of the Fourier transform of those functions for the ED in order to model the crystallographic
data is known as the independent atom model (IAM).
Additionally fj(~s) includes wavelength (λ) dependent contributions for anomalous scat-
Figure 1.2: Fourier transformation of the spherical ED of carbon to give its atomic form factor.
2This is only true if detectors are far from the diffracting crystal in order to observe Fraunhofer




fj(~s,λ) = f (~s) + f
′(λ) + f ′′(λ) (1.3)
in which f ′ and f ′′ are the real and imaginary dispersion corrections to the form factor.
1.1.1.2 Displacement parameters
With the advancement of methods and measurement techniques, displacements of atoms
from their mean positions in the crystal lattice were observed and included in the model.




)2 with B = 8π2U (1.4)
where U is the displacement factor in Å2. Thus, an extended description of an atomic
scattering factor is given by:





U can be isotropic or anisotropic, in the latter case U is a symmetric 3x3 tensor with
six independent parameters Uij . If the reflection data to parameter ratio permits, the six
anisotropic displacement parameters (ADP) are usually refined for non-hydrogen atoms.
The relatively high number of parameters refined for anisotropic modeling of the displace-
ment renders them susceptible to shortcomings of data and model. Thus, they are also
indicators for the quality of a structure refinement.
1.1.2 Least-squares refinement
Structure refinement means the adjustment of model parameters to optimize the agree-
ment of structure factors calculated from the model (Fc) and observed ones (Fo). The
optimized parameters usually include atomic coordinates, atomic displacement parameters,
the overall scale factor and site occupancy factors for disordered parts of a molecule. In
small-molecule crystallography refinement is achieved by minimizing the sum of the squared
differences for each reflection. [9,10] The method for determination of the smallest squared
differences is called least-squares fitting. Differences are calculated from either structure
factor amplitudes (F ) or their square (F 2).
Each squared difference can be weighted statistically by w = 1
σ
2 , where σ is the error
of each reflection. This only applies to refinements against F 2. Weighting factors for
refinements against F are more difficult to estimate [10] and negative values of F have to
be set to zero or small positive values. Therefore, at present most refinement programs
recommend refinements against F 2, in which
M =
∑
w(F 2o − F
2
c ) (1.6)
is minimized. [8,10] During this thesis least-squares refinements were performed by two pro-
grams: Shelxl [11] and XD [12]. Mathematical details on the minimization of the non-linear
least-squares problem can be found in the textbook by Giacovazzo et al. [8]
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Refinements are commonly iterative procedures in which each cycle should improve the
fit of the model to the data. Each new model supplies phases for the observed structures
factors allowing computation of ED maps derived from the data and comparing them to
those completely derived from the model. The difference can be visualized and is called
difference density or residual density.
The most critical point of a refinement is a descriptor of model quality to judge if changes
are an improvement. While internally M is the number which is optimized, other residual
factors provide more comparable numbers to judge model quality.
1.1.3 Residual factor
By far the most popular way to assess the quality of a structural model is a descriptor
for the difference between calculated and observed structure factors, Fc and Fo , known as
residual factor, R1 and R(F). [10] It is based on the absolute, unweighted values of F :






The selection of reflections for this comparison influences the results considerably and should
therefore be referenced. In any case, the smaller the value of R1 the better the fit of the
model to the data. Values for R1 of organic molecules are usually higher than 1.8 % due
to limitations of the IAM used for calculating Fc .
Hence, a more accurate description of the electron density distribution(EDD) can improve
the fit to high-quality data. Vice versa can high-quality data yield information about the
EDD. More realistic descriptions of the EDD are one topic of charge density research.
1.2 Charge density
This branch of crystallography is interested in, among other topics, the best possible de-
scription of the EDD of crystal structures under optimal experimental conditions. The
difference between charge density and electron density (ED) lies in the inclusion of nuclear
displacements in experimental studies of the charge density compared to an evaluation of a
rather static, theoretical EDD. In principle, charge density studies yield EDD from experi-
ment that are complimentary to those from theory and, hence, are compared frequently. [13]
A requirement for such a comparison is a thorough evaluation of the experimental data
quality. Therefore, one aim of charge density research is to minimize errors in the X-ray
data collection and to reduce the data as well as possible [14–16] in order to be able trust the
data in comparison to theoretical results. [17]
The descriptors used to access the resulting EDD of charge density studies are diverse:
the theory of Atoms In Molecules (AIM) [18], source function [19,20] and electron localization
index (ELI-D) [21–23] are only some common concepts. They are usually applied to better
understand the bonding situation of the molecules studied. Reviews [24–28] give an overview
of the diversity of molecules as well as questions addressed and answered by charge density.
This thesis’s topic is mostly related to the models applied in charge density research and
therefore they will be the focus in the following sections.
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1.2.1 Different charge density models
Several charge density models were developed throughout the 1970’s; the multipole model
prevails and will be discussed later. Initially the focus was on simple point charge models.
1.2.1.1 Dummy bond atoms
As early as 1960 [29] the bonding ED was included in a model for XRD data by placing half an
electron in the middle of a bond in diamond, as suggested theoretically by Ewald and Hönl in
1936. [30] Hellner additionally introduced a division of the structure factor into contributions
from core electrons, bonding and non-bonding valence electrons in 1977. [31] The valence
electrons were modeled by three dimensional Gaussian functions, also called ’charge clouds’,
which were placed in the middle of each bond and inherited Bij parameters of the next two
atoms. Next, populations and ADP were refined for each ’charge cloud’. Comparisons
to theoretical calculations were presented together with Scheringer. [32] Within the same
publication difference density maps were described, where the IAM ED was subtracted
from the molecular ED, which later became known as the deformation density map (Figure
1.3). [33,34]
Around 1980 [35] a comparison to the multipole model (see Section 1.2.1.5) showed advan-
tages for models including octupoles and hexadecapoles especially for bonds to heteroatoms.
Still, the simplicity of the model is appealing and many years later, in 2004 and 2007, at-
tempts to model the bonding ED of proteins by ’dummy bond atoms’ were presented. [36,37]
Moreover, Jelsch et al. recently investigated modeling the bonding and lone pair ED by
dummy atoms with respect to the electrostatic potential and also compared to dummy
bond parameters transferred from a database. [38,39]
1.2.1.2 Bader’s quantum theory of Atoms In Molecules
The quantum theory of Atoms In Molecules (AIM) [18] is more a method for analyzing an
obtained molecular EDD than modeling it. Similar to the other models in charge density it
contains a formalism to partition the molecular ED into atomic contributions. Here those
contributions are called atomic basins and they are deduced from first and second derivatives
of the EDD with respect to spacial changes in all directions. Such an analysis yields
bond and other critical points, atomic volumes, atomic charges and valence shell charge
Figure 1.3: Deformation density of isopen-
tane, obtained by subtracting the IAM EDD
from the molecular EDD modeled by multi-
poles. Calculation with xdprop [12] and visu-
alizion with MolecoolQt. [40]
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concentrations as descriptors of EDD. Thereby existence, localization and characterization
of bonds and non-bonding free electron pairs can be investigated. [28]
1.2.1.3 Hirshfeld atoms
Hirshfeld proposed to partition [41] the molecular ED by a stockholder approach, in which
the atomic density ρb.a.a of a bonded atom (b.a.) is given by the stock wa it holds of the
molecular ED, ρmol(~r), at a given point ~r :
ρb.a.a (~r) = wa(~r)ρ
mol(~r) . (1.8)
The share at a given point, wa(~r), corresponds to the part of the promolecular ED, ρpro(~r),










Here b accounts for all atoms in a molecule, including a. Partitioning of the real molecular
ED by these stocks yields aspherical bonded atomic EDD, ρb.a.a .
This model works well and is also applied in order to create Hirshfeld surfaces for dis-
play and analysis by partitioning crystal structures into molecular contributions instead of
molecular ones into atomic parts. A Hirshfeld surface is defined by a fixed wa(~r) of usually
0.5. [42,43]
Such a ’Hirshfeld atom refinement’ starts with a preliminary structure refinement. Next
the ED of this structure model is calculated by quantum mechanics to obtain the aspherical
ED of the bonded atoms, ρb.a.a . Positions and displacements of those atomic ED fragments
can then be refined against the diffraction data. [44] If ρb.a.a is iteratively obtained for each
newly refined model, such a refinement leads to results in good agreement with those
from neutron studies. [45] Limits are larger molecules or many fragments in the asymmetric
unit due to calculation times required. Treatment of polymeric structures is especially
challenging and still under development.
1.2.1.4 X-ray constrained wave function fitting
Developed by the same researchers as ’Hirshfeld atom refinement’, ’X-ray constrained wave
function fitting’ is a method that works with the molecular ED directly, without partition-
ing. Wave-function coefficients are optimized in order to obtain the wave-function fitting Fo
that at the same time minimizes the energy of a quantum mechanics (QM) calculation. [46]
Building upon this work of Jayatilaka et al., Genoni restrained the molecular orbital’s ex-
tension. [47] The by this method obtained ’extremely localized molecular orbitals’ (ELMOs)
were assembled in a database, [48] whose transferability was shown to be similar to those of




At present, the Hansen and Coppens multipole model [50] is the most frequently applied
method to include asphericity in structure models. With this model the electron density
distribution (EDD) of an atom it described via a multipolar expansion for the deformation
of the valence shell:











P represents the population of a special ED function ρ. The ED is split into three parts:
core density, valence density and spherical harmonics Ylm (Figure 1.4) multiplied by a radial
function Rl. As an extension of the earlier model by Stewart, [51] the valence density and
the radial function are each multiplied by a contraction parameter κ. For κ higher than
one, a function is contracted. The higher l the more multipoles are included in the model,
therefore if l = 0, κ = 1 and Pval equal to the number of valence electrons, the ED is
practically identical to the IAM. Due to the spatial overlap of atoms in close proximity to
each other the method is a way of partitioning molecular ED into ’fuzzy’ atoms, [24] which
differentiates it from AIM theory. Occasionally, description by multipoles is referred to as
’pseudoatom’ model because the center of the fragment is still at atomic positions.
Figure 1.4: Representation of spherical harmonics up to l = 4. Created with Orbital Viewer.[52]
A big advantage of the multipole formalism is that the corresponding expression in re-
ciprocal space is similar and includes the same populations:










The multipole scattering factors, flm(~s), are the orientation-dependent Fourier-Bessel trans-
forms of the spherical harmonic functions. [53,54]
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The coordinate systems of the spherical harmonics should be oriented in such a way that
an atom’s bonding situation and its symmetry can be described best. Usually only those
multipole populations are allowed to be non-zero that are reasonable for a given symmetry
on an atom’s bonding environment. Similar atoms can be treated with the same populations
in order to save parameters. Still, the multipole model introduces many new parameters,
which can easily double their total number. Therefore, high resolution data (d < 0.50 Å)
are necessary for refinement of multipole populations. For the description of structures with
data of lower resolution, multipole parameters have been tabulated in databases and can be
transferred to a structure of interest. This way atomic asphericity is described by multipole
parameters, but since they are fixed to their transferred values, the number of parameters
refined is the same as for the corresponding IAM refinement.
1.2.2 Databases for transferable multipole parameters
Transfer of aspherical scattering factors between different structures refined against exper-
imental data was first mentioned by Brock et al. in 1991. [55] Transfer from refinements
against theoretical data was reported in 2002. [56] Building upon these ideas several experi-
mental [57–60] and theoretical [61,62] databases of aspherical scattering factors were developed.
In the beginning they mainly contained transferable aspherical atomic ED fragments for
oligopeptides while later versions extended coverage to other organic structure motifs.
In addition to allowing an improved model without adding parameters to the refinement,
the advantages of libraries for the description of asphericity include:
• deconvolution of thermal motion from valence ED, [57,59,60,63–67]
• improvement of the discrepancy R factors,
• more precise and accurate molecular geometry, [61,64,68,69]
• increasing precision of the Flack parameter [70] for absolute structure determina-
tion. [71]
Advantages and disadvantages of experimental versus theoretical databases have been
discussed controversially. [72,73] The elimination of experimental errors and the uncomplicated
addition of seemingly unlimited types of pseudoatoms is the biggest advantage of theoretical
databases. [63] Detailed comparisons of different libraries for pseudoatom models have been
presented. [74,75]
The database most similar to the invariom database is the University of Buffalo DataBase
(UBDB). [76] While the UBDB averages over a "family of chemically unique pseudoatoms
derived from the theoretical densities of a number of small molecules" [63], the multipole
parameters of a given invariom are taken from a unique model compound. Additionally,
geometries for invariom model compounds are optimized by Density Functional Theory
(DFT), whereas for UBDB DFT single-point calculations are performed for molecules from
the Cambridge Structural Database (CSD). [77] In both cases the ED from the theoreti-
cal computations is projected onto the multipole model. In the UBDB new atom-types
are ’spawned’, depending on deviations during averaging of the multipole populations, [78]
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whereas the invariom classification is based upon established empirical rules for transfer-
ability without averaging. This latter approach has the advantage that previous entries are
not changed when new compounds are added to the library.
Invariom fragments have been shown to reproduce the molecular ED within 0.05 e Å−3
and molecular electrostatic potentials could be reproduced equally well from those invariom
pseudoatoms. [79] The invariom database, its extension and new applications are the focus
of this thesis.
1.3 The Invariom Concept
The invariom database is a collection of small organic compounds, so called model com-
pounds, whose EDD was projected onto the multipole model. From which model compound
the multipole populations are transferred to a molecule of interest is decided for each atom
individually. The decision is derived from an atom’s bonding environment.
1.3.1 Assignment formalism
Scattering-factor assignment is based on the principle that pseudoatoms are invariant upon
transfer between different molecules, if an atom has the same neighbors and connections
to them in both molecules. This is where the name invariom comes from, it is a short
form for ’invariant atoms’. [80] Hence, atomic bonding environments need to be classified.
As mentioned in Section 1.2.2, the scattering factor for an invariom is derived from one
molecule. Since many molecules in the database can have atoms in equal bonding situa-
tions and therefore the same invariom classification, criteria to decide which of the model
compounds the scattering factor is transferred from have been established.
1.3.1.1 Criteria for invariom model compounds
Each scattering factor comes from the model compound which also contains the invariom.
If more than one model compound contains an invariom there are priority rules which prefer
• the smaller molecule (with a lower number of atoms),
• the one with the most hydrogen and then carbon atoms, preferring oxygen before
nitrogen before boron substituents,
• neutral molecules,
• the lower dipole moment
• and if these criteria do not suffice the lower energy of the self-consistent-field com-
putation.
Hence, there is always exactly one model compound associated to an invariom name for
scattering factors. This association is illustrated in Figure 1.5.
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Figure 1.5: Invariom assignment for serine with invariom names and model compounds.
1.3.1.2 Invariom Classification
The classification of an atom’s bonding environment into invarioms means that as equally
classified atoms within the nearest-neighbor approximation have scattering factors which
are invariant upon transfer between different molecules. The connectivity of an atom is
characterized by an invariom name, sometimes also referred to as invariom string. [81] Invar-
iom names commence with the element of the atom of interest, and contain the element of
and bond type to neighboring atoms. Bonds are categorized into single, delocalized, double
and triple bonds. Those descriptors are assigned on the basis of the bond-distinguishing
parameter, χ. [82,83] This characteristic number is derived from bond lengths, d , relative to
the atomic covalent radii, rc , corrected by a term for electronegativities (EN) according to
Allred and Rochow: [84]
χ = [rc(atom1) + rc(atom2)− 0.08 · |∆(EN)|]− d (1.13)
Exemplary invariom names are shown for the amino acid serine in Figure 1.5.
Later developments [81] led to an inclusion of ring size in the invariom name for aromatic
systems and next-neighbor environments for aromatic and double bonds. Delocalization in
rings is indicated by a ’#’ and the number of atoms in the planar ring behind it. If an atom
is part of two condensed delocalized rings (as in naphthalene), both numbers follow the
’#’. Bond orders for the connection between an atom and an aromatic ring are replaced
by an ’@’ and the ring size3.
Moreover, planar and non-planar nitrogen atoms are distinguished in the notation by an
’=’ in front of the invariom name. Their planarity is evaluated by:
PVl=3 = (~n1x~n2) · (~n1x~n3) · (~n2x~n3) (1.14)
3An example of this extended notation is shown in Figure 5.15.
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yielding values of one for three planar normalized bond vectors ~n. If PVl=3 < 0.8 the three
bond vectors are not considered planar.
Invarioms can be chiral (although this occurs less frequently than chiral atoms appear,
due to the limited shell of atoms considered). In this case the invariom name is preceded
by an ’R-’ or ’S-’ according to Cahn, Ingold and Prelog. [85]
Whenever necessary the new invariom names include a second sphere of neighbor atoms
in brackets behind the atom they are connected to. The special role of hydrogen atoms
is discussed in Section 4.2.1.3. As early as 2004 [80] next-nearest neighbors were included
in invariom names and model compounds for atoms involved in mesomeric systems and
delocalized double bonds.
1.3.2 Treatment of invariom model compounds
Figure 1.6: General treatment of invariom model com-
pounds.
All model compounds of the invar-
iom database are set up in the same
way. In the beginning their geom-
etry is optimized and the molecular
EDD obtained from the wave func-
tion, which then is placed in an ar-
tificial unit cell with a = b = c and
α = β = γ = 90◦ of space group P 1̄
in order to yield theoretical diffrac-
tion data upon Fourier transforma-
tion. [86,87] Finally, the multipole pa-
rameters are refined against those
theoretical diffraction data as illus-
trated in Figure 1.6.
1.3.3 Invariom history
1.3.3.1 Presentation of idea, first tests and a first database
In the first years of the invariom method [80] the theoretical ED of model compounds was
computed with B3LYP/6-311++G(3df,3pd). When demonstrating the invariom concept for
the examples of zwitterionic tri(l-valine) and terbogrel, rescaling of monopole populations
after multipole parameter transfer to achieve neutrality (Section 1.3.3.2) was mentioned.
In 2005 Dittrich et al. [88] described the procedure in more detail and investigated resolution
and temperature dependence of invariom, IAM and refined multipole models of d,l-serine.
Additionally, different basis sets for the theoretical ED were compared. The cubic cells used
for generating the theoretical structure factors in the database had a cell length of 15 Å
and the average resolution of the theoretical data was sin(θ)/λ = 1.15 Å−1. Populations
were refined for multipoles up to the hexadecapole level. In contrast to today’s invariom
names, they included a ’+’ or ’-’ at the end indicating the charge of the corresponding
model compound.
One year later an invariom database for the description of peptides was released. [61] The
publication explained the bond-distinguishing parameter closely and presented a list of the
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37 model compounds necessary to describe all possible proteinogenic amino-acids and their
combination in peptides. The database was validated by comparing refinement results for
four amino-acid structures. Furthermore these refinements showed that the improvement
with respect to the IAM model is more pronounced in low temperature studies and for
higher resolution. Residual factors as well as residual densities could be improved for all the
structures investigated.
Another investigation in the same year highlighted the improvement of absolute structure
determination for compounds containing only light atoms [71] upon modeling with invariom
scattering factors. Invarioms improved the Flack parameter or its standard uncertainty. [70] In
contrast, the newer parameter from Parsons’ quotients, [89] which is similar to the traditional
Flack parameter, is less affected by the lack of a model for the bonding ED. Simultane-
ously the publication introduced that model compounds and thereby the invariom name of
hydrogen atoms were to include next-nearest neighbor atoms. Furthermore, the basis set
changed to D95++(3df,3pd) [90] and the theoretical cubic cell was increased to 30 Å.
1.3.3.2 InvariomTool, electroneutrality and further experiences
InvariomTool, a preprocessor program for invariom assignment, was introduced via a
separate publication in 2007 [91] although it was used since 2004 in development versions.
The program automates the invariom density modeling by assigning each atom in a structure
an invariom name and transferring the corresponding entry of the database, with all the
multipole populations, to the molecule of interest. Neutrality and orientation of the local
atomic coordinate systems are handled automatically. In order to achieve neutrality several
procedures are implemented:
1. Addition of the average difference between the sum of transferred monopole popu-
lations and the sum of neutral monopole populations, divided by the number of all
atoms, to each atom.
2. The same as before but only for hydrogen atoms.
3. The difference per atom is weighted by the difference of the EN of the element from
the average EN. In case of a charge deficiency an atom with a higher EN is added a
higher amount of (negative) charge than an atom of lower EN.
While the last option was recommended for the calculation of dipoles, the default treatment
for organic molecules containing a considerable number of hydrogen atoms is, until today,
option two.
Further studies emphasized the advantages of invariom-model refinements: geometries
of invariom refinements resembled those of multipole refinements, notably the bond lengths
to hydrogen atoms [69] and ADP were less contaminated by the aspherical density. [65] Con-
sidering the suitability factor of Stevens and Coppens [92] a lower decrease in the residual
factor was observed and expected for changes from IAM to invariom models if "heavier
elements" (in this case chloride) were part of the structure, [69] since their core electron
description is unchanged in the model and has a considerable influence.
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1.3.3.3 The generalized invariom database
A great leap forward was the development of the Generalized Invariom Database (GID). [81]
Mainly the scattering factor notation was improved to ease treatment of aromatic systems
including condensed rings and heteroaromatic structures, partly based on previous compar-
ative studies. [93] The GID was introduced as extension of the earlier invariom database for
peptides. [61] Thenceforward, the scattering factor formalism included description of three-
membered rings and extended delocalized ring systems.
In the new database for atoms heavier than carbon κ′ was refined in addition to κ.
Moreover, it was stated: ’We now use a full sphere of data up to a resolution of 1.2 Å−1.’,
but considering that only half a sphere would be enough and that most data range for
h and k from -40 to 40 and from 0 to 40 for l this was probably merely a plan at the
time. Element coverage expanded to third row elements, which was especially useful for
phosphorus, sulfur and chlorine compounds regularly encountered in organic chemistry.
Possible applications for calculations of electrostatic potentials, electrostatic interaction
energies and molecular dipole moments were suggested and had been presented shortly
before. [79] The GID had and has been applied in several studies of more general small
molecules [94–97] and simultaneously the first macromolecular compound was modelled by
invarioms. [98]
In order to treat metal-organic compounds a method involving molecule-specific databases
of scattering factors was discussed and finally presented in 2015. [99] This last project in-
cludes some work of this thesis and the therein presented procedure will be discussed in
detail in Chapter 3.2.
1.3.4 New invariom developments parallel to this thesis
1.3.4.1 From extended functionality to more precise terminology
During this thesis new attributes (Section 1.4) were deduced from the database and assigned
on the basis of invarioms. Therefore the terminology around the invariom concept had to
be defined more precisely. Figure 1.7 shows an overview of the new invariom functionality
and its vocabulary.
So far, an invariom corresponded to an ED fragment of an atom in a specific bonding
environment which was transferable between a specific model compound and all other
compounds with the same bonding environment. This environment was characterized by
the invariom name. Therefore, an invariom as defined by the invariom string could be
associated to one model compound, a set of multipole population parameters and/or just
an atom in a specific bonding environment.
With the extension of the database to new applications, an invariom does not necessarily
correspond to an ED fragment anymore. The ED fragment is only one of many properties
which are assigned to an invariom. The invariom is merely an atom in a defined chemical
bonding environment.
Now the term ’invariom database’ means the collection of model compounds in contrast
to the individual attribute tables that assign attribute values to each invariom name. The
tables of attributes may be described as ’invariom charge database’, ’invariom scattering
13
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Figure 1.7: Overview of the invariom database, its functionality and terminology. [100] c©reprinted
with permission of Wiley.
factor database’, ’invariom hydrogen ADP’ and ’hydrogen distance database’. These are
the four attributes which can be derived from the invariom database at the moment.
1.3.4.2 Invariom association to model compound
The unambiguous relation between invariom name and invariom model compound so far
does not extend to all new attributes, although it is a big advantage of the invariom formal-
ism for scattering factors and one distinguishing characteristic of the invariom scattering
factors compared to other libraries. Unfortunately, as discussed during this thesis, invariom
point charges benefit considerably from averaging this invariom attribute for several model
compounds. So, for this special property an invariom is not directly associated to one model
compound. For all other invariom attribute databases, though, the original assignment still
holds true.
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1.4 Scope of this thesis
The first aim of this thesis is the complete renewal of the database with a basis set that
extends to elements of the fourth period. Next to including bromine compounds in the
database, this will allow homogeneous treatment of all atoms in a metal-organic crys-
tal structures by an invariom-like approach and the addition of further attributes to the
database.
The renewed database had found its first application in a project to identify metal atoms
in coordination compounds. [99] The therein developed method will be the basis for case
studies in this thesis on crystal structure pairs from the literature. True isomorphism of the
structures to be investigated can in some cases be excluded on the basis of the deposited
XRD data. For those cases the application of aspherical scattering factors shall identify
which of two possible metals is the correct central atom. Additionally, the method will be
tested for cases in which the datasets are not identical but similar, so that the question
whether two compounds are indeed isomorphous will be investigated by the invariom-like
approach. The influence of inferior data quality on the method will be examined, too.
The second major project of this thesis will depend even more on the renewal of the
database. Its aim is the addition of point charges as an attribute that can be transferred via
the invariom classification from the invariom database. The development of invariom point
charges will be one step towards fully automating force-field parameterization for molecular
dynamics [101] simulations of organic molecules. Such molecular-dynamics simulations will
allow a correct inclusion of dynamic disorder in crystallographic models. Moreover, point
charges facilitate the way to a representation of the electrostatic potential (ESP). Molecular
ESPs from invariom point charges will be compared those from other point charges and
methods.
The aim of the last project within this thesis will be a pilot study for incorporating a
description of the deformation density in models refined with the program Shelxl. This
is a meaningful topic, because it became apparent that the change to a more sophisticated
and hence more complex program for inclusion of asphericity is a major hindrance for
many scientists and therefore limits wider application. Hence only few researches apply
invariom scattering factors or similar descriptions of the bonding and lone pair ED. In
order to avoid the most complex and error prone part of the multipole modeling, a bond
oriented deformation density will be discussed. If the new model’s transferability from the
invariom database can be established, the same advantages as for the multipole scattering
factor databases will be accessible from the most commonly applied program for structure
determination, Shelxl. By improving accessibility, more scientific projects will be able to
profit from the invariom database. So the aim of this pilot is to pave the way for a new
attribute and thereby another new application of the invariom database.
Overall, the invariom database is renewed, metal atoms in coordination compounds are
identified by aspherical scattering factors, invariom point charges are developed and invar-
ioms as well as aspherical modeling for Shelxl are investigated. All of these projects




2 Invariom database renewal
2.1 Introduction
In order to extend the properties provided by the invariom database to the four attributes
listed in Figure 1.7 each model compound needed additional treatment. While multipole
populations and distances to hydrogen atoms are present for each model compound, the
atomic charges selected as invariom point charges had to be derived from the molecular
wave function. The hydrogen ADP (at least the part due to internal vibration) require
vibrational frequencies, [102] which can easily be obtained from the Hessian matrix, a side
product of geometry optimization. The Hessian matrix includes the derivatives of the
energy with respect to changes of atomic coordinates. Analytical determination of those
gradients from a self-consistent field (SCF) calculation at a fixed geometry (single-point
calculation) would be an alternative. Due to starting the geometry optimization from an
already optimized one of another basis set, changes of atomic coordinates were minimal and
not too time-consuming. Reoptimizing the geometry with a new basis set and functional
yields a consistent treatment for compounds added due to the new basis set like bromine
compounds and those already in the database. Therefore, a new geometry optimization
was performed for each of the invariom model compounds.
2.1.1 Geometry Optimization
Since the functional B3LYP used so far is old and specific to its implementation in the
program Gaussian, [103] it was time to change to a more up to date functional. Differences
between scattering factors from different functionals are minimal, though. The Minnesota
functional M06 [104] was developed to cover organic compounds as well as metal-organic
coordination compounds. It is as general as B3LYP but more state of the art and in
contrast to B3LYP implemented consistently in popular QM programs. M06 is a hybrid
meta-exchange correlation functional with 27 % Hartree-Fock (HF) exchange.
The basis set D95++(3df,3pd) [90] only allows the computation of elements up to argon
for our database. Moreover, computation of the theoretical structure data does not work for
effective core potentials. Hence, a new basis set was required in order to be able to include
heavier elements like bromine in the database and enable treatment of metal containing
compounds with the same basis set as used in the database. Application of the same basis
set as for metal-organic compounds permits homogeneous treatment of metal, ligand and
solvent in crystal structures when the metal center is treated by an invariom like approach,
but a molecule-specific database.
Ahlrichs et al. [105] introduced a series of new basis sets without effective core potentials
for elements up to krypton including transition metals up to zinc in 2003. Two years later
two improved versions of these basis sets including slightly more diffuse functions in the
17
2 Invariom database renewal
contracted triple-zeta valence basis for second to forth row elements were presented, [106]
with different degrees of polarization. The authors recommended the triple-zeta basis set
without extra polarization functions for DFT calculations. Therefore, the def2TZVP basis
set was chosen for the new geometry optimizations of the invariom model compounds.
2.1.2 Resolution
Another point of improvement was the resolution of theoretical scattering factors. The
half cube of reflection data up to absolute h,k ,l values of 40 was increased and cut to
a half sphere where h,k ,l values reach a maximum of 69 each (Figure 2.1). This way a
well defined resolution of 1.15 Å−1 (0.43 Å) was achieved. In principle, a higher resolution
would be possible but due to the application in which resolutions higher than 1.15 Å−1
are the exception, it is not considered beneficial. The spherical shape instead of a cube
should also allow the same level of information independent of a molecule’s orientation in
the theoretical cell.
2.1.3 Scattering factors
Discussions with fellow charge density researchers had raised the interest in different atomic
scatting factor tables than those derived from HF Slater -type orbitals (STO) of Clementi
and Roetti (CR). [107,108] Therefore, in the refinement of multipole parameters against the
new theoretical diffraction data scattering factors derived from STO-Dirac-Fock atomic
relativistic wave functions by Su, Coppens and Macchi (SCM) [109,110] were applied. The
latter atomic form factors have no physically inadequate constant term in addition to the
sum of six resolution dependent functions. For light-atom structures there is no difference
between the two options, but for heavier atoms the newer SCM scattering factors provide
Figure 2.1: Additional treatment for every model compound in the database during makeover.
Changes are highlighted in blue while new properties are marked green.
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a better fit. An overview of the new model-compound treatment during database renewal
is displayed in Figure 2.1.
2.1.4 New compounds
Since the newer basis set allowed more elements, many new model compounds became
possible. The inclusion of bromine containing compounds was easily accomplished (see
Section 2.2.2) and useful for modeling more organic molecules. Therefore, a systematic
investigation of all the halogen compounds in the database allowed the addition of all those
model compounds which were necessary to have each of the halogen model compounds
with fluorine, chlorine and bromine.
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2.2 Experiments and Results
2.2.1 Performance of the new database in refinements
The scattering factors of the new database from the def2TZVP basis set should perform
similar to those from the GID,1 otherwise the new database would only be useful for other
properties than scattering factors. At the same time, obtaining a good multipole model
refined against the new data was the most challenging part of the database renewal. In
general the local atomic coordinate systems, the symmetry of refined multipoles and κ
values could be taken from the previous refinements. Some coordinate systems, however
are oriented by the help of dummy atoms, whose coordinates were marginally different now,
but since the dummy atom coordinates are stored in the same file as the other copied
information they were also taken from the previous refinement. The relative position of the
old dummy atoms to the new atoms, which changed slightly during geometry optimization
and sometimes just with respect to the molecules orientation in the unit cell, did not fit
anymore. The dummy atoms are usually set up by linear combinations of bond vectors,
which for new model compounds have to be generated by hand for unknown invarioms in
the first refinement. But in this case usually the invarioms were already in the old database,
hence InvariomTool was modified to also print out a master file for XD, in which only
the dummy atoms are adjusted.
Refinements of fourteen crystal structures were compared for the old and new invarioms,
as a test if the new scattering factor database performs as well as the old one. This test
was of special interest, since in the old database the 1600 model compounds had been
manually inspected before addition to the library over the course of time, whereas for the
new database manual inspection was only performed for especially challenging cases.
Figure 2.2: R(F) difference for invariom refinements with scattering factors from the old
(D95++3df3pd) and new database (def2TZVP) for structures that have been used for bench-
marking of invariom refinements before. Improvements are colored green.
1which were deduced for basis set D95++3df3pd.
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Refinements were performed with XD Version 6.03 [12] against F with riding hydrogen
atoms. Neutrality was achieved by the default option of correcting only hydrogen monopole
populations and the invariom names were the same for refinements with both databases.
Residual factors, R(F), for Fo > 2σ(Fo) were compared. Figure 2.2 shows the results
where R(F) of the old database was subtracted from R(F) of the new database, so that an
improvement is shown by differences below zero. The residual factor for morphine stayed
the same, so that no difference was observed.
Overall, more structures improved upon modeling with scattering factors from the new
database and the absolute value of improvement was higher than that of the worsening.
The average change is -0.017 %. Therefore, this test lead to the conclusion that the new
invariom scattering factor database is on average as good as the old one.
2.2.2 Addition of new halogen model compounds
Figure 2.3: Number of halogen compounds in the invariom database before and after the bromine
extension project.
Before adding all chlorine compounds as bromine ones, the chlorine compounds were
compared to the fluorine ones. Ideally every model compound with a chlorine atom should
also be present with a fluorine atom and vice versa; so that in order to extend the database
to include bromine, all chlorine containing molecules would have to be copied and reopti-
mized, placed in a cell, its ED Fourier transformed and the multipoles refined with correct
orientation and symmetry, with bromine instead of chlorine.
Results of the comparison between fluorine and chlorine compounds yielded 84 miss-
ing fluorine compounds and 73 missing chloromolecules. Automatic comparison of lists
in which only the strings ’chlor’ and ’fluor’ were substituted needed careful evaluation,
since trivial names were not equivalent for different halogens: e.g. chloroform was stored
as trifluoromethane for the fluorine compound, and 1.1.1-trifluoroethane had been named
trichloroethane for the other element. After filling in missing chlorine and fluorine com-
pounds (157 molecules), the bromine compounds were added. The halogen compound
numbers before and after the extension are shown in Figure 2.4, where the bromine count
is lower by two because of doubly halogenated compounds of mixed kind: 1-bromo-3-
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fluorobenzene, 1-bromo-1.1-dichloroethane where simple substitution of element symbols
would have caused wrong results.
Figure 2.4: Number of model compounds in the database at start and end of this thesis.
Overall, the number of database compounds increased from around 1400 to almost 2000,
also due to other model compounds added during the time of the thesis. This growth of
the database is visualized in Figure 2.4. It has grown by 40 %, of which more than half was
due to the addition of the halogen compounds. Considering that usually each additional
compound needs some manual initialization before the automatic treatment and manual
setting of local coordinate systems, definition of symmetry and kappa assignment, this
automatic way of improving database completeness was a great success. Otherwise model
compounds are usually added only when their absence is detected. So the chance for
experiencing a missing invariom should have decreased, and the work for manual addition
of those compounds was also forgone. Moreover, for the charge project (see Section 4)
where the charges are averaged from several model compounds, a higher number of model
compounds improves charge transferability.
2.2.3 New invariom names of double bonded oxygen for
invariom refinements
Another improvement concerning the classification of terminal double bonded oxygen atoms
also relates to the database in a wider sense. So far multipole parameters for the invariom
O2c had always been transferred from formaldehyde and O2n from aminoxide. As expected
next-nearest neighbours (NNN) were found to influence the ESP from the invariom charges
considerably (see Section 4.3.1) for carbonyl oxygen atoms. Thus, a more differentiated
classification of those atoms improved the transferability of invariom point charges. Hence,
atoms that are two bonds away are now included in the invariom name for charges so that
there are 19 new invariom names instead of the one before.
If this finer classification would also improve the performance of scattering factors was
examined for those molecules of the database test set which contained an invariom ’O2c’
or ’O2n’ by the old nomenclature. The results are shown in Table 2.1.
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Table 2.1: Comparison of R1 for invariom refinements with scattering factors assigned by different
invariom names for double bonded oxygen atoms.





























2.56 % 2.55 % benzoic acid
For three of the four test structures scattering factors transferred based on the elongated
invariom names improved the fit to the XRD data. Therefore, this change in invariom
names was also implemented in InvariomTool.
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3 Identifying metals in coordination
compounds
3.1 Introduction
Structure determination from single crystal XRD has become very fast in the past decades,
allowing in easy cases data collection, structure solution, refinement and preparation for
publication in Acta Crystallographica E within one day. [111] Reasons for this are improve-
ments in instrumentation and software. Data collection has been accelerated by intro-
duction of area detectors, which nowadays can be operated in continuous readout mode.
Software has automated most steps and is easier to use, so that small-molecule structures
are solved within seconds. Thus, the number of crystal structures published each year has
increased exponentially, as shown by the statistics of the Cambridge Structural Database
(CSD), [77,112] where most of the published structures are deposited. Since
"the number of experienced crystallographers dedicated to single-crystal studies
has certainly not increased in proportion to the number of reported studies", [111]
automated validation of completeness, quality and correctness is required before crystal
structures are submitted to the CSD. Incorrect structures cause problems especially for
research that relies on them.
Numerous studies employ information from the CSD. [113] Most of them are of statistical
nature, [113] derive properties, [114] investigate methods [115] or are simply based on selected
structures obtained from the database. [116] According to the Cambridge Crystallographic
Data Center (CCDC) homepage 17 publications were based upon information from the
CSD in the first nine month of 2016.
Completeness and quality of a structure are usually ensured by automatic structure vali-
dation through CheckCIF. [111] Validating the correctness of a structure is more challenging.
Erroneous structures in which hydrogen atoms are either missing or misplaced, and ob-
viously incorrectly assigned atom-types can be identified by specific indicators. [111] The
information for those indicators is deduced from the structure models. Investigating reflec-
tion data and comparing reflection files from different compounds can yield indications to
possible fraud. [117–120] Such comparisons of different data sets can reveal that two probably
isomorphous structures have reflection data deviating only by a scale factor, implying a
linear correlation if both data are plotted against each other. In such cases only one of the
structures can be correct, but automatic methods so far can not tell which of the compared
structures is the correct one, if in principle both are chemically possible. Coordination
compounds have a rather high flexibility concerning the geometry of ligands. It requires a
chemists knowledge and experience to discern which of two structures with different metal
centers is more likely. Likelihood, however, is a weak argument when judging other scientists
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work. Therefore, a method delivering proof of the correct metal in otherwise isomorphous
models is required.
This chapter of the thesis applies a method for identifying the metal atom that com-
pares the ability to fit XRD data for models that include atomic asphericity. Since valence
density strongly affects low order data, [30] a better description of bonding ED is also a
model improvement for data collected to standard resolution (0.83 Å). The same region of
data is affected by the difference between metals that have a similar number of electrons.
Additionally, a better model improves crystallographic phases and hence, the general distin-
guishing power between different models. The method applied in this thesis to distinguish
metals in crystal structures of coordination compounds by aspherical scattering factors was
developed and validated for complexes, which had been synthesized in-house with different
metals as central atom. [99]
In this project eleven pairs of crystal structures [121–142] from the CSD with pairwise the
same cell and compound geometry but different metals as central atom were investigated.
The crystal structure pairs were identified by Jim Simpson and Matthias Weil. In some
cases the reflection data sets were not the same, but isomorphism was still questioned due
to similar cell and molecule geometries.
Alternatively to the procedure described and applied here, it would of course be better to
apply other chemical analyses to identify the correct metal atom, if the compound is at hand.
But for this project only the deposited crystal structure data was available. Thankfully not
only the models but also reflection data were deposited, otherwise the method could not be
applied to identify the correct structure. A synthetic approach of trying to synthesize and
recrystallize each of the possible complexes and redetermination of each crystal structure
would show which of the structures can be reproduced. However, doubts concerning the
reason for non-reproducible structures would have to be resolved and discovery of new
polymorphs or co-crystals would also hinder the conclusion of such an synthetic approach.
3.1.1 Isomorphism
For those compounds where the XRD data sets were not basically equal, real isomor-
phism was theoretically possible. Before discussing this subject, the terms isomorphism and
isostructuralism shall be specified. The definition of isostructural crystals as given by the
IUCr Online Dictionary of Crystallography is:
"Two crystals are said to be isostructural if they have the same structure, but
not necessarily the same cell dimensions nor the same chemical composition,
and with a ’comparable’ variability in the atomic coordinates to that of the cell
dimensions and chemical composition." [143]
The definition for isomorphous crystals by the same reference is:
"Two crystals are said to be isomorphous if (a) both have the same space group
and unit-cell dimensions and (b) the types and the positions of atoms in both
are the same except for a replacement of one or more atoms in one structure
with different types of atoms in the other (diadochy), such as heavy atoms,
or the presence of one or more additional atoms in one of them (isomorphous
addition)." [143]
26
3.2 The invariom like approach
From those definitions isomorphism is the more precise description for the pairs of structures
investigated, since they have the same cell, space group and just differ by one atom type.
Hence, the isomorphism discussed here concerns diadochy.
Due to more degrees of freedom in the ligand, true isomorphism occurs less frequently
when the ligand size increases. In complexes of 3d -metals different coordination geometries
are favored for different numbers of electrons and thus different electronic configurations.
Bond distances can change due to e.g. Jahn-Teller (JT) splitting. [144] Therefore, unit cells
and molecular geometry are usually not the same, so that true isomorphism occurs rarely. If
isomorphous structures are found for two complexes, their chemical properties are commonly
compared further, leading to a topic of interest for chemical rather than crystallographic
journals.
Several cases1 for isomorphous structures of octahedrally coordinated manganese(II)
and cobalt(II) are known. [145–147] In an example of isomorphous octahedral nickel(II) and
cobalt(II) complexes [148] a striking geometrical difference between the compounds is that
the largest angle between two oxygens atoms is once 152.08(6)◦ and once 157.17(5)◦, while
the bond distances differ by around 0.08 Å. The changes between bond lengths of nickel
and cobalt are smaller (0.03 Å), [145] but bond angles differ by up to three degrees. Between
the cobalt and manganese complexes the bond lengths differ by values between 0.05 and
0.3 Å. [146] Cell parameters were observed to change by 0.03 Å [145] to 0.3 Å [146] and even
0.4 Å. [147] These numbers indicate the considerable extent of structural changes related to
exchange of metal atoms in isomorphous structures.
Additional chemical analytics should confirm the different metal atoms, if differences
between ’isomorpous’ complexes in crystal structure models are less or not even significant,
especially if the coordination geometry is uncommon for one of the metals. Otherwise the
isomorphism is suspicious even if XRD data are collected in different experiments, since the
frequently applied IAM can not identify the correct metal atom.
3.2 The invariom like approach
In principle identification of the correct metal atom in pairs of structures was accomplished
by an invariom refinement. However, the aspherical scattering factors could be transferred
from the invariom database only for the ligand, because the database is restricted to organic
molecules. Ignoring the metal during invariom classification, all atoms except the metal
could be modeled by multipoles. In order to acquire the aspherical scattering factors for
the metal center and consider the coordination bond from the donating ligand atoms, a DFT
single-point calculation for the geometry obtained after invariom refinement was performed.
The thus obtained molecular ED, as a square of the wave function, was projected onto the
multipole model. For technical reasons this projection was performed via a detour through
reciprocal space, as for all model compounds in the invariom data base. Next, the aspherical
scattering factors obtained from the fit to the ED of the ’whole molecule’ were used in a
refinement of coordinates and ADP against the deposited experimental reflection data. The
approach is illustrated in Figure 3.1.
This complete procedure was performed for both metal atoms considered, and each model
1Unfortunately all structures mentioned in this paragraph were deposited without reflection data.
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Figure 3.1: Graphical representation of the ’whole-molecule’ work flow. Boxes with a purple
background represent the models refined against XRD data from experiment, while the white
boxes are purely computational.
was refined against both deposited data sets. Next, IAM, invariom and ’whole-molecule’
models were compared for each data set and metal. Figures of merit could be compared
well, since the number of parameters refined was the same for each of the three models.
The multipole parameters were kept at the values refined against the theoretical data.
3.2.1 Metal atoms on special positions
In half of the investigated structures the metal atom crystallized on a special position. In
those cases the molecule has to be completed before quantum chemical computation of the
molecular ED. Although a recent study [149] suggested calculation of the crystallographic
unit cell, equal results are obtained by completing the molecule before continuing with
the work flow of standard invariom model compounds. This proceeding requests that
symmetrically equivalent atoms are treated equally in the multipole refinements against
the theoretical data. Moreover, for those atoms on a special position in the real crystal
structure only those multipoles are populated that were in accordance with the special site
symmetry.
3.2.2 Complexes with multiple possible electronic
configurations
For the calculation of molecular wave functions the spin state of the metals is relevant.
For all investigated compounds spin states are approximated by considerations according to
ligand field theory (LFT). Since LFT is a rather crude approximation and molecular wave
functions are easily accessible via DFT computations, energies from QM calculations of
high-spin (hs) and low-spin (ls) state are compared for nickel and cobalt complexes.
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3.3 Experiments and Results
Each of the eleven cases studied was treated by the same procedure, which was described
in general in Section 3.2.
3.3.1 Procedural details
3.3.1.1 File setup
Initially crystallographic information and structure factors were downloaded from the CSD,
and instruction files for Shelxl [11] were generated with Platon. [111] The structure fac-
tors were then converted to shelx format HKLF 4 by the small utility program fcf2hkl.2
If not mentioned otherwise, the XRD data were collected at room temperature with molyb-
denum Kα radiation. Usually the reflection files excluded systematically absent reflections
and contained negative intensities.
3.3.1.2 SHELXL IAM refinement
The IAM refinements were repeated for the two metals of each pair. Scattering factors of
neutral atoms were applied in all cases. For selected structures ionic scattering factors were
applied by manually copying the coefficients from the International Tables of Crystallogra-
phy. [150] Small changes of the residual factors were observed, but although the tendency
of improvement for the correct metal atom could be noticed, the metal atom could not be
identified clearly. In each case the weighting scheme was adjusted until convergence was
reached.
3.3.1.3 XD IAM refinement
The transition to the XD program package [12] (version 6.03) was facilitated by the pack-
ages subroutine xdini. Corresponding to the first box of Figure 3.1 the IAM refinement
was repeated for each metal with the subprogram xdlsm. After fixing selected atomic
coordinates to cope with floating origins in space groups with only translational symmetry
elements in one direction, the model was refined against F. Moreover, ADPs of atoms on
special positions were constrained according to the position’s site symmetry. Hydrogen
atoms were treated by the riding atom model and their displacement parameters fixed to
1.2 and 1.5 times the parent atom’s Ueq.3 Differently from the refinement with Shelxl,
the weighting scheme was not refined with XD but kept purely statistical (w = 1
σ
2 ), be-
cause adjustment of weights should follow correct element assignments only and in this
study element assignment is investigated. That adjustment of weights would not probably
do more harm than good was indicated by unnaturally high second weighting factors in the
Shelxl refinements.
Element name, number of valence electrons in the d -orbitals and dispersion corrections
needed adjustment in the files read by XD, in order to change the metal atom for the
2written by G. M. Sheldrick, Georg-August University Göttingen, 2014.
3All of those details are also true for refinements with Shelxl but did not need to be taken care of
manually.
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refinements with this program. In all refinements discussed in this chapter which were
carried out with XD the scattering factors of the ionized metal were used and valence
electrons as well as names were set accordingly in the necessary files.
3.3.1.4 Invariom refinement
The Hansen and Coppens [50] multipole parameters were transferred from the new def2TZVP
Invariom database (Section 2) for ligand, solvent and counter ion atoms with Invariom-
Tool. [91] The method for achieving the molecular charge of interest was the default option
three, which adjusts the monopole population according to the electronegativities of the
elements. The model including those aspherical scattering factors was refined against F
with xdlsm. Hydrogen positions were set to theoretical bond lengths and constrained to
ride on their parent atoms.
3.3.1.5 Metal-complex specific theoretical ED
A single-point calculation of the metal complex with the coordinates after invariom refine-
ment yielded a molecular wave function. The program Gaussian09 [103] was emplyed for
DFT calculation with the functional M06 [104] and basis set def2TZVP. [106] For the pairs
of metal-complex structures investigated, the coordinates from invariom refinement against
the data set that yielded the best refinement result were used. For cases containing atoms
on a special position, the molecule was completed for the single point calculation. The
missing cartesian coordinates were calculated with Platon. The spin multiplicity, which
had to be set for the single-point calculation, was deduced from ligand field theory at
first. If in principle high- and low-spin states were possible, both were considered by DFT
calculations to confirm the favored multiplicity.
For the investigated structures the Self-Consistent Field (SCF) energies at the experi-
mental geometries confirmed the high-spin states for cobalt(II) and nickel(II) in octahedral
complexes as the favored electronic configurations (Table 7.1 in Appendix A). In the two
cases of tetrahedral coordination (see Table 7.2 in Appendix A) nickel(II) was energetically
lower in its high-spin state for both cases. Cobalt(II) was only considered once for a tetrahe-
dral complex, for which the high-spin state originally deduced from crystal field theory was
also confirmed by quantum-mechanical calculation. For the first three of four square-planar
complexes the low-spin state was favored for both metals (Appendix A, Table 7.3), so that
for the last one the DFT calculation was only performed for the low-spin state to generate
the scattering factors for the ’whole molecule’.
For those cases treated first,4 scattering factors were generated and compared for both
spin states in addition to the different metals. The comparisons, however, did not yield
any valuable information, since with exception of one case, the different spin states af-
fected merely the incorrect metal. Therefore, later refinements were performed only for the
energetically preferred spin states.
4The chronological order differed from the numbering scheme, which was chosen only for better com-
prehensibility.
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3.3.1.6 Generation of theoretical structure factors







an artificial, cubic unit cell with a = 30 Å. To avoid problems with flexible phases in non-
centrosymmetric space groups, the space group was set to P 1̄. With the exception of P1
it required the least amount of molecules to be considered. In contrast to P1, P 1̄ does not
require the complete Ewald sphere to be computed. Since P 1̄ is centrosymmetric Friedel
pairs are identical and the wavelength dependent parts of the atomic scattering contributions
were not included in the calculated structure factors. The theoretical structure factors were
calculated from h = k = −40 and l = 0 to h = k = l = 40. No thermal smearing or
extinction was added, so that the following refinement step concentrated on the asphericity
of the ED.
3.3.1.7 Refinement of aspherical models against theoretical data
Refinement of aspherical scattering factors against the theoretical data was carried out
with the program xdlsm (XD 6.03). The choice which multipoles were refined was based
on local molecular site symmetry up to next-nearest neighbors. The primary axis of local
coordinate systems for the atoms engaged in a dative bond to the metal center were oriented
towards the metal. Contraction parameters, κ, were refined for all atoms, while for atoms
heavier than carbon κ′ was refined, too. Refinements were performed against F in as many
cycles as necessary to achieve convergence as low as a maximal shift/s.u. of 10−5.
3.3.1.8 Refinement of the aspherical model of the ’whole molecule’
The multipole parameters refined for the ’whole molecule’ against the theoretical data were
stored in a molecule-specific invariom database by the developer version of Invariom-
Tool. With this file InvariomTool could transfer those parameters to the experimental
structure models. All other settings for the refinement of the ’whole-molecule’ scattering
factors against the experimental data (last box in Figure 3.1) were equal to those of the
invariom refinements.
3.3.1.9 Geometry optimization
In a few cases a geometry optimization was performed in addition to the single-point
calculation to observe the changes upon geometry relaxation. DFT energies by themselves
can not be compared between different metals for the complexes since the number of
electrons and thus the total SCF energy are different. The relative change upon geometry
relaxation however, could indicate that for one metal the coordinates from the crystal
structure are at or close to an energetic minimum, whereas for the other one a differnt
atomic arrangement would be preferred. Hence, in some selected cases, the findings from
the invariom-like approach are supported by geometry optimizations. For single-point as well
as geometry optimization calculations the SCF convergence criterion was 10−8 au and the
integration grid pruned (99,950). Functional and theory were consistently M06/def2TZVP.
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3.3.2 Case studies


















a [121] b [122]
IUCr code dn2151 hb2526
CSD code BESNOC01 XILXIA
CCDC No. 647183 664185
Space group P21/c
Peculiarity M on special position (1̄)
Coord. geom. square planar
Metal ion Cu2+ Ni2+
Electron config. [Ar]4s03d9 [Ar]4s03d8
Spin multiplicity 2 3
Table 3.1: Structural formula and selected crystallographic and chemical information of pair 1.
In this case of diaquabis(malato-κ2O1,O2) complexes the metals nickel(II) [122] and cop-
per(II) [121] were considered. The metal atom sits on an inversion center, so the asymmetric
unit contained only one ligand and water molecule. The two malato ligands coordinate via
two oxygen atoms, O(1) and O(3). Additionally, there are two water molecules coordinat-
ing axially from a longer distance. While O(1) has a distance of 1.9556 Å and O(3) of
1.9123 Å the oxygen water molecule was 2.5192 Å away.5 An ORTEP type plot including
the relevant atom names is given in Figure 3.2.
Data set a [121] contains reflections up to a higher resolution and an intensity that is
constantly 1.094 times that of reflections in data set b [122]. The unit cell parameters are
identical although the number of reflections used for cell measurement is different according
to the crystallographic information. While a was supposedly measured at 293(2) K, b is
stated to have been measured at 298(2) K. Nonetheless, the reflection data is the same.
Hence, only the correct metal had to be identified.
Figure 3.2: Thermal ellipsoid plot at a probability of 50% of pair 1 with Cu after refinement of
the whole-molecule scattering factors against data set a. Symmetry equivalent ligand and water
molecule are also displayed.
5Distances were taken from the final whole molecule copper model refined against data set a.
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Chemical reasoning As discussed before the complex’s coordination geometry is an
elongated octahedron. This represents a strong argument for copper(II), since it is of
electron configuration d9, which unlike the d8 configuration of nickel(II) profits from JT
splitting of orbitals. Therefore, basic orbital consideration already suggested copper as the
correct metal.
Table 3.2: Selected computational and refinement results for pair 1.
Cu Ni
E(UM06) crystal geometry [au] -2856.475 -2724.308
R(F) against theo. Data [%] 0.47 0.47
R(F) whole molecule a [%] 2.00 2.63
R(F) whole molecule b [%] 1.96 2.59
Refinement results Crystallographically speaking, this case is a typical example where
in the IAM the heavier metal fits the reflection data worse (see Table 3.2). Upon invariom
modeling, the fit for copper improves and the gap between nickel and copper increases
further with aspherical-atom modeling for the whole molecule. Figure 3.3 visualizes that
with increasing model quality the capability of nickel to fit the data gets worse than for
copper. Therefore, it was proven that copper is the correct metal.
Figure 3.3: Comparison of R(F) for the refinements of the different metal atoms with different
ED models against the two data sets of pair 1.
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3.3.2.2 Pair 2:
Bis[2-(2-hydroxybenzoylhydrazono)propionato]nickel(II)/copper(II)
















a [123] b [124]
IUCr code dn2235 hy2076
CSD code WINVOF XILWUL
CCDC No. 669120 663160
Space group P 1̄
Peculiarity 3 water in asu
Coord. geom. distorted octahedral
Metal ion Ni2+ Cu2+
Electron config. [Ar]4s03d8 [Ar]4s03d9
Spin multiplicity 3 2
Table 3.3: Structural formula and selected crystallographic and chemical information of pair 2.
This octahedral complex 2 is similar to case 1. The metals considered are copper(II) [124]
and nickel(II) [123], as before. In addition to the complex, three water molecules crystallized
in the same unit cell, one of them forms a hydrogen bond to O(4). Otherwise the hydrogen
bonds connect the water molecules among each other and those oxygen atoms of the
complex not involved in metal coordination.
Figure 3.4: Thermal ellipsoid plot at a probability of 50 % of pair 2 with Cu after refinement of
the whole-molecule scattering factors against data set b. Water molecules are omitted for clarity.
Chemical reasoning A tetragonal distortion of the octahedron could in this case be
in principle caused by strain in the ligand, so JT splitting would not necessarily be the
only explanation if the coordinating nitrogen atoms aligned to the principal tetragonal axis.
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Table 3.4: Selected bond lengths
for 2b with copper after refine-
ment with whole-molecule scatter-
ing factors.
Cu(1) - N(1) 1.929(3)
Cu(1) - N(3) 1.974(3)
Cu(1) - O(1) 2.042(3)
Cu(1) - O(4) 2.090(3)
Cu(1) - O(5) 2.208(3)
Cu(1) - O(7) 2.275(3)
An investigation of the bond distances around the cen-
tral atom (see Table 3.4) revealed that the bonds to O(5)
and O(7) are longer than the bonds to oxygen atoms O(1)
and O(4). O(1) and O(4) are not chemically equivalent
but O(1) is similar to O(5) (Figure 3.4). The bonds to
the oxygen atoms of one ligand oppose each other, there-
fore, the longer bonds to O(7) and O(5) correspond to
an elongating JT distortion of the octahedral complex. A
distortion caused by JT is reasonable for stabilizing the
d9 electron configuration of the copper ion, less so for
the nickel ion (d8). The bond lengths differences were
already visible in the standard structure model in Shelxl.
Crystallographic aspects and refinement results The data for pair 2 is the same in
both structures, differing only by a scale factor. Therefore, it was enough to prove via the
deposited XRD data that copper is the correct metal atom. Figure 3.5 shows the evolution
of R(F) with increasing aspherical modeling. The usual trend of improvement for the heavier
metal can be seen, and a change for the worse for the lighter one. In contrast to most
other cases, copper already fitted better in the IAM model. Especially the introduction of
invariom scattering factors increased the distinguishing power of the diffraction data. Upon
inclusion of multipole parameters for the metal atom the R(F) for the nickel model also
decreased, which is perfectly reasonable, since previously was not modeled ED is modeled
now. The difference between the ’whole-molecule’ scattering factors of 5.42 % and 5.01 %
for a and b, respectively (Table 3.5), unambiguously proves that copper yields the better
fit to the XRD data.
Figure 3.5: Comparison of R(F) for the refinements of the different metal atoms with different
ED models against the two data sets of pair 2.
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Table 3.5: Selected computational and refinement results for pair 2.
Ni Cu
DFT energy [au] -3101.82 -3233.97
R(F) against theor. data 0.52 0.47
R(F) whole molecule a 5.42 5.01
R(F) whole molecule b 5.29 4.90










M = Ni /Co
complex 3
a [125] b [126]
IUCr code ci6607 hb6232
CSD code TAQSUA CASHIO
CCDC No. 282277 282363
Space group P21/n
Peculiarity 4 water in asu
Coord. geom. octahedral
Metal ion Ni2+ Co2+
Electron config. [Ar]4s03d8 [Ar]4s03d7
Spin multiplicity 3 2(ls) 4(hs)
Table 3.6: Structural formula and selected crystallographic and chemical information of pair 3.
This pair of structures included an octahedral nickel(II) [125] or cobalt(II) [126] complex
with one hexadentate, chelating ligand. The ligand donates ED via four neutral nitrogen
atoms and two negative oxygen atoms that are part of acetate groups. The compound
crystallized in space group P21/n and there are four non-coordinating water molecules in
the asymmetric unit. In structure b one of them was modeled as partially occupied. The
data sets are not completely proportional to each other and their unit cells differ significantly,
too (Table 7.4, Appendix A). Therefore, not only which metal atom is present had to be
investigated, but also, if the metal atoms are the same or different in both structures.
Refinement results I In the IAM model, including the ionic scattering factors and ac-
cording electron counts for the metal atoms, cobalt led to a lower R(F) of 5.83 % than
nickel with 5.94 % for data set a. For data set b the absolute residual factors are higher,
but the difference for the metals is similar. Upon introduction of the invariom scattering
factors the relation changed for both data sets. For nickel as metal invariom modeling led
to a significant improvement of R(F), whereas for cobalt it improved less for data set a and
worsened the fit for data set b (Figure 3.6).
Spin state Before moving on to the ’whole-molecule’ results, the input parameters for
the DFT computation are briefly discussed here. Since the energy comparison for different
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spin states (see Appendix A, Figure 7.1) strongly confirmed the deduction from crystal field
theory that nickel has a spin multiplicity of three in this octahedral coordination environment
only this spin state was evaluated further.
For cobalt the high-spin state is also energetically favored, at least in a gas phase calcu-
lation of the isolated molecule, but the ED of the low-spin state was also projected onto
the multipole model and compared to the experimental data, because the energy difference
between the spin states was an order of magnitude smaller than for nickel.
Refinement results II For data set a, which was published as nickel complex, intro-
duction of aspherical scattering factors for the whole molecule improved the density fitting
further. Although the improvement is similar for both metals, nickel clearly is a better
model for the data (Figure 3.6).
For data set b the general data quality is worse. Different water models were tested,
none improved the result considerably. Hence, improvements seemed small compared to
the overall R(F) value of this data set. Still, nickel could be identified to fit the ED best.
Since the water molecules are less well organized in this crystal, another part of the model
than the coordination center might have been dominating the quality of the fit and thus
rendering the method of aspherical scattering factors for metal atom identification less
effective. A good structure model is a prerequisite and this case demonstrates the limit of
the method.
Figure 3.6: Comparison of R(F) for the refinements of the different metal atoms with different
ED models against the two data sets of pair 3.
Comparison to copper Since all of the investigated structure pairs so far yielded the
conclusion upon invariom treatment that the heavier metal is the correct one, the compar-
ison with copper for this structure shows that the preference of the heavier element is not
a systematic error, but indeed the result of the method. The comparison of cobalt, nickel
and copper shows that invariom scattering factors improve the copper structure, too, but
the copper model agreed definitely worse with the data than the nickel model.
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Table 3.7: Selected computational and refinement results for pair 3.
Ni(hs) Co(hs) Co(ls) Cu
E(HF) crystal geometry [au] -2812.97 -2687.41 -2687.34 -2945.10
R(F) against theo. Data [%] 0.48 0.49 0.51 0.48
R(F) whole molecule a [%] 5.50 5.76 5.71 5.74
R(F) whole molecule b [%] 6.68 6.79 6.73 7.04
Energy considerations Since some DFT calculations had been performed during the
procedure a theoretical backing for the decision on the correct metal in data set b was
considered helpful. Therefore, the relative change upon relaxation of geometry was also
taken into consideration. The nickel structure of the invariom model for a was already
at an energy minimum, while cobalt can be minimized by several kJ/mol (Table 7.5 in
Appendix A). The crystal structure atomic coordinates are farthest away from those of the
optimized low-spin cobalt complex and not at the minimum for cobalt high-spin state either.
This was expected for data set a, where nickel had been determined to be the best fitting
metal, while for b the situation was less clear. Especially, since the difference between low-
and high-spin cobalt indicates a better fit for the low-spin state although it energetically
appears as less stable in the gas phase. The difference between R1 of different spin states
is almost as large as the difference between R1(all) of the Co(ls) model and the Ni model
for data set b. Therefore, the support of nickel as the correct metal by the significantly
larger change in energy upon geometry relaxation for cobalt in either spin state than for
nickel was reassuring.
Figure 3.7: Thermal ellipsoid plot at a probability of 50 % of pair 3 with Ni after refinement of
the whole-molecule scattering factors against data set a. Water molecules and hydrogen atoms
are omitted for clarity.
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Geometry evaluation As Table 3.8 shows the largest deviation from the mean bond
length to nickel was found for N(3) and N(1) which are opposing each other (Figure 3.7),
one bond longer, one shorter than average. N(2) and N(4) are the other two chemically
equal nitrogen atoms and are both opposite of an oxygen atom [O(1) to N(2)]. Both
bond pairs do not show a considerable difference in the distance between the opposing
ligating atoms. Therefore, no static JT distortion is observed. The thermal ellipsoids of
the coordinating atoms displayed in Figure 3.7 show no elongation in the direction of the
dative bonds, either. This further indicates nickel as metal ion opposed to cobalt which,
in it’s low-spin state, would benefit from splitting of eg orbitals, whereas in the high-spin
state the splitting of t2g orbitals would be slightly favored.
Comparison to the bond lengths from geometry optimizations shows a slightly stronger
shortening of especially the metal-N(3) bond for cobalt than for nickel. The two bonds to
N(2) and N(4) also shortened in the geometry optimizations but to a similar extend for
both metals.
Table 3.8: Selected bond lengths for pair 3a with nickel after refinement with whole-molecule
scattering factors.
atom pairs crystal geom opt Ni geom opt Co ls
Ni(1) - N(1) 2.113(2) 2.11141 2.11011
Ni(1) - N(2) 2.102(2) 2.09189 2.09184
Ni(1) - N(3) 2.094(2) 2.08105 2.07935
Ni(1) - N(4) 2.103(2) 2.09449 2.09437
Ni(1) - O(1) 2.107(2) 2.10836 2.10779
Ni(1) - O(3) 2.113(2) 2.11409 2.11345
Conclusion In summary, chemical reasoning consulting bond lengths, energetic consider-
ations and refinement with aspherical scattering factors, confirm nickel as the correct metal
in both structures.
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M = Ni / Co
Pair 4
a [127] b [128]
IUCr code lh6101 hb2030
CSD code OLOJOO IDOKOC
CCDC No. 225650 608593
Space group C2/c
Peculiarity –
Coord. geom. distorted octahedral
Metal ion Ni2+ Co2+
Electron config. [Ar]4s03d8 [Ar]4s03d7
Spin multiplicity 3 2, 4
Table 3.9: Structural formula and selected crystallographic and chemical information of pair 4.
In the octahedral bis(2-aminopyridine)dibenzoatometal(II) complex, 4, the pyridine lig-
ands are in cis configuration and the negative charge in the two anionic benzoate ligands
is distributed over all coordinating oxygen atoms. The crystal structure can contain either
nickel or cobalt as central atom, since data sets a [127] and b [128] are identical. The unit
cells reported are also identical, although a different number of reflections was used for cell
determination (b: 2530, a: 19350). The number of reflections for refinement was the same
in both files and the only difference is that the reflection intensity of data set a is 1.083
times as intense as in data set b.
Chemical reasoning and spin state In an octahedral environment both metals, cobalt(II)
and nickel(II) are similarly plausible. Spin states and JT distortions have been discussed
for structure pair 3 (Section 3.3.2.3), where the same two metals were considered for an
octahedral complex.
Figure 3.8: Thermal ellipsoid plot at a probability of 50 % of pair 4 with Ni after refinement of
the whole-molecule scattering factors against data set a.
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Table 3.10: Selected bond
lengths from the final structure
of pair 4.
Ni(1) - O(1) 2.1279(9)
Ni(1) - O(4) 2.0733(8)
Ni(1) - N(1) 2.0625(12)
Ni(1) - N(3) 2.0595(11)
Ni(1) - O(2) 2.1150(10)
Ni(1) - O(3) 2.1760(9)
Concerning the possibility of an JT distortion, the el-
lipsoids show no special elongation in the direction of the
coordinating bond. But O(3) is farther away from the metal
than O(2), although chemically equivalent. Similarly, O(1)
is farther away than O(4) (see Table 3.10 and Figure 3.8).
The bonds to (O2) and O(3) both oppose the donating
nitrogen atoms and are on average longer than the ones
opposing another oxygen atom. In general the arrange-
ment is such that the opposing pair of O(2) and N(3) has
both times the closest distance to the center among the
equivalent atoms. So a JT deformation is possible. How-
ever, the JT effect would have to be dynamic in this case. The different bond lengths
could be caused by a slight inequality in the tilting of the two benzoate ligands, which
would explain that the difference between the bond lengths of bonds to O(1) and O(4) is
bigger than their deviation from the distance of O(2) to the central atom. Hence, there
was no clear preference from a look at the atomic coordinates and a comparison using the
diffraction data was required.
Figure 3.9: Comparison of R(F) for the refinements of the different metal atoms with different
ED models against the two data sets of pair 4.
Refinement results In the IAM refinements the usual pattern that the lighter atom
yielded a better fit to the data was observed. As displayed in Figure 3.9 this changes
considerably for the invariom refinement. R(F) dropped from 3.48 % to 2.79 % for nickel(II)
while it increased from 3.22 % to 3.34 % for cobalt(II). Both models profit from the inclusion
of aspherical modeling around the central atom, but the improved models showed a clearly
better fit for nickel(II) than for cobalt(II) in either spin state (Table 3.11).
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Table 3.11: Selected computational and refinement results for pair 4.
Ni Co(hs) Co(ls)
E(HF) crystal geometry [au] -2955.783 -2830.223 -2830.202
R(F) against theo. Data [%] 0.45 0.48 0.46
R(F) whole molecule a [%] 2.74 3.27 3.26
R(F) whole molecule b [%] 2.74 3.27 3.26






M = Ni / Co
Pair 5
a [129] b [130]
IUCr code ci6619 sg6048
CSD code TAQVEN SAYZAU
CCDC No. 282297 296650
Space group A21am
Peculiarity M and C10 on special position
Coord. geom. square planar
Metal ion Ni2+ Co2+
Electron config. [Ar]4s03d8 [Ar]4s03d7
Spin multiplicity 1(ls) (3 hs) 2(ls) (4 hs)
Table 3.12: Structural formula and selected crystallographic and chemical information of pair 5.
Structure 5a [129] was published in 2005 with nickel as metal ion and structure 5b [130] with
cobalt. Otherwise the structures seem isomorphous. They contain a square-planar complex
with a mirror symmetric tetra-dentate ligand that coordinates via two anionic oxygen and
two nitrogen atoms. The two data sets differ by more than a scale factor, but isomorphism
was questionable, because the two unit cells are identical within uncertainty limits.
Chemical reasoning Nickel(II) usually forms square-planar complexes, while cobalt(II)
commonly assembles tetrahedral or octahedral coordination geometries. This may be the
reason why from all the structures evaluated this was the only square-planar one, in which
cobalt was one of the possible metals. In a CSD search for complexes that at least contain
the ligand and either nickel or cobalt as central atom, cobalt has at least one more coordi-
native bond, whereas several crystal structures containing nickel in square-planar complexes
with very similar ligand were found. An entry for the exact same structure but with an
additional methanol molecule exists for nickel (TAQTUB). Therefore, nickel is more likely
the correct central atom.
Spin state Theoretically the spin state of cobalt(II) in square-planar complexes would
most likely be low spin. An explicit DFT calculation at the geometry obtained from invariom
refinement against data set a shows (Table 3.13) that the low-spin complex for cobalt is
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Table 3.13: Selected computational and refinement results for pair 5.
Ni(ls) Ni(hs) Co(ls) Co(hs)
E(HF) crystal geometry [au] -2504.0531 -2504.0105 -2378.4821 -2378.4417
R(F) against theo. Data [%] 0.42 0.46 0.45 0.47
R(F) whole molecule a [%] 3.34 3.36 3.51 3.62
R(F) whole molecule b [%] 3.39 3.40 3.58 3.67
by 0.0404 Hartree (106kJ/mol) more stable in the gas phase. According to the equivalent
calculation for nickel, low-spin configuration seems also energetically lower.
Crystallographic refinement From a crystallographic point of view the non-standard
space group setting is noteworthy and two atoms are on a special position of symmetry m.
Thus their z coordinates were not refined and U23 as well as U13 were constrained to zero.
The space group furthermore requires fixing of x and y coordinates for one atom in order
to prevent the floating origin from becoming a problem during refinement in XD.
Shelxl refinements as well as refinements of IAM in XD yielded a lower R-factor for
cobalt than for nickel. Refinement with scattering factors from the invariom database
reversed the relation of the R(F) values between cobalt and nickel, now favoring nickel in
both data sets (Figure 3.10).
Refinement against the theoretical data showed no mirror symmetry for the donating
oxygen atom. The multipoles at the metal were chosen according to the mirror symmetry
at the atom. Cobalt modeled the theoretical data worse than nickel by refinement of
otherwise equivalent multipole populations. For both metals the low-spin state could be
described better by the multipole model than the high-spin data (Table 3.13).
As shown in Figure 3.10 the ’whole-molecule’ scattering factors refined against the ex-
perimental data of both structures improved the R(F) value of the invariom refinement for
Figure 3.10: Comparison of R(F) for the refinements of the different metal atoms with different
ED models against the two data sets of pair 5.
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nickel (hs and ls). For cobalt in the low-spin state the whole-molecule result improved with
respect to the invariom result, too, but it stayed worse than for nickel by approximately the
same difference in R(F). High-spin cobalt yielded the worst result of all ’whole-molecule’
refinements. The multipole parameters for low-spin nickel yielded the best results but the
gap between the spin-states is small. For cobalt spin considerations were no longer of
interest, since both crystals clearly contain nickel.
3.3.2.6 Pair 6: Dibromidobis(2-methyl-5-phenyl-s-triazolo[3,4-b][1,3,4]thiadia-
zole-κN)nickel(II)/copper(II)















a [131] b [132]
IUCr code bg2086 cf2132
CSD code KIKBEM XILXEW
CCDC No. 660111 664184
Space group P 1̄
Peculiarity M on special position
Coord. geom. square planar
Metal ion Ni2+ Cu2+
Electron config. [Ar]4s03d8 [Ar]4s03d9
Spin multiplicity 1(ls) (3 hs) 2
Table 3.14: Structural formula and selected crystallographic and chemical information of pair 6.
This sixth pair of coordination compounds is a square-planar nickel(II) or cobalt(II) com-
plex with two bromide anions as ligands and two thiadiazolo ligands, which coordinate via
a nitrogen atom. The data sets of the two structures a [131] and b [132] are identical (b
is 103.09 times as intense as a) and unit cell parameters are equal except for one angle
uncertainty. Thus, only one metal could be present and determination of the correct metal
is the purpose of the investigation in this case.
Refinement I Interestingly, the metal atom with more electrons yielded the better R(F)
in IAM refinement already. Therefore, the assignment of copper instead of nickel was more
likely from the beginning.
Chemical reasoning Chemical reasoning could not argue against one of the metals.
While bromide anions are weak ligands, nitrogen is a strong-field ligand. Accordingly copper
could have square-planar geometry. A search of the CSD yielded that copper(II) coordinated
by two bromide ions and two nitrogen donating ligands can be found in both square-planar
and tetrahedral coordination geometries.
Nickel in square-planar geometry can be in a high or low-spin state. The HF energy of
the low-spin state was lower by 0.023 Hartree (60 kJ/mol) when comparing single-point
energies for the refined geometries after invariom modeling (see Table 3.15). Both spin
states were included in the whole molecule procedure to investigate their influence on the
aspherical model. The high-spin state could be described better by the multipole model,
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which was different to the observation for pair 5; so there is no general rule concerning
multipole modeling of different spin states.
Table 3.15: Selected computational and refinement results for pair 6.
Cu Ni(hs) Ni(ls)
E(HF) crystal geometry [au] -8794.271 -8662.208 -8662.231
R(F) against theo. Data [%] 0.26 0.23 0.25
R(F) whole molecule a [%] 5.12 5.43 5.46
R(F) whole molecule b [%] 4.87 5.26 5.29
Refinement results Upon introduction of invariom scattering factors for the ligand the
difference between the refinement results of the two metals stayed constant (Figure 3.11).
Aspherical scattering factors for the whole molecule improved the fits to both data sets
for both metals further, but the copper complex clearly remained the superior model for
the data. That the high-spin state of nickel yielded better results than in the low-spin
state can be explained by the population of similar orbitals for eight electrons, if two are
unpaired, to nine electrons with one unpaired electron. In the low-spin case the highest
occupied molecular orbital is different for nickel from the one in copper, so that the fit
was worse. But compared to the overall value of R(F), the gap due to the spin state is
insignificant. The lower R(F) values for the second data set originated in the smaller number
of reflections therein. Data set b contains less reflections, whereas a includes reflections
up to a resolution of 0.77 Å.
The two models including multipoles led to the conclusion that copper is the correct
metal in this case.
Figure 3.11: Comparison of R(F) for the refinements of the different metal atoms with different
ED models against the two data sets of pair 6.
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M = Ni / Cu
Pair 7
a [133] b [134]
IUCr code cf2085 gk2077
CSD code SEZFIN YIDRUZ
CCDC No. 640293 650575
Space group Pbca
Peculiarity M on special position (1̄)
coord. geom. square planar
Metal ion Ni2+ Cu2+
Electron config. [Ar]4s03d8 [Ar]4s03d9
Spin multiplicity 1(ls) (3 hs) 2
Table 3.16: Structural formula and selected crystallographic and chemical information of pair 7.
Complex pair 7 is similar to pair 6. It is also square-planar, crystallized with the metal
on an inversion center and was published as a nickel [133] and a copper [134] compound. The
reflection data, however, are non-identical for a and b. Hence, it was possible for both
structures to contain different metals. As Table 3.17 shows, the unit cell parameters b and
c differ. The unit cell volume of a is greater than the one of b, but a was reported to have
been measured at a temperature 5 K higher than b. This temperature difference could
explain the variation and prohibits a direct comparison of unit cell parameters. The crystal
quality of a seemed higher, since more reflections were measured, cell e.s.d.s were lower
and figures of merit (except the Goof) reported were superior in comparison to data set b.
Table 3.17: Cell parameters for the two datasets of pair 7.
Cell a b c T [K]
a 12.0620(10) 10.8110(10) 17.887(2) 298(2)
b 12.060(2) 10.8025(18) 17.863(3) 293(2)
Refinement results Comparing the IAM models for both metals, nickel(II) yielded a
lower R(F) than copper for both data sets (see Figure 3.12). Upon inclusion of invariom
scattering factors, the model with the heavier element, copper, improved considerably in
both cases. The improvement was stronger for data set a but was also observed for the
other data set. Including aspherical scattering factors for the metals provided some technical
difficulties and in the end no further improvement was observed for either metal, but both
data sets were modeled much better by copper as central atom. For data set a the difference
to nickel in either spin state increased, and although the gap between the models with the
different metals was smaller for b, it was still significant.
Energetically (Table 3.18) the low-spin state of nickel would be favored in this coordi-
nation geometry, but since nickel did not turn out to be correct in either case, the spin
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Figure 3.12: Comparison of R(F) for the refinements of the different metal atoms with different
ED models against the two data sets of pair 7.
state’s influence on refinement was not of special interest. It can however by explained in
the same way as for pair 6.
Overall, it could be determined that copper was the metal in both structures. Although
the data sets differed by more than a scale factor, aspherical scattering factors showed
clearly that copper fitted better to both sets of diffraction data than nickel.
Table 3.18: Selected computational and refinement results for pair 7.
Cu Ni(hs) Ni(ls)
E(HF) crystal geometry [au] -3060.527 -2928.348 -2928.362
R(F) against theo. Data [%] 0.49 0.46 0.52
R(F) whole molecule a [%] 2.73 3.29 3.55
R(F) whole molecule b [%] 3.98 4.30 4.59
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M = Co / Ni / Cu / Zn
Pairs 8 9
a [136] b [135] a [137] b [138]
IUCr code ci6575 ci2197 ob6467 ci6692




Metal ion Ni2+ Co2+ Cu2+ Zn2+
Spin multiplicity 3 2, 4 2 1
Table 3.19: Structural formula and selected crystallographic and chemical information of pair 8
and 9.
In this case four isomorphous bis[4-bromo-2-(cyclohexyliminomethyl)phenolato]-complexes
of the 3d -metals cobalt(II), [135] nickel(II), [136] copper(II) [137] and zinc(II) [138] were investi-
gated. Their single crystal XRD data sets were all different from each other. In contrast
the unit cell constants for 8a and 8b are the same and for 9a and b they differ only by
0.2 % (see Table 3.20).
Table 3.20: Cell parameters in Å for pair 8 and 9.
cell a b c
8a 14.979(3) 13.609(3) 25.164(5)
8b 14.9790(10) 13.6090(10) 25.1640(10)
9a 14.9960(10) 13.5970(10) 25.156(2)
9b 14.9830(10) 13.5870(10) 25.143(2)
max. ∆ 0.017 0.022 0.021
max. ∆ [%] 0.1 0.2 0.1
Chemical reasoning The complex(es) crystallized in a tetrahedral coordination geom-
etry as a racemate in space group Pbca. At first sight it seemed very unlikely for all four
metal ions to crystallize in the same coordination despite the fact that they differ by up to
three electrons.
While zinc is commonly found in tetrahedral coordination geometry, copper usually forms
JT distorted octahedra or square planar complexes [151] if the ligands are weak field and thus
induce a small ligand-field splitting. But strong-field ligands, leading to a large ligand-field
splitting, as well as bulky ligands can prompt a more tetrahedral arrangement. Whereas
amines are strong field ligands, yielding a high ligand field splitting, the hydroxide anion
is a weak field ligand. Therefore, no clear conclusions could be derived concerning copper
from ligand field theory.
There is an example with a voluminous ligand [152] and distant bromide atoms as fifth
and sixth coordinating atoms that completed a JT distorted octahedron where the inner
ligating atoms’ arrangement resembled a tetrahedron. Regular tetrahedrons of copper(II)
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Table 3.21: Bond angles for pair 8 and 9 from the zinc model with aspherical scattering factors
for the whole molecule.
angle O1 Zn O2 N1 Zn N2 O1 Zn N1 O1 Zn N2 O2 Zn N1 O2 Zn N2
8a 119.65(11) 122.46(12) 93.74(11) 113.76(12) 113.81(12) 95.48(11)
8b 119.86(10) 122.42(11) 93.84(10) 113.71(10) 113.75(11) 95.36(10)
9a 119.94(10) 122.40(10) 93.66(10) 113.85(10) 113.74(10) 95.36(10)
9b 119.82(13) 122.47(13) 93.72(13) 113.93(13) 113.70(13) 95.30(13)
are not stable [151] due to the JT effect of the t2 orbitals. But looking at the bond angles
listed in Table 3.21 the tetrahedral coordination is not perfect in the complexes 8 and 9
either. No additional coordination contacts at longer distances are present in the structure
model, only hydrogen atoms at 3.02 Å and 3.71 Å distance, the closer one belonging to
the cyclohexyl group.
Since, according to Cinčić and Kaitner [153], Schiff -base ligands are known to form al-
most tetrahedral coordination geometries for copper(II), chemical reasoning alone could not
exclude copper(II) as the metal center.
Spin state The spin state of cobalt and nickel can be either high-spin as in tetrahedral
or low-spin as in square-planar geometries, since the coordination geometry is in between
tetrahedral and square-planar. DFT results show a preference of high spin for cobalt and
nickel in single-point energy calculations at experimental molecular geometries.
Figure 3.13: Comparison of R(F) for the refinements of the different metal atoms with different
ED models against the data sets of pairs 8 and 9.
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Refinement results Refinements with all four metals for each of the four data sets were
performed. For each data set cobalt fitted least well and nickel did not fit well either.
Copper and zinc yielded the best residuals. From experience with other structure pairs the
better fit of heavier atoms in the IAM, in spite of their formally positive charge, was a first
indication to the incorrectness of the lighter element.
Upon aspherical modeling of the ligands the cobalt and nickel models did not improve,
but those with copper and zinc did. Zinc improved the most which in the case of 8a and b
led to a lower R(F) for zinc than copper, since in the IAM both fitted almost equally well.
For 9a and b the formerly worse fitting zinc became almost as good as copper.
Inclusion of multipoles for the central atom in the models led to better modeling of the
ED throughout. For 8a and b zinc stayed the best fitting metal. The two data sets of 9
were less distinctive concerning copper and zinc. 9a and 9b behaved similarly as did 8a
and b. Considering the unit cell constants, pair 8 and 9 could still differ.
Considering isomorphism and geometrical aspects Bond lengths for bonds involv-
ing the metal atom do not differ significantly as shown in Table 3.22. Very few isostructural
Schiff -base complexes are known in the literature [153–155], especially none for zinc and cop-
per, rendering isomorphism of copper and zinc unlikely. Since two isostructural complexes
with only minor geometry changes (around 0.01 Å for bonds to nitrogen [154]) was found for
metals differing by two (cobalt and copper [154]) and three electrons (cobalt and zinc [153]),
copper could not be definitely excluded as a possibility here.
Table 3.22: Bond distances for pair 8 and 9 from the zinc model with aspherical scattering factors
for the whole molecule.
Zn(1) O(1) Zn(1) O(2) Zn(1) N(1) Zn(1) N(2)
8a 1.914(3) 1.913(3) 2.028(3) 2.023(3)
8b 1.913(2) 1.915(2) 2.025(3) 2.026(3)
9a 1.913(2) 1.916(2) 2.032(3) 2.031(3)
9b 1.914(3) 1.914(3) 2.029(3) 2.033(3)
Energy considerations In order to get a better idea if 9 contains copper or zinc the
geometry for the two complexes was optimized by the same DFT method as the single-point
calculation for acquiring the molecular ED. The gain in energy upon geometry relaxation
was bigger for copper comparing to both starting geometries from structure 8 and 9 (Table
3.236). Using this information, zinc theoretically fits better to the geometry determined by
refinement of the invariom models against the XRD data.
Conclusion In summary, refinement results show that structures 8a and 8b contain zinc
and definitely not cobalt or nickel as the metal center. For structure 9a and 9b data
6The results for starting from geometries b instead of the presented results for a yield even smaller
differences between data sets 8 and 9.
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Table 3.23: Comparison of single point SCF energies and those after geometry optimization for
pair 8 and 9 with copper and zinc.
Structure
8 9
Cu Zn Cu Zn
Starting geometry -8057.0633 -8195.9862 -8057.0629 -8195.9856
Optimized geometry -8057.0819 -8195.9933 -8057.0819 -8195.9933
Ratio 1.00000230 1.00000087 1.00000235 1.00000093
Change in % 0.00023% 0.00009% 0.00023% 0.00009%
Difference in au -0.0185 -0.0071 -0.0189 -0.0076
Change in kJ/mol -48.7 -18.6 -49.7 -20.0
quality was not high enough to distinguish between copper and zinc. Judging from the
refinement, cell parameter, bond angles and lengths comparisons, it was very likely that
both data sets for 9 contain the same element. In combination with what is known about
copper complexes and isomorphism the probability for 9 to also contain zinc is high. The
outcome of QM calculations confirmed this and led to a strong indication that zinc is the
metal center for all of the data sets.
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M = Ni / Cu
Pair 10
a [139] b [140]
IUCr code cf6444 is2046
CSD code TAQREJ ADIFID
CCDC No. 282269 613739
Space group C2/c
Peculiarity M on special position (2)
Coord. geom. tetrahedral
Metal ion Cu2+ Ni2+
Electron config. [Ar]4s03d9 [Ar]4s03d8
Spin multiplicity 2 3
Table 3.24: Structural formula and selected crystallographic and chemical information of pair 10.
Pair 10 is the second tetrahedral complex investigated and the metal is coordinated by
two chloride anions and two oxygen atoms, which are part of an almost completely planar
ligand. The complex with either nickel(II) [140] or copper(II) [139] crystallized with the metal
atom on a twofold rotation axis. The reflection data are identical, except for a lower
resolution of b; so only one metal can be correct.7
Chemical reasoning Past results and chemical knowledge implicate that nickel(II) is
more likely to be found in a tetrahedral coordination geometry than copper(II). There
have been cases of close-to-tetrahedral copper(II) complexes, [155,156] however, rendering
a tetrahedron a "commonly observed geometry" [10] for copper. Multidentate ligands or
counterions as in Cs2[CuCl4] [157] can promote at least pseudo-tetrahedral arrangements,
hence, copper is chemically possible.
Bond angles for the ’whole-molecule’ structure with nickel refined against dataset a are
shown in Table 3.258. The bond angles indicate a larger deviation from a square-planar
coordination geometry than from a tetrahedral one, but they neither belong to a perfect
tetrahedron.
Refinement results For this structure refinement results were not particularly good.
With R(F) higher than 6.5% for the higher resolution data set, the models had the worst
fit to the XRD data of all cases investigated. Only the fit for 3b was worse, but that was
due to several disordered water molecules. Here no real reason for the residual factor being
7Something else that came to attention when studying the compound was the placement of a double
bond at the nitrogen in the structural formula. As it is presented in the literature [139,140] there should at
least be a positive charge at the -NH=. A better representation of the structure is the formula depicted in
Table 3.24, since although the bond drawn as a double bond has a length of 1.42566 Å, which is shorter
than a common aromatic bond, the following bond to the nitrogen atom is even closer to a common
carbon-nitrogen double bond (1.29 Å [10]) with a length of 1.29 Å. Additionally, the carbon-oxygen bond is
with 1.297 Å definetly closer to a double bond (1.21 Å [10]) than a single bond (1.43 Å [10]).
8For atom labels see the ORTEP type plot in Appendix A, Figure 7.1
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Table 3.25: Selected bond angles from the final structure of pair 10.
Cl(1) - Ni(1) - Cl(1)_1 110.22(9)
Cl(1) - Ni(1) - O(1) 106.25(10)
Cl(1) - Ni(1) - O(1)_1 115.76(11)
O(1) - Ni(1) - O(1)_1 102.7(2)
so high was found. The highest difference density peaks were located around the metal
atom and since the residual density map was featureless besides the region around the metal
center, there was no disorder. The data is simply very noisy.
Still, an invariom refinement led to a more improved fit for copper than for nickel. The
inclusion of aspherical scattering factors for the coordination center had quite different
effects for set a and b, although they do not differ in the low order data. This raised the
question how accurately the inner data were determined. The fit to the data was best for
copper(II) in both cases, so that at this point copper seems the correct metal.
Since copper is not the likeliest element for this tetrahedral complex, IAM and invariom
refinements were also performed for zinc, resulting in a poorer fit than for copper.
Figure 3.14: Comparison of R(F) for the refinements of the different metal atoms with different
ED models against the two data sets of pair 10.
Results from theoretical investigation Since the crystallographic results did not agree
well with chemical intuition and the data quality is low, the relative energies of both com-
plexes were determined for atomic coordinates from the invariom refinements and geometry
optimized ones. The energy change upon geometry relaxation was identical for high-spin
nickel and cobalt, so that in this case only a slight preference of copper could be derived
from the experimental data. However, the trust in the XRD data of this compound is low.
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3.3.2.10 Pair 11: Azido[1-(isobutylaminomethyliminomethyl)-2-naphtholato]-
nickel(II)/copper(II)








a [141] b [142]
IUCr code su6164 sj2024
CSD code FEYXEN TEJMAX
CCDC No. 263585 608486
Space group Pbca
Peculiarity slight disorder of en ligand
Coord. geom. square planar
Metal ion Ni2+ Cu2+
Electron config. [Ar]4s03d8 [Ar]4s03d9
Spin multiplicity 3 2
Table 3.26: Structural formula and selected crystallographic and chemical information of pair 11.
For the azido[1-(isobutylaminomethyliminomethyl)-2-naphtholato] complex shown in Ta-
ble 3.26 two structures, one with nickel(II) [141] and one with copper(II) [142], are stored in the
CSD. Both are square-planar complexes with a slightly disordered ethylendiamine ligand.
The data sets are different from each other, but the unit cells are very similar (Table 3.27).
A comparison of bond lengths and angles (Table 3.28) did not reveal any significant differ-
ences between the two models refined against the different data sets either (see Figure 7.2
in Appendix A for atom names). Therefore, it is very likely that only one metal is correct.
Copper(II) is the more likely metal center for square-planar coordination geometries and in
this case the coordination geometry was not enforced by the ligand, since the azide could
move out of the plane.
Table 3.27: Cell parameters in Å for pair 11 a and b, both measured at 298(2) K.
a b c
a 7.5760(10) 13.300(2) 30.306(2)
b 7.5680(10) 13.3060(10) 30.280(2)
∆ [Å] 0.008 0.006 0.026
∆ [%] 0.1 0.04 0.8
Refinement results This structure pair was problematic due to its disordered ethylene
group. The second conformation of the disorder was populated by less than 5%, but it
hindered the correct element assignment from refinement results. The disorder could only
be modeled by several strong restraints in Shelxl, which could not be treated properly in
XD. Since the disorder accounted for less than one electron, aspherical refinements without
description of the disorder were attempted with XD.
However, hardly any improvement could be seen upon invariom modeling of the ligand
environment as illustrated in Figure 3.15. Although the model containing copper, which
was the poorer IAM model, improved more than the one with nickel, the latter remained
superior in fitting the XRD data. The same trend was observed for the aspherical modeling
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around the metal center. Since this part of the model is farther away from the disorder, the
improvement was stronger than for the invariom model. Again, the copper model improved
more than the nickel model, but the influence was not enough to show an obvious preference
for copper.
Figure 3.15: Comparison of R(F) for the refinement of the different metal atoms with different
ED models against the two data sets of pair 11.
Disorder clearly is a problem for aspherical model performance in distinguishing two
metals. Hence, this case presented an example for a limit of this method.
Overall, the two data sets behaved very similar during the different refinements, support-
ing the hypothesis that only one metal is correct. The trends of the refinements suggest
copper as the better model if the disorder would not damp improvement. Unfortunately,
the evidence based upon the diffraction data is not strong enough to prove one structure
as unambiguously correct.
Table 3.28: Selected bond lengths and angles from the final structures of 11 a and b.
a b
Ni(1) - O(1) 1.8195(17) Cu(1) - O(1) 1.8193(17)
Ni(1) - N(1) 1.846(2) Cu(1) - N(1) 1.845(2)
Ni(1) - N(2) 1.958(2) Cu(1) - N(2) 1.959(2)
Ni(1) - N(3) 1.905(2) Cu(1) - N(3) 1.905(2
O(1) - Ni(1) - N(1) 93.85(9) O(1) - Cu(1) - N(1) 93.90(9)
O(1) - Ni(1) - N(2) 178.90(9) O(1) - Cu(1) - N(2) 178.83(9)
O(1) - Ni(1) - N(3) 89.50(9) O(1) - Cu(1) - N(3) 89.46(9)
N(1) - Ni(1) - N(2) 87.05(9) N(1) - Cu(1) - N(2) 87.03(9)
N(1) - Ni(1) - N(3) 176.12(10) N(1) - Cu(1) - N(3) 176.12(10)
N(2) - Ni(1) - N(3) 89.57(10) N(2) - Cu(1) - N(3) 89.59(10)
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3.4 Summary and perspective
In summary, eleven pairs of crystal structures of coordination compounds were modeled
by aspherical scattering factors to identify the correct metal atom. In seven cases the
identification from a fit to XRD data was successful and a definite result was obtained.
Limitations of the invariom-like approach were explored by investigations of three more
difficult structures. Data quality does not have to be excellent, since for all successful
cases room temperature measurements were sufficient. In case of very noisy data, however,
results are not definite enough to compete with chemical probability, as in the case of pair
10: the result from the fit to XRD data suggested copper(II) for a tetrahedral complex,
but since the data quality was low, only a direction for further inquiries was suggested.
Case 11 showed the limits concerning disorder: the compound was too disordered in the
crystal to use the diffraction data as evidence.
Lastly, for the quartet of similar structures, two of the four metals could be excluded
by evaluating the fit of the models to the data. For two of those structures zinc could be
identified as correct, but for the remaining two the final suggestion for the correct metal was
derived from energy considerations, by comparing the changes in energy upon relaxation of
the crystal geometry. Similar to case 10 data quality was a slightly limiting factor.
Table 3.29 summarizes the results for the different coordination geometries.
In conclusion, it was demonstrated that invarioms are a helpful tool to identify the correct
metal atom in structures of at least moderate data quality and resolution9. In contrast,
the information of an IAM refinement was usually not enough for the differentiation of the
metals. Creating and using aspherical scattering factors for the whole molecule, including
the metal center, could increase the model quality further, but it was seldom necessary for
identification of the metal atom.
Therefore, future investigations of dubious structure pairs should employ scattering fac-
tors from the invariom database for the ligand. Only in cases where the results are not
sufficiently convincing, treatment of the whole molecule with aspherical scattering factors
would be worth the extra effort. An example for such a case, in which almost no improve-
ment was observed upon invariom modeling is case 6b. In most cases, however, invariom
modeling should improve the model enough to distinguish between two metal atoms.
9of around 0.83 Å.
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4 Invariom point charges
Many parts of this chapter were published as a scientific article in ChemPhysChem, therefore
several pictures are reprinted with permission from Wiley and most content is similar to the
one in the publication. [100]
4.1 Introduction
4.1.1 Motivation
This chapter reports the development, application and validation of look-up point charges
for reproducing the electrostatic potential (ESP) of molecules. In computational chem-
istry, modeling and medicinal chemistry the molecular ESP has become an established
tool. [158–161]
Look-up point charges should be transferable between atoms of the same local chemical
environment in different molecules. This work relies on the invariom criteria for classification
of transferable atom-types. [80,81] The collection of geometry-optimized model compounds
within the invariom database, invariom notation and empirical transferability rules of the
invariom formalism are the foundation for the development of these look-up point charges.
This project’s aim is to get one step closer to fully automate force-field parameterization
for molecular dynamics (MD) [101] simulations of organic molecules. Such MD simulations
could for example allow a correct inclusion of disorder in crystallographic model refinement.
An example of rotational disorder that would benefit from such modeling can be found
in the literature. [162] Platon’s ’squeeze’ [163] procedure is currently regularly applied for
modeling disorder, but models based on more information are preferable. Hence there is a
strong motivation to incorporate MD results in crystal structure models. This overall goal
is the reason for the development of transferable invariom point charges that reproduce the
molecular ESP.
These new transferable point charges will be applied to and validated for nineteen an-
giogenesis inhibitor molecules, which are test cases of broader pharmaceutical relevance.
Their Lewis-structures are displayed in Table 4.1 and they show the wide variety of func-
tional groups included, which makes the molecules a suitable test set.
Towards the end of this work a way to rapidly obtain a graphical representation of a
molecular ESPs based on the invariom charges assigned will be described for atomic models
from structural data. During this procedure, which involves point-charge assignment, it is
necessary to modify the bond distances to hydrogen atoms, if the source of the atomic co-
ordinates is a crystal structure model. Although single-crystal XRD usually provides atomic
positions very well, those of hydrogen atoms deviate systematically from the theoretical
ones and positions from neutron diffraction. [164] Models from invariom multipole and Hir-
shfeld -atom refinements are exceptions to this. [44,45,88] A program for quickly calculating
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the molecular ESP and generating a rapid and informative visualization, starting from a pqr
file1 is presented. Its source code relies on that of MolecoolQt. [40]
4.1.2 Test set of angiogenesis inhibitor molecules
As a test set for validating the invariom point-charge procedure, 19 angiogenesis inhibitors
were chosen, due to their wide variation of functional groups. They are displayed in Table
4.1.
Angiogenesis inhibitors prevent blood vessel growth and since cancer cells multiply at
a faster speed than normal cells, they are good candidates for possible anti-cancer drug
molecules. [165] Usually the angiogenesis inhibitor drug has to be combined with other
chemotherapeutic drugs that can actually kill and not only limit growth of tumor cells.
For treatment of different types of cancer a variety of substances have been developed.
Their mechanisms of action fall into different classes. Two big categories can be distin-
guished: monoclonal antibodies like the popular drug bevacizumab and smaller organic
molecules. In this study the focus was on small-molecule inhibitors that prevent func-
tioning of vascular-endothelial growth factor receptor tyrosin kinase. [166] The reason why
monoclonal antibodies were avoided was their size, which rendered them unsuitable for
performing quantum chemical computations and thus the procedures used for validation of
the developed point charges.
4.1.3 Point charges
Atomic charges in a molecule are not a clearly defined property. [167] Nevertheless, atomic
point charges are a widely used concept in chemically or biologically motivated computa-
tional modeling. This is mostly due to their ease of use and conceptual simplicity.
Bader charges [18] are one of the most rigorously defined atomic charges in quantum
chemistry. They are not as basis-set dependent as Mulliken charges, [168,169] an advantage
shared by charges from natural population analysis. [170] Alternatively, Hirshfeld partition-
ing [41] is an equally elegant way of obtaining charges. However, the disadvantage of all
these approaches lies in the requirement of having a molecular EDD available. Ususally
the source of the EDD is a QM calculation except for Bader charges. Like Monopole-κ
charges, Bader charges can be derived from XRD experiments and have therefore found
use in crystallography. [171]
Several procedures [172–176] have been established to obtain atomic point charges for force-
field parametrization. They are efficient, well-tested and robust. Alongside other force-field
parameters those charges have been used for molecular mechanics and dynamics simula-
tions, in programs like amber [177], charmm [178] and gromacs. [179] Such point charges,
however, still require at least a semi-empirical computation of the whole molecule of inter-
est if it is not a common amino acid, nucleotide, carbohydrate or lipid. Thus the size of
systems that are possible to study is limited. Partitioning a system into smaller fragments
more amenable to computation is required as soon as systems become larger (>150 atoms),
e.g. metalloproteins or supramolecular structure assemblies.
1pqr files are similar in format to protein database files, [5] but the column of site occupancy factors is
replaced by atomic charges; the column with the Wilson B factor contains the van-der-Waals radii.
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Table 4.1: Overview of small-molecule angiogenesis inhibitors used as test-set. API stands for
active pharmaceutical ingredient. c© reprinted with permission from Wiley.







































































































































































4 Invariom point charges
Therefore a look-up table of atomic point charges fitted to a molecular ESP [173] (Section
4.1.3.1) was recently developed. [180] Look-up tables offer direct access to charges, thus
reducing computing time and overcoming the limitation in the size of a system. This
general idea of the Transferable Partial Atomic Charge Model (TPACM4) is followed, but
not the procedural details. Atomic point charges derived according to Merz and Kolman
[181]
(MK) from a fit to the ESP of the model compounds in the generalized invariom database
[81]
are presented here.
4.1.3.1 Point charges for force-field applications
The parameter set ’amberff’
[182]
provides very specific charges for peptides, sugars and
nucleotides for the popular molecular dynamics program amber.
[177]
The same applies to
the charmm additive all-atom force field [178] which additionally contains parameters for
lipids. [183] Charges for unparameterized compounds can be computed by several suggested
procedures:
• An established way is the computation of RESP
[173]
charges. It is the same method
which was applied for the parameterization of ’amberff’. A HF/6-31G(d) quantum
chemical computation is required for the complete target molecule, followed by a
calculation of the molecular ESP from the obtained wave function. The atomic
point charges are then fitted to reproduce this ESP by a restrained least-squares
algorithm. The restraints ensure that the inner, less well defined atomic charges
stay close to neutral. After the quantum-mechanics program has calculated the ESP
from the wave function, the program Antechamber [184] can fit the RESP charges,
while the unrestrained MK method [181,185] is implemented in many programs, e.g. in
gaussian09 [103]. The disadvantage of this approach is the computation and time
demand for the study of large molecules.2
• Bond-Charge Correction (BCC) is a semi-empirical method introduced by Bayly et
al.
[176]





via scaling by bond-charge correction
factors from a table. They are designed to reproduce the RESP charges at a lower
computational cost.3
• The general amber force field (GAFF)
[191]
mainly provides all other force field pa-
rameters, because its use for charges has been superseded by the two methods above.
The computing time required for those two options depends on molecular size. In the inter-
est of procedure speed up, the look-up table TPACM4 for RESP charges was developed.
[180]
Its implementation is similar to the website of pdb2pqr.
[192,193]
Both work on a web server
that converts a pdb file, into a pqr file. Typically the molecules for TPACM4 are organic.
Another database designed to store RESP and MK point charges is REDDB.
[194]
Differently
to other methods described above, the main purpose of REDDB is just the storage and not
2HF as well as DFT methods asymptotically scale as order N2 for large systems with N being the
number of basis functions. [186]
3Semi-empirical methods are in general a thousand times faster than DFT, but still "several orders of
magnitude slower than molecular-mechanics treatments". [190]
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assignment of atomic point charges to atoms in a molecule of biological interest. Moreover,
it contains less than 200 molecules and fragments as of September 2016. [195]
4.1.3.2 ESP-reproducing point charges in crystallography
One of the main goals of crystallography is, to provide structure models with accurate atomic
coordinates. Once this is achieved, understanding inter- and intramolecular interactions
within the crystal lattice often is the new focus of interest. In small-molecule structure
models4 such an interaction analysis is based on geometric criteria. Adding electrostatic
information is logically the next step, since electrostatic forces have a longer range than
van-der-Waals interactions. Therefore, electrostatic complementarity is discussed in several
studies
[196–199]
and it would be very useful to facilitate rapid access to ESPs for models from
single-crystal X-ray structure determination.
The ESP is frequently discussed in the context of recognition processes involving biolog-
ical macromolecules. [197,200–202] There are several charge sets and programs that calculate
and/or display the molecular ESP for these structures.
Point charges in macromolecular crystallography
The ESP generated by the apbs [203] plug-in to pymol [204] is discussed often for pro-
tein structures. The charges apbs reads have usually been assigned by the program
pdb2pqr [192,193] and are communicated via a pqr file. In pdb2pqr users can specify
different charges to be assigned: parse [205,206], amber [182], charmm [178], peoepb [207],
swanson [208] and tyl06 [209]. In spite of this flexibility only charges for nucleic acids and
proteins can be assigned automatically. Otherwise a file (mol2 format) which includes the
atomic point charges has to be supplied.
coot [210] and ccp4mg [211] contain functions to assign atomic charges for standard
proteins and nucleic acids as well. They can also map an ESP onto a molecular surface
(a graphical overview is given in Figure 4.1). Regrettably, with respect to charges, neither
pdb2pqr nor the ccp4 programs [212] or coot cover charges for small-molecules such as
ligands, co-factors or other pharmaceutically active molecules.
ESP modeling in charge density
Charge density is worth special mention [24], since this branch of crystallography focuses on
modeling the molecular charge-density distribution that best fits high-resolution5 XRD data.
Thus the subsequent ESP can be obtained from comparably demanding experiments [214]
and least-squares refinements [50,51] of multipole populations. However, minor disorder can
already lead to misleading results. [79] Therefore, accurate ESPs can only be obtained for
non-disordered crystal structures. Moreover, attention should be given to possible additional
polarization for molecules in a crystal compared to their gas-phase counterparts. [215,216]
4from data with a resolution of d ≈ 0.83 Å or sin θ/λ ≈ 0.6 Å−1
5d ≤ 0.5 Å or sinΘ/λ ≥ 1.0 Å
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Figure 4.1: Overview of ways to an ESP mapped on a molecular surface for trialanine. Blue boxes
indicate file formats and ellipsoids programs. * symbolizes a Poisson-Boltzmann potential [213] that
models solvents and ions in the peripherie instead of an isolated molecule. The different ESP were
generated as follows: a) Invariom point charges via APD-Toolkit on a VDW·1.5 surface in
esp_mcq, b) AM1-BCC charges from Antechamber on a VDW·1.5 surface in esp_mcq, c)
Invariom point charges on a solvent accessible surface in Jmol, d) Invariom point charges on a
VDW+2.4 Å surface in Jmol, e) Invariom point charges on a normal surface in apbs in Pymol,
f) TPACM4 charges on a normal surface in apbs in Pymol, g) Amberff charges via pdb2pqr
on the deafault surface in apbs (Pymol) different protonation, h) Invariom point charges on a
solvent excluded surface in Chimera.
More sophisticated methods to study interactions in a crystal [217–219] have become avail-
able in computational crystallography. Both require QM wave functions and thus consid-
erable expertise. In contrast, a molecular ESP can easily be generated from atomic point
charges, which should be more useful for a broader group of scientists.
Invariom point charge project
Therefore, this project’s overall aim is :
1. introducing a database of ’invariom point charges’ that reproduce the ESP obtained
from gas-phase quantum mechanics,
2. reporting validation and application of these atomic charges by a comparative study
for a test set of angiogenesis inhibitor molecules, and
3. providing a tool that allows assignment of these charges to molecules with atomic




4.2.1 Invariom point charges
4.2.1.1 Atomic point charges from invariom-database model compounds
Invariom point charges are derived from the invariom database of currently around 2000
small organic model compounds. Each one of these molecules has been geometrically opti-
mized with the program gaussian09
[103]
by applying the M06 [104] DFT functional and the
def2TZVP
[104,106]
basis set. The MK charge fitting implementation in gaussian09 yielded
the atomic point charges for each model compound. The charges of those atoms sharing
the same invariom name within the database were averaged. Compared to the alternative of
transferring the charges from one model compound only as is done for invariom scattering
factors, transferability of MK point charges improved considerably upon averaging.
Averaging charges
This transferability improvement upon averaging of the MK point charges has its cause
in the strong influence of conformational variation on the MK charges. For generating
scattering factors averaging is not necessary in the invariom database, since their indepen-
dence of molecular conformation [56] and transferability have been shown on many occa-
sions. [61,65,69,71,79,88,93–97]
Database averaging is disadvantageous, since addition of new model compounds causes
small changes to previous entries in the attribute databases. However, usually these changes
are negligible and will lead to a continuous improvement of the database, since either
redundancy is increased or new entries are provided.
Another scattering-factor database, the University of Buffalo Database, UBDB
[76]
, aver-
ages also the multipole populations it provides. Since it is otherwise similar to the invariom
scattering factor database it could also be evaluated for the transfer of point charges. For
experimental scattering-factor databases
[58]
point charges are not as easily derived, because
the tools for fitting charges to the molecular ESP from experiment are missing. Additionally,
the charges would be influenced by polarization due to crystal effects.
Alternative invariom names
In the process of developing and validating the invariom assignment for the MK charges,
invariom names were improved by the generation of alternative names via variation of the
threshold criteria. This change increased the number of chemical environments that are
similar and therefore averaged. Hence, more atomic point charges have the same invariom
name and contribute to one mean invariom point-charge. Furthermore, many formerly
missing entries are added to the database.
Invariom classification for bond distances close to threshold values of the bond-distingui-
shing parameter χ
[91]
is treated flexibly, but charges associated to atoms of such ambivalent
cases get a lower weight during averaging (see Figure 4.2). The assignment of a different
bond order has the potential to create an invariom not present in the database yet, thus
the database becomes more complete (by 562 additional invariom names at the time of
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Figure 4.2: Schematic illustration of alternative invariom names and their influence on averaging
of point charges. The exemplary bond distinguishing parameter
[91]
shown is assigned a weight of
two thirds for the invariom with a bond order (BO) of 1.5, and one third for the invariom with a
bond order of two. c© reprinted with permission from Wiley.
development). Hence the new alternative invariom names, which are also looked up if an
invariom is missing for a molecule under study, result in a more robust charge assignment.
4.2.1.2 Correction for electroneutrality and treatment of ionic compounds
Since the sum of point charges transferred from other molecules might deviate slightly from
electroneutrality, they need correction after transfer to the molecule of interest. If molecules
within a crystal structure model can be assumed to be neutral (e.g. when the protonation
state suggests a non-ionic form or the crystal contains only one molecule), each molecule
in the asymmetric unit is set to be neutral6. An average difference is added to each atom’s
charge7 to ensure the correct molecular charge.
In order to model ionic compounds, molecular charges can be targeted
[97]
instead of
electroneutrality. Knowing the ’real’ molecular charge within a crystal of molecular ions
is not straight forward. In the common case where only atomic coordinates are available,
the practical solution for a chemist is to assume only charge transfer of whole electrons.
This approximation is rather crude, but agrees with chemical intuition and has crystallo-
graphically been shown to yield good results for single crystal XRD of organic molecules.
[97]
Charge transfer is discussed and investigated further in Section 4.3.5.3. ’True’ molecular
charges require more thorough studies: either experimental charge density or theoretical
computations that take crystal packing into account.
4.2.1.3 Hydrogen-atom treatment
The treatment of hydrogen atoms is important for reproducing molecular ESPs, since they
are often close to the molecular periphery where the ESP has the highest relevance. Small
6If not mentioned otherwise, in this chapter of the thesis neutral compounds are discussed.
7While the suggestion for the correction of scattering factors is based on the low X-ray scattering power
of hydrogen atoms, so that only adjusting hydrogen-atom charges is recommended, the case is opposite
for reproducing ESPs where hydrogen-atom charges are crucial.
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changes in hydrogen-atom charges are, therefore, highly relevant when computing molecular
ESPs. The influence is discussed in more detail in Section 4.3.4.1 by randomly disturbing
hydrogen or non-hydrogen atom charges. Due to the importance of hydrogen-atom charges
the existing empirical rules of transferability have been improved.
In XRD, where the empirical transferability rules originate from, the role of hydrogen
atoms is less crucial than for reproducing molecular ESP, because hydrogen atoms have the
lowest X-ray scattering contribution of all elements. [220] Although next-nearest neighbors are
part of most hydrogen invariom names, it is possible to increase the degree of classification
without increasing the number of required model compounds as discussed in Section 4.3.3.2.
For scattering factors this has not been necessary, since the fit of diffraction data is good
already, but for charges a higher degree of classification could be beneficial.
Another indirect hydrogen atom related topic that is relevant for comparing ESPs when
atomic coordinates are determined by XRD is the choice of exact hydrogen-atom positions,
in particular their bond distances8 Hydrogen-atom bond distances need elongation to the-
oretical bond lengths when they are obtained from XRD, since they are around 10% too
short in the IAM. [114]
An established method [95] is the application of distances from geometry-optimized model
compounds of the invariom database assigned via the invariom name. [81] In contrast to
bond distances from neutron diffraction [114] this is preferable, because neutron distances are
unavailable for many chemical environments and are challenging to acquire in such cases
while extension of the invariom database is easier and faster than a neutron diffraction
experiment.
4.2.2 Electrostatic potential
4.2.2.1 Procedures to compare molecular ESPs
A qualitative way of assessing negative and positive regions of an ESP is by visualization.
In such representations the ESP is mapped via a color code to a molecular surface. Global
numerical indicators describing ESPs are provided by Politzer analysis [223], which can yield
further insight if similar molecules are investigated. The figures of merit, RMS (root-mean
square difference, Eq. 4.1) and RRMS (relative root-mean square difference, Eq. 4.2), have
been developed alongside the RESP fitting algorithm [173,224] as an quality indicator for the




































where m represents the number of grid points and n the number of atoms in a molecule,
V 0i is the reference ESP and V
c
i the ESP of interest at grid point i . These two indicators
8For angles between hydrogen atoms models with positions calculated on the basis of shelxl, [221]
yielded surprisingly good results for the crystallographic R-factor when considering experimental diffraction
data. Theoretically this holds true, too, when comparing the change in single-point energies, including
results for structures from neutron diffraction. [222]
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were also applied during this project to allow quantitative analysis.
Since the RMS sums over all grid points and divides by the number of atoms, the value
depends on the number of grid points considered. The RRMS, however, is independent
from grid settings and molecular size. The RMS is not directly correlated with the number
of atoms, but the number of grid points considered per atom is higher for small molecules
than for large ones. Hence, the RMS can only be applied to compare different potentials of
the same grid characteristics and molecular structure, and the RRMS has a broader range
of application in comparison of different molecules. While RRMS is dimensionless, the RMS
has the unit of the property described by the grid.
The program used for calculation of ESP grids writes out cubic grid files, but grid points in
close proximity to the atoms are not of particular interest and would complicate summation
due to their relatively high values. Therefore, only those grid points farther than a certain
distance to the atoms in a molecule are considered for calculation of RMS and RRMS.
[169,224]
Grid points beyond a certain distance to the molecule do not add to the information that is
already stored in those grid points closer to the molecule, thus also an upper distance limit
is applied, leaving a molecular envelop of points evaluated as illustrated in Figure 4.3.
Figure 4.3: Molecular envelop of grid points
for the evaluation of RMS and RRMS. c©
reprinted with permission from Wiley.
No routines for computing RMS, RRMS and
selecting relevant grid points were available for
the XD grid file format. Therefore the program
moliso, [225] which could already read the cor-






2/n for those grid points in a
shell around the molecule. A schematic repre-
sentation of how the program works is given in
Appendix B (Figure 7.3). According to recom-
mendations from literature [224] only grid points
within 1.4 to 2.0 times the van-der-Waals ra-
dius of a molecule are considered in the summa-
tion. The addgrid utility of the XD package





which then could be read by the locally modified
moliso in order to compute the RRMS.
If not stated otherwise, the reference ESP, V 0i , was generated from MK charges fitted
to the ESP from the wave function of the complete molecule (realMK). These realMK
charges are assumed to yield the best molecular ESP possible by an atomic point-charge
model. Thus they were referenced to, when different potentials V ci were compared. Atomic
coordinates for the test-set molecules were obtained by DFT gas-phase optimizations
(B3LYP/6-31G(d) [226,227] with gaussian09 [103]) for the validations reported later.
4.2.2.2 Computational details of ESP calculation
In this work ESPs were, if not mentioned otherwise, calculated via the method implemented
in the program xdprop [228], which is part of the XD suite9. [12] For all these calculations
9The program is intended for application with the multipole formalism, thus point charges were con-
verted to monopole populations fixing the κ-value to 1.0.
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cubic grids with a point separation of 0.3 Å were chosen, because RMS values (see Section
4.2.2.1) depend on grid spacing as well as size and this setting allowed generation of a
grid point density similar to the one used by Jakalian et al. [176] Visualization of ESPs was
obtained by color mapping onto an ED isosurface by using the program MolecoolQt. [40]
For the purpose of comparing ESPs for different sets of charges, the same isosurfaces of
ED were obtained from the same IAM in which hydrogen atom positions had been adjusted
to theoretical positions if necessary.
4.2.2.3 A convenient procedure to get from atomic coordinates to an ESP
With the tools provided in the project an ESP can be mapped on a molecular surface of a
model e.g. provided by conventional single crystal XRD within seconds. For a very fast route
to display such an ESP coming directly from a crystallographic least-squares refinement the
program Shelxle
[229]
can be configured to call APD-Toolkit
[230]
and esp_mcq as an
external program. The first one will assign charges and write them to a pqr file. Then the
program esp_mcq, developed during this thesis (Section 4.2.3.2), or other programs as
displayed in Figure 4.1 can read this pqr file, calculate the molecular ESP and map it to
a van-der-Waals-like surface10. In esp_mcq, users are allowed to specify their preferred
colors, a factor for the van-der-Waals radii determining the distance of the surface to the
atomic centers and optionally minimum and maximum of the ESP can be fixed for the color
code. For solvent-accessible or hard sphere surfaces Jmol [231] provides an alternative quick
way to a representation of the ESP.
4.2.3 Programs for application
4.2.3.1 Automating the invariom-point-charge procedure: InvariomTool versus
APD-Toolkit
In order to automatically assign charges to atoms in a molecule of interest, there are several
prerequisites and steps required:
• For all molecules in the invariom database:
– MK charges have to be derived for each atom (Chapter 2).
– Each atom has to be classified by an invariom name.
– Invariom names need to be matched with atomic charges for all atoms.
• Charges from all atoms of the database that have the same invariom name are to
be averaged. Before discovering averaging as beneficial, invariom names had to be
mapped to a specific model compound instead.
• For the molecule of interest:
– Each atom has to be classified by an invariom name.
– The transferred charges have to be adjusted in order to obtain a neutral molecule.
10The surface is only similar to a van-der-Waals surface, because boundaries between two or more in
principle hard spheres are smoothed. Thus the surface appears more like an isosurface of ED.
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Only the last block of functionality has to be performed by the user. All other steps
are for generating the charge database only. Therefore, they could be accomplished by
platform dependent programs and scripts. Every step from the first two points not related
to invariom classification was performed by bash [232] scripts, using awk [233] for averaging.
Invariom classification had been implemented in three different tools already: Invariom-
Tool [91], MolecoolQt [40] and APD-Toolkit [230]. While all atoms of the database
already have an invariom name assigned by InvariomTool, extension of APD-Toolkit
was easier and had the advantage of already incorporating some improved classification.
However, it was crucial to have the same invariom classification in all the steps related to
charges. Therefore, invariom names for the atoms in the database had to be redetermined
with APD-Toolkit. Although differences between invarioms from APD-Toolkit and
InvariomTool were only minor, procedures became much more robust upon sticking to
one of the programs.
Differences between APD-Toolkit and InvariomTool included a different charac-
ter for bonds of the order 1.5, a more consequent ordering of ligands according to bond
order in APD-Toolkit and recognition of four-membered rings by APD-Toolkit. Ad-
ditionally, APD-Toolkit can handle alternative invariom names automatically, which
is a big advantage for the charge database, so that the advantage of InvariomTool
concerning the differentiation of planar and non-planar nitrogen atoms was outperformed.
Discrimination between ’R ’ and ’S ’ configuration missing in APD-Toolkit is not nec-
essary for isotropic properties anyway. Therefore, APD-Toolkit was applied in all steps
for invariom classification in this project.11
The first attempts of combining invariom names from the different programs provided
valuable information about possible improvements of both programs. Since differences were
found regularly, invariom classification in APD-Toolkit was adjusted by Jens Lübben,
whenever necessary. Thereby, APD-Toolkit became simultaneously more reliable for its
main purpose of assigning hydrogen ADP.
In the end, several functionalities were added to APD-Toolkit, of which only two
plug-ins developed during this thesis were relevant for charge assignment by users:
resp This plug-in reads the atomic coordinates from files in XD format and writes a file
called xd.resp.inp in the format of xd.res in which the monopole populations were
adjusted to model the transferred charges. It was used for the validation presented
in this thesis.
pqr This plug-in reads pdb, cif or Shelx res/ins files and writes a file in pqr format,
requiring also the assignment of radii [234] according to the elements.
In both procedures molecules are assumed to be neutral and the charges are corrected
automatically after charge transfer to yield neutral molecules. Molecular charges can in
both cases be set by the keyword ’charged ’ which triggers the program to ask for the
charges of each molecule in the asymmetric unit.
Additional functions facilitated the conversion of MK charges for a given molecule to XD
files, but were only intended for the validation study presented in the following sections.




4.2.3.2 A program for calculating and visualizing molecular ESPs
(ESP_MCQ)
Once charges are assigned to a compound, the focus shifts to visualizing the result. The
programs available for mapping an ESP to a molecular surface as shown in Figure 4.1 are
mostly designed for macromolecules. Hence they are dedicated to display a big amount of
atoms at once, so surface styles are quite different from what is used for visualization of
small molecule potentials by charge-density researchers. In addition to the kind of surface
displayed, the way the potential is calculated differs considerably.
(a) mapGrid (b) isoGrid
Figure 4.4: Schematic grid fillings within esp_mcq.
With the aim of displaying molecular ESP as nicely as MolecoolQt [40] does when
supplied with ESP and ED grid files calculated by xdprop, esp_mcq was developed.
ESP visualization by MolecoolQt or Moliso is only accessible to researchers capable
of handling XD. Invariom point charges do not require this knowledge and should therefore
grant direct access to a map of the ESP. In order to benefit from work already done by
Christian Hübschle, his code of MolecoolQt revision 431 for graphical representation,
preferences and options was used as the basis for the new program, esp_mcq. Thus, all
the new functions were written in the same language as the original program: C, C++ and
Qt4.8.
The program parts responsible for graphical display expect two cubic grids; one with the
property to map (mapGrid) and the other one with the property which determines together
with the isolevel the surface to be drawn (isoGrid). In the end only the value of mapGrid
points close to the surface are relevant for the display. Therefore, the potential has only
to be calculated for a small part of the grid (see Figure 4.4a). This saves time and is,
in addition to the simple potential form, responsible for the increased speed compared to
calculations with xdprop. The potential for those points of the map grid that are relevant








which yields the potential in units of e/Å3 for a grid point i .
This leaves the isoGrid, usually an ED grid, to be set. The surface is drawn at a certain
isolevel that can be specified. In order to quickly supply a grid resembling an ED grid, every
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point within a certain distance to the atoms is set to one and all other grid points are set
to zero as outlined in Figure 4.4b. This very simple procedure did not yield nice surfaces
since gradients for calculating the surface normals had discontinuous directions. Hence the
step from zero to one was substituted by a linear function of the distance to an atom as
shown in Figure 4.5.
Figure 4.5: Quick method for filling the ED grid in order to map a property to a molecular surface
and the smooth intersection between overlapping atoms.
This gradient has the additional advantage of smoothing the surface in areas where two
hard spheres would create a hard line of intersecting spheres. By adding the EDDs of several
atoms without dividing by the number of atoms contributing to the ED at one point the
surface resembles an isosurface more than a model of hard spheres (see right side of Figure
4.5).
Grid dimensioning
The most challenging task was to set-up the grid in such a way that it encloses the complete
molecule but is not unnecessarily large. The developed process runs through the following
steps:
1. Determination of a molecule’s geometrical midpoint (or of another entity given in the
file).
2. Determination of the maximum distance between two atoms of the molecule and
addition of six Å.
3. a) Reading the grid-point separation requested by the user, to determine the num-
ber of grid points in each direction.
b) Calculating the coordinates of the grid origin within the crystal lattice by sub-
tracting half of the diagonal from the vector to the molecule’s midpoint.
c) Calculation of atomic coordinates relative to the new grid.
4. Filling of isoGrid and mapGrid.
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4.3 Experiments and Results
4.3.1 Improving classification of O2c, the example of three
homotripeptides
4.3.1.1 Aim and setup
Among the first experiments with invariom point charges were ESP comparisons for three
homotripeptides. The ESPs for trialanine, triasparagine and tritryptophane were generated
by three different sets of charges:
1. MK charges fitted to the ESP derived from the wave function of the whole molecule
(realMK),
2. invariom point charges (assigned MK charges from model compounds),
3. amberff98 charges for a specific neutral amino acid.
At this stage automation of charge assignment was still to come and the whole experi-
ment should only show if transfer of MK charges from invariom model compounds could
in principle lead to satisfying results. Therefore, only qualitative analysis of graphical ESP
representations was performed and charges were transferred from invariom model com-
pounds without averaging over the whole database. Atomic coordinates came from a DFT
geometry optimization with gaussian09 [235] and the ED for surface generation was always
derived from the IAM projected on the theoretical density.
If the ESPs from invariom point charges are close to those of the MK charges of the whole
molecule, automation and more extensive studies would be goals worthwhile pursuing. The
ESPs calculated from the amberff charges set a reference for a satisfying similarity, so that
the ESPs from invariom point charges should not deviate stronger from the ’whole-molecule’
ESP than the one from amberff point charges.
4.3.1.2 Results
The ESPs for the three tripeptides are shown in Figure 4.6 for each of the charge sets
tested. The results for the invariom transferred MK charges did not agree very well with
those from charges fitted to the whole molecule, but compared to the difference between
the whole molecule ESP and the ESP from the amberff charges, which are widely used for
molecular dynamics simulations in biology, the difference to the whole molecule MK charges
seemed within the limit of what can be used in simulations.
An interesting observation during manual transfer of invariom point charges was that
formaldehyde served as model compound for all double bonded oxygen atoms. The origin
for this was the very short invariom name of O2c for those oxygen atoms. Consideration
of next-nearest neighbor atoms (NNN) significantly affects the charge of carbonyl oxygen
atoms. The improvement due to a finer classification became apparent upon comparison
of ESP from charges assigned on the basis of the short names as shown in Figure 4.7 and
the longer invariom names (O2c[NNN]) as displayed in the middle of Figure 4.6.
As discussed in Section 2.2.3 this stronger differentiation for O2c and O2n also improves
assignment of scattering factors, although the improvement is less pronounced for figures
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Figure 4.6: ESP derived from different point charges mapped to a van-der-Waals like isosurface at
an ED of 0.0067 e/Å3 with MolecoolQt [40]. The color code extremes were fixed to±0.25 e/Åε.
The molecules investigated were a) triasparagine, b) tritryptophane and c) trialanine.
Figure 4.7: ESP derived from invar-
iom point charges of tri-L-tryptophane
when all three double bonded oxygen
atom charges had been transferred from
formaldehyde as suggested by the invar-
iom name O2c, instead of O2c[NNN].
of merit after refinement than for the difference in ESP from differently assigned point
charges.
Result from Politzer analysis [223] of each ESP (Table 7.6 in Appendix B) confirmed
the insight from visual impression. Depending on the molecule, invariom point charges
compared as well to the ’whole molecule’ MK charges as the amberff98 charges.
Dipoles derived from the charges of the three homotripeptides were additionally calculated
with the program xdprop. Those dipole moments derived from the charges fitted to the
ESP of the whole molecule were better reproduced by the invariom point charges for each
of the molecules than by the amberff charges (Table 7.7 in Appendix B).
Overall, this led to the conclusion that in principle point charges should be transferable
from the invariom database. Hence, it was decided to automate and carry out a more
extensive and quantitative study with more molecules.
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4.3.2 Internal self-consistency test
4.3.2.1 Aim and setup
The first test with the nineteen inhibitor molecules was aimed at providing a reference for the
upper limit of quality for invariom point charge transfer and at helping to identify problems
with the automated procedure. Therefore, point charges fitted to the molecular ESP of
one specific molecule were merged if they contained the same invariom name (as discussed
in Section 4.3.2.2). Subsequent charge reassignment via invarioms, ESP calculation and
RRMS evaluation were carried out for several basis sets and different ways of classifying
hydrogen atoms. The assessment concerned A) individual point-charge comparisons for
two molecules and B) ESP evaluation for the complete test set of nineteen angiogenesis
inhibitors described in Section 4.1.2.
4.3.2.2 A: Results and discussion of point charge differences
Correct implementation of all steps involved in point charge transfer was tested by setting
up a special charge database which contained only charges of one angiogenesis inhibitor
at a time. Next, those charges were ’transferred’ back to the exact inhibitor they came
from. Compared to the original charges fitted for every atom against the ESP of the whole
molecule (realMK), difference should only appear for atoms with invariom names that occur
more than once within a molecule. The charges of atoms with the same invariom name
are averaged before reassignment. Therefore the differences show how well charges of the
same invariom name agree. The results of this internal self-consistency test are reported
here for imatinib and cediranib.
Indeed, differences between these specially merged charges and those for the whole
molecule appeared as expected only for those charges of invarioms that were found more
than once in a molecule. Average differences between the realMK and the charges merged
according to invariom name are given in Table 4.2 for imatinib and cediranib.
imatinib cediranib
C H H C H H
invname old new old new
av. diff. (merged) 0.090 0.035 0.020 0.083 0.020 0.018
Table 4.2: Average difference of point charges from a fit to B3LYP/6-31G(d) ESP and point
charges merged within the molecule according to invariom classification for the compounds imatinib
and cediranib separately. The unit is e (elementary charge) for all charges and differences.
15 of 37 non-hydrogen atoms of imatinib had invariom names that occurred more than
once; for cediranib 10 out of 33 did. This was the expected result, so the charge procedures
had been implemented correctly.
The average difference between the averaged point charges for the eight carbon atoms
of imatinib was 0.090 e and 0.083 e for cediranib. Hydrogen atoms with the same invariom
name were more frequent, and more of them belonged to the same name. The average of
absolute differences for hydrogen atoms in imatinib is 0.035 e, which was significantly more
than the 0.020 e for cediranib. A closer look at imitinib revealed that most of the hydrogen
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atoms were attached to an aromatic ring and thus classified as H@6c. Consequently,
improvement of transferability seemed possible for those hydrogen atoms.
Inclusion of next nearest neighbor atoms in invariom classification for hydrogen atoms
at aromatic rings should improve charge transferability. In the end an even more extensive
classification by elongating the invariom name of hydrogen atoms by that of the atoms they
are bonded to (see Section 4.2.1.3) was applied. This way the model compound for the
directly bonded parent atom also supplies the property for the hydrogen atom, leading to a
higher degree of classification by getting the most out of the model compounds already in
the database. Application of this new nomenclature as classification decreased differences
between the charges merged from 0.035 e to 0.020 e for imatinib. Although the decrease
in difference of the merged charges is smaller for cediranib (0.020 e to 0.018 e) the new
hydrogen atom treatment was beneficial in this case, too.
Hence the performance in reproducing molecular ESP is also expected to improve upon
this more differentiated treatment of hydrogen atoms.
4.3.2.3 B: Results and discussion of ESP evaluation
How averaging of charges with the same invariom name within each agniogenesis inhibitor
molecule affected the ESP was investigated by comparing the RRMS of the resulting ESP
with respect to the ESP calculated from the MK charges fitted to the ESP of the whole
molecule (realMK). The basis set for computation of the ESP against which the charges
were fitted was computed by three different basis sets: 6-31g(d), TZVP and def2TZVP.
Thus the influence of different basis sets could be evaluated in addition to loss of information
upon merging of charges according to invariom classification.
When the point charges were averaged for the original invariom names [81] the resulting
ESP had an averaged RRMS of 0.55. The new hydrogen invariom names improved the
RRMS to an average of 0.34. This demonstrated how sensitive the RRMS is towards choices
in atom classification. Thus the RRMS is a suitable criterion for evaluating transferability.
Out of all the molecules studied axitinib turned out to be the most problematic molecule
in this internal test (Figure 4.8). Its functional groups are a thioether, a carbon carbon
double bond and annulated six- and five-membered rings. This specific variety led to several
disagreements, but the largest differences were observed for carbon and hydrogen atoms of
six-membered aromatic systems; one such ring contains a nitrogen atom, and the other one
is linked via a sulfur atom to the rest of the molecule. The high RRMS for this molecule
could be due to averaging, or it could be an extremely unlikely but possible statistical
coincidence. Later on it was found that one of the charges was an outlier compared to
the charges of all the atoms of the same invariom within the whole invariom database.
Such outliers will have a small influence after averaging the charges of an invariom for
the complete charge database, but since here one of the outliers is part of the reference
the RRMS is unusually high. Hence , invariom point charges derived from the complete
database can, like in this case, perform even better than expected from this internal test.
Also noteworthy was vandetanib. It had an especially low RRMS throughout, because
the absolute potential values were in general higher than for the other molecules. Thus
the RMS of the ESP was 20 times as much as for the average molecule, but the RMS of
the potential differences was about the same as those of the other molecules. The cause
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Figure 4.8: Detailed RRMS results for the internal test of all investigated angiogenesis inhibitors
with respect to the ’whole molecule’ ESP from 6-31g. Old and new hydrogen invariom names are
compared and a different basis set was included to get an estimate of the error upon basis set
change. c©reprinted with permission of Wiley.
for the higher potential and its RMS was the bromine substituent, which was only present
in vandetanib. Bromine has a high van-der-Waals radius, which led to a larger number of
potential points in the sum for the RMS. Simultaneously bromine had a high charge and
thereby additionally created high ESP values.
Basis set influence The same procedure was applied to investigate differences between
basis sets 6-31g(d), TZVP and def2TZVP. So different sets of charges fitted to the ESP
derived from a wave function of the whole molecule (no invariom averaging at all, further
referred to as realMK) were studied for the different basis sets as well as transferred from
model compounds that were treated with different basis sets.
The RRMS for simply changing the basis was approximately 0.09 (Figure 4.9). Figure 4.8
shows that mainly two molecules have especially different charges from fits to different basis
sets: semaxanib and cabozantinib. The most deviating charges in cabozantinib are found
for atoms in condensed rings and those in close non-bonding interactions (with other parts
of the molecule). Additional diffuse basis functions could be the cause for the differences
between the basis sets, since they could influence the ESP and thus yield different charges
in interacting regions. Those different charges then reproduced the deviating ESP which led
to higher RRMS numbers. This hypothesis was in agreement with the low RRMS for the
test with TZVP, where the same functional groups were averaged for different non-boning
interactions. In semaxanib an intramolecular hydrogen bond was formed, but the charge
differences were concentrated at the condensed five-membered ring attached to an oxygen
atom. So this particular region might be especially sensitive to the choice of basis set.
In general, however, differences due to changing the basis set were minor. Therefore,
employing def2TZVP instead of the frequently used 6-31G(d) basis set for deriving point
charges from invariom model compounds was no problem. The basis set influence was
smaller than the approximation of look-up point charges instead of molecule specific ones.
Figure 4.9 also shows that charges fitted to an ESP from a def2TZVP wave function are
not as transferable as those from TZVP. This tendency was also observed for charges from
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Figure 4.9: RRMS results from the internal invariom averaging tests, averaged for 19 angiogenesis
inhibitors. Old and new hydrogen invariom names are compared. Moreover, a different basis set
was tested to get an estimate of the error upon basis set change. realMK shows the RRMS upon
basis set change without invariom averaging. On the upper chart the reference is the realMK with
6-31g(d) basis set while on the lower one realMK with def2TZVP is the reference. c©reprinted
with permission of Wiley.
the invariom database. This could originate in the higher capability of the larger basis set,
def2TZVP, to describe individual molecular features better and would yield a wider spread
of charges to be averaged. Therefore, the following tests rely on TZVP invariom point
charges.
4.3.3 Charge averaging for the whole database – a statistical
perspective
Before looking at the statistics of charge averaging, a general overview about the database
statistics itself is given. For the scattering factors statistical evaluations were not as relevant,
since the number of invarioms was all that mattered, but upon averaging, the information
became relevant.
4.3.3.1 General database statistics
In 2016 the database contained more than 5000 different invarioms when applying the new
hydrogen notation from almost 2000 model compounds.
Several invarioms were part of many model compounds. Since the database contained
more than 27000 atoms in total (in average 14 atoms per molecule), each invariom would
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Figure 4.10: Frequency distribution of invariom frequencies within the invariom database (cut at
40 occurrences). c©reprinted with permission of Wiley.
be expected to appear five times in the database for an even distribution. Figure 4.10
shows the real frequency distribution of invarioms in the database. The first bar (0≤x<1)
represents those invarioms affected by the alternative invariom name procedure. The second
bar is the highest, which means that most invarioms occur only once. This is due to the way
the database is designed: each time an invariom name is found to be missing, the smallest
possible model compound for a given invariom is added. [81] But there are also invarioms
which come from many model compounds. The most frequent invarioms, their charges and
counts are listed in Table 7.8 in the Appendix, showing that several invarioms occur more
than 200 time in the database.
Non-integer counts were caused by the weighting scheme, which downweighted invarioms
with bond orders assigned on the basis of bond lengths close to a threshold. Hence the
importance of alternative invariom names is indicated by the first bar in Figure 4.10. At
least 562 invarioms have a count of one third and thus would not be in the charge database
without alternative invariom naming.
4.3.3.2 Investigation of new hydrogen atom treatment
An evaluation of the point charges of invariom H@6c in the whole invariom database yielded
a spread of 0.037 e (Figure 4.11a). Extended invariom notation led to 343 new invariom
names replacing H@6c. The charges for each of the new names showed a smaller spread.
The charge histogram for the most frequent hydrogen invariom among them, a hydrogen
atom at a phenyl ring with no special next-nearest neighbor substituents, is shown in
Figure 4.11b.
It should be noted that no model compounds had to be added for this new hydrogen
invariom classification, since the model compounds required had already been computed
for the parent atoms of the hydrogen atoms. Therefore, this scheme is suited to become
a new option for the transfer of other invariom properties, which may be relevant when
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Figure 4.11: Statistics of the most frequent hydrogen invariom. Frequency distribution of all
charges in the invariom database (a) before and (b) after extending invariom notation. c©reprinted
with permission of Wiley.
highest accuracy is required.12 The more differentiated treatment of hydrogen atoms also
improved the performance in reproducing molecular ESP as is shown in Section 4.3.2.3.
4.3.3.3 Frequency distribution of selected invariom charges
Frequency distributions of charges belonging to selected specific invarioms are shown in
Figure 7.6 and Figure 7.7 in Appendix B, in which the counts appear tripled because of the
weighting for alternative invarioms.
Non-hydrogen charges have a broader distribution, caused by their higher distance to
the molecular surface at which the ESP was fitted by the charges. Hence the spread of
charges for atoms farther away from the molecular surface was expected to be higher than
for atoms closer to the surface. Overall the peaks have a narrow distribution, except for
N@6c1h1h. This invariom for a nitrogen atom next to an aromatic system has no defined
sate of hybridization in APD-Toolkit so far; the atom could be sp2- or sp3-hybridized. In
the sp3 hybridized form a lone pair is close to the surface on one side while in the sp2
hybridized form two regions are close to a negative charge, which could lead to the broader
spread. The recognition of planarity is a feature still to be implemented, but will of course
be applied to the charges once APD-Toolkit has been changed. However, all charges
for the two nitrogen atoms shown are more negative than -0.5 e, so that the direction of
electrostatic interaction stays similar for the width of the distribution.
4.3.3.4 Standard deviations of invariom charges
The frequency distribution of standard deviations (STDEV) of all invarioms that occur
more than once in the invariom database were summarized in Figure 4.12. The STDEV for
merging of half of the charges was less than 0.026 e.
12For the reasons described in Section 4.2.1.3 using more than next-nearest neighbors for hydrogen is not
necessary to obtain the best least-squares fit to X-ray diffraction data. For computing atomic displacement
parameters for hydrogen atoms, though, it is useful as well.
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Figure 4.12: Frequency distribution of STDEV for those invarioms of the database that occur
more than once. The median is 0.026 e. c©reprinted with permission of Wiley.
4.3.4 ESP uncertainties caused by point-charge deviations
4.3.4.1 Sensitivity of ESP towards general changes in point charges
For this test each database charge was disturbed by a random amount sampled from a
Gaussian distribution whose mean was zero. Varied spreads of the distribution in the range
of the STDEV were evaluated: 0.10, 0.050, 0.025 and 0.010 e. The thus disturbed charges
were assigned to one molecule of the test set, sunitinib, and the resulting ESP calculated
with xdprop. When those ESP grids were subtracted from the ESP grid calculated from
the undisturbed charges, the RMS of the difference grids was investigated. 180 random
disturbance experiments were run for each spread and the results are displayed in Figure
4.13.
The figures show that the RMS is highly sensitive to charge deviations. In order to
obtain the RRMS from the RMS, the RMS has to be divided by 0.7539 e/Å, the RMS of
the original unperturbed ESP. RRMS medians are summarized in Table 7.9 in the Appendix.
The spread of 0.025 e is closest to the median of STDEVs (see Figure 4.12) so for
this an additional similar experiment was evaluated, that disturbed a) hydrogen charges
only and b) non-hydrogen charges only.13 Results are shown in Figure 4.14. As expected
changes of hydrogen atoms charges had more impact on the ESP at a certain distance of
the molecule. Hence the broader spread of charges for averaging of non-hydrogen invarioms
is not necessarily limiting the ability of invariom charges to reproduce molecular ESP.
These results led to the design of the next more extensive and elaborate study.
4.3.4.2 Influence of charge standard deviations on the ESP
Combining the test described above with the standard deviation (STDEV) of the charges in
the database yielded an approximation of error propagation to the ESP and the RMS as its
13At the time 1310 invarioms of all 5328 ones corresponded to a hydrogen atom.
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Figure 4.13: Frequency distributions of RMS of the ESP in e/Å with randomly disturbed charges of
different spreads of the random distribution minus the ESP from undisturbed charges. c©reprinted
with permission of Wiley.
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(b) disturbing non-hydrogen charges only
Figure 4.14: RMS frequency distributions for the difference between the ESP from randomly
disturbed and undisturbed charges. The spread of disturbance was 0.025 e each time. c©reprinted
with permission of Wiley.
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Figure 4.15: Frequency distribution of STDEV for those invarioms of the database that occur
more than once. The STDEV median of the hydrogen charges is 0.012 e and for non-hydrogen
charges 0.040 e. c©reprinted with permission from Wiley.
evaluation tool. As shown before the median STDEV of the database is 0.026 e. Therefore,
the test above for sunitinib with a spread of 0.025 e yielded only an approximation for the
performance of look-up charges in reproducing molecular ESP.
In this test the STDEV of hydrogen charges was used as spread for the random changes to
hydrogen entries in the charge database and similarly the STDEV of non-hydrogen charges
to non-hydrogen entries. Histograms of invariom charge STDEVs differentiated by hydrogen
or non-hydrogen are displayed in Figure 4.15.
The medians for the STDEV distributions were set as spreads for the random disturbance
of each charge in the database for all angiogenesis inhibitors. 250 such random disturbance
experiments were run. This number of runs was sufficient since already after 180 runs only
the third decimal place changed. Since for sunitinib (after 181 tests, for comparability) the
median is only 0.32 (Figure 4.16), the application of an equal average spread for all charges
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
















Median =  0.3241
Figure 4.16: Frequency distributions of RMS of the ESP in e/Å with randomly disturbed charges
of the random distribution minus the ESP from undisturbed charges. The spread of the disturbance
was the median of the STDEV from averaging equal invarioms in the database. c©reprinted with
permission from Wiley.
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independent of element overestimates the error of RMS and RRMS.The results for all 250
runs for all angiogenesis inhibitors are summarized in Table 4.3.
Table 4.3: Median values for RMS and RRMS of perturbed (per ) and unperturbed (unper ) ESP
molecule RMSunper [e/Å] RMSper [e/Å] RMSper−unper [e/Å] RRMS
(median) (median)
afatinib 1.1430 1.1645 0.33 0.29
axitinib 0.3526 0.4416 0.27 0.77
brivatnib 1.2409 1.2732 0.33 0.26
cabozantinib 0.8756 0.9049 0.34 0.39
cediranib 1.3552 1.3765 0.36 0.27
crizotinib 0.5657 0.6052 0.28 0.50
dasatinib 0.8313 0.8943 0.34 0.41
erlotinib 0.7349 0.7810 0.33 0.45
imatinib 1.6463 1.6289 0.41 0.25
lenvatinib 0.7949 0.8403 0.32 0.40
motesanib 0.6058 0.6369 0.31 0.52
nintedanib 1.2849 1.2879 0.44 0.34
pazopanib 0.6728 0.7497 0.30 0.44
regorafenib 0.8089 0.9023 0.38 0.46
ruxolitinib 0.8086 0.8320 0.27 0.33
semaxinib 0.3918 0.4586 0.23 0.60
sorafenib 0.7877 0.8718 0.37 0.48
sunitinib 0.7539 0.8135 0.32 0.43
vandetanib 19.6261 19.6367 0.32 0.02
average 1.857 1.900 0.33 0.40
On average statistical charge errors led to an RMS error of 0.33 e/Å and for the RRMS
to 0.40. The numbers determined in this experiment were applied as an approximation of
ESP uncertainty in the comparative study presented next.
4.3.5 Comparison of molecular ESP
4.3.5.1 Point charges versus wave function
In general there is a limitation to the reproducability of a molecular ESP by a point-charge
model. The ESP charge fitting procedure [181] implemented in gaussian minimizes the
difference between the ESP from the point charge model and the molecular wave functions.
This difference commonly had an RRMS between 0.05 and 0.15 for the molecules of the
test set. The values depended on the basis set; for 6-31G(d) basis the RRMS is lower by
0.02 compared to TZVP and def2TZVP, whose RRMS were very similar. Charges fitted
to the ESP from def2TZVP systematically showed stronger deviations from zero than for
those from TZVP.
Reference ESP (from B3LYP/6-31g(d) and M06/def2TZVP alike) were best reproduced
by database charges from fits to an ESP of the TZVP basis. Therefore, only those charges
will be discussed for the following comparisons. However, the def2TZVP basis repro-
duces automization energies
[106]
better, which is the reason why both, M06/TZVP and
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Figure 4.17: Comparison of RRMS results averaged for 19 angiogenesis inhibitors for ESP
calculated from molecule specific point charges (AM1-BCC) and look-up tables (invariom and
TPACM4). c©reprinted with permission from Wiley.
M06/def2TZVP, point charge databases will be provided. Independent of the difference
between them, both invariom data sets perform better than TPACM4 charges, which is
discussed next.
4.3.5.2 Performance of different point charges
The two conceptually similar transferable point charges: invariom and TPACM4 were com-
pared with respect to their performance in reproducing the molecular ESP of the 19 angio-
genesis inhibitor molecules in the test set. In all cases the ESP from charges fitted directly
to the B3LYP/6-31G(d) ESP (realMK) was employed as reference. Figure 4.17 shows
the resulting average RRMS (see Eq. 4.2) while molecule-specific information is given in
Appendix B (Figure 7.5).
In order to give a perspective on improvement upon additional computational effort,
performance of AM1-BCC charges is compared, too. As expected, those molecule specific
charges reproduce the ESP created by realMK charges better than transferable atomic point
charges. The deviation of the ESP from realMK charges is lower for invariom point charges
than for TPACM4 charges, which are similar in time and effort invested.14
4.3.5.3 Comparison to results from experimental charge-density studies
Sunitinib, one molecule of the test-set, was part of an experimental charge-density investi-
gation in 2014
[236]
in which the compound was crystallized as a cocrystal with malate. The
high resolution XRD data for sunitinib malate were kindly provided by the authors. This
allowed a comparison of ESP from multipoles refined against experimental data to ESP
from aspherical invariom scattering factors, from invariom point charges and point charges
obtained from a fit to the theoretical ESP.15 The equivalent comparison was also carried
14Formerly used hydrogen invariom names perform similar to TPACM4 point charges. When the local
chemical environment was extended for hydrogen invarioms, better RRMS values were observed. Thus for
further comparisons the extended invariom notation was applied.
15Specific experimental details are given in Section 7.2 of the Appendix.
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Figure 4.18: ESPs of sunitinib malate and ciprofloxacin from different theoretical approaches
compared to results from refinement of multipole parameters against experimental, high resolution
X-ray data. The potentials are mapped by a color scale from -0.25 to +0.25 e/(Åε) onto an ED
isosurface (0.0067 e/Å3). Atomic positions were obtained by charge density refinement in both
cases. c©reprinted with permission from Wiley.
out for structure models of the neutral compound ciprofloxacin, for which experimental
charge density data were also available.
[79]
This way one salt and one neutral structure were
investigated.
Several molecules were in the asymmetric unit of each crystal structure and could be
identified by the charge-assignment program. For ciprofloxacin each of them was adjusted to
be neutral. For the salt molecular charges were specified. The charge transfer from cationic
sunitinib to the malate anion was estimated as one electron; and this charge is distributed
between all atoms in both ions. This rather crude approximation yielded surprisingly good
results in crystallographic refinements.
[97]
More importantly, the experimental charge density
study
[236]
supports full charge transfer in sunitinib as discussed further in Section 4.3.5.4.
Maps of the different resulting ESP on the molecular electron-density isosurface are
shown in Figure 4.18. The comparison shows similar features independent of the model.
The vertically depicted malate of the sunitinib structure has a predominantly negative ESP,
and the region of sunitinib which it is closest to it is the one with the largest positive
charge. For ciprofloxacin the zwitterionic nature of the molecule is preserved in all models.
Moreover, all ciprofloxacin models compared exhibit a similar extent of the neutral region.
A comparison of the ESP from those point charges that best reproduce the ESP obtained
from QM to the ESP from the experimental multipole model yielded RRMS values of
0.45 and 0.51. The values for the comparisons of the other models to the one from
experimental multipoles are given in Figure 4.18 and they show that both invariom models
(point charges and multipoles) deviate similarly from the experimental reference to the
ESP from theoretical charges. In conclusion invariom point charges provide an acceptable
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estimate of the molecular ESP. Additionally, it was observed that an aspherical description
of the electron density distribution is not required to reproduce molecular ESP.
4.3.5.4 Electroneutrality correction and ionic molecules
Different electroneutrality corrections had only minor impact on the ESP, since atomic
charges were usually each corrected by less than 0.25 % of the valence electrons of a neutral
molecule. Charged molecules can, in principle, have slightly higher corrections, but in case
of sunitinib malate the corrections stayed below 0.1% for molecular charges between 0.0
and 1.4 e.16 Ruxolitinib was the molecule that out of the 19 neutral angiogenesis inhibitors
required the highest electroneutrality correction with 0.31 % of the sum of valence electrons
for TZVP and 0.36% for def2TZVP invariom point charges.17
The topic of ionic molecules is of special interest in crystals, since the true charge trans-
ferred between anion and cation does not have to be a whole electron. Therefore different
amounts of charge transfer were studied further at the example of sunitinib malate.
Figure 4.19a demonstrates the influence of the molecular charge assumed for sunitinib
malate on the ESP. A chemist’s knowledge of common functional groups and their charges
(e.g. an anionic carboxylic acid group or a nitrogen with four bonds) allowed approximation
by integer charges. For sunitinib malate the thus assumed transfer of one electron was in
accordance with the charges refined for multipoles18, where the refined multipole popula-
tions suggest a charge transfer of 1.05 e. When molecular charges between 0.0 and ±1.4
were set for invariom point-charge assignment and were compared to the molecular ESP,
a charge transfer of 1.2 and 1.3 electrons performed best. Assuming neutral molecules in
the case of this ionic salt lead to a strong deviation from the ESP derived from the charge
density model. Since the difference of the ESP is small for 1.0 to 1.3 transferred electrons,
the approximation of one transferred electron, as suggested by chemical intuition, seemed
to be a valid method.
When chemical intuition can not predict reasonable molecular charges from the structural
formula, the application limit of look-up point charge is reached. For a charge transfer of
0.7 electrons from cation to anion, the atomic invariom charges have to be corrected the
least as shown in Figure 4.19b. A transfer without any correction (from summing the
uncorrected database point charges) suggested an anion charge of −0.667 e and a cationic
one of +0.496 e. Therefore, simple summation could be a possible alternative for future
applications, since it provided at least a hint into a direction of the molecular charge
transfer. However, MK charges are not the most reliable tool for testing this due to their
conformation-dependence. Monopole population parameters of the multipole model would
probably perform better for this task. However, knowledge of hydrogen-atom positions is
required for invariom classification. Hence enough information for a chemist to deduce the
molecular charge should be present in all cases for which invariom point charges can be
applied.
16A part of the ionic character is often already accounted for, since some invarioms of a charged molecule
are usually transferred from ionic model compounds.
17On average the correction of atomic charges is below 6 % of their absolute charge for neutral com-
pounds.
18The only restraint used was an overall neutrality restraint.
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(a) RRMS with respect to the ESP of re-
fined multipoles for differently set molecular
charges.
(b) Comparison of mean average charge cor-
rection per atom.
Figure 4.19: Investigations of the charge transfer between sunitinib and malate. c©reprinted with
permission from Wiley.
Full charge transfer could become less accurate if the ions are soft (with very diffuse
atoms) like I−3 and when electronegativity differences between cation and anion are small.
4.3.6 Application examples
Figure 4.20 shows four organic molecules, for which APD-Toolkit was used to assign
invariom point charges. Afterwards esp_mcq was run in order to compute and display
the ESP mapped to a smoothed surface at a distance of twice the van-der-Waals radii.
The input files came from a standard IAM refinement with Shelxl, and either the res
or cif file were read by APD-Toolkit, in which the plug-in, pqr, elongated bonds to
hydrogen atoms to theoretical bond lengths from the invariom database and assigned the
invariom point charges. These charges were written to a pqr file, together with radii [234]
also assigned by the pqr plug-in to a file called ’resp.pqr’. Upon start of esp_mcq this
file had to be loaded, and after color and surface settings had been adjusted, the given
maps of the ESP on the molecular surfaces were obtained.
The compounds were synthesized by Giovanna Petrillo in the group of Isabel Usón and the
main aim of crystal structure determination in this project was to determine their absolute
structure. They serve as nice practical examples containing different numbers of molecules
per asymmetric unit. For compound No.1 and No.2 only one molecule per asymmetric unit
was found. Interestingly, the charge maxima except for the carbonyl and hydroxy groups
were more pronounced in the first molecule than in the second. The chlorine substituent
instead of a methoxy group is the only difference to compound No.3 and the first and third
molecule differ by the position of the methoxy group. In each of them the propylene part of
the molecule is a region of slightly positive potential while methoxy groups naturally have
a different potential than chlorine substituents.
The closest interaction between the two molecules of No.3 shown was along a hydrogen
bond, of which the partially positive charge at the hydrogen atom led to a slight blue taint
on the surface. The neighboring oxygen atoms led to a negative potential and attractive
interactions try to minimize the potential, which can be seen from the closer-to-zero po-
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tential close to the hydrogen atom within a hydrogen bond than for those of molecules
No.1 and 2, where the blue coloring close to the hydrogen atoms of the hydroxy groups
is stronger. The hydroxy groups of the first two molecules could due to crystal packing
still be involved in hydrogen bonding, but the potential is calculated considering only those
atoms displayed.
The last compound crystallized with three molecules in the asymmetric unit and is a
zwitterionic amino acid. The positively and negatively charged parts of the molecules
interact with each other so that a network of strong hydrogen bonds is formed. The
minima and maxima for the color mapping were adjusted to ± 0.50 e/(Åε) to emphasize
the highly charged regions. Those show the difference to those areas with less charge like
in phenyl rings. An alternative method to increase the amount of white surface area would
be to adjust the preferences for the colors to be less intensive for medium charged regions.
Overall, those examples demonstrated the successful application of invariom point charges
and that with the tools provided the creation of ESPs mapped on a smooth surface is
facilitated.
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(a) molecule No.1
(b) ESP of No.1
(c) molecule No.2 (d) ESP of No.2
(e) two molecules of No.3 (f) ESP of No.3
(g) three molecules of No.4 (h) ESP of No.4
Figure 4.20: Invariom point charge assignment, quick ESP computation and display of the asym-
metric unit of compounds that were determined during the PhD in collaboration with synthetic
work by Giovanna Petrillo in the group of Isabel Usón. Most of the color extrema were fixed to
±0.20 e/(Åε), except for (h) where they were fixed to ±0.50 e/(Åε) due to its zwitterionic nature.
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Atomic point charges were fitted to the molecular ESP for all molecules of the invariom
database. Averaging those MK charges for equal invarioms yielded the invariom charge
database. In combination with plug-ins for APD-Toolkit those charges can be assigned
to organic molecules of interest. A tool for quick visualization of the resulting ESP on a
smooth molecular surface was presented.
An internal charge transferability test showed that for hydrogen atoms, especially for
those attached to an aromatic system, a higher degree of differentiation by inclusion of
a third shell of neighbors would improve charge transferability and thus reproducability
of ESPs. Differences between charges of different hydrogen atoms that belong to one
invariom significantly decreased upon transferring hydrogen-atom charges from the model
compounds of the directly bonded parent atom. This approach did not require any new
model compounds to be added to the database.
The ability of invariom point charges to reproduce molecular ESPs was validated for a
test set of nineteen angiogenesis inhibitor molecules by comparison to several other atomic
point charges: a) directly from a fit to B3LYP/6-31G(d) potentials, b) semi-empirical
AM1-BCC charges and c) conceptually similar TPACM4 look-up charges. Based on the
RRMS introduced by Williams et al. as criterion, both sets of look-up charges reproduced
the theoretical potential less well than AM1-BCC charges, which however require molecule
specific computations. Invariom point charges outperformed TPACM4 charges.
Comparison to ESPs from multipoles refined against experimental data also supported
the suitability of the invariom point charges to quickly estimate molecular ESPs. Differences
between experiment and theory were similar, independent of the kind of theory employed:
MK point charges fitted to the molecular wave function, invariom multipoles or invariom
point charges.
In conclusion, the here presented transferable point charges are entirely sufficient for
estimating ESPs of organic molecules.
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5 Invarioms and aspherical




The transfer of aspherical electron-density fragments has been shown to work well in many
cases [55–62] independent of the database used. Advantages of such a procedure include not
only better figures of merit, but more precise bond distances due to less contamination of
the ADP by bonding ED [57,59,60,63–67]. Although the refinement with transferred scattering
factors does not require additional parameters and could therefore be applied to routine
structures, applications are currently only performed by a small user group.
The main reason is that a different refinement program than the standard one for IAM
is necessary to model asphericity. Refinement with Hansen-Coppens multipole scattering
factors requires the orientation of the multipoles by local coordinate systems, which is
implemented in XD2006 [12], Mopro [68], WinXPro [237] and Jana [238]. This step of
setting the atomic coordinate systems according to local symmetry is crucial and far from
fail-safe. This makes two hurdles which entail each other. They pose a major challenge
for refinement with multipole scattering factors, for those who do not use the programs
regularly. This is the reason why databases containing aspherical density fragments are
mainly used to supply starting values in charge density research. Researchers from this
field need to handle the programs and have a deeper knowledge of orientation of local
coordinate system anyway. They do not need to learn all the technicalities for the sole
purpose of improving bond precision, ADP and figures of merit, but have more reasons get
accustomed to the software.
Hence, it is reasonable to assume that there are many scientific projects that would
benefit from a method to incorporate a description of the bonding and lone pair EDD
similar to refinements with invariom scattering factors, if local coordinate systems and
additional complex programs are not required.
Since the ED to be described is located in the direction of bonds, their use as orientation
for placement of additional functions recommends itself. For the orthogonal coordinate
systems of the Hansen-Coppens multipole model this usually works only for the first bond.
Despite the orthogonality for the description of atomic orbitals by spherical harmonics,
bonds often have geometrical arrangements resembling tetrahedrons or triangles – at least
in organic molecules. Those geometries are commonly described by hybridization, thus the
linear combination of atomic orbitals. Thinking intuitively the transition from molecular
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geometry to orthogonal systems and back is a detour, which complicates the concepts of
models for the bonding ED.
In the here presented approach bonds will directly be used as orientation for the placement
of deformation functions. This is the reason for calling the new model ’bond-oriented
deformation density’ (BODD) throughout this chapter1.
5.2 The concept of bond-oriented deformation
density (BODD)
The ED not described adequately by the IAM is on the one hand the ED of bonds and
on the other hand the ED at positions of lone pairs. Therefore, the concept of BODD is
divided in two, parts one for modeling the bonding electron density (BEDE) and one for
modeling the lone pair electron density (LONE).
5.2.1 Bonding electron density (BEDE)
The idea is based on density deformation functions similar to dipoles. They should add ED
in the direction of the bond and in order to keep the overall electron count correct, subtract
ED at the atomic positions. If, for example, a carbon atom with four bonds is described
this way the deformation will look as presented in Figure 5.1, but the concept shown will





As the most simple function to add and subtract ED, Gaussian functions




will be positioned on the bond and at the atomic position; so there are two functions with
position, r , amplitude A and spread B each. This amounts to six parameters per bonding
direction of an atom. Because ED should not simply be added, the amplitude A at the
atomic position is the negative of the other amplitude, reducing the number of parameters
by one. The position of the Gaussian function is fixed to the atomic coordinates, which
leads to only four parameters per bond.
This description via BODD circumvents the coordinate-system problem and can be ap-
plied with any refinement program that allows the user to set spherical scattering factors
and free variables that can be restrained or constrained. Shelxl offer all those features.
For the purpose of this project a test version of Shelxl kindly provided by Prof. G.
M. Sheldrick was used. It makes position calculation via an external program and restrain-
1A name suggested by G. M. Sheldrick to adequately convey the concept.
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ing of free variables (FVAR) obsolete. This Shelxl version reads and interprets BEDE
instructions. The instructions have the following syntax:
BEDE atom1 atom2 r A B1 B2
where:
atom1 is the atom the bond starts from,
r the distance between the Gaussian function and atom1 along the bond to atom2 and
A is the amplitude for the Gaussian function on the bond and the negative amplitude of
the Gaussian function at atom1’s position, as visualized by Figure 5.1.
B1 is the spread of the Gaussian function with +A and
B2 the spread of the Gaussian function with −A.
Both B values are multiplied with the displacement parameters of atom1. The last three
parameters can be refined via free variables.
In order to deform the spherical ED as indicated by difference-density plots subtracting
the IAM from the multipole model (Figure 1.3), ED should not only be subtracted from
the atomic position but also opposite of the bond (as shown in Figure 5.2). If the amount
Figure 5.2: Basic positioning
of functions along a standard
bond.
of subtracted ED should be divided by two or distributed differently is not decided at this
point. Such a model can be set up in Shelxl by two BEDE instruction with the same
atom1 and atom2, where one dipole has a negative r . A for the instruction with negative r
can then be set to be some part, e.g. half, of −A of the instruction with positive r or just
be freely refined.
If a second BEDE instructions with exactly the same atom1, atom2 and r is read by
Shelxl, only the first one will be applied, which facilitates the use of general descriptors
for bond between certain elements, for example.
5.2.2 Lone pair electron density (LONE)
The difference density map after IAM modeling of simulated diffraction data does not only
have maxima on bonds but also at lone pair positions as shown in Figure 5.3.
The task of finding the direction for a function to model the lone pair is not as straight
forward as using the bond direction. Fortunately there already is a mechanism in Shelxl
to deduce the orientation of hydrogen atoms from the other bonds connected to an atom.
For the BODD project application of a similar procedure to derive the orientation of lone
pair density is suggested. Shelxl uses the number m to classify what kind of geometry
an atom is in. An overview of all possible positions for lone pairs and their hydrogen atom
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(a) methylamine (b) acetone
Figure 5.3: Residual density plot at ±0.07 e/Å3 for two molecules modeled by the IAM showing
unmodeled ED for the lone pairs. Atomic positions and diffraction data up to 0.5 Å were obtained
theoretically.
analogous where applicable is presented in Figure 5.4. The syntax thus includes m instead
of a second atom and in some cases an additional angle.
LONE m atom A B1 B2 r [ ang l e ]
The angle applies only to m=2,3,7 and 9 and is in those cases fixed like it is for the
hydrogen atoms. As known from the VSEPR theory [239,240] the angle may deviate from
that of the ideal geometry due to valence shell repulsion.2
Similar to BEDE B2 is the coefficient in the exponent of the subtracted Gaussian function.
In those cases where more than one Gaussian function with amplitude A is created the
Gaussian at the named atom will have an amplitude which is a multiple of A, so that the
number of electrons stays balanced. For example, for m=2 the subtraction at the atom
will be of 2A. A special case is m=12, which corresponds to a disordered methyl group
rotated from one another by 60◦, thereby placing twelve half lone pairs in a circle, where
the amplitude of the Gaussian function at the atom will be −6A with A being the height
of each of the twelve Gaussian functions.
For m=6 and 7 there is no hydrogen analogue, because these LONE instructions are
meant to be applied to π-bonds. While m=6 places Gaussian functions above and below
the atom named in the direction perpendicular to the plane defined by two bonds of atoms
(preferably to non-hydrogen atoms), m=7 does the same for terminal atoms where in
order to define a plane the second bond is connected to the neighboring atom. m=9 is
similar to m=7 but places the two Gaussian functions in the plane of the atoms instead of
perpendicular to it.
The case of m=15 can be used in cases of lone pair placement for atoms with four or
five bonds and one lone pair, for example SF4 or BrF5.
2For the same reason angles between hydrogen atoms in methyl groups should be smaller than 109.5◦,
as supported by an investigation of those angles in molecules optimized by DFT (Figure 7.8 in Appendix
C).
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Figure 5.4: Concept and the different options m for the LONE instruction. The hydrogen atom
treatment corresponding to the the same m is also shown, including angle expectations according
to the VSEPR model.
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Figure 5.5: Scheme for the modeling of π bonds with BEDE and LONE (a: side view). Visual-
ization of how their combination can model elliptic ED along a double bond (b). (c) top view.
In (a) density deformation from BEDE is lined black, while those from LONE are lined grey with
white signs.
5.2.3 Density of pi-bonds
For the modeling of π-bonds a combination of several BEDE and LONE instructions is
suggested as shown in Figure 5.5. Most importantly there is ’LONE 6’ especially for this
purpose. For aromatic systems at least A of LONE 6 will often refine to a negative value.
The reason for the negative value lies in the combination of BEDE and LONE instructions
applied for modeling of the double bond. The elliptic ED when looking along the bond is
obtained by a comparably high A for BEDE along the bond, minus four negative amplitudes
for BEDE in the negative bond direction of the bonds next to the double one. The latter
BEDE functions subtract the ED in the nodal plane of the π orbital. Hence, LONE 6 just
corrects the density orthogonal to that plane directly above and below the atom, where
IAM and BEDE place to much ED.
In the case of a carbonyl bond there are no other bonds originating from the oxygen atom,
so the subtraction of ED in the opposing bond direction has to come from the opposing
direction of LONE 9.
5.2.4 Overall goal
With two BEDE instructions per bond direction, of which each has three to four refined
parameters, the number of parameters can increase, even if B2 is described uniformly for a
structure, by twenty-four per atom3. Hence, convergence problems and overfitting are an
issue if all parameters are refined against the measured diffraction data at once. Additionally,
setting all the instructions up for every atom, assigning free variables, finding appropriate
starting values and deciding which parameters to constrain is quite an effort.
These problems can be minimized if only a few very general BODDs are used, e.g. one
BEDE instruction for all bonds between element1 and element2 for all element combinations
present. But this would still require a lot of manual input, increase the number of refined
parameters and not lead to the optimal model, if the data is not of high resolution (d <
0.50 Å), low temperature and very good quality. These criteria are important for a good
deconvolution of valence electron density and displacement parameters.
All of those problems can be prevented by transferring the BODD according to atom
types from a database. Therefore, the goal is to code a preprocessor program that can
be used easily. It shall classify the atoms according to their bonding environment, look up
all the BEDE and LONE instructions for this classification and automatically write them
3Two BEDE instructions times three parameters times four bonds.
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to an additional instruction file which is then included in the main Shelxl instruction
file by ’+filename.ins’. The entries in the database of the BODD can be obtained from
refinements against simulated diffraction data to allow complete deconvolution from thermal
parameters. In the end the parameters transferred to the molecule for the BODD are kept
fixed at the theoretical values and the same number of parameters are refined against the
experimental X-ray data as in an IAM refinement.
The overall aim is a method similar to the invariom scattering factor assignment but
instead of multipole populations BEDE and LONE parameters are transferred. But from the
application point of view, switching from Shelxl to XD should not be necessary anymore.
The only action the user should have to perform is to request a BODD model and to run
a refinement once the parameters are transferred. The thus refined model should include
the valence ED and therefore yield lower uncertainties for atomic coordinates, bond lengths
and angles. Thermal parameters should be lower on average, since they are deconvoluted
from the bonding ED and their physical significance should increase.
5.2.5 Comparison to previous modeling of aspherical density by
dummy atoms
Brill [29] was one of the first to include bonding ED in a model for XRD data. He showed
the improvement of a "reliability factor" upon locating half an electron at the midpoint
between bonded carbon atoms in the model of diamond. He applied a Gaussian function
as form factor for this charge as suggested theoretically by Ewald and Hönl in 1936 [30].
Those two researchers were already aware that by adding electrons on the bond, they
had to subtract an equivalent number from the atomic form factor of the independent
atom. Brill, Dietrich and Dierks also investigated the bonding electron-density distribution
in decaborane in 1970 [241]. Since more than two atoms had to be modeled in the asymmetric
unit, coordinates and displacement parameters were derived from neutron diffraction, while
the bonding ED was refined against X-ray data by modeling fractions of hydrogen atoms
on the bonds and refining coordinates for those dummy atoms.
In 1977 Hellner introduced his "Simple Refinement of Density Distributions of Bond-
ing Electrons" [31]. He divided the structure factor into contributions from core electrons,
bonding valence electrons and non-bonding electrons. The bonding valence electrons were
modeled by three dimensional Gaussian functions that inherited 10 % of the two bonded
atoms’ Bij parameters. The center of the functions which were called ’charge clouds’ was
placed in the middle of each bond in a molecule. Populations and ADP were refined for
each ’charge cloud’ separately. Together with Mullen, Hellner presented a refinement of
this model against experimental data for diborane in 1977 [242] and later for urea [243] and
thiourea [244]. The publication series on diborane continued: together with Scheringer [32] a
comparison to QM calculations, including a detailed description of difference density maps
between molecular and free-atom model, which later became known as the ’deformation-
density map’ was performed. Scheringer and Dietrich continued to apply the model to
cyanuric acid [245], for which they refined three smearing parameters for the charge clouds
on bonds. The off-diagonal elements were set to zero and were oriented along the bond,
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resulting in seven parameters per cloud at most4. The ADP were averaged between the
two connected atoms or set to those of the according atom for lone pair charge clouds.
In 1980 Mullen also turned to model urea by the multipolar expansion, already much
discussed before. [51] A comparison of the two models led to the conclusion that pseudoatom
modeling of the valence ED is similar to refinement of quadrupoles with respect to residual
factors and deformation-density maps. Both "fail to describe the density in the C-O bond
properly with the occurrence of a hole (negative peak) near O" [35]. Lone pairs of oxygen
are described differently with octupoles and hexadecapoles. This deficiency of not being
able to model the hole close to oxygen could be different with the BEDE model, since it is
designed for at least two pseudo-atoms per bond. The number of parameters is still lower
in the BEDE model, since ADP are not refined for pseudo-atoms of the valence electron
density. They are just modeled by one parameter scaling the displacement to that of the
neighboring atom.
Many years later in 2004 and 2007 another attempt at modeling the bonding ED by
pseudo-atoms in the valence density for bonds in proteins [36,37] was published. Afonine et
al. applied dummy bond electrons, of which they refined occupancy and Biso .
Moreover, Jelsch et al. recently investigated modeling the bonding and lone pair density by
dummy atoms with respect to the electrostatic potential for small molecules and additionally
compared the results to dummy bond parameters transferred from a database as well as
a multipole model. [38,39] In contrast to the invariom database their database is based on
experimental data, which limits the addition of new compounds and can be biased by
systematic errors. The model applied by Jelsch et al. consisted of "a superposition of real
and virtual spherical atoms" [38]. Positions, populations and contraction parameters were
refined for real and virtual atoms. Contraction of lone pair virtual atoms turned out to be
higher than for virtual atoms of the bonding ED. Positions of the virtual atoms were heavily
restrained. Isotropic displacement parameters were relative to those of the real atoms.
The BODD model differs from all the models before by the use of two instead of one
virtual atom, charge cloud or dummy atom per bond. Moreover, the density is a direct
deformation of the spherical density, since each addition of ED is accompanied by a sub-
traction. Whereas most of the models before had also some means to keep the electron
count correct, the subtraction opposite of the bonds is also new. The BODD concept is
thus closer to the multipole model. Instead of requiring orthogonal coordinate systems,
however, it keeps the advantage of easy bond orientation.
4One parameter for charge, three for position and three for the smearing tensor.
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5.3.1 A first look at BODD in SHELXL and comparison to the
multipole model in XD
5.3.1.1 Aim
BODD parameters were refined against simulated XRD data to assess to which degree
the residual density maps improve, as a first feasibility test. R1(all) values were evaluated
and compared to XD refinements using multipole parameters. In case R1 < 1.0 %, the
experiment should be considered successful.
5.3.1.2 Procedure
BEDE and LONE parameters for selected model compounds were refined against simulated
diffraction data stored in the invariom database. Geometries and ED were derived from
M06/def2TZVP calculations. In contrast to the usual reflection files for XD in the invariom
database, an isotropic thermal motion of uiso=0.01 was added to the simulated diffraction
data before refinement in Shelxl to avoid unnecessary warnings concerning non-positive
definite ADP. The resolution for Shelxl refinements was set to 0.50 Å.
The bonding and lone pair ED of the molecules was modeled by the new BEDE and LONE
instructions. Parameters A, B1 and B2 were refined via a least-squares algorithm against
the simulated data, while r and the angle, where applicable, were changed and optimized
manually. Atomic positions and displacement parameters were fixed to calculated values in
all of the refinements, thus for the IAM model only the overall scale factor was refined.
The IAM model was refined first to show the improvement upon a spherical modeling.
This initial refinement was performed with both programs, Shelxl and XD, to see within
which tolerances the values between the different programs should be evaluated. For the
seven molecules investigated in these first tests of the BEDE and LONE model the results
are shown in Figure 5.10.
The molecules were chosen to incorporate different chemical groups. Cyclohexane is
a simple aliphatic molecule in the database with just two different invariom names in it.
Benzene is the archetype of an aromatic compound. The two fluorocompounds were inves-
tigated to evaluate the treatment with BEDE and LONE in the absence of hydrogen atoms,
which are always special in refinements against X-ray data. Acetone and formaldehyde are
considered because of their double bond and lone pairs at the oxygen. In furan the situ-
ation at the oxygen atom is not easy to model, either. More molecules were investigated
in later experiments. Some interesting peculiarities of the first refinements with the new
instructions are shown and explained below.
5.3.1.3 Observations during the procedure
Cyclohexane contains only three different bonds or, without conformational differences,
only two: those in between carbon atoms and those between carbon and hydrogen atoms.
With two BEDE instructions per bond and direction, one with a positive and one with a
negative r , the Shelxl instructions for the final refinement were:
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BEDE $C $C 0 .55 41 21 31
BEDE $C $H 0.38 51 21 31
BEDE $H $C 0 .36 61 21 31
BEDE $H $C −0.20 71 21 31
BEDE $C $C −0.40 81 21 31
BEDE $C $H −0.55 91 21 31
and can be visualized as shown in Figure 5.6.
Figure 5.6: Residual density at
±0.02 e/Å3 of cyclohexane. Positions
of BEDE are represented by blue
icosahedra.
Benzene was modeled with BEDE instructions similar to those used for cyclohexane.
The distances r for carbon-carbon bonds were reduced due to the shorter bonds. According
to the bond strength A was higher, too. Since there was negative residual density in the
middle of the aromatic ring, a third BEDE instruction with a negative r = −1.15 was
introduced to subtract this. The biggest difference to cyclohexane is the use of LONE 6
at the optimized distance of 0.43 Å. A refined to -0.1059(2). It was beneficial to refine
B1 by additional free variables for: LONE instructions, BEDE between carbon atoms and
BEDE between carbon and hydrogen atoms. This way the original variable for B1 remains
for all BEDE instructions with a negative r . At this point the necessity of such a high
level of differentiation for refinement against real, experimental data will not be discussed.
But against simulated data with fixed atomic positions it was possible to refine several free
variables for B1. It did not only lead to a drop in R1(all) by 0.1 %, but also contributed to
a very low level of residual density, as there is no residual density visible at a level 0.02 e/Å3
in Figure 5.7.
Figure 5.7: Residual density at
±0.02 e/Å3 of benzene. Posi-
tions of BEDE and LONE are rep-
resented by blue icosahedra.
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Formaldehyde is similar to acetone and has, in addition to the LONE 6 instruction for
the carbon atom, two LONE instructions for the oxygen:
LONE 6 C2 41 121 31 0 .4
LONE 7 O1 111 131 31 0 .23 185
LONE 9 O1 101 141 31 0 .23 147
One interesting observation for both carbonyl groups, in formaldehyde as well as in acetone,
was that the amplitude of the BEDE function placed close to oxygen was negative. This
was not a refinement error but could also be seen in the residual density before refinement.
This observation can at least partly be attributed to the fact that BEDE values as well as
the residual density are based on the IAM. Therefore negative amplitudes simply mean less
density than modeled by all other surrounding functions, but not an altogether negative
ED. The positive Gaussian function in the middle of the carbonyl bond has a height of 1.39
electrons. Similar features for carbon-oxygen bonds have been reported in the literature. [35]
Figure 5.8: Residual density at
±0.02 e/Å3 of formaldehyde. Po-
sitions of BEDE and LONE are
represented by blue icosahedra.
Trifluoroethane was modeled with the usual BEDE instructions. The bonds to fluorine
were modeled with two Gaussian functions that are both placed closer to fluorine than to
carbon (see Figure 5.9). The one positioned only 0.26 Å from fluorine has an amplitude
of -0.18. Even the one in the middle of the bond is negative. Additionally, 0.12 electrons
were transferred from the carbon atom to each fluorine atom. The lone pairs of fluorine
were modeled with LONE 12 at an angle of 110◦ and a distance of 0.3 Å.
Figure 5.9: Residual density at
±0.02 e/Å3 of trifluoroethane.
Positions of BEDE and LONE are
represented by blue icosahedra.
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Figure 5.10: R(F) (≡ R1(all)) for different refinements against simulated data compared to BODD
refinement with Shelxl for selected model compounds.
5.3.1.4 Results
As shown in Figure 5.10, R1(all) decreased considerably upon inclusion of asphericity in
the model. While the refinements of IAM against simulated data yielded an R(F) of 2.5 to
3.0 % for a resolution of 0.50 Å, all aspherical models reached numbers well below 1.0 %.
The ShelxL BODD bars are smaller than those of the XD invariom refinement, but taller
than those where the multipole parameters were refined. During invariom refinement only
one parameter was adjusted, exactly like in the IAM refinements. In BODD and multipole
refinements more parameters were refined for the description of the bonding and lone pair
ED.
Furan provided some problems due to the lone pair density, which has its reason partly in
the involvement of the p-orbitals in the π-system and the sp2-orbital. This strict assignment
of the two orbitals and modeling thereof seemed not completely adequate, and the five-
membered ring also leads to slight strain on the system, that made it harder to fit by BODD
(See Appendix C Figure 7.9). R(F) for the XD refinements of furan were, however, also
above average, though not as much as for BODD.
Overall, the experiment was successful, since the goal was to reach R(F) values below
1.0 %. It is possible to model bonding and lone pair ED by BEDE and LONE, which
decreased R1(all) compared to IAM almost as much as the multipole model. Lone pairs
and strained systems seem a challenge for modeling with BODD.
5.3.2 Chemically meaningful parameters
During the refinements of different aromatic compounds for the next chapter, 5.3.3, the
question arose how many different variables should be used for LONE 6 of the carbon atoms
in an aromatic ring. In order to find an answer, different variables in ipso, ortho, meta and
para position to the substituent were compared for different functional groups.
In principle those substituents with similar mesomeric effect should yield similar values
for the amplitude A of BEDE 6. The ipso atom may deviate from this trend due to the
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Figure 5.11: LONE 6 A values refined at a distance of 0.43 Å from the corresponding atom for
carbon atoms in aromatic systems with substituents of different mesomeric effects.
effects of the neighboring bond to very different atoms but ortho, meta and para could
possibly show this trend. The LONE A values were refined with a distance of r=0.43 Å to
the corresponding atoms. The resulting values of this comparison are shown in Figure 5.11.
For aniline and phenol, which have a positive mesomeric effect, less ED is subtracted
from the π-bond ED above close to ortho and para carbon atoms. For nitrobenzene and
benzaldehyde, which have a negative mesomeric effect (taking away π-bond ED), there
is less π-bond ED modeled below and above the ortho and para carbon atoms. Toluene,
which has no mesomeric effect, is in-between the two cases.
Diphenylsulphide served as an example for substitution by a third-row element and hence a
weaker positive mesomeric effect than phenol. Due to the more diffuse valence electrons the
effects on the π-system could be completely different here. Unfortunately, the refinement for
diphenylsulphide led to an unreasonably high value for B2 of two, which caused unmodeled
ED at the atomic positions, so that all LONE 6 would have a reason to relocate density
upon the atomic centers. This is also reflected in the amplitudes. All A for ortho, meta and
para are more negative than those for the other investigated compounds. But the general
relation of the data points of diphenylsulphide would arrange it between phenol and toluene,
which seems chemically reasonable.
This comparison is not only an example that BODD parameters can describe chemical
trends, but also that it can easily be related to basic chemical concepts. Their resemblance
to hybridized orbitals is appealing and is inline with concepts used in organic chemistry.
The multipole approach starts from functions similar to the orthogonal atomic orbitals,
which at least in this case are not interpreted as easily for organic chemistry. Considering
populations of the multipoles resembling a dz2 orbital (Q0 in XD) equivalent to the ampli-
tudes of the LONE 6 description above did not yield the same trend as the one observed
for LONE. As Figure 7.10 in Appendix C shows, only the population at the atom in ortho
position changes in a similar manner. Assuming that a negative population will mean less
ED in the lobes along the z-axis, which is oriented in a way that it is perpendicular to
the aromatic carbons, the direction of the trend is also the same as for LONE. But the
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populations for meta and para are similar. They were refined starting from a model where
they had been restrained, but this was the case for the LONE parameters as well,
Since substitution reactions show similar preferences for ortho and para positions with
respect to the electron withdrawing character of a group, it is more reasonable that ortho
behaves similar to para, than meta and para behaving similarly.
Moreover, nitrobenzene shows very different dz2 populations than all other systems, al-
though inductive and mesomeric effects should be of a similar direction as in benzaldehyde.
A direct interpretation of multipole populations rather than the overall ED is difficult.
5.3.3 Transferability study I: aromatic carbon
5.3.3.1 Study design
BEDE and LONE parameters for selected, exemplary model compounds which con-
tain carbon atoms with the invariom name 6-C#6c[#6c1h]#6c[#6c1h]1h were refined
as described in the previous section (5.3.1). The selected compounds were benzene,
biphenyl, naphthalene5, toluene, phenol diphenylether, aniline, diphenylamine, styrene,
benzaldehyde and pyridine. All BODD parameters from those compounds for invariom
6-C#6c[#6c1h]#6c[#6c1h]1h and the bonded hydrogen atom were averaged and com-
pared.
Next, BODD parameters for the general aromatic carbon atom, its hydrogen atom and
bonds between them were set to fixed values for each compound in the study. Selection
of the general aromatic carbon atoms, for which the values were averaged and set, varied.
Additional to values averaged from all compounds, those from the invariom model com-
pound benzene were transferred unchanged for comparison. So overall four transfers were
carried out:
• parameters averaged from the selected model compounds for
– the whole invariom name 6-C#6c[#6c1h]#6c[#6c1h]1h
– the shortened invariom name 6-C#6c#6c1h with nearest neighbors only (NN)
• parameters transferred from the invariom model compound benzene
– to carbon atoms of the invariom name 6-C#6c[#6c1h]#6c[#6c1h]1h
– to carbon atoms of the shortened invariom name 6-C#6c#6c1h with nearest
neighbors only (NN).
5.3.3.2 Results from averaging
The mentioned model compounds contained 40 bonds between carbon invariom 6-
C#6c[#6c1h]#6c[#6c1h]1h and a hydrogen atom (H@6c) and 56 bonds between two
of the carbon atoms. BEDE parameter averaging for those bonds and LONE yielded:
5Naphthalene does not contain the invariom 6-C#6c[#6c1h]#6c[#6c1h]1h, but atoms that are de-
scribed in the shorter invariom name 6-C#6c#6c1h, which was also tested.
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BEDE $C $C 0 .359 (11 ) 1 . 1 2 ( 8 ) 0 . 106 (3 ) 0 . 88 (10 )
BEDE $C $C −0.299(4) −0.69(7) 0 . 113 (6 ) 0 . 88 (10 )
BEDE $C $H 0 . 22 ( 4 ) 0 . 5 4 ( 9 ) 0 . 086 (8 ) 0 . 87 (10 )
BEDE $C $H −0.300 −0.86(8) 0 . 113 (6 ) 0 . 87 (10 )
BEDE $C $H −1.123(5) 0 . 041 (4 ) 0 . 113 (6 ) 0 . 87 (10 )
BEDE $H $C 0.400 0 . 5 7 ( 3 ) 0 . 090 (3 ) 0 . 87 (10 )
BEDE $H $C −0.200 −0.210(12) 0 . 113 (6 ) 0 . 87 (10 )
LONE 6 $C −0.100(15) 0 . 062 (6 ) 0 . 87 (10 ) 0 .430
Values for LONE have been discussed in detail in Section 5.3.2. For the BEDE amplitudes
A the standard deviation is around 10 %, and B2 is around ten times the value of B1.
For the nearest neighbor (NN) invariom names the results are derived from 108 carbon-
carbon bonds, 68 carbon hydrogen bonds and 68 equivalent atoms for LONE. The standard
deviations rose only slightly and the value changes are small:
BEDE $C $C 0 .358 (10 ) 1 . 1 3 ( 8 ) 0 . 106 (3 ) 0 . 8 7 ( 9 )
BEDE $C $C −0.299(4) −0.70(8) 0 . 113 (6 ) 0 . 8 7 ( 9 )
BEDE $C $H 0 . 23 ( 3 ) 0 . 5 3 ( 9 ) 0 . 086 (8 ) 0 . 8 6 ( 9 )
BEDE $C $H −0.300 −0.86(8) 0 . 113 (6 ) 0 . 8 6 ( 9 )
BEDE $C $H −1.123(5) 0 . 039 (4 ) 0 . 113 (6 ) 0 . 8 6 ( 9 )
BEDE $H $C 0.400 0 . 5 7 ( 3 ) 0 . 090 (3 ) 0 . 8 7 ( 9 )
BEDE $H $C −0.200 −0.210(13) 0 . 113 (6 ) 0 . 8 7 ( 9 )
LONE 6 $C −0.094(22) 0 . 062 (5 ) 0 . 8 7 ( 9 ) 0 .430
This suggests that at least for aromatic systems similar to the chosen ones shorter invariom
names can be used if parameters are derived from combinations of invariom names. It also
confirms that averaging is not necessary and that the empirical rules applied for the transfer
from the invariom database could be relied upon.
5.3.3.3 Results from refinements
If used in a refinement those parameters averaged according to the long invariom name
should yield the best result. Indeed this is what was observed for all of the model compounds
as shown in Figure 5.12.
In the case of styrene the experiment showed that the refined BODD parameters via
manual adjustment of the distances did lead to the optimal result, since the parameters
transferred from benzene yielded an even better fit to the simulated data. Otherwise R(F)
is, as expected, slightly higher when averaged parameters are applied compared to a free
refinement.
On average the differences between values from benzene or averaged ones almost level
out. For some compounds the benzene parameters (darkest bars, Figure 5.12) perform
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Figure 5.12: Comparison of differently transferred BODD parameters in Shelxl refinements for
each molecule and lines for the averaged values. *Naphthalene contains only carbons of invariom
6-C#6c#6c1h not of the longer classification.
Figure 5.13: R(F) for refinements of transferred and refined BODD and multipole refinements
with XD and Shelxl.
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better, for others the averaged ones (medium dark bars). Naphthalene is quite the excep-
tion since it is only relevant for the NN test, but it is the molecule for which transferred
parameters fit the worst. This is an indicator for still using long invariom names. In all
other cases the shorter NN invariom names (greenish coloured bars) perform only slightly
worse.
If the results for the averaging with respect to the long invariom names are compared
to invariom refinements in XD and IAM refinements (Figure 5.13), the difference between
the freely refined BODD parameters for invariom 6-C#6c[#6c1h]#6c[#6c1h]1h and the
refined values is only minor and comparable to the difference between freely refined XD
multipole parameters and invariom multipole parameters. Only in biphenyl the fixed BEDE
parameters lead to an outlier in this series. For all molecules R(F) stays below 1 % and
yields a considerable improvement to the IAM models.
5.3.4 Transferability study II: from several small molecules to a
larger one
5.3.4.1 The test molecule
The test molecule was chosen for a planned comparison of results from BODD refinement
against XRD data to those from refinement against neutron diffraction data (see Section
5.3.5). The requirement of high-quality neutron diffraction data limited the number of
possible test molecules to a small number. [236,246–248] The choice fell on methylbenzylamino-
dinitropyridine (MBADNP, officially 3,5-dinitro-2-[1-phenyl-ethyl]aminopyridine), [248] due
to a high diversity of chemical environments in the molecule (Figure 5.14). The data were
measured at 20 K. The molecule is neutral and has only one possible donor group for
strong hydrogen bonds. This reduces the number of potential problems. Once the method
works for this first test case with a low number of expected issues, studies concerning
the challenges of charged compounds and hydrogen bonded systems can be performed.
Therefore, MBADNP was selected as subject for the following studies. The first studies
will focus on simulated, ideal diffraction data; refinements against experimental data will
Figure 5.14: ORTEP representation of MBADNP refined against neutron data measured at 20 K.
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follow in Section 5.3.5.
5.3.4.2 Design of the study
The molecular wave function for MBADNP was calculated with M06/def2TZVP in gaus-
sian09. [103] The three-dimensional coordinates were set to those from the model refined
against neutron data. Using tonto [249] the resulting ED was placed in a rectangular
unit cell with a=b=c=30 Å of symmetry P 1̄, like all model compounds of the invariom
database, in order to receive simulated diffraction data up to a resolution of 0.50 Å. This
static model was convoluted with an isotropic thermal motion of uiso=0.01 before the first
refinement, which was a scale factor refinement with Shelxl of the IAM model and worked
as reference refinement.
In all refinements of this study atomic positions and displacement parameters were fixed
to theoretical values. Bonding and lone pair ED of the molecule was described by the new
BODD model. In resemblance to refinements with invariom multipole scattering factors
the BODD parameters were transferred from model compounds of the invariom database.
The results of the refinement with the transferred but not further refined BEDE and LONE
parameters then were compared to a refinement, where A, B1 and B2 were adjusted6.
The model compounds from which the parameters were transferred were treated by the
same procedure as described for the previous study (section 5.3.1). Selecting the model






































































Figure 5.15: Model compounds for MBADNP assigned for each non-hydrogen atom according to
invariom name.
6applying the transferred parameters as starting values for the least-squares refinement
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5.3.4.3 Transfer of BEDE parameters – option 1: based on bond classification
Standard invariom names for MBADNP and the thereby assigned model compounds as
used for multipole scattering factor assignment are shown in a plot type as suggested by
Julian Holstein [75] in Figure 5.15.
The problem is that at first sight BEDE is focused on bonds between two atoms rather
than just a single atom, so that for a set of parameters for BEDE two invariom names have
to be considered. One way to solve this problem would be to increase the model-compound
size. An assignment of model compounds for each bond between non-hydrogen atoms is
shown in Figure 5.16. All bonds connecting two invarioms from different model compounds
have the potential to require a new model compound and those may not be present in the
database, yet. The compounds necessary for the combination of two invarioms but not for










































Figure 5.16: Model compounds for MBADNP assigned for each bond between non-hydrogen
atoms according to invariom name including next-nearest neighbors. Bond and nitrogen atom
with a possibly different classification in the model compound are marked blue. Compounds not
in the database are marked red.
One possible way around the many missing model compounds would be to shorten the
invariom names by excluding next-nearest neighbors from the shell considered for assign-
ment. (Figure 5.17) This yields smaller and thus fewer model compounds, but it does not
resolve the problem for bonds which did not include any NNN before and came from two
different model compounds. In MBADNP test molecule this procedure would require only
two additional model compounds; in the database, however, 467 of 3486 invarioms do not
include NNN. Those including an @ would probably not need a new compound if combined
with this atom, but there are 234 invariom names without NNN and without @. Each
of them can probably be combined with several other invarioms which would be missing
from the database, so that too many bonding environments would have to be added to
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Figure 5.17: Model compounds for MBADNP assigned for each bond between non-hydrogen
atoms according to invariom name without next-nearest neighbors. Bond and nitrogen atom with
a possibly different classification in the model compound are marked blue. Compounds not in the
database are marked red.
the database. Therefore, even the shortened invariom names are unfeasible as a general
concept.
For the purpose of this study the missing model compounds were treated as the model
compounds of the database and refined with a BODD model in order to have a good
transfer model to start with, just as a proof of principle in this pilot study.
New classification of BEDE parameters
For the future, a different classification of bonds is necessary to reduce the number of
model compounds. One idea would be to use the bond order, the elements connected and
the number of bonds the connected atoms form. Nitrogen atoms with three additional
bonds need to be differentiated by planarity. Such a naming scheme and model compound
assignment are shown for MBADNP as a Gedankenexperiment in Figure 5.18
Planar carbon atoms with three bonds could be found in aromatic systems or at a double
bond. The different model compounds for ambiguous cases are highlighted in green in
Figure 5.18. A single bond between an sp3-hybridized carbon atom and an sp2-hybridized
carbon atom (C4-1-C3) could come from toluene or propene. The same applies if a planar or
a non-planar nitrogen atom instead of an sp3-hybridized carbon atom is involved. So in such
cases transferability would need to be compared to decide on the best model compound.
5.3.4.4 Transfer of BEDE parameters – option 2: based on atom classification
Instead of the completely new concept of a bond lookup table, there could also be a different
way of archiving and assigning the BEDE parameters per invariom, which is closer to the
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Figure 5.18: Model compounds for MBADNP assigned to each bond between non-hydrogen atoms
according to very simplified classification of bonds and atoms.
original invariom method. Two approaches for storing, transferring and assigning the BEDE
parameters are suggested:
Approach A BEDE and invariom name followed by
• parameters for shortest bond
• parameters for second shortest bond
• parameters for third shortest bond
• ... as many as the invariom has bonds
or alternatively:
B BEDE and invariom name followed by:
• parameters for first neighbor atom in invariom name
• parameters for second neighbor atom in invariom name
• parameters for third neighbor atom in invariom name
• ... as many as the invariom has bonds
This would not require new invariom names and the assignment of model compounds
would be the same as for the ’traditional’ invariom procedure (according to Figure 5.15).
Approach A could have the problem that two almost equally long bonds could accidentally
113
5 Invarioms and aspherical modeling for SHELXL – bond-oriented deformation density
be switched. This would not be a problem if the bonded atoms were similar, but otherwise
this could lead to wrong assignments. Moreover, for bond distances that vary during
refinement the assignment may depend on the refinement step after which the transfer is
carried out. Hence, it would seem advisable to add some more details to the order than
just the bond length to lead to a stable assignment mechanism. At least the element type
should be integrated in the ordering mechanism.
Approach B is less dependent on bond length since it focuses on the invariom name.
Therefore problems only occur upon changes of bond order. A technical challenge for
approach B is the implementation, where ordering in the invariom name is not related to
atom names anymore.
Although both alternative approaches, which stay closer to the original invariom concept,
seem a good approach for the future, they require considerably more thought and program-
ming. Prior to this the result of this pilot study needs to establish transferability as feasible.
Therefore, the bond-based approach as summarized in Figure 5.17 is tested in this study
on MBADNP.
5.3.4.5 Transfer of LONE parameters via invarioms – the nitrogen problem
There are several kinds of nitrogen atoms with three bonds in neutral organic molecules:
primary amines (as in ethylamine and aniline), secondary amines (as in dimethylamine and
diphenylamine) and tertiary amines. Of course there are also ammonium cations, which in
principle could be quaternary, but since ammonium cations have no lone pair at the nitrogen
atom there is nothing to be modeled by LONE. Those nitrogen atoms involved in double
and triple bonds are also easy to handle, since they have a fixed configuration.
Amines, however, can be either planar or not, depending on their hybridization state.
While primary amines tend to be pyramidal, secondary amines can become planar in conju-
gation to aromatic systems or double bonds. Predicting planarity is not easy. Additionally
the threshold of planarity is artificial and in the case of invariom classification empirically
derived for the specific purpose.
Especially difficult is the problem of planarity for secondary amines, since the hydrogen
atom positioning determines the geometry. The hydrogen atom parameters are the least well
defined in a crystal structure refinement against X-ray data. Primary amines have the same
problem but can usually be considered to be pyramidal as geometry optimizations of ani-
line, 2-aminopyridine, 3-aminopyridine, 2.3-diaminopyridine, ethylamine, methylamine and
aminoethene suggest. Secondary amines between two sp2-hybridized atoms as in dipheny-
lamine are planar and can be modeled best by LONE 6, but if only one of the two carbon
atoms is sp2-hybridized the situation is ambiguous. Atom N1 in MBADNP is in such an
ambiguous case.
Among the possible model compounds for N1 there are many molecules for which not one
hybridization but a mixture would be the best description. An example is shown in Figure
5.19, where above and below the nitrogen atom of the secondary amine group unmodeled
density was observed when no LONE instruction was applied to the atom of interest. But
there is also too much density on one side and the amount of unmodeled density is less on
the same side. So neither a description as sp2 via LONE 6 nor as sp3 via LONE 1 alone
would be appropriate.
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Figure 5.19: Residual density at
the secondary nitrogen atom of N-
methylpyridin-2-amine connected to one
sp2 and one sp3 hybridized carbon atom.
Density levels are shown at ±0.30 e/Å3.
A look at several secondary amines which were possible model compounds for N1 in
MBADNP revealed that the angle sum deviates from 360 to different small degrees, as
shown in Table 7.10 in Appendix C and the results are summarized in Figure 5.20. The
investigation of planarity for the model compounds for secondary amines, in which the
nitrogen connects an sp3-hybridized carbon atom to an sp3-hybridized one, lead to the
surprising observation that the preferred geometry depended on method and basis set used.
But for N-methylaniline two geometry optimizations with the same basis set and theory7
yielded one planar and one non-planar geometry at the nitrogen atom. This suggests
that both positions are a local minimum. The non-planar molecule is of lower energy by
around 0.5 kJ/mol. This accidental observation is interesting and good to know for further
development.
In this transferability study results from M06/def2TZVP were used, where the two iden-
tical molecules were optimized to the same minimum of non-planarity, leaving only R-N-(1-
phenylethyl)pyridin-2-amine as model compound for a planar nitrogen atom in this bonding
environment.
Tertiary amines have a better defined geometry in crystal structures, but ambiguous cases
concerning the threshold for planarity are also possible.
In the MBADNP model refined against neutron data N1 is planar. Due to the nature of
neutron diffraction, which does not rely on the ED but the neutron scattering length, the
position of the hydrogen atom is more reliable than from X-ray diffraction. This knowledge
Figure 5.20: Planarity value of selected secondary amines after geometry optimization with dif-
ferent basis sets.
7This twofold calculation was originally caused by two entries in the database of which one was listed
under the trivial name methyl-phenyl-amine instead of N-methylaniline.
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of hybridization of nitrogen atom N1 in MBADNP was used in this transferability study,
since the major aim of the study is not the investigation of transferability details but to get
an idea of transferability of the BEDE and LONE parameters in general.
Directionality of bonds The occurrence of planarity of a nitrogen atom is correlated to
the detection of a meso bond to/from the nitrogen atom. This leads to another special case
concerning invariom names. The bond of order 1.5 usually goes to the sp2 hybridized atom
of an aromatic ring which is signaled by an @. The @ replaces the bond-order character,
and thereby this information is neglected in the nitrogen-atom invariom name. But from
the atom bonded to the nitrogen by the bond of order 1.5, which is part of the aromatic
system, the name includes the correct bond order of 1.5. In our case this is relevant for
atom C(9). Its invariom name of 6-C# 6n[# 6c]1.5n[1c1h]# 6c[# 6c1n] includes the bond
order information. In combination with planarity this is the other reason why in our case
the unexpectedly large model compound R-N-(1-phenylethyl)pyridin-2-amine is chosen as
model compound for BEDE and LONE parameters involving atom C9 or N1.
Changes caused by planarity of nitrogen or the bond order of 1.5 are marked blue in
Figures 5.17 and 5.21, which show the model compounds from which the parameters were
actually transferred from in this study. By knowing N1 to be planar the transfer of LONE 6
parameters became possible. Even if in the charge-density structure the hydrogen position
is not that fixed, LONE 6 is not affected. Only LONE 1 is problematic in planar cases
because it uses the sum of all three bond vectors, while LONE 6 only uses two bond vectors
for a cross product preferably to non-hydrogen atoms. Therefore LONE 6 parameters were
also transferred for N1 in MBADNP.
5.3.4.6 Transfer of LONE parameters via invarioms – actual model
compounds
For consistency LONE parameters were also transferred according to the invariom names
without next-nearest neighbors in a first experiment (abbreviated with inv1) In principle
LONE parameters could be transferred according to the standard invariom names (shown
in Figure 5.15).
Especially for oxygen atoms with double bonds the transferred ED improves significantly
upon considering next-nearest neighbors as discussed in earlier sections of this thesis. For
this reason the model compound for LONE parameters of O1 to O4 were transferred from
nitrobenzene in a second experiment (inv2). The corresponding longer invariom names are
given in Figure 5.21 in grey. Interestingly only LONE 9 is required to model the lone pair
ED in nitrobenzene while in aminoxide an additional LONE 7 command is necessary for
π-bond modeling. This big difference suggests a better fit for parameters transferred from
nitrobenzene.
Since LONE parameters of aromatic systems are quite sensitive to the substitution pattern
and substituent, as shown in Section 5.3.2, assignment based on the standard invariom
names could be beneficial. But an atom which seems especially problematic is the aromatic
carbon in ipso position to the nitro groups. The LONE 6 amplitudes for this carbon atom
are considerably different. In aniline the amplitude A is −0.163 while in nitrobenzene
A = 0.122. The difference is in agreement with the different mesomeric effects of amine
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Figure 5.21: Invariom names without next-neighbor atoms. Assignments used for the transfer-
ability study with MBADNP. Model compounds for LONE parameters and for BEDE parameters
of bonds from hydrogen atoms.
(+M) and nitro groups (-M). Unfortunately this issue would not be solved by the common
invariom names including NNN for meso bonds since the bond to nitrogen is a single bond.
Therefore in a third experiment (inv3) LONE parameters for carbon atoms C10 and C12
were transferred from nitrobenzene. In the same experiment C2 and C6 LONE parameters
were taken from toluene according to the unabbreviated invariom names, because the results
of the first and second experiment showed that these atoms could be modeled better.
In summary all invariom names and model compounds involved in the transfer of LONE
parameters are displayed in Figure 5.21. The BEDE parameters for bonds involving a
hydrogen atom include the invariom name of the parent atom and therefore are always
taken from the same model compound as the LONE parameters.
5.3.4.7 Results
The residual density plots for the different transfer experiments after scale factor refinement
against the simulated XRD data are shown in Figure 5.22 and R1(all) in Figure 5.23. As
expected the first experiment with LONE parameters from aminoxide can be significantly
improved by applying the parameters form aminobenzene. Then not only R1(all) drops
from 1.84 % to 1.04 %, but also the residual density decreases, especially around the
oxygen atoms. Describing C10 and C12 by LONE parameters from nitrobenzene instead
of aniline yielded residual density of opposing sign, but led to just a slight drop of R1
to 1.02 %.Transferring LONE parameters for C2 and C6 from toluene instead of benzene
yielded almost no change in residual density, which is due to very similar values transferred.
Compared to the residual density of the IAM all transferred BEDE and LONE parameters
considerably decreased the residual density and also R1(all), thus led to the conclusion that
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(a) IAM (b) inv1
(c) inv2 (d) inv3
Figure 5.22: Residual density maps at ±0.05 e/A3 for MBADNP against simulated data modeled
by IAM and the transferred BEDE and LONE parameters. The transfer for inv2 differed from inv1
by nitrobenzenen as model compound for O2n and for inv3 also the carbon atoms in ipso position
to the nitrogroup were transferred from nitrobenzene.
transfer of BODD parameters is possible and a great improvement of the structural model.
Further refinement of the transferred parameters leads to minor improvements only (see
Figure 5.23). Only parameters belonging to BEDE instructions modeling the density be-
tween non-hydrogen atoms were refined. The total number of parameters refined was 26
instead of one for the other refinements in the comparison. Considering the number of
parameters saved, the BODD models with parameters transferred from invariom model
compounds performed well. Hence, transferability from small to large molecules has been
established for refinements against simulated data.
Figure 5.23: R1(all) for different
models of MBADNP after scale fac-
tor refinement with Shelxl against
simulated data. Only for the last
bar BEDE parameters between non-
hydrogen atoms were refined.
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5.3.5 Transfer to and refinement of a structure against
experimental data
5.3.5.1 Data sets
MBADNP and a related compound were investigated in 2002 via a combined charge density
and neutron study by Cole et al. [248] The crystallographic data for both is summarized in
Table 7.11 in Appendix C. MBADNP crystallizes in the monoclinic space group P21 with
one molecule in the asymmetric unit. The data was collected at 20 K under helium cooling
on a diffractometer in Durham and the neutron beamline D9 at ILL. The X-ray data has
a resolution of 0.55 Å, which is not high by charge-density standards but above average.
Neutron data allowed the refinement of hydrogen-atom positions and thereby identifying
the planar geometry at the secondary amine. Space group and molecule are chiral, so the
enantiomer depicted in the following models was chosen based upon the Flack parameter of
the IAM refinement against X-ray, although with x = 0.092(575) for the classical Flack and
x=-0.058(309) from Parsons’ quotients the standard uncertainties are too high for absolute
structure determination from anomalous dispersion.
5.3.5.2 Procedure
The same BEDE and LONE parameters as in the transferability study II, were also trans-
ferred to the model refined against the experimental XRD data. Bond distances to hydrogen
atoms were elongated to theoretical values, while their geometrical placement was geomet-
rically ideal for all but the hydrogen atom of the amine. Hydrogen displacement parameters
were isotropic and constrained to be 1.2 and 1.5 times their parent atoms Ueq. Coordinates
and ADP of all non-hydrogen atoms and the overall scale factor were refined similar to a
standard refinement.
An equivalent refinement without BODD parameters, hence of a normal IAM, was per-
formed simultaneously with the same hydrogen atom treatment as a reference. Every re-
finement was carried out until convergence, including adjustments of the weighting scheme.
5.3.5.3 Results
Surprisingly the figures of merit worsened upon introduction of BODD parameters in the
model as can be seen in Figure 7.11 in Appendix C. The corresponding residual density
maps displayed in Figure 7.12 (Appendix C) clearly show that the residual ED increased.
However, upon refinement of one new parameter that scaled the transferred aspherical
ED the residual density maps (Figure 5.24) as well as the figures of merit (Figure 5.25)
improved.
Comparing the BODD results to equivalent XD refinements8 as shown in Figure 5.26, the
new model performs very well. Actually, the figure of merit is lower than for the multipole
refinement, although distances to hydrogen atoms, Uiso constraints for hydrogen atoms,
weighting scheme and the sigma threshold were transferred from Shelxl. The models in
8For all refinements systematically absent or negative reflections were not considered, the same two
reflections omitted, the same first parameter of weighting scheme and the same hydrogen atom treatment
(riding hydrogen model and U relative to non-hydrogen atom) were applied.
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(a) IAM 0.20 e/Å3 (b) IAM 0.25 e/Å3
(c) inv1 0.20 e/Å3 (d) inv1 0.25 e/Å3
(e) inv2 0.20 e/Å3 (f) inv2 0.25 e/Å3
(g) inv3 0.20 e/Å3 (h) inv3 0.25 e/Å3
(i) theo 0.20 e/Å3 (j) theo 0.25 e/Å3
Figure 5.24: Comparison of residual density maps at ±0.20 e/Å3 and ±0.25 e/Å3 for differ-
ent models refined against X-ray data of MBADNP. (Inverted, uncut and omitted the worst 2
reflections of model inv3 in all maps. With a global variable as multiplier for all BODD A values.)
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Figure 5.25: R1(all) for differently
transferred BODD parameters for
the refinement of MBADNP with
Shelxl against experimental XRD
data.
XD were also refined against F2 with floating origin restraints, but still the discrepancy
between the Shelxl and XD residuals remains around 0.2 %. However, both asphericity
models yield a similar improvement compared to IAM in both programs by 0.6 %.
The number of parameters refined with Shelxl was always higher by one due to the
rotational freedom of the otherwise fixed methyl group. But this refined position was
transferred to XD, so the additional parameter should not have been of significance. This
left only the one additional parameter in the aspherical models in Shelxl that scaled
the complete transferred ED (theory2experiment scale factor) for discussion. The scale
factor scales the transferred amplitudes down by around 40 %. This extent of scaling was
unexpected.
The Flack parameter and more importantly its uncertainty (Table 7.12, Appendix C)
determined via the classical method decreased upon modeling of bond and lone pair ED as
has been known for invariom refinements with the multipole model. [71] The improvement is
small, since anomalous differences are small for molybdenum radiation. The Flack param-
eter determined from Parsons’ quotients [89] usually yields values for the IAM model similar
to those from the classical method after modeling aspherical ED. The systematic errors of
omitting asphericity no longer influence the result, since the quotients are calculated from
structure factors that are all derived from a similarly incomplete model. Therefore, the
improvement of the classical Flack parameter only agrees with expectations.
Figure 5.26: R1(all) for differ-
ent models of MBADNP, refined
with Shelxl and XD comparing
BODD with the multipole model.
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5.3.5.4 A 2nd experimental data set: 2-dimethylsulfuranylidene-indan (ylid)
In order to investigate the compound specificity of the unexpected theory2experiment scale
factor, a second crystal structure of an organic molecule, ylid [250], with good X-ray data
was modeled by BODD. General crystallographic information on this data set can be found
in Table 7.13 in Appendix C. In contrast to the data of MBADNP the new data set was
measured at 100 K and has a resolution of dmax=0.5Å.
Since mainly the scale factor for transition from theory to experiment was of interest, the
choice of model compounds was unimportant. Therefore, BEDE and LONE parameters were
all directly transferred from the complete 2-dimethylsulfuranylidene-indan (ylid) molecule
treated in the same way as the other model compounds before. Hence, the refinement
of the BODD model with the theoretical parameters against experimental data is most
comparable to the ’XL BODD theo’ model for MBADNP.
The data set for ylid showed extinction, so in the beginning the models were refined with
and without extinction correction. Since the difference between comparisons of corrected
and uncorrected models were negligible, all results displayed in Figure 5.27 include refined
isotropic extinction models.
From the results it could be deduced that modeling of bonding and lone pair density
improved R1 independent of asphericity model and refinement program. Figure 5.27 also
includes a comparison of different treatments of hydrogen atoms. In all models the riding
hydrogen model was applied, and the hydrogen atoms were placed in geometrically ideal
orientations. An IAM refinement with the standard shortened bond lengths to hydrogen
atoms was performed, but R1 values for an IAM in which the hydrogen atoms were placed
at the theoretical bond lengths are also shown. Theoretical distances are preferable if pa-
rameters are transferred from compounds with a geometry obtained via quantum chemistry
calculations. This is why hydrogen atoms in the aspherical models were placed at distances
deduced from QM, corresponding to positions of the nuclei rather than the center of the
ED. The EDD of the hydrogen atoms can be described by the asphericity model and
hence bond lengths do not need to be artificially shortened any more, to model the shifted
Figure 5.27: R1(all) for different ylid models refined with Shelxl and XD comparing the BODD
model with the multipole model and different kinds of hydrogen atom treatment.
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center of ED from the nucleic position. Further investigation concerning hydrogen atom
positioning is given in Section 5.3.6. The lowest residuals were obtained, when isotropic
displacement parameters for hydrogen atoms were refined. In contrast to the standard ra-
tio of Uiso(H)/Ueq(parent atom) of 1.2 and 1.5, refinement of the displacement parameters
allows adjustment to the temperature dependence of the ratio. [102] Although it should be
noted that convergence of the additional displacement parameters was slow. Overall the
figures of merit for ylid show that the BEDE and LONE model fitted the ED equally well
as the multipole model, if a theory2experiment scale factor was refined.
Investigation of the theory2experiment scale factor
The theory2experiment scale factor for this second compound is around 0.45. Although
it is slightly higher than for MBADNP it is still far from one. Since the information about
the bonding ED is mainly contained in the low-order reflections, their resolution dependency
was investigated. The resulting plot of scale factors versus resolution cutoff is displayed in
Figure 5.28.
Both compounds reach a maximum scale factor between 0.6 and 1.0 Å. Its value, however,
is always between 0.40 and 0.50. The differences between the datasets are the temperature
during data collection, the extinction correction for ylid and that ylid contains sulfur, a
heavier element. Without the refinement of extinction the scale factor drops to around
0.42 for ylid at a resolution of 0.50 Å.
Free refinement of displacement parameters against the simulated data did change the
amplitude only marginally, which excludes errors in the convolution of the artificial displace-
ment parameter with the simulated data. Neither was the scale factor dependent on the
U-value of the simulated hkl , nor does refining a separate scale factor for all hydrogen
related BEDE instructions lead to a scale factor closer to one. Different weighting schemes
in refinement against the experimental data influenced the scale factor, but not significantly
more than the deviations caused by resolution cutoffs. So the reason for the positive effect
of the scale factor remains elusive.
Figure 5.28: Scale factor for transfer of BODD from theory to experiment versus resolution of
the datasets of MBADNP and ylid.
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5.3.6 Refining BEDE and LONE parameters against
experimental data
Instead of BODD modeling by parameters transferred from refinements against simulated
data, the parameters could be refined directly against the experimental data. Therefore,
such a free refinement with the lowest possible number of parameters was attempted.
The bonding ED for all carbon-carbon bonds was modeled with one parameter (A) and
an additional amplitude per bond to and between other elements, with one parameter for
each direction. MBADNP contains atoms of the elements carbon, nitrogen, oxygen and
hydrogen. The bonds to hydrogen were not considered in the first model, neither were
negative values for r . B1 was set to 0.1 for all BEDE and LONE instructions and B2 to
0.79. For this model the highest residual density is found on bonds between carbon and
nitrogen. Hence, those bonds were given separate free variables according to the atoms
bonded to the nitrogen atom. This resulted in thirteen parameters for the BODD, since
the lone pair at the nitrogen in the aromatic system N2 was modeled by LONE 4, and since
the oxygen atoms were also given one parameter for LONE 9. The distances were adjusted
manually between 0.45 and 0.55 Å. Refinement of those parameters in addition to the usual
atomic coordinates and displacement parameters was listed as ’refine’ in Table 5.1 and is
shown in Figure 5.29. Refining the B1 value with an additional free variable lowered the R
value by a small degree and decreased the residual density (see Figure 5.30).
Hydrogen-atom treatment
While the atoms in the two refinements so far were placed at standard crystallographic
positions, it is common in charge density studies to elongate the bond lengths of hydrogen
atoms to theoretical ones. The displacement of the main ED (observed by XRD) from
this theoretical position of the hydrogen nucleus can then be modeled more accurately as
bonding ED.
Accordingly, a mere elongation of the bonds to hydrogen atoms led to a worse fit of
the XRD data, but if three additional parameters for BEDE instructions involving hydrogen
were added, the model fitted the data equally well (Table 5.1 as well as Figures 5.31 and
5.32). The bonding ED was placed 0.3 Å along the bond to the hydrogen atoms and in the
opposing direction from hydrogen to its neighbor atom at r = 0.2 . Additionally, a negative
Gaussian function was added to the model next to the hydrogen atoms facing away from
the bond at a distance of 0.15 Å.
Refining more parameters, starting from the invariom values, led to better R values (down
to an R1(all) of 2.60 %) but after including 24 new BEDE and LONE parameters the density
fit had not improved considerably compared to the starting model. On the contrary looking
at the difference between highest peak and deepest hole in the residual density revealed
an increase of the gap. Hence, free refinement of BODD parameters against experimental
data should be performed very carefully, if necessary at all.
For investigative charge-density studies by crystallography, the multipole model will still
be prefered. Hence, there is no need to compete with the well-established procedures of
charge-density research, concerning the refinement against experimental diffraction data.
90.8 yielded almost the same results, so the exact value is not very important.
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Figure 5.29: Residual density at 0.15 e/Å3
of MBADNP after refining 13 BODD param-
eters for the bonds between non-hydrogen
atoms while hydrogen atoms are placed at
standard crystallographic positions for X-ray
data and B1 = 0.1 for all BEDE and LONE
instructions.
Figure 5.30: Residual density at 0.15 e/Å3
of MBADNP after refining 14 BODD param-
eters for the bonds between non-hydrogen
atoms while hydrogen atoms are placed at
standard crystallographic positions for X-ray
data.
Figure 5.31: Residual density at 0.15 e/Å3
of MBADNP after refining 14 BODD param-
eters for the bonds between non-hydrogen
atoms while hydrogen atoms are placed at
theoretical bond lengths.
Figure 5.32: Residual density at 0.15 e/Å3
of MBADNP after refining 17 BODD pa-
rameters for all bonds, for those to hydro-
gen atoms even at r=−0.15 from hydrogen
atoms, while hydrogen atoms are placed at
theoretical bond lengths.
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Table 5.1: Refinement results for different hydrogen atom treatments for refining BEDE and
LONE parameters against experimental X-ray data of MBADNP.[248]
R1 [%] wR2 [%] max min Goof R1(all) [%]
refine fixed B1 (Figure 5.29) 2.44 8.06 0.26 -0.25 1.120 2.96
refine (Figure 5.30) 2.36 7.91 0.25 -0.25 1.120 2.90
refine hdist (Figure 5.31) 2.65 8.82 0.39 -0.26 1.106 3.16
refine hdist BODD H (Figure 5.32) 2.35 7.87 0.25 -0.24 1.124 2.89
5.3.7 Comparison of bond-lengths uncertainties and
displacement
The improvement of residual factors alone is not a scientific achievement. If the new model
is accurate, results from single-crystal structure determination are expected to improve.
The information of interest acquired by a single-crystal XRD experiment is the three di-
mensional atomic arrangement. Atomic coordinates allow derivation of connectivity and
bond lengths. By modeling the bonding and lone-pair ED the parameters describing the
anisotropic displacement are expected to improve, because they do not compensate the
missing description of the aspherical ED by artificially modeling more movement than actu-
ally present. Although ADP are usually not of primary interest, they influence the precision
of bond-length determination.
Tables 7.16 and 7.17 in Appendix C show that upon inclusion of asphericity in general the
atomic displacement parameters, Uiso and Uequiv, were smaller. Evaluation of bond-lengths
uncertainties of MBADNP and ylid (see Tables 7.14 and 7.15 in Appendix) showed a higher
precision for those models with transferred BODD and invariom multipole parameters. The
average uncertainty of bond lengths between non-hydrogen atoms in ylid was 6.6 · 10−3 Å
in the IAM, 5.0 · 10−3 Å for the freely refined BODD parameters and 3.8 · 10−3 Å in the
model BODD parameters transferred from refinement against simulated data.
Interestingly, for the free BODD refinement most Uequiv values of non hydrogen atoms
did not decrease at all, while they did in case of the free BODD MBADNP refinement. This
could have its origin in the globally refined B2 (to a value of 0.18) in the case of ylid whereas
for MBADNP just one B1 parameter was refined for all BEDE and LONE instructions. This
is a first indication that refining B2 may lead to physically less meaningful results. Not
refining it but setting it to 0.7 instead, as in the case of MBADNP, led to an increased
R1 of 1.43 % instead of 1.37 % but to even a smaller average displacement than that
of the model with BODD parameters transferred from refinement against simulated data.
Therefore, it seems advisable to not refine B2, but simply set it to 0.7 or a similar number.
In general the comparison suggests that it is better to use BODD parameters transferred
from refinement against simulated data than to refine them against the experimental data,
even if the resolution is above average and would in principle allow the refinement of
additional parameters.
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5.3.8 Comparison to a model refined against neutron data
5.3.8.1 Design of the study
In order to show, in addition to the higher precision, that the new ADPs are more accurate
they are compared to ADPs refined against neutron data. Due to the scattering of neutrons
from atomic cores, ADP refined against neutron data are deconvoluted from the asphericity
of the ED.
The comparison includes the IAM models refined in Shelxl (XL IAM) and XD (XD
IAM), the invariom multipole model (XD multi inv) and three different BODD models. The
BODD model with parameters from invariom transfer number two (XL BODD inv2), with
parameters from the refinement against simulated data of MBADNP (XL BODD theo) and
those refined manually against the real data for non hydrogen atoms10 (XL BODD ref).
None of the models was refined with RIGU or any other restraint on the ADPs. Just the
distances to hydrogen atoms were set to the theoretical bond lengths for the ’XD invariom
multipole’ model, the ’XL BODD inv’ and ’XD BODD theo’ model.
5.3.8.2 Results
Anisotropic displacement parameters The results comparing the ADP for different
models of MBADNP against the ones refined against the neutron data are shown in Figure
5.33. The mean ADP difference to the neutron model is smallest for the two BODD
models with parameters transferred from theory either directly (’XL BODD theo’) or from
the model compounds assigned via invarioms (option two, ’XD BODD inv’). Interestingly,
the application of fewer BODD instructions that are less specific but refined freely against
the experimental data results in ADPs which agree worse with the neutron model, but
similarly well as those from the invariom multipole refinement with XD. Regardless of the
differences between the models for the valence density, the two IAM models deviate most
from the model refined against neutron data.
Figure 5.33: Mean ADP difference between selected models and the one refined against neutron
data for MBADNP. (Calculation was kindly automated by Jens Lübben.)
10Refinement of one global free B1 and hydrogen atoms at standard crystallographic positions
127
5 Invarioms and aspherical modeling for SHELXL – bond-oriented deformation density
Figure 5.34: Mean Hirshfeld test results for different models incl. the model refined against
neutron data for MBADNP derived from Platon calculations for each bond. Error bars represent
the variance for the different bonds in each model.
Hirshfeld test A look at the Hirshfeld test for all of the models including the one refined
against neutron data (Figure 5.34) shows that it is fulfilled best for those asphericity models
with parameters transferred from theory. The most significant improvement is observed for
bonds within the nitro group (see Figure 7.13 in Appendix C for atom specific results),
among which some would not have passed the five sigma test level in the IAM11.
The fact that the freely refined BODD parameters resulted in a worse Hirshfeld test
result can originate in the placement of the BODD Gaussian functions farther away from
the atoms than in refinements against simulated data. The residual density map upon
which the decision of BODD placement was based was already biased by ADPs that were
convoluted with the valence density. This way BODD mainly modeled the density not yet
described by the contaminated ADPs, whereas the transferred theoretical BODD parameters
were placed closer to the atoms due to the deconvolution of valence density from atomic
displacement. Thus a free refinement of BODD led to less model improvement than the
transfer of BODD parameters from a database or theory. Unfortunately, the model refined
against neutron data has an average Hirshfeld -test result that is not quite as good as the
one from the aspherical models, so that they cannot be relied upon as high-quality reference
results.
Atomic coordinates Figure 5.35 displays the agreement of atomic coordinates for dif-
ferent X-ray models with those refined against neutron data. Though the comparison
excludes hydrogen atoms asphericity models with transferred parameters and theoretical
bond lengths agree best with the atomic coordinates of the neutron model. This supports
the initial conclusion obtained from the standard uncertainties of the bond lengths (see
Chapter 5.3.7), which are on average slightly lower for the invariom BODD model than for
the BODD model refined against experimental data.
11This failure of the Hirshfeld test was observed independent of the application of RIGU as restraint in
Shelxl refinement
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Figure 5.35: Average distance between atomic coordinates of different models and the one refined
against neutron data for MBADNP. (Calculation was kindly automated by Jens Lübben.)
Conculsion In summary this means that a refinement of BODD parameters may lead to
a lower R value but this does not necessarily coincide with a better model. In the case of
MBADNP models with BODD or multipole parameters from theory led to a more accurate
model than a model in which BODD parameters were refined freely.
5.3.9 Statistical study
After successful BODD modeling of MBADNP and ylid by theoretical parameters there
were in principle two possible options to get closer to the overall goal of adding BODD to
a model via one click: transfer or calculation of BODD parameters.
For the first option many more model compounds, most likely all the model compounds
of the invariom database, would need to be parametrized so that parameters could be trans-
ferred via a big look-up table based on a classification that would still have to be decided
upon. For the second option dependencies of the BEDE and LONE parameters on other
structural information could be analyzed to evaluate the possibility of parameter calcula-
tion via some simple equations instead of a look-up table. This evaluation of parameter
dependencies requires several parametrized compounds as well. A first attempt to find a
dependency for bonds between carbon atoms will be presented next, to evaluate feasibility
of this approach.
The parameters already refined for 34 model compounds against simulated data so far
(a list is given in Appendix C, Table 7.18) were investigated for relations between different
bonding parameters. Even if the first option will be pursued further in the end, the results
of such an investigation could supply starting values for the parametrization of all the
compound in the invariom database.
5.3.9.1 First exploratory data analysis
A correlation between A and the bond length of bonds between carbon atoms would be
plausible, which therefore was the focus of the investigation. The hypothesis is that the
shorter the bond, the higher the ED and thereby the higher the A value. This is based
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on Pauling’s correlation of bond length to bond strength, [251] which is underlying many
relations of bond strength to bond length [252] as for example the bond valence theory.
A quick first look at a plot of A versus the bond distance, d , did not suggest a simple
correlation. But since A is refined dependent on r of the BEDE instruction, the relation
could be more complex. A matrix of scatter plots for the BEDE parameters of bonds
between carbon atoms and positive r is shown in Figure 5.36. It reveals a more pronounced
correlation between r and A and even a possibly linear relation between A and B1. The
first observation is interesting, because it could be the reason why A versus the bond length
shows no simple correlation. The relation between A and r seems hyperbolic and linear
regression of 1/A against r (Appendix C, Figure 7.14) fits quite well. Which is the reason
for plotting 1/A against the bond length and r in Figure 5.37.
It highlights the domination of r on A compared to the bond distance. Of course one
could use the mean r in the fitted plane for obtaining an equation to calculate A from the
bond distance, but the result (as shown in Figure 7.15 in Appendix C) was not convincing.
A better result may be obtained after eliminating the dependence on r by generating a
new data set for which all model compounds investigated were refined with r = 0.36 Å for
Figure 5.36: Scatter plot matrix of BEDE parameters from bonds between carbon atoms and
positive r collected from 34 model compounds, where d represents the bond length.
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bonds between carbon atoms. Alternatively the ratio of r to the bond length could have
been fixed, its mean is 0.2595 with a standard deviation 0.023 and variance of 0.0005.
Investigations of BEDE parameters for bonds between carbon atoms with negative r
and also for bonds between carbon and hydrogen in both directions did not reveal any
correlations.
5.3.9.2 Analysis of bonds between carbon atoms with fixed r
Propyne was added to the model compounds studied already for refinement with a fixed r
of 0.36 Å. Fixing r allowed the investigation of A in dependence of the bond length without
the correlation with r . This approach was preferred to the alternative of a fixed ratio of r
to bond length, because for the additional compound propyne not the slightest hint of a
fixed ratio between r and d was found and no clear relation between the two parameters
was visible in the scatter plot matrix in Figure 5.36.
Noteworthy about the BODD refinement of propyne is that one A value for the single
bond refined to 1.4, which is similarly high as A for the triple bond. In the following
analysis of all the BEDE parameters for bonds between carbon atoms with a positive r (set
to 0.36 Å) this was the strongest outlier.
A plot of amplitude A versus the bond length is shown in Figure 5.38 and B1 versus
A is presented as Figure 5.39. The amplitudes A of the triple bond in propyne supply a
valuable orientation for the relation on one parameter to the other. The linear regression
is mostly determined by the huge number of points from the aromatic systems and is
therefore unreasonable in this case. Hence, slope and intersection were deduced manually
from certain points which should be close to the correlation between the parameters studied.
In the case of parameter A versus bond length the resulting equation is A = −4.75 · d +8,
which although not very precise, yields an approximation for the calculation of amplitude
A for carbon bonds. The relation was applied to the two test structures to evaluate the
effect on the figures of merit in comparison to other models. The results will be discussed
in Section 5.3.9.4.
Figure 5.37: 3D plot of 1/A
(BEDE) versus r and bond
length d from bonds between
carbon atoms and r > 0 from
34 model compounds. The re-
gression plane suggests 1/A =
1.6(2) · d + 7.2(2) · r − 3.9(3)
with an adjusted R2 = 0.847.
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Figure 5.38: Parameter A versus bond length for bonds between carbon atoms for 31 compounds
refined with r=0.36 Å with a function roughly approximated manually as A = −4.75 · d + 8.
Figure 5.39: Parameter B1
versus A for bonds between car-
bon atoms for 31 compounds re-
fined with r = 0.36 with a func-
tion roughly approximated man-
ually as B1 = 0.05 · A+ 0.05.
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5.3.9.3 Analysis of bonds between carbon atoms with r , B1 and B2 fixed
Since correlation between A and B1 was still observed, the model compounds were refined
once more with fixed B1 and B2 values for the BEDE instructions concerning the carbon
bonds with a positive r . B1 was set to 0.11 and B2 to 0.81. Whereas 0.81 is the mean
value deduced from the original refinement of the 34 model compounds, the mean value
for B1 is closer to 0.10 but since there are systematically fewer bonds of a high bond order,
which would have a higher B1, B1 was fixed to 0.11. Thus the only parameter left to refine
for the BEDE instructions of carbon bonds with positive r was A in this experiment.
Except for propyne, which could not be modeled well with free r and B parameters either,
all model compounds still refined to R1 values below 1.0 % . Since B values were changed,
several refinements required many cycles until convergence. Those molecules with only
very few bond types sometimes required also the B2 values of non-carbon bond related
BEDE instructions to be fixed to 0.81 in order to prevent otherwise unreasonable results
for B2. The number of relevant model compounds investigated was 33 (including propyne,
but leaving out methanol and methylamine).
Unfortunately the fixed B2 prohibited many amplitudes from increasing, so that no rea-
sonable relation between A and the bond length could be deduced (see Figure 7.16, Ap-
pendix C). Therefore results from the previous investigations were applied to refinements
against experimental data.
5.3.9.4 Applying statistical results to refinements against experimental data
The relation between B1 and A could approximately be described by B1 = 0.05 · A+ 0.05
as shown in Figure 5.39. The mean ratio of r over the bond distance was 0.26. Those
approximate results from the statistical investigations were applied to model the ED between
carbon atoms, by deriving all parameters except B2 from the bond length, d :
r = 0.26 · d
A = −4.75 · d + 8.0 (+20 for refinement of theory2experiment factor)
B1 = −0.238 · d + 0.45
B2 was left at the value that was transferred from the refinement against simulated data,
as were all the other BODD parameters for non-hydrogen atoms. No BEDE instructions
involving hydrogen atoms were applied, while the distance to hydrogen atoms was refined.12
Application of the equation derived for bonds between carbon atoms to bonds between
carbon and other elements like oxygen and sulfur is not reasonable, since bond lengths differ
considerably. Therefore, A would become negative for the carbon-sulfur bond in ylid and
higher than two for the carbon-oxygen bond. In order to calculate parameters for bonds to
and between heteroatoms either different relations need to be derived, or electronegativity
difference are to be included in the calculation. Differences in directionality for bonds
between different atoms could also have a relevant influence.
12As shown earlier refining the distance to hydrogen atoms is closer to modeling the bonding ED than
fixing them to the theoretical distances without any BEDE modeling.
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Figure 5.40: R1 for refinements of
MBADNP against simulated data
with different models including one
where the BEDE parameters for ED
between carbon atoms were calcu-
lated by the derived formulas.
Figure 5.41: R1 for refinements of
ylid against simulated data with dif-
ferent models including one where
the BEDE parameters for ED be-
tween carbon atoms were calculated
by the derived formulas.
As Figures 5.40 and 5.41 show for MBADNP and ylid respectively, R1 increased only
slightly for the model in which the parameters for the bonds between carbon atoms were
calculated (formula) compared to the refinement where all parameters were transferred
from theory. Of course refining parameters for bonds between non-hydrogen atoms yielded
a better R1, but the best result is still obtained for the transfer of theoretical parameters
and constraining the hydrogen atoms to theoretical bond lengths.
Including the number of parameters refined in addition to those applied in the IAM,
the models with theoretical hydrogen distances included only one more parameter whereas
six had to be added for refining the bond length to hydrogen atoms for ylid and nine for
MBADNP. When BEDE parameters were refined, nine parameters were added for ylid and
thirteen for MBADNP. This means that the lowest R1 actually corresponds to the lowest
number of additional parameters, which shows the power of parameter transfer from theory.
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5.3.10 Application to identifying metal atoms
The application of aspherical scattering factors to identify the correct metal atom in crystal
structures of coordination compounds as presented in Chapter 3 for the multipole model
should be possible with BODD, too. Therefore, BODD parameters were refined with
Shelxl against the simulated diffraction data of pair 4 of Section 3.3.2.4. Only the
ligand was modeled by BODD, since this resembles the application of parameters from the
invariom database best. In order to ignore the bond to the metal atom during refinement of
LONE parameters for the coordinating atoms the covalent radius of the metal was reduced
artificially for the program.13 Only 31 parameters were refined for the whole molecule,
with B2 set to 0.7 and one global B1 variable that refined to about 0.07. A more detailed
model would have been possible, but this crude refinement already lead to surprisingly good
results upon transfer to the experimental structure model. The BODD parameters were
transferred to the model refined against the experimental data and kept fixed. Accidentally,
no theory2experiment scale factor was refined, and hydrogen atom distances were elongated
to theoretical values.
Figure 5.42: Comparison of R1 for reflections stronger than 4σ for the refinements of pair 4 with
Shelxl with different metal atoms in an IAM and a BODD model.
As Figure 5.42 shows the refinement improved considerably for nickel while it worsened
for cobalt. For refinements displayed by continuous lines the weighting scheme (wght) as
suggested by Shelxl after IAM refinement of nickel was applied. Statistical weights lead
to higher figures of merit in general, but the slopes upon inclusion of asphericity become
steeper. The theoretical BODD parameters were transferred from simulated data of the
nickel complex but usage of those from the cobalt complex just rendered an even slightly
lower R1 for nickel of 2.90 % for the IAM weighting scheme and confirmed the results for
cobalt. Modeling the central atom by scattering factors of the metal ions slightly increased
the residual factors for IAM and BODD models with both metals to a similar extent.
This example shows how useful modeling of aspherical density by theoretical parameters
can be. With the new BODD model in Shelxl a change of programs in order to ap-
ply multipole modeling is not necessary any more. BODD parameters from the invariom
database should have comparable effects as invariom multipole parameters.
13Alternatively the Shelxl CONN instruction could have been applied to define the metal’s connectivity.
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5.4 Discussion
5.4.1 Summary
A new way to include aspherical atoms in crystal structure models refined with Shelxl
was presented.
BEDE and LONE are new instructions for Shelxl which facilitate modeling of bonding
and lone pair ED. Their main advantage compared to the multipole model is the use of
bond orientations instead of local orthogonal coordinate systems. Thereby, the new model is
closer to a chemist’s intuition and named bond-oriented deformation density (BODD). The
different procedure for assignment of directionality avoids problems during the orientation
of local atomic coordinate systems.
For simple organic, small molecules BODD describes the molecular ED almost as well
as the multipole model when refined with XD. Lone pair treatment is still inferior to the
multipole model by judging from refinements against simulated data. A benefit of BEDE
and LONE is the chemical intuitiveness as mentioned above. This agreement with basic
chemistry knowledge is reflected by values of LONE parameters for substituted benzene
molecules. LONE amplitude of carbon atoms in ortho, meta and para positions changes in
accordance with the mesomeric effect of a certain substituent.
Since the goal of the new model is to facilitate the modeling of bonding and lone pair
ED for single crystal X-ray diffraction data of standard quality, the overall aim is to refine
BEDE and LONE parameters against simulated diffraction data of small, organic molecules
and transfer them to structures of interest as is known for the multipole parameters of the
invariom database. The proof of principle was successful. Transferability of BEDE and
LONE parameters between different theoretical structures was demonstrated for the first
time. Averaged parameters were transferred to different aromatic molecules and also from
several small molecules to the larger molecule MBADNP. The transferability rules show
similarities to those of multipole parameters as shown at the example of oxygen atoms in
nitro groups. In general, transferability between theoretical molecules was established.
Successful transfer of BODD parameters from refinements against simulated data to mod-
els of experimental data required refinement of a scale factor for the transferred BODD.
The thus refined models of MBADNP and ylid led to improved figures of merit and ADPs
as well as smaller uncertainties of bond lengths and angles. For MBADNP a comparison
to neutron data also suggested a higher accuracy in addition to the improved precision.
The best result for transferred parameters was obtained by placement of hydrogen atoms
at bond lengths obtained from theoretical calculations and modeling their bonds by BEDE
instructions. Compared to the IAM it was also an improvement to only treat non-hydrogen
atoms by BEDE and LONE, while the distances to hydrogen atoms were refined or set to
standard X-ray bond length. This treatment proved useful if BEDE and LONE parame-
ters were refined against experimental data, although deconvolution of aspherical ED and
thermal motion was best for BODD parameters transferred from theory.
Furthermore, the new BODD model could be applied to identify the correct metal atom in
coordination compounds by refinement against diffraction data, if the asphericity parameters




In addition to the presented comparison of different models for XRD data of MBADNP to
the model refined against neutron data, similar comparisons for other compounds would
support the conclusions by validation against more than one neutron diffraction experiment.
The most important decision to be addressed, however, concerns the best classification
of BODD parameters for their transfer from the invariom database. Invariom names are
a possibility, for which then an appropriate technical way of parameter assignment has to
be decided on. Different possibilities have been presented in this thesis. Another challenge
is the refinement of ionic model compounds and a general treatment of nitrogen atoms in
secondary amines between sp2- and sp3-hybridized carbon atoms, since their planarity can
be ambiguous.
When those problems are solved, a preprocessor program like InvariomTool can be
created to transfer BEDE and LONE parameters from the model compounds of the invariom
database. Successful application of the tool to any model of an organic molecule requires
BODD parameters for all invariom model compounds.
Instead of parameterizing the numerous model compounds, relations between BEDE
and LONE parameters and the information already present in the model could probably
be derived, as exemplary shown in a first attempt for BEDE parameters of bonds between
carbon atoms. In order to follow this approach bonds between different atoms will have to be
investigated with respect to their bond lengths, and the relation between different elements
should be checked for correlation with electronegativity differences. Such relations would
provide an elegant way of generating BODD parameters or starting values for refinements
in the course of parameterizing all invariom model compounds. A transfer of parameters
from the invariom database, however, should yield better results.
Before distribution of software that provides easy access to aspherical modeling with
Shelxl to a broad range of scientist, the reason for the theory2experiment scale factor
should be elucidated. Afterwards, the way to more precise and accurate structure mod-






In the previous chapters many new applications of the invariom database have been dis-
cussed.
Firstly, the invariom database itself was completely renewed and expanded. All model
compounds of the database were treated with a newer functional and a basis set that
allows invariom scattering factors to be obtained for elements as heavy as krypton. The
new basis set allowed the inclusion of bromine compounds in the database, so for each
model compound containing either chlorine or fluorine the equivalent bromine compound
was added. Thus the database was not only renewed but also expanded. Overall, the
collection of model compounds in the invariom database was increased by almost 400
molecules.
Secondly, additional properties transferable via invariom classification were introduced.
The renewed geometry optimizations of each model compound yielded frequencies for pre-
diction of hydrogen ADPs. A fit of atomic point charges to the electrostatic potential
deduced from the molecular wave functions built the basis for invariom point charges. The
development of these charges was a main topic of this thesis. The addition of bond-oriented
deformation density for aspherical modeling with Shelxl transferable from the invariom
database was prepared for future application in form of a pilot study.
The new attributes now transferable from the invariom database required a more strictly
defined invariom terminology. Moreover, the thesis yielded two changes in invariom clas-
sification. During the atomic point charge project it turned out that double bonded oxy-
gen atoms as well as hydrogen atoms should be classified to a higher degree. A way to
achieve this without requiring additional model compounds has been established. While
the hydrogen-invariom names were extended only for invariom point charges the new clas-
sification of oxygen atoms involved in a double bond also led to an improved performance
of the invariom scattering factors.
Due to the more extensive basis set, the new database allowed homogeneous treatment
of structures that contain coordination compounds with 3d -metals and co-crystallized other
molecules. Aspherical scattering factors for coordination compounds were specifically tai-
lored by an invariom-like approach. This approach for aspherical modeling of complexes
was applied to a series of crystal structures, in order to clarify which of two possible metal
atoms fits the X-ray diffraction data best. Although modeling of the whole coordination
compound by multipoles often improved the fit to the data further, invariom modeling of
only the ligand already allowed identification of the correct metal atom in most cases. This
case study is a new example for a contribution to science by application of invarioms.
The development of invariom point charges was more methodical and included the devel-
opment of computational tools for the transfer from the database to a molecule of interest.
139
6 Conclusion
The invariom model compound assignment was changed for the construction of an invar-
iom point charge database. While for the other properties the attribute to a given invariom
is derived from one model compound, the invariom point charges are averaged. Point
charges of all atoms in the database that have a specific chemical bonding environment
were averaged to yield the charge for the invariom defining this environment. Although this
proceeding has not been typical for invarioms a clear improvement upon averaging of point
charges was observed. The developed charges were validated by their ability to reproduce
the electrostatic potential of a set of angiogenesis inhibitor molecules. Additionally, the
molecular electrostatic potentials from the new charges were compared to those acquired
from different point charges and those derived from multipole refinements against experi-
mental diffraction data. Especially the last comparison showed that invariom point charges
perform well at reproducing molecular electrostatic potentials. Tools for invariom point
charge assignment and for quickly deriving as well as visualizing the electrostatic potential
on a molecular surface were presented.
The pilot study on invarioms for aspherical modeling in Shelxl by bond-oriented de-
formation density was a great success. The bond-oriented deformation density model is a
method by which the invariom database can be applied to improve refinements in Shelxl.
The overall target is a preprocessor program that will perform a similar task as Invari-
omTool, but for bond-oriented deformation density instead of multipoles. Thus, access
to the benefits of invariom modeling will be provided to a broader user group and, hence,
many more scientific projects. Bond-oriented deformation density is an alternative model
to the commonly used Hansen and Coppens multipole model and resembles charge cloud
models developed earlier, but includes some improvements. The ability of this model to
describe the aspherical density compared to that of the multipole model for refinements
against simulated data has problems with constrained ring geometries and heavier elements;
otherwise it performs almost similarly well. In combination with the conceptual simplicity
and ease of application the model has the potential to become useful for improving rou-
tine structure determinations. The transferablity of the new parameters between different
structures refined against simulated data was demonstrated. Bond-oriented deformation
density from theory improved structural models of experimental data upon refinement of
one scale factor for the transferred density. The models including bond-oriented deforma-
tion density from theory yielded bond lengths of higher precision than models in which the
parameters were refined against the experimental data or models with spherical scattering
factors. Furthermore, different models of one molecule were compared to a model refined
against neutron diffraction data. The comparison suggested higher accuracy of ADPs and
atomic coordinates for models that describe the asphericity by parameters from invariom
model compounds than for independent atom models. This pilot study shows that invariom
parameters for aspherical modeling in Shelxl can and should be developed.
Modeling of coordination compounds with bond-oriented deformation density parameters
refined against simulated X-ray diffraction data allowed the identification of the correct
central metal atom. The results were similar to those of the project during which correct
metal atoms were identified by modeling with multipole parameters from the invariom
database. The difference is that this time the program Shelxl could be used directly to
model bonding and lone pair electron density.
Overall, new applications for the invariom database were developed, interesting cases
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were studied by special invariom treatment and a basis for better access to the improved
modeling by aspherical scattering factors was provided.
6.2 Outlook
The extraction of geometrical restraints for highly differentiated atomic environments is one
possible further application of the invariom database. Questions concerning classification
of bonds instead of atoms similar to those of bond-oriented deformation density will have
to be solved for this. Especially the derivation of restraints for even farther distances such
as 1,3-distances for bond angles will be challenging.
The next step, however, for broadening the application of the invariom database is the
parametrization of the complete invariom database for bond-oriented deformation den-
sity and introduction of a preprocessor program for parameter transfer. This will improve
structural models refined with Shelxl without adding variables to the refinement. The
application of bond-oriented deformation density from the invariom database should be as




7.1 Appendix A – Identification of metal atoms
Table 7.1: SCF energies in Hartree for the geometries refined with the invariom model for high-
and low-spin cobalt(II) and nickel(II) octahedral complexes. Lower energies are marked in bold.
pair Co(hs) Co(ls) difference (ls-hs)
3 -2687.4064 -2687.3897 0.0167
4 -2830.2233 -2830.2019 0.0214
Ni(hs) Ni(ls)
1 -2724.3078 -2724.2855 0.0223
3 -2812.9664 -2812.8447 0.1217
4 -2955.7825 -2955.7155 0.0670
Table 7.2: SCF energies in Hartree for the geometries refined with the invariom model for high-
and low-spin cobalt(II) and nickel(II) in tetrahedral complexes. Lower energies are marked in bold.
pair Co(hs) Co(ls) difference (ls-hs)
8 -7799.3570 -7799.3111 0.0459
Ni(hs) Ni(ls)
8 -7924.9005 -7924.8531 0.0473
10 -3770.9427 -3770.8689 0.0738
Table 7.3: SCF energies in Hartree for the geometries refined with the invariom model for high-
and low-spin cobalt(II) and nickel(II) square-planar complexes. Lower energies are marked in bold.
pair Co(hs) Co(ls) difference (ls-hs)
5 -2378.4417 -2378.4821 -0.0404
Ni(hs) Ni(ls)
5 -2504.0105 -2504.0531 -0.0426
6 -8662.2079 -8662.2306 -0.0227
7 -2928.3477 -2928.3619 -0.0142
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Table 7.4: Cell parameters for both structures of pair 3 and their deviation.
cell a b c β
a 9.1863 13.8653 19.987 93.604
b 9.1896 13.8731 20.001 93.641
e.s.d. 0.0006 0.0009 0.001 0.001
∆ 0.0033 0.0078 0.014 0.037
Table 7.5: Energy change upon geometry relaxation for pair 3, in atomic units if not indicated
otherwise.
Ni(ls) Ni(hs) Co(hs) Co(ls)
E(HF) starting geometry a -2812.8400 -2812.9664 -2687.4064 -2687.3370
E(HF) starting geometry b -2812.8984 -2812.9658 -2687.4055 -2687.3903
E(HF) optimized geometry -2812.9664 -2687.4320 -2687.4161
quotient a 1.0000000 1.0000095 1.0000294
quotient b 1.0000002 1.0000098 1.0000095798
change [%] 0.0000% 0.0010% 0.0029%
change opt-sp 0.0000 -0.0256 -0.0791
change [kJ/mol] 0 -67 -208
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7.1 Appendix A – Identification of metal atoms
Figure 7.1: Thermal ellipsoid plot at a probability of 50 % of pair 10 with Cu after refinement of
the whole-molecule scattering factors against data set a.
Figure 7.2: Thermal ellipsoid plot at a probability of 50 % of pair 11 with Ni after refinement of
the whole-molecule scattering factors against data set a.
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7.2 Appendix B – Invariom point charges
Figure 7.3: How the program for RMS calculation selects grip points within distance between 1.4
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whole mol. 0.051 -0.062 0.057 0.0028 0.2442
invariom 0.047 -0.057 0.051 0.0025 0.2274
amber 0.054 -0.149 0.041 0.0191 0.0736
L-Trp-L-Trp-L-Trp
whole mol. 0.036 -0.041 0.038 0.0022 0.2308
invariom 0.049 -0.032 0.042 0.0027 0.1810
amber 0.029 -0.050 0.038 0.0024 0.1505
L-Ala-L-Ala-L-Ala
whole mol. 0.034 -0.052 0.039 0.0023 0.2221
invariom 0.050 -0.049 0.049 0.0033 0.2447
amber 0.040 -0.046 0.041 0.0023 0.2488
Table 7.6: Results from Politzer analysis of the three homotripeptides’ ESPs calculated from
different atomic point charges. Values in better agreement with those from the ’whole-molecule’
charges are printed bold.
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x y z total
L-Asn-L-Asn-L-Asn
whole mol. -3.61 -2.38 -5.34 6.87
invarioms -5.58 -6.26 -3.84 9.22
amber 24.47 8.17 -13.90 29.30
L-Trp-L-Trp-L-Trp
whole mol. -3.51 0.25 3.15 4.70
invarioms 3.80 -5.67 4.08 7.95
amber -9.24 2.28 5.13 10.81
L-Ala-L-Ala-L-Ala
whole mol 0.66 0.72 0.52 1.11
invarioms 5.43 0.68 -0.76 5.53
amber -5.89 1.54 0.99 6.16
Table 7.7: Dipol moments of the three homotripeptides calculated from different atomic point
charges. Values in better agreement with those from the ’whole-molecule’ charges are printed
bold.
Listing 7.1: Bash commands for using APD-Toolkit in combination with Jmol.
/ path / to /APDToolkit −pqr
sh / path / to / jmo l . sh r e s p . pqr −s / path / to / e s p_s c r i p t . s p t −o
Listing 7.2: Setting for Jmol to display an nice ESP, stored in esp_ script.spt for starting the
program by script.
set f r a n k o f f ; se lect a l l ; hbonds o f f ; s p i n o f f ; w i r e f r ame o f f
; s p a c e f i l l o f f ; t r a c e o f f ; set ambient 40 ; set specpower
40 ; s l a b o f f ; r i b b on s o f f ; c a r t oon s o f f ; l a b e l o f f ; mon i to r
o f f ; set background wh i t e ;
i s o s u r f a c e r e s o l u t i o n 9 s o l v e n t 1 .4 c o l o r a b s o l u t e −.25 0 .25
co l o r s cheme rwb MAP mep ;
Invariom names for new hydrogen atom treatment
In order to achieve a better classification of hydrogen atoms, especially those at aromatic
systems, new hydrogen invariom names were introduced. The new names are implemented
in the program APD-Toolkit [230], but not in the program InvariomTool [91] yet.
To ensure downwards compatibility the old invariom names are supplemented by the in-




Table 7.8 contains three invarioms of hydrogen attached do an aromatic six-membered
ring which in the old nomenclature would have been H@6c. Their charges of 0.126, 0.1316
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Table 7.8: Most frequent invarioms within the invariom database with their charges and count.

















and 0.1193 differ insignificantly (the standard deviation of the last one being 0.013 as shown
in Figure 7.6a). But there are less frequent examples closer to heteroatoms which differ
significantly (Figure 7.4).

















Mean    = 0.1508
Median = 0.1628
Pop. stdev.     = 0.0578
Pop. variance = 0.0033
Frequency distribution of invariom charge for one invairom
 
Figure 7.4: Frequency distribution of the 343 different new invariom charges that formerly were
invariom H@6c.
Overall there are 343 different H@6c with the new names. If they are all averaged their
frequency distribution is as shown in Figure 7.4. Comparison to the histogram of the most
frequent invariom with the elongated name in Figure 7.6a shows considerably improved
spread.
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0.100 all 1.413 1.874
0.050 all 0.681 0.903
0.025 all 0.345 0.458
0.010 all 0.148 0.197
0.025 hydrogen 0.283 0.375
0.025 non-hydrogen 0.196 0.260
Comparison to other point charges
Figure 7.5: Detailed RRMS results for the comparison of different point charges for the investi-
gated angiogenesis inhibitors.
Experimental details for the comparison to aspherical
refinement against experimental data
For this comparison the ESP was calculated by XD2006 [12]. The electron density onto
which it was mapped was calculated for the same grid also by XD2006. Mapping and
graphical representation was done with MolecoolQt [40]. The geometry was always
the one refined from the charge density data, and the electron density from a simple
spherical atom model with Kappas of 1.00 for non-hydrogen atoms and 1.2 for hydrogen
atoms. The electrostatic potentials from the different approaches were all derived from an
adjusted multipole model. In the case of point charges the charges were set as monopole
populations without deformation functions. The point charges from theory were generated
149
7 Appendix
by Gaussian09 [103] MK population analysis after a single point calculation of the geometry
known from experiment. Invariom multipoles were transferred with InvariomTool [91].
Frequency distribution of selected invariom charges
















Mean    = 0.1193
Median = 0.1183
Pop. stdev.     = 0.0123
Pop. variance = 0.0002
Frequency distribution of 
 invariom charge for one invairom
(a) H@6c&6-C#6c[#6c1h]#6c[#6c1h]1h


















Mean    = -0.1044
Median = -0.1077
Pop. stdev.     = 0.0690
Pop. variance = 0.0048
Frequency distribution of 
 invariom charge for one invairom
(b) 6-C#6c[#6c1h]#6c[#6c1h]1h

















Mean    = 0.1082
Median = 0.1078
Pop. stdev.     = 0.0361
Pop. variance = 0.0013
Frequency distribution of 
 invariom charge for one invairom
(c) H1c[1c1h1h]&C1c1h1h1h



















Mean    = 0.1180
Median = 0.1151
Pop. stdev.     = 0.0262
Pop. variance = 0.0007
Frequency distribution of 
 invariom charge for one invairom
(d) H1c[@6c1h1h]&C@6c1h1h1h

















Mean    = 0.1094
Median = 0.1111
Pop. stdev.     = 0.0472
Pop. variance = 0.0022
Frequency distribution of 
 invariom charge for one invairom
(e) H1c[1n1h1h]&C1n1h1h1h


















Mean    = 0.1269
Median = 0.1267
Pop. stdev.     = 0.0394
Pop. variance = 0.0016
Frequency distribution of 
 invariom charge for one invairom
(f) H1c[@5c1h1h]&C@5c1h1h1h
Figure 7.6: Frequency distributions of the charge of the most frequent invarioms.
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Mean    = -0.9357
Median = -0.9418
Pop. stdev.     = 0.0658
Pop. variance = 0.0043
Frequency distribution of 
 invariom charge for one invairom
(a) N1c1h1h
















Mean    = -0.8154
Median = -0.8053
Pop. stdev.   = 0.0981
Pop. variance = 0.0096
Frequency distribution of 
 invariom charge for one invairom
(b) N@6c1h1h
















Mean    = 0.3632
Median = 0.3620
Pop. stdev.     = 0.0230
Pop. variance = 0.0005
Frequency distribution of 
 invariom charge for one invairom
(c) H1n[1c1h]&N1c1h1h















Mean    = 0.3529
Median = 0.3517
Pop. stdev.     = 0.1082
Pop. variance = 0.0117
Frequency distribution of 
 invariom charge for one invairom
(d) H1n&N@6c1h1h

















Mean    = -0.6062
Median = -0.6169
Pop. stdev.     = 0.0571
Pop. variance = 0.0033
Frequency distribution of 
 invariom charge for one invairom
(e) O1c1h
















Mean    = -0.5413
Median = -0.5525
Pop. stdev.     = 0.0945
Pop. variance = 0.0089
Frequency distribution of 
 invariom charge for one invairom
(f) O@6c1h

















Mean    = 0.4067
Median = 0.4041
Pop. stdev.     = 0.0258
Pop. variance = 0.0007
Frequency distribution of 
 invariom charge for one invairom
(g) H1o[1c]&O1c1h















Mean    = 0.4066
Median = 0.4147
Pop. stdev.     = 0.0957
Pop. variance = 0.0092
Frequency distribution of 
 invariom charge for one invairom
(h) H1o[@6c]&O@6c1h




7.3 Appendix C – Invarioms and aspherical
modeling for SHELXL refinements
Figure 7.8: Bond angles between hydrogen
atoms of selected molecules as calculated by
DFT in comparison to the ideal tetrahedral
angle.
Figure 7.9: Residual density at
±0.02 e/Å3 of furan with BEDE
and LONE positions represented
by blue icosahedra.
Figure 7.10: Populations of the dz2 type quadrupole refined with XD for carbon atoms in aromatic
systems with substituents of different mesomeric effects.
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Table 7.10: Angle sums, planarity values and planarity of nitrogen atoms in selected secondary














R-N-(1-phenylethyl)pyridin-2-amine 356.25 0.792 no 358.41 0.908 yes
R-N-(1-phenylethyl)aniline 352.69 0.636 no 352.56 0.632 no
N-methylpyridin-2-amine 356.98 0.832 no 357.3 0.849 no
N-methylaniline 360.00 1.000 yes 353.81 0.684 no
Methyl-phenyl-amine 353.25 0.650 no 353.86 0.686 no
N-methylbenzo[d]thiazol-2-amine 360.01 1.000 yes 356.8 0.823 no
Table 7.11: Crystallographic data of MBADNP[248].
MBADNP (X-ray) MBADNP (neutron)
formula C13H12N4O4 C13H12N4O4
crystal system monoclinic monoclinic
space group, Z P21, 2 P21, 2
cell constants
a [Å] 8.352(3) 8.352(3)
b [Å] 8.570(3) 8.570(3)
c [Å] 8.909(4) 8.909(4)
β [◦] 93.98(2) 93.98(2)
crystal shape, color block, yellow hexagonal prism, yellow
crystal size [mm] 0.30 x 0.26 x 0.20 3.0 x 2.5 x 1.0
temperature [K] 20.0(2) 20.0(1)
radiation type, λ [Å] MoKα, 0.71073 neutron (staedy state
reactor, D9 at ILL)
2θmax [◦] 79.94 93.12
sin θmax/λ [Å−1] 0.904
dmax [Å] 0.553
independent reflections 7873 3397
independent reflections with I > 2σ(I ) 7612
Rint 0.0203 0.0283
Table 7.12: Flack parameters for selected models of MBADNP refined against experimental data.
model Flack x Flack s.u. Parsons x Parsons s.u.
IAM S 0.092 0.575 -0.058 0.309
IAM hdist S 0.134 0.594 -0.063 0.309
BODD inv2 hdist 0.015 0.511 -0.079 0.310
BODD inv3 hdist -0.006 0.512 -0.081 0.309
BODD theo hdist 0.001 0.508 -0.070 0.311
153
7 Appendix
(a) R1(all) (b) wR2
(c) rms deviation from mean (d) Goodness of fit (S)
Figure 7.11: Comparison of figures of merit for different models refined against x-ray data of
MBADNP.
Table 7.13: Crystallographic data of ylid.
formula C11H10O2S
crystal system orthorhombic














7.3 Appendix C – Invarioms and aspherical modeling for SHELXL refinements
(a) iam 0.30 (b) iam 0.25
(c) inv1 0.30 (d) inv1 0.25
(e) inv2 0.30 (f) inv2 0.25
(g) inv3 0.30
(h) inv3 0.25
Figure 7.12: Comparison of residual electron density maps at ±0.25 e/Å3 and ±0.30 e/Å3 for
different models refined against X-ray data of MBADNP. (Inverted, uncut and omitted the worst
2 reflections of model inv3 in all maps.)
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Table 7.14: Bond lengths of different MBADNP models.
IAM XL inv2 BODD free BODD inv XD IAM XD
O1 N3 1.2414(12) 1.2370(11) 1.2397(11) 1.2366(7) 1.2423(8)
O2 N3 1.2296(12) 1.2267(11) 1.2284(11) 1.2276(7) 1.2304(5)
O3 N4 1.2339(12) 1.2305(11) 1.2326(11) 1.2326(7) 1.2333(5)
O4 N4 1.2362(12) 1.2330(11) 1.2355(11) 1.2358(7) 1.2370(6)
N1 C9 1.3391(13) 1.3388(12) 1.3388(12) 1.3412(8) 1.3399(8)
N1 C7 1.4726(13) 1.4735(12) 1.4748(12) 1.4719(8) 1.4714(4)
N1 H1N 0.9071 1.004 0.865(19) 1.005 0.907059
N2 C13 1.3245(13) 1.3218(12) 1.3246(13) 1.3585(8) 1.3601(7)
N2 C9 1.3605(13) 1.3611(12) 1.3606(13) 1.3237(8) 1.3250(9)
N3 C10 1.4532(13) 1.4532(12) 1.4545(13) 1.4548(8) 1.4546(6)
N4 C12 1.4456(13) 1.4449(12) 1.4465(13) 1.4456(8) 1.4463(8)
C1 C2 1.3964(14) 1.3986(13) 1.3979(13) 1.3977(8) 1.3948(8)
C1 C6 1.4040(14) 1.4039(13) 1.4044(13) 1.4047(8) 1.4038(7)
C1 C7 1.5245(14) 1.5239(13) 1.5231(13) 1.5229(8) 1.5259(9)
C2 C3 1.4015(14) 1.4005(13) 1.4013(13) 1.4021(8) 1.4027(9)
C2 H2 0.95 1.084 0.95 1.083896 0.950134(3)
C3 C4 1.3920(15) 1.3934(13) 1.3943(14) 1.3923(9) 1.3887(6)
C3 H3 0.95 1.084 0.95 1.083897 0.94987(4)
C4 C5 1.4000(15) 1.4012(14) 1.4007(14) 1.4022(9) 1.4001(8)
C4 H4 0.95 1.084 0.95 1.083902 0.949985(8)
C5 C6 1.3913(15) 1.3914(13) 1.3922(13) 1.3915(8) 1.3914(9)
C5 H5 0.95 1.084 0.95 1.083898 0.949994
C6 H6 0.95 1.084 0.95 1.083898 0.950022
C7 C8 1.5290(14) 1.5294(13) 1.5310(13) 1.5302(9) 1.5278(7)
C7 H7 1 1.098 1 1.104009 0.999998
C8 H8A 0.98 1.091 0.98 1.091702 0.980029(17)
C8 H8B 0.98 1.091 0.98 1.091702 0.98004(2)
C8 H8C 0.98 1.091 0.98 1.091704 0.980019(17)
C9 C10 1.4370(14) 1.4353(12) 1.4360(13) 1.4341(8) 1.4359(5)
C10 C11 1.3802(14) 1.3821(13) 1.3811(13) 1.3809(8) 1.3805(9)
C11 C12 1.3841(14) 1.3856(13) 1.3853(13) 1.3855(8) 1.3824(7)
C11 H11 0.95 1.084 0.95 1.083898 0.949925
C12 C13 1.3999(14) 1.4017(13) 1.3997(13) 1.4004(8) 1.4000(5)
C13 H13 0.95 1.084 0.95 1.083897 0.950004(4)
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Table 7.15: Bond lengths of different ylid models.
IAM XL theo BODD free BODD inv XD IAM XD
S1 C1 1.7115(5) 1.7110(3) 1.7103(3) 1.7113(2) 1.7119(3)
S1 C10 1.7896(5) 1.7887(3) 1.7897(4) 1.7893(2) 1.7900(4)
S1 C11 1.7980(6) 1.7968(4) 1.7979(4) 1.7974(3) 1.7977(4)
O1 C2 1.2376(6) 1.2355(4) 1.2383(5) 1.2356(3) 1.2380(4)
O2 C9 1.2327(6) 1.2312(4) 1.2336(5) 1.2311(3) 1.2329(5)
C1 C2 1.4359(6) 1.4365(4) 1.4358(5) 1.4362(3) 1.4354(5)
C1 C9 1.4424(6) 1.4428(4) 1.4423(5) 1.4432(3) 1.4422(5)
C2 C3 1.5021(6) 1.5021(4) 1.5018(5) 1.5020(3) 1.5022(5)
C3 C4 1.3839(7) 1.3838(4) 1.3845(5) 1.3848(3) 1.3839(5)
C3 C8 1.3964(7) 1.3977(4) 1.3975(5) 1.3961(3) 1.3948(5)
C4 C5 1.4028(8) 1.4036(5) 1.4046(6) 1.4027(4) 1.4007(6)
C4 H4 0.956(13) 1.084 0.907(9) 1.083898127 0.963419
C5 C6 1.3928(9) 1.3954(6) 1.3959(7) 1.3976(4) 1.3933(7)
C5 H5 0.970(13) 1.084 0.942(9) 1.083892904 0.965195
C6 C7 1.4066(8) 1.4053(5) 1.4075(6) 1.4045(4) 1.4088(6)
C6 H6 1.008(13) 1.084 0.950(9) 1.083906631 1.003359
C7 C8 1.3850(7) 1.3844(4) 1.3850(5) 1.3854(3) 1.3848(5)
C7 H7 0.944(13) 1.084 0.902(9) 1.08389951 0.941992
C8 C9 1.5068(7) 1.5069(4) 1.5063(5) 1.5065(3) 1.5084(5)
C10 H10A 0.930(8) 1.089 0.942(5) 1.088566096 0.932833
C10 H10B 0.930(7) 1.089 0.942(5) 1.088563161 0.932834
C10 H10C 0.930(7) 1.089 0.942(5) 1.088563836 0.932823
C11 H11A 0.936(8) 1.089 0.944(6) 1.088567803 0.942437
C11 H11B 0.936(8) 1.089 0.944(6) 1.088559565 0.942436
C11 H11C 0.936(8) 1.089 0.944(6) 1.088564805 0.942443
Figure 7.13: Hirshfeld test results per atom for different models for MBADNP.
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Table 7.16: U(iso)/(equiv) of different MBADNP models.
IAM XL inv2 BODD free BODD inv XD IAM XD
O1 0.01172(13) 0.01124(11) 0.01156(11) 0.01136 0.01171
O2 0.01228(13) 0.01176(12) 0.01208(12) 0.01188 0.01213
O3 0.01127(13) 0.01072(11) 0.01111(11) 0.01068 0.01116
O4 0.01113(12) 0.01062(11) 0.01097(11) 0.01062 0.01118
N1 0.00874(12) 0.00826(11) 0.00859(11) 0.00835 0.00869
N2 0.00886(12) 0.00846(11) 0.00868(11) 0.00839 0.00878
N3 0.00843(12) 0.00791(11) 0.00829(11) 0.00798 0.00843
N4 0.00825(12) 0.00780(11) 0.00814(11) 0.0079 0.0082
C1 0.00814(13) 0.00766(12) 0.00786(12) 0.00762 0.00801
C2 0.00944(14) 0.00916(12) 0.00920(12) 0.00904 0.0094
C3 0.01006(14) 0.00968(13) 0.00987(13) 0.00966 0.01002
C4 0.00993(14) 0.00951(13) 0.00968(13) 0.00947 0.0098
C5 0.01010(14) 0.00968(13) 0.00986(13) 0.00969 0.01014
C6 0.00939(14) 0.00904(12) 0.00909(13) 0.00897 0.00937
C7 0.00792(13) 0.00741(12) 0.00775(12) 0.0075 0.00789
C8 0.01031(15) 0.00982(13) 0.01017(13) 0.00995 0.01027
C9 0.00772(13) 0.00731(11) 0.00751(12) 0.00722 0.00768
C10 0.00785(13) 0.00734(12) 0.00768(12) 0.00731 0.00768
C11 0.00796(13) 0.00763(12) 0.00773(12) 0.00754 0.00794
C12 0.00801(13) 0.00754(12) 0.00777(12) 0.00762 0.00789
C13 0.00888(14) 0.00832(12) 0.00863(12) 0.0084 0.00888
H1N 0.01 0.01 0.01 0.0100(1) 0.0104(1)
H2 0.011 0.011 0.011 0.0108(1) 0.0113(1)
H3 0.012 0.012 0.012 0.0116(1) 0.0120(1)
H4 0.012 0.011 0.012 0.0114(1) 0.0118(1)
H5 0.012 0.012 0.012 0.0116(1) 0.0122(1)
H6 0.011 0.011 0.011 0.0108(1) 0.0112(1)
H7 0.01 0.009 0.009 0.0090(1) 0.0095(1)
H8A 0.015 0.015 0.015 0.0149(1) 0.0154(2)
H8B 0.015 0.015 0.015 0.0149(1) 0.0154(2)
H8C 0.015 0.015 0.015 0.0149(1) 0.0154(2)
H11 0.01 0.009 0.009 0.0090(1) 0.0095(1)
H13 0.011 0.01 0.01 0.0101(1) 0.0107(1)
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Table 7.17: U(iso)/(equiv) of different ylid models.
XL IAM theo BODD free BODD XD inv XD IAM
S1 0.00922(2) 0.00878(1) 0.00935(2) 0.00914 0.00923
O1 0.01354(6) 0.01352(4) 0.01370(4) 0.01355 0.01361
O2 0.01425(6) 0.01429(4) 0.01443(5) 0.01438 0.01423
C1 0.00957(6) 0.00956(4) 0.00972(4) 0.00949 0.00958
C2 0.00931(6) 0.00926(4) 0.00944(4) 0.00922 0.00931
C3 0.00996(6) 0.00993(4) 0.01001(4) 0.00986 0.00994
C4 0.01318(7) 0.01315(4) 0.01330(5) 0.01306 0.01327
C5 0.01579(8) 0.01583(5) 0.01592(6) 0.0158 0.01584
C6 0.01624(8) 0.01622(5) 0.01627(6) 0.01619 0.01621
C7 0.01408(8) 0.01402(5) 0.01415(6) 0.01402 0.01424
C8 0.01025(6) 0.01023(4) 0.01033(4) 0.01018 0.01027
C9 0.00964(6) 0.00959(3) 0.00976(4) 0.00953 0.00962
C10 0.01314(7) 0.01317(4) 0.01335(5) 0.01313 0.01319
C11 0.01712(9) 0.01711(5) 0.01727(6) 0.01708 0.01722
H4 0.016 0.016 0.016 0.01567(4) 0.01593(6)
H5 0.019 0.019 0.019 0.01896(5) 0.01901(7)
H6 0.019 0.019 0.02 0.01943(5) 0.01945(8)
H7 0.017 0.017 0.017 0.01682(5) 0.01709(7)
H10A 0.02 0.02 0.02 0.01576(4) 0.01976(6)
H10B 0.02 0.02 0.02 0.01576(4) 0.01976(6)
H10C 0.02 0.02 0.02 0.01576(4) 0.01976(6)
H11A 0.026 0.026 0.026 0.02049(5) 0.02577(8)
H11B 0.026 0.026 0.026 0.02049(5) 0.02577(8)
H11C 0.026 0.026 0.026 0.02049(5) 0.02577(8)
Table 7.18: List of molecules for which BEDE and LONE parameters were refined against theo-















Figure 7.14: Scatter plot of
1/A(BEDE) versus r from bonds
between carbon atoms and positive
r from 34 model compounds.
The regression line suggests
1/A = 8.06(21)r − 1.97(8) with
an adjusted R2=0.818.
Figure 7.15: Plot of A (BEDE pa-
rameter) versus bond length from
bonds between carbon atoms and
r>0 from 34 model compounds. The
curve drawn belongs to the equation
A = 8.06(21) · d − 1.97(8) derived
from the 3D regression and a mean r
of 0.36. The points are color coded
according to their difference to the
mean r value.
160
7.3 Appendix C – Invarioms and aspherical modeling for SHELXL refinements
Figure 7.16: Parameter A versus bond length for bonds between carbon atoms for 31 compounds
refined with r=0.36Å, B1=0.11 and B2=0.81.
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7.4 Appendix D – List of programs
Program name Description, version, author and url: Applied in this thesis for:
Antechamber A set of auxiliary programs for
molecular mechanic studies, part
of AmberTools14, Univer-




inhibitors for comparison to
invariom point charges
APBS An adaptive Poisson-Boltzmann
solver, [203] plugin for Pymol, 2006,
M. G. Lerner and H. A. Carlson,




Boltzmann ESP of triala-
nine.
APD-Toolkit A crystallography program for esti-
mating hydrogen ADPs based on the
invariom database and segmented rigid
body analysis, development versions
incl. the first ones in Python 3.5,
by J. Lübben, University Göttingen.
https://github.com/JLuebben/APD-
Toolkit
Appended by several plug-
ins to transfer invariom point
charges, which are now dis-
tributed together with the
program.
Avogadro An open-source molecular builder and
visualization tool, [253] version 1.0.3.
http://avogadro.openmolecules.net/
Generation of Gaus-




UCSF Chimera An extensible molecular modeling
system, version 1.10.2, Univer-
sity of California, San Francisco.
http://www.cgl.ucsf.edu/chimera/
Calculation and visualization
of ESP of trialanine.
ConQuest The primary program for search-
ing and retrieving information from
the Cambridge Structural Database,
Version 1.17, by Cambridge Crystal-




Fcf2hkl G. M. Sheldrick, Georg-August Univer-
sity Göttingen, 2014.
Conversion of structure fac-
tors in fcf format to Shelx
HKLF 4 format.
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Esp_mcq A program for calculation and display
of ESP on a molecular surface, C. M.
Wandtke, developed during this thesis.
Calculation and display of
ESP on a molecular sur-
face starting from pqr files.
Demonstrated for four ex-
emplary molecules.
InvariomTool A preprocessor program for aspheri-
cal atom modeling with XD using in-
varioms, [91] by C. B. Hübschle & B.
Dittrich. http://ewald.ac.chemie.uni-
goettingen.de/programs.html
Transfer of invariom scatter-
ing factors and generation
of invariom scattering factor
databases. The code was
slightly modified during this
thesis.
Gaussian09 A theoretical chemistry program for
electronic structure modeling, rev. A02





point charges to the ESP
according to MK, compu-
tation of force constants
and harmonic vibrational
frequencies.
Jmol An open-source Java viewer for
chemical structures in 3D,[231]
Version 14.2.4, by R. M. Hanson,
http://jmol.sourceforge.net/
Calcultion and visualization
of the ESP of trialananine.
Laue-Script A Python library for crystallo-
graphic data processing, sev-
eral development versions, by J.
Lübben, University Göttingen, 2016.
https://github.com/JLuebben/Laue-
Script
Writing tools to read and
analyze Shelxl BODD re-
sults.
MatPlotLib A 2D graphics environment[254]
by J. D. Hunter, Version 1.5.1,
http://matplotlib.org
In combination with Python
2.7.3 for statistical analy-
ses of invariom point charges
and their influence on the
ESP.
MolecoolQt A molecule viewer for charge den-
sity related science, [40] C. B. Hübschle,
http://www.molecoolqt.de/
Visualizations of ESP, defor-
mation and difference den-
sity maps, adjusting local co-
ordinate systems for multi-
pole modeling in XD. Ad-
justment of invariom names




Moliso A program for visualization of prop-
erties on isosurfaces, [225] C. B.
Hübschle, Freie Universität Berlin.
http://www.moliso.de/index.html
Adaptation of source code
for the rms-tool.
NumPy The fundamental package for sci-
entific computing with Python,
version 1.6.2, NumPy Developers,
http://www.numpy.org/
Several small computations,
especially for changing point
charges by a random amount
sampled from a Gaussian
distribution.
Orbital Viewer A program for visualizing atomic or-
bitals, Version 1.04, D. Manthey, 2004.
http://www.orbitals.com/orb/ov.htm
Visualization of spherical
harmonics for this thesis.
PDB2PQR An automated pipeline for the setup
of Poisson-Boltzmann electrostatic
simulations, [192,193] Version 2.0.0,
J. E. Nielsen, University College
Dublin; N. A. Baker, Pacific North-
west National Laboratory, operated
by Battelle Memorial Institute, Pa-
cific Northwest Division for the U.S.
Department Energy.; P. Czodrowski
& G. Klebe, University of Marburg.
https://sourceforge.net/projects/
pdb2pqr/
Assignment of point charges
to trialanine.
Platon A multipurpose crystallographic
tool, [111] version 240314, A. L.




nates for a whole molecule
that sits on a special po-
sition, performing the Hir-
shfeld test and visualization
of ADPs in an ORTEP of
MBADNP.
Pymol Molecular graphics system,[204] Version
1.5.0.3. Copyright (c) Schroedinger,
LLC. http://www.pymol.org
Visualization of ESP on a
molecular surface as calcu-
lated by APBS
R A language and environment for statis-
tical computing, R Core team (2012),
R Foundation for Statistical Comput-
ing, Vienna, Austria. http://www.R-
project.org
For statistical analyses of
BEDE parameters.
Rms-tool A tool for computing the RMS for XD
grid files. C. M. Wandtke
Summation of grid points
within a shell around a
molecule from files gener-
ated by XD.
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Shelxl A program for refining small molecules
as well as macromolecules against
single-crystal diffraction data,[11] ver-
sions 2013 till 2016 and further de-
velopment versions, G. M. Sheldrick,
University Göttingen. http://shelx.uni-
goettingen.de/
IAM and BODD refinement
of all structures discussed in
this thesis with experimental
data and those model com-
pounds studied in the BODD
project.
Shelxle A Qt graphical user interface
for shelxl, [229] several ver-
sions up to 758, by C. B. Hüb-
schle, http://ewald.ac.chemie.uni-
goettingen.de/shelx/eingabe.php
Modeling and writing in-
structions for Shelxl,
slightly modified for the
display of BODD function
positions.
Shelxt A program for solving small molecule
crystal structures. [221] by G. M.
Sheldrick, University Göttingen.
http://shelx.uni-goettingen.de/
Phasing for the crystal struc-
tures used as examples for
the application of invariom
point charges and their visu-
alization.
tonto A fortran based object-oriented
system for quantum chemistry
and crystallography, [249] ver-




tion data starting from
Gaussian FChk files.
TPACM4 server Transferrable partial atomic charge
model, B. Jayaram & Co-workers, Su-
percomputing Facility for Bioinformat-
ics and Computational Biology, IIT
Delhi. www.scfbio-iitd.res.in/software/
drugdesign/charge.jsp
Assignment of atomic point
charges to angiogenesis in-
hibitor molecules for com-
parison with invariom point
charges.
XD A computer program package for multi-
pole refinement, topological analysis of
charge densities and evaluation of inter-
molecular energies from experimental or
theoretical structure factors,[12] version
5.34, 6.03 and a special one for large
molecules, T. Koritzanzky, P. Macchi,
C. Gatti. L. J. Farrugia, P. R. Mallinson,
A. Volkov, T. Richter. University at
Buffalo, NY, USA; University of Milano,
Italy; University of Glasgow, UK; CN-
RISTM, Milano, Italy; Middle Tennessee
State University, TN, USA.
xdini was used to convert
files from Shelx format
to XD format, xdlsm





to calculate ESP, ED and
deformation density grids,
xdgeom summarized bond
lengths and angles, ad-
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