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Kurzfassung 
Betreiber von Übertragungs- und Verteilnetzen für Elektrizität in Deutschland sind dazu 
verpflichtet, elektrische Energie zum Ausgleich von Netzverlusten in einem marktorien-
tierten, transparenten und diskriminierungsfreien Verfahren zu beschaffen. Die Grund-
lage für die Beschaffung von Verlustenergie bilden Prognosen für verschiedene Zeithori-
zonte. Neben der sehr langfristigen Abschätzung der zu erwartenden Netzverluste für 
jeweils das kommende Jahr sind insbesondere die kurzfristigen Day-Ahead- und Intra-
day-Prognosen von zentraler Bedeutung. 
Für die kurzfristigen Prognosen von Netzverlusten wird in der vorliegenden Arbeit 
ein Verfahren für den operativen Einsatz bei Netzbetreibern entwickelt. Das Verfahren 
ist durch eine flexible Einsetzbarkeit für kurzfristige Zeithorizonte, verschiedene Netz-
gebiete und unterschiedliche Arten von Betriebsmitteln gekennzeichnet. Basierend auf 
erweiterten ökonometrischen Ansätzen werden sowohl hohe Prognosegüten erreicht als 
auch ein Prognoseprozess mit guter Robustheit zur Verfügung gestellt. Die Tauglichkeit 
für die Verwendung im operativen Betrieb wird anhand mehrerer Sensitivitätsrechnun-
gen nachgewiesen. Dabei werden die Netzverluste in Übertragungsnetzen fokussiert.  
Als eine Grundlage der Prognosemodellentwicklung werden die Entstehungs- und 
Erfassungsprozesse von Netzverlusten in Übertragungsnetzen detailliert erläutert. Es 
wird gezeigt, dass Netzverluste vor allem in Form von Stromwärmeverlusten auftreten. 
Hierdurch besteht ein starker Zusammenhang mit den Lastflüssen auf Leitungen und 
Transformatoren. Da sich die Prognosevariablen aus der Summe der elektrischen Ener-
gieverluste einzelner Betriebsmittel ergeben, sind die Netzverluste eines Netzgebiets 
durch zahlreiche vielfältige Einflüsse gekennzeichnet. Durch die systematische Aufarbei-
tung werden diese anhand ihrer Wirkungsweise in direkte und indirekte Einflüsse ein-
geteilt. Eine besondere Herausforderung der Berücksichtigung von äußeren Einfluss-
größen bei der Prognose von Netzverlusten besteht darin, dass die Stärke von Zusam-
menhängen häufig und teilweise extrem variiert. Hierdurch ergibt sich auch für die 
Prognosemodellentwicklung die Schwierigkeit, geeignete exogene Größen auszuwählen. 
Daher berücksichtigt das in der vorliegenden Arbeit entwickelte Prognoseverfahren so-
wohl deterministische als auch autoregressive sowie stochastische Eigenschaften von 
Netzverlusten.  
Kurzfassung 
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Mit Hilfe des aus der Ökonometrie bekannten Box-Jenkins-Verfahrens werden er-
weiterte autoregressive Moving Average Modelle, kurz SARIMAX-Modelle als geeignet 
identifiziert. Für die Anwendung auf die Netzverluste im Übertragungsnetz einer der 
vier deutschen Regelzonen werden diese Modelle unter realistischen Bedingungen ge-
testet. Diese Tests werden durch ein umfassendes Instrumentarium an statistischen 
Analysen ausgewertet. Basierend auf den Ergebnissen wird empfohlen, die Prognose 
von Netzverlusten im operativen Betrieb insbesondere auf sehr kleine Prognosehorizon-
te anzuwenden.  
Darüber hinaus wird in der vorliegenden Arbeit die Möglichkeit einer Einteilung 
der einzelnen Betriebsmittel in kleinere Gruppen mit Hilfe von Clusteralgorithmen dis-
kutiert. Ein solches Clustering wird auf Basis von Korrelationskennzahlen auf die Be-
triebsmittel des betrachteten Netzgebiets angewendet. Das Resultat sind Gruppen mit 
Betriebsmitteln, die jeweils zu einander ähnliche Verlustverläufe aufzeigen. Für jede der 
so ermittelten Gruppen wird eine getrennte Prognoserechnung unter ebenfalls realen 
Bedingungen durchgeführt. In der Summe ergibt sich eine leichte Verbesserung der 
Prognosegüte. 
Die Ausweitung der Prognosemodellanwendung auf andere Zeiträume belegt die 
Konstanz der Prognosegüte, trägt zur Sicherstellung des Prognoseerfolgs bei und unter-
stützt somit die Beschaffung von Energie zum Ausgleich von Netzverlusten maßgeblich. 
Auf Basis einer Anwendung des Prognoseverfahrens auf die Netzverluste einer weiteren 
Regelzone in Deutschland wird zudem gezeigt, dass das entwickelte Verfahren auch auf 
andere Netzgebiete als das betrachtete angewandt werden kann. 
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Abstract 
The German transmission and distribution system operators are obligated to procure 
electrical energy to compensate grid losses in a market-orientated, transparent and non-
discriminating procedure. For this purpose, forecasts for grid losses in different time 
horizons are necessary. In addition to the very long-term estimation of expected grid 
losses in the subsequent year, the short-term Day-Ahead and Intraday forecasts are of 
even more importance. 
In this thesis, an approach to forecast short-term grid losses aiming for operational 
implementations by system operators is developed. This approach has a high flexibility 
regarding its application to short time horizons, different network areas and different 
grid components. Based on extended econometrical models, this approach gives a high 
forecast quality with a robust forecasting process. Divers sensitivity examinations, fo-
cused on energy losses in transmission grids, demonstrate its suitability for system op-
erations. 
Prior to the development of the forecast model, a detailed description of the physi-
cal formation of grid losses and their determination is given. It is shown that grid losses 
primarily occur as electrical thermal losses. Accordantly, they depend strongly on the 
load flows through grid lines and transformers. Since the forecast variables result from 
the sum of electrical energy losses of every single component, numerous different fac-
tors have an impact on the grid losses in a network area. According to a systematic anal-
ysis of how they affect the grid losses, these factors either have a direct or indirect im-
pact. A major challenge related to the consideration of external influence factors into the 
forecasts of grid losses is the fact that interdependences among these may vary fre-
quently and extremely. It is therefore difficult to choose appropriate exogenous factors 
for the development of the forecast model. For this reason, the forecast approach devel-
oped in this thesis accounts for deterministic, autoregressive as well as stochastic char-
acteristics of grid losses. 
By means of the well-known Box-Jenkins approaches, originated from the econo-
metrics, extended seasonal autoregressive Moving Average Models, abbr. SARIMAX 
models are considered appropriate. For their applications to the grid losses in the 
transmission network of one of the four German control areas, these models are tested 
Abstract 
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under realistic conditions. These tests are then evaluated with comprehensive statistical 
analyses. The results recommend implementing the models in the system operation to 
forecast grid losses particularly for very short time horizons.  
In addition, this thesis demonstrates a possibility to classify grid components into 
smaller groups by using clustering algorithms. Such a clustering is applied to the com-
ponents in the considered network area based on correlation coefficients. This results 
into groups consisting of components with related loss curves respectively. A separate 
forecast calculation is carried out for each single group under realistic conditions as 
well. This achieves a slight improvement of the forecast quality in total. 
The extended applications of the forecast models to further periods give the evi-
dence of constant forecast quality on the one side. On the other side, they contribute to 
ensure successful forecasts and hence significantly support the purchase of balancing 
energy for grid losses. Moreover, the developed approach is approved to be applicable to 
other network areas as it is executed on a second German control area in this thesis. 
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1 Einleitung 
Das Energiewirtschaftsgesetz [1] und die Netzzugangsverordnung Strom [2] verpflich-
ten die Netzbetreiber in Deutschland zur Beschaffung von Energie zum Ausgleich von 
Netzverlusten in einem marktorientierten, transparenten und diskriminierungsfreien 
Verfahren. Die Festlegung der Bundesnetzagentur (BNetzA) [3] gibt vor, dass Übertra-
gungsnetzbetreiber sowohl die Beschaffung einer Langfristkomponente, als auch die 
einer Kurzfristkomponente vorzunehmen haben. Die so unterteilte Beschaffung wird 
einerseits mit der Absicherung gegen Marktrisiken, wie z.B. Preisschwankungen, und 
andererseits mit der schlechten Prognostizierbarkeit der Verlustenergiemengen zeitlich 
weit im Voraus sowie der besseren Prognostizierbarkeit bei kleineren Prognosehorizon-
ten begründet. Letzteres ist unter anderem in den Eigenschaften der Netzverluste be-
gründet, die zahlreichen Einflussfaktoren unterliegen und einen volatilen Charakter im 
zeitlichen Verlauf zeigen. Diese ergeben sich auch, da die Netzverluste eines Netzgebiets 
der Summe der Verluste aller zugehörigen Betriebsmittel entsprechen. Insofern wirken 
sich Veränderungen in der Erzeugungsstruktur, wie zum Beispiel durch den Zubau von 
erneuerbaren Energieanlagen, die Stilllegung konventioneller Kraftwerke, den Kern-
energieausstieg oder den zunehmenden internationalen Elektrizitätshandel sowie den 
Netzausbau direkt auf die Netzverluste aus. 
Die Beschaffung der Langfristkomponente hat dabei mindestens jährlich in einem 
Ausschreibungsverfahren oder zusätzlich an einem börslich organisierten Handelsplatz 
zu erfolgen. Gemäß der Festlegung der Bundesnetzagentur wird als Kurzfristkomponen-
te die Abweichung der kurzfristig prognostizierten Netzverluste von der bereits be-
schafften Langfristkomponente verstanden und dient der Optimierung der Verlustener-
giebeschaffung und der Minimierung des Ausgleichsenergiebedarfs. Somit ist die kurz-
fristige Prognose der Verlustenergiemengen erforderlich und bedingt letztlich die Güte 
der Beschaffung von Energie zum Ausgleich von Netzverlusten.  
Das Interesse der Übertragungsnetzbetreiber an einer robusten und treffsicheren 
Prognose ihrer betrieblichen und energiewirtschaftlichen Größen, wie z.B. den Netzver-
lusten, besteht aus verschiedenen Gründen. Durch die Liberalisierung des Elektrizitäts-
marktes, den Ausbau erneuerbarer Energien und den verstärkten internationalen Elekt-
rizitätshandel sind wesentliche Einflussgrößen des Netzbetriebs, wie z.B. die Transite 
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durch ein Netzgebiet, zunehmend unvorhersehbar geworden und haben keineswegs 
mehr nur physikalisch-technische Hintergründe. Zur Verfügung stehende Prognosen für 
Last und Erzeugung sind in der vorliegenden Form teilweise nicht ausreichend. Da zu-
dem viele Betriebsmittel verstärkt hoch ausgelastet werden, werden für einen optimier-
ten Netzbetrieb verbesserte Prognosemöglichkeiten verlangt. Neben den betrieblichen 
fordern auch politische und energiewirtschaftliche Argumente Vorhersagen von guter 
Qualität. Zum einen ist hier die vorangetriebene Transparenz auf dem Energiemarkt zu 
nennen, etwa durch Veröffentlichungspflichten von Prognosewerten seitens der Über-
tragungsnetzbetreiber, zum anderen aber auch wirtschaftliche Optimierungsmöglichkei-
ten. 
In der vorliegenden Arbeit wird ein Verfahren zur Prognose von Netzverlusten auf 
Basis ökonometrischer Ansätze für kurzfristige Zeithorizonte entwickelt. Der Fokus liegt 
auf der Entwicklung von Day-Ahead- und Intraday-Prognosen. Dieses Prognosewerk-
zeug verfügt über die notwendigen Eigenschaften, um bei Netzbetreibern im täglichen 
operativen Betrieb zum Einsatz zu kommen. Die verwendeten Ansätze bieten Vorteile, 
die zum einen in der Kombination von deterministischen und stochastischen Kompo-
nenten sowie der Möglichkeit zur Berücksichtigung von intertemporalen Zusammen-
hängen oder Regelmäßigkeiten der Prognosevariablen und damit von saisonalen Effek-
ten liegen. Zum anderen geben sie die Möglichkeit zur Berücksichtigung exogener Ein-
flussgrößen, wenn diese einen Beitrag zur Erklärung der Prognosevariablen liefern. Zur 
Entwicklung des Prognoseverfahrens werden sowohl öffentliche als auch wettbewerbs-
relevante Daten herangezogen. Für die Entwicklung der Prognose werden in theoreti-
scher Hinsicht verschiedene Herangehensweisen untersucht. Insbesondere werden die 
Ansätze einer technischen Modellierung des Transportnetzes, ökonometrischer Ansätze, 
Kopplung der technischen Modellierung mit den ökonometrischen Prognosemodellen 
und eine alternative Anwendung neuronaler Netze geprüft. Zur möglichst effizienten 
Umsetzung der entwickelten Prognoseverfahren werden die datenseitigen und techni-
schen Anforderungen und Grenzen der operativen Anwendung im fortlaufenden Betrieb 
dargelegt.  
Die Arbeit gliedert sich in die Teile einer allgemeinen Darstellung des leitungsge-
bundenen Transports elektrischer Energie und der Grundlagen der Entstehung, Erfas-
sung und Beschaffung von Netzverlusten. Diesen folgt die theoretische Beschreibung 
möglicher Prognoseansätze sowie der Entwicklung eines Verfahrens zur Prognose von 
Netzverlusten. Schließlich erfolgt die Anwendung des entwickelten Prognoseverfahrens 
auf die reale Situation in einer der vier Regelzonen in Deutschland samt Sensitivitäts-
rechnungen bezüglich der Modelleigenschaften. Die Modellanwendung wird mit einer 
Anwendung auf die Netzverluste eines weiteren Netzgebiets abgeschlossen. Die Beurtei-
lung der Prognoseergebnisse findet mit Hilfe von Fehlermaßen statt. Die Beurteilung der 
Schätzgüte erfolgt über Kennzahlen wie Informationskriterien und statistische Signifi-
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kanztests der geschätzten Modellparameter. Es wird zudem untersucht, inwiefern eine 
stabile Prognosegüte auch bei Ausweitung der Modellanwendung auf andere Zeiträume 
gegeben ist.  
Anhand der Anwendung der aus dem Finanzbereich bekannten ökonometrischen 
Modelle auf Netzverluste wird in der vorliegenden Arbeit die Möglichkeit zur Übertra-
gung auf physikalische Zeitreihen aufgezeigt. Die Entwicklung eines Modells zur Progno-
se von Netzverlusten unter realistischen Bedingungen zielt nicht zuletzt auf den Taug-
lichkeitsnachweis für die Anwendung im fortlaufenden operativen Betrieb bei einem 
Netzbetreiber ab. Der Nutzen einer solchen Umsetzung ergibt sich in Form einer hohen 
Prognosegüte, möglichst geringen Beschaffungskosten für die Energie zum Ausgleich 
von Netzverluste und der Minimierung der notwendigen Inanspruchnahme von Aus-
gleichsenergie zur Deckung von Prognosefehlern. 
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2 Übertragung elektrischer Energie und Netzverluste 
Heute wird etwa ein Fünftel des Endenergiebedarfs in Deutschland in Form elektrischer 
Energie bereitgestellt [4]. Dadurch kommt der leitungsgebundenen Übertragung und 
Verteilung elektrischer Energie eine große Bedeutung für die Erreichung der energiepo-
litischen Ziele einer „möglichst sichere, preisgünstige, verbraucherfreundliche, effiziente 
und umweltverträgliche“ Energieversorgung zu [1]. Für die Betreiber von elektrischen 
Netzen ergeben sich daraus unterschiedliche Aufgaben, die zum einen in der Sache 
komplex sind und die andererseits durch die politischen Zielsetzungen beeinflusst wer-
den. So bestehen insbesondere durch volatile und nicht perfekt prognostizierbare Grö-
ßen des Systembetriebs, wie die Einspeisung aus erneuerbaren Energien oder auch die 
Entstehung von Netzverlusten, Herausforderungen für die Erreichung der energiepoliti-
schen Zielsetzungen. Für die Entwicklung einer Prognose für die Energieverluste in 
elektrischen Netzen, ist somit das Verständnis der strukturellen Zusammenhänge, der 
physikalischen Einflussgrößen und der gesetzlichen sowie regulatorischen Rahmenbe-
dingungen von zentraler Bedeutung. 
Zur Erläuterung der vielfältigen Zusammenhänge werden in diesem Kapitel zu-
nächst in Abschnitt 2.1 wesentliche Aspekte der leitungsgebundenen Elektrizitätsüber-
tragung diskutiert. In Abschnitt 2.2 folgt die Darstellung der physikalischen Entste-
hungsprozesse von Verlusten in elektrischen Betriebsmitteln und Netzen. Abschnitt 2.3 
stellt die Möglichkeiten und Methoden zur Erfassung von Netzverlusten dar. Ab-
schnitt 2.4 schließt das Kapitel mit einer Darstellung der unternehmerischen Prozesse 
zur Beschaffung von Energie zum Ausgleich von Netzverlusten ab. 
2.1 Transport und Verteilung elektrischer Energie 
2.1.1 Historische Entwicklung der Elektrizitätsübertragung 
Nachdem die ersten übermittelten Beobachtungen der Elektrizität bereits im alten Grie-
chenland von Thales von Milet festgehalten wurden, der mittels Tierfell und Bernstein 
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Staubteilchen beeinflusste, fand der heute gebräuchliche Wortstamm seinen Ursprung. Das griechische Wort für Bernstein lautet „elektron“ und stand ursprünglich für „hell, glänzend und strahlend“. Derselben Materialien bediente sich der britische Wissen-
schaftler William Gilbert um das Jahr 1600, als er anhand erster Theorien zwischen 
Magnetismus und statischer Elektrizität unterschied und zum ersten Mal den Begriff „elektrisch“ prägte [5].  
Die in den folgenden Jahrhunderten getätigten Forschungen und technischen Er-
findungen fanden im ersten Generator von Otto von Guericke in 1672, im Blitzableiter 
von Benjamin Franklin in 1752, in der ersten Batterie von Alessandro Volta in 1800 und 
in der Entdeckung des Elektromagnetismus durch André Marie Ampère in 1820 ihre 
ersten Höhepunkte. Im 19. und zu Beginn des 20. Jahrhunderts wurden schließlich die 
für die moderne Nutzung der Elektrizität wesentlichen Grundlagen geschaffen. So wurde das Ohmǯsche Gesetz formuliert und Michael Faraday fand die elektromagnetische In-
duktion worauf Ernst Werner von Siemens den ersten gebrauchsfähigen Dynamo entwi-
ckelte. Thomas Alva Edison verbesserte die elektrische Glühbirne und entwarf erste 
Kraftwerke zur Gleichstromerzeugung, mittels derer die Beleuchtung von ersten Stra-
ßen und Wohnhäusern geschah. Nikola Tesla war es schließlich, der den ersten Wech-
selstromgenerator und einen Transformator zur Erzeugung von Hochspannung erfand.  
Die ersten mit Hilfe von Gleichstrom betriebenen Netze waren spannungsbedingt 
zunächst auf wenige Kilometer Leitungslänge beschränkt und wurden seit den 1880er 
Jahren in New York, London und später auch in Berlin und anderen deutschen Städten 
betrieben. Die Einführung dreiphasigen Wechselstroms und von Drehstromasynchron-
motoren hob diese lokale Beschränkung auf. Vor allem durch die robuste und kosten-
günstige Betriebsweise des Drehstromasynchronmotors war die Verbreitung von Dreh-
stromnetzen möglich. In Verbindung mit Transformatoren wurden deutlich höhere Be-
triebsspannungen ermöglicht, was wiederum zur Verminderung der spezifischen Ver-
luste beim Elektrizitätstransport führte und somit diesen kostengünstiger über längere 
Strecken erlaubte [6]. Nach der zeitweise parallelen Nutzung von Gleich- und Wechsel-
strom setzte sich daher letztendlich die Verwendung von Wechsel- und Drehstrom 
durch und die großflächige Anbindung von Industrien und Haushalten an die öffentliche 
elektrische Versorgung und somit das Stromnetz nahm ihren Lauf. 
Durch weitere Arbeiten von Westinghouse und Friedrich August Haselwander 
wurde die erste Drehstromübertragung über eine Strecke von 175 km von Lauffen nach 
Frankfurt a. M. anlässlich der Internationalen Elektrotechnischen Ausstellung in 1891 
realisiert. Die Verluste bei dieser Übertragung elektrischer Energie betrugen 25,5 % [7]. 
Weitere Leitungsprojekte wurden in Frankreich, den Vereinigten Staaten und auch et-
was später in Deutschland umgesetzt. Bis zum Jahr 1925 wurde in Deutschland schließ-
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lich ein elektrisches Netz über verschiedene Spannungsebenen errichtet. Tabelle 2.1 gibt 
einen Überblick zu Spannungsebenen und Leitungslängen in dieser Zeit. 
Für den Transport elektrischer Leistung aus den ersten Großkraftwerken, wie zum 
Beispiel dem damals größten Braunkohlekraftwerk in Golpa-Zschornewitz, wurden Seile 
für Hochspannungsfreileitungen entwickelt. Die erste Höchstspannungsleitung in 
Deutschland mit einer Nennspannung von 220 kV ging in 1922 über eine Entfernung 
von ca. 20 km von Letmathe nach Ronsdorf südlich von Dortmund im heutigen Nord-
rhein-Westfalen in Betrieb. 
  
Spannungsebene Nennspannung Leitungslänge in Deutschland 
Höchstspannungsebene > 100 kV 4.174 km 
Hochspannungsebene > 35 kV und ≤ ͳͲͲ kV 10.455 km 
Mittelspannungsebene > ͷ kV und ≤ ͵ͷ kV 182.178 km 
Tabelle 2.1:  Spannungsebenen und Leitungslängen in Deutschland in 19251 
Auf Basis des Ausbaus des Stromnetzes leisteten die Erzeugung, der Transport und die 
Verteilung elektrischer Energie damit einen entscheidenden Beitrag zur Erreichung ei-
nes steigenden Lebensstandards und zur Entwicklung von industriellen Prozessen so-
wie der Volkswirtschaften im Allgemeinen in stark erhöhter Geschwindigkeit. Mit der 
Entwicklung der ersten Elektromotoren und deren Einsatz in industriellen Fertigungs-
prozessen wurde der Transport elektrischer Energie von zentraler Bedeutung für den 
wirtschaftlichen Betrieb von Kraftwerken, die zuvor nur während der Nachtstunden zu 
Beleuchtungszwecken eingesetzt wurden. Je größer die Entfernung, über die elektrische 
Energie übertragen werden soll, desto höher ist die wirtschaftlich sinnvolle Übertra-
gungsspannung. Dies gilt, da sich die Stromwärmeverluste in elektrischen Leitern rezip-
rok proportional zum Quadrat der Betriebsspannung ergeben [8]. Die Abhängigkeiten 
der Energieverluste in elektrischen Netzen von physikalischen Größen wird in Kapitel 
2.2.3 näher diskutiert. Mit dem in 1948 verstärkt begonnenen Ausbau der Verbundwirt-
schaft in Kontinentaleuropa fand die schrittweise Umstellung auf höhere Spannungs-
ebenen statt. In 1957 folgte die Inbetriebnahme der ersten 380 kV-Leitung in Deutsch-
land zwischen Rommerskirchen und Hoheneck. Der fortschreitende Zusammenschluss 
der nationalen Elektrizitätsnetze in diesem und dem folgenden Jahrzehnt sowie die ers-
ten Verbindungen nach Großbritannien und Skandinavien sorgten für eine insgesamt 
günstigere Versorgung und einen größer werdenden Austausch elektrischer Energie 
zwischen den Mitgliedern der Union pour la coordination de la production et du transport 
                                                          
1  Quelle: [7]. Die Spannungsgrenzen zur Einteilung der Netzebenen sind hier entsprechend [7] angeben. 
Heute werden diese Grenzen üblicherweise abgeändert verwendet, siehe hierzu Tabelle 2.2. 
2 Übertragung elektrischer Energie und Netzverluste 
8 
de l’électricité (UCPTE)2. Dieser betrug in den 50er Jahren einige GWh [7]. Bis im Jahr 
2013 stieg diese Austauschmenge auf etwa 800 TWh an [9]. 
2.1.2 Strukturmerkmale heutiger Elektrizitätsnetze 
Der schematische Aufbau des elektrischen Netzes innerhalb einer Regelzone ist in Ab-
bildung 2.1 dargestellt. Durch den Ausbau erneuerbarer Energien sind seit einigen Jah-
ren auf jeder Spannungsebene Erzeugungsanlagen in signifikantem Umfang installiert. 
In den unteren Spannungsebenen wird die elektrische Energie vor allem aus dargebots-
abhängigen Energiequellen wie der Sonneneinstrahlung und der Windkraft und aus bes-
ser regelbaren Biomassen und -gasen erzeugt. Größere Windparks mit einer Leistung 
von hohen zweistelligen Megawatt-Beträgen sind aufgrund der maximal möglichen Ein-
speiseleistung an das Hochspannungsnetz angeschlossen. Mit fossilen Brennstoffen be-
feuerte Kraftwerke und Kernkraftwerke mit großen elektrischer Erzeugungsleistungen 
werden auf der Höchstspannungsebene angeschlossen. Zwischen den Spannungsebenen 
findet mittels Transformatoren die Überführung von elektrischer Energie statt [10].  
Im Allgemeinen kann zwischen Spannungsebene und Struktur des Netzes folgen-
der Zusammenhang formuliert werden: Je kleiner die Spannungsebene, desto größer die 
Anzahl an angeschlossenen Verbrauchern und desto größer die Heterogenität der Netz-
strukturen. Je größer die Spannungsebene, desto größer die übertragene elektrische 
Leistung und desto größer die Entfernung der leitungsgebundenen Übertragung. 
Das europäische Verbundnetz, zudem sich 41 Transportnetzbetreiber auch in der 
Organisation Entso-e3 zusammengeschlossen haben, ist in fünf Gebiete unterteilt. Das 
kontinental-europäische Gebiet, das von Portugal bis Griechenland und von Süd-Italien 
bis Dänemark reicht, stellt dabei das größte synchron verbundene Gebiet dar. Die 
Transportnetzbetreiber dieser 25 Länder waren bis Juni 2009 bereits in Verband UCTE4 
organisiert. Zudem sind Großbritannien, Irland, Skandinavien und das Baltikum über 
Hochspannungsgleichstromleitungen angeschlossen. Ebenso werden Verbindungen zu 
den Übertragungsnetzen in der Türkei wie auch in Staaten Nordafrikas hergestellt. Über 
diese Netzinfrastruktur der ENTSO-E wurden in 2014 rund 532 Mio. Einwohner in ins-
gesamt 34 Ländern auf einer Fläche von rund 5,7 Mio km2 mit circa 3.300 TWh elektri-
scher Energie pro Jahr versorgt [11].  
Der grundsätzliche Aufbau eines elektrischen Netzes kann anhand von Spannungs-
ebenen, Leitungslängen, angeschlossenen Erzeugungsanlagen und Verbrauchern be-
schrieben werden. Eine übergeordnete Einteilung wird oftmals in Transport- und Ver-
                                                          
2  UCPTE: Union pour la coordination de la production et du transport de lǯélectricité (*1951); in 1999 im 
Zuge der Energiemarktliberalisierung Umwandlung in UCTE 
3  ENTSO-E: European Network of Transmission System Operators for Electricity (*2009) 
4  UCTE: Union for the Co-ordination of Transmission of Electricity (*1999); in 2009 Zusammenschluss 
mit anderen Verbänden zur ENTSO-E 
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teilnetze getroffen. Entsprechend der Begriffswahl erfüllen erstere, die auch als Über-
tragungsnetze bezeichnet und von Übertragungsnetzbetreibern (ÜNB) betrieben wer-
den, die Aufgabe des überregionalen Transports elektrischer Energie. Verteilnetze, de-
ren Betrieb Verteilnetzbetreiber (VNB) sicherstellen, übernehmen dagegen vielmehr die 
Belieferung von Endkunden und den Transport elektrischer Energie über kürzere Ent-
fernungen. Teilweise übernehmen auch Teile von Verteilnetzen Transportaufgaben zwi-
schen mehreren Regionen. Abbildung 2.1 gibt einen Überblick über die prinzipielle 
Struktur des Elektrizitätssystems.  
 
 
Abbildung 2.1:  Schematischer Aufbau des Netzes einer Regelzone5 
Aufgrund der größeren Erzeugungsleistung speisen Großkraftwerke in das 
Höchstspannungsnetz ein. Im Zuge des Ausbaus von Anlagen zur Stromerzeugung aus 
erneuerbaren Energiequellen wird auch in Verteilnetze zunehmend elektrische Energie 
eingespeist. Durch diese vermehrt dezentrale Einspeisung sowie den volatilen und dar-
gebotsabhängigen Charakter der regenerativen Stromerzeugung ergibt sich sowohl für 
Übertragungs- als auch für Verteilnetze ein Ausbaubedarf. Dieser Ausbaubedarf trifft 
einerseits auf Leitungen und andererseits auf die Schnittstellen zwischen den Leitungen 
der einzelnen Spannungsebenen, die Transformatoren, zu.  
Die größte Anzahl elektrischer Verbraucher wird aufgrund der maximalen Höhe 
der entnommenen Leistung, die vergleichsweise niedrig ist, in den unteren Spannungs-
                                                          
5  Eigene Darstellung in Anlehnung an [10]. 
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ebenen angeschlossen. Da sich die Übertragungsleistung aus dem Produkt von Span-
nung und Strom ergibt, steigt die transportierbare und lieferbare Verbraucherleistung 
mit zunehmender Spannung und sich durch größere Leiterquerschnitte erhöhenden 
Strombelastbarkeiten. Für Haushalte und kleine Industriebetriebe ist der Bezug elektri-
scher Leistung aus dem 4 kV-Netz ausreichend. Größere Industriebetriebe oder auch 
firmeneigene elektrische Netze, die z.B. für mechanische, chemische oder thermische 
Prozesse hohe Leistungen benötigen, werden mit dem Mittel- und teilweise auch mit 
dem Hochspannungsnetz verbunden. Lediglich leistungsstarke industrielle Prozesse, 
wie z.B. Lichtbogenöfen zur Stahlherstellung, werden auch mit dem Hoch- oder Höchst-
spannungsnetz verbunden. 
Das Elektrizitätsnetz in Deutschland bestand 2013 aus elektrischen Leitungen mit 
einer Gesamtlänge von 1,8 Mio. km. Eine Aufteilung der Leitungsstrecken auf die ver-
schiedenen Spannungsebenen ist in Tabelle 2.2 gelistet. Der Anteil der Kabelstrecken an 
der gesamten Leitungslänge betrug in 2013 rund 80 %. Dieser hohe Anteil kommt vor 
allem durch die übliche Verkabelung in Niederspannungsnetzen zustande. In der 
Höchstspannungsebene liegt der Kabelstreckenanteil dagegen mit 1 % deutlich niedri-
ger. In diesen Übertragungsnetzen, die in Europa mit Nennspannungen von 220 und 
380 kV betrieben werden, werden bisher vorwiegend Freileitungen verwendet. Die 
größten Übertragungsleistungen werden hierbei mit der Realisierung von drei dreipha-
sigen 380 kV-Stromkreisen auf einer Trasse erreicht. 
  
Spannungsebene Nennspannung Leitungslänge in Deutschland 
Höchstspannungsebene > 125 kV 34.979 km 
Hochspannungsebene > 72,5 und ≤ ͳʹͷ kV 96.308 km 
Mittelspannungsebene > 4 kV und ≤ ͹ʹ,ͷ kV 509.866 km 
Niederspannungsebene ≤ 4 kV 1.156.785 km 
Tabelle 2.2: Spannungsebenen und Leitungslängen in Deutschland in 20136 
Die vergleichsweise großen Leitungslängen in der Mittel- und Niederspannungs-
ebene ergeben sich vor allem durch den Anschluss einer großen Anzahl von Verbrau-
chern mit einer niedrigen Verbrauchsleistung.  
                                                          
6  Quelle: [49]. Die Spannungsgrenzen zur Einteilung sind nicht zwingend einheitlich definiert. Jedoch 
geben diese Kategorien die Handhabung in Deutschland und Europa gut wider.  
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2.1.3 Versorgungssicherheit und Systemdienstleistungen 
Den Betreibern von Übertragungsnetzen obliegt die übergeordnete Systemverantwor-
tung für eine sichere und zuverlässige Elektrizitätsversorgung in ihrem jeweiligen Netz-
gebiet. Dies geschieht in enger Kooperation mit benachbarten Netzbetreibern und folgt 
dem Ziel einer ausfallfreien Versorgungssicherheit. Versorgungssicherheit wurde durch 
die Bundesregierung neben der Wirtschaftlichkeit und der Umweltverträglichkeit als 
eines der drei wichtigsten Stützpfeiler der Energieversorgung festgehalten [12]. Der Be-
griff der Versorgungssicherheit wird von der International Atomic Energy Agency als 
„physische Verfügbarkeit von Energie zur Deckung der Nachfrage zu einem gegebenen 
Preis unter Berücksichtigung wirtschaftlicher und sozialer Aspekteǲ formuliert7 [13]. 
Die sichere Versorgung mit elektrischer Energie ist dabei sowohl durch langfristige 
als auch durch kurzfristige, schnell wirksame Maßnahmen zu gewährleisten. Den Netz-
betreibern kommen Aufgaben in beiden Bereichen zu. Zum einen sind die Instandhal-
tung und der Ausbau der Übertragungs- und Verteilnetze zur Anpassung an eine sich 
verändernde Verbrauchs- und Erzeugungsstruktur wesentliche Grundlagen. Zum ande-
ren sind die Netzbetreiber dazu berechtigt und verpflichtet, Gefährdungen und Störun-
gen des Versorgungssystems durch netz- und marktbezogene Maßnahmen zu beseitigen 
[1]. Diese fortlaufend ergriffenen Maßnahmen werden als Systemdienstleistungen be-
zeichnet. Die Grundlage der Bereitstellung von Systemdienstleistungen bilden die Re-
geln des TransmissionCode [14]. Darin enthalten sind die technischen Mindestanforde-
rungen der europäischen Übertragungsnetzbetreiber für die Erbringung von Sys-
temdienstleistungen. Sie sind darüber hinaus die Basis für bilaterale Verträge der Über-
tragungsnetzbetreiber mit den Marktteilnehmern und für entsprechende Verträge über 
den Netzzugang sowie die Netznutzung. Es können vier Kategorien von Systemdienst-
leistungen unterschieden werden [15]. 
 Frequenzhaltung: Die Netzfrequenz ist in einem Drehstromnetz das direkte Maß 
für das Gleichgewicht zwischen Verbrauch und Erzeugung, welches aufgrund der 
geringfügigen Speicherbarkeit elektrischer Energie zwingende Voraussetzung für 
den stabilen Systembetrieb ist. Wird der Verbrauch größer als die gleichzeitige Er-
zeugung sinkt die Frequenz. Umgekehrt steigt sie. Um die Frequenz innerhalb tole-
rierbarer Grenzen zu halten, stehen den Übertragungsnetzbetreibern Momentan-
reserve8 und Regelleistung zur Verfügung. Letztere werden in jeweils positive und 
negative Primär- und Sekundärregelleistung sowie Minutenreserve eingeteilt, sie-
                                                          
7  Originaltext der IAEA: ǲThe importance of energy security in terms of the physical availability of supplies 
to satisfy demand at a given price for economic and social sustainability is paramount.ǳ [13] 
8  Momentanreserve: die Trägheit der Turbinen-Generator-Wellen, also der rotierenden Massen im Sys-
tem, dämpft kurzfristige Frequenzschwankungen. Im europäischen Verbundnetz tragen heute konven-
tionelle Kraftwerke zum Ausgleich eines Erzeugungsausfalls oder einer Lastschwankung von bis zu 
3 GW bei. [15] 
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he hierzu [16]. Der Bedarf an Regelleistung wird von den ÜNB bestimmt und pas-
sende Regelleistungsprodukte werden über Auktionen auf dem etablierten Regel-
leistungsmarkt beschafft. In den Fällen der Sekundär- und Minutenreserve glie-
dern sich die Produkte in die Vorhaltung von Regelleistung und die Erbringung von 
Regelarbeit. Voraussetzung für die Teilnahme am Regelleistungsmarkt ist das 
Durchlaufen eines technischen Präqualifikationsprozesses. Der Regelleistungsbe-
darf wird in der Regel durch Kraftwerke gedeckt. Entsprechend der Wirkung der 
positiven Regelleistung werden seit Inkrafttreten der Lastabschaltverordnung 
(AbLaV)9 zudem sofort und schnell abschaltbare (industrielle) Verbraucherlasten 
zur Unterstützung der Netzfrequenz angeboten [17]. 
 Spannungshaltung: Netzbetreiber haben durch das Blindleistungsmanagement 
sicherzustellen, dass einerseits die Spannungshöhe innerhalb eines zulässigen 
Bandes liegt und andererseits starke Spannungseinbrüche infolge von Kurzschlüs-
sen vermieden werden. Hierfür stehen den Übertragungs- und Verteilnetzbetrei-
bern technische Mittel zur Blindleistungseinspeisung bzw. -entnahme zur Verfü-
gung, wie z.B. Drosselspulen und Kondensatoren. Die Netzbetreiber sind berechtigt 
und verpflichtet Kraftwerksbetreiber zu einer Anpassung des Generatorbetriebs 
innerhalb der jeweils technisch zulässigen Grenzen anzuweisen. 
 Versorgungswiederaufbau: Für den Fall eines großflächigen Versorgungsausfalls 
obliegt es den Übertragungsnetzbetreibern mit Unterstützung der Verteilnetzbe-
treiber, die Elektrizitätsversorgung in kürzester Zeit wiederherzustellen. Zu die-
sem Zweck ist die Schwarzstartfähigkeit gewisser Erzeugungsanlagen10 notwendi-
ge Voraussetzung. 
 Systembetriebsführung: Die Steuerung und die Überwachung der Elektrizitäts-
einspeisungen und -entnahmen sowie der Belastung der Netzbetriebsmittel sind 
Grundlagen für einen sicher organisierten Netz- und Systembetrieb. Insbesondere 
die Leitwarten der Netzbetreiber übernehmen hierfür zentrale Aufgaben der Netz-
überwachung, wie z.B. die Netzanalyse11, Aufgaben in Form netzbezogener Maß-
                                                          
9  Verordnung über Vereinbarung zu abschaltbaren Lasten [17]. 
10  Schwarzstartfähigkeit: Eigenschaft einer elektrischen Erzeugungsanlage; die Bereitstellung von 
elektrischer Leistung ist bei Vorhandensein der Schwarzstartfähigkeit auch dann noch möglich, wenn 
der Bezug des Eigenverbrauchs aus dem Netz nicht mehr möglich ist. Wasser- und Gasturbinenkraft-
werke sind hierfür geeignete Anlagen. [8] 
11  Netzanalyse: Ermittlung eines fehlerbereinigten Datensatzes über den stationären Netzzustand (State-
Estimation) als Grundlage von z.B. Netzsicherheitsrechnungen oder der Instandhaltungs- und War-
tungsarbeiten. [8] 
2.1 Transport und Verteilung elektrischer Energie 
13 
nahmen, wie z.B. Netzschaltungen12, und Aufgaben in Form marktbezogener Maß-
nahmen, wie z.B. Redispatch. 
Im Rahmen von Beschlussverfahren bzgl. eines verbindlichen Anreizsystems für 
Systemdienstleistungen nennt die Bundesnetzagentur (BNetzA) zusätzlich den Aus-
gleich von Netzverlusten, siehe z.B. [18], wodurch die Beschaffung von Verlustenergie 
seither ebenso zu den Systemdienstleistungs-Kategorien gezählt werden kann.  
 Ausgleich von Netzverlusten: Beschaffung von Energie zum Ausgleich von Netz-
verlusten durch Ausschreibungen, Termin- und Spothandel. Für die Beschaffung 
der Energiemengen ist die Berechnung von Prognosewerten für die zu erwarten-
den Netzverluste wesentlich. Zudem ist durch die Netzbetreiber ein eigener Ver-
lustenergiebilanzkreis zu führen. Eine detaillierte Beschreibung gibt Kapitel 2.4. 
Die Vermeidung von Netzengpässen ist neben den genannten Systemdienstleis-
tungskategorien ein weiteres wesentliches Maßnahmenbündel zur Gewährleistung ei-
nes störungsfreien Netzbetriebs – das Engpassmanagement [19]. Unter Engpässen sind 
solche Zustände zu verstehen, in denen „strombedingte Überlastungen von Betriebsmit-
teln oder Verletzungen betrieblich zulässiger Spannungsbänderǲ [20] auftreten. Im Rah-
men des Engpassmanagements wird zwischen netz- wie auch marktbezogenen Maß-
nahmen und der Bewirtschaftung von Leitungskapazitäten unterschieden. Zu ersteren 
gehört insbesondere der Redispatch. 
 Engpassmanagement: Darunter sind alle Maßnahmen zu verstehen, die Netzbe-
treiber zur Vermeidung von Leitungsüberlastungen vornehmen kann [21]. Zu-
nächst sind durch Netzbetreiber Engpässe durch netz- oder marktbezogene Maß-
nahmen zu verhindern. Dazu gehören Netzschaltungen und auch der Eingriff in 
Kraftwerksfahrpläne, der sogenannte Redispatch. Soweit diese Maßnahmen nicht 
ausreichen, um einen entsprechenden Engpass zu verhindern oder zu vermeiden 
ist die Bewirtschaftung des Leitungsengpasses erlaubt und verpflichtend. Auch für 
die Verfahren der Engpassbewirtschaftung gelten die allgemeinen marktorientier-
ten, transparenten und diskriminierungsfreien Prinzipien. Für die Bewirtschaftung 
werden von Übertragungsnetzbetreibern implizite oder explizite Auktionen ge-
nutzt. Bei ersterem implizitem Verfahren findet die Vergabe von Übertragungska-
pazitäten gekoppelt mit einem Stromhandelsgeschäft statt13. Bei letzterem explizi-
tem Verfahren geschieht die Auktion getrennt vom sonstigen Marktgeschehen14, 
deren positives Ergebnis aber Voraussetzung für einen engpassübergreifenden 
                                                          
12  Netzschaltungen: Ein-/Ausschalten eines Stromkreises oder Transformators, Änderung der Stufenstel-
lung eines Transformators, Schaltung einer Blindleistungskompensationsanlage – Drosselspule oder 
Kondensatorbank.  
13  Implizite Auktionen: siehe auch Market Coupling und Flow-Based Market Coupling, [104] und [114] 
14  Explizite Auktionen: siehe z.B. das Vorgehen eines Übertragungsnetzbetreibers, [104] 
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Stromhandel sein kann. Durch die Engpassbewirtschaftung geschieht somit eine 
indirekte Beeinflussung der physikalischen Lastflüsse auf den engpassbehafteten 
Leitungen. 
 Redispatch: Hierunter wird die Änderung von geplanten Kraftwerksfahreinsätzen 
verstanden mit dem Ziel physikalische Engpässe zu vermeiden oder zu beseitigen 
[22]. Redispatch-Maßnahmen können regelzonen- und grenzübergreifend stattfin-
den. Dabei wird die Erzeugungsleistung diesseits des Engpasses verringert und 
jenseits des Engpasses erhöht um den Belastungsstrom auf der entsprechenden 
Leitung zu verringern. 
Eine Systemdienstleistung wird in der Regel durch einen Anbieter erbracht, der ei-
ne bilateral vertraglich vereinbarte Vergütung vom jeweiligen Netzbetreiber erhält. 
Ausgeschlossen sind dabei Vergütungen für Investitionen in Anlagen als notwendige 
Vorleistung zur Erbringung von Systemdienstleistungen. Durch die vertraglichen Ver-
einbarungen ist sicherzustellen, dass dem Übertragungsnetzbetreiber alle erforderli-
chen Systemdienstleistungen zur Verfügung stehen und die volle Kontrolle, z.B. über 
Zeitpunkt, Ort und Art der Leistung gewährleistet ist. Dabei ist es unter Umständen mög-
lich, dass der aktive Betrieb der entsprechenden Anlage Voraussetzung für die Erbrin-
gung einer Leistung ist, z.B. im Rahmen der Primärregelung oder der Spannungshaltung. 
Da in den letzten Jahren vermehrt Kraftwerke aufgrund deren nicht mehr wirt-
schaftlichen Betriebs zur Stilllegung angemeldet wurden, hat der Gesetzgeber in 2013 
mit § 13 des Energiewirtschaftsgesetzes (EnWG)15 und der Reservekraftwerksverord-
nung (ResKV) [23] die Verfahrensregelung für die Beschaffung einer Netzreserve detail-
liert geregelt und so den Übertragungsnetzbetreibern eine weitere Möglichkeit zur Auf-
rechterhaltung der Versorgungssicherheit geschaffen. Die Übertragungsnetzbetreiber 
werden dazu verpflichtet, auf Basis von Netzengpassanalysen und in enger Abstimmung 
mit der Bundesnetzagentur die Stilllegung von einzelnen Erzeugungskapazitäten hin-
sichtlich der Sicherheit und Zuverlässigkeit der Elektrizitätsversorgung zu überprüfen 
und sind ermächtigt eine Stilllegung ggf. zu untersagen und deren Weiterbetrieb im 
Rahmen der Netzreserve anzuweisen. Neben der inländischen besteht zudem die Mög-
lichkeit der vertraglichen Absicherung ausländische Netzreservekapazitäten [24]. Als 
letzte verfügbare Möglichkeit ist es Übertragungsnetzbetreibern durch 
§ 13b Abs. 1 Nr. 2 EnWG gestattet, die Errichtung von Kraftwerken zur Elektrizitätser-
zeugung an strategisch wichtigen Einspeisepunkten in Auftrag zu geben und diese 
Kraftwerke nach Gesichtspunkten der Versorgungssicherheit außerhalb des Elektrizi-
tätsmarkts zu betreiben. Allerdings hat diese Regelung nur bis Ende 2017 Gültigkeit16. 
                                                          
15  Gesetz über die Elektrizitäts- und Gasversorgung (Energiewirtschaftsgesetz) [1] 
16  Stand der Information: 08.06.2015. 
2.1 Transport und Verteilung elektrischer Energie 
15 
2.1.4 Energiepolitische Ziele und Regulierung des Netzbereichs 
Die energiepolitische Zielsetzung der Europäischen Union und auch der deutschen 
Regierung kann durch das Zieldreieck der Wirtschaftlichkeit, der Umweltverträglichkeit 
und der Versorgungssicherheit charakterisiert werden. Dadurch wird vor dem Hinter-
grund klimatischer Veränderungen dem Bestreben einer Wohlfahrtsoptimierung und 
der Erreichung einer ausreichenden Nachhaltigkeit bei der zukünftigen Entwicklung des 
europäischen Energiebinnenmarkts hohe Bedeutung beigemessen [25]. Diese Zielset-
zung wurde in Deutschland durch den angestrebten Wandel der seither überwiegend 
auf fossilen Energien basierten Elektrizitätserzeugung hinzu einem möglichst CO2-
emissionsfreien Erzeugungsmix konkretisiert. Dazu sollen u.a. die Anlagen zur Stromer-
zeugung aus erneuerbaren Energien mittels Förderinstrumenten – siehe das EEG – wei-
ter ausgebaut werden, deren Verfügbarkeiten zu einem großen Teil vom natürlichen 
Dargebot z.B. Windkraft und Sonneneinstrahlung abhängig sind. Zusätzlich zur Förde-
rung erneuerbarer Energien wurde der Ausstieg aus der Nutzung der Kernenergie bis 
spätestens zum Ende des Jahres 2022 vom Gesetzgeber beschlossen, siehe § 7 AtG [26].  
Diese vergleichsweisen tiefgreifenden Veränderungen bedingen zusammen mit 
den komplexen technischen Aspekten des Netzbetriebs Herausforderungen für Netzbe-
treiber, zum einen durch den neuen Anschluss einer großen Anzahl dezentraler Erzeu-
gungsanlagen. Zum anderen ergibt sich durch den schrittweisen Wegfall von konventio-
nellen Kraftwerken als Erzeugungsanlagen mit großer elektrischer Leistung, durch den 
Ausbau z.B. von Windenergieanlagen v.a. im nördlichen Teil Deutschlands und durch 
den steigenden grenzüberschreitenden Austausch elektrischer Energie eine generelle 
Notwendigkeit zur Neustrukturierung des Übertragungsnetzes für den großräumigen 
Elektrizitätstransport. Für den bedarfsgerechten Ausbau des nationalen Übertragungs-
netzes erstellen die vier deutschen Übertragungsnetzbetreiber bisher jährlich und zu-
künftig alle zwei Jahre Netzentwicklungspläne (NEP), siehe z.B. [27]. Zur Planung des 
Ausbaus des europäischen internationalen Übertragungsnetzes wird unter Federfüh-
rung des Betreiberverbands ENTSO-E in zwei-jährigem Rhythmus ein 10-Year Network 
Development Plan (TYNDP) erstellt, siehe z.B. [28]. 
Neben der langfristigen Planung des Ausbaus und der Neustrukturierung der 
Elektrizitätsnetze ist allerdings ein Gleichgewicht zwischen Erzeugung und Verbrauch 
zu jedem Zeitpunkt notwendige Voraussetzung für einen sicheren Betrieb der Netze. 
Dafür ist die Bereitstellung von Systemdienstleistungen, wie in Abschnitt 2.1.3 beschrie-
ben, von zentraler Bedeutung. Die über viele Jahrzehnte gewachsenen Elektrizitätsnetze 
ermöglichen die Versorgung von Verbrauchszentren und auch verbrauchsschwachen 
Regionen mit elektrischer Energie. Zwischen Erzeugung und Verbrauch bestehen dabei 
zum Teil große Entfernungen. Aufgrund dessen sind bei der Gestaltung von elektrischen 
Netzen immer auch geographische Aspekte von industriellen und demographischen 
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Entwicklungen zu beachten. Die Netze zeichnen sich daher durch eine hohe allgemeine 
Komplexität, eine große Individualität und damit eine große Heterogenität aus. 
Aufgrund mehrerer Aspekte im Bereich der Netzinfrastruktur ergibt sich die Not-
wendigkeit einer Regulierung. Unter dem Begriff Regulierung werden im Allgemeinen 
alle gesetzlichen Vorschriften, steuerlichen Belastungen und Subventionen verstanden. 
Als Gründe für einen regulatorischen Eingriff des Staats können das denkbare Versagen 
eines Marktes oder der Anspruch, ein besseres Ergebnis herbeizuführen als es ohne Re-
gulierung zustande kommen würde, sein. Marktversagen liegt z.B. bei monopolistischen 
Strukturen oder bei ruinösem Wettbewerb vor. Zum einen können volkswirtschaftliche 
Gründe für einen Regulierungsreingriff sprechen. Zum anderen werden solche Eingriffe 
auch aus einer ordnungspolitischen Motivation heraus angestrebt [29]. 
Aus wettbewerbstheoretischer Sicht stellen der Transport und die Verteilung 
elektrischer Energie ein natürliches Monopol dar. Zum einen sind natürliche Monopole, 
wie es für Anbieter von Infrastrukturleistungen und damit auch Netzbetreiber zutrifft 
[30], durch hohe Fixkosten und vergleichsweise niedrige Grenzkosten17 gekennzeichnet. 
Zum anderen gilt für natürliche Monopole, dass ein Anbieter die entsprechende Leistung 
zu geringeren Kosten bereitstellen kann als es zwei oder mehr Anbieter könnten [31]. 
Tatsächlich besteht aufgrund der Kapitalintensität und des unternehmerischen Risikos 
das Bestreben, keine Überkapazitäten für die Elektrizitätsübertragung zu errichten. Hie-
raus ergibt sich die Notwendigkeit eines regulatorischen Eingriffs im Bereich der lei-
tungsgebundenen Energieversorgung mit den Zielen, den Netzbetreibern einerseits aus-
reichende Anreize für Investitionen zu setzen und andererseits die Maßnahmen zu er-
greifen, die zu einer hohen Versorgungssicherheit mit elektrischer Energie führen.  
Zudem besitzen die Elektrizitätsnetze eine grundsätzliche Bedeutung für die 
Grundversorgung der Bevölkerung, der Industrie und aller anderen Wirtschaftssektoren 
mit elektrischer Energie für die Bereitstellung mechanischer Antriebsarbeit, Wärme, 
Licht und weiteren Energiedienstleistungen. Diese Bedeutung der elektrischen Netze ist 
neben den genannten Aspekten von natürlichen Monopolen die wichtigste Begründung 
für einen Regulierungseingriff, der über Gesetze und Verordnungen geregelt und ge-
steuert und durch Regulierungsbehörden ausgeführt wird. 
Die politische Zielsetzung bezieht, wie genannt, auch möglichst niedrige Endkun-
denpreise in die Gestaltung der Energieversorgung mit ein. Netzbetreiber refinanzieren 
ihre Ausgaben zu einem großen Teil durch die Erhebung von Netznutzungsentgelten. 
Diese Netznutzungsentgelte entsprechen dem Quotienten aus erwarteten ansetzbaren 
Kosten für die Bereitstellung der Netzinfrastruktur sowie weiterer Systemdienstleistun-
gen unter Berücksichtigung von Abschreibungen, Kapitalverzinsung, Steuern, kosten-
                                                          
17  Die Grenzkosten eines Netzbetreibers können auch als Betriebskosten bezeichnet werden. Diese bein-
halten aufgrund des erhöhten Auftretens lokaler Netzengpässe zurzeit z.B. auch vergleichsweise hohe 
Kosten, die durch Redispatch zustande kommen. [Quelle] 
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mindernde Erlöse und Netzverluste und dem erwarteten Stromverbrauch, siehe auch 
StromNEV § 3 und 4, [32]. Netznutzungsentgelte können somit auch als spezifische Prei-
se für die Verfügbarmachung der Netzbetriebsmittel zum Transport und zur Verteilung 
elektrischer Energie verstanden werden. Die Netznutzungsentgelte werden von den 
Stromverbrauchern entrichtet und sind somit ein Teil des Endkundenstrompreises. In 
Monopolsituationen besteht jedoch die theoretische Möglichkeit der Einflussnahme des 
Anbieters auf den Preis – im Netzbereich somit auf die Netznutzungsentgelte für die Be-
reitstellung der elektrischen Übertragungsmittel. Somit besteht potentiell die Gefahr von 
Wohlfahrtsverlusten durch den Missbrauch der vorhandenen Marktmachtpotentiale 
[29]. Auch hieraus ergibt sich die Notwendigkeit eines regulatorischen Eingriffs zur Ver-
hinderung einer Marktmachtausübung. 
Unter der Annahme, dass aber vor allem durch ausreichenden Wettbewerb und 
den hierdurch entstehenden Kostendruck gegenüber Mitstreitern niedrigere Endkun-
denpreise und eine insgesamt effizientere und kostengünstigere Energieversorgung ent-
steht, wird die Etablierung eines europäischen Energiebinnenmarktes angestrebt. Die-
ser ist mit der Liberalisierung des Energiemarktes und der Schaffung von Wettbewerb 
auf verschiedenen Wertschöpfungsstufen verbunden. Unterstützt wird dies durch die 
Trennung der Unternehmensbereiche der Übertragung und Verteilung von allen ande-
ren Bereichen und somit die Entflechtung18 der vertikal integrierten Versorgungsunter-
nehmen entlang der Wertschöpfungskette. Ein Wettbewerb, auf den den Netzen vor- 
und nachgelagerten Märkten kann dabei nur durch den dafür notwendigen diskriminie-
rungsfreien Zugang aller tatsächlichen und die Herstellung dieses Zugangs aller potenti-
ellen Marktteilnehmer ermöglicht werden. Die Sicherstellung des diskriminierungsfrei-
en Netzzugangs bedarf dabei zielgerichteter und technologieoffener Vorgaben. Die Mo-
nopolsituation im Netzbereich wurde allerdings aufgrund oben genannter Aspekte nicht 
aufgelöst. Dennoch soll ein möglichst effizienter Netzbetrieb und -ausbau gewährleistet 
werden, woraus sich wiederum die Notwendigkeit zur Regulierung der Elektrizitätsnet-
ze ergibt. 
Die rechtlichen Grundlagen für diese Regulierung wurden auf europäischer und 
nationaler Ebene durch Richtlinien, Gesetze, Verordnungen und Beschlüsse der Re-
gulierungsbehörden gelegt. Der erste Schritt in Richtung eines wettbewerblichen Ener-
giebinnenmarkts und der Liberalisierung der Elektrizitäts- und Gasversorgung geschah 
mit der ersten Binnenmarkt-Richtlinie für Elektrizität der Europäischen Union, die 1996 
beschlossen wurde und 1997 in Kraft trat [33]. Dieser folgten 2003 und 2009 zwei wei-
tere Richtlinien auf EU-Ebene, die für den Strommarkt relevant waren und sind. Zum 
einen enthalten diese Richtlinien gemeinsame Vorschriften für verschiedene Stufen der 
                                                          
18  Entflechtung (engl.: Unbundling): Es werden mehrere Arten der Entflechtung unterschieden, deren 
Einführung sukzessive erfolgte: rechtliche, operationelle, informationelle, buchhalterische und eigen-
tumsrechtliche Entflechtung, siehe [1] und [116] 
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Wertschöpfungskette, für die Organisation des Netzzugangs und für den Netzbetrieb 
und -ausbau. Zum anderen wurden Vorgaben zur Entflechtung der Stufen Übertragung 
und Verteilung von den Stufen Erzeugung, Handel und Vertrieb schrittweise vorge-
schrieben. Die erste EU-Binnenmarktrichtlinie von 1996 verlangte zunächst eine Ent-
flechtung der Unternehmensführung wie auch eine getrennte Rechnungslegung. In der 
zweiten EU-Richtlinie von 2003 (Beschleunigungsrichtlinie) [34] wurde die Vorgabe der 
gesellschaftsrechtlichen, operationellen, informatorischen und buchhalterischen Ent-
flechtung ergänzt. Der Übergang zu einem ex-ante-Regulierungsregime sollte durch die 
Einrichtung nationaler Regulierungsbehörden erreicht werden. Die dritte für den 
Strommarkt relevante EU-Richtlinie war Teil des dritten EU-Binnenmarktpakets in 2009 
und verschärfte nochmals die Entflechtungsvorgaben. Ebenso wurde die Rolle der Regu-
lierungsbehörden gestärkt und deren Zusammenarbeit auf europäischer Ebene festge-
halten. War die Abtrennung der Übertragungsnetze19 in eigene unabhängige Unterneh-
men durch die ersten beiden Richtlinien nicht in den Fokus gestellt, so wurden durch 
das dritte Binnenmarktpaket drei Möglichkeiten hierfür vorgegeben [35]:  
 das Ownership Unbundling (OU) oder der Zwangsverkauf: die gesamte Netzinfra-
struktur und der Netzbetrieb werden veräußert und damit vollständig vom Mut-
terkonzern getrennt,  
 der Independent System Operator (ISO) oder das Betriebsführungsmodell: die Net-
zinfrastruktur bleibt Eigentum des Mutterkonzerns, der gesamte Netzbetrieb wird 
an ein unabhängiges Unternehmen übertragen, 
 der Independent Transmission Operator (ITO) oder der dritte Weg: es besteht wei-
terhin eine eigentumsrechtliche Verbindung zwischen Mutterkonzern und Netzinf-
rastruktur und -betrieb, jedoch wird die volle Autonomie der Netzsparte hierfür 
vorausgesetzt. 
In Deutschland wurden sowohl die erste als auch die letzte der drei Optionen ge-
nutzt. Die E.ON Energie AG vollzog in 2009 die vollständige Herauslösung der Übertra-
gungsnetztochter Transpower GmbH an die niederländische Tennet Holding B.V. und 
wählte somit die Option des Ownership Unbundling [36]. Die RWE AG dagegen verkauf-
te 2011 nur 74,9 % ihrer Netzsparte Amprion GmbH an ein Konsortium aus Banken, 
Versicherungen und Versorgungswerken [37]. Diese beiden Entscheidungen gehen auch 
auf Verhandlungen mit der EU-Kommission bezüglich der Wettbewerbsetablierung zu-
rück [38, 36]. Auch die Vattenfall AG veräußerte 2010 ihre Netztochter 50Hertz Trans-
mission GmbH zu 60 % an den belgischen Übertragungsnetzbetreiber Elia und zu 40 % 
an den australischen Infrastrukturfonds IFM [39]. Die EnBW AG verfolgte das Modell des 
Independent Transmission Operator (ITO) und formierte die Netztochter EnBW Trans-
                                                          
19  Ähnliches gilt auf für Fernleitungsnetzbetreiber (FNB) im Bereich der Gasnetzinfrastruktur. 
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portnetze AG gemäß geltenden Rechts in 2012 in die TransnetBW GmbH u.a. mit einer 
uneingeschränkten unternehmerischen Vollausstattung um [40].  
Diese Veränderungen im Netzbereich haben ihren Ursprung in den genannten EU-
Richtlinien und sind letzten Endes auch an die nationale Gesetzgebung gebunden. Diese 
wiederum verweist auf das Europäische Gemeinschaftsrecht. Jede der drei oben genann-
ten europäischen Binnenmarktrichtlinien war binnen einer zwei- bzw. einjährigen Frist 
in nationale Gesetzgebungen umzusetzen und so folgte allen Richtlinien eine Novellie-
rung hauptsächlich des EnWG20. In diesem Zuge fand die erste Novellierung des Ener-
giewirtschaftsgesetzes seit 1935 im Jahr 1998 statt. Bis dahin war das deutsche Elektri-
zitätsversorgungssystem samt der Übertragungs- und Verteilnetze in Gebietsmonopole 
eingeteilt, in denen jeweils ein Unternehmen für die Versorgung der Kunden mit Elektri-
zität zuständig war. Das grundsätzliche Ziel der Gesetzgebung für den Bereich der Elekt-
rizitätsversorgung ist dabei eine 
„ȋ…Ȍ möglichst sichere, preisgünstige, verbraucherfreundliche, effiziente und 
umweltverträgliche leitungsgebundene Versorgung der Allgemeinheit mit 
Elektrizität ȋ…Ȍǲ (§ 1 Abs. 1 EnWG) 
und ebenso die Notwendigkeit zur Gewährleistung eines  
„möglichst sicheren, kostengünstigen und diskriminierungsfreien Netzzugangs 
in der leitungsgebundenen Elektrizitätswirtschaft.ǲ (§ 1 Abs. 1 EnWG). 
Die durch die Erbringung dieser Dienstleistung entstehenden Kosten beziehen die Über-
tragungsnetzbetreiber bei der Ermittlung der Netzentgelte mit ein. Für eine weitere und 
ausführliche Erläuterung der Sachverhalte sei in diesem Zusammenhang auf weitere 
Ausführungen in Fachliteratur verwiesen, wie z.B. [29].  
Im Folgenden werden die für die Beschaffung von Energie zum Ausgleich von 
Netzverlusten relevanten und geltenden Rechts- und Regulierungsvorschriften genauer 
dargelegt. Wie bei der Bereitstellung von anderen Systemdienstleistungen sind auch bei 
der Beschaffung von Verlustenergie jeweils gültige rechtliche und regulatorische Vor-
schriften zu berücksichtigen. Die rechtliche Basis der nationalen Gesetzgebung ist dabei 
vor allem das EnWG. In Bezug auf die Netzverluste werden die detailliertesten Vorgaben 
von den Netzbetreibern selbst in freiwilligen Selbstverpflichtungen festgehalten. Dieser 
gesamte Rechtsrahmen bestimmt nicht nur die Beschaffung, sondern auch die Abrech-
nung der Kosten zum Ausgleich von Netzverlusten. 
Die Verpflichtung der Netzbetreiber zum Ausgleich von Netzverlusten ergibt sich 
aus § 22 Abs. 1 Satz 1 EnWG. Dieser nennt auch die Verfahrensmerkmale zur Beschaf-
fung der dazu notwendigen Energie: 
                                                          
20  Weitere relevante Gesetzeswerke sind z.B. das Gesetz gegen Wettbewerbsbeschränkungen (GWB) 
[115]. Hier ist z.B. der $ 29 über das Verbot überhöhte Entgelte zu verlangen zu nennen. 
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„Betreiber von Energieversorgungsnetzen haben die Energie, die sie zur De-
ckung von Verlusten und für den Ausgleich von Differenzen zwischen Ein- und 
Ausspeisung benötigen, nach transparenten, auch in Bezug auf verbundene  
oder assoziierte Unternehmen nichtdiskriminierenden und marktorientierten 
Verfahren zu beschaffen.ǲ 
Des Weiteren greift das Gesetz in § 22 Abs. 1 Satz 2 die Tatsache auf, dass Netzverluste 
von veränderlichen Gegebenheiten abhängen und daher eine Beschaffungsstrategie ge-
nutzt werden muss, die dies berücksichtigt: 
„Dem Ziel einer möglichst preisgünstigen Energieversorgung ist bei der Ausge-
staltung der Verfahren, zum Beispiel durch die Nutzung untertäglicher Be-
schaffung, besonderes Gewicht beizumessen, ȋ…Ȍ.ǲ 
Die Begriffe Netzverluste oder Verluste in Energieversorgungsnetzen werden auch für die 
Beschreibung der Energieverluste der Stromübertragung verwendet. Aus Letzteren re-
sultiert ein Mehrbedarf an Energie, der durch die Netzbetreiber zu beschaffen ist. Die zu 
beschaffenden Energiemengen werden auch als Verlustenergie bezeichnet. 
§ 2 Nr. 12  der Stromnetzzugangsverordnung (StromNZV)21 definiert Verlustenergie: 
„Im Sinne dieser Verordnung bedeutet ȋ…Ȍ Verlustenergie die zum Ausgleich 
physikalisch bedingter Netzverluste benötigte Energie;ǲ. 
§ 10 StromNZV Abs. 1 greift nochmals die Kriterien für die Verlustenergiebeschaffung 
auf und schreibt vor: 
„Die Betreiber von Elektrizitätsversorgungsnetzen sind verpflichtet, Verlus-
tenergie in einem marktorientierten, transparenten und diskriminierungsfreien 
Verfahren zu beschaffen. ȋ…Ȍǲ 
Im selben Absatz werden zudem Ausschreibungsverfahren als zu favorisierende Be-
schaffungsmethode genannt, von denen nur abgewichen werden darf, wenn z.B. das 
Aufwand-Nutzen-Verhältnis von Ausschreibungen zu groß würde, was v.a. auf Verteil-
netzbetreiber zutreffen kann22. Durch § 10 StromNZV Abs. 2 werden die Netzbetreiber 
darüber hinaus selbst zu Bilanzkreisverantwortlichen, da die Pflicht zur Führung eines 
Bilanzkreises besteht. Dieser besteht lediglich für die Abwicklung des Ausgleichs von 
Netzverlusten23.  
In der StromNZV wird die Rolle der Bundesnetzagentur als aktuell für den Elektri-
zitätssektor zuständige Regulierungsbehörde zu verschiedenen Themen festgelegt. Als 
Begründung hierfür wird in § 27 Abs. 1 auf die Ziele „eines effizienten Netzzugangsǲ und 
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22  Kleine Netzbetreiber mit weniger als 100.000 angeschlossenen Kunden werden an dieser Stelle ganz 
vom Hinweis auf Ausschreibungsverfahren ausgeschlossen. 
23  Auch in Bezug auf die Bilanzkreispflicht sind unter Fußnote 22 genannte Netzbetreiber entbunden. 
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die allgemeineren Ziele des § 1 Abs. 1 EnWG (s.o.) hingewiesen. Die Bundesnetzagentur 
kann nach Nr. 6 des genannten Paragraphen der StromNZV Entscheidungen 
„ȋ…Ȍ zum Ausschreibungsverfahren für Verlustenergie nach § 10 [s.o.] und zum 
Verfahren zur Bestimmung der Netzverlusteǲ 
treffen. Dabei müssen allerdings die „Anforderungen eines sicheren Netzbetriebsǲ beach-
tet werden, siehe selbiger Paragraph. Die Anrechenbarkeit der Kosten zur Deckung der 
Netzverluste als Kostenposition der Netzbetreiber bei der Ermittlung von Netznut-
zungsentgelten wird in § 10 Abs. 1 der Stromnetzentgeltverordnung (StromNEV)24 fest-
gelegt: 
„Die Kosten der Beschaffung von Energie zum Ausgleich physikalisch bedingter 
Netzverluste (Verlustenergie) können bei der Ermittlung der Netzkosten in An-
satz gebracht werden. Die Kostenposition ergibt sich aus den tatsächlichen Kos-
ten der Beschaffung der entsprechenden Verlustenergie im abgelaufenen Ka-
lenderjahr.ǲ 
Die im zweiten Satz genannten Kosten können von den Netzbetreibern als Netzkosten 
im Rahmen der Anreizregulierung angesetzt werden. Die Anreizregulierung der Netzbe-
treiber in Deutschland ist durch die Höhe und die Art und Weise, wie Kosten des Netzbe-
triebs bei der Berechnung von Netznutzungsentgelten angesetzt werden können, ge-
kennzeichnet. So wird zwischen beeinflussbaren sowie vorübergehend und dauerhaft 
nicht beeinflussbaren Kostenanteilen unterschieden. Durch § 21a Abs. 6 Satz 7 EnWG ist 
die Bundesregierung dazu ermächtigt, Rechtsverordnungen zu erlassen, durch die  
„ȋ…Ȍ Regelungen getroffen werden, welche Kostenanteile dauerhaft oder vo-
rübergehend als nicht beeinflussbare Kostenanteile gelten ȋ…Ȍǲ. 
Im Rahmen der Anreizregulierung können vorübergehend und dauerhaft nicht beein-
flussbare Kostenanteile zur Gänze in die Netznutzungsentgelte eingepreist werden. Wel-
che Kosten als nicht beeinflussbar gelten, ist durch § 11 der Anreizregulierungsverord-
nung (ARegV) definiert. Die Kosten zum Ausgleich von Netzverlusten werden insbeson-
dere in § 11 Abs. 2 ARegV dahingehend eingeordnet: 
„Als dauerhaft nicht beeinflussbare Kostenanteile gelten bei Stromversor-
gungsnetzen auch solche Kosten oder Erlöse, die sich aus Maßnahmen des 
Netzbetreibers ergeben, die einer wirksamen Verfahrensregulierung ȋ…Ȍ unter-
liegen, insbesondere ȋ…Ȍ Kosten für die Beschaffung der Energie zur Erbringung 
von Ausgleichsleistungen ȋ…Ȍ.ǲ 
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Auch der Umgang mit Netzverlusten wird in diesem Sinne als eine Ausgleichsleistung 
betrachtet. Somit ist die Feststellung einer wirksamen Verfahrensregulierung zur Er-
mittlung und Ansetzung der Verlustenergiekosten direkt mit der Definition dieser als 
nicht beeinflussbarer Kostenanteil verbunden. Für die Netzverluste in Übertragungsnet-
zen und weitere Systemdienstleistungen wurden sowohl für die erste als auch für die 
zweite Regulierungsperiode wirksame Verfahrensregulierungen festgelegt. Diese ergin-
gen durch Beschlüsse der Bundesnetzagentur, zuletzt durch [18], [41], [42] und [43]. 
Grundlage dieser Verfahrensregulierungen sind freiwillige Selbstverpflichtungen, die 
von den Übertragungsnetzbetreibern verfasst und von der Bundesnetzagentur aner-
kannt werden. Im Rahmen der genannten Beschlüsse wurde für die zweite Regulie-
rungsperiode von 2013 bis 2017 für jeden der vier Übertragungsnetzbetreiber je eine 
freiwillige Selbstverpflichtung anerkannt, der je drei Anhänge beiliegen. Diese Anhänge 
beschreiben die Vorgehensweisen zur Ermittlung von Kosten der Vorhaltung von Regel-
leistung, zum Ausgleich von Netzverlusten und für Redispatch-Maßnahmen.  
Die in Anhang 2 der freiwilligen Selbstverpflichtungen beschriebene Vorgehens-
weise zur Ermittlung von Verlustenergiekosten beinhaltet eine volatile Mengenkompo-
nente. Da die zukünftigen Verlustenergiemengen nicht exakt vorhersehbar sind, werden 
die durch Mengenänderungen zustande kommenden Minder- oder Mehrkosten zeitver-
zögert zwei Jahre später und damit periodenfremd in den dann zu ermittelnden Netz-
nutzungsentgelten berücksichtigt. Zudem birgt die in der freiwilligen Selbstverpflich-
tung beschriebene Vorgehensweise einen Anreiz zur besonders kosteneffizienten Be-
schaffung von Verlustenergie. Wird Verlustenergie zu einem mittleren Preis beschafft, 
der unterhalb des über eine Berechnungsvorschrift jährlich festgelegten Referenzprei-
ses liegt, kann die resultierende Kosteneinsparung durch die Übertragungsnetzbetreiber 
einbehalten werden. Dementsprechend müssen die Mehrkosten bei einer Beschaffung 
zu einem mittleren Preis oberhalb des Referenzpreises ebenso durch die Übertragungs-
netzbetreiber selbst getragen werden. Eine detaillierte Beschreibung der Kostenermitt-
lung findet sich in Kapitel 2.4.  
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2.2 Energieverluste in elektrischen Netzen 
2.2.1 Energietechnische und energiewirtschaftliche Einordnung 
Leistungs- und Arbeitsverlustbegriff 
Je nachdem ob die Verringerung der Wirkleistung über eine elektrische Transportstre-
cke oder der Verlust einer elektrischen Energiemenge betrachtet wird, kann zwischen 
Leistungs- und Arbeitsverlusten unterschieden werden. 
Als Leistungsverlust 𝑷ࢂ ist die Differenz der Wirkleistungen an zwei verschiede-
nen Orten auf einer Leitung ?ܲ?,ଵ und ?ܲ?,ଶ zu verstehen. Die auch als Verlustleistung be-
zeichnete Größe wird durch Gleichung (2.1) definiert. Eine Verlustleistung tritt z.B. bei 
der Übertragung einer elektrischen Energiemenge über einen ohmschen Widerstand auf 
und reduziert die elektrische Leistung über die Leitungsstrecke. 
 ?ܲ? =  ?ܲ?,ଵ −  ?ܲ?,ଶ (2.1) 
Prinzipiell entspricht der Arbeitsverlust ࢃࢂ, der auch als Verlustarbeit oder 
Energieverlust bezeichnet wird, dem Integral der Verlustleistung ?ܲ?ሺݐሻ über die Zeit ݐ. 
Dies gilt für kontinuierliche Betrachtungen. Für diskrete Betrachtungen wird die Summe 
der Produkte aus mittlerer Verlustleistung pro Zeiteinheit ?ܲ?,௧ und der Dauer der Zeit-
einheit gebildet ∆ݐ. Die in der aktuellen Praxis übliche Ermittlungs- und Abrechnungspe-
riode in Deutschland beträgt 15 min [44]. Die stetige wie auch die diskrete Ermittlung 
der Verlustarbeit sind in den Gleichungen (2.2) und (2.3) definiert. 
 ?ܹ? =  ∫ ?ܲ?ሺݐሻ ݀ݐ்௧=଴  (2.2) 
 ?ܹ? =  ∑ ?ܲ?,௧ ∙௧்=଴  ∆ݐ (2.3) 
Zur Beurteilung von thermodynamischen Kraftwerksprozessen wird u.a. der Wir-
kungsgrad als Kenngröße herangezogen. Der Wirkungsgrad setzt die entnommene Nutz-
leistung der zugeführten Leistung ins Verhältnis. In Analogie dazu kann auch bei der 
leitungsgebundenen Übertragung von elektrischer Arbeit von einem Wirkungsgrad der 
Übertragung gesprochen werden. Allerdings besteht bei der Übertragung nicht das Ziel, 
eine Energieform in eine andere umzuwandeln, sondern die elektrische Energie über 
eine Transportstrecke hinweg zu übertragen. Daher ist der Begriff des Übertragungs-
grad 𝜼 ebenso angebracht wie der des Wirkungsgrads. Dieser ist wie folgt zu berechnen, 
siehe Gleichung (2.4). 
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 ߟ =  ?ܲ?௡௧௡𝑎ℎ௠௘?ܲ?௜௡௦௣௘௜௦௨௡௚ =  ?ܲ?௡௧௡𝑎ℎ௠௘ሺ ?ܲ?௡௧௡𝑎ℎ௠௘ +  ?ܲ?௘௥௟௨௦௧ሻ (2.4) 
Mit ?ܲ?௡௧௡𝑎ℎ௠௘ ist hierbei die am Ende einer Leitung abgegebene, mit ?ܲ?௜௡௦௣௘௜௦௨௡௚ 
die am Anfang einer Leitung eingespeiste elektrische Leistung beschrieben. Mittels des 
Übertragungsgrades ist es möglich, einerseits die auftretenden Leitungs- und Transfor-
matorverluste in Relation zur Transportaufgabe zu setzen und andererseits die Effizienz 
der leitungsgebundenen Elektrizitätsübertragung zu bewerten. 
Des Weiteren können die Verluste beim Transport elektrischer Energie mit Verlus-
ten in anderen Teilen des Prozesses zur Bereitstellung von elektrischer Energie vergli-
chen werden. Sowohl bei der Umwandlung von chemischer oder von Kernenergie der 
Brennstoffe in Wärmeenergie in Brennkammer oder Reaktoren, der Umwandlung der 
Wärmeenergie in mechanische Energie in Turbinen als auch bei der Umwandlung me-
chanischer in elektrische Energie in Kraftwerksgeneratoren treten Verluste auf. 
Die Übertragung der elektrischen Energie vom Netzanschlusspunkt des Kraft-
werksgenerators bis zu Verbrauchern mittels Leitungen und Transformatoren verschie-
dener Spannungsebenen führt in Deutschland im Mittel zu Verlusten in Höhe von circa 
4 %25 gemessen an der Transportaufgabe und macht daher einen vergleichsweise gerin-
gen Teil der Gesamtverluste in der Energieumwandlungskette aus.  
Einteilung der elektrischen Energieverluste 
Die in elektrischen Netzen auftretenden Leistungs- und Energieverluste können sowohl 
nach dem Ort ihrer Entstehung als auch nach der physikalischen Art der Entstehung un-
terschieden werden. So treten in allen Netzbetriebsmitteln Verluste auf, zu denen neben 
Leitungen und Transformatoren auch Isolatoren, Messinstrumente, Zähler, Wandler, 
Relais, Lüfter, Pumpen und Kondensatoren sowie Drosselspulen für das Blindleistungs-
management zählen. Die Verluste lassen sich folglich nach dem Ort ihres Auftretens un-
terteilen, so z.B. in die anteilig größten Gruppen der Leitungs- und Transformatorverlus-
te. Oftmals werden elektrische Verluste auch anhand des Zusammenhangs mit der über-
tragenen Leistung in lastabhängige und lastunabhängige Verluste unterschieden. Die 
Grundlage dieser Unterscheidungen ist die physikalische Art der Entstehung. Eine Über-
sicht der Zuordnung von Verlustarten zu Verlustorten ist in Tabelle 2.3 dargestellt. 
Darüber hinaus können nichttechnische Verluste auftreten, wie z.B. durch 
Stromdiebstahl und Datenverarbeitungsfehler etwa durch fehlerhafte Mess- oder Zäh-
leinrichtungen sowie falsche Ablesung und Datenerfassung. Diese Vorkommnisse wer-
den aufgrund der fehlenden Möglichkeit, sie quantitativ zu erfassen und ihrer ange-
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entsprechenden Bruttoinlandsstromverbrauchs (599 TWh [48]). 
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nommenen Geringfügigkeit bezüglicher ihres Anteils an den Gesamtverlusten in der vor-
liegenden Arbeit nicht näher betrachtet. Für die folgenden Analysen kann deren Exis-
tenz jedoch eine teilweise Erklärung für stochastische Schwankungen in den betrachte-
ten Messzeitreihen sein. 
              Netz- 
komponente 
 
 
Last- 
abhängigkeit 
Leitungen  
(Freileitungen  
und Kabel) 
Transformatoren 
Zähl- und Messinstru-
mente, Steuerungs-, 
Fernleitungs-, Schutz- 
und Kühltechnik,  
Blindleistungs-
kompensationsanlagen 
Lastunabhängig 
Koronaverluste  
(Abstrahlung an Freilei-
tungsoberflächen) 
Eisenverluste  
(Hysterese- und 
Wirbelstromverluste) 
Betriebseigen-
verbrauch Dielektrische  
Verluste in Kabeln 
Betriebseigen-
verbrauch  
(z.B. zur Kühlung) 
Ableitverluste 
Lastabhängig 
Stromwärmeverluste  
(ohmsche und Kupferverluste) 
Tabelle 2.3: Zuordnung von Verlustarten zu Verlustorten 
Energieverluste in elektrischen Netzen in Deutschland 
In den ersten Jahrzehnten, seitdem elektrische Energie über größere Entfernungen 
transportiert wurde, konnten die Netzverluste in der Bundesrepublik Deutschland 
schrittweise reduziert werden. Machten im Jahr 1946 die Netzverluste noch circa 19 % 
des Bruttostromverbrauchs aus waren es im Jahr 1966 bereits nur noch knapp 7 % [45]. 
Abbildung 2.2 gibt den zeitlichen Verlauf der Jahresenergieverluste als Anteil am Brutto-
inlandsstromverbrauch wieder. Der jährliche Rückgang dieses Verlustanteils war nach 
1966 weniger stark ausgeprägt. Der vorübergehende Anstieg des Netzverlustanteils in 
2001 ist auf einen überproportionalen Anstieg der Netzverluste bei moderatem Anstieg 
des Bruttostromverbrauchs in diesem Jahr zurückzuführen. 
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Abbildung 2.2:  Relative Netzverluste im Zeitverlauf26 [46], [45] 
Die Energiebilanz für Deutschland für das Jahr 2013 ergibt für die Summe der 
Energieverluste in Stromnetzen rund 26,2 TWh [47]. Diese Summe berücksichtigt die 
Energieverluste in allen Spannungsebenen des elektrischen Netzes und stellt somit die 
jährliche Verlustarbeit in Deutschland in diesem Jahr dar. Bezogen auf den Bruttoin-
landsstromverbrauch im selben Jahr von rund 599 TWh [48] stellen diese Verluste circa 
4,1 % dar. In Tabelle 2.4 sind die elektrischen Energieverluste im Jahr 2013 nach Span-
nungsebenen aufgeschlüsselt dargestellt. Dabei sind den Leitungsverlusten der jeweils 
niedrigeren Spannungsebene die Umspannverluste zur jeweils oberliegenden Span-
nungsebene zugeordnet. 
  
Spannungsebene Nennspannung 
Netzverluste in 2013  
(Anteil an Gesamtverlusten) 
Höchstspannungsebene > 125 kV 5,0 TWh (19,1 %) 
Hochspannungsebene > 72,5 kV und ≤ ͳʹͷ kV 4,6 TWh (17,5 %) 
Mittelspannungsebene > 1 kV und ≤ ͹ʹ,ͷ kV 6,9 TWh (26,3 %) 
Niederspannungsebene ≤ ͳ kV 9,7 TWh (37,0 %) 
Summe Alle Spannungsebenen 26,2 TWh 
Tabelle 2.4: Netzverluste nach Spannungsebenen in Deutschland in 201327 
Der größte Anteil der Netzverluste tritt mit 37 % in der Niederspannungsebene 
auf, der zweitgrößte Anteil mit 26 % auf der Mittelspannungsebene. Anteile in ungefähr 
gleicher Höhe treten in der Hochspannungs- (17,5 %) und der Höchstspannungsebene 
(19,1 %) auf. Unter Berücksichtigung der Zugehörigkeit der Spannungsebenen zu ent-
                                                          
26  Für die Jahre 1967 bis 1989 wurden die Werte aufgrund fehlender Daten linear interpoliert. 
27  Quellen: [49], [50]. 
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weder dem Übertragungs- oder dem Verteilungsnetz entfallen somit etwas mehr als 
80 % der Verluste auf die Verteilnetzebene. Abbildung 2.3 gibt eine kumulative Vertei-
lung hierzu an.  
 
Abbildung 2.3:  Verteilung der Netzverluste auf die Spannungsebenen in Deutschland in 2013 
[49], [50] 
Für Verteilnetze kann somit geschlossen werden, je höher die Spannungsebene, 
desto niedriger die Verluste. Auf den Hintergrund dieses Sachverhalts wird in Abschnitt 
2.2.2 näher eingegangen. Die Höhe der jährlichen Energieverluste auf den Höchstspan-
nungsebenen widerspricht dieser Aussage zunächst. Ein Grund hierfür sind die überre-
gionalen Transportaufgaben, die vornehmlich das Übertragungsnetz leistet und die im 
Verteilnetz lediglich teilweise auf der Hochspannungsebene erbracht werden. Im Ver-
teilnetz wird elektrische Energie hauptsächlich von der Übergabe aus dem Übertra-
gungsnetz bis zu Verbraucher geleitet. Transite durch Netzgebiete auf Höchstspan-
nungsebene führen jedoch zu höheren Lastflüssen, als dies für die ausschließliche Ver-
sorgung innerhalb des Netzgebiets notwendig wäre und damit auch zu einer Steigerung 
der Netzverluste. Überlagert und verändert wird diese Transport- und Verteilsituation 
zunehmend durch die Einspeisung dezentraler Anlagen wie z.B. Photovoltaikanlagen 
sowie Biogas- und Biomasseanlagen. Hier kommt es zeitweise zu einer Lastflussumkehr 
in die Richtung vom Verteilnetz hinzu des Übertragungsnetzes. Allerdings übernimmt 
auch hier das Übertragungsnetz wiederum die Aufgabe des überregionalen Ausgleichs 
von Erzeugung und Nachfrage. 
2.2.2 Entstehung von Netzverlusten 
Im Folgenden werden die technischen Verlustarten nach der physikalischen Art der Ent-
stehung eingeteilt, theoretisch hergeleitet und deren Zusammenhänge mit Betriebsgrö-
ßen eines elektrischen Netzes jeweils anhand eines typischen Netzbetriebsmittels erläu-
tert. Eine Aufteilung der in Elektrizitätsnetzen auftretenden Verluste ist einerseits an-
hand des physikalischen Entstehungsprozesses möglich und andererseits anhand des 
Orts ihres Auftretens. Des Weiteren können die Verluste in Höchstspannungsnetzen in 
lastabhängige und lastunabhängige Verluste als auch in Leitungs- und Transformator-
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verluste eingeteilt werden [51]. Dementsprechend wird im Folgenden eine Charakteri-
sierung vorgenommen. 
Stromwärmeverluste in elektrischen Leitern 
Wird ein ohmscher Widerstand von einem Strom durchflossen, wird ein Teil der Elektri-
zität in Wärme umgewandelt. Elektrische Leiter besitzen sinnhafterweise zwar einen 
vergleichsweise geringen aber dennoch endlich großen ohmschen Widerstand und zei-
gen daher auch das Verhalten eines ohmschen Verbrauchers. Die von der Leitung selbst 
aufgenommene und in einen Wärmestrom umgewandelte Leistung entspricht folglich 
der Verlustleistung. Die Verlustleistung ?ܲ?  der hierbei entstehenden sogenannten 
Stromwärmeverluste lässt sich entsprechend Gleichung (2.5) beschreiben, die einen 
Zusammenhang zum Widerstandswert ܴ selbst wie auch dem Quadrat der Stromstärke ܫ herstellt, [52] und [53].  
 ?ܲ? = ͵ ܴ′݈  ܫଶ  =  ͵ ܴ ܫଶ (2.5) 
Die Verlustleistung erhöht sich folglich mit größerem ohmschem Widerstand, der sich 
aus dem Produkt von Widerstandsbelag ܴ′ und Leitungslänge ݈ ergibt, wie auch quadra-
tisch mit größerer Stromstärke. Wird angenommen, dass ein Drehstromsystem vorliegt, 
kann zusätzlich Gleichung (2.6) angewandt werden. 
 ܲ = √͵ ܷ ܫ cos 𝜑 (2.6) 
Somit ergibt sich eine Abhängigkeit der Verlustleistung zu den Quadraten der übertra-
genen Wirkleistung ܲ, der Leiter-Leiter-Spannung ܷ und dem Leistungsfaktor cos 𝜑. 
Letzterer entspricht dem Cosinus des Phasenwinkels und gibt das Verhältnis der über-
tragenen Wirk- zur übertragenen Scheinleistung an [10]. Gleichung (2.6) nach der 
Stromstärke umgestellt und in Gleichung (2.5) eingesetzt, ergibt die Formulierung in 
Gleichung (2.7). Diese beinhaltet die Abhängigkeit der Verlustleistung von der Spannung ܷ und der u bertragenen Wirkleistung. 
 ?ܲ? =  ܴܷଶ cosଶ𝜑  ܲଶ (2.7) 
Die Verlustleistung erhöht sich folglich quadratisch mit größerer Wirkleistungsübertra-
gung und verringert sich quadratisch mit größerer Spannung wie auch mit größerem 
Leistungsfaktor. Hieraus ergibt sich für ein Elektrizitätssystem die Motivation, Netze bei 
möglichst großen Spannungen und mit möglichst geringem Blindleistungsanteil zu be-
treiben. Wird ferner der Zusammenhang zwischen Leistungsfaktor, Scheinleistung ܵ und 
Wirkleistung – Gleichung (2.8) – wie auch der Zusammenhang zwischen Schein-, Wirk- 
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und Blindleistung ܳ – Gleichung (2.9) – berücksichtigt, kann die Verlustleistung in Ab-
hängigkeit dieser in einer weiteren Form dargestellt werden – Gleichung (2.10) [10]. 
 cos 𝜑 = ܲܵ (2.8) 
 ܵଶ = ܲଶ + ܳଶ (2.9) 
 ?ܲ? = ܴܷଶ  ܵଶ = ܴܷଶ  ሺܲଶ + ܳଶሻ (2.10) 
Folglich wird auch durch eine über einen Leiter transportierte Blindleistung ein 
Wirkleistungsverlust verursacht. Bei der Blindleistung können zusätzlich zwei Bestand-
teile unterschieden werden. Zum einen wird insbesondere in Übertragungsnetzen Blind-
leistung durch Synchrongeneratoren und Blindleistungskompensationsanlagen bereit-
gestellt und über Leitungen an Verbraucher bzw. Verteilnetzbetreiber geliefert. Zum 
anderen sind auch mit Wechsel- und Drehstrom betriebene Leitungen Blindleistungs-
verbraucher oder -erzeuger. Dies zeigt sich auch im Leerlauf einer Leitung: wenn eine 
Leitung unter Spannung gesetzt wird ohne, dass über sie Wirkleistung übertragen wird, 
entsteht ein Blindstrom, der wiederum zu Stromwärmeverlusten führt. Bei Leitungen 
kann zwischen einem kapazitiven Anteil ܳ௞𝑎௣ und einem induktiven Anteil ܳ௜௡ௗ unter-
schieden werden. Für den induktiven Anteil ist das Verhalten einer Spule charakteris-
tisch und es besteht ein Zusammenhang mit dem induktivem Blindwiderstand ܺ௅28 und 
damit der Induktivität ܮ der Leitung sowie dem Quadrat der Stromstärke, siehe Glei-
chung (2.11) [54], [55]. 
 ܳ௜௡ௗ = ͵ ܫଶ ܺ௅ (2.11) 
Der kapazitive Blindleistungsanteil ist unabhängig von der Stromstärke, jedoch reziprok 
abhängig vom kapazitiven Blindwiderstand ܺ𝐶29 und damit der Kapazität einer Leitung ܥ sowie vom Quadrat der Spannung, siehe Gleichung (2.12) [54], [55]. 
 ܳ௞𝑎௣ = − ܷଶ  ͳܺ𝐶 (2.12) 
Der gesamte Blindleistungsbedarf einer elektrischen Leitung ܳ௅௘௜௧௨௡௚ ergibt sich aus der 
Summe von induktivem und kapazitivem Blindleistungsanteil – Gleichung (2.13). 
 ܳ௅௘௜௧௨௡௚ = ܳ௜௡ௗ + ܳ௞𝑎௣ = ͵ ܫଶ ܺ௅ −  ܷଶ  ͳܺ𝐶 (2.13) 
                                                          
28  Induktanz; induktiver Teil der Reaktanz; bestimmt durch ܺ௅ = ʹߨ𝑓ܮ. 
29  Kapazitanz; kapazitiver Teil der Reaktanz; bestimmt durch ܺ𝐶 = −ͳ/ሺʹߨ𝑓ܥሻ. 
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Abbildung 2.4 (a) veranschaulicht dieses Blindleistungsverhalten einer Freileitung und 
stellt den Zusammenhang mit der natürlichen Leistung her. Abbildung 2.4 (b) zeigt die 
entsprechenden Wirkverluste und den Übertragungsgrad in Abhängigkeit der übertra-
genen Wirkleistung am Ende der Leitung auf. 
 
 
(a) Blindleistungsbedarf einer Leitung und Scheinleistung 
 
(b) Wirkverluste und Übertragungsgrad 
Abbildung 2.4:  Blindleistungsbedarf, Wirkverluste, Übertragungsgrad30, [54], [55] 
Wie aus Gleichung (2.13) folgt, bestimmt die Differenz induktiver Blindleistungserzeu-
gung und kapazitiver Blindleistungsaufnahme einer Leitung deren gesamten Blindleis-
tungsbedarf. Die Situation, in der sich beide Anteile gegenseitig ausgleichen tritt im so-
genannten natürlichen Betrieb auf. Dieser ist durch die Übertragung einer Wirkleistung 
gekennzeichnet, die der natürlichen Leistung31 entspricht. Folglich bestimmt also das 
Verhältnis von übertragener Scheinleistung und natürlicher Leistung den Blindleis-
                                                          
30  Leitungsparameter: RǮ = Ͳ,Ͳ͵ͳͳ Ω/km; LǮ = Ͳ,͹ͻͷ mH/km; CǮ = ͳͶ,ͷ nF/km; l = ͳͲͲ km; UE = 405 kV. 
31  Die natürliche Leistung wird am Ende einer Leitung gemessen. Die natürliche Leistung ergibt sich aus 
dem Quotienten aus Spannungsquadrat und Wellenwiderstand der Leitung und ist somit auch von der 
Spannung abhängig. Der Wellenwiderstand ist hierbei proportional zum Quotienten aus Längs- und 
Querimpedanzen einer Leitung und damit durch Leiter- und Isolator-Eigenschaften gekennzeichnet. 
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tungsbedarf einer Freileitung, wobei die natürliche Leistung durch nahezu konstante 
Leitereigenschaften beeinflusst ist. Die natürliche Leistung wird daher auch als eine Re-
ferenzgröße in der leitungsgebundenen Elektrizitätsübertragung verwendet [10]. 
Ist die übertragene Scheinleistung kleiner als die natürliche Leistung, tritt die Lei-
tung als kapazitiver Blindleistungserzeuger auf. Ist die übertragene Scheinleistung grö-
ßer als die natürliche Leistung, überwiegt das induktive Verhalten der Leitung und sie 
tritt als induktiver Blindleistungsverbraucher auf. In beiden Fällen fließt ein Blindstrom. 
Beträgt die übertragene Scheinleistung genau die natürliche Leistung, so gleichen sich 
kapazitives und induktives Verhalten gegenseitig aus. Die Leitung benötigt keinen Blind-
leistungsausgleich, der Blindstrom ist gleich null und verursacht demnach auch keine 
Wirkverluste [52]. Folglich besteht hinsichtlich des Blindleistungsverhaltens der Elekt-
rizitätsübertragung das Bestreben, die Wirkleistungsübertragung nahe der natürlichen 
Leistung zu betreiben. In der Realität ist dies aber aufgrund von zeitlich veränderlichen 
durch Stromhandel und Verbraucherverhalten bestimmten Einspeise- und Entnahmesi-
tuationen nicht möglich. Daher wird die natürliche Leistung so weit möglich an die 
Wirkleistungsübertragung angepasst. Dies geschieht v.a. über Blindleistungskompensa-
tionsanlagen. Für die Bereitstellung induktiver Blindleistung zum Ausgleich einer sich 
kapazitiv verhaltenen Leitung stehen z.B. Drosselspulen zur Verfügung. Für den Aus-
gleich einer sich induktiv verhaltenen Leitung und somit zur Bereitstellung von kapazi-
tiver Blindleistung kommen in Reihe oder parallel geschaltete Kondensatoren zum Ein-
satz [52]. 
Entsprechend der Gleichungen (2.5) bis (2.10) ergeben sich Wirkverluste, die mit 
steigender Wirkleistungsübertragung quadratisch ansteigen. Die zusätzliche Abnahme 
einer induktiven Blindleistung am Ende der simulierten Leitung erhöht die Wirkverluste 
entsprechend Gleichung (2.10). Es wird ersichtlich, dass die übertragene Scheinleistung 
und nicht nur die Wirkleistungsübertragung maßgeblich für die entstehenden Netzver-
luste ist. Dies führt im Extremfall bei Übertragung nahe der thermischen Belastungs-
grenze dieser Leitung zu einem Anstieg der Wirkverluste um circa 18 % und schlägt sich 
in einer Verschlechterung des Übertragungsgrades von circa 0,6 %-Punkten nieder. 
Ableitverluste an Isolatoren 
Isolatoren dienen der Trennung zwischen elektrischem Leiter und Umgebung. Sie wer-
den so ausgelegt, dass sie einen möglichst großen ohmschen Widerstand besitzen und 
dadurch den Leistungsabfluss über die Masten und das Erdseil von Freileitungen ver-
hindern. Durch Ablagerungen auf Isolator-Oberflächen kann es allerdings zu kleinen 
Kriechströmen kommen, die Ableitverluste (auch Leckverluste genannt) zur Folge ha-
ben. Diese Ablagerungen können als Staubpartikel, Salz- oder Wasserablagerungen auf-
treten und so auf einem Kriechweg einen Stromfluss ermöglichen [51]. 
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Die Höhe der Ableitverluste ist stark witterungs- und ortsabhängig. So sind die 
Luftfeuchtigkeit, Lufttemperatur und die Niederschlagssituation ebenso ausschlagge-
bend wie die Nähe zu Staub emittierenden Industrieanlagen sowie die Nähe zur Küste 
mit steigendem Salzgehalt der Luft. Im Vergleich zu Stromwärmeverlusten machen die 
Ableitverluste einen sehr kleinen Teil der Gesamtverluste aus. Es wird anhand von Mes-
sungen an Hochspannungsversuchsanlagen32 geschätzt, dass auf einem Kilometer Lei-
tungslänge Ableitverluste in einer Bandbreite zwischen ca. 100 W und wenigen kW auf-
treten [51] [56] [57]. 
Koronaverluste an Materialoberflächen 
Überschreitet die Stärke des elektrischen Feldes von Freileitungen die elektrische Fes-
tigkeit der Luft als isolierendes Medium, kommt es zu Teilentladungen und damit zu 
Koronaverlusten. Diese bilden sich in Form eines leuchtenden Kranzes um den elektri-
schen Leiter aus, mit dem auch eine Geräuschentwicklung verbunden ist.  
Die Höhe der Leistung der Koronaverluste ist abhängig von der durch den Feuch-
tegehalt beeinflussten Leitfähigkeit der Luft als Isolator, der Rauigkeit der Oberfläche 
des elektrischen Leiters und den Witterungsverhältnissen. Nimmt die Luftfeuchtigkeit 
zu, steigt auch die Leitfähigkeit der Luft. In der Folge treten Teilentladungen aus dem 
Leiter auch bei kleineren elektrischen Feldstärken auf – die Grenzfeldstärke sinkt. Elekt-
rische Leiterseile werden aufgrund der größeren Zugfestigkeit nicht aus einem, sondern 
mehreren verdrillten Leiterdrähten hergestellt. Zudem entstehen durch das Auftreten 
von Raureif, Niederschlägen auf die Freileitung sowie Ablagerungen von Staub- und 
Schmutzpartikeln Unebenheiten der Leiteroberfläche. Hierdurch und durch die nicht 
perfekt glatte Oberfläche von metallischen Leitern kommt es zu erhöhten elektrischen 
Feldstärken an bestimmten Punkten der Leiteroberfläche. Da die elektrische Feldstärke 
proportional zur Spannung ist, treten Koronaverluste v.a. bei Höchstspannungsleitungen 
auf. Daneben besteht umgekehrte Proportionalität zum Radius des Leiterseils. Um Ko-
ronaverluste zu verringern, kann folglich ein größerer Leiterquerschnitt dienen. Da aus 
statischer und wirtschaftlicher Sicht ein ausreichend großer Querschnitt eines einzigen 
Leiterseils nicht sinnvoll wäre, werden Freileitungen der Hoch- und Höchstspannungs-
ebenen als Bündelleiter ausgeführt, bei dem der leitende Querschnitt auf zwei oder 
mehr Seile verteilt ist. So ist es möglich, den resultierenden effektiven Leiterradius deut-
lich zu vergrößern und gleichzeitig nur so viel Leitermaterial zu verwenden, dass so-
wohl die Statik als auch die Wirtschaftlichkeit erhalten bleiben. 
                                                          
32  Es handelt sich um vergleichsweise alte Messergebnisse, die in und vor 1959 ermittelt wurden. Da die 
Oberflächenarchitektur von Isolatoren nicht maßgeblich geändert wurde und die Kriechstrecke ent-
scheidend ist, können diese Messergebnisse in ihrer Größenordnung weiterhin als realistisch betrach-
tet werden. 
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Ebenso wie die Ableitverluste machen auch die Koronaverluste nur einen kleinen 
Anteil an den Gesamtverlusten aus. Versuchsmessungen an Hochspannungsversuchsan-
lagen33 zeigen witterungsabhängige Koronaverlustleistungen von unter 100 W/km Lei-
tungslänge bis zu mehreren kW/km. Somit machen Koronaverluste 1 bis 2,2 %34 der 
Leitungsverluste bei trockenem Wetter und bis zu ca. 12 % bei Nebel sowie höhere An-
teile bei Niederschlägen aus [56], [57].  
Betriebseigenverbrauch 
Nebst den physikalisch bedingten Netzverlusten sind der Vollständigkeit halber auch 
technisch bedingter Stromverbrauch einzubeziehen. Diese ergeben sich beispielsweise 
durch den Verbrauch in Umspannwerken, Schaltanlagen, Kompensations- und Regelein-
richtungen z.B. der technischen Einrichtungen zur (Fern-) Steuerung der Betriebsmittel 
oder in Strom- und Spannungswandlern oder Zählern und anderen Messeinrichtungen. 
Der Stromverbrauch von Bürogebäuden – z.B. Beleuchtung und EDV – zählt hierbei nicht 
zum Betriebseigenverbrauch. Die Summe der Einzelverbräuche aller Anlagen, die für 
den versorgungssicheren Betrieb, nicht jedoch für den eigentlichen Transport der 
elektrischen Energie notwendig sind, können als Betriebseigenverbrauch zusammenge-
fasst werden. Auch sie machen im Vergleich zu den Stromwärmeverlusten einen kleinen 
Teil der Gesamtverluste aus [51]. Über die Höhe der Leistung des Betriebseigenver-
brauchs liegen keine öffentlich zugänglichen Informationen vor. 
Lastunabhängige Verluste in Transformatoren 
Wie oben erläutert, verhalten sich auch die leitenden Spulen von Transformatoren als 
ohmsche Verbraucher und verursachen dadurch lastabhängige Stromwärmeverluste 
entsprechend Gleichung (2.5). Diese Verlustart wird bei Transformatoren auch als Kup-
ferverluste bezeichnet, da sie in den Kupferwicklungen der ober- und unterspannungs-
seitigen Spulen entstehen. Diese Art der elektrischen Energieverluste kommt durch die 
gleichen Mechanismen wie bereits oben beschrieben zustande.  
Lastunabhängige Verluste dagegen, sogenannte Eisenverluste, treten in Transfor-
matoren in Form von Hysterese- und Wirbelstromverlusten auf. Das Funktionsprinzip 
eines Transformators basiert auf der Induktion eines magnetischen Flusses im Eisen-
kern durch die spannungsgebende Spule. Zur Magnetisierung des Eisenkerns ist eine 
innere Reibung zu überwinden, die als Ausrichtung mikroskopisch kleiner Elementar-
magnete anschaulich dargestellt werden kann. Bei jedem Zyklus der Neuausrichtung des 
                                                          
33  Auch hierzu liegen nur vergleichsweise alte Messergebnisse vor, die in oder vor 1966 ermittelt wur-
den. Aufgrund von ähnlichen Leiteroberflächenbeschaffenheiten und der auch damals schon verwen-
deten Höchstspannung können diese Werte in ihrer Größenordnung als realistisch betrachtet werden. 
34  Diese Angaben beziehen sich auf eine 400 kV-Freileitung in 4er-Bündel Ausführung bei Belastung mit 
natürlicher Leistung. 
2 Übertragung elektrischer Energie und Netzverluste 
34 
Magnetfelds zuerst in die eine und dann in die entgegengesetzte Richtung wird eine für 
das jeweilige Eisenkernmaterial charakteristische Energiemenge in Wärme umgewan-
delt. Die so entstehenden Hystereseverluste (auch Ummagnetisierungsverluste genannt) 
treten folglich als lastunabhängige Stromwärmeverluste auf. Sie sind ungefähr proporti-
onal zum Spannungsquadrat und der Frequenz. Eine Möglichkeit zur Verringerung der 
Hystereseverluste ist die Verwendung weichmagnetischer statt hartmagnetischer fer-
romagnetischer Materialien. Diese benötigen ein weniger starkes Feld zur Ausrichtung 
der Elementarmagnete und damit auch eine geringere Energiemenge zum Aufbau des 
Magnetfelds [6], [10]. 
Durch das im Eisenkern entstehende veränderliche Magnetfeld wird im Eisenkern 
selbst ein Strom induziert, ein sogenanntes Wirbelstromfeld, welches wiederum ohm-
sche also Stromwärmeverluste verursacht. Wirbelstromverluste sind proportional zu 
den Quadraten der Spannung und der Frequenz. Eine Maßnahme zur Verringerung der 
Wirbelstromverluste ist der Verkleinerung des Leiterquerschnitts durch einen geblech-
ten Aufbau des ferromagnetischen Eisenkerns aus möglichst dünnen, geschichtet ange-
ordneten und gegeneinander isolierten Blechen. Dadurch werden Wirbelströme lokal 
begrenzt. Die Verwendung von siliziumdotierten Trafoblechen resultiert in einer Wider-
standserhöhung und führt damit zu einer Reduktion des induzierten Wirbelstroms [6], 
[10].  
Der magnetische Fluss des induzierten Magnetfelds beschränkt sich nicht aus-
schließlich auf das Material des Eisenkerns. Ein Teil des Flusses findet auch außerhalb 
des ferromagnetischen Materials statt und ist damit unwirksam für die induktive Über-
tragung der elektrischen Energie durch den Transformator. Sogenannte Streuungsver-
luste sind die Folge. Zur Verringerung dieser kann die Anordnung der Spulen optimiert 
werden, wobei eine übereinander liegende Anordnung die geringsten Streuungsverluste 
verursacht [6]. 
Zusammensetzung der Netzverluste einer Freileitung 
Die Gesamtverluste eines technischen Betriebsmittels können sich folglich aus mehreren 
Verlustarten zusammensetzen. Da die Verluste in Leitungen den größten Teil der Be-
triebsmittel eines elektrischen Höchstspannungsnetzes ausmachen, ist in Abbildung 2.5 
die Zusammensetzung der Verluste einer 4er-Bündel 380 kV-Freileitung mit angenom-
menen Betriebs- und Belastungsannahmen, siehe Tabelle 2.5, dargestellt. 
Diese Beispielrechnung zeigt den hohen Anteil der Stromwärmeverluste, der bei 
trockenem Wetter nahezu 100 % und bei Niederschlag mehr als 95 % der Energiever-
luste der betrachteten Leitung ausmacht. Die theoretische Betrachtung von Prognose-
modellen in Kapitel 3 basiert daher auf der Annahme, dass die Betrachtungen von 
Stromwärmeverlusten und Einflüsse auf diese ausreichend sind. Insofern werden ande-
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re Verlustarten und deren Einflüsse vernachlässigt und als zufälliges Rauschen um Ist-
werte interpretiert. 
     
Abbildung 2.5:  Verluste einer Freileitung nach Verlustarten, beispielhaft35 
2.2.3 Technische und weitere Einflussgrößen 
Die Höhe der Netzverluste ist abhängig von mehreren direkten und indirekten äußeren 
Einflüssen. Wie im vorhergehenden Abschnitt dargelegt, treten in elektrischen Be-
triebsmitteln Stromwärmeverluste auf. Diese machen den größten Anteil der Gesamt-
verluste aus. Die Erläuterungen und Gleichungen dienen der Beschreibung des Zusam-
menhangs der Stromwärmeverluste mit der Stromstärke, der Wirkleistung, der Span-
nung, der Blindleistung und des ohmschen Widerstands.  
Für die Analyse realer Verlustganglinien eines ausgewählten Übertragungsnetzge-
biets ist die Kenntnis der Zusammensetzung der Netzverluste in Abhängigkeit des Netz-
betriebs wichtig. Die Übertragung elektrischer Energie ist auch durch die regional ver-
teilte Erzeugungs- und Verbrauchssituation bedingt. In Drehstromnetzen sind zudem 
die Einflüsse der Blindleistungs-Spannungsregelung zu berücksichtigen. Elektrische 
Verbraucher benötigen für ihren Betrieb induktive oder kapazitive Blindleistung. Gene-
ratoren stellen diese Blindleistung bereit. Dies muss jedoch lokal geschehen, da sich die 
Spannung abhängig von der Transportstrecke der Elektrizitätsübertragung einstellt und 
an jedem Ort innerhalb bestimmter Grenzen gehalten werden muss. Auch elektrische 
Leitungen verhalten sich entweder als kapazitive oder induktive Blindleistungsverbrau-
cher (siehe Abbildung 2.4). Daher ist der Einsatz von Kondensatoren und Drosselspulen 
zur Blindleistungskompensation für die Spannungshaltung situativ notwendig. Die Um-
gebungstemperatur, die Windverhältnisse und die Luftfeuchtigkeit haben zudem einen 
Einfluss auf die Materialeigenschaften der Netzbetriebsmittel sowie die Eigenschaften 
von Isolatoren. Mit letzteren sind sowohl sichtbare Isolatoren gemeint, die z.B. die gal-
                                                          
35  Leitungsparameter: RǮ = Ͳ,Ͳ͵ͳͳ Ω/km; LǮ = Ͳ,͹ͻͷ mH/km; CǮ = ͳͶ,ͷ nF/km; l = ͳͲͲ km; UE = 405 kV. 
Eigenverbrauchswerte geschätzt. 
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vanische Trennung zwischen Freileitungen und Masten bewirken und im Boden verlegte 
Kabel von ihrer Umgebung trennen, als auch die Luft als Isolator zwischen den Leitern 
von Freileitungen. Die sich aus diesen genannten Aspekten ergebende Überlagerung 
verschiedener Einflüsse auf die Entstehung von Netzverlusten ist in Abbildung 2.6 
schematisch dargestellt. 
 
 
Abbildung 2.6:  Einflüsse auf die Entstehung von Netzverlusten 
Die zahlreichen Einflüsse auf die Netzverluste lassen sich grob anhand ihrer Wirkung 
auf lastabhängige und lastunabhängige Verluste – siehe Kapitel 2.2.1 und 2.2.2 – eintei-
len. Die Einflüsse auf lastabhängige Verluste werden zudem in direkte unmittelbare und 
indirekte unterteilt. Die größte Anzahl an Einflüssen wirkt dabei auf die Stromwärme-
verluste, die den größten Teil der Gesamtverluste eines Netzes ausmachen. Insofern ist 
die Kenntnis der Sensitivität der Verluste in Bezug auf Änderungen der einzelnen äuße-
ren Einflüsse wichtig. Im Folgenden werden daher die Verluste von Freileitungen in the-
oretischer Hinsicht näher untersucht, da diese den größten Anteil an den Gesamtverlus-
ten haben – siehe Ausführungen in Kapitel 4.1. Dabei werden zunächst die direkten Ein-
flüsse auf die Stromwärmeverluste der Freileitungen fokussiert. Zur Untersuchung der 
indirekten Einflüsse sei auf Kapitel 4.2.4 verwiesen. 
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Sensitivität der Netzverluste gegenüber Betriebsparametern 
Auf Basis der Betrachtung einer typischen Freileitung mit in der Realität häufig vor-
kommenden Materialeigenschaften36 wird untersucht, wie stark sich eine Änderung der 
Betriebsparameter in betrieblich vertretbaren Maßen auf die elektrischen Energiever-
luste auswirkt. Die hierfür angestellten Simulationsrechnungen basieren auf den Para-
metern in Tabelle 2.5 und ihrer Variation und orientieren sich an Ausführungen in [52], 
[8], [58] und [59]. 
  
Leitungs- und  
Betriebsgrößen 
Referenzannahmen 
bei natürlichem Betrieb 
Variationen 
Leitungslänge l 100 km 1 bis 200 km Widerstandsbelag RǮ 0,116 Ω/km 0,105 bis 0,147 Ω/km Induktivitätsbelag LǮ 0,795 mH/km - Ableitungsbelag GǮ Ͳ,Ͳʹ μS/km - Kapazitätsbelag CǮ 14,5 nF/km - 
Wirkleistungsentnahme P(Ende) 666 MW 0 bis 1736 MW (I = 4 x 645 A) 
Blindleistungsentnahme Q(Ende) 339 MVAr (ܿ݋ݏሺ𝜑ሻ = 0,9) 0 bis 888 MVAr (ܿ݋ݏሺ𝜑ሻ = 1 bis 0,6) 
Spannung am Leitungsende 
U(Ende) 
395 kV 380 bis 420 kV 
Tabelle 2.5: Annahmen der Verlust-Variationsrechnung für eine Freileitung 
Die Variation der Leitungslänge ist dabei auf die Existenz unterschiedlich langer Leitun-
gen in der Realität zurückzuführen. Die Spannbreite des ohmschen Widerstandsbelags 
ergibt sich aus unterschiedlichen Annahmen zur Leitertemperatur (+ 20 °C als Basis, -
 10 und + 80 °C als Variation). Die Beläge der Induktivität, der Ableitung und der Kapazi-
tät werden in den Simulationen nicht variiert. Dies führt zwar zu einer Unschärfe der 
Simulationsergebnisse, welche aber aufgrund der niedrigen Anteile (siehe Abbildung 
2.5) an den elektrischen Energieverlusten vernachlässigbar ist.  
Die Simulation wird mit den genannten Referenzannahmen auf Basis der Berech-
nung des komplexen Lastflusses auf der hypothetischen Freileitung vorgenommen. Aus-
gehend von den Annahmen werden zunächst alle relevanten Größen am Ende der Lei-
tung berechnet. Anschließend erfolgt die Rückrechnung der Größen am Anfang der Lei-
tung. Die Verluste ergeben sich schließlich aus der Differenz der am Anfang der Leitung 
eingespeisten und der am Ende der Leitung entnommenen Leistung. Die Simulationser-
gebnisse für die Extremfälle (Minima und Maxima) sind in Abbildung 2.7 als Verände-
rungen gegenüber den Verlusten des Referenzfalls dargestellt. 
                                                          
36  Leiterseil: 4xAl/St 240/40 bei Normbedingungen (20 °C, 0,6 m/s Windgeschwindigkeit, 900 W/m2 
Sonneneinstrahlung). 
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(a) absolute Änderung (b) relative Änderung 
Abbildung 2.7:  Änderung der Verluste ggü. Referenzfall bei Variation der Betriebsparameter 
Ausgehend vom Referenzfall, in dem ca. 40 MW Verlustleistung auftreten, sind die Ener-
gieverluste einer Freileitung insbesondere sensitiv gegenüber der übertragenen 
Wirkleistung. Aufgrund des quadratischen Zusammenhangs zwischen Wirkleistung und 
Verlustleistung (siehe Gleichung (2.10)) fällt die Auswirkung in positive Richtung in 
Form einer Erhöhung der Wirkleistungsübertragung) deutlich größer aus als in negative 
Richtung als Verringerung der Wirkleistungsübertragung. Daneben sind ebenso die 
Übertragungsstrecke und damit die Leitungslänge ein wesentlicher Parameter. Auf-
grund des linearen Zusammenhangs zwischen Leitungslänge und Verlustleistung (siehe 
Gleichung (2.5)) fällt die Änderung in beide Richtungen gleich groß aus. Die Blindleis-
tungsvariation verursacht Verluständerungen in unterschiedlicher Höhe bei Anstieg und 
Absenkung, Zwar ist wie zur Wirkleistung ein quadratischer Zusammenhang gegeben. 
Jedoch ist ein cos 𝜑 kleiner 0,6 (als simulierter Extremfall der Blindleistungsentnahme) 
eher untypisch für den Betrieb einer Höchstspannungsleitung37. Die Variationsbreite des 
Widerstandsbelags ist begrenzt durch die maximale Leitertemperatur und verursacht 
daher vergleichsweise kleine Verluständerungen. Am geringsten ist der Einfluss der be-
trieblichen Spannungsänderung einer 380 kV Freileitung. Dies ist hauptsächlich auf die 
engen Grenzen des zulässigen Spannungsbands zurückzuführen, wodurch trotz der re-
ziproken Wirkung des Spannungsquadrats auf die Verlustleistung nur kleine Änderun-
gen der Verluste ermittelt werden. 
Variation der Wirk- und Blindleistungsentnahme 
Aufgrund der vergleichsweisen starken Auswirkung von Wirk- und Blindleistungsände-
rungen auf die Verlustleistung werden diese Sensitivitäten näher betrachtet. Anhand 
                                                          
37  Gemäß der Auswertung von Realdaten aus Snapshots treten in über 90 % der Fälle Leistungsfaktoren 
größer 0,6, in über 80 % der Fälle größer0,8 und in über 70 % der Fälle größer 0,9 auf. 
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einer ideal gedachten Leitung und einer angenommenen hypothetischen Transportauf-
gabe werden in diesem Abschnitt die Zusammenhänge zwischen Netzverlusten und ih-
ren physikalischen Einflussgrößen mit Hilfe der oben erläuterten Variationsrechnung 
simuliert. Es wird von einer einseitig gespeisten Drehstromleitung, also einem dreipha-
sigen Betrieb und einer einseitig gespeisten Leitung ausgegangen. Die am Ende der Lei-
tung entnommene elektrische Wirk- und Blindleistung wird ausgehend vom Fall der 
Anpassung38 (Leistungsübertragung in Höhe der natürlichen Leistung) variiert und das 
Betriebsverhalten sowie die Verlustleistung jeweils berechnet. Die Berechnung orien-
tiert sich an Ausführungen in [52]. Auf Basis dieser Variationsrechnung der Belastung 
einer Freileitung lässt sich die Stärke des Einflusses der Wirk- und Blindleistung auf die 
Verlustleistung ermitteln.  
Die Hauptaufgabe von Freileitungen ist der Transport elektrischer Energie über 
bestimmte Streckenlängen. Daher wird bei den Rechnungen zunächst der Wirkleistungs-
transport variiert: die entnommene Leistung am Ende der Leitung wird von 0 MW in 
Schritten von einem MW bis zur maximal zulässigen Dauerleistung39 verändert. Für je-
den Wert der angenommenen Wirkleistungsentnahme wird auch die angenommene 
Blindleistungsentnahme proportional variiert. Alle anderen Leitungs- und Betriebspa-
rameter werden dabei jeweils konstant auf den in Tabelle 2.5 genannten Referenzan-
nahmen gehalten. In der Simulation wurde stets von einer Spannung am Leitungsende 
von 395 kV ausgegangen. Die Ergebnisse der Variationsrechnung sind in Abbildung 2.8 
sowohl für die abhängige Verlustleistung als auch den sich aus Verlustleistung und über-
tragener Wirkleistung ergebenden Übertragungsgrad (siehe Gleichung (2.4)) dargestellt.  
  
  
(a) Verlustleistung (b) Übertragungsgrad 
                                                          
38  Anpassungsfall: Übertragung der natürlichen Leistung; vgl. auch natürlicher Betrieb: Die Wirkleis-
tungsübertragung wird der natürlichen Leistung der Freileitung gleichgesetzt. Diese errechnet sich aus 
dem Quotienten des Spannungsquadrats und des Wellenwiderstands der Leitung. 
39  Entsprechend der Dauerstrombelastbarkeit von circa 4,3 kA. 
2 Übertragung elektrischer Energie und Netzverluste 
40 
Abbildung 2.8:  Verluste einer Freileitung abhängig von Wirk- und Blindleistung 
Die Verlustleistung nimmt aufgrund des quadratischen Zusammenhangs sowohl mit der 
Wirkleistungsübertragung als auch mit der Blindleistungsübertragung zu. Bei letzterer 
ist die Verlustreaktion unabhängig davon, ob induktive oder kapazitive Blindleistung 
übertragen wird. Mit größer werdender Wirkleistung verstärkt sich die Auswirkung der 
Blindleistungsübertragung auf die Verlustleistung.  
Der Übertragungsgrad der betrachteten Freileitung ergibt sich aus dem Vergleich 
der übertragenen zur am Leitungsanfang eingespeisten elektrischen Leistung. Die 
höchste Effizienz erreicht der Energietransport bei einer kleinen Wirkleistungsübertra-
gung von circa 150 MW. Die Übertragung von Blindleistung an den Verbraucher am En-
de der Leitung verringert den Übertragungsgrad. Dieser Effekt wird jedoch kleiner mit 
größer werdender Wirkleistungsübertragung. Bei kleiner werdender Wirkleistungs-
übertragung verringert sich der Übertragungsgrad deutlich. Dieser Effekt wird durch 
den kapazitiven Blindstrom verstärkt, der die Freileitung im unternatürlichen Betrieb – 
im simulierten Fall also bei einer Wirkleistungsübertragung kleiner als 666 MW – zu 
einem kapazitiven Blindverbraucher macht, siehe Kapitel 2.2.2. Es fließt ein kapazitiver 
Ladestrom, der nicht zur Wirkleistungsübertragung beiträgt und der auf die Kondensa-
toreigenschaften einer Freileitung zurückzuführen ist. Darüber hinaus kann der Ferran-
ti-Effekt40 zu einer nicht tolerierbaren Spannungsüberhöhung führen. In der Regel ist es 
sinnvoll eine kaum oder nicht belastete Freileitung in einem vermaschten Netz span-
nungslos zu schalten, so dass diese Betriebszustände im Realbetrieb nicht auftreten.  
2.3 Messung von Netzverlusten in Übertragungsnetzen 
Die in einem elektrischen Netz auftretenden Energieverluste sind auf verschiedene phy-
sikalische Prozesse zurückzuführen, die sich jeweils unterschiedlich stark auswirken. 
Die Aufgabe eines (Übertragungs-) Netzbetreibers ist es gemäß den dargelegten rechtli-
chen und regulatorischen Vorgaben nicht, die Netzverluste den einzelnen Ursachen zu-
zuordnen, wohl aber die gesamten auftretenden Energieverluste zu erfassen, über ei-
nem Bilanzkreis abzurechnen und physikalisch auszugleichen.  
Die Erfassung von Netzverlusten ist folglich die Erfassung der insgesamt beim 
Transport elektrischer Energie auftretenden Energieverluste. Die entsprechenden Mes-
                                                          
40  Ferranti-Effekt: Spannungserhöhung leerlaufender oder unternatürlich betriebener Leitungen. Auf 
unternatürlich betriebenen oder leerlaufenden Leitungen kommt es durch den kapazitiven Ladestrom 
zu einer Teilspannung an der Leitungsinduktivität mit der Folge, dass die Spannung am Leitungsende 
höher ist als am Leitungsanfang [52]. 
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sungen können dabei auf den folgenden zwei verschiedenen Messideen basieren, die 
sich grundlegend unterscheiden. Für die Grundlagen der elektrischen Messtechnik sei 
auf [60] verwiesen. 
2.3.1 Energieverluste einzelner Betriebsmittel 
Ein elektrisches Netz setzt sich aus einer Vielzahl elektrischer Betriebsmittel wie Lei-
tungen, Transformatoren, Kondensatoren, Drosselspulen, Mess- und Steuereinrichtun-
gen zusammen. Wie zuvor dargestellt, treten in allen Betriebsmitteln Energieverluste 
auf. Folglich ist es theoretisch denkbar, die Verluste eines jeden Betriebsmittels zu mes-
sen und deren Summe als Netzverluste zu erfassen.  
Auf diesem Prinzip beruht die Ermittlung der Verluste aus den sogenannten Snap-
shots als ein Abbild des Momentanzustands des Netzes samt aller Informationen über 
die Netztopologie, die Einspeisungen und die Entnahmen sowohl vertikal zu unterlie-
genden Verteilnetzen als auch horizontal zu benachbarten Übertragungsnetzen. Diese 
enthalten somit Leistungsmessungen von Einspeisungen und Entnahmen des betrachte-
ten Netzgebiets und entstammen der Zustandsschätzung (State Estimation). Aufgrund 
von redundant vorhandenen Messwerten an einem Messort oder fehlender Messwerte 
z.B. durch einen Sensorausfall oder Übertragungsfehler ermittelt die Zustandsschätzung 
über einen Fehlerreduktionsalgorithmus den wahrscheinlichsten Fall des tatsächlichen 
Netzzustands der relevanten elektrischen Größen Wirk- und Blindleistung, Spannung 
und Phasenwinkel [10]. 
Finden die in 15-minütigen Abständen gespeicherten Snapshots Eingang in eine 
Lastflussrechnung, können darüber die Verluste der einzelnen Betriebsmittel berechnet 
werden. Die Summe der Betriebsmittelverluste entspricht somit den Gesamtverlusten ?ܲ?,௚௘௦, siehe Gleichung (2.14). Zudem ist es möglich, bei der folgenden Verwendung der 
Daten nach Betriebsmitteln oder zwischen Verlusten in Leitungen ?ܲ?,௟ und in Transfor-
matoren ?ܲ?,௧ zu unterscheiden.  
 ?ܲ?,௚௘௦ = ∑ ?ܲ?,௟௅௟=ଵ + ∑ ?ܲ?,௧்௧=ଵ    mit l: Leitungen ݈ = ͳ, … , ܮ       und  mit t: Transformatoren t = ͳ, … , ܶ  (2.14) 
Ein Vorteil dieses Verfahrens ist die zeitlich sehr schnelle Verfügbarkeit der Daten. 
Dies ist ein wichtiger Aspekt bei der Entwicklung von Prognosen. Ein Nachteil für die 
Erfassung der Netzverluste besteht allerdings in der Annahme, dass die momentane 
Leistungsmessung zu einem diskreten Zeitpunkt repräsentativ für die gesamte Perio-
dendauer der Abrechnung von 15 Minuten ist. Eine Veränderung der Einspeise- und 
Entnahme-Leistung innerhalb der jeweiligen Messperiode wird nicht erfasst. 
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2.3.2 Energieverluste in einem Netzgebiet 
Für die Ermittlung der gesamten Netzverluste des Netzgebiets eines Betreibers besteht 
als zweite Möglichkeit die Aufstellung einer Randbilanz auf Basis des Energieerhaltungs-
satzes. Diese Vorgehensweise basiert auf der Messung von Energiemengen an den 
Randknoten eines Netzgebiets. Der Nachteil dieses Vorgehens besteht in der ver-
gleichsweisen großen Dauer für die Fernauslesung und Plausibilisierung der Messdaten. 
Die Gesamtverluste ?ܹ?,𝐺௘௦ ergeben sich entsprechend Gleichung (2.15) als Differenz 
zwischen Einspeisungen ௘ܹ௜௡,௝ in und Entnahmen ?ܹ?௨௦,௞ aus dem Netz des jeweiligen 
Betreibergebiets. 
 ?ܹ?,𝐺௘௦ = ∑ ௘ܹ௜௡,௝௃௝=ଵ − ∑ ?ܹ?௨௦,௞௄௞=ଵ      mit ݆, ݇:  Randnetzknoten ݆, ݇ = ͳ, … , ܬ, ܭ (2.15) 
Folglich sind durch diese Methode lediglich die Gesamtverluste des Netzgebiets, 
nicht aber die Verluste einzelner Betriebsmittel ermittelbar. Um aber auch hier zumin-
dest zwischen Leitungs- und Transformatorverlusten unterscheiden zu können, werden 
die Energieflüsse über Transformator zu unterliegenden Spannungsebenen gesondert 
erfasst. Die gesamten Transformatorverluste eines Netzgebiets ?ܹ?,்௥𝑎௡௦௙௢௥௠𝑎௧௢௥௘௡ ent-
sprechen schließlich wiederum der Summe der Verluste aller Transformatoren ?ܹ?,௧, 
Gleichung (2.16). Ergänzend ist darauf hinzuweisen, dass Transformatorverluste zwi-
schen den Höchstspannungsebenen bei 380 kV und 220 kV als Teil der Leitungsverluste 
betrachtet werden.  
 ?ܹ?,்௥𝑎௡௦௙௢௥௠𝑎௧௢௥௘௡ = ∑ ?ܹ?,௧்௧=ଵ    mit ݐ: Transformatoren ݐ = ͳ, … , ܶ (2.16) 
Die Leitungsverluste ?ܹ?,௅௘௜௧௨௡௚௘௡ werden aus der Differenz der Gesamt- und der 
Transformatorverluste gemäß Gleichung (2.17) berechnet. 
 ?ܹ?,௅௘௜௧௨௡௚௘௡ = ?ܹ?,𝐺௘௦ − ?ܹ?,்௥𝑎௡௦௙௢௥௠𝑎௧௢௥௘௡  (2.17) 
Dies hat zur Folge, dass die Größe der Leitungsverluste nicht ausschließlich die in 
Freileitungen und Kabeln auftretenden Wirkverluste enthält, sondern auch den oben 
beschriebenen technisch bedingten Stromverbrauch (Betriebseigenverbrauch). Abbil-
dung 2.9 stellt die beiden erläuterten Verfahren zu Ermittlung der Verlustenergie nach 
[8] und [61] dar.  
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(a) Erfassung der Verluste als Summe der Verluste einzelner Betriebsmittel 
 
(b) Erfassung der Verluste mit Hilfe einer Randbilanz 
Abbildung 2.9:  Möglichkeiten zur Erfassung der Netzverluste in einem Netzgebiet41 
Die beispielhafte Darstellung ist auf das Netz eines Übertragungsnetzbetreibers 
bezogen, kann jedoch auch auf Verteilnetze übertragen werden. Jedoch besteht bei Ver-
teilnetzes eine deutlich größere Anzahl an elektrischen Betriebsmitteln – insbesondere 
                                                          
41  Eigene Darstellung nach [8] und [61]. 
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in den Mittel- und Niederspannungsebenen. Hierdurch entstehen ungleich größere Auf-
wendungen zur Ermittlung der Verluste einzelner Betriebsmittel. Beide Möglichkeiten 
zur Bestimmung der viertelstündlichen Verlustenergiemengen sind auch aus regulatori-
scher Sicht von der Bundesnetzagentur bestätigt [3]. 
2.4 Beschaffung von Energie zum Ausgleich von Netzverlusten 
Bei der Beschaffung der Energie zum Ausgleich der Netzverluste müssen die Betreiber 
von Energieversorgungsnetzen, wie in Kapitel 2.1.4 beschrieben, Merkmale der Trans-
parenz, der Diskriminierungsfreiheit und der Marktorientierung berücksichtigen – 
§ 22 Abs. 1 Satz 1 EnWG [1]. Zudem ist eine möglichst preisgünstige Beschaffung anzu-
streben. Die Möglichkeit der untertäglichen Beschaffung – also eine Beschaffung am Int-
raday-Markt – findet in diesem Kontext eine explizite Erwähnung im Gesetzestext. Die 
Ermittlung der für die Energiebeschaffung anfallenden Kosten ist in der durch die Bun-
desnetzagentur bestätigten freiwilligen Selbstverpflichtung festgehalten, siehe Kapitel 
2.1.4 und [42], [43], [41] und [18]. Neben den gesetzlichen und regulatorischen Ver-
pflichtungen werden durch die Netzbetreiber möglichst wirtschaftliche, risikomindern-
de und möglichst treffsichere Beschaffungen mit geringen Ausgleichsenergiemengen 
gemäß der gesetzlich-regulatorischen Vorgaben angestrebt, siehe [1], [2], [32], [3] und 
[22]. Daher ist es sinnvoll, den Beschaffungsprozess in drei oder vier Schritte zu unter-
teilen.  
Zu Beginn des Beschaffungsprozesses steht der Einkauf von Terminprodukten auf 
Basis einer Langfristprognose. Wird die Langfristprognose jeweils für den Lieferzeit-
raum eines Jahres erstellt, kann z.B. der Handel mit börslichen Standardprodukten an 
der EEX42 durchgeführt werden. Zur Individualisierung des Langfristfahrplans besteht 
die Möglichkeit, verschiedene Standardprodukte in offenen Ausschreibungen mit zuvor 
registrierten Händlern miteinander zu kombinieren. 
Zudem ist es unter Umständen sinnvoll, die zu beschaffenden Energiemengen nicht 
auf einmal auf Basis eines börslichen Produkts oder nur einer Ausschreibung einzukau-
fen, sondern die Handelstätigkeiten zeitlich zu entzerren. Dies dient der Verringerung 
des Risikos zufällig hoher bzw. ungünstiger Preise bei Handelsabschluss. Bei der Ausge-
staltung der Langfristbeschaffung – insbesondere bei der Aufteilung des Jahresfahrplans 
in Jahres-, Quartals- und Monatsprodukte – ist zudem auf eine ausreichende Liquidität 
                                                          
42  Der Handel mit Futures findet in Deutschland häufig an der European Energy Exchange (EEX, [120]) 
statt. 
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des Underlyings43 zu achten. Eine zu geringe Marktliquidität erhöht das Risiko bei star-
ken Preisschwankungen und damit der Tätigung eines Handelsabschlusses zu einem 
ungünstigen Preis. Darüber hinaus ist bei der Durchführung von offenen Ausschreibun-
gen die verpflichtende Haltedauer der abgegebenen Verkaufsgebote möglichst kurz zu 
halten. Je länger die Haltedauer, desto größer sind die Risikoaufschläge auf die angebo-
tenen Preise, über die sich die teilnehmenden Händler gegen kurzfristige Preisschwan-
kungen am opportunen Börsenhandelsplatz absichern. Die als finanzielle Futures an der 
EEX beschafften Energiemengen werden am Day-Ahead-Spotmarkt der EPEX44 in physi-
kalische Geschäfte45 überführt. Die als Lose vergebenen Energiemengen werden durch 
die Lieferanten an die den jeweiligen Verlustenergie-Bilanzkreis geliefert.  
Aufgrund der sehr begrenzten Prognostizierbarkeit des Netzverlustverlaufs auf 
lange Frist wird der Langfristfahrplan jeweils am Vortag eines Liefertages durch eine 
Day-Ahead-Prognose aktualisiert. Abweichungen von zuvor beschafften Energiemengen 
werden am Day-Ahead-Spotmarkt veräußert oder hinzugekauft. Auch durch die stei-
gende Liquidität des Intraday-Markts [62] besteht zudem die Möglichkeit, weitere Prog-
noseaktualisierungen nach der Schließung des Day-Ahead-Handels und entsprechende 
kurzfristigere Handelsgeschäfte durchzuführen. Auf diese Möglichkeit wird im Folgen-
den bei der Prognosemodellentwicklung nochmals eingegangen. Abweichungen aus un-
vermeidlichen Prognosefehlern werden schließlich in Echtzeit durch Ausgleichsener-
gie46 gedeckt. Folglich kann die erreichte Prognosequalität letztlich anhand der in An-
spruch genommenen Ausgleichsenergie beurteilt werden. Je genauer die Prognose, des-
to kleiner die Ausgleichsenergiemenge, die sich aus den Prognosefehlern ergibt. Unter 
Ausgleichsenergie wird die bilanzielle Energiemenge verstanden, die in einem Bilanz-
kreis zu Herstellung des Gleichgewichts zwischen Zuführung und Entnahme verbucht 
wird. Die vorzeichenrichtige Summe der Ausgleichsenergie in allen Bilanzkreisen einer 
Regelzone oder eines Regelblocks entspricht der eingesetzten Regelenergie aus Primär-, 
Sekundär- und Minutenreserve. Somit trägt eine verbesserte Prognose der Netzverluste 
zu einer Steigerung der Systemsicherheit insofern bei, dass die abgerufene Regelenergie 
reduziert wird. Zudem werden Bilanzkreisungleichgewichte bepreist durch eine Bewer-
tung mit dem regelzonenübergreifenden Bilanzausgleichsenergiepreis (ReBAP47). Bi-
lanzkreisabweichungen sind somit mit Kosten verbunden, die sowohl für positive Bi-
                                                          
43  Als Anhaltspunkte für die Liquidität des Handels eines Produktes können sowohl die gehandelten 
Energiemengen im Zeitverlauf wie auch die Bid-Ask-Spreads (Differenz zwischen höchstem Kauf- und 
niedrigstem Verkaufsgebot) herangezogen werden. 
44  Der kurzfristige Handel mit standardisierten Elektrizitätsprodukten findet in Deutschland zu einem 
großen Teil an der European (EPEX, [109]) statt. 
45  Zum Ablauf des Handels von Future-Terminprodukten siehe auch [120] 
46  Die Ausgleichsenergie eines Bilanzkreises ergibt sich direkt aus einer Über- oder Unterdeckung. Die 
saldierte Summe der in einem Regelblock eingesetzten Ausgleichsenergie entspricht der jeweils abge-
rufenen Regelarbeit [121]. 
47  ReBAP: siehe [128]. 
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lanzkreisabweichungen (Zuführung größer als Entnahme) als auch für negative Bilanz-
kreisabweichungen (Entnahme größer als Zuführung) anfallen können. 
Die Kosten der Beschaffung von Energie zum Ausgleich der Netzverluste in einem 
Jahr ܭ௝  ergeben sich somit nach Gleichung (2.18) aus einer Langfrist-, einer Kurzfrist- 
sowie einer Ausgleichsenergiekomponente.  
 
ܭ௝ = ∑ Lܹangfrist,௦ ⋅ ݌̅Terminmarkt,௦଼଻଺଴௦=ଵ  + ∑ (∑ Kܹurzfrist,௧,௦ ⋅ ݌̅Spotmarkt,௧,௦ଶସ௦=ଵଷ଺ହ௧=ଵ + ∑ ( Kܹurzfrist,௧,௩௦ ⋅ ݌̅Spotmarkt,௧,௩௦ + AܹE,௧,௩௦ ⋅ ݌AE,௧,௩௦)ଽ଺௩௦=ଵ +) 
 
mit Kܹurzfrist,௧,௦ =  Lܹangfrist,௦/Ͷ −  Kܹurzfristprognose,௩௦ AܹE,௧,௩௦ =  Kܹurzfristprognose,௩௦ −  Vܹ,௩௦ 
 
und ܭ௝: Energiemenge Langfristbeschaffung Lܹangfrist,௦: Energiemenge Langfristbeschaffung mit Preis ݌̅Terminmarkt,௦ Kܹurzfrist,௧,௦: Energiemenge Kurzfristausgleich, stündlich mit Preis ݌̅Spotmarkt,௧,௦ Kܹurzfrist,௧,௩௦: Energiemenge Kurzfristausgleich, viertelstündlich mit Preis ݌̅Spotmarkt,௧,௩௦ AܹE,௧,௦: Ausgleichsenergiemenge, viertelstündlich mit Preis ݌AE,௧,௩௦ Kܹurzfristprognose,௩௦:realisierte Prognose der Netzverluste, viertelstündlich Vܹ,௩௦:Energieverluste, viertelstündlich 
j: Jahr, t: Tag, s: Stunde, vs: Viertelstunde 
(2.18) 
Der größte Kostenanteil entfällt dabei auf die Langfristkomponente. Entscheidend 
für die Kosten der Kurzfristkomponente ist, ob die Day-Ahead- oder Intraday-Prognose 
einen Zukauf oder Wiederverkauf von Energiemengen vorgeben. Zudem ist die Differenz 
des jeweiligen realisierten Spotpreises zum mittleren Preis der Langfristbeschaffung 
ausschlaggebend. Ähnliches gilt für Kosten durch nicht vermeidbare Prognosefehler. Der 
Bezug von Ausgleichsenergie im Falle einer zu niedrigen Prognose und die Lieferung 
von Ausgleichsenergie im Falle einer zu hohen Prognose wird mit dem regelzonenüber-
greifenden Ausgleichsenergiepreise (reBAP)48 [63] bewertet und dem Bilanzkreis in 
Rechnung gestellt bzw. vergütet. Theoretisch ist auch ein saldierter Erlös aus den beiden 
letzten Komponenten möglich. Allerdings würde eine solche strategische Ausrichtung 
                                                          
48  Der Ausgleichsenergiepreis wird über ein mehrstufiges Verfahren berechnet und spiegelt die Gesamt-
situation im Regelblock (Deutschland, Vorarlberg und Luxemburg) insofern wieder, als dass saldierte 
Unterdeckungen des Regelblocks zu positiven und saldierte Überdeckungen zu negativen Ausgleichs-
energiepreisen führen [122]. 
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der allgemeinen Verpflichtung zu einem a priori bestmöglichen Ausgleich eines Bilanz-
kreises widersprechen und wird daher nicht vorgenommen. 
Aufgrund der speziellen Kostenanerkennung im Rahmen der wirksamen Verfah-
rensregulierung auf Basis der freiwilligen Selbstverpflichtungen sind die tatsächlich ent-
stehenden Kosten der Verlustenergiebeschaffung den regulatorisch anerkannten Kosten 
gegenüberzustellen. Die regulatorisch anerkannten Kosten werden gemäß den freiwilli-
gen Selbstverpflichtungen aus dem Produkt einer Planmenge und einem Referenzpreis 
berechnet. Die Planmenge ergibt sich aus einer Mittelwertbildung der Verlustenergie-
mengen der vergangenen Jahresverläufe entsprechend der Bestimmung der Langfrist-
prognose. Der Referenzpreis ergibt sich aus einem gewichteten Mittelwert der Future-
Preise für Jahres-Base- und Jahres-Peak-Produkte an der EEX in einem vordefinierten 
Zeitraum. Dieser liegt nach derzeitiger Definition zwischen dem 01. Juli im Vorvorjahr 
und 30. Juni im Vorjahr. Dementsprechend sollten die Beschaffung der börslichen Stan-
dardprodukte sowie die Durchführung der Ausschreibungen innerhalb dieses Zeitraums 
stattfinden49. Übersteigen die tatsächlichen Kosten die regulatorisch anerkannten Kos-
ten, so ist der Mehrbetrag durch die Netzbetreiber selbst zu tragen. Anders herum kann 
ein Minderbetrag der tatsächlichen Beschaffungskosten gegenüber den regulatorisch 
anerkannten Kosten einbehalten werden. Hieraus ergibt sich in direkter Folge das Be-
streben der bilanzkreisverantwortlichen Netzbetreiber nach einer möglichst kosten-
günstigen Verlustenergiebeschaffung. Die Langfristbeschaffung im Vorjahr dient dabei 
auch einer finanziellen Absicherung im Rahmen der Verfahrensregulierung. Somit be-
steht ebenso das Ziel der Vermeidung von hohen Kosten in der Kurzfristbeschaffung auf 
Basis einer Prognoseaktualisierung und durch die Inanspruchnahme von Ausgleichs-
energie. Folglich ist die Erarbeitung einer möglichst genauen Vortages- oder untertägli-
chen Prognose ebenso eine direkte Folge des Regulierungsregimes wie auch der Ver-
pflichtungen bei der Führung eines Bilanzkreises. 
 
                                                          
49  Das grob beschriebene Vorgehen wird von den vier deutschen Übertragungsnetzbetreibern zur Zeit 
der Erstellung dieser Arbeit angewandt. 
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3 Methoden zur Prognose von netzbezogenen Größen 
Für die Prognose von Zeitreihen netzbezogener Größen stehen vielfältige Ansätze zur 
Verfügung. Um eine geeignete Auswahl zu treffen, können die Prognoseansätze auf ver-
schiedene Aspekte hin betrachtet werden. Zum einen sind die Abbildung des zugrunde 
liegenden Prozesses durch den mathematischen Ansatz und zum anderen die Umsetz-
barkeit der Prognose mit Hilfe (software-) technischer Mittel wichtige Anhaltspunkte. 
Aus praktischer Sicht ist ebenso der gesamte Rechen- und Zeitaufwand beginnend mit 
notwendiger Datenaufbereitung bis hin zur erwünschten Darstellung des Prognoseer-
gebnisses relevant. Zudem ist die zeitliche Verfügbarkeit von Eingangsdaten ausschlag-
gebend. 
In der Regel hängt die Machbarkeit eines Prognoseverfahrens von mindestens ei-
nem der genannten Aspekte entscheidend ab. Aus diesem Grund ist es von Bedeutung, 
die theoretisch zur Verfügung stehenden mathematischen und statistischen Methoden 
vor der Erstellung eines Anwendungsverfahrens auf ihre Eignung zu prüfen. Auf Basis 
einer solchen Prüfung sind nicht geeignete Ansätze zu verwerfen und eine Auswahl zur 
Umsetzung zu treffen. 
Im Folgenden werden zur Verfügung stehende Ansätze zur Prognose von physika-
lischen Zeitreihen vorgestellt, die auch auf Netzverluste angewendet werden können. 
Diese werden in drei Kategorien eingeteilt. Zunächst werden in Kapitel 3.1 Ansätze fun-
damentaler Herangehensweise erläutert. Anschließend werden in Kapitel 3.2 die Ent-
wicklung und Anwendung künstlicher neuronaler Netze dargestellt. Als dritte Kategorie 
werden in Kapitel 3.3 ökonometrische Ansätze vorgestellt, mit denen sowohl stochasti-
sche, zeitliche als auch deterministische Einflüsse berücksichtigt werden können. 
3.1 Lastfluss-basierte Ansätze 
Zu jeder physikalischen und technischen Größe gibt es Prozesse, die zur Entstehung der 
Größe beitragen. Diese Prozesse lassen sich meist mathematisch beschreiben. Der Be-
griff der fundamentalen Ansätze bezieht sich auf die möglichst direkte Erfassung dieser 
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grundlegenden physikalischen Zusammenhänge und die Verwendung von passenden 
mathematischen Formulierungen. Mit Hilfe dieser Formulierungen können Rechnungs-
algorithmen erstellt werden, die auf Basis von vorgegebenen Eingangsdaten Prognose-
werte liefern. Daher werden fundamentale Ansätze auch als bottom-up-Modelle oder 
Aufwärtsmethode bezeichnet – ihr Aufbau beginnt im Kleinen oder Einzelnen. 
Auch Betriebsgrößen elektrischer Netze lassen sich durch mathematische Formu-
lierungen beschreiben. Wesentliche Grundlagen sind die Zusammenhänge zwischen 
Strom, Spannung und Impedanz. Die Formulierungen für Drehstromnetze geschehen mit 
Hilfe komplexer Zahlen und müssen daher für operative computergestützte Anwendun-
gen teilweise linearisiert oder in Teilprobleme zerlegt werden. 
Für die Prognose von Betriebsgrößen elektrischer Netze wird oftmals von Erwar-
tungen für die Erzeugung und den Verbrauch elektrischer Energie und von einer vorge-
gebenen Netztopologie ausgegangen, die als Eingangsgrößen in die Berechnungsverfah-
ren einfließen. Auf dieser Basis lässt sich mittels der Methode der Lastflussrechnung der 
Elektrizitätstransport in einem Netz detailliert ermitteln. Die Lastflussrechnung ist die 
grundlegende Methode zur Formulierung fundamentaler Ansätze zur Berechnung und 
Prognose elektrischer Betriebsgrößen. Bestehende Verfahren, wie die Methode des Con-
gestion Forecast zur Engpassvorhersage basieren hierauf. 
3.1.1 Lastflussrechnung 
Die Lastflussrechnung ist ein wichtiges Instrument für verschiedene Bereiche der Pla-
nung und des Betriebs von elektrischen Netzsystemen. Auf Basis von Lastflussrechnun-
gen werden elektrische Netze im Hinblick auf den zukünftigen Netzbetrieb und Netzer-
tüchtigungs- und Netzausbaumaßnahmen ausgestaltet. So finden sie z.B. aktuell bei der 
Erstellung der Netzentwicklungspläne Anwendung, siehe [27]. Zudem sind Lastfluss-
rechnungen ein wichtiges Werkzeug der Echtzeitüberwachung und der kurzfristigen 
Planung des Netzbetriebs und dienen dadurch der technisch sicheren und betrieblich 
optimierten Netzführung. Die einfache Lastflussrechnung wird auch als Leistungsfluss-
rechnung oder Grundfallrechnung bezeichnet und ist Grundlage weiterer wichtiger Me-
thoden der Netzanalyse, wie z.B. der Ausfallrechnung oder der Netzwerkreduktion [10]. 
Basierend auf den Kirchhoffǯschen Gesetzen – Knotenpunkt- und Maschenregel –
werden mit Hilfe der Lastflussrechnung Spannungen und Ströme, Wirk- und Blindleis-
tungen sowie Energieverluste in den Leitungen und Transformatoren eines elektrischen 
Netzes aus vorgegebenen komplexen Einspeise- und Entnahmeleistungen berechnet. 
Dabei werden die Admittanzen und Impedanzen, die sich aus den Wirk- und Blindwi-
derständen der elektrischen Betriebsmittel ergeben, explizit berücksichtigt.  
Die Lastflussrechnung kann entweder mittels des Knoten- oder des Maschenver-
fahrens durchgeführt werden. Ein Ergebnis des Knotenverfahrens sind Knoten- und 
Zweigspannungen, aus denen mit Hilfe des Ohmǯschen Gesetzes Zweigströme berechnet 
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werden. Diese Berechnung findet beim Maschenverfahren in umgekehrter Reihenfolge 
statt. Das Maschenverfahren ist insbesondere für kleinere Netze geeignet. Die Anwen-
dung des Knotenverfahrens ist weiterverbreitet und wird im Bereich der Lastflussrech-
nung häufiger verwendet. Dessen Vorteil besteht darin, dass die Berechnung auf Größen 
der einzelnen Netzknoten aufgebaut ist und somit auch die knotenweise vorgegebenen 
Eingangsdaten wie Einspeise- und Entnahmeleistungen direkt verwendet werden kann 
[10]. 
Beim Knotenverfahren lässt sich mit Anwendung der Knotenregel auf die Ströme 
in einem vermaschten Netz das zu lösende lineare Gleichungssystem in Matrizen-
schreibweise entsprechend Gleichung (3.1) beschreiben. 
 ܻ ⋅ ܷ = ܫ  (3.1) 
Es besteht aus der Knotenadmittanzmatrix ܻ mit bekannten Einträgen, die die 
technischen Parameter der Betriebsmittel wie Resistanz und Reaktanz beinhaltet, und 
den unbekannten Spannungs- und Stromvektoren ܷ und ܫ. Das Gleichungssystem ba-
siert auf den komplexen Lastflussgleichungen, Gleichung (3.2). 
 ௜ܵ∗ = ௜ܲ − ݆ܳ௜ =  ௜ܷ∗ ⋅ ܫ௜௜ = ௜ܷ∗ ∑ ௜ܻ௞௡௞=ଵ ܷ௞  (3.2) 
Zur Lösung des Gleichungssystems können iterative Lösungsverfahren angewandt 
werden, wie z.B. das Verfahren der Stromiteration50. Ausgehend von Startwerten wer-
den in diesem iterativen Lösungsverfahren abwechselnd Strom- und Spannungsvekto-
ren neu berechnet bis die Änderungen der sich ergebenden Wirk- und Blindleistungen 
zwischen zwei Iterationsschritten zuvor festgelegte Grenzwerte nicht mehr überschrei-
ten [10].  
Neben dem Verfahren der Stromiteration kommt für rechnergestützte Lastfluss-
rechnungen in der Praxis das Newton-Raphson-Verfahren zum Einsatz. Wesentliche Vo-
raussetzung bei diesem Verfahren ist, dass die angenommenen Startwerte möglichst nah 
bei der Lösung liegen. Auf eine detaillierte mathematische Beschreibung der Lastfluss-
rechnung und zugehöriger Lösungsalgorithmen wird in dieser Arbeit aufgrund der Viel-
zahl vorhandener Fachliteratur verzichtet, auf die hier verwiesen sein soll: vergleiche 
z.B. [8], [10], [52] oder [53]. 
3.1.2 Congestion Forecasts 
Die Methode des Congestion Forecast (Engpass-Vorhersage) bedient sich der oben erläu-
terten Lastflussrechnung [64]. Das Ziel des Congestion Forecast besteht in der Vorher-
sage von Engpässen im operativen Netzbetrieb. Als solche werden potentielle Gefähr-
                                                          
50  Dieses Verfahren wird auch als äußere Iteration bezeichnet. 
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dungen des sicheren Betriebs des Elektrizitätssystems verstanden, wie z.B. die Überlas-
tung einzelner Betriebsmittel. Auf Basis der Ergebnisse des Congestion Forecast können 
die systemverantwortlichen Übertragungsnetzbetreiber vorausgehende Maßnahmen 
zur Verhinderung dieser Gefährdungen treffen, wie etwa die Veränderung der aktiven 
Netztopologie oder der geplanten Kraftwerkseinspeisungen sowie die Anpassung des 
Blindleistungsmanagements. 
Bei der Erstellung von Vorhersagen für den Netzbetrieb betrachten die Übertra-
gungsnetzbetreiber verschiedene Zeithorizonte. Zum einen werden für die langfristige 
Netzplanung auslegungsrelevante Zeitpunkte betrachtet, die mehrere Monate oder Jahre 
in der Zukunft liegen können – dies ist z.B. für Referenzdatensätze (Reference Data Sets) 
[64] und die Netzentwicklungspläne [27] wichtig. Zum anderen finden Betrachtungen 
für kurzfristige bis zu sehr kurzfristigen Zeiträumen statt. So sind die Folgenden für die 
vorliegende Arbeit wesentliche Formen des Congestion Forecast das Two-Day-Ahead 
Congestion Forecast, das Day-Ahead-Forecast und das Intraday Congestion Forecast. 
Letztgenanntes Verfahren ist das jüngste unter den genannten Verfahren und stellt Vor-
hersagen für die jeweils folgenden Stunden des aktuellen Tages bereit. Die ersten beiden 
genannten sind bereits bewährte Verfahren in der operativen Anwendung und stellen 
Vorhersagen für die beiden jeweils folgenden Tage bereit. 
Da in einem synchronen Netzverbund Änderungen von Betriebsparametern nicht 
nur lokale Auswirkungen haben, ist die Zusammenarbeit von Netzbetreibern verschie-
dener Regelzonen grundlegende Voraussetzung für einen sicheren Netzbetrieb und die 
Ermittlung adäquater Vorhersagen. Hierzu zählt insbesondere der abgestimmte Daten-
austausch. In diesem Sinne kooperieren die kontinental-europäischen Übertragungs-
netzbetreiber – ehemals organisiert im UCTE-Netzverbund [11] – bei der Erstellung des 
Congestion Forecast, siehe Abbildung 3.1. Jeder Übertragungsnetzbetreiber liefert für 
die 24 Zeitpunkte (volle Stunden) des nächsten Tages jeweils einen validierten Netzda-
tensatz mit der erwarteten Netztopologie, den erwarteten Verbraucherlasten und den 
erwarteten Erzeugungsleistungen auf Basis von Fahrplananmeldungen51. Die Netzda-
tensätze der verschiedenen Netzbereiche werden anschließend zu je einem Gesamtnetz 
zusammengeführt. Mit Hilfe von Lastflussrechnungen und Ausfallsimulationsrechnun-
gen für diese Datensätze lassen sich schließlich die Belastungen der einzelnen Leitungen 
ermitteln und Aussagen über mögliche Gefährdungen der (n-1)-Sicherheit52 machen 
[65]. 
                                                          
51  Die Verbindungen zu benachbarten Netzen werden dabei als sogenannte X-Knoten mit fiktiven Ein-
speisungen oder Entnahmen angesetzt. 
52  (n-1)-Sicherheit: auch bei Ausfall eines Betriebsmittels (z.B. Leitung, Transformator, Kraftwerk, Ver-
braucher, Blindleistungskompensationsanlage) wird der Netzbetrieb ohne Ausfall der Elektrizitätsver-
sorgung sichergestellt. 
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Ein Nebenprodukt dieses Verfahrens sind die Verluste der einzelnen Leitungen. 
Wird die Summe über die Verluste der Leitungen eines bestimmten Netzbereichs gebil-
det, kann diese als Prognose der Netzverluste in einer Regelzone herangezogen werden.  
 
 
Abbildung 3.1:  Day-Ahead Congestion Forecast (DACF)53 
Dies entspricht somit einer Verlustenergieprognose auf fundamentaler Basis. Mög-
liche Quellen für Prognosefehler dieses Verfahrens sind Ungenauigkeiten bei der An-
nahme der Eingangsgrößen. So führen Änderungen der am Vortag angemeldeten Kraft-
werksfahrpläne, z.B. durch kurzfristige Optimierung von Pumpspeichern oder Spitzen-
lastkraftwerken am Intraday-Markt, zu u.U. wesentlich veränderten Einspeise- und auch 
Verbrauchssituationen. Zudem ist die Prognose der Einspeisung aus erneuerbaren 
Energien als eine zeitweise beträchtliche Erzeugungsleistung in unterliegenden Verteil-
netzen am Vortag nur mit eingeschränkter Genauigkeit möglich. Darüber hinaus kann 
auch die u.a. durch das Wetter beeinflusste Verbraucherlast am Vortag nicht exakt vor-
hergesagt werden. In Kapitel 5 wird auf diesen fundamentalen Prognoseansatz und des-
sen Prognosequalität nochmals näher eingegangen. 
3.2 Künstliche neuronale Netze 
In Analogie des Aufbaus biologischer Gehirne sind künstliche neuronale Netze Informa-
tionsverarbeitungseinheiten, die aus einer endlich großen Anzahl an kleinen Bausteinen 
zusammengesetzt sind. Die Einsatzmöglichkeiten für künstliche neuronale Netze erstre-
cken sich von der Datenanalyse bis zu Prognoseanwendungen. Dies ermöglicht der ver-
gleichsweise individuell gestaltbare Aufbau, der an die jeweilige Aufgabe relativ flexibel 
angepasst werden kann. 
                                                          
53  Eigene Darstellung in Anlehnung an [65] 
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3.2.1 Abstrakte Modellbildung 
Der grundsätzliche Aufbau eines künstlichen neuronalen Netzes basiert auf einer Struk-
tur mehrerer hintereinander geschalteter Schichten künstlicher Neuronen, sogenannter 
Layer. Ein künstliches Neuron ist das kleinste Bauteil eines solchen Netzes, und wird 
weiter unten erläutert. Es werden jeweils ein Input-Layer, ein Output-Layer und ein o-
der mehrere Hidden-Layer verwendet. Jede Schicht, bzw. jeder Layer kann aus mehre-
ren Neuronen bestehen, die über Gewichtungs- und Transferfunktionen mit Neuronen 
der jeweils vorgelagerten und nachgelagerten Schicht verbunden sind. Abbildung 3.2 
stellt diesen prinzipiellen Aufbau schematisch dar. 
 
 
Abbildung 3.2:  Layer eines künstlichen neuronalen Feedforward-Netzes54 
Für das kleinste Bauteil eines künstlichen neuronalen Netzes wurde das biologi-
sche Vorbild einer Nervenzelle des menschlichen Gehirns zugrunde gelegt, dessen Ein-
gänge und Ausgänge in der Medizin mit Axonen und Dendriten bezeichnet werden. Ent-
sprechend diesem Vorbild hat ein künstliches Neuron die Funktion mehrere Eingangs-
signale zu einem Ausgangssignal zu verknüpfen. Abbildung 3.3 stellt den Aufbau eines 
einzelnen künstlichen Neurons in Anlehnung an [66] schematisch dar.  
 
 
Abbildung 3.3:  Aufbau eines künstlichen Neurons55 
Das einfachste künstliche Neuron wird als Perzeptron bezeichnet und kann als Ska-
larprodukt-Verarbeitungseinheit oder als nichtlineare Signalverarbeitungseinheit ver-
                                                          
54  Eigene Darstellung in Anlehnung an [68]. 
55  Eigene Darstellung in Anlehnung an [66]. 
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standen werden. Wie Gleichung (3.3) zeigt, werden für die Generierung des Perzeptron-
Ausgangssignals zunächst die Eingangswerte gewichtet aufsummiert und damit ein Ska-
larprodukt s aus Eingangs- und Gewichtungsvektor x und ω gebildet [67]. Dabei wird 
der konstante Anteil ω0 auch als Schwellwert der Aktivierung bezeichnet. Der lineare 
Summenausgang s ist anschließend das Argument der Perzeptron-Transferfunktion, 
deren Wert das eigentliche Ausgangssignal y darstellt.  
 
 
(3.3) 
Transferfunktionen werden verwendet, um trotz eines linearen Summenausgangs 
nichtlineare Zusammenhänge abzubilden. Grundlagen der Definition von Transferfunk-
tionen sind Stetigkeit und strenge Monotonie. Folglich werden diese Funktionen auch zu 
den Sigmoidfunktionen gezählt. Unter diesen Bedingungen kann die Formulierung der 
Transferfunktionen beliebig stattfinden. Typischerweise verwendete Transferfunktio-
nen sind lineare Funktionen, also Geradengleichungen, Funktionen des logistischen 
Wachstums und auch trigonometrische Funktionen. 
Durch die Verwendung und Verknüpfung mehrerer Perzeptronen in mindestens 
drei Layern entsteht ein Parallelprozessorsystem, das komplexe nichtlineare Zusam-
menhänge abzubilden vermag. Die Wahl bezüglich Anzahl an Neuronen und Verknüp-
fungen wie auch der Struktur der Verknüpfungen und der mathematischen Formulie-
rungen der Gewichtungs- und Transferfunktionen, folglich der gesamten Architektur des 
künstlichen neuronalen Netzes, ist frei wählbar und wird i.d.R. dem Zweck nach ange-
passt. Zur Unterstützung der Findung einer geeigneten Netzarchitektur stehen verschie-
dene methodische Ansätze zur Verfügung, wie z.B. genetische Algorithmen [66]. 
Grundsätzlich sind zwei Betriebsphasen von künstlichen neuronalen Netzen zu un-
terscheiden. Ist die Wahl auf eine bestimmte Netzarchitektur gefallen, sind in der Trai-
nings- bzw. Lernphase die Koeffizienten der Gewichtungs- und Transferfunktionen so zu 
bestimmen, dass die Ausgangswerte möglichst gut mit bekannten Vergleichswerten o-
der Trainingsdaten übereinstimmen. Dies geschieht durch einen Prozess der Fehlermi-
nimierung zwischen Modell- und realen Werten. Dabei kann z.B. auf die Methode der 
kleinsten Fehlerquadrate zurückgegriffen werden. Im Anschluss kann das trainierte 
künstliche neuronale Netz zur Berechnung von Prognosewerten in der Reproduktions-
phase herangezogen werden [68].  
Mögliche Einsatzfelder von künstlichen neuronalen Netzen sind die Funktionsap-
proximation bei reellwertigen Betrachtungen, die Mustererkennung bei binären Be-
trachtungen sowie die Berechnung von Prognosen. 
Prinzipiell können zwei Arten von neuronalen Netzen unterschieden werden: 
Feedforward- und Rekursiv-Netze. Erstere verarbeiten Informationen ausschließlich in 
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Richtung von Eingangs- hin zu Ausgangssignalen und werden daher auch als vorwärts-
gerichtete Netze bezeichnet. Letztere rekursive Netze ermöglichen dagegen eine Oszilla-
tion von Informationen innerhalb des Netzes, so dass die Informationsweitergabe mit 
einem deterministischen oder stochastischen Lernprozess im Sinne einer Anpassung 
von Informationswegen zwischen einzelnen Netzteilstücken verknüpft ist. Der Aufbau 
der rekursiven Netze ist aufwändiger gegenüber den reinen Feedforward, gewährt aber 
die schnelle Anpassung an Eingangsdaten [68].  
3.2.2 Prognosegüte neuronaler Netze im Vergleich 
Über die Eignung künstlicher neuronaler Netze im Vergleich zu alternativen Prognose-
verfahren existieren einige Veröffentlichungen. Diese beziehen sich zum einen auf die 
Zusammenfassung über mehrere Anwendungsgebiete und zum anderen auf konkrete 
Prognoseaufgaben. Anhand einer Auswahl der vorhandenen Literatur wird im Folgen-
den ein Vergleich der Prognosegüte künstlicher neuronaler Netze angestellt. Dabei wer-
den Arbeiten herangezogen, die sich der Aufgabe der kurzfristigen Lastprognose wid-
men. Diese ist aus dem verfügbaren Spektrum die mit der größten Ähnlichkeit zur Prog-
nose von Netzverlusten. 
Metaxiotis et al. geben in [69] einen Überblick zu Modellen für die Kurzfrist-
Prognose der elektrischen Last auf Basis künstlicher neuronaler Netze. Auf Basis der 
Zusammenfassung verschiedener veröffentlichter Arbeiten zu diesem Thema kommen 
die Autoren zu dem Schluss, dass künstliche neuronale Netze56 zumindest eine Alterna-
tive zu anderen Prognoseansätzen, wie z.B. der linearen Regression seien. Jedoch gebe 
es keine allgemein gültige Regel, nach der a priori entschieden werden könne, ob ein 
künstliches neuronales Netz für eine Prognoseaufgabe geeignet ist. Zu den Vorteilen der 
künstlichen neuronalen Netze zählen die Autoren die in den besprochenen Arbeiten ge-
zeigten besseren Prognoseergebnissen bei nicht linearen Zusammenhängen in Trai-
ningsdaten. Zudem wird die Fähigkeit multivariate Probleme ohne komplexe mathema-
tische Formulierungen zu lösen hervorgehoben. 
Meisenbach und Gnüchtel stellen in [70] einen Vergleich zwischen konventioneller 
Lastprognose und solcher mit neuronalen Netzen an. Sie entwickeln sowohl ein Regres-
sionsmodell als auch ein künstliches neuronales Netz und wenden diese jeweils für die 
Prognose der elektrischen Last in drei verschiedenen Netzgebieten an. Zur Bewertung 
der Ergebnisse ziehen sie Fehlermaße57 heran. Auf Basis dieser ist durch die Anwen-
dung des künstlichen neuronalen Netzes keine signifikante Verbesserung gegenüber 
dem Regressionsmodell festzustellen. Im Gegenteil, das Regressionsmodell liefert gar 
                                                          
56  Darüber hinaus werden in dieser Übersicht auch Expertensysteme und genetische Algorithmen be-
sprochen, die die Anwendung von künstlichen neuronalen Netzen für Prognosezwecke unterstützen 
können. 
57  Zur Erläuterung von Fehlermaßen siehe auch Anhang A.2. 
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leicht geringere Fehlermaße. Als Vorteile des künstlichen neuronalen Netzes erwähnen 
die Autoren, dass keine Kenntnisse über funktionale Zusammenhänge notwendig sind. 
Ein Nachteil sei dagegen u.a. das Black-Box-Verhalten. Es sei bei Veränderung der Ein-
gangsdaten nicht eindeutig zuordenbar, wodurch Änderungen der Prognoseergebnisse 
zustande kommen. Zudem sei die Möglichkeit, bestehendes Wissen über die Prognose-
variable in ein Modell einzubauen aufgrund der komplexen und abstrakten Modellbil-
dung kaum vorhanden. Darüber hinaus könne gemäß der Autoren die Trainingsphase 
mehr Rechenzeit in Anspruch nehmen, als es bei der Parameterschätzung für Zeitrei-
henmodelle der Fall ist. 
Hufendiek und Lux entwickeln in [71] ein Lastprognose-Modell auf Basis künstli-
cher neuronaler Netze. Der Fokus der Entwicklung liegt auf einem systematischen Vor-
gehen in mehreren Schritten. Auch in dieser Arbeit wird das Prognosemodell auf die 
Last in einem Netzgebiet angewandt und die Ergebnisse mit denen eines Regressionsan-
satzes verglichen. Hierbei zeigt sich, dass das künstliche neuronale Netz geringfügig 
kleinere Prognosefehler liefert als der Vergleichsansatz, mit einer Prognoseverbesse-
rung im Bereich kleiner 1 %. Den Vorteil der systematischen Entwicklung sehen die Au-
toren in einer Aufwandsreduktion.  
Darbellay und Slama stellen in [72] den Vergleich zwischen künstlichen neurona-
len Netzen und ökonometrischen Modellen für die Prognose der elektrischen Last der 
Tschechischen Republik an. Sie zeigen auf, dass insbesondere ein ARIMA-Ansatz kleine-
re Fehlermaße aufweist, als das alternative neuronale Feedforward-Netz. Lediglich bei 
größeren Prognosehorizonten von mehr als einem Tag und bei der Betrachtung der ma-
ximalen Prognosefehler bietet das künstliche neuronale Netz kleine Vorteile. Die Auto-
ren heben wiederrum die Abbildung nicht-linearen Zusammenhängen als Vorteil der 
künstlichen neuronalen Netze hervor, stellen dem aber auch den größeren Aufwand bei 
der Modellentwicklung gegenüber. 
Zusammenfassend erlauben es künstliche neuronale Netze insbesondere bei nicht-
linearen Zusammenhängen verbesserte Prognoseergebnisse zu generieren. Dieser Vor-
teil wird allerdings durch die Möglichkeit der Datenvorbearbeitung zur Überführung 
nicht-linearer in quasi-lineare Abhängigkeiten verringert. Vorteile künstlicher neurona-
ler Netze bei der Anwendung für Prognosezwecke bestehen in der Anpassungsfähigkeit 
an die der Prognosevariablen zugrunde liegenden Entstehungsprozesse. Während die 
Ausführung von Prognoserechnungen dank leistungsfähiger Computer heutzutage kaum 
einen Nachteil gegenüber Zeitreihenmodellen aufzeigt, kann der Entwicklungsprozess 
künstlicher neuronaler Netze aufwendiger sein. 
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3.3 Ökonometrische Modelle 
Ökonometrische Modelle zeichnen sich dadurch aus, dass die betrachtete Prognosevari-
able als eine durch deterministische Faktoren beeinflusste stochastische Größe angese-
hen wird. Die Annahme der Überlagerung stochastischer und deterministischer Einflüs-
se ist der Grundgedanke bei der Formulierung dieser Modelle. Zudem werden neben der 
Berücksichtigung äußerer Einflussgrößen Zusammenhänge zwischen zeitlich verscho-
benen Ausprägungen der Prognosevariablen, also autoregressive Eigenschaften mitein-
bezogen [73].  
Generell wird bei Prognoseverfahren zwischen univariaten und multivariaten An-
sätzen unterschieden. Erstere haben zum Ziel lediglich eine Größe zu prognostizieren, 
letztere mehrere Größen. Wesentliche Annahmen, die dieser Modellklasse zugrunde 
liegen, beziehen sich sowohl auf die Verteilung und Autokorrelation der Residuen des 
Modells als auch auf die Linearität der Zusammenhänge. Besteht das Ziel nichtlineare 
Zusammenhänge zu erfassen, sind geeignete Vorberechnungen der Eingangsgrößen 
vorzunehmen [74]. 
3.3.1 Einfache und multiple lineare Regression 
Der Grundgedanke der einfachen linearen Regression ist der, dass die zu prognostizie-
rende Variable in ausreichendem Maß durch eine weitere Größe erklärt werden kann. 
Ein Beispiel ist die Prognose von Großhandelsstrompreise mit Hilfe der Nachfrage nach 
elektrischer Energie. In der Regel kann zur Darstellung eines Zusammenhangs zwischen 
Regressand und Regressor die Berechnung von Korrelationskoeffizienten, wie z.B. dem Pearsonǯschen Korrelationskoeffizienten hilfreich sein. 
Die multiple lineare Regression basiert auf der einfachen linearen Regression und 
stellt dem Namen nach einen Ansatz dar, der die Prognosevariable mit Hilfe mehrerer 
äußerer Einflussgrößen zu erklären versucht. Ein Beispiel ist die bereits genannte Prog-
nose von Großhandelsstrompreise mit Hilfe der Nachfrage unter zusätzlicher Berück-
sichtigung der vorrangigen Einspeisung aus erneuerbaren Energien. Auf einem Markt 
für elektrische Energie, auf dem Erzeugungstechnologien konstant vorhanden sind und 
auf dem der Elektrizitätshandel über eine geschlossene Auktion mit Einheitspreisver-
fahren stattfindet, ist die Nachfrage häufig ein guter Indikator für Handelspreise. Je hö-
her die Nachfrage, desto höher der Preis, da das teuerste noch eingesetzte Kraftwerk 
den Preis setzt. Besteht auf diesem Markt allerdings ebenso ein Gebot zur vorrangigen 
Einspeisung aus Erzeugungstechnologien, die einen signifikanten Einfluss auf den Ein-
satz konventioneller Kraftwerke und damit das jeweils preissetzende Kraftwerk hat, ist 
es ratsam auch diese Einflussgröße bei einer Regressionsanalyse zu berücksichtigen. 
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Anders als bei der Last gilt: je größer die Einspeisung erneuerbarer Energien zu kurz-
fristigen Grenzerzeugungskosten nahe Null, desto geringer der Handelspreis. 
Die Bezeichnung linear bezieht sich auf die Annahme linearer Zusammenhänge 
zwischen Regressand und Regressoren. Sollen dennoch nicht-lineare z.B. multiplikative, 
quadratische, exponentielle, logarithmische, trigonometrische Zusammenhänge erfasst 
werden, bieten gegebenenfalls geeignete Linearisierungsverfahren die Möglichkeit hier-
für. So ist z.B. bei einer multiplikativen Funktion mittels Logarithmierens eine summati-
ve Funktion zu generieren und die entstehenden logarithmischen Terme durch Substitu-
tion in eine nutzbare Form zu bringen. 
3.3.2 Autoregressive Moving-Average Modelle und Erweiterungen 
Bei Autoregressive Moving-Average Modellen handelt es sich um Kombinationen von 
Autoregressiven (AR) und Moving-Average Modellen (MA). Prinzipiell können stationä-
re und invertierbare Zeitreihen jeweils in reiner AR- oder MA-Form dargestellt werden. 
Allerdings ist hier, um eine gute Approximation zu erreichen, u.U. eine große Anzahl an 
Parametern notwendig. Folglich bietet es sich an mit einer Mischform zu arbeiten, die 
i.d.R. mit weniger Parametern auskommt und somit statistisch effizienter schätzbar ist.  
Autoregressive Moving Average-Modelle 
Die sogenannten Autoregressive Moving Average-Modelle (ARMA-Modelle) kennzeich-
nen sich dadurch, dass sie die zu erklärende Variable durch additive Überlagerung ei-
nerseits zeitverzögerter Ausprägungen derselben Variablen im autoregressiven Anteil 
und andererseits durch Störgrößen im Moving-Average-Anteil beschreiben [74]. Für die 
tatsächliche Beobachtungsgröße ݕ௧, die sich aus einem für diesen Zeitpunkt prognosti-
zierten Wert ̂ݕ௧ und einer stochastischen Störgröße 𝜀௧  zusammensetzt, wird zur Berech-
nung des Prognosewertes ein Ansatz nach Gleichung (3.4) gewählt. 
 ݕ௧ = ̂ݕ௧ + 𝜀௧ =  ܿ + ∑ ߙ𝑧ݕ௧−𝑧௣𝑧=ଵ + ∑ ߚ𝑧𝜀௧−𝑧 + 𝜀௧௤𝑧=ଵ  (3.4) 
Die Modellordnungen dieses ARMA(p,q)-Ansatzes werden durch die Anzahl ݌ der 
zu berücksichtigenden zeitlich zurückliegenden Beobachtungen ݕ௧−𝑧 und die Anzahl ݍ 
der zu berücksichtigenden zeitlich zurückliegenden Residuen 𝜀௧ bestimmt. Für den Fall, 
dass der Erwartungswert der Zeitreihe nicht gleich bzw. nicht näherungsweise Null ist, 
wird zusätzlich eine Konstante ܿ berücksichtigt. Die unbekannten Parameter ܿ, ߙ𝑧 und ߚ𝑧 können durch Maximierung der Log-Likelihood-Funktion (vgl. Kap. A.1) geschätzt 
werden. 
Für dieses ökonometrische Modell ist eine grundlegende Annahme, dass für die 
Funktion der Störgröße 𝜀௧ die Normalverteilungsannahme gilt. Gebildet wird die Stör-
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größe als Differenz des durch das Modell berechneten Werte ̂ݕ௧ und der tatsächlich beo-
bachteten Werte ݕ௧: 
 𝜀௧ = ̂ݕ௧ −  ݕ௧ (3.5) 
Die Parameter der Normalverteilung – Erwartungswert und Standardabweichung – sind zeitinvariant. Die Standardabweichung ist ebenfalls mit der Maximum-Likelihood-
Methode zu bestimmen. Der Erwartungswert der Verteilung wird exogen vorgegeben: Eሺ𝜀௧ሻ = 𝜇 = ܿ݋݊ݏݐ. = Ͳ. Darüber hinaus gelten die Bedingungen der Homoskedastizität, 
d.h. einer über die Zeit konstanten Varianz Varሺ𝜀௧ሻ = 𝜎 = ܿ݋݊ݏݐ. , und der paarweisen 
Unkorreliertheit der Residuen, d.h. einer Kovarianz mit Wert Null Covሺ𝜀௧, 𝜀௧−௡ሻ = Ͳ . 
Saisonale Effekte 
Zur Berücksichtigung von Saisonalitäten, exogenen Regressoren und Mittelwertinstatio-
narität in der zu prognostizierenden Zeitreihe kann der klassische ARMA-Ansatz erwei-
tert werden. Die Erweiterung des ARMA-Ansatzes um saisonale Einflüsse ist in den meis-
ten Fällen eine sinnvolle Ergänzung. Saisonale Effekte können in Form von linearen Ab-
hängigkeiten mit unterschiedlichen Frequenzen auftreten. So können z.B. aufeinander-
folgende Werktage ähnliche Verläufe haben. Aber auch im Wochen-, Monats-, Quartals- 
und Jahrestakt sind oft Regelmäßigkeiten zu beobachten. Die Ursachen für diese Abhän-
gigkeiten sind in drei Kategorien unterteilbar [74]: 
 natürliche Ursachen: Schwankungen klimatischer und meteorologischer Größen, 
hervorgerufen z.B. durch die Erdrotation, den Umlauf der Erde um die Sonne und 
des Mondes um die Erde; 
 institutionelle Ursachen: z.B. Ferienplatzierung, bei ökonomischen Zeitreihen auch 
Steuer- oder Zahlungsfristen 
 Kalenderunregelmäßigkeiten wie z.B. bewegliche Feiertage. 
Die Nomenklatur für diese Modellklasse sieht den Namen saisonale Autoregressive 
Moving-Average-Modelle und die Bezeichnung SARMA(p,q)-(P,Q)s vor. Folgende Glei-
chung (3.6) stellt die allgemeine Form des SARMA Ansatzes dar: 
 ݕ௧ = ܿ + ∑ ߙ𝑧 ݕ௧−𝑧௣𝑧=ଵ + ∑ ߚ𝑧 𝜀௧−𝑧௤𝑧=ଵ + ∑ 𝜙𝑧∙௦ ݕ௧−𝑧∙௦௉𝑧=ଵ + ∑ ߠ𝑧∙௦ 𝜀௧−𝑧∙௦ொ𝑧=ଵ + 𝜀௧  (3.6) 
Analog zum ARMA(p,q)-Modell stehen hier die Modellordnungen ܲ und ܳ für die 
Anzahl der in der Gleichung berücksichtigten saisonalen Komponenten vergangener 
Ausprägungen der Zeitreihe selbst, sowie von vergangenen Residuen bzw. Störgrößen. 
Der Index ݏ bezeichnet die zeitliche Ausprägung der Saisonalität. Werden z.B. viertel-
stündliche Daten untersucht, die in Abständen von einem Tag ähnliche Werte zeigen, so 
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erhält ݏ den Wert 96. Alle 𝜙𝑧∙௦ und ߠ𝑧∙௦ werden mit Hilfe der Maximum-Likelihood-
Methode geschätzt. 
Exogene Einflüsse 
Eine oft verwendete Erweiterung des klassischen ARMA-Ansatzes ist die Berücksichti-
gung exogener Einflussgrößen, vergleiche hierzu beispielsweise [75], [76], [77] oder [78]. 
Diese Erweiterung der ARMA-Modelle hat große Ähnlichkeit mit dem einfachen oder 
multiplen linearen Regressionsansatz. Hier werden zusätzliche Abhängigkeiten der zu 
erklärenden Variablen von äußeren Einflüssen im Modell berücksichtigt. Die Verwen-
dung von binären Variablen, sog. Dummys58 und weiteren Größen, wird in der vorlie-
genden Arbeit vorgeschlagen. Findet eine Berücksichtigung von äußeren Einflussgrö-
ßen, auch exogene Regressoren genannt, statt, spricht man von einem Autoregressive 
Moving-Average Modell mit exogenen Regressoren, kurz ARMAX-Ansatz, worin das X für 
die exogenen Regressoren steht siehe Gleichung (3.7). 
 ݕ௧ = ܿ + ∑ ߙ𝑧 ݕ௧−𝑧௣𝑧=ଵ + ∑ ߚ𝑧 𝜀௧−𝑧௤𝑧=ଵ + ∑ ߛ௥ ݔ௧,௥ோ௥=ଵ + 𝜀௧  (3.7) 
Der Index ݎ steht hier für eine der R Einflussgrößen,  ݔ௧,௥ steht für die Ausprägung 
des Regressores ݎ zum Zeitpunkt ݐ. Wie die Parameter ߙ𝑧 und ߚ𝑧 werden auch alle ߛ௥  des 
ARMAX(p,q,R)-Ansatzes durch die Maximierung Log-Likelihood-Funktion geschätzt. 
Stationarität 
Viele Zeitreihen, besonders in der Ökonomie, weisen zeitabhängige Niveaus und Variati-
onen auf und sind somit nicht stationär. Eine mit den ARMA-Modellen eng verwandte 
Klasse sind die homogen instationären Autoregressive integrated Moving-Average Model-
le, kurz ARIMA-Modelle. Die Bezeichnung wird gewählt, da die Prognosewerte wieder 
integriert bzw. im diskreten Fall kumuliert werden müssen. Dies äußert sich darin, dass 
eine Zeitreihe zwar instationär ist, aber in Teilbereichen durchaus Ähnlichkeiten im Ver-
lauf zeigt. Solche Ähnlichkeiten sind teilweise durch deterministische Trends zu erklä-
ren, die mit den oben eingeführten exogenen Regressoren berücksichtigt werden. Dar-
über hinaus sind allerdings auch stochastische Trends zu berücksichtigen, die nicht 
durch äußere Faktoren erkennbar beeinflusst werden. Um eine homogen instationäre 
Zeitreihe von diesen Trends zu bereinigen, kann der Prozess durch ein- oder mehrfache 
Differenzenbildung in einen differenzenstationären Prozess überführt werden [74]. 
                                                          
58  Markierung von Wochentagen, Feiertagen und Brückentagen durch entsprechende Abfolgen von Nul-
len und Einsen. Am Bsp. Montag: Null bedeutet die betrachtete Stunde gehört nicht zu einem Montag, 
eins bedeutet sie gehört zu einem. Dummys dienen der Berücksichtigung von charakteristischen, d.h. 
in Teilen wiederkehrenden Verläufen an bestimmten Tagen im Jahresverlauf bzw. von Typtagen. 
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Folglich liegt ein ARIMA(p,d,q)-Ansatz wie in Gleichung (3.8) vor, bei dem aufgrund von Eሺݕ௧ሻ ≈ Ͳ die oben eingeführte Konstante ܿ vernachlässigt wird: 
 Δௗݕ௧ = Δௗ̂ݕ௧ + 𝜀௧ = ∑ ߙ𝑧 Δௗݕ௧−𝑧௣𝑧=ଵ + ∑ ߚ𝑧 𝜀௧−𝑧௤𝑧=ଵ + 𝜀௧  (3.8) 
wobei Gleichung (3.9) gilt 
 Δௗݕ௧ = Δௗ−ଵݕ௧ − Δௗ−ଵݕ௧−ଵ (3.9) 
Dabei gibt der Index d die Ordnung und Anzahl der Differenzierungsvorgänge an. 
Als gemischt saisonale Modelle bezeichnet man die Erweiterung der ARIMA-Modelle, bei 
denen durch saisonale Differenzenbildung der Effekt der saisonalen Instationarität be-
rücksichtigt wird. Dieser kann analog zur nicht-saisonalen Differenzenbildung bei ARI-
MA-Modellen durch D-faches saisonales Differenzieren eliminiert werden. Die Nomen-
klatur für diese Modellklasse sieht den Namen saisonale Autoregressive Moving-Average-
Modelle mit exogenen Regressoren mit der Bezeichnung SARIMAX(p,d,q,R)-(P,D,Q)s vor. 
SARIMAX-Modelle beinhalten ARMA-Modelle als einen Spezialfall. So entspricht z.B. ein 
SARIMAX(1,0,1,0)-(0,0,0)s-Modell einem ARMA(1,1)-Prozess. 
Verfahren zur Festlegung des ökonometrischen Modellansatzes 
Für die Wahl eines geeigneten Prognosemodells ist der Ansatz von Box-Jenkins geeignet. 
Er gliedert sich nach [73] in die Schritte 1.) der vorbereitenden Datenanalyse und -
bearbeitung sowie die Festlegung einer Modellordnung, 2.) die Schätzung der Parameter 
des gewählten Modells, 3.) die Evaluation der Schätzung und 4.) die Anwendung des an-
gepassten Modells zur Prognose sowie schließlich 5.) die Beurteilung der Prognosegüte 
mit Hilfe von Fehlermaßen. Abbildung 3.4 gibt einen schematischen Überblick über die 
Schritte des Box-Jenkins-Verfahrens und deutet an, dass die Möglichkeit einer Rekursion 
besteht. Werden in den Schritten 3 und 5 eine schlechte Schätz- oder eine verbesse-
rungswürdige Prognosegüte ermittelt, können die vorhergehenden Schritte erneut 
durchgeführt werden. 
Anhand dieses strukturierten Vorgehens können mehrere Modellklassen und -
ordnungen getestet und somit verschiedene Modellansätze miteinander verglichen wer-
den. Ein wesentlicher Aspekt des Box-Jenkins-Verfahrens nach [73] ist das Prinzip der 
Sparsamkeit. Dies besagt, dass im ersten Verfahrensschritt der Modellidentifikation nur 
dann ein komplexerer Ansatz gewählt werden soll, wenn die Abbildungsgüte des Mo-
dells signifikant steigt. Anders herum ausgedrückt, sollte im Zweifelsfall das jeweils ein-
fachere Prognosemodell dem komplexeren vorgezogen werden. Die Beurteilung der 
Komplexität eines Ansatzes ist v.a. in der Anzahl der verwendeten Parameter zu sehen, 
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die bei der Modellanpassung geschätzt werden müssen. Maße für die Abbildungsgüte 
eines Ansatzes sind auf Basis der Schätzergebnisse zu bestimmen.  
 
 
 
Abbildung 3.4:  Schritte der Prognosemodellentwicklung und -anwendung59 
Die einzelnen Schritte des Box-Jenkins-Verfahrens werden nun näher beschrieben, siehe 
dazu auch die Ausführungen in [74]. 
 Schritt 1 – Modellidentifikation: Soweit möglich sollte vor der Durchführung von 
Schätzung und Prognose eine etwaige zeitliche instationäre Varianz stabilisiert 
werden. Treten sogenannte Varianzcluster auf, ist die statische Verteilungsannah-
me bedingt sinnvoll. Bei einer zeitlich veränderlichen Varianz wird auch von Hete-
roskedastizität gesprochen. Möglichkeiten der Varianzstabilisierung bestehen in 
der Logarithmierung oder auch der Box-Cox-Transformation der Prognosevariab-
len. Anschaulich formuliert resultiert diese Transformation darin, dass Werte mit 
ursprünglich großen Differenzen vom Erwartungswert näher an diesen herange-
führt werden. Kann die Varianzstabilisierung nicht vollständig erfolgen, stehen als 
Alternative Modellansätze der GARCH-Familie zur Verfügung. Diese ermöglichen 
zusätzlich zur Schätzung der ARMA-Parameter ebenso die Schätzung einer zeitab-
hängigen Standardabweichung der dem Residuenprozess zugrunde liegenden 
Normalverteilung. Des Weiteren können auch veränderliche Verteilungen über 
Switching-Regime und Gaussian-Mixture-Ansätze angewandt werden auf die hier 
nicht näher eingegangen wird – siehe dazu [75]. Neben der Stabilisierung der Vari-
anz geht es in diesem Verfahrensschritt auch um die Filterung der Instationarität 
der Zeitreihe der Prognosevariablen selbst. Hierzu stehen üblicherweise Differen-
zenfilter über unterschiedliche Zeitabschnitte und in unterschiedlicher überlager-
ter Anzahl und Transformationen wie z.B. die Box-Cox-Transformation, Logarith-
men oder logistische Transformation zur Verfügung. Unter Instationarität wird in 
diesem Zusammenhang v.a. ein sich im Zeitverlauf ändernder Erwartungswert 
verstanden. Ob eine solche Abweichung der Stationarität vorhanden ist, kann 
                                                          
59  Eigene Darstellung in Anlehnung an [73] und [74]. 
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durch Hypothesentest wie dem (augmented) Dickey-Fuller--Test bestimmt wer-
den. Des Weiteren sind in diesem Verfahrensschritt etwaige Trends zu berücksich-
tigen und möglichst zu bereinigen. Schließlich sind als eigentliches Ziel des ersten 
Schrittes des Box-Jenkins-Verfahrens die Modellstruktur und -ordnung festzule-
gen. Es ist zu klären, ob ein reines autoregressives, ein reines moving-average oder 
ein gemischtes ARMA-Modell in Frage kommt. Zudem muss festgelegt werden, 
welche Anzahl an Parameter berücksichtigt wird. Es sind die saisonalen und exo-
genen Einflüsse zu identifizieren und in die Modellstruktur zu übernehmen. Als 
Grundlage für die Festlegung der ARMA-Modellordnungen sowie der saisonalen 
Komponenten des SARMA-Ansatzes werden in der Regel die Autokorrelations- und 
die partielle Autokorrelationsfunktion verwendet. Die Autokorrelationsfunktion 
(ACF) stellt die Abhängigkeit der Prognosevariablen zu vorhergehenden Ausprä-
gungen dar. Die partielle Autokorrelationsfunktion (PACF) ermittelt ebenso diese 
Zusammenhänge, allerdings unter Herausrechnung der jeweils zwischenliegenden 
Zeitschritte. Im Rahmen des Box-Jenkins-Verfahrens werden die ACF zur Ermitt-
lung der MA-Modellordnung und die PACF zur Ermittlung der AR-Modellordnung 
herangezogen. Schließlich kann die Rekursionsoption im Box-Jenkins-Verfahren 
genutzt werden, um bei Unsicherheit über die passende Modellordnung mehrere 
Modelle zu schätzen und anschließend zusätzlich anhand der Schätzgüte verglei-
chend zu beurteilen. 
 Schritt 2 – Parameterschätzung: Die Schätzung der zuvor festgelegten Modellpa-
rameter erfolgt mit Hilfe der Log-Likelihood-Methode. Diese ist allgemeiner als die 
üblicherweise bei Regressionsmodellen verwendete Methode der kleinsten Feh-
lerquadrate und kann auch bei nichtlinearen Zusammenhängen zum Einsatz kom-
men [74]. Grundsätzlich besteht das Ziel der Schätzung in der Anpassung des ge-
wählten Modells an einen Trainingsdatensatz durch Bestimmung der Parameter. 
Somit ist auch dieser Trainingsdatensatz in geeigneter Form auszuwählen. Hierbei 
besteht die Herausforderung, eine für die statistische Häufigkeitsverteilung der 
Prognosevariablen repräsentativen Ausschnitt der Zeitreihe zu identifizieren. 
Wenn sich die Verteilung über die Zeit ändert, kann dies dazu führen, dass ein eher 
kurzer Schätzzeitraum gewählt wird. 
 Schritt 3 – Evaluation der Schätzung: Die Log-Likelihood-Methode liefert als Er-
gebnisse sowohl die angestrebten Modellparameter, als auch die Log-Likelihood-
Funktion selbst. Diese gibt die Wahrscheinlichkeit dafür an, dass der geschätzte 
Parametersatz, der für die Prognoseaufgabe geeignet ist. Eine größere Wahr-
scheinlichkeit spricht demnach für eine verbesserte Anpassung des Modells an die 
Prognosevariable. Zudem stehen weitere Maße zur Beurteilung der Anpassungs- 
und Schätzgüte von ökonometrischen Modellen zur Verfügung, wie z.B. das Akaike- 
[79] und das Schwarz-Bayes-Informationskriterium [80]. Diese Kriterien beziehen 
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zusätzlich zur Log-Likelihood-Funktion auch die Anzahl der im Schätzprozess ver-
wendeten Parameter sowie die Größer der verwendeten Stichprobe zur Schätzung 
mit ein. Der Log-Ratio-Test bietet darüber hinaus die Möglichkeit, zwei Modellan-
sätze anhand ihrer Schätzgüte vergleichend zu testen. Dabei wird ein Modell zu-
nächst um einen Parameter erweitert. Der erweiterte Ansatz wird anschließend 
mit dem ursprünglichen Modell verglichen, um den Beitrag des zusätzlichen Para-
meters für die Schätzgüte zu bewerten. Schließlich ist die Signifikanz der verwen-
deten Parameter zu überprüfen. Parametersignifikanz ist gegeben, wenn der ge-
schätzte Parameter einen wesentlichen Beitrag zur Erklärung der Prognosevariab-
len liefert. Hierzu kann z.B. der t-Test angewandt werden, der den Parameterwert 
eine Teststatistik auf Basis der Student-t-Verteilung ermittelt und diese mit einem 
Standardwert bei vorgegebenem Unsicherheitsniveau vergleicht. In ähnlicher 
Form kann der F-Test angewendet werden, um den gesamten geschätzten Parame-
tersatz als Ganzes auf Signifikanz hin zu überprüfen [81]. Wird ein Parameter als 
signifikant erachtet – und hierbei sollte ein längerer Prognosezeitraum betrachtet 
werden –, kann er im Modell verbleiben.  
 Schritt 4 – Prognose: Um ein Prognosemodell auf seine Eignung für den operati-
ven Einsatz zu testen, ist es ratsam, möglichst reale Bedingungen in der Testumge-
bung aufzubauen. Bei der operativen Anwendung eines Prognosemodells sind stets 
betriebliche Randbedingungen wie eine konstante Datenverfügbarkeit, eine akzep-
table Rechendauer sowie die Verwendung geeigneter Software zu berücksichtigen. 
Soll eine Aussage über die langfristige Eignung eines Prognosemodells getroffen 
werden, ist die testweise Anwendung in einer ex-post-Betrachtung für einen län-
geren historischen Zeitraum unter angenommen realen Bedingungen durchzufüh-
ren. Wird zudem angestrebt, in regelmäßigen Abständen eine Prognose zu erstel-
len, sollte in der Testumgebung die Anwendung in rollierender Form stattfinden. 
Hierbei wird der gleiche Prognoseprozess inklusive Datenvorbearbeitung, Parame-
terschätzung und Prognoserechnung mehrfach nacheinander ausgeführt und die 
Datenbasis und der hypothetische Startzeitpunkt jeweils z.B. um einen Zeitschritt 
weiter in die Zukunft gerollt, so dass bei jeder erneuten Ausführung von jeweils 
jüngeren Informationen ausgegangen wird. Hierbei sind die in der Realität vor-
kommenden Verfügbarkeiten der Eingangsdaten zu beachten. In dieser Form kann 
folglich die Eignung eines oder mehrerer Prognosemodelle für den operativen Be-
trieb vergleichend beurteilt werden. Da das Ziel der vorliegenden Arbeit die Ent-
wicklung eines Netzverlustprognoseverfahrens für den tatsächlichen operativen 
Einsatz bei Netzbetreibern ist, wird der hier beschriebenen Vorgehensweise ge-
folgt. Erläuterungen zur Auswahl der für die Netzverlustprognose verwendeten 
Prognosemodelle sind in Kapitel 4.2 zu finden. 
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 Schritt 5 – Validierung der Prognose: Zur Validierung der Prognoseergebnisse 
stehen vielfältige statistische Fehlermaße zur Verfügung. Zum einen werden die 
absoluten Prognosefehler und zum anderen die relativen Prognosefehler betrach-
tet. Absolute Fehlermaße sind etwa der mittlere Fehler ME (mean error), der mitt-
lere absolute Fehler MAE (mean absolute error) und die Wurzel des mittleren 
quadratischen Fehlers RMSE (root mean squared error). Relative Fehlermaßen 
sind etwa das Bestimmtheitsmaß R2, der mittlere prozentuale Fehler MPE (mean 
percentage error), der mittlere betragliche prozentuale Fehler MAPE (mean abso-
lute percentage error) und die relative oder normierte Wurzel des mittleren quad-
ratischen Fehlers RRMSE (relative/normed root mean squared error). Sowohl der 
ME als auch der MPE liefern eine Aussage über die Erwartungswerttreue einer 
Prognose. Allerdings können sie keine Aussage über die Höhe der Fehler machen. 
Nehmen sie den Wert Null an, bedeutet dies nicht, dass eine perfekte Prognose 
vorliegt, sondern lediglich, dass der Erwartungswert der Prognose dem Erwar-
tungswert der Messwerte entspricht. Die größte Schwäche dabei ist der Ausgleich-
seffekt der positiven und negativen Fehlerwerte. Je größer der Betrachtungszeit-
raum bei der Ermittlung des Fehlermaßes, desto deutlicher weist eine Abweichung 
dieser Fehlermaße von Null auf eine Über- und Unterbestimmung der Messwerte 
durch die Prognose hin. Die Fehlermaße MAE und RMSE ermöglichen eine Beurtei-
lung der Höhe der auftretenden Prognosefehler. Dabei werden durch die Quadrie-
rung beim RMSE höher Fehler stärker gewichtet, wodurch dieses Fehlermaß stets 
höher ausfällt als der MAE. Sowohl der MAPE als auch der RRMSE machen Anga-
ben in Prozent und erlauben es demnach auch, Prognosen unterschiedlicher Grö-
ßen miteinander zu vergleichen. Eine Schwierigkeit stellt dabei die Normierung 
des RMSE zum RRMSE dar. Wird für verschiedene Prognosen nicht die gleiche 
Größe zur Normierung herangezogen, ist die Vergleichbarkeit anhand dieses Feh-
lermaßes nicht gegeben Eine Möglichkeit zur Normierung ist der arithmetische 
Mittelwert der Prognosevariablen. Eine weitere Möglichkeit ist eine Normierung 
mit Hilfe eines Streuungsmaßes, wie etwa der Schwankungsbreite oder Stan-
dardabweichung der realen Messwerte im Prognosezeitraum. Anhand des Be-
stimmtheitsmaßes wird schließlich erfasst, welcher Teil der Streuung der Progno-
sevariablen durch die Prognose erklärt wird. 
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4 Entwicklung eines Prognoseverfahrens für Netzverluste 
Unter den oben genannten Rahmenbedingungen besteht das Ziel der vorliegenden Ar-
beit darin, ein geeignetes Prognoseverfahren für die untertägige und vortägliche Prog-
nose für Netzverluste zu entwickeln. Dieses soll sowohl eine möglichst gute als auch 
stabile Prognosegüte gewährleisten. Die zuvor in Kapitel 3 erläuterten Klassen von 
Prognoseansätzen stehen grundsätzlich zur Entwicklung eines Prognosemodells zur 
Verfügung. Deren Eignung für verschiedene Prognoseanwendungen wurde in der Fachli-
teratur bereits dargelegt, siehe z.B. [82], [75] oder [76]. Diese und weitere veröffentlich-
te Arbeiten verdeutlichen zum einen die große Bedeutung von Prognosen in der Ener-
giewirtschaft im Allgemeinen. Zum anderen werden die vielfältigen Anwendungsmög-
lichkeiten von ökonometrischen Ansätzen aufgezeigt. Für die Anwendung von Progno-
seansätzen explizit auf Netzverluste sind jedoch nur wenige Arbeiten bekannt.  
Eine vergleichsweise junge Arbeit in diesem Themenfeld stellt die Prognosemodel-
lentwicklung von Klaiber et al. in [83] dar. Diese ist zugleich eine aktuelle Arbeit im 
deutschsprachigen Raum, die sich direkt mit der Prognose von Netzverluste in Übertra-
gungsnetzen auseinandersetzt. Die Autoren entwickeln in Ihrer Arbeit künstliche neu-
ronale Netze und wenden diese zur Prognose der Netzverluste des Netzes der trans-
power Stromübertragungs GmbH60 an. Ebenso weisen sie auf die Bedeutung der Identifi-
kation der wesentlichen Einflussgrößen der Netzverluste hin. Deren Korrelationen seien 
zeitabhängig. Ein sich automatisch anpassendes System ermögliche die Berücksichti-
gung dieser zeitlich veränderlichen Zusammenhänge. Ein Vergleich dieser Arbeit mit 
anderen Prognosefragestellungen ist insbesondere im Hinblick auf die Prognosegüte 
nicht möglich, da die Autoren lediglich qualitative Aussagen, jedoch ohne quantitative 
Angaben z.B. mit Hilfe von Fehlermaßen machen. Es ist anzunehmen, dass die als erfolg-
reich bezeichnete Prognose für einen Zeitraum entwickelt wurde, in der neben den Ver-
lusten in der Höchstspannungsebene auch die Verluste der 110kV-Netzebene gehörten, 
siehe auch [36] und [84]. In diesem Fall ist der Zusammenhang der elektrischen Verluste 
in Verteilnetzen mit der Verbraucherlast ein wichtiger Vorteil für die Erstellung einer 
                                                          
60  Die transpower Stromübertragungs GmbH war bis 2009 eine Tochterfirma der EON AG und wurde 
2009 an den niederländischen Übertragungsnetzbetreiber Tennet Holding B.V. verkauft und firmiert 
seitdem unter dem Namen Tennet TSO GmbH [36]. 
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Netzverlustprognose61, siehe dazu auch [85]. Die im Höchstspannungsbereich entste-
henden Netzverluste sind zudem durch andere Faktoren wie z.B. Transite beeinflusst 
und weniger stark von der Last abhängig. Ein Vergleich der Arbeit von Klaiber et al. mit 
der in der vorliegenden Arbeit betrachteten Prognoseaufgabe ist folglich auch daher nur 
begrenzt möglich. 
Reijc und Pantoš entwickeln in [86] ein Prognoseverfahren für Netzverluste des 
Übertragungsnetzes in Slowenien. Dieses Verfahren basiere im Wesentlichen auf einer 
Lastflussrechnung für das betrachtete Netzgebiet mit zuvor getrennt prognostizierter 
Last, Erzeugung und Netztopologie als Ausgangspunkte. Im ersten Schritt wird ein Clus-
teralgorithmus zur Ermittlung sich ähnelnder Tagesverläufe der Last- und Erzeugungs-
zeitreihen verwendet. Die aus dieser Clusterung resultierenden Gewichtungsfaktoren 
für einzelne Tagesverläufe werden schließlich als exogene Regressoren bei der multip-
len linearen Regression (siehe Kapitel 3.3.1) zur Prognose der Netzlast berücksichtigt. 
Neben diesen berücksichtigen die Autoren den Temperaturverlauf und die Wolkenbede-
ckung bei der Lastprognose. Zusätzlich werde ein Moving Average Ansatz (siehe Kapitel 
3.2) auf Basis historischer Lasttagesverläufe und der in der Clusterung ermittelten Ge-
wichtungsfaktoren sowie ein künstliches neuronales Netz (siehe Kapitel 3.3.2) auf der 
Basis der gleichen Eingangsdaten wie im Falle des Regressionsansatzes verwendet. Die 
drei Prognoseansätze würden anhand der jeweiligen historischen Prognosefehler ge-
wichtet und zu einer Lastprognose zusammengefasst. Die Lastprognose verwenden die 
Autoren wiederum als Eingangsgröße für die Prognose der Elektrizitätserzeugung. Wei-
tere Einflussfaktoren seien der Niederschlag wie auch die Windgeschwindigkeit. Auch 
hier werde die Prognose aus der gewichteten Summe eines Regressionsansatzes und 
eines künstlichen neuronalen Netzes erstellt. Letztlich stellen die Prognosegrößen Last 
und Erzeugung sowie Annahmen zur erwarteten Netztopologie auf Basis der veröffent-
lichten Wartungs- und Instandhaltungszeitpläne der Übertragungsnetzbetreiber die 
Eingangsdaten für eine Lastflussrechnung des Übertragungsnetzes dar. Die Prognosegü-
te ihres Prognoseansatzes ermitteln Reijc und Pantoš anhand eines einmonatigen Prog-
nosezeitraums in zwei Varianten: im ersten Fall wird von perfekter Datenverfügbarkeit 
aller Eingangsdaten ausgegangen, im zweiten Fall von einer eingeschränkten Verfügbar-
keit der Wetterprognosen. Anhand der Darstellung des zweiten Falls kann mit Hilfe der 
Gewichtungsfaktoren erkannt werden, dass der ökonometrische Moving Average Ansatz 
die mit Abstand wichtigste Basis des gewichteten Prognosemodells für Netzverluste 
darstellt. Bei geringerer Datenverfügbarkeit, d.h. mit weniger zur Verfügung stehenden 
äußeren Einflussgrößen schneidet der ökonometrische Ansatz im Sinne einer guten 
Prognosegröße bei Weitem besser ab, als die multiple lineare Regression und das künst-
                                                          
61  Dies wird auch durch die umgekehrte Proportionalität der ohmschen Verluste zum Spannungsquadrat 
belegt, was in Kapitel 2.2.2 bereits näher erläutert wurde. Aufgrund der bekannten Zusammenhänge 
der Verbraucherlast z.B. mit der jeweiligen Bevölkerungsstruktur, mit dem Kalender oder Wochenver-
lauf sowie der Umgebungstemperatur ermöglicht eine gute Lastprognose, vergleich hierzu z.B. [86]. 
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liche neuronale Netz. In diesem Fall liege der mittlere absolute prozentuale Fehler deut-
lich niedriger als der der kombinierten Prognose. Folglich führt die Berücksichtigung 
des künstlichen neuronalen Netzes und der Regressionsmethode in dieser Arbeit zu kei-
ner Verbesserung der Prognosegüte. 
Über diese beiden Arbeiten hinaus, die sich explizit mit der Prognose von Netzver-
lusten in Übertragungsnetzen beschäftigen, sind auch Arbeiten, die sich in einem weite-
ren Sinne mit Netzverlusten beschäftigen, von Interesse. Aus der verfügbaren Literatur 
ist ein Themenschwerpunkt zu identifizieren, bei dem es um die Entwicklung von Me-
thoden für die verursachergerechte Zuordnung von Netzverlustanteilen geht. Die hierbei 
häufig auftretende Fragestellung besteht darin, die auftretenden Netzverluste in Anteile 
je Erzeugungs- oder Verbrauchseinheit oder auch je Handelsgeschäft zwischen zwei 
Handelspartnern aufzutrennen. Das Ziel dabei ist eine möglichst verursachergerechte 
Zuordnung von Kosten zum Ausgleich von Netzverlusten – siehe dazu z.B. [87], [88], 
[89], [90], [91], [92] und [93]. In der deutschen Elektrizitätsmarktregulierung ist die 
Allokation von Kosten nicht nur für Netzverluste, sondern auch für andere Dienstleis-
tungen der Netzbetreiber, wie z.B. operative Kosten für Regelleistung und Instandhal-
tung oder Kapitalkosten für Netzverstärkung und Ausbau, über die Erhebung von Netz-
nutzungsentgelten geregelt, siehe StromNEV § 3 ff, [32]. Diese werden von den ver-
schiedenen Netzbetreibern (Übertragungs- und Verteilnetzbetreiber) individuell und 
unter Vorbehalt der regulatorischen Genehmigung der Bundesnetzagentur ermittelt und 
von den Verbrauchern in Abhängigkeit der von ihnen jeweils aus dem Elektrizitätsnetz 
entnommenen elektrischen Energie entrichtet. 
Neben den genannten Arbeiten zu Übertragungsnetzverlusten sind Ausführungen 
auch bezüglich Netzverluste in Verteilnetzen für die vorliegende Arbeit teilweise von 
Relevanz. In Verteilnetzen besteht zusätzlich zur Prognoseaufgabe für Netzverluste die 
Herausforderung, eine geeignete Datenbasis hierfür zu schaffen. Die für die Ermittlung 
der Netzverluste relevanten zeitvarianten Messgrößen Wirkleistungstransport und 
Spannung sind in Übertragungsnetzen, wie auch auf der Hochspannungsebene in der 
Regel in redundanter Häufung vorhanden. In Mittel- und Niederspannungsnetzen ist die 
Datenerfassung aufgrund der deutlich größeren Anzahl an Betriebsmitteln aufwändiger. 
Daher liegen hier nicht für alle Betriebsmittel Messdaten vor, siehe z.B. [94] und [95]. 
Die Erfassung der Verlustenergie in diesen weit verzweigten Netzen muss daher mittels 
indirekter Verfahren erfolgen. Ein solches Verfahren stellen Schau und Novitsky in [85] 
vor. Die Autoren entwickeln ein Verfahren für die separate Ermittlung von lastabhängi-
gen und lastunabhängigen elektrischen Verlusten, das im Ergebnis Werte für verschie-
dene Spannungsebenen in einem städtischen Verteilnetz bereitstellt. Die Basis für die 
Ermittlung von lastabhängigen Verlusten ist die Lastflussberechnung mit Hilfe einer 
äquivalenten Netzabbildung. Die berechneten Verluste werden ins Verhältnis zur über-
tragenen elektrischen Arbeit, der maximalen Verlustleistung innerhalb eines Jahres und 
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eines Äquivalenzfaktors gesetzt. Die Ermittlung von lastunabhängigen Verlusten ge-
schieht über die Annahme von Mittelwerten der Verlustarbeit je Transportleitung, 
Transformator und anderer Betriebsmittel wie verschiedener Messgeräte. Mit Hilfe ei-
ner polynomialen Regressionsanalyse wird die Abhängigkeit der Netzverluste von der 
Verbraucherlast empirisch berechnet. Wird nun eine Ganglinie für den stündlichen Last-
verlauf im betrachteten Netzgebiet zu Grunde gelegt, kann mit Hilfe des Verfahrens je 
eine Verlustganglinie pro Spannungsebene berechnet werden. Somit steht die Datenba-
sis für die Prognose von Netzverlusten auch in Verteilnetzen zur Verfügung. Im Sinne 
der vorliegenden Arbeit ist aus dieser Abhandlung der starke und signifikante Zusam-
menhang der Verteilnetzverluste mit der Verbraucherlast von Relevanz. Dieser Sach-
verhalt ist insbesondere für die Prognose von Transformatorverlusten für die Umspan-
nung zwischen Übertragungs- und Verteilnetz von Bedeutung. 
Wie in Kapitel 2.2.3 bereits erläutert, sind die Energieverluste beim Transport von 
Elektrizität vor allem von der übertragenen Leistung abhängig. Andere Einflüsse, wie die 
Spannung, die Leiterlänge und Materialeigenschaften üben nur einen kleinen Einfluss 
auf die Höhe der Energieverluste aus. Darüber hinaus sind hierzu Informationen bei den 
Netzbetreibern verfügbar. Somit führt ein Weg einer Netzverlustprognose entsprechend 
des Zusammenhangs in Gleichung (2.7) über die Ermittlung der transportierten elektri-
schen Leistung. Dies gelingt durch die Methode der komplexen Lastflussberechnung, 
siehe Abschnitt 3.1. Jedoch ist deren Durchführbarkeit davon abhängig, ob neben den 
technischen Betriebsmitteldaten auch die notwendigen varianten Eingangsgrößen, wie 
knotenpunktgenaue Einspeisungen und Entnahmen für den Prognosezeitraum adäquat 
vorhergesagt werden können. Sind Letztere nicht verfügbar, führt auch der Prognose-
weg über die Lastflussrechnung nicht zum Ziel. Daher ist es sinnvoll, andere Verfahren 
einzubeziehen, die trotz der Unsicherheit sowohl über die Verfügbarkeit als auch die 
Stärke des Einflusses äußeren Faktoren anwendbar sind.  
In der vorliegenden Arbeit werden Prognosemodelle auf Basis ökonometrischer 
Ansätze entwickelt. In zahlreichen Veröffentlichungen, meist zur Modellierung von Prei-
sprozessen oder von Nachfragelastgängen, haben diese Modelle bereits Anwendung ge-
funden, vergleiche hierzu z.B. [82], [96], [97], [98], [99], [76] und [75]. Zudem ergibt sich 
aus der obigen Darstellung eines Auszugs der vorhandenen Literatur zu dieser Progno-
seaufgabe die Eignung der ökonometrischen Modelle insbesondere dann, wenn entwe-
der die Einflussfaktoren nicht bekannt oder keine entsprechenden Informationen über 
die Einflussfaktoren verfügbar sind. 
Entsprechend des in Kapitel 3.3.2 erläuterten Ansatzes nach Box-Jenkins findet die 
Entwicklung eines Prognoseverfahrens für Netzverluste in mehreren aufeinanderfol-
genden Schritten sukzessive statt. Hierzu wird im Folgenden zunächst die Datengrund-
lage der Prognosemodellentwicklung in Kapitel 4.1 analysiert. In Kapitel 4.2 werden im 
Anschluss die Identifikation und Entwicklung geeigneter Ansätze zur Prognose von 
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Netzverlusten beschrieben. Dafür werden ökonometrische Ansätze herangezogen, die 
sowohl die Berücksichtigung zeitlich zurückliegender Ausprägungen der Prognosevari-
ablen selbst, als auch von äußeren und stochastischen Einflüssen ermöglichen. Kapi-
tel 4.3 beinhaltet schließlich Ausführungen zur Gewährleistung eines stabilen operati-
ven Ablaufs der Anwendung der entwickelten Prognosemodelle. 
4.1 Analyse der Energieverluste in Leitungen und Transformatoren 
Netzbetreibern stehen wie in Kapitel 2.3 beschrieben zwei definierte Wege zur Ermitt-
lung von Netzverlusten zur Verfügung – die Randbilanz als Differenzmessung und die 
Berechnung aus Snapshots mittels Lastflussrechnung. Werden von einem Netzbetreiber 
Netzverluste für ihr jeweiliges Netzgebiet mit Hilfe einer Randbilanz als Differenz zwi-
schen der Summe aller Einspeisungen und der Summe aller Entnahmen erfasst, können 
dabei Transformatorverluste direkt durch ober- und unterspannungsseitige Messung 
abgegrenzt werden. Die Größe der Leitungsverluste wird in diesem Fall anschließend 
indirekt als Differenz zwischen den festgestellten Gesamtverlusten und den Transforma-
torverlusten ermittelt. Folglich enthält die Größe Leitungsverluste neben den Strom-
wärmeverlusten in Freileitungen und Kabeln ebenfalls den im Rahmen der Netzverluste 
anrechenbaren technisch bedingten Stromverbrauch in Mess- und Steueranlagen des 
Übertragungsnetzes, siehe [3]. Somit stehen für die Gesamtnetzverluste zwei Zeitreihen 
zur Verfügung, die jeweils von unterschiedlichen äußeren Größen beeinflusst sind. 
Die aus der Randbilanz stammenden Netzverlustistwerte (siehe Kapitel 2.3) ste-
hen aufgrund des Datenerhebungsprozesses nur mit einer zeitlichen Verzögerung von 
einem bis mehreren Tagen zur Verfügung [100]. Die aus dem Netzleitsystem über Snap-
shots gewonnenen betriebsmittelscharfen Verlustenergiedaten (siehe Kapitel 2.3) ste-
hen dagegen mit nur wenigen Minuten Verzögerung zur Verfügung [100]. Ein geringerer 
Zeitverzug der Datenverfügbarkeit ist in Anbetracht der Realisierung eines kürzeren 
Prognosehorizonts als ein Vorteil anzusehen. Auch die Möglichkeit der betriebsmittel-
scharfen Datenanalyse ist ein zusätzlicher Vorteil der Snapshot-Datenquelle. In der vor-
liegenden Arbeit werden Prognosemodelle daher auf Basis von Snapshotdaten entwi-
ckelt. Prognosefehler sind gegenüber den im Verlustenergiebilanzkreis verwendeten Ist-
Werten zu berechnen. Für den zu erwartenden Fall, dass die abrechnungsrelevanten Ist-
Werte mit Hilfe einer Randbilanz ermittelt werden, stellen die Differenzen zwischen den 
beiden Datenquellen folglich eine Prognoseungenauigkeit dar. Hiervon wird in der vor-
liegenden Arbeit ausgegangen. 
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4.1.1 Zeitreihen- und Verteilungsanalyse 
Als Datengrundlage für die folgenden Analysen werden Daten der Jahre 2010 bis 2013 
betrachtet, wobei die Zeitreihen- und Verteilungsanalyse sowie die Prognosemodell-
entwicklung auf den Jahren 2010 und 2011 basieren. Die Daten der Jahre 2012 und 
2013 werden im Anschluss zur weiteren Validierung des Prognosemodells herangezo-
gen. Sowohl die Datenanalyse als auch die Prognosemodellentwicklung finden auf Basis 
realer Daten des Übertragungsnetzes der TransnetBW GmbH62 statt. Ausführungen zur 
Eignung des entwickelten Prognosemodells für andere Netzgebiete sind in Kapitel 5.4 zu 
finden. 
Da die Netzverluste in einem eigenen Bilanzkreis erfasst und im Rahmen der Bi-
lanzkreisabrechnung der Netzbetreiber berücksichtigt werden (siehe Kap. 2.1.4), findet 
die Datenerfassung in 15-minütiger Auflösung statt. Zudem ist die kleinstmögliche Lie-
ferperiode börslich gehandelter Produkte ebenso die Viertelstunde [44]. Folglich wer-
den in dieser Arbeit Zeitreihen in viertelstündlicher Auflösung betrachtet. Abbildung 4.1 
gibt die viertelstündlichen Ganglinien der Leitungs- und Transformatorverluste in nor-
mierter Form wieder. Die Normierung erfolgt jeweils durch Division mit dem maximalen 
Wert der Zeitreihe im Betrachtungszeitraum, um trotz des Schutzes von nicht öffentli-
chen Daten die Charakteristika des Verlaufs Netzverluste aufzuzeigen.  
 
 
(a) Leitungsverluste 
 
(b) Transformatorverluste 
Abbildung 4.1:  Normierte Ganglinien der Leitungs- und Transformatorverluste 
                                                          
62  Bis zum 01.03.2012 firmierte die TransnetBW GmbH unter dem Namen EnBW Transportnetze AG; 
siehe auch Kapitel 2.1.4. 
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Die Leitungsverluste zeigen einen ausgeprägten saisonalen Jahresgang. In den Mo-
naten November bis März nehmen sie teilweise mehr als doppelt so hohe Werte als in 
den Monaten Mai bis September an. Die Monate April und Oktober sind als Übergangs-
zeiträume durch stark schwankende mittlere Niveaus charakterisiert. Auch aufgrund 
des Rückgangs der Netzverluste im Winterhalbjahr 2012/2013 ist dieser Zeitraum bei 
der Anwendung der Prognosemodelle in Kapitel 5 berücksichtigt. 
Der saisonale Jahresgang der Transformatorverluste ist ebenso durch höhere Wer-
te in den Wintermonaten gekennzeichnet. Der saisonale Jahresgang ist allerdings weni-
ger stark ausgeprägt als bei den Leitungsverlusten. Zudem ist ein leichter Rückgang der 
Transformatorverluste über die betrachteten Jahre zu beobachten. In den Sommermo-
naten nehmen die Transformatorverluste folgerichtig einen höheren Anteil an den Ge-
samtverlusten ein. Dies ist insbesondere durch den starken Rückgang der Leitungsver-
luste und folglich der Gesamtverluste in dieser Jahreszeit zu erklären. Dennoch ist der 
Anteil der Leitungsverluste an den Gesamtverlusten dauerhaft größer 50 %.  
Für die statistische Analyse der Netzverlustzeitreihen sind in Tabelle 4.1 Kennzah-
len zu globalen Eigenschaften der Zeitreihen dargestellt. Die Anzahl der Messwerte im 
Betrachtungszeitraum ist durch die viertelstündliche Auflösung der Daten groß und 
stellt damit eine ausreichende Stichprobengröße dar. Der größere Mittelwert der Trans-
formatorverluste gegenüber den Leitungsverlusten ist durch die Normierung der Zeit-
reihen mit ihrem jeweiligen Maximum zu erklären. Leitungsverluste sind im Mittel grö-
ßer als Transformatorverluste. Dies ist u.a. dadurch zu erklären, dass Leitungen nicht 
nur den Transport zwischen Erzeugungseinheiten und Lasten übernehmen, sondern 
darüber hinaus für Transite durch ein Netzgebiet zur Verfügung stehen. Mittelwert und 
Median sind für Transformatorverluste nahezu gleich, wohingegen bei diesen beiden 
Kennzahlen für Leitungsverluste ein Unterschied von 18 % besteht. Dies ist ein erster 
Hinweis auf eine nichtsymmetrische Häufigkeitsverteilung der Leitungsverluste.  
Die starke Streuung der Leitungsverluste, gekennzeichnet durch eine hohe Stan-
dardabweichung, muss bei der Prognosemodellentwicklung Rechnung getragen werden 
[101]. Je größer die Schwankungen der zu prognostizierenden Zeitreihe, desto wahr-
scheinlicher sind größere Prognosefehler. Die Standardabweichung gibt als zweites 
Moment der Verteilungsanalyse die Streuung der Betrachtungsgröße um den Erwar-
tungswert wieder. Bei den Leitungsverlusten beträgt die Standardabweichung 53 % des 
arithmetischen Mittelwerts. Die Verteilung der Transformatorverluste zeigt dagegen 
eine Standardabweichung von lediglich 18 % des Mittelwerts, siehe Tabelle 4.1. Dies 
bedeutet eine deutlich stärkere Streuung der Messwerte für Leitungs- als für Transfor-
matorverluste. In Abbildung 4.2 sind die Verläufe der wöchentlichen Standardabwei-
chungen der Leitungsverluste und der Transformatorverluste dargestellt. Die Werte der 
Leitungsverluste liegen zwischen 5 bis über 20 % des Maximums der Leitungsverluste 
im Betrachtungszeitraum. Die Standardabweichung der Transformatorverluste ist dage-
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gen konstanter und liegt zwischen 7 und 10 % des Maximums der Transformatorverlus-
te im Betrachtungszeitraum. Zudem ist kein dauerhaft eindeutiger Zusammenhang im 
Verlauf der wöchentlichen Standardabweichungen der Leitungs- und Transformatorver-
luste zu beobachten. Dies wird auch durch eine Korrelation von 0,33 belegt63. In Falle 
der Leitungsverluste weißt dies auf das Vorhandensein von Volatilitätscluster hin.  
   
Momente bzw. Tests Leitungsverluste Transformatorverluste 
Anzahl der Messwerte [-] 70.080 70.080 
Arithm. Mittelwert [MW/MWmax] 0,31 0,65 
Median [MW/MWmax] 0,26 0,64 
Standardabweichung [MW/MWmax] 0,16 (53 % des Mittelw.) 0,12 (18 % des Mittelw.) 
Schiefe [-] 0,772 0,302 
Kurtosis [-] 2,64 2,17 
ARCH-Test64 [-] 55,6 40,9 
Ljung-Box-Q-Test65 [-] 2,90E+03 1,32E+04 
Tabelle 4.1: Momente und Tests Leitungs- und Transformatorverluste66 
Ein wesentlicher Aspekt bei der Entwicklung von Prognosemodellen ist das Auftreten 
von Volatilitätsclustern, also Zeiträumen mit besonders ausgeprägter Streuung der 
Prognosevariablen und Zeiträumen mit weniger starker Streuung. Für Volatilitätscluster 
kann der ARCH-Test [74] ein Indiz liefern, siehe Tabelle 4.1. Sowohl für Leitungs- als 
auch für Transformatorverluste wird die Nullhypothese (keine Volatilitätscluster vor-
handen) abgelehnt und der kritische Wert deutlich überschritten. Somit ist für die bei-
den Größen von Volatilitätsclustern auszugehen. 
 
                                                          
63  Pearsonǯscher linearer Korrelationskoeffizient mit Maximum ȋperfekte KorrelationȌ bei einem Wert 
von 1, mit Minimum (perfekte Antikorrelation) bei -1 und Mittelwert (keine Korrelation) bei 0. 
64  Kritischer Wert des ARCH-Tests. Mit Hilfe dieses Hypothesen-Tests werden Zeitreihen auf Heteroske-
dastizität, also der zeitlichen Veränderlichkeit der Varianz getestet. Wird die Nullhypothese dieses 
Tests abgewiesen und überschreitet der kritische Wert einen zu vergleichenden Test-Statistik-Wert (in 
Abhängigkeit des Signifikanzniveaus und der Stichprobengröße), besteht ein Indiz für die Heteroske-
dastizität der Zeitreihe, also der zeitlichen Veränderlichkeit der Varianz. 
65  Kritischer Wert des Ljung-Box Q-Tests. Mit Hilfe dieses Hypothesen-Tests werden die Residuen von 
Zeitreihen auf Autokorrelation, also ob intertemporale Zusammenhänge vorhanden sind, überprüft. 
Wird die Nullhypothese dieses Tests abgewiesen und überschreitet der kritische Wert einen zu ver-
gleichenden Test-Statistik-Wert (in Abhängigkeit des Signifikanzniveaus), besteht ein Indiz für Volatili-
täts-Cluster in der Zeitreihe. 
66  Die Auswertungen basieren auf Daten der Jahre 2010 und 2011. 
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Abbildung 4.2:  Standardabweichung wöchentlicher normierter Leitungs- und Transforma-
torverluste 
Neben der Analyse statistischer Kennzahlen kann die Betrachtung des mittleren 
Tages- und Wochenverlaufs der Prognosevariablen weiteren Aufschluss über wieder-
kehrende Eigenschaften bringen. Zeigt sich anhand dessen ein charakteristischer Ver-
lauf oder können gar Regelmäßigkeiten beobachtet werden, stellt dies einen wichtigen 
Aspekt bei der Identifikation eines geeigneten Prognosemodells, z.B. bei der Festlegung 
von saisonalen Komponenten, dar. Zu diesem Zweck sind die je Tagesstunde gemittelten 
Verläufe (mittlerer Tagesverlauf) der Leitungs- und Transformatorverluste in Abbildung 
4.3 dargestellt. Hierbei sind unterschiedliche Eigenschaften zu beobachten. Bei den Lei-
tungsverlusten zeigt sich eine leichte Reduktion des Mittelwerts zwischen 16 und 20 
Uhr. Während des restlichen Tagesverlaufs sind nur sehr geringe Auffälligkeiten vor-
handen. Dahingegen folgt der mittlere Tagesverlauf der Transformatorverluste einem 
stärker ausgeprägten Tagesgang. Die Minima bestehen zwischen 0 und 7 Uhr, die Maxi-
ma zwischen 8 und 12 sowie um 19 Uhr. Dieser charakteristische Tagesgang ist daher 
dem Verlauf eines typisierten Verbraucherlastgangs ähnlich, siehe z.B. [76].  
Eine weitere Hilfestellung kann der je Tagesstunde gemittelte Verlauf der 10 und 
90 %-Quantilverläufe sein, ebenfalls in Abbildung 4.3 dargestellt. Je näher die Quantile 
beim Mittelwert liegen, desto geringer ist die Streubreite zu dieser Tagesstunde und 
desto eher kann der Mittelwertverlauf als charakteristisch angesehen werden. Bei den 
Leitungsverlusten ist eine vergleichsweise große Differenz sowohl zwischen oberem als 
auch unterem 10 %-Quantil zu beobachten. Dieser Abstand zwischen oberem 90 %-
Quantilverlauf verringert sich lediglich während der Minima der Mittelwerte zwischen 
16 und 20 Uhr. Der untere 10 %-Quantilverlauf ist dagegen eher gleichförmig über den 
Tag hinweg. Er gibt somit an, dass sehr niedrige Werte der Leitungsverluste zu jeder 
Tageszeit mit einer gewissen Wahrscheinlichkeit auftreten können. Die tagesmittleren 
Quantilverläufe der Transformatorverluste zeigen insbesondere in den Nachtstunden 
geringere Differenzen zum Mittelwertverlauf. Zwischen 8 und 20 Uhr ist aber ein ähnli-
ches Verhalten wie bei den Leitungsverlusten zu beobachten. Die Quantile haben hier 
nahezu immer den gleichen Abstand zum Mittelwert. Dies weist zum einen auf bei den 
Transformatorverlusten charakteristisch niedrigen Werten während der Nachtstunden 
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und zum anderen darauf, dass auch hier vom Mittelwert abweichende Verläufe mit einer 
gewissen Wahrscheinlichkeit möglich sind. 
Findet die Betrachtung von mittleren Tagesverläufen für alle Tage eines oder meh-
rere Jahre statt wie in diesem Fall, so ist der Einfluss von Sondereffekten, wie z.B. Wo-
chenend-, Feier- und Brückentagen, festzuhalten. Niedrigere Tagesverläufe und damit 
ein verringernder Effekt auf die Mittelwertverläufe sind durch Feier- und Brückentage 
zu begründen. Diese fallen in der Regel mit einem niedrigen Elektrizitätsverbrauch und 
damit auch mit einer tendenziell geringeren transportierten elektrischen Energiemenge 
zusammen. 
  
  
(a) Leitungsverluste (b) Transformatorverluste 
Abbildung 4.3:  Normierter mittlerer Tagesverlauf der Leitungs- und Transformatorverluste 
Zur Erfassung oben genannter Kalendereffekte ist Abbildung 4.4 der mittlere Wo-
chenverlauf der Leitungs- und Transformatorverluste sowie wiederum die entspre-
chenden 10 und 90 %-Quantilverläufe dargestellt. Auch hier sind unterschiedliche Ei-
genschaften festzuhalten. Zwar bestätigt sich die tagesmittlere Reduktion der Leitungs-
verluste am späten Nachmittag, jedoch kann dies nur für den Mittelwertverlauf und den 
Verlauf des oberen Quantils beschrieben werden. Kleine Werte zeigen anhand des 10 %-
Quantils auch im Wochenverlauf eine gleichbleibende Wahrscheinlichkeit. Die größten 
Abstände zwischen Quantilen und Mittelwert sind in den Nachtstunden zu beobachten. 
Daraus kann geschlossen werden, dass hier die größten Unregelmäßigkeiten auftreten.  
Der mittlere Wochenverlauf der Transformatorverluste zeigt allerdings neben dem 
oben beschriebenen charakteristischen Tagesverlauf mit niedrigeren Werten in den 
Nachtstunden einen Wochenendeffekt. Sowohl der Verlauf an Samstagen als auch an 
Sonntagen ist durch niedrige Werte geprägt. Zudem sind hier ebenso die Differenzen zu 
den 10 und 90 %-Quantilen deutlich verringert, so dass hier von einer stärkeren Regel-
mäßigkeit auszugehen ist.  
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(a) Leitungsverluste (b) Transformatorverluste 
Abbildung 4.4:  Normierter mittlerer Wochenverlauf der Leitungs- und Transformatorverlus-
te 
Eine wesentliche Annahme im Bereich der ökonometrischen Modelle ist die Nor-
malverteilungshypothese. Zur Überprüfung dieser kann zunächst die Dichteverteilung 
der Prognosegrößen herangezogen werden. Eine Annäherung an die Dichteverteilung ist 
durch die in Abbildung 4.5 dargestellten Histogramme der relativen Häufigkeiten gege-
ben. Die Verteilungen von Leitungs- und Transformatorverlusten unterscheiden sich 
demnach sowohl in Form als auch wie oben aufgezeigt im Wertebereich.  
Die Form der Verteilung der Verlustzeitreihen kann durch die Schiefe und die 
Kurtosis beschrieben werden. Die Schiefe macht eine Aussage über die Symmetrie der 
Verteilung. Eine perfekt symmetrische Verteilung besitzt eine Schiefe von Null, wie bei 
der Normalverteilung. Eine positive Schiefe belegt eine rechtsschiefe, negative eine 
linksschiefe Verteilung. Für Leitungs- und Transformatorverluste sind die Werte der 
Schiefen in Tabelle 4.1 enthalten. Entsprechend dieser Werte liegen sowohl bei Lei-
tungs- als auch bei Transformatorverlusten rechtsschiefe Verteilungen vor. Diese 
Asymmetrie ist bei den Leitungsverlusten stärker ausgeprägt, was auch durch eine hö-
here Schiefe belegt ist. Daraus folgt eine größere Wahrscheinlichkeit für Werte kleiner 
als der Median. Ebenso sind sehr hohe Werte unwahrscheinlich. Plausibel wird dies 
durch den elektrotechnischen Ursprung der Größe Verlustenergie. Aufgrund der vor-
handenen bekannten Netztopologie und der aus Stabilitätsgründen gegebenen techni-
schen Begrenzung des elektrischen Stroms (Dauerstrombelastbarkeit) können beson-
ders hohe Ausreißer beim leitungsgebunden Elektrizitätstransport und damit auch bei 
den resultierenden Netzverlusten nicht auftreten. 
Die Kurtosis, auch Wölbung genannt, stellt ein Maß für die Gipfligkeit einer Vertei-
lung dar und liefert somit auch eine Aussage über die Ränder einer Verteilung. Die Stan-
dardnormalverteilung weist eine Kurtosis von drei auf. Werte größer als drei induzieren 
eine hochgipflige Verteilung. In diesem Fall liegt Leptokurtosis vor und es wird von ei-
ner fat-tailed Verteilung gesprochen. Diese kennzeichnet sich dadurch, dass besonders 
extrem hohe Werte mit einer größeren Wahrscheinlichkeit auftreten können. Kurtosis-
Werte kleiner drei sprechen für eine niedriggipflige Verteilung, was auch als Platykurto-
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sis bezeichnet wird. Bei niedriggipfligen Verteilungen sind die Werte gleichmäßiger ge-
streut und für extreme Werte herrscht eine verschwindend kleine Wahrscheinlichkeit. 
Die Kurtosis gibt für beide Verlustenergiearten entsprechend der Angabe in Tabelle 4.1 
die gleiche Tendenz an und weist auf platykurtische Verteilungen hin. Entsprechend 
sind extrem hohe Werte bei Leitungs- und Transformatorverlusten praktisch unwahr-
scheinlich.  
  
  
(a) Leitungsverluste (b) Transformatorverluste 
Abbildung 4.5:  Relative Häufigkeitsverteilungen Leitungs- und Transformatorverluste 
Eine weitere Möglichkeit zum Vergleich der Verteilungseigenschaften von Leitungs- und 
Transformatorverlusten mit der Normalverteilung ist der Ljung-Box-Q –Hypothesentest 
[102]. Getestet wird gegen die Nullhypothese, dass die Testgröße normalverteilt ist. So-
wohl für Leitungs- als auch für Transformatorverluste ergibt dieser Test entsprechend 
Tabelle 4.1 sehr hohe Werte, die deutlich über dem Signifikanzniveau liegen und somit 
einen Beleg für die Ablehnung der Normalverteilungshypothese darstellen.  
Zusammenfassend kann die Schlussfolgerung gezogen werden, dass die Normal-
verteilungshypothese für die Gesamtheit der Stichprobengröße sowohl für Leitungs- 
also auch für Transformatorverluste nicht gehalten werden kann. Da die Verteilungsana-
lyse ein zentrales Mittel zur Eignungsprüfung von ökonometrischen Modellen ist, wer-
den weitere Analysen durchgeführt. Wird nicht jeweils die gesamte Stichprobe von Lei-
tungs- und Transformatorverlusten betrachtet, sondern jeweils nur Zeitabschnitte der 
Zeitreihen kann die Normalverteilungshypothese eher aufrechterhalten werden. Wer-
den diese Zeitabschnitte z.B. anhand des charakteristischen saisonalen Jahresgangs bei-
der Verlustenergiezeitreihen gewählt, kann sinnvollerweise zwischen Sommer- und 
Winterzeitraum unterschieden werden.  
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(a) Leitungsverluste Sommer (b) Transformatorverluste Sommer 
  
(a) Leitungsverluste Winter (b) Transformatorverluste Winter 
Abbildung 4.6:  Relative Häufigkeitsverteilungen von Zeitreihenabschnitten 
Folglich sind abschnittweise unterschiedliche Dichteverteilungen beobachtbar, die 
teilweise eine bessere Übereinstimmung mit der Normalverteilung zeigen. Insbesondere 
für Leitungsverluste im Winterzeitraum von jeweils Oktober bis April ist eine bessere 
grafische Übereinstimmung mit der Normalverteilung gegeben. Für Transformatorver-
luste kann allerdings für keinen der saisonal getrennten Zeiträume eine Verteilung ähn-
lich einer Normalverteilung grafisch festgestellt werden.  
Den zeitlich veränderlichen Verteilungen der Leitungs- und Transformatorverluste 
wird durch die Wahl des Schätzzeitraums Rechnung getragen. Durch die Begrenzung der 
für die Schätzung verwendeten historischen Daten auf wenige Wochen jeweils in Relati-
on zum Prognosezeitraum wird das jeweils aktuelle statistische Verhalten berücksich-
tigt. Gerade im Falle der Transformatorverluste tritt eine Veränderung der Verteilungs-
eigenschaften allerdings häufiger auf, wie die Auftrennung im Rahmen der oben darge-
stellten Verteilungsanalyse zeigt. Um aber dennoch auch von einer Normalverteilung 
ausgehen zu können, besteht die Möglichkeit eine über die Zeit veränderliche Varianz zu 
berücksichtigen. Dies geschieht durch die Anwendung von GARCH-Modellen 
Ein Vergleich mit oben diskutierten Arbeiten zur Anwendung von ökonometri-
schen Modellen z.B. auf Elektrizitätsbörsenpreise, siehe ( [82], [96], [97] und [98]), legt 
nahe, dass die in Tabelle 4.1 genannten kritischen ARCH-Test-Werte eher niedrig ausfal-
len. Folglich ist die Ausprägung der Heteroskedastizität weniger stark als in Fällen, in 
denen GARCH-Modelle erfolgreich in Bezug auf Abbildungs- und Prognosegüte ange-
wendet wurden. Daher ist bei der Verwendung eines GARCH-Ansatzes auf Leitungs- o-
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der Transformatorverluste zusätzlich zu einem ARMA-Ansatz zu überprüfen, ob tatsäch-
lich eine merkliche Verbesserung auftritt oder diese sich nur in einem nicht signifikan-
ten Bereich befindet. 
Neben der zeitlichen Veränderlichkeit der Standardabweichung der Prognosevari-
ablen ist auch der Gradient von Interesse. Je größer der Gradient – als Maß für die Wer-
tänderung über die Zeit –, desto größer der von der Prognose abzubildende Wertebe-
reich. In Abbildung 4.7 sind die 5 %- und 95 %-Quantile der Gradienten der Netzverluste 
des betrachteten Netzgebiets in den Jahren 2010 und 2011 dargestellt. Zum einen wei-
sen die Gradientenquantile in Teil (a) der Abbildung 4.7 auf den starken Anstieg des 
Gradienten bei sehr kurzen Zeiträumen hin.  
  
  
(a) kurzfristig (b) langfristig 
Abbildung 4.7:  Quantile der normierten Netzverlustgradienten 
Insofern besteht für die Prognoseentwicklung ein wesentliches Ziel darin, einen 
möglichst kleinen Prognosehorizont zu gewährleisten. Dies unterstreicht abermalig die 
Verwendung von Snapshot-Daten als Grundlage für die Modellentwicklung und spricht 
gegen die direkte Verwendung von Daten auf Basis der Randbilanz. Ebenso erscheint 
anhand dieser Auswertung die sehr kurzfristige Beschaffung von Energie zum Ausgleich 
von Netzverluste am Intradaymarkt sinnvoll. Hier kann mittlerweile mit nur 30-
minütiger Vorlaufzeit elektrische Fahrplanenergie für Viertelstundenprodukte kontinu-
ierlich gehandelt werden. Dies ermöglicht dementsprechend und unter Berücksichti-
gung einer für die Durchführung der Prognoserechnung notwendigen Zeitdauer die Rea-
lisierung des minimalen Prognosehorizonts von 45 Minuten – zur Gewährleistung eines 
stabilen operativen Prognosebetriebs sowie zur Beschaffung von Netzverlustenergie 
siehe Kapitel 4.3 und 2.4. 
In Teil (b) der Abbildung 4.7  wird zum anderen die Abnahme der Gradienten in 
Tagesabständen ersichtlich. Auf Basis dessen erscheint es sinnvoll, saisonale Komponen-
ten bei der Prognosemodellentwicklung zu berücksichtigen. Diese könnten sich jeweils 
aus Werten, die einen, zwei oder mehrere Tage zurückliegen, zusammensetzen. 
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4.1.2 Ähnlichkeitsanalyse einzelner Betriebsmittel 
Wie in Kapitel 2.3.2 dargestellt, entsprechen die Netzverluste eines Netzgebiets der 
Summe der Verluste der einzelnen Betriebsmittel in diesem Netzgebiet. Daher ist neben 
der Zeitreihen- und Verteilungsanalyse die Analyse der Verlustganglinien einzelner Be-
triebsmittel eine weitere Möglichkeit zur Vorbereitung eines Prognosemodells. Analyse-
fragen dabei sind, welchen Beitrag einzelne Betriebsmittel zu den Gesamtverlusten lie-
fern, ob und in welchem Maß Verlustganglinien einzelner Betriebsmittel Ähnlichkeit mit 
den Gesamtverlusten zeigen und ob ähnliche Verlustganglinien einzelner Betriebsmittel 
in Gruppen eingeteilt werden können. Ist letzteres möglich, können Prognosemodelle 
entsprechend der Eigenschaften dieser Betriebsmittelgruppen entwickelt und ange-
wendet werden. Ähnlichkeiten zwischen zwei oder mehreren Energieverlustgängen auf 
verschiedenen Leitungen können zum einen durch die konsekutive Topologie – mehrere 
Leitungen sind auf einem überregionalen Trassenverlauf aufeinander folgend erbaut 
und geschalten – des Netzes bestehen. Zum anderen ist das Auftreten einer überlagerten 
großräumigen Lastflussrichtung ein weiterer möglicher Grund für ähnliche Verläufe von 
Verlustganglinien. 
In diesem Abschnitt werden nun zunächst die Anteile der Verluste einzelner Be-
triebsmittel an den Gesamtverlusten als ersten Schritt zur Beurteilung der Nutzbarkeit 
einer Betriebsmittelgruppierung dargestellt. Im Idealfall würde sich auf Basis einer Ähn-
lichkeitsanalyse eine möglichst geringe Anzahl an Gruppen ergeben, deren summierte 
Verlustganglinien jeweils einen signifikanten Anteil an den Gesamtverlusten ausmachen. 
Als erster Anhaltspunkt sind in Abbildung 4.8 daher die Anteile der Verluste der einzel-
nen Betriebsmittel des betrachteten Netzgebiets jeweils an den Leitungs- und Transfor-
matorverlusten dargestellt. Es wird ersichtlich, dass nur eine geringe Anzahl von sechs 
Leitungen einen Anteil von jeweils größer als ein Prozent an den gesamten Leitungsver-
lusten haben. Die Anzahl an Transformatoren zu unterliegenden Netzen mit einem An-
teil größer als ein Prozent ist etwas höher, aber ebenfalls gering.  
Vergleichbar hierzu ergeben sich die Korrelationen67 der Verlustganglinien einzel-
ner Leitungen und Transformatoren zu den Gesamtverlusten. Wie in Abbildung 4.9 er-
sichtlich wird, besteht nur bei einer geringen Anzahl an Leitungen eine Korrelation grö-
ßer 0,668. Dahingegen ist die Anzahl bei den Transformatorverlusten mehr als doppelt so 
hoch69.  
                                                          
67  Als Berechnungsgrundlage wurde hier der Pearsonǯsche Korrelationskoeffizient herangezogen. Dieser 
lineare Koeffizient ist geeignet, da sich die Gesamtverluste aus der Summe der Verluste der einzelnen 
Betriebsmittel ergeben. 
68  Auf Basis des o.g. Koeffizienten ergibt sich ungefähr ab einem Wert von 0,6 eine statistisch starke Kor-
relation [118]. 
69  Aufgrund einiger Umbenennungen der Transformatoren im betrachteten Übertragungsnetz und dem 
entsprechend verwendeten Datenmodell sowie der Tatsache, dass diese Auswertung auf Transforma-
torenamen bezogen ist, liegt die tatsächliche Anzahl an Transformatoren mit Korrelationen größer 0,6 
etwas niedriger. 
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(a) Leitungen (b) HöS-HS/MS-Transformatoren 
Abbildung 4.8:  Anteile einzelner Betriebsmittel an Leitungsverlusten 
Teilweise treten sowohl bei Leitungs- als auch bei Transformatorenverlusten sogar ne-
gative Korrelationen auf. Dies kann ein Indiz für verschiedene Einflüsse auf die Lastflüs-
se im vermaschten Übertragungsnetz sein, die eine entgegengesetzte Wirkung auf die 
Verluste einzelner Betriebsmittel haben, jedoch gleichzeitig auftreten. Ein Vergleich, 
welches dieses Indiz veranschaulicht, bezieht sich auf die Hauptaufgaben des Übertra-
gungsnetzes: den Transport hoher elektrischer Leistungen von leistungsstarken Ein-
speisepunkten hinzu großen Verbraucherleistungen, Ermöglichung des diskriminie-
rungsfreien Zugangs aller Erzeuger und Verbraucher zum Energiemarkt und Bereitstel-
lung des Übertragungsnetzes als Grundlage für den europäischen Elektrizitätsbinnen-
markt. Die Gesamtheit dieser Transportnetzaufgaben hat Transite durch Netzgebiete 
hindurch zur Folge. Zum einen wurde das Transportnetzes von Beginn an zwecks einer 
möglichst kostengünstigen und versorgungssicheren großräumigen Elektrizitätsüber-
tragung erbaut [7]. Zum anderen führen der überregionale Elektrizitätshandel und der 
fortschreitende Ausbau erneuerbarer Energien zu höheren Auslastungen der Netzbe-
triebsmittel. Ein Beleg hierfür sind die steigenden Aufwendungen für Redispatchmaß-
nahmen der deutschen Übertragungsnetzbetreiber [103]. 
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In einem vermaschten Übertragungsnetz mag ein Transit aufgrund eines überregionalen 
Ausgleichs zwischen Angebot und Nachfrage z.B. durch eine hohe lokal konzentrierte 
Einspeiseleistung aus erneuerbaren Energien bedingt sein. Ist diese womöglich vor al-
lem durch Windkraft im Norden Deutschlands bedingt, ist eine Einspeisespitze in Nacht-
stunden heutzutage nicht unüblich70. Im selben Netz treten Lastflüsse auf, die durch die 
Einspeisung aus Großkraftwerken bedingt sind. Dies geschieht unter anderem auf Stich-
leitungen71, die als Zuleitungen der Kraftwerksleistung zum vermaschten Übertra-
gungsnetz fungieren. Die Einspeisung aus Kraftwerken mag sich am Verbrauchsverhal-
ten orientieren, welches typischerweise in den Mittags- und in den Abendstunden ein 
Maximum im Tagesverlauf erreicht. Folglich können beide Effekte – Transite durch und 
größere Einspeiseleistungen in einem Netz – charakteristischerweise zu unterschiedli-
chen Zeitpunkten auftreten. Überwiegt der Einfluss eines Effekts, ergeben sich Gesamt-
verluste, die sich eher mit diesem zusammenhängend zeigen, wodurch auch die Mehr-
zahl der Betriebsmittel einen positiven Zusammenhang mit den Gesamtverlusten zeigen 
würde. Ein kleinerer Teil an Betriebsmitteln würde folglich in anderer Weise belastet 
und dies resultiert somit in kleinen oder auch negativen Zusammenhängen mit den Ge-
samtverlusten. 
Wie oben dargelegt gibt es je eine geringe Anzahl an Leitungen und Transformato-
ren deren Verlustganglinie einen Beitrag größer 2 % zu Gesamtverlusten liefert. Ebenso 
ist die Anzahl der Betriebsmittel mit vergleichsweise hohen Korrelationen zu den Ge-
                                                          
70  Der mittlere Tagesgang der Stromerzeugung aus Windkraft ist durch ein Maximum zwischen 23 und 0 
Uhr und ein Minimum zwischen 10 und 11 Uhr; Analyse auf Basis Daten von [119] der Jahre 2015-
2016. 
71  Stichleitung: eine Leitung, mit einem Ende ohne weitere Verbindung oder Vermaschung im gleichen 
Netz. Eine Stichleitung kann z.B. eine singuläre Zuleitung zu einem großen Versorgungsgebiet oder ei-
ne Leitungen mit dem alleinigen Zweck des Abtransports elektrischer Leistung von einem Kraftwerk 
sein. 
  
(a) Leitungen (b) HöS-HS/MS-Transformatoren 
Abbildung 4.9:  Korrelation einzelner Betriebsmittel zu Leitungsverlusten 
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samtverlusten klein. Die Gegenüberstellung beider Größen – Anteil an und Korrelation 
mit den Gesamtverlusten – ist in Abbildung 4.10 dargestellt. Es wird festgestellt, dass 
von den sechs Leitungen mit einer Korrelation größer 0,6 zu den Gesamtverlusten drei 
einen Anteil größer 2 %, drei einen Anteil zwischen 1 und 2 % und eine einen Anteil 
kleiner 1 % an den Gesamtverlusten ausmachen. Der Großteil der Leitungen mit Korre-
lation zwischen 0 und 0,6 wie auch die Leitungen mit negativer Korrelation weisen je-
weils einen geringen Anteil an Gesamtleitungsverlusten kleiner 1 % und größtenteils 
kleiner 0,5 % aus. 
Für Transformatoren ist eine größere Anzahl an Betriebsmitteln mit Korrelation 
größer 0,6 zu den Gesamttransformatorverlusten festzustellen. Vier Transformatoren 
liefern dabei einen Beitrag größer 3 % an den Gesamttransformatorverlusten, fünf einen 
Anteil zwischen 2 und 3 % und sechs einen Anteil zwischen 1 und 2 %. Auch hier stellen 
die Betriebsmittel mit Korrelationen zwischen 0 und 0,6 sowie diese mit negativen Kor-
relationen mit Anteil kleiner 1 % bzw. 0,5 % die größte Anzahl dar. 
Diese Untersuchung gibt erste empirische Anhaltspunkte für die Durchführbarkeit 
einer Gruppierung einzelner Betriebsmittel, auf deren Basis getrennte Prognosemodelle 
entwickelt und angewendet werden können. Auch ist eine erste manuelle Gruppierung 
möglich. Diese kann so geschehen, dass jeweils getrennt für Leitungen und Transforma-
toren alle Betriebsmittel mit einer Korrelation größer 0,6 zu einer Gruppe und alle an-
deren Betriebsmittel zu einer weiteren Gruppe zusammengefasst werden. 
Weiterführende Analysen und eine automatisierte Gruppierung der Betriebsmittel 
anhand eines Ähnlichkeitskriteriums wie z.B. der Korrelation der Betriebsmittel unter-
einander können zur weiteren Differenzierung und der Eingruppierung in mehr als zwei 
  
  
(a) Leitungen (b) HöS-HöS-Transformatoren 
Abbildung 4.10:   Vergleich von Korrelation und Anteil einzelner Betriebsmittel ggü. Gesamt-
verlusten 
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Gruppen führen. Eine solche wird in Kapitel 4.2.5 mit Hilfe der k-means-Clusterung 
durchgeführt. 
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4.2 Identifikation geeigneter ökonometrischer Prognoseansätze 
Wie in Kapitel 3.3.2 erläutert, beruht der allgemeine Ansatz ökonometrischer Progno-
semodelle auf dem ARMA-Ansatz, der sowohl Zusammenhänge einer Prognosevariablen 
zu sich selbst als auch stochastische Einflüsse berücksichtigt. Als Erweiterung sind zu-
dem saisonale Komponenten und exogene Einflüsse möglich. Eine grundlegende An-
nahme des klassischen ARMA-Ansatzes ist die Normalverteilungshypothese für Störgrö-
ßen. Somit besteht bei der Entwicklung von geeigneten ökonometrischen Ansätzen so-
wohl das Ziel, die einzelnen autoregressiven, moving average, exogenen und saisonalen 
Komponenten möglichst gut zu bestimmen als auch dabei die Verteilung der Prognose-
variablen adäquat zu berücksichtigen. 
Nebst diesen Aspekten wird in der vorliegenden Arbeit das Ziel, einen Prognose-
ansatz mit möglichst konstanter Prognosegüte zu entwickeln, verfolgt. Hierzu werden in 
den folgenden Abschnitten sowohl Erläuterungen zur Datenvorbearbeitung, zur Festle-
gung der ökonometrischen Modellordnungen und Einbindung saisonaler und exogener 
Größen aufgezeigt, als auch die Betrachtung des Netzes als Summe seiner Betriebsmittel 
beschrieben. 
4.2.1 Datenvorbearbeitung 
Zur Einhaltung der Normalverteilungshypothese können die Eingangsdaten der Parame-
terschätzung auf ihre Verteilung überprüft und angepasst werden. Aber auch für die 
Verbesserung der Schätzeigenschaften und der Prognosegüte der Prognosemodelle 
kann die vorbereitende Bearbeitung von Daten hilfreich sein. So sind die Stabilisierung 
der Varianz oder auch die Trend-Bereinigung einer Zeitreihe Ziele der Datenvorbearbei-
tung. Für diese Zwecke bestehen mehrere Möglichkeiten der Zeitreihenbearbeitung, die 
zu unterschiedlichen Ergebnissen führen. Zur Verfügung stehen mehrere Transformati-
onsmethoden und Differenzenfilter sowie Methoden zur Glättung von Zeitreihen. Zu 
gängigen Transformationsmethoden zählen die Box-Cox-Transformation und die loga-
rithmische Transformation. Abbildung 4.11 und Abbildung 4.12 zeigen die Anwendung 
eines einfachen Differenzenfilter, der logarithmischen Transformation und der Box-Cox-
Transformation. Der einfache Differenzenfilter erscheint neben den darüber hinaus 
möglichen mehrfachen oder saisonalen Differenzenfiltern am sinnvollsten, da sich be-
reits hier eine Stationarität einstellt, die Häufigkeitsverteilung der resultierenden Zeit-
reihe symmetrisch ist und durch andere Differenzenfilter keine weitere signifikante Re-
duktion der Varianz erreichbar ist. Die logarithmische Transformation verwendet in 
diesem Fall den natürlichen Logarithmus, was zu einer Annäherung an die Normalver-
teilung führt, eine Stationarität allerdings nicht erreicht.  
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(a) Leitungsverluste mit einfachem Differenzenfilter 
  
(b) Logarithmierte Leitungsverluste 
  
(b) Box-Cox-Transformation von Leitungsverlusten 
Abbildung 4.11:  Stabilitätsfilter für Leitungsverluste und Histogramme 
Ähnliches gilt für die Box-Cox-Transformation, die den Wertebereich der Zeitrei-
hen aber stärker einschränkt und damit zu einer stärkeren Reduktion der Varianz führt. 
Unter den genannten Transformationsarten liefert der Differenzenfilter die vielverspre-
chendsten Resultate, da eine Stationarität am ehesten erreicht wird. Alle drei beschrie-
benen Modifikationen werden jedoch bei Prognoseanwendung berücksichtigt um auch 
anhand des Prognoseergebnisses deren Eignung zu beurteilen. 
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(a) Transformatorverluste mit einfachem Differenzenfilter 
  
(b) Logarithmierte Transformatorverluste 
  
(b) Box-Cox-Transformation von Transformatorverlusten 
Abbildung 4.12:  Stabilitätsfilter für Transformatorverluste und Histogramme 
Neben der Transformation der Netzverlustzeitreihen ist es sinnvoll, eine Glättung 
vorzunehmen, da die Netzverluste durch ein Rauschen im Viertelstundenraster gekenn-
zeichnet sind und die hierdurch auftretenden häufigen Vorzeichenwechsel nach der 
Anwendung des Differenzenfilters die Schätzgüte negativ beeinflussen können. Zur Glät-
tung wird die Berechnung von gleitenden Mittelwerten mittels der Methode des Expo-
nential Smoothing angewendet. Dies entspricht im Grunde der Bildung eines gleitenden 
Mittelwerts mit exponentiell fallenden Gewichtungen weiter zurückliegender Zeitpunk-
te.  
Neben der Anwendung von Transformationen und Filter ist die Teilung einer Zeit-
reihen in mehrere Abschnitte z.B. anhand der Stunden eines Tages möglich. Ein etwaiges 
stundengetrenntes Modell hat eine Berechtigung für die Prognose von Preisen aus Auk-
tionen wie z.B. auf den Day-Ahead-Märkten der europäischen Strombörsen (z.B. EPEX, 
Nordpool). Der Handel mit elektrischer Energie findet hier zwar jeweils auf einer 
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Marktplattform statt, stellt aber im Grunde 24 getrennte Auktionen für jeweils eine 
Stunde des folgenden Tages auf Basis teilweise unabhängiger fundamentaler Daten und 
Annahmen dar. Für die rein technische und durch Umwelteinflüsse bestimmte Zeitreihe 
der Netzverluste wird in der vorliegenden Arbeit von einem stundengetrennten Ansatz 
abgesehen. Eine stundengetrennte Betrachtung für eine Preisprognose des Intra-
dayhandels ist ebenso nicht sinnvoll. 
4.2.2 Ermittlung der Modellordnungen 
In Anlehnung an das in Kapitel 3.3.2 erläuterte Box-Jenkins-Verfahren werden die Auto-
korrelations- (ACF) und partielle Autokorrelationsfunktion (PACF) für Ermittlung der 
Modellordnungen der ökonometrischen Prognosemodell herangezogen. Das in [73] und 
[74] ausführlich beschriebene Verfahren stellt eine Fallunterscheidung zur Verfügung, 
die sich am Verlauf der beiden Autokorrelations- und der partiellen Autokorrelations-
funktion orientiert, siehe [74]. Fällt z.B. die partielle Autokorrelationsfunktion abrupt ab 
und nimmt die Autokorrelationsfunktion eher langsam ab, ist dies ein Hinweis auf einen 
autoregressiven Prozess der Prognosevariablen. Folglich resultiert in diesem Beispiel 
aus dem Box-Jenkins-Verfahren ein AR(p)-Modell mit der Ordnung p in Höhe des gerade 
noch signifikanten Funktionswerts der partiellen Autokorrelationsfunktion. 
  
  
(a) Leitungsverluste, Sommer 2010 (b) Transformatorverluste, Sommer 2010 
  
(c) Leitungsverluste, Winter 2010 (d) Transformatorverluste, Winter 2010 
Abbildung 4.13:  Autokorrelation Leitungs- und Transformatorverluste 
 
 
4 Entwicklung eines Prognoseverfahrens für Netzverluste 
90 
Aus den dargestellten ACF und PACF für die Leitungs- und Transformatorverluste 
im Winter- und Sommerzeitraum ergeben sich erste Hinweise auf geeignete ökonomet-
rische Prognoseansätze. Die ACF in Abbildung 4.13 (a) bis (d) weisen auf Ähnlichkeiten 
der Betrachtungsfälle hin. Der eher langsame Abfall der ACF weist auf ein rein autore-
gressives Modell ohne eine Moving-Average-Komponente hin. Aufgrund der Varianzsta-
bilisierung der Schätzresiduen (Differenzen zwischen Schätz- und Istwerten) kann es 
mitunter aber sinnvoll sein, eine niedrige moving average-Ordnung zu verwenden. 
  
  
(a) Leitungsverluste, Sommer 2010 (b) Transformatorverluste, Sommer 2010 
  
(a) Leitungsverluste, Winter 2010 (b) Transformatorverluste, Winter 2010 
Abbildung 4.14:  Partielle Autokorrelation Leitungs- und Transformatorverluste 
Die in Abbildung 4.14 dargestellten PACF haben für die vier Betrachtungsfälle den ho-
hen Wert für den Lag Nummer eins (direkter Vorgängerwert der Vorperiode) und die 
vergleichsweise kleineren Werte ab Lag Nummer 2 gemeinsam. Wird zusätzlich das im 
Box-Jenkins-Verfahren genannte principle of parsimony (Sparsamkeitsprinzip, Verwen-
dung von so wenigen Parametern wie möglich) mit einbezogen, resultiert eine AR-
Ordnung von p = 1. Ab dem Lag Nummer 2 unterscheiden sich die Werte der PACF je-
doch weiterhin vom Signifikanzniveau. Dies kann wiederum für die Abkehr von einem 
AR(1)-Modell sprechen, soweit die Schätz- und Prognosegüte hierdurch verbessert wer-
den können. So könnte für die Prognose der Leitungsverluste die Anwendung von bis zu 
5 autoregressiven Komponenten und für die Transformatorverluste die Anwendung von 
bis zu 6 autoregressiven Komponenten sinnvoll sein. 
Zur Ermittlung der Modellordnungen stehen neben der ACF und der PACF weitere 
Kenngrößen zur Verfügung die Rückschlüsse auf die Eignung unterschiedlicher ökono-
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metrischer Ansätze erlauben. Diese sogenannten Informationskriterien werden nicht 
allein anhand der Prognosevariablen gebildet, sondern werden auf der Basis der Schät-
zung der Parameter der ökonometrischen Modelle berechnet. Eine zentrale Größe hier-
bei ist die Log-Likelihood-Funktion (LLF) der Maximum-Likelihood-Schätzung. Die LLF 
gibt als direktes Ergebnis der Parameterschätzung die Wahrscheinlichkeit dafür an, dass 
die geschätzten Parameter für das Prognosemodell geeignet sind. Daher kann die LLF 
alleine bereits als ein Kriterium für die Beurteilung der Schätzgüte eines ökonometri-
schen Modells herangezogen werden. Weitere einfache Kriterien auf Basis des Schätzer-
gebnisses sind das Bestimmtheitsmaß der Modellschätzung gegenüber den Istwerten 
sowie die statistische Signifikanz der verwendeten Parameter. Letzteres wird in der Re-
gel über den t-Test im Anschluss an die Schätzung ermittelt. 
Das Akaike-Informationskriterium (AIC) bezieht neben der LLF zusätzlich die An-
zahl der verwendeten Parameter des Prognosemodells mit ein. Das Schwarz-Bayes-
Informationskriterium (BIC) baut auf dem AIC auf und bindet zusätzlich die Anzahl der 
für die Schätzung verwendeten Istwerte der Prognosevariablen mit ein. 
Für die Beurteilung und den Vergleich verschiedener ökonometrischer Ansätze ist 
es folglich notwendig, die Schätzung der Modellparameter durchzuführen. Da eine dop-
pelte Ausführung der Schätzung – einmal zur Modellidentifikation und einmal für die 
direkte Prognosevorbereitung – mit Hinblick auf die Rechenzeit nicht ratsam erscheint, 
wird an dieser Stelle auf die Auswertung der Informationskriterien verzichtet und statt-
dessen auf die Modellanwendungen in Kapitel 5 verwiesen.  
Wie oben beschrieben, bestehen bei der Netzverlustprognose keine ausreichenden 
Gründe für ein stundengetrenntes Modell. Weitere Hinweise hierfür ergeben sich aus 
dem Vergleich der (partiellen) Autokorrelationsfunktionen. Die ACF und PACF der stun-
dengetrennten Zeitreihen sind denen der nicht getrennten Zeitreihen sehr ähnlich. Zu-
dem weisen die (partiellen) Autokorrelationsfunktionen der getrennten Zeitreihen kei-
nen wesentlichen Tagesgang auf, der eine Unterteilung anhand von Tagesstunden recht-
fertigen könnte.72 
4.2.3 Verwendung von saisonalen Komponenten 
Zusätzlich zur Festlegung der ARMA-Modellordnungen sind die Ordnungen der saisona-
len Komponente des Prognosemodells zu bestimmen. Die in Kapitel 4.1.1 dargestellten 
mittleren Wochenverläufe der Leitungs- und Transformatorverluste geben erste Hin-
weise auf die tage- und wochenweise Saisonalität. Die Überprüfung dieser Annahmen 
kann mit Hilfe der PACF durchgeführt werden, die für eine größere Anzahl von Lags in 
die Vergangenheit berechnet wird. Die Ergebnisse dieser Berechnung sind in Abbildung 
                                                          
72  Für die entsprechenden Diagramme siehe Anhang A.3. 
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4.15 dargestellt. Hier wird aufgrund der hohen Rechenzeiten auf Daten in stündlicher 
Auflösung zurückgegriffen.  
Sowohl bei den Leitungs- als auch bei den Transformatorverlusten ergeben sich 
deutliche Ausreißer der PACF bei einem Lag von 24 Stunden. Die Werte für Lags mit 
zwei (48) bis sechs Tagen (144) fallen dagegen geringer aus. Insbesondere bei den 
Transformatorverlusten wird für den Lag zur Vorwoche (168) wiederum ein hoher 
PACF-Wert berechnet. Dieser fällt für die Leitungsverluste eher gering aus. 
  
  
(a) Leitungsverluste (b) Transformatorverluste 
Abbildung 4.15:  Partielle Autokorrelation Leitungs- und Transformatorverluste, große Lags 
Auf Basis der langfristigen PACF erweist es sich als sinnvoll für die Leitungsverlus-
te den Vortagesverlauf und wahlweise weitere Tagesverläufe mit zwei oder drei Tagen 
Abstand zu nutzen. Für die Transformatorverluste erscheint zusätzlich die Berücksichti-
gung des Vorwochenverlaufs sinnvoll. Es kann ebenso die Schlussfolgerung gezogen 
werden, dass es bis auf die genannten saisonalen Regelmäßigkeiten keine weiteren gibt.  
4.2.4 Einbindung exogener Größen 
Ökonometrische Modelle bieten neben der Berücksichtigung von autoregressiven und 
stochastischen Einflüssen auch die Möglichkeit zur Einbindung deterministischer Ein-
flüsse. Deterministische Einflussfaktoren werden in der Regel als exogene Regressoren 
bezeichnet und in der Ökonometrie einer Regressionsanalyse entsprechend als parame-
tergewichtete Größen z.B. in ARMAX-Modellen eingebettet. Die Einbindung von erklä-
renden äußeren Faktoren kann einen großen Mehrwert für eine Prognose liefern, wenn 
zwischen Prognosevariablen und dem exogenen Regressor ein ausreichend großer Zu-
sammenhang besteht. Ein Beispiel ist die Berücksichtigung der Nachfrage nach elektri-
scher Energie bei der Vorhersage von Großhandelspreisen an den Strombörsen. Abhän-
gig von anderen Einflüssen, wie der Verfügbarkeit von Kraftwerkskapazitäten oder 
Brennstoffpreisen, kommen mit steigender Nachfrage höhere Stromhandelspreise zu-
stande. Die Erklärung für diesen Mehrwert bei der Prognoseanwendung liefert z.B. eine 
Korrelationsanalyse. Besteht ein Zusammenhang zwischen der Nachfrage nach elektri-
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scher Energie und den Stromhandelspreisen, lässt sich dieser Zusammenhang mittels 
Korrelationsmaßen erfassen. 
Die Netzverluste sind, wie in Kapitel 2.2.3 diskutiert, direkt abhängig von den Last-
flüssen und weiteren technischen Größen des Netzbetriebs sowie indirekt abhängig von 
energiewirtschaftlichen Größen wie z.B. der Kraftwerkseinsatzplanung und der Netzto-
pologie. Hieraus ergibt sich eine Menge an Einflussgrößen, die potentiell einen statis-
tisch erfassbaren Zusammenhang mit den Netzverlusten zeigen. Für die Überprüfung 
dieser Hypothese werden einige potentielle äußere Einflussgrößen mit den Netzverlus-
ten verglichen, wozu der lineare Pearsonǯsche Korrelationskoeffizient ߩሺܺ, ܻሻ genutzt 
wird. Entsprechend Gleichung (4.1) ergibt sich dieser aus dem Quotienten der Kovarianz 
der beiden betrachten Größen und dem Produkt der Wurzeln deren Varianzen. Bei ei-
nem Wert von 1 besteht perfekte Korrelation, bei einem Wert von – 1 perfekte Antikor-
relation. Ein Wert von 0 gibt an, dass kein statistischer Zusammenhang zu erkennen ist. 
 ߩሺܺ, ܻሻ = ܥ݋𝑣ሺܺ, ܻሻ√ܸܽݎሺܺሻ ⋅ √ܸܽݎሺܻሻ = ∑ ሺݔ௜ − ̅ݔሻሺݕ௜ − ̅ݕሻ௡௜=ଵ√∑ ሺݔ௜ − ̅ݔሻଶ௡௜=ଵ ⋅ √∑ ሺݕ௜ − ̅ݕሻଶ௡௜=ଵ  (4.1) Da der Pearsonǯsche Korrelationskoeffizient lediglich lineare Zusammenhänge 
adäquat abbildet, muss für die Erfassung von nichtlinearen Zusammenhängen ein ande-
rer Koeffizient herangezogen oder die zu vergleichenden Größen vorbearbeitet werden. 
Die Korrelationsanalyse ist geteilt in monatlich und täglich berechnete Korrelationskoef-
fizienten jeweils auf der Basis stündlicher oder viertelstündlicher Daten73. Da die Prog-
nosemodellentwicklung sowohl auf den Intraday- als auch auf den Day-Ahead-Horizont 
abzielt, ist die Betrachtung von täglichen Koeffizienten für die Beurteilung der Konstanz 
einer Korrelation von Bedeutung. Wird wegen der Annahme eines signifikanten Zu-
sammenhangs ein exogener Regressor im Prognosemodell berücksichtigt und hoch ge-
wichtet, hat dieser einen ebenso starken Einfluss auf die Prognoseergebnisse. Ist aber 
eine Korrelation nicht ausreichend konstant im Zeitverlauf und wechselt kurzfristig so-
gar das Vorzeichen, kann sich dies negativ auf die Prognosegüte auswirken. Die monat-
lich berechneten Korrelationen geben Hinweise auf etwaige langfristig vorhandene Zu-
sammenhänge. Die betrachteten Zeiträume der Korrelationsanalyse richten sich nach 
der zum Zeitpunkt der Durchführung vorhandenen Datenbasis. 
Energiewirtschaftliche Größen 
Im Zuge der Korrelationsanalyse werden zunächst energiewirtschaftliche Größen be-
trachtet, für die ein Zusammenhang mit den Netzverlusten vermutet werden kann. Ab-
bildung 4.16 beinhaltet den Verlauf des Pearsonǯschen Korrelationskoeffizienten der 
                                                          
73  Bei der Korrelationsanalyse wurden mehrere Zeitperioden betrachtet, die Jahre, Monate, Wochen und 
Tage einschließen. Zudem wurden Unterscheidungen zwischen Werk- und Wochenendtagen sowie 
zwischen Tag- und Nachtstunden gemacht. 
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Netzverluste mit dem Soll-Austausch für das betrachtete Netzgebiet. Der Soll-Austausch 
stellt die auf Basis der durch den Day-Ahead-Markt ermittelten summierten Austausch-
fahrpläne für elektrische Energie über die Grenzen der Regelzonen hinweg dar. Er ist 
also ein Ergebnis des Elektrizitätsgroßhandels und beinhaltet Annahmen zur hieraus 
resultierenden Kraftwerkseinsatzplanung. 
  
  
(a) Monatsmittlere Korrelationen (b) Tagesmittlere Korrelationen 
Abbildung 4.16:  Korrelation Netzverluste und geplanter Soll-Austausch 
Mit Blick auf die monatlichen Korrelationswerte lässt sich kein signifikanter Zu-
sammenhang mit ausreichend langer Dauer festhalten. Die täglichen Korrelationswerte 
zeigen ein ambivalentes Bild. So sind zum einen Koeffizienten größer 0,8 und größer 0,9 
zu beobachten, die auf einen sehr starken Zusammenhang an diesen Tagen – tendenziell 
in den Winterzeiträumen – hindeuten. Zum anderen werden Tage beobachtet, für die 
Koeffizienten kleiner - 0,8 berechnet werden, was auf einen entgegengesetzten Tages-
verlauf der beiden Größen hindeutet. Zudem liegen die Extremtage teilweise ohne große 
Zeitdifferenz von wenigen oder gar nur einem Tag nah aneinander. Eine Berücksichti-
gung des Soll-Austausch bei der Prognose der Netzverluste erscheint daher als nicht 
zielführend. 
Weitere betrachtete energiewirtschaftliche Größen sind Großhandelsstrom- und 
Ausgleichsenergiepreise sowie die im Rahmen des Engpassmanagements an der Süd-
grenze des baden-württembergischen Übertragungsnetzes vergebene grenzüberschrei-
tende Transportkapazität. Ähnlich wie beim Soll-Austausch ergeben sich auch für diese 
Zeitreihen keine ausreichend konstanten Zusammenhänge mit den Netzverlusten, die 
für die Verwendung bei der Prognoserechnung sprechen würden. 
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Technische Größen 
Nebst energiewirtschaftlichen Größen werden einige technische Größen des Netzbe-
triebs analysiert, von denen hier eine beispielhafte Auswahl – Lastverlauf, Transite und 
Blindleistungsverhalten – diskutiert wird.  
Der Lastverlauf (Einspeiseleistung) wird als vorzeichenrichtige Summe aller Ein-
speisungen in das Übertragungsnetz sowohl von Kraftwerken, benachbarten Übertra-
gungsnetzen als auch von unterliegenden Verteilnetzen definiert – siehe [104]. Er reprä-
sentiert also die zum jeweiligen Zeitpunkt vom Übertragungsnetz aufgenommene und 
zu transportierende elektrische Energie. Der Lastverlauf enthält jedoch keine Informati-
on darüber, über welche Strecke der Lasttransport stattfindet. Dennoch ist er eine wich-
tige Kenngröße der Transportaufgabe. Abbildung 4.17 gibt die monatlichen und tägli-
chen Korrelationen des Lastverlaufs mit den Netzverlusten wieder. Die monatlichen 
Korrelationen, die Hinweise auf langfristige Korrelationen geben, liegen zum aller größ-
ten Teil im eher kleinen Korrelationsbereich. Lediglich in 5 % der betrachteten Monate 
werden Werte größer 0,6 berechnet. Die täglichen Korrelationen liefern teilweise sehr 
hohe Werte größerer 0,9, allerdings auch stark negative Korrelationen kleiner - 0,6. 
  
  
(a) Monatsmittlere Korrelationen (b) Tagesmittlere Korrelationen 
Abbildung 4.17:  Korrelationen Netzverluste und Lastverlauf 
Die Größe der physikalischen Transite durch ein Netzgebiet ist definiert als das 
Minimum aus Import in und Export elektrischer Energie aus einem bestimmten Netzge-
biet und stellt somit eine Kenngröße für die Durchleitungsaufgabe des Übertragungsnet-
zes dar. Die in Abbildung 4.18 dargestellten monatlichen Korrelationen weisen im Ver-
gleich zu obig diskutiertem Lastverlauf eher auf einen konstanten Zusammenhang mit 
den Netzverlusten hin. Ebenso sind die täglichen Korrelationen durch längere Phasen 
mit konstant hohen Korrelationswerten gekennzeichnet. Allerdings sind sowohl die mo-
natlichen als auch die täglichen Korrelationen auch der Transite mit den Netzverlusten 
durch niedrige oder gar negative Korrelationen unterbrochen. 
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(a) Monatsmittlere Korrelationen (b) Tagesmittlere Korrelationen 
Abbildung 4.18:  Korrelationen Netzverluste und Transite 
Die an einzelnen Tagen sehr hohen Korrelationswerte größer 0,9 weisen auf Netz-
verluste hin, die insbesondere durch die Durchleitungsaufgabe des Übertragungsnetzes 
im betrachteten Netzgebiet getrieben sind. Die Transite sind jedoch eine netzgebiets-
übergreifende Größte und lassen keine Aussage über der Belastung einzelner Leitungs-
trassen zu. Zudem ist bei täglicher Berechnung des Korrelationskoeffizienten keine Aus-
sage darüber möglich, ob das Tagesniveau der Transite einen wesentlichen Zusammen-
hang mit den Netzverlusten hat. Somit lassen sich niedrige oder negative Korrelations-
werte auch durch das folgende Gedankenexperiment erklären: Es wird aufgrund der 
Gesamtsituation der Lastflüsse im europäischen Verbundnetz angenommen, dass nur 
eine von mehreren Trassen maßgeblich durch Transite hoch ausgelastet ist. Die hier 
entstehenden elektrischen Verluste sind in ihrer Höhe allerdings nicht entscheidend für 
die Netzverluste des betrachteten Netzgebiets und machen im gesamten Tagesverlauf 
nur einen geringen Anteil aus. Die elektrischen Verluste der weiteren Trassen sind maß-
geblich durch Einspeisung und Verbrauch innerhalb des betrachteten Netzgebiets be-
stimmt und bilden in Summe den Hauptteil der Netzverluste. Somit ist nicht nur die Hö-
he der Transite im Vergleich zu den Netzverlusten, sondern auch deren Auswirkung auf 
einzelnen Netzelemente und -trassen entscheidend für den jeweiligen numerischen Zu-
sammenhang. Die Korrelation bzw der numerische Zusammenhang der Netzverluste 
eines Netzgebiets und der Transite durch dasselbe Netzgebiet hängt also von der Stärke 
der Auswirkung der Transite auf einzelnen Trassen ab. Dies erschwert die Verwendung 
der Transite als erklärende Größe bei der Prognose der Netzverluste. 
Abbildung 4.19 zeigt die monatlichen und täglichen Korrelationen der Netzverlus-
te mit dem Blindleistungsverhalten des betrachteten Übertragungsnetzes. Das Blindleis-
tungsverhalten wird in diesem Fall entsprechend des Verhaltens von Betriebsmitteln als 
kapazitive oder induktive Verbraucher in Abhängigkeit ihrer Belastung verstanden, das 
auch in Kapitel 2.2.2 erläutert wird. Das so verstandene Blindleistungsverhalten ist in 
einer Form entsprechend Abbildung 2.4 auch ein Ausdruck der Belastung der einzelnen 
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Betriebsmittel. Je höher die Scheinleistungsübertragung im Vergleich zur natürlichen 
Leistung z.B. einer Freileitung, desto größer ist deren Blindleistungsverbrauch. Somit 
kann zum einen der naheliegende Schluss des starken Zusammenhangs der Netzverluste 
mit der Betriebsmittelauslastung formuliert werden. Zum anderen ist das Blindleis-
tungsverhalten aller und einzelner Betriebsmittel ein direkter Einflussfaktor auf die 
Netzverluste aufgrund der physikalischen Eigenschaft, dass nicht nur die Wirkleistung, 
sondern die übertragene Scheinleistung entscheidend für die Wirkleistungsverluste ist – 
siehe Gleichung (2.10). Ausgehend davon, dass auch der Blindleistungsverbrauch einer 
Freileitung teilweise kompensiert wird, resultiert ein höherer Blindleistungstransport 
z.B. für solche Leitungen, an deren Ende diese Kompensation nicht direkt möglich ist. 
Dies führt dementsprechend auch zu längeren Transportwegen für die Blindleistungs-
kompensation und beeinflusst daher auch die ohmschen Verluste. 
  
  
(a) Monatsmittlere Korrelationen (b) Tagesmittlere Korrelationen 
Abbildung 4.19:  Korrelationen Netzverluste und Blindleistungsverhalten 
Die Monatskorrelationen zeigen nahezu durchgängig Korrelation mit dem gleichen Vor-
zeichen zwischen Blindleistungsverhalten und Netzverluste, wenn auch zweitweise ge-
ringe oder gar Korrelationen bei null ermittelt werden. Naturgemäß schwanken die täg-
lichen Korrelationen stärker, zeigen aber ein etwas klareres Bild als z.B. das Korrelo-
gramm der Transite. Insbesondere in den Wintermonaten sind mitunter konstant sehr 
hohe Autokorrelatioen kleiner -0,6 zu beobachten. Das negative Vorzeichen der Korrela-
tionen ist auf die Vorzeichenkonvention bei der Ermittlung des Blindleistungsverhaltens 
zurückzuführen und hier nicht als Antikorrelation zu sehen. Vielmehr zeigen diese Kor-
relationswerte, dass die Netzverluste häufig auch dann ansteigen, wenn der Blindleis-
tungsverbrauch der Netzbetriebsmittel zunimmt. Die Verwendung des Blindleistungs-
verhaltens als eine erklärende Größe bei der täglichen oder untertäglichen Prognose der 
Netzverluste ist dennoch nicht möglich, da auch das Blindleistungsverhalten ein Ergeb-
nis des Netzlastflüsse ist. 
4 Entwicklung eines Prognoseverfahrens für Netzverluste 
98 
Neben einzelnen energiewirtschaftlichen und technischen Größen stehen die Er-
gebnisse des in Kapitel 3.1.2 beschriebenen Day-Ahead Congestion Forecast (DACF) zur 
Verfügung. Die auf Basis kontinentaleuropaweit zusammengetragener Netzmodelle in-
klusive Annahmen zu Netzlasten und Erzeugungen durchgeführten Lastflussrechnungen 
für die 24 Stunden des Folgetages werfen als Nebenprodukt die Energieverluste der ein-
zelnen abgebildeten Betriebsmittel ab. Die Summe der Verluste der zu einem bestimm-
ten Netzgebiet gehörenden Leitungen und Transformatoren kann mit den Netzverlusten 
dieses Netzgebiets verglichen werden. Abbildung 4.20 gibt beispielhaft den Vergleich 
der im DACF-Prozess ermittelten Netzverluste für die Betriebsmittel des betrachteten 
Netzgebiets für zwei Wochen in 2011 wieder. Hieraus wird ersichtlich, dass das Tages-
niveau der Netzverluste und in weiten Teilen auch der Tagesverlauf gut abgebildet wer-
den. In Abbildung 4.20 sind die Tageskorrelationen der DACF-Berechnung für eine aus-
gewählte Leitung mit den Verlust-Istwerten der Leitung dargestellt. Da die Korrelati-
onswerte dieses und weiterer leitungsspezifischer Vergleich zu einem großen Teil grö-
ßer 0,8 sind, kann auch von einer guten Abbildung der Verluste auf einzelnen Betriebs-
mitteln ausgegangen werden. An einzelnen Tagen jedoch gelingt auch beim DACF-
Prozess keine ausreichende gute Erfassung der Netzverluste – vergleiche mit Tageskor-
relationswerten nahe null. Abweichungen der Inputannahmen für die Netzmodelle der 
einzelnen Netzbetreiber im Hinblick auf eine abweichende Lastentwicklung, eine Ände-
rung in der Netztopologie, z.B. auch aufgrund der gewonnenen Erkenntnisse zu potenti-
ellen Engpässen und entsprechender Schaltmaßnahmen, aber v.a. aufgrund abweichen-
der Kraftwerkseinspeisungen durch deren betriebswirtschaftliche Optimierung am Int-
radaymarkt sind Gründe hierfür. 
 
 
Abbildung 4.20:  Day-Ahead Congestion Forecast ggü. Leitungsverluste 
Da der DACF-Prozess auf Fahrplananmeldung der Bilanzkreisverantwortlichen 
und damit auf der Kraftwerkseinsatzplanung als Ergebnis nach dem Day-Ahead Elektri-
zitätshandel beruht, stehen die Ergebnisse folgerichtig erst nach dem Abschluss des 
Day-Ahead Spotmarkts zur Verfügung. Somit ist die Verwendung dieser für eine Day-
Ahead-Prognose der Netzverluste zur Beschaffung am Day-Ahead Spotmarkt nicht mög-
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lich. Jedoch können die DACF-Ergebnisse bei der Erstellung einer Intraday-Prognose 
verwendet werden. Daher sind diese Daten auch eine Referenz für die Beurteilung der 
Prognosegüte. Geeignete Fehlermaße zur Beurteilung der Prognosegüte sind u.a. der 
RRMSE (root mean squared error) und der MAPE (mean average percentage error) – 
siehe auch Kapitel 5 und Anhang A.2. Die entsprechenden Werte für den Vergleich der 
DACF-Ergebnisse für die Leitungsverluste mit Istwerten ergeben sich entsprechend Ab-
bildung 4.21 (a). Die Unabhängigkeit der Fehlermaße vom Prognosehorizont ergibt sich 
hierbei durch die tägliche Durchführung des DACF-Prozesses. Somit stehen als Progno-
sewerte für alle Prognosehorizonte kleiner als 30 Stunden dieselben Ergebnisse des 
DACF-Prozesses zur Verfügung. Die Veranschaulichung der DACF-Verlustprognose ist 
zudem in Abbildung 4.21 (b) als eine Punktwolke gegeben. Die teilweise auftreten Häu-
fungen der Wertepaare auf vertikalen Linien sind dem Vergleich von stündlichen DACF-
Daten mit viertelstündlichen Netzverlustwerten geschuldet. 
 
  
(a) Fehlermaße (a) Punktewolke 
Abbildung 4.21:  Fehlermaße und Punktwolke Day-Ahead Congestion Forecast 
Aufgrund der guten Prognoseergebnisse von 18,1 % für den RRMSE und 15,6 % für den 
MAPE sowie einer Korrelation von circa 0,82 sind die Ergebnisse des DACF zum einen 
für die Prognoseerstellung relevante Eingangsdaten und zum anderen eine Referenz für 
die Beurteilung der in Kapitel 5 verwendeten ökonometrischen Prognoseansätze. 
Wie die Leitungsverluste sind auch die Transformatorverluste vor allem durch die 
in den Leitern entstehenden Stromwärmeverluste charakterisiert, die wiederum direkt 
von der übertragenen Scheinleistung abhängen. Somit ergibt sich ein direkter Zusam-
menhang der Transformatorverluste bei der Umspannung aus der Höchstspannungs-
ebene in unterliegende Verteilnetze der Hoch- und Mittelspannung mit der vertikalen 
Netzlast. Die vertikale Netzlast entspricht der elektrischen Energiemenge, die vom Über-
tragungsnetz in unterliegende Netze transformiert wird und entspricht somit dem 
Elektrizitätsverbrauch im betrachteten Netzgebiet abzüglich der in die Verteilnetze ein-
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gespeisten elektrischen Energie zuzüglich der Netzverluste in den Verteilnetzen. Diese 
Erzeugung stammt in zunehmendem Maße aus Anlagen zur Erzeugung von Strom aus 
erneuerbaren Energien, darunter vor allem der Sonneneinstrahlung und somit der Er-
zeugung durch photovoltaische Anlagen. Je höher die Sonneneinstrahlung im betrachte-
ten Netzgebiet und desto höher dadurch auch die Stromerzeugung aus Photovoltaikan-
lagen, desto stärker wird die vertikale Netzlast verringert im Vergleich zu einem Zu-
stand ohne Erzeugung aus Photovoltaikanlagen. Abbildung 4.22 veranschaulicht dies 
anhand der tagesstundenscharfen Korrelationen zwischen den Transformatorverlusten 
und der Photovoltaikerzeugung im betrachteten Netzgebiet. Die Auswertung wurde 
hierbei begrenzt auf Werktage. Eine höhere solarstrahlungsbasierte Erzeugung verrin-
gert die vom Übertragungsnetz an die Verteilnetze weitergegebene Leistung und damit 
die Belastung der Transformatoren insbesondere in den Mittags- und ggf. Abendstun-
den, wodurch sich der charakteristische Verlauf der Transformatorverluste verändert. 
 
 
Abbildung 4.22:  Zusammenhang Transformatorverluste und Photovoltaikeinspeisung74, 2011 
Daher ist eine wesentliche Größe mit Wirkung auf Teile der Transformatorverluste die 
Elektrizitätserzeugung aus Photovoltaikanlagen in unterliegenden Netzen. Der Pearson-
Korrelationskoeffizient von bis zu -0,6 und der ausgeprägter Tagesgang untermauern 
dies. 
4.2.5 Betrachtung individueller Betriebsmittel 
Wie in Kapitel 2.3 beschrieben, entsprechen die Netzverluste eines bestimmten Netzge-
biets der Summe der Verluste aller vorhandenen Betriebsmittel. Aufgrund des sehr gro-
ßen Anteils der Stromwärmeverluste an den Gesamtverlusten und deren Zusammen-
hang mit der übertragenen Scheinleistung kommen die Netzverluste durch eine Vielzahl 
unterschiedlicher Betriebsmittelbelastungen zustande. Die hohen Gradienten (siehe Ab-
bildung 4.7) und breite Streuung der Tages- und Wochengänge insbesondere der Lei-
tungsverluste (siehe Abbildung 4.3 und Abbildung 4.4) sind Resultate dieser vielfältigen 
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Einflüsse. Die Prognose der Netzverluste muss sich daher der Herausforderung stellen, 
die wesentlichen Einflüsse nach Möglichkeit explizit oder implizit in geeigneter Art und 
Weise zu berücksichtigen. Ein Weg, die übergreifende Aufgabe der Prognose gesamten 
Leitungsverluste mit einem Prognosemodell zu vereinfachen, ist die Einteilung einzelner 
Betriebsmittel und deren Energieverluste in zwei oder mehrere Gruppen, für die dann 
jeweils wieder ein gesondertes Prognosemodell angewendet wird. Für diese Gruppie-
rung werden Clusteralgorithmen angewendet. 
Das Ziel des Clustering besteht in der Gruppierung der Verlustlastgänge der ein-
zelnen Betriebsmittel in möglichst in sich homogene Gruppen, die untereinander mög-
lichst große Unterschiede aufzeigen. Die Summe der Verlustlastgänge der Betriebsmittel 
in einer so entstehenden Gruppe weist im Vergleich zu den Gesamtverlusten unter-
schiedliche Eigenschaften auf. So tritt prozessbedingt eine andere Volatilität, gemessen 
an der Standardabweichung, auf. Zudem führt etwa die Verwendung des linearen Pear-
sonǮschen Korrelationskoeffizienten als Clusterkriterium zu einer Einteilung der Verlust-
lastgänge in Gruppen, die untereinander geringere Ähnlichkeit besitzen, jedoch ähnliche 
Verlustlastgänge in sich vereinen.  
Für diese Art des Clustering steht der kmeans-Algorithmus zur Verfügung [105], 
[106]. Er kann für eine Anzahl an Gruppen angewendet werden, die dem Clusteralgo-
rithmus jeweils exogen vorzugeben ist. Zur Beurteilung verschiedener Clusterzahlen 
kann die mittlere Standardabweichung aller aus dem kmeans-Algorithmus stammenden 
Cluster herangezogen werden. In der Regel sinkt die Summe der Standardabweichungen 
aller Gruppen mit steigender Gruppenanzahl75. Der kmeans-Clusteralgorithmus verfolgt 
das Ziel der Minimierung einer vorgegebenen Distanzfunktion. Hierfür stehen mehrere 
Ansätze zur Verfügung. Gemäß des Ziels, möglichst zueinander ähnliche Zeitreihen der 
Energieverluste einzelner Betriebsmittel in Gruppen zusammenzufassen, wird als Dis-
tanzfunktion ݀ሺܸ, ܼሻ der Ansatz eins minus des Pearson-Korrelationskoeffizienten ent-
sprechend Gleichung (4.2) herangezogen [107]. Hierbei entspricht ܸ der Menge der Ver-
lustzeitreihen aller einzelnen Betriebsmittel und ܼ den Zentroiden der Gruppe. Letztere 
sind als arithmetischer Mittelwert aller Gruppenelemente definiert. 
 ݀ሺܸ, ܼሻ = ͳ −  ∑ ሺ𝑣௜ − ?̅?ሻሺݖ௜ − ݖሻ̅௡௜=ଵ√∑ ሺ𝑣௜ − ?̅?ሻଶ௡௜=ଵ ⋅ √∑ ሺݖ௜ − ݖሻ̅ଶ௡௜=ଵ  (4.2) 
Die Summe der Distanzfunktionen über alle Gruppen oder Cluster wird in iterati-
ver Anwendung minimiert. Hierbei werden die Zentroiden der einzelnen Gruppen durch 
die Änderung der Zusammensetzung der einzelnen Gruppen angepasst. Ergibt sich 
schließlich eine Änderung der Distanzfunktion, die kleiner eines vorgegebenen Refe-
renzwertes ist, zeigt sich die Distanzfunktion stabil und wird der Clusteralgorithmus 
                                                          
75  Die Gruppierung von zu einander ähnlichen Elementen führt zu kleinen Gruppenstandardabweichun-
gen, deren Summe kleiner der Standardabweichung der Datengesamtheit ist. 
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abgebrochen. Die in dieser Iteration identifizierten Gruppeneinteilungen werden 
schließlich als Clusterergebnis festgehalten. Aufgrund des verwendeten iterativen Such-
algorithmus ist das Finden des globalen Minimums nicht garantiert. Daher ist es ratsam 
den k-means-Algorithmus mehrfach anzuwenden um schließlich das Minimum der ein-
zelnen Durchläufe als endgültiges Ergebnis zu erhalten76. 
Mit dem Ziel, Prognosen für das zweite Halbjahr anzustellen, wird der k-means-
Algorithmus auf die Daten ersten Halbjahres 2011 angewendet. Zur Ermittlung der op-
timalen Anzahl an Gruppen, wird das Clustering für mehrere Clusteranzahlen durchge-
führt und die wesentliche Kenngröße Standardabweichung jeweils pro Cluster und für 
die Gesamtheit aller Cluster berechnet. Abbildung 4.23 (a) stellt die Ergebnisse dieser 
Anwendung als Änderung der Standardabweichung für jede Erhöhung der Clusteranzahl 
dar. 
In Ergänzung zur Veränderung der Volatilität der Betriebsmittelgruppen oder 
Cluster kann ein Profilwert herangezogen werden. Der Profilwert77 dient der Beurtei-
lung des Clustererfolgs, in dem die Distanzen innerhalb von Clusters mit den Distanzen 
zwischen Clustern verglichen werden [108], siehe Abbildung 4.23 (b). Ein größerer Pro-
filwert weist hierbei auf eine schärfere Einteilung der Clusterelemente hin. 
  
  
(a) Relative Änderung Standardabweichung (b) Profilwerte 
Abbildung 4.23:  Clusteranzahl und mittlere Standardabweichung  
Zu erkennen ist eine besonders starke Reduktion des Volatilitätsmaßes bei niedrigen 
Clusteranzahlen. Eine deutliche Reduktion der Volatilität ist bei der schrittweisen Erhö-
hung der Clusteranzahl von 2 auf 5 bzw. 6 vorhanden. Ab einer Clusteranzahl von 5 fällt 
                                                          
76  Für detaillierte Ausführungen zum theoretischen Hintergrund des kmeans-Clustering, und zu Anwen-
dungsbeispielen wird hier beispielhaft auf [108], [125], [126] und [127] verwiesen. 
77  Profilwert = (Ai - Ii)/max(Ai, Ii); Ai: Minimum mittlere Clusteraußendistanz – Minimum der Mittelwerte 
der Distanzen zwischen einem Clusterelement zu allen Elementen eines weiteren Clusters; I i: mittlere 
Clusterinnendistanz – Mittelwert der Distanzen eines Clusterelements zu allen anderen Elementen 
desselben Clusters. 
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die relative Änderung der Standardabweichung durch die Clusterzahlerhöhung erstmals 
unter 20 %. Wird die Clusteranzahl weiter erhöht, führt dies zu einer wesentlich kleine-
ren Veränderung der Volatilität. Der Grenznutzen, gemessen an der Verringerung der 
Standardabweichung, nimmt also mit größer werdender Clusteranzahl ab. Zudem wei-
sen die je Clusteranzahl berechneten Profilwerte ein Maximum für die Clusteranzahl 5 
auf, siehe Abbildung 4.23 (b). 
Folglich kann als sinnvolle Clusteranzahl ein Wert größer gleich fünf identifiziert 
werden. Da auch hier wie bei der Festlegung ökonometrischer Prognoseansätze (siehe 
Kapitel 4.2) das Prinzip der Sparsamkeit angewendet werden soll, werden im Folgenden 
5 Cluster verwendet. Das in Kapitel 3.3.2 erläuterte Vorgehen zur Prognosemodellent-
wicklung und -anwendung wird dementsprechend um die Anwendung eines Algorith-
mus zur Gruppierung oder zum Clustering erweitert.  
Die durch das k-means-Clustering entstehenden Betriebsmittelgruppen können für 
die Identifikation geeigneter Prognosemodelle weitergehend durch individuelle Krite-
rien beurteilt werden. Etwa die Interpretationen der ACF und der PACF lassen den 
Schluss zu, dass sich die verwendeten Prognosemodelle hinsichtlich der Parameter-
struktur unterschieden werden können, aber nicht zwingend müssen. Für die weitere 
Ausführung siehe Kapitel 5.2.6. 
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Die Beschaffung von Energie zum Ausgleich von Netzverlusten geschieht fortlaufend, 
siehe Kapitel 2.4. Daher ist auch die Prognose der Netzverluste eine kontinuierliche Auf-
gabe. Folglich ist die Gewährleistung einer im Zeitverlauf stabilen Prognosegüte ein we-
sentliches Ziel bei der Entwicklung des Prognosemodells. Hierfür sind im operativen 
Betrieb regelmäßige Überprüfungen zur Sicherstellung einer ausreichenden Prognose-
güte anzustellen. 
Die direkteste Form der Prognoseüberprüfung ist die Berechnung von Fehlerma-
ßen zur numerischen Beurteilung der Prognosefehler. Auf geeignete Fehlermaße wird in 
Kapitel 5.2 näher eingegangen und weitere Erläuterungen zu diesen befinden sich in 
Anhang A.2. 
Zur Prüfung, ob das entwickelte Prognosemodell weiterhin geeignet ist, sind Un-
tersuchungen der Eingangsdaten in regelmäßigen Abständen zu tätigen. Hierzu gehört 
in erster Linie die statistische Untersuchung neu aufgezeichneter Ist-Werte der Progno-
sevariablen. So ist insbesondere die Volatilität z.B. in Form der Standardabweichung wie 
auch der Schwankungsbreite auf außergewöhnliche Veränderungen über die Zeit hin zu 
überprüfen. Zudem sind die für die Modellidentifikation der ökonometrischen Ansätze 
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wichtigen autokorrelativen Eigenschaften der Prognosevariablen sowie die saisonalen 
Zusammenhänge wiederholt zu ermitteln. Die Zusammenhänge zu verwendeten exoge-
nen Einflüssen sind darüber hinaus auf Fortbestand zu testen. Da die Netzverluste auch 
ein Resultat der Netztopologie und der verwendeten Transporttechnik sowie des Lei-
termaterials sind, ist es ratsam Änderungen dieser mit der Entwicklung der Verlust-
energie zu vergleichen und beobachtete Änderungen wiederum in die Ausgestaltung des 
Prognoseverfahrens einfließen zu lassen. In diesem Zusammenhang ist zudem der tem-
poräre oder dauerhafte Wegfall wie auch der Zubau von Erzeugungsanlagen ein wesent-
licher Einflussfaktor für die Lastflüsse im vermaschten Übertragungsnetz und damit 
auch für die Netzverluste. 
Aus diesen Prüfungen und Tests resultieren etwaige Anpassungen der ökonomet-
rischen Modellordnungen, Veränderungen der verwendeten saisonalen Komponenten, 
das Hinzunehmen und das Weglassen von exogenen Regressoren sowie die Vergröße-
rung, Verkleinerung oder Umstrukturierung des rollierend herangezogenen Schätzzeit-
raums. 
Neben der statistischen Überprüfung der bei der Prognose verwendeten Zeitreihen 
und deren Interdependenzen ist die Implementierung eines stabilen operativen Prozes-
ses ein wesentlicher Aspekt für die ebenso stabile Prognosegüte. Angefangen mit der 
möglichst lückenlosen Bereitstellung von Rohdaten über die zielgerichtete Verarbeitung 
dieser Daten bis hin zur Vorhaltung der für Parameterschätzung und Prognoserechnung 
notwendigen Datenbasis ist der gesamte Datenprozess mehrstufig aufgebaut. Abbildung 
4.24 stellt diesen Prozess in vereinfachter Form als Verlaufsdiagramm dar. 
 
 
Abbildung 4.24:  Prozessschema Verlustenergieprognose 
Das gesamte Verfahren des Ausgleichs von Netzverluste geschieht in drei Teilen – 
Datenverarbeitung, Prognose und Handel –, die jeweils in weitere Schritte unterteilt 
werden können. Im ersten Teil der Datenverarbeitung sind folgende Schritte zu unter-
scheiden: 
 Schritt 1: Export des aktuellen Netzzustands aus Netzleitsystem zur vollen Viertel-
stunde. Als Resultat werden 96 sogenannten Snapshots oder anders ausgedrückt 
Momentaufnahmen des Netzzustands erhalten. Diese Snapshots enthalten neben 
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der Netztopologie alle Ein- und Ausspeiseleistungen des aktuellen Zeitpunkts und 
sind die Eingangsdaten für den nächsten Schritt. 
 Schritt 2: Durchführung von Lastflussrechnungen für jeden Snapshot. Wie in Kapi-
tel 3.1.1 erläutert, werden mit Hilfe der Lastflussrechnung zusätzlich den Wirk- 
und Blindleistungen auch die Wirkverluste pro Betriebsmittel berechnet.  
 Schritt 3: Datenhaltung. Insbesondere die Parameterschätzung bedarf einer aus-
reichend großen Datenbasis um signifikante Parameterwerte zu ermitteln. Die 
Vorhaltung dieser Datenbasis geschieht grundsätzlich in einer Datenbank. Die 
nicht unerhebliche Datenmenge – ein Verlustenergiewerte je Viertelstunde und je 
Betriebsmittel – bedingt eine möglichst effiziente Datenhaltung mit der Möglich-
keit Daten sowohl schnell ein- als auch auszulesen. 
 Schritt 4: Selektion der relevanten Betriebsmittelzeitreihen. Netzleitsysteme die-
nen in erster Linie der Überwachung und Steuerung des Netzbetriebs. Da nicht nur 
Betriebsmittel und der Belastung innerhalb eines Netzgebiets, sondern auch die 
Lastflüsse und technischen Gegebenheiten in benachbarten Netzgebieten den 
Netzbetrieb wesentlich beeinflussen, wird in Netzleitsystemen auch einer Rand-
netz abgebildet. Folglich enthalten die aus dem Netzleitsystem exportieren Snap-
shots Betriebsmittel, für deren Verluste der Netzbetreiber nicht aufkommen und 
die er nicht ausgleichen muss. Daher ist die Auswahl der relevanten Betriebsmittel 
anhand einer definierten Liste vorzunehmen. Im Anschluss können die Verluste 
einzelner Betriebsmittel zu Summenzeitreihen, wie z.B. den Leitungs- und Trans-
formatorverlusten addiert werden.  
Im zweiten Teil des Netzverlustausgleichs findet die Prognoserechnung statt. 
 Schritt 5: Schätzung der Parameter. Auf Basis der in den vorhergegangenen Schrit-
ten bereitgestellten Datenhistorie werden die Parameter des Prognosemodells ge-
schätzt. Dies findet in rollierender Abfolge statt – im Idealfall einmal je Viertel-
stunde und damit jeweils dann, wenn die Daten eines neuen Snapshots zur Verfü-
gung stehen. 
 Schritt 6: Prognoserechnung. Mit Hilfe der zuvor festgelegten Formulierung des 
Prognosemodells, der im vorhergehenden Schritt geschätzten Parameterwerte und 
auf Basis aktuellster historischer Verlustenergiewerte werden für den gesamten 
erzielten Prognosezeitraum Prognosewerte berechnet. Die ermittelten Prognose-
werte sind nach Bekanntwerden der tatsächlichen Netzverluste mit Hilfe von Feh-
lermaßen zu bewerten. Dies findet ebenso wie die Parameterschätzung in rollie-
render Abfolge statt. 
Im dritten Teil des Prozesses zum Ausgleich von Netzverlusten findet schließlich 
die Beschaffung der entsprechend benötigten Energiemengen statt. Dieser Beschaf-
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fungsprozess und die entstehenden Kosten für den Netzverlustausgleich werden in Ka-
pitel 2.4 näher erläutert. 
 Schritt 7: Beschaffung der Langfristkomponente am Terminmarkt. Diese basiert 
auf einer langfristigen Prognose des mittleren Verlustenergieverlaufs und dient 
der Absicherung gegen physikalische und finanzielle Risiken. 
 Schritt 8: Realisierung der aktuellsten Prognose am Day-Ahead-Markt. Die erwar-
teten Verlustenergiemengen können für kurzfristige Prognosehorizonte mit höhe-
rer Genauigkeit prognostiziert werden. Die Aktualisierung des Ausgleichsfahrplans 
geschieht hierbei durch den Zukauf von Energiemengen, wenn die Day-Ahead-
Prognose größere Werte als die Langfristprognose vorsieht, und durch den Ver-
kauf von Energiemengen im umgekehrten Fall. 
 Schritt 9: Realisierung der aktuellsten Prognose am Intraday-Markt. Was für Prog-
nosegüte der Day-Ahead- gegenüber der Langfristprognose gilt, gilt ebenso für die 
Prognosegüte der Intraday- gegenüber der Day-Ahead-Prognose. Die abermalige 
Aktualisierung der Verlustenergiebeschaffung geschieht in ähnlicher Weise wie in 
Schritt 8. Beim Handel von Energiemengen am Intradaymarkt ist allerdings ein an-
derer Preisbildungsmechanismus zu berücksichtigen. Am Day-Ahead-Markt mit 
Einheitspreisauktion und geschlossenem Orderbuch ist die letzte Gebotsabgabe 
am Vortag vor 12 Uhr ausschlaggebend für gehandelte Energiemenge und Preis. 
Am Intradaymarkt jedoch kommt dem Zeitpunkt der Gebotserstellung zusätzlich 
eine Bedeutung zu. Aufgrund des kontinuierlichen Handels, des Gebotspreisver-
fahrens und dem offenen Orderbuch verändert sich das Verhältnis zwischen Ver-
kaufs- und Kaufgeboten über die Zeit [109]. Daher ist bei der Erstellung der Han-
delsstrategie neben Preis und Menge auch der Handelszeitpunkt festzulegen.  
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5 Prognose von Netzverlusten im Übertragungsnetz 
Für die Prognose von Netzverlusten wird ein Verfahren entwickelt, welches für den ope-
rativen Betrieb bei einem Netzbetreiber sowohl hinsichtlich der Qualitätsanforderungen 
als auch bezüglich der technischen und datenseitigen Machbarkeit geeignet ist. Das Ziel 
der Modellentwicklung ist die Gewährleistung einer hohen und über die Zeit stabilen 
Prognosegüte. Hierbei ist zu berücksichtigen, dass das Prognosemodell als Basis für die 
Beschaffung von Energie zum Ausgleich von Netzverlusten am Day-Ahead- und Intra-
day-Markt gedacht ist und daher Prognosen für unterschiedliche Prognosehorizonte 
bereitstellen soll. 
Die in Kapitel 3.3 vorgestellten ökonometrischen Prognosemodelle werden in die-
sem Kapitel auf die Netzverluste im Übertragungsnetz in Baden-Württemberg ange-
wendet. In Kapitel 5.1 wird zunächst auf die Erstellung und die Ergebnisse eines für die-
ses Netzgebiet geeigneten ökonometrischen Prognosemodells eingegangen. In Kapi-
tel 5.2 werden anschließend verschiedene Einflussgrößen auf die Prognosegüte disku-
tiert. Da die Prognose von Netzverlusten eine kontinuierliche Aufgabe ist, werden die 
ökonometrischen Ansätze auf Daten verschiedener Zeiträume angewendet und die Er-
gebnisse verschiedener Ansätze in Kapitel 5.3 verglichen. Kapitel 5.4 beinhaltet schließ-
lich die Anwendung der entwickelten Prognosemodelle auf ein ausgewähltes zweites 
Netzgebiet. 
5.1 Anwendung saisonal autoregressiver moving-average Modelle 
Die in diesem Kapitel beschriebene Anwendung von ökonometrischen Modellen ge-
schieht in enger Anlehnung an das in [73] beschriebene Box-Jenkins-Verfahren. Dieses 
lässt grundsätzlich in die Abschnitte Modellidentifikation, Parameterschätzung und 
Prognose einteilen. Zunächst wird bei der Prognosemodellentwicklung und -anwendung 
der Fokus auf die Prognose von Netzverlusten für den sehr kurzfristigen Intraday-
Horizont als letzte Möglichkeit zur Anpassung der Netzverlustbeschaffung vor dem je-
weiligen Lieferzeitraum gelegt. In Kapitel 5.2.4 erfolgt im Vergleich hierzu die Betrach-
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tung des Day-Ahead-Horizonts als Grundlage für die vortägliche Beschaffung von Netz-
verlustmengen. 
Prognose von Leitungsverlusten 
Zur Identifikation von geeigneten ökonometrischen Prognoseansätzen wurden in Kapi-
tel 4.2 Kenngrößen zur Beurteilung verschiedener Modelle für die anstehende Progno-
seaufgabe diskutiert. In Ergänzung dessen sei hier die Bewertung der Modelle mittels 
der genannten Informationskriterien Akaike-Informationskriterium (AIC) und Schwarz-
Bayes-Informationskriterium (BIC) vorgenommen, da hierdurch auch die Schätzgüte im 
Vergleich zu Modellkomplexität bewertet wird. Entsprechend der in Kapitel 4.2.2 abge-
bildeten (partiellen) Autokorrelationsfunktionen kommt ein ökonometrischer saisona-
ler Autoregressive Integrated Moving-Average-Ansatz mit einem exogenen Regressor 
als vielversprechendstes Prognosemodell zum Einsatz, der nomenklatorisch als SARI-
MAX (2,1,1,1)-(4,0,1)96 bezeichnet wird. Dieses ist sowohl im Hinblick auf die autore-
gressiven Eigenschaften, die Bereinigung der Zeitreihe von bestehenden saisonalen 
Trends als auch die Verwendung des exogenen Regressors in Form der Ergebnisse des 
DACF-Prozesses das Modell mit dem größten erwarteten Prognoseerfolg. 
Die Anwendung der Prognoserechnung auf die Netzverluste des betrachteten 
Netzgebiets78 findet für das zweite Halbjahr des Jahres 2011 statt. Die unten diskutier-
ten Sensitivitätsrechnungen werden auf die Netzverluste eines hieraus ausgewählten 
Monats –November 2011 – angewendet. Mit dieser Wahl des Prognosezeiträume sind 
Zeitabschnitte gewählt, die die wesentlichen Charakteristika der Netzverluste enthalten – darunter hohe Regelmäßigkeiten und Zeiträume mit unregelmäßigen Tagesgängen, 
Volatilitätscluster, Sommerzeitraum mit niedrigeren Netzverlusten und Winterzeitraum 
mit höheren Netzverlusten. Damit wird das Prognosemodell vor eine möglichst realisti-
sche Aufgabe gestellt. Dementsprechend lässt diese Auswahl an Prognosezeiträumen 
auch die Wertung der Prognosemodelle im Hinblick auf die Eignung für den operativen 
Einsatz zu. Die Bestätigung der Signifikanz der verwendeten Modellparameter ist durch 
die Auflistung der Ergebnisse der t-Tests in Tabelle A. 1 in Anhang A.3 dargestellt. 
Die Wahl der Dauer des Schätzzeitraums ist eine wesentliche Grundlage der Prog-
nosemodellanwendung. Die Festlegung des rollierenden Schätzzeitraums findet dabei in 
einem Spannungsfeld statt. Zum einen sollte eine ausreichende Stichprobengröße zur 
Erlangung einer statistischen Signifikanz der verwendeten Parameter gewährleistet 
sein, woraus sich eher ein längerer Schätzzeitraum ergibt. Zum anderen sollten die für 
den Prognosezeitraum zu erwartenden Netzverlustcharakteristika auch im Schätzzeit-
raum enthalten sein. Aufgrund der veränderlichen Eigenschaften der Netzverluste– sie-
he Kapitel 4.1.1 – führt dies zu einem eher kürzeren Schätzzeitraum. Die Auswahl des 
                                                          
78  Heutige Regelzone der TransnetBW GmbH. Zum damaligen Zeitpunkt firmierte das Unternehmen und 
dem Namen EnBW Transportnetze AG. 
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Schätzzeitraums erfolgt daher wiederum anhand des Jahresverlaufs der Netzverluste. 
Abbildung 5.1 stellt die gemittelten Differenzen der Leitungsverluste in täglicher Auflö-
sung in Abhängigkeit des Zeitabstands von bis zu einem Jahr dar. Zur grafischen Unter-
stützung ist ebenso das rollierende Mittel dieser berechneten Werte über 4 Wochen 
dargestellt. 
  
 
Abbildung 5.1:  Mittlere saisonale Differenzen Leitungsverluste, 2010- Jun. 2011 
Ab einem Abstand von circa 56 Tagen also 8 Wochen steigt die mittlere saisonale Diffe-
renz an. Bis zu diesem Abstand heben sich die Differenzen im Mittel circa zu Null auf. Da 
der Schätzzeitraum rollierend angepasst wird und jeweils die jüngste und aktuelle Cha-
rakteristik der Netzverluste abbilden soll, wird für die folgenden Prognoseanwendungen 
jeweils ein Schätzzeitraum von 8 Wochen gewählt. Der ebenfalls rollierende Schätzzeit-
raum für die Parameter der Transformatorverlustprognose wird an den Schätzzeitraum 
der Leitungsverluste angeglichen. Die Durchführung der Parameterschätzung wird in 
MATLAB® mit Hilfe der Funktionen der zugehörigen Econometric Toolbox ausgeführt 
und ist programmtechnisch der rollierenden Prognoserechnung jeweils vorgelagert. 
Die Ergebnisse der Parameterschätzung des hier betrachteten SARIMAX-Ansatzes 
bestehen im Wesentlichen aus den Parameterwerten und lassen die Beurteilung der 
Schätzgüte anhand der Log-Likelihood-Funktion und der auf ihr aufbauenden Akaike- 
und Schwarz-Bayes-Informationskriterien zu. Die Überprüfung der Signifikanz der ge-
schätzten Parameter geschieht auf Basis des t-Tests, dessen Ergebnisse in Anhang A.3 
dargestellt sind. Getestet wird, ob sich die Parameter signifikant von Null unterscheiden 
und somit einen validen Beitrag des Modellteils zur Prognose leisten. 
Der erste Anhaltspunkt zur Beurteilung der Prognosegüte ist die grafische Gegen-
überstellung von Prognose- und Istwerten. Hierzu sind in Abbildung 5.2 die Prognose 
für Leitungsverluste samt Istwerten und Prognosefehlern für den Prognosehorizont von 
vier Viertelstunden abgebildet. Aufgrund der rollierenden Prognoseanwendung ent-
stammt jeder Prognosewert einer neuerlichen Prognoserechnung mit jeweils um eine 
Viertelstunde weiter in die Zukunft verschobener Datenbasis. Mit Blick auf die darge-
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stellten Istwerte werden zwei Abschnitte sichtbar: der erste Abschnitt mit unregelmäßi-
gem Tagesverlauf und der zweite Abschnitte mit Tagesverläufen, die zueinander ähnlich 
  
 
Abbildung 5.2:  Prognoseergebnisse Leitungsverluste, Ausschnitt 
sind. In beiden Zeiträumen ist das Prognosemodell in der Lage, den Tagesverlauf zu er-
fassen. 
Eine wesentliche Grundlage für die Beurteilung von Prognosemodellen sind Feh-
lermaße, von denen hier v.a. der RRMSE (Relative Root Mean Squared Error) und der 
MAPE (Mean Absolute Percentage Error) betrachtet werden. Abbildung 5.3 (a) zeigt die 
Fehlermaße in Abhängigkeit des Prognosehorizonts auf. Dem liegt die Annahmen zu-
grunde, dass aus jeder Prognoserechnung genau der gleiche Prognosehorizont realisiert 
wird – d.h. zum Beispiel die Fehlermaße für acht Viertelstunden wird aus rollierenden 
Prognosen für die jeweils acht Viertelstunden in der Zukunft liegenden Werte für den 
gesamten Prognosezeitraum ermittelt. Der steile Anstieg der Fehlermaße verdeutlicht 
die Sinnhaftigkeit eines kurzen Prognosehorizonts. Zwischen den Prognosehorizonten 
zwei und acht Viertelstunden findet eine Verdopplung der Fehlermaße statt, zwischen 
den Prognosehorizonten acht und 24 lediglich ein Zuwachs von 3 %-Punkten und damit 
knapp 20 %. Idealerweise wird folglich der kleinstmögliche Prognosehorizont in Form 
eines Handelsgeschäfts am Intradaymarkt realisiert. Demgegenüber stehen operative 
Restriktionen, wie die Datenverfügbarkeit und die gesamte computergestützte Berech-
nungszeit für die Bereitstellung von Prognosewerten sowie marktseitige Hemmnisse 
wie die Risiken bei sehr kurzfristigen Geschäften im kontinuierlichen Intradaymarkt79. 
  
                                                          
79  Diese ergeben sich z.B. aufgrund der Preisbildung auf Basis des Gebotspreisverfahrens [44]. Ausgegan-
gen wird hier von folgender Annahme: je kürzer die betrachtete Zeitdauer des kontinuierlichen Intra-
dayhandels, desto geringer die Anzahl an Handelsgeschäften. Steht für den Abschluss eines Handelsge-
schäfts am Intradaymarkt nur ein kleiner Zeitraum zwischen Gebotserstellung und Handelsschluss 
(auch Gate Closure genannt; aktuell 30 min vor Beginn des Lieferzeitraums) zur Verfügung, erhöht sich 
die Wahrscheinlichkeit für ungünstige Preise (hohe Kauf- oder niedrige Verkaufspreise). 
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(a) Fehlermaße (b) Punktewolke, 4 Viertelstunden 
Abbildung 5.3:  Fehlermaße und Punktewolke, Leitungsverluste, Jul.-Dez. 2011 
Abbildung 5.3 (b) zeigt das Prognoseergebnis des Prognosehorizonts von vier Viertel-
stunden als eine Punktewolke auf. Zusätzlich sind im Diagramm die theoretisch optimale 
Regressionsgerade und die 5 und 95 %-Quantile der Prognosefehler dargestellt. Die 
Häufung der Punkte um die Winkelhalbierende lassen die Aussage zu, dass sich 95 % 
der Prognosewerte innerhalb der Quantile um die Istwerte herumbewegen. Dies wird 
durch einen hohen Korrelationskoeffizienten zwischen Prognose- und Istwerten von 
0,92 begleitet. 
Neben der Betrachtung von Fehlermaßen ist ebenso die Analyse der Häufigkeits-
verteilung der Prognosefehler relevant. Lassen sich die resultierenden Prognosefehler in 
Näherung durch eine angepasste Normalverteilung beschreiben, liegt die Zufälligkeit der 
Abweichungen nahe und eine systematische Abweichung ist nahezu auszuschließen. 
Abbildung 5.4 gibt die (kumulierte) Häufigkeitsverteilung der Prognosefehler der Lei-
tungsverluste im Prognosezeitraum mit einem Prognosehorizont von vier Viertelstun-
den wieder.  
  
  
(a) Häufigkeitsverteilung (b) Kumulierte Häufigkeitsverteilung 
Abbildung 5.4:  Häufigkeitsverteilung der Prognosefehler, Leitungsverluste, Jul.-Dez. 2011 
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Sowohl für die einfache als auch für die kumulierte Häufigkeitsverteilung ist grafisch 
eine gute Übereinstimmung mit der angepassten Normalverteilung zu beobachten. Diese 
gesamthafte Betrachtung aller Prognosedurchläufe wird durch die Auswertung des Chi-
Quadrat-Normalverteilungstests für jeden Prognoselauf überprüft. Die Testauswertung 
bestätigt die Normalverteilungshypothese für circa 70 % der Prognosedurchläufe. Hier-
bei wird ein mittlerer Wahrscheinlichkeitswert von circa 38 % ermittelt, der deutlich 
über dem Signifikanzwert der Irrtumswahrscheinlichkeit von 5 % liegt. In den verblei-
benden 30 % der Prognosedurchläufe kann die Normalverteilungshypothese nicht auf-
rechterhalten werden. 
Prognose Transformatorverlusten 
Entsprechend des Vorgehens für Leitungsverluste, wurde auch für Transformatorverlus-
te ein geeigneter ökonometrischer Ansatz identifiziert. Als geeignetes Modell für die Int-
raday-Prognose der Transformatorverluste im betrachteten Netzgebiet wird ein öko-
nometrischer saisonaler Autoregressive Integrated Moving-Average-Ansatz mit einem 
exogenen Regressor, kurz SARIMAX (3,1,1,1)-(8,0,1)96 festgestellt. Der Schätzzeitraum 
für die Bestimmung der Modellparameter wird aufgrund derselben oben genannten 
Überlegungen zu den saisonalen Differenzen in Abbildung 5.1 gleichgesetzt. Ebenso fin-
det die Prognoseanwendung unter den gleichen Bedingungen wie bei den Leitungsver-
lusten und damit unter möglichst realistischen Annahmen in rollierender Weise statt. 
Die Bestätigung der Signifikanz der verwendeten Modellparameter ist durch die Auflis-
tung der Ergebnisse der t-Tests in Tabelle A. 2Tabelle A. 2: in Anhang A.3 dargestellt. 
Zur grafischen Überprüfung der Prognoseergebnisse sind beispielhafte Progno-
seergebnisse für Transformatorverluste als Zeitreihen in Abbildung 5.5 dargestellt. Auf-
grund der rollierenden Prognoseanwendung entstammt auch hier jeder Prognosewert 
einer neuerlichen Prognoserechnung mit jeweils um eine Viertelstunde weiter in die 
Zukunft verschobener Datenbasis. Mit Blick auf die dargestellten Istwerte sind zum ei-
nen Werktage, zum anderen Wochenendtage sowie Tage mit niedrigen und höheren 
Werten um die Mittagszeit zu beobachten. Letzteres rührt unter anderem von der ver-
änderlichen Elektrizitätserzeugung aus Photovoltaikanlagen in unterliegenden Verteil-
netzen. Die Erfassung sowohl der Besonderheiten der unterschiedlichen Wochentage als 
auch der situativ verminderten Werte um die Mittagsstunden gelingt mit dem angewen-
deten Prognosemodell. 
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Abbildung 5.5:  Prognoseergebnisse Transformatorverluste, Ausschnitt Nov. 2011 
Im Vergleich zum Prognoseergebnis für Leitungsverluste zeigen die Fehlermaße für die 
Transformatorverlustprognose ein anderes Bild. Abbildung 5.6 (a) stellt hierzu die Ent-
wicklung der Fehlermaße RRMSE (Relative Root Mean Squared Error) und MAPE (Mean 
Absolute Percentage Error) über den Prognosehorizont dar. Zwar treten auch hier die 
größten Zuwächse der Fehlermaße bei sehr kurzen Prognosehorizonten auf. Jedoch ist 
der Zuwachs bis zum Prognosehorizont von 16 Viertelstunden, sprich 4 Stunden nähe-
rungsweise linear, so dass hier der Nutzen aufgrund der Prognoseverbesserung auf Ba-
sis der Realisierung eines kürzeren Prognosehorizont nicht den gleichen Stellenwert hat 
wie bei den Leitungsverlusten. Dennoch kann auch hier die Maßnahme, möglichst kurze 
Prognosehorizonte in Form von Intradayhandelsgeschäften umzusetzen, abgeleitet 
werden. Die in Abbildung 5.6 (b) gezeigte Punktewolke der Wertepaare aus Prognose- 
und Messwerten der Transformatorverluste veranschaulicht zudem die hohe Prognose-
güte der Prognose. Im Vergleich zu der Prognose der Leitungsverluste fallen die in Ab-
bildungsteil (a) dargestellten Fehlermaße absolut geringer aus. Die Punktewolke für 
einen Prognosehorizont von vier Viertelstunden ist darüber hinaus durch vergleichs-
weise enge 5 und 95 %-Quantile um die Winkelhalbierende und einen Korrelationskoef-
fizienten von 0,98 gekennzeichnet. 
Die Betrachtung der Häufigkeitsverteilungen der Prognosefehler für Transforma-
torverluste in Abbildung 5.7 zeigt die ggü. der angepassten Normalverteilung bestehen-
de Hochgipflichkeit, einer Kurtosis mit dem Wert 5,680. Dies stellt zusammen mit der 
leicht rechtslastigen Schiefe mit dem Wert -0,72 die Normalverteilungshypothese in 
Frage. 
  
                                                          
80  Die Normalverteilung weist eine Kurtosis (Wölbung) mit dem Wert 3 auf. 
5 Prognose von Netzverlusten im Übertragungsnetz 
114 
  
(a) Fehlermaße (b) Punktewolke, 4 Viertelstunden 
Abbildung 5.6:  Fehlermaße und Punktewolke, Transformatorverluste, Jul.-Dez. 2011 
 
  
  
(a) Häufigkeitsverteilung (b) Kumulierte Häufigkeitsverteilung 
Abbildung 5.7:  Häufigkeitsverteilung der Prognosefehler, Transf.-verluste, Jul.-Dez. 2011 
Dies wird durch die Auswertung des Chi-Quadrat-Normalverteilungstests für jeden 
Prognoselauf mit einer Bestätigung der Normalverteilungshypothese in lediglich circa 
32 % der Prognosedurchläufe bestätigt. Hierbei wird ein mittlerer Wahrscheinlich-
keitswert von circa 26 % ermittelt – bei einem Signifikanzniveau der Irrtumswahr-
scheinlichkeit von 5 %. Die mehrheitliche Ablehnung der Normalverteilungshypothese 
lässt jedoch nicht den Schluss der Nichteignung des Prognoseansatzes zu, da zum einen 
die Normalverteilung in einem Drittel der Fälle bestätigt wird und zum anderen die Ab-
weichungen von der Normalverteilung in den restlichen zwei Dritteln der Fälle eher 
klein sind, was die nur geringe Schiefe untermauert.  
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5.2 Prognosegüte und ihre Einflussfaktoren 
Die in den vorangehenden Kapiteln identifizierten und angewendeten ökonometrischen 
Ansätze zur Prognose von Leitungs- und Transformatorverlusten bestehen aus mehre-
ren unterschiedlichen Teilen. Zum einen sind die zentralen autoregressiven und mo-
ving-average Teile je nach ökonometrischer Modellordnung in den Prognosemodellen 
enthalten. Zum anderen sind Bestandteile zu saisonalen und exogenen Größen einge-
bunden. Darüber hinaus werden die Prognosemodelle für den Zweck der marktbasier-
ten Beschaffung von Energie zum Ausgleich von Netzverlusten entwickelt, wodurch für 
deren operative Anwendung bestimmte Rahmenbedingungen gegeben sind. Darunter 
fällt die Orientierung des Prognosehorizonts an den jeweiligen Marktregeln. So schließt 
der Intradaymarkt der EPEX Spot SE aktuell81 30 Minuten vor dem Beginn des Liefer-
zeitraums [62] und der Day-Ahead-Markts derselben Börse um 12 Uhr am Vortag [44]. 
Ersteres erlaubt eine viertelstündlich rollierende Kurzfristprognose für die jeweils 
nächsten 4 Viertelstunden. Letzteres bedingt die Ermittlung einer Vortagesprognose bis 
kurz vor 12 Uhr am Vortag zur Erstellung von Stunden- oder Blockgeboten für den 
Stromkauf oder -verkauf des Folgetages. Zudem ist wie hieraus ersichtlich die zeitliche 
Auflösung eine relevante Eigenschaft der Prognoseanwendung. Ist die Verwendung ei-
ner Auflösung in Viertelstundenintervallen für die Intraday-Prognose sinnvoll, so sind 
für die Day-Ahead-Anwendung Stundenintervalle ausreichend. Ebenso kann das Clus-
tering von Betriebsmitteln die Prognosegüte positiv beeinflussen.  
Der Einfluss der verschiedenen Bestandteile der Prognosemodelle auf den Progno-
seerfolg wird im Folgenden abschnittweise untersucht. Unter zu Hilfenahme der oben 
genannten Fehlermaße wird die Auswirkungen der Berücksichtigung einzelner Kompo-
nenten auf die Prognosegüte herausgestellt.  
5.2.1 Ökonometrische Modellordnung 
Die Analyse der einfachen und der partiellen Autokorrelationsfunktionen für Leitungs- 
und Transformatorverluste in Kapitel 4.2.2 führt zu den ökonometrischen AR- und MA-
Ordnungen wie sie zuvor angewendet wurden. Zum einen ist die Signifikanz von Einzel-
werten der Autokorrelationsfunktion von der betrachteten Datenbasis abhängig und 
über die Zeit veränderlich. Zum anderen ist gemäß dem Sparsamkeitsprinzip des Box-
Jenkins-Verfahrens im Zweifelsfall das weniger komplexe Modell zu wählen [73]. Daher 
ist der Vergleich der Prognosegüten von Modellen mit verschiedenen ökonometrischen 
Ordnungen angebracht.  
Die Korrelogramme in Abbildung 4.13 und Abbildung 4.14 weisen in Bezug auf die 
Leitungsverluste auf die Eignung der autoregressiven Modellordnungen p = 1 bis p = 3 
                                                          
81  Zeitpunkt des Abgriffs der Information: 28.02.2018 
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hin, wodurch folglich Werte von 1 bis 3 zurückliegenden Zeitpunkten im Prognosemo-
dell berücksichtigt werden. Da letztlich die langfristige Prognosegüte für die Eignung des 
Modellansatzes ausschlaggebend ist, werden der SARIMA(p,1,1,0)-(4,0,1)96-Ansatz82 für 
Leitungsverluste und der SARIMAX(p,1,1,8)-(8,0,1)96-Ansatz83 für Transformatorverlus-
te jeweils für diese drei autoregressiven Modellordnungen p und den Zeitraum Novem-
ber 2011 angewendet. Die auf dieser Basis ermittelten Fehlermaße für den Prognoseho-
rizont von vier Viertelstunden sind in Abbildung 5.8 dargestellt.  
 
  
(a) Leitungsverluste (b) Transformatorverluste 
Abbildung 5.8:  Prognosegüte unterschiedlicher ökonometrischer Ansätze, Nov. 2011 
In Bezug auf die Prognose von Leitungsverlusten zeigen sowohl die Veränderung der 
relativen Fehlermaße RRMSE (Relative Root Mean Squared Error) als auch MAPE (Mean 
Absolute Percentage Error) von der autoregressiven Modellordnung p = 1 auf p = 2 und 
die Veränderung des absoluten Fehlermaßes MAE (Mean Absolute Error) eine Verbesse-
rung an. So nimmt der RRMSE um circa 0,4 %-Punkte oder 2,9 % ab, der MAPE um circa 
0,3 %-Punkte oder 3,3 % und der MAE um etwas mehr als 0,3 MW oder 3,2 % ab. Die 
Veränderung der Fehlermaße von der autoregressiven Modellordnung p = 2 auf p = 3 
lässt aufgrund einer Verringerung der Fehlermaße um teilweise deutlich unter 1 % da-
gegen kaum auf eine Verbesserung der Prognosegüte schließen. Zudem weisen die für 
die Beurteilung der Schätzgüte relevanten Informationskriterien AIC (Akaike Informati-
on Criterion) und BIC (Schwarz-Bayes Information Criterion) auf eine Eignung der auto-
regressiven Modellordnung p = 2 hin. Dies ergibt sich aus der Verringerung des AIC und 
des BIC um je mehr als das 4-fache der autoregressiven Modellordnung p = 2 gegenüber 
                                                          
82  SARIMA: saisonale Autoregressive Integrated Moving-Average-Ansatz. 
83  SARIMAX: saisonale Autoregressive Integrated Moving-Average-Ansatz mit exogenen Regressoren. 
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eins84 sowie der deutlich kleineren Verringerung durch die Erweiterung der autoregres-
siven Modellordnung auf p = 3. Schlussfolgernd ist für die Prognose von Leitungsverlus-
ten die autoregressiven Modellordnung p = 2 zu verwenden. 
In Bezug auf die Prognose von Transformatorverlusten zeigen sowohl die drei Feh-
lermaße gleichermaßen eine Verringerung insbesondere durch eine Anhebung der AR-
Ordnung zwei auf drei. Die Verringerung der Fehlermaße durch eine Anhebung von eins 
auf zwei fällt dagegen gering aus. So nimmt der RRMSE insgesamt um circa 0,3 %-
Punkte oder 34 % ab, der MAPE um circa 0,2 %-Punkte oder 23 % und der MAE um et-
was mehr als 0,04 MW oder 4 % ab. Zudem weisen die für die Beurteilung der Schätzgü-
te relevanten Informationskriterien AIC und BIC auf eine Eignung der AR-Ordnung drei 
hin. Schlussfolgernd ist für die Prognose von Transformatorverlusten die AR-Ordnung p 
p = 3 zu verwenden. 
5.2.2 Saisonale Komponenten 
Wie in Kapitel 3.3.2 dargestellt, bieten saisonale Autoregressive Moving Average Model-
le die Möglichkeit, neben kurzfristigen auch intertemporale Autokorrelationen einer 
Prognosevariablen zu berücksichtigen. Saisonale Komponenten sind in diesem Kontext 
wiederkehrende sich ähnelnde Verläufe der Prognosevariablen. Beispielhaft ist die Luft-
temperatur der unteren Atmosphäre aufgrund der variierenden Sonneneinstrahlung in 
den gemäßigten Breiten in den meisten Fällen tagsüber größer als in der Nacht wie auch 
im Sommer größer als im Winter. Somit können saisonale Komponenten in unterschied-
licher Stärke und Häufigkeit auftreten – z.B. täglich oder auch jahreszeitlich. 
In der Zeitreihenanalyse sind saisonale Zusammenhänge als herausragende Punk-
te im partiellen Autokorrelogramm zu erkennen, siehe Abbildung 4.15 (a) und (b). 
Ebenso ist die Ermittlung z.B. eines typischen Tages- oder Wochenverlaufs u.U. auf-
schlussreich, siehe Abbildung 4.3 und Abbildung 4.4. Ob und welche saisonalen Kompo-
nenten bei der Prognose einer Größe mit zeitlich verzögerten Regelmäßigkeiten berück-
sichtigt werden sollten, kann anhand dieser Hilfsmittel festgestellt werden. Die Stärke 
des saisonalen Zusammenhangs schwankt im Zeitverlauf. Daher kann die Berücksichti-
gung z.B. des Vorwochenverlaufs das Prognoseergebnis in einem Fall verbessern und in 
einem anderen Fall, etwa bei der Rechnung für einen anderen Prognosetag nicht merk-
lich beeinflussen. 
                                                          
84  Die Änderung der Informationskriterien wird auf Basis des Vergleichs der rein rechnerischen Ver-
schlechterung der Messgröße aufgrund der Erhöhung der Parameteranzahl mit der tatsächlichen Ver-
besserung der Messgröße angegeben. Die Höhe der relativen Änderung der Informationskriterien ist 
dabei zweitrangig, insbesondere, wenn sowohl das AIC als auch das BIC sich in dieselbe Richtung ver-
ändern. Die Höhe der relativen Änderung skaliert sich mit der Stichprobengröße der Parameterschät-
zung: je größer die Stichprobenerweiterung, desto größer die Log-Likelihood-Funktion (wie ausge-
führt wie in [74]) und desto kleiner die relative Änderung dieser und der Informationskriterien. 
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Zur Prognose der Netzverluste werden in der vorliegenden Arbeit verschiedene 
saisonale Komponenten berücksichtigt. Deren Bedeutung ist dabei für die beiden Prog-
nosegrößen Leitungs- und Transformatorverluste unterschiedlich stark ausgeprägt. Wie 
durch Abbildung 4.4 deutlich wird, sind deren mittlere Tages- und Wochenverläufe bei-
der Größen unterschiedlich. Transformatorverluste zeigen somit eine tagesabhängige 
Regelmäßigkeit, die für deren Prognose von Bedeutung ist. Leitungsverluste zeigen da-
gegen eine weniger ausgeprägte tägliche oder wöchentliche Saisonalität. Dennoch sind 
anhand des Korrelogramms der partiellen Autokorrelationsfunktion in Abbildung 4.15 
saisonale Zusammenhänge feststellbar. Aufgrund dieser Erkenntnisse wird der Beitrag 
der saisonalen Komponenten zur Verbesserung der Prognosegüte überprüft. Die Ergeb-
nisse gemessen an Fehlermaßen sind Abbildung 5.9 für die Prognose der Leitungs- und 
der Transformatorverluste dargestellt. 
 
  
(a) Leitungsverluste (b) Transformatorverluste 
Abbildung 5.9:  Prognosegüte mit saisonalen Komponenten, Nov. 2011 
Getestet wird die Eignung der saisonalen Komponenten anhand des SARMA(2,0,1,0)-
(4,0,0)96-85 und des SARIMA(2,1,1,0)-(4,0,0)96-Ansatzes86 jeweils im Vergleich dieser 
beiden Ansätze ohne die saisonalen Komponenten. Exogenen Regressoren werden hier-
bei nicht berücksichtigt, um den Einfluss der Saisonalität ohne weitere Beeinflussung 
direkt festzustellen.  
Bei der Prognose von Leitungsverlusten zeigen sowohl das Modell ohne als auch 
das Modell mit Differenzenfilter eine deutliche Sensitivität gegenüber den saisonalen 
Komponenten. Nimmt der RRMSE (Relative Root Mean Squared Error) beim SARMA-
Modell um circa 0,6 %-Punkte oder 5 % ab, so fällt dessen Reduktion beim SARIMA-
Modell um circa 1,9 %-Punkte oder 13 % nochmals verstärkt aus. Eine ähnliche Verbes-
serung gibt der MAE (Mean Absolute Error) an. Lediglich der MAPE (Mean Absolute Per-
centage Error) zeigt beim nicht differenzierten SARMA-Modell nur eine kleine Verbesse-
                                                          
85  SARMA: saisonaler Autoregressive Moving-Average Ansatz; berücksichtigte saisonale Komponenten: 
Vortageswert bzw. D-1-Wert, D-2-, D-3 und D-7-Werte.  
86  SARIMA: saisonaler Autoregressive Integrated Moving-Average-Ansatz. 
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rung, die beim differenzierten SARIMA-Modell mit knapp 1 %-Punkt wiederum größer 
ausfällt. Zudem weisen die Informationskriterien AIC (Akaike Information Criterion) 
und BIC (Schwarz-Bayes Information Criterion) eine größere Verbesserung der Schätz-
güte um 52 % auf, wenn das Prognosemodell um saisonale Komponenten ergänzt wird. 
Auch bei der Prognose von Transformatorverlusten geben die dargestellten Feh-
lermaße eine Verbesserung der Prognosegüte an. Da das Modell mit Differenzenfilter 
sowohl mit als auch ohne die Verwendung saisonaler Komponenten deutlich geringere 
Fehlermaße aufzeigt, ist die hier beobachtete Sensitivität entscheidend. Alle drei Feh-
lermaße zeigen eine Verbesserung der Prognose durch die Verwendung saisonaler 
Komponenten an, die in diesem Falle den Vortagesverläufen aller Tage der jeweiligen 
Vorwoche des Prognosezeitpunkts entsprechen: der RRMSE fällt um 24 %, der MAPE 
um 23 % und der MAE ebenfalls um 23 %. Darüber hinaus deuten die Informationskrite-
rien AIC und BIC aufgrund einer Steigerung um 75 % auf eine wesentliche Verbesserung 
der Schätzgüte durch Hinzunahme der saisonalen Komponenten im Prognosemodell hin. 
Zusammenfassend ist die besondere Eignung der identifizierten saisonalen Komponen-
ten sowohl für die Prognose von Leitungs- als auch von Transformatorverlusten bestä-
tigt. 
5.2.3 Exogene Regressoren 
Als exogene Regressoren und damit äußere Einflüsse auf die Prognosevariable stehen 
im Hinblick auf die stabile operative Anwendung nur sehr wenige Größen zur Verfügung – siehe Kapitel 4.2.4. Mit der Erwartung der Prognoseverbesserung wird bei der Progno-
se von Leitungsverlusten das Ergebnis des täglichen DACF-Prozesses87 verwendet. Für 
die Prognose von Transformatorverlusten werden die Elektrizitätserzeugung aus Pho-
tovoltaikanlagen des betrachteten Netzgebiets sowie binäre Kennzeichnungen von Wo-
chentagen berücksichtigt88. Die Sensitivitätsanalyse geschieht hier aufbauend auf den in 
Kapitel 5.2.2 verwendeten Modellen, erweitert um exogene Regressoren. Die an Fehler-
maßen gemessene Sensitivität der Prognosegüte gegenüber der Verwendung von exo-
genen Regressoren ist in Abbildung 5.10 dargestellt. 
 
                                                          
87  DACF: Day-Ahead Congestion Forecast; ENTSO-E-Prozess zur Engpassvorhersage, siehe [65]. 
88  Aufgrund Veränderlichkeit der saisonalen Autokorrelationen der Prognosevariablen werden soge-
nannten Dummywerte eingefügt. Diese als binäre Kennzeichnung von Wochentagen verwendeten Zeit-
reihen dienen der optimalen Gewichtung der saisonalen Komponenten bei der Parameterschätzung. 
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(a) Leitungsverluste (b) Transformatorverluste 
Abbildung 5.10:  Prognosegüte mit exogenen Regressoren, Nov. 2011 
Die Modellanwendung für die Verwendung der DACF-Ergebnisse bei der Prognose von 
Leitungsverlusten resultiert über alle drei betrachteten Fehlermaße in einer Verbesse-
rung der Prognosegüte. Sowohl RRMSE (Root Mean Squared Error), MAPE (Mean Abso-
lute Percentage Error) als auch MAE (Mean Absolute Error) weisen bei Anwendung des 
Modells mit Differenzenfilter ein Absinken von rund 7 % aus. Die Verbesserung der 
Schätzgüte durch Hinzunahme der DACF-Ergebnisse fällt im Vergleich zu den Verbesse-
rungen durch die Anpassung der ökonometrischen Modellordnung und der saisonalen 
Komponenten deutlich niedriger aus. Dennoch ist neben den saisonalen Komponenten 
auch die Verwendung der DACF-Daten mit einer deutlichen Steigerung der Prognosegü-
te verbunden und damit eine sinnvolle Erweiterung. 
Die Verwendung der Elektrizitätserzeugung aus Photovoltaikanlagen und die binä-
re Kennzeichnung von Wochentagen resultiert für die Prognose von Transformatorver-
lusten ebenfalls in einer Verbesserung, die sich in den drei betrachteten Fehlermaßen 
mit einer Reduktion um 6 % bei MAE und MAPE sowie 7 % bei RRMSE äußert. Auch für 
die Parameterschätzung der Prognose von Transformatorverlusten ergibt sich durch die 
Hinzunahme dieser exogenen Regressoren nur eine leichte Verbesserung. Aufgrund der 
Verbesserung der Prognosegüte ist jedoch auch hier die Berücksichtigung der exogenen 
Regressoren eine sinnvolle Maßnahme. 
5.2.4 Day-Ahead- und Intraday-Prognosehorizont 
Für die Prognose von Netzverlusten ist entsprechend der in Abschnitt 5.1 dargestellten 
Ergebnisse zur Abhängigkeit der Prognosegüte vom Prognosehorizont insbesondere die 
Betrachtung von sehr kurzfristigen Prognosehorizonten von großer Bedeutung. Die ope-
rative Anwendung von Netzverluste-Prognosemodellen sollte sinnvollerweise jedoch 
zusätzlich auf Basis einer Day-Ahead-Prognose geschehen. Der Grund hierfür ist der re-
dundante Aufbau von Prognosekaskaden: für den etwaigen Ausfall einer Intraday-
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Prognose ist das Vorhandensein einer Rückfalloptionen z.B. in Form einer vortäglichen 
Prognoseanwendung hilfreich. 
Für den Vergleich der Prognosequalität zwischen der Intraday- und Day-Ahead-
Prognose – zur Beurteilung des Mehrwerts einer Intraday-Prognose – wird davon aus-
gegangen, dass die Intraday-Prognose auf Basis eines sehr kleinen Prognosehorizonts 
von nur einer Stunde oder vier Viertelstunden ausgeführt wird. Die Prognoseergebnisse 
werden daher den in Kapitel 5.1 dargestellten Ergebnissen entnommen. In Abbildung 
5.11 sind die Fehlermaße der Intraday-Prognose denen einer Day-Ahead-Prognose mit 
der Annahme einer Durchführung um zwischen 11 und 12 Uhr jeweils am Vortag und 
der Annahme einer Prognoserechnung in stündlicher Auflösung gegenübergestellt. Letz-
teres ist dem Umstand geschuldet, dass am Day-Ahead-Spotmarkt der EPEX stündliche 
Produkte die kleinstmöglichen Handelsprodukte darstellen [44]. 
Der Vergleich der Fehlermaße offenbart die Bedeutung einer Intraday-Prognose 
für die möglichst treffsichere Beschaffung von Energie zum Ausgleich von Netzverlusten. 
Zum einen ist die Anwendung einer Day-Ahead-Prognose entsprechend der Marktregeln 
zeitlich verbunden mit dem Ende des vortäglichen Elektrizitätshandels um 12 Uhr [44], 
woraus sich ein kleinstmöglicher Prognosehorizont von 13 bis zu 37 Stunden ergibt. 
Zum anderen ergibt sich eine signifikante Verbesserung der Prognose durch den Wech-
sel von einer Day-Ahead- zu einer sehr kurzfristigen Intraday-Prognose. So wird eine 
Verringerung der Fehlermaße auf weniger als die Hälfte ermittelt. 
  
  
                  (a) Leitungsverluste (b) Transformatorverluste 
Abbildung 5.11:  Prognosegüte Intraday & Day-Ahead, Leitungsverluste, Nov. 2011 
Die Verbesserung des Prognoseergebnisses durch die Intraday-Prognose kann 
auch im Hinblick auf die in Anspruch zu nehmende Ausgleichsenergie im Netzverluste-
Bilanzkreis interpretiert werden. Die zusätzlichen Prognosefehler, die aufgrund einer 
ausschließlichen Day-Ahead-Anwendung zustande kommen würden, müssten vollstän-
dig durch Ausgleichsenergie gedeckt werden. Dies würde in einem Anstieg der Aus-
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gleichsenergiemengen um mehr als das Doppelte gegenüber der letztlichen Verwendung 
der in Kapitel 5.1 vorgestellten Intraday-Prognose führen. Somit unterstreicht dies die 
Sinnhaftigkeit einer möglichst kurzfristigen Prognose von Netzverlusten in Übertra-
gungsnetzen. 
In Abbildung 5.12 sind die Verteilungen der Intraday-Prognosefehler denen der 
Day-Ahead-Prognose gegenübergestellt. 
  
  
(a) Leitungsverluste (b) Transformatorverluste 
Abbildung 5.12:  Fehlerverteilung Intraday & Day-Ahead, Transformatorverluste, Nov. 2011 
Die Häufigkeitsverteilung der Day-Ahead-Prognose zeigt sowohl bei den Leitungs- als 
auch bei den Transformatorverlusten eine breitere Streuung. Insbesondere bei den Lei-
tungsverlusten ist zudem eine Verschiebung des Erwartungswerts hinzu positiven Ab-
weichungen zu beobachten. Dies lässt die Interpretation einer häufigeren Überschät-
zung der Istwerte durch die Prognose zu. Im Vergleich dazu weisen die Fehler der Intra-
day-Prognose eine Zentrierung um Null auf, wie bereits in Kapitel 5.1 beschrieben. Diese 
Beobachtung spricht ebenso für den Mehrwert einer häufigeren und kurzfristigeren Int-
raday-Prognose. 
5.2.5 Zeitliche Auflösung 
Grundsätzlich wird für die Abrechnung von Bilanzkreisen in Deutschland das Abrech-
nungsintervall einer Viertelstunde gewählt [110]. Zudem ist auf dem Intradaymarkt der 
EPEX Spot neben dem Handel von stündlichen Produkten auch der Handel von viertel-
stündlichen Produkten möglich [62]. Dementsprechend ist die Prognose der Netzverlus-
te die Aktualisierung des Ausgleichsfahrplans am Intradaymarkt ebenfalls im Viertel-
stundenraster sinnvoll. Am Day-Ahead-Markt der EPEX Spot jedoch ist die kleinste zeit-
liche Auflösung in Stundenprodukten möglich. Folglich ist die Anwendung der Viertel-
stundenprognose hier nicht notwendig und es kann mit Ziel einer Aufwandsreduktion 
auf einen stündlichen Ansatz zurückgegriffen werden. Für die Beurteilung, ob dies im 
Falle der Netzverluste des betrachteten Netzgebiets auch für die Intraday-Prognose 
sinnvoll ist, werden die oben verwendeten Fehlermaße herangezogen.  
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In Abbildung 5.13 sind die Fehlermaßen der viertelstündlichen und der stündlichen 
Prognose in Abhängigkeit des Prognosehorizonts gegenübergestellt. 
  
  
                   (a) Leitungsverluste (b) Transformatorverluste 
Abbildung 5.13:  Prognosegüte stündliche und viertelstündliche Prognose, Nov. 2011 
Anhand des Vergleichs der Fehlermaße ist für die Prognose der Leitungsverluste eine 
Verbesserung von über 3 %-Punkten der viertelstündlichen gegenüber der stündlichen 
Prognose zu erkennen. Bei der Prognose der Transformatorverluste ist dieser Unter-
schied ähnlich groß. 
Die Häufigkeitsverteilung der Fehler aus stündlicher und viertelstündlicher Prog-
noseanwendung verdeutlicht diese Interpretation, siehe Abbildung 5.14. Insbesondere 
im Bereich hoher positiver Prognosefehler – also bei einer Überschätzung der Istwerte 
durch die Prognoserechnung – treten größere Häufigkeiten als Resultat der stündlichen 
Prognoserechnung auf. Folglich ist die stündliche Prognoseanwendung nicht im selben 
Maß wie die viertelstündliche in der Lage, niedrige Istwerte abzubilden. Dies ist auf die 
gröbere zeitliche Auflösung zurückzuführen: die Volatilität der Leitungsverluste führt zu 
hohen Schwankungen innerhalb des Stundenintervalls. Bei Anwendung der viertel-
stündlichen Prognoseanwendung wiederum ist eine Zentrierung um Null zu erkennen.  
Für die Anwendung als Day-Ahead-Prognose ist der Vergleich zwischen viertel-
stündlicher und stündlicher Anwendung obsolet, da für die vortätige Anpassung des 
Ausgleichsfahrplans für Netzverluste wie oben erläutert ohnehin nur stündliche Produk-
te verwendet werden können. Zusammenfassend ist durch den Vergleich der Fehlerma-
ße und der Häufigkeitsverteilungen der Prognosefehler die Sinnhaftigkeit einer viertel-
stündlichen Prognose gegeben. 
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(a) Leitungsverluste (b) Transformatorverluste 
Abbildung 5.14:  Fehlerverteilung stündlicher und viertelstündlicher Prognose, Nov. 2011 
5.2.6 Clustering von Betriebsmitteln 
Die Netzverluste eines Netzgebiets entsprechen der Summe der elektrischen Verluste 
der einzelnen Betriebsmittel. Einzelne Betriebsmittel unterliegen im Zeitverlauf unglei-
chen Belastungen, die wiederum zu jeweils unterschiedlichen Verläufen der elektrischen 
Verluste führen. Insofern ist die Berücksichtigung der individuellen Betriebsmittelver-
luste bei der Prognosemodellentwicklung gerechtfertigt.  
In diesem Zusammenhang wurde in den Kapiteln 4.1.2 und 4.2.5 die Korrelationen 
der einzelnen Betriebsmittelverluste zum einen mit den gesamten Leitungs- oder Trans-
formatorverlusten und zum anderen untereinander untersucht. Auf Basis dieser Zu-
sammenhänge lassen sich die Betriebsmittel in Gruppen einteilen. Für Gruppierung 
werden alle Betriebsmittel mit einer Korrelation zu den Gesamtverlusten größer 0,6 in 
einer Gruppe zusammengefasst sowie die restlichen Betriebsmittel in einer weiteren 
Gruppe. Diese Eingruppierung wird für Leitungen und Transformatoren zwischen den 
Höchstspannungsebenen getrennt vorgenommen, so dass insgesamt 4 Betriebsmittel-
gruppen entstehen. 
Ein weiteres Verfahren zur Gruppierung der Betriebsmittel mit dem Ziel einer ge-
trennten Prognoserechnung für die einzelnen Gruppen ist das algorithmische Clustering. 
Hierfür wird der in Kapitel 4.2.5 vorgestellte kmeans-Algorithmus angewendet, der an-
hand der Minimierung einer zuvor definierten Distanzfunktion – hier definiert über den 
Pearsonschen Korrelationskoeffizienten – die Betriebsmittel in Gruppen einteilt. Die 
einzelnen Verlustlastgänge der Gruppenmitglieder – also einzelner Leitungen oder 
Transformatoren – weisen im Ergebnis des Clustering zueinander ähnlich Verläufe auf 
und zeigen damit höhere Korrelationswerte untereinander. Zwischen den Gruppen be-
stehen dagegen eher kleine Korrelationswerte. Nach Anwendung des algorithmischen 
Clustering ergeben sich fünf Cluster mit einer unterschiedlichen Anzahl an Betriebsmit-
teln. Die Clustergröße variiert dabei von 10 Betriebsmitteln im kleinsten Cluster bis zu 
108 Betriebsmitteln im größten Cluster.  
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Für jede dieser Gruppen, die sich durch ähnliche Korrelationswerte kennzeichnen, 
wird hier jeweils eine getrennte Prognoserechnung durchgeführt – sowohl für die Grup-
pen der manuellen Eingruppierung als auch für die Cluster des algorithmischen Clus-
tering. Die Summe der Einzelprognose ergibt somit wiederum die Prognose der Gesamt-
verluste. Aufgrund der zueinander ähnlichen Verläufe der Verluste der Transformatoren 
zu unterliegenden Netzen werden diese Betriebsmittel von der Gruppierung und dem 
Clustering ausgenommen. In Abbildung 5.15 sind die Prognoseergebnisse der Varianten 
der manuellen Gruppierung und des algorithmischen Clustering den Ergebnissen des für 
die gesamten Leitungsverluste angewendeten Prognosemodells aus Kapitel 5.1 mit Hilfe 
von Fehlermaßen dargestellt. 
 
 
Abbildung 5.15:  Prognosegüte für Clustering von Betriebsmitteln, Nov. 2011 
Der Vergleich der relativen Fehlermaße MAPE (Mean Absolute Percentage Error) und 
RRMSE (Root Mean Squared Error) zwischen der Prognoseanwendung ohne Clustering 
mit der für die manuelle Gruppierung weist auf eine Verschlechterung der Prognose hin, 
wohingegen die Betrachtung des absoluten Fehlermaßes MAE auf eine Verbesserung 
der Prognose hindeutet. Dieser scheinbare Widerspruch lässt sich durch die Berech-
nungsvorschrift der Fehlermaße auflösen: sowohl der MAPE als auch der RRMSE wer-
den als auf Istwerte bezogene relative Größen berechnet, siehe Anhang A.2. Dadurch 
besteht eine Abhängigkeit der Fehlermaße von der Höhe der Istwerte. Mit größer wer-
denden Istwerten und gleichbleibenden absoluten Fehlern wächst das relative Fehler-
maß. Das absolute Fehlermaße MAE ist dagegen unabhängig von der Höhe der Istwerte. 
Es kann folglich abgeleitet werden, dass die Verschlechterung der Fehlermaße MAPE 
und RRMSE durch das gleichzeitige Auftreten von hohen Istwerten und größeren Prog-
nosefehlern tendenziell zu erklären ist. Der RRMSE bestraft zudem größere Progno-
sefehler durch das Quadrieren stärker als kleinere. Zusammenfassend ist jedoch keine 
konsequente Verbesserung der Prognose durch die manuelle Gruppierung gegeben. 
Der Vergleich der Fehlermaße der beiden diskutierten Varianten mit denen der 
Prognose von algorithmisch bestimmten Clustern bewirkt eine leichte Verbesserung im 
Vergleich zur Summenprognose. MAE, MAPE und RRMSE verringern sich um 5, 3 und 
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2 % durch Anwendung des Clustering. Die Schätzgüte verbessert sich bei Anwendung 
des Clustering gegenüber der Summenprognose allerdings deutlich. Folglich wird durch 
das Clustering ein Mehrwert für die Prognose von Leitungsverluste erreicht. Allerdings 
geht abhängig von Regelmäßigkeit der Clusterüberprüfung und Anpassung des Progno-
semodells mit der Anwendung des Clustering ein höherer Aufwand einher. Daher be-
steht ein Abtausch zwischen einer leichten Verbesserung der Prognosegüte und einem 
höheren Aufwand zur Vorbereitung der Prognoseanwendung. Für die operative Anwen-
dung in der Praxis kann die Anwendung eines Clustering dennoch auf Dauer von Vorteil 
sein, da sich die Lastflusssituationen in Abhängigkeit der Entwicklung der geographi-
schen Verteilung von Einspeise- und Verbrauchslasten ändern können. So ist die regel-
mäßige Überprüfung der Prognosegüte unter zu Hilfenahme des Clustering ratsam.  
5.3 Vergleich von Prognosen für unterschiedliche Zeiträume 
Für die Entwicklung eines Prognosemodells für Netzverluste besteht das Ziel einer ho-
hen und über die Zeit stabilen Prognosegüte. Zur Überprüfung der Tauglichkeit des in 
Kapitel 4 entwickelten ökonometrischen Prognosemodells erfolgt in diesem Abschnitt 
die Anwendung auf Zeiträume aus drei verschiedenen Jahren. Das in Kapitel 5.1 ange-
wendete ökonometrische saisonale Autoregressive Integrated Moving-Average-Modell 
mit einem exogenen Regressor SARIMAX (2,1,1,1)-(4,0,1)96 wird zunächst auf die Netz-
verluste der zweiten Jahreshälfte 2011 angewendet. Dabei werden die DACF-Daten im 
Vergleich zur vorherigen Anwendung nicht als exogener Regressor herangezogen, da die 
Ergebnisse des DACF-Prozesses in dieser Arbeit nur für das Jahr 2011 zur Verfügung 
stehen. Das Prognosemodell wird folglich als ein SARIMAX (2,1,1,0)-(4,0,1)96-Ansatz 
ausgeführt. Die Anwendung des Prognosemodells auf zwei weitere Zeiträume – jeweils 
das zweite Halbjahr der Jahre 2012 und 2013 – erlaubt den Vergleich der Prognosegü-
ten. Diese sind in Abbildung 5.16 als Fehlermaße der Modellanwendung für die drei be-
trachteten Jahre gegenübergestellt. 
Die Fehlermaße für die Prognosen der Netzverluste in drei verschiedenen Zeit-
räumen weisen auf eine in Grenzen konstante Prognosegüte hin. Im Vergleich zur Prog-
noseanwendung für das zweite Halbjahr 2011 fallen MAPE und RRMSE für das Jahr 
2012 etwas höher aus, beide Fehlermaße für 2013 dagegen niedriger. Das absolute Feh-
lermaß MAE zeigt allerdings sowohl für 2012 als auch für 2013 eine Prognoseverbesse-
rung an. Die Fehlermaße für die Prognosen der Netzverluste in drei verschiedenen Zeit-
räumen weisen somit auf eine in Grenzen konstante Prognosegüte hin und belegen die 
Eignung des in Kapitel 4 entwickelten Prognosemodells. 
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(a) Leitungsverluste (b) Transformatorverluste 
Abbildung 5.16:  Prognosegüte für unterschiedliche Zeiträume 
Die Betrachtung der Schätzfunktion und der Informationskriterien weist auf eine ähnli-
che Schätzgüte für die Zeiträume aus 2011 und 2012 aber auf eine Verbesserung der 
Schätzgüte für den Zeitraum aus 2013 hin. Folglich ist auch im Hinblick auf die Parame-
terschätzung eine Eignung der Modellanwendung gegeben. Dennoch empfiehlt sich auf-
grund etwaiger Änderungen der Leitungs- und Transformatorverluste, z.B. durch Ände-
rungen an der Netztopologie, eine regelmäßige Überprüfung der Schätzgüte im Zeitver-
lauf. 
5.4 Anwendbarkeit für andere Netzgebiete 
Die in dieser Arbeit entwickelten Prognosemodelle für Netzverluste wurden beispielhaft 
für ein ausgewähltes Netzgebiet des Übertragungsnetzes in Deutschland entwickelt. Die 
Netzverluste in diesem Netzgebiet sind zum einen durch die Veränderungen der Erzeu-
gungsstruktur infolge des Ausbaus erneuerbarer Energien und zum anderen durch den 
verstärkten internationalen Elektrizitätshandel beeinflusst. Diese Einflüsse können teil-
weise auf andere Netzgebiete des Höchstspannungsnetzes übertragen werden, wenn-
gleich deren Stärke und Gewichtung variieren und weitere hinzukommen.  
Prognose von Netzverlusten des Übertragungsnetzes in einem anderem Netzge-
biet 
Die Möglichkeiten ökonometrischer Prognosemodelle neben autokorrelativen auch de-
terministische sowie stochastische Einflüsse zu berücksichtigen ist förderlich für die 
Eignung der entwickelten Prognoseverfahren für die Anwendung auf Netzverluste ande-
rer Gebiete des Übertragungsnetzes. Der Eignungsnachweis wird in diesem Abschnitt 
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durch die Anwendung des für die Prognose von Leitungsverlusten entwickelten Verfah-
rens auf die Netzverluste der Regelzone der 50Hertz GmbH [111] erbracht.  
Das 50Hertz-Netzgebiet ist durch die sehr hohe installierte Leistung von Wind-
kraftanlagen gekennzeichnet. Somit ist davon auszugehen, dass insbesondere der 
Transport hoher elektrischer Leistungen aus Windkraft einen wesentlichen Einfluss auf 
die Lastflüsse in diesem Netzgebiet hat. 
Ebenfalls wie in den vorangehenden Kapiteln wird auf Basis einer Zeitreihen- und 
Verteilungsanalyse ein ökonometrischer Ansatz ermittelt. Dieser lässt sich als SARI-
MA(2,1,1,0)-(4,0,1)24 bezeichnen. Im Unterschied zu den bisherigen Betrachtungen, liegt 
bei der Anfertigung dieser Arbeit für das 50Hertz-Netzgebiet keine Unterscheidung in 
Leitungs- und Transformatorverluste vor. Zudem stehen die Daten in stündlicher Auflö-
sung zur Verfügung und in aggregierter Form als Summe der Verluste aller Betriebsmit-
tel, siehe [111]. Der SARIMA-Ansatz liefert auch in Anwendung auf das 50Hertz-
Netzgebiet adäquate Prognoseergebnisse, die als Auszug in Abbildung 5.17 dargestellt 
sind. Entsprechend der in den vorangehenden Kapiteln zugrunde gelegten Vermark-
tungslogik am Intradaymarkt ist hier der Vergleich von Prognose- und Istwerten für ei-
nen Prognosehorizont von 2 Stunden dargestellt. 
  
 
Abbildung 5.17:  Prognoseergebnisse Leitungsverluste im Netzgebiet 50Hertz, Ausschnitt aus 
Nov. 2011 
Auch diese Netzverlustzeitreihe zeigt einen in Grenzen charakteristischen Tagesgang 
mit Maxima in den Nachtstunden und Minima in den Abendstunden. Die ökonometri-
sche Prognose ist aufgrund der Verwendung von autoregressiven und saisonalen Kom-
ponenten in der Lage, den Tagesgang abzubilden. Dies resultiert in einer Prognosegüte, 
die auch hier mit Hilfe der Fehlermaße RRMSE und MAPE sowie einer Punktewolke in 
Abbildung 5.18 dargestellt ist. 
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(a) Fehlermaße (b) Punktewolke, 4 Viertelstunden 
Abbildung 5.18:  Fehlermaße und Punktewolke, Leitungsverluste im Netzgebiet 50Hertz, Nov. 
2011 
Die Abhängigkeit der Fehlermaße vom Prognosehorizont ergibt sich in ähnlicher Weise 
wie in Kapitel 5.1. Der Verlauf zeigt eine starke Verringerung der Fehlermaße und damit 
eine große Verbesserung der Prognosegüte für sehr kleine Prognosehorizonte. Zudem 
tritt eine weniger starke Verbesserung ab einem Prognosehorizont von acht Stunden 
auf. Die Prognosegüte fällt bezogen auf das absolute Niveau etwas besser aus als in Kapi-
tel 5.1: einem RRMSE von 7,8 % steht für das 50Hertz-Gebiet ein RRMSE von 9,0 % im 
TransnetBW-Gebiet gegenüber und einem MAPE von 6,6 % ein Wert von 6,5 %. 
Neben der Betrachtung von Fehlermaßen sind auch die Begutachtung der Vertei-
lung der Prognosefehler sowie die Bewertung der Parametersignifikanz Mittel, um die 
Eignung eines Prognosemodells zu beurteilen. In Abbildung 5.19 sind die Häufigkeits-
verteilung und deren kumulierte Variante der Prognosefehler einer theoretischen Nor-
malverteilung gegenübergestellt. 
  
  
(a) Häufigkeitsverteilung (b) Kumulierte Häufigkeitsverteilung 
Abbildung 5.19:  Häufigkeitsverteilung der Prognosefehler, Leitungsverluste im Netzgebiet 
50Hertz, Nov. 2011 
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Sowohl für die einfache als auch für die kumulierte Häufigkeitsverteilung ist grafisch 
eine ausreichende Übereinstimmung mit der angepassten Normalverteilung zu be-
obachten. Diese gesamthafte Betrachtung wird wiederum für die einzelnen Prognoseläu-
fe überprüft. Die Auswertung des Chi-Quadrat-Normalverteilungstests für jeden Progno-
selauf resultiert in einer Bestätigung der Normalverteilungshypothese in circa 60 % der 
Fälle mit einem mittleren Wahrscheinlichkeitswert von circa 35 % – ggü. einem Signifi-
kanzwert der Irrtumswahrscheinlichkeit von 5 %. Die Abweichung von der Normalver-
teilungshypothese ist zum einen durch eine höhere Gipflichkeit, ausgedrückt in einer 
mittleren Wölbung von 2,67, und einer leichten Linksschiefe, ausgedrückt in einer mitt-
leren Schiefe von -0,24, gegeben. 
Die Signifikanz der verwendeten Modellparameter kann wiederum durch die An-
wendung des t-Tests auf Basis der Ergebnisse der Parameterschätzung jedes Modell-
durchlaufs untersucht werden. Hieraus ergibt sich die Bestätigung der Signifikanz aller 
verwendeten Modellteile gemessen am jeweiligen kritischen Wert der t-Verteilung. Die 
Ergebnisse der t-Tests sind in A.3 dargestellt. 
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6 Schlussbetrachtung 
Die im Energiewirtschaftsgesetz und der Stromnetzzugangsverordnung festgelegten 
Vorgaben zur Beschaffung von Energie zum Ausgleich von Netzverlusten sind Anlass für 
die Entwicklung eines Modells zur Kurzfristprognose von Netzverlusten. Die durch zahl-
reiche Einflussfaktoren beeinflussten Netzverluste ergeben sich als Summe der Verluste 
aller einem Netzgebiet zugehörigen Betriebsmittel. Somit wirken sich Veränderungen in 
der Erzeugungsstruktur, u.a. durch den Ausbau von erneuerbaren Energieanlagen, die 
Stilllegung konventioneller Kraftwerke, den Kernenergieausstieg, den zunehmenden 
internationalen Elektrizitätshandel und den Netzausbau direkt und indirekt auf die 
Netzverluste aus. 
Die in der vorliegenden Arbeit entwickelten Prognosemodelle werden als Grundla-
ge einer Day-Ahead- und Intraday-Beschaffung von Energie zum Ausgleich von Netzver-
lusten entworfen. Mit Hilfe ökonometrischer Ansätze ergeben sich Anwendungsvorteile, 
wie die Kombination von deterministischen und stochastischen Komponenten sowie die 
Möglichkeit zur Berücksichtigung von intertemporalen saisonalen Zusammenhängen 
oder Regelmäßigkeiten der Prognosevariablen. Zudem können exogene Einflussgrößen 
berücksichtigt werden, wenn diese einen Beitrag zur Erklärung der Prognosevariablen 
liefern. Auf Basis von Zeitreihen und Verteilungsanalysen werden die Prognosemodelle 
zielgerichtet an die reale Prognoseaufgabe angepasst. 
Auf der Basis einer ex post-Betrachtung unter angenommen realen Bedingungen, 
z.B. bezogen auf die Verfügbarkeit von Eingangsdaten, werden die entwickelten Progno-
semodelle auf die Netzverluste – insbesondere auf die Leitungs- und Transformatorver-
luste – einer der vier Übertragungsnetz-Regelzonen in Deutschland angewendet. Die 
resultierende Prognosegüte wird jeweils auf Basis der Berechnung von Fehlermaßen 
ermittelt. Zudem erfolgt die Beurteilung der Schätzgüte über statistische Kennzahlen 
wie Informationskriterien und Signifikanztests der geschätzten Modellparameter. Die 
Anwendung des Prognosemodells resultiert in einer hohen Prognosegüte insbesondere 
für untertägige Prognosehorizonte. So verdeutlicht der starke Anstieg der Fehlermaße 
mit größer werdendem Prognosehorizont die Sinnhaftigkeit eines kurzen Prognosehori-
zonts. Zwischen den Prognosehorizonten von zwei und acht Viertelstunden ist eine Ver-
dopplung der Fehlermaße zu beobachten, wohingegen zwischen den Prognosehorizon-
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ten von acht und 24 Viertelstunden lediglich ein Zuwachs von 3 %-Punkten und damit 
knapp 20 % ermittelt wird. Aufgrund dieser Sensitivität der Prognosegüte bei sehr klei-
nen Prognosehorizonten gilt insbesondere für die Zielgröße Leitungsverluste die Maß-
gabe der Realisierung kleinstmöglicher Prognosehorizonte durch Handelsgeschäfte am 
Intradaymarkt. Diese Gegebenheit ist bei den Transformatorverlusten weniger stark 
ausgeprägt. Jedoch ergibt sich auch hier die Sinnhaftigkeit kleiner Prognosehorizonte 
aufgrund des Anstiegs der Fehlermaße bei größer werdendem Prognosehorizont. 
Die Abhängigkeiten der Prognosegüte von Erweiterungen des klassischen ökono-
metrischen autoregressive moving-average-Ansatze, oder kurz ARMA-Ansatzes, hin zu 
saisonalen integrierten autoregressive moving-average-Ansätzen mit exogenen Regres-
soren, oder kurz SARIMAX-Ansätzen, werden anhand mehrerer Sensitivitätsrechnungen 
dargestellt. Durch die selektive Nichtberücksichtigung einzelner Modellkomponenten 
wird deren wesentlicher Beitrag, wie der saisonalen Komponenten und der exogenen 
Regressoren, untersucht. Für beide Prognosevariablen – Leitungs- und Transformator-
verluste – werden Prognoseverbesserungen durch den Miteinbezug von saisonalen Zu-
sammenhängen erreicht. Diese sind aufgrund ihrer stärkeren Ausprägung bei Transfor-
matorverlusten mit einer größeren Verbesserung von bis zu 24 % verbunden als bei den 
Leitungsverlusten mit bis zu 13 %.  
Da sowohl am Day-Ahead- als auch am Intradaymarkt Stundenprodukte gehandelt 
werden können, am Intradaymarkt jedoch zusätzlich Viertelstundenprodukte, stellt sich 
die Frage, in welcher zeitlichen Auflösung ein operatives Prognosemodell realisiert wer-
den sollte. Mittels eines Vergleichs von Prognosen für die stündliche und die viertel-
stündliche Auflösung ergeben sich Vorteile anhand von Fehlermaßen und Verteilungs-
analysen für die Prognoseanwendung in viertelstündlicher Auflösung. Diese werden 
durch eine Verbesserung der Fehlermaße von bis zu 19 % erfasst.  
Aufgrund der Vielzahl an Betriebsmitteln, aus deren Energieverluste sich die ge-
samten Netzverluste eines Netzgebiets zusammensetzen, liegt der Gedanke einer Grup-
pierung der Betriebsmittel nahe. Mit Hilfe des kmeans-Clusteralgorithmus werden daher 
die Leitungen des betrachteten Netzgebiets in fünf Cluster eingruppiert, für die jeweils 
eine gesonderte Prognoserechnung durchgeführt wird. Die Summe der Einzelprognosen 
resultiert in Fehlermaßen, die im Vergleich der direkten Prognose der gesamten Lei-
tungsverluste leichte Verbesserungen anzeigen. Die Verbesserung um bis zu 5 % lässt 
sich unter anderem auf die geringere Varianz der Prognosevariablen zurückführen.  
Durch die zeitliche Ausweitung der Modellanwendung auf Zeiträume aus drei ver-
schiedenen Jahren wird ebenso ein Nachweis für die hohe Prognosegüten erbracht. 
Hierbei ergeben sich vergleichbare Qualitäten der Schätzung und Prognose der Netzver-
luste. Die Eignung des Modells für andere Netzgebiete wird anhand der Anwendung auf 
die Netzverluste einer zweiten Regelzone in Deutschland gezeigt. Mit Hilfe einer ange-
passten Modellstruktur ergibt sich hierbei eine höhere Prognosegüte im Vergleich zum 
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zunächst betrachteten Netzgebiet, ausgedrückt durch eine Fehlermaßverbesserung im 
Bereich bis - 13 %. 
Die Entwicklung eines Modells zur Prognose von Netzverlusten für eine operative 
Aufgabenstellung auf der Basis realer Daten zeigt die gewinnbringende Anwendbarkeit 
von ökonometrischen Modellen. Die Voraussetzungen für die Überführung des entwi-
ckelten Modells in eine operative Anwendung bei einem Netzbetreiber sind damit gege-
ben. Die Nutzen des Verfahrens sind eine hohe Prognosegüte, geringe Mengenrisiken bei 
der Beschaffungen von Energie zum Ausgleich von Netzverlusten und der Minimierung 
der Inanspruchnahme von Ausgleichsenergie zur Deckung von Prognosefehlern. 
Die Anwendbarkeit der entwickelten Prognosemodelle ist auch für die Netzverlus-
te in anderen Netzgebieten als das in dieser Arbeit betrachtete gegeben. Dies gilt sowohl 
für die Übertragungsnetze in anderen Regelzonen als auch für Verteilnetze. Gezeigt wird 
dies durch die Anwendung des für Leitungsverluste entwickelten Prognosemodells auf 
die Netzverluste einer anderen Regelzone. Im Ergebnis ergibt sich eine vergleichsweise 
hohe Prognosegüte. 
Lastflüsse in Verteilnetzen sind allerdings vor allem durch die Nutzung elektri-
scher Energie beeinflusst. Die Überlagerung durch eine wachsende Einspeisung aus de-
zentralen Erzeugungsanlagen, wie z.B. Photovoltaik- oder Blockheizkraftwerken mit 
Anschluss an Nieder- und Mittelspannungsnetzen, ist dabei ein wesentlicher Aspekt. Der 
Verbrauch elektrischer Energie in einem großräumigen Gebiet, wie z.B. einer Verteil-
netzgruppe, die einem Höchstspannungsknoten unterliegt, ist durch sich wiederholende 
charakteristische Tagesmuster geprägt, die u.a. von der Tageszeit und dem Jahreskalen-
der abhängen. Entscheidend für die Überlagerung der verbrauchsgeprägten Lastflüsse in 
Verteilnetzen durch die Erzeugung aus dezentralen Anlagen auf Basis erneuerbarer 
Energien ist die Höhe der installierten Erzeugungsleistung dieser Anlagen im betrachte-
ten Netzgebiet. Andere Einflussfaktoren auf die Netzverluste in Übertragungsnetzen, wie 
der internationale Elektrizitätshandel haben in der Verteilnetzebene einen geringen Ein-
fluss. Ebenso sind die Blindleistungsflüsse in Verteilnetzen eher an den Wirkleistungs-
verbrauch gekoppelt, was durch die technischen Eigenschaften der Verbrauchsgeräte 
bestimmt ist. Folglich sind die maßgeblichen Einflüsse auf die Lastflüsse und damit 
ebenso die Netzverluste in Verteilnetzen durch charakteristische autoregressive Fakto-
ren und datenseitig erfassbare deterministische Einflüsse gegeben. Somit sind die in 
dieser Arbeit entwickelten ökonometrischen Verfahren – insbesondere das Prognose-
verfahrens für Transformatorverluste – geeignet für die Anwendung in Verteilnetzen. 
Das in der vorliegenden Arbeit genutzte Vorgehen zur Festlegung der ökonometri-
schen Modellstrukturen und der Berücksichtigung weiterer Modellerweiterungen, wie 
saisonaler Komponenten und exogenen Einflussfaktoren ist dabei flexibel auf die Prog-
noseaufgaben bei anderen Netzbetreibern anwendbar. Auf Basis der Analysen von exo-
genen Regressoren wurde insbesondere auch die Eignung der Verwendung von Ergeb-
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nissen des Day-Ahead Congestion Forecast belegt. Auf Basis dieser Erkenntnisse liegt 
ebenso die Betrachtung und gegebenenfalls Verwendung eines Intraday Congestion Fo-
recast zur Unterstützung der Netzverlustprognose als eine weitere Verbesserungsmög-
lichkeit nahe. Die Möglichkeiten zur Anpassung der angewandten Prognosemodelle an 
veränderte Gegebenheiten, wie z.B. Veränderungen der Netztopologie etwa durch den 
Ausbau des Übertragungsnetzes im Dreh- und Gleichstrombereich, sind durch den vari-
ablen Aufbau der ökonometrischen Prognoseansätze gegeben. Die fortlaufende Be-
obachtung der Prognose- und Schätzgüte sowie die regelmäßige Überprüfung der statis-
tischen Eigenschaften der Netzverluste, etwa anhand der (partiellen) Autokorrelations-
funktion, sind wesentliche Aspekte der operativen Anwendung der Prognosemodelle. 
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Anhang 
A.1 Schätzung von Parametern für ökonometrische Modelle 
Maximierung der Log-Likelihood-Funktion 
Die Likelihood-Funktion ܮ𝐹 ist die Wahrscheinlichkeitsfunktion aller Beobachtungen im 
Schätzzeitraum und entspricht dem Produkt der Dichtefunktionen der einzelnen Be-
obachtungen. Die Log-Likelihood-Funktion ܮܮ𝐹  ist die logarithmierte Likelihood-
Funktion ܮ𝐹 kann aufgrund der Logarithmusgesetze als Summe formuliert werden. Dies 
ermöglicht die Bestimmung der partiellen Ableitungen der Funktionselemente und ver-
einfacht somit den Optimierungsalgorithmus. Die Maximierung der Log-Likelihood-
Funktion resultiert schließlich in den Schätzwerten der Modellparameter des ökono-
metrischen Ansatzes. Die Log-Likelihood-Funktion kann wie folgt formuliert werden 
[74]. 
 
ܮܮ𝐹 =  logሺܮ𝐹ሻ =  log (∏ 𝑓ሺ𝜀௧| 𝜓௧, Θሻ்௧=ଵ ) = ∑ log(𝑓ሺ𝜀௧| 𝜓௧, Θሻ)்௧=ଵ  
… mit  𝑓: Wahrscheinlichkeitsdichtefunktion der Störgrößen 
     und 𝜀௧: Störgrößen 
     und 𝜓௧: Istwerte des Schätzzeitraums 
     und Θ: Menge der Modellparameter 
(6.1) 
Informationskriterien 
Akaike-Informationskriterium [79]: 
 
ܣܫܥ = − ʹ ܮܮ𝐹 +  ʹ 𝑁  
… mit  𝑁: Anzahl Modellparameter (6.2) 
Schwarz-Bayes-Informationskriterium [80]:  
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ܤܫܥ = − ʹ ܮܮ𝐹 +  ʹ 𝑁 ⋅  log  ܶ  
… mit  𝑁: Anzahl Modellparameter 
     und  ܶ: Anzahl Istwerte bzw. Länge des Schätzzeitraums (6.3) 
Gemäß der Prämisse, dass durch Maximierung der Log-Likelihood-Funktion die 
Schätzwerte der Modellparameter bestimmt werden, können zum einen die Log-
Likelihood-Funktion selbst und zum anderen die Informationskriterien zur Beurteilung 
der Schätzgüte herangezogen werden. Dabei ist das Akaike-Kriterium durch die Berück-
sichtigung der Anzahl der verwendeten Modellparameter restriktiver als die Log-
Likelihood-Funktion. Das Schwarz-Bayes-Kriterium ist wiederum restriktiver als das 
Akaike-Kriterium, da zusätzlich die Anzahl der Istwerte im Schätzzeitraum miteinbezo-
gen werden. Aufgrund der Vorzeichenkonvention gilt beim Vergleich zweier ökonomet-
rischer Ansätze: der kleinere Kriterienwert deutet auf das geeignetere Modell hin.  
A.2 Fehlermaße zur Beurteilung der Prognosegüte 
Die Entwicklung von Prognosemodellen verfolgt in der Regel eine der beiden Vorgehen: 
entweder werden verschiedene Prognosemodell auf dieselbe Prognoseaufgabe ange-
wendet oder es wird ein Prognosemodell für verschiedene Prognoseaufgaben angewen-
det. In beiden Fällen besteht die Herausforderung unter unterschiedliche Eigenschaften 
der Prognosevariablen oder Prognosemodelle zu vergleichen. Hierbei sind z.B. der Wer-
tebereich, die Volatilität, die Form der Verteilung oder der Betrachtungszeitraum rele-
vant. Für den Vergleich von Prognosemodellen oder Prognosemodellanwendungen ste-
hen verschiedenen Fehlermaße zur Verfügung die in absolute und relative Fehlermaße 
eingeteilt werden können. 
Absolute Fehlermaße 
ME: Mean error – Mittelwert der Fehler 
 𝜀ெ𝐸 = ͳ݊ ∑ሺ̂ݕ௜ − ݕ௜ሻ௡௜=ଵ  (6.4) 
MAE: Mean error – Mittelwert der absoluten Fehler 
 𝜀ெ𝐴𝐸 = ͳ݊ ∑|̂ݕ௜ − ݕ௜|௡௜=ଵ  (6.5) 
RMSE: Root mean squared error – Wurzel des mittleren quadratischen Fehlers 
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 𝜀ோெௌ𝐸 = √ͳ݊ ∑ሺ̂ݕ௜ − ݕ௜ሻଶ௡௜=ଵ  (6.6) 
Relative Fehlermaße 
MPE: Mean percentage error – Mittelwert absoluter prozentualer Fehler 
 𝜀ெ𝐴௉𝐸 = ͳ݊ ∑ ̂ݕ௜ − ݕ௜ݕ௜௡௜=ଵ  (6.7) 
MAPE: Mean absolute percentage error – Mittelwert absoluter prozentualer Fehler 
 𝜀ெ𝐴௉𝐸 = ͳ݊ ∑ |̂ݕ௜ − ݕ௜|ݕ௜௡௜=ଵ  (6.8) 
RRMSE: Relative root mean squared error – Normierte Wurzel des mittleren quadrati-
schen Fehlers (unterschiedliche Normierungsoptionen: Mittelwert, Schwankungsbreite, 
Bereich einer oder mehrerer Standardabweichungen um Mittelwert  
 𝜀ோோெௌ𝐸 = √ͳ݊ ∑ ሺ̂ݕ௜ − ݕ௜ሻଶ௡௜=ଵͳ݊  ∑ ݕ௜௡௜=ଵ  (6.9) 
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A.3 Ergänzende Tabellen und Abbildungen 
    
Modellparameter 
Mittelwert 
Parameter 
Standardabw. 
Parameter 
Wert  
T-Statistik 
Kritischer Wert  
T-Statistik 
AR(1) 1,1284 0,1540 393,0243 1,1227 
AR(2) -0,4077 0,0765 -285,7572 -0,4104 
MA(1) 0,0833 0,0289 154,4293 0,0822 
X(DACF) 0,0671 0,0015 2456,3751 0,0670 
SAR(1) 0,0346 0,0082 227,3765 0,0343 
SAR(2) 0,0265 0,0132 107,4418 0,0260 
SAR(3) 0,0479 0,0260 98,9365 0,0470 
SAR(7) 0,0596 0,0067 480,0744 0,0594 
SMA(1) -0,5046 0,0382 -709,3002 -0,5060 
Tabelle A. 1:  t-Test Parametersignifikanz Prognose Leitungsverluste,  
SARIMAX(2,1,1,1)-(4,0,1)96 
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Modellparameter 
Mittelwert 
Parameter 
Standardabw. 
Parameter 
Wert  
T-Statistik 
Kritischer Wert  
T-Statistik 
AR(1) 0,5732 0,0155 1959,6 0,5726 
AR(2) 0,0894 0,0050 954,0 0,0892 
AR(3) -0,6375 0,0117 -2890,2 -0,6380 
MA(1) 0,0939 0,0128 388,1 0,0934 
X(PV) 0,0954 0,0096 526,7 0,0950 
SAR(1) 0,0013 0,0027 25,6 0,0012 
SAR(2) 0,1410 0,0055 1364,3 0,1408 
SAR(3) 0,0000 0,0000 121,1 0,0000 
SAR(7) 0,9031 0,0133 3589,6 0,9026 
SMA(1) 0,0526 0,0028 1008,9 0,0525 
Tabelle A. 2: t-Test Parametersignifikanz Prognose‚ Transformatorverluste,  
SARIMAX(3,1,1,1)-(4,0,1)96 
 
    
Modellparameter 
Mittelwert 
Parameter 
Standardabw. 
Parameter 
Wert  
T-Statistik 
Kritischer Wert  
T-Statistik 
AR(1) 1,0967 0,0153 1899,1500 1,0955 
AR(2) -0,4326 0,0185 -618,9937 -0,4340 
MA(1) -0,4850 0,0117 -1098,5593 -0,4859 
SAR(1) 0,1097 0,0059 494,2114 0,1092 
SAR(2) 0,0613 0,0079 203,9121 0,0607 
SAR(3) 0,0217 0,0109 52,8473 0,0209 
SAR(7) 0,0925 0,0070 350,5442 0,0919 
SMA(1) -0,4850 0,0117 -1098,5593 -0,4859 
Tabelle A. 3: t-Test Parametersignifikanz Prognose‚ Netzverluste ͷͲHertz,  
SARIMA(2,1,1,0)-(4,0,1)24 
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Autokorrelation (ACF) und partielle Autokorrelation (PACF) der stundengetrennten 
Zeitreihen der Leitungsverluste – ausgewählte Tagesstunden: 
 
  
Stunde 1 Stunde 1 
  
Stunde 6 Stunde 6 
  
Stunde 12 Stunde 12 
  
Stunde 18 Stunde 18 
Abbildung A. 1: (Partielle) Autokorrelationsfunktionen stundengetrennter Zeitreihen 
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Content 
The German transmission and distribution system operators are obligated to procure electric 
energy to compensate grid losses in a market oriented, transparent and non-discriminating 
procedure. For this purpose, forecasts for grid losses in different time horizons are necessary. 
In addition to the very long-term estimation of expected grid losses in the subsequent year, the 
short-term Day-Ahead and Intraday forecasts are of even more importance. 
In this thesis, an approach to forecast short-term grid losses aiming for operational implemen-
tation by system operators is developed. This approach has a high flexibility regarding its ap-
plication to short time horizons, different network areas and different grid components. Based 
on extended econometrical models and an algorithm-based clustering of grid components, this 
approach gives high forecast quality with a robust forecasting process. Divers sensitivity exam-
inations, focused on energy losses in transmission grids, demonstrate its suitability for system 
operations. 
Prior to the development of the forecast model, a detailed description of the physical for-
mation of grid losses and their determination is given. Since the forecast variables result from 
the sum of electrical energy losses of every single component, numerous different factors have 
an impact on the grid losses in a network area. According to a systematic analysis of how they 
affect the grid losses, these factors either have a direct or indirect impact. A major challenge 
related to the consideration of external influence factors into the forecasts of grid losses is the 
fact that interdependences among these may vary frequently and extremely. For this reason, 
the forecast approach developed in this thesis accounts for deterministic, autoregressive as 
well as stochastic characteristics of grid losses. 
The extended application of the forecast models gives the evidence of constant forecast quality 
on the one side. On the other side, they contribute to ensure successful forecasts and hence 
significantly support the purchase of balancing energy for grid losses. Moreover, the developed 
approach is approved to be applicable to other network areas. 
 
