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EVALUATING CAMERA MOUSE AS A COMPUTER ACCESS SYSTEM 
FOR AUGMENTATIVE AND ALTERNATIVE COMMUNICATION  
IN CEREBRAL PALSY: A CASE STUDY  
LAUREN E MacLELLAN 
Abstract 
Purpose: Individuals with disabilities, who do not have reliable motor control to 
manipulate a standard computer mouse, require alternate access methods for complete 
computer access and for communication as well. The Camera Mouse system visually 
tracks the movement of selected facial features using a camera to directly control the 
mouse pointer of a computer. Current research suggests that this system can successfully 
provide a means of computer access and communication for individuals with motor 
impairments. However, there are no existing data on the efficacy of the software’s 
communication output capabilities. The goal of this case study is to provide a 
comprehensive evaluation of Camera Mouse as a computer access method for 
Augmentative and Alternative Communication (AAC) for an individual with cerebral 
palsy, who prefers to use her unintelligible dysarthric speech to communicate her desires 
and thoughts despite having access to a traditional AAC system.  
Method: The current study compared the Camera Mouse system, the Tobii PCEye Mini 
(a popular commercially available eye tracking device) paired with speech generating 
technology, and natural speech using a variety of tasks in a single dysarthric speaker. 
Tasks consisted of two questionnaires designed to measure psychosocial impact and 
satisfaction with assistive technology, two sentence intelligibility tasks that were judged 
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by 4 unfamiliar listeners, and two language samples designed to measure expressive 
language. Each task was completed three times—once for each communication modality 
in question: natural speech, Camera Mouse-to-speech system, and Tobii eye tracker-to- 
speech system. Participant responses were recorded and transcribed. 
Results:  Data were analyzed in terms of psychosocial effects, user satisfaction, 
communication efficiency (using intelligibility and rate), and various measures of 
expressive output ability, to determine which modality offered the highest 
communicative aptitude. Measures showed that when paired with an orthographic 
selection interface and speech-generating device, the Camera Mouse and Tobii eye 
tracker resulted in greatly increased intelligibility. However, natural speech was superior 
to assistive technology options in all other measures, including psychosocial impact, 
satisfaction, communication efficiency, and several expressive language components. 
Though results indicate that use of the Tobii eye tracker resulted in a slightly higher rate 
and intelligibility, the participant reported increased satisfaction and psychosocial impact 
when using the novel Camera Mouse access system.  
Conclusion: This study is the first to provide quantitative information regarding the 
efficiency, psychosocial impact, user satisfaction, and expressive language capabilities of 
Camera Mouse as a computer access system for AAC. This study shows promising 
results for Camera Mouse as a functional access system for individuals with disabilities 
and for future AAC applications as well.  
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Introduction 
Augmentative and Alternative Communication 
A variety of congenital or acquired conditions result in the inability to communicate 
without adaptive and assistive supports. Cerebral palsy (CP) is one of the most common 
congenital causes of such severe communication disorders (Beukelman & Mirenda, 
1998). CP can cause major disturbances in motor abilities, impacting the precise motor 
coordination required for tasks such as speech generation. This results in decreased 
speech intelligibility due to general weakness in oral motor functioning (dysarthria) and a 
reduced ability to use gesture and alternative communicative symbols via body 
movements (Beukelman & Mirenda, 1998). Consequently, individuals with these deficits 
often have difficulty communicating their needs and wants, transferring information, and 
engaging in social closeness and etiquette, which have been proposed as the main 
purposes of communication (Light, 1988). 
Communication does not necessarily occur through spoken or linguistic forms 
exclusively, but also via alternate modes such as Augmentative and Alternative 
Communication (AAC). The American Speech Language-Hearing Association defines 
AAC as “an area of clinical practice that attempts to compensate (either temporarily or 
permanently) for the impairment and disability patterns of individuals with severe 
expressive communication disorders” (American Speech Language Hearing Association, 
n.d.). Individuals with a variety of severe communication disorders, including cerebral 
palsy, can benefit from adaptive assistance for speaking and/or writing.  
Many individuals with severe motor impairments may face difficulty in being able to 
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access AAC technologies with typical methods (i.e., typing and touch screen use). 
However, various assistive devices (e.g., switches, head pointers, eye tracking devices) 
instead allow these individuals to use any voluntary movements they may have to control 
computers. These solutions allow individuals to communicate their thoughts and needs 
through spelling or expression-building programs, use the Internet, and more actively 
participate in recreational activities (Buxton, Foulds, Rosen, Scadden, & Shein, 1986).  
Given that AAC technology must support a variety of individuals with diverse and 
complex communication needs, many domains and features must be considered when 
selecting an AAC strategy including the user’s motor, sensory, cognitive, psychological, 
linguistic, and behavioral profile (Blackstone, Williams, & Wilkins, 2007). 
Current Access Solutions 
There exists a wide range of access options for individuals with severe physical 
impairments, but they are often accompanied by unfavorable consequences. Recently, 
attention has shifted to eye tracking systems, which reflect safe infrared light on the 
surface of the eye to cause a reflection on the user’s pupil that a computer camera can 
track (Fager, Beukelman, Fried-Oken, Jakobs, & Baker, 2012). These systems allow 
individuals with disabilities to do things such as participate in group communication, 
communicate on the phone, access the internet and email, and participate in face-to-face 
interactions (Ball et al., 2010). Eye gaze can be an effective and natural input method that 
attracts users because it does not require the user to wear or utilize any external 
equipment and allows for portable computer access (Bates & Istance, 2003). While eye 
tracking systems have increased in popularity over the past few decades and are generally 
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considered to be lightweight and relatively easy to use (Caligari, Godi, Guglielmetti, 
Franchignoni, & Nardone, 2013; Fried-Oken et al., 2006), there still exist several 
practical issues and limitations. Along with requiring the user to fixate on a given target 
for a period of time which can be effortful and strenuous, eye tracking systems are 
expensive, require time for calibration, and are overly sensitive to adverse conditions 
such light, position changes, and environment changes (Cheng & Vertegaal, 2004; Fager, 
Beukelman, et al., 2012; Higginbotham, Shane, Russell, & Caves, 2007; Wilkinson & 
Mitchell, 2014).  In addition, eye trackers are not widely availability and can be 
expensive (Bates & Istance, 2003).  
Similar to eye tracking, head tracking strategies use video or infrared cameras to track 
selected body features or reflective dots placed on the forehead, glasses, or head that 
translate into cursor control for computer access (Fager, Beukelman, et al., 2012). These 
systems are beneficial for individuals with limited movement of their arms and hands 
(Fager, Bardach, Russell, & Higginbotham, 2012; Man & Wong, 2007). Compared to eye 
trackers, head trackers work well with small targets and require a short learning and 
training time to utilize (Bates & Istance, 2003). However, head tracking requires precise 
and reliable head movement and also may be physically demanding, and therefore a 
slower alternative (Bates & Istance, 2003). Further, environmental conditions and 
changes may affect performance; issues with calibration for individuals with limited 
ranges of motor movements have also been brought into question (Beukelman, Fager, 
Ball, & Dietz, 2007). Additional pros and cons of head tracking technology will be 
further explored in this study. 
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Laser strategies have also been investigated as low technology access methods for 
AAC. Here, a conventional laser pointer is mounted on a user (i.e., attached to glasses, 
head, foot) and directed toward a stimulus in the environment or toward an item on a 
communication board (Fager, Bardach, et al., 2012; Fager, Beukelman, Karantounis, & 
Jakobs, 2006). This option is appealing for many users as it does not become misaligned 
while in use and does not require constant re-calibration compared to other high-
technology access options like eye and head trackers (Fager et al., 2006). While this is an 
effective and relatively low-cost option, this method is demanding for communication 
partners, who must continuously co-construct and confirm the intended message (i.e., 
collaborate with speaker by asking clarifying questions and requesting clarification in the 
case of communication breakdown). Additionally, this method may also be 
uncomfortable for users and require constant adjusting depending on the point of 
attachment (e.g., glasses, hat). Eye safety of individuals in the environment is also of 
concern as some lasers may be too powerful and cause retinal damage with increased 
exposure (Ball, Fager, & Fried-Oken, 2012).  
An additional option for alternative computer access is brain-computer interface 
(BCI) technology (Birbaumer, 2006; Brumberg, Nieto-Castanon, Kennedy, & Guenther, 
2010; Wolpaw, Birbaumer, McFarland, Pfurtscheller, & Vaughan, 2002). BCI extracts 
features from recorded brain signals and translates them into commands so that an 
individual without reliable neuromuscular function may control technology (Gosmanova 
et al., 2017). Currently, most human BCI systems used for communication rely on 
noninvasive options such as electroencephalography. The noninvasive nature of this 
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method, along with its reasonable cost makes this an appealing option for those with 
extreme motor impairments. However, BCI systems currently are not able to operate at 
sufficient rates for conversational speech: production rates have been reported as being 
just one word or fewer per minute (Brumberg et al., 2010). BCI users also express 
concerns regarding the inconvenience and discomfort of wet electrodes (electrodes are 
mounted on scalp using wet conductive gel), the poor signal quality and typing accuracy 
of systems, needing ongoing technical support, and the lack of system portability (Peters 
et al., 2015). Overall, BCIs are not currently practical or available and require additional 
research. 
Barriers 
While the AAC industry attempts to individualize systems for every client based on 
their respective cognitive, motor, cultural and linguistic needs, AAC users face many 
environmental barriers and restrictions that ultimately result in decreased linguistic and 
social competence (Light & McNaughton, 2014). Non-use or abandonment of AAC can 
be as high as 75% (Johnson, Inglebret, Jones, & Ray, 2006). On average, one-third of 
assistive technology devices are abandoned, most within the first three months of 
acquisition (Phillips & Zhao, 1993; Scherer & Galvin, 1996). 
Barriers to obtaining devices such as high expenses (e.g., the Tobii PCEye Mini, 
which will be investigated in this study, currently retails for $1,199.00), discomfort, low 
speed, poor durability, and lack of training push many people away from assistive 
technology (Baxter, Enderby, Evans, & Judge, 2012; Johnson et al., 2006). In a 1993 
study published by Phillips and Zhao, 227 adults were surveyed regarding device 
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selection, acquisition, performance and use. Of those 227 adults, 29.3% of devices were 
completely abandoned. Abandonment was significantly associated with lack of 
consideration of user opinion, device procurement, poor performance, and change in user 
needs and priorities (Phillips & Zhao, 1993). These high rates of abandonment and 
rejection of AAC indicate that several factors must be considered when selecting and 
implementing a device.   
Camera Mouse 
 Given these high rates of abandonment of high-tech communication devices and 
negative patient satisfaction, Camera Mouse was developed to serve as a “non-intrusive, 
comfortable, reliable, and inexpensive communication device that is easily adaptable to 
serve the special needs of quadriplegic people and is especially suitable for children” 
(Betke, Gips, & Fleming, 2002). Camera Mouse is free software developed by Professor 
James Gips (Boston College) and Professor Margrit Betke (Boston College/Boston 
University) that allows the user to control the mouse pointer on their computer via a 
built-in camera or webcam that tracks a predetermined body feature. The purpose is to 
help those with physical disabilities (e.g., cerebral palsy, traumatic brain injury, 
amyotrophic lateral sclerosis, multiple sclerosis) to access computers and the internet.  
In an initial study, the developers of Camera Mouse found that a person without 
disabilities demonstrated “good control very quickly,” could sit down and spell out a 
message on an onscreen keyboard after only a minute of practice, and could spell out 
entire messages without operator intervention (Gips, Betke, & Fleming, 2000). The 
investigators also assessed the system’s functionality with three teenagers with severe 
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disabilities (Gips et al., 2000). Two of these participants demonstrated the ability to move 
the cursor, but not reliably. The third was able to move the cursor at will with her head 
movements. Finally, the investigators reported working with one individual with severe 
cerebral palsy who utilized his voluntary head movements (Gips et al., 2000). When 
paired with a preferred spelling system, this individual was able to spell out messages 
using his head movements as well. Though these initial results were promising, the study 
lacked information regarding what specific tasks were accomplished, the time it took the 
individuals to complete each task, and other critical quantitative information to support 
the system’s utility.  
In a 2002 review of Camera Mouse, the investigators provided information regarding 
the tracking algorithm and hardware specifications, along with an in-depth discussion of 
parameter and feature choices (Betke et al., 2002). Betke and colleagues also assessed the 
effectiveness of Camera Mouse when used by people with and without disabilities, 
reporting that individuals with and without disabilities are able to “master” Camera 
Mouse in as few as 2 hours, spell out messages, and explore the Internet; they further 
suggested that Camera Mouse “has the potential to support a high communication rate 
and results in less perceived exertion” when compared with other control devices that 
help people with severe disabilities access a computer (Betke et al., 2002). Betke and 
colleagues performed two experiments to evaluate the effectiveness of Camera Mouse 
using a group of 20 healthy computer users (Betke et al., 2002). Following brief 
instructions, the users were given one minute to practice moving the Camera Mouse 
cursor before the start of each experiment. For the first task, users “captured”, or selected, 
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aliens appearing at random locations on the computer screen using both a standard mouse 
and the Camera Mouse. Timing was compared between the standard mouse and camera. 
Findings indicated that the completion speed significantly increased by a factor of 1.6 
using a standard computer mouse. For the second experiment, users were asked to type 
using a spelling-board program and interface containing 26 alphabetic letters, space 
symbol, and delete buttons. In addition, the program contained a speech synthesizer 
function to generate speech output. To select a key using Camera Mouse, the user was 
required to dwell over the desired target for more than 0.5 seconds. The task required 
users to spell out “Boston College” three times using both the standard mouse and 
Camera Mouse. Each user was able to spell out the message. The regular mouse again 
proved to be significantly faster than Camera Mouse: on average Camera Mouse was 
only twice as slow as a typical mouse.   
The effectiveness of Camera Mouse was also assessed in 12 individuals with motor 
control difficulties with secondary motor speech disorders: 10 with cerebral palsy and 2 
with traumatic brain injury (Betke et al., 2002). Half of these individuals showed the 
ability to use Camera Mouse to spell using an onscreen keyboard system, whereas three 
of the individuals did not have sufficient muscle control to use the Camera Mouse. While 
Betke et al. reports that “the children were able to master the Camera Mouse system 
within 2 hours of use”, further quantitative information is lacking. The authors did, 
however, give a short synopsis of each of the successful candidates, reporting their ability 
to play with educational software or computer games, spell out short phrases (e.g., names 
and single words), and/or demonstrate control of the cursor. One anecdote indicates an 
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individual was “communicating” with his father using Camera Mouse, but no additional 
information was provided. While encouraging, these anecdotes do not provide sufficient 
evidence to validate the effectiveness of Camera Mouse as an AAC access system and 
overlook its ability to meet complex communication demands. Even so, the authors 
conclude by stating that Camera Mouse is a “user-friendly communication device that is 
especially suitable for children.” 
Betke and her team’s research focus has since shifted toward making improvements 
to the tracking mechanism of the Camera Mouse (Connor et al., 2009; Epstein, Missimer, 
& Betke, 2014), developing a multi-camera interface system (Cansizoglu & Betke, 2010; 
Magee et al., 2010), and even improving the mechanism of mouse clicks using a blink 
and wink interface system (Missimer & Betke, 2010). However, still no comprehensive 
studies evaluate the efficiency of Camera Mouse as a computer access system for AAC, 
while also taking into account user satisfaction and psychosocial impact, which have 
proven to be critical aspects to consider (Cockerill, Elbourne, Allen, Scrutton, Will, 
McNee, Fairhurst, et al., 2014). 
The goal of AAC is to enable individuals to efficiently and effectively engage in a 
variety of interactions, as well as participate in activities of their choice (Beukelman & 
Mirenda, 1998). To determine the extent to which Camera Mouse can provide a reliable 
means of communication as a computer access system for AAC, it must be evaluated 
comprehensively against current solutions. Current research has focused on the technical 
aspects of the Camera Mouse system, such as optimal settings and which facial features 
to track (Betke et al., 2002); however, little is known about Camera Mouse’s ability to 
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play a communicative role for individuals with disabilities. Specifically, this experiment 
aimed to assess if Camera Mouse could effectively meet more complex communication 
demands at the sentence and paragraph level.  
The current case study compares the communicative ability of an individual with CP 
when using the Camera Mouse system versus two alternatives used frequently by the 
participant: the Tobii PCEye Mini (a popular commercially available eye tracking device) 
and her natural dysarthric speech. Data were analyzed in terms of intelligibility, 
expressive language, speed, accuracy, psychosocial effects, and user satisfaction to gain a 
comprehensive understanding of the effectiveness of Camera Mouse as a computer 
access system for AAC in a user with CP.  
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Methods 
There were four main components comprising the experimental portion of this 
case study. Each component was analyzed in terms of three modalities: the client’s 
natural speech, Tobii PC Eye Mini, and Camera Mouse. The first component included 
calculations of intelligibility based on unfamiliar listener transcriptions using the 
Sentence Intelligibility Test (SIT) (Yorkston, Beukelman, & Hakel, 1996). The second 
involved using the previously mentioned sentences to calculate communication efficiency 
ratio to make judgments regarding the participants’ speed and accuracy of speech output. 
The third portion involved the use of two patient-reported assessments targeting the 
participant’s satisfaction with and her perceived psychosocial impact of using each 
communicative method. Finally, narrative samples were collected and compared in terms 
of expressive language. The specific procedures of each element are detailed further 
below. 
Participants 
Speaker. The participant was a motivated 19-year-old female with cerebral palsy. 
She is a literate college student studying Agriculture at a local university, with the hopes 
of finding a career in the field upon graduation. The participant was recruited for the 
study from the Madonna Rehabilitation Hospital in Lincoln, Nebraska where she 
previously received speech and language intervention. She experienced gross and fine 
motor movement deficits secondary to CP. These motor deficits have manifested within 
her speech system as well. The participant primarily communicated using her natural 
speech, which was marked by severe dysarthria of the mixed spastic-dyskinetic subtype. 
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The nature and severity of this dysarthria ultimately resulted in decreased intelligibility, 
particularly when the speaker communicated with unfamiliar listeners. At the time of this 
study, the participant was reluctantly using a Tobii PC Eye Mini eye gaze system 
occasionally during class (Tobii Dynavox, LLC) at the request of her teachers and to 
support unfamiliar listeners’ understanding. She reported her dissatisfaction with this 
device on multiple occasions throughout the testing sessions. 
Listeners. Participants in the transcription portion of the experiment were four 
individuals who reported no history of speech, language, or hearing disorders (two men, 
two women). They were aged 20-22 (M=21.5 years, SD= 1). To be included in the study, 
all participants were required to demonstrate normal hearing as judged by a pure tone 
hearing screening (25 dB HL at 250, 500, 1000, 2000, and 4000 Hz). In addition, 
listeners were required to be native speakers of North American English to control for 
any variances in speech perception. All participants were unfamiliar to the dysarthric 
speaker, to more accurately represent new communication partners.  Prior to 
participation, written consent was obtained from each of the four listeners, as approved 
by the Boston University Institutional Review Board.  
Access Methods and Interfaces 
Many AAC devices incorporate two systems to communicate: an interface (e.g., a 
keyboard presented on the computer screen) with which to construct a message, as well 
as an input modality  (e.g., a head- or eye-tracker) with which to select targets (Cler, 
Nieto-Castañón, Guenther, Fager, & Stepp, 2016). These systems can be paired with 
synthesized or digitized speech output to create a dedicated or integrated speech 
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generation device (SGD). An integrated SGD offers the user access to additional 
applications apart from speech (i.e., internet, e-mail, and other software programs), while 
a dedicated system is developed solely for the purpose of communication and AAC. 
The participant in this study completed multiple tasks using three modalities: her 
natural speech, a Tobii eye-tracker, and the Camera Mouse device. For sentence 
intelligibility and narrative tasks using the latter two modalities, the client utilized two 
similar interfaces: the Microsoft Windows On-Screen Keyboard (OSK) and the Click-N-
Type Keyboard (Version 3.03, Lake Software), respectively. Both interfaces allowed the 
participant to type out orthographic messages using either movements from her head via 
Camera Mouse or eyes via Tobii as the input modality. Interfaces differed in terms of 
number and layout of keys: The Microsoft Windows OSK presented keys in a QWERTY 
layout while the Click-N-Type Keyboard was alphabetical.  While most programs require 
a standard mouse click to select an item on a computer screen, Camera Mouse and the 
Tobii are programmed to make selections via dwell time. The programs generate a mouse 
click if the user directs the mouse pointer over a specified location for more than 0.5 
seconds (Betke et al., 2002). These values were pre-programmed before the start of 
testing. To generate speech output using the alternative access methods, a free version of 
Natural Reader Text-to-Speech software was utilized (AT&T Co. 2016 NaturalSoft 
Limited). The free version of this program converts any written text into spoken words. 
The participant produced her responses for certain tasks on a blank page of the 
application using the two assistive technology options and selected ‘play’ to initiate a 
computer-generated simulation of human speech, or synthesized speech. Speech 
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generation was incorporated with the systems to enable comparison between natural 
speech and assistive technology. When using her natural speech, the participant did not 
require the use of alternative interfaces or input modalities. Please refer to Table 1.0 for a 
brief description of all modalities and interfaces utilized in this experiment. 
Table 1. Access, interface, and output methods for tasks. 
ACCESS INTERFACE OUTPUT 
Camera Mouse: System 
tracks the user’s head 
movements with a video 
camera and translates them 
into movements of the 
mouse pointer for computer 
and AAC access (Betke et 
al., 2002) 
Click-N-Type Keyboard: 
Free on-screen visual 
keyboard, with 58 keys 
total, including 26 
alphabetic keys in 
alphabetical order and 
digits 0-9 (Lake Software, 
2013) 
Natural Reader Text-to-
Speech Application: Free 
text-to-speech program that 
converts any written text 
into spoken words using 
synthesized speech. 
 
Tobii PC Eye Mini: 
Peripheral eye-tracker that 
replaces the standard 
mouse to give the user 
computer and AAC access 
(Tobii Dynavox, 2017) 
Windows On-Screen 
Keyboard (OSK): Free 
QWERTY on-screen visual 
keyboard, with 67 keys 
total, including 26 
alphabetic keys and digits 
0-9 (Microsoft, 2017) 
Natural Speech: The individual presents with severe dysarthria of the mixed spastic-
dyskinetic subtype secondary to her diagnosis of cerebral palsy.  
 
Data Collection 
All acoustic recordings of the participant were made in a private room at the 
Madonna Rehabilitation Hospital using a portable digital audio recorder (Zoom 
Corporation Handy Recorder model H4n) and a headset microphone and/or a video 
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camera (Sony). Listener transcription data for the SIT portion of this experiment were 
recorded using a custom program in MATLAB (Mathworks, 2013 Version 8.1.0.604 
[R2013a]). 
Tasks 
The client completed six tasks using each of the three systems: Natural Speech, as well as 
the Camera Mouse and the eye-tracker systems paired with speech generation 
technology. These tasks were comprised of: two questionnaires, two sentence-reading 
tasks, and two verbal narratives. The order of the tasks remained the same across all 
modalities. Each task is explained in Table 3. 
Task 1: Quebec User Evaluation of Satisfaction with Assistive Technology 
(QUEST 2.0). The QUEST 2.0 is a 12-item outcome measure that examines an 
individual's positive or negative evaluation of specific dimensions of assistive 
technology. It does not focus on performance, but rather on the individual’s satisfaction 
with features of the device and other related services (Demers, Monette, Lapierre, 
Arnold, & Wolfson, 2002; Demers, Weiss-lambrou, & Ska, 2002). The purpose of the 
questionnaire is to evaluate how satisfied an individual is with his or her assistive device 
and the related service they have experienced (Demers, Weiss-lambrou, et al., 2002). The 
evaluator read each of the 12 items to the participant and presented her with a rating scale 
ranging from 1 (not satisfied at all) to 5 (very satisfied). The evaluator recorded the 
participant’s responses on the scoring sheet.  
Part 1 of the QUEST 2.0 explores the users’ satisfaction with the device and 
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consists of eight items regarding various components related to assistive technology use: 
dimensions, weight, ease in adjusting, safety/security, durability, ease, comfortability, 
and effectiveness. Part 2 explores user satisfaction with services, including service 
delivery, repairs/servicing, and professional and follow-up services. The participant was 
asked to comment on any of the items she reported being “very satisfied” with. Finally, 
the participant selected the three items (out of the 12 listed above) that she considered to 
be the most important considerations for assistive technology.  
Due to the fact that the QUEST is designed to target aspects of assistive 
technology, modifications were made for comparison purposes so that the individual 
could rate her satisfaction with using her natural speech as well. For instance, the 
participant first rated five statements regarding her decision to use her natural voice over 
assistive technology in terms of factors such as dimensions, weight, adjustments, service 
delivery, and repairs and servicing assistive technology required. The scale was modified 
to range from 1 (not true at all) to 5 (very true). The second part of the modified QUEST 
mimicked the standard version and required the participant to rate her satisfaction 
regarding measures of safety and security, durability, ease, comfortability, effectiveness, 
and professional services related to using her natural speech. The participant was told that 
professional services included any speech and language services she might have had in 
the past. Finally, rather than selecting the three items that the individual found most 
important in assistive technology, the participant was asked to choose three items that 
best explain why she chooses to use her natural voice over assistive technology. Follow-
up services were not included as a component for the modified QUEST as it was not 
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deemed relevant for natural speech. See Appendix for the Modified QUEST 2.0 
administered to measure the participant’s satisfaction with use of her natural speech.  
Task 2: Psychosocial Impact of Assistive Devices Scale (PIADS). The 
Psychosocial Impact of Assistive Devices Scale (PIADS) is a 26-item self-report 
questionnaire designed to measure the effects of an assistive device on functional 
independence, well-being, and quality of life (Jutai & Day, 2002). The evaluator read 26 
words/phrases aloud which were each related to possible psychosocial impacts of using 
an assistive device. The items were subdivided into three subscales to address the 
fundamental dimensions of quality of life: competence, adaptability, and self-esteem. The 
participant was asked to rate each item using a 7-point Likert scale ranging from -3 
(decreases; maximum negative impact) to +3 (increases; maximum positive impact), with 
zero representing no psychosocial impact of using the device. The evaluator recorded the 
responses of all items. A glossary was also available to help the participant interpret 
words and phrases if needed. Although the PIADS was created to measure the impact of 
assistive devices on quality of life, the participant was also asked to complete the 
questionnaire to rate the 26 items in relation to using her natural voice for comparison 
purposes as well.  
Task 3: Speech Intelligibility Testing (Accuracy Condition). Speech 
intelligibility is commonly used for the assessment of individuals with motor speech 
disorders such as CP as a way to measure the understandability of a speech sample 
(Yorkston, Beukelman, & Hakel, 1996). Reduced intelligibility is a critical measure to 
consider in order to better understand the functional or activity limitations that may result 
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from speech degradation, especially as they relate to quality of life (Hustad, Schueler, 
Schultz, & DuHadway, 2012). The SIT is software designed to measure the speech 
intelligibility, speaking rate, and communication efficiency of an individual (Yorkston, 
Beukelman, & Hakel, 1996). For this particular study, the SIT software was utilized to 
generate six lists of random sentence stimuli. Each SIT sentence list consists of 12 
sentences ranging from 5 to 12 words in length.  
The client completed two SIT tasks using each modality: natural speech, eye-
tracker paired with speech generation, and Camera Mouse paired with speech generation. 
She completed SIT tasks in both conditions utilizing one modality before moving on to 
the next. For modalities requiring assistive technology, the participant had to first 
transcribe the message into a blank document in the Natural Reader Text-to-Speech 
application using either the Windows OSK or Click N’ Type onscreen keyboard. She 
then pressed play in order to generate the synthesized speech.   
For the first condition, the participant simply had to repeat the given sentences as 
accurately as possible. For the first task, the evaluator read the following directions to the 
participant: “I am going to read you some sentences, which I will ask you to repeat back 
to me one at a time. After I finish reading a sentence I will say, “go”. When you hear me 
say “go”, please repeat the sentence back to me as accurately as possible.”  
Task 4: Speech Intelligibility Testing (Speed Condition). For the second 
condition, the same intelligibility task outlined above was completed with slight 
modifications. For the speed condition, the directions were altered to say, “…When you 
hear me say “go” please repeat the sentence back to me as fast as possible.” The 
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participant once again utilized all three modalities: Natural speech, the eye-tracker to 
speech system, and Camera Mouse to speech system. All SIT productions were recorded 
and timed. 
Task 5: Picture Elicitation Narrative Language Sample. Picture description 
narratives were elicited using the Cookie Theft picture from the Boston Diagnostic 
Aphasia Exam, Third Edition (BDAE-3) using standard instructions (Goodglass, Kaplan, 
& Barresi, 2001). The participant was shown a picture scene and asked to tell the 
examiner everything she saw happening in the picture using the three modalities. No time 
limit was imposed. Instructions were adapted for the second and third trial (using 
assistive technology devices) to inform the client that she could repeat statements made 
in previous trials to ensure that she included all relevant details. The same picture 
stimulus was utilized for each trial to allow for a fairer and direct comparison of 
expressive language across the three modalities. The examiner transcribed and timed the 
participant’s responses at a later time.  
Task 6: Ethical Question Narrative Language Sample. The participant 
responded to three hypothetical ethical dilemma scenarios to gather a language sample in 
each modality. See Table 2 for prompts. Three distinct dilemmas created by the 
investigator were presented to the participant. In this case, stimuli differed in order to 
gather a more accurate depiction of the participant’s spontaneous speech across contexts 
and increase cognitive and linguistic demands (i.e., scenarios were meant to elicit speech 
that mimicked participant’s speech in daily life). The participant was asked to explain 
what she would do in a given situation and provide reasoning to support her decision. The 
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examiner transcribed and timed the participant’s responses using acoustic and video 
recordings.  
Table 2. Ethical dilemmas used to elicit speech samples. 
TASK/MODALITY DESCRIPTION 
Dilemma 1 
Camera Mouse 
“The cashier at the grocery store forgot to charge you for some 
fruit you had in your cart. You realize this as you are leaving the 
store. It was an honest mistake. When you look back at the 
register you see that there is already a long line. What would you 
do, and why?” 
Dilemma 2 
Natural Speech 
“You are working at a bank. One day, one of the bank tellers who 
has become one of your best friends tells you that her daughter is 
extremely ill and needs to undergo a $10,000 operation to 
survive. She has no insurance and no money left because of the 
medications and doctors visits she has been paying for. A few 
weeks later you ask your friend how her daughter is doing. She 
confides in you that she took $10,000 from a dormant account 
that hasn’t been touched in a few years. Her daughter was able to 
get the surgery and is now healthy. Your friend assures you that 
she has already begun paying the money back and will continue 
to do so until it is all returned. What would you do, and why?” 
Dilemma 3 
Tobii 
 
“You and your best friend Rachel made reservations to get dinner 
tonight at the new restaurant in town. You both have been very 
busy lately so you haven’t been able to see each other as much as 
you would like. The reservation is at 6pm. At 5pm, your friend 
Bridget calls screaming in excitement that she just won tickets to 
your FAVORITE singer’s concert that same night. What would 
you do, and why?” 
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Outcome Measures 
Please refer to Table 3 for a brief overview of the outcome measures being 
analyzed for each assessment measure. Intelligibility and communication efficiency 
calculations, along with narrative analysis were completed in order to comment on the 
accuracy, efficiency, and expressive language output capabilities of the participant’s 
natural speech and the two assistive technology systems in question. This provided 
evidence to support which is the most effective communication modality for the 
participant. These findings were subsequently compared to the qualitative information 
gathered via questionnaires in order to highlight any relationships between the 
participant’s preferences and the communication efficiency components of each 
modality. In turn, this ultimately highlights which factors the participant deems to be the 
most important in selecting assistive technology and provides further insight into reasons 
for AAC abandonment.  
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Table 3. Study tasks and related outcome measures. 
 TASK DESCRIPTION OUTCOME MEASURE(S) 
1 Quebec User 
Evaluation of 
Satisfaction with 
Assistive Technology 
(QUEST) 
Questionnaire designed 
to examine the level of 
satisfaction of various 
dimensions of assistive 
technology 
Factors that increase/decrease 
user satisfaction (e.g. 
comfort) 
2 Psychosocial Impact of 
Assistive Devices 
(PIAD) 
Questionnaire examining 
quality of life measures 
Psychosocial impact of using 
various communication 
modalities (e.g., competence, 
adaptability and self-esteem) 
3 Sentence Intelligibility 
Testing (SIT)- 
Accuracy Condition 
Participant reads list of 
random sentence stimuli. 
Four blinded listeners 
listen and provide 
orthographic transcription 
Speech Intelligibility (%) and 
Communication Efficiency 
Ratio (CER) 
4 Sentence Intelligibility 
Testing (SIT) – Speed 
Condition 
5 Picture Description 
Narrative 
Participant describes 
everything she sees 
happening in a picture 
scene and experimenter 
transcribes samples 
Language Sampling 
Analysis: words per minute, 
Mean Length of Utterance 
(MLU), syntactic complexity 
(subordination index), 
errors/omissions, verbal 
facility, and content analysis 6 Ethical Question 
Narrative 
Participant responds to 
ethical question 
 
Satisfaction and Psychosocial Impact. The participant completed two 
questionnaires for each modality examined. Each questionnaire was scored based on the 
protocol provided. 
QUEST 2.0. The QUEST 2.0 yields three scores: a device subscale score, a 
services subscale score, and a total score. Scores on each item can range from 1 (not 
satisfied at all) to 5 (very satisfied). The Device subscale score is obtained by adding 
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ratings of valid responses from items 1 to 8 and dividing the sum by the number of items 
in the subscale. The services subscale is computed by the average score for items 9 to 12, 
while the total QUEST score is obtained by adding ratings of valid responses for items 1 
to 12 and dividing the sum by the number of valid items. Thus a score can range from 1 
to 5. Means for subscale scores provide summary statistics about the individuals’ relative 
satisfaction or dissatisfaction of the device and services as they relate to assistive 
technology devices. The following provides guidelines of how to interpret mean scores.  
Table 4. QUEST 2.0 score interpretations.  
SCORE INTERPRETATION 
1 (or very close to 1) User "not satisfied at all" with their device on that subscale 
2 (or very close to 2) User "not very satisfied" with their device on that subscale 
3 (or very close to 3) User "more or less satisfied" with their device on that subscale 
4 (or very close to 4) User "quite satisfied" with their device on that subscale and 
5 (or very close to 5) User “very satisfied” with their device 
*Mean plus or minus standard deviation and range were also calculated to determine 
variability in the data set (Bergström & Samuelsson, 2006).  
 PIADS. The PIADS consists of three distinct subscales aimed to measure 
Competence (12 items), Adaptability (6 items), and Self-Esteem (6 items). Questions 
target topics such as performance, independence, willingness to try new things, self-
confidence, and sense of power and control. Scores were calculated using the PIADS 
protocol and standard procedures (Jutai & Day, 2002). Mean PIADS scores were 
obtained by adding values of all items and dividing by the total number of items on the 
questionnaire (n=26). Mean subscale scores were calculated by adding all values 
corresponding to items in subscale, and dividing by the total number of items in each 
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subscale. Descriptive comparisons of the three PIADS subscale scores (competence, 
adaptability, and self-esteem) were conducted for the participant for each modality being 
examined. The goal was to determine which modality had the most positive impact on the 
individual's quality of life.  
Sentence Intelligibility and Communication Efficiency Ratio. The goal of this 
portion of the case study was to gather data regarding unfamiliar listener perception of 
intelligibility from sentence-level speech samples collected from the participant across 
multiple modalities, as well as gather information related to communication rate and 
efficiency. Data were utilized to determine which modality provides her with the highest 
intelligibility ratings.  
Transcriptions. Given that background noise differed within each SIT sound file 
and across modalities, a segment of noise was taken from one recording and imposed 
across all recordings to ensure that this did not interfere with the speaker’s intelligibility. 
Each recorded sentence was peak normalized and noise matched to ensure that the level 
of noise was consistent across SIT productions. Then, each sentence recording was edited 
such that there was one second before and one second after speech to account for effects 
of having more or less time before the speech for the intelligibility ratings. These files 
were then added to a custom graphical user interface (GUI) so that unfamiliar listeners 
could orthographically transcribe each sentence as a measure of accuracy. All sentence 
recordings used in the experiment were presented in a random order to recruited listeners 
via a custom program in MATLAB. Sentence recordings were presented via Sennheiser 
HD 280 pro (64 ohm) over the ear headphones at each listeners’ most comfortable 
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loudness level. Listeners were only given one opportunity to listen to each stimulus and 
were instructed to make their best guess even if they were unsure of the intended 
message. This decision was made to prevent potential listener learning effects. Though 
the listeners were blinded to the modality being used (i.e., Camera Mouse to speech 
system, eye-tracker to speech system, natural speech), they were informed that some 
stimuli might sound more natural than others.  
Rate and Accuracy. SIT scores were calculated as the total words matching 
between the listener transcription and the target SIT sentences divided by the total 
number of words (Garcia & Dagenais, 1998; Hustad et al., 2012). A document was 
generated using a custom MATLAB program that included all target sentences and 
resulting transcriptions from each listener. The experimenter hand-checked each 
transcription. All minor misspellings not resulting in a change the pronunciation of the 
word, homonyms, and contractions (e.g., “it’s” for “it is”) were counted as correct 
(Hustad et al., 2012). The intelligibility score for each modality was comprised of the SIT 
sentence score of the participant averaged over all listeners and sentences.  
 Speed and accuracy scores extracted from the Sentence Intelligibility Testing 
tasks were used as variables for determining Rate of Intelligible Speech and 
Communication Efficiency Ratio (CER) of the participant’s productions (Yorkston, 
Beukelman, Hakel, & Dorsey, 1996). Rate of Intelligible Speech measures 
communication efficiency, taking into account accuracy (intelligibility) and speaking rate 
(WPM). The rate of intelligible speech (in WPM) was calculated by dividing the number 
of correctly transcribed words by the 4 listeners by the total duration (i.e., the time it took 
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the participant to generate each message). This resulting value was compared to rates of 
typical adult speakers in order to calculate the CER, which is defined as the rate of 
intelligible speech produced by any speaker divided by the typical rate of intelligible 
speech (190 WPM) on SIT tasks (Yorkston, Beukelman, Hakel, et al., 1996).  
Expressive Language. Language Sampling Analysis (LSA) was accomplished 
using the Systematic Analysis of Language Transcripts software (Miller & Iglesias, 2012) 
that analyzes transcribed speech samples. The software includes a range of analyses at 
both the microstructure and macrostructure levels of language and reference databases to 
compare the individual being tested to typically developing peers. Due to the type of 
language samples collected, the participant’s language samples could not be compared to 
the database. The language samples were analyzed using the following SALT analyses: i) 
The Standard Measures Report, which provides measures of length, intelligibility, 
syntax/morphology, semantics, verbal facility, and errors; and ii) The Subordination 
Index, which provides a measure of clausal density.  Comparisons within these domains 
were made across the language samples gathered from the three modalities.   
 Language samples were transcribed verbatim and segmented into C-units, which 
consist of one main clause with all subordinate clauses attached to it (Miller, Andriacchi, 
& Nockerts, 2011). Clauses include both main and subordinate clauses, and contain a 
subject and predicate. The transcripts were coded using the standard SALT transcription 
codes for the Standard Measures Report and the Subordination Index.  For the 
Subordination Index, each utterance in the sample was given one of the following codes: 
[SI-1] and [SI-2] for C-units which contained one or two clauses, [SI-0] for C-units in 
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which the subject or verb of the main clause was omitted, and [SI-X] for incomplete or 
unintelligible utterances. These utterances (16% of all utterances across all language 
samples) were excluded from subordination index analysis per SALT scoring rules. In 
addition to the Standard Measures Report, a Subordination Index (SI) Report was also 
generated using SALT. A SI-Composite score was calculated for each language sample 
by dividing the number of clauses within a sample by the total number of utterances as a 
measure of syntactic complexity. 
 The content unit analyses developed by Yorkston and Beukelman (1980) was 
used to analyze the participant’s picture description language samples. This system was 
originally developed to quantify the amount of information conveyed by aphasic speakers 
in connected speech. Yorkston and Beukelman analyzed the speech samples of 78 non-
brain-damaged adults describing the Cookie Theft picture from the BDAE. In doing so, 
they developed a list of “content units,” or rather, groupings of information always 
expressed as a unit, mentioned by at least one of the subjects. These established content 
units serve as a way to evaluate the informativeness and efficiency of connected speech 
samples. 
Content unit analyses required that the experimenter tally the number of words in 
the sample and then tally and remove words defined by the following categories: 
incorrect information, disfluencies, structural words, redundancies, content units, 
elaborations, and irrelevancies. Word tallies and computations were completed following 
Yorkston and Beukelman’s protocol. Criterion to determine abnormality was also 
included and referred to. This will be discussed in more detail below.   
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Results 
The participant completed all six tasks using her natural speech and the two 
assistive technology systems.   
Psychosocial Impact 
Figure 1 shows that PIADS scores for subscales of competence, adaptability, and 
self-esteem were highest for natural speech and suggest that natural speech use has a 
positive impact on the participant’s Quality of Life (QOL). All PIADS scores related to 
natural speech use were approximately 2 in all subscales. The highest ranked items for 
natural speech were independence, productivity, usefulness, ability to participate, 
eagerness to try new things, and ability to take advantage of opportunities. These factors 
appear to greatly increase user QOL. The eye tracker to speech system resulted in the 
lowest subscale ratings, ranging from -1 to -0.88, suggesting a negative impact on the 
participant’s QOL. The participant identified 13 items as having a negative impact, the 
lowest (-2) being: competence, adequacy, efficiency, productivity, sense of power and 
control, ability to participate, and ability to take advantage of opportunities. Camera 
Mouse to speech system PIADS scores were between 0 and 0.4 in all subscales 
suggesting a neutral to slightly positive impact on QOL (no psychosocial impact in terms 
of adaptability, but positive impact for self-esteem and competence). The participant 
indicated that Camera Mouse use had no psychosocial impact on 18 items (scored as 0). 
Figure 2 shows each of the items’ ratings across the three modalities. It is important to 
note that no natural speech or Camera Mouse items were marked for having a maximum 
negative impact (-3). However, the patient rated the efficiency of the eye tracking to 
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speech system as a -3. In comparison, she rated the efficiency of Camera Mouse as -2, 
which was the lowest score for that modality. 
Figure 1. Psychosocial Impact of Assistive Devices (PIADS) quality of life subscale 
scores across three modalities. Error bars illustrate 95% confidence intervals. 
 
Figure 2. Psychosocial Impact of Assistive Devices item scores. The participant rated 
level of impact of 26 quality of life items on scale of -3 to 3, representing minimum to 
maximum level of impact. This task was completed for each of the three modalities. 
		
30 
Quality of Life 
Figure 3 displays item scores for QUEST 2.0 related to the assistive technology to speech 
systems and natural speech. The highest mean score was 4.33 (SD = 0.52) for natural 
speech, once again suggesting that the participant demonstrates a strong satisfaction with 
this modality. Given the nature of the assessment, and that it is designed to be rated in 
relation to assistive technology, many items were not applicable to natural speech (e.g., 
dimensions, weight, adjustments, service deliveries, repairs). These items were not 
administered or scored. Average QUEST 2.0 scores for the Camera Mouse to speech 
system was 3.92 (SD = 0.67) whereas the Tobii eye-tracker to speech system earned a 
mean score of 3.58 (SD = 0.67). While device and services subscales were slightly higher 
for Camera Mouse relative to the Tobii eye-tracker to speech system, values suggest that 
the participant is “quite satisfied” with both assistive technology devices in question. 
Satisfaction was not lower than a 3 on any item for all three modalities. The participant 
finished each questionnaire by indicating which satisfaction factors were most crucial: 
her responses are outlined in Table 5.  She was also asked to identify three factors that 
best explained why she chooses to use natural speech over assistive technology options to 
compensate address the items than were not applicable. These responses are also outlined 
in Table 5.  
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Figure 3. Quebec User Evaluation of Satisfaction with Assistive Technology (QUEST) 
2.0 subscale scores across three modalities: natural speech, Camera Mouse, and Tobii. 
Participant rated each item on scale of 1–5, ranging from not satisfied at all to very 
satisfied. Five items were not applicable for natural speech and were therefore not 
scored. 
	
Table 5. Satisfaction responses on QUEST 2.0 
Tobii Camera Mouse Natural Speech 
Please select the three items that you 
consider to be the most important to 
you. 
Please select the three items that 
complete the following sentence best; I 
prefer to use my natural voice over 
assistive technology because...” 
3. Adjustments 
5. Durability 
10. Repairs/servicing 
3. Adjustments 
6. Easy to use 
7. Comfort 
6. It is easier to use 
7. It is more comfortable for me 
10. I do not need to worry about 
repairs/servicing 
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Sentence Intelligibility Testing 
The participant produced a total of 43 SIT sentences across the 3 modalities (12 
Camera Mouse, 9 Tobii eye-tracker, 22 natural speech). A total of 43 sentences were 
available for analysis. Please refer to the Appendix for all sentence stimuli used. Sentence 
Intelligibility Testing was analyzed in terms of the participant’s intelligibility, rate, and 
communication efficiency (see Figure 4, 5, and 6).  
Intelligibility improved considerably with the introduction of the two assistive 
technology options, as shown in Figure 4. The participant’s average intelligibility across 
all sentence stimuli and four listeners was 26.6% (SD = 24.8%) using her natural speech. 
Intelligibility improved to 95.8% (SD = 8.2%) and 97.5% (SD = 4.4%) with the Camera 
Mouse and the Tobii eye-tracker to speech systems respectively.  
Average speech rate was calculated by dividing the number of words the 
participant produced by the duration it took to produce the sentence (in minutes). Rate 
was calculated for each of the 43 sentence stimuli and averaged to obtain an overall 
average rate of the three modalities, which is shown in Figure 5. Natural speech resulted 
in the highest rate of 126.7 WPM (SD = 32.2). Average rates of Camera Mouse and Tobii 
to speech modalities was 2.4 WPM (SD = 0.7) and 2.7 WPM (SD = 0.6) respectively. 
While the participant demonstrated the ability to increase the rate of her natural speech 
between the two conditions (first producing 111.6 WPM in accuracy condition, then 
141.8 WPM in speed condition), her rates decreased for the speed condition when using 
both assistive technologies. Average speeds of the Camera Mouse to speech system for 
the SIT task accuracy conditions was 2.5 WPM (SD=.99), while the speed condition rate 
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decreased to 2.3 WPM (SD=.37). For the Tobii eye-tracker to speech system, the 
decrease was larger from 3.0 WPM (SD=.37) in the accuracy condition to 2.0 WPM 
(SD=.39) in the speed condition. These differences in rate between the two conditions are 
highlighted in Figure 6. 
The participant’s rate of intelligible speech decreased using the Camera Mouse to 
speech system and Tobii eye-tracker to speech system between the two conditions. Using 
Camera Mouse as an access system, her rate of intelligible speech decreased from 2.4 
WPM (SD=.89) to 2.2 WPM (SD=.45). When using the Tobii eye-tracker as an access 
system rate of intelligible speech went from 3.0 WPM (SD=.36) to 2.0 WPM (SD=.35). 
For speech, rate of intelligible speech increased (as expected) from 31.0 WPM in the 
accuracy condition to 37.1 WPM in the speed condition. The rate of intelligible speech 
produced by the participant was divided by the mean rate of intelligible speech produced 
by a group of normal speakers (190 IWPM) to obtain Communication Efficiency Ratios 
(CER), as seen in Figure 7. The highest average CER value was achieved from natural 
speech (.18, SD= .004).  The average eye tracker to speech system CER value was .014 
(SD= .003), and Camera Mouse to speech system was .012 (SD= .004). In general, 
average CER values did not differ considerably between the two conditions (accuracy vs. 
speed). The largest increase was for natural speech, where the average CER increased 
from .16 (SD=.12) in the accuracy condition to .20 (SD=.24) in the speed condition. 
Results based on condition are shown in Figure 9. 
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Figure 4. Average intelligibility (%) of natural speech, Camera Mouse to speech 
system, and Tobii eye-tracker to speech system as judged by 4 recruited listeners 
in a Sentence Intelligibility Testing task. Error bars represent 95% confidence 
intervals. 
   
Figure 5. Average rate, as measured in words per minute, of natural speech, Camera 
Mouse to speech system, and Tobii to speech system, averaged over the two 
conditions of accuracy and speed.  Error bars represent 95% confidence intervals.  
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Figure 6. Average rate, measured in words per minute, of natural speech, Camera 
Mouse to speech system, and Tobii eye-tracker to speech system based on two 
conditions: accuracy and speed. Error bars represent 95% confidence intervals. 
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Figure 7. Average Communication Efficiency Ratio (CER) of sentence intelligibility 
tasks across three modalities. CER calculated using the rate of intelligible speech 
produced by a dysarthric speaker divided by the normal rate of intelligible speech on 
SIT tasks (190 WPM). Error bars represent 95% confidence intervals.  
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Figure 8. Average Communication Efficiency ratio of three modalities based on 
condition (accuracy vs speed). Error bars represent 95% confidence intervals. The closer 
the participant is to 1.0, the closer intelligibility resembles a typical speaker.  
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Language Sampling Analysis 
Standard Measures reports and subordination index analyses were generated for 
the six narratives elicited. Expressive language factors that were examined included rate 
(words/minute), subordination index composite scores, number of words, number of 
omissions and errors, as well as mean length of utterance (morphemes and words). 
Findings generated by the Standard Measures Report are presented in Tables 6 and 7 and 
Figures 9-15.  
Transcript Length. Length was calculated based on number of total words in 
each speech sample, as well as the total number of C-units. The participant generated the 
greatest total number of words when using her natural speech (42 words for picture 
description and 68 words for ethical dilemma). Camera Mouse followed with the 
participant producing 31 words for the picture description narrative and 39 for the ethical 
dilemma scenario. Finally, the participant generated 27 words and 20 words for the 
picture description and ethical dilemma narratives, respectively, using the Tobii eye 
tracker as the access method. In general, the participant produced a greater number of C-
units for the picture description tasks: she produced 8 C-units using her natural speech 
and 9 C-Units for both assistive technology options. In comparison, she produced 6 C-
Units using her natural speech and Camera Mouse System and only 2 C-Units with the 
Tobii eye tracker system for the ethical dilemmas tasks.  
Verbal Facility. The speech rate was also measured for the elicited narratives in 
words per minute. The participant averaged 58.7 WPM for natural speech (SD=3.9), 1.7 
WPM for Camera Mouse (SD=.6) , and 2.2 WPM for Tobii (SD=.1) across both language 
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samples. These values are distinct from rate values calculated from SIT sentence stimuli.  
Syntax/Morphology. Subordination index (SI) is a measure of syntactic 
complexity that consists of a ratio of the total number of clauses (clauses containing a 
subject and predicate) to the total number of C-units (independent and dependent clauses) 
(Loban, 1963). Composite scores for the picture description tasks were reported as .86 
(natural speech), .89 (Camera Mouse), and .67 (Tobii). The ethical dilemma narrative 
resulted in relatively higher scores: 1.3 (natural speech), 1.0 (Camera Mouse), and 1.5 
(Tobii), suggesting that the ethical dilemma questions elicited more complex syntax from 
the participant. Mean length of utterance (MLU) in morphemes and words for both 
narratives was calculated. MLU in words and morphemes for natural speech was highest 
at 5.17 words and 6.17 morphemes for the picture description task, and 12 words and 
12.8 morphemes in the ethical dilemma narrative. The Tobii to speech system resulted in 
a MLU of 3.0 words and 4.0 morphemes for the picture description, and 10.0 words and 
10.0 morphemes for the ethical dilemma explanation. The Camera Mouse to speech 
system resulted in the participant producing a MLU of 3.4 words and 4.7 morphemes for 
the picture description and 6.5 words and 6.7 morphemes for the ethical dilemma task. 
See Table 6 and 7 for results represented in table format.   
Errors. The percentage of utterances with errors, which primarily included 
omissions, was calculated for each narrative. Natural speech resulted in the smallest 
average percentage of utterances with errors (16.7% picture description and 60% ethical 
dilemma narrative). Errors in the latter consisted of omissions, incomplete utterances, 
word-level errors, and unintelligible words and phrases. Of the utterances the participant 
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produced during the picture description task using the Tobii and Camera Mouse to speech 
systems, 100% of them included errors. These errors consisted solely of omissions of 
articles (e.g. “the”) and auxiliary verbs (e.g. “are” and “is”). Comparatively, she produced 
errors in 50% of utterances using the Tobii to speech system, and 66.7% of utterances 
using the Camera Mouse to speech system for the ethical narrative dilemma. These errors 
consisted of omissions of the bound morpheme, word level errors (error in word choice), 
whole word omissions, incomplete utterances, and other utterance-level errors.  
Content Unit Analyses. Procedures for performing content analysis using Cookie 
Theft Picture descriptions were followed. After transcribing each sample verbatim and 
writing contractions as separate words, total number of words equaled 43, 31, and 27 for 
natural speech, Camera Mouse, and Tobii descriptions, respectively. Incorrect statements 
were then removed. The presence of any incorrect words indicates abnormality, 
according to Yorkston and Beukelman’s method (Yorkston & Beukelman, 1980). The 
participant produced a 5-word incorrect statement (“the girl is playing with”) using 
natural speech, and 3-word incorrect statements using the assistive technology (“girl is 
eating”). Content units that would have been accepted were that the girl was “reaching 
up,” “asking for a cookie,” “laughing,” “keeping him quiet,” or “trying to help.” It is 
likely that the participant simply misinterpreted the picture. The experimenter then 
removed all words contributing to disfluencies. Disfluencies were only present in the 
natural speech sample, where two words were unintelligible (4.7%). This was well below 
17%, the criterion indicating abnormality. Next, the experimenter tallied and removed 
any words providing structural support (i.e., statements about the task, empty speech, 
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nonspecific speech, articles, etc.) This included 11 words for natural speech and 0 words 
for both Camera Mouse and the Tobii system. This value was divided by the total number 
of words in the sample to compute the percent of structural words. The natural speech 
sample was comprised of 25.6% structural words, while the samples using assistive 
technology included 0%. The criterion provided by Yorkston and Beukelman (1980) state 
that values less than 27% or greater than 47% of structural words indicate abnormality. 
Therefore, the participant’s speech samples across all modalities were considered 
abnormal in terms of structural support: While language samples of natural speech 
contained a surplus of structural words, those collected via assistive technologies had 
none. Finally, all content units as specified by Yorkston and Beukelman were tallied and 
removed. Values were divided by the total number of words in the sample and multiplied 
by 100 to compute the percent of content units. The Tobii system resulted in the highest 
percentage of content units with 77.8%, followed by Camera Mouse (74.2%) and natural 
speech (51.2%). According to the criteria, values less than 26% or greater than 68% of 
content unit words indicates abnormality (Yorkston & Beukelman, 1980). Therefore, 
only the participant’s percentage of content units produced with natural speech was 
deemed to be within normal limits. Camera Mouse and Tobii samples included an 
abnormally high percentage of content units. See Table 8 for more information regarding 
the raw numbers, percentages, and classifications of the picture descriptions using these 
content analyses. 
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Table 6. Cookie Theft Standard Measures Report 
 Natural 
Speech 
Tobii Camera 
Mouse 
SI-Composite .9 .7 .9 
Rate (WPM) 61.5 2.1 1.3 
Total # Words 42 27 31 
Total # C-Units 8 9 9 
MLU Morphemes 6.2 4.0 4.7 
MLU Words 5.2 3.0 3.4 
# Of Omissions 1 14 11 
% Utterances with Errors 16.7% 100.0% 100.0% 	
Table 7.  Ethical Dilemma Standard Measures Report	
 Natural 
Speech 
Tobii Camera 
Mouse 
SI-Composite 1.3 1.5 1.0 
Rate (WPM) 55.9 2.3 2.1 
Total # Words 68 20 39 
Total # C-Units 6 2 6 
MLU Morphemes 12.8 10.0 6.7 
MLU Words 12.0 10.0 6.5 
# Of Omissions 1 0 4 
% Utterances with Errors 60.0 50.0 66.7 
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Table 8. Content unit analysis for the Cookie Theft Picture across three 
modalities: a) Natural speech, b) Camera Mouse and c) Tobii. WFL= within 
functional limits; x= abnormal as established via criteria provided from Yorkston 
and Beukelman (1980). 
 
a. Natural Speech 
 # % Classification 
Total Words 43 - WFL 
Incorrect Statements 5 11.6% X 
Dysfluencies 2 4.7% WFL 
Structural 11 25.6% X 
Repetition 3 7.0% WFL 
Content units 22 51.2% WFL 
Elaboration 0 0% WFL 
Irrelevant 0 0% WFL 
 
b. Camera Mouse 
 # % Classification 
Total Words 31 - WFL 
Incorrect Statements 3 9.7% X 
Dysfluencies 0 0% WFL 
Structural 0 0% X 
Repetition 0 0% WFL 
Content Units 23 74.2% X 
Elaboration 2 6.5% WFL 
Irrelevant 3 9.7% WFL 
 
c. Tobii 
 # % Classification 
Total Words 27 - WFL 
Incorrect Statements 3 11.1% X 
Dysfluencies 0 0% WFL 
Structural 0 0% X 
Repetition 0 0% WFL 
Content Units  21 77.8% X 
Elaboration 1 3.7% WFL 
Irrelevant 2 7.4% WFL 
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Figure 9. Language sampling analysis generated using SALT software. Figures illustrate 
(a) Total Number of Utterances, (b) Mean Length of Utterance in Words, (c) Total 
Number of Words, (d) Mean Length of Utterance in Morphemes, (e) Rate in WPM, (f) 
Intelligibility, (g) Subordination Index Composite, (h) Percent of Utterances with Errors, 
(i) Number of Omissions, and (j) Number of Utterance-Level Errors that the participant 
produced across two language samples using her natural speech, Tobii eye-tracker to 
speech system, and Camera Mouse to speech system. 
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Discussion 
 
The purpose of this study was to evaluate Camera Mouse as an access method for 
AAC and compare its performance to a modern and commercially available high 
technology option and to dysarthric natural speech. The goal was to utilize these 
comparisons to address potential factors related to the acceptance and/or abandonment of 
AAC.  
At the beginning of the study, it was hypothesized that natural speech would 
surpass the high technology AAC options in terms of speed and psychosocial impact 
given the participant’s preference to rely on it as her primary means of communication. 
Additionally, given the participant’s previous exposure and familiarity with the Tobii 
eye-tracker and windows onscreen keyboard interface, it was also hypothesized that 
speed, accuracy, efficiency, satisfaction, and psychosocial scores would be higher than 
for the newly introduced Camera Mouse access system. Several differences were found 
between Camera Mouse and Tobii eye-tracker when they were used as access strategies 
for an AAC system, as well as between natural speech and assistive technology. These 
findings may have implications for clinicians, AAC users and manufacturers, and 
researchers in the future.  
 
Camera Mouse as a Computer Access System for AAC 
 
We demonstrated that a participant with CP could successfully utilize Camera 
Mouse to access AAC technology within a short time frame, as evidenced by her ability 
to create complex language. The participant accurately transmitted sentences at the word, 
sentence, and paragraph level when the access method was paired with an onscreen 
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keyboard interface and speech generator following a very brief orientation. Synthesized 
speech output was 95.5% intelligible (SD=7.2) to unknown listeners, as judged using 12 
random SIT sentences.  
These outcomes support Betke and colleagues’ (2002) findings that individuals 
with CP have shown success with Camera Mouse by interacting with their environment 
and spelling out messages. While Betke and her team formally assessed Camera Mouse’s 
performance on a simple spelling board experiment (i.e., Spell “Boston College”), this 
experiment aimed to assess if Camera Mouse could effectively meet more complex 
communication demands at the sentence and paragraph level. The participant 
demonstrated the ability to use Camera Mouse to produce sentences and paragraphs to 
transmit information to listeners. We provided clear testing procedures and collected 
quantitative information regarding the efficiency, accuracy, and rate of Camera Mouse 
compared to natural speech and a Tobii eye tracker.  
Comparisons to other Access Methods and Natural Speech 
User Satisfaction and Psychosocial Impact. A detailed investigation of the user 
satisfaction and psychosocial impact with two assistive technology strategies and natural 
speech was explored. While both assistive technology options improved the participant’s 
intelligibility, she upheld her preference for utilizing natural speech as her key form of 
communication. Factors emerged that appeared to influence the participant’s decision to 
select communication options. 
The advantage in performance of the eye tracking system did not match the 
findings of the psychosocial impact and satisfaction level of the Camera Mouse system. 
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The participant rated the eye tracker system as less satisfying and identified many quality 
of life factors that were negatively impacted using this device. While a bias may certainly 
have existed, as the participant had been working with system for quite some time, many 
factors emerged that the participant was not satisfied with in comparison to the Camera 
Mouse system and natural speech. These factors included weight, safety, comfort, and 
repairs/servicing.  It has been well documented that factors like these, and others, are 
barriers to the use of high-technology AAC systems (Cooper, Balandin, & Trembath, 
2009; Dattilo et al., 2008; Hodge, 2007) 
This study found that Camera Mouse may improve quality of life factors and 
result in user satisfaction for an individual with cerebral palsy. These positive reactions 
are in line with previous work (Betke et al., 2002; Gips et al., 2000). However, even so 
natural speech prevails as the participant’s primary mode of communication, with 
psychosocial and satisfaction scores supporting that. An interesting contradiction arose 
between the participant’s positive ratings of satisfaction and psychosocial impact with her 
natural speech and the poor intelligibility ratings she received. This suggests that several 
satisfaction and psychosocial factors, along with communication efficiency, may be the 
deciding factors in some cases on whether an individual will choose to utilize or abandon 
AAC options. 
Intelligibility. Communication impairments, particularly dysarthria, are 
frequently noted in individuals with CP (Cockerill, Elbourne, Allen, Scrutton, Will, 
McNee, & Baird, 2014; Parkes, Hill, Platt, & Donnelly, 2010; Platt, Andrews, Young, & 
Quinn, 1980). The participant in this study has a known history of severe dysarthria 
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secondary to her diagnosis of cerebral palsy. Her speech was informally characterized by 
impaired articulation, abnormal breath support, as well as abnormal prosody (pitch, 
loudness, rate) and resonance. These are common findings in adults with cerebral palsy 
and dysarthria (Schölderle, Staiger, Lampe, Strecker, & Ziegler, 2016) As a result, the 
participant’s intelligibility was severely impaired, which was captured in the accuracy 
results from the SIT tasks.  The participant had a notable decrease in intelligibility as 
judged by the average of four blinded listeners in the natural speech condition. Due to 
dysarthria, many individuals with CP have difficulty producing intelligible speech across 
all contexts (i.e., at school, home, and in the community) and listeners (i.e., familiar and 
unfamiliar). These statistics vary across studies. Nordberg, Miniscalco, Lohmander, and 
Himmelmann (2013) reported 21% of 129 children with CP demonstrated a speech 
disorder, whereas Parkes et al. (2010) reported that half of the population of children with 
CP have one or more impairment of oromotor function, communication, or both. In a 
longitudinal population-based sample of 408 school-aged children with CP, rates of 
functional limitations in speech were statistically significantly associated with the 
severity of the CP, with a correlation of 0.46. Further, the study suggested that 
approximately 40% of these children had difficulty being understood (Kennes et al., 
2002).  
The participant in this study was found to be only 23.7% intelligible, yet still 
relied on her natural speech as her primary mode of communication. She is not alone. 
Despite reported high rates of speech impairment and resulting unintelligibility, many 
individuals with CP choose to use natural speech as a mode of communication (Chung, 
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Behrmann, Bannan, & Thorp, 2012). In a 2014 study by Cockerill, Elbourne, Allen, 
Scrutton, Will, McNee, and Baird (2014) the speech skills of 346 children with CP were 
assessed at age 16–18 years. Of this group, 63% were found to have impaired speech of 
varying severity. Most had been provided with AAC options but 75% chose to not use it 
at home for communication. The choice to proceed with unintelligible natural speech 
may negatively impact an individual in their daily life. 
Individuals with cerebral palsy and resulting communication difficulties who 
choose to rely on their natural speech may face many limitations. Quality of life and 
social development may be negatively impacted as the individual could have difficulty 
participating in daily activities that require communication (Colver et al., 2014; 
Livingston, Rosenbaum, Russell, & Palisano, 2007; Shikako-Thomas, Majnemer, Law, & 
Lach, 2008; Yorkston, Beukelman, & Traynor, 1988). Pennington and McConachie 
(1999) demonstrated that poor speech intelligibility resulted in restricted conversation 
patterns between 20 children with CP (age 2-10 years) and their mothers. Children 
ultimately took on a more passive role in communication. Family impacts, peer attitudes, 
and employment difficulties have also been acknowledged (Angelo, 2000 ; Beck, Fritz, 
Keller, & Dennis, 2000; Bryen, Potts, & Carey, 2007; Chung et al., 2012). 
In this study, the participant’s average intelligibility improved from 23.7% to 
96.7% using the assistive technology options paired with speech generation. This 
remarkable improvement in intelligibility leads one to ask: why would an individual still 
choose to use their unintelligible natural speech if there is a solution? It is clear that 
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intelligibility is not the quintessential element that an individual takes into consideration 
when choosing to use a device. 
star 
Communication Efficiency Ratio (CER). Communication Efficiency Ratios 
were utilized to compare the performance of the three modalities using data acquired 
from the SIT tasks. These ratios balance the level of intelligibility with the individual’s 
speed and rate of communication. The comparison showed that the participants’ natural 
speech maintained the highest CER (0.18) over both assistive technology options (.014 
for the Tobii system and .012 for Camera Mouse). In a study of 43 TBI dysarthric 
speakers, mean CER values were 0.55, with a standard deviation of 0.29, whereas healthy 
control average CER values were 1.25 with a standard deviation of 0.18 (Yorkston & 
Beukelman, 1981). Therefore, it follows that the participant in this study presents with a 
severe case of dysarthria, as her efficiency was markedly below these values. Further, 
assistive technology was not successful in making her as communicatively efficient as a 
typical speaker, but rather made this disparity even larger. 
CER values account for both accuracy and rate. It is well known that dysarthric 
speech often results in a reduction of speaking rate and imprecise articulation (Duffy, 
2013). In one study of typical speakers, Yorkston and Beukelman (1981) reported an 
average rate of 190 wpm for a sentence reading task. The participant in this study 
completed the sentence reading task at a rate of ~127 wpm using her natural speech. On 
average, communication rates using assistive technologies were as low as ~2-3 wpm. 
These values are well below the norms for a typical speaker. 
Despite a decrease in rate (WPM) and accuracy (intelligibility) from a typical 
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speaker, the participant maintained a relatively higher efficiency when speaking naturally 
compared to the two the assistive technology options. Therefore, the participant would 
have the ability to repeat her communicative attempts multiple times (approximately 40 
times) using her natural speech before she was able to type out a complete message using 
the access strategies being investigated. In other words, it would take her ~42.3 minutes 
using assistive technology to communicate the same amount of information that she was 
able to produce in one minute using her natural speech. This advantage in efficiency 
matches findings on satisfaction and psychosocial impact, in which the participant 
showed a clear preference for natural speech. 
Of note, comparisons between the accuracy and speed conditions of the sentence 
intelligibility task resulted in no increase in CER for the assistive technologies. However, 
when instructed to repeat a sentence back as fast as possible using her natural speech, the 
participant’s communication efficiency ratio increased from 0.20 to 0.22. This suggests 
that even when an individual is instructed to make a deliberate effort to increase rate, 
assistive technologies may limit their ability to do so.  In fact, increasing speed may 
decrease a user’s efficiency, as they are more prone to make errors.  
 
Expressive Language. The overall results of the language sampling analysis of 
the participant’s narratives indicate that expressive language was superior for natural 
speech in terms of number of words and C-Units produced and MLU (morphemes and 
words). Even so, the participant exhibited expressive language with a variety of 
grammatical structures using the eye tracker to speech system and Camera Mouse to 
speech system as well. These findings are consistent with existing literature which shows 
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that individuals who use AAC have exhibited the ability to utilize sentence structure and 
grammar to communicate (Smith, Thruston, Light, Parnes, & O'Keefe, 1989).  However, 
expressive language may also be impacted by AAC use, particularly in terms of message 
length. AAC users may produce utterances that are shorter than what would be expected 
given age and developmental level and are at a higher risk of producing grammatical 
errors (Binger & Light, 2008; Yorkston, Beukelman, Smith, & Tice, 1990). This was 
observed in our study: the participant produced fewer words, had a higher percentage of 
utterances with errors on average, and maintained a lower MLU in words and morphemes 
using assistive technology compared to her natural speech across two language sampling 
tasks. In addition to this, the participant omitted 29 words and bound morphemes total 
across language samples using assistive technology, as opposed to only 2 using her 
natural speech. The majority of these omissions occurred during the picture description 
task. Given the time required to transmit a message via AAC, using brief utterances and 
omitting information (e.g. bound morphemes and articles) is likely an effective strategy 
to reduce the time needed to create a message (Smith et al., 1989).  
Subordination index analysis showed that across the two language samples 
elicited the participant maintained an average subordination composite score of 1.1 using 
her natural speech and the Tobii system and a .95 with the Camera Mouse system. 
However, there were vast differences across the two language samples utilized. All SI-
Composite scores were less than 1.0 across the three modalities in the Cookie Theft task, 
suggesting very few or no complex sentences. While assistive technology certainly 
increased the participant’s intelligibility, it was not successful in increasing the syntactic 
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complexity of the participant’s language for the picture description task. In comparison, 
for the ethical dilemma samples, both MLU and SI-Index scores suggest that utterances 
in the Camera Mouse condition were shorter and simpler than the other two conditions. 
Composite values of 1.3 for Natural Speech and 1.5 for Tobii suggest increased 
complexity in language compared to Camera Mouse, which only fell at 1.0.  
 Content analysis using the Cookie Theft picture descriptions revealed interesting 
findings, particularly in terms of the structure and informativeness of the samples. All 
three samples lacked structural support compared to what would be expected from the 
speech samples of a healthy individual. However, all three samples also provided an 
abnormally large amount of content unit words for the sample sizes. This points to the 
online modifications the participant was making to provide the most amount of 
information, using the least number of words. It appears that the participant was aware of 
the decreased rate of her communication and compensated by prioritizing content over 
structure. This was a successful approach in getting her point across faster, particularly 
when utilizing assistive technology.  
		
55 
Limitations 
Due to the case study design of the experiment and use of only one participant, 
generalization to the population of individuals with CP is not possible. Given the 
heterogeneity of the disorder itself, it is impossible to say that these findings would be 
found throughout the CP population. Individuals with CP may have varying levels of 
motor control that could interfere with their ability to adequately control head-tracking 
technology (Bates & Istance, 2003). In addition, many individuals with CP may have 
impaired cognitive and linguistic systems, which might present challenges to their ability 
to navigate and use AAC technologies to participate fully in their daily activities 
(Blackstone et al., 2007). While this initial study shows promise, future studies should 
assess usability in a wider target population and consider inclusion of a cognitive and/or 
linguistic assessment to determine the extent to which these factors may impact 
performance. 
It is also important to note that each access method was paired with a different 
interface (i.e., Windows OSK and Click N’ Type Keyboard). This difference may have 
partially contributed to the results that were found. The Windows OSK and Click N’ 
Type keyboard had varying numbers and sizes of keys (67 versus 58 keys, respectively). 
A larger number of targets with smaller keys might increase the chances of the participant 
selecting the wrong target or make it more difficult to dwell on it for the necessary 
amount of time to make a selection. In addition, the participant was familiar with the 
QWERTY keyboard layout of the Windows OSK interface, but not with the Click N’ 
Type alphabetized layout. This may have impacted the rate of her selections, as she was 
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unfamiliar with the layout. 
Task order and familiarity is another issue to consider, as the participant 
completed the same exact task three times for each modality with the exception of the 
ethical dilemma scenario that was presented. Order effects may occur when a participant 
performs tasks repeatedly, which may result in performance improvement or decline due 
to learning effects, boredom or even fatigue. 
In addition, listener participants used in the study were homogenous: all were 
within the same age group and in the process of receiving a college education. Future 
studies should recruit listeners from a more diverse sample, with various age ranges, 
vocations, and educational levels to be more representative of the general population. In 
addition, future studies should include healthy individuals to serve as controls in order to 
investigate differences in efficiency of using assistive technology, without the impact of 
motor limitations and other potential variables that might impact performance (i.e. 
cognitive, linguistic and visual changes).  
For this experiment, the participant only had about 5 minutes to become 
accustomed to a novel device, whereas she was familiarized with the Tobii system. To 
draw a fair comparison, the user should have adequate time to train with the new system 
and/or be unfamiliar with both. Ease and speed of use of a device can increase over time, 
so experimental protocols intending to measure communication efficiency should include 
adequate training period. 
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Conclusions 
 The aim of the present study was to evaluate the impact of two high tech access 
strategies on communication ability (speed, accuracy, and expressive language), quality 
of life, and satisfaction in an individual with CP and compare their impact with that of 
her natural speech. The present study shows that Camera Mouse can serve as an access 
system for AAC and effectively meet complex communication demands, while resulting 
in positive user satisfaction and neutral psychosocial impact. Further, the free software 
may not differ dramatically from the “gold-standard” Tobii eye tracking system in terms 
of efficiency. Additionally, we provide additional evidence for using a client-centered 
approach in the design and selection of assistive devices by investigating the 
psychosocial impact and satisfaction of using assistive technology.  
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APPENDIX 
SIT Sentence Stimuli 
Camera Mouse 
Condition 1: Accuracy Condition 2: Speed 
How quickly it had happened to her 
They say bears do strange things to people 
The club isn't even taking applications for active 
membership 
Every time we'd disagree I'd go in the kitchen and 
sulk 
All that's required is hard work and the will to do it 
He feels the same way 
The store serves meals everyday 
Their output was mostly in the second half 
We do not regard him as a financial wizard 
The first step is to realize that one is proud 
It struck us that they were really being demeaning 
to them 
I was worried about what I was going to say to 
him 
Tobii 
Condition 1: Accuracy Condition 2: Speed 
When you are through write a report 
A full moon rose between two eastern peaks 
I hope you have time and energy to spare 
I typed the letter and put it on his desk 
You can wrap up the cookies or serve them at the 
end of a meal 
She could not accept the fact and refused to do 
anything about it 
The humidity is overwhelming there 
Worse luck was still to come 
It was raining when we went up there and that 
was fun 
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Natural Speech   
Condition 1: Accuracy Condition 2: Speed 
We just didn't look good 
At one time this was true 
I think I'm full of this stuff 
Dreaming it I moaned suddenly in my sleep 
You have a clear view almost all winter long 
Would it be asking too much to print this today 
We've always wondered how much money was 
left on the table 
It still has to be taken to where it can be used 
Why did we have to go through all that to break 
up now 
The low water level may actually lengthen the 
season and provide more white water 
If you read the fine print you'll find that most 
brands must be defrosted first 
She will order the wine 
We hope to meet them again 
It's training the owner that takes longer 
He can't abide mistakes in his own game 
I just cannot sit here and worry any more 
At certain times I like being strong for someone 
else 
If you overlook it you don't look at it at all 
After candles were lit she served the gourmet 
meal she had prepared 
Sir when my form is filled out what do I do with 
it 
Merely defining the risks is not enough for a 
jockey to keep his job 
In order to win we must put more points on the 
board than we have 
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Modified Quest 2.0 for Natural Speech 
Quebec User Evaluation of Satisfaction with Assistive Technology 
QUEST (Natural speech Version) 
 
User Name: __________________________ 
Date of Assessment: ___________________ 
 
The purpose of this questionnaire is to evaluate how satisfied you are with your 
NATURAL SPEECH and the related services you have experienced. The questionnaire 
consists of 11 satisfaction items. 
 
• Please indicate the one number that best describes the degree of truth of each of 
the five statements. You may point to or tell me the number on the scale.  
• You must answer all of the questions. 
• For any item that you mark as “Not true at all (1)” or “Very true (5)”, please 
explain why you made that choice in the section, comments. 
 
PART I- 
• For each of the following five items, rate the degree of truth of the statement 
using the following scale of 1 to 5. 
1                  2                  3                      4               5 
 
 
 
 
Thank you for completing the QUEST questionnaire. 
not true at 
all 
not very 
true 
more or less true quite true very 
true 
NATURAL SPEECH 
How true are the following statements: 
1. I choose to use my natural voice over 
assistive technology because of 
the DIMENSIONS of my device (size, 
height, length, width) 
Comments: 
 
1        2        3        4        5 
2. I choose to use my natural voice over 
assistive technology because of the 
WEIGHT of my device. 
Comments: 
 
 
 
     1        2        3        4        5 
3. I choose to use my natural voice over  
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PART II- 
• For each of the following six items, rate your satisfaction with your natural 
speech and the related services you experienced by using the following scale of 1 
to 5.  
1       2   3    4         5 
 
Please circle or mark the one number that best described your degree of 
satisfaction with each of the 11 items. 	
NATURAL SPEECH 
How satisfied are you with, 
1. the SAFETY AND SECURITY you feel 
using your natural voice? 
 
Comments: 
   
 
       1        2        3        4        5 
2. the DURABILITY (endurance) of your 
natural voice? 
 
Comments: 
 
 
       1        2        3        4        5 
3. the EASE of using your natural voice? 
 
Comments: 
 
 
       1        2        3        4        5 
assistive technology because of the difficulty 
I have ADJUSTING (fixing, fastening) the 
parts of my device. 
 
Comments: 
 
 
     1        2        3        4        5 
4. I choose to use my natural voice over 
assistive technology because it does not 
require a SERVICE DELIVERY program 
(i.e. do not need to go through instruction 
how to use a new device). 
 
Comments: 
 
 
 
 
     1        2        3        4        5 
5. I choose to use my natural voice over 
assistive technology because it does not 
require REPAIRS AND SERVICING. 
 
Comments: 
 
 
     1        2        3        4        5 
not satisfied at 
all 
not very 
satisfied 
more or less 
satisfied 
quite satisfied very satisfied 
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4. the COMFORTABILITY of using your 
natural voice? 
 
Comments: 
 
 
       1        2        3        4        5 
5. the EFFECTIVENESS your natural voice is 
(the degree to which it meets your needs)? 
 
Comments: 
 
 
      1        2        3        4        5 
6. the quality of PROFESSIONAL SERVICES 
(information, attention, speech pathology) you 
receive for using your natural voice? 
 
Comments: 
 
 
 
      1        2        3        4        5 
 
Below is the list of the same 11 satisfaction items that were addressed previously. 
PLEASE SELECT THE THREE ITEMS that finish the following sentence the best. 
“I prefer to use my natural voice over assistive technology because…” 
 
1. I do not like the dimensions of my assistive device.    
 
2. I do not like the weight of my assistive device. 
 
3. It is too difficult to make adjustments (fixing, fastening, etc.) on my assistive 
device. 
 
4. I feel more safe. 
 
5. It is more durable. 
 
6. It is easier to use. 
 
7. It is more comfortable for me. 
 
8. It is more effective. 
 
9. I do not have to worry about service delivery (learning how to use a new device). 
 
10. I do not need to worry about repairs/servicing. 
 
11. I receive better professional service. 
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