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Abstract
A method of calculating Feynman diagrams from their small momentum
expansion [1] is extended to diagrams with zero mass thresholds. We start
from the asymptotic expansion in large masses [2] (applied to the case when all
M2i are large compared to all momenta squared). Using dimensional regular-
ization, a finite result is obtained in terms of powers of logarithms (describing
the zero-threshold singularity) times power series in the momentum squared.
Surprisingly, these latter ones represent functions, which not only have the
expected physical “second threshold” but have a branchcut singularity as well
below threshold at a mirror position. These can be understood as pseudothresh-
olds corresponding to solutions of the Landau equations. In the spacelike region
the imaginary parts from the various contributions cancel. For the two-loop
examples with one mass M , in the timelike region for q2 ≈ M2 we obtain ap-
proximations of high precision. This will be of relevance in particular for the
calculation of the decay Z → bb¯ in the mb = 0 approximation.
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1 Introduction
Once it has been observed [1] that the calculation of Feynman diagrams on
their cut can be performed with high precision from their Taylor expansion
coefficients, there are several advantages of this method, which make it really
quite attractive: firstly, the Taylor coefficients being known, the remaining cal-
culation of the diagram in the whole complex plane is a relatively easy task.
Secondly, more important, the precision with which the coefficients can be
calculated (from vacuum diagrams) is practically unlimited (e.g. 50 to 100
decimals with the multiple precision program of [3] is “standard”). This last
property is of particular relevance in higher loop orders when many diagrams
(of the order of 1000) contribute, namely the high precision of the Taylor coef-
ficients suggests that in such a case the scalar amplitudes should be added on
the level of their Taylor coefficients. Finally, as mentioned in [1], in the 2-loop
3-point case, in which we are mainly interested here, there occur in general 10
numerator scalar products of 4 momenta, but only 9 (internal or external) lines
against which to cancel these. This causes serious problems in the evaluation
of two-loop vertex Feynman diagrams which are not present if only bubble in-
tegrals are to be evaluated like in the Taylor expansion. For these reasons it
appears worthwhile to develop and extend the method of Taylor expansion fur-
ther to make it applicable to the various kinematical situations in the Standard
Model.
The purpose of the present paper is to demonstrate an extension of the
previous method [1], which can be applied for vertex diagrams with massless
thresholds. In such a case the Taylor expansion of the Feynman diagrams does
not exist because of logarithmic singularities at zero momenta squared. The
method which we propose for this type of diagrams is a combination of using
standard explicit formulae for asymptotic expansions in large masses [2] (see
[4] for a short review) and the summation procedure of [1]. Thus, in the large
mass limit (M2 ≫| q2 |) we get power series in q2/M2 factorizing powers of
ln(-q2/M2). These power series can be summed by means of Pade´ approximants
such that the validity of this expansion is extended to large q2/M2, in the
spacelike region as well as in the timelike region (due to conformal mapping).
Note that the general formulae for asymptotic expansions in momenta and
masses [2] have been successfully applied in a number of papers [5, 6, 7]. In
particular, two-loop self-energy diagrams with general masses were calculated
in [6] in the region of small and large momentum, and in [7] in the case of
massless thresholds and thresholds with small masses.
Our paper is organized as follows: in Sect. 2 an introductory example of a
two-loop self-energy diagram is given for which the factorization of the
ln(-q2/M2) is explicitly known. In Sect. 3 we show cases of interest for the
decay Z → bb¯ and select typical examples for the demonstration of our method.
Sect. 4 recalls the general method and demonstrates the calculation of the
“naive” part. In Sects. 5 and 6 the above examples are worked out explicitly
and Sect. 7 contains our conclusions.
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2 An example of a two-loop self-energy
diagram with zero threshold
Before turning to complicated vertex diagrams we demonstrate how the sum-
mation by Pade´ approximants works in a simpler case of the self-energy integral
I˜3 (see Fig. 1) with zero threshold [10], where an explicit result written in the
form of the large mass expansion is known:
I˜3 = f˜0
(
q2
M2
)
+ f˜1
(
q2
M2
)
ln
(
−
q2
M2
)
(1)
with
f˜0
(
q2
M2
)
=
3
2M2
∞∑
n=0
n!Γ(32)
Γ(n+ 32 )(n+ 1)
2
(
−
q2
4M2
)n
(2)
f˜1
(
q2
M2
)
= −
1
2M2
∞∑
n=0
n!Γ(32)
Γ(n+ 32)(n + 1)
(
−
q2
4M2
)n
. (3)
Summing the series for f˜0 and f˜1 in the “standard” manner [1], the results of
Table 1. are obtained. They demonstrate that high precision numerical values
can be obtained for a large range of q2 values in this way.
3 Two-loop vertex diagrams with zero
thresholds
Concerning the vertex diagrams, there are many different topologies contribut-
ing to a 3-point function in the Standard Model. For our purpose of demon-
strating the method, we confine ourselves to the “planar” case with the topology
shown in Fig. 2 (see “generic”). Distributing in all possible ways massive par-
ticles over the six virtual lines of this figure, one finds 22 diagrams with a zero
mass threshold. Our main interest in the present study is, however, besides
the development of a new method, its possible application to the calculation
of the decay amplitude for Z → bb¯. For this process mb = 0 can be consid-
ered as a good approximation and for the corresponding kinematical situation
(p21 = p
2
2 = 0) the new approach is directly applicable (see also [1]). Therefore,
instead of presenting all possible 22 diagrams with zero mass thresholds, in
Figs. 2 and 3 we give only those contributing to Z → bb¯ (with mb = 0 and
mt large, neglecting quark mixing). Fig. 3 presents infrared divergent diagrams
and they are merely given for completeness: Cases 7,8 and 9 will be consid-
ered in a separate publication. Case 10 is a diagram with massless particles
only, and our method is of no relevance here. This diagram (and also other
topologies), however, has been evaluated in [8] (see also [9]). In Figs. 2 and 3
we choose all non-zero masses to be equal (= M).
3
Typical examples which we work out here explicitly are Case 1 and Case
5 of Fig. 2. These have in the expansion coefficients terms of the order 1/ε
(Case 1) and 1/ε and 1/ε2 (Case 5), respectively (d = 4 − 2ε). Taking into
account factors of the form
(
µ2
M2
)ǫ
and
(
−µ
2
q2
)ǫ
(q = p1 − p2), (see below) and
expanding these in terms of ε, the poles in ε as well as the dependence on the
scale parameter µ drop out. In the final result there remain terms factorizing
ln(−q2/M2) and ln2(−q2/M2) from the latter expansion after cancellation of
the corresponding powers of ε.
4 Large mass expansion and calculation of
the “naive” part
The large mass limit is obtained in the following manner: if some masses are
much greater than the other masses (in our case all the small masses are zero)
and all the momenta, one has [2]
FΓ(p1, p2,M ; ǫ)
M →∞∼
∑
γ
FΓ/γ(p1, p2; ǫ) ◦ TqγFγ(q
γ ,M ; ǫ), (4)
F... standing for (sub-)diagrams and reduced diagrams characterized by their
index: Γ for the original diagram, γ a subdiagram (γ ⊂ Γ) and Γ/γ obtained
from the original diagram by factorizing the product of scalar propagators as
ΠΓ ≡ ΠΓ/γΠγ such that more explicitly we have (l is the number of loops)
FΓ/γ ◦ TqγFγ =
∫
dk1 · · · dklΠΓ/γTqγΠγ . (5)
Here T... is the operator of the Taylor expansion w. r. t. the set of external
momenta qγ of the subgraph γ. The summation in (4) is performed over the
following subgraphs:
— each γ (it may be disconnected) contains all the lines with large masses,
— each γ is 1PI w. r. t. lines with small masses.
The (“naive”) contribution from the original diagram Γ itself is obviously
always contained in the
∑
γ . In various terms of this sum the integrations of
the type (5) yield in general divergent coefficients of the asymptotic expan-
sion. These divergences are both of infrared and ultraviolet nature, the latter
being due to high powers of integration momenta produced by the T... oper-
ator. Therefore (4) is to be understood in terms of some regularization for
which we take dimensional regularization. This is so even if the original dia-
gram is convergent: summing all contributions (
∑
γ) the divergent terms and
those depending on the scale parameter µ (from dimensional regularization)
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must cancel. This will be used below as a strong check of our calculational
procedure.
In the following we will calculate the diagrams Case 1 and Case 5 of Fig. 2.
These are typical in the sense that they have one and two zero mass thresholds,
resulting in the above mentioned terms up to 1/ε and 1/ε2 in the Taylor coef-
ficients, respectively or ln(−q2/M2) and ln2(−q2/M2) in the final result. The
three particle zero mass threshold in Case 6 does not induce higher than 1/ε2
terms in the Taylor coefficients either.
The “higher” terms in the
∑
γ (i.e. all except for the naive one) can be
handled in a straightforward though tedious calculation. The reason for the
relative simplicity is that only factorizing massive one-loop bubble (vacuum)
integrals and massless propagator type integrals occur. Results for these higher
terms will be given in the following sections.
The situation is different, however, for the “naive” contribution. In this
case the approach of [11] turns out to be particularly adequate. The general
expansion of (any loop) scalar 3-point function with its momentum space rep-
resentation C(p1, p2) can be written as
C(p1, p2) =
∞∑
l,m,n=0
almn(p
2
1)
l(p22)
m(p1p2)
n, (6)
where the coefficients almn are to be determined from the given diagram. As we
will show, in the cases under consideration the representation of the Taylor co-
efficients given in [11] yields only “genuine two-loop bubbles” but no factorizing
one-loop ones. Introducing the abbreviations (see also Fig. 2) c1 = k
2
1−m
2
1, c2 =
k21 −m
2
2, c3 = k
2
2 −m
2
3, c4 = k
2
2 −m
2
4 and c5 = k
2
2 −m
2
5, c6 = (k1 − k2)
2 −m26,
we have for the expansion coefficients
(iπ2)2a00n =
2n
n+ 1
(µ2)2ε
∫
ddk1d
dk2Fn ·
1
c1 c2 c3 c4 c5 c6
, (7)
where µ is the scale parameter of dimensional regularization.
In general the vertex diagram depends on three external momenta squared
(see 6), each of which is an independent expansion variable. Putting p21 = p
2
2 = 0
the corresponding summation indices are also zero. In (7) Fn is given by
Fn =
∑
ν,ν′,µ′
anµ
′
νν′
(k21)
n−(ν+ν′)+µ′
cn−ν1 c
n−ν′
2
(k22)
µ′
cν3c
ν′
4
1
2ν+ν′−2µ′
{
(k21 + k
2
2 −m
2
6)
ν+ν′−2µ′
−
ν+ν′−2µ′∑
α=1,odd
(k21 + k
2
2 −m
2
6)
ν+ν′−2µ′−α(2k1k2)
α−1 · c6
 , (8)
the coefficients anµ
′
νν′ being known explicitly for arbitrary d [11]. We see that
due to cancellation of c6 in the above sum over α this contribution contains
only factorizing one-loop terms which vanish for the above mass combinations
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in dimensional regularization. Thus it remains to calculate the ”genuine two-
loop” contributions.
In Case 1 (m6 = M) we write (λ = ν + ν
′ − 2µ′)
(k22)
µ′(k21 + k
2
2 −M
2)λ =
λ∑
β=0
µ′∑
γ=0
(
λ
β
)(
µ′
γ
)
(M2)µ
′−γ(k21)
λ−βcβ+γ3
and obtain
a00n =
2n
n+ 1
∑
ν,ν′,µ′
anµ
′
νν′
1
2λ
λ∑
β=0
µ′∑
γ=0
(
λ
β
)(
µ′
γ
)
×(M2)µ
′−γ (µ
2)2ε
(iπ2)2
∫
ddk1d
dk2
1
(k21)
ν1c3ν2c6
(9)
with ν1 = n− (ν + ν
′) +µ′+ β+2 and ν2 = (ν + ν
′)−β − γ+3. The two-loop
bubble integrals can be evaluated explicitly:
1
(iπ2)2
∫
ddk1d
dk2
1
(k21)
ν1c3ν2c6
= (−1)(ν1+ν2+1)
Γ(ν1 + ν2 + 1− d)Γ(
d
2 − ν1)Γ(ν1 + ν2 −
d
2)Γ(ν1 + 1−
d
2)
Γ(ν2)Γ(
d
2 )Γ(2ν1 + ν2 + 1− d)(M
2)(ν1+ν2+1−d)
.
Expanding in ε, a divergent 1ε - term is obtained, which in this case comes from
the infrared divergence of the above integral.
Similarly as above we calculate the ”naive” part for Case 5: with
(k22)
µ′(k21 + k
2
2 −M
2)λ =
λ∑
β=0
β∑
γ=0
(
λ
β
)(
β
γ
)
(−M2)β−γ(k21)
λ−β(k22)
µ′+γ
we have
a00n =
2n
n+ 1
∑
ν,ν′,µ′
anµ
′
νν′
1
2λ
λ∑
β=0
β∑
γ=0
(
λ
β
)(
β
γ
)
×(−M2)β−γ
(µ2)2ε
(iπ2)2
∫
ddk1d
dk2
1
(k21)
ν1c3(ν2−1)c5c6
(10)
with ν1 and ν2 as above. The situation is now somewhat more complicated
due to the fact that m3 6= m5 and the following partial fraction decomposition
needs to be performed ( p = ν2 − 2, m3 = 0 and m5 = M):
1
cp+13 c5
= −
p∑
i=0
1
(M2)p+1−i
1
ci+13
+
1
(M2)p+1
1
c5
,
6
yielding the two-loop bubble Integrals
1
(iπ2)2
∫
ddk1d
dk2
1
(k21)
ν1c3i+1c6
=
(−1)(ν1+i)
Γ(ν1 + i+ 2− d)Γ(
d
2 − i− 1)Γ(ν1 + i+ 1−
d
2)Γ(
d
2 − ν1)
Γ(ν1)Γ(
d
2)Γ(i+ 1)(M
2)(ν1+i+2−d)
and
1
(iπ2)2
∫
ddk1d
dk2
1
(k21)
ν1c5c6
=
(−1)ν1
Γ(ν1 + 2− d)Γ(
d
2 − ν1)Γ
2(ν1 + 1−
d
2)
Γ(d2)Γ(2ν1 + 2− d)(M
2)(ν1+2−d)
.
Expanding in ε, in this case 1ε2 -terms occur.
5 Threshold singularity of the type
ln(−q2/M 2) (Case 1)
According to Fig. 2 there is only one subdiagram γ which contains all four
massive lines, namely the box. Accordingly the only contribution with γ 6= Γ
reads
(µ2)2ε
∫
ddk1
k21(q − k1)
2
∫
ddk2
(k22 −M
2)
×
×Tp1,q,k1
1
[(k1 − k2)2 −M2][(q + k2)2 −M2][(p1 − k2)2 −M2]
. (11)
Here the external momenta for the box subgraph are besides p1 and q also
the loop momentum k1. Note that, for the contributions of each subgraph γ
in (4) one can choose loop momenta in an appropriate way. For example, in
(11) the rooting of the loop momenta is different from the “naive” contribution
(observe also below similar rerooting in Case 5).
The evaluation of (11) results in products of one-loop massive bubble inte-
grals with monomials in the numerator and one-loop propagator-type massless
integrals, the latter yielding the factor (−1/q2)ε. Explicitly we obtain
1
(4π)d
1
M4
(
µ2
M2
)ǫ(
−
µ2
q2
)ǫ ∞∑
n=0
c(2)n (ǫ)(q
2/M2)n, (12)
where
c(2)n (ǫ) =
∑
i1,i2,n3≥0, i1+i2+n3 even
i1+i2+n3≤2n
(n3,−2)∑
j3≥0
(−1)(i1+i2+n3)/2
(n− (i1 + i2 − n3)/2)!
(n− (i1 + i2 + n3)/2)!
7
×
i1!i2!θ(i1 + i2 − j3)θ(i1 − i2 + j3)θ(−i1 + i2 + j3)
((n3 − j3)/2)!((i1 + i2 − j3)/2)!((i1 − i2 + j3)/2)!((−i1 + i2 + j3)/2)!
×
Γ(ǫ)Γ(1− ǫ)Γ((i1 + i2 − j3)/2 + 1− ǫ)
Γ((i1 + i2 − j3)/2 + 2− 2ǫ)
×C(n+ (i1 + i2 + n3)/2 + 4; (i1 + i2 + n3)/2)(13)
and
C(r, s) = Γ
(
r − s−
d
2
)
/Γ(r). (14)
The ε−poles in this case come from ultraviolet divergences. Adding the
naive and the above contribution yields (up to a factor (1/16π2)2)
FΓ(q
2,M2) =
1
M4
{
∞∑
n=0
f0n(q
2/M2)n +
∞∑
n=0
f1n(q
2/M2)n ln(−q2/M2)
}
≡
1
M4
{
f0(q
2/M2) + f1(q
2/M2) ln(−q2/M2)
}
, (15)
i.e. all ε−poles and the scale parameter µ have cancelled, which at the same
time serves as a helpful check of the correctness of the calculation. Evaluating
the complicated coefficients and summing all contributions was performed with
FORM [12]. For the expansion coefficients of f1 we found by inspection the
following recurrence relation:
8(2n + 5)(2n + 7)(2n + 9)(n + 4) f1,n+3 =
− 4(2n + 5)(2n + 7)(n + 4)2 f1,n+2
+ 2(2n + 5)(n + 3)(n+ 2)2 f1,n+1 + (n+ 3)(n + 2)
3 f1,n , (16)
from which we obtain:
f1,n =
Γ(n+ 2)Γ(52 )
6(−4)nΓ(n+ 52 )
n∑
j=0
1 + 2(−1)j
(j + 1)2
. (17)
This explicit form allows to sum the series for f1, yielding the following
integral representation:
f1 =
∞∑
n=0
(
−
q2
M2
)n
f1,n =
M2
q2
∫ 1
0
ln zdz
[
φ
(
z,
q2
M2
)
− 2φ
(
−z,
q2
M2
)]
(18)
where
φ(z, x) =
4 arcsin(
√
zx/4)
(1− z)
√
zx(4 + zx)
. (19)
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An interesting feature of this representation is that two thresholds, one at
q2 = 4M2 and another at q2 = −4M2 can immediately be read off. There
ought to be, however, only one threshold at q2 = 4M2. Indeed it turns out
that f0 has a singularity at q
2 = −4M2 as well and that for q2 < −4M2 the
imaginary part of f1 ln(−q
2/M2) and f0 cancel.
Note that the position of the “mirror” threshold of the functions f0 and f1
exactly corresponds to a pseudothreshold of the given Feynman diagram which
is a solution of the Landau equations ( see e.g. [13]). In fact solving these, we
obtain for m1 = m2 = 0 the pseudothreshold q
2 = −(m5 +m6)
2. 4 An even
simpler case is the corresponding one-loop vertex with a massive line connecting
two massless ones. This graph is proportional to ( x=q2/M2 )
Li2(1 + x)− ζ(2) = −Li2(−x)− ln(1 + x) ln(−x), (20)
where in the second form of writing the logarithmic singularity at x=0 has
been isolated and now again the pseudothreshold singularity at x=-1 appears
in the separate terms. For two-loop self-energy diagrams one obtains by in-
spection corresponding results from Refs. [7] and [14]. At this point it is
interesting to note that the self-energy diagram I˜3, dealt with in Sect.2, has no
pseudothreshold, i.e. no such solution of the Landau equations exists.
We have found, however, a closed form as in (18) only for f1 and not for
f0. Therefore, to demonstrate the above statement, we have to rely on our
numerical approach. Results for Case 1 are given in Tables 2 to 4 (in all tables
the results are given up to a factor 1(16π2)2M4 ).
Table 2 gives results for spacelike q2. For 0 > q2 ≥ −4M2 we achieve fast
convergence, calculating the indicated Pade´ approximants, taking into account
Taylor coefficients up to n=30. Of course the integral is real in this domain and
agrees excellently with the Monte Carlo control calculation (five dimensional
integration over Feynman parameters with an estimated relative error < 10−4).
For q2 < −4M2 we first performed a conformal mapping in terms of an “ω-
transform” [1] before using Pade´ approximants to sum the series for f0 and f1.
This is of course always necessary if one wants to calculate a function on a cut.
As a result we obtain in the above domain small imaginary parts, which are
due to insufficient cancellation of the two imaginary parts. It is seen, however,
that these become quickly small with increasing order of the approximants.
The situation becomes even more amazing if one looks at the imaginary parts
of f0 and f1 separately: they do increase with q
2 relative to their real parts as
is demonstrated in Table 4! Nevertheless, in this manner we obtain even for
large negative values like q2/M2 = −50 an accuracy of at least 3 decimals as is
also confirmed by the MC control calculation.
Table 3 gives our results in the timelike region. The analytic continuation
of the logarithm requires in this case to write
ln(−q2/M2) = ln | q2/M2 | −iπ (21)
4We are grateful to J.B. Tausk who has drawn our attention to this property and provided several
examples, including the following one.
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so that an imaginary part is obtained for q2 > 0. Table 3 gives only results
above the second threshold since below the convergence is even better: at
q2 = M2 we obtain a precision of 9 decimals with merely 9 coefficients ([4/4]).
A precision of at least 3 decimals is achieved both for the real and imaginary
part up to q2/M2=50. This can be concluded from the convergence properties
of the approximants.
6 Threshold singularity of the type
ln2(−q2/M 2) (Case 5)
There are two massless cuts so that we shall have the double logarithm in the
expansion. The set of subgraphs in this case is given by γ1 = Γ and the higher
terms with γ 6= Γ : γ2 = {3456}, γ3 = {1256}, and γ4 = {56}. Note that γ3
and γ4 are disconnected. The subgraph γ1 was discussed in Sect. 4. In terms
of integrals of the form (5) we have
for γ2
(µ2)2ε
∫
ddk1
1
k21(q − k1)
2
×
∫
ddk2
1
k22
Tp1,q,k1
1
((p1 + k2)2 −M2)((k1 − k2)2 −M2)(q − k2)2
, (22)
for γ3
(µ2)2ε
∫
ddk2
1
k22(q − k2)
2
Tp1,k2
1
(p1 + k2)2 −M2
×
∫
ddk1
1
k21
Tq,k2
1
((k1 − k2)2 −M2)(q − k1)2
(23)
and finally for γ4
(µ2)2ε
∫
ddk2
1
k22(q − k2)
2
Tp1,k2
1
(p1 + k2)2 −M2
×
∫
ddk1
1
k21(q − k1)
2
Tk1,k2
1
(k1 − k2)2 −M2
. (24)
The results for these three integrals look as follows. The subgraph γ2 yields
1
(4π)d
1
M4
(
µ2
M2
)ǫ(
−
µ2
q2
)ǫ ∞∑
n=0
c(2)n (ǫ)(q
2/M2)n, (25)
where
c(2)n (ǫ) =
∑
i1,i2,n3≥0, i1+i2+n3 even
i1+i2+n3≤2n
(n3,−2)∑
j3≥0
(−1)(i1+i2+n3)/2
(n− (i1 + i2 − n3)/2)!
(n− (i1 + i2 + n3)/2)!
10
×
i1!i2!θ(i1 + i2 − j3)θ(i1 − i2 + j3)θ(−i1 + i2 + j3)
((n3 − j3)/2)!((i1 + i2 − j3)/2)!((i1 − i2 + j3)/2)!((−i1 + i2 + j3)/2)!
×
Γ(ǫ)Γ(1− ǫ)Γ((i1 + i2 − j3)/2 + 1− ǫ)
Γ((i1 + i2 − j3)/2 + 2− 2ǫ)
×C(2 + i1 + i2, 2 + n− (i1 + i2 − n3)/2; (i1 + i2 + n3)/2),(26)
and
C(r1, r2; s) =
Γ(r1 + r2 − s−
d
2 )Γ(s− r2 +
d
2 )
Γ(r1)Γ(s+
d
2 )
. (27)
Note that this expression is obtained from the corresponding contribution of
the non-naive part (13) for our first diagram by the change
C(2 + i1 + i2, 2 + n− (i1 + i2 − n3)/2; (i1 + i2 + n3)/2)
→ C(n+ (i1 + i2 + n3)/2 + 4; (i1 + i2 + n3)/2).
The contribution from γ3 takes the following explicit form:
1
(4π)d
1
M4
(
µ2
M2
)ǫ(
−
µ2
q2
)ǫ ∞∑
n=0
c(3)n (ǫ)(q
2/M2)n, (28)
where
c(3)n (ǫ) = (−1)
n
∑
i1≥0
i1−(n1−j1)/2≤n
i1∑
n1=0
(n1,−2)∑
j1≥0
(−1)i1+j1
i1!
(i1 − n1)!((n1 − j1)/2)!
×
Γ(2− d2)Γ(
d
2 − 1)Γ(n − i1 + (n1 − j1)/2 +
d
2 − 1)
Γ(n− i1 + (n1 − j1)/2 +
d
2)
×C(j1 + 1, i1 + 2; (n1 + j1)/2). (29)
Finally, for γ4 we obtain
1
(4π)d
1
M4
(
−
µ2
q2
)2ǫ ∞∑
n=0
c(4)n (ǫ)(q
2/M2)n, (30)
with
c(4)n (ǫ) = (−1)
n(Γ(2−
d
2
)Γ(
d
2
− 1))2
n∑
j=0
Γ(j + d2 − 1)Γ(n − j +
d
2 − 1)
Γ(j + d− 2)Γ(n − j + d− 2)
. (31)
After summing up all four contributions we see that the double and single
poles in ǫ cancel as well as the scale parameter µ, with the result
FΓ(q
2,M2) =
1
M4
∞∑
n=0
2∑
j=0
fjn(q
2/M2)n lnj(−q2/M2)
≡
1
M4
{
f0(q
2/M2) + f1(q
2/M2) ln(−q2/M2) + f2(q
2/M2) ln2(−q2/M2)
}
,(32)
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where the fjn are now obtained in terms of rational numbers and a ζ(2) con-
tained in f0n.
The next surprise is that f2(x) can be summed analytically, yielding
(x = q2/M2)
f2(x) = ln
2(1 + x)/x2 for x ≥ −1,
= (ln | 1 + x | −iπ)2/x2 for x < −1. (33)
Thus, as in Case 1, we have to Pade´ approximate f0 and f1 only. The ζ(2)
term in f0 can in principle also be summed, i.e.
f0(x) = f˜0(x) + 2ζ(2)f2(x), (34)
with f˜0(x) having only rational numbers as expansion coefficients. This split-
ting does, however, worsen the convergence properties of the series for f0 and
therefore has no practical meaning. Apart from that the situation is similar as
in Case 1, i.e. f0 has two thresholds starting at q
2 = ±M2, respectively (in-
deed solving the Landau equations with m1 = m2 = m3 = m4 = 0 one obtains
the additional pseudothreshold q2 = −m25 ). The function f1, however, is real
for timelike q2. In the spacelike region the cancellation between the imaginary
parts has now to take place between three complex functions. This is shown in
Table 5, but apparently this cancellation is not as perfect as in Case 1. This is
due to a relatively bad convergence of the Pade´’s for f0 (with 30 coefficients)
while the convergence properties of f1 are much better and f2 is anyway given
analytically. Fortunately the convergence of f0 is much better in the timelike
region (see Table 6) so that up to q2 = 10M2 the achieved precision is at least 3
decimals. Close to the second threshold at q2 = M2 the convergence is indeed
excellent. It should be noted that for the physical application we have in mind,
i.e. Z → bb¯, this is just the case of interest. It is worthwhile to note the sharp
increase for low q2, in particular in the timelike region, due to ln2(−q2/M2).
7 Conclusions
We have presented a modification of the method of [1] for the case when massless
thresholds are involved. To do this, the starting point was the asymptotic large
mass expansion, rather than the Taylor expansion in the external momenta.
Using the explicit formulae for the coefficients of this expansion we obtained a
finite sum of powers of the logarithm of the external momenta times power series
in q2/M2 and then applied the technique of conformal mapping and summation
by Pade´ approximants to each of these series separately.
We have shown that this new strategy enables us to obtain high precision
numerical values in the domain of physical interest including the region beyond
the second threshold in spite of the fact that the initial Feynman diagrams
have their first threshold at the origin of the complex plane. Below the second
threshold, in a certain domain around q2 = 0, the functions factorizing powers
12
of ln(−q2/M2) can in general be assumed to be analytic so that even without
Pade´ approximants their power series converge. At the second threshold with
definiteness one can only say that at least one of them must have a cut starting.
This is confirmed by our calculation, i.e. the application of conformal mapping
and Pade´ approximants (recall the observation that in Case 5 f1 is real for
timelike q2). The occurrence of “ghost thresholds” appears to be related to
pseudothresholds obtained from the Landau equations.
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Figure 1: Self-energy integral
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Figure 3: On-shell infrared divergent planar diagrams with zero thresholds.
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Table 1. Results for the propagator diagram
e
I
3
q
2
=M
2
[4=4] [7=7] [10/10]
Re Im Re Im Re Im
 1000.0 0.0068 0.007073 0.007070
 800.0 0.0085 0.008805  0.008804
 400.0 0.0171 0.017322 0.01732185
 200.0 0.0336 0.0337253 0.0337253247
 100.0 0.0648 0.0645918 0.06459180556
5.0  1.128717 2.10428  1.128713623 2.10428193574  1.12871362356851 2.1042819357340
100.0  0.0778 0.0071  0.077798 0.0777  0.0777996 0.0776864
200.0  0.037 0.0018  0.037924 0.00216  0.037925 0.0021494
400.0  0.017 0.002  0.01866 0.0006  0.018619 0.00059
800.0  0.0097 0.003  0.00917 0.00005  0.009197 0.00003
1000.0  0.009 0.003  0.0072  0.00001  0.00734 0.0001
Table 2. Results for spacelike q
2
(Case 1)
q
2
=M
2
[9/9] [12/12] [15/15] MC
Re Im Re Im Re Im
 2.0 0.25432052571 0.25432052571 0.25432052571 0.254320
 3.0 0.198819762 0.19881976261 0.19881976261 0.198819
 4.0 0.1633356 0.16333626 0.16333623 0.163336
 5.0 0.138397  0.000002 0.138396  0.00000009 0.13839601  0.000000001 0.138396
 10.0 0.07673  0.00003 0.07672 0.000002 0.076712 0.0000001 0.076711
 15.0 0.0516 0.0001 0.05156 0.000008 0.051582  0.000001 0.051581
 20.0 0.0380 0.0002 0.03804  0.00006 0.03809  0.0000009 0.038089
 25.0 0.0294 0.0002 0.0298  0.0002 0.02977 0.000006 0.029761
 30.0 0.0237 0.00002 0.0243  0.0002 0.02416 0.00002 0.024157
 35.0 0.0196  0.0002 0.0205  0.0003 0.0202 0.00003 0.020156
 40.0 0.017  0.0003 0.0177  0.0002 0.0172 0.00004 0.017173
 50.0 0.013  0.0006 0.014  0.00006 0.0130 0.00005 0.013056
Table 3. Results for timelike q
2
(Case 1)
q
2
=M
2
[9/9] [12/12] [15/15]
Re Im Re Im Re Im
4.0  0.163701 1.4353349  0.163701674 1.43533447  0.163701678 1.435334465
4.5  0.690826 0.7787581  0.690827345 0.77875789  0.690827338 0.778757876
5.0  0.697966 0.496177  0.697964140 0.49617416  0.697964136 0.496174195
10.0  0.27958  0.05286  0.279528  0.0528880  0.2795301  0.0528888
15.0  0.13757  0.0710  0.137530  0.070805  0.137515  0.070811
20.0  0.0803  0.0608  0.08063  0.06040  0.08060  0.06036
25.0  0.0516  0.0498  0.05249  0.04969  0.05250  0.04958
30.0  0.03535  0.0409  0.03656  0.04119  0.03666  0.04103
35.0  0.0253  0.0337  0.0267  0.0346  0.0269  0.03445
40.0  0.019  0.028  0.0201  0.0295  0.0205  0.0294
50.0  0.011  0.020  0.0122  0.0222  0.0129  0.0222
Table 4. Functions f
0
and f
1
for spacelike q
2
(Case 1)
q
2
=M
2
f
0
f
1
Re Im Re Im
 10.0 0.3089986 0.2379654  0.10088085  0.10334701
 20.0 0.11738 0.21435  0.026466  0.07155209
 30.0 0.05141 0.1635  0.0080116  0.048058
 40.0 0.0235 0.1274  0.001715  0.03453
 50.0 0.00981 0.1024 0.000813  0.02615
3
Table 5. Results for spacelike q
2
(Case 5)
q
2
=M
2
[9/9] [12/12] [15/15] MC
Re Im Re Im Re Im
 0.50 3.19126 3.191566 3.1912565 3.1912
 0.75 2.32 2.303 2.2999 2.2992
 1.0 1.80 1.797 1.7955 1.7946
 2.0 0.930  0.0096 0.936 0.00046 0.9373 0.00011 0.9372
 3.0 0.657 0.024 0.626  0.0015 0.6205  0.0018 0.6193
 4.0 0.387 0.11 0.435 0.04 0.4470 0.02 0.4547
 5.0 0.14  0.02 0.30  0.07 0.3509  0.05 0.3549
Table 6. Results for timelike q
2
(Case 5)
q
2
=M
2
[9/9] [12/12] [15/15]
Re Im Re Im Re Im
0.05 +2.948516245 20.938528 +2.948516245 20.938528 +2.948516245 20.938528
0.1  1.108116127 16.04132127  1.108116127 16.04132127  1.108116127 16.04132127
0.5  4.820692281 5.066080015  4.820692281 5.066080015  4.820692281 5.066080015
1.0  3.89013 1.675498  3.890154 1.67549787  3.890156 1.67549788
1.5  2.9046 0.4296  2.904588 0.42979  2.904581 0.429778
2.0  2.1827  0.0694  2.18294  0.06976  2.182981  0.069728
3.0  1.335  0.366  1.3334  0.3655  1.33309  0.3656
4.0  0.890  0.404  0.8910  0.400  0.8907  0.3994
5.0  0.629  0.380  0.634  0.376  0.6347  0.3748
6.0  0.46  0.340  0.471  0.339  0.474  0.338
7.0  0.35  0.30  0.362  0.301  0.366  0.302
8.0  0.27  0.26  0.286  0.266  0.290  0.269
9.0  0.22  0.23  0.231  0.235  0.235  0.240
10.0  0.18  0.19  0.191  0.208  0.194  0.215
4
