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a b s t r a c t
This paper considers the existence of solutions for a class of integral boundary value
problems with causal operators. We build a new comparison theorem. By utilizing the
monotone iterative technique and the method of lower and upper solutions, we formulate
sufficient conditions under which such problems have extremal or quasisolutions in a
corresponding sector.
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1. Introduction
In this paper, we deal with the following differential equation with a causal operator:
y′(t) = (Qy)(t), t 6= tk, t ∈ J = [0, T ],
1y(tk) = Ik(y(tk)), k = 1, 2, . . . ,m,
y(0) = λ1y(τ )+ λ2
∫ T
0
µ(t, y(t))dt + c,
(1.1)
where t ∈ J = [0, T ] (T > 0), E = C[J, R], and Q ∈ C[E, E] is a causal operator, τ ∈ (0, T ], µ ∈ C(J × R, R), λ1, λ2, c ∈
R, 0 < t1 < t2 < · · · < tm < T , J0 = [0, t1], Jk = (tk, tk+1], k = 1, 2, . . . ,m, tm+1 = T , Ik ∈ C(R, R).
1y(tk) = y(t+k )− y(t−k ), k = 1, 2, . . . ,m.
If λ1 = 1, λ2 = c = 0 and τ = T , then we have the periodic boundary condition, if λ1 = −1, λ2 = c = 0 and τ = T ,
then we have the anti-periodic boundary condition, and if λ1 = λ2 = 0, we have an initial condition as special cases of the
boundary condition in (1.1).
Remark 1.1. We note that the boundary value condition in (1.1) would change if τ changes from zero to any positive
constant in interval (0, T ], even that τ = tk, k = 1, 2, . . . ,m. That is, our boundary value condition has a very general
form.
Some authors have focused their interest on differential equations with causal operators recently; see [1–4]. A causal
operator is a non-anticipative operator. Its theory has the powerful quality of unifying ordinary differential equations,
integro-differential equations, differential equations with finite or infinite delay, Volterra integral equations, and neutral
functional equations, to name a few. Impulsive differential equations are a class important models, which describe many
evolution processes that abruptly change their state at a certain moment (see [5–9]) and have been studied in depth by
some authors in recent years.
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To obtain existence results for differential equations, someone used the monotone iterative method (see [10,11]). There
is a vast amount of literature devoted to the applications of this method to differential equations with initial and boundary
conditions (see [12–15]). We also apply this technique to problem (1.1).
In this paper, we extend the notion of causal operators to the integral boundary value problems. First, some comparison
principles and the existence and uniqueness of the solutions for the first order linear differential equations with linear
boundary conditions are presented. Next, by utilizing the monotone iterative technique and the method of lower and upper
solutions, we establish the existence of extremal solutions of the problem (1.1). At last, using the notion of coupled lower
and upper solutions, we prove the existence of the coupled quasisolutions of the problem (1.1). An example is added to
verify assumptions and theoretical results.
2. Preliminaries
In this section, we present some definitions and lemmas which help to prove our main results.
Let J− = J \ {t1, t2, . . . , tm}, PC(J, R) = {y : J → R | y(t) is continuous everywhere except for some tk at which
y(t−k ) = y(tk), k = 1, 2, . . . ,m}. PC1(J, R) = {y ∈ PC(J, R) | y′ is continuous on J−, where y′(0+), y′(T−), y′(t+k ) and
y′(t−k ) exist, k = 1, 2, . . . ,m}. Let E0 = PC(J, R)with norm
‖y‖E0 = sup
t∈J
|y(t)|,
then E0 is a Banach space, and letΩ = PC1(J, R). A function y ∈ Ω is called a solution of (1.1) if it satisfies (1.1).
Definition 2.1. Suppose that Q ∈ C[E, E], then Q is said to be a causal map or a nonanticipative map if u(s) = v(s) for
0 ≤ s ≤ t ≤ T when u, v ∈ E, then
(Qu)(s) = (Qv)(s), 0 ≤ s ≤ t.
The following comparison results and lemmas play an important role in this paper.
Lemma 2.1 (Comparison Theorem). Let m ∈ Ω satisfies{m′(t) ≤ −M(t)m(t)− (ζm)(t), t 6= tk, t ∈ J,
1m(tk) ≤ −Lkm(tk), k = 1, 2, . . . ,m,
m(0) ≤ 0
(2.1)
where 0 ≤ Lk < 1, k = 1, 2, . . . ,m, and M(t) is a non-negative integrable function, ζ ∈ C[E, E] is a positive linear operator,
that is, ζm ≥ 0 whenever m ≥ 0. In addition, we assume that∫ T
0
[M(t)+ ζ (t)]dt +
m∑
k=1
Lk ≤ 1, (2.2)
then m(t) ≤ 0,∀t ∈ J .
Proof. Assume that m(t) ≤ 0,∀t ∈ J is not true, then there exists a t∗ ∈ (0, T ] such that m(t∗) > 0. Let min0≤t≤t∗ m(t) =
−b, then b ≥ 0.
Case 1: if b = 0, thenm(t) ≥ 0,∀t ∈ [0, t∗]. Thus, by (2.1), we havem′(t) ≤ 0,∀t ∈ [0, t∗], and1m(tk) ≤ −Lkm(tk) ≤ 0,
0 < tk < t∗, hencem(t) is non-increasing in [0, t∗]. So, we havem(t∗) ≤ m(0) ≤ 0, which contradictsm(t∗) > 0.
Case 2: if b > 0, then there exists a t∗ ∈ Jj (j ≤ m) such that m(t∗) = −b < 0, or m(t+∗ ) = −b. We only consider
m(t∗) = −b, as for the casem(t+∗ ) = −b, the proof is similar. Now from (2.1), we have
0 < m(t∗) = m(t∗)+
∫ t∗
t∗
m′(t)dt +
∑
t∗<tk<t∗
1m(tk)
≤ −b+ b
∫ T
0
[M(t)+ ζ (t)]dt + b
m∑
k=1
Lk
= b
{∫ T
0
[M(t)+ ζ (t)]dt +
m∑
k=1
Lk − 1
}
.
Then, we get∫ T
0
[M(t)+ ζ (t)]dt +
m∑
k=1
Lk > 1,
which contradicts (2.2). Hence we havem(t) ≤ 0,∀t ∈ J . The proof is complete. 
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We now consider the linear equation:
y′(t) = −M(t)y(t)− (ζy)(t)+ σ(t), t 6= tk, t ∈ J,
1y(tk) = −Lky(tk)+ Ik(η(tk))+ Lkη(tk), k = 1, 2, . . . ,m,
y(0) = λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ c,
(2.3)
where 0 ≤ Lk < 1, k = 1, 2, . . . ,m, η ∈ Ω, σ (t) ∈ E0 andM(t) is non-negative integrable function.
Lemma 2.2. y ∈ Ω is a solution of (2.3) if and only if y ∈ E0 is a solution of the following integral equation:
y(t) = e−
∫ t
0 M(r)dr
[
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ c
]
+
∑
0<ti<t
1y(ti)e
− ∫ tti M(r)dr
+
∫ t
0
e−
∫ t
s M(r)dr [σ(s)− (ζy)(s)]ds, t ∈ J. (2.4)
Proof. Assume that y ∈ Ω is a solution of (2.3). Let z(t) = y(t)e
∫ t
0 M(r)dr . Then z ∈ Ω and, by (2.3),
z ′(t) = [σ(t)− (ζy)(t)]e
∫ t
0 M(r)dr . (2.5)
It is easy to establish the following formula:
z(t) = z(0)+
∫ t
0
z ′(s)ds+
∑
0<ti<t
[z(t+i )− z(ti)]. (2.6)
By (2.3), we have
z(t+i )− z(ti) = 1y(ti)e
∫ ti
0 M(r)dr . (2.7)
It follows from (2.5)–(2.7) that
y(t) = e−
∫ t
0 M(r)dr
[
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ c
]
+
∑
0<ti<t
1y(ti)e
− ∫ tti M(r)dr
+
∫ t
0
e−
∫ t
s M(r)dr [σ(s)− (ζy)(s)]ds, t ∈ J,
that is, y(t) satisfies (2.4).
Conversely, if y ∈ E0 is a solution of the integral equation (2.4), then by direct differentiation, it is easy to verify that
y ∈ Ω and y(t) satisfies (2.3). The proof is complete. 
Lemma 2.3. Let ζ ∈ C[E, E] is a positive linear operator, and M(t) is a non-negative integrable function. Assume that
‖ζ‖T +
m∑
k=1
Lk < 1, (2.8)
where ‖ζ‖ = supx∈X, x6=θ ‖ζ (x)‖‖x‖ . Then (2.3) has a unique solution y ∈ Ω .
Proof. By Lemma 2.2, we know that y(t) ∈ Ω is the solution of (2.3) if and only if y(t) ∈ E0 is a solution of the impulsive
integral equation (2.4). Now, we prove (2.4) has a unique solution y(t). For any y ∈ E0, we define A by
(Ay)(t) = e−
∫ t
0 M(r)dr
[
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ c
]
+
∑
0<ti<t
1y(ti)e
− ∫ tti M(r)dr
+
∫ t
0
e−
∫ t
s M(r)dr [σ(s)− (ζy)(s)]ds, t ∈ J.
Then (Ay) ∈ E0, for any y1, y2 ∈ E0, we get
‖Ay1 − Ay2‖E0 = sup
t∈J
∣∣∣∣e− ∫ t0 M(r)dr [λ1η(τ)+ λ2 ∫ T
0
µ(s, η(s))ds+ c
]
+
∑
0<ti<t
1y1(ti)e
− ∫ tti M(r)dr +
∫ t
0
e−
∫ t
s M(r)dr [σ(s)− (ζy1)(s)]ds
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− e−
∫ t
0 M(r)dr
[
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ c
]
−
∑
0<ti<t
1y2(ti)e
− ∫ tti M(r)dr −
∫ t
0
e−
∫ t
s M(r)dr [σ(s)− (ζy2)(s)]ds
∣∣∣∣∣
= sup
t∈J
∣∣∣∣∣ ∑
0<ti<t
−Li(y1(ti)− y2(ti))e−
∫ t
ti
M(r)dr +
∫ t
0
e−
∫ t
s M(r)dr [−(ζy1)(s)+ (ζy2)(s)]ds
∣∣∣∣∣
≤ sup
t∈J
{ ∑
0<ti<t
Lie
− ∫ tti M(r)dr +
∫ t
0
e−
∫ t
s M(r)dr‖ζ‖ds
}
‖y1 − y2‖E0
≤
(
‖ζ‖T +
m∑
k=1
Lk
)
‖y1 − y2‖E0 .
By (2.8), we know that A is a contraction operator. Consequently, by the Banach fixed point theorem, A has a unique fixed
point y∗ ∈ E0. Obviously, the y∗ is a unique solution of (2.3). Lemma 2.3, is proved. 
3. Extremal solutions of problem (1.1)
In this section, we shall establish the existence of extremal solutions of problem (1.1).
Definition 3.1. A function α0 ∈ Ω is called a lower solution of (1.1) if
α′0(t) ≤ (Qα0)(t), t 6= tk, t ∈ J,
1α0(tk) ≤ Ik(α0(tk)), k = 1, 2, . . . ,m,
α0(0) ≤ λ1α0(τ )+ λ2
∫ T
0
µ(s, α0(s))ds+ c.
(3.1)
Definition 3.2. A function β0 ∈ Ω is called an upper solution of (1.1) if
β ′0(t) ≥ (Qβ0)(t), t 6= tk, t ∈ J,
1β0(tk) ≥ Ik(β0(tk)), k = 1, 2, . . . ,m,
β0(0) ≥ λ1β0(τ )+ λ2
∫ T
0
µ(s, β0(s))ds+ c.
(3.2)
For α0, β0 ∈ Ω , we write α0 ≤ β0 if α0(t) ≤ β0(t) for all t ∈ J . In such a case, we denote [α0, β0] = {y ∈ Ω, α0(t) ≤
y(t) ≤ β0(t), t ∈ J}.
Theorem 3.1. Assume the following conditions hold,
(H1) The function α0, β0 ∈ Ω are lower and upper solutions of (1.1), respectively, such that α0(t) ≤ β0(t) on J;
(H2) There exist 0 ≤ Lk < 1, k = 1, 2, . . . ,m, and non-negative integrable functions M(t) such that condition (2.2) and (2.8)
hold and
(Qx)(t)− (Qx)(t) ≥ −M(t)(x− x)− (ζ (x− x))(t),
for α0(t) ≤ x ≤ x ≤ β0(t),∀t ∈ J, t 6= tk;
(H3) λ1(v(τ )− v(τ))+ λ2
∫ T
0 µ(s, v(s))− µ(s, v(s))ds ≤ 0, where α0(t) ≤ v ≤ v ≤ β0(t), λ1, λ2 ∈ R;
(H4) Ik(x(tk))− Ik(y(tk)) ≥ −Lk(x(tk)− y(tk)), where α0(tk) ≤ y(tk) ≤ x(tk) ≤ β0(tk), k = 1, 2, . . . ,m.
Then there exist monotone sequences {αi(t)}, {βi(t)} which converge uniformly to the extreme solution of (1.1) in [α0, β0],
respectively.
Proof. First, we construct two sequences {αi(t)}, {βi(t)}which satisfy the following equations:
α′i(t)+M(t)αi(t)+ (ζαi)(t) = (Qαi−1)(t)+M(t)αi−1(t)+ (ζαi−1)(t), t 6= tk, t ∈ J,
1αi(tk) = −Lkαi(tk)+ Ik(αi−1(tk))+ Lkαi−1(tk), k = 1, 2, . . . ,m,
αi(0) = λ1αi−1(τ )+ λ2
∫ T
0
µ(s, αi−1(s))ds+ c,
(3.3)
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β ′i (t)+M(t)βi(t)+ (ζβi)(t) = (Qβi−1)(t)+M(t)βi−1(t)+ (ζβi−1)(t), t 6= tk, t ∈ J,
1βi(tk) = −Lkβi(tk)+ Ik(βi−1(tk))+ Lkβi−1(tk), k = 1, 2, . . . ,m,
βi(0) = λ1βi−1(τ )+ λ2
∫ T
0
µ(s, βi−1(s))ds+ c.
(3.4)
Obviously, by Lemmas 2.2 and 2.3, both Eqs. (3.3) and (3.4) have solutions, hence the above definitions are adequate.
We complete the proof by four steps.
Step 1. We prove that αi−1 ≤ αi, and βi ≤ βi−1, i = 1, 2, . . . ,m.
By the above procession, we know that α1 satisfies
α′1(t)+M(t)α1(t)+ (ζα1)(t) = (Qα0)(t)+M(t)α0(t)+ (ζα0)(t), t 6= tk, t ∈ J,
1α1(tk) = −Lkα1(tk)+ Ik(α0(tk))+ Lkα0(tk), k = 1, 2, . . . ,m,
α1(0) = λ1α0(τ )+ λ2
∫ T
0
µ(s, α0(s))ds+ c.
(3.5)
Let p(t) = α0(t)− α1(t), then
p′(t)+M(t)p(t)+ (ζp)(t) = α′0(t)+M(t)α0(t)+ ζα0(t)−M(t)α1(t)− ζα1(t)
= α′0(t)− (Qα0)(t) ≤ 0.
It is easy to prove that
1p(tk) ≤ −Lkp(tk), k = 1, 2, . . . ,m, p(0) ≤ 0,
then by Lemma 2.1 we have p(t) ≤ 0, which implies α0(t) ≤ α1(t), i.e. α0 ≤ α1.
By mathematical induction, we obtain that sequence {αi} is a non-decreasing sequence. Similarly, we can prove {βi} is a
non-increasing sequence.
Step 2. We show that α1 ≤ β1, if α0 ≤ β0. Let p = α1 − β1, then for t 6= tk, t ∈ J , by (H2)we have
p′(t)+M(t)p(t)+ (ζp)(t) = α′1(t)+M(t)α1(t)+ ζα1(t)− β ′1(t)−M(t)β1(t)− ζβ1(t)
= (Qα0)(t)+M(t)α0(t)+ (ζα0)(t)− (Qβ0)(t)−M(t)β0(t)− (ζβ0)(t) ≤ 0.
It is easy to verify that by (H3) and (H4)
1p(tk) ≤ −Lkp(tk), k = 1, 2, . . . ,m, p(0) ≤ 0,
then we have p(t) ≤ 0, which implies α1 ≤ β1, still by mathematical induction, we have αi ≤ βi, i = 1, 2, . . . , n.
Step 3. Following the first two steps, we have
α0 ≤ α1 ≤ · · · ≤ αi ≤ · · · ≤ βi ≤ · · · ≤ β1 ≤ β0,
and each αi, βi ∈ Ω satisfies (3.3) or (3.4). Obviously, there exist y∗, y∗ such that limi→+∞ αi(t) = y∗, limi→+∞ βi(t) = y∗
uniformly. Clearly, y∗, y∗ satisfy (1.1).
Step 4. We prove y∗, y∗ are extreme solutions of (1.1) in [α0, β0].
Let y(t) is a solution of (1.1), which satisfies α0(t) ≤ y(t) ≤ β0(t), t ∈ J .
Setting p(t) = αi+1(t)− y(t), then for t 6= tk, t ∈ J ,
p′(t) = α′i+1 − y′ ≤ −M(t)p(t)− (ζp)(t),
and
1p(tk) ≤ −Lkp(tk), k = 1, 2, . . . ,m, p(0) ≤ 0.
By Lemma 2.1, we have p(t) ≤ 0 for all t ∈ J , i,e. αi+1 ≤ y. Similarly, we can get that y ≤ βi+1, t ∈ J . Thus
αi+1 ≤ y(t) ≤ βi+1, (i = 0, 1, 2, . . .), for all t ∈ J , which implies y∗(t) ≤ y(t) ≤ y∗(t). We complete the proof. 
Example. Consider the following problems:
y′(t) = −M(t)y(t)+M(t) sin
(
y
(
t
2
))
− t
∫ t
0
s2y(s)ds ≡ (Qy)(t), t 6= 1
2
, t ∈ J,
1y
(
1
2
)
= − 1
18
y3
(
1
2
)
,
y(0) = −1
2
y(τ )−
∫ 1
0
(s− y(s))ds+ 2
3
,
(3.6)
whereM ∈ C(J, [0,+∞)) and J = [0, 1].
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It can easily be verified that (3.6) admits the lower solution α0(t) = 0, t ∈ J and the upper solution β0(t) given by
β0(t) =

2
3
t + 1, t ∈
[
0,
1
2
]
,
2
3
t + 2
3
, t ∈
(
1
2
, 1
]
,
and α0 ≤ β0.
It’s easy to get that,
Ik(x(tk))− Ik(y(tk)) = − 118 (x
3(tk)− y3(tk))
≥ − 8
27
(x(tk)− y(tk))
= −L1(x(tk)− y(tk))
where α0(tk) ≤ y(tk) ≤ x(tk) ≤ β0(tk), L1 = 827 .
Obviously,
λ1(v(τ )− v(τ))+ λ2
∫ T
0
µ(s, v(s))− µ(s, v(s))ds ≤ 0,
here α0(t) ≤ v ≤ v ≤ β0(t), λ1 = − 12 , λ2 = −1.
By computing,
(Qx)(t)− (Qx)(t) ≥ −M(t)(x− x)− (ζ (x− x))(t),
where α0(t) ≤ x ≤ x ≤ β0(t).
It is quite easy to show that (ζy)(t) = t ∫ t0 s2y(s)ds. If we also assume that∫ T
0
[M(t)+ ζ (t)]dt +
m∑
k=1
Lk ≤ 1, ‖ζ‖T +
m∑
k=1
Lk < 1,
then all conditions of Theorem 3.1 are satisfied. Therefore, by Theorem 3.1, (3.6) has extremal solutions y∗, y∗ ∈ [α0, β0],
which can be obtained by taking limits from some iterative sequences.
Remark 3.1. In this example, the boundary value condition in (3.6) would change if τ changes from zero to any positive
constant in interval (0, 1], which include τ = 12 . That is, our boundary value condition has a very general form.
4. Quasisolutions of problem (1.1)
In this section, we shall establish the existence of the coupled quasisolutions of the problem (1.1). We first introduce the
definition of coupled upper and lower solutions; the monotone iterative technique is still valid.
Definition 4.1. Functions α0, β0 ∈ Ω are called coupled lower and upper solutions of problem (1.1), respectively, if
α′0(t) ≤ (Qα0)(t), t 6= tk, t ∈ J,
1α0(tk) ≤ Ik(α0(tk)), k = 1, 2, . . . ,m,
α0(0) ≤ λ1β0(τ )+ λ2
∫ T
0
µ(s, β0(s))ds+ c,
(4.1)
and 
β ′0(t) ≥ (Qβ0)(t), t 6= tk, t ∈ J,
1β0(tk) ≥ Ik(β0(tk)), k = 1, 2, . . . ,m,
β0(0) ≥ λ1α0(τ )+ λ2
∫ T
0
µ(s, α0(s))ds+ c.
(4.2)
Definition 4.2. A pair (U, V ) ∈ Ω ×Ω is called a coupled quasi-solution of problem (1.1) if for t ∈ J there are
U ′(t) = (QU)(t), t 6= tk, t ∈ J = [0, T ],
1U(tk) = Ik(U(tk)), k = 1, 2, . . . ,m,
U(0) = λ1V (τ )+ λ2
∫ T
0
µ(t, V (t))dt + c,
(4.3)
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and 
V ′(t) = (QV )(t), t 6= tk, t ∈ J = [0, T ],
1V (tk) = Ik(V (tk)), k = 1, 2, . . . ,m,
V (0) = λ1U(τ )+ λ2
∫ T
0
µ(t,U(t))dt + c.
(4.4)
The next result deals with the case when problem (1.1) has quasisolutions.
Theorem 4.1. Assume the condition (H2) and (H4) hold, in addition, suppose that
(H′1) The function α0, β0 ∈ Ω are coupled lower and upper solutions of (1.1), respectively, such that α0(t) ≤ β0(t) on J;
(H′3) λ1(v(τ )− v(τ))+ λ2
∫ T
0 µ(s, v(s))− µ(s, v(s))ds ≤ 0, where α0(t) ≤ v ≤ v ≤ β0(t), λ1, λ2 ∈ R.
Then there exist monotone sequences {αi(t)}, {βi(t)} which converge uniformly to the quasisolutions of (1.1) in [α0, β0],
respectively.
Proof. We prove this result in a way similar to the one we used in the proof of Theorem 3.1. One can also prove it in the
following way. Similarly, we construct two sequences {αi(t)}, {βi(t)}which satisfy the following equations:
α′i(t)+M(t)αi(t)+ (ζαi)(t) = (Qαi−1)(t)+M(t)αi−1(t)+ (ζαi−1)(t), t 6= tk, t ∈ J,
1αi(tk) = −Lkαi(tk)+ Ik(αi−1(tk))+ Lkαi−1(tk), k = 1, 2, . . . ,m,
αi(0) = λ1βi−1(τ )+ λ2
∫ T
0
µ(s, βi−1(s))ds+ c,
(4.5)

β ′i (t)+M(t)βi(t)+ (ζβi)(t) = (Qβi−1)(t)+M(t)βi−1(t)+ (ζβi−1)(t), t 6= tk, t ∈ J,
1βi(tk) = −Lkβi(tk)+ Ik(βi−1(tk))+ Lkβi−1(tk), k = 1, 2, . . . ,m,
βi(0) = λ1αi−1(τ )+ λ2
∫ T
0
µ(s, αi−1(s))ds+ c.
(4.6)
Step 1. We prove that αi ≤ αi+1, and βi ≤ βi−1, i = 1, 2, . . . ,m.
Let p(t) = α0(t)− α1(t), then
p′(t)+M(t)p(t)+ (ζp)(t) = α′0(t)+M(t)α0(t)+ ζα0(t)−M(t)α1(t)− ζα1(t)
= α′0(t)− (Qα0)(t) ≤ 0.
It is easy to prove that
1p(tk) ≤ −Lkp(tk), k = 1, 2, . . . ,m, p(0) ≤ 0.
Then by Lemma 2.1 we have p(t) ≤ 0, which implies α0(t) ≤ α1(t), i.e. α0 ≤ α1.
By mathematical induction, we obtain that sequence {αi} is a non-decreasing sequence. Similarly, we can prove {βi} is a
non-increasing sequence.
Step 2. We show that α1 ≤ β1, if α0 ≤ β0. Let p = α1 − β1, then for t 6= tk, t ∈ J , by (H2)we have
p′(t)+M(t)p(t)+ (ζp)(t) = α′1(t)+M(t)α1(t)+ ζα1(t)− β ′1(t)−M(t)β1(t)− ζβ1(t)
= (Qα0)(t)+M(t)α0(t)+ (ζα0)(t)− (Qβ0)(t)−M(t)β0(t)− (ζβ0)(t) ≤ 0.
It is easy to verify that by (H′3) and (H4)
1p(tk) ≤ −Lkp(tk), k = 1, 2, . . . ,m, p(0) ≤ 0,
then we have p(t) ≤ 0, which implies α1 ≤ β1, still by mathematical induction, we have αi ≤ βi, i = 1, 2, . . . , n.
Step 3. Following the first two steps, we have
α0 ≤ α1 ≤ · · · ≤ αi ≤ · · · ≤ βi ≤ · · · ≤ β1 ≤ β0
and each αi, βi ∈ Ω satisfies (4.5) or (4.6). Obviously, there exist y∗, y∗ such that limi→+∞ αi(t) = y∗, limi→+∞ βi(t) = y∗
uniformly. Indeed, y∗, y∗ are the quasisolutions of problem (1.1). This ends the proof. 
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