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We construct the first smooth, horizonless “microstate geometries” that have the same
charges, dipole charges and angular momenta as a BPS black ring whose horizon is macro-
scopic. These solutions have exactly the same geometry as black rings, except that the
usual infinite throat is smoothly capped off at a very large depth. If the solutions preserve
a U(1)×U(1) isometry, then this depth is limited by flux quantization but if this symme-
try is broken then the throat can be made arbitrarily deep by tuning classical, geometric
moduli. Interpreting these “abysses” (smooth microstate geometries of arbitrary depth)
from the point of view of the AdS-CFT correspondence suggests two remarkable alter-
natives: either stringy effects can eliminate very large regions of a smooth low-curvature
supergravity solution, or the D1-D5-P CFT has quantum critical points. The existence of
solutions whose depth depends on moduli also enables us to define “entropy elevators,”
and these provide a new tool for studying the entropy of BPS and near-BPS black holes.
June, 2007
1. Introduction
While it is still uncertain whether it is a misnomer, the term “microstate geometries”
has come to represent smooth, horizonless geometries that represent good string back-
grounds, are asymptotic to Rn,1 × C, where C is compact, and have the same charges as
black holes or black rings. Given that such geometries exist at all (and apparently in large
numbers) and that they provide semi-classical descriptions of microstates of black holes
and black rings, it is important to investigate their physics. It is also very tempting to
conjecture that these geometries could account for the entropy of black objects.
This conjecture leads to a host of interesting physical questions. Do “microstate
geometries” represent extremely special, coherent states of the stringy black hole or can
microstate geometries represent the “typical” microstates of a black hole and contribute
significantly to its entropy? Are there enough classical microstate geometries to account for
the black hole entropy? Is there a semi-classical quantization of these microstate geometries
that leads to the correct black-hole entropy, at least to leading order? If so, can the typical
microstate geometries be described in supergravity, or are they necessarily stringy? Many
of these and related issues have been thoroughly analyzed for the two-charge system (see
[1–12] for an incomplete list of relevant papers, and [13] for a review), and there is now
very significant progress on the three-charge system (see [14–25] and [26] for a review), as
well as for the four-dimensional [27–31] and non-BPS black-hole microstates [32,33].
One of the key steps in understanding three-charge microstate geometries was the
realization that they are bubbling geometries, which come from the geometric transition
of three-charge brane configurations [19,20,21]. Such a transition replaces the spatial R4
that is used to construct the black-hole and black-ring solutions by a topologically non-
trivial hyper-Ka¨hler manifold. The singular sources that define the original black holes or
black rings are replaced by smooth topological fluxes threading non-trivial cycles.
For reasons of computational simplicity, the metrics on the hyper-Ka¨hler base were
usually chosen to be Gibbons-Hawking (GH) metrics and microstate solutions constructed
using these metrics have been analyzed extensively [19,20,21,25]. In particular, the asymp-
totic charges and angular momenta were computed and it was found that generic distri-
butions of fluxes lead to microstate geometries whose charges correspond to maximally-
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spinning classical black holes or black rings (of zero horizon area) [22]. We typically refer
to such microstates geometries as “zero-entropy microstate geometries1.”
It is not known generically how to evade the restriction to zero-entropy microstates
without introducing closed time-like curves (CTC’s). At present the only systematic way
of doing this is to use mergers of zero-entropy microstates to obtain microstates of objects
with non-zero entropy [34]. This technique was used in [23] to construct the first microstate
solutions that have the same charges and angular momenta as a three-charge black hole of
classically large horizon area, that is, a “true” black hole from the perspective of classical
general relativity. In this paper we will also use both mergers of two zero-entropy black-ring
microstates, as well as other methods, to obtain the first microstates of black rings with
a classical horizon area. Note that because of the infinite non-uniqueness of BPS black
rings [35,36,37], a solution with black ring charges and angular momenta is not necessarily
a black ring microstate. A microstate has (by definition) all the macroscopic features of
the object it describes, and for black ring this includes not only the charges and angular
momenta, but also the dipole charges [38,39,35,36,37].
One of the interesting, and probably defining features of the microstates geometries
of true black holes is that they are scaling solutions or “deep microstates.” That is, the
“bubbles,” or non-trivial topological cycles scale into a vanishingly small region in the GH
base metric (while preserving the relative sizes of the cycles). In the physical, space-time
geometry this corresponds to the cycles descending deeply into a black-hole-like throat.
Thus the bubbled black-hole geometries look like a regular black hole, except that their
throat is capped off by regular geometry deep down the throat. In [23] it was shown that,
at least for U(1)×U(1) invariant geometries, the depth at which the capping-off occurs is
set by the size of the smallest quantum of flux that one can place upon a single bubble.
Moreover, it was shown that small, non-BPS fluctuations in the region of the cap have an
energy (as measured from infinity) that matches the expected mass gap of typical states in
the underlying D1-D5 conformal field theory (CFT). Thus these “deep microstates” should
be interpreted as the holographic duals the long effective strings of the D1-D5 CFT.
Our purpose here is to study deep microstate geometries in more detail, focussing
first on the mergers of bubbled supertube geometries that lead to microstate geometries
1 One should, of course, remember that a microstate geometry is horizonless and smooth
and necessarily has zero entropy. The phrase “zero-entropy microstate geometries” is meant to
emphasize the fact that the corresponding classical black object with the same charges and angular
momenta also has vanishing entropy.
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of BPS black rings with a classically large horizon area (that is, “true” black rings). After
reviewing some basic properties of bubbled geometries in Section 2, we begin in Section
3 by considering microstate geometries corresponding to a pair of supertubes and study
the axially symmetric (U(1)× U(1) invariant) mergers that lead to microstate geometries
of “true” black rings. In Section 4 we find that this merger results in scaling, or deep,
geometries where the non-trivial cycles descend deeply into the AdS throat of what looks
like a classical black ring. The non-trivial topology, once again, smoothly caps off this
throat at a depth that is set by the quantum of flux on an individual cycle. We thus
obtain the analogs for black rings of the results that were found for black holes in [23].
The reader who is not keen on the technical details of the construction, and only
interested in the physics of smooth microstate solutions of arbitrary depth can skip directly
to Section 5, where we construct the first such example by considering a scaling solution
that is no longer axi-symmetric. This solution has the surprising feature that the depth
of the throat can be controlled by a modulus and can be made arbitrarily large by fine-
tuning this modulus2. During this process the solution remains completely smooth. We
will refer to such throats of arbitrary depth as abysses. The existence of abysses suggests
that breaking the U(1) × U(1) invariance allows the construction of smooth horizonless
geometries whose holographic duals in the CFT exhibit mass gaps and spectra with energy
gaps that are arbitrarily small. We discuss the interesting physics implied by the existence
of these new solutions is Section 6. The properties of these solutions also suggest they can
be used as “entropy elevators,” which could account for the entropy both of BPS and of
non-BPS black holes. This idea is developed in Section 7.
Note Added: The day before this paper was submitted to the arXiv, the preprint [44]
appeared, in which a horizonless three-charge scaling configuration with black ring charges
is also constructed. From a four-dimensional perspective this configuration contains D6
and D6 branes, like the solutions we construct here, but also contains D0 branes. Hence,
the five-dimensional lift of this solution, as well as of the solutions analyzed in [31], has a
naked singularity corresponding to the D0 branes. Therefore, the solutions in [31,44] are
useful for understanding and counting black hole microstates in the intermediate regime
of parameters where the D4 branes affect the geometry and the D0’s are considered as
probes. However, because of the naked singularity, their fate in the regime of parameters
2 The solution we study is a five-dimensional, smooth solution that, from a four-dimensional
perspective, corresponds to a “closed quiver” of D6 and anti-D6 branes [40–43].
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where black holes and black rings have macroscopic horizons is unknown. In contrast,
solutions with only D6 and D6 remain smooth in five dimensions, and hence give a valid
description of microstates of black holes and black rings in the same region of the moduli
space where the classical black holes and black rings also exist.
2. Bubbled Geometries
Before focussing on bubbled ring geometries, it is worthwhile reviewing some of the
basics of bubbled geometries in general. For more details, see [20–23,26]. First recall that
the four-dimensional base metric has Gibbons-Hawking (GH) form:
ds24 = V
−1
(
dψ + ~A · d~y)2 + V (d~y · d~y) , (2.1)
where ~y ∈ R3 and
V =
N∑
j=1
qj
rj
, ~∇× ~A = ~∇V , (2.2)
with rj ≡ |~y − ~y(j)|. In order for the GH metric to be regular, one must take qj ∈ Z and
for the metric to be asymptotic to that of flat R4 one must also impose
q0 ≡
N∑
j=1
qj = 1 . (2.3)
The fluxes through the non-trivial two-cycles in this geometry are determined by harmonic
functions:
KI ≡
N∑
j=1
kIj
rj
, (2.4)
and by the flux parameters, kIj , in particular. There is a gauge equivalenceK
I → KI+cIV ,
or kIj → kIj + cIqj for any constant, cI . It is therefore useful to define the gauge invariant
flux parameters:
k˜Ij ≡ kIj − qj N kI0 , with kI0 ≡
1
N
N∑
j=1
kIj . (2.5)
Following [20,21,23], the charges and angular momenta of a bubbled solution are can be
obtained from the positions, ~y(j), of the GH points via:
QI = −2CIJK
N∑
j=1
q−1j k˜
J
j k˜
K
j , (2.6)
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JR ≡ J1 + J2 = 43 CIJK
N∑
j=1
q−2j k˜
I
j k˜
J
j k˜
K
j , (2.7)
JL ≡ J1 − J2 = 8
∣∣ ~D∣∣ , (2.8)
where N is the number of GH points and
~Dj ≡
∑
I
k˜Ij ~y
(j) , ~D ≡
N∑
j=1
~Dj . (2.9)
It is convenient to define:
Pij ≡ 16 CIJK Π
(I)
ij Π
(J)
ij Π
(K)
ij (2.10)
and
~JL ij ≡ −8 qi qj Pij yˆij , where yˆij ≡ (~y
(i) − ~y(j))∣∣~y(i) − ~y(j)∣∣ . (2.11)
One then has [21,23]:
~JL =
N∑
i,j=1
j 6=i
~JL ij , (2.12)
and if the GH points are all co-linear then we may take yˆij = ±1 and (2.12) reduces to a
sum over ±Pij .
Finally, to eliminate CTC’s near the GH points, this configuration must satisfy the
bubble equations:
N∑
j=1
j 6=i
qi qj
Pij
rij
= −
3∑
I=1
k˜Ii , (2.13)
where rij = |~y(i) − ~y(j)|
In this paper, we specifically wish to consider the situation where the bubbled ge-
ometry looks, at large scales, like a supertube or black ring. We therefore wish to take
q1 = +1 and locate this GH point at ~y
(1) = 0 and will then assume that all the remaining
GH points cluster a some distance, ρ from the origin. More specifically, we will typically
assume that
r1j ≈ ρ , rij ≪ ρ , i, j = 2, . . . , N . (2.14)
In this limit, the first bubble equation yields the approximate ring radius:
ρ ≈ −
[ 3∑
I=1
k˜I1
]−1 N∑
j=2
qj P1j . (2.15)
5
3. The axi-symmetric merger of two bubbled supertubes
3.1. The layout and physical parameters
We consider the simplest possible pair of bubbled rings in which each ring is bubbled
by identical pairs of GH points of charges, −Q and +Q. Thus the configuration will have:
q1 = +1 , q2 = −Q , q3 = +Q , q4 = −Q , q5 = +Q , (3.1)
and we will denote the various distances by
ρ ≡ r12 , σ ≡ r34 , ∆1 ≡ r23 , ∆2 ≡ r45 . (3.2)
This layout is depicted in Fig. 1. The ∆j will represent the bubbled ring widths, and in
the classical limit, Q → ∞, one has ∆j → 0. In this limit, ρ and ρ + σ represent the
classical supertube radii. The classical un-bubbled solution to which this bubbled solution
corresponds was first constructed in [37,45].
+1 +Q +Q-Q -Q
ρ σ
Δ1 Δ2
Fig. 1: The layout of GH points for two bubbled supertubes.
As usual we denote the flux parameters by
Π
(I)
ij =
(
kIj
qj
− k
I
i
qi
)
, (3.3)
but there is a more natural, gauge invariant basis of flux parameters given by:
dI1 ≡ 2 (kI2 + kI3) , f I1 ≡ 2 kI1 +
(
1 + 1Q
)
kI2 +
(
1− 1Q
)
kI3 ,
dI2 ≡ 2 (kI4 + kI5) , f I2 ≡ 2 kI1 +
(
1 + 1
Q
)
kI4 +
(
1− 1
Q
)
kI5 .
(3.4)
In the classical supertube limit, where ∆j → 0, the dI reduce to the number, nI , of M5
branes around the ring profile. In the GH metric these supertubes are point-like in the
R
3 base and run around the U(1) fiber. The parameters, f I1 and f
I
2 , are a little more
physically ambiguous but we have chosen them to be the gauge-invariant combinations of
6
flux parameters that are made out of the flux parameters associated to the two separate
rings.
It is also easy to see how to define the dIa more generally in terms of the cohomology.
Recall that the homology cycle, ∆ij , can be defined by the U(1) fiber running along any
curve between qi and qj . The fluxes through ∆23 and ∆45 are simply
Q
2 d
I
1 and
Q
2 d
I
2
respectively. We also claim that ∆23 and ∆45 are homologous to the Gaussian surfaces
that measure the M5-brane fluxes in the classical, supertube limit. To see this, first recall
that for the GH points aligned along the z-axis we may take:
~A · d~y =
5∑
j=1
qj
(z − zj)
rj
dφ . (3.5)
where φ is the angle in the (x, y) plane. In particular, if V = 1
r
and θ denotes the polar
angle away from the z-axis then the GH metric reduces to that of R4 = R2 × R2:
ds24 = (du
2 + u2 dθ21) + (dv
2 + v2 dθ22) , (3.6)
via the coordinate transformation:
u = 14 r
2 cos θ2 , θ1 =
1
2 (ψ + φ) ,
v = 14 r
2 sin θ2 , θ2 =
1
2 (ψ − φ) .
(3.7)
Now observe that if one moves along the z-axis then the U(1) fiber direction, (dψ+A), is
equal to 2 dθ1 = dψ+dφ in the “long intervals” from q1 to q2, from q3 to q4 and from q5 to
infinity. In the supertube limit, the U(1) fiber, and hence the supertube, lies in the (u, θ1)
plane. The Gaussian surfaces used to define M5-brane charge can be chosen to so that θ1
is fixed and θ2 is varying. This means they cannot involve ∆12 and ∆34, which necessarily
involve the fiber direction with co-tangent, (dψ+A) ∼ dθ1, and so the M5-brane Gaussian
surfaces can only be related to ∆23 and ∆45.
The charges and angular momenta of individual black rings are given by:
Q
(a)
I = CIJK d
J
a f
K
a , (3.8)
j
(a)
R ≡ 12 CIJK
(
f Iaf
J
a d
K
a + f
I
ad
J
ad
K
a
) − 1
24
(1−Q−2)CIJK dIadJadKa , (3.9)
j
(a)
L ≡ 12 CIJK
(
dIaf
J
a f
K
a − f IadJadKa
)
+
(3Q2 − 4Q+ 1
24Q2
)
CIJK d
I
ad
J
ad
K
a , (3.10)
for a = 1, 2.
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For the configuration described above and depicted in Fig. 1 we have:
QI = Q
(1)
I + Q
(2)
I + CIJK d
J
1 d
K
2 , (3.11)
JR = j
(1)
R + j
(2)
R + d
I
1Q
(2)
I + d
I
2Q
(1)
I +
1
2
CIJK d
I
1 d
J
2 (d
K
1 + d
K
2 ) , (3.12)
JL = j
(1)
L + j
(2)
L + d
I
1Q
(2)
I − dI2Q(1)I + 12 CIJK dI1 dJ2 (dK1 − dK2 ) , (3.13)
It is useful to introduce the flux vectors
Y I ≡ (f I2 − f I1 − 12 (dI2 − dI1)) , (3.14)
and the combination of fluxes:
P̂ ≡ (P24 − P25 − P34 + P35) = 18Q2 CIJK dI1 dJ2 Y K . (3.15)
Note that P̂ measures the total flux running between the pairs of points that define the
two rings. The interaction part of the left-handed angular momentum can now be written:
J intL ≡ dI1Q(2)I − dI2Q(1)I + 12 CIJK dI1 dJ2 (dK1 − dK2 )
= 8Q2 P̂ = CIJK d
I
1 d
J
2 Y
K .
(3.16)
From a four-dimensional perspective, the angular momentum J intL corresponds to the
Poynting vector coming from the interaction of the electric fields of one ring with the
magnetic fields of the other. We will see in the next sub-section that this controls the
merger of the two rings.
3.2. Classical limits and their entropy
For a single, classical black ring, the entropy is given by
S = π
√
M (3.17)
where
M = 2 d1d2Q1Q2 + 2 d1d3Q1Q3 + 2 d2d3Q2Q3 − (d1Q1)2 − (d2Q2)2 − (d3Q3)2
− d1d2d3 [4 JL + 2 (d1Q1 + d2Q2 + d3Q3) − 3 d1d2d3] , (3.18)
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where JL > 0, the d
I are the numbers of M5 branes and the QI are the electric charges
measured from infinity. One also has the following relation between the angular momen-
tum, JL, and the classical embedding radius, R, measured in R
2:
JL = (d
1 + d2 + d3)R2 . (3.19)
If one substitutes the expressions, (2.6) and (3.10), for the charges and for the angular
momentum of a single, bubbled ring into (3.18), one obtains a simple expression:
M =
(4Q− 1
Q2
)
(d1d2d3)2 . (3.20)
Observe that this vanishes as Q→∞. This is the “classical limit” where the bubbled ring
collapses back to the standard, classical ring. Therefore, the classical object corresponding
to this simple, bubbled configuration hasM = 0 and is thus a supertube.
For a bubbled ring, the relation, (3.19), emerges from the bubble equations as [20]:
JL = 4 (d
1 + d2 + d3) ρ . (3.21)
where ρ is the ring radius measured in the GH base, and the change of variable (3.7) leads
to ρ = 1
4
R2.
If one merges two bubbled supertubes so as to obtain a single bubbled ring, one has
an object with M5 brane charge given by dI = dI1 + d
I
2 and with charges and angular
momenta given by (3.11),(3.12) and (3.13). To obtain the entropy of the corresponding
classical object, one substitutes these expressions into (3.18) and the result is:
M = − (ǫIJK dI1dJ2Y K)2 − 4 [(d11 + d12)(d21d31d12 + d22d32d11) Y 2 Y 3
+ (d21 + d
2
2)(d
1
1d
3
1d
2
2 + d
1
2d
3
2d
2
1) Y
1 Y 3 + (d31 + d
3
2)(d
1
1d
2
1d
3
2 + d
1
2d
2
2d
3
1) Y
1 Y 2
]
− 2
3
(
CIJK (d
I
1 + d
I
2)(d
J
1 + d
J
2 )(d
K
1 + d
K
2 )
) (
CABC d
A
1 d
B
2 Y
C
)
+
(
4Q−1
36Q2
)(
CIJK (d
I
1 + d
I
2)(d
J
1 + d
J
2 )(d
K
2 + d
K
2 )
)(
CABC (d
A
1 d
B
1 d
C
1 + d
A
2 d
B
2 d
C
2 )
)
.
(3.22)
Note that if this is generically non-vanishing as Q→∞. However, if Y I = 0 then it does
go to zero as Q→∞.
Putting it somewhat differently, if Y I = 0 then the merged ring has an effective dI
and f I given by:
dI = dI1 + d
I
2 , f
I = f I1 +
1
2 d
I
2 = f
I
2 +
1
2 d
I
1 . (3.23)
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The fact that one adds the dIa follows from the considerations in Section 3.1 and the formula
for f I is obtained from (3.11) and (3.8), using Y I = 0. Now observe that for large Q, one
has
j
(a)
L ≈ 12 CIJK dIa
(
fJa − 12 dJa
) (
fKa − 12 dKa
)
= 12 CIJK d
I
a
(
fJ− 12 dJ
) (
fK− 12 dK
)
. (3.24)
It then follows that when Y I = 0 the angular momentum, JL, for the merged ring is given
by:
JL = j
(1)
L + j
(2)
L + CIJK d
I
1 d
J
2 Y
K = j
(1)
L + j
(2)
L
≈ 12 CIJK dI
(
fJ − 12 dJ
) (
fK − 12 dK
)
,
(3.25)
which is the angular momentum, JL, for a bubbled ring or supertube of charges d
I and
QI . In other words the merged configuration still has a maximal value of JL and the
corresponding classical object still has vanishing horizon area. If Y I 6= 0 then the final
angular momentum will generically be less than this maximal value3.
3.3. The bubble equations
For the configuration depicted in Fig. 1, there are four independent bubble equations
(2.13). If one adds the equations for i = 2, 3 and i = 4, 5 then eliminates terms with
denominators r23 = ∆1 and r45 = ∆2, one obtains:
Q
(P12
ρ
− P13
ρ+∆1
)
+ Q2 Λ = − 1
2
3∑
I=1
dI1
Q
( P14
ρ+ σ +∆1
− P15
ρ+ σ +∆1 +∆2
)
− Q2 Λ = − 12
3∑
I=1
dI2 .
(3.26)
where
Λ ≡ P24
σ +∆1
− P34
σ
− P25
σ +∆1 +∆2
+
P35
σ +∆2
. (3.27)
For two bubbled rings with ∆j ≪ ρ, σ, assuming that all other terms in the multipole
expansion are sub-leading, these equations reduce to:
Q (P12 − P13)
ρ
+
Q2 P̂
σ
= − 1
2
3∑
I=1
dI1
Q (P14 − P15)
ρ+ σ
− Q
2 P̂
σ
= − 12
3∑
I=1
dI2 .
(3.28)
3 This is not obvious from (3.22) because one must also require the absence of CTC’s in the
solution. This comment is therefore based primarily on the essential physics of mergers as well as
experience with a number of examples.
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For two generic bubbled rings to merge one must have σ → 0 and so the merger condition
is P̂ → 0, but with σ−1P̂ remaining finite. Note that this means that the interaction part
of the left-handed angular momentum, J intL , must vanish. More generally, for a solution
in which ∆j and σ get small simultaneously, one must have P̂ → 0, but with Λ remaining
finite. Either way, the location, ρ0, of the merged object is given by:
ρ0 = −2Q
[ 3∑
I=1
(dI1 + d
I
2)
]−1 (
P12 − P13 + P14 − P15
)
= 1
4
[ 3∑
I=1
(dI1 + d
I
2)
]−1 (
j
(1)
L + j
(2)
L +
1
6Q
CIJK
(
dI1d
J
1 d
K
1 + d
I
2d
J
2d
K
2
))
,
(3.29)
which is equivalent to (3.21) for the combined object.
Conversely, if one has P̂ → 0 one can obtain the merger solution, and a second solution
in which σ remains finite. One then has:
ρ = −2Q
[ 3∑
I=1
dI1
]−1 (
P12 − P13
)
= 1
4
[ 3∑
I=1
dI1
]−1(
j
(1)
L +
1
6Q
CIJK d
I
1d
J
1d
K
1
)
,
ρ+ σ = −2Q
[ 3∑
I=1
dI2
]−1 (
P14 − P15
)
= 14
[ 3∑
I=1
dI2
]−1(
j
(2)
L +
1
6Q CIJK d
I
2d
J
2d
K
2
)
.
(3.30)
Note that these are essentially the radii given by (3.21) for each of the two rings separately.
Indeed, the limit P̂ → 0 corresponds to the vanishing of the “interaction part” of JL.
In the foregoing merger analysis we have assumed that ∆j ≪ ρ, σ and we have dropped
terms from the multipole expansions of the denominators in (3.26). This means that the
fluxes through the rings, Π
(I)
23 and Π
(I)
45 , must be much less than the other fluxes, and so
Q−1dIa must be small compared to f
I
a and d
I
a. Thus we should consistently drop terms
that are sub-leading in Q−1dIa, like the last terms in (3.29) and (3.30). Such terms also
appear as corrections coming from the multipole expansions [23].
4. Scaling solutions
A scaling solution is most simply defined to be a bubble configuration where there is
a subset, S, of the GH points that are uniformly approaching one another as some control
parameter or, perhaps a modulus, is adjusted to a critical value. That is, one has
rij → λ rij , i, j ∈ S , (4.1)
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with λ → 0. Physically, if the total charge of the GH points in S is non-zero, this means
that these GH points are descending into an arbitrarily deep black-hole-like throat and
that the red-shifts of excitations localized around these points are going to infinity. Such
black-hole microstates are called “Deep Microstates” and were discovered in [23] via the
study of mergers of black holes and black rings [34]. In particular, scaling solutions were
shown to be associated to microstates of black holes of non-zero horizon area and it was
also argued (using the dual CFT) that these deep microstates belong to the same sector
as the typical microstates of the black hole.
Here we examine the corresponding story when the total GH charge in S is zero. One
then expects to obtain scaling solutions corresponding to deep microstates of black rings
with non-zero horizon area. This is, indeed what we find.
So far, the study of scaling solutions has largely focussed on U(1) × U(1) invariant
configurations. This is largely because such solutions are intrinsically simpler and, for fixed
fluxes, there are finitely many, discrete solutions that are U(1)×U(1) invariant. Moreover,
in scaling solutions with such a symmetry, the depth of the throat is controlled by the
choice of the quantized fluxes on bubbles [23], like P̂ in Section 3. Thus the size of the
flux quanta provides a cut-off for the maximum depth of the throat. However, one can
easily break the U(1)×U(1) symmetry to U(1) by letting the GH points move to arbitrary
points, ~ri, in R
3 and then a subset of the angles between the vectors, ~rij = ~rj −~ri, become
continuous moduli of the solutions. If the initial fluxes lie in the right domain then one can
find scaling solutions at special points, or on special surfaces of the moduli space. Thus,
we can make the black-hole, or black-ring throat arbitrarily deep by tuning the moduli.
In practice, we find (numerically) that this tuning has to be extremely sharp and that the
throat depth varies by many orders of magnitude for tiny (micro-radian) variations of the
angles.
4.1. Axi-symmetric scaling solutions
Since the U(1)×U(1) invariant solutions are discrete for given fluxes, we can achieve
an axi-symmetric scaling solution only by delicate adjustment of the fluxes. In particular,
the easiest way to find such a scaling solution is via the merger of two bubbled supertubes
as described in Section 3. Specifically, we need J intL → 0, which means that the fluxes need
to be adjusted so that P̂ → 0. To get a deep microstate, the expression for the classical
horizon area, (3.22), shows that we must do this in such a manner that Y I remains finite
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and so the merger condition, (3.16), implies that we must tune the f I or the dIa so that
Y I is finite but orthogonal to CIJKd
J
1d
K
2 .
It is relatively easy to see that there are scaling solutions that arise through mergers of
bubbled supertubes. We consider, once again, the configuration in Fig. 1 where ∆j , σ → 0.
There are four independent bubble equations, (2.13), to satisfy. (Remember that the sum
of the five bubble equations is trivial.) The first equation is precisely the same as the
sum of the two equations in (3.26) and it determines the position, ρ0, of the merger, as in
(3.29). For the scaled merging of bubbled supertubes we expect that ∆j ≪ σ during the
merger and so the three remaining, independent bubble equations have the form:
− P25
σ +∆1 +∆2
− P23
∆1
+
P24
σ +∆1
≈ (P24 − P25)
σ
− P23
∆1
= C1 ,
P23
∆1
+
P35
σ +∆2
− P34
σ
≈ (P35 − P34)
σ
+
P23
∆1
= C2 ,
− P24
σ +∆1
+
P34
σ
− P45
∆2
≈ (P34 − P24)
σ
− P45
∆2
= C3 ,
(4.2)
where the Cj contain terms involving the fluxes, Q and ρ0. The important point about
(4.2) is that we have explicitly shown the terms that grow large as ∆j , σ → 0. For the
scaling solution we need:
σ = λσ(0) , ∆a = λ∆
(0)
a , λ→ 0 . (4.3)
This means that, to leading order as λ→ 0:
σ(0)
∆
(0)
1
≈ (P24 − P25)
P23
≈ (P34 − P35)
P23
,
σ(0)
∆
(0)
2
≈ (P34 − P24)
P45
. (4.4)
In particular there is no conflict between the first and second equations in (4.2) because
P̂ → 0. The foregoing solution becomes more and more accurate for smaller values of λ
and given this solution one can then easily find the solution for finite, larger values of λ
using perturbation theory.
This is not necessarily the only scaling solution with the configuration shown in Fig. 1.
Indeed, numerical solutions show that there is often another one in which the ∆j and σ are
of approximately the same order. However in all the examples of this second solution that
we have found, there are large regions of CTC’s. On the other hand, the scaling solutions
that we have found based upon mergers of bubbled supertubes appear to be free of CTC’s.
We will discuss this more in Section 4.2.
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4.2. Numerical results for axi-symmetric scaling solutions
In order to see the scaling solutions explicitly, and verify that there are no CTC’s we
constructed several numerical examples and we now discuss a representative case.
It is useful to define:
XIa ≡ f Ia − 12 dIa . (4.5)
We then take Q = 105 and:
dI1 = ( 50 , 60 , 40 ) , X
I
1 = ( 110 , 560 , 50 ) ,
dI2 = ( 80 , 50 , 45 ) , X
I
2 = ( x , 270 , 280 ) ,
(4.6)
where x is varied from about 64 up to its merger value of x ≈ 90.3. The results are shown
in Fig. 2. As is evident from the graph, there are three sets of solutions to the bubble
equations. Branch (i) exists for all values of J intL and has all four GH points in a very close
cluster that scales as J intL → 0. This is appears as a very steep line at the center of Fig.
2. Branches (ii) and (iii) only appear at a bifurcation point when one has |J intL | . 43, 500
or x & 71.7, and represent solutions in which the four GH points separate into two sets of
very close pairs. On branch (ii) the two pairs move apart as J intL → 0 and the locations of
the two bubbled rings is given by (3.30). Branch (iii) is the scaling merger solution at ρ0
given by (3.29) and is described by (4.3) and (4.4).
We have done extensive numerical searches for CTC’s in all these solutions and we find
that branch (i) is completely unphysical, with large regions of CTCs, but that branches
(ii) and (iii) are physical and have no CTC’s.
Finally, one can use (3.18) or (3.22) to compute the horizon area, M, of a classical
black ring with the same charges and angular momenta as the merged configuration. The
absolute number does not immediately convey useful information. On the other hand, we
can compare this to the “maximal horizon area,”M0, of a black ring with the same values
of QI and d
I , but with JL = 0. For the configuration in (4.6) we find:
R ≡ MM0 ≈ 0.14 , (4.7)
Thus the the result of this merger of two bubbled supertubes is a microstate of a black
ring with a non-vanishing horizon area.
We have studied several other such mergers with different values of flux parameters
and found a number of solutions that are free of CTC’s and have even higher values of R.
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Fig. 2: Solutions of the bubble equations for the configuration shown in Fig. 1. The
plot shows the ring positions, ρ and σ, along the horizontal axis with |J intL | plotted
on the vertical axis. The separations, ∆j , are too small to resolve. There are three
branches: (i) The single, nearly vertical line in the center (in green) for which all four
GH points remain extremely close together; (ii) The two outermost curves (in blue)
where the two rings become progressive more widely spaced as J intL → 0; (iii) The two
curves (in red) that meet branch (ii) and show the scaling merger in which the two
rings meet at J intL = 0.
Indeed, one can arrange a very high value of R if one takes the outer ring to rotate in the
opposite direction to the inner ring. One can achieve this in the foregoing example, (4.6),
by taking, for example,
XI2 = (−300 , 270 , 531.27 ) , (4.8)
while leaving all the other parameters unchanged. This configuration is very close to the
merger point and has R ≈ 0.638. As one would expect, one generates more entropy by
merging states whose angular momenta are opposed to one another.
5. Abysses and closed quivers.
Thus far we have primarily focussed on U(1)× U(1) invariant scaling solutions. It is
relatively easy to modify the analysis above to obtain scaling solutions in which the five
GH points no longer lie on an axis. It is, however, even simpler to find scaling solutions
based upon four GH points, and this is what we will focus on here.
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Consider four charges laid out as in Fig. 3 with:
q1 = +1 , q2 = 2Q , q3 = −Q , q4 = −Q . (5.1)
The general bubble equations take the form:
2QP12
r12
− QP13
r13
− QP14
r14
= −
3∑
I=1
k˜I1 = C1 ,
−2QP12
r12
− 2Q
2 P23
r23
− 2Q
2 P24
r24
= −
3∑
I=1
k˜I2 = C2 ,
QP13
r13
+
2Q2 P23
r23
+
Q2 P34
r34
= −
3∑
I=1
k˜I3 = C3 ,
QP14
r14
+
2Q2 P24
r24
− Q
2 P34
r34
= −
3∑
I=1
k˜I4 = C4 ,
(5.2)
+1
+2Q
-Q
-Q
r
12
r
23
r
34
θ
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42
Fig. 3: The layout of GH points for a triangular scaling solution.
To obtain a scaling solution whose classical limit is a ring, the triangle defined by
points 2, 3 and 4 should collapse so that:
r1j ≈ ρ , rij ≪ ρ , i, j = 2, 3, 4 . (5.3)
Indeed, for a scaling solution in which rij → 0 for i, j = 2, 3, 4, the bubble equations (5.2)
require that:
rij → (−1)i+j+1λ qi qj Pij , 2 ≤ i < j ≤ 4 , (5.4)
with λ→ 0. In other words, the fluxes define the lengths of the sides and hence the angles
in the triangles. One then has:
~JL ij = −8 (−1)i+j+1λ~rij , 2 ≤ i < j ≤ 4 , (5.5)
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where ~rij ≡ (~y(i) − ~y(j)). It follows that
~J intL =
4∑
i,j=2
~JL ij → −16λ (~r23 + ~r34 − ~r24) ≡ 0 , (5.6)
because these vectors define the sides of the triangle. The last bubble equation then yields:
ρ ≈ 2Q
[ 3∑
I=1
dI
]−1 (
P12 − 2P13 + P14) , (5.7)
where
dI ≡ 2 (kI2 + kI3 + kI4) . (5.8)
Moreover, one also finds that the combination of fluxes in (5.7) is exactly the non-vanishing
part of JL and so one, once again, recovers (3.21).
Thus we find scaling solutions for generic values of fluxes: The only constraint is
that the |qiqjPij | must satisfy the triangle inequalities. Now recall that only three of the
equations in (5.2) are independent. One of them fixes ρ and the others fix the lengths
of two sides of the triangle in terms of the length of the third side. Thus we may view
the angle, θ, in Fig. 3 as a modulus of the solution. The scaling solution then appears
when the angle, θ, is tuned so that the triangle has the shape determined by the fluxes
as in (5.4). The new feature of this class of solutions is that we are no longer fine-tuning
a quantized flux parameter in order to approach the scaling limit. For these triangular
scaling solutions, one can pick the quantized fluxes and then the scaling solution appears
as a modulus is tuned to a critical value.
Obviously, not all of these triangular scaling solutions will be free of CTC’s and this
will put further constraints on the flux parameters. However, we have found a number of
numerical examples that exhibit scaling at the critical value of θ and reveal no CTC’s under
careful numerical scrutiny of the solution. One such example has the following parameters:
qi = (1 , 210 , −105 , −105) , k1i = (0 , 525 , 1200 , 2210) ,
k2i = (0 , −20000 , 16000 , 7887) , k3i = (0 , 6400 , 1613 , 7900) ,
(5.9)
where, i = 1, . . . , 4. Define Γij = qiqjPij then we have:
Γ23 = 8.0446× 108 , Γ34 = 4.9063× 108 , Γ24 = −1.1046× 109 . (5.10)
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Note that the magnitudes of these fluxes all satisfy the triangle inequalities
|Γij | ≤ |Γik| + |Γkj | . (5.11)
By solving the bubble equations numerically, we find the overall size of the ring blob
depends on the shape of the triangle formed by the three charges. In Table 1 we show how
the size of the triangle changes as we vary the angle, θ.
The total dipole charges of this merger solution are given by:
dI ≡ 2
3∑
j=1
kIj , (5.12)
while the electric charges and angular momenta can be obtained from (2.6), (2.7) and (2.8).
From these one can obtain the horizon area ratio, R, in (4.7) for the corresponding classical
black-ring solutions and here we find R ≈ 0.103. Thus this scaling solution represents a
microstate of a true black ring.
π − θ r12 r23 r34 r24 r34/r23 r24/r23
0 580.889 28.601 19.150 47.751 .66954 1.6695
.2 532.623 27.820 18.577 46.175 .66776 1.6598
.4 537.742 25.439 16.851 41.482 .66238 1.6306
.6 546.005 21.341 13.943 33.779 .65333 1.5828
.8 557.025 15.323 9.8136 23.251 .64046 1.5174
1 570.302 7.0865 4.4196 10.178 .62366 1.4363
1.1 577.612 2.0172 1.2381 2.8049 .61375 1.3905
1.13 579.878 .36089 .22035 .49664 .61058 1.3762
1.136 580.335 .021823 .013311 .029969 .60993 1.3732
1.13635 580.361 1.963 ×10−3 1.197 ×10−3 2.695 ×10−3 .60990 1.3731
1.136383 580.364 9.008 ×10−5 5.494 ×10−5 1.237 ×10−5 .60989 1.3731
1.136384586 580.364 6.289 ×10−8 3.836×10−8 8.635 ×10−8 .60989 1.3731
1.1363845871 580.364 4.573 ×10−10 2.789 ×10−10 6.279 ×10−10 .60989 1.3731
1.136384587108 580.364 3.207 ×10−12 1.956 ×10−12 4.403 ×10−12 .60989 1.3731
Table 1: This table shows the distances, rij , between point i and point j in the
triangle solution as a function of the modulus, θ. (See Fig. 3.) The angle, θ, is the
angle between ~r23 and ~r34 and it is varied to produce the merger at θ = θc (given
below), while all the other parameters are kept fixed. One should also note that the
ratios of the distances at merger are precisely the ratios of the fluxes: |Γ34/Γ23| ≈
0.609893 and |Γ24/Γ23| ≈ 1.37308.
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As the angle θ is changed towards a critical angle, given by
π − θc ≈ 1.13638458710805705... (5.13)
the distances inside the ring blob as measured on the base (r23, r34, r24) shrink as well,
such that
rij ∼ θ − θc (5.14)
We have checked at great length that this solution is free of closed timelike curves and has
a global time function. Some details of the investigation are presented in the Appendix.
As explained in [23,26], during the scaling (5.14) the physical distances between the
points that form the cap remains the same, while the throat becomes longer and longer4.
The structure of the cap remains self-similar, the curvature is bounded above by a cap-
dependent value that is parametrically smaller than the Planck size. Hence, supergravity
is a valid description of the scaling solution for any throat depth! Interestingly-enough,
as θ → θc, the length of the throat diverges, and the solution becomes an “abyss” that
increasingly resembles the naive black hole solution.
From a four-dimensional perspective, the solutions we consider here correspond to
multi-centered configurations of D6 and D6 branes. The fact that four-dimensional multi-
center solutions can collapse has been known for quite a while [40–42] (see [43] for re-
cent progress) and has been associated to the existence of “closed quivers” in the gauge
theory describing these configurations. The discussion of fluxes and angular momenta
presented above can also be obtained from the more general analysis of multi-black hole
four-dimensional solutions, upon restricting to D6−D6 configurations.
It is also possible to argue from a four-dimensional perspective that even if the points
of the quiver appear to collapse, in fact the distance between these points remains fixed5.
The four-dimensional metric is
ds24D = −Q−1/2(dt+ ω)2 +Q1/2(ds2R3) (5.15)
where
Q ≡ Z1 Z2 Z3 V − µ2 V 2 ≥ 0 . (5.16)
4 We have also checked this explicitly for the solution presented in Table 1.
5 We thank Eric Gimon for pointing out this argument to us.
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In a scaling solution where the distances between the centers in the flat R3 metric scales
like Λ, the value of the function Q in the region of the centers scales like 1/Λ2, when
the total charge of the scaling centers is that of a black hole of non-zero entropy. Hence,
the physical distance between the scaling centers remains constant. This four-dimensional
analysis also implies that only centers whose total charge corresponds to a black hole or a
black ring of finite horizon area can form a deep (abyssal) microstate.
Of course, from a four-dimensional perspective all the GH centers are naked sin-
gularities, and one could object that the distances between these centers are ill-defined.
However, the four-dimensional results are useful because they complement those obtained
from the full five-dimensional solution: the physical distance between the centers remains
fixed throughout the scaling, and the apparent collapse of the centers manifests itself as
the appearance of a throat.
6. The physics of deep microstates and abysses
We have found the first examples of smooth microstate geometries that have the same
charges, dipole moments and angular momenta as black rings with a macroscopically large
horizon area. These solutions are identical to black-ring solutions, both in the asymptotic
region, and in the near-horizon region, but instead of having the infinite throat of classical
BPS black rings, they have a very deep throat that ends in a smooth cap. All the charges
of the solution come from fluxes threading topologically non-trivial cycles at the bottom
of the throat.
If we impose U(1) × U(1) symmetry on the solutions then the depth of the throat is
naturally limited by the size of the flux quanta and, as in [23], we expect the red-shift of
low-energy excitations near the bottom of the throat to yield an energy that matches the
mass gap of the dual CFT.
We have also found that solutions that do not have a U(1) × U(1) isometry can
have a throat whose length depends both on the fluxes, and on geometric moduli of the
base space. Most particularly, we have obtained abyssal solutions in which the depth of
the throat can be made arbitrarily large by tuning certain angles on the base space! In
these scaling solutions, the size of all the cycles remains finite as the length of the throat
becomes larger and larger, and hence the solutions can be described using supergravity
for arbitrarily lengths of the throat. While we have only constructed abyssal solutions
corresponding to black rings, it is pretty clear that black hole microstates with this feature
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could also be constructed this way. From a four-dimensional perspective, these solutions
correspond to D6–D6 solutions that have closed quivers, and hence the branes appear to
get arbitrarily close to each other [40–43]. Nevertheless, that perspective is misleading:
when considering the full five-dimensional solution, the physical distances between the GH
points corresponding to the D6 branes remains finite throughout the scaling. Moreover,
unlike their four-dimensional counterparts, the solutions that we consider are smooth.
The fact that one can construct smooth horizonless solutions that have arbitrarily long
throats poses interesting questions for the interpretation of microstate geometries from the
point of view of the AdS/CFT correspondence. Since these geometries are dual (up to 1/N
corrections) to states of the boundary CFT, it appears naively that these states will have
an arbitrarily small mass-gap, as well as a whole tower of excitations that can be made
arbitrarily light, contradicting expectations for a quantum theory in a box. Moreover,
since the geometries we construct are supersymmetric and have very large cycles, and
hence very low curvatures, one can imagine perturbing them slightly by adding a suitably
small box of gas with some entropy, and doing this without significantly disturbing the
geometries. If one then dials the length of the throat to become arbitrarily large one will
obtain a system that has the entropy of the gas, but has an energy arbitrarily close to the
BPS bound. In the following sub-sections we will refine these puzzles and discuss some
possible resolutions.
6.1. The spectrum and mass gaps in AdS/CFT: The puzzle
The best-studied theory that is holographically dual to the geometries we consider is
the D1-D5 CFT. At strong coupling this CFT is dual to string theory on AdS3 × S3 ×
T 4. Even though our geometries are constructed in eleven-dimensional supergravity, it is
elementary to dualize them to the appropriate IIB frame. One then obtains a solution in
which the D1 and D5 branes are wrapped on a common circle, C . To obtain a solution that
is asymptotic to AdS3 × S3 × T 4 one must also drop the constant terms in the harmonic
functions associated with the D1-brane and D5-brane charges [46,36]. In doing this, the
circle, C, decompactifies and becomes part of the AdS3
6.
It is often useful to consider the D1-D5 field theory in a finite-sized “box” and one of
the simplest ways to do this is to restore the constants to the harmonic functions so that
6 One should not confuse this AdS3 with that of the near-horizon limit of the supertube in
M-theory: They are different, and the AdS3 of the IIB theory emerges non-trivially via the T-
dualities.
21
the supergravity solution is asymptotically flat and the common circle, C, has a radius,
R. At weak coupling, the perturbative string excitations must be quantized in mass units
of 1
N1N5R
and so one expects the mass gap and the typical energy gap between states to
be of this order. There are some issues as to whether this approach is well-defined in the
strict sense of the AdS/CFT correspondence (see below); a more careful approach would
be to introduce a UV cut-off in the radial direction of AdS3. The effect of this is, once
again, to introduce a scale in the bulk. More generally, anything that sets a finite scale for
the spatial volume of the field theory direction at infinity also sets a mass scale for that
theory.
Three-charge solutions that are asymptotically AdS3 × S3 × T 4 also have additional,
intermediate scales. For both black holes and black rings, there exists a scale rp ∼
√
QP
associated to the total momentum. This scale is set by the equal balance of the terms in
the momentum harmonic function ZP ≈ 1 +QP /r2. For black rings there are also scales
set by the radius of the ring and by the dipole charges.
Since the AdS/CFT correspondence relates smooth, horizonless, asymptotically AdS
solutions to states of the dual field theory, one can calculate, both in the bulk and on
the boundary, the spectrum of non-BPS excitations above a given BPS state, and try to
identify the boundary dual of a certain state by matching these spectra. These calculations
have been very successful both for two-charge solutions [1,3], and for simple three-charge
solutions [17]. This has allowed precise matching of bulk solutions with boundary states.
A rougher way to estimate the non-BPS mass gaps in the spectrum of excitations
above a certain asymptotically-flat bulk solution is to consider the lowest energy oscillations
localized in the throat of this solution. The corresponding mass gap, and indeed typical
energy separation of states, in the holographic dual theory is then obtained by calculating
the red-shifted energy of these excitations at infinity in the asymptotically flat solution7.
For the D1-D5-P system, introducing a cut-off for evaluating the energy of excitations is not
even necessary since the bulk solution already contains a scale associated to the momentum
charge QP . The bulk energies redshifted to this scale correspond on the boundary to
the ratio between the energy of the excitations and the energy coming from the total
momentum.
7 Alternatively, one can work entirely with an asymptotically AdS solution, that is cut off at
a large, but finite distance, r = 1
ǫ
, and impose appropriate boundary conditions on this surface
[47]. The red-shifted bulk energy evaluated at the cutoff r = 1
ǫ
can then be matched to the energy
in the boundary theory placed in a box of size 1
ǫ
.
22
For the deep microstate geometries, the non-BPS excitations about these states gener-
ically have a mass gap, and typical energy separation between states, that vary inversely
with the depth of the throat in the bulk. For the U(1) × U(1) invariant microstates, the
spectrum coming from the deepest possible throats matches the lowest bound on the mass
gap expected from the orbifold point description of the CFT, namely, E0 =
1
N1N5R
[23].
Although we have not checked this explicitly, we also expect the mass gap of the deepest
U(1) × U(1) black ring microstates to match the mass gap expected from the orbifoled
point description of black rings [46].
For microstates that do not have a U(1) × U(1) invariance, we have the “abysses”
in which the throat can become arbitrarily deep as a function of moduli. As the throat
becomes deeper and deeper, all the excitations at the bottom of the throat became lighter
and lighter, and the field theory spectrum approaches what looks like a continuum spec-
trum. Nevertheless, one does not expect this of a quantum theory that is confined in a
box, however large. Since we are comparing spectra at different values of the coupling
constants, and one might argue that strong coupling effects do not modify the spectrum of
U(1) × U(1) invariant configurations, but will modify the spectrum of the configurations
with less symmetry, and allow states whose energy separations are much smaller than the
expected weak-coupling value. However, for excitations above a given BPS state, these
energy separations will not become arbitrarily small if the size of the box is kept fixed.
Using condensed-matter language, when the mass of a very large number of excitations
goes to zero one approaches a quantum critical point, and one does not expect to find
quantum critical points in systems of finite size.
6.2. A possible resolution: Quantizing the moduli space
The simplest and most straightforward resolution of this abyssal conundrum would
be to find a way of cutting off the throats of the scaling solutions at some finite value.
As we have already noted, the modulus in our example must be extremely finely
tuned in order to obtain a very deep throat. In string theory, and even in supergravity,
this moduli space will be quantized. Indeed, one can try to quantize it by considering the
effective action for slow motions on the moduli space and then apply quantum mechanics
(where Planck’s constant will be related to 1N effects). This will mean that there will
be limits on our ability to precisely localize GH points on the GH base metric and thus
localize the moduli sufficiently well to generate very deep throats. The effectiveness of this
will depend on the details of the correct physical metric on the phase-space of the theory.
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If the metric on the moduli space comes from the positions in the R3 base of the GH
geometry, then it may well provide an effective and useful cut-off. On the other hand, the
phase space measure may well be related to the complete physical metric and it is hard
to imagine how a quantization principle could cut-off a throat that is several megaparsecs
long.
Putting this more graphically, suppose that one is given a smooth, horizonless, classical
solution of arbitrarily low curvature and gs, and that has a length 10
10 times larger than
the maximum value consistent with mass gaps on the boundary theory, it is very hard to
imagine that quantum effects, which are intrinsically of order 1/N , will be able to destroy
it. Note that the puzzle is not about destroying the very large throats by throwing particles
from infinity. For an arbitrarily deep throat this can always be done, as any particle thrown
in from infinity will eventually be blue-shifted enough going down the throat to destroy
it. From the boundary perspective the very deep throats correspond to very finely tuned
superpositions of eigenstates, and generic interactions with other states can easily destroy
them. The fact that particles thrown in from infinity destroy the states does not make
them physically irrelevant8 (though it will probably imply that non-BPS microstates will
not have arbitrarily long throats – see the discussion below). The puzzle comes from the
existence and the physics of BPS microstates of arbitrary long throats, and the fact that
the excitations that live at the bottom of the throat appear virtually massless from the
point of view of the boundary theory.
Despite the concerns over “quantizing away” macroscopic geometries, there are natural
ways in which this might be realized. For example, the angles on the base space could well
be quantized because of the quantization of angular momentum. Given a certain bubbling
solution, the value of JR is determined entirely by the quantized fluxes on the bubbles
(2.7), and hence it is automatically quantized. The angular momentum, JL, defined in
(2.8) and (2.9), not only depends upon the quantized flux but also upon the orientations
of the bubbles. Continuously varying an angle will therefore generically yield non-integer
values of JL. While this is certainly true of the simple example considered in Section 5,
and indeed will be true if one varies a single modulus in almost any solution, one can easily
construct solutions in which there are moduli that do not change the total value of JL.
For example, one could make a scaling solution with two identical bubbling black rings on
8 In the same way in which the fact that one can throw elephants and destroy a resonant cavity
does not make the study of the modes of the cavity irrelevant.
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opposite planes; alternatively one could consider a Z2 symmetric bubbling black hole (like
the “pincer” solution studied in [23]). These configurations, which have JL = 0 because
of symmetry, can still become arbitrarily deep and it seems unlikely that any quantization
coming from the total angular momentum could stop that.
On the other hand, one should also have some notion of a local quantization of the
angular momentum. This is because, in some circumstances, it is possible to separate
different components of a scaling solution in such a manner that it can be decomposed
into separate classical objects; the JL of each component must be quantized. It thus seems
plausible that the individual contributions, ~JL ij in (2.11), coming from each bubble should
be quantized. The magnitude of the ~JL ij is already quantized because of the quantization
of fluxes, and so the non-trivial content of this statement lies in the quantization of the
direction of ~JL ij . In such a picture, the total JL in (2.12) would then be obtained by the
standard rules for the addition of spins in quantum mechanics. If this picture were correct,
then the ability to classically orient an individual bubble would be limited by the inverse
of the magnitude of the flux that it carries. The fine tuning needed to create abysses would
thus be limited. We are currently examining whether these angles are indeed quantized
and how this limits the depth of throats.
Another possibility is that even if abysses exist, it does not make sense to talk about
their mass gaps because even a very small particle at the bottom of a throat could have
a large effect on the geometry and prevent the throat from becoming arbitrarily long.
An example of this can occur in the “doubly-infinite” AdS2 throats that are encountered
in the near-horizon geometry of black holes and black rings. As discussed in [48]9, such
infinite throats can by destroyed by the energy-momentum tensor coming from a very small
perturbation.
Since the throats of our solutions are capped, the metric near the cap is no longer
of AdS × S form. Therefore, extending the calculation of [48] to our solutions is not
straightforward. If we naively assume equation (2.16) of [48] captures the essential physics,
one can extend that analysis to our case. We find that a non-trivial energy-momentum
tensor can be accommodated on top of our solutions provided the sphere shrinks to zero size
at the cap. Fortunately, this is already happening even in the smooth BPS solutions, and
is indeed a necessary feature of all the capped microstates. Hence, the obvious extension
9 See equations (2.15) to (2.17) of that paper for more details.
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of the argument in [48] does not rule out abyssal throats. It would be very interesting to
see if one can construct an argument in a similar spirit that would cut off an abyss.
Summarizing this sub-section, it appears difficult to logically exclude the existence
of some quantum mechanism that limits the depth of a throat. On the other hand, if
this were to happen, this would be a rather remarkable first example of quantum effects
destroying a very large portion of a smooth, horizonless, low-curvature, asymptotically-flat
classical geometry.
6.3. A possible resolution: Stringent constraints on the duality
Another possible resolution of the problem is to take the more “stringent” view that
the AdS/CFT correspondence only relates field theories in an infinite volume to asymptot-
ically AdS solutions without a cutoff. In this context calculations of mass gaps, times of
flights, or energy spectra are, at best, of limited validity and, at worst, meaningless. From
this perspective, the only thing one can meaningfully compute in the bulk are N-point
functions. Indeed, by computing one-point functions in certain two-charge geometries and
relating them to vev’s in the boundary theory it is possible to obtain a very precise map-
ping between bulk solutions and their dual boundary states [12], without appealing to
spectra and mass-gaps.
This view poses the opposite problem: Why were mass-gap calculations in the D1-D5
system in a finite box so successful? One possible answer is that all these calculations
were done for U(1)× U(1) invariant microstates, and the extra symmetry “protects” the
calculations done on the two sides of the duality, even if the duality is not strictly valid.
Conversely, the microstates that do not have a U(1)× U(1) invariance are not protected,
and there is no reason why the calculations done in two inequivalent theories should agree.
This answer is also consistent with the fact that mass-gaps computed in U(1) × U(1)
invariant three-charge microstates cannot be less than the smallest mass gap expected
from the free (orbifold point) description of the CFT [23]. If this view is correct then one
needs to understand what this protection mechanism is and why it works and why it fails.
There is also another rather puzzling feature of this perspective: While the D1-D5
system does not have a scale, the D1-D5-P system does have a scale set by QP . Even if it
does not make sense to talk about the energy of excitations of arbitrarily deep throats by
themselves, it does make sense to talk about the ratio between this excitation energy and
the energy coming from the total momentum, QP . We therefore find that the energies of
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excitations in an abyss are going to zero compared to the energy of the momentum excita-
tions that are ultimately responsible for making the classical horizon area macroscopic. It
would therefore seem that one could store very large amounts of entropy in such massless
excitations.
7. Entropy elevators and non-BPS microstates.
We have thus two distinct, though logically possible outcomes, both of which are
physically unexpected and both of which hint at tantalizing new phenomena. If abysses
are cut off by quantum effects then these quantum effects can remove macroscopic portions
of a low-curvature asymptotically-flat solution, and if the abysses are not cut off, then we
appear to have a quantum critical point.
In trying to understand both of these possibilities we have found it useful to think
about the effects of “entropy elevators.” The idea is to consider a small sub-system of
non-BPS excitations and then adiabatically lower that sub-system into very deep throats
so that the energy is red-shifted to the value determined by the depth of the throat and
yet the entropy in the non-BPS excitations remains constant. There are two ways that
one could imagine controlling such an elevator: Either by lowering the elevator using a
massless cable or, as we prefer here, constructing the non-BPS excitations in a “shallow
cap” and then adiabatically changing the modulus so that the cap descends to the bottom
of a deep throat. If the moduli space is quantized then the elevator is only allowed to go
to discrete floors and there is a lowest possible floor, but in an abyss there is no lower
limit and all the excitations of that sub-system will become massless in the limit when the
length of the throat approaches infinity. Hence, at the critical point the system has new
massless modes.
For a given smooth cap there will be a limit on the size of the non-BPS sub-system: It
must not significantly alter the physics of the cap and radically modify the elevator. In the
limit when the throat is infinite, the extra mass will be zero and the state will, once again
be (arbitrarily close to) BPS, and yet there will still be entropy in this sub-system. The
solution will also be (arbitrarily close to) the classical BPS black hole. Hence, it is possible
that one can only use microstate geometries to account for the entropy of the BPS black
hole by considering all the throats that can act as “entropy elevators” that carry massive
sub-systems of finite entropy to an infinite throat depth, where their mass becomes zero.
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The entropy that a certain “elevator” can carry is limited by the requirement that the
non-BPS sub-system added on does not destroy the solution. Note that this requirement
has nothing to do with the energy seen from infinity, but rather with the effect of the
sub-system on the bubbles that form the cap of the solution. Whether the sub-system
destroys a certain cap, or not, has nothing to do with the length of the throat at whose
end the cap is. The sub-system should only care about the local geometry of the cap and
its presence should not limit the ability of the elevator to descend. The only effect of the
throat is to make the energy of the sub-system as seen from infinity larger or smaller.
Thus, for every cap we can associate a maximal “local” energy Ec that is the maximal
energy that does not destroy it, and a certain entropy Sc. The mass above the BPS bound
as seen from infinity is E∞ = Ec
√
gmin00 where g
min
00 is the value of g00 at the bottom of the
throat. As the throat length approaches infinity, the elevator associated with each deep
throat contributes with Sc to the entropy of the black hole. It is tempting to conjecture
that the entropy of the BPS black holes comes entirely from these entropy elevators10.
The idea of lowering boxes containing entropy into black holes and studying the en-
tropy in the process is not new in General Relativity and has led to apparent paradoxes and
beautiful resolutions. See, for example, [49,50] and for recent work see also [51]. However,
entropy elevators have two very different features. The first is that the box is lowered on
top of a horizonless, BPS solution, and there is no Hawking radiation from the horizon to
keep the box in equilibrium, or to allow the creation of box - anti-box pairs. The second
is that the entropy in the elevators never goes into the entropy of a black hole: As the
elevators descend, the solution always remains horizonless. Indeed, we will see below that
as an elevator carrying a box of a certain “local” energy, E, descends, the energy as seen
from infinity decreases, and the horizon of the corresponding black hole also descends at
the same rate.
The idea of entropy elevators also has some interesting consequences for near-BPS
black holes. These black holes have a finite throat depth, set by the non-extremality
parameter. In the elevator picture, to create a finite amount of non-extremality one must
add a finite amount of energy, ∆E, above the BPS bound. To create this amount of
energy at infinity by putting a non-BPS sub-system on an elevator means that the amount
of energy on the elevator must be Elocal = ∆E/
√
g00. At a certain depth this energy
10 This would imply that the entropy of the D1-D5-P CFT at strong coupling has “accumulation
points,” corresponding to the abysses.
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will exceed the energy, Ec, needed to destroy the cap. Thus there is a limit to which the
entropy elevator can descend for a given amount of non-extremality.
If the entropy elevators can be used to create near-BPS black hole microstates, the
depth of the entropy elevators that carry most of the entropy should match the depth of
the horizon of the near-BPS black hole. While a perfect matching of these two quantities
is not possible without constructing the solutions corresponding to the elevators, one can
check that the depth of the elevators and the “depth” of the horizon scale in the same way
with the energy above extremality, which is a rather non-trivial check.
Indeed, given a certain energy, ∆E, above the BPS bound, one can construct shallow
entropy elevators, that have a sub-system of energy a few times ∆E, as well as deeper
elevators, that have a sub-system of energy Elocal = ∆E/
√
gbottom00 . Clearly, the deeper
elevators will carry a bigger system, and will have more entropy. If we make Elocal bigger
than the maximal energy a cap can support, Ec, then the elevator will be destroyed. Hence,
most entropy will come from the elevators of depth corresponding to
gbottom00 = (Z1Z2Z3)
−2/3 =
(∆E)2
E2c
. (7.1)
We can compare the depth of these elevators to the depth of the horizon of a near-BPS
black hole. The easiest measure of the depth of that throat are the values of the three
harmonic functions at the horizon, which in the near-BPS limit are given by:
Zi ≈ Qi
∆E
(7.2)
Hence, the depth of the elevators and the depth of the near-BPS black hole horizon have
the same dependence on ∆E. This is a necessary feature if elevators are to give the
microstates of the non-extremal black holes, and its confirmation is encouraging. It would
be interesting to analyze in more detail the amount of energy, Ec, that a certain cap can
carry, and see if its dependence on the charges also matches that predicted by equations
(7.1) and (7.2).
Hence, if this idea of entropy elevators is correct, one should think about elevators
that descend to an infinite depth as giving the entropy of the extremal black holes, and the
elevators that descend to a finite depth as giving the entropy of the non-extremal black
holes.
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Appendix A. Verifying the absence of closed time-like curves
To check that there are no CTC’s we must verify the standard set of conditions:
V ZI ≥ 0 , Q ≡ Z1 Z2 Z3 V − µ2 V 2 ≥ 0 . (A.1)
We have extensively examined these conditions numerically and found that they are sat-
isfied for a broad sample of the scaling solutions given in Table 1. While the conditions,
(A.1), are necessary, there is an additional dangerous term from the angular terms in the
direction of the base metric:
(Z1 Z2 Z3 )
1/3 V
(
dx2 + dy2 + dz2 − ω
2
Q
)
≡ (Z1 Z2 Z3 )1/3 V g¯µν dxµ dxν . (A.2)
Since the positivity of the coefficient, (Z1 Z2 Z3 )
1/3 V , has already been verified in checking
(A.1), it remains to verify that g¯µν has no negative-norm vectors. The lowest eigenvalue
of g¯µν must therefore be non-negative:
1 − |ω|
2
Q ≥ 0 . (A.3)
We checked this condition by cutting a slice near the ring and numerically evaluating this
condition on this slice. We then moved this slice around to check the potentially dangerous
region. In Figure 4, we show a particular slice that covers all three charges. We found that
(A.3) was globally satisfied, and Q − |ω|2 was globally positive. Not only is this a more
stringent condition that the last condition in (A.1), but, as was noted in [21], this means
that the complete metric is stably causal and that the coordinate, t, provides a global time
function.
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Fig. 4: These two graphs evaluate the condition (A.3) on the plane where all three
charges are located for a particular triangle solution for which the three distances
are ∼ 10−8. The first graph covers all three charges and the second graph shows a
“zoom-in” at the bottom of the valley in the first graph.
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