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a b s t r a c t
We consider Magnus integrators to solve linear-quadratic N-player differential games.
These problems require to solve, backward in time, non-autonomous matrix Riccati
differential equations which are coupled with the linear differential equations for the
dynamic state of the game, to be integrated forward in time. We analyze different
Magnus integratorswhich can provide either analytical or numerical approximations to the
equations. They can be considered as time-averaging methods and frequently are used as
exponential integrators. We show that they preserve some of themost relevant qualitative
properties of the solution for the matrix Riccati differential equations as well as for the
remaining equations. The analytical approximations allowus to study the problem in terms
of the parameters involved. Some numerical examples are also consideredwhich show that
exponential methods are, in general, superior to standard methods.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
We consider the numerical integration of non-autonomous linear-quadratic N-player differential games. Linear-
quadratic N-player differential games can be considered as optimal linear control problems and have been extensively
studied from the theoretical point of view [1–7]. Optimal linear control problems appear in many different fields in
engineering [1,8,9] or in quantum mechanics (see [10] and references therein). The autonomous case has been extensively
studied (the structure of the solution, the stability of the system, etc.) and different numerical methods exist. The non-
autonomous case ismore involved and the theoretical results aremore limited. Standard numericalmethods do not preserve
the structure of the problems and then, important properties, like the stability of the system, can be seriously damaged by
the numerical scheme.
In this work, we consider schemes based on the Magnus series expansion to solve non-autonomous problems and we
show that they preserve most qualitative properties of the problem. The new methods can be seen as average techniques
which transform non-autonomous problems into autonomous problems with the same structure (in terms of symmetric
matrices, positive definite matrices, etc.) which can be then solved by methods designed for autonomous problems. The
new schemes are usually referred as exponential methods due to its formal expansion, but can also be considered as time-
averaging methods.
Optimal linear control problems can be described as systems of nonlinear boundary value problems (BVPs). Numerical
methods for nonlinear BVPs are usually more involved (and computationally more costly) than IVPs. It is possible, however,
to reformulate the problem in a way which requires the integration of non-autonomous coupled (quasi-)linear systems
of differential equations forward and backward in time. There exist highly efficient methods for numerically solving non-
autonomous linear systemswhich have been recently developed in the literature, providing qualitatively and quantitatively
accurate results at a moderate computational cost. These methods are usually referred as geometric numerical integrators
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and, among them, the exponential methods showed a high performance for linear problems [11–14]. In some cases, the
coupled quasi-linear systems can be solved sequentially as a set of linear equations.
The goal of this work is to analyze methods based on the Magnus series expansion adapted for solving the N-player
linear quadratic differential game. For simplicity in the presentation, most of the analysis is presented for a two-player
linear differential game defined by
x′(t) = A(t)x(t)+ B1(t)u1(t)+ B2(t)u2(t), x(0) = x0, 0 = t0 ≤ t ≤ tf = T , (1)
where the unknown x(t) ∈ Rn is the dynamic state of the game at the time t , that is influenced by both players. Here
A(t) ∈ Rn×n, Bi(t) ∈ Rn×ri , and the controls ui(t) ∈ Rri , i = 1, 2, are the vectors of variables that can be manipulated by
each player, see [5,6] for details. The quadratic cost functions associated with the player i, [7], are given by
2Ji = xT (T )QiT x(T )+
 T
0

xT (t)Qi(t)x(t)+ uTi (t)Rii(t)ui(t)+ uTj (t)Rij(t)uj(t)

dt, (2)
j = 3 − i, i = 1, 2, where Qi(t),QiT ∈ Rn×n, Rii(t) ∈ Rri×ri , Rij(t) ∈ Rrj×rj , are symmetric (and usually non-negative)
matrices, Rii is symmetric and positive definite, i = 1, 2, and zT denotes the transpose of z.
From [7], for a zero sum game it is necessary that Rij ≠ 0, i ≠ j, but in a non-zero sum game it is natural to choose
Rij = 0, i ≠ j, because in the most frequent applications the cost function of each player does not contain the other player
control. In this way, the quadratic cost function Ji depends only on the control ui, i = 1, 2.
Let us consider for themoment a non-cooperative non-zero sum gamewhere each player, in order tominimize their cost
function, determines his action in an independent way knowing only the initial state of the game and the model structure.
For the non-cooperative differential game, the open-loop Nash controls are given in [2,3,5,7,15]
ui(t) = −R−1ii (t) BTi (t) Pi(t) x(t), i = 1, 2, (3)
with Pi(t) ∈ Rn×n, i = 1, 2, satisfying the coupled Riccati differential equations (RDEs)
P ′1 = −Q1(t)− AT (t)P1 − P1A(t)+ P1S1(t)P1 + P1S2(t)P2,
P ′2 = −Q2(t)− AT (t)P2 − P2A(t)+ P2S2(t)P2 + P2S1(t)P1,
(4)
with the final conditions, P1(T ) = Q1T , P2(T ) = Q2T ,wherein
Si(t) = Bi(t) R−1ii (t) BTi (t); i = 1, 2, (5)
is a symmetric n× nmatrix. Substituting (3) in (1) we have that
x(t) = Φ(t, t0) x0, (6)
where the fundamental matrix (or evolution operator)Φ(t, t0) verifies the transition equation
Φ ′(t, t0) = H(t, P(t))Φ(t, t0); Φ(t, t) = In, (7)
with
H(t, P(t)) = A(t)− S1(t)P1(t)− S2(t)P2(t), (8)
where Si(t), i = 1, 2, are given by (5), Pi(t), i = 1, 2, are the solutions of (4) and In denotes the identity matrix in Rn×n.
The systemof Eqs. (4) jointlywith (7) forma coupled systemof nonlinear differential equationswith boundary conditions.
The numerical solution of nonlinear BVPs usually requires involved and computationally costly methods with significant
storage requirements. The equations of this problem can be solved, however, sequentially as a set of IVPs.
To solve this problem requires then to consider the following steps:
(i) First, to solve from t = T to t = 0 the coupled non-autonomous RDEs (4), where Si(t), i = 1, 2, are given by (5).
(ii) To use the approximate values obtained for P1(t), P2(t) computed on amesh, and the explicit values of A(t), S1(t), S2(t)
to solve the transition Eqs. (7) and (8), from t = 0 to t = T . Then, from (6), the dynamic state of the game x(t) is
determined.
(iii) Finally, one can obtain the open loop Nash controls using (3) as well as the quadratic cost functions (2).
In this work we consider several Magnus integrators which can be seen as exponential integrators from the family of Lie
group integrators, for homogeneous linear ordinary differential equations. They can be used to solve the coupled equations
while preserving the qualitative properties of the solution, [13,16,17]. The proposed schemes can be considered as average
methods, and they are valid for linear and nonlinear problems.
We consider in detail the non-zero sum game where the RDE can be written as an equivalent non-autonomous linear
differential equation to be solved by Magnus integrators, and next we extend the results to the zero sum case, where the
coupled RDEs cannot be written in an equivalent linear form.
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2. The coupled matrix Riccati differential equations
The coupled matrix RDEs (4) have been studied by several authors (see for example [3,5,7,8,15,18,19] and the references
therein) and its interest for solving differential games is frequently mentioned. Extensive treatment of the RDE can be found
in the literature, both in its theoretical aspect [9,20] and its numerical treatment [21–26]. However, in general, the numerical
schemes proposed are valid only for autonomous problems, do not take into account the particular structure for some
problems, or do not take into account the RDEs are coupled with another differential equation. We consider, however, the
non-autonomous RDE (4) in the context of the full problem, from the fact that the solutions of this coupled system appear
in the equations of the state vector (7) and (8). This motivates the search of methods for solving (4) to ensure a sufficient
accuracy in order not to drag too many errors in the followings steps.
For solving the coupled RDEs (4), it is usual to consider the following decomposition PiU = Vi, i = 1, 2, with U(t),
Vi(t) ∈ Rn×n. Let us denote
y(t) =
U(t)
V1(t)
V2(t)

; K(t) =
 A(t) −S1(t) −S2(t)−Q1(t) −AT (t) 0
−Q2(t) 0 −AT (t)
 ,
where y(t) ∈ R3n×n, K(t) ∈ R3n×3n, Si(t), i = 1, 2, are given by (5), and the matrices A(t) and Qi(t), i = 1, 2, are given by
(1) and (2), respectively. Then, it is easy to check that y(t) is the solution of the IVP
y′(t) = K(t) y(t); y(T ) =
U(T )
V1(T )
V2(T )

=
 I
Q1T
Q2T

, (9)
with conditions at the end of the interval, to be integrated backward in time. In [5,19], if (9) has an appropriate solutionwith
U(t) non-singular, the solution of (4) can be calculated by
Pi(t) = Vi(t)U(t)−1, i = 1, 2. (10)
Conditions under which U−1 exists are known (see [8,24] and references therein). In this work we assume U(t) is non-
singular, otherwise Pi(t)would be unbounded and the equation for the state vector would not be well defined.
2.1. The N player case
For the general case with N players, the problem to be solved is
x′(t) = A(t)x(t)+
N
i=1
Bi(t)ui(t), x(0) = x0,
2Ji(u1, . . . , uN) = xT (T )QiT x(T )+
 T
0

xT (t)Qi(t)x(t)+ uTi (t)Rii(t)ui(t)+
N
j=1,j≠i
uTj (t)Rij(t)uj(t)

dt,
i = 1, . . . ,N . In the same way as in the two-player’s game, we consider a non-cooperative and non-zero sum game, with
Rij = 0, i ≠ j, and then, Ji depends only of the control ui. Under these conditions the controls are given by
ui(t) = −R−1ii (t) BTi (t) Pi(t) x(t), i = 1, . . . ,N.
In this case, the coupled Riccati equations are
P ′i = −Qi(t)− AT (t)Pi − PiA(t)+
N
j=1
PiSj(t)Pj (11)
with Si(t) = Bi(t) R−1ii (t) BTi (t), i = 1, . . . ,N . If we denote by
W (t) =
P1(t)...
PN(t)
 ∈ RNn×n, C(t) =
−Q1(t)...
−QN(t)
 ∈ RNn×N , (12)
B(t) = [−S1(t) · · · − SN(t) ] ∈ Rn×Nn (13)
D(t) =

AT (t) 0 · · · 0
0 AT (t) · · · 0
...
...
. . .
...
0 0 · · · AT (t)
 ∈ RNn×Nn, (14)
S. Blanes, E. Ponsoda / Journal of Computational and Applied Mathematics 236 (2012) 3394–3408 3397
then, the coupled system (11) can be written as
W ′(t) = C(t)− D(t)W (t)−W (t)A(t)−W (t)B(t)W (t).
From [9,24], if we consider y(t) ∈ R(N+1)n×n the solution of the linear equation
y′(t) =

A(t) B(t)
C(t) −D(t)

y(t) ; y(T ) =

U(T )
V1(T )
...
VN(T )
 =

I
Q1T
...
QNT
 , (15)
we have that Pi(t) = Vi(t)U(t)−1.
2.2. Optimal control for linear quadratic problems
To motivate the interest of geometric integrators to approximate the solution of this problem, let us first consider the
RDE in its linear form for one-player
U ′
V ′

=

A(t) −S(t)
−Q(t) −AT (t)
 
U
V

. (16)
Since Q and S are symmetric, this matrix belongs to the algebra of symplectic matrices and has a Hamiltonian structure. For
instance, the Eq. (16) can be originated from the Hamiltonian equations associated to the Hamiltonian
H = −1
2
pT S(t)p+ pTA(t)q+ 1
2
qTQ (t)q,
where q, p ∈ Rn are the coordinates and associated momenta and the Hamiltonian equations are given by
q′ = ∇pH, p′ = −∇qH,
which can be considered equivalent to (16) (the evolution matrices for both problems follow the same equation).
As an illustration, let us consider the simple 2× 2 problem with A,Q , S ∈ R and Q , S ≥ 0, then

U(t)
V (t)

=
Ch −
A
η
Sh
S
η
Sh
Q
η
Sh Ch + A
η
Sh
 1QT

,
where η = A2 + QS, Ch = cosh(η(T − t)) and Sh = sinh(η(T − t)). Then U(t) > 0, ∀t , and
lim
T→∞ V (t)U(t)
−1 = QT (η + A)+ Q
η − A+ SQT
which gives a valuable information on the long time evolution of the problem. The qualitative behavior is similar if the
problem is explicitly time-dependent with, for example, limt→∞ A(t) = A, limt→∞ Q (t) = Q , limt→∞ S(t) = S and
Q (t), S(t) ≥ 0. The solution of the corresponding RDE converges to the previous constant. This last problemhas no analytical
solution and numerical methods are usually necessary. It is then natural to look for a numerical methodwhich preserves the
structure of the problem and has similar asymptotic behavior for long time integrations (notice that for the exact solution
U(t) > 0, and then its inverse exists).
The numerical integration of (16) by most geometric integrators can be seen as the exact solution of a perturbed
problem which preserves the symplectic structure, i.e. they are the exact solution of a perturbed problem where, e.g. S
and Q are replaced by slightly perturbed symmetric matrices. However, in general, the positivity of these matrices is not
guaranteed so, U can be singular leading to unbounded numerical solutions. We consider Magnus integrators and we show
that some of them preserve both the symplectic structure as well as the positivity, leading to bounded solutions, as the exact
solution.
3. The Magnus expansion
The numerical integration of non-autonomous linear differential equations using geometric integrators is frequently
done by exponential integrators. In general, they preserve the Lie group structure of the exact solution and for this reason,
they are also frequently referred as Lie group methods. Geometric integrators have shown to be superior, in general, to
standard numerical methods for the integration of Hamiltonian systems [13,27].
We consider in some detail the Magnus series expansion [11,28] as well as some numerical Magnus integrators since for
this problem they have shown a high performance while being relatively simple to implement.
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Let us consider the linear homogeneous equation
Y ′(t) = M(t)Y (t), Y (t0) = In, (17)
with Y (t),M(t) ∈ Cn×n, and denote the fundamental matrix solution by Φ(t, t0). If we consider that the solution can be
written in the exponential form, Φ(t, t0) = exp(Ω(t, t0)), whereΩ(t, t0) =∞n=1Ωn(t, t0), we obtain the Magnus series
expansion [28] where
Ω1(t, t0) =
 t
t0
M(t1) dt1,
Ω2(t, t0) = 12
 t
t0
dt1
 t1
t0
dt2 [M(t1),M(t2)] , . . . .
(18)
Here [A, B] ≡ AB− BA is the matrix commutator of A and B. We denote the truncated expansion by
Ψ [k](t, t0) = exp

k
i=1
Ωi(t, t0)

. (19)
The first order approximation agrees with the first order approximation for most exponential methods like e.g. the Fer [29]
orWilcox [30] expansions, but they differ at higher orders. In general, exponential methods (andmost expansions) converge
for  t
t0
∥M(t1)∥ dt1 < ξ, (20)
where ξ is a constant depending on themethod. For theMagnus expansion (ME), we have that, for the 2-norm, ξ = π , being
this a sufficient but not necessary condition [31] (see also [11] and the references therein).
3.1. Magnus expansion for the non-homogeneous problem
Suppose the game can be influenced by external forces
x′(t) = A(t)x(t)+ B1(t)u1(t)+ B2(t)u2(t)+ z(t), x(0) = x0,
where z(t) ∈ Rn is the uncertainty, see [32]. This problem can be solved usingmost results withminormodifications. Notice
that this problem is equivalent to
y′(t) = A¯(t)y(t)+ B¯1(t)u1(t)+ B¯2(t)u2(t), y(0) = y0,
where y = [x, 1]T ∈ Rn+1 and
A¯(t) =

A(t) z(t)
0 0

, B¯1(t) =

B1(t)
0

, B¯2(t) =

B2(t)
0

.
Then, the methods previously considered can be used.
On the other hand, we have seen that a matrix RDE can be written as a linear system. However, coupled RDEs where
Rij ≠ 0 do not admit this linear form. For this reason, it is convenient to consider the generalization of the ME to the
nonlinear case.
3.2. The Magnus expansion for nonlinear systems
Let us consider the nonlinear and non-autonomous equation
z ′ = f (t, z), z(t0) = z0 ∈ Rn, (21)
where the evolution operator (z(t) = Φ t(z0)) satisfies the operational equation
d
dt
Φ t = Φ tLf (t,y), y = z0, (22)
with solution Φ t(y)|y=z0 . Here, Lf = f · ∇y, with f = [f1, f2, . . . , fn]T , is the Lie derivative (or Lie operator) associated with
f , acting on differentiable functions F : Rn −→ Rm as
Lf F(z) = F ′(z)f (z),
where F ′(y) denotes the Jacobian matrix of F (see [11] for more details).
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Since Lf is a linear operator, we can then use directly the Magnus series expansion to obtain the formal solution of (22)
for t ∈ [t0, T ] asΦT = exp(Lω(z0)), with ω =

i ωi. The first two terms are now
ω1(z0) =
 T
t0
f (s, z0) ds, (23)
ω2(z0) = −12
 T
t0
ds1
 s1
t0
ds2(f (s1, z0), f (s2, z0)), (24)
where (f , g) denotes the Lie bracket with components (f , g)i = f · ∇zgi(z)− g · ∇z fi(z). Observe that for the integrals (23)
and (24) z0, on the vector field, is frozen (on the Lie derivatives, one has to compute the derivatives with respect to z and to
replace them by z0). If the series converges, the exact solution, z(T ) = ΦT (z0) can be approximated by the 1-flow solution
of the autonomous differential equation
y′ = ω[n](y), y(0) = z0, (25)
ω[n] =ni ωi, i.e. y(1) ≃ z(T ) (see also [11] and references therein formore details). Notice that theME can be considered as
an average on the explicitly time-dependent functions appearing on the vector field. It still remains to solve the autonomous
problem (25). A simple method (useful when an efficient algorithm is known for the problem (21) when the time is frozen)
will be presented.
Example 1. As an illustrative example, let us consider the scalar nonlinear and non-autonomous equation
z ′ = α(t)zk + β(t)zm, z(t0) = z0,
then Eqs. (23) and (24) provide
ω1(z0) = a zk0 + b zm0 , ω2(z0) = c zk+m−10 ,
where the constants a, b, c are given by
a =
 T
t0
α(s) ds, b =
 T
t0
β(s) ds,
c = −m− k
2
 T
t0
ds1
 s1
t0
ds2(α(s1)β(s2)− β(s1), α(s2)).
Then, the solution, y(1), of the autonomous (solvable) equation
y′ = ayk + bym + c yk+m−1, y(t0) = z0,
is the approximation to z(T ) by the second order Magnus expansion. If k = 1,m = 2 this is a RDE and the Magnus
approximation can be seen as the exact solution of another autonomous RDE where the time-dependent function α(t) is
replaced by a and β(t) by b+ c.
3.3. Magnus integrators
In those cases where it is not feasible to obtain analytical solutions, the numerical integration can be the choice. The time
interval is divided on a mesh, t0 < t1 < · · · < tN−1 < tN = T , and an appropriate scheme is used on each interval. For
simplicity in the presentation, we consider a constant time step, h = (T − t0)/N and tn = t0 + nh, n = 0, 1, . . . ,N . In the
following, we consider Magnus integrators. To this purpose, it is useful to notice that for the truncated expansion (19)
Ψ [1](t + h, t) = Φ(t + h, t)+ O(h3), Ψ [2](t + h, t) = Φ(t + h, t)+ O(h5).
If the integrals in (18) cannot be computed analytically, we can approximate them by a quadrature rule, and this can be done
by computing the matrixM(t) on the points of a single quadrature rule [14] (see also [11,12]).
In some cases, the matrix M(t) is explicitly known, but in some other cases it is only known on a mesh. Then, in order
to present methods which can be easily adapted for different quadrature rules we introduce the averaged (or generalized
momentum) matrices
M(i)(h) ≡ 1
hi
 tn+h
tn

t − t1/2
i M(t) dt = 1
hi
 h/2
−h/2
t iM(t + t1/2) dt, (26)
for i = 0, 1, . . . with t1/2 = tn + h/2. Then, it is clear that Ψ [1](t + h, t) = eM(0)(h) for the second order method, but
fourth-order methods can be obtained by taking
Ψ
[2]
1 (t + h, t) = exp

M(0)(h)+ [M(1)(h),M(0)(h)] . (27)
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In some cases, the commutator of sparse matrices can lead to filled matrices which are computationally costly to
exponentiate. For this reason it is convenient to consider Magnus integrators which do not contain commutators. In this
way, a simple fourth-order commutator-free method is given in [16,17]
Ψ
[2]
2 (t + h, t) = exp

1
2
M(0)(h)+ 2M(1)(h)

exp

1
2
M(0)(h)− 2M(1)(h)

. (28)
This method has shown to be highly efficient in practice. In addition, the simple structure of the method allows to prove the
scheme can preserve relevant qualitative properties of the exact solution.
4. Structure preservation of the Magnus integrators
Magnus integrators can be considered as the exact solutions, for a given time interval, of autonomous problems whose
global flow agreeswith the exact one up to a given order of accuracy. This interpretation allows to show thatmost qualitative
properties of the exact flow are retained by Magnus integrators
Lemma 2. If M(t) is a continuous bounded symmetric positive definite matrix for t ∈ [tn, tn + h] then M(0)(h) and M±(h) ≡
1
2M
(0)(h)± 2M(1)(h) are also symmetric and positive definite matrices for a sufficiently small value of h.
Proof. The preservation of the symmetry and that M(0)(h) is a positive definite matrix is obvious. On the other hand, we
have that for a time step, h
M±(h) ≡ 12M
(0)(h)± 2M(1)(h) =
 h/2
−h/2
ρ(τ)M(τ + t1/2) dτ ,
with ρ±(τ ) = 12 ± 2τ/h, which is a linear function such that
ρ± : [−h/2, h/2] −→ [−1/2, 3/2].
SinceM(t) is continuous andbounded,M±(h) = h2M(tn+h/2)+O(h2), which is also a positive definitematrix for sufficiently
small h. 
This result allows to show that the fourth-order commutator-free method (28) will preserve relevant qualitative
properties in many cases.
There exist higher order commutator-free Magnus integrators given by the general composition
m
i=1
eM
[i](h),
withM [i](h) given by linear combinations of the momentummatrices (26) or the matricesM(t) computed on a quadrature
rule [33,34]. We have observed that for all methods of order greater than four exists j, such thatM [j](h) = αjhM(tn+h/2)+
O(h2)with αj < 0. Then, this lemma does not extend to the existing higher order methods. It remains as an open question
if the highest order where this lemma applies, is four.
IfM(t) is a piecewise constant symmetric positive definite matrix, one can always split the time interval such thatM(t)
is continuous on each interval, where the lemma applies.
This scheme allows to guarantee the structure and positive definiteness of the matrices to be integrated and then one
can expect good stability properties for long time integrations.
Notice that the Magnus integrators applied to (16) can be considered as the exact solution, for a given time interval, to
the autonomous problem
U ′
V ′

=

A¯ −S¯
−Q¯ −A¯T
 
U
V

. (29)
The first order Magnus integrator (of second order in the time step h) corresponds to the case
A¯ = A(0), Q¯ = Q (0), S¯ = S(0),
while the fourth order approximation (27) corresponds to
A¯ = A(0) + [A(1), A(0)] + S(1)Q (0) − S(0)Q (1),
Q¯ = Q (0) + (Q (1)A(0) + A(0)TQ (1))+ (Q (0)A(1) + A(1)TQ (1)),
and similarly for S¯. If Φ¯(t, t0) denotes the evolution operator of the averaged Eq. (29) it is clear that
detΦ(t, t0) = det Φ¯(t, t0).
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Obviously, Q¯ and S¯ are still symmetric matrices and, if Q (t), S(t) are also positive definite, Q¯ , S¯ will share this property for
sufficiently small time steps. Notice that for the fourth-order commutator-free methods, this result was independent of the
matrix A(t).
The fourth-order commutator free Magnus approximation (28) admits a simpler interpretation. It corresponds, for one
time step, h, to take the composition of flows given by
U ′1
V ′1

=

A¯1 −S¯1
−Q¯1 −A¯T1

U1
V1

,

U1(0)
V1(0)

=

U(t0)
V (t0)

,

U ′2
V ′2

=

A¯2 −S¯2
−Q¯2 −A¯T2

U2
V2

,

U2(0)
V2(0)

=

U1(1)
V1(1)

,
where
A¯1 = 12A
(0) − 2A(1), A¯2 = 12A
(0) + 2A(1),
and similarly for Q¯i, S¯i, i = 1, 2. Here [U(t0 + h), V (t0 + h)]T ≃ [U2(1), V2(1)]T .
IfQ (t) and S(t) are symmetric and positive definite, Lemma2 shows that, for sufficiently small time steps, Q¯i, S¯i, i = 1, 2,
will also be symmetric and positive definite matrices. The solution of the RDE is approximated by a sequence of piecewise
constant RDEs where the symmetry and positive definiteness of the solution is then guaranteed.
We also expect a high performance of the Magnus integrators for the N-player case with N > 1. These methods have
shown to be highly accurate and stable, and this last fact can be of great interest because the storage requirements can also
play an important role in this problem.
4.1. Magnus integrators for the zero sum game
From [7], for a zero sum game it is necessary that Rij ≠ 0, i ≠ j. In this way, the quadratic cost functions Ji depend on
both controls ui, i = 1, 2. The coupled Riccati differential equations to be solved are
P ′1 = −Q1(t)− AT (t)P1 − P1A(t)+ P1S1(t)P1 + P1S2(t)P2 + P2S22(t)P2,
P ′2 = −Q2(t)− AT (t)P2 − P2A(t)+ P2S2(t)P2 + P2S1(t)P1 + P1S11(t)P1,
with the final conditions, P1(T ) = Q1T , P2(T ) = Q2T , wherein
Sij(t) = Bi(t) R−1ij (t) BTi (t); i = 1, 2.
This problem cannot be reformulated as a linear problem. It is still possible, however, to use Magnus methods to obtain
an averaged equivalent problem (up to a given order of accuracy). To this goal, we have to consider the generalization of the
Magnus expansion to nonlinear problems given in Section 3.2. The standard Magnus expansion requires the computation
of Lie brackets, and this can be rather involved for this problem. To simplify this problem, we can use commutator-free
methods where the interpretation seems more clear. They are equivalent to solve, sequentially, problems given by
P ′1,k = −Q1,k − ATkP1,k − P1,kAk + P1,kS1,kP1,k + P1,kS2,kP2,k + P2,kS22,kP2,k,
P ′2,k = −Q2,k − ATkP2,k − P2,kAk + P2,kS2,kP2,k + P2,kS1,kP1,k + P1,kS11,kP1,k,
k = 1, 2, . . . , K , and the initial conditions for k = i + 1 correspond to the final conditions obtained on the previous stage
k = i (this is a composition of flows). For example, the first order Magnus approximation corresponds to the case where
K = 1 and
A1 = A(0), Q1,1 = Q (0)1 , . . .
and the fourth order commutator-free method corresponds to K = 2 where
A1 = 12A
(0) − 2A(1), Q1,1 = 12Q
(0)
1 − 2Q (0)1 , . . .
A2 = 12A
(0) + 2A(1), Q1,2 = 12Q
(0)
1 + 2Q (0)1 , . . .
where one has to solve the problem first for k = 1 with final conditions P1,1(tf ) = P1,f , P2,1(tf ) = P2,f for one backward
time step, (1-flow), followed by the problem with k = 2 and final conditions P1,2(tf ) = P1,1(1), P2,2(tf ) = P2,1(1).
3402 S. Blanes, E. Ponsoda / Journal of Computational and Applied Mathematics 236 (2012) 3394–3408
5. On the implementation of the algorithms
5.1. The choice of the quadrature rules
If the integrals in (26) have no analytical solution, we can replace them by quadrature rules of the corresponding order.
Since we are considering coupled problems, we found appropriate to use the Newton–Côtes quadrature rules. Then, the
trapezoidal rule for a second order scheme
Ψ [2](t + h, t) ≡ exp

h
2
(M(t + h)+M(t))

= Φ(t + h, t)+ O(h3), (30)
ismore appropriate than themidpoint rule. Notice that themidpoint rule provides Y (tn), butwe have computedM(tn+h/2)
and they can be the inputs for another equation, e.g. Eq. (7). We can obtain a fourth-order scheme from (27) by taking a
fourth-order quadrature rule to approximate the integrals. As mentioned, it is convenient, from the computational point of
view, to use evaluations ofM at equispaced points. For example, using the Simpson rule we have:
M(0)(h) ∼= h
6
(M1 + 4M2 +M3), M(1)(h) ∼= h12 (M3 −M1), (31)
whereM1 = M(tn), M2 = M

tn + h2

, M3 = M(tn + h). Notice that only two evaluations per step ofM(t) are necessary,
sinceM3 can be reused at the next integration step. In addition, using this Simpson rule, the matrixM(t) is computed on a
mesh which intersects with the mesh where the solutions Yi are approximated.
On the other hand, for theN-player problem (12)–(15)whenN is relatively large, the correspondingmatrix K(t) is sparse,
and inmany problems the computation of the exponential of a sparsematrix acting on a vector can be done efficiently using,
e.g. Krylov spaces [35–37] or just a Taylor approximation. In practice, we suggest to consider the commutator-free fourth-
order Magnus integrator (28) with (31) [11,16]
Ψ
[4]
2 (t + h, t) ≡ exp

h
12
(−M1 + 4M2 + 3M3)

exp

h
12
(3M1 + 4M2 −M3)

(32)
(a linear combination of sparse matrices is a sparse matrix with the same non-zero elements). To solve the whole problem,
we have found it can be more efficient in some cases to use a given method for the RDEs and a different one to approximate
the evolution operator for the state vector. For example, as we will see in the numerical examples, we found, in some cases
with slowly varying matrices, more convenient to solve the RDEs using a second order method and to use a higher order
method for the fundamental matrix associated to the state vector.
Obviously, the performance of the schemes proposed depend on the algorithm used to compute thematrix exponentials,
or their action on vectors. We recommend [36,38,39], where different numerical algorithms are extensively treated. An
analysis of the exponential of matrices in Lie algebras is given in [22], and an extensive software package for computing the
matrix exponential is given in [37].
5.2. To solve the state equation
The dynamic state of the game, x(t), can be obtained by solving the equation for the fundamental matrix (7) with
H(t, P(t)) = A(t)−
N
i=1
Si(t)Pi(t).
For the time integration along the interval [ti, ti + h], a numerical scheme requires to evaluate H(t, P(t)) at a set of nodes,
H(t(j)i , P(t
(j)
i )) with t
(j)
i = ti + cjh, j = 1, . . . , k, and this has to be repeated for i = 1, . . . , J , where, for simplicity, we
consider a constant time step, h = T/J . Then, the numerical integration of (15) must provide outputs at these nodes, t(j)i ,
to obtain P (j)i = (P (j)1,i, . . . , P (j)N,i) which are approximations to Pm(t(j)i ), m = 1, . . . ,N, j = 1, . . . , k, i = 1, . . . , J . This
requires to compute and store a set of k × J × N matrices of dimension n × n. This is exceedingly costly for moderate
values of n,N, J, k, and an alternative procedure seems necessary. It is possible, however, to consider numerical schemes
which reduce drastically the storage requirements to just J matrices, corresponding to the fundamentalmatrices at themesh
points, ti. To this purpose, we proceed as follows. Consider the well known property
Φ(b, a) = Φ(b, c)Φ(c, a).
Then, to compute the approximations to the matricesΦ(ti, t0)we consider that
Φ(ti, t0) = Φ(ti, T )Φ(T , t0) = Φ(ti, T ) (Φ(t0, T ))−1.
This property allows us to run the algorithm for the Riccati equation jointly with the equation for the evolution matrix
Φ(ti, T ) backward in time, in the same loop. We store these matrices and, at the end of the loop, the inverse (Φ(t0, T ))−1
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has to be computed. In addition, the matrices A(t), Si(t) used to solve the RDEs for Pi can be directly used, and they have not
to be stored.
There is also an alternative procedure which corresponds to compute and store the matrices H(t, P(t)) at the nodes to
be used to approximateΦ(ti+1, ti), or preferably, to be used to compute the recursive algorithm
xi+1 = Φ(ti+1, ti)xi.
This can be convenient in those caseswhere the computation ofΦ(ti+1, ti) by exponentiation ofmatrices can be exceedingly
costly, but an approximation to its action on a vector can be efficiently done [35,36].
Remark. To carry the full integration backward in time allows to use, in a simple way, variable time steps. The Magnus
methods can also be used in this case [12]. In addition, it is worth to mention that, since the schemes proposed above are
time-symmetric, they are also suitable to be used with standard extrapolation to rise their order.
6. Examples
Example 3. Let us consider a simple pursuit-evasion problem in spacewhere the acceleration u1 of the pursuer is controlled
by the first player and the acceleration u2 of the evader is controlled by the second player, see [7,40]. Let r(t) be the position
vector of the player one with respect the player two. Then
r ′(t) = v(t); v′(t) = u1(t)− u2(t), (33)
for t ∈ [0, T ]. We take T = 1 (a long time integration can also be considered which, after a proper scaling of the time, it
would be equivalent to change the parameters of the problem). If we denote x(t) = [r(t), v(t)]T , then the Eqs. (33) can be
written in the form
x′(t) =

0 1
0 0

x(t)+

0
1

u1(t)+

0
−1

u2(t); x(0) =

r(0)
v(0)

= x0. (34)
The cost functions are
2J1 = xT (1)

1 0
0 0

x(1)+
 1
0
1
c
uT1(t) u1(t) dt,
2J2 = xT (1)
−1 0
0 0

x(1)+
 1
0
c uT2(t) u2(t) dt,
where c > 1 is a real constant. Solving the Eq. (9) for K , it follows that
U(t) =

1+ 1
6

c − 1
c

(t − 1)3 t − 1
1
2

c − 1
c

(t − 1)2 1
 , V1(t) =

1 0
1− t 0

,
and V2(t) = −V1(t). Note that det U(t) = 1+ 13

c − 1c

(1− t)3 > 1 under the condition c > 1, because 0 ≤ t ≤ 1, and
then this condition guarantees the existence of U−1(t) for all t ∈ [0, 1]. From (10)
P1(t) = 1
ω(t)

1 1− t
1− t (1− t)2

, P2(t) = −P1(t),
with ω(t) = 1+ 13

c − 1c

(1− t)3, and the transition problem (7) can be written as follows
Φ ′(t) = H(t, P(t))Φ(t), H =
 0 1− c − 1c  (1− t)
ω(t)
−

c − 1c

(1− t)2
ω(t)
 , (35)
with Φ(0) = I . Solving (35) and using (6), we can obtain the dynamic state of the game (34), and then, determine the
controls. The Eq. (35) has no analytical solution, and Magnus integrators can provide analytical approximations.
If the parameter c is explicitly time-dependent, say c(t), Magnus integrators can provide analytical approximations to
P1(t) and P2(t)which are also symmetric non-negative and non-positive, respectively. In this case, we can use, for example,
the first or second order approximations of the Magnus series expansion (18).
We can measure E [1](t) = ∥Hex(t) − H [1](t)∥, where Hex(t) is the exact solution and H [1](t, P(t)) is obtained by
considering the first order Magnus approximation to obtain P1(t) and P2(t), for different choices of the function, c(t). In the
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Fig. 1. Error E [1](t) = ∥Hex(t)− H [1](t)∥ along the interval t ∈ [0, 1] for the choice c(t) = b eat and for different values of the parameters a and b.
following we analyze the case: c = b eat for b ≥ 1, a > 0. In Fig. 1 we show the error E [1](t)

we take ∥A∥ = i,j A2i,j1/2
along the interval t ∈ [0, 1] for different values of the parameters a and b.
Notice that, since c(t) ≥ 1 we can take a norm such that ∥K(t)∥ = c(t) and for a small value of a we have that t
t0
∥K(t1)∥ dt1 ∼ b, and we still have accurate results for b > π where the (sufficient but not necessary) convergence
condition (20) is not satisfied. We can also observe that the accuracy increases for small values of a, i.e. when c(t) is close to
a constant (in this limit, the ME converges to the exact solution). Similar results are obtained taking for c(t) other smooth
functions.
Example 4. In [41] a problem of air pollutant emissions from two regions is proposed
x′(t) = −ax(t)+ bu1(t)+ bu2(t); x(0) = x0. (36)
Here x(t) is the excess of the pollutant in the atmosphere, ui(t), i = 1, 2, denotes the emissions of each region and a, b are
positive constants related with the intervention of the nature on environment. The cost functions to minimize are given by
Ji = 12
 T
0
e−ρt

ciu2i (t)+ dix2(t)

dt, i = 1, 2, (37)
where ci, di, are positive parameters related to the costs of emission and pollution withstand respectively, and ρ is a refresh
rate. With an appropriate change of constants, the problem (36) and (37) can be applied to other situations, such as financial
problems for example, see [4].
In our notation, QiT = 0, i = 1, 2, Rij = 0, i ≠ j, Qi(t) = die−ρt , Rii = cie−ρt , and Si = b2eρt/ci, i = 1, 2.
We generalize this problem to the case of N regions (N players) where the Eq. (36) changes to
x′(t) = −ax(t)+ b
N
i=1
ui(t); x(0) = x0,
and the index for the remaining parameters range for i = 1, . . . ,N . Then, following the steps indicated at the end of
Section 2.1, we have:
• the Eq. (15) with the data
y′(t) = K(t)y(t), y(T ) = [1, 0, . . . , 0]T ;
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Fig. 2. Error ∥y(0) − yap(0)∥ versus the number of evaluations of the matrix K(t) (twice the number of steps) in solving the Riccati equation (38) using:
the standard fourth-order Runge–Kutta method (circles joined by lines), the commutator-free fourth-order exponential method (stars joined by lines), and
the second order exponential method (squares joined by lines).
y(t) =

u(t)
v1(t)
...
vN(t)
 ; K(t) =

−a −b
2
c1
eρt · · · − b
2
cN
eρt
−d1e−ρt a · · · 0
...
...
. . .
...
−dNe−ρt 0 · · · a
 , (38)
that must be solved from t = T to t = 0.
• With u(t) and vi(t) obtained in the previous step, we evaluate
pi(t) = vi(t)u(t) , i = 1, . . . ,N,
when u(t) ≠ 0.
• Solve the transition equation
φ′(t) =

−a− b2eρt
N
i=1
1
ci
pi(t)

φ(t), φ(0) = 1, (39)
and calculate the dynamic state of the game: x(t) = φ(t) x0.
• Finally, we can determine the controls
ui(t) = − 1ci e
ρt b pi(t) φ(t) x0, i = 1, . . . ,N.
In our numerical experiments we take T = 1 and consider the case of N = 10 players, and the parameters used are:
ci = i/2, di = 2/i, i = 1, . . . , 10, b = 3/2, and we take different values for a and ρ.
As a standard numerical method we take the well known 4-stage fourth-order Runge–Kutta method. For the linear non-
autonomous problem (17), this method requires only two evaluations of the matrix K(t), and in this sense it is optimal.
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Fig. 3. Error ∥y(0) − yap(0)∥ versus the number of vector-matrix multiplications. The exponentials are approximated by the sixth-order Taylor method
and each exponential is counted as six vector-matrix products.
Another important reason is that the method requires evaluations of the matrices at equispaced time intervals. Then, we
can solve (38) using a time step, h, to obtain the values of pi(t), i = 1, . . . ,N , in an equispaced mess, and then to use the
same method for solving (39) with a time step twice larger.
We have also used the fourth-order commutator-free exponential method (32) using the same time steps as in the
Runge–Kutta method, and are used for solving (39) with a time step twice larger. We have also computed (38) using the
second order exponential method (30) which requires half number of evaluations of the matrix K(t).
First, wemeasure the error in solving the linear equations associated to the Riccati equation and compute ∥y(0)−yap(0)∥,
where yap is the numerical solution obtained at the end of the backward integration. Fig. 2 illustrates the results obtained for
a = 1, 5, and ρ = 1/10, 1/100. We show the results for the Runge–Kutta method (circles joined by lines), the fourth-order
commutator-free exponential method (stars joined by lines), and the second order exponential method (squares joined by
lines). We compare the error versus the number of evaluations of thematrix K(t) or equivalently the number of steps which
is twice this number. This way to measure the cost is in favor of the exponential methods because in general for the same
time step, they are computationally more costly.
Since the computational cost of a method highly depends on the problem, we have repeated the same experiment with
a different measure of the cost. For large systems, it is useful to consider efficient algorithm to approximate the exponential
of a matrix acting on a vector. For this problem, thematrix K(t) is sparse (the (N+1)× (N+1)matrix has only 3N+1 non-
zero entries and a vector-matrix multiplication requires only this number of products). The exponents in the commutator-
free methods have the same non-zero entries as K(t) and the action of each exponential on a vector can be approximated
by, for example, polynomial approximations like Krylov methods [35]. Just for illustration, we present in Fig. 3 the results
obtained when each exponential is approximated by a sixth-order Taylor approximation, and the cost (EVALUATIONS) for
each exponential is counted as six vector-matrix products. This measure, however, is in favor of the Runge–Kutta method
because it needs to keepmore vectors inmemory and the number of evaluations of thematrixK(t) is three times the number
of evaluations for the Magnus integrators in these examples. The exponential still show a clear superiority.
Next, we take as initial conditions x(0) = 1 andmeasure the error |x(1)−xap(1)|where the values of pi(t), i = 1, . . . , 10,
are obtained from the previous computations. In Fig. 4 we show the results for the Runge–Kutta method, the fourth-order
exponential method for solving (38) and (39), and the second order exponential method for solving (38) while the fourth-
order exponential method is used for solving (39) (squares joined by lines). In this case, the cost is measured as the number
of evaluations of H(t, P(t)), which is the most costly part for this problem.
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Fig. 4. Error |x(1)− xap(1)| versus the number of evaluations of the matrix K(t) in solving the equation for the state vector (39) using: the Runge–Kutta
method, the fourth-order exponential method for solving (38) and (39), and the second order exponential method for solving (38) and while the fourth-
order exponential method is used for solving (39). The curves are labeled as in the previous figure.
In all cases the exponential integrators showed a clear superiority versus the Runge–Kuttamethod. On the other hand,we
can also see that, for relatively low accuracies and when the time-dependence of the linear matrix associated to the Riccati
equations is smooth, the second order method for solving it gives enough accuracy at a lower computational cost, and then
shows the highest performance for the computation of x(t). We have carried out this numerical experiment for different
number of players and similar results on the relative performance between exponential methods and the Runge–Kutta
method were obtained.
7. Conclusions
Magnus integrators for solving N-player linear quadratic differential games are applied in this paper. The open loop
Nash strategies for a non-cooperative and non-zero sum is considered in detail, and then, two initial value problems must
be integrated numerically forward and backward in time: a matrix Riccati differential equation with final conditions,
and a transition problem with initial value condition. Since the coupled system of matrix RDE can be reformulated as
a linear equation, we propose to use Magnus integrators, which can be considered as exponential integrators for linear
problems as well as time averaging methods. Exponential integrators have recently developed and analyzed, showing a
high performance. In addition, they can provide analytical and numerical approximations. We show that most relevant
qualitative properties are preserved by the Magnus integrators. We have also extended the results to the zero sum game
where the coupled RDEs cannot be written as an equivalent linear problem.
We have presented symmetric exponential integrators which approximate thewhole set of equations (as an extra bonus,
they can be easily used to get higher order methods by extrapolation). These methods require to compute or approximate
the exponential of matrices or their actions on vectors. The illustrative examples showed some promising features in favor
of exponential integrators for a wide range of problems.
It is also important to remark that in thisworkwe have presented a procedure to numerically integrate Riccati differential
equations which are coupled with other linear equations, where standard methods for the RDE are not efficient. Riccati
differential equations coupled with other linear equations appear also, for instance, in linear quadratic optimal control
[42] as well as in the embedding formulation for boundary value problems [43] while in optimal quantum control it is
usually required to integrate forward and backward coupled linear differential equations, andwe believe that the algorithms
presented in this work can also be adapted and then to be useful tools for solving numerically these problems.
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