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Foreword 
 
 The Mechanics of Complex Materials is a ten-week undergraduate research 
program hosted by the Department of Theoretical and Applied Mechanics at the 
University of Illinois at Urbana-Champaign.  The dual purposes of this program are (1) to 
introduce undergraduate students from a broad background to modern problems in the 
mechanics of materials and (2) to encourage the students to attend graduate school and 
pursue a career in research.  Support for the program is provided by the National Science 
Foundation and the Department of Defense, through the Research Experience for 
Undergraduates. 
 The focus of the summer program was an individual research project, though 
weekly activities included both structured supplemental learning opportunities and 
informal social activities.  A weekly seminar included topics on ethics in science and 
engineering and the development of scientific writing skills.  Six faculty research mentors 
guided the students in their research projects, and several graduate students helped with 
the projects as well.  The program culminated in a research program on August 6, 2004, 
at which the students first gave brief oral presentations of their work in a two-hour 
session in the morning, and then presented their results in a poster session in the 
afternoon.  The papers within this volume contain details of the research presented. 
Kimberly M. Hill and James W. Phillips, editors 
December 2004 
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Nanoscale Stamp Deformation 
Resulting from an Adhered Back Layer 
John M. Fulton 
Junior in Materials Science and Engineering 
University of Wisconsin–Madison 
Advisor: TAM Prof. K. Jimmy Hsia 
 The primary objective of this project was to model nanoscale stamp deformation 
using the Westergaard stress function to determine the adhesion energy of the interface 
between the stamp material and a substrate.  The stamp deformation was modeled by 
numerically solving an integral equation using Mathematica and Microsoft Excel.  The 
program that was built using Mathematica gathered results based on a set of parameters 
associated with the stress function.  The program then produced a plot of force vs. 
distance and the integrated value of the curve.  Excel was used to analyze these results by 
creating several other plots.  We found that as the distance between consecutive stamp 
punches increases, the punches cease to have a significant effect on each other’s energy.  
We were also able to formulate several plots relating distance from the center of stamp 
deformation to its edge vs. a nondimensional parameter, which can be used with 
experimental data to find the adhesion energy. 
Introduction 
 Nanoscale stamps allow for a simple, inexpensive printing method known as micro-
contact printing.  These stamps can be made from different types of elastomer and consist of a 
pattern of very small punches and grooves, which are on the order of microns in size.  During 
microcontact printing a special ink is applied to the stamps and then transferred to the substrate 
by placing the punches in contact with the surface.  The advantages of microcontact printing 
include the ability to pattern curved surfaces and the ability to use the stamps with a large 
number of organic and biological materials.1 
 The major problem impeding the progress of microcontact printing is the deformation of 
the nanoscale stamps.  It has been found that when a stamp is placed on a flat substrate, such as a 
silicon wafer or glass plate, the grooves within the stamp collapse upon themselves.2  As a result, 
the corners of the punches are no longer sharp.  The accuracy associated with microcontact 
printing can be attained only with well defined stamp punches, and therefore it is important to 
find out not only why this deformation occurs, but also what steps can be taken to prevent it. 
 The stamps we investigated are made of an elastomer known as poly(dimethylsiloxane), 
commonly called PDMS.  This elastomer is a flexible material that has a typical shear modulus 
of less than 1 MPa.  I studied an existing theory as to why these stamps deform in the article by 
Hui, Jagota, Lin, and Kramer.3  These authors suggested that the PDMS stamp punches collapse 
due to the force of their own weight.  This theory, however, has been disproved by showing that 
the punches collapse whether the stamp is right side up or upside down.  A second theory, which 
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we decided to investigate, suggests that stamp deformation is a result of van der Waals forces 
between the stamp and adhered material.  If this theory is correct, then a set of parameters 
consisting of size ratios affects the amount of deformation that will occur. 
Methods of analysis 
 There are currently no existing profile equations that are specifically designed for 
nanoscale stamps, so Professor Hsia recommended that we model the stamps using the 
Westergaard crack-opening profile 
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where x denotes position along the stamp punch, a denotes distance between consecutive 
punches, b denotes distance from the center of stamp deformation to its edge, w denotes one half 
of the entire punch distance, and P denotes force on the stamp, as illustrated in Figs. 1 and 2.  
This function is known as the Westergaard stress function.  We desired first to model the stamp 
deformation for the area bx ≤|| and therefore began with the 1tanh− dependence function in 
equation (1).  We knew from experimental results that for bx ≤||  the stamp profile is always 
equal to the height, as shown in Fig. 2.  We were therefore able to use this information to model 
the force on the stamp for bx ≤||  by integrating the function and applying linear algebra. 
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Fig. 1.  A single stamp punch before 
deformation. 
Fig. 2. The punch after deformation. 
 To solve the equation, we set boundary conditions and normalized the equation with 
respect to the width of the stamp punch, 2w.  The kernel of the integral was singular, and in order 
to obtain a numerical value to the integral, the integral was separated into four new definite 
integrals, two of which were nonsingular and two of which were singular.  The finite-difference 
method was then used to evaluate the integrals.  The finite-difference method evaluates an 
integral by summing the area of many rectangles under the desired curve.  The two nonsingular 
integrals were evaluated by summations and the two singular integrals were discretized.  The 
crack profile equation was now in a form that could be used to compute numerical solutions. 
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 In order to perform the kinds of calculations that were needed, Professor Hsia recom-
mended that a computer program called Mathematica should be used.  A program was then built 
using Mathematica to gather results using the Westergaard stress function.  The program 
operates by creating an nn ×  matrix, where n is specified by the user.  Each entry in the matrix is 
an individual function that the program also evaluates.  The matrix has a principal diagonal 
running from the top left to the bottom right.  The diagonal entries consist of all four of the 
previously mentioned integrals.  The top right and bottom left elements within the matrix consist 
of only the two nonsingular integrals.  The matrix entries are evaluated by running a loop that 
substitutes each specific function into each individual entry.  Once the matrix has been built, the 
program then populates two vectors of n elements—one consisting of length along the stamp and 
one consisting of stamp height.  The program then sets the dot product of the matrix and the 
length vector equal to the height vector, computing a numerical value for each matrix entry.  At 
this point the program has created a table consisting of nn ×  numerical values.  A graph of force 
vs. stamp length for bx ≤||  is created from these values.  The integral of the force on the stamp 
is needed to find the total system energy 
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Therefore one final addition was made to the program that produces the integral of the force, 
which is the strain energy. 
 The four variables that can be altered in the program to obtain different results are a, b, w, 
and h.  Only two variables, however, were changed throughout the computations, namely a and 
b.  The values for h and w were kept constant at 1 and 0.05, respectively.  The units of the 
variables were not needed because the function had been normalized by w, so that only the 
parameter ratios such as b/w were needed. 
 We also wished to simulate the stamp deformation for axb ≤< .  A new program was 
built by modifying the initial program.  The 1coth−  dependence function in equation (1) was 
entered, and we were quickly able to obtain a model for axb ≤< .  This model was not used for 
any further analysis. 
Results 
 The program was used to find the strain energy for values of a/w from 1 to 10 in steps of 
0.5 and values of b/w from 0.05 to 0.95 in steps of 0.015.  The results for each set of variables 
were recorded into a table in Microsoft Excel.  When all the results had been obtained, a plot of 
strain energy vs. a/w was made, as shown in Fig. 3. 
 We see from Fig. 3 that, as a/w increases, the resulting strain energy value changes less 
and less.  I showed this to Professor Hsia and he suggested that we test a/w = 100.  The a/w plot 
was increased to include 100 and it was found that the result differed from the previous point 
(a/w = 10) by less than 0.01%.  This change is very small compared with the function itself, and 
therefore it was concluded that as the stamp punches become farther and farther away from each 
other, they cease to have a large impact on each other’s energy. 
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Fig. 3.  Graph of strain energy vs. a/w for b/w = 0.05. 
 
 As mentioned earlier, the strain energy is only part of the total energy (equation (2)).  The 
other major contribution is the secondary term, Γ , which is subtracted from the force integral: 
 2
adh4
hE
w
′=Γ π
γ
. (3) 
This is a nondimensional constant that involves stamp height h, Young’s modulus E′ , adhesion 
energy adhγ , and stamp width w, as shown in equation (3).  An individual plot of total energy vs. 
b/w was generated for each Γ  from 0.545 to 3.  A graph of five sample plots for Γ  = 0.35, 
0.545, 0.6, 0.725, and 0.95 from top to bottom is shown in Fig. 4. 
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Fig. 4.  Several plots of total energy vs. b/w for a/w = 100. 
The resulting minimum that appears in the center of the plot is due to the nondimensional 
parameter.  As the value of Γ  increases, the minimum energy is lowered.  The next step was to 
create graph of b/w vs. Γ .  The corresponding b/w value for each minimum energy in every b/w 
vs. energy plot was found and recorded in a new table.  This procedure was done for five 
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different a/w values: 0.1, 0.5, 1, 10, and 100.  Plots of b/w vs. Γ  were then made, as shown in 
Fig. 5. 
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Fig. 5.  Plot of b/w vs. Γ .  From left to right a/w = 0.1, 0.5, 1, 10 and 100. 
(The plots for 10 and 100 appear to be the same line.) 
Conclusions 
 We were able to model nanoscale stamp deformation successfully using the Westergaard 
stress function.  Based on the plot of strain energy vs. a/w (Fig. 1) it is our conclusion that, as the 
stamp punches are placed farther away from each other, they cease have a large impact on each 
other’s total energy.  We found that the change in the force integral was less than 0.01% when 
comparing the results for a/w = 10 and 100. 
 We also found that there is a critical b/w value at which the total energy of the stamp 
punch experiences a minimum.  The critical b/w value is influenced by the nondimensional 
parameter Γ .  As the value of Γ  increases, the critical b/w value also increases.  From the results 
gathered, a graph of Γ  vs. b/w was made (Fig. 3), which can be used to interpret experimental 
data.  It is hoped that experimental data will be taken, with known a/w and measured b/w, and 
then compared with the graph.  In this way the Γ  value can be determined and the adhesion 
energy adhγ  can be found.  This method can be carried out for any set of materials and we 
believe it will be of aid to future nanoscale stamp research. 
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Ion-Induced Surface Sputtering: 
One-Dimensional Numerical Analysis of Island Formation 
Syed Hussain 
Sophomore in Mathematics and Physics 
Loyola University 
Advisors: TAM Prof. Jonathan B. Freund and MIE Prof. Harley T. Johnson 
 Inspired by epitaxial thin film systems, in which the film roughens via strain-
induced surface diffusion, we have developed a mathematical model for surface erosion 
velocity similar to the Mullins equation, based on Zhang and Bower’s work.  However, 
the primary objective of this project is to simulate surface diffusion along the surface of a 
thin film due to ion sputtering, using graphical software.  Ion sputtering, the removal of 
atoms from the film surface through the impact of ions, tends to transfer energy and 
momentum to surface atoms from ion–atom collisions directly; this interaction increases 
the probability for surface diffusion.  This project is inspired mostly by the works of 
Zhou, Cuenat, and Aziz, which are based on the self-organization of nanoscale structures 
during ion beam sputtering of germanium, and of Fascko et al., who recently discovered a 
new self-organization process for semiconductor nanostructures. The film of amorphous 
silicon is idealized as initially isotropic and elastic with shear modulus µ, Poisson’s ratio 
ν, and a thickness of the order of nanometers bonded to a crystalline silicon substrate.  In 
this report we formulate a model for surface diffusion that is thermally activated, adopt a 
surface diffusion equation based on the Makeev–Barabasi equation of surface motion, 
and solve this equation numerically.  An analytic solution for the modified surface 
diffusion equation (MSDE) is outlined, based on the method of separation of variables.  
The explicit Euler and implicit trapezoidal schemes for the MSDE are analyzed for 
stability and accuracy.  Due to time limitations, the data record is incomplete and no 
graphical simulation based on data is available. 
Introduction 
 Ion-induced sputtering, the removal of atoms from a film surface through the impact of 
ions, tends to transfer energy and momentum to surface atoms from ion–atom collisions directly, 
and thereby increases the probability for surface diffusion (Makeev and Barabasi, 1997).  
Because of recent technological advancements, scientists are able to study various means and 
applications of material sputtering.  In order for a surface to roughen, thousands of atoms must 
congregate into quantum dots.  Quantum dots are smaller than the micron-sized structures typical 
of current microelectronic circuits, and have electrical and optical properties that may be 
exploited to develop a wide range of devices, including light-emitting diodes, transistors, 
photovoltaic cells, quantum semiconductor lasers, and semiconductors (Zhang and Bower, 
1999).  Previous studies have been conducted to examine spontaneous, strain-induced 
roughening on a thin epitaxial film, which has been observed on several semiconductor 
heterostructures, such as germanium silicide.  
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 Most recently, German scientists, including Stefan Facsko, have successfully produced a 
self-organized, hexagonal array of quantum dots by emitting argon (I) ions onto a film of gallium 
antimonide (Fascko et al., 1999).  Until recently, scientists have had limited abilities to refine the 
physical configurations of quantum dots to influence lasing frequency, wavelength, and intensity, 
and thus they seek to make silicon emit light most efficiently in the visible spectrum.  Light-
emitting diodes, such as those that emit the lowest wavelength light, have recently made a 
plethora of new technologies possible, such as full-color, flat-panel displays and ultrahigh-
density optical memories.  Quantum dots, which are desirable in physical configurations, are 
difficult to manufacture using standard lithographic techniques.  It has been discovered that 
semiconductor quantum dots can produce laser light output at significantly low wavelengths 
comparable with those of other elements (Fascko et al., 1999).  The results of this project can 
provide a mathematical basis for ion-induced surface sputtering, potentially a new venue for 
producing semiconductor dots that can be manipulated conveniently. 
 The primary objective of this project is to simulate the surface diffusion of the atoms on a 
thin film of amorphous silicon due to a vertical flux of argon (I) ions, using graphical software.  
A variation of Mullins’ surface diffusion equation (SDE) will be derived to find a one-
dimensional surface diffusion function of position and time describing the epitaxial thin film 
system of Zhang and Bower (1999).  The SDE will be modified to incorporate ion-induced 
surface diffusion using considerations from Makeev and Barabasi (1997) and will be called the 
modified surface diffusion equation (MSDE).  The MSDE will be solved using numerical 
analysis to obtain the surface diffusion function (SDF).  Fortran 90 software will be used to 
calculate the surface height at discrete positions and times.  The film will be idealized as initially 
isotropic and elastic with shear modulus µ, Poisson’s ratio ν, and thickness of the order of 
nanometers.  The film will be considered bonded to a crystal silicon substrate, and displacements 
due to mechanical loading, such as tension and compression, will be considered small to avoid 
other influences on surface diffusion.  It will be assumed that any roughness is sinusoidal in one 
dimension, and thus the node and trough regions will be eroded more than the crest regions since 
the crests are at the lowest chemical potential.  Surface diffusion tends to create equilibrium 
positions for surface atoms at the crests and produce additional roughness at positions of initial 
imperfections.  The surface is assumed to change shape by surface diffusion alone, and the 
resulting change per unit time (SDF) will be mapped to an asymptotic solution for small 
roughness amplitudes having a doubly sinusoidal profile in one dimension.  Explicit and implicit 
schemes for time advancement will be considered to obtain the desired accuracy. 
Problem formulation 
 Surface diffusion is partly driven by a variation in chemical potential sµ , where s is the 
one-dimensional position coordinate along the edge of the film.  (Note: All quantities that are 
functions of s have the subscript s.)  Surface diffusion, which is thermally activated, is modeled 
as follows.  The total flux of ions at a point s is ( )s s sj µ= −Γ ∇ , where ∇  denotes the surface 
gradient operator, and sΓ  is given by 
 exps s ss
D Q
kT kT
δ ⎡ ⎤Γ = −⎢ ⎥⎣ ⎦ , 
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where sD  represents surface diffusivity, sδ  represents the thickness of the diffusion layer, k is 
the Boltzmann constant, and T denotes temperature.  For a line element of length ds and a unit 
vector eG  lying in the film surface normal to ds, ( ) sj e d⋅G G  is the volume of material crossing the 
line element per unit time (Zhang and Bower, 1999).  The component of velocity normal to the 
film is 
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a variation of the Mullins equation [ ]22 2( , ) s sn sD ch s tv ut kT s γκ
∂ ∂= = Ω −∂ ∂ , where sc  is the 
concentration of diffusing atoms, Ω  is the atomic volume, u represents strain-energy density, γ  
represents surface-energy density, and 
2
2
( , )
s
h s t
s
κ ∂= ∂ .  According to Makeev and Barabasi 
(1997), the average energy deposition at a point on the surface of the film follows Gaussian 
distribution and the velocity of erosion at that point depends on the total power contributed by all 
the ions deposited within a finite range of the distribution.  The approximation Makeev and 
Barabasi derived for the surface height, modified for one-dimensional surface diffusion, satisfies 
 
22 4
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where 0v  is the erosion rate, 
h
x
γ ∂∂  denotes isotropic motion of surface atoms along the x axis, xv  
represents ion-induced surface tension terms, xλ  represents the slope dependence of the erosion 
rate, and IxD  are the ion-induced surface diffusion coefficients.  For simplicity, the term 
2
2
x h
x
λ ∂⎛ ⎞⎜ ⎟∂⎝ ⎠  will be eliminated, slightly reducing the accuracy of the equation, and s x= .  Also, 
having a coordinate reference frame, where the height of the film has the constant change 
0
h v
t
∂ = −∂  changes the Makeev–Barabasi equation to 
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which is the modified surface diffusion equation (MSDE) to be solved in this project. 
Numerical and analytic solution to the MSDE 
 The MSDE can be rewritten as 
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2 4
h h h h
t x x x
α β∂ ∂ ∂ ∂= + + Γ∂ ∂ ∂ ∂ , 
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where α γ= , xvβ = , and IxDΓ = − .  The MSDE requires four constraints in x and one constraint 
in t.  We assume a solution to the partial differential equation of the form 
 ( , ) ( ) ( )h x t X x T t= . 
Substituting this assumed solution into the MSDE yields 
 
2 4
2 4
1 1dT dX d X d X K
dt T dx dx dx X
α β⎛ ⎞= + + Γ =⎜ ⎟⎝ ⎠ , 
where K is a constant.  The general solution to 1dT K
dt T
=  is KtT De= , with D a constant.  The 
auxiliary equation for 
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is the depressed quartic equation 4 2 0r r r Kβ αΓ + + − = .  With the substitution 
4
r y β= − Γ , the 
equation 
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is obtained, where z is a root to the associated resolvent cubic polynomial.  Upon completing the 
square on the right side, a general solution for ( )X x  can be obtained.  
 To solve the general cubic equation 3 2 0ax bx cx d+ + + = , we make the substitution 
3
bx y
a
= −  and find that 
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, 
which is of the form 3y Ay B+ = , where A and B are constants.  Upon making the substitutions 
3A st=  and 3 3B s t= − , a solution to 3y Ay B+ =  is y s t= − , one root to the general cubic 
equation.  The quadratic formula can be used to solve the general cubic equation completely. 
 To represent the MSDE numerically, we discretize the coordinate x into N uniformly 
spaced intervals with 1−= + ∆j jx x x  for 1, 2,...,=j N  and 00 Nx x x L= < < =  (Moin, 2001).  The 
finite difference schemes 
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will approximate the spatial derivatives of h in the MSDE, where ( )i if f x= .  The MSDE can be 
represented in terms of the finite difference schemes as 
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for 1, 2,..., 1= −j N .  For convenience, 
 2 2 1 1 0 1 1 2 2j j j j j
dh h A h A h A h A h A
dt − − − − + +
= ⋅ + ⋅ + ⋅ + ⋅ + ⋅ . 
Converting this ordinary differential equation into a system of 1−N  equations yields dh Ah
dt
=
G G
, 
where 1 2 1[ , ,..., ]
n
Nh h h h −=
G
 is the surface height at time level n and A is the ( ) ( )1 1N N− × −  
pentadiagonal matrix [ ]2 1 0 1 2, , , ,A B A A A A A− −= .  The first-order Euler scheme for time 
advancement is 
 ( )1 1n n n n nh h dh h t A h h t A+ = + ≈ + ∆ ⋅ ⋅ = + ∆ ⋅G G G G G G . 
Via a modified wavenumber analysis, the time step is bounded by 
 ( )
4 6
2 4 2 4 2
4
2 2 32
x xt
x x x
β
β α α β
∆ + ∆∆ ≤ Γ ∆ + ∆ + − ∆  
for complex R iiλ λ λ= +  corresponding to y yλ′ = , where Re( ) 0Rλ λ= <  and Im( )iλ λ=  is a 
real number. 
 The second-order trapezoidal approximation is given by (Moin, 2001) 
 ( )1 11 1 2( )2n nn nt tn n n n n nt tdh th h dt h Ah dt h A h h O tdt+ ++ +∆= + = + = + + + ∆∫ ∫
GG G G G G G G
, 
which rewritten is 
 1
2 2
n nt tI A h I A h+∆ ∆⎛ ⎞ ⎛ ⎞− = +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
G G
, 
2 1 0 1 2
[ , , , , ]
2
tI A B φ φ φ φ φ± ± ± ± ±− −∆± = , 
where 22 2
tAφ ± −− ∆⎛ ⎞= ± ⎜ ⎟⎝ ⎠ , 11 2
tAφ ± −− ∆⎛ ⎞= ± ⎜ ⎟⎝ ⎠ , 00 1 2
tAφ ± ∆⎛ ⎞= ± ⎜ ⎟⎝ ⎠ , 11 2
tAφ ± ∆⎛ ⎞= ± ⎜ ⎟⎝ ⎠  and 
22 2
tAφ ± ∆⎛ ⎞= ± ⎜ ⎟⎝ ⎠ .  Finally, 
 
1
1
2 2
n n nt th I A I A h C h
−
+ ⎛ ⎞∆ ∆⎛ ⎞ ⎛ ⎞= − ⋅ + ⋅ = ⋅⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
G G G
, 
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where C is a constant matrix. 
 For the scalar equation y yλ′ = , the trapezoidal solution is given by 
 1
1
2
1
2
n n
t
y yt
λ
λ
+
∆+
= ∆−
. 
For complex R iiλ λ λ= + , the amplification factor becomes 
 ( )iA e
B
θ ασ −= , 
22
1
2 2
iR ttA λλ ∆∆ ⎛ ⎞⎛ ⎞= + +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  and 
22
1
2 2
iR ttB λλ ∆∆ ⎛ ⎞⎛ ⎞= − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ , 
and because 0Rλ < , 1σ <  for all 0t∆ > .  Since the trapezoidal method is an implicit method, it 
is expected to be unconditionally stable for any time step size. 
Conclusions 
 This research project required an undergraduate student to learn many new skills, 
including methods of numerical analysis, the finite-element method, and Fortran.  In addition, 
this theoretical project required a basic knowledge of software programming.  
 The sputtering of atoms, where attention is given to the sputtering yield and the 
velocity/angular distribution of the sputtered particles, is an important thin-film processing 
technique; yet ion-induced surface diffusion has not been sufficiently understood to be 
implemented for today’s technologies.  Although the effects of ion-induced surface diffusion are 
documented, no theory has been devised to quantify these effects.  Solving the modified SDE 
numerically potentially can introduce a first-order mechanism for this new phenomenon.  Upon 
obtaining a solution of desired accuracy, the outlined analytic solution can be used to obtain a 
more accurate numerical solution.  Finally, the approximated SDE reported by Makeev and 
Barabasi (1997) can be expanded to include more complex terms, such as 
2h
x
φ ∂⎛ ⎞⎜ ⎟∂⎝ ⎠ , where φ  is a 
constant, to obtain a more accurate equation of motion for which numerical methods are best 
suited. 
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 The effect of microcapsule size on the mechanical properties of a self-healing 
polymer composite is investigated.  Three different sets of tensile bars were made from 
an epoxy with each set containing a different size microcapsule at a fixed concentration.  
Uniaxial tensile tests were performed to determine Young’s modulus and ultimate tensile 
strength.  It was found that Young’s modulus decreased as microcapsule size increased.  
No correlation was found between ultimate tensile strength and the microcapsule sizes 
tested. 
Introduction 
 In all composite materials, the properties of the filler material have a significant effect on 
the mechanical properties of the overall composite.  White et al.1 have introduced a particle-
dispersed polymer composite that has the capability of self-healing upon crack propagation.  This 
composite consists of an epoxy matrix embedded with microcapsules containing a monomer 
healing agent.  Grubbs catalyst is also dispersed throughout the epoxy matrix.  Once a crack 
occurs, the crack propagates along the composite, rupturing the microcapsules and releasing the 
healing agent.  As the healing agent flows along the crack plane, it comes into contact with the 
Grubbs catalyst and polymerization begins, sealing up the crack.  This project analyzes the effect 
that microcapsule size has on the mechanical properties of the self-healing polymer composite.  
Composite tensile bar samples were produced containing microcapsules of various sizes at a 
fixed weight concentration and then mechanically tested for ultimate tensile strength and 
Young’s modulus. 
Experimental procedure 
 Silicon-rubber molds for the tested tensile bars were cast in an aluminum mold using GE 
Silicones® RTV630 with 630B curing agent.  Once six silicon-rubber molds were produced, 
composite tensile bars were then made using EPON® 828 epoxy resin (diglycidyl ether of 
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bisphenol A, DGEBA) with 12 pph Anacime DETA (diethylenetriamine) curing agent and 
microcapsules.  A set of neat epoxy (no microcapsules) tensile bars were made first by stirring 
the EPON® 828 epoxy resin with the curing agent until homogeneous and then degassing the 
mixture for approximately 10 minutes.  The longer the mixture is degassed, the more it is free of 
air bubbles.  However, degassing longer than 10 minutes increases the likelihood of the mixture 
heating and curing too quickly.  The epoxy quickly becomes more viscous or even cures 
instantaneously.  If needed, microcapsules are added at this point and a second degassing is 
performed for approximately 5–10 minutes.  Once degassed, the mixture is then poured at the top 
of a silicon-rubber mold, which is placed at an angle so as to allow the epoxy to fill the mold 
without creating any air bubbles.  The sample is then placed at room temperature to cure for 24 
hours and then in the oven set at 30°C to cure for another 24 hours.  Composite tensile bars are 
produced with the addition of microcapsules stirred into the epoxy mixture after the initial 
degassing stage. 
 Microcapsule production is a critical component in researching the effect of microcapsule 
size on a self-healing composite.  Microcapsule production begins with an oil-in-water emulsion, 
by adding 25 mL of 5 wt% EMA copolymer into 200 mL of deionized water.  The addition of 
EMA lowers the pH level to approximately 2.6.  It is crucial that once the EMA is added into the 
deionized water that the pH falls to between 2.5 and 2.7; otherwise polymerization may not 
properly occur later on.  Once the pH was in the appropriate range, the 3-bladed mixing propeller 
was lowered to approximately 2/3 from the level of the solution.  Microcapsule size is regulated 
by mixer speed.  The log-log graph2 in Figure 1 displays the relationship of microcapsule 
diameter size with mixer speed. 
 
Fig. 1.  Average microcapsule diameter as a function of mixing speed.2 
 For 180 µm, the mixing speed was set to 600 rpm; smaller capsules are produced by 
increasing the mixing speed.  In this project, 1000 rpm and 2500 rpm were used to form 60 µm 
and 20 µm capsules, respectively.  These speeds are slightly higher than those suggested by the 
graph in Fig. 1, but they resulted in a much larger yield of each expected capsule size.  At 2500 
rpm and at speeds higher than 1500 rpm in general, the mixer has a tendency to vibrate 
excessively, and to remedy this nuisance, the mixing blade should be raised so that it is just 
below the surface of the solution.  Once the solution is mixing without any excessive vibration, 
Tensile Properties of Self-Healing Composites 
17 
5 g of urea, 0.5 g ammonium chloride, and 0.5 g resorcinol are added to the solution.  The 
addition of these compounds should not affect the pH level, except for the 5 g of urea, which 
should raise the pH by a value of 0.1.  At this point, this pH should be between 2.6 and 2.8; 
otherwise an incorrect amount of urea was added.  Once the pH level is within the necessary 
range, the pH is then increased to 3.5 with drops of sodium hydroxide (NaOH) in order for 
optimum polymerization of the microcapsule shell wall to occur.  Incorrect pH levels throughout 
the process lead to large yields of urea-formaldehyde debris, unfilled capsules, or even no 
capsules.  Surface bubbles or foam in the solution can result in poor quality microcapsules and so 
1 drop of 1-octanol was added to eliminate them.  Afterward, 60 mL of dicyclopentadiene 
(DCPD) healing agent is steadily streamed into the mixture to form an emulsion with EMA.  
After waiting 10 minutes for the DCPD to stabilize, 12.67 g of 37 wt% aqueous solution of 
formaldehyde is added into the mixing solution.  Last, the mixture is covered and heated to 55°C 
at a rate of 1°C per minute.  After 4 hours of continuous heating and agitation, the urea and 
formaldehyde have polymerized and the resultant slurry of microcapsules is poured into a coarse 
frit for drying. 
 Once frit-dried, the clumps of microcapsules are then dumped in a weigh-boat lined with 
aluminum foil and dried at room temperature for approximately 24 hours or longer if needed.  
Clumps of microcapsules are completely dry when they are easily broken up by a slight gust of 
air.  It is absolutely essential for microcapsules to be completely dry prior to sifting; otherwise 
sifting will result in microcapsule damage or rupture.  Once completely dry, microcapsules are 
sifted for 10 minutes with appropriate sieves stacked up.  Finally, microcapsules of the desired 
size are collected from the appropriate sieve.  Each collection is examined under an optical 
microscope to check for purity of microcapsules.  It was found that any more than two 10-minute 
sifts resulted in a progressively less pure yield of microcapsules, as an increasingly large amount 
of urea-formaldehyde debris became present with each collection. A size distribution is 
performed to verify that the capsule sizes are within the expected ranges.  By using an optical 
microscope, an image of the produced capsules is taken, and the diameters are carefully 
measured out with ImageJ software.3  Once the diameters of at least 50 microcapsules have been 
measured out, the data are entered into Microsoft Excel and a histogram plot with a size 
distribution is generated.   
 The methods for microcapsule collection, however, led to large quantities of urea-
formaldehyde debris, especially for 20 and 60 µm capsules, and had to be modified.  With 
180 µm capsules, use of the original techniques did result in a pure yield of quality 
microcapsules (Fig. 2).  During sifting, sieves of 350, 250, 180, and 125 µm were used and 
microcapsules in the 125 µm sieve were collected. 
 From previous research, the amount of urea-formaldehyde debris present becomes 
progressively larger as the mixing speed used is increased.  This debris is especially present in 
producing 60 and 20 µm capsules, as can be seen in Figs. 3 and 4. 
 In an attempt to eliminate some of the debris, acetone was used to rinse the micro-
capsules.  However, rinsing microcapsules with acetone only allowed DCPD to leak out, leaving 
behind an empty, deflated urea-formaldehyde shell that can be seen as transparent under a 
microscope as in Fig. 5. 
JOSEPH H. LAI 
18 
 
Fig. 2.  Microphotograph of 180 µm capsules (5x objective). 
 
Fig. 3.  Microphotograph of 60 µm capsules with UF debris (5x objective). 
Tensile Properties of Self-Healing Composites 
19 
 
Fig. 4.  Microphotograph of 20 µm capsules with UF debris (10x objective). 
 
Fig. 5.  Microphotograph of 20 µm capsules after acetone rinse (10x objective). 
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Fig. 6.  Microphotograph of purer 20 µm capsules (5x objective). 
Black clusters are microcapsules lying above one another. 
 As a refinement of the previous microcapsule extraction techniques, a density separation 
was performed on the 20 µm capsules by pouring deionized water to the brim of the beaker.  
Since DCPD is less dense than water, good quality microcapsules filled with DCPD should float 
in water, while urea-formaldehyde, which is denser than water, should sink to the bottom of the 
beaker.  With DCPD-filled microcapsules separated from unwanted remains of urea-
formaldehyde, the top layer of capsules is carefully hand-spooned into another beaker of 
deionized water to remove further any unwanted urea-formaldehyde particles.  The floating layer 
of quality microcapsules in the second beaker is scooped out and finally dumped into a frit for 
drying. 
 Figure 6 shows a sample of purer microcapsules that were obtained from refining the 
original techniques of microcapsule extraction.  Once frit dried and dried at room temperature, 
the clumped microcapsules are then sifted for 10 minutes, using a stack of 75 µm, 53 µm, 43 µm, 
and 38 µm sieves.  Since 20 µm capsules are needed in this project, microcapsules in the 
container beneath the 38 µm sieve were collected.  For extraction of 60 µm capsules, a slightly 
different procedure was used so that a larger and purer yield of microcapsules could be obtained.  
After 4 hours of continuous agitation and heating, the resulted slurry in the beaker was poured 
through a stack of 3 sieves: 75, 53, and 45 µm.  Rather than immediately separating the different-
sized capsules with Ro-Tap as originally done, a wet-sifting technique was performed by rinsing 
the set of sieves under a running faucet of deionized water, in order to remove better the urea-
formaldehyde debris.  After continuous washing of microcapsules, the capsules in the 53 µm 
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sieve were rinsed into a beaker and poured onto a filter paper that was dried by a vacuum.  The 
collected microcapsules were then dried at room temperature for approximately 24 hours and 
then sifted with Ro-Tap for 10 minutes, using sieves of 1 mm, 500 µm, 75 µm, and 53 µm.  Once 
sifted, the improved purity of the microcapsules could immediately be seen as they clearly were 
more free-flowing than the microcapsules produced with the original techniques.  A sample of 60 
µm capsules obtained with the refined techniques was examined, and clearly, the microcapsules 
appeared cleaner and more spherical than before, as can be seen in Fig. 7. 
 
Fig. 7.  Microphotograph of purer 60 µm capsules (5x objective).  Image appears more magnified 
than that in Fig. 3 because a new camera with a larger zoom was recently installed. 
 In making the tensile bar composites, approximately 2–2.5 g of microcapsules were 
needed for each pair of tensile bars, which would require 12–15 g of microcapsules to be 
produced for each set of 12 tensile bars.  A single batch of 180 µm capsules was able to produce 
a sufficient yield.  However, with 60 µm capsules, 5 batches of microcapsules were necessary 
just to produce an adequate amount.  The 20 µm capsules required 6 batches. 
 Once an adequate quantity of 180, 20, and 60 µm capsules were produced, tensile bar 
composites were then fabricated.  Preparing the epoxy for making tensile bars should be done 
one cup at a time to prevent idle epoxy mixtures from curing instantaneously.  Each cup 
represents one batch, which provides enough epoxy for a pair of tensile bars.  Degassing more 
than one cup at a time led to the epoxy curing instantaneously.  After the initial degassing stage, 
microcapsules were added into the epoxy and degassed for another 5 minutes.  During this 
second degassing stage, the epoxy was monitored for signs of boiling, and if it did occur, the 
degassing process was terminated early.  Boiling occurred when the surface of the epoxy started 
bubbling, rather than foam appearing at the surface of the epoxy; surface foam is indicative of 
normal degassing.  Once degassed, the epoxy–microcapsule mixture was then poured at the top 
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of a silicon-rubber mold that was placed at an angle.  The epoxy composite was then given 24 
hours to cure at room temperature and another 24 hours to cure in the oven set at 30°C. 
 The finished tensile bar composites were then individually measured for gage width and 
length and loaded in the Instron 8500 for mechanical testing.  The data that resulted from the 
tests include strain (%), load (kN), stress (MPa), and time of load (sec). 
Results and discussion 
 The tensile bars in each set were pulled until failure.  While a few of the specimens broke 
in just the gage area as intended, some of the specimens only broke at the pinholes.  Most of the 
specimens that broke in the gage area also broke in one or both of the pinholes.  Some of the 
specimens that broke at the pinholes did not have any bubbles in that region.  In the tensile bars 
that did have bubbles and broke at the pinholes, the crack was observed not to have started from 
those bubbles, as they were still present after the test.  The results for a few of the tensile bars 
were discarded due to yield of improbable results or improper machine setup of the tensile bars. 
 During the tests, the data for a few of the tested tensile bars were discarded due to 
improper loading procedure of the specimen or implausible results.  Neat epoxy tensile bars 
represent microcapsules that are infinitely small.  Figure 8 and the associated data in Table 1 
show that Young’s modulus decreases slightly as microcapsule size increases.  Therefore, the 
stiffness of the microcapsule composite increases with decreasing microcapsule size. 
2.0
2.2
2.4
2.6
2.8
3.0
3.2
3.4
3.6
3.8
4.0
0 20 40 60 80 100 120 140 160 180 200
Microcapsule size (microns)
Yo
un
g’
s 
m
od
ul
us
 (G
Pa
)
 
Fig. 8.  Young’s modulus vs. microcapsule size. 
 These results reveal that the smaller the capsule size, the more the composite’s elastic 
modulus will approach that of the neat epoxy, that is, an epoxy without any capsules. 
 The ultimate tensile strength of each bar was also analyzed.  Figure 9 and the associated 
data in Table 2 reveal that, if microcapsules are present, there is no relationship between ultimate 
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tensile strength of the composite and the tested sizes of its embedded microcapsules.  However, 
as Fig. 9 reveals, a steep drop-off in ultimate tensile strength occurs once microcapsules 20 µm 
and larger are added.  Current research is being done on the manufacturing of nanocapsules and 
whether the ultimate tensile strength will be more similar to that of the neat epoxy. 
 
Young’s modulus (GPa) Bar no. 
Neat 20 µm 60 µm 180 µm 
1 3.98 3.58 3.27 3.01 
2 3.60 4.09 3.36 2.95 
3 X* 3.05 3.60 3.43 
4 3.58 3.93 4.04 3.00 
5 3.68 3.27 3.52 X 
6 3.78 3.57 3.12 3.28 
7 3.31 3.22 3.28 3.92 
8 3.52 3.33 3.25 3.69 
9 2.95 3.85 3.42 3.24 
10 3.91 3.20 X 3.59 
11 3.42 3.47 3.69 3.45 
12 3.39 3.50 3.42 3.83 
Average 3.56 3.51 3.45 3.40 
Std dev 0.29 0.32 0.26 0.34 
*X denotes discarded results 
Table 1.  Young’s modulus of tested tensile composites. 
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Fig. 9.  Ultimate tensile strength vs. microcapsule size. 
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Ultimate Tensile Strength (MPA) Bar No. 
Neat 20 µm 60 µm 180 µm 
1 34.0 20.8 26.2 28.8 
2 47.3 32.0 21.3 26.6 
3 X* 30.8 24.7 28.5 
4 51.6 19.7 22.4 25.9 
5 39.7 32.0 24.6 X 
6 53.1 29.4 26.6 31.0 
7 49.1 22.8 27.1 19.4 
8 40.6 35.8 27.3 26.4 
9 48.4 13.7 20.3 31.1 
10 44.0 36.2 X 23.5 
11 49.4 34.2 26.7 29.1 
12 36.4 28.0 26.9 29.5 
Average 44.9 27.9 24.9 27.2 
Std dev 6.4 7.1 2.5 3.5 
*X denotes discarded results 
Table 2.  Ultimate tensile strength of tested tensile composites. 
Summary and conclusions 
 The effect on Young’s modulus and ultimate tensile strength from varying microcapsule 
size at a fixed concentration was investigated in this project.  Microcapsules of sizes 180 µm, 
60 µm, and 20 µm were studied.  However, original extraction techniques of 60 µm and 20 µm 
led to an insufficiently low yield of microcapsules and a large yield of urea-formaldehyde debris.  
The original techniques were refined and a larger quantity of microcapsules with significantly 
less debris was obtained.  Once a purer sample of microcapsules was obtained, a set of 12 tensile 
bars containing 5 wt% concentration of microcapsules was produced for each microcapsule size.  
Neat tensile bars (that is, tensile bars containing no capsules) were produced to represent tensile 
bars containing infinitely small capsules.  Uniaxial-tensile tests were performed on the produced 
tensile bars to reveal information on Young’s modulus and ultimate tensile strength.  Young’s 
modulus decreased slightly as the size of the microcapsule increased, indicating that the stiffness 
of the microcapsule composite will increase slightly as microcapsule size is decreased.  No 
correlation was found between ultimate tensile strength and microcapsule sizes greater than 
20 µm.  A steep drop-off in ultimate tensile strength occurred between the neat epoxy and the 
rest of the tensile bars, suggesting that smaller-than-20 µm capsules may be required for the 
ultimate tensile strength to be more similar to that of the neat epoxy. 
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 This study focused on the effect of the viscosity of an interstitial fluid on the 
kinematics of a dense, free-surface granular flow in a rotated drum.  In many ways, the 
nature of the flow was similar to that of particles in air.  The movement of the particles 
relative to one another was limited to a thin surface boundary layer, whose velocities and 
velocity fluctuations were greatest near the free surface and decreased to zero bead 
diameters from the surface.  Additionally, for all viscosities, the structure of the flow for 
particles is dominated by a simple stratified laminar structure, again, similar to that for 
particles flowing in air.  However, as the viscosity of the interstitial fluid was increased, 
certain changes were observed: the structure of the flow became more dominant, and its 
effect carried over into the solid-like substratum; as the viscosity increased, both the 
velocities and velocity fluctuations appeared to decrease near the free surface for low 
viscosities; finally, at the highest viscosities studied, the functional form of the velocity 
fluctuations appear to change as well.  
Introduction 
 Granular materials appear in a wide range of industrial and natural settings.  Half the 
products produced by the chemical industry and three-fourths of the raw materials used are at 
some point in granular form.  Furthermore, 1.3% of U.S. electrical power production goes 
towards the grinding of ores and particles [1].  Additionally, landslides and ground failures cost 
more lives and money per year than all other natural disasters combined [2].  
 While there has been extensive research done in the field of granular flow, there is no 
agreement on the constitutive relations that govern dense flow.  While individual particle–
particle interactions are relatively simple to describe, a statistical description of the steady-state 
behavior of the material in bulk, when it is in dense flow, is elusive.  Further, there is even less 
known about granular slurries, i.e. macroscopic particles in fluids such as water. 
 To understand granular flow, researchers often use a rotating drum because it is a rela-
tively simple system for controlled granular flow studies.  It also resembles devices used in 
industry to mix and dry various products and materials.  In a slowly rotated drum, at any given 
time, the particles flow only in a relatively thin boundary layer—see Fig. 1a.  Most of the 
particles rotate in solid-like rotation with the outside of the drum (Fig. 1b).   
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 Recent studies of granular flow in a 
drum have illuminated certain details of 
dense free-surface granular flow.  For 
example, Hill, Gioia, and Tota [3] found the 
structure in the boundary layer could be 
described by the most simple laminar flow; 
that is, it is dominated by layers of particles 
moving over one another, exchanging 
particles relatively infrequently.  Signatures 
of this structure appeared clearly in other 
kinematic details of the flow including the 
volume fraction, the velocity, and the 
relationship between the local velocity and 
the diffusion perpendicular to the flow. 
Ott-Monsivais et al. [4] showed that this structure could, in fact, be used to model the velocity 
fluctuations, that the velocity fluctuations could be modeled as the jostling of the particles as 
they moved over one another in layers.   
 When mixtures of granular materials are rotated in drums, the particles tend to segregate 
in a variety of patterns, from simple radially symmetric patterns perpendicular to the axis of the 
drum to banding along the length of the drum.  Jain et al. [5] found that when water and soap 
were added to the granular system in a quasi-2D rotating cylinder, there was a greater rate of 
banding segregation when compared with that of the dry granular system, though the radial 
segregation was somewhat less pronounced.  They pointed toward different rates of diffusion 
depending on the interstitial fluid, though it is believed that no studies have yet measured the 
dependence of the kinematics of the flow on the interstitial fluid; most studies have concentrated 
only on particles in air. 
 The study reported here focuses on the relationship between the interstitial fluid and the 
kinematics of monodisperse granular systems in a rotated drum. 
Experimental setup 
 For the experimental studies reported here, a thin transparent drum (D ≈ 300 mm, 
thickness ≈ 7 mm) was filled halfway with chrome steel spheres (d ≈ 2 mm, ρ ≈ 7.4 g/cc3), and 
the rest of the way with an interstitial fluid of water or glycerin–water mixture.  
 A glycerin–water mixture was used because a slight change in concentration leads to a 
relatively large change in viscosity with a relatively low change in density.  The concentrations 
of glycerin–water mixture used were 0%, 33%, and 66% glycerin; viscosities, respectively, were 
1.005, 3.28, and 17.1 cP, while the densities varied only slightly.  (See Table 1.)  The viscosity of 
each solution was measured both before and after the experiment using a Brookfield viscometer.  
The viscosity of the fluid only changed by approximately 4% from before the experiment to after 
the experiment; the viscosity of the solution, reported in Table 1, is the average of these two 
values. 
 The system was rotated at constant speeds using a Compumotor stepper motor.  The 
speeds tested were 1, 2, and 3 rpm.  These speeds allowed for a steady flow, slow enough that 
the surface wass flat and the beads were not ejected above the surface into the liquid, yet fast 
enough that there was a steady flow (and not merely intermittent avalanches). 
ab
 
Fig. 1.  As the drum rotates, there is (a) a thin 
flowing layer while (b) the rest of the particles 
rotate as in solid body rotation. 
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Table 1.  Viscosities and densities of the interstitial fluids used 
% Glycerin Viscosity (cP) Density (g/mL) 
  0 
33 
66 
1.01 ± 0.06 
3.3 ± 0.3 
17 ± 4 
1.00 ± 0.02 
1.18 ± 0.06 
1.20 ± 0.05 
 Data were taken by focusing a high-speed digital camera in the middle of the boundary 
layer where the flow is most uniform (Fig. 2a) and taking pictures at the rate of 500 frames per 
second.  A particle-tracking program [5] located the position of each particle in each image and 
tracked the particles from image to image (Fig. 2b).  From these position measurements, 
instantaneous velocities (Fig. 2c), as well as such average fields as the density (Fig. 3a) and 
velocity (Fig. 3b) could be ascertained.  (For more details, see Ref. [5].) 
 Each concentration was tested at all three speeds and three experiments were performed 
under each set of experimental condition to determine the variability from run to run.  As can be 
seen from Figs. 2d and 2e, there are only minor variations from run to run.   
 
   
      
Fig. 2.  (a) Diagram of drum with square where camera is focused.  (b) Path of each particle 
tracked superposed onto one photo.  (c) Photo of beads that the camera sees. 
Instantaneous velocity vectors are placed on each bead. 
66% Glycerin 1 rpm Volume Frction
-5
0
5
10
15
20
-0.05 0.05 0.15 0.25 0.35 0.45 0.55 0.65
Volume Fraction
de
pt
h 
(m
m
)
66% Glycerin 1 rpm u average
0
5
10
15
20
25
30
0 0.05 0.1 0.15 0.2 0.25
u average (m/s)
de
pt
h 
(m
m
)
 
Fig. 3.   Results for 66% glycerin solution rotated at 1 rpm: 
(a) volume fraction; (b) velocity in the u direction. 
 In Fig. 3a, the top of the flowing layer is set to be the point at which the volume fraction 
1%f ≈  (as shown in Fig 2a).  Any data above that point correspond to less than one particle, 
and therefore are statistically unreliable.  Three different experiments run under the same 
~ 150d 
~20d 
(a) (b) (c) 
(a) (b) 
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conditions illustrate the level of reproducibility of the results.  In Fig. 3b, results from three 
identical experiments are shown to determine the level of reproducibility from run to run. 
Experimental results 
 There are several similarities between the flow of particles in air, as reported by Hill, 
Gioia, and Tota [3], and the flow of particles in other (low viscosity) interstitial fluids.  For 
example, for all cases, the volume fraction contains a characteristic oscillation indicative of the 
structure in the flow (Fig. 3a).  The average velocity of the flowing layer throughout the 
boundary layer is parallel to the free surface; the velocity is a maximum near the free surface and 
decreases to zero approximately 9–10 bead diameters into the flowing layer.  Also, as the 
rotation speed increases, the maximum velocity u  parallel to the free surface increases, as does 
the depth of the flowing layer.  While the layered structure of the flowing layer is not 
immediately apparent in the graph of the average velocity u , the derivative of the velocity with 
respect to depth, or shear rate, d / du y , reveals a clear signature of the layered structure, as was 
seen for particles in dry granular flow.  The velocity fluctuations parallel and perpendicular to 
the free surface, defined by 
 ( ) ( ) ( )u t u t u t′ = −  
and 
 ( ) ( ) ( ) ( )v t v t v t v t′ = − = , 
respectively, appear similar to those for particles in air as well.  For example, the velocity 
fluctuation correlations u u′ ′ , v v′ ′ , and u v′ ′  are all maximum near the top, decreasing to 
zero within 9–10 bead diameters with the average velocity.  The fluctuation in the direction of 
the average flow u u′ ′  is always greater than the fluctuations perpendicular to the average flow, 
and u v′ ′  is always negative.  In all cases, the velocity fluctuation correlations appear to 
increase with the frequency of rotation. 
 While the general forms of these kinematic details are similar, regardless of the interstitial 
fluid, changing the viscosity of the interstitial fluid has some clear effect on the quantitative 
values of the Eulerian fields.  For example, as the viscosity of the interstitial fluid increases, the 
maximum velocity near the top of the flow decreases, and the depth of the flowing layer 
increases (Fig. 5a).  Correspondingly, the shear rate also decreases as the viscosity of the solution 
is increased, and the depth of the maximum shear rate drops (Fig. 5b).  Similarly, the velocity 
fluctuations (Fig. 5c, 5d, 5e) also decrease in value as the viscosity of the interstitial fluid is 
increased.  At the highest viscosities tested, the fluctuations are severely reduced.  The shape of 
the curves is nearly flat at the top, and, in fact, the slope of the velocity fluctuations in the 
direction parallel to the flow u u′ ′   reverses near the surface, and a reduction in the fluctuations 
is apparent. 
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Fig. 4.  Results using 33% glycerin solution as the interstitial fluid.  (a)Volume fraction at 1 rpm. 
(b) u average velocity at 1, 2, and 3 rpm.  (c) du/dz at 1, 2, and 3 rpm.  (d) <u′u′> at 1, 2, and 3 rpm. 
(e) <v′v′> at 1, 2, and 3 rpm.  (f) <u′v′> at 1, 2, and 3 rpm. 
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Fig. 5.  Kinematics of the flowing layer as the viscosity of the interstitial fluid is varied: 
(a) u average velocity,  (b) du/dz,  (c) <u′u′>,  (d) <v′v′>,  (e) <u′v′>.  Rotation speed = 2 rpm. 
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Discussion 
 In many ways slow particulate flow in a viscous fluid resembles that in air, and the 
changes that were found by using a more viscous interstitial fluid might be expected.  The flow 
of the particles appears limited primarily to a thin boundary layer, similar to the flow of particles 
in air, and the structure of the flow appears highly stratified.  The speed and depth of the 
boundary layer both increase with rotation speed, as do the velocity fluctuations.   
 Both the velocity and the velocity fluctuations of the particles decrease with an increase 
in the viscosity of the interstitial fluid.  This 
result might be expected: as the viscous force 
increases, the maximum velocity should 
decrease.  Further, considering the model 
described by Ott-Monsivais et al., where the 
velocity fluctuations are related to the shear 
rate, it is not surprising that the velocity 
fluctuations should also decrease with an 
increase in viscosity. 
 On the other hand, the velocity does 
not decrease as much as might be expected 
from simple scaling arguments.  If the 
maximum velocity simply scaled with the 
inverse of the viscosity of the interstitial fluid, 
the maximum velocity of the particles in the 
66% glycerin mixture should be a factor of 17 
less than that of the particles in water; instead 
the difference is not much more than a factor 
of two.  This result might be understood 
qualitatively by noting that the interstitial 
fluid is most likely not stationary, but moving 
somewhat with the particles themselves.  In 
fact, nuclear magnetic resonance measure-
ments have shown that the motion of the interstitial fluid resembles that of different density 
(immiscible) fluids rotated without particles in a drum, as illustrated in Fig. 6.  The details of 
how this similarity results in the profiles shown in Fig. 5 require a more complete study of how 
the particles and fluid move relative to one another. 
 At low viscosities, the relationship between the velocity fluctuation correlations and the 
shear rate predicted by Ott-Monsivais et al., namely 
 2 2 2 2 2 2 2 21 1 12 2 2, , ,
i i i
i i u j i i v j i i u v j
j j j
u u d v v d u v dξ γ ξ γ ξ ξ γ
=∞ =∞ =∞
′ ′ ′ ′ ′ ′= = =∑ ∑ ∑    
appears to hold.  At high viscosities, however, the relationship appears to work less well.  (See 
Fig. 7.)  This apparent discrepancy at higher viscosities may be related to an increase in the 
ordered structure at the highest viscosities.  This ordering is so striking that the particles in the 
drum were found to form a quasi-crystalline structure at the end of the flowing layer.  After more 
than one rotation, this ordered structuring resulted in an intermittent avalanching for the slurry 
ω 
oil 
water
Fig. 6.  Flow of two liquids in a drum, when the 
drum is rotated, as measured using nuclear 
magnetic resonance techniques, reported in Ref. 
[6].  This flow is similar to that of slurry flow in a 
drum, where instead of water in the picture above, 
the particles and fluid move together, and instead 
of oil in the top half, the fluid moves alone [7]. 
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systems as the different orientations of the “crystal” entered the flowing layer.  In order to 
overcome the structured ordering, the drum was shaken such that the previous ordering was 
broken up, and the video of the flowing layer was then taken before half a rotation was 
complete—the time when the ordered structure would begin to enter the flowing layer.  
Nevertheless, the additional order in the flow might itself lead to changes in the nature of the 
flow, resulting in the severe drop in the fluctuations near the top surface. 
 
Fig 7.  Tests of the applicability of the model from Ref. [3] for slurries using, 
as the interstitial fluid, (a) 0% glycerin and (b) 66% glycerin. 
  
Summary and conclusions 
  We have studied the interstitial fluid effect on dense, free-surface granular flow in a 
pseudo-2D drum.  The viscosity of the interstitial fluid was varied and the kinematics of the 
flowing layer was analyzed.  It was found that the maximum velocity of the flowing layer 
decreased and its depth increased as the viscosity of the interstitial fluid increased.  Distinct 
differences between slurry systems of high viscosities and dry systems were found in the velocity 
fluctuations and shear rate.  It was found that there was a sharp decrease in the velocity 
fluctuations near the middle of the flowing layer when an interstitial fluid of higher viscosity was 
used.  We also found a dominating ordered packing structure when an interstitial fluid was 
introduced.  The ordered packing structure caused an intermittent avalanching, which can 
produce significant changes in the flowing layer.  This study was preliminary research into the 
study of slurry flow.  More research needs to be done to understand slurry flow.   
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 The 2D-to-3D transition of dense free surface granular flow in a slowly rotating 
drum is investigated.  Velocity at the top of the flowing layer and velocity fluctuations at 
one bead diameter are plotted versus drum thickness and studied for trends.  The velocity 
appears to vary somewhat periodically with the thickness of the drum for very narrow 
drums.   
Introduction 
 Granular materials appear everywhere—from the salt on our dinner tables to the aspirin 
in our medicine chests.  While granular flow is commonplace, the dynamics that gives rise to the 
details of the flow are poorly understood [1].  Newton’s laws adequately describe the interactions 
between granular particles, but in the case of granular flow, many particles interact at once and 
give rise to complex collective behavior.  This behavior can be studied experimentally but it is 
currently unknown how the frictional and collision interactions give rise to such collective 
phenomena as boundary-layer granular flow and segregation. 
 Many studies focus on highly energetic, low-density granular flows, similar to a dense 
gas [2].  Here we focus instead on dense free-surface boundary layer granular flow.  (See Ref. 
[3–6].)   This kind of flow is often studied in either small-diameter deep drums or larger-
diameter shallow drums, though it is believed that no detailed comparison has been made 
between the two.   Previous experiments conducted with nuclear magnetic resonance imaging 
(NMRI) show that particle velocity and other kinematic properties are qualitatively similar in the 
2D and 3D regimes [7].  However, while the 2D and 3D regimes are qualitatively similar, one 
would expect the interactions between the beads and the walls to play an increasingly important 
roll in the particle dynamics as the drum becomes narrow.  Here we study how particle 
kinematics vary in the transition from 2D to 3D flow in a rotating drum.   
Experiment 
 A transparent drum of 11¼ in. (approximately 30 cm) diameter and thickness t is filled 
halfway full with either 2 mm or 3 mm plastic spherical beads and rotated about its axis at an 
angular velocity of two rotations per minute.  See Fig. 1.  The thickness of the drum is varied 
from experiment to experiment from about 1 to 7 bead diameters. 
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(c) 
Fig. 1.  Experimental setup.  (a) Schematic of the front of the partially filled rotating 
drum.  (b) Side-view schematic of drum with thickness t indicated. 
(c) Photograph of the experimental setup.   
 
 When the drum is rotated, only beads in a thin boundary layer flow.  Outside the flowing 
layer the beads move with the drum in a solid-like rotation.  A Photron FastCam high-speed 
high-resolution digital camera is focused on the center of the boundary layer where the flow is 
most uniform and a total of 1024 images are captured at a rate of 500 images per second.  A 
single light source illuminates the apparatus creating one primary reflection spot on each bead 
(Fig. 1c).  These bright spots are located in each image (to within 1/100 of a bead diameter) and 
tracked from image to image using software developed from IDL [8].  The data are further 
processed to obtain such kinematic details as velocities and velocity fluctuations of the beads.  
 Particle tracking is limited to beads near the transparent front plate of the drum.  Studying 
the 2D-to-3D transition using two-dimensional analysis may not initially seem useful.  However, 
results from NMRI experiments indicate that the particle dynamics are measurably different on a 
drum’s front plate when the thickness is varied [8].  Therefore, varying the drum thickness and 
tracking particles on the drum’s front plate should provide insight into the flow kinematics of the 
2D-to-3D transition.   
Results 
 Initial studies were performed to determine the effect of total drum thickness on flow 
kinematics, regardless of bead size.  Table 1 gives the parameters for these initial studies.  For all 
systems measured, certain general observations can be made, consistent with those from previous 
measurements in slowly rotated drums, such as those described in Refs. [4,6].  Over most of the 
boundary layer, the packing fraction of the beads is approximately 50%, slightly below what is 
considered to be random close packing.  (See Figs. 2a, 2b.)  Superposed on this is an oscillation 
of wavelength of about one bead diameter, evidence of the structure of the flow.  (For details, see 
Ref. [3].)   The average velocity is essentially parallel to the free surface; perpendicular to the 
free surface the average velocity is zero (Fig. 3a).  We refer to these two directions as x and y, 
respectively, as noted in Fig. 1.  Both velocity and velocity fluctuations tend to be highest at the 
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top of the flowing layer and decrease rapidly with increasing depth beneath the free surface.  
(See Fig. 3a, 3b.) 
 There are also clear differences in certain kinematic details for the 2 mm and 3 mm bead 
systems.  The graphs in Fig. 2 illustrate some of these differences.  Near the free surface, the 
2 mm beads move faster than the 3 mm beads for drum thicknesses of similar thicknesses in bead 
Bead diameter, 
d (mm) 
Drum thickness, 
t (in.) 
Drum thickness, 
t (bead diameters) 
2 1/4 3.13 
2 5/16 3.97 
2 9/16 7.14 
3 5/16 2.65 
3 9/16 4.76 
Table 1 Summary of the initial experiments conducted.  Each experiment was repeated three 
times.  Drum thickness is expressed in both inches and bead diameters to give an intuitive sense 
of the thickness.  Drum angular velocity is 2 rpm. 
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Fig. 2.  Details of the flowing layer for drums of thickness ~4d. 
(a and b): Volume fractions for (a) 2 mm beads and (b) 3mm beads, as a function of depth. 
(c and d): Velocities and velocity fluctuation correlations parallel to the free surface 
for 2 and 3 mm beads. 
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(c)    (d)
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diameters.  This result is consistent with NMRI measurements in a longer drum [7].  For this 
reason, in the sections below, we separately present the velocity and velocity fluctuation profiles 
for the 2 mm and 3 mm beads. 
Coarse variations in drum thickness 
 Figure 3 shows the velocities for all the experiments summarized in Table 1.  
Qualitatively, the shapes of these plots are similar.  Velocity is large at the top of the flowing 
layer and declines rapidly to zero.  There are subtle differences as the thickness of the drum is 
varied.  However, a systematic trend is not apparent when the thickness of the drum is varied.  In 
Fig. 4, velocity fluctuation correlations parallel to the free surface are presented for the 
experiments in Table 1.  Again, there are some common trends for all five systems:  The 
magnitudes of the velocity fluctuations are greatest near the top of the flowing layer and decline 
rapidly to zero with increasing distance from the free surface.  However, there is no clear trend in 
the variation of the behavior with increasing thickness of the drum. 
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Fig. 3.  (a) The velocity of 2 mm beads along the x direction (parallel to the flowing layer) versus 
position along the y direction (perpendicular to the flowing layer) for drums of varying thickness.  
(b) The velocity of 3 mm beads along the x direction (parallel to the flowing layer) versus position 
along the y direction (perpendicular to the flowing layer) for drums of varying thickness. 
 Figure 5 summarizes the variation of the kinematics with drum thickness with plots of the 
maximum velocity and velocity fluctuation for each system.  In Figs. 5a and b, the velocity at the 
top of the flowing layer for 2 mm and 3 mm beads is summarized.  In Figs. 5c and d, the velocity 
fluctuations at one bead diameter from the free surface are shown.  Each data point corresponds 
to the average result for three separate trials with the same thickness.  The error bars correspond 
to the standard deviation.  
 This summary makes it even more clear that there is no apparent relationship between the 
kinematics of the granular flow and the thickness of the drum.  However, for all data within a set, 
the data are taken for drum thicknesses near an integral number of bead diameters (for the 2 mm 
beads) or a half-integral number of bead diameters (for the 3 mm beads).  Perhaps it is more 
important to investigate changes in the packing of the particles rather than changes in the ratio 
/ ,t d  i.e. the thickness normalized in bead diameters.  This point is illustrated in Fig. 6.  If /t d  
is expressed as an integer plus a fraction of a bead diameter, /t d n δ= + , perhaps δ  rather than 
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n sensitively affects the flow dynamics.  In the next section we delve into this question by 
investigating the change in kinematics with finer changes of drum thicknesses. 
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Fig. 4.  Velocity fluctuation correlations parallel to the flowing layer 
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Fig. 5.  (a) and (b): The velocity of beads near the top of the flowing layer. 
Each point represents the average from three different experiments. 
Error bars represent the standard deviation from the three experiments. 
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Fig. 5 (cont’d).  (c) and (d): The velocity fluctuation correlations parallel to the free surface 
near the top of the flowing layer as a function of drum thickness. 
Each point represents the average from three different experiments. 
Error bars represent the standard deviation of the mean from the three experiments. 
 
 
Fine variations in drum thickness 
 To examine the effect of variation in the drum 
thickness of fractions of a bead diameter, we rotated 
3 mm beads in a drum of thickness varying from just 
over 3 mm to approximately 14 mm (~1d–3.1d).  In 
contrast to the experiments resulting from coarser 
variations in drum thickness, these results showed a 
strong dependence on the velocities with minor 
variations in the drum thickness.  In Fig. 7, results are 
shown for thicknesses of the drum near 2 bead 
diameters  In this narrow range of drum thicknesses, the 
maximum velocity of the boundary layer increases with 
the thickness of the drum.  In Fig. 8, the velocities are 
shown for a much wider range of drum diameters, 
(a)       (b) 
Fig. 6.  Change in packing that would occur if the drum thickness is increased (a) from two to five 
bead diameters, (b) from two to two-and-a-half bead diameters. 
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showing this variation to be cyclic. 
 The results for velocities and velocity fluctuations can be summarized again by looking at 
the values near the free surface.  The results, plotted in Fig. 9, again show the dependence to be 
cyclic, with a frequency a bit less than a bead diameter.  The dependence of the maximum 
velocity on total drum thickness is striking, decreasing, as one might expect, as the drum 
thickness gets significantly larger than a bead diameter.  The dependence of the velocity 
fluctuations on drum thickness looks somewhat more sporadic, but is still noticeable. 
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Fig. 9.  (a) Velocity of beads and (b) velocity fluctuation correlations parallel to the free surface 
near the top of the flowing layer as a function of drum thickness. 
Each point represents the average from three different experiments. 
Error bars represent the standard deviation from the three experiments. 
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Thickness of drum (in bead diameters, d = 3 mm) as noted. 
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Summary and future plans 
 In the experiments described herein, the thickness of a rotating drum was varied in order 
to determine how this parameter is related to the kinematics of flow.  Velocity at the top of the 
flowing layer and velocity fluctuations at one bead diameter were plotted versus drum thickness 
and subsequently studied for trends.  The results showed a systematic relationship with drum 
thickness at very narrow drum thicknesses that decreases as the thickness becomes much larger 
than a bead diameter. 
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 Acrylic bone cement is the primary material used in orthopedic implants to 
anchor metal prostheses to bone.  By applying existing self-healing techniques to bone 
cement, it may be possible to extend the lifetime of the implant, thus reducing the 
occurrence of revision surgeries.  This study includes a review of current literature on 
existing self-healing composites, duplication of previous researchers’ data, as well as a 
study of various geometries for the localized region of a tapered double-cantilevered 
beam bone cement specimen. 
Introduction 
 Due to revolutionary work by Charnley,1 two-part self-polymerizing polymethyl 
methacrylate (PMMA) has become the primary material used to secure a metal prosthesis to 
bone in an orthopedic implant.  Current commercially available bone cement has several 
weaknesses, including the high exothermic temperatures of the cement, the role of the cement in 
chemical necrosis of the bone, the stiffness mismatch between cement and bone, the weak zones 
in the implant-cement interface and cement-bone interface, shrinkage during curing, and 
inflammatory periprosthetic tissue responses with surrounding tissues.2  Creating a self-healing 
form of bone cement would possibly extend the lifetime of the implant. 
 Extensive research of self-healing epoxy has been conducted at the University of Illinois.  
When a crack develops in a self-healing system, urea-formaldehyde microcapsules filled with the 
monomer dicyclopentadiene (DCPD) break and this healing agent is drawn into the crack plane 
by capillary action.  When DCPD is exposed to embedded Grubbs’ catalyst, polymerization of 
the DCPD occurs, sealing the crack.3  The aim of this study is to apply these existing self-healing 
techniques to the commercially available bone cement, Surgical Simplex™ P manufactured by 
Stryker Orthopaedics, Chicago, Illinois.  Preliminary studies show that the addition of 
microcapsules to this bone cement increases fracture toughness due to localized plastic 
deformation and crack pinning.4 
GINA M. MILLER 
46 
Experimental design 
Microcapsule preparation 
 To prepare urea-formaldehyde (UF) microcapsules filled with DCPD, 50 mL of 2.5 wt% 
poly(ethylene-co-malaic anhydride) is added to 200 mL of deionized water.  The reaction 
mixture is stirred at 550 rpm, and urea, ammonium chloride, and resorcinol are added to the 
mixture.  Using NaOH the pH of the reaction mixture is adjusted to be between 3.6 and 3.8.  
Using HCL, the reaction mixture pH is brought down to 3.5.  Octanol is added to eliminate 
bubbles.  Finally, DCPD and formaldehyde are added to the solution and the temperature is 
raised to 55°C.  After four hours, microcapsules are vacuum filtered and washed with water.  To 
complete the manufacturing process they are air dried and sifted. 
Specimen geometry 
 Tapered double cantilevered beam (TDCB) specimens were utilized (Figure 1).  The 
TDCB geometry developed by Mostovoy et al.5 allows for the determination of fracture 
toughness, 
 β
mPK CC 2I = , (1) 
independent of the crack length limited region, where PC is the critical fracture load and m and β  are geometric terms.  The value β  is dependent on widths bn and b.  The value m is 
theoretically determined by the relation 
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where a is the crack length and )(ah  is the specimen height profile.  The value m can also be 
determined experimentally using the Irwin–Kies6 method, 
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where C is compliance and E is Young’s modulus.[3] 
 Due to the expense and workability of bone cement, a localized TDCB geometry was 
used (Figure 2).  In this configuration the localized region where the crack develops consists of 
commercial bone cement while the remainder of the sample consists of an epoxy resin matrix. 
Specimen manufacture 
 Several sets of localized TDCB specimens consisting of EPON® 828 epoxy resin and 
Ancamine® DETA curing agent were manufactured and tested to failure.  To ensure proper 
manufacturing technique, experimental fracture toughness was then compared with past 
researchers’ data to determine uniformity.  A set consisting of three epoxy resin specimens with 
20% by weight of 180 µm microcapsules in the localized section was manufactured. 
 Two-piece silicon rubber molds were cleaned and prepared with a releasing agent.  A 
silicon rubber spacer, rectangular in shape measuring approximately 9.5 cm x 1 cm x 7 mm was 
placed in the center section of the mold where the crack plane is located.  To mix the epoxy, 12 g 
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of Ancamine® DETA curing agent was added to 100 g of EPON® 828 epoxy resin and hand 
mixed with a wooden stick until the mixture was homogeneous.  The mixture was degassed for 
approximately 10 minutes.  After degassing, the mixture was poured into three complete molds 
and placed in an oven at 30°C for 24 hours.  The silicon rubber spacer was then removed from 
each specimen.  The molds and specimens were prepared, and the empty center section was 
filled with an EPON® 828/DETA mixture in which 20% by weight of 180 µm microcapsules 
were added.  The specimens were cured at room temperature for 24 hours followed by 24 hours 
in an oven at 30°C.  Using the same manufacturing technique, two sets consisting of five 
specimens each with 5% and 10% by weight of 180 µm microcapsules in the localized section 
were prepared.  Specimens were precracked and tested to failure.  
 
  
Fig. 1.  Tapered double cantilevered beam geometry3 
(all measurements mm). 
Fig. 2.  Tapered double cantilevered 
beam geometry (sketch). 
 The bone cement Surgical Simplex™ P, manufactured by Stryker Orthopaedics, was used 
to create several localized TDCB specimens.  The TDCB specimens were composed of EPON® 
828 resin and DETA for the outer region and Surgical Simplex™ P in the localized region.  To 
create each localized region of bone cement, 4 mL of liquid monomer at 0°C was added to 8 g of 
the polymer powder and hand mixed for 30 seconds.  Due to the short working time of Surgical 
Simplex™ P, the mixture was poured and then manually administered to the localized region.  
After curing in an oven for 24 hours at 30°C, specimens were precracked and tested to failure. 
Preliminary results 
Epoxy specimens 
 Using pin loading, specimens were tested until failure.  Critical load was measured and 
the fracture toughness was determined from Eqn. (1).  These values were compared with those 
experimentally determined by previous researchers.As determined by Brown et al.3, fracture 
toughness is a function of microcapsule concentration, as can be seen in Fig. 3.  Fracture 
toughness for samples with 5 wt%, 10 wt% and 20 wt% concentration of microcapsules is seen 
in Table 1.  Experimental data are within reasonable agreement with previous researchers’ data, 
ensuring consistent manufacturing technique. 
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Capsule Concentration (wt%)
Virgin
Healed
Fracture toughness (MPa·m1/2) 
180 µm Microcapsules 
Sample 5 wt% 10 wt% 20 wt%
A 0.72 1.07 1.11 
B * 1.05 1.09 
C 0.84 ** 1.370 
D 0.92 0.71 — 
E 1.07 1.37 — 
Ave: 0.89 1.05 1.19 
* Improper Loading 
**Sample broke during preparation  
Fig. 3.  Influence of microcapsule concentration 
on fracture toughness of 180 µm microcapsules.3 
Table 1.  Experimental fracture 
toughness. 
 
Bone cement specimens 
 Several samples consisting of EPON® 828 resin and DETA for the outer region and 
Surgical Simplex™ P in the localized region were manufactured and tested to failure.  The first 
sample was created with the standard localized tapered double-cantilevered beam geometry as 
seen in Figure 3.  When tested, instead of fracture occurring throughout the center of the 
specimen, the localized section debonded from the outer region.  Failure occurred at the 
epoxy/bone cement interface.  Another specimen was created using the same geometry, but the 
interface was sanded using 400 grit sandpaper to attempt to create a better mechanical interface.  
When tested debonding at the epoxy/bone interface again occurred.  Two additional localized 
geometries were created (Figs. 4 and 5).  Instead of being rectangular in shape, one has a 
rectangular key pattern and the other a triangular key pattern.  These were designed to create a 
better mechanical interface and to prevent delaminating at the interface.  These samples 
exhibited the same behavior as debonding at the interface occurred. 
  
Fig. 4.  Alternate localized section geometry. Fig. 5.  Alternate localized section geometry. 
 Rather then using EPON® 828 resin and DETA for the outer region of the TDCB sample, 
PMMA could be used.  The debonding at the epoxy/bone cement interface shows that the 
epoxy/bone cement system is not ideal.  Using PMMA, the base material for bone cement, for 
the outer region could prove to be a better match and prevent debonding. 
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Conclusions 
 Application of existing self-healing techniques to bone cement may prove to extend the 
life of orthopedic implants.  Preliminary testing with bone cement samples resulted in debonding 
at the epoxy/bone cement interface.  Future work includes the investigation of PMMA as an 
alternative to epoxy for the outer region of the TDCB specimen.  Future work also includes 
manufacture of localized tapered double-cantilevered beam specimens with a variety of 
microcapsule size and microcapsule concentrations.  The effects of diameter size and 
concentration of microcapsules should be analyzed individually and then in the self-contained, in 
situ system.  
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 We present experimental measurements on the punching of elastic polyether 
polyurethane foam specimens with a wedge-shaped punch.  These measurements show 
that the mechanical response is linear up to a penetration of the punch of about 40% of 
the height of the specimen.  To explain this surprising result, we study the cells of the 
foam and conclude that these cells are bistable elastic structures, and, therefore, that in 
our experiments the strain field in the foams must consist of a high-strain region close to 
the tip of the punch and a low-strain region far from the tip, the regions being separated 
by a sharp interface.  By studying the self-similar growth of the interface during an 
experiment, we predict a linear response within the self-similar regime, in accord with the 
experimental measurements.  We then apply the same theory to the case of a conical 
punch, predict a quadratic response within the self-similar regime, and verify our 
prediction by performing experiments with a conical punch.  We conclude that in the 
self-similar regime the mechanical response depends only on the dimensionality of the 
punch: for a two-dimensional, wedge-shaped punch the response is linear whereas for a 
three-dimensional, conical punch the response is quadratic. 
Introduction 
 Polymeric elastic foams are light cellular materials used in many applications.1  In this 
paper, we study a specific type of polymeric elastic foam, namely polyether polyurethane foams.  
These foams are used in packaging, for example, to protect merchandise in shipping, transport-
ing, and handling.  Polyether polyurethane foams are also used in car seats to provide comfort 
and safety to car occupants.  In these applications and many similar ones, the purpose of the 
foam is to react to outside forces that impinge on the foam.  For example, when a car occupant is 
seated in a car, his legs, back, and buttocks impinge on the foam of the seat.  In this example, the 
occupant’s legs and back may be thought of as cylindrical punches, and the buttocks as spherical 
punches.  Thus, it is of interest to determine what happens when a punch penetrates an elastic 
foam, and how the foam reacts mechanically.  Here we investigate experimentally the 
mechanical behavior of polyether polyurethane foams being penetrated by a rigid punch (i.e., a 
punch made of a material that is much stiffer than the foams).  We use two types of punch of 
simple geometry: a wedge-shaped punch and a conical punch.  We also perform a theoretical 
analysis of the experiments and show the predictions to be in good agreement with the 
experimental measurements. 
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Experimental setup 
 Figure 1 shows the experimental setup.  The setup consists of an ATS testing machine 
that is used to drive the punch into the foam specimen at a fixed, constant velocity.  During an 
experiment, the punch is attached to a load cell whose signal is fed to a computer running the 
LabVIEW software.  This software computes the force (by multiplying the signal from the load 
cell by a calibration constant) and the penetration of the punch (by multiplying the fixed velocity 
of the punch by the elapsed time since the punch first came into contact with the foam).  After 
performing these computations, the software displays the force versus the penetration in 
graphical form on the screen of the computer and in real time.  To obtain photographs of the 
specimen being penetrated by the punch during the experiment, we use a high-resolution digital 
camera attached to a frame grabber mounted on the same computer. 
 
Fig. 1.  Photograph of the experimental setup showing the ATS testing machine, 
the wedge-shaped punch, the load cell (the dark cylinder immediately above the punch), 
the foam specimen, and the computer running the LabVIEW software. 
 In our experiments we use cubic specimens of side 10 cm.  The specimens are made of 
polyether polyurethane foams of three different apparent densities: 51.6, 57.7, and 80.2 kg/m3.  
(These foams are known to the manufacturer, General Plastics of Tacoma, Wash., by the codes 
EF-4003, EF-4004, EF-4005, respectively).  In all cases we align the (vertical) axis of the punch 
with the rise direction of the foam.  (Note on the rise direction: Polymetric foams are 
manufactured by promoting the growth of numerous gas bubbles within a solid or liquid layer of 
polymer.  As a result of the growth of these bubbles, the layer expands anisotropically, mostly 
along the direction normal to the midplane of the layer.  This direction is the rise direction.  The 
rise direction of the foam is an axis of transverse anisotropy.) 
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Experiments with a wedge-shaped punch 
 Figure 2 shows a picture of the wedge-shaped punch penetrating the foam specimen in 
one of these experiments.  In the picture, the tip of the punch has penetrated through about 25% 
of the height of the specimen (or 2.5 cm).  From the picture, it is apparent that large strains and 
rotations must develop in the foam during these experiments, especially in a vicinity of the tip of 
the punch. 
 
Fig. 2.  Experiment with a wedge-shaped punch. 
 Figure 3 shows plots of the force versus the penetration for the three foams tested with 
the wedge-shaped punch.  It is seen from these plots that the larger the apparent density of the 
foam, the larger the punching force for any given penetration.  The plots of Fig. 3 reveal a 
striking feature of the mechanical response of the foams: the force varies linearly with the 
penetration up to a penetration of about 40% of the height of the specimen; then, there is a 
sudden change, and the mechanical response becomes nonlinear.  Because of the constitutive 
nonlinearities and the large strains and rotations that develop during the experiment, the observed 
linear mechanical response over a broad range of penetrations would seem unimaginable.  How 
to explain it?  To answer this question, in the following section we turn to a theoretical analysis 
of the experiments. 
Strain fields and the mechanical behavior of foam cells 
 Consider once more the picture of Fig. 2, which shows the wedge-shaped punch 
penetrating a foam specimen.  Close to the tip of the punch, the strain in the foam is high; far 
from the tip, it is low.  Now we might expect a smooth transition form the high strain that 
prevails close to the tip to the low strain that prevails far from the tip.  Figure 4 illustrates this 
expectation in a graphical form. 
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Fig. 3. Plots of the force vs. the penetration displacement 
measured in three experiments with the wedge-shaped punch. 
The three experiments correspond to foams of different 
apparent densities (EF-4003, EF-4004, and EF-4005). 
For comparison, the height of the specimen is 10 cm. 
High Strain
Low Strain
Punch
Smooth Transition
 
Fig. 4.  Schematic of a strain field with a smooth transition 
from a high strain close to the tip of the punch to a low strain far from the tip. 
 Implicit in the expectation illustrated in Fig. 4 is the assumption that the foam may be 
locally subjected to any value of strain.  Yet this is not the case.  In fact, polyether polyurethane 
foams (at least foams of low apparent density) have preferred values of strain.2  These foams 
may be locally subjected to a low value of strain or a high value of strain, but not to intermediate 
values of strain.  The reason for this behavior must be found in the microstructure of the foams.  
A polyether polyurethane foam consists of a more or less regular array of cells, where each cell 
consists of a number of slender bars of similar length and cross section (Figs. 5a and b).  
Figure 5c shows an idealized version of this array of cells.2  Now the cells of a foam subjected to 
a compressive strain act structurally as slender, shallow arches.  When a load is applied to a 
slender, shallow arch, the deformation of the arch increases smoothly as the load is increased, but 
only up to a certain limit load.  Then, if the load is increased beyond the limit load, the 
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deformation of the arch jumps discontinuously to a much higher level.  This mechanical 
phenomenon, called “snap-through buckling” by structural engineers, implies that foams have 
two preferred values of strain: a low value of strain associated with the configuration of the cells 
before snap-through buckling (Fig. 5c) and a large value of strain associated with the 
configuration of the cells after snap-through buckling (Fig. 5d).  Because they undergo snap-
through buckling when compressed, the cells of foams may be termed bi-stable elastic structures.  
Even though we may be unaware of it, bi-stable elastic structures are frequently encountered in 
everyday life.  For example, the cap of a shampoo bottle is a bi-stable elastic structure: the cap is 
always either closed (as in Fig. 5e, which should be compared with Fig 5c) or open (as in Fig. 5f, 
which should be compared with Fig. 5d), but not partially open or partially closed. 
 
Fig. 5.  Microphotographs of an array of cells in a polyether polyurethane foam. 
In (a) the rise direction is perpendicular to the plane of the photograph, 
and in (b) the rise direction is parallel to the vertical direction of the photograph. 
(c) An idealized array of cells.  (d) The idealized array of cells after snap-through buckling. 
The cap of a shampoo bottle and a foam cell are examples of bi-stable elastic structures: 
(e) closed cap and (f) open cap. 
 In view of the considerations of the previous paragraph, we must revise the expected 
distribution of strains illustrated in Fig. 4, in which we had a smooth transition from the high 
strain that prevails close to the tip to the low strain that prevails far from the tip.  Figure 6a 
illustrates the revised distribution of strains.  Close to the tip of the punch, the strain in the foam 
is still high; far from the tip, it is still low.  However, the transition from the high strain close to 
the tip to the low strain far from the tip is not a smooth transition.  Instead, there is a high-strain 
region and there is a low-strain region, and the interface between these regions is sharp.  Across 
the sharp interface that separates the high-strain region from the low-strain region, the strain 
jumps from one preferred value of strain to the other preferred value of strain.  
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The self-similar regime 
 Let us now discuss how the sharp interface evolves during an experiment with a wedge-
shaped punch.  For simplicity, we assume that the sharp interface is a semi-cylinder of radius R, 
as shown in Fig. 6(a).  As the penetration increases, we expect that R should increase too 
(Fig. 6(b)).  Since there is no characteristic length in the wedge-shaped punch, the only 
prevailing lengthscale is the penetration d.  Thus the radius R of the sharp interface must be 
proportional to the penetration d of the punch, as illustrated in Fig. 6.  As the penetration 
increases during the test, the radius of the sharp interface increases in direct proportion to the 
penetration.  This we call the self-similar regime, because in this regime the sharp interface 
remains similar to itself (it is always a semi-cylinder).  The self-similar regime prevails until the 
sharp interface reaches the bottom of the specimen.  After the sharp interface has reached the 
bottom of the specimen, a new length scale, provided by the height of the specimen, comes into 
play.  Then, the sharp interface need not (and will not) continue to be a semi-cylinder, the self-
similar regime comes to an end, and the mechanical response may undergo a sudden change.  We 
recall that Fig. 3 did display a sudden change in mechanical response for a penetration of about 
40% of the height of the specimen; we may now ascribe the observed change in mechanical 
response to the end of the self-similar regime.  We may also estimate the higher preferred strain 
to be close to 0.4. 
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Figure 6.  (a) Schematic of a strain field with a sharp transition 
from a high strain close to the tip of the punch to a low strain far from the tip. 
The penetration displacement is d and the radius of the sharp interface is R. 
(b) As the penetration increases, the radius of the sharp interface 
increases proportionally.  This is the self-similar regime. 
 We now turn to a discussion of how the punching force varies within the self-similar 
regime.  We seek to establish that within the self-similar regime the punching force is 
proportional to the surface area of the sharp interface.  Even though it is possible to prove this 
rigorously, here we offer only a highly simplified and intuitive plausibility argument, as follows.  
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Consider a point on the sharp interface at any time within the self-similar regime.  There is a 
foam cell on one side of the interface and a foam cell on the other side.  One of these cells has 
already undergone snap-through buckling, whereas the other has not.  Because the cells must be 
in equilibrium with one another, they must both be subjected to a same stress, which we may call 
the interface stress.  Now if both cells are subjected to the same interface stress, but one cell has 
buckled and the other one has not, then it must be that the interface stress is the buckling stress, 
which corresponds to the limit load at which the cells undergo snap-through buckling.  Given 
that the limit load is strictly a property of the cells, and therefore the buckling stress strictly a 
property of the foam, it follows that the interface stress cannot depend on the radius of the sharp 
interface.  Thus we conclude that the interface stress at any point on the sharp interface is 
independent of the radius of the sharp interface within the self-similar regime. 
 Consider now the punching force.  The punching force can be obtained as an integral of 
the interface stress over the entire surface of the sharp interface.  Because the interface stress 
does not depend on the radius of the sharp interface, this integral, and therefore the punching 
force, must be proportional to the surface area of the sharp interface.  In conclusion, we have 
established that within the self-similar regime the punching force is proportional to the surface 
area of the sharp interface.  In the next paragraph, we apply this result to the special case of a 
wedge-shaped punch. 
 In the case of a wedge-shaped punch in the self-similar regime, the sharp interface is a 
semi-cylinder, whose surface area is proportional to the radius R.  Since R is in turn proportional 
to the penetration, it follows that the punching force is proportional to the penetration (in the 
self-similar regime).  This is precisely the mechanical response observed experimentally (Fig. 3). 
Experiments with a conical punch 
 Consider now an experiment with a conical punch.  The theory developed for the 
experiment with the wedge-shaped punch should also be applicable to this experiment.  In the 
self-similar regime, the sharp interface is now a semi-sphere, whose surface area is proportional 
to 2R .  Since R is in turn proportional to the penetration, it follows that the punching force 
should be proportional to 2d  (in the self-similar regime).  This is our prediction for an experi-
ment with a conical punch. 
 To verify our prediction, we perform experiments with a conical punch (Fig. 7).  Figure 8 
shows plots of the force versus the penetration for the three foams tested with the conical punch.  
Just as it was the case in the experiments with the wedge-shaped punch, there is a sudden change 
in the mechanical response for a penetration of about 50% of the height of the specimen.  
Figure 8(b) shows the same plots of Fig. 8(a), but in the log-log scale.  The plots of Fig. 8(b) are 
linear of slope 2 up to a penetration of about 5 cm, indicating that the punching force is 
proportional to 2d  in the self-similar regime, in accord with our prediction. 
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Fig. 7.  Experiment with a conical punch. 
(a) Linear scale (b) Log–log scale 
Fig. 8. Plots of the force vs. the penetration displacement measured in three experiments with the 
conical punch.  The three experiments correspond to foams of different apparent densities 
(EF-4003, EF-4004, and EF-4005).  For comparison, the height of the specimen is 10 cm. 
Conclusions 
 The surprising mechanical response observed in experiments with wedge-shaped and 
conical punches may be traced to the behavior of the basic microstructural components of a 
polyether polyurethane foam: the foam cells.  Because the foam cells are bistable elastic 
structures, the foam has two preferred values of strain, and the strain field consists of a high-
strain region and a low-strain region separated by a sharp interface.  The strain jumps from one 
preferred value of strain to the other preferred value of strain across the sharp interface.  As the 
penetration of the punch increases during an experiment, the preferred values of strain do not 
change (since they are strictly properties of the foams); therefore, for the strain field to 
accommodate the increasing penetration, the interface must expand.  For lack of a characteristic 
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length other that the penetration, the sharp interface must expand in a self-similar manner and in 
direct proportion to the penetration, in what we have termed the self-similar regime.  The 
geometrical simplicity of the self-similar regime makes the punching experiments unexpectedly 
amenable to analytical treatment.  The analysis indicates that the mechanical response depends 
only on the dimensionality of the punch.  For a two-dimensional wedge-shaped punch, the 
response is linear, whereas for a three-dimensional conical punch, the response is quadratic.  
These straightforward predictions are in accord with the experimental results. 
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 The implementation of microvascular systems for microscale cooling purposes 
has generated a significant amount of research in recent years.  A method for fabricating 
microvascular systems using direct-write assembly has been developed.  The method 
involves the creation of networks using a fugitive ink, infiltration of networks with an 
epoxy resin, and evacuation of the fugitive ink, leaving fully developed microvascular 
networks.  The possible application of microvascular systems fabricated using the direct-
write method is investigated for microscale cooling purposes.  Once created, the networks 
are infiltrated with a fluid that exhibits suitable thermal conductivity and significant 
density change with change in temperature.  The networks are sealed off using a light-
sensitive polymer.  It is hypothesized that when heated, temperature gradients across the 
network will cause the thermally conductive fluid to circulate.  Fluid will transfer excess 
heat away from the heated surface, and disperse it into the environment.  This process is 
beneficial because it does not require external pumping for heat dispersion. 
Introduction 
 The application of microvascular systems to cooling on a microscopic scale has been a 
widely researched topic in recent years.  The overwhelming majority of research associated with 
micro-cooling techniques seems to focus on the cooling of electronics.  Increase in micro-
processor speed leads to an increase in heat generation by the processor.  Heat generation can 
result in a high temperature density across the chip surface that can severely inhibit processor 
performance and cause residual damage to the processor.  Moreover, size reduction of electronic 
components places critical restrictions on conventional microprocessor cooling techniques.  
Microvascular systems offer a new compact method for cooling of such electronic components.  
Heat can be absorbed into a microvascular network by conduction.  By forcing fluid circulation 
through microchannels within the network, heat can be transferred away from its source and 
dispersed into the environment.  High surface-area-to-volume ratio, low thermal resistance, and 
small coolant volume make microvascular systems a viable option for convective cooling.1 
 Several current research projects have focused on the use of two-dimensional 
microchannels for heat dissipation.  Wang and Peng experimented with single phase forced-
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convection heat transfer characteristics through rectangular cross-sectioned microchannels.2 
They hypothesized that the heat transfer coefficient for a laminar flow through microchannels 
may be higher than that of turbulent flow through normal-sized channels.  Their results indicated 
that heat flow through microchannels, whether turbulent or laminar, is highly irregular and 
complicated.  Heat transition characteristics on the microscale are highly dependent on liquid 
temperature, velocity, and microchannel diameter.  Peng and Peterson researched single-phase 
forced-convection heat transfer and flow characteristics of water in microchannels with 
rectangular cross sections.3  They attempted to determine the effects that geometric configuration 
has on flow and heat transfer in microchannel structures.  The results of their experiment showed 
that channel shape plays a negligible role for laminar and turbulent conditions at microscopic 
hydraulic radii.  Results also indicated that convective heat transfer of the network’s center 
channels is a function of the distance between channels. 
 One drawback of microvascular networks has been the loss of pressure due to small 
hydraulic diameter of microchannels.1  Loss of pressure requires advanced pumping techniques 
in order to sustain fluid motion for convection.  All previous experiments have relied on external 
pumping mechanisms to maintain flow through the microchannels.  External devices conflict 
with small size limitations imposed on cooling systems.  Sert and Beskok produced numerical 
analysis of an oscillating-flow-forced convection system used for heat spreading on a micro-
scopic scale.1  The theoretical apparatus involved two reservoirs connected by microchannels 
running beneath a heat source.  When electrostatically or piezoelectically activated, the 
membranes of each reservoir would expand and contract in a sinusoidal fashion, causing fluid to 
flow between the reservoirs.  Heat was collected from the heat source via convection through the 
microchannels and dispersed into the environment through the walls of the reservoirs. 
   
Fig. 1.  Microvascular system design along with a specimen 
created using direct-write assembly. 
 Recent research has focused on the direct-write assembly of three-dimensional 
microvascular systems.4  This method begins with the robotically controlled deposition of a 
fugitive ink on a two-dimensional plane.  A three-dimensional network is created when several 
layers of fugitive ink are stacked on top of one another.  After deposition, the network is 
infiltrated with an epoxy resin and allowed to cure for 24 hours.  Once the resin is cured, the 
fugitive ink is removed from the system, leaving empty channels where the original network was 
located.  The final product is a three-dimensional network with pervasive, interconnected 
cylindrical microchannels.  The microvascular system design along with a microvascular system 
fabricated using the direct-write method are shown in Figure 1.  Previously, networks created by 
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direct-write assembly have been utilized in fluid mixing on a microscopic scale and autonomic 
self-healing materials. 
 Another possible application for three-dimensional microvascular systems is microscale 
cooling.  The proposed system would be created using direct-write assembly, and then filled with 
a fluid that exhibits density change with heat addition.  Once filled, the network would be sealed 
off using photopolymerization.  When applied to a heat source, the system will begin to conduct 
heat through its wall and into the fluid.  When fluid is exposed to heating, the fluid will begin to 
expand away from the heat source, causing circulation within the system.  As the heated fluid 
moves away from the heat source, it disperses heat into the environment.  The system will 
continue to disperse heat using convection through the circulating fluid. 
 The current research project involves the examination of three-dimensional microvascular 
systems for microscale cooling.  The goal of the project is to test the thermal capabilities of a 
microvascular system created using direct-write assembly.  In addition, the flow within the 
network will be examined. 
Experimental setup 
 The proposed experiment involves two aspects: the testing of the thermal capabilities of a 
microvascular system and the analysis of flow within the system during constant disproportional 
heating. 
 The microvascular system’s thermal capabilities will be examined and compared with 
several controlled scenarios.  Prior to testing of the experimental network, three control 
experiments will be performed.  The control experiments involve a solid cube of epoxy resin 
with dimensions equal to those of the experimental system, an empty microvascular system, and 
a microvascular system containing fluid characteristically unresponsive to heating.  Each control 
system will be placed on top of a constant-temperature heat source where the temperature of the 
heated surfaces will be compared with the temperature of the surfaces exposed to the 
environment.  Finally, the experimental network will be placed under similar conditions.  The 
temperature across the network will be monitored.  The temperature variation across the 
experimental network will be compared with the temperature variation across the controlled 
setups to determine cooling efficiency. 
 Each network’s bottom surface will be exposed to a constant temperature heat source in 
order to monitor flow and temperature variation.  Heat will be provided using a SpotIR model 
4085 heater (Research Inc., Eden Prairie, Minn.).  This heater uses infrared energy to heat areas 
with small diameters (6.4 mm).  The temperature of heating should not exceed the boiling point 
of the fluid inside the network or the melting point of the epoxy used to construct the system.  
The system will be kept at a constant temperature using proportional-integral-derivative (PID) 
controlling. 
 Thermocouples will be utilized for both controlling the temperature as well as monitoring 
temperature variations across the networks.  One thermocouple will be responsible for PID 
control of the heat source.  Additional thermocouples will be adhered to the surface of the 
networks in order to collect surface temperature data across the network.  Both controlling and 
temperature analysis will be conducted using LabVIEW software (National Instruments Corp.). 
 In a separate experiment, a camera will be utilized to observe flow within the system.  
The experimental network will be filled with the thermally conductive fluid containing flow 
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visualization particles.  These particles will be microcapsules filled with a thermochromatic dye 
for easy observation.  Particles range in size from 2 to 10 µm.  An Edmund Smith zoom 
microscope will be fitted with a charge-coupled device (CCD) camera in order to track particle 
movement in flow.  A diagram of the setup is displayed in Figure 2. 
CCD camera
Zoom microscope
Parabolic heater
Specimen
 
Fig. 2.  Experimental setup for testing of microscale cooling. 
Microvascular system design 
 Networks are designed using IlliniCAD© software and created using a robotically 
controlled depositor.  Networks are designed as rectangular parallelepipeds with dimensions 20 
mm in length and in width and approximately 15 mm in height.  Microchannels within the 
network are on the order of 200 µm in diameter.  Previous experimentation indicated that actual 
microchannel diameter varies by about 8 µm.4  An example of a system’s microchannels is 
displayed in Figure 3.  Each layer of the network is created in a horizontal plane and stacked 
vertically on top of the previous layer.  Layers are stacked by approximately 85% of their height 
to insure contact between channels.  Each layer consists of parallel rows of ink distributed with a 
4:1 ratio with approximately 25 rows per layer.  Consecutive layers are positioned perpendicular 
to one another.  Every other layer is offset in the horizontal plane by 400 µm.  A diagram of the 
network design is displayed in Figure 4.  Due to the imposed size restrictions, networks have 
approximately 100 layers. 
 Networks are infiltrated with an epoxy resin for curing.  The microvascular systems used 
in the current experiment are infiltrated with EPON 828 epoxy resin (Shell Chemical) as well as 
EPI-CURE 3274, which serves as a curing agent.  Previous experimenters found these polymers 
to be optically clear and of relatively low viscosity prior to curing.  Once networks are cured, the 
systems will be cut to size and polished to exact dimensions. 
 Consistent network design is imperative for reliable data acquisition.  The same structural 
pattern is used to create all three networks used for testing.  All networks undergo the same 
fabrication process and are subjected to identical experimental conditions.  In all, three networks 
are created for use in the experiment.  The systems are sealed off on all sides using a photo-
polymerization technique.  A small section is left for fluid to be injected into the system.  The 
first system is left vacant of fluid.  The second system is filled with a fluid that is resistant to 
density change while under heating.  The third system is the experimental system consisting of a 
fluid that will change density with heat addition and that optically expresses temperature change. 
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Fig. 3.  Microchannels embedded within a microvascular network (scale bar: 200 µm). 
800 µm
200 µm
 
Fig. 4.  Diagram of network structural design. 
Conclusion 
 Microvascular systems created using direct-write assembly are currently being considered 
for use in microscale cooling techniques.  The direct-write method used for fabrication of three 
dimensional microvascular systems has previously been researched.  An appropriate network 
design has been created for the purpose of micrscale cooling, and networks for the experiment 
are being fabricated.  Flow visualization particles for use during flow tracking are being 
examined.  Techniques for proper fluid infiltration as well as photopolymerization are also being 
considered.  Theoretically, when networks are exposed to disproportional heating, a temperature 
gradient will be created across the network that will in turn cause the fluid inside to begin to 
circulate.  Fluid circulation will transfer heat from the heated surface by convection and disperse 
heat into the environment.  Actual system efficiency will be monitored using thermocouples.  
Microvascular flow within the system will also be examined using flow tracking particles. 
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 Solid–liquid interactions on the atomic level are not well-known phenomena.  
There are many factors involved in these processes.  This study focuses on the attractive 
force between the solid and liquid atoms due to the Lennard–Jones (LJ) pair potential.  
The LJ atoms are easy to simulate, and the atoms’ properties are well known.  We will be 
using LJ atoms for all types of atoms (solid, liquid, and vapor).  The difference between 
the types of atoms will be due to the mass and the energy.  We will apply uniform body 
force on liquid to create flow over the solid wall.  The interaction of liquid and solid at 
the phase boundary are studied.  The interest in this particular phenomenon was inspired 
by a study on evaporating menisci by Prof. Jonathan B. Freund.  A layer of liquid atoms 
near the solid wall was frozen due to strong attraction force.  This frozen behavior was an 
unknown phenomenon.  The flow on the atomistic level between two solid walls has been 
studied, but results on a solid wall and vapor in equilibrium have not been reported. 
Background 
 The LJ pair potential formula is 
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respectively.  This formula will be used to find the force between atoms.  The force is derived by 
using the relation, 
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where jiij XXX −= .  The force will be truncated at 2.5 sigma to conserve the computation 
time, and shifted by the value of cutoff cr , 
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to remove the discontinuity at the cutoff.  The force calculation is the most time-intensive 
algorithm in this simulation.  The time integration of motion requires that we calculate the force 
twice each time step.   
 The velocity–Verlet algorithm is 
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where nii
n
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n
i mt fvx  and ,,,,
1 ∆+  represent position of an atom, length of time elapsed, velocity of an 
atom, mass of an atom, and the force on the atom, respectively.  As we can see, equation (5) 
requires two force values.  First, we will calculate the position of atoms due to initial position, 
velocity, and the calculated forces based on initial positions.  The new position is then used to 
calculate 1+nif .  Finally, we calculate the new velocity.  This is a single time-step cycle, and the 
calculations involved are very time-intensive due to calculating the force for every atom. 
 We are using two efficiency algorithms called the cell-list and the neighbor-list to reduce 
the computation time even more.  The cell-list divides the simulation into cells with dimensions 
of cr , as shown in Fig. 1. 
rc
rc
 
Fig. 1.  The cell-list. 
 The cell-list records the cell that atoms belong according to their positions.  Once that has 
been accomplished, the force has to be calculated only within the cell and its neighboring cells.  
All other cells are out of the range (cutoff).  The neighbor-list uses this list to generate the atom’s 
neighbors.  For example, if we are calculating the first atom, we will be looking at all atoms that 
are within its range.  We first look at what cell it belongs to and the neighboring cells.  We then 
calculate the actual distance between the first atom and all other atoms that are found in that 
selected area.  The first atom neighbor-list is generated by linking all selected atoms that are 
within the cutoff range.  The force algorithm then calculates only the list that is linked to that 
particular atom.  The burden of selection process is no longer on force but on the cell-list and 
neighbor-list algorithms.  This process speeds up the computation considerably, especially if the 
number of atoms being simulated is in range of thousands or more. 
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 An Andersen thermostat is used to control the simulation’s temperature.  The algorithm 
randomly selects atoms based on a selected value of probability.  It then assigns the atoms 
velocities based on the Maxwell–Boltzmann distribution.  This approach is much less intrusive 
than other methods, such as re-scaling velocities.  But since it alters the molecular dynamics 
directly, it is best to control the fluid temperature indirectly by using conduction from the 
Andersen-controlled wall.  Unfortunately, due to lack of time, we were unable to continue past 
this stage in my program. 
 The simulation has limited capabilities so we would need some kind of boundary 
conditions.  Periodic boundaries are chosen for continuity.  The “rebox” algorithm is 
 
where i is the ith atom, and “:” represents dimensions (such as x, y, and z coordinates).  Function 
FLOOR is a Fortran90 function that finds the greatest integer less or equal to its argument.  The 
“Lb” is the length of “box” being simulated.  The “X” denotes the position of the atom. 
 The fact that the box is periodic means there is more than one vector possible between 
two atoms.  Therefore, a code is necessary to ensure that the vectors between atoms are the 
shortest ones possible.  The algorithm  
 
in which “xij” represents the vector between two atoms and NINT is the Fortran90 function that 
finds the nearest integer to its argument.  This algorithm will help ensure that the forces between 
two atoms are represented correctly. 
Simulation 
 Because of the author’s lack of background in molecular dynamics, we decided to start 
with a simple program.  The first program contained only the LJ potential, the velocity–Verlet 
equations, periodic boundaries, and nearest-vector algorithms with two atoms (Fig. 2).  It was 
successfully simulated.  I then was able to add several atoms.  At this phase, all atoms are 
identical.  I was able to implement successfully a solid–liquid relationship by assigning a solid’s 
value of ε  that is ten times larger than the liquid/vapor value.  With this option, I was able to 
simulate various few-atom interactions in different setups.  It was observed that the liquid does 
get trapped by the solid’s force under certain conditions.  It was similar to the concept of escape 
velocity, in which an atom has to have high enough kinetic energy to escape the attractive force. 
 The solid wall was fixed by assigning the value zero to the force and velocity.  In other 
words, regardless of calculations, the solid wall will not move under any force, but will still 
influence the liquid atoms.  When the solid wall is absolutely fixed, it appeared that the liquid is 
less likely to get stuck. 
 The next step was to implement the Andersen thermostat.  I was able to implement the 
random algorithm that assigns the velocities.  Unfortunately, I did not understand the Maxwell–
Boltzmann distribution well enough to control the temperature of the simulation (Fig. 3). 
do i = 1,Number_of_atoms 
   X(i,:) = X(i,:) - FLOOR(X(i,:)/Lb)*Lb 
end do 
xij(:) = X(i,:)-X(j,:) - Lb(:)*NINT((X(i,:)-X(j,:))/Lb(:)) 
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Fig. 2.  Simulation of 2 atoms. 
 
Fig. 3.  Simulation of 30 atoms. 
 I also attempted to write the cell-list and neighbor-list algorithms.  It did not work as I 
expected.  At that phase, I decided to study the phenomenon by modifying Dr. Freund’s program 
that was used in the study of menisci.  I was able to simulate approximately a thousand atoms.  
This model has solid wall, liquid, and vapor atoms.  However, I did not complete the necessary 
steps to create a realistic simulation for boundary solid–liquid interaction study that was derived 
from menisci study (Fig. 4). 
 
Fig. 4.  Simulation of 864 atoms. 
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Conclusion 
 Although I have been successful in generating some numerical solutions, I have not 
advanced far enough to safely reach any conclusions.  I have observed that the atoms get trapped 
by an attractive force.  However, under what exact conditions, I do not know.  Further study is 
required to reach any kind of proper conclusion. 
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 Seeking to understand the time-evolution of a nickel aluminide bonding coat, we 
subjected numerous samples to high temperature for varying lengths of time.  The surface 
became somewhat regular, with grains growing out of an originally polished or amor-
phous surface.  This morphology appears both in SEM photographs and profilometer 
scans. 
Introduction 
 Thermal barrier coatings (TBCs) are widely used in industry to protect engine 
components from high temperature.  These coatings do so by producing a heat gradient between 
the combustion reactions and the engine components.  Coupling the effect of a TBC with active 
cooling systems provides multiple benefits.  As Bose et al.1 note, coated engines can be run at 
higher temperatures (improving performance and efficiency), and components experience less 
creep and crack damage from thermal effects. 
 It is of great industrial value to extend the working lifetime of TBCs.  Downtime for 
repair and maintenance on systems using TBCs is costly both in lost revenue and in the need for 
skilled labor.  Specific parts of engines experience spallation first, and so can require the disman-
tling of the entire assembly as one set of parts loses protection out of sequence with the others. 
While the introduction of TBCs has greatly reduced the frequency of repairs, there is still great 
room for improvement. 
 A TBC consists of four principal layers. The innermost layer is the structural metal. A 
bonding coat (BC) is laid on top of the base metal, ameliorating thermally induced mismatch 
stresses.  As described by Padture et al.,2 a third layer of thermally grown oxide (TGO) grows in 
between the BC and the outermost layer, which is a ceramic.  The ceramic layer provides the 
actual insulating properties of a TBC.  Failure of a TBC occurs due to cracks propagating 
between the TGO and the ceramic layer, causing spallation. 
 In an earlier investigation by Panat3 it was noted that an exposed BC rumples when held 
at high temperature.  It is likely that this phenomenon plays a significant role in TBC failure by 
creating stress in the BC–TGO interface.  The motivation for this project was to investigate the 
time evolution of the rumpling features by exposing samples of BC to high temperature for a 
variety of times.  The principal methods of observation consisted of SEM photography and 
profilometry.  Due to irregular oxidation on platinum aluminide BCs, only nickel aluminide BCs 
were examined. 
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Experimental procedure 
 All sample material originated from a 2 cm ×  5 cm brick coated with nickel aluminide on 
the top and sides.  The bottom side was coated with platinum aluminide.  For testing purposes 
this brick was cut down by the use of a diamond-bit slow saw into 5 mm ×  5 mm cubes.  Some 
of these cubes were polished down to 1 µm via diamond paste abrasive.  Markings were 
scratched into non-critical surfaces to orient the sample. 
 The intent was to heat the sample bricks up to 1200°C and hold them at that temperature 
in a high vacuum for a specified period of time.  To do so, the samples were first cleaned with 
acetone and ethyl alcohol to remove any accidental biological impurities and then placed into a 
quartz tube.  This tube was then hooked up to a two-stage vacuum device.  The primary stage 
consisted of a rotary-pump that could achieve vacuum levels around 310−  torr.  A diffusion 
pump would then continue down to the 610−  torr range.  In earlier experiments, vacuum levels of 
810−  torr were reported using the same apparatus, but this level was later found to be difficult to 
achieve and unnecessary. 
 With a proper vacuum established, the sample would be heated via radiant heat within the 
quartz tube.  The radiation emanated from a symmetrical series of heating elements circling 
around the quartz tube, providing a (presumably) even level of radiation on every face of the 
sample.  An electronic timer would regulate the temperature, and shut off the heating elements 
once a preset time was reached. 
 Once the heating cycle was completed, the quartz tube would be removed from the 
vacuum apparatus, and the sample would be carefully removed from the tube.  Initial 
observations would be made via a stereoscopic light microscope, followed by SEM observations, 
and several profilometer scans. 
Results and discussion 
Stereoscopic observations 
 Stereoscopic observation revealed striking differences in the surface morphology of 
samples.  A clear progression of surface rumpling appeared when samples were lined up in order 
of ascending time spent in the chamber.  Between one and three hours of exposure at 1200°C, 
rumpling would become fully exhibited.  (The one-hour samples exhibited a proto-rumpling 
surface.)  A 25-hour sample showed large clear rumpling features, while those of a ten-hour 
sample were smaller.  The 100-hour samples did not resemble the others in the least, possibly 
due to oxidation.  The preliminary alignment of sample faces was found to have an effect on the 
final surface.  Faces normal to the vertical plane exhibited far clearer rumpling than those 
otherwise aligned. 
Scanning electron microscope observations 
 The difference between a rumpled and an unrumpled surface are particularly obvious 
when observed under an SEM.  Figure 1 illustrates the microscopic surface differences. 
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Figure 1.  (a) 25-hour sample at 300×  magnification; 
(b) 25-hour sample at 3000×  magnification; 
(c) as-deposited sample at 3000×  magnification. 
 Figure 1a exhibits the classic appearance of fully developed rumpling.  The surface 
features have soft contours and large grain sizes (relative to samples heated for shorter periods of 
time).  Figure 1b and 1c exhibit the difference between an as-deposited surface and one that has 
rumpled.  SEM observation also reveals that even after ten hours of exposure, the surface is still 
transitioning towards what is observed on the 25-hour sample.  Figure 2 clearly shows the grains 
found in Figure 1a and 1b forming amid amorphous structures. 
 
Figure 2.  Ten-hour sample at 300×  and 3000×  magnification. 
 The progression from an entirely amorphous as-deposited surface to the orderly grained 
surface of the 25-hour sample is clear in Figure 2.  While both surface types are visible, the 
original surface shows signs of melting.  At three hours the transition is also visible. 
 The initial surface has softened in Figure 3, and proto-grains are visible as semi-circular 
protrusions.  Some crystallization is also present on this surface.  From a macroscopic position 
the surface already resembles a rumpled state. 
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Figure 3.  Three-hour sample at 1000×  magnification. 
 Beginning with the one-hour samples to the 25-hour sample, the evolution of the surface 
is that of one going from amorphous structures to an organized grained surface.  The full 
transition period as illuminated by SEM photography is between 10 and 25 hours.  The large-
scale rumpling visible by light microscope is therefore a larger process than is visible from direct 
top-down SEM photography.  The surface of the 100-hour sample (Figure 4) exhibited a highly 
crystallized surface; as a result, the grains in the 25-hour sample must also be in a transition 
state. 
 
Figure 4.  One-hundred-hour sample at 1000×  magnification. 
 The rumpling typical of the post-one-hour samples fails to appear in the 100-hour sample.  
It seems that the mechanisms at work produce surface morphology beyond those so far explored, 
or that the 100-hour sample became oxidized.  The experimental setup was compromised with 
the partial collapse of the vacuum tube while heating the 100-hour sample, and could have 
become porous to oxygen. 
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Profilometer observations 
 Numerical analysis of the surface evolution was the main focus of this investigation. 
Numerous profiles were made of the various sample surfaces to facilitate this analysis.  Doing so 
revealed indications of surface change visually, and somewhat mathematically.  However, 
Figure 5 illustrates the difficulty in working with this type of data. 
   
(a) 1-hour sample (b) 10-hour sample (c) 100-hour sample 
Figure 5.  Profiles of samples. 
 The three graphs are very similar when viewed along the entire length of the sample. 
Some slight variation in periodicity or amplitude was noted, but was not found to be strongly 
consistent.  Calculating the average absolute value of the first and second derivatives (by simple 
point-to-point approximation of slope) did exhibit an upward trend relative to increasing 
exposure time.  A closer examination of the profiles as in Figure 6 reveals more. 
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(a) 1-hour sample (b) 10-hour sample (c) 100-hour sample 
Figure 6.  Profiles of samples (expanded scale). 
 Figure 6a presents a surface with many features on two scales (about 50 µm and about 
10 µm). Figure 6b has a more regular surface curve without most of the smaller set of features, 
while Figure 6c is both somewhat regular, and has two scales of features (again about 50 µm and 
about 10 µm).  Despite the somewhat suspect nature of the 100-hour sample, the trend up to 25 
hours is consistent.  (The ten-hour sample is smoother than the one-hour sample, but rougher 
than the 25-hour sample.) 
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Conclusions 
 Nickel aluminide BC surfaces evolve when exposed to high temperature for long lengths 
of time.  In the period between one and three hours, they develop a wavy surface characteristic.  
On a smaller scale, grains grow between one and 25 hours of exposure.  Profilometry scans 
reveal the initial softening of the surface and the more distinct surface aberrations found later.  
Additionally, the orientation of the sample in the heating chamber affected the progress of the 
surface evolution.  This result implies either that a difference in exposure to the heater existed, or 
more likely that the orientation of internal stress is a factor.  It would be valuable to examine 
whether there is a difference in temperature between the faces.  Performing Fourier transforma-
tions on the profilometer data would indicate any periodicity or regularity in the surface 
morphology.  Investigation of the diffusion of elements within the BC during the surface 
evolution might help explain what is feeding the surface evolution.  Finally, a method of 
determining the surface stress and strain would go far towards correlating the current data and its 
relevance to the TBC delamination problem. 
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 The micromechanics of dewetting in solid propellant materials is analyzed at a 
unit cell.  The energetics of particle decohesion is established by accounting for the 
viscoelastic response of the polymeric binder.  With the use of finite-element calcula-
tions, the critical hydrostatic stress for dewetting is calculated as a function of the loading 
rate, particle size, and particle–binder interfacial energy. 
1. Introduction 
 A solid propellant is a three-phase composite material consisting of metal fuel particles 
(e.g. aluminum), oxidizer particles (e.g. ammonium perchlorate), and a polymeric binder (Fig. 1).  
The overall constitutive response of a solid propellant is extremely complex due to the differing 
constitutive responses of the particle and binder phases.  The behavior of the binder is linearly 
viscoelastic whereas the behavior of the particles is linearly elastic.  In addition, straining of a 
solid propellant may bring about decohesion along the particle–binder interface, a phenomenon 
known as dewetting.  Dewetting complicates the overall constitutive response of the material 
even further as it may result in the formation of voids from which shearing instabilities may 
initiate.  Development of a dewetting criterion is vital to the overall description of the 
constitutive response of solid propellants.  Such a criterion can be used in conjunction with 
rigorous homogenization theory to establish the effective response of the propellant by 
Oxidizer particle
Void
 
 
 
  
 
 
 
 
Fuel particle
Binder
 
Fig. 1.  Typical solid propellant microstruture.  
Voids can form by dewetting at oxidizer particles. 
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accounting for the evolution of its microstructure.  Previous attempts (Anderson and Farris, 
1988) to establish dewetting criteria are based on a linearly elastic analysis of the binder, these 
criteria are unrealistic because they do not account for the viscous component of the binder’s 
response. 
 The purpose of the present work is to analyze the phenomenon of dewetting by properly 
treating the binder as linearly viscoelastic.  The energetics of dewetting is analyzed first for the 
case of linearly elastic constituents, and then the analysis is extended to the case of a linearly 
viscoelastic binder. 
2. The unit cell: Energetics of dewetting 
 The particles in the solid propellant are assumed to be arranged periodically; the analysis 
is then carried out at a unit cell (Fig. 2).  The unit cell is comprised of a particle embedded in a 
spherical shell that represents the binder.  The binder is strained hydrostatically by radial 
displacement increments applied at r b= ; that is, dewetting is studied under displacement-
controlled conditions.  In the present work dewetting is identified with complete decohesion of 
the particle–binder interface when the applied displacement reaches a critical value, cru .  It is 
emphasized that the analysis could have been carried out under stress-controlled conditions; that 
is, traction increments could have been applied at r b= .  However, as is well known from 
fracture mechanics, the energy released upon dewetting is independent of the boundary 
conditions used.  Therefore, the displacement-controlled test has been chosen in view of the fact 
that the calculation of the energy release upon dewetting in this case does not involve calculation 
of the work done by the external tractions upon dewetting as is the case in the traction-controlled 
test. 
a
b
Particle
Binder
 
Fig. 2.  Unit cell model of solid propellant used in establishing a dewetting criterion. 
The cell was loaded by a constant radial velocity at r b= . 
2.1. Elastic particle in an elastic binder 
 Both particle and binder are assumed linearly elastic characterized by corresponding bulk 
and shear moduli.  Upon straining and prior to dewetting, the elastic strain energy stored in the 
cell is  
 before before beforetotal binder particleU U U= + , (1) 
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where 
binder
before
binder dij ij
V
U Vσ ε= ∫  is the energy stored in the binder, 
particle
before
particle dij ij
V
U Vσ ε= ∫  is the 
energy stored in the particle, ijσ  and ijε  are respectively the components of the stress and strain 
tensors, binderV  is the volume of the binder, and particleV  is the volume of the particle.  
Instantaneously, at the time the particle decoheres completely, the outer boundary of the binder 
at r b=  is subjected to the same displacement as that just prior to dewetting (displacement-
controlled dewetting) and the inner boundary of the binder at r a=  is traction free.  Similarly the 
outer boundary of the particle is traction free.  Therefore, part of the elastic energy stored in the 
binder prior to dewetting is released.  The strain energy that remains stored in the binder is 
binder
after
binder dij ij
V
U Vσ ε= ∫ , where now the stress and strain tensors are calculated by solving the 
elastic boundary-value problem for the binder under cru u=  at r b=  and zero traction at r a= .  
The particle, by unloading completely upon dewetting, releases all of its energy, that is, 
after
particle 0U = .  Hence the total strain energy of the cell after dewetting is  
 after aftertotal binderU U= . (2) 
Using Eqs. (1) and (2), one calculates the energy released by the system upon dewetting as 
 ( )before after before after beforetotal total binder binder particleU U U U U= − = − +G . (3) 
Using standard elastic calculations, one can show that the energy released by the particle upon 
dewetting, beforeparticleU , is equal to the work done to unload the particle once dewetting has occurred.  
Similarly, the change in strain energy of the binder upon dewetting, before afterbinder binderU U− , is equal to 
the work done to unload the inner boundary of the binder during dewetting.  In other words, an 
alternative way to calculate the energy released upon dewetting is by determining the work 
needed to annul the tractions exerted at the particle–binder interface when the condition cru u=  
is reached.  
 The necessary condition for dewetting to take place is that the energy released, G , be 
greater than or equal to the energy needed to create the two new surfaces: 
 ( )22 4 aπ γ≥G , (4) 
where γ  is the energy required for complete interfacial debonding.  Equation (4) can be used to 
calculate the critical displacement cru  for dewetting or the related radial tractions at r a=  and 
r b= .  The energy release rate is calculated from Eqn. (3) by using the solutions for the 
appropriate elastic boundary-value problems for the binder and the particle.  
2.2. Elastic particle in a viscoelastic binder 
 The viscoelastic nature of the binder means that its behavior is time-dependent; that is, 
the binder’s response depends on its deformation history.  Unlike the case of elastic behavior 
studied in the previous subsection, the amount of strain energy stored in the viscous binder is 
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strain-rate dependent, and therefore the related energy released upon dewetting depends on how 
fast or slow the system is being brought to the dewetting conditions, cru u= . 
 The constitutive response of the binder was modeled after the experiments by Ozupek 
and Becker (1992) in which the relaxation of a high-elongation solid propellant was described by 
the Prony series 
 ( ) ( )eq
1
exp
N
i i
i
G t G G t τ
=
= + −∑ , (5) 
where eqG  gives the long-time elastic equilibrium modulus, t  is the time, iG  is the shear 
modulus corresponding to the relaxation time constant iτ , and 8=N .  Of course, this Prony 
series equation involves the effect of the particles in the composite propellant material, and is not 
just an equation for the pure binder material.  However, in view of the absence of experimental 
data for the pure binder material, it can be assumed that Eqn. (5) is a good descriptor of the 
viscoelasticity of the binder.  Indeed by direct scaling of the constants, the pure binder response 
may be captured.  The bulk modulus, K, of the binder is on the order of gigapascals.  Such a high 
value of the bulk modulus in comparison with the values for the iG  indicates binder incom-
pressibility. The constitutive response of the particle was again assumed linearly elastic and 
isotropic. 
 For the study of the energetics of dewetting, the particle–binder system is loaded by a 
constant velocity on its outer boundary at r b= .  As has already been discussed, the energetics 
of the elastic–binder dewetting cannot be directly applied to the present case of the linearly 
viscoelastic binder due to the dependence of the binder’s response on loading history.  In other 
words, it cannot be set that the energy released by the binder upon dewetting is before afterbinder binderU U−  
even if beforebinderU  and 
after
binderU  are calculated properly by accounting for the viscoelastic nature of 
the binder.  On the other hand, one can assume that unloading of the binder upon dewetting 
happens at such a fast rate that the viscous component of the material’s response has no time to 
contribute to the deformation.  Under this assumption, the instantaneous response of the binder 
upon dewetting can be considered as purely elastic.   Thus, the energy released upon dewetting is  
 released beforebinder particleU U= +G  , (6) 
where releasedbinderU  is the elastic energy released by the binder upon unloading and 
before
particleU  is the 
corresponding elastic strain energy released by the particle and is calculated as discussed in the 
previous subsection.  Since the unloading process of the binder is considered elastic, releasedbinderU  is 
equal to the work done on the binder’s inner boundary in eliminating the corresponding 
boundary tractions:  
 ( )( )released int 2 after before1binder cr2 4U a u uσ π= − , (7) 
where intcrσ  is the interfacial traction at the onset of dewetting, beforeu  is the radial displacement 
of the interface just prior to dewetting, and afteru  is the radial displacement of the interface 
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furnished by the solution of the elastic boundary value problem for the binder under cru u=  at 
r b=  and traction equal to intcrσ−  at r a= .  
3. Dewetting stress for an elastic particle embedded in a viscoelastic 
binder 
 The spherical particle–binder model was used for the calculation of all parameters needed 
for the determination of the energy release stated in Eqn. (6).  The cell was loaded by a constant 
velocity on its outer boundary, at r b= , and the problem was solved by the general-purpose 
finite-element code ABAQUS.  Due to spherical symmetry, only a quarter had to be meshed in 
the finite-element procedure.  See Fig. 3.  The oxidizer and fuel particles of the solid propellant 
microstructure differ in size; therefore, numerical simulations were performed for a particle of 
size 200 ma µ=  and 20 mµ .  The standard volume fraction of particles, 0.71f = , in the solid 
propellant was then used to obtain the outer radius of the binder, b .  For each particle size, 
finite-element calculations were performed at five different applied velocities at r b=  
(macroscopic strain rates).  In view of the absence of experimental data on the particle–binder 
interfacial energy, the standard value of 21.0 J mγ =  was assumed. 
Particle
Binder
 
Fig. 3.  Mesh of the particle–binder system. 
 After post-processing the data, the energy that would be released, G , from the particle–
binder system upon dewetting was calculated and monitored at the end of each displacement 
increment using Eqn. (6).  Once the energy released met the condition set by Eqn. (4), the system 
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was said to be at a critical state at which dewetting could be assumed to initiate.  The energy 
released, G , by the particle–binder system is plotted versus time in Figs. 4 and 5 and normalized 
by the energy needed to create the new particle–binder surfaces that are formed upon dewetting; 
therefore, when the energy released divided by the surface energy is equal to unity, the system 
has reached a critical time at which dewetting may occur.  The critical time for dewetting was 
found for all the cases analyzed.  These critical times were used along with Figs. 6 and 7 to 
determine the critical value crσ  of the applied traction at r b=  for all macroscopically applied 
strain rates and particle sizes.  This critical traction is defined to be the critical stress for 
dewetting. 
 The critical stress, that is, the positive hydrostatic traction on the outside boundary of the 
particle–binder system at the time of dewetting, increases slightly as the strain rate increases, as 
shown in Fig. 8.  Also, as the particle size decreases, the critical stress is found to increase. 
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Fig. 4.  Plot of the normalized energy 28 aπ γG  released on dewetting as a function of normalized 
time AVGt τ  at various applied macroscopic strain rates and a particle size a = 200 µm. 
The critical time for dewetting is found when the normalized released energy is equal to unity. 
The parameter AVGτ  is the average relaxation time of the binder, equal to 270 s. 
4. Conclusions and future work 
 The critical stress at which an elastic particle dewets from a linear viscoelastic binder has 
been calculated by using a unit cell model.  This dewetting criterion is more realistic than 
previous attempts because the true viscous response of the solid propellent’s binder has been 
accounted for.  It has been found that, as the size of the particle decreases, the critical stress 
needed to dewet the particle increases.  Also, the critical dewetting stress increases as the 
macroscopic strain rate, to which the particle–binder system is subjected, increases. 
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Fig. 5.  Plot of the normalized energy 28 aπ γG  released on dewetting as a function of normalized 
time AVGt τ  at various applied macroscopic strain rates and a particle size a = 20 µm. 
The critical time for dewetting is found when the normalized released energy is equal to unity. 
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Fig. 6.  Plot of the normalized applied traction 0Gσ  on the cell at r b=  as a function of 
normalized time AVGt τ  at various applied macroscopic strain rates and a particle size a = 200 µm. 
A critical stress for dewetting crσ  can be found for each macrosocpic strain rate from the critical 
time calculated from Fig. 4.  The parameter 0G  denotes the unrelaxed elastic shear modulus 
of the binder, which is equal to 2.924 GPa. 
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Fig. 7.  Plot of the normalized applied traction 0Gσ  on the cell at r b=  as a function of 
normalized time AVGt τ  at various applied macroscopic strain rates and a particle size a = 20 µm. 
A critical stress for dewetting crσ  can be found for each macrosocpic strain rate from the critical 
time calculated from Fig. 5. 
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Fig. 8.  The normalized critical stress for dewetting cr 0Gσ  
plotted versus the applied macroscopic strain rate. 
 The critical stress was seen to increase only slightly with strain rate (see Fig. 8); the 
dependence is hypothesized to be stronger as the value of γ  increases.  In the future the 
calculation will be done for different values of  γ  to determine its influence on the critical stress.  
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Also the calculation will be performed for different-shaped particles since the true shape of the 
oxidizer and fuel particles is not perfectly spherical.  Another possible source of strain-rate 
dependence that needs investigation is related to the unloading of the binder upon dewetting.  
Possible viscous response by the binder during dewetting brings about an additional strain-rate 
contribution to the critical stress.  Lastly, the dependence of the critical dewetting stress will be 
calculated under a superposed macroscopic shear stress. 
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