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Abstract
In this thesis, the measurement of the inclusive Z-boson production cross
section at the centre of mass energy of
√
s =13 TeV is first presented. The
data analysed were collected by ATLAS during early Run 2 of LHC and
correspond to a luminosity of 81 pb−1. The cross section measurement is
performed separately in the electron and muon decay channels and in their
combination. The ratio with respect to the W cross section is also performed
in the same fiducial phase space, and it benefits from cancellation of some
experimental uncertainties. Results are compared to NNLO calculations in
perturbative QCD.
The Z boson is then studied in associated production with at least one and
at least two b-jets, using an enlarged dataset (36 fb−1) collected by ATLAS
at the centre of mass energy of
√
s =13 TeV. Integrated cross sections are
measured at the particle level for both the electron and muon decay chan-
nels. Differential cross sections are measured as a function of the leading
b-jet transverse momentum and rapidity, the Z boson rapidity and the an-
gular separation between the Z boson and the b-jet. For events containing
two b-jets at particle level, the cross section is measured as a function of
the invariant mass and angular separation of the two highest transverse mo-
mentum b-jets, and as a function of the kinematics of the sub-leading b-jet.
Results are compared to LO and NLO Monte Carlo predictions.
Finally, I present the work performed on the LUCID detector, the official
ATLAS luminometer, to analyse calibration data with a 207Bi source, and
the activity within the ATLAS muon performance group, to evaluate the
muon reconstruction scale factors, using data acquired in Run 2.
Abstract
In questa tesi, è presentata la misura della sezione d’urto di produzione
inclusiva del bosone Z all’energia del centro di massa di
√
s =13 TeV. I
dati analizzati sono stati raccolti da ATLAS all’inizio del Run 2 di LHC e
corrispondono ad una luminosità di 81 pb−1. La sezione d’urto è misurata
separatemente nei canali di decadimento elettronico e muonico e successiva-
mente nella loro combinazione. Il rapporto tra le sezioni d’urto dei bosoni Z
e W è misurato nello stesso volume fiduciale e benificia della cancellazione di
alcune incertezze sperimentali. I risultati sono confrontati con calcoli teorici
disponibili al NNLO in QCD perturbativa.
Inoltre, è presentata anche la misura della produzione del bosone Z in asso-
ciazione ad almeno uno e almeno due b-jets, usando dati raccolti da ATLAS
all’energia del centro di massa di
√
s =13 TeV. Le sezioni d’urto integrate
sono misurate al particle level per i canali elettronico e muonico. Le sezioni
d’urto differenziali sono misurate in funzione del momento trasverso e della
rapidità del b-jet più energetico, della rapidità del bosone Z e di una serie di
variabili angolari tra il bosone Z e il b-jet. Per gli eventi con due b-jets al
particle level, la sezione d’urto è misurata in funzione della massa invariante
e delle separazioni angolari tra i due b-jets più energetici e delle variabili
cinematiche del secondo b-jet più energetico. I risultati sono confrontati con
predizioni Monte Carlo al LO e NLO.
Infine, sono presentati i lavori dedicati all’analisi dei dati di calibrazione del
rivelatore LUCID, il luminometro ufficiale di ATLAS, e alla determinazione
delle efficienze di ricostruzione dei muoni, all’interno del gruppo di perfor-
mance, usando i dati acquisiti nel Run 2.
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Introduction
The Large Hadron Collider (LHC) operating at CERN offers the opportu-
nity to study the elementary particles and their interactions at the unprece-
dented centre of mass energy of
√
s=13 TeV. The wide physics program of
LHC is devoted to the discovery of new phenomena and to several precision
measurements.
The first analysis I present in the thesis is the measurement of the Z bo-
son cross section, using data collected by the ATLAS detector at the very
beginning of Run 2, corresponding to an integrated luminosity L=81 pb−1.
Although the Z boson has been discovered in 1983, it is still object of re-
search since the clear signature of its leptonic decays and the high statistics
reachable at LHC allow to perform high precision measurements, needed for
tests of perturbative QCD and for detector calibration purposes, crucial at
the beginning of any new data taking period. The measurement is performed
separately in the electron and muon decay channels and then combined. The
ratio of the W boson cross section, performed using the same dataset, to
the Z boson one, is also evaluated, since it benefits from the partial or total
cancellation of several uncertainties. The high precision reached in the ratio
allows to test models of perturbative QCD and to constrain proton Parton
Distribution Functions (PDFs).
The main subject of this thesis is the measurement of the Z-boson produced
in association with b-jets (Z+≥1 b-jet and Z+≥2 b-jets), by using the data
collected by ATLAS at the centre of mass energy of
√
s= 13 TeV, correspond-
ing to a luminosity of 36 fb−1. This measurement offers the opportunity to
improve the understanding of the main irreducible background to Higgs bo-
son production in association with a vector boson, with the Higgs decaying
into a bb¯ pair.
VI
VII
This study is of great interest, since, from the theory side, two methods
are employed for the generation of these processes, called 4 Flavour Num-
ber Scheme (4FNS) and 5 Flavour Number Scheme (5FNS). Since the two
calculations differ in including the b-quark in the initial state, a precise mea-
surement of the Z+≥1 b-jet and Z+≥2 b-jets cross sections may in principle
help to constrain the b-quark PDF. In this thesis the integrated and differ-
ential cross sections of the Z boson produced with b-jets are measured at
particle level, the latter as a function of several physics observables, impor-
tant for the PDF understanding and for testing modelling of different event
generators.
The inclusive Z boson and its production in association with b-jets have
been measured in the past by the LHC and Tevatron experiments and re-
sults have been used as inputs for new PDF sets. The most recent results
on these processes are summarised in Chapter 1, together with a description
of the Standard Model of particle physics, which governs the well known
properties of the Z boson. The ATLAS experiment is introduced in Chapter
2 together with the definitions and reconstruction procedures used to define
the physics objects needed in the analysis.
In Chapter 3 the measurement of the inclusive production cross section of the
Z boson is presented. The high precision reachable even with low statistics
allows to compare the measurement with the most recent theoretical calcu-
lations and to constrain proton PDFs.
In Chapter 4 the Z+1 b-jet and Z+2 b-jets selections, based on same flavour
and opposite charge leptons (electrons or muons) and one or two b-jets, is
described. Among the different background contributions, the estimation of
the Z+c-jets and Z+light-jets processes is a key step of the analysis, imple-
mented through a fit on data of the distribution of a b-jet sensitive variable.
In Chapter 5, events passing the reconstruction level selection are corrected
for detector distortions and inefficiencies, through the unfolding procedure,
which allows to extrapolate measurements to the particle level. The in-
tegrated and differential cross sections are presented in Chapter 6, with a
detailed discussion on the systematic uncertainties. The particle level mea-
surement are compared to several Monte Carlo predictions, with different
flavour schemes for the modelling of Z+1 b-jet and Z+2 b-jets processes and
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different precision in the calculations.
My contribution in the presented analyses is the following:
• in the inclusive Z cross section measurement, I personally performed
the full study in the muon channel, including the event selection, the
background estimation, the efficiency determination and the evaluation
of the systematic uncertainties;
• in the Z production cross section measurement in association with b-
jets, I contributed to the full analysis chain, both in the muon and
electron channels, focusing in particular on the event selection, the
background evaluation through the flavour fit, the unfolding procedure
and the assessment of the systematic uncertainties, down to the final
result.
During the long shut-down between the Run 1 and Run 2 of LHC, many sub-
detectors have been redesigned in order to cope for the new conditions at the
increased centre of mass energy. In particular, the sensors of LUCID, the
ATLAS official luminosity monitor, have been replaced and equipped with
a radioactive Bismuth-207 source for a continuous monitoring of their gain-
stability. As a technical activity, I directly participated to the choice and
the equalisation of LUCID photomultipliers, and to the first measurements
using the calibration source, as detailed in Appendix A.
Finally I participated to studies of the ATLAS muon reconstruction perfor-
mances aimed to the evaluation of the data-driven correction factors (“Scale
Factors”), needed to tune Monte Carlo simulations. This work is detailed in
Appendix B.
Chapter 1
The Z boson physics
The current description of the elementary particle interactions is based on
the Standard Model (SM) of particle physics. Developed in the early 1970s, it
provides a description of the electromagnetic, weak and strong fundamental
forces. The Standard Model has been tested and validated over a few decades
by various experiments. Nevertheless, at the beginning of the 21st century,
a wide series of questions are still open:
• the fermion mass hierarchy and the quark flavour mixing in the SM have
a very characteristic structure which could originate from unknown
physics at not yet explored very high energy scales;
• the observed neutrino flavour oscillation cannot be explained within
the SM, as it implies lepton-number violation;
• the nature of the Dark Matter (Dark Energy) which corresponds to
∼27% (∼68%) of the observed content of the Universe is still not known;
• the theory of gravity cannot be integrated in the SM description, as no
renormalizable quantum field theory of gravity exists.
In the last decades of the 20th century, the Large Hadron Collider (LHC),
a proton-proton collider of unprecedented energy, was built to address these
open questions. The ATLAS (A Toroidal LHC ApparatuS) and CMS (Com-
pact Muon Solenoid) experiments were designed as general purpose detectors
in order to be able to explore the largest variety of experimental signatures.
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ATLAS and CMS high detection efficiencies allowed for the observation of a
new particle with a mass of 125 GeV (in unit c=1), compatible with the SM
Higgs boson.
A description of the Standard Model is presented in Section 1.1. At hadron
colliders, the calculation of the cross section of the processes of interest is
challenging and it is described in Section 1.2. In Section 1.3 the discovery
and the main features of the Z boson are illustrated. The Z production mech-
anism and the theoretical importance of the measurement are explained in
Section 1.4. In Sections 1.5 and 1.6 the Z boson production in association
with jets and b-jets is discussed. In particular, in Section 1.6 the Z+b-jets
theoretical production mechanism and the sensitivity to the b-quark distri-
bution in the colliding protons are addressed, together with a description of
the main physics motivations behind the measurements.
1.1 The Standard Model of particle physics
The Standard Model of particle physics is a gauge theory which describes
the fundamental particles in nature and their interactions. It is based on the
existence of local gauge symmetries that explains the interactions of particles
by means of force-mediating fields. The SM Lagrangian reflects the symme-
tries in the invariance under the transformation of the SU(3)C×SU(2)L×U(1)Y
gauge group [1]. Each part of the SM Lagrangian represents one of the fun-
damental forces in nature in terms of quantum fields: the electromagnetic
(U(1)Y ), the weak (SU(2)L) and the strong (SU(3)C) interactions, which will
be addressed in Section 1.1.2, with a description of the spontaneous symme-
try breaking mechanism, responsible for the origin of matter.
1.1.1 The fundamental particles
The basic constituents of matter are represented by fermionic fields of spin
1/2-particles, which obey to the Fermi-Dirac statistics and satisfy the Pauli
exclusion principle. The symmetry principles postulated in the Standard
Model imply the existence of conserved quantities (Noether’s theorem), de-
scribed by quantum numbers [1]. The quantum number associated to SU(2)L
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and U(1)Y gauge groups are called isospin I and hypercharge Y , respectively.
The relation with the electric charge is given by Q = I3 + Y2 , where I3 is the
third component of the weak isospin. The chiral symmetry of the SU(2)L
group leads the associated gauge boson to couple only to the left-handed
fermion fields. Fermion fields are arranged into left-handed doublets, carry-
ing a weak isospin I = 1/2 and right-handed singlets with I = 0.
Fermions are classified in leptons and quarks. Leptons experience the weak
and the electromagnetic forces, but not the strong interaction and are organ-
ised in three families (isospin doublets):
(
e
νe
)(
µ
νµ
)(
τ
ντ
)
The three families contain massive particles (e, µ and τ) with charge -
1, interacting through both the electromagnetic and weak forces and their
corresponding neutrinos, which interact only weakly. Within the Standard
Model, neutrinos are neutral massless leptons, in contrast with the exper-
imental evidence of their oscillation, which requires a mass different from
zero. The third component of the weak isospin takes the values +1/2 for
charged leptons and −1/2 for neutrinos. Leptons are described by the lep-
tonic quantum number L, conserved by all the interactions and each weak
doublet has a representative leptonic number: Le, Lµ and Lτ [2].
Quarks interact through the electromagnetic, weak and strong forces and oc-
cur in six different flavours labelled u, d, c, s, t, b. The flavour is conserved
by all the forces, with the exception of the weak interaction [2]. Because of
the similarity between u- and d-quark masses, these two quarks are grouped
in a strong isospin doublet (I = 1/2 and I3 = ±1/2). Similarly, all quarks
are organised in three weak isospin doublets:
(
u
d
)(
c
s
)(
t
b
)
where the u-like quarks carry +2/3 and the d-like quarks −1/3 electric
charge, respectively. All quarks are described by the barionic quantum num-
ber B (+1/3 for quarks and -1/3 for anti-quarks), conserved by all interac-
tions. The quantum number associated to the SU(3)C group is called colour,
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which represents the “charge” of the strong interaction and can assume three
possible values, conventionally called red, blue and green. Affected by con-
finement, quarks do not exist as free particles, but only constrained in barions
(mesons with B=0, or hadrons with B=1), which are colour-neutral particles.
Figure 1.1: The fundamental particles of the Standard Model. The Higgs boson,
responsible for the electroweak symmetry breaking, is also shown. For each particle,
the mass, charge and spin are reported [3].
1.1.2 The fundamental forces
In the Standard Model, particles interact with each other by coupling with
specific fields, whose quanta are spin-1 particles called bosons. Bosons emerge
from the requirement of local gauge invariance under specific transformations
(symmetries) of the fermionic fields. According to this formalism, the struc-
ture of the different interaction contributions can be described starting from
the free Dirac Lagrangian:
Lfree = ψ¯(iγ
µ∂µ −m)ψ (1.1)
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where ψ represents the fermion field with mass m. The global invariance of
the Lagrangian of Eq.1.1 under specific transformations implies the conser-
vations of the electromagnetic, weak and strong charges, as ensured by the
Noether’s theorem. The local gauge invariance allows particles to experience
interactions, introducing bosons as necessary components in the covariant
derivative. The intensity of the interactions is described by coupling con-
stants which enter in the matrix element of each process.
The electromagnetic interaction
The Quantum Electrodynamics (QED) is the theory which describes the
electromagnetic interaction, symmetric with respect to gauge rotation of
U(1)Y group. The electric charge is the responsible for the coupling of
charged particles with the field. The QED coupling constant is a dimen-
sionless quantity defined in terms of the electric charge e: αe = e2/4pi0~c ∼=
1/137. The running behaviour of αe as a function of the energy involved in
the process is explained by the vacuum polarisation effect [1]. According to
this phenomenon, more energy is needed to probe the real value of a particle
charge surrounded by the vacuum medium.
The QED Lagrangian is obtained by requiring the invariance of the La-
grangian of Eq.1.1 under U(1)Y transformations [1]. Therefore, the partial
derivative is substituted by the covariant derivative
∂µ → Dµ = ∂µ + ieAµ(x) (1.2)
where the quantum of vector field Aµ is the photon. The resulting QED
Lagrangian is:
LQED =Lfree − JµAµ︸ ︷︷ ︸− 14F µνFµν︸ ︷︷ ︸
interaction term kinetic term of Aµ
(1.3)
where Jµ is the electromagnetic current and the last term represents the
propagations of free photons, with the Maxwell’s electromagnetic tensor F µν .
A term with the form L = 1
2
m2AµAµ representing the photon mass is not
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present in Eq.1.3 as it is forbidden by the gauge invariance: this implies the
massless nature of the photon.
The strong interaction
Quantum Chromodynamics (QCD) is the quantum field theory of the
strong interactions, symmetric with respect to gauge rotation of SU(3)C
group. The QCD coupling constant αs has a running behaviour as a func-
tion of the energy. In the vacuum, the colour charge of a bare quark is
surrounded by quark-antiquark pairs and by coloured gluons, resulting in
an enhancement of the strong charge as a function of the distance (“anti-
screening” effect). The divergence of the strong coupling at low energy is an
indication of confinement, the mechanism that explains why the free quark
and the gluon degrees of freedom have never been observed. On the other
hand, when the transferred momentum is large and quarks are close, the
strong interaction is feeble: this property is called asymphtotic freedom.
In order to determine the QCD Lagrangian, it is important to consider that
each quark field qa of Eq.1.1 can occur in three colours (qa = (qa,r, qa,b, qa,g)).
The covariant derivative introduced to guarantee the invariance under SU(3)C
rotations is
Dµ = ∂µ + igtA ·AAµ (x) (1.4)
where AAµ is the gauge field of the strong interaction, the gluon, and the tA
matrix is a fundamental representation of SU(3). The field strength tensor
GAµν is expressed in terms of:
GAµν = [∂µA
A
ν − ∂νAAµ − gfABCABµACν ] (1.5)
and indices A, B and C run over the eight colour degrees of freedom of the
gluon field. The third term in Eq.1.5 is a typical feature of a non-abelian
theory and generates triplet and quartic gluon self-interactions. The QCD
Lagrangian is
LQCD =
∑
flavours
q¯a(iγµD
µ −m)abqb − 1
4
GAµνG
µν
A . (1.6)
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Similarly to the LQED, LQCD does not contain quadratic-field terms which
should represent the quanta mass: as a consequence, gluons are massless
bosons in the SM [1].
The weak interaction
The weak interaction involves all the fundamental particles of the Stan-
dard Model. First observed in the β decays, it was originally explained by
Fermi as an effective point-like theory. Although valid at low transferred
momentum, this approximation does not consider important features of this
interaction, like the massive mediators and the parity violation. A quantum
field theory based on a V-A (vector-axial) structure and described by the
SU(2)L symmetry group has been introduced, where the label L indicates
the coupling with left-handed fermions only. Fermion fields are represented
by the left-handed doublets L and the right-handed singlet R, which, for the
first family of fermion, becomes:
L =
(
e
νe
)
L
R = eR
L =
(
u
d
)
L
R = uR, dR
The mediators of the weak interaction are three massive bosons: W+ and
W− that carry electric charge (± 1) and Z which is neutral. These particle
were initially predicted without mass, in contrast with experimental evidence
of MZ/W >>0. The huge mass of these bosons explains the short range of
the weak force.
Weak interactions among quarks coming from different isospin doublets are
disfavoured, but not forbidden. The quark mixing is explained considering
the weak eigenstates as a rotation of the mass eigenstates through the CKM
matrix [2].
The electroweak theory
In the late 1960s, Weinberg, Salam and Glashow unified the electromag-
netic and weak interactions in the electroweak theory, described by the
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SU(2)L×U(1)Y symmetry group [4, 5, 6]. Following the same procedure
adopted for the QED and QCD theories, the Lagrangian of the left-handed
L and right-handed R fermion fields is required to be invariant under global
and local transformation of the gauge group. In order to ensure the local
invariance, the ∂µ derivative is replaced by the covariant form:
Dµ = ∂µ + ig
τa
2
W aµ + i
g
′
Y
2
Bµ (1.7)
where W aµ and Bµ are the gauge bosons of the SU(2)L and U(1)Y groups re-
spectively. The Pauli matrices τa (a=1,2,3) and the hypercharge Y represent
the generators of such groups. The electroweak Lagrangian can be expressed
as
LEW =− 1
4
Wµν ·Wµν − 1
4
Bµν ·Bµν
+ L¯γµ(i∂µ − g1
2
τ ·Wµ − g′ Y
2
Bµ)L+ R¯γ
µ(i∂µ − g′ Y
2
Bµ)R
(1.8)
where the first line contains the kinetic energy and the self coupling of the
Wµ fields and the kinetic energy of the Bµ field. In the second line, the
fermion kinetic energy (i∂µ) and the fermion interactions with the W1,2,3µ
(g 1
2
τ ·Wµ) and Bµ (g′ Y2Bµ) are described. The Lagrangian of Eq.1.8 de-
scribes the interaction among massless fermions and massless gauge fields, in
contradiction with experimental observations.
The mass terms are generated introducing a SU(2)L doublet of complex scalar
field φ, described by the Lagrangian
LHiggs = (∂µφ)
†(∂µφ)− V (φ) = (∂µφ)†(∂µφ)− 1
2
µ2φ†φ− 1
4
λ(φ†φ)2 (1.9)
where µ is the mass of the scalar field φ and λ is a positive dimensionless
constant. If µ2 >0, the potential exhibits the ground state on the origin
(φmin =0). If µ2 <0, the ground state is given for values φmin = ±
√
−µ2
λ
=
±v, called vacuum expectation value. Without loss of generality, it is pos-
sible to choose φ = v =
√
−µ2
λ
and, by performing a perturbation expan-
sion around one of the minima of the potential, in the Lagrangian of Eq.1.9
a real mass term of the form −λv2 appears. The perturbation expansion
1.1 The Standard Model of particle physics 9
must be made around one of the two minima, whose choice determines the
spontaneous symmetry breaking. The SU(2)L×U(1)Y gauge invariant
expression of Eq.1.9 obtained using the covariant derivative is
LHiggs = |(i∂µ − g1
2
τ ·Wµ − g′ Y
2
Bµ)φ|2 − V (φ) (1.10)
Choosing the minimum φmin = 1√2
(
0
v
)
, the gauge fields of the previous
expression acquire mass and can be expressed as a linear combination of the
SU(2)L×U(1)Y fields
W±µ =
1√
2
(W 1µ ∓ iW 2µ)
Zµ = cos θWW
3
µ − sin θWBµ
Aµ = sin θWW
3
µ + cos θWBµ
(1.11)
where θW is the Weinberg mixing angle. The W±µ , Zµ and Aµfields can be
identified with the W± bosons of mass mW = 12vg, the Z boson of mass
mZ = mW/cosθW and the massless photon field. The potential V (φ) intro-
duces further terms in the Lagrangian of Eq.1.10 which are shown here for a
parametrisation of the field φ around the ground state:
L =
1
2
(∂µh)
2 + [m2WW
+
µ W
−µ +m2ZZµZ
µ](1 +
h
v
)2
− λv2h2 − λvh3 − 1
4
λh4
(1.12)
using φ = 1√
2
(
0
v+h(x)
)
. The Lagrangian contains a mass term for the h(x)
field (with mh =
√
2λv2) which describes a scalar field particle referred to as
the Higgs boson. The interaction of the gauge bosons W± and Z with the
Higgs field explains the generation of their masses.
Another SU(2)L×U(1)Y gauge invariant term is introduced to describe the
mass of the fermion fields, generated by coupling with the Higgs field:
L = −(G1L¯φR +G2L¯φ∗R + hermitian conjugate) (1.13)
with G1,2 are the matrices of Yukawa couplings [1].
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1.2 Proton-proton interactions at LHC
The calculation of the cross section of physics processes is challenging
at hadron colliders such as LHC, because of the complex interplay between
perturbative theoretical computations, phenomenological models and use of
the experimental data. The calculation of the process at LHC must consider
the interacting protons not as fundamental particles, but as compound of
quarks and gluons (partons). As a result, the cross section for a process
generated by the interaction of two partons with momenta p1 and p2 can be
expressed as [7]:
σ(p1, p2) =
∑
i,j=q,q¯,g
∫ 1
0
dx1dx2fi(x1, µ
2
F )fj(x2, µ
2
F )σˆij
(
x1p1, x2p2, αS(µ
2
R),
Q2
µ2R
,
Q2
µ2F
)
(1.14)
where x1 and x2 are the proton momentum fractions carried by partons 1
and 2, respectively. fi(x1, µ2F ) (fj(x2, µ2F )) is called Parton Distribution Fuc-
tion (PDF) and represents the probability for the parton i (j ) to carry a
fraction x of the proton 1 (2) momentum. PDFs are specific of the type of
interacting partons and depend on the QCD factorisation scale µF . σˆij is the
interaction cross section between the two partons involved in the interaction:
it depends on the strong coupling constant (αS), whose value is given for a
specific energy scale (the renormalisation scale µR) and on the transferred
momentum Q2. The sum runs over all contributing parton configurations:
i and j represent all the possible combinations of quarks, antiquarks and
gluons.
Experimentally, the production cross section determines the number of ob-
served events N(X) for a given process pp → X with a specific detection
efficiency :
N(X) =  · σ(X)
∫
Ldt (1.15)
where
∫
Ldt is the integrated luminosity acquired during the measurement
(see Appendix A for a detailed description of the luminosity definition and
its determination at LHC).
The main ingredients of Eq.1.14 for the cross section determination will be
discussed in the following sections. In particular, the strong coupling con-
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stant will be described in Section 1.2.1, the partonic cross section σˆ will be
explained in Section 1.2.2 and the PDF role will be discussed in Section 1.2.3.
Finally, the implementation of the cross section calculation in Monte Carlo
generators will be described in Section 1.2.4.
1.2.1 The running coupling constant
In a perturbative field theory, the cross section evaluation can be expressed
in terms of the coupling constant and visualised through Feynman diagrams.
These diagrams can contain loops of particles which result in divergences
in the calculation. QCD and QED fulfil the renormalisability requirement
of quantum field theory, which allows to absorb the divergences into renor-
malised definitions of the coupling constants and particle masses [8]. This
procedure leads to the introduction of an arbitrary scale, the renormalisa-
tion scale (µR). As a consequence, the coupling constant (α) varies as a
function of µR, characterizing its running behaviour. The generic equation
describing the running coupling constant (α) can be formulated as [9]:
α(Q2) =
α(µ2)
1 + α(µ2)b0ln(
Q2
µ2
)
(1.16)
In QED b0 = −1/3pi and in QCD b0 = (33 − 2nf )/12pi, where nf is the
number of quark flavours; the sign of b0 determines the direction of the
running behaviour (i.e. α increases or decreases) as a function of the energy
involved in the process µ2 and of the transferred momentum Q2. Q2 is given
by the sum of the four vectors of the interacting parton. In case of the
leading-order (LO) resonant scattering qq¯ → Z, the energy scale is given
by Q2 = sx1x2 = M2Z , where s represents the centre of mass energy of the
collision. Fig.1.2 shows the running behaviour of the strong coupling constant
as a function of the energy measured by different experiments [3].
1.2.2 Perturbative QCD
Feynman diagrams help visualising the cross section calculation of a physics
process, since each vertex contributes with a term proportional to the cou-
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Figure 1.2: Summary of measurements of the strong coupling constant αs as a
function of the energy scale Q.
pling constant of the occurring force. In the specific case of the partonic
strong interaction, each vertex amplitude is proportional to αs and the total
partonic cross section can be expressed as [7]:
σˆ = αks
∞∑
m=0
c(m)αms (1.17)
where c(m) is the m-th order contribution to the cross section and k represents
the number of strong vertices present in the Feynman diagram of the process.
Eq.1.17 defines a perturbative calculation which converges if αs <<1. The
calculation is more and more precise adding higher order terms, but cannot
be carried out infinitely, so it is truncated to a given order m, which is
the order of the calculation. The cross section σˆij→X can be written in a
perturbative expansion as:
σˆij→n = σˆLOij→n + αsσˆ
NLO
ij→n + α
2
sσˆ
NNLO
ij→n + α
3
sσˆ
N3LO
ij→n + O(α
4
s) (1.18)
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where the leading-order (LO) is the lowest order in the calculation, fol-
lowed by the next-to-leading order (NLO), the next-to-next-to-leading-order
(NNLO) and so on up to a certain perturbative order.
As anticipated in Section 1.2.1, divergences in the calculation lead to the
introduction of the renormalisation scale µR. Physical observable, such as
the cross section, cannot depend on the choice of this scale, however the
truncation of the perturbative calculation produces a residual dependence.
Mathematically, this is related to the size of the missing high order terms:
d
dµR
σˆ = αks
d
dµR
∞∑
m=0
c(m)α
m
s = 0 (1.19)
Truncating at m = n
d
dµR
m=n∑
m=0
c(m)α
m
s +
d
dµR
∞∑
m=n+1
c(m)α
m
s = 0 (1.20)
and rearranging in
d
dµR
m=n∑
m=0
c(m)α
m
s = O(αn+1s ) (1.21)
due to the choice of µR, the variation in the partonic cross section (calcu-
lated to order n) gives an estimate of the size of the following term in the
perturbative expansion.
1.2.3 Parton Distribution Functions
From Eq.1.14, another important element in the evaluation of the to-
tal cross section of a process are the Parton Distribution Functions (PDFs)
fi(x1, µ
2
F ) and fj(x2, µ2F ), which represent the probability for a parton (i or
j ) to carry a fraction x (Bjorken variable) of the total proton momentum.
xfi(x1, µ
2
F ) and xfj(x2, µ2F ) are the so-called Parton Density Function, which
refer to the probability to find a parton with a momentun fraction between x
and x+dx. PDFs depend on the factorisation scale (µF ), an arbitrary cho-
sen scale which defines whether a parton emission is treated within the PDF
or the partonic cross section σˆ of Eq.1.14. A parton emitted with low trans-
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verse momentum (< µF ) is absorbed in the PDF definition and treated as
part of the structure of the proton; on the other hand, a parton emitted with
high tranverse momentum (> µF ) is developed in the partonic cross section.
Similarly to µR, the total cross section cannot depend on the factorisation
scale if the perturbative calculation is carried out to all orders.
Figure 1.3: The MSTW 2008 NLO PDF set as a function of the Bjorken variable
x at two different scales at Q2 = 10 GeV2 (left) and Q2 = 104 GeV2 (right) [10].
PDFs are non-perturbative objects which cannot be calculated directly
and are derived from global fit to experimental data [10]. Generally, a phys-
ically motivated ansatz is chosen to parametrise the PDFs as a function of x
at a given starting scale. The DGLAP equations allow to evolve the PDFs
to arbitrary scales, dealing with parton splitting and emission [11]. The
obtained PDFs are used to perform fits on the data, in order to constrain
the initial parameters. Global fits are performed by groups such as MSTW,
CTEQ and NNPDF using data coming from fixed-target deep inelastic scat-
tering (HERA) and hadron collider (Tevatron and LHC) experiments. An
example of a PDF set is shown in Fig.1.3 at two Q2 scales for the MSTW
2008 NLO PDF. Different experimental data are sensitive to different parton
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density functions and probe complementary ranges of the Bjorken variable
x and of the partonic center-of-mass energy Q2. Table 1.1 summarises the
data used in the fit for four examples of PDF sets of interest for this thesis
[12].
The statistical treatment of the experimental data is the dominant source of
uncertainty in the PDF determination, followed by the strategy for the fits,
the arbitrary choice of the parametrisation function at the initial scale and
the αs value, used in the process calculation.
Fixed-target DIS HERA DIS Tevatron LHC
x range 10−3-1 10−6-0.1 10−3-1 10−6-1
Q2 range [GeV] 0.2-3·102 2·10−2-4·103 2·103-2.5·105 102-2·108
CT14 yes yes yes yes
MMHT14 yes yes yes yes
NNPDF3.0 yes yes yes yes
HERAPDF2.0 no yes no no
ABM12 yes yes no yes
Table 1.1: Brief summary of experimental data used in the global fit for the
determination of the PDF sets CT14, MMHT14, NNPDF3.0, HERAPDF2.0 and
ABM12. For each experiment, the x-Bjorken and Q2 ranges are reported [12].
1.2.4 Monte Carlo generators
The calculation of Eq.1.14 provides a prediction of the production cross
section of a specific process. However, the full calculation is complex and is
dealt within Monte Carlo (MC) generators [13]. In p-p collisions, the inter-
action takes place among two partons, each belonging to a different proton.
The mechanism can originate a resonance, which further decays transferring
spin correlations to the decay products. As particles are accelerated, they can
emit gluons or photons via bremsstrahlung: the emission associated to the
incoming partons is called Initial State Radiation (ISR), while the emission
associated to outgoing partons is referred to as Final State Radiation (FSR).
As the proton is made up of a multitude of partons, several parton pairs
may collide within one single p-p collision, originating the so called “Multiple
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Interactions” (MI). The colliding partons take a fraction of the energy of the
incoming hadrons, but much of the initial energy is carried by beam rem-
nants, which continue to travel in the original directions. QCD confinement
forces quarks to combine in colourless particles, in a process called hadro-
nisation. Hadrons are unstable and decay at various timescales; some are
sufficiently long-lived that their decays can be observed in a detector (i.e.
B-hadrons).
Monte Carlo generators allow to consider these steps sequentially, and within
each step, to define a set of rules that can be used iteratively to build more
complex states. A picture of the various simulation stages is shown in Fig.1.4.
Figure 1.4: Sketch of p-p collision simulation. The hard part of the scatter-
ing (red) is simulated by the Matrix Element generators. Parton Showers pro-
duce bremsstrahlung (blue) and multiple interaction models simulate secondary
interactions (purple). Fragmentation models describe the hadronisation of partons
(green), whose decays are simulated by specific tools (dark green). [13]
Matrix Element and Parton Shower
The first element considered in the simulation of the entire process is the
direct collision of the incoming partons, often referred to as “hard scatter-
ing”. The hard scattering is described by Matrix Element (ME) calculations
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at fixed order in αs, starting from the parton momenta described by PDFs
using Eq.1.14. ME expands the perturbative calculation in power of αS to
include high order corrections and final states with multiple partons. Given
the divergence of the αs coupling at low energy, perturbative QCD calcula-
tions are no more possible. This means that ME cannot be used to explore
the internal structure of a jet and it is difficult to match to hadronisation
models, which consider soft partons.
The Parton Shower (PS) method is introduced to simulate soft and collinear
emissions. It allows to create a random number of gluon or qq¯ pair emissions,
because it employs kinematic, interference and helicity simplifications. The
starting point is to factorise a complex 2→ n process, where n represents a
large number of partons in the final state, into a simple 2→2 process con-
voluted with showers. PS is based on a sequential stochastic branching to
model the splitting and the emission of partons, extended until the parton
energy scale reaches values ∼1 GeV (typically associated to hadron creation).
Since both ME and PS have complementary advantages and disadvantages,
the combination of the two methods is forthcoming. The fundamental chal-
lenge of the combined ME+PS simulation is how to treat the overlapping of
soft and collinear regions of phase space. At lowest order in αs, this problem
appears when additional quarks and gluons are included in the ME calcula-
tion. The general idea behind the several approaches available for merging
[14] is to veto the PS emissions that overlap the ME phase space and ap-
ply event weights, based on the probability of the ordering of ME emissions
(“Sudakov form factors”) involving the splitting functions. In general, ME
emissions are preferred to the PS ones, for their more accurate description
of hard and angular separated radiations. At NLO, there is a phase space
overlap between first real emission with the radiation from the PS.
Hadronisation
At the scale of ∼1 GeV, the confinement of coloured partons in hadrons
(hadronisation) is described by non-perturbative models. The combination
of PS and hadronisation allows Monte Carlo generators to simulate the col-
limate showers of hadrons (“jets”) observed in the detectors. In this context,
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hadronisation refers to the specific model used by a Monte Carlo generator
to describe the transition from the partonic to the final state. The two most
recent models are based on a isotropic and longitudinal phase space: the
“string” and the “cluster” models.
(a) The string model (b) The cluster model
Figure 1.5: (a) The string hadronisation model directly transforms partonic sys-
tems in hadrons. (b)The cluster model uses clusters as intermediate steps, with a
typical mass of few GeV.
The string model is based on the hypothesis that quarks correspond to the
final points of a string and gluons are deviations from it (see Fig.1.5a). All
along the string, partons are ordered according to their colour. This model
provides a really predictive picture of the primary hadron movement in the
space-time. This structure can be applied to multi-hadron configurations.
A possible disadvantage is the presence of many parameters linked to quark
flavours, which must be tuned with data.
The cluster model is based on confinement features of the PS, which ends with
the reconstruction of parton clusters with low mass values. This model starts
with a non perturbative splitting of gluons in qq¯ pairs, which then originate
clusters. The majority of clusters supports the sequential 2-body decay in the
phase space. The low-mass spectrum, and the corresponding low transverse
momentum, determines the suppression of heavy hadrons. The decay of
heavy clusters needs an additional stage characterised by the decay in lighter
clusters (see Fig1.5b). Even if the cluster model is less precise compared to
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the string one, it provides a complete description of events at high energy
when combined with PS, by using a limited number of parameters.
Multiple Interactions and Underlying Events
The underlying event (UE) involves the additional activity from multiple
interactions and proton remnants and it is dealt with non-perturbative mod-
els, tuned on experimental data.
Multiple simultaneous interactions are modelled by overlaying inelastic p-p
events (“minimum bias”) on top of the hard scattering. The number of such
collisions is stochastic and modelled to match the pileup level in data. This
only accounts for the “in-time” pileup: the radiation resulting from collisions
that occurred in the same bunch crossing as the primary hard-scattering.
“Out-of-time” pileup from bunch crossings different from the primary one is
modelled in the same way, but an offset in time is introduced in the simula-
tion to accurately model the processes taking more than the bunch spacing
[15].
The interactions among proton remnants involves both 1→2 and 2→2 pro-
cesses, where the second is statistically more probable. The production of
these processes is divergent for pT →0 and decreases rapidly for high pT :
therefore in the generation mechanism a lower threshold is introduced (∼2
GeV).
1.3 The Z boson
Since the discovery in 1983 by the UA1 experiment [16], the Z boson has
been and still is object of interest in the high energy physics community.
In this Section, the Z boson fundamental properties are described, focusing
on the reason why after more than 30 years from its discovery, it is still an
important ingredient in the particle physics research.
1.3.1 The discovery
The Z boson was discovered in 1983 by the UA1 collaboration of the Spp¯S
collider at CERN [16], whose primary goal was the search of the massive
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intermediate bosons of the electroweak interaction. After the discovery of
the W bosons in events with single isolated electrons and missing energy [17],
the UA2 detector observed eight events interpreted in terms of the reaction
p¯p→ Z + anything with Z → e+e−
in a data sample corresponding to a total integrated luminosity of 131 nb−1.
Fig.1.6 shows the distribution of 24 events passing loose requirements based
on the energy in the clusters of the electromagnetic calorimeter. Requiring
at least one isolated charged track with pT > 7 GeV pointing to the elec-
tromagnetic cluster, the number of events was reduced to eight and their
distributions as a function of the invariant mass of the dilepton pair is shown
in Fig.1.6b. As can be seen from the plot, the eight events are distributed
around a mass value of ∼90 GeV. Requiring the track of isolated electron to
point to both energy deposits in the electromagnetic calorimeter, only three
events survived (shaded band in Fig.1.6b). From these events, the UA2 col-
laboration measured the mass of the Z boson to be:
MZ = (91.9± 1.3± 1.4)GeV
where the first error accounts for the analysis strategy and the second error for
the uncertainty on the energy scale. Assuming the Breit-Wigner distribution
of the events, an upper limit on the full width was placed to Γ < 11 GeV,
corresponding to a maximum of ∼50 different neutrino types in the universe.
In analogy with the studies performed in the electron channel, in the same
year measurements of the Z boson have been carried out in the muon decay
mode Z → µ+µ− [18]. Three events survived to the full selection chain and
were used to measure the Z mass with a valueMZ = 85.8+7.0−5.4 GeV, consistent
with the value measured in the electron decay channel.
1.3.2 Z boson properties
Precision measurements of the Z-boson resonance were performed by LEP,
an electron-positron collider built at CERN in 90’s. During a first phase
(LEP1) the centre of mass energy was kept in an interval of ±3 GeV around
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Figure 1.6: Invariant mass distribution of electron pairs in first observed Z can-
didate events at the UA1 experiment of the Spp¯S collider. Fig.a) shows the distri-
bution of 24 events passing requirements on the energy deposits in the electromag-
netic clusters. Introducing identification criteria the number of events was further
reduced to eight, whose invariant mass distribution peaks around a 90 GeV, as pre-
sented in Fig.b). The shaded band in Fig.b) represents the three events surviving
the requirement of an isolated track matched with both electromagnetic clusters.
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the mZ ; this allowed experiments to collect ∼ 2·104 Z decays during 1989-
1995 and to perform high precision measurements, which still dominates the
world average [3].
The Z boson lineshape parameters, like the mass (mZ), the total width (ΓZ)
and the partial widths (Γff¯ ), have been determined from an analysis of the
production cross sections of fermionic final states starting from e+e− colli-
sions. The shape of the cross section variation around the Z peak can be
parametrised by a Breit-Wigner function, with an energy dependent total
width. The determination of these parameters was done via an analytic
expression of this cross section in term of the parameters themselves
σ(s) = σ0ff¯
sΓ2Z
(s−m2Z)2 + s2m2Z Γ
2
Z
(1.22)
and fitting the calculated cross section to the measured one, by varying these
parameters [3]. In Eq.1.22, σ0
ff¯
represents the cross section for the process
e+e− → ff¯ at √s = mZ . If the final state involves the fermionic e+e−
couple, the above cross section must be integrated to take into account small
(O(1%)) contributions from photons exchange and γ-Z interference.
The world average value of the Z boson mass and total width are [20]:
mZ = (91.1876± 0.0021)GeV
ΓZ = (2.4952± 0.0023)GeV
The pole cross section can be expressed as a function of the partial widths
of the Z decay modes Γff¯ :
σ0ff¯ =
12pi
m2Z
ΓeeΓff¯
Γ2Z
(1.23)
According to the Standard Model, which predicts the Z boson to decay with
comparable probability into all species of fermions kinematically allowed, the
total width can be expressed as ΓZ = NνΓν +3Γee+Γhadrons, where Nν is the
number of neutrino families. Measuring the Z decay probabilities in leptons
and in hadrons, LEP obtained Nν = 3.27 ± 0.30, discarding the hypothesis
of a fourth generation of fermions at 98% CL [19].
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In Table 1.2 the Z partial widths and the corresponding branching ratios are
reported for each decay channel [20].
Decay channel Partial width (Γff¯ ) Branching ratio (Γff¯/ΓZ)(MeV) (%)
e+e− 83.91 ± 0.12 3.363 ± 0.004
µ+µ− 83.99 ± 0.18 3.366 ± 0.007
τ+τ− 84.08 ± 0.22 3.370 ± 0.008
invisible 499.0 ± 1.5 20.00 ± 0.06
hadrons 1744.4 ± 2.0 69.91 ± 0.06
Table 1.2: The Z bosons partial widths and branching ratios for each decay mode.
1.4 The inclusive production cross section
The dominating contribution to the Z boson production at LHC is the
Drell-Yan process, based on the proton-proton scattering at high energy. At
the parton level, the annihilation of a couple of quark-antiquark of the same
flavour produces a Z boson (or a virtual photon) decaying in a couple of
fermions with high transverse momentum. The leading order Feynman dia-
gram of the Drell-Yan production is shown in Fig.1.7.
Z
q¯
q
f¯
f
Figure 1.7: Feynman diagram for the Drell-Yan process.
Considering the hadronic structure of the proton, made of two u- and one
d-quarks, the Drell-Yan process can be originated by one valence quark and
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one antiquark coming from the virtual-sea. Because of the different nature
of the initial state quark and antiquark, the valence quark propagates with
a larger fraction x of transverse momentum of the proton. At the leading
order, the invariant mass of the fermions in the final state is M2Z ∼ x1x2s; as
a consequence, at the centre of mass energy of
√
s = 13 TeV, the Z boson is
produced if x1x2 > 10−6.
The partonic cross section for the Z inclusive production is described in
Eq.1.22; next-to-leading-order corrections increment the cross section value
by about ∼20-30%.
1.4.1 State of art of Z boson measurements
The production of the Z vector boson at hadron colliders through the
Drell-Yan mechanism is extremely important for physics studies. The pro-
cess has large production rate and offers a clear signature, given the presence
of two high-pT leptons in the final state. Since the discovery at CERN Spp¯S
[?], several measurements of the Z boson production cross section at hadron
colliders have been performed in p− p¯ collisions at Tevatron by the CDF [21]
and D0 [22] experiments at centre of mass energy
√
s =1.8 TeV and
√
s =1.96
TeV and at LHC by ATLAS and CMS in p-p collisions. These high preci-
sion measurements concurred to the determination of the properties of the Z
boson. Since the Z boson is considered a Standard Model candle useful for
detector calibration and alignment, it is one of the first measurements to be
performed after any change in experimental conditions (i.e. centre of mass
energy or detector layout).
For the above reasons, it is essential to have accurate theoretical predictions
for the vector boson cross sections and the associated kinematic distributions.
Cross section calculations are performed at LO as an hard-scatter reaction
at the energy scale of the Z mass; significant QCD corrections are then con-
sidered at higher order of calculation which increase the value of the cross
section itself. Nowadays predictions of the Z boson are generally available
up to NNLO in perturbation theory [23].
At LHC, high precision measurements are performed in kinematic domains
never explored before and the comparison with accurate theoretical predic-
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tions allows to perform challenging tests of perturbative QCD and helps in
the determination of the initial condition of PDF evolution. The knowledge of
PDFs of the proton mainly comes from deep inelastic scattering (DIS), which
cover a broad range of transferred momentum Q2 and momentum fraction x.
As explained in Section 1.2.3, in the region x ≤0.01, PDFs are constrained
by the precise measurements performed at HERA, which determine a specific
combination of light quark and antiquark distributions. However the flavour
composition of the total light sea xΣ = 2x(u¯+ d¯+ s¯) has not been established
at x ≤0.01 values [24]. In order to achieve this measurement, two fundamen-
tal components contribute to complement the information from deep inelastic
scattering: the rapidity distribution of the Z boson and the ratio of the W
and Z cross sections. The rapidity (y) dependence of Z production in the
Drell-Yan process provides constraints on the PDFs of the proton, since it is
strongly correlated with the proton momentum fraction x1, x2 carried by the
partons participating in the hard scattering process:
y =
1
2
ln
x1
x2
(1.24)
The ratio of (W+ +W−) and Z cross sections in a leading-order calculation
can be expressed as
W+ +W−
Z
∼ uv + dv + 2s
(V 2u · A2u)(uv + s) + (V 2d · A2d)(dv + s)
(1.25)
where uv(dv) is the up (down) valence quark distribution functions and Vu,d
and Au,d are the vector and axial-vector weak neutral current couplings of
the light quarks. As the numerical values for the Z coupling to the up and
down-quarks V 2u,d · A2u,d are of similar size, the W±/Z ratio measures a PDF
insensitive quantity, providing the flavour composition of the light sea.
ATLAS W/Z cross section measurements performed at
√
s =7 TeV (corre-
sponding to a luminosity of 35 pb−1) [25] suggested the light quark sea (u,
d, s) is flavour symmetric. In particular, a QCD study of the results was
performed [24], fitting the distribution of the rapidity of the Z boson in two
different hypothesises:
1) the strange quark distribution is suppressed by fixing s¯/d¯ =0.5 at the
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initial scale of PDF evolution (Q20 =1.9 GeV2 and x=0.013);
2) the strange quark distribution is parametrised assuming s¯ = d¯ and
xs = xs¯.
The fit determines the value of:
rs = 0.5
(s+ s¯)
d¯
(1.26)
to be rs = 1.00+0.25−0.28, evolving the PDF at the scale of the Z mass (Q2 =
M2Z). This is consistent with the prediction that the light quark sea at low
x is flavour symmetric. The Z cross section measurement is compared to
NNLO fit results in Fig.1.8, where it is clear that the free s¯ fit leads to an
improvement in the prediction of the yZ description.
Figure 1.8: Differential dσ/dyZ cross section distribution measured with data
collected at
√
s =7 TeV by the ATLAS experiment. Data are compared with
two NNLO fit curves evaluated with free (continuous line) and fixed (dashed line)
strangeness, whose ratio is shown in the bottom part of the figure. The error
bars take into account the statistical and the uncorrelated uncertainties added in
quadrature. Data seem to favour the free strangeness fit.
The enlarged fraction of s-quark in the proton sea leads to a '10% de-
crease of the down and up quark sea densities at the initial scale Q20 because
xs¯, xd¯ and xu¯ are tied together at low x by the distribution of data. The
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total sea (xΣ) is correspondingly enhanced by '8% as illustrated in Fig.1.9.
Figure 1.9: Distribution of the light sea quarks, xΣ = 2x(u¯+ d¯+ s¯), in the NNLO
analysis of ATLAS data with a fixed fraction (green line) and with a fitted fraction
(blue line) of strangeness.
The high precision measurements of the Z boson allow to constrain the
PDF behaviour in specific kinematic range. The results on the production
cross section at
√
s =7 TeV (with luminosity of 35 pb−1 and 4.6 fb−1) and
their QCD interpretation [24] have been studied in combination with the DIS
data from HERA. From this examination of ATLAS+HERA data, the new
PDF set called ATLAS-epWZ16 has been provided, more sensitive to the
flavour composition of the sea quark and valence quark distribution at low
x [26]. The strange quark distribution in the proton sea has been measured
using the total Run 1 statistics, obtaining rs = 1.00 ± 0.07(exp)+0.13−0.14, with
a total uncertainty of about 16%, a reduction with respect to the previous
determination by the ATLAS Collaboration [25]. The result is compared
with different PDF sets in Fig.1.10: the new ATLAS-epWZ16 shows the
best agreement with data, highlighting the hypothesis of symmetric light sea
flavour.
Another important measurement which benefits from the high precision
reachable in the Z analysis is the ratio of the top pair production cross
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Figure 1.10: Determination of the strange-to-down sea quark fraction rs. The
coloured bands represent the measured value and its different uncertainty con-
tributions from experimental data, QCD fit and theoretical uncertainties. The
measurement has been compared with different NNLO PDF sets. rs is calculated
at the initial scale Q20 =1.9 GeV2 and at x=0.023, corresponding to the point of
largest sensitivity at central rapidity of ATLAS data.
section to the Z cross section. Since top-pairs are mainly produced through
the gluon-gluon fusion, the tt¯ process is sensitive to the gluon distribution
within the proton. Given that at a fixed centre of mass energy the luminosity
uncertainty cancels, the ratio tt¯/Z has a significant sensitivity to the gluon-
to-quark PDF ratio. Considering that the gluon fraction has a stronger
dependence on the centre of mass energy than the quark-antiquark one, the
measurements of the tt¯/Z ratio has been performed at
√
s =7, 8 and 13
TeV in order to study the gluon PDFs in different x-Bjorken regions [27].
The tt¯/Z measurements at
√
s =13 TeV is compared with different PDF sets
in Fig.1.11, showing that the precision reached in the measurement is more
accurate than predictions and thus helpful in constraining the gluon PDF.
In order to establish the impact of data on PDF uncertainties, a set of
PDFs has been reweighed on the basis of the results of a profile likelihood
fit of PDFs on data. Fig.1.12 presents the distribution of the gluon PDF
uncertainty as a function of Bjorken-x, showing that the ATLAS tt¯ and Z
cross section data impose visible constraints on the gluon distribution at x ∼
0.1, contributing in reducing the uncertainty.
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Figure 1.11: R = σtttot/σZfid at
√
s =13 TeV compared to predictions based on
different PDF sets. The inner shaded band corresponds to the statistical uncer-
tainty, the middle band to the statistical and experimental systematic uncertainties
added in quadrature, while the outer band shows the total uncertainty. The theory
predictions are given with the corresponding PDF uncertainties shown as inner
bars, while the outer bars include all uncertainties added in quadrature.
1.5 The Z+jets production cross section
As discussed in Section 1.4, the Z boson is produced at LO through the
Drell-Yan annihilation of an incoming quark-antiquark pair, which occurs
about 65% of times. At NLO the Z boson is produced in association with a
jet, a process which involves not only an electroweak vertex, but also a strong
interaction vertex. The Feynman diagram of the Z produced with one jet is
shown in Fig.1.13: this process contributes roughly 20-30% to the overall Z
cross section. Any additional parton in the final state implies supplementary
αS vertex, being therefore suppressed.
The Z+jets production is of extremely high importance within the Stan-
dard Model. Since it is a NLO process, it allows to perform studies of per-
turbative QCD in a wide kinematic range and at different jet multiplici-
ties. From the comparison with theoretical expectations, the high precision
reached in the results allows to constrain PDFs, which are the main source of
uncertainty in the multi-parton final state modelling. Minimizing the experi-
mental systematic uncertainty to increase the sensitivity of the measurement
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Figure 1.12: Impact of the ATLAS Z-boson and tt¯ cross section data on the
determination of PDFs. The blue band represents the uncertainty for the ATLAS-
epWZ12 PDF set, while the purple and light-blue bands show the uncertainty of
the “profiled” PDF after the inclusion of tt¯ and tt¯+Z measurements, respectively:
constraints on the gluon distributions at x ∼0.1 are clearly visible.
q Z0
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Figure 1.13: Feynman diagram for the NLO process of Z produced in association
with one jet.
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is therefore of great importance. The Z+jets events also constitute a non-
negligible background for studies of the Higgs boson and in searches of new
phenomena: typically in these studies, the multiplicities and kinematics of
the jets are exploited to achieve a separation of the signal of interest from
the SM Z+jets process. These quantities are often simulated with Monte
Carlo generators, which are themselves subject to systematic uncertainties
and must be validated with data.
The cross section ratio of massive vector bosons, measured in the leptonic
final states, in presence of jets is defined by Rjets = σW+njets/σZ+njets. Since it
benefits from the partial cancellation of the luminosity and PDF approxima-
tion uncertainties, this ratio is sensitive to the dynamics of these processes,
allowing to perform precise tests of perturbative QCD.
1.5.1 State of art of Z+jets measurements
Previously measured at Tevatron and LHC colliders, the Z+jets differen-
tial cross section has been measured by ATLAS with data corresponding
to an integrated luminosity of 3.16 fb−1, collected at
√
s =13 TeV dur-
ing 2015 [28]. The differential cross section has been measured as a func-
tion of many kinematic variables in order to model jet distributions. In
Fig.1.14 the cross section has been measured up to a jet multiplicity of seven
and compared with different predictions, presented with the PDF and QCD
scale uncertainty contributions. In particular, NLO SHERPA 2.2 calcula-
tion is compared with the LO simulations from MG5_aMC@NLO CKKWL,
MG5_aMC@NLO FXFX and ALPGEN and to the NLO fixed-order pre-
dictions from BLACKHAT+SHERPA. The partonic cross section decreases
logarithmically as a function of the increasing number of jets involved in
the process. Prediction are in agreement with the results for events with up
to four jets; for higher multiplicities, jets produced through Parton Shower,
involving soft (i.e. non-perturbative) final state emission, should be consid-
ered.
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Figure 1.14: Measured Z+jets cross section as a function of the inclusive jet
multiplicity. The data are compared to the predictions calculated with different
assumptions. The error bars correspond to the statistical uncertainty, and the
hatched bands to the statistical and systematic uncertainties (including luminosity)
on data added in quadrature.
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(a) Z+b 4FNS diagram (b) Z+b 5FNS diagram
(c) Z+bb: qq¯ initial state (d) Z+bb: gg initial state
Figure 1.15: Representative Feynman diagrams for Z+b (top) and Z+bb (bottom)
production. The leading tree–level diagram for Z+b production in the 4FNS (a)
and 5FNS (b) are included. The Z+bb production modes with qq¯ (c) or gg (d)
initial state are shown. Note that the diagram in (a) is the same as in (d) but with
the latter producing two b–quarks inside the acceptance.
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1.6 The Z+bjets production cross section
The measurement of the Z boson produced in association with heavy
flavour jets is the main subject of this thesis. These processes are a bench-
mark for Monte Carlo simulations and theoretical calculations, since the pre-
dicted cross section rates and distributions reflect both the structure of the
proton and the gluon splitting into a pair of b-quarks. For the calculation
of the Z+b(b) cross section, two approaches have been developed in parallel,
which are referred to as the “four flavour number scheme” (4FNS) and the
“five flavour number scheme” (5FNS) [29, 30]. In the 4FNS the b-quarks are
produced by hard initial state gluon splitting, described by the QCD matrix
element; this process leads to at least one b-jet in the final state. Fig.1.15a
represent the Feynman diagram of the process. The 4FNS matrix element
treats the b-quark as massive and thus it is not considered in the proton
PDF evolution and in the perturbative calculation. On the other hand, in
the 5FNS the b-quark PDF is calculated from the gluon density evolution
above the b-quark mass threshold (Q2 >> m2b) and describing the b-quark
as massless. It allows a b-quark density in the initial state and raises the
prospect that measurements of heavy flavour production could constrain the
b-quark PDF of the proton. An example of Feynman diagram for the Z+b
process in the 5FNS is presented in Fig.1.15b. The production of a b-quark
pair in association with a Z boson is dominated by two different production
modes characterised by quark-antiquark annihilation (Fig.1.15c) or gluon-
gluon fusion (Fig.1.15d) in the initial state. In particular, the qq¯ initial state
includes bb¯ if the 5FNS is adopted.
In a calculation to all orders, the 4FNS and 5FNS must give identical re-
sults; however, at a given order differences appear between the two. NLO
calculations combining the two schemes for initial partons still carry large
uncertainties.
The Z+b(b) production is a major background to a large number of pro-
cess with smaller cross section, such as top-quark, Higgs boson and searches
for new physics phenomena. The measurements of the production cross sec-
tion of the Higgs boson, decaying in a bb¯ couple, associated with a Z boson
cannot be separated from the Z+bb background. As shown in Fig.1.16 (left),
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Figure 1.16: Impact of the Z+b(b) production on the ZH(→ bb¯) measurement.
On the left, post-fit distribution of the invariant mass of the bb¯ pair (Mbb): the
Z boson produced with heavy flavour-jets is the major irreducible background.
On the right, systematics uncertainty contributions to the fitted signal-strength
parameter µ: the normalisation of the Z+b(b) background and the shape of the
Mbb distributions are among the largest systematics uncertainty [31].
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the contamination is still large and multivariate analyses (BDT) are employed
to discriminate signal from background events [31]. BDTs are trained in dif-
ferent categories and used to build a global fit on sensitive variables. Among
the fitted variables, the invariant mass (Mbb) and the angular separation
(∆Rbb) of the bb¯ couple are considered, which suffer form large modelling
uncertainties. Fig.1.16 (right), usually referred to as “ranking plot”, presents
the signal strength of the ZH process (i.e. the ratio of the measured cross
section value with respect to the SM predicted one) together with the main
systematic contributions of the various BDT variables: the flavour determi-
nation and modelling have a huge impact on the final result. A high precision
measurement of the Z+b(b) production can improve the theoretical calcula-
tions and thus the modelling.
Other important measurements are the ratios between the Z and W bosons
produced in association with one b-jets Rb = σZ+b/σW+b and two b-jets
Rb = σZ+bb/σW+bb. Benefiting from the great reduction of some experimental
uncertainties, Rbb can probe the difference between the kinematic distribu-
tions of the b-jet system recoiling against the W or the Z [32]. At low energy,
the difference in vector boson masses translates to a change in momentum
transfer between the incoming partons and thus different kinematics of the
final state b-jets. At high energy, the vector boson mass difference is small
compared to the momentum transfer and the cross section ratio is expected
to stabilise around 1. A precise measurement of Rb can therefore be used in
the context of searches and to constrain the b-quark PDFs.
1.6.1 State of art of Z+bjets measurements
Measurements of heavy flavour production in association with a Z boson
have attracted the interest of the Tevatron and LHC experimental communi-
ties in the last decades. The process has been measured in proton-antiproton
collisions at
√
s =1.96 TeV by CDF [33] and D0 [34] experiments and in
proton-proton collisions at
√
s =7 TeV by ATLAS [35] and at
√
s =7,8 TeV
by CMS [36, 37].
The ATLAS cross section for Z+≥1 b-jet and Z+≥2 b-jets are shown in
Fig.1.17 and compared with several NLO and LO calculations. Looking at
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aMC@NLO, the 5FNS prescription is in agreement with data for the Z+≥1
b-jet cross section measurement, while the 4FNS model underestimates the
measured cross section. The situation is reversed for the Z+≥2 b-jets case,
where the 4FNS provides a good modelling, while the 5FNS underestimates
the cross section, due to the fact that the 5FNS Z+ ≥2 b-jets process is
generated only at LO.
Figure 1.17: Cross section measurement for Z+≥1 b-jet (left) and Z+≥2 b-jets
(right). The data are shown as a vertical blue line with the statistical uncertainty
(blue band) and the sum in quadrature of statistical and systematic uncertainties
(green band). Data are compared to NLO predictions from MCFM and aMC@NLO
and to LO predictions from Alpgen+Herwig+Jimmy and Sherpa.
Cross section measurements have been performed as a function of several
b-jet and Z kinematic variables. In particular, σZ+b distributions as a func-
tion of Z transverse momentum (pZT ) and rapidity (yZ) are shown in Fig.1.18.
Despite all theoretical predictions provide a reasonable description of the
shape of data, some discrepancies appear at very high pZT (>200 GeV) and
the ratio of the MCFM [38] predictions to data shows a slope as a function
of yZ . Although the Z boson rapidity is the most sensitive to PDFs variable,
the large scale theoretical uncertainties prevent from drawing conclusions on
the b-quark production scheme.
Fig.1.19 presents the differential σZbb distributions as a function of the b-
jets invariant massMbb and angular separation ∆Rbb in the η−φ plane. Some
evidences of deviations with respect to NLO theoretical predictions appear at
lowMbb and ∆Rbb, in the range where gluon-gluon spitting process is studied.
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Figure 1.18: Differential σZ+b cross section as a function of Z boson transverse
momentum (left) and rapidity (right). The measured results are compared with
NLO predictions from MCFM and aMC@NLO and LO simulations from Alp-
gen+Herwig+Jimmy and Sherpa.
The results are really interesting to be followed up in Run 2. The main goal
of this thesis is indeed to perform differential cross section measurements
of the Z+≥1 b-jet and Z+≥2 b-jets processes at the centre of mass energy
of 13 TeV, benefiting from the high luminosity and the introduction of new
algorithms for b-jet tagging, which can improve the sensitivity to the b-quark
PDF of the proton and to gluon splitting.
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Figure 1.19: Differential σZ+bb cross section as a function of the invariant mass of
the b-jetsMbb (left) and angular separation ∆Rbb (right). The measured results are
compared with NLO predictions from MCFM and aMC@NLO and LO simulations
from Alpgen+Herwig+Jimmy and Sherpa.
Chapter 2
The ATLAS experiment and
particle reconstruction
Founded in 1954, the Conseil Européen pour la Recherche Nucléaire (CERN)
is the world largest research centre for particle physics. Located near Geneva,
it was one of the first European joint project and nowadays it has 22 mem-
ber nations that cooperate to probe the fundamental structure of the uni-
verse. The complex and large scientific instrumentation involves accelerators
to boost beams of particles up to very high energy and detectors to collect
and observe the results of the collisions.
The Large Hadron Collider (LHC) is the newest accelerator complex at
CERN. Built in a circular tunnel of 27 km and situated from 50 to 175
m under ground, it hosts four detectors along its ring: ATLAS, CMS, LHCb
and ALICE. In Section 2.1, a description of the LHC complex is given, com-
pleted in Section 2.2 by an overview of the physics requirements that guided
its construction. The two measurements I present in this thesis have been
performed using data collected by ATLAS, whose features are presented in
Section 2.3.
In Section 2.4, the physics objects reconstructed in ATLAS and used in the
analyses I present in this document are described: tracks, electrons, muons,
jets, b-jets and transverse energy.
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2.1 LHC
LHC was built to address the challenges of the post-LEP (1989-2000)
and post-Tevatron (1987-2011) era, exploring the TeV scale. It consists of a
27-kilometer ring where beams of particles travel in opposite directions, kept
separated in two ultra-high vacuum chambers at a pressure of 10−10 torr, and
collide in four points, where the four experiments are hosted. The proton-
proton (p-p) collision mode is the primary operational setup, but LHC is also
designed to perform heavy ion collisions.
Figure 2.1: Schematic layout of the CERN acceleration complex and experiments.
The acceleration process takes advantage from the whole CERN complex,
whose final step takes place in the LHC ring, as depicted in Fig.2.1. Protons
are obtained by ionising hydrogen atoms and are first accelerated up to 50
MeV by LINAC, a linear accelerator. After this first acceleration stage,
circular systems are used to increase particle energy. Beams are injected in
order into the Proton Synchrotron Booster (PSB), the Proton Synchrotron
(PS) and the Super Proton Synchrotron (SPS), reaching energy of 1.4 GeV,
25 GeV and 450 GeV, respectively, before being delivered to LHC. PS and
SPS provide protons in bunches, separated by 25 ns; a maximum of 2808
bunches, containing about 1011 protons each, can be injected into the LHC
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ring. Inside LHC, proton bunches are kept circulating by using 1232 NbTi
superconducting magnets and are focalised by 392 additional quadrupole
magnets. The superconducting magnets are cooled down to 1.9 K with liquid
helium. The magnet systems use a twin bore design to bend particles in
both beams simultaneously. 16 radiofrequency cavities with a maximum
electric field of 5.5 MV/m are used to accelerate particles from 450 GeV to a
maximum of 7 TeV. The ensemble of all bunches gives rise to 109 collisions
per second, assuming a total proton-proton cross section of 10−25 cm2 at the
LHC energy. The most important LHC parameters are reported in Table 2.1
[39].
Design 2012 2015 2016
Beam energy (TeV) 7 4 6.5 6.5
Dipole magnetic filed (T) 8.33 ∼6.3 ∼8.0 ∼8.0
Number of protons per bunch 1.15·1011 1.7·1011 1.2·1011 1.18·1011
Maximum number of proton bunches 2808 1374 2244 2076
Number of bunch places 3564
Bunch separation (ns) 25 50 50-25 25
Peak luminosity (cm−2s−1) 1034 7.7·1033 5.0·1033 1.4·1034
Integrated recorded luminosity (fb−1) 80-120 21.3 3.9 36.5
Average pile-up interactions 19 37 15 25
Table 2.1: An overview of design goal specifications of LHC, with performance-
related parameters during LHC operations in 2012, 2015 and 2016.
During the most recent data taking period (Run 2), LHC accelerated
protons up to an energy of 6.5 TeV, corresponding to a centre of mass energy
of 13 TeV, with a maximum luminosity of 1.4·1034 cm−2s−1. The scheduled
periods of active work of LHC and the shutdown periods are represented in
Fig.2.2, together with future developments and upgrades, like the Phase-2
(High Luminosity-LHC from 2018) [40].
The goal of the LHC technical program is to increase the number of colli-
sions, together with the integrated luminosity delivered to the detectors. A
more detailed explanation of the luminosity concept is described in Appendix
A, while in Fig.2.3 the total luminosity delivered by LHC and recorded by
ATLAS during 2015 and 2016 data taking periods is shown [41]. As a con-
sequence of the high delivered luminosity, the number of p-p interactions in
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Figure 2.2: Time schedule of LHC, involving active periods and technical shut
down, from Run 1 to last upgrade to High Luminosity LHC.
a single bunch crossing (“pile-up”) is much larger than one. Fig.2.4 shows
the average number of interaction per bunch crossing in 2015 and 2016. The
pile-up constitutes a challenge for detectors that must resolve the properties
for individual collision.
Figure 2.3: Integrated delivered (green) and recorded (yellow) luminosity versus
time during stable beams of pp collisions in 2015 (left) and 2016 (right).
2.2 Physics requirements
LHC aims to observe rare physics processes that may be generated at
the TeV scale. The high luminosity and the large cross sections enable to
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Figure 2.4: Mean number of interaction per bunch crossing during 2015 (left) and
2016 (right) p-p collisions.
increase the production rate of all physics channels. On the other hand, the
nature of the p-p collisions leads the QCD jet production to increase as a
function of energy, making the reconstruction of rare processes challenging.
The design of ATLAS and CMS detectors and the choice of their subsystems
is guided by the need to perform high precision measurement of electroweak
interactions, to test QCD, to verify the consistency of the Standard Model
and to discover new processes.
In order to address the previous physics goals, the LHC detectors must fulfil
the following requirements:
• fast response and radiation hard electronics;
• high granularity to handle the numerous signals detected and to sepa-
rate overlapping events;
• large acceptance for high efficiency particle detection and missing en-
ergy measurement;
• tracking system with good momentum resolution for charged particles
and large reconstruction efficiency for particle detection and primary
(secondary) vertices reconstruction;
• good electromagnetic calorimetry for electron and photon identifica-
tion, complemented with hadronic calorimetry for jets and transverse
energy measurements;
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• good muon identification and momentum resolution, with unambigu-
ously determination of the charge;
• highly efficient trigger on both high and low transverse-momentum ob-
jects with sufficient background rejection;
• precise measurement of the luminosity for cross section measurements.
The structure of the four experiments situated along the LHC ring is designed
to cope with different physics program:
• ATLAS (A Toroidal LHC ApparatuS) is a multi-purpose experi-
ment designed to perform precise measurements of the Standard Model
and to discover signatures of new physics;
• CMS (Compact Muon Solenoid) is a multi-purpose experiment
that pursues the same physics goals as ATLAS, using different and
complementary technologies;
• LHCb placed in the forward direction, investigates the physics of B
mesons and CP violation, using a completely different asymmetric de-
sign, covering the forward direction for 20 meters along the beam pipe,
in order to efficiently reconstruct the B meson decays;
• ALICE (A Large Ion Collider Experiment) is dedicated to the
study of the quark gluon plasma produced in heavy ion collisions in
dedicated LHC runs.
2.3 The ATLAS detector
With a total length of 42 m, a diameter of 22 m and a weight of 7000 t,
ATLAS is the largest among the LHC experiments [42]. It is of cylindrical
shape, symmetric with respect to the interaction point (IP), with a almost
4pi coverage and concentric layers of sub-detectors arranged around the beam
pipe. The detector is organised in a central barrel and two end-caps. The
overall ATLAS layout is portrayed in Fig.2.5 and the performances of the
main sub-systems are summarised in Table 2.2.
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Figure 2.5: The ATLAS detector layout.
The ATLAS detector technologies are designed to properly reconstruct
particles according to their interaction with the materials, which is deeply
linked to the nature of the particles themselves. A complete representa-
tion of the particles reconstructed and identified in ATLAS is presented in
Fig.2.6. All charged objects, such as protons, electrons, muons and pi±, de-
posit a part of their energy in the innermost section of ATLAS, defined by
the presence of the tracking system (Inner Detector). A magnetic field bends
particles and allows to reconstruct their momentum and to measure their
charge from the bending direction. All particles, neutral ones included, de-
posit their energy in the calorimeters. ATLAS has two different technologies
for calorimetry, specifically developed to measure the energy of electrons,
photons and hadrons. The only exception is given by muons, which cross all
the sub-systems depositing only a small fraction of the total energy, before
being stopped in dedicated spectrometer, placed after the hadronic calorime-
ter. Neutrinos are not detected in ATLAS, since they do not interact with
any of the sub-systems mentioned previously. Their presence is deduced by
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the momentum balance in the recorded event. A brief description of the AT-
LAS subdetectors follows in the next paragraphs of this Section, focusing on
the different technologies and efficiencies. A complete description of particle
reconstruction, is presented in to Section 2.4.
Figure 2.6: Different reconstruction of particles in ATLAS according to their
different interactions with materials.
2.3.1 The coordinate system
ATLAS uses a right-handed coordinate system with the origin in the nom-
inal interaction point (IP) and the z-axis directed along the beam-pipe. The
x-axis points to the centre of the LHC ring and the y-axis points skywards.
The side-A of the detector is defined for positive z and side-C for negative
z. Given the detector symmetry, cylindrical coordinates (r, φ, θ) are used,
being φ the azimuthal angle around the z-axis and θ the polar angle.
The rapidity y is defined as:
y =
1
2
log
E + pz
E − pz . (2.1)
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In case of particles with a mass negligible with respect to the energy, y
corresponds to the pseudorapidity η:
η = − log[tan(θ
2
)] . (2.2)
The transverse momentum pT , the transverse energy ET and the missing
transverse energy EmissT are defined in the x-y plane. ∆R is the distance in
the η − φ space defined as: ∆R = √∆η2 + ∆φ2.
2.3.2 The tracking system
Particle tracking is performed in ATLAS by the Inner Detector (ID), the
detector closest to the interaction point. It is composed by concentric lay-
ers of detecting material and has a total radius of 1.2 m and length of 6.2
m [43]. This corresponds to a pseudorapidity region of |η| < 2.5, beyond
which particle detection must rely solely on the calorimeters and muon spec-
trometer. The main purpose of the ID is to reconstruct charged tracks and
momenta. Since the ID is immerse in a 2 T magnetic field generated by a
central solenoid, from particle bending it is possible to achieve the measure-
ments of the charge and momentum. By extrapolating tracks to their origin
point in the beam pipe, interaction vertices are reconstructed: in particular,
the primary vertex corresponds to the vertex where p-p collisions take place,
while secondary vertices correspond to the position of heavy particle decay.
The ID provides a transverse impact parameter resolution of ∼35 (∼10) µm
for pions with pT= 5 (100) GeV and a transverse momentum resolution of
about 4% for 100 GeV muons.
The ID is made of several sub-detectors, characterised by different technolo-
gies (see Fig.2.7). Starting from the inner layer: the Insertable B-Layer, the
Pixel and the Silicon microstrip of the Semi Conductor Trackers, used in
conjunction with the Transition Radiation Tracker. The main sub-systems
devoted to particle tracking are described in detail in the following sections.
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Figure 2.7: An illustration of the ATLAS Inner Detector, including the new in-
sertable B-layer (IBL) added between Run 1 and Run 2. The red line indicates the
trajectory of a hypothetical particle with pT= 10 GeV and η= 0.3.
Insertable B-Layer (IBL)
The IBL is the sub-detector closest to the beam pipe. It is made of a single
cylindrical layer of silicon pixels. It is placed between the thinner Beryllium
beam pipe and the inner Pixel layer. The radiation length at η=0 is 1.54% of
X0. Due to its position close to the beam pipe, the IBL pixel sensors have a
small size (50×250 µm) and are radiation hard, to reduce occupancy at high
luminosity. It provides a full φ coverage, with a precision in the coordinate
measurements of 23 µm. Inserted during the LS2, the IBL improves the
quality of the impact parameter measurement, of the vertex reconstruction
and of the b-tagging performance. In particular, in case of the b-tagging, the
IBL reduced the probability of mis-tagging particles by a factor two [44, 45].
The pixel detector
Due to its position close to the barrel where the particle density is at its
highest, the Pixel detector has a thin granularity. It is composed by three
layers of silicon pixels 50µm×400µm (φ×z) in size, in both the barrel and
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Figure 2.8: View of the ATLAS Inner Detector. The IBL is missing in the picture
since inserted during the last long shutdown.
the end-cap positions. The innermost barrel layer is located at R=51 mm
and the outermost at R=123 mm from the z-axis, while the first end-cap disk
is positioned at |z|=495 mm and the last at |z|=650 mm. The dimensions
are chosen in order to maximise the probability that a particle crossing one
layer will cross also the other two. The system covers a total active area of
about 1.7 m2 with an approximate radiation length of 0.1 X0 at η = 0. The
intrinsic precision in the measurements is 10 µm for the R-φ plane and 115
µm for the z(R)-coordinate in the barrel (end-caps).
Figure 2.9: Cutaway of the ATLAS Pixel Detector.
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SemiConductor Tracker (SCT)
Placed in the intermediate range of the ID, the SCT employs the same
semiconductor technology as the Pixel detector, with the difference in the
use of silicon microstrips instead of pixels (120 mm×60 mm in φ×z). It
is composed by four layers in the barrel (300 mm<R<510 mm) and nine
in each end-cap (850 mm<z<2730 mm). In each module, strip planes are
glued back to back, with the inner strip aligned along z in the case of the
barrel and radially in the case of the end-caps. Each of the 4088 modules
incorporates two layers with strips rotated by 40 mrad for a more accurate
position measurement: a single strip can indicate the transverse location of
a hit (φ and R in the barrel, for example) and the 40 mrad stereo angle
adds the determination of the longitudinal coordinate (z in the barrel). The
radiation length at η = 0 is approximately 0.1 X0. The intrinsic measurement
accuracies per module are 17 µm for the R-φ plane and 580 µm for the z(R)-
coordinate in the barrel (end-caps).
Transition Radiation Tracker (TRT)
Positioned in the outermost part of the ID, the TRT is a combination of a
tracker (based on the straw tubes) and a Transition Radiation detector for the
pattern recognition. The Transition radiation detector allows to discriminate
between light and heavy particles from the transition radiation that particles
emit according to their speed, passing through several layers of material with
different refraction indices. High relativistic particles (typically electrons)
can be recognised by a wider emitted radiation with respect to the other
particles. A single TRT component is made of Polyimide drift (straw) tubes
of 4 mm diameter that contains the anodes, tungsten wires gold plated,
directly connected to the front-end electronics and kept at ground potential.
The gap between the straw and the wire is filled by a mixture of gases. The
passage of ionizing particles induces a low amplitude signal on the anodes. At
the same time, some particles crossing polypropylene fibres cause transition
radiation emission, absorbed by the Xenon present in the gas mixture; this
last process leads to a high amplitude signal in the TRT electronics that can
be distinguished from low amplitude ionization signal.
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A large number of hits is provided by the straw tubes of the TRT, typically
36 for tracks up to |η| = 2.0. The TRT only provides R-φ information, for
which it has an intrinsic measurement accuracy of 130 µm per straw. In the
barrel region, straws are parallel to the beam axis and are 144 cm long, with
their wires divided into two halves, approximately at |η| = 0. In the end-cap
region, the straws are arranged radially in wheels. The radiation length at
|η| = 0 is approximately 0.2 X0.
2.3.3 The magnet system
A strong magnetic field is crucial to provide sufficient bending power for
accurate track reconstruction and momentum measurement. ATLAS uses a
hybrid system of four large superconducting magnets, unique in the history
of particle detectors, that gives to ATLAS its original shape. Fig.2.10 shows
the general layout of the ATLAS magnetic system [43], consisting of:
Figure 2.10: The ATLAS magnet system.
• a solenoid, 5.3 m long and 2.5 m of diameter, with the axis parallel to
the beam direction. It surrounds the Inner Detector providing a 2 T
magnetic field. The layout was designed to keep the material thickness
in front of the calorimeter as low as possible: the solenoid contributes
a total of ∼0.86 radiation lengths (X0) at normal incidence;
• a toroid system, providing a 4 T field, mostly orthogonal to muon tra-
jectories. As visible in Fig.2.10, it is composed by eight Barrel Toroids
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(BT) 25 m long (inner core 9.4 m, outer diameter 20.1 m) and two
End-Cap Toroids (ECT), 5 m long (inner core 1.64 m, outer diameter
10.7 m). The toroid structure is designed to minimize the uncertainty
on the momentum measurements due to multiple scattering. The BT
bends particles in the region |η| <1, while ECTs provide particle bend-
ing in 1.4< |η| <2.7. In the transition region, 1< |η| <1.4, magnetic
deflection is provided by a combination of barrel and end-cap.
2.3.4 The calorimetry system
The main task of the calorimeters is to fully contain and measure the
energy of the incident particles. The only exception is given by muons, as
explained in Section 2.3.5.
Figure 2.11: Overall overview of the ATLAS calorimetry system.
A view of the ATLAS calorimetry system is shown in Fig.2.11. Different
techniques are used in order to address the wide range of physics processes
of interest. The calorimeters cover a range of |η| <4.9 [43]. The central parts
have high granularity to enable the pointing back to the primary vertex, al-
lowing the reconstruction of the interacting particle direction. The ATLAS
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calorimeter system consists of two separate sub-systems: the electromag-
netic and the hadronic calorimeters, structured in three cryostats, one barrel
and two end-caps. Surrounding the ID, the electromagnetic calorimeter uses
liquid argon (LAr) as active material and lead as absorber to measure the
energy of electrons and photons. The hadronic calorimeter employs the LAr
technology and a copper absorber in the forward region and active scintillat-
ing tiles with absorbing steel in the barrel (TileCal), to contain the shower
of jets. The forward calorimeter (FCAL) uses LAr and copper in the elec-
tromagnetic part and tungsten in the hadronic part.
The main requirement for a calorimeter in order to obtain a good transverse
energy resolution is hermeticity. The large radius of the toroidal magnet
muon system allows the calorimeter to have enough thickness to achieve
a good containment for jets. The total thickness of the electromagnetic
calorimeter is more than 22 radiation length (X0) in the barrel and more
than 24 X0 in the end-caps. The total thickness of the hadronic calorimeter
is 9.7 interaction length (λ) in the barrel and 10 λ in the end-caps, adequate
to fully contain high energy jet showers. The total interaction length of the
entire system is ∼10 λ, with a peak values of 11 λ at η=0. The main features
of the electromagnetic and hadronic systems are described in the following
paragraphs.
The electromagnetic calorimeter
The LAr electromagnetic calorimeter is a sampling calorimeter divided
into a barrel (|η| <1.475) and two end-caps (1.375< |η| <3.2) regions. In
front of the cryostat wall, an additional pre-sampler detector, consisting of
an active layer of liquid argon of 1.1 cm thickness, provides a correction to the
energy loss in the material in front of the calorimeter (|η| <1.8). The barrel
calorimeter is composed by two parts with a 6 mm gap at z=0; the end-caps
(EMEC) are divided into two coaxial wheels, covering up to |η| <2.5 and 3.2
respectively. The accordion geometry of the electrodes, in both the barrel and
end-cap regions, guarantees a complete azimuthal coverage. Fig.2.12 shows
a module of the barrel calorimeter and highlights the sampling structure,
which is organised in three layers [43]:
56 2. The ATLAS experiment and particle reconstruction
• the inner layer (4.3 X0) consists of strips with ∆η=0.0031 to allow
separation between charged and neutral pions;
• the middle layer (16 X0) is segmented in squared towers ∆η × ∆φ =
0.025×0.025;
• the outer layer is made by ∆η×∆φ = 0.050×0.025 towers, specifically
designed to measure showers of electrons and photons with energy E>
50 GeV.
The overall segmentation allows for high precision spatial measurements,
providing a pointing geometry that helps in identifying photons coming from
a primary vertex. The LAr calorimeter allows to achieve an energy resolution,
independent on η for photons of 100 GeV better than 1.5% (σE
E
= 10%√
E
⊕0.2%).
Figure 2.12: Sketch of a LAr barrel module. The granularity in η and φ cells of
each of the three layers and of the towers is also shown.
The hadronic calorimeter
The hadronic calorimeter is placed directly outside the EM calorimeter
and it is compounded by a barrel and two end-caps.
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The barrel region (TileCal) is a sampling calorimeter using iron as the ab-
sorber and scintillating tiles as active material, with a granularity of ∆η×∆φ
= 0.01×0.01. It is divided into a central (|η| <1) and two extended barrels
(1< |η| <1.7). TileCal is segmented in three layers, approximately 1.5, 4.1
and 1.8 λ thick for the central barrel, and 1.5, 2.6 and 3.3 λ for the extended
barrel. The total detector thickness at the outer edge of the tile-instrumented
region is 9.7 λ at η = 0. Gap scintillators are placed along the internal edge
of the extended barrel to partially recover the energy loss between the two
barrel regions, where the readout of the EM calorimeter is placed.
The hadronic end-cap (HEC) covers the pseudorapidity region 1.5< |η| <3.2.
It is located in the same cryostat as the EMEC and the forward calorime-
ter (FCal) and its absorbing material is copper. Each hadronic end-cap is
composed of two independent wheels with ∼2 m outer radius; each wheel is
segmented longitudinally in two parts.
TileCal and HEC measure jet energies with a resolution σE
E
= 50%√
E
⊕2.5%⊕ 5%
E
,
where the energy E is in GeV.
Forward calorimeter
The Forward Calorimeter (FCal) is an electromagnetic and hadronic calorime-
ter, made using an intrinsic radiation hard technology. The FCal is approxi-
mately 10 interaction length deep, and consists of three modules in the end-
cap: the first is optimised for electromagnetic measurements and uses copper
as passive material, while the two others, with tungsten as passive material,
measure the energy of the hadronic interactions with a energy resolution is
σE
E
= 100%√
E
⊕ 10%, where the energy E is in GeV.
2.3.5 The muon system
The muon spectrometer is designed to reconstruct muons, which travel in
the detector much more than the other charged particles generated in the col-
lisions, since they hardly interact with materials, they radiate bremsstrahlung
far less than the electrons and are long-lived particles. The features men-
tioned above explain the reason why the muon systems is located in the
outermost part of ATLAS, within the toroidal magnetic field and covers the
58 2. The ATLAS experiment and particle reconstruction
pseudorapidity region |η| <2.7. The direction of the magnetic field causes
muons to bend in the R− z plane, orthogonal to the solenoid field in the ID.
An illustration of the muon spectrometer can be found in Fig.2.13.
Figure 2.13: Cutaway view of the ATLAS Muon System.
The muon spectrometer is composed of several sub-detectors, grouped
according to two main features:
a) chambers providing precision measurement of the momentum;
b) chambers with fast response for on-line triggering and coarser granu-
larity.
The type a) sub-detectors are: the Monitored Drift Tube (MDT) cham-
bers and the Cathode Strip Chambers (CSC). The MDTs form the bulk
of the muon spectrometer, with several layers of drift tubes, operated with
Ar/CO2 gas at 3 bar pressure. The MDT layout is projective, increasing the
layer dimensions and chamber sizes as a function of the distance from the
interaction point. They cover the pseudorapidity region |η| <2.7, except for
the innermost end-cap layer which covers |η| <2.0. MDTs are complemented
by CSCs, characterized by a better time resolution. CSCs are multi-ware
proportional chambers, containing cathode planes segmented in strips along
the orthogonal direction to allow for measurements in both the bending and
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the transverse planes. They are composed by two disks, with eight chambers
each. All relevant parameters of the Muon Spectrometer sub-detectors are
summarised in Table 2.3.
Type Function Chamber resolution in Hit/track Number of
z/R φ time barrel endcap chambers channels
(µm) (mm) (ns)
MDT tracking 35 (z) - - 20 20 1088 339k
CSC tracking 40 (R) 5 7 - 4 32 30.7k
RPC trigger 10·103 (z) 10 1.5 6 - 544 359k
TGC trigger 2-6·103 (R) 3-7 4 - 9 3588 318k
Table 2.3: Main parameters of the four sub-detectors constituting the ATLAS
Muon Spectrometer.
The detectors of type b) provide a φ coordinate measurement, completing
the MDT precision. Benefiting from a very fast response, they provide the
on-line event selection (trigger), identifying the bunch crossing originated an
event with 99% accuracy. In the barrel region (|η| <1.05) they consist of Re-
sistive Plate Chambers (RPC) and in the end-caps (1.05< |η| <2.4) of Thin
Gap Chambers (TGC), whose relevant parameters are highlighted in Table
2.3. The RPC sub-system has planes arranged in three cylindrical layers
around the z-axis; in order to measure the η and φ coordinates, each plane
is further composed of two layers. The TGC sub-detector complements the
MDTs, measuring the azimuthal coordinate. TGCs are segmented radially
into one end-cap and forward region. The TGC wire groups measure the
bending plane coordinate and the radial strips provide the φ measurements.
The precision of the momentum measurement for a high-pT muon track de-
pends on the resolution of the sagitta, namely the deviation in the R-z plane
with respect to a straight line. For a high-momentum track (pT ∼1 TeV),
the typical sagitta is around 500 µm. The MDTs provide a momentum mea-
surement with σpT /pT ∼ 10% resolution for 1 TeV muons, and 2-3% for lower
momenta. In case of low-momentum muons, it is necessary to complement
the measurement of the MS with information from the Inner Detector (see
Appendix B).
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2.3.6 The forward detectors
Additional detectors are displaced from the ATLAS structure to provide a
coverage in the high rapidity region [46]. Fig.2.14 illustrates the position of
the forward detectors with respect to their distance from the IP: the detector
closest to ATLAS is LUCID (Luminosity measurement Using Cherenkov De-
tectors), followed by ZDC (Zero Degree Calorimeter), AFP (ATLAS Forward
Proton) and ALFA (Absolute Luminosity For ATLAS).
Figure 2.14: Forward detector positions along the beam line with respect to the
ATLAS interaction point (IP).
Placed ±17 m from the IP, LUCID is a detector built to measure lumi-
nosity. LUCID is the official ATLAS luminosity monitor since the beginning
of Run 2 and is described in detail in Appendix A.
ZDC [47] is located ±140 m from the interaction point, where the beam
pipe is divided into two separated tubes (see Fig.2.14) and embedded in the
TAN (Target Absorber Neutral). ZDC is designed to detect neutrons from
heavy-ion collisions with |η| >8.3 and extract from the number of specta-
tor (forward) neutrons the centrality of the interaction. It is also used to
reduce the beam-halo and beam-gas backgrounds by requiring a coincidence
between the two ZDC modules, symmetric around the IP. Its time resolution
is approximately 100 ps, allowing the determination of the IP with a 3 cm
precision in z coordinate. Each side of the detector contains four modules:
one electromagnetic and three hadronic calorimeters. The EM module has
11 tungsten plates, normal to the beam axis, each vertically extended by 290
mm steel plates. Quartz rods enter the plates parallel to the z direction,
forming a 8×12 matrix. They are read out by phototubes, to capture the
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Cherenkov light emitted by the incident particles. The hadronic modules
have a similar layout, with fewer readout channels.
AFP [48] is designed to measure forward protons with Roman Pots for
the study of soft and hard diffractive processes. It consists of 2 stations
on each side: a tracker is placed at 205 m and another tracker with a ToF
(Time of Flight) detector is located 217 m from the IP. The tracker is a
pixel detector with high granularity 10 µm×µm (x-y) and radiation hard.
The ToF detector measures the time of flight of the colliding particles with
a time resolution ≤30 ps.
ALFA [49] is located at ±240 m from the interaction point. It is a system
of detectors dedicated to the measurement of elastic scattering at very small
angles (down to Coulomb-Nuclear interference region) for the total cross sec-
tion determination and diffractive studies. The angles needed to perform such
measurements (∼3 µrad) are smaller than the beam divergence: therefore,
special beam condition are required (large values of the betatron function at
the IP, β∗ ∼[90m , 2.5 km]). ALFA is composed by scintillating fibre trackers
and it is placed inside Roman Pots, which allow the sub-detectors to be as
close as possible to the beam (∼1 mm). There are two Roman Pots on each
side at 4 m distance from each other. ALFA spatial resolution is 25±3 µm.
2.3.7 Trigger and data acquisition system
The trigger system is an essential component of the ATLAS experiment,
since it is the responsible for deciding whether or not save a given collision
among the large number of data collected. ATLAS uses a complex Trigger
and Data Acquisition System (collectively TDAQ) to select the events and
reduce the event rate from 40 MHz to ∼1 kHz, the maximum for data storage.
The TDAQ system [50] consists of a hardware Level-1 and a software-based
High Level Trigger (HLT) levels: each level refines the selection made in the
previous step by adding additional information and selection requirements
(see Fig.2.15).
The initial selection is made by the Level-1 trigger, which reduces the
event rate from the LHC bunch crossing of ∼40 MHz to ∼100 kHz, with a
62 2. The ATLAS experiment and particle reconstruction
Figure 2.15: Scheme of the ATLAS Trigger and Data Acquisition System.
decision time of 25 µs. The Level-1 trigger uses custom electronics to deter-
mine the Regions of Interest (RoIs) in the detector, taking as input coarse
granularity calorimeter and muon detector information. The RoIs represent
the position of the triggering object in the η − φ plane and are sent to the
HLT, which performs a full event reconstruction by using sophisticated algo-
rithms adapted to on-line selection algorithms. The HLT is the responsible
for the final physics selection for the following off-line analyses.
The HLT reduces the rate from Level-1 output to approximately 1 kHz, with
a processing time of ∼200 ms and an event size of about 2 Mbyte. In Run 1
the HLT has separate Level-2 and Event Filter computer clusters. In Run 2,
the system has been merged into a single event processing HLT form, in or-
der to reduce the complexity and allow the dynamic source sharing between
algorithms. This arrangement reduces algorithm duplication and results in
a more flexible HLT.
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2.4 Object reconstruction
In ATLAS different types of particles must be reconstructed, such as elec-
trons, muons, taus, photons, jets and neutrinos, exploiting the technologies
described in Section 2.3. Since ATLAS is a complex system, made of several
components of different technologies, a particle is reconstructed using signals
deposited in many different parts of the detector. The first step in the recon-
struction is to build the low-level objects representing individual particles:
in the Inner Detector, tracks are reconstructed from spacepoint hits and in
the calorimeters, cells clusters are formed. From tracks and calorimeter clus-
ters, electrons, muons, taus, photons and jets are constructed. All particles
mentioned above are then used to measure the total transverse energy, and
through the energy balance, the so-called “missing transverse energy”, is at-
tributed to neutrinos. In the following paragraphs, a descriptions of track,
electron, muon, jets and missing transverse energy reconstruction is given.
2.4.1 Tracks and primary vertex
Tracks are reconstructed from individual particle interaction with the de-
tector and reveal the passage of charged particles through the ID. Tracks are
used both to identify the particles produced in the collision and to locate the
primary vertex, by extrapolating their path to the beam line.
Tracks are reconstructed from spacepoints, which are three dimensional rep-
resentations of detector measurements. ATLAS uses two different algorithms
for tracking: the “inside-out” and the “outside-in”, whose names refer to the
order in which spacepoints are connected to form tracks. First the inside-out
method seeds the track with silicon hits (pixels and SCT hits) before extrap-
olating outwards and find a coincident hit in the TRT; then the outside-in
procedure uses TRT hits to seed tracks, which are extrapolated back towards
the IP to identify coincident silicon hits. Pixel spacepoints are simple to de-
termine due to the high granularity of the pixel detector. This is the reason
why, as explained in Section 2.3.2, two SCT microstrips are glued together at
a small stero angle to allow the determination of the coordinate orthogonal
to the beam direction. A detailed explanation of the algorithm steps used to
construct tracks is reported in [51].
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Tracks are reconstructed with a resolution in the transverse momentum mea-
surement σpT /pT = 0.05% × pT/GeV ⊕ 1%. The reconstruction algorithm
fits five parameters: d0, z0, φ, θ and p/q, where d0 and z0 are the impact
parameters to the beam line in the transverse and the longitudinal planes,
respectively, q is the track charge and p is the track momentum.
Figure 2.16: Display of a proton-proton event collision recorded by ATLAS on 6th
May 2015 at 900 centre of mass energy. Tracks are reconstructed from hits in the
ID, including the IBL, shown as a small ring in the left-hand azimuthal view, and
in the innermost layers in the right hand longitudinal view.
Due to the large hit multiplicity, fake track candidates (tracks not asso-
ciated with the trajectory of an actual particle) are present and must be
rejected. Moreover, if n∼ O(10) particles are produced within the ∆R<0.02
radius jet, for example, then multiple particles can hit the same pixel and one
of the resulting tracks can be lost. The fitting procedure and the requirement
of good quality criteria allow to discard many hits and to correctly recon-
struct particle directions. Fig.2.16 shows an event display from the early
Run 2 data, where tracks are reconstructed from all three ID sub-systems
including the IBL [52].
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Primary Vertex Reconstruction
The primary vertex is the location where the p-p interaction takes place.
In general, vertices are reconstructed by extrapolating tracks to the beam
pipe and looking for intersection of multiple tracks [51]. First of all, tracks
must satisfy certain quality criteria, such as pT > 400 MeV, ≥9 silicon pixel
hits with no pixel holes (when particle passes through inert material or dead
modules) and |d0| <4 mm. The constrain on d0 prevents the reconstruction
of vertices outside the beam pipe. Then, vertex finding is seeded using the z
coordinate of each extrapolated track with the beamline. Tracks within 7σ
of the seed are candidates for the vertex reconstruction.
To determine the vertex position iterative χ2-fits are made, where in each
iteration outlying tracks have lower weights, in order to minimise the χ2.
The vertex with the highest sum of tracks p2T is taken as the primary vertex,
while the other vertices are assumed to be pile-up vertices. The overall vertex
reconstruction efficiency is above 80% for beam crossings with few vertices
and 50% for crossing with more than 40 interactions.
2.4.2 Electrons
In ATLAS electrons are reconstructed using a combination of the Inner
Detector tracks and Electromagnetic Calorimeter clusters. The information
from the ID define the direction at the interaction point, while the EM clus-
ters infer the energy of the electron.
The reconstruction algorithm begins finding the seed-clusters as longitudi-
nal towers in the η × φ plane of the EM middle layer, with total cluster
energy above 2.5 GeV [53]. Then the reconstruction methodology involves
track reconstruction from the ID, taking into account energy loss due to
bremsstrahlung, the number of precision hits in the SCT and the track-
cluster EM matching.
The Particle IDentification (PID) determines whether the reconstructed elec-
tron candidates are signal-like objects or background-like objects, such as
hadronic jets or converted photons. The PID algorithms use quantities re-
lated to the electron cluster and track measurements, including calorimeter
shower shapes, information from the TRT, track-cluster matching related
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quantities, track properties and variables measuring bremsstrahlung effects.
In Run 2, several changes in the input variables used for electron PID have
been introduces: taking advantage of the IBL, the number of hits in the in-
nermost pixel layer is used to discriminate between electrons and converted
photons. The baseline PID algorithm used in Run 2 analyses is the likelihood-
based (LH) method. It is a multivariate (MVA) technique that simultane-
ously determines several properties of the candidate when a selection decision
is made. The LH procedure uses the signal and background probability den-
sity function of the discriminating variables. Based on these functions, an
overall probability is calculated for the object to be signal or background.
Three working points are typically provided for the electron PID: ordered
by background rejection power, they are referred to as Loose, Medium and
Tight. Each working point includes the tighter one. The PID operating
points are optimised in several bins of η and ET , since the distributions of
electron showers depend on the amount of material the electron crosses and
on their energy. The performance of the LH identification algorithm is il-
lustrated in Fig.2.17 for electrons from Z decay: the signal efficiencies for
electron candidates with ET= 25 GeV are in range from 78% (tight) to 92%
(loose) and increase with ET [53].
In addition to the ID criteria described above, most analyses require elec-
trons to fulfil isolation requirements, to further discriminate between signal
and background. The isolation variable quantifies the energy of the parti-
cles produced around the electron candidate and allow to distinguish prompt
electrons from heavy resonance decays (i.e. W → eν and Z → ee) from
non-isolated candidates, such as electrons coming from converted photons
produced in (heavy) hadron decays and light hadrons misidentified as elec-
trons. The discriminating variables designed for this purpose are:
• the calorimetric isolation energy Econe0.2T , defined as the sum of trans-
verse energy of topological calibrated clusters in EM calorimeter, within
a cone of ∆R=0.2 around the candidate electron cluster;
• the track isolation pvarcone0.2T , defined as the sum of transverse momen-
tum of all tracks, satisfying quality requirements [53], within a cone
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Figure 2.17: Electron identification from Z → ee decays for Loose, Medium and
Tight operating points. The efficiencies are obtained using Monte Carlo simulations
and are measured comparing the reconstructed electrons to Monte Carlo truth
electrons.
of ∆R=min(0.2, 10 GeV/ET ) around the candidate electron track and
originated from the reconstructed primary vertex of the hard collision.
A variety of selection requirements on the quantities Econe0.2T /ET and
pvarcone0.2T /ET have been defined to select isolated electron candidates. The
resulting operating points can be divided into two classes:
• efficiency target operating points: various requirements are used in or-
der to obtain a given isolation efficiency, which can be either constant
or a function of ET . In the inclusive Z cross section measurement
presented in Chapter 3, the Gradient isolation operating point is cho-
sen. In the Gradient isolation, electrons must satisfy pT dependent
isolation requirements, using both tracking detector and calorimeter
information. The isolation efficiency is at least 90% for pT >25 GeV,
reaching 99% at 60 GeV.
• fixed requirement operating points: the upper thresholds on the isola-
tion variables are constant. In the Z+b(b)-jets analysis presented in
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this thesis, the FixedCutTight criterion (pvarcone20/pTT <0.06 and
Econe20T /pT <0.06) is used.
.
2.4.3 Muons
Muon reconstruction is performed independently in the ID and MS, then
the information from individual sub-detectors is combined to form the muon
tracks used in the physics analyses. Muon reconstruction in the MS begins
searching for hit patterns inside each muon chamber to form segments. In
each MDT chamber and nearby trigger chamber, the Hough transform pat-
tern recognition algorithm [54] is used to search for hits aligned to a trajectory
in the bending plane of the detector. The MDT segments are reconstructed
by performing a straight-line fit to the hits found in each layer. Segments in
the CSC detectors are built using a separate search in the η and φ detector
planes. Muon tracks are then built by fitting together hits from segments in
different layers.
The ID-MS muon reconstruction is performed according to various algorithms
based on the information from the ID, MS and calorimeters [55]. Four muon
types are defined according to which sub-systems are used in the reconstruc-
tion (see Fig.2.18):
• Combined (CB) muon: track reconstruction is performed indepen-
dently in the ID and MS, and a combined track is formed with a global
fit that uses the hits from both the ID and the MS sub-systems;
• Segment-Tagged (ST) muon: a track in the ID is classified as a muon
if, once extrapolated to the MS, it is associated with at least one local
track segment in the MDT or CSC chambers;
• Calorimeter-Tagged (CT) muon: a track in the ID is identified as a
muon if it can be matched to an energy deposit in the calorimeter
compatible with a minimum-ionizing particle;
• Extrapolated or Standalone (ME) muons: the muon trajectory is re-
constructed based only on the MS track and a loose requirement on
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compatibility with origin from the IP.
Figure 2.18: Schematic view of the four reconstruction types of candidate muons,
defined according to the detection in different subdetectors.
Muon identification is performed by applying quality requirements that
suppress background, mainly from pion and kaon decays, and select prompt
muons with high efficiency and robust momentum measurement. Four muon
identification operating points are provided to address the specific needs
of different physics analyses: Loose, Medium, Tight and High-pT . Loose,
Medium and Tight are inclusive categories, such that muons identified with
tighter requirements are also included in the looser ones.
• The Loose identification criteria are designed to maximise the recon-
struction efficiency and provide good-quality muon tracks. All muon
types are used: CT and ST muons are restricted to the |η| <0.1 region;
in |η| <2.5, about 97% are combined muons, approximately 1.5% are
CT and the remaining 1% are ST muons.
• The Medium identification operating point provides the default selec-
tion for muons in ATLAS. This selection minimises the systematic un-
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certainties associated with muon reconstruction and calibration. Only
CB and ME tracks are used. The former are required to have ≥3 hits
in at least two MDT layers, except for tracks in the |η| <0.1 region,
where tracks with at least one MDT layer but no more than one MDT
hole layer are allowed. The latter are required to have at least three
MDT/CSC layers, and are employed only in the 2.5< |η| <2.7 region
to extend the acceptance outside the ID geometrical coverage.
• Tight muons are selected to maximise the purity of muons at the cost
of loosing efficiency. Only CB muons with hits in at least two stations
of the MS and satisfying the Medium selection criteria are considered.
• The High-pT selection aims to maximise the momentum resolution for
tracks with transverse momentum above 100 GeV. CB muons passing
the Medium selection and having at least three hits in three MS stations
are selected. This last requirement while reducing the reconstruction
efficiency by about 20 %, improve the pT resolution of muons above 1.5
TeV by approximately 30 %.
The muon reconstruction efficiency is obtained with the tag-and-probe method
for muons in the region |η| <2.5, using J/Ψ and Z decays for low- (<10 GeV)
and high-pT muons respectively. The procedure is detailed in Appendix B,
since I directly worked on the low-pT muon reconstruction efficiency for a
dataset corresponding to 3.2 fb−1. The reconstruction performance for dif-
ferent operational points is shown in Fig.2.19 as a function of the pseudora-
pidity for high-pT muons from Z decay.
Muons originated from the decay of heavy particles, such as W, Z or Higgs
bosons, are produced isolated from other particles. The measurement of the
muon isolation, namely the detector activity around a muon candidate, is
therefore a powerful tool for background rejection in many physics analyses.
As for electron, track-based and calorimeter-based isolation variables are de-
fined. Track-based isolation variable pvarcone30T is defined as the scalar sum
of the transverse momenta of the tracks with pT >1 GeV in a cone of size
∆R =min(10 GeV/pµT , 0.3) around the muon. The cone size is pT dependent
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Figure 2.19: Muon reconstruction efficiencies for the Loose, Medium and Tight
identification operational points measured in Z → µµ events as a function of the
rapidity for muon with pT >10 GeV.
in order to improve the performance for muons produced in the decay of par-
ticles with a large transverse momentum. The calorimeter-based isolation
variable Etopocone20T is defined as the sum of the transverse energy of topolog-
ical clusters in a cone of size ∆R=0.2 around the muon, after subtracting
contributions from pile-up and underlying events.
The isolation selection criteria are determined using the relative isolation
variable, defined as the ratio of the track- or calorimeter-based isolation vari-
ables to the transverse momentum of the muon. A full description of the
isolation working points can be found in [55]. In particular, in the Z inclu-
sive cross section measurement (see Chapter 3), the Gradient isolation cri-
teria is used: pvarcone30T /p
µ
T and E
topocone20
T /p
µ
T , corresponding to an isolation
efficiency of ≥95(99)% for muons with pT=25 (60) GeV. In the Z+b(b)-jets
cross section measurements the FixedCutTightTrackOnly is chosen, based on
track information only (pvarcone30T /p
µ
T <0.06).
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2.4.4 Jets
Hadronic collisions in ATLAS produce a variety of particles, including
large number of quarks and gluons. These particles immediately hadronise,
producing a collimated shower of particles with a net momentum equal to
the initiating quark or gluon one. This shower of particles is called “jet” and
is extremely common in LHC collisions. Within the terminology of event
reconstruction in a detector, “jet” takes an additional meaning. Track jets are
the ensemble of ID tracks by charged particles, composing the jet. However,
more often, “jet” refers to the calorimeter object. As described in Section
2.3.4, the calorimeter purpose is to measure the energy of particles, and in
this case of jets. Instead of tracks, cone-shaped groups of energy deposits are
reconstructed. A jet may have tracks in the ID corresponding to the passage
of the particles belonging to the jet, as well as tracks in the MS if a muon is
produced as part of the jet or the hadronic calorimeter fails to absorb all the
energy of the jet.
The jet reconstruction begins with the formation of clusters, performed by a
topological clustering algorithm, from a high energy seed cell [56]. Seed cells
are required to have an energy significance at least 4σ above the noise level,
defined as the quadratic sum of electronic and pile-up signals. Neighbour
cells with energy significance higher than 2σ with respect to the noise are
iteratively added to build topo-clusters. Topo-clusters group neighbour cells
in the η−φ plane with significant energy deposit, in order to reconstruct jets.
After the topo-cluster reconstruction, a splitting algorithm divides clusters
in energy categories using a local energy maxima criterion.
The main strategy for jet reconstruction is to determine if the separation of
two clusters is large enough, with respect to their energy, to be the results
of different showers rather than part of the same jet. The anti-kt algorithm
[57] sequentially recombines clusters with the following procedure:
• for each cluster i evaluate the distance dij with each other cluster j
dij = min(p
2k
T,i, p
2k
T,j)
∆R2ij
R2
(2.3)
where ∆R2ij is the angular distance between clusters i and j in the η−φ
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plane, R is the cone radius of the jet and k is a parameter of the anti-kt
algorithm fixed equal to -1;
• for each cluster i, evaluate the distance from the beam:
diB = p
2k
T,i ; (2.4)
• find the minimum distance between dij and diB;
• if the minimum value is dij, then combine i and j into a single pseudo-
jet and repeat from the first step. Otherwise consider i as a final state
and do no consider it in further iterations.
The anti-kt algorithm favours the jet clusterization around hard seeds, rather
than soft particles (kt-algorithm, k=1) or energy independent clustering
(Cambridge-Achen, k=0). The anti-kt is an infrared and collinear safe pro-
cedure (IRC), which means that the set of hard jets remains unchanged even
in case of a collinear splitting or the addition of a soft term gluon [57]. In
the Z+b(b)-jets analysis presented in this thesis, jets are reconstructed using
the anti-kt algorithm.
A correct energy measurement is crucial in jet reconstruction. This is
not-trivial due to the lower response of the hadronic with respect to the
electromagnetic calorimeter, the energy deposited outside the calorimeter
and outside the jet, pile-up effects and noise thresholds. Jet calibration
combines several complementary corrections and calibrations [58, 59, 60]:
• a correction to the jet origin, which changes only the jet direction to
point to the primary vertex and does not affect the energy of the jet;
• a pile-up correction, obtained by in situ measurements depending on
the number of reconstructed primary vertices, the jet pseudorapidity
and the bunch spacing.
• energy and η calibration, which involves corrections for energy loss in
inert material or deposited outside the jet cone.
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• a residual in situ calibration is applied only to jets in collision data and
it is determined from collisions events by comparing the energy of the
reconstructed jet to a reference object such as a photon, a Z or another
jet.
In order to distinguish jets from pile-up, ATLAS has developed three
different track-based tagging approaches [61]. In the following, only the al-
gorithm used in the Z+b-jets analysis is described. The Jet Vertex Tagger
(JVT) is a new discriminant derived from variables based on the sum of trans-
verse momentum of jet ID tracks and the number of primary vertices. The
reconstruction algorithm is a multivariate (MVA) technique called k-Nearest
Neighbourhood, which evaluates the probability for a jet to arise from a
hard-scatter vertex. The relative probability for a jet to be of “signal-type”
is computed as the ratio of the number of hard-scatter jets to the number of
hard-scatter plus pile-up jets found in a local neighbourhood of the jet. The
Z → µµ+jets events are used to measure the jet efficiency for JVT in data,
exploiting a tag-and-probe procedure [61] and calibrations are provided in
bin of Z boson transverse momentum.
According to the JVT efficiency and fake reduction, several operating points
are defined: Loose, Medium and Tight. In the Z+b(b)-jets, the Medium cal-
ibration point is used, which corresponds to require the JVT discriminant
larger than 0.59 for jets with 20 GeV< pT <60 GeV and |η| <2.4. The effi-
ciency of the Medium JVT tagger is illustrated in Fig.2.20 as a function of
the jet pT .
b-jets
b-jets are jets originated from the fragmentation and hadronization of a
b-hadron. They play a key role in many analyses within the ATLAS pro-
gram, including Standard Model precision measurements, Higgs studies and
searches. b-hadrons have a collection of unique properties which can be ex-
ploited for their identification. An illustration of the production of a b-jet
is given in Fig.2.21. Within the Standard Model, the decay of a b-hadron
is suppressed, resulting in a longer flight path before decaying in the inner
detector, compared to c- and light-hadrons. In the laboratory frame, this
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Figure 2.20: Efficiency of the JVT discriminant as a function of the jet transverse
momentum pT for the Medium operating point in Z+jets events.
means that a b-hadron will travel of the order of a few millimetres before
decaying. This originates a displaced secondary vertex which is a key signa-
ture of b-hadron decay. In addition, the b-quark is the heaviest quark that
can form hadrons, which results in a a heavy hadronic signature. Finally, the
decay of a b-hadron produces on average a higher charged track multiplicity
than lighter hadrons.
A new b-jet tagging algorithm, referred to as MV2, was developed for
Run 2 [62]. It is based on a boosted decision tree (BDT) approach. All algo-
rithms which provide the input variables for MV2 exploit the relatively long
b-hadron lifetimes: a likelihood-based combination of the transverse (d0) and
longitudinal (z0) impact parameter significances; the presence of a secondary
vertex and related properties; and the reconstruction of the b-hadron decay
chain by searching for a common direction connecting the primary vertex
to both the bottom and the charm decay vertices. The BDT is trained to
discriminate b-jets from light-jets. In the Z+b(b)-jets analysis, the MV2c10
algorithm is chosen for b-tagging, which allows for a 10% charm-jet contami-
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Figure 2.21: Ilustration of the production of a b-jet.
nation. The MV2c10 discrimination performances is shown in Fig.2.22 (left).
Figure 2.22: b-, c- and ligh-jets composition as selected by the Mv2c10 algorithm
on tt¯ events (left)[63]. c-jet rejection versus b-jet efficiency for 2015 and 2016
configurations of the MV2 b-tagging algorithm evaluated on tt¯ events (right)[63].
The b-jet tagging efficiency is measured for jets in the pseudorapidity
range |η| <2.5 and with transverse momentum pT >20 GeV for several oper-
ating points. Four operating points are defined corresponding to 60, 70, 77
and 85% b-jet tagging efficiencies.
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The performance of Run 2 MV2 has seen an improvement of 10% with respect
to the Run 1 multivariate b-tagging algorithm (MV1) [63], due primarily to
the inclusion of the IBL, which is dedicated to secondary vertex identifica-
tion. Between 2015 and 2016, retraining of the b-tagging classifier has further
improved the c-jet rejection by around 40% at the 77% efficiency operating
point (see Fig.2.22(right)).
Calibrations of b-tagging algorithm imply a correction factor applied to sim-
ulated data to match the b-tagging efficiency measured in data. This correc-
tion factor is derived both for true b-jets (i.e. correctly identified), as well
as for light and c-jet incorrectly b-tagged. Studies on b-tagging efficiency
are performed on top pair samples since they are enriched in b-jets, benefit-
ing from the high production rate at LHC. There are different methods for
b-tagging calibration [64]:
• the tag and counting method fits the multiplicity of b-tagged jets in
tt¯ events. According to the Standard Model decay of the top-quark,
the majority of the events are expected to contain exactly two real
jets. Actually, the number of reconstructed b-jets will not necessary be
equal to two, since b-jets can be lost outside the detector acceptance,
or additional generated by gluon-gluon splitting or c- and ligh-jets can
be tagged as b-jets.
• the kinematic selection method measures the b-tagging rate of the lead-
ing jets. It relies on the knowledge of the flavour composition of the tt¯
signal and background samples, and extracts the b-jet tagging efficiency
by measuring the fraction of b-tagged jets in data.
• the kinematic fit method uses a fit of the tt¯ event topology to extract
a highly purified sample of b-jets, where the b-tagging efficiency is
evaluated. Based on a χ2 fit, the procedure exploits the masses of the
two top quarks and W bosons as constraints.
• the combinatorial likelihood method improves the precision offered by
the kinematic selection, by exploiting the kinematic correlations be-
tween the jets in the event. It relies on an a priori knowledge of the
flavour composition of the tt¯ samples.
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c-jet calibration uses a sample enriched in c-jets selected by reconstructing
the decay chain of the D∗ → D0(Kpi)pi0. The yields before and after applying
a b-tagging requirement come from a certain fraction of true b-jets correctly
selected with the corresponding efficiency, and a certain fraction of spuri-
ous c-jets. By fitting the proper lifetime of the events, the contamination
from b-hadron decays can be estimated and used to extract the c-tagging
efficiency. The light-jet tagging efficiency is evaluated in enriched regions
built by inverting the sign of the impact parameter significance. The inclu-
sive distribution of the tagged light-jets has a similar shape to the mis-tagged
light-jets, and once the contamination from heavy flavour and long-lived par-
ticles is accounted for, it can be used to extract the light-jet tagging efficiency.
2.4.5 Missing energy
The ATLAS geometry and coverage allows to reconstruct most of the
particles produced in the collisions. The conservation of the momentum in
the plane transverse to the beam axis (x − y) implies that the vector sum
of transverse momenta of the collision products should be zero. To measure
the momentum balance in the event the missing transverse energy (EmissT )
quantity is used. EmissT is defined as the negative vectorial sum of energy in
the transverse plane of all objects reconstructed in the event [65].
Since neutrinos do not interact with the ATLAS detector, in a Standard
Model event a large EmissT is a signature of events with one or more high-pT
neutrinos. However EmissT can result from other sources, such as beam halo
muons, cosmic muons and possible physics beyond SM.
The EmissT is computed as:Emissx = −
∑Ncell
i=1 Ei sin θi cosφi
Emissy = −
∑Ncell
i=1 Ei sin θi sinφi
(2.5)
EmissT =
√
(Emissx )
2 + (Emissy )
2 (2.6)
where Ei, θi and φi are the calorimeter cell energy, the polar angle and the
azimuthal angle respectively. The sum excludes cells flagged as noisy by the
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ATLAS database and only includes cells belonging to topo-clusters in order
to suppress noise.
Chapter 3
Inclusive Z cross section
measurements
The production of the electroweak vector boson Z at hadron colliders pro-
vides a benchmark for the understanding of strong (QCD) and electroweak
(EW) processes. The relatively large production cross section at the LHC en-
ergy and the decay in two leptons result in a clear experimental signature of
the Z boson and, therefore, in a relatively easy identification. These features
provide the possibility to perform high precision measurements, sensitive
to the sea-quark distributions inside the colliding protons, as explained in
Chapter 1. Given that the production cross section depends on the Parton
Distribution Functions (PDFs) and on the underlying strongly interacting
particles, a precise measurement offers also the possibility to test models of
parton dynamics. Moreover, the measurement of the Z production cross sec-
tion is one of the first analyses performed at the beginning of any new data
taking period, because it offers the possibility to verify detector calibration
and alignment and to perform luminosity check through the Z-counting tech-
nique [66].
In this Chapter the measurement of the Z production cross section performed
using data collected at very beginning of LHC Run 2 is presented [67]. In
Section 3.1 the definition of the fiducial and total cross sections is explained.
In Section 3.2 the dataset used is presented, while Monte Carlo samples em-
ployed for signal and background simulation are summarised in Section 3.3.
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An explanation of the theoretical predictions and their associated uncertain-
ties is presented in Section 3.4. Section 3.5 contains a description of the event
selection in order to enhance the Z signal over the background contributions,
reduced through the methodology summarised in Section 3.6. In Section
3.7 the list of calibration and scale corrections applied to physics objects is
presented. The data/MC comparison is performed in the description of kine-
matic distributions in Section 3.8. The efficiency CZ and acceptance factor
AZ evaluation is described in Section 3.9 and the results of the measurements
with the associated uncertainties are presented in Section 3.10. The analysis
has been performed in parallel to the measurement of the W cross section,
not presented in this thesis, in order to measure the W/Z cross section ratio
that benefits from the cancellation of some experimental uncertainties, as
described in detail in Section 3.11.
3.1 Fiducial and total cross section definition
The total cross section of the Z boson production is defined as:
σtotZ ×BR(Z → l+l−) =
N obs −B
AZ · CZ · L (3.1)
where the branching ratio (BR) is the probability for the Z boson to decay
in a specific lepton channel (in this thesis l=µ or e). N obsdata is the number of
observed events that have been reconstructed by the ATLAS detector and
that have passed the selection described in Section 3.5 (detector level). B
represents the number of background events, estimated with Monte Carlo
generators, that have passed the same selection. L is the total integrated
luminosity referred to the analysed dataset. AZ is the acceptance factor,
which takes into account the geometrical and kinematic acceptance of the
detector. AZ is evaluated from the Monte Carlo truth (truth level) and it is
defined as:
AZ =
NMCfiducialvolumetruth
NMC totaltruth
(3.2)
whereNMC totaltruth is the total number of generated events, whileN
MCfiducialvolume
truth
represents the number of truth events in the fiducial volume of the detector,
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defined by the following criteria:
• leptons with transverse momentum plT > 25 GeV;
• leptons with pseudorapidity |ηl| <2.5;
• invariant mass of the two same-flavour-opposite-charged leptons 66 GeV
< mll < 116 GeV.
In Eq.3.1, CZ represents the probability of reconstructing an event, if all
the relevant physics objects characterising the event are in the detector ac-
ceptance and have passed the selection requirements. It can be expressed
as:
CZ = trig · reco · iso (3.3)
where trig, reco and iso are, respectively, the lepton trigger, reconstruction
and isolation efficiencies (see Section 3.5). CZ is evaluated as the ratio of the
number of events passing the detector level selection (NMCpassall cutsselected ) to the
number of events inside the fiducial volume at truth level (NMCfiducialvolumetruth ):
CZ =
NMCpassall cutsselected
NMCfiducialvolumetruth
. (3.4)
Since CZ represents a correction from detector to truth level, it allows to
perform measurements at particle level, namely corrected for detector reso-
lutions and efficiencies.
The total production cross section measurement is performed in the full
phase-space, including regions outside the detector acceptance. Therefore, it
heavily relies on the extrapolation in an unmeasured region, described only
by the Monte Carlo modelling, which is sensitive to purely theoretical un-
certainties (i.e. the PDF). For this reason, experimentally the cross section
is first measured in the fiducial volume described above, and then corrected
to the full phase-space by means of the acceptance factor AZ . The fiducial
cross section is therefore defined as:
σfidZ ×BR(Z → l+l−) =
N obsdata −B
CZ · L (3.5)
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In both the definitions of Eq.3.4 and Eq.3.2, leptons are considered at born
level, namely before they emit photons via QED Final State Radiation (FSR).
3.2 Data samples
The data used in this analysis have been collected at the very beginning
of Run 2, between June 13th and July 16th 2015, during Data Periods A4 and
C2-C5. The centre of mass energy was 13 TeV and LHC circulated beams
with 50 ns bunch spacing. In period A4 the peak instantaneous luminosity
was L = 1.5 · 1032 cm−1s−1 and the mean number of pileup events was
< µ >=18.9. In periods C2-C5 the peak instantaneous luminosity was L =
17.2 · 1032cm−1s−1 and the mean number of pileup events was < µ >=19.2.
The used dataset corresponds to a total L of 81±4 pb−1 (for a detailed
discussion of the luminosity determination in ATLAS see Appendix A). Basic
data quality criteria are applied in order to select data with fully operational
detectors.
3.3 Monte Carlo samples
Monte Carlo (MC) simulations are used to evaluate the detector efficiency
and background events and, therefore, are crucial ingredients for the cross
section determination.
Signal events containing a Z boson decaying in the muon or electron chan-
nels are simulated with the POWHEG Monte Carlo [68, 69]. POWHEG is a
fixed order NLO generator which produces the Z boson in association with up
to one parton, using the CT10 PDFs set [70]. The POWHEG Monte Carlo
program is interfaced with PYTHIA v.8.1 [71] (AZNLO CTEQL1 tune [72])
for the simulation of the non perturbative processes: parton shower, hadro-
nisation and decays. The EvtGen v.1.2.0 tool [73] is used for the simulations
of the b- and c-flavours and Photos++ [74] is used for QED emission of elec-
troweak processes.
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The POWHEG+PYTHIA program is also used to produce the electroweak
backgrounds, whose main contributions are given by W boson decays and di-
boson processes.
The distributions of the top quark production (both tt¯ and single top) are
processed with the POWHEG-BOX v2 generator [69] and PYTHIA v.6.4
(Perugia tune) [75].
QCD multijet has been generated with PYTHIA v.8, whose events con-
taining bb and cc quarks final states with PYTHIA8B [71].
All generated samples are normalised to the NNLO cross section predicted
with the FEWZ program [76] using the MSTW2008NNLO PDF set [77]. The
only exception is given by top sample, whose expected contribution is nor-
malized to the NNLO+NNLL with the Top++2.0 program [78].
To simulate the effects of additional proton-proton collisions in the same
and nearby bunch crossings (underlying events), additional events are gen-
erated using soft QCD processes of PYTHIA with A2 tune [79] and the
MSTW2008LO PDF. Moreover all Monte Carlo samples are reweighted so
that the mean number of pileup events matches the observed distribution in
data. The samples are then processed with GEANT4 [80] to simulate the
ATLAS detector and are produced within the ATLAS Framework (release
20.1.4.4) [81].
The full list of generators used in this measurement is presented in Table 3.1.
For a detailed description of the generation mechanism see Chapter 1.
3.4 Theoretical cross sections
The theoretical cross sections are used for comparison with measurements
and are computed by two programs: DYNNLO 1.5 [82] and FEWZ 3.1 [83]
provide NNLO and NLO QCD calculations respectively. DYNNLO is used
to evaluate the central value of the QCD predictions, while FEWZ is used
for all systematics variations, such as scale variations and αs running be-
haviour. The reason to use two separate programs originated from studies
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of 2011 W,Z cross sections, where FEWZ showed a 1% bias in the fiducial
predictions. On the other hand, PDF variations with respect to a central
value are not affected.
Calculations are performed using the following PDF sets: CT14NNLO [84],
CT10NNLO [85], NNPDF3.0 [86], MMHT14NNLO68CL [87], ABM12LHC
[88], HERAPDF2.0 [89] and ATLAS-epWZ12NNLO [90]. The nominal renor-
malisation (µR) and factorisation (µF ) scales are set to the dynamic value of
the lepton invariant mass mll.
The NLO EW corrections are provided by FEWZ 3.1 taking the fundamental
parameters from [91], consistently with the predictions used in the analysis
at
√
s =7 TeV. The production cross section of the Z boson decaying into
two leptons is calculated at the born level to match the definition of the mea-
sured cross section in data. The following EW corrections are included in the
calculations: virtual QED and weak corrections, real Initial State Radiation
(ISR) and its interference with the real Final State Radiation (FSR). The
PHOTOS program [74] is used to correct data for the FSR. EW corrections
correspond approximatively to −0.2% and −0.35% in the fiducial and total
phase space, respectively.
In Table 3.2, the DYNNLO central values and the FEWZ variations of the
fiducial and total cross sections are summarised for various PDFs.
The uncertainties on the calculations are dominated by the limited knowl-
edge of the proton PDFs and, in general, are derived from the following
sources:
• PDF: it is evaluated by comparing the nominal CT14NNLO set with
other three NNLO PDFs: NNPDF3.0, MMHT14NNLO68CL and ABM12LHC.
The PDF uncertainty of CT14NNLO was rescaled from 90% CL to 68%
CL.
• Scales: it is estimated by varying the renormalisation and factorisation
scales by a factor two, in the constraint 0.5≤ µR/µF ≤2.
• αS: the uncertainty on the strong coupling constant is estimated ac-
cording to CT14NNLO PDF prescription, varying αS by ±0.001 to cor-
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DYNNLO 1.5 FEWZ 3.1
PDF σtotZ σ
fid
Z σ
tot
Z σ
fid
Z
[pb] [pb] [pb] [pb]
CT14nnlo 1892 745.4 1890+45−50 751
+20
−25
CT10nnlo - - 1929+43−51 769
+20
−25
NNPDF3.0 1861 736.8 1861±40 740±16
MMHT14nnlo 1910 756.3 1909+31−27 761
+15
−13
ABM12LHC 1915 763.9 1914±23 769±10
HERAPDF2.0 1982 781.9 1982+57−34 781.9
+26
−17
ATLAS-epWZ12 1971 788.4 1971+34−31 788.4
+16
−16
Table 3.2: Summary of the total σtotZ and fiducial σ
fid
Z calculations for Z → ll using
various PDF sets, computed using DYNNLO 1.5 (left) and FEWZ 3.1 (right). For
the DYNNLO 1.5 program, only central values are shown. FEWZ 3.1 calculations
are reported with the variations corresponding to the PDF uncertainties at 68%
CL. For both programs, no EW corrections are applied.
respond to 68% CL. The uncertainty corresponds to ±0.9% for both
the fiducial and the total Z cross sections.
• Beam energy: the uncertainty due to a 1% on Ebeam knowledge is
estimated to be 1.1%. The uncertainty amounts to ±1.1% for the total
and to +0.8−1.0% for the fiducial cross sections.
• Intrinsic theoretical uncertainties: they are related to the limita-
tions of NNLO calculations, the non perturbative parameters and the
comparison between DYNNLO and FEWZ. These uncertainties are
∼0.2% for the fiducial and ∼0.4% for the total cross sections and thus
can be neglected.
The NNLO QCD+NLO EW calculations for the total and fiducial cross sec-
tions with CT14NNLO PDF are:
σZtot = 1888
+45
−50(PDF)
+14
−21(scale)± 26(other)pb
σZfid = 742
+20
−25(PDF)
+3
−5(scale)± 11(other)pb
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The first uncertainty is related to the variations of the PDFs, the second to
the QCD scales and the third to an estimate of all remaining systematics
mentioned previously, added in quadrature. Since the values of QCD scale
uncertainties contain a statistical component, the scale uncertainties given
before have been replaced with a flat and symmetric 1.1% uncertainty for
each prediction. This number is derived from an envelope of the observed
variations.
The W fiducial and total cross section are specified in the following for com-
pleteness, since they are important ingredient in the ratio of fiducial cross
section calculations.
σW+tot = 11540
+318
−309(PDF)
+107
−154(scale)± 160(other)pb
σW−tot = 8543
+214
−237(PDF)
+86
−108(scale)± 120(other)pb
σWtot = 120083
+525
−539(PDF)
+193
−262(scale)± 280(other)pb
σW+fid = 4423
+127
−139(PDF)
+20
−49(scale)± 70(other)pb
σW−fid = 3396
+89
−110(PDF)
+25
−26(scale)± 51(other)pb
σWfid = 7819
+214
−247(PDF)
+45
−75(scale)± 117(other)pb
The comparison of the predicted cross section values with the obtained mea-
surements is presented in Sections 3.10-3.11.
3.5 Event selection
The cross section measurement of the Z boson production relies on the
selection of the events where the Z boson decays into a pair of opposite
charge and same flavour leptons. In order to select those events, the final
objects must fulfil the requirements described in detail in Table 3.3. The
particle reconstruction in ATLAS and the description of the identification
and isolation criteria are extensively described in Chapter 2.
The event selection is based on:
• Trigger
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Preselection: GRL + ≥ 1 primary vertex with ≥ 2 tracks
Electon Selection
Trigger HLT_e24_lhmedium_iloose_L1EM20VH OR e60_lhmedium
pT > 25 GeV
η |η| < 2.47 AND 1.37 < |η| < 1.52
ID MediumLH
Isolation Gradient Isolation
Muon Selection
Trigger HTL_mu20_iloose_L1MU15 OR HTL_mu50
pT > 25 GeV
η |η| < 2.4
ID Medium
Isolation Gradient Isolation
Z boson Selection
Lepton Features exactly 2 leptonssame flavor
opposite charge
Mass Window 66 GeV < mll < 116 GeV
Table 3.3: Description of the event selection for the Z production cross section
measurement.
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Data are acquired with triggers that require at least one electron with
pT > 24 GeV (HLT_e24_lhmedium_iloose_L1EM20VH) or one muon
with pT > 20 GeV (HTL_mu20_iloose_L1MU15). To recover possible
efficiency losses at high momenta, additional electron and muon trig-
gers with looser identification are employed with thresholds of pT > 60
GeV for the electron channel (e60_lhmedium) and pT > 50 GeV for
the muon channel (HTL_mu50).
• Vertex
Events are required to have at least one primary vertex, with at least
two associated tracks with pT > 400 MeV each.
• Electrons
Electrons are identified with the Medium Likelihood criterion. They
are required to have a transverse momentum larger than 25 GeV and
to fall within the fiducial region of pseudorapidity |η| < 2.47. The
calorimeter crack region between 1.37 < |η| < 1.52 is excluded. Elec-
trons must fulfil the Gradient Isolation operating point (see Chapter 2).
• Muons
Muons are required to pass the Medium identification criterion and to
have pT > 25 GeV in the pseudorapidity region |η| < 2.4. Muons must
pass the Gradient Isolation operating point (see Chapter 2).
For both electrons and muons, the Gradient Isolation is tuned in such
a way that the isolation cut efficiency is around 90% for leptons of pT >
25 GeV and around 99% for leptons of pT > 60 GeV.
• Z boson
Candidate events are required to contain exactly 2 leptons, satisfying
the previous cuts, with same flavour and opposite charge, with an in-
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variant mass in the window 66 GeV< mll <116 GeV.
A total number of 35009 events pass all the requirements in the electron
channel and 44898 events in the muon channel. In Tables 3.4 and 3.5 the
Z candidates at each step of the chain are summarised, in the electron and
muon channel respectively.
Requirements Z → e+e− rel (%) tot (%)
Trigger 141600 100 100
2 Medium ID electrons 42680 30.1 30.1
Isolation 36900 86.5 26.1
Same flavour-opposite charge e+e− pairs 36370 98.6 25.7
66 GeV < mee < 116 GeV 35009 96.3 24.7
Table 3.4: Number of Z → e+e− candidate events after the application of each
criterion of the selection chain. The relative efficiency rel of each cut is calculated
with respect to the previous one. The total efficiency tot is given with respect to
the number of events that have passed the trigger requirement.
Requirements Z → µ+µ− rel (%) tot (%)
Trigger 445400 100 100
2 Medium ID muons 59300 13.3 13.3
Isolation 46910 79.1 10.5
Same flavour-opposite charge µ+µ− pairs 46880 99.9 10.5
66 GeV < mµµ < 116 GeV 44898 95.8 10.1
Table 3.5: Number of Z → µ+µ− candidate events after the application of each
criterion of the selection chain. The relative efficiency rel of each cut is calculated
with respect to the previous one. The total efficiency tot is given with respect to
the number of events that have passed the trigger requirement.
3.6 Background contributions
The clear signature of the Z-boson decay into two leptons, reconstructed
as mentioned in the previous section, makes its identification relatively easy.
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The background contributions are expected to be small and are mainly due
to:
• W decays, where the neutrino missing energy is misidentified as a lep-
ton;
• tt¯ processes, where the fully leptonic decay involves two same-flavour
leptons in the final state;
• diboson production.
All backgrounds are simulated with Monte Carlo generators (see Section 3.3)
and normalised to the cross sections in Table 3.1.
Additional source of backgrounds are due to the semileptonic decays of heavy
quarks, the misidentification of hadrons as leptons and the production of elec-
trons from internal conversions. These processes are referred to as “multijet”
background and their contribution is determined separately in the electron
and muon channels.
In the electron channel, the multijet background is estimated using events
generated by Monte Carlo simulations and reconstructed using isolation cri-
teria, relaxed with respect to the nominal selection. This procedure indicates
a contribution of less than 0.1%, consistent with studies performed with data
collected at the centre of mass energy
√
s =7 TeV, and considering that in
the 13 TeV analysis tighter lepton selection criteria are used.
In the muon channel, the multijet contribution is estimated through a data-
driven technique. The strategy consists in performing a fit on the transverse
impact parameter (d0) in a region enriched of jets, obtained by inverting the
isolation cut and requiring |d0| > 0.1 mm for one of the candidates (Con-
trol Region). Then, the tag-and-probe method is employed to obtain the d0
distribution of the multijet background, using the candidate in the control
region as “tag” and the second one, within the signal region, as “probe”. The
invariant mass distribution of the selected muons does not show the Z-boson
peak, which is a clear signal of the purity of the multijet sample (Fig.3.1).
A fit on data is performed, leaving the multijet normalisation as free param-
eter. The fit estimates a multijet background in the muon channel around
(0.06± 0.04)% and the result is presented in Fig.3.2.
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Figure 3.1: The invariant mass distributions of the two muon-candidates using
the inversion of the isolation cuts and requiring |d0| > 0.1 mm for one of the two
muons (red line) and standard selection (black points). The Z peak disappears
when inverting the requirements, as expected in a region enriched by background
contributions.
Figure 3.2: Fit of the d0 distribution for Z → µ+µ− events to estimate multijet
contribution. The template is built using the tag-and-probe method, considering
as “tag” the muons satisfying the |d0| > 0.1 mm cut and as “probe” the other.
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3.7 Corrections and scale variations
In general, the sum of signal and background Monte Carlo samples is
expected to describe data. Moreover, a proper estimation of CZ requires
reliable efficiencies for triggering, reconstruction and isolation. For these
reasons, several event-by-event corrections are applied to simulated samples
to match the data. Corrections to physics objects are given by the so-called
“Scale-Factors” (SFs), defined as the ratio of efficiency in data data with re-
spect to efficiency in Monte Carlos MC : SF= data/MC .
The other corrections applied at this stage take into account lepton calibra-
tion and number of pileup vertices in the event. The pileup re-weighting
makes the distribution of MC events as a function of the number of recon-
structed primary vertices similar to the distribution observed in data.
Scale Factors, calibrations and Pileup reweighting are provided by specific
tools within the ATLAS Framework, with associated statistical and system-
atic uncertainties. The uncertainty on the signal and background events is
evaluated by varying within ±1σ the nominal value of corrections and scale-
factors. In the following, a list of all the ATLAS tools employed in the
analysis and the corresponding corrections and uncertainties is presented.
Muon trigger scale factor (MUON_EFF_TrigUncertainty) corrects
for differences in data and Monte Carlo in the trigger requirement. The
statistics and systematics variations are calculated separately: for the sta-
tistical component, a toy model is used [67], while variations of ±1σ are
employed to determine the systematic components.
Muon identification scale factor corrects for efficiency in the muon
identification. Variations of±1σ provide both statistical (MUON_EFF_STAT)
and systematics (MUON_EFF_SYS) uncertainties.
Muon calibration is a correction which takes into account the smear-
ing of the ID and MS tracks and of the energy scale. Variation of ±1σ are
used to evaluate the associated systematics: MUONS_ID, MUONS_MS and
MUONS_SCALE.
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Electron calibration computes the energy of electrons and photons and
corrects for simulations, gain corrections, scale factors (see [67] for the full
list of corrections). All the physical effects are summed in quadrature.
The associated systematics involves scale (EG_SCALE_ALL) and resolu-
tion (EG_RESOLUTION_ALL) variations.
Electron reconstruction, identification, trigger and isolation
The ElectronEfficiencyCorrections tool provides reconstruction, identifica-
tion, trigger and isolation scale factors, and the associated systematic un-
certainties. The statistical component of the uncertainty is evaluated with
a toy model [67]. As explained in Table 3.3, triggers are applied to single
lepton, which means that the trigger cut is fulfilled if at least one of the two
leptons satisfied the requirement. The trigger efficiency is therefore given
by a combination of the single lepton trigger efficiency, calculated with the
following formula:
triggMCe1,2 =
triggdatae1 + (1− triggdatae1 )triggdatae2
triggMCe1 + (1− triggMCe1 )triggMCe2
. (3.6)
The same methodology is followed in the muon channel, but the calculation
is provided directly from the Muon trigger scale factor tool.
Pileup Reweighting
Monte Carlo samples are generated with a generic spectrum of average inter-
actions per bunch-crossing µ, therefore, the simulation should be corrected
for actual values. This has an impact on the data/MC comparison of several
kinematic variables sensitive to the amount of secondary interaction of the
p-p collisions. Different methods have been investigated in the contest of the
W → µν to define the best strategy for both W and Z analyses (see [67]).
The selected method is based on a reweighting of the µ distribution to match
the corresponding distributions in data after that µ values are scaled by a
factor 1/1.16. This scaling has been evaluated within the ATLAS Tracking
Group in order to take into account the fraction of inelastic activity differ-
ently described in MC with respect to data.
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The calculation of the systematic uncertainty associated to this correction
must take into account that the variation of the pileup scaling factor has an
impact on the lepton isolation and identification efficiencies, whose contribu-
tions are subtracted to avoid double counting.
The previous corrections and calibrations have an impact on the CZ sys-
tematic uncertainty. The contribution of each systematic component to CZ
is summarised in Table 3.7 and Table 3.8 for the electron and muon chan-
nels, respectively. In the following Section, the Monte Carlo comparison with
data is presented for several physics observables. In the following plots, the
band of uncertainty corresponds to the sum in quadrature of the previously
described corrections and scale variations.
3.8 Kinematic distributions
In this Section the kinematic distributions at detector level of Z events
passing the full selection chain are shown. From Fig.3.3 to Fig.3.7 the Z →
e+e− and Z → µ+µ− kinematic distributions are presented one next to the
other to allow the comparison between the channels. The shaded uncertainty
band in these plots contains the contributions described in Section 3.7, mainly
due to:
• lepton energy and momentum scale and resolution;
• lepton trigger efficiency;
• lepton reconstruction, identification and isolation efficiencies;
• uncertainty in the cross section calculation for electroweak and top
background contributions;
• statistical uncertainty due to limited Monte Carlo size;
while the luminosity systematics (±5%) is not included. The systematic un-
certainties are combined in the shaded band and the statistical uncertainty
is shown on the data points. The background contributions have been es-
timated from Monte Carlo simulations and are represented with different
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colors in the plots. A very good description of the background-subtracted
data is provided by the Monte Carlo in all variables.
Figure 3.3: Transverse momentum distributions of the two leptons from the Z →
e+e− (left) and Z → µ+µ− (right) selections.
3.9 Background evaluation and CZ and AZ de-
termination
In order to measure the fiducial cross section of Eq.3.5, the number of
data subtracted by the background contributions, the efficiency correction
CZ and the geometrical factor AZ are required.
3.9.1 Data and background events
The data do not contain only Z-candidates, but also background processes,
whose contribution is simulated with Monte Carlo generators. Table 3.6
summarises the number of observed candidates in Z → e+e− and Z →
µ+µ− channels and include the number of the background expected events
from electroweak and top quark processes. The multijet contribution has
been evaluated to be negligible (less than 0.1%) in Section 3.6. The first
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Figure 3.4: Pseudorapidity distributions of the two leptons from the Z → e+e−
(left) and Z → µ+µ− (right) selections.
Figure 3.5: Dilepton mass distribution after the Z → e+e− (left) and Z → µ+µ−
(right) selections in a logarithmic scale.
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Figure 3.6: Z boson transverse momentum distribution after the Z → e+e− (left)
and Z → µ+µ− (right) selections.
Figure 3.7: Z boson rapidity distribution after the Z → e+e− (left) and Z → µ+µ−
(right) selections.
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component of the uncertainty is due to statistics (mainly on data sample)
and the second to systematics, according to the corrections and scale factors
described in Section 3.7. The luminosity determination uncertainty of 5%
contributes to the systematic uncertainty.
Channel N obsdata EW+top Background N selecteddata
(Data - Background)
value ± (stat.) ± (syst.) value ± (stat.) ± (syst.)
Z → ee 35009 143.9 ± 1.0 ± 7.5 34865.1± 187.1 ± 7.5
Z → µµ 44898 191.3 ± 1.2 ±9.8 44706.7 ± 211.9 ± 9.8
Table 3.6: Number of observed Z candidate events in the electron and muon
channel. In the second column, the number of background due to electroweak and
top processes (EW+top) is shown with the statistical and systematic uncertainties.
The number of background-subtracted events is evaluated and reported in the third
column with its statistical and systematic uncertainty components.
3.9.2 CZ and its uncertainty
The systematics uncertainties on CZ are due to the corrections applied to
physics objects (listed in Section 3.7), to the order of approximation of the
Monte Carlo generator, to the PDF choice and to the analysis strategy. The
contributions to the systematic uncertainties in the determination of the cor-
rection factor CZ are summarised in Table 3.7 for the electron channel and
in Table 3.8 for the muon channel.
In the electron channel, the main contribution on uncertainties arises
from the electron reconstruction and identification. The MediumLH electron
identification efficiency is calculated with respect to all reconstructed elec-
trons: therefore additional effects must be taken into account if an electron
within the fiducial volume fails to be reconstructed as a candidate electron.
Another uncertainty is given by the electron charge misidentification: it oc-
curs when an electron early radiates photons in the detector, which conse-
quently convert and are reconstructed as high-pT tracks. A particle with
reconstructed charge opposite to the parent electron may then accidentally
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be associated with the calorimeter cluster. The probability to correct iden-
tify the charge of the candidate electron is evaluated with the tag-and-probe
method. The “probe” is identified as the ensemble of di-electron pairs with-
out any requirement on the reconstructed sign of the track. The probe can
be anywhere within the inner detector acceptance. The “tag” is confined
to the barrel region of the calorimeter (|η| <0.8), where the charge recon-
struction efficiency is close to 100%. It is found that the sample where both
electron-candidates are reconstructed with the same sign has a small back-
ground (below 10%). Based on this study, a 0.15% uncertainty is assigned for
the effect of the opposite charge requirement, covering potential background
contamination from the same-sign sample (0.14%) and the small difference
between data and MC (0.01%).
In the muon channel the main contributions arise from the reconstruc-
tion and isolation efficiencies; other effects come from the inefficiencies for
selected collisions with a reconstructed primary vertex, as well as the muon
scale and resolution.
In both channels, Monte Carlo samples are reweighed to the medium num-
ber of pileup events observed in data (< µ >). The pileup uncertainty is es-
timated as the difference between the distributions obtained applying or the
nominal scale factor or the scale factor varied according to the tracking-CP
group [67].
Another effect with an impact on the final CZ value is the choice of the
PDF set used at the generation stage. The Z signal is simulated using the
CT10NLO PDF set, which has 26 vectors of variations.
The obtained values of the correction factors CZ are:
CZ→e+e− = 0.5518± 0.0003(stat)± 0.0055(syst)
CZ→µ+µ− = 0.7111± 0.0003(stat)± 0.0075(syst)
where the systematic uncertainties is given by the sum in quadrature of the
contributions listed in Table 3.7 and Table 3.8 for the electron and muon
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channel, respectively.
Process Z → e+e−
Uncertainty on δCZ/CZ Up (%) Down (%)
Statistics 0.05 -0.05
EG_RESOLUTION_ALL -0.02 0.01
EG_SCALE_ALL 0.22 -0.23
EL_EFF_ID_COMBMCTOY 0.48 -0.48
EL_EFF_Iso_COMBMBTOY 0.29 -0.29
EL_EFF_Reco_TotalCorrUncertainty 0.77 -0.76
EL_EFF_TRIG_COMBMCTOY 0.05 -0.05
Pileup 0.01 -0.01
Opposite charge -0.15 0.15
PDF 0.14 -0.08
Total 1.00 -0.99
Table 3.7: Summary of the different terms contributing to the uncertainty on CZ
in the electron channel.
Process Z → µ+µ−
Uncertainty on δCZ/CZ Up (%) Down (%)
Statistics 0.05 -0.05
MUONS_ID -0.05 -0.01
MUONS_MS -0.01 0.00
MUONS_SCALE -0.07 0.06
MUON_EFF_STAT 0.61 -0.61
MUON_EFF_SYS 0.64 -0.64
MUON_EFF_TrigSystUncertainty 0.17 -0.17
MUON_EFF_TrigStatTOYUncertainty 0.10 -0.10
MUON_ISO_STAT 0.49 -0.48
MUON_ISO_SYS 0.22 -0.21
Pileup -0.01 -0.03
PDF 0.02 -0.01
Total 1.05 -1.05
Table 3.8: Summary of the different terms contributing to the uncertainty on CZ
in the muon channel.
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3.9.3 AZ and its uncertainty
The geometrical acceptance AZ is used to extrapolate the cross section
measurement from the fiducial to the full phase-space (see Eq.3.1). AZ is
calculated using the fixed order DYNNLO 1.5 prediction for the central value,
FEWZ 3.1 for the PDF variations and the CT14NNLO PDF set for the
baseline value. The central values of AZ are provided in Table 3.9. The
statistical uncertainties resulting from these evaluation are negligible.
PDF AZ
CT14NNLO 0.393+0.004−0.005
NNPDF3.0 0.395
MMHT14nnlo 0.395
ABM12LHC 0.398
Table 3.9: Summary of geometrical acceptance factor AZ for Z → ll events using
various PDF sets. The uncertainty on the top row represents the variation for the
CT14NNLO PDF, while for the other PDFs only central value are given.
The systematic uncertainties on the acceptance are due to the following
contributions:
• PDF: the uncertainty of CT14NNLO PDF has been rescaled from
90% to 68% CL. Moreover, a study on the change of PDF has been
performed to take into account possible effect of extra PDF uncer-
tainty. The envelope is estimated with four different NNLO PDFs:
CT10NNLO, NNPDF3.0, MMH14NNLO68cl and ABM12LHC (see Ta-
ble 3.9). This is the dominant contribution on AZ systematics.
• Scale: the scale uncertainty has been determined by varying the renor-
malization and factorisation scales by a factor of two.
• αs: the related uncertainty is estimated by varying αs of ±0.001% to
correspond to 68% CL.
• Comparison with POWHEG+PYTHIA: the difference between
fixed-order predictions and Monte Carlo simulations is taken as addi-
tional uncertainty.
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• Parton Showers and Hadronisation: this uncertainty arises from
the difference in acceptance calculated with POWHEG using CTEQ
6.6 PDF set, but different models (namely HERWIG or PYTHIA) for
the simulation of the parton shower and the hadronisation.
The sum in quadrature of the previous terms gives the final uncertainty on
the geometrical acceptance AZ . Given that the fiducial phase space has the
same definition in the electron and muon channel, the resulted AZ has the
same value in both lepton modes:
AZ = 0.393± 0.007.
3.10 Cross section measurement
All the necessary elements to measure the fiducial cross section and to
extrapolate it to the full phase space have been described in Section 3.9.
The fiducial and total cross section measurements are presented in Table
3.10 for the electron and muon channel.
Electron channel Muon Channel
value ± stat ± syst ± lumi value ± stat ± syst ± lumi
N selecteddata 34865.1 ± 187.1 ± 6.9 ± 3.0 44706.7 ± 211.9 ± 9.0 ± 4.0
CZ 0.5518 ± 0.0003 0.0055−0.0055 0.7111 ± 0.0003 0.0075−0.0075
σfidZ (pb) 780.8 ± 4.2 ± 7.7 ± 16.4 777.0 ± 3.7 ± 8.2 ± 16.3
AZ 0.393 ± 0.007 0.393 ± 0.007
σtotZ (pb) 1986.9 ± 10.7 ± 40.5 ± 41.7 1977.1 ± 9.4 ± 40.9 ± 41.5
Table 3.10: Results of the fiducial and the total cross sections for the produc-
tion of the Z boson in the electron and muon decay channels. The number of
background-subtracted observed events (N selecteddata ), the correction factors (CZ) and
the acceptance factors (AZ) are also reported in both channels.
The results in the electron and muon channels are expected to agree,
according to the lepton universality predicted by the Standard Model. The
ratio of the measurements preformed in the electron and muon channels is
calculated taking into account all the correlated systematics. In Fig.3.8, the
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ratio is shown for both the Z and the W bosons, the latter not being discussed
in this thesis. A good agreement with Standard Model expectations within
the systematic uncertainties is visible, in particular in the Z sector.
Figure 3.8: Ratio of production cross sections obtained in the electron and muon
decay channels for the Z- (x axis) andW- (y axis) bosons, compared to the Standard
Model expectations (back star). The bands represent the PDG average bands as
from previous measurements.
3.10.1 Cross section combinations
As the single channel cross sections are in good agreement, the measure-
ments have been combined, taking into account the correlated uncertainties.
The combination is done for theW+, W− and Z fiducial cross sections simul-
taneously with the HERAverager tool. The combination employs individual
sources of systematics (see Section 3.7), symmetrized around the nominal dis-
tribution. Correlations among uncertainties depend on the analysis (whether
Z or W) and on the leptonic channel and are summarised in the following:
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• lepton identification, trigger and reconstruction are uncorrelated be-
tween the two lepton channels;
• the missing ET reconstruction affects only the W analysis;
• PDFs have an impact on all the measurements;
• electron identification, trigger and isolation and muon trigger statistical
uncertainties are estimated using a toy MC method: these sources are
not fully correlated [67] and the correlation is stronger for W+ vs W−
compared to W vs Z.
• background contributions are treated as uncorrelated between W and
Z and totally correlated between different channels in the same anal-
ysis. They are due to two different sources: theoretical cross section
determination and common luminosity uncertainty.
• the common normalization uncertainty due to luminosity is excluded.
The combination result indicates a good compatibility of the measurements
(χ2/Nd.f. = 3.0/3).
The combined fiducial and total cross section measurements of the Z boson
production are summarised in Table 3.11. W cross sections are indicated
for completeness. There is a sizeable reduction of uncertainty compared to
individual electron and muon channel measurements, since most of the un-
certainties are uncorrelated. The results both on the fiducial and total cross
sections are in agreement with the calculations presented in Section 3.4 within
∼1σ.
The HERAverager method has been cross-checked using the Bayesian Anal-
ysis Toolkit (BAT) [67]. BAT allows to evaluate the probability densities ap-
plying the Bayes formula and using the Markov Chain Monte Carlo (MCMC)
technique to sample the posterior probability density. The two methods pro-
vide compatible results.
The measured cross sections are compared to the theoretical predictions
presented in Section 3.4 and using four different PDF sets: CT14NNLO,
NNPDF3.0, MMHT14NNLO68CL and ABM12LHC. The experimental un-
certainty is comparable to the theoretical precision, whose largest contribu-
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Fiducial Cross Sections
Channel value ± stat ± syst ± lumi (pb)
Z 778.6 ± 2.8 ± 5.6 ± 16.4
W− 3497.9 ± 6.2 ± 72.7 ± 73.5
W+ 4530.8 ± 7.1 ± 90.7 ± 95.1
W± 8028.7 ± 9.5 ± 160.7 ± 168.6
Total Cross Sections
Channel value ± stat ± syst ± lumi (pb)
Z 1981.2 ± 7.0 ± 38.1 ± 41.6
W− 8788.7 ± 15.7 ± 239.3 ± 184.6
W+ 11829.8 ± 18.6 ± 320.7 ± 248.4
W± 20639.3 ± 24.4 ± 555.6 ± 433.4
Table 3.11: Results for the fiducial and total cross sections of the Z- and W-boson
production, in the combined electron and muon channel.
tion is given by the PDF uncertainty Fig.3.9. In Fig.3.10, the cross sections
are compared to the theoretical predictions and to the previous measure-
ments performed by ATLAS, CMS, UA1 and UA2 (at the centre of mass
energy
√
s=0.63 TeV at the CERN Spp¯S) and CDF and D0 experiments (at√
s=1.8 TeV and
√
s= 1.96 TeV at the Tevatron collider). All measurements
are in good agreement with the theoretical predictions and their behaviour
as a function of the centre of mass energy is well described.
3.11 W/Z cross section ratio
The W/Z cross section ratios has been measured in the past by the ATLAS
and CMS collaborations [92]. The ratios of the cross section allow to perform
high precision measurements, benefiting from the cancellation of many ex-
perimental uncertainties. The ratios are sensitive to the quark distributions
inside protons: the ratio of W+ to W− (not discussed here) is sensitive to
the difference between up- and down-valence quarks at low-Bjorken-x (uv-
dv), while the W± to Z ratio constraints the strange-quark distribution in
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Figure 3.9: The measured fiducial (left) and total (right) cross sections (straight
line) are compared with predictions produced with four PDFs: CT14NNLO,
NNPDF3.0, MMHT14NNLO68CL and ABM12LHC. The green (cyan) band cor-
responds to the total experimental uncertainty without (with) the luminosity con-
tribution. The inner error bar of the predictions represents PDF uncertainty, while
the outer bar corresponds to the sum in quadrature of all the uncertainties.
Figure 3.10: The measured value of σZ/γ∗×BR(Z/γ∗ → l+l−) where the electron
and muon channels have been combined. The predictions are shown for both
proton-proton (line) and proton-antiproton (dashed line) collisions as a function of
the centre of mass energy
√
s. The CDF and D0 measurements are presented at
the centre of mass energies
√
s = 1.8 TeV and
√
s = 1.96 TeV. All data points are
displayed with the total uncertainty, except for the theoretical one, which is not
shown.
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the proton.
In the ratios, the systematic uncertainties are uncorrelated between the elec-
tron and muon channels, with the exception of the luminosity uncertainty.
On the other hand, there is a significant correlation between W± and Z un-
certainties for the same flavour measurement.
The ratio can be performed using separate electron and muon cross section
results first and combining them later or taking ratios of already combined
measurements. Both approaches have been tried as a cross check and the
results for the two different strategies agree within the uncertainties:
e− channel σW±/σZ = 10.59± 0.06± 0.32
µ− channel σW±/σZ = 10.27± 0.05± 0.21
combined σW±/σZ = 10.31± 0.04± 0.20
The first component of uncertainty refers to statistics and the second to
systematics. The ratio obtained in the electron and in the muon channels
are in good agreement, while the ratio obtained using the combined result
has a reduced uncertainty. Fig.3.11 shows the comparison of the measured
σW±/σZ ratio with theory predictions. The measurement accuracy is not
competitive with most of the predictions based on different PDF sets but it
agrees reasonably with all of them. In Fig.3.12 the σW±/σZ ratio is compared
with CT10NNLO, NNPDF3.0 and MMHT14NNLO68CL PDFs as a function
of the centre of mass energy. The result obtained at the centre of mass energy√
s = 7 TeV has been included in the comparison, after correcting to the 13
TeV fiducial phase space, by applying a factor of 1.0156 [93]. There is an
excellent agreement between measurements and predictions at 7 TeV, while
at 13 TeV predictions appear more scattered and only MMHT14NNLO68CL
and CT14NNLO PDF set agree with data.
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Figure 3.11: Ratio of W± and Z boson production fiducial cross sections com-
pared with different PDF sets. The yellow shaded band corresponds to the statis-
tical uncertainty with the green outer band refers to the statistical and systematic
contributions added in quadrature. The theoretical predictions are given with the
PDF uncertainty only.
Figure 3.12: Prediction of the fiducial W and Z cross section ratio for three PDFs:
CT10NNLO, NNPDF3.0 and MMHT14NNLO68CL and compared to measured
value for the 13 TeV data (reported in Table 3.10) and to the ATLAS 2010 results
for the 7 TeV (corrected for the 13 TeV phase space).
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3.12 Conclusions
The cross section of the Z boson has been measured by ATLAS at the
very beginning of Run 2 of LHC, using data collected between June and July
2015 at
√
s =13 TeV. The measurement has been performed in the muon and
the electron channels, obtaining a good compatibility. The combined results
reaches a precision <1% (excluding a 5% of luminosity uncertainty) and
allows comparisons with the most recent QCD calculations at NNLO. The
ratio of the W and Z cross sections is in good agreement with various PDF
sets and allow to test model of dynamics of the colliding partons, benefiting
from the total or partial cancellation of several experimental uncertainties.
Chapter 4
Z+b-jets cross section
measurement
The measurements of the integrated and differential cross sections of the
Z boson produced in association with 1 or 2 b-jets is the main goal of this
thesis. The Z+b-jets cross section measurements are performed in the muon
and electron decay channels, by using the dataset collected during 2015 and
2016 at a centre of mass energy of
√
s = 13 TeV, corresponding to a lumi-
nosity 36.5 fb−1. As described in Chapter 1, this process is sensitive to the
presence of b-quarks in the initial state. Two schemes are employed in the
calculations: the 4FNS, which considers PDFs of gluons and of the first two
generations of quarks in the proton, and the 5FNS, which allows a b-quark
PDF in the initial state. The comparison between the two schemes raises
the prospect that measurements of Z+b-jets production could constrain the
b-quark PDF in the proton. Furthermore the Z+b-jets is one of the major
backgrounds to a large number of processes with smaller cross sections, like
the SM Higgs boson production, with b-jets in the final state (for example
H → bb¯).
The strategy of the Z+b-jets integrated and differential cross section mea-
surements is described in this chapter and in the next one. The measurement
procedure consists in a first step based on the study of the detector (or recon-
struction) level objects, where the candidate signal events in data are selected
and the background contributions are estimated and subtracted. The recon-
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struction level measurements are presented in this chapter. In Chapter 5, the
signal is extrapolated to the particle (or hadron) level, through the unfolding
procedure.
After a description of the data and the Monte Carlo (MC) samples used in
the analysis (Sections 4.2 and 4.3), the main steps of the measurement are
presented:
• the event selection (Section 4.4);
• the estimation of the systematic uncertainties at detector level (Section
4.5);
• the background reduction (Section 4.6), with a particular emphasis on
the estimation of the Z+c-jets and Z+light-jets contributions, by means
of a procedure called “flavour fit”;
• the data to Monte Carlo comparison (Section 4.7);
• the unfolding procedure to obtain the final cross section results at par-
ticle level and the estimation of the associated uncertainties (this is the
content of Chapter 5).
4.1 Cross section definition
The differential cross section measurement foresees two separate steps:
1. reconstruction (detector) level: data and Monte Carlo events are se-
lected based on trigger, reconstruction and analysis based cuts. At this
stage, both data and Monte Carlo events are affected by the distor-
tions introduced by the detector (efficiency, resolution and bin-by-bin
migration).
2. particle (hadron) level: in order to correct data for the detector-related
distortions, an unfolding procedure (see Section 5.2.1) is performed to
reconstruct the unbiased differential distributions. The unfolding pro-
cedure relies on the comparison between reconstructed and generated
(so called “truth”) Monte Carlo quantities.
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In general, a differential cross section as a function of a physics observable X
ca be defined as:
dσi
dXi
=
M−1ij (N
obs
j −Bj)fj
L ·∆Xi (4.1)
where
• label i (j ) indicates the particle (reconstruction) level bin of the differ-
ential distribution;
• N obsj (Bj) are the number of data (background) events selected in bin
j at the reconstruction level. The difference between the two gives the
number of Z+b-jets signal events in bin j ;
• Mij is the unfolding (migration) matrix describing the bin-to-bin mi-
gration effects and allowing to obtain a particle level measurement from
the detector level one. It describes the fact that events reconstructed
in bin j could have been produced in bin i. The elements of the matrix
are obtained using the Monte Carlo, by comparing reconstruction to
the truth quantities;
• fj is the fake correction factor defined as:
fj =
Nmatchedj
Nj
. (4.2)
whereNj(Nmatchedj ) are the number of Monte Carlo events reconstructed
(generated and reconstructed) in bin j. fj accounts for events that have
passed the reconstruction level selection, but not the particle level one.
• L and ∆Xi are the total integrated luminosity, which provides the
overall normalisation, and the width of bin i.
Differential cross sections presented in this thesis are all performed in a fidu-
cial volume and can be grouped in the three following categories:
1. jet multiplicities and jet properties, of primary importance for test of
QCD predictions and MC modelling:
• as a function of the inclusive b-jets multiplicities;
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• as a function of the transverse momentum (pT ) of the leading b-jet
for events with Nb−jets ≥1;
• as a function of the rapidity (y) of the leading b-jet for events with
Nb−jets ≥1.
2. di-jets distributions, important for Higgs and new-physics topologies:
• as a function of ∆Φbb, the difference of the Φ coordinates of the
two leading b-jets for events with Nb−jets ≥2;
• as a function of ∆ybb, the difference of the rapidity of the two
leading b-jets for events with Nb−jets ≥2;
• as a function of ∆Rbb, the radial distance of the two leading b-jets
for events with Nb−jets ≥2;
• as a function of the invariant mass Mbb of the two leading b-jets
for events with Nb−jets ≥2;
3. boson and boson-jet observables, for PDF understanding:
• as a function of the Z rapidity (yZ) for events with Nb−jets ≥1;
• as a function of the ∆y(Z,b), the difference in rapidity between
the Z boson and the leading b-jet for events with Nb−jets ≥1.
A list of ancillary differential cross section measurements are performed in
order to verify the overall consistency of the analysis strategy. They are:
1. jet properties
• as a function of the transverse momentum pT of the second leading
b-jet for events with Nb−jets ≥2;
• as a function of the rapidity y of the second leading b-jet for events
with Nb−jets ≥2.
2. boson-jet distributions:
• as a function of the ∆Φ(Z,b) between the Z boson and the leading
b-jet for events with Nb−jets ≥2;
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• as a function of the ∆R(Z,b) between the Z boson and the leading
b-jet for events with Nb−jets ≥2.
The listed variables allow to investigate all the relevant kinematic features
of the processes of interest.
In this thesis the integrated cross sections for Z+≥1 b-jet and Z+≥2 b-jets
processes are also presented.
4.2 Data sample
The dataset used in this analysis was recorded during 2015 and 2016, when
LHC circulated 6.5 TeV proton beams with 25 ns bunch spacing. In the
2015 data taking, the peak delivered instantaneous luminosity is L=5×1033
cm−2s−1 and the mean number of p-p interactions per bunch crossing cor-
responds to µ=13. The peak delivered luminosity for 2016 p-p collisions
is L=1.38×1034 cm−2s−1 with < µ >=25. In Fig.4.1, the peak luminosity
recorded during 2015 and 2016 data taking periods is shown as a function of
time.
Figure 4.1: The peak instantaneous luminosity delivered to ATLAS during stable
beams for p-p collisions at a centre of mass energy
√
s = 13 TeV is shown for each
LHC fill in 2015 (left) and 2016 (right) [41].
Only events recorded during stable beam conditions, with all the ATLAS
sub-systems fully operational (Good Run List, GRL), are considered. For
the 2015+2016 dataset, the events passing the basic quality requirements
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correspond to a total luminosity L = 36.5 fb−1. The uncertainty on the total
integrated luminosity is ±2.1%, derived from special VdM scans, as described
in Appendix A. The total integrated luminosity contribution per year and its
uncertainty are summarised in Table 4.1. For the distributions of the total
integrated luminosity as a function of time see Fig.2.3.
Year L [fb−1]
2015 3.16 ± 2.1%
2016 33.3 ± 2.2%
Total 36.5 ± 2.1%
Table 4.1: Integrated luminosity divided per year with the associated systematic
uncertainty. The total integrated luminosity is shown at the bottom of the table.
4.2.1 Derivation Framework
The data format must contain all the relevant information of triggered
events and must be suitable for a fast access and easy usage. A reduction of
the amount of recorded data is therefore performed, in order to select only
interesting events and speed up the process of managing data files. In Run
2, the reduction of the acquired data (referred to as “derivations”) is made
by the Derivation Framework, which provides off-line tools to select inter-
esting events. For 2015 and 2016 datasets, derivations have been performed
starting from the output of general reconstruction framework ATHENA, in a
format called xAOD and providing an output with the same general format,
but with reduced size called DxAOD (Derived-xAOD).
Fig.4.2 shows the derivation procedure, based on three operations. The full
set of reconstructed events is first reduced through the skimming procedure,
which consists on the removal of not interesting events. It is followed by
the thinning, which removes not useful reconstructed objects from an event,
but keeping the rest of the event, and finally by the slimming, which deletes
not necessary information from objects. Derivations have been defined by
individual teams according to the specific analysis needs. In this thesis, the
STDM4 DxAODs are used: produced for Standard Model purposes, they are
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characterised by the presence of at least one lepton in each event, passing
single lepton triggers [94]. The skimming and thinning requirements devel-
oped for the Z+b-jets analysis are explained in Section 4.4. Then, by means
of the CxAOD Framework, a calibration is applied to physics objects and the
events are saved in a format similar to DxAODs called CxAODs (Calibrated
xAOD).
Figure 4.2: Scheme of the Derivation Framework used by the ATLAS Collabora-
tion in Run 2. Data are reconstructed with ATHENA and derived by the Derivation
Framework in DxAOD samples with smaller size. CxAODs contain information of
the physics objects and their calibrations.
4.3 Monte Carlo samples
In the cross section measurements of the Z+b-jets, Monte Carlo (MC)
samples are needed for the signal process simulation and to unfold data from
reconstruction to particle level. In addition, Monte Carlo generators are used
to estimate the background sources, whose contributions is explained in Sec-
tion 4.6.
All MC samples are normalised to the highest-order available cross section
calculation.
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Process Generator PDF PS Normalisation Unc.
Z+b-jets
Sherpa NNPDF3.0 Sherpa NNLO 5%Z+c-jets
Z+light-jets
Z+b-jets
Alpgen CTEQ6L1 Pythia 6 NNLO 5%Z+c-jets
Z+light-jets
Z+b-jets
Madgraph NNPD2.3 Pythia 8 NNLO 5%Z+c-jets
Z+light-jets
tt¯ POWHEG Pythia6 NNLO+NNLL 6%
Single top-s
POWHEG Pythia 6 NLO+NNLL 6%Single top-t
Single top-Wt
Diboson Sherpa CT10 Sherpa NLO 6%
W+jets Sherpa NNPDF3.0 Sherpa NNLO 5%
W+jets Alpgen CTEQ6L1 Pythia 6 NNLO 5%
W+jets Madgraph NNPD2.3 Pythia 8 NNLO 5%
Z(→ ττ)+jets Sherpa NNPDF3.0 Sherpa NNLO 5%
Z(→ ττ)+jets Alpgen CTEQ6L1 Pythia 6 NNLO 5%
Z(→ ττ)+jets Madgraph NNPD2.3 Pythia 8 NNLO 5%
Table 4.2: A summary of signal and background Monte Carlo samples and the
generators used in the simulation.
Signal processes
To describe the Z+jets events, including the Z+b-jets signal, the Sherpa
2.2.1 MC is used [95]. Sherpa is a Parton Shower (PS) Monte Carlo gen-
erator simulating additional parton emissions. The merging of multi-parton
matrix elements with PS is achieved using the CKKW matching procedure
[96], so to divide the phase space for parton emissions into the hard region of
jet production and the softer regime of jet evolution. Then Matrix Elements
(ME) for different parton multiplicities are used to describe the production of
corresponding number of jets and Sudakov factors are used to introduce lead-
ing higher order corrections to ME. The ME and PS matching is extended
to NLO accuracy using the MEPS@NLO prescription [97] with a matching
scale of 20 GeV. Matrix elements are generated up to two additional parton
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emissions at NLO accuracy and up to four additional parton emissions at
LO accuracy. All additional jets are produced by PS. Sherpa 2.2.1 uses the
5 FNS with massless b- and c-quarks in the ME and massive quarks in PS.
The PDF set used is NNPDF3.0nnlo [86] with αS= 0.018.
Alternative samples for the Z+jets production at 13 TeV are produced us-
ing Alpgen v2.14 [98], a LO ME generator, interfaced with Pythia v.6.426
[75] to model PS with the Perugia2011C tune [99], using the nominal PDF
set CTEQ6L1 [100]. Matrix elements are calculated up to five additional
partons, using the MLM prescription [101] with a merging scale of 20 GeV.
The MLM merging procedure provides the overlap removal between partons
jet production from ME and from PS. Processes characterised by the Z boson
produced with up to five partons are generated in separate samples and, since
no distinction is made about the flavour of the parton used in the calculation,
they are inclusive. Predictions follow a 4FNS for the production of heavy-
flavour jets. Explicit ME evaluation, with massive treatment of the heavy
flavour quarks, is also possible for Z+bb and Z+cc. Each of the previous
samples is produced separately, with up to five partons, and a heavy-flavour
overlap removal (HFOR) procedure is used to combine the inclusive and the
Z+b-jets(c-jets) samples. The HFOR is needed to avoid the double counting
of phase space between different samples, because heavy flavour quarks are
produced by both the gluon-gluon splitting in the PS and by matrix element
calculations. HFOR requires the removal of events containing two heavy
flavour quarks arising from the PS with an angular separation ∆R(q, q¯) >0.4,
as well as arising from the ME and with ∆R(q, q¯) <0.4. Only quark anti-
quark pairs or quarks belonging to the same weak doublet are considered in
this removal, while quarks produced by multi-parton interactions or originat-
ing directly from PDFs are not included. HFOR rejects from 5% to 30% of
generated events. In this analysis, the Alpgen samples are used for compar-
ison with Sherpa in both the flavour fit and the cross section measurements.
Another generator used to simulate Z+b-jets signal isMadgraph 5_aMC
@NLO v2.2.2 (referred to as Madgraph in the following). It is interfaced
with Pythia v8.186 [71] for the modelling of PS and underlying event, using
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the CKKW-L matching procedure, with a merging scale of 30 GeV. The LO
ME generates up to four partons, while all the other jets are simulated by PS.
The A14 tune [79] of Pythia 8 is used and the EvtGen v1.2.0 program [73] is
used for bottom and charm hadron decays. Madgraph provides the 5FNS
for the calculations of heavy flavour jets, with massless b- and c-quarks in the
matrix element, and massive quarks in the Pythis 8 shower. The NNPD2.3
LO PDF set is used, with αs=0.13 [86]. In this analysis, the Madgraph
samples are used for closure tests in the flavour fit and for comparison with
unfolded results.
Top background
The top background production (both single top quark and tt¯ pairs) is
generated with POWHEG-Box v2 [68]. This generator is combined with
Pythia v.6.4 for PS using Perugia 2012 tune. The tt¯ sample is normalised to
the cross section calculated at NNLO+NNLL with the Top++2.0 program
[78]. The POWHEG matching between ME and PS is set to the top quark
mass (172.5 GeV).
Diboson background
Another source of background is given by the diboson processes, with
one of the bosons decaying hadronically and the other leptonically. Diboson
events are generated using Sherpa v2.1.1 generator with CT10 PDF set.
The matrix element generates ZZ, WW and WZ processes with zero or one
parton at NLO and up to three partons at LO. The merging between ME
and PS is driven by the MEPS@NLO prescription.
W+jets background
W+jets background processes are simulated with Sherpa 2.2.1 Monte
Carlo generator, with the same features used for the signal modelling. Other
simulations come from Alpgen and Madgraph and are used for compari-
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son.
Pileup
Multiple p-p collisions are simulated with the soft QCD processes of
Pythia, using A2 tune [79] and the MSTW2008LO PDF. The pileup dis-
tributions of the Monte Carlo samples have been reweighted so that the
distribution matches the observed pileup in data.
All Z+jets and W+jets samples are normalised to the inclusive NNLO Z
and W cross sections respectively, as provided by FEWZ program [83].
The generated signal and background processes are passed through the full
ATLAS detector simulation using GEANT 4 and are then processed through
the same reconstruction software of the data. In Table 4.2, for each physics
process the Monte Carlo used is specified, with a summary of the PDF set
used, the parton shower method and the normalisation order used.
4.4 Event Selection
The Z+b-jets analysis is based on physics requirements, needed to identify
with high efficiency the signal events and to the reject background. The
selection of the events of interest is described in detail in this Section, while
for object reconstruction, I refer to Chapter 2.
4.4.1 Preselection
Events passing the GRL are required to have at least one primary vertex
with at least two associated tracks. The xAODs samples are reduced to
CxAODs by applying the following selection cuts:
• only events with at least 1 jet (≥1 jet) and one lepton (electron or
muon) are stored (skimming);
• electrons with at least loose identification, pT >7 GeV and |η| <2.47
(thinning);
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• muons with at least loose identification, pT >7 GeV and |η| <2.5 (thin-
ning);
• jets must satisfy pT >20 GeV and |y| <4.5 (thinning).
4.4.2 Physics object selections
Lepton Selection - Electrons
Triggers
2015 2016
HLT_e24_lhmedium_L1EM18VH HLT_e24_lhtight_nod0_ivarloose
HLT_e24_lhmedium_L1EM20VH HLT_e26_lhtight_nod0_ivarloose
HLT_e60_lhmedium HLT_e60_lhmedium_nod0
HLT_e120_hloose HLT_e60_lhmedium
HLT_e140_lhloose_nod0
HLT_e300_lhloose_nod0
ID Tight LH
Isolation FixedCutTight
pT >27 GeV
η |η| < 1.37 or 1.52 < |η| < 2.47
d0, z0 |d0signBL| <5, |z0BL ∗ sinθ| < 0.5 mm
Lepton Selection - Muons
Trigger
2015 2016
HLT_mu20_iloose_L1MU15 HLT_mu24_iloose
HLT_mu40 HLT_mu24_ivarmedium
HLT_mu26_ivarmedium
HLT_mu40
HLT_mu50
ID Medium
Isolation FixedCutTightTrackOnly
pT >27 GeV
η |η| < 2.4
d0, z0 |d0signBL| <3, |z0BL ∗ sinθ| < 0.5 mm
Table 4.3: Overview of the selection requirement for electrons and muons at
the detector level.
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Electrons
Electron candidates are reconstructed from isolated energy deposits in the
elctromagnetic calorimeter, matched to a track in the inner detector. Candi-
dates must satisfy at least one of the triggers reported in Table 4.3, which cor-
respond to a set of requirements based on the pT , the identification, the isola-
tion and the transverse parameter (i.e. HLT_e24_lhtight_nod0_ivarloose
trigger selects events with pT >24 GeV, “lhtight” identification, “ivarloose”
isolation and no requirement on the transverse parameter “nod0”).
Electrons are identified by the likelihood algorithm at the tight working point
(Tight LH) and are required to be isolated, fulfilling the FixedCutTight cri-
terion (see Chapter 2). Electrons must have a transverse momentum larger
than 27 GeV and fall in the pseudorapidity region |η| <2.47, excluding the
calorimeter crack region 1.37< |η| <1.52.
Electrons tracks are associated with the primary vertex, using constraints on
the transverse and longitudinal parameters. In particular, the transverse im-
pact parameter is evaluated considering information of the B-layer (IBL) and
its significance must be |d0sigBL| <5; the longitudinal impact parameter is
corrected by the reconstruction position of the primary vertex and must be
|z0BL ∗ sinθ| <0.5 mm, where θ is the polar angle.
Muons
Events containing muons are demanded to pass the triggers listed in Table
4.3. Muon candidates are reconstructed in the region |η| <2.4, by matching
tracks in the muon spectrometer with tracks in the inner detector. Muons
are identified by the medium algorithm and must satisfy the FixedCutTight-
TrackOnly isolation (see Chapter 2). Muons are required with a transverse
momentum larger than 27 GeV. Tracks are associated to the primary ver-
tex with constraints on the transverse and longitudinal impact parameters.
Considering the information from the IBL, the transverse impact parameter
significance must be |d0sigBL| <3. The longitudinal parameter, corrected
by the position of the primary vertex, must be |z0BL ∗ sinθ| <0.5 mm.
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Missing transverse energy
The missing transverse energy (EmissT ) is reconstructed from momentum
imbalance, as the sum of negative vectors of selected high-pT calibrated ob-
jects (electrons, muons and jets) and of the soft-event contribution, which
is reconstructed from tracks or calorimeter cell clusters not associated to
the hard objects. The pileup present in data degrades the resolution of the
calorimeter-based measurement of the missing transverse momentum: for
this reason a track-based measurement of the soft objects is used as a de-
fault. As discussed in Chapter 2, the EmissT quantity is linked to the presence
of neutrinos in the event. Since in this analysis neutrinos are not present in
the final state, a cut on EmissT is required to reduce the top background, as
detailed in Section 4.6.
Jets and b-jets
The jet and b-jet selection requirements are specified in Table 4.4. Jets
are reconstructed with the anti-kT algorithm with radius parameter R=0.4,
by using topological clusters in the calorimeter. Jets are calibrated using
the ET - and η-dependent simulation based scheme presented in Chapter 2.
Jets must have a pT larger than 20 GeV and fall within |y| <4.5. In order
to reduce the pileup, a significant amount of tracks are required to have
origin compatible with the primary vertex. The discriminant for the jet
vertex tagger (JVT) is required to be larger than 0.59 for jets with 20<
pT <60 GeV and |η| <2.4. Jets must pass the jet cleaning requirement
(LooseBad operative point), which allows to remove fake contaminations with
high efficiency [103].
Jets are considered as originating from a b-quark (b-tagged) if they fulfil
the following requirement: the MV2c10 weight has to be larger than 0.65,
corresponding to a 77% efficiency for b-originated jets (see Chapter 2). The b-
tagging efficiency is measured trough pseudo-continuous calibrations, which
make use of the MV2c10 tagger. The distribution of this variable is divided
into five bins, defined by the operating point requirements. The pseudo-
continuous calibration allows for separation of jets in five classes, according
to the tightest working point with which they are tagged. b-jets are required
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to have a transverse momentum pT >20 GeV and to fall in the rapidity region
|y| <2.5.
Jet Selection
Algorithm anti-kt with R=0.4
pT >20 GeV
y |y| <2.5
JVT Medium for pT <60 GeV or pT <20 GeV and |η| <4.5
Overlap Removal ∆R(lep, jet) > 0.4 && lepton-jet OR
b-jets Selection
Algorithm MV2c10 > 0.65
pT pT>20 GeV
y |y| < 2.5
Table 4.4: Overview of the jet and b-jets selection criteria applied at detector
level.
The overlap removal
The overlap removal ensures that the same particle leaving its signature in
the detector, is not reconstructed as two different objects in the same event.
This procedure is applied to calibrated leptons and jets that have passed the
quality and kinematic selections described previously. The overlap removal
is a sequential algorithm that acts differently in the two lepton channels
considered in this analysis. The overlap removal between the electron and
the jet (electron-jet OR) is based on two separate steps:
1) remove the non b-tagged jet that duplicates an electron in an inner
cone in ∆R(jet, e)<0.2;
2) remove the isolated electron near the surviving jets, considering in this
case a dynamic scale where the distance is a function of the tranverse
momentum of the electron ∆R(jet, e)<min(0.4, 0.04+10 GeV/peT ).
The overlap removal between the muon and the jet (muon-jet OR) is also
based on two steps;
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1) remove non b-tagged jets in ∆R(jet, µ)<0.2. In order to account for
the large number of jets misidentified as muons (“fake”), another re-
quirement is added based on the number of tracks associated to the
jets. According to this, the jet is removed if the number of associated
tracks with pT >500 MeV is <3 or pµT/p
jet
T >0.7;
2) remove muons within a dynamic distance from the surviving jets ∆R(jet,
µ)<min(0.4, 0.04+10 GeV/pµT ).
The driving principle behind the ∆R(jet, lepton)<0.2 cut on jets is that elec-
tron clusters plus bremsstrahlung should be contained in such one. However
if the electron clusters are still very close to the area of well reconstructed jet,
then we should consider the object in the other collection. In the muon case,
the track-counting within an overlying jets allows to remove the ambiguity
between what is just a muon and what is a jet containing a semi-leptonic
decay.
In addition, jets that have passed the previous procedure are removed if
within ∆R(jet, lepton)<0.4 from the selected leptons.
4.4.3 Z+jets selection
The Z boson is reconstructed by requiring exactly two leptons with the
same flavour and opposite charge. At least one of the two selected leptons
is required to pass the “trigger matching”, thus to match the lepton that
has triggered the event. In addition, events containing two leptons of the
same flavour produced with a third lepton with different flavour are vetoed.
The considered leptons have passed all the cuts of the selection chain and
the overlap removal requirement. In order to select Z boson events, the
invariant mass of the 2 leptons in the final state is required to be 76 GeV<
mll <106 GeV. In this analysis, the Z boson is always considered in associated
production to at least one jest: this is due the skimming procedure (see
Section 4.4.1). In Table 4.5, the criteria used to select Z candidate events
with at least one jet are presented at reco level. For completeness, the cut
on the missing transverse energy is indicated, since events not passing the
requirement are discarded, but it will be explained more in detail in Section
4.6.
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Z+≥jets Selection
Vertex 1 primary vertex with ≥2 tracks
Leptons exactly 2 leptons with same flavour and opposite charge
Mass window 76 GeV< mll <106 GeV
EmissT <60 GeV
Jets at least 1 jet
Table 4.5: Selection requirements for Z+jets events at detector level. Leptons and
jets must fulfil the criteria detailed in Table 4.3 and Table 4.4, respectively.
4.4.4 Z+b-jets selection
The main goal of this thesis is the measurement of the cross section of the
Z boson produced in association to 1 or 2 b-jets. In order to define these two
signal regions, additional requirement must be introduced.
Z+1 b-jets Selection Z+2 b-jets Selection
Data exactly 1 b-jet exactly 2 b-jetsveto on additional jets veto on additional jets
MC
flavour label Z+b flavour label Z+bb
exactly 1 b-jet exactly 2 b-jets
veto on additional jets veto on additional jets
Table 4.6: Definition of Z+1 b-jet and Z+2 b-jets signal regions, starting from
Z+jets event selection.
In data, events are required to have exactly one b-jets (or two b-jets),
passing the selection in Table 4.4. A veto on additional jets with pT >20
GeV and |y| <2.5 is also applied, as summarised in Table 4.6.
In the simulation samples, a flavour label is assigned to each jet of the event
that have passed the selection of Table 4.4, in order to identify among jets,
which ones come from a b- or c-hadron decay. The label is assigned com-
bining Monte Carlo reconstruction and truth information, by matching jets
at reconstruction level to weakly decaying b- and c-hadrons, at truth level,
with pT >5 GeV in a cone of radius ∆R=0.3 [104]. Therefore if a b-hadron is
found within the cone, the jet is labelled as a b-jet; if no b-hadron is found,
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the search is repeated for c-hadrons. If no match is found for b-hadrons and
c-hadrons, the jet is labelled as light-jet. This procedure is exclusive since
the hadron is matched only to the closest jet. In this analysis, the flavour
tagging labelling of jets is used to characterise the event. For each event the
number of jets flavour-labelled as b-, c- and light- are counted and according
to these numbers, the Z+jets events are classified as follows:
• Z+b, with exactly one jet flavour labelled as b-jet;
• Z+bb, with more than one b-jet;
• Z+c, with exactly one jet flavour labelled as c-jet;
• Z+cc, with more than one c-jet;
• Z+l, not containing any b- and c-jets.
The flavour composition of the Z+jets processes simulated by Sherpa is
displayed in Fig.4.3. In all the events passing the Z selection, independent of
the flavour labelling, jets are required to pass the b-tagging algorithm (see
Section 4.4.2). Hence, for example, a flavour-labelled light-jet can be defined
as a b-jet or a c-jet, by the b-tagging algorithm. A detailed discussion on the
estimation of the correct assignment of jet flavours is presented in Section
4.6.3.
In the Z+1 b-jet channel, only events flavour-labelled as “Z+b” are selected
as signal. These events must have passed the Z selection and must contain
exactly one b-jet. A veto is imposed on additional jets with pT >20 GeV
and |y| <2.5. In the Z+2 b-jets analysis, only events flavour classified as
“Z+bb” are considered. The events must have exactly two b-jets, vetoing all
additional jets. In Table 4.6, the selection of the Z+1 b-jet and Z+2 b-jets
analysis is summarised for both data and Monte Carlo.
In Table 4.7 and Table 4.8 the cutflow for data and Monte Carlo signal
events, as generated by Sherpa, is presented for the electron and muon
channel, respectively.
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Figure 4.3: Flavour composition of Z+jets Sherpa 2.2.1 sample for the electron
(top) and muon channel (bottom) for the Z+1 b-jet (left) and Z+2 b-jets (right)
analyses.
Cutflow in the electron channel
Cut Data Z+b (MC) Z+bb (MC)
Z+jets 3827605 N/A 139304 N/A 17225 N/A
Z+≥1 b-jet 266525 7.0% 99710 71.6% 16900 97.9%
Z+1 b-jet (veto jets) 111775 2.9% 4899 35.2% 0 0.0%
Z+≥2 b-jets 19955 0.5% 2351 1.7% 9542 55.3%
Z+2 b-jets (veto jets) 7580 0.2% 823 0.6% 3487 20.2%
Table 4.7: Number of candidate signal events that pass the selection in the elec-
tron channel. The cutflow is reported for data and for flavour classified “Z+b” and
“Z+bb” MC events as generated by Sherpa 2.2.1 (Z+jets sample). In correspon-
dence of each cut, the total efficiency is shown.
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Cutflow in the muon channel
Cut Data Z+jets 1B Z+jets NB
Z+jets 6890606 N/A 230574 N/A 26821 N/A
Z+≥1 b-jet 454890 6.6% 163883 71.1% 26170 97.6%
Z+1 b-jet (veto jets) 193562 2.8% 82220 35.7% 0 0.0%
Z+≥2 b-jets 31687 0.5% 3834 1.7% 14776 55.1%
Z+2 b-jets (veto jets) 11863 0.2% 1428 0.6% 5293 19.7%
Table 4.8: Number of candidate signal events that pass the selection in the muon
channel. The cutflow is reported for data and for flavour classified “Z+b” and
“Z+bb” MC events as generated by Sherpa 2.2.1 (Z+jets sample). In correspon-
dence of each cut, the total efficiency is shown.
4.5 Systematic uncertainties
Systematic uncertainties are in general originated from an imperfect knowl-
edge of the detector, an approximated theoretical modelling and the analysis
procedure. In this section, a description of the systematic components re-
lated to object reconstruction is given. These uncertainty sources have an
impact in the flavour fit and, therefore, in the cross section measurements.
Each systematic uncertainty is evaluated by varying the corresponding vari-
able distribution by 1 standard deviation (±1σ). This provides two different
distributions of the event yields, representing the fluctuation +1σ (up) and
−1σ (down) with respect to the nominal distribution. All systematics are
applied to Monte Carlo signal and background components. In case both
up and down variations change the distribution in the same direction with
respect to the nominal one, the resulting variation is symmetrised, namely it
is assumed to be of the same size in the two directions. In the propagation of
these uncertainties through the analysis, possible asymmetric variations are
maintained separated.
4.5.1 Lepton
Uncertainties associated to electrons and muons arise from the trigger,
reconstruction, identification and isolation efficiency, as well as scale and res-
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olutions. Trigger performances are estimated on Z → ee and Z → µµ events,
while reconstruction, identification and isolation efficiencies are provided by
Scale Factors (SF) corrections in Monte Carlo to match data, together with
the corresponding statistical and systematics uncertainties. The variation
within ±1σ of the SFs is propagated to the analysis and provide the corre-
sponding uncertainties. Momentum scale and resolution are obtained with
the calibration procedure explained in Chapter 2. The total systematic as-
sociated to electrons is ∼0.2% and to muons is ∼1.4%.
4.5.2 Jets
Jet Energy Scale
The Jet Energy Scale (JES) is a calibration of the energy of the recon-
structed jet, tuned in order to correspond to the energy of the associated
stable particle in ATLAS. This calibration ensures the correct measurement
of the average energy across the whole detector. Several in-situ techniques
have been developed to determine the uncertainty on the jet energy measure-
ment [105]. The standard jet calibration and the corresponding uncertainty
are determined for isolated jets in an inclusive jet data sample. The un-
certainties are derived by combining information from test-beam data, LHC
collisions and simulation. The full description of JES uncertainties contains
73 nuisance parameters factorised in 8 independent sources: in-situ analyses
(Z+jet balance, gamma+jet balance, and multi-jet balance), high-pT jets,
pile-up, non-closure of fast simulation (AFII) calibration, flavour composi-
tion, flavour response, b-jets and η intercalibration. Each nuisance parameter
is taken as a function of the jet kinematics and pileup conditions, using a
reduction of the 73 components to 21. The 21 parameters characterise the
JES uncertainty and are propagated through the analysis and then combined
in quadrature in the final results. The JES uncertainty is one of the largest
source of systematics: 2.9% (3.2%) in the electron and 2.7% (3.7%) in the
muon channels for the Z+1 b-jet (Z+2 b-jets) detector level measurements.
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Jet Energy Resolution
The Jet Energy Resolution (JER) is determined by exploiting the trans-
verse momentum balance in events containing jets with large pT [106]. The
uncertainty on JER is derived by comparing Data and Monte Carlo using
in-situ methods. An extra pT smearing is added to jets, based on their kine-
matics, to account for possible underestimate of the jet energy resolution in
simulations. Jets in Monte Carlos are oversmeared 5 times using different
random seed: when errors are combined, an average of the absolute uncer-
tainty is taken and symmetrised to form the final error band. The JER
contribution is 2.7% (4.9%) in the electron channel and 3.5% (3.4%) in the
muon channel for the Z+1 b-jet (Z+2 b-jets) analysis.
4.5.3 B-jets
The uncertainty related to b-tagging is implemented as event-by-event
weight systematics (scale factors). The individual systematics for b-tagging
are of the order of 40 elements per flavour (b, c, τ and light). In an effort to
alleviate the number of variations, an analysis on the principal components
has been performed, in order to reduce the number of systematic variations,
resulting in three categories: loose, medium and tight. In this analysis the
medium reduction scheme is applied which comprises 3 variations for b-jets
(B0-B2), 4 for c-jets (C0-C3) and 5 for light-jets (L0-L4). Two additional
uncertainties are not included in the reduction scheme and must be treated
separately: the pT extrapolation outside the kinematic ranges covered by
these measurements (totally correlated with the other components) and ex-
trapolation to Run 2 of the c- and light-jet measurements performed with
Run 1 data. The uncertainties on b-jets are the largest systematic contribu-
tion at reconstruction level: 6.9% (8.2%) in the electron and 7.1% (10.1%)
in the muon channels for the Z+1 b-jet (Z+2 b-jets) analysis.
4.5.4 Missing transverse energy
Systematic uncertainties associated to the missing transverse energy are
evaluated as MC-to-data corrections. Soft terms and jets contribute to the
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total uncertainty, provided as ±1σ variations. MET systematics ranges from
0.7% in the muon channel to 1.4% in the electron mode.
4.5.5 Luminosity
The uncertainty on the combined integrated luminosity corresponding to
2015+2016 dataset is 2.1%. A detailed description of the procedure used to
estimate such uncertainty can be found in [107].
4.6 Background estimation
The reconstructed events passing the full reconstruction selection can con-
tain contributions coming from processes different from the one of interest.
Even if reduced by the event selection, backgrounds mimic the Z+b-jets fi-
nal state and must be estimated and subtracted from the observed data (see
Eq.4.1).
The W+jets, diboson, Z → ττ+jets and single top processes are simulated
using the Monte Carlo samples described in Section 4.3. Some of events gen-
erated by these background sources can pass the full selection chain if a jet
(or lepton) is misidentified as a lepton (or a jet) or if physics objects fall out-
side the detector acceptance. These electroweak backgrounds are small (<1%
for Z+1 b-jet and <2% in Z+2 b-jets), so no additional cuts are needed.
The electroweak production of top pairs is one of the dominant sources of
background, since it directly provides the same final state as the signal. For
this reason, a detailed study has been performed using Monte Carlo in order
to optimise the criterion for its reduction. These studies are presented in
Section 4.6.1.
From the previous analysis performed at the centre of mass energy
√
s =7
TeV, the multijet background source is expected to be negligible. Multijet is
estimated through data-driven technique, based on fit on data distributions
in enriched regions, as discussed in Section 4.6.2.
The largest background contributions are due to the Z+c-jets and Z+light
jets processes. Their normalisation is extracted from dedicated fit on data
(flavour fit) and explained in detail in Section 4.6.3.
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4.6.1 tt¯ rejection studies
The leptonic decay of the tt¯ processes, characterised by both W boson
decaying to leptons, are the second main source of background, after c- and
light-jet misidentification. Even if the tt¯ contribution is reduced by the in-
variant mass cut, it is still large at high jet pT . In order to reduce it, dedicated
studies on the missing transverse energy quantity have been performed. A
large amount of EmissT in the final state can be due to the presence of neutri-
nos, produced in the decay of the W bosons from top decay, which are not
present in the Z+b-jets process. For this reason the EmissT observable has
a relevant discrimination power in the separation of the signal events from
the top-pair ones. The tt¯ and signal distributions are shown in Fig.4.4 and
Fig.4.5 for Z+1 b jet and Z+2 b-jets, in the electron and muon channels,
respectively, normalised to their theoretically predicted cross sections.
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Figure 4.4: EmissT Monte Carlo distributions of tt¯ and signal events for the Z →
ee+1 b-jet (left) and Z → ee+2 b-jets (right) processes. Samples are normalised
to their theoretical predicted cross section.
From Fig.4.4 and Fig.4.5, it is evident that the tt¯ can be reduced by
requiring the EmissT smaller than a certain value, denoted here as EmissT |cut.
The efficiency of the cut is defined as:
S =
NS|cut
N totS
(4.3)
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Figure 4.5: EmissT Monte Carlo distributions of tt¯ and signal events for the Z →
µµ+1 b-jet (left) and Z → µµ+2 b-jets (right) processes. Samples are normalised
to their theoretical predicted cross section.
where NS|cut is the number of signal (S) events passing the cut and N totS
is the total number of signal events. The choice of the EmissT |cut must be
driven by the maximisation of the signal efficiency together with background
rejection, defined as:
1− B = 1− NB|cut
N totB
(4.4)
where B represents the efficiency of the cut on the tt¯ sample. The signal
efficiency and the background rejection are evaluated for each value of the
EmissT distributions in Fig.4.4 and Fig.4.5. The effects of the different choice
of the EmissT |cut are shown in the ROC curves of Fig.4.6 and Fig.4.7, where
the background rejection is plotted as a function of the signal efficiency.
The optimal value of the EmissT |cut giving the best compromise between
efficiency in signal selection and background rejection is chosen using the
significance S/
√
S +B, where S and B are the number of the resulting signal
and background events. The significance curve as a function of the EmissT is
shown in Fig.4.8 and Fig.4.9 for the two lepton channels. According to this
study, a value of the EmissT < 60 GeV is chosen, as best compromise between
Z+1 b-jet and Z+2 b-jets, which rejects 52% (50%) of tt¯ background still
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Figure 4.6: Evolution of tt¯ background rejection and signal efficiency parametrised
as a function for different EmissT cuts for Z+1 b-jet (left) and Z+2 b-jets (right) in
the electron channel. Three sample values of the EmissT cut are displayed in the
curve for illustration.
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Figure 4.7: Evolution of tt¯ background rejection and signal efficiency parametrised
as a function for different EmissT cuts for Z+1 b-jet (left) and Z+2 b-jets (right) in
the muon channel. Three sample values of the EmissT cut are displayed in the curve
for illustration.
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retaining a 98%(95%) of signal events for Z+1 b-jet (Z+2 b-jets).
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Figure 4.8: Significance distribution as a function of the EmissT for Z+1 b-jet (left)
and Z+2 b-jets (right) in the electron channel.
tt¯ modelling
The EmissT cut can introduce biases in the modelling of the tt¯ sample.
With the only purpose to verify the stability of the modelling and validate
the chosen cut, data and Monte Carlo distributions are compared in a re-
gion enriched of tt¯ background. Since in the Z+b-jets selection (see Table
4.5) events with additional jets not b-tagged are vetoed, only the dileptonic
decay of the top pairs contribute as a background. The dileptonic decay is
characterised by the presence of two opposite charge leptons, neutrinos and
b-jets, without any specific constraint on the lepton flavour. Therefore the
validation region is built selecting events passing the nominal selection, with
the exception of the lepton flavour requirement: only opposite flavour leptons
with opposite charge are selected.
Fig.4.10 shows the comparison between data and Monte Carlo samples in
the validation region. All distributions are well modelled (within 20%) by
Monte Carlo samples, whose largest contribution is given by tt¯, suggesting
the EmissT cut does not introduce any mismodelling. The cut is therefore
incorporated in the full event selection chain.
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Figure 4.9: Significance distribution as a function of the EmissT for Z+1 b-jet (left)
and Z+2 b-jets (right) in the muon channel.
4.6.2 Multijet data driven estimation
Multijet backgrounds to Z+b-jets production arise primarily from jets
which are reconstructed as leptons (dominant in the electron channel) or
real leptons coming from heavy flavour decays within jets (dominant in the
muon channel). For the estimate of the multijet (or QCD) background a
data-driven technique is used. This choice is due to the large uncertainty on
the misidentification rate of jets. The selection of the events performed in
this analysis is efficient in rejecting the QCD background, but due to the very
large cross section of QCD jet production at LHC, residual events originated
from different processes can contaminate the signal and the effect must be
quantified.
The procedure used to estimate multijet background is based on two main
steps, which are detailed in the following sections for the electron and muon
channels.
• Multijet enriched selection. A special event selection is defined to
enrich the data sample of QCD jets or fake leptons. This selection al-
lows to build a specific kinematic region, called Control Region (CR),
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Figure 4.10: Data and Monte Carlo comparison in the Z → e±µ∓+1 b-jet (top)
and Z → e±µ∓+2 b-jets (middle and bottom) regions. These regions are enriched
by dileptonic tt¯ background in order to validate the modelling.
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where the shape of the multijet background can be extracted for a spe-
cific discriminating variable. The control region is designed to be as
close as possible to the nominal selection, but with some cuts carefully
changed to reduce the efficiency of signal selection and enrich the mul-
tijet sample. The template of the multijet background is given by the
data events in the CR, subtracted by all processes already known and
thus estimated with Monte Carlo samples in the same region.
• Estimation of the multijet normalisation. The number of mul-
tijet events contributing to the nominal selection is estimated with a
maximum-likelihood template fit to the discriminating variable. In this
analysis the dilepton invariant mass is chosen as discriminating vari-
able. The extrapolation of the multijet contribution evaluated in the
control region to the Signal Region (SR) (see Section 4.4) is driven by
the realistic assumption that the multijet shape, thus the template,
does not change between the two regions, only the absolute yield re-
maining to be quantified.
The procedure described above can be parametrised as follows:
NdataSR = αZjets
MC
SR + βB
MC
SR + γ(N
data
CR − αZjetsMCCR − βBMCCR ). (4.5)
The number of events that pass the nominal selection (NdataSR ) is compared
with Monte Carlo predictions, which are compounded by the signal (ZjetsMCSR )
and background (BMCSR ) processes. Any missing component for the Monte
Carlo to describe data is assigned to the multijet background. Each Monte
Carlo sample is normalised to the cross section of the specific process it
describes: α is the normalisation of the signal Zjets sample and β is the
normalisation of the sum of the background components. Both α and β are
allowed to float in the fit by at most ±5% around their nominal values. As
this discussion is independent of the region we are looking at, α and β are
assumed to describe the contribution of the known backgrounds also in the
CR so that NdataCR − αZjetsMCCR − βBMCCR represents the multijet background
contribution in the CR. γ is the free normalisation factor, also called Scale
Factor (SF), which extrapolates the number of multijet events from the con-
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trol to the signal region. The maximum-likelihood fit is therefore performed
leaving only γ as fully free parameter, while, as said, α and β are allowed to
float by at most ±5% from their nominal value.
The solidity of this procedure must be carefully checked due to the arbi-
trariness of the template selection (CR) and the choice of the discriminant
variable to fit, and systematic uncertainties must be evaluated to take this
into account.
In the following, the fit and the checks are discussed separately for the muon
and the electron channels.
Multijet in the muon channel
In the muon channel, the multijet enriched control region (CR) can be
obtained by requiring two same sign muons, namely:
• the invariant mass range is 70 GeV< mµµ <140 GeV;
• muons must have the same charge.
Starting from this selection of muons, the multijet background is estimated
for two separate jet multiplicity selections corresponding to the Z+1 b-jet
and Z+2 b-jets analyses: µ±µ±+1jet (not b-tagged) and µ±µ±+2jets (not b-
tagged). In Fig.4.11 the comparison between data and Monte Carlo samples
in the CR is presented in the µ±µ±+1 jet and µ±µ±+2 jets cases. Both selec-
tions are clearly enriched by multijet events, as can be seen by the difference
between data and Monte Carlo (which does not include multijet contribu-
tion).
Apart from the lepton selection, the CR used to extract the multijet do
not correspond to SR since jets are not b-tagged. For this reason the multijet
fraction (γ) is not extrapolated directly in the signal regions, as explained
in Eq.4.5, but in intermediate ones, called Normalisation Regions (NR). NR
are defined by the same jet multiplicities as the control regions, but using
nominal selection for leptons (opposite sign). In order to obtain the yield of
multijet in the signal region, events in the normalisation region are required
to pass the b-jet selection and the invariant mass cut. This is possible under
the assumption that the shape of the multijet template is unchanged. Table
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Figure 4.11: Data and Monte Carlo comparison in the region enriched by multijet
events for different jet multiplicities: Z+1 jet (left) and Z+2 jets (right).
Signal Region Normalisation Region Control Region
µ+µ−+1 b-jets µ+µ− (no mass cut)+1 jet µ±µ± (no mass cut)+1 jet
µ+µ−+2 b-jets µ+µ− (no mass cut)+2 jets µ±µ± (no mass cut)+2 jets
Table 4.9: Correspondence among the signal, normalisation and control regions
studied for the data driven multijet estimation in the Z+1 b-jet and Z+2 b-jets
processes.
4.9 summarises the correspondence between the control, normalisation and
signal regions.
The contributions of the multijet backgrounds to the NR are shown in
Fig.4.12 for the two jet selections, together with the corresponding extracted
template: apart from the different statistics, the shape of the multijet back-
ground is similar in the two selections. The multijet template is multiplied
by the γ scale factor obtained from the fit in each jet selection and added
to the simulated processes, for comparison with data. In both µ±µ±+1 jet
and µ±µ±+2 jets normalisation regions, the plot is dominated by the signal
Z+jets Monte Carlo process, followed by the sum of all simulated back-
grounds. The multijet is not visible in the two plots, since its contribution
is compatible with zero (see Fig.4.12). Data are well modelled, meaning the
data-driven procedure does not introduce any bias in the mass distribution.
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Figure 4.12: The template shape exctracted in the control region (top) for different
jet multiplicities: Z+1 jet (left) and Z+2 jets (right). The multijet contribution
in the muon channel estimated by a fit template on data in the mass range 70
GeV< mµµ <140 GeV (bottom) for the described jet mulitplicity selections.
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The multijet contribution is negligible also in the signal region. The mea-
sured values of γ factors are 10.0 ± 1.5 for the Z+1 b-jet channel, while it
is compatible with 0 for the Z+2 b-jets one. The uncertainty on the gamma
normalisation comes directly from the fit, by estimating which variation of
the parameter changes the log-likelihood by one unity.
The obtained results confirm that the event selection used in the analysis
is highly efficient in reducing the QCD background. For this reason this
background source will not be propagated further in the analysis procedure.
Multijet in the electron channel
In analogy with the muon channel, the estimation of the multijet in the
electron channel begins with the choice of the enriched control region. Several
selections have been studied with the common requirement of two same sign
electrons without the mass cut, but differing in the following requirements
on the electrons:
• both electrons fail the isolation cut;
• the isolation requirement is not applied;
• one electron satisfies the nominal identification quality and the other
one fails it;
• one electron fails the identification cut and the isolation is not applied;
• one electron fails the identification and one electron fails the isolation.
None of such CR show a sizeable multijet contribution. The invariant mass
distribution in the enlarged window (70 GeV< mee <140 GeV) is still domi-
nated by the Z+jets Monte Carlo sample and by the other backgrounds. An
example of the multijet background study in the electron channel is given
for the control region where electrons are both required to fail the isolation
cut and to have same sign, being all the others of similar shape. In Fig.4.13,
the data and Monte Carlo comparison is given as a function of the invariant
mass of the two electrons in the enlarged mass window for two different jet
selections: e±e±+1 jet (left) and e±e±+2 jets (right).
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Figure 4.13: Data and Monte Carlo comparison in the region enriched by multijet
events for different jet multiplicities: Z+1 jet (left), Z+2 jets (right). In this region
electrons are both required to fail the isolation and to have same sign.
The dominant presence of the Z+jets events when requiring two same
sign electrons is due to electron charge misidentification: high-pT electrons
have a large bending radius and thus charge misidentification is easier, by
using the information of the Inner Detector, than for muons which are mostly
reconstructed by the muon spectrometer.
In the electron channel, additional multijet enriched selections for the control
regions are not possible because of the trigger used to acquire the data, which
already contains loose requirements on the identification and the isolation,
preventing from further loosening the requirements on the electron quality.
Despite the negligible number of events in the CRs, the fit on data converges
in all cases and the results are all stable and comparable. The multijet
contribution in the signal region is compatible with zero and will not be
propagated in the rest of the analysis.
4.6.3 The flavour fit
In Fig.4.14 the distributions of Z+1 b-jet and Z+2 b-jets are shown as a
function of the leading b-jet pT and di-b-jets invariant massMbb, respectively,
for data and Monte Carlo events passing the selection of Table 4.5. For the
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Monte Carlo, the various jet-flavour components are shown for the Sherpa
generator. As can be noted, the agreement is qualitatively satisfactory, but
subjected to uncertainties, such as the dependence on the used generator
both in the shape, flavour composition and b-tagging efficiency, all of them
impacting the signal and background estimation. The agreement between
the sum of the flavour contributions predicted by the various Monte Carlo
and data is within 30%.
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Figure 4.14: Data and Monte Carlo comparison for the distributions of the leading
b-jet pT in the Z(→ ee)+1 b-jet analysis (left) and of the di-bjets invariant mass
Mbb in the Z(→ µµ)+2 b-jets one (right), respectively. The comparison to data
is shown for Sherpa samples (top) and the ratio Data/MC is evaluated for the
Sherpa,Madgraph and Alpgen generators (bottom). The systematics are eval-
uated by using Sherpa (shaded band) as a sum in quadrature of the contribution
explained in Section 4.5.
A fit of the different components to the data, called “flavour fit”, is there-
fore used to correct the flavour contributions predicted by the various gen-
erator and provide the best description of the data. The goal is to correctly
evaluate the normalisation of the flavour components by extracting scale
factors, which will be propagated to reconstruction level distributions (see
Section 4.7) and to the unfolding procedure (see Chapter 5). The Z+b com-
ponent (in the Z+1 b-jet) and the Z+bb (in the Z+2 b-jets analyses) are
therefore not scaled, since they represent the signal processes, measured us-
ing data.
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A profile likelihood fit is used to extract the normalisation of the different
components of the Z+jets sample in the Z+1 b-jet and Z+2 b-jets processes.
In the Z+1 b-jet analysis, the discriminating variable used to extract the
flavour composition is the tagging weight of the identified b-jet (MV2c10),
because its discriminating power is remarcable, as can be seen in Fig.4.15
(top), where the Z+b component is enhanced increasing the b-tagging weight.
Three flavour components are identified by the truth labelling procedure in
the Z+1 b-jets process: Z + b (signal), Z + c and Z + l, where l stands for
light.
In the Z+2 b-jets analysis, the sum of the weights of the two b-jets is con-
sidered as a discriminating variable. Here five components are individuated
from the flavour classification: Z+ bb (signal), Z+ b, Z+ cc, Z+ c and Z+ l.
The shapes and the normalisation of single top-quark, tt¯, diboson andW+jets
processes are estimated from Monte Carlo simulations, while multijet is not
considered since it is negligible, as previously discussed. The fit is performed
separately in the two regions which have respectively 3 (Z+1 b-jet) and 6
bins (Z+2 b-jets). In both cases, the fit is tested in the electron and muon
channels, and the compatibility of the results in the combined electron and
muon channel is also verified.
Theoretical fit model
The binned maximum likelihood L(µ, θ) used to fit the Monte Carlo to
data is defined as:
L(µ, θ) =
N∏
i=1
(µsi + bi)
ni
ni!
e−(µsi+bi) (4.6)
where si is the predicted number of signal (Z+b and Z+bb) events in bin
i and bi is the predicted Z+jets backgrounds (Z+c and Z+l for the Z+1 b-
jet analysis and Z+b, Z+cc, Z+c and Z+l for Z+2 b-jets). µ is the signal
strength parameter, i.e. the scale factor resulting from the fit and providing
the rescaling of the signal with respect to the Monte Carlo predictions, and
ni is the number of measured events in bin i. The L function depends on
the parameter θ (nuisance parameter), describing the systematic uncertain-
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ties on the signal and background events predicted in each bin and resulting
from the uncertainties associated to the lepton and b-jet selection. Nuisance
parameters associated the systematic sources listed in Section 4.5 are treated
as uncorrelated and are distributed according to specific probability distri-
bution functions [35].
The fit is performed by minimising the logarithm of the maximum likelihood
estimator: L(µˆ, θˆ). It represents the unconditional likelihood, characterised
by having both µˆ and θˆ as maximum likelihood estimators. The output of
the fit is the scale factor µˆ corresponding to its minimum.
Flavour fit in the Z+1 b-jet analysis
In the Z+1 b-jet analysis, the Z+b, Z+c and Z+l flavour components are
extracted from the fit. The samples considered for this purpose are Z+jets
process and all the other Monte Carlo backgrounds. Z+b, Z+c and Z+l are
floating freely in the fit, and the systematics are taken accordingly to the de-
scription in Section 4.5. The majority of the reconstruction level systematics
take into account both the shape and the normalisation component, and a
log-normal constraint of 5% is considered for the non floating backgrounds
as the theoretical cross section uncertainties. No limit on the systematic
variation is applied.
The fit is performed using Sherpa for the Z+jets simulation. Ancillary mea-
surements are developed with Madgraph and Alpgen, in order to test the
closure of the obtained scale factors, by looking at the yield of each fitted
process.
Pre-fit and post-fit distributions of the MV2c10 observable are shown in
Fig.4.15 for the muon and electron channels using Sherpa. Madgraph
and Alpgen plots are shown in Appendix C. The MV2c10 bins are first
mapped in same-size bins, coherently with the format needed to perform the
likelihood fit detailed in Section 4.6.3. The combined result (bottom raw of
Fig.4.15) assumes correlations of all the nuisance parameters considered in
the fit: scale factors are extracted from a fit to 6 bins, instead of the 3 bins
used in the single-channel fits.
Scale factors for the different generators are reported in Table 4.10. De-
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Figure 4.15: Pre- (top row) and post-fit (middle and bottom row) plots for the
muon (left) and electron (right) channels, using the Sherpa generator as baseline
for the Z+jets samples in the Z+1 b-jet analysis. The fits shown in the middle row
are performed separately in the electron and muon channels, while the ones shown
in the bottom row are performed combining the two channels together.
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spite the large spread of values, scale factors are consistent in each genera-
tor between electron and muon channels and their combination, within the
quoted errors.
e-channel µ-channel Combination
Sherpa
Z+b (µ) 1.14 ± 0.08 1.10 ± 0.09 1.13 ± 0.09
Z+c 0.9 ± 0.4 1.2 ± 0.3 1.1 ± 0.3
Z+l 1.0 ± 0.3 0.8 ± 0.2 0.8 ± 0.2
Madgraph
Z+b (µ) 0.57 ± 0.05 0.64 ± 0.05 0.55 ± 0.04
Z+c 1.1 ± 0.2 0.9 ± 0.2 1.03 ± 0.17
Z+l 0.7 ± 0.2 0.8 ± 0.2 0.69 ± 0.17
Alpgen
Z+b (µ) 1.7 ± 0.1 1.7 ± 0.2 1.69 ± 0.15
Z+c 1.2 ± 0.2 1.2 ± 0.2 1.16 ± 0.21
Z+l 0.7 ± 0.2 0.8 ± 0.2 0.79 ± 0.18
Table 4.10: The scale factors derived for the three different Z+jets generators
in the three cases of electron only, muon only, and combined fit in the Z+1 b-jet
analysis. µ corresponds to the Z+b signal scale factor and it is compared with the
other two flavour components of Z+c and Z+l.
The pre-fit yields are summarised in Table 4.11 for the muon and electron
channels. They can be compared with the yield obtained from the fit in
Tables 4.12-4.13, where the yields are reported both using µ resulting from
single channel and combined channels fit (see Table 4.10). Ideally one would
expect both results to agree, being this agreement a proof of consistency
between the electron and muon channels. This is the case for both lepton
modes. Moreover, one would expect that, no matter which generator one
uses, the post-fit yields agree among generators independently of the used
fit procedure. This is the case for muon mode in the single lepton fit, while
some tensions can be observed in the electron mode already in the single
channel fit. This tension propagates to the combined channel fits.
A deeper understanding of the fit results can be obtained by looking at
the pulls and the correlations of the nuisance parameters. The pull is defined
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Process Sherpa Madgraph Alpgen
Muon channel
Diboson 404.77 ± 81.4
t¯ 923.05 ± 103.3
Single top 296.29 ± 26.9
Z+b 82220.3 ± 4548.5 137558.9 ± 7744.3 49856.4 ± 2955.6
Z+l 59696.6 ± 12503.1 56008.3 ± 11657.8 51980.8 ± 11224.9
Z+c 47134.1 ± 2988.3 64138.6 ± 4444.8 55041.9 ± 3706.9
data 193562
Electron channel
Diboson 235.4 ± 24.8
Wjets 1.0 ± 0.1
tt¯ 653.3 ± 73.1
Single top 199.1 ± 16.5
Z+b 48998.7 ± 2619.2 85202.2 ± 4218.7 30482.2 ± 1690.2
Z+l 32353.5 ± 6819.0 32269.9 ± 6807.0 28714.1 ± 6131.7
Z+c 26418.0 ± 1749.4 37421.8 ± 2230.0 32366.6 ± 2161.4
data 111775
Table 4.11: Pre-fit yields for the different processes for the muon and electron
channels for the three possible choices of Z+jets generators in the Z+1 b-jet anal-
ysis.
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Process Sherpa Madgraph Alpgen
Muon channel fit only
Diboson 404.8 ± 81.5 404.3 ± 82.0 405.3 ± 81.8
W+jets 3.7 ± 1.2 13.0 ± 1.8
tt¯ 923.0 ± 106.0 923.0 ± 109.0 924.6 ± 105.7
Single top 296.3 ± 28.2 296.2 ± 28.9 296.6 ± 27.8
Z+b 90463.7 ± 5265.9 87880.4 ± 5613.0 85019.5 ± 5391.1
Z+l 46670.5 ± 10273.2 47224.5 ± 10519.7 42806.8 ± 10212.8
Z+c 54800.0 ± 12987.0 56825.8 ± 13995.4 64097.4 ± 12945.1
Combined muon and electron channel fit
Diboson 402.5 ± 81.8 513.1 ± 100.7 429.1 ± 88.7
W+jets 3.9 ± 1.1 13.4 ± 1.8
t¯ 900.1 ± 110.9 1079.2 ± 89.6 929.1 ± 124.6
Single top 290.0 ± 28.8 338.1 ± 25.3 300.1 ± 31.8
Z+b 91690.6 ± 5065.2 79658.1 ± 5432.9 84717.8 ± 5126.8
Z+l 47249.3 ± 9151.3 41324.5 ± 8862.3 42099.9 ± 8877.8
Z+c 53050.1 ± 11997.6 70579.3 ± 12057.5 65012.9 ± 11421.9
data 193562
Table 4.12: Post-fit yields for the different processes for the muon channel for the
three possible choices of Z+jets generators in the Z+1 b-jet analysis, in the case of
the combined electron and muon fit, and in the standalone muon fit cases.
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Process Sherpa Madgraph Alpgen
Electron channel fit only
Diboson 235.4 ± 26.4 235.6 ± 29.1 235.5 ± 26.1
W+jets 1.00 ± 0.08 2.4 ± 0.6 16.8 ± 3.1
tt¯ 653.2 ± 80.6 653.5 ± 87.0 653.5 ± 77.2
Single top 199.104 ± 19.3 199.1 ± 18.7 199.2 ± 17.6
Z+b 55981.6 ± 2896.2 48611.7 ± 3381.3 51114.2 ± 2954.4
Z+l 31390.3 ± 8962.3 22872.5 ± 6007.3 21153.6 ± 4714.8
Z+c 23316.5 ± 10850.8 39203.1 ± 8191.0 38408.0 ± 6306.4
Combined electron and muon channel fit
Diboson 232.3 ± 26.8 253.3 ± 22.4 225.5 ± 28.5
W+jets 0.98 ± 0.08 3.9 ± 1.00 16.7 ± 2.9
tt¯ 645.4 ± 82.6 734.8 ± 72.6 641.4 ± 90.6
Single top 200.0 ± 19.8 200.9 ± 16.1 198.2 ± 18.0
Z+b 54827.0 ± 2923.7 48521.9 ± 3118.8 51212.8 ± 2977.0
Z+l 25981.3 ± 5126.4 22745.0 ± 4937.5 22509.6 ± 4762.3
Z+c 29876.8 ± 6877.7 39393.8 ± 6909.8 37034.7 ± 6365.8
data 111775
Table 4.13: Post-fit yields for the different processes for the electron channel for
the three possible choices of Z+jets generators in the Z+1 b-jet analysis, in the case
of the combined electron and muon fit, and in the standalone electron fit cases.
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as:
P =
θi − θˆ
σθi
, (4.7)
where θi represents the ith nuisance parameter value pre-fit and θˆ its best
value after performing the fit. The difference is expressed in σθi unity, which
represents the uncertainty on the post-fit nuisance parameter θ. If no de-
viation is present, post-fit nuisance parameter is expected to have the same
value as the pre-fit one and the pull to be centred to zero with an associated
uncertainty of ±1σ. If the uncertainty on the nuisance parameter is smaller,
the systematic is over constrained by the fit.
As already anticipated, in the case of the Z+1 b-jet analysis, the discriminat-
ing variable used to extract the normalisation of Z+b, Z+c and Z+l processes
is the b-tagging weight (MV2c10), which is distributed in three bins. This
means that the single channel (electron or muon) fit procedure in this case
corresponds to a system of three equations with three unknowns, with zero
degrees of freedom. As a consequence, one expects no pulls of the nuisance
parameters in the single lepton fit. This is the case, looking at the pull plots
for the electron and muon channels presented in Fig.4.16 for Sherpa sam-
ples. Analogous results are obtained for Madgraph and Alpgen, which
are shown in Appendix C.
For the combined channel instead, the fit is performed in six bins (three for
each lepton channel) and the unknowns are still the three normalisation of
Z+b, Z+c and Z+l, leaving three degrees of freedom. The combined fit pulls
for Sherpa are shown in the top plot of Fig.4.16. No strong pull on the sys-
tematics is observed in the combination between the two channels, reflecting
a satisfactory stability in the fit. In general, the behaviour is different among
the three generators, reflecting the large variety of scale factors (see Table
4.10). The first two points in Fig.4.16, refer to the values of the Z+c and
Z+l scale factors, which have no pull since they are the parameters extracted
from the fit itself.
The correlations are shown in Fig.4.17 only for the nuisance parame-
ters which have at least a correlation larger 50% using Sherpa generator.
Sherpa presents some correlation or anticorrelation between the estimated
normalisation scale factors (Z+c and Z+l) and some other systematics, that
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Figure 4.16: Pulls of all the nuisance parameters included in the fit using the
Sherpa generator (the MC statistic is not shown) in the Z+1 b-jet analysis. Pulls
are shown for the combined lepton channel fit (top), muon-only fit (middle) and
electron-only fit (bottom).
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can vary if looking at the single channel or combined fit. In particular,
Z+b tends to be anticorrelated with Z+c, correlated to the flavour tag-
ging uncertainty (B0 and C0 components, see Section 4.5), and the
jet flavour composition parameter;
Z+c tends to be anticorrelated with Z+b, Z+l, flavour tagging uncertainty
(C3 and L2 components), and the MC statistical uncertainty in the
second bin of the MV2c10 distirbution;
Z+l tends to be anticorrelated with Z+c, flavour tagging uncertainty (L3),
the MC statistical uncertainty in the first bin of the MV2c10 distribu-
tion, and correlated with the MC statistical uncertainty of the second
bin of the distribution, and Z+b.
The correlations between the different Z+jets process normalisations are not
surprising, neither correlations with the flavour tagging uncertainties. The
correlations with the MC statistical uncertainty are present in the single
channel fits only and need some further investigations. The combined fit
presents much fewer correlations.
The correlation of nuisance parameters for fits using Madgraph and Alp-
gen are summarised in Appendix C. In general, the three generators agree
in the nuisance parameters correlations.
Flavour fit in the Z+2 b-jets region
In the Z+2 b-jets analysis, the normalisation of Z+bb, Z+b, Z+c, Z+cc
and Z+l samples should in principle be extracted independently from the fit.
The statistics in this region is smaller compared to the Z+1 b-jet selection,
while Sherpa, Madgraph and Alpgen differences in the modelling of the
flavour categories are larger. For these reasons, the Z+b, Z+c, Z+cc and Z+l
backgrounds are taken as one single component in the fit, further indicated
as Z+jj, and is treated as free parameter in the fit. The Z+bb component
is completely free to float, since it represent the signal in the Z+2 b-jets
region. Most of the reconstruction level systematics have both a shape and
a normalisation component, and a log-normal constraint of 5% is considered
for each of the non-floating backgrounds. Since top process has a small yield
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Figure 4.17: Correlations of the nuisance parameters included in the fit using the
Sherpa generator. Only parameters with correlation larger than 50% are shown
for electron-only (top), muon-only (middle) and combined (bottom) fits.
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and its shape is similar to the tt¯ one, the two samples are summed together
and considered in the fit as a single component, called “top backgrounds”.
No limit on the systematic variations is applied.
Pre-fit and post-fit plots in the muon and electron channels are shown in
Fig.4.18 using the Sherpa generator. The distribution are mapped in same
size bins, coherently with the format needed to perform the likelihood fit. The
combined electron and muon fit (bottom of Fig.4.18) assumes correlations of
all nuisance parameters considered, therefore the background normalisations
are extracted from a fit to 12 bins, instead of the 6 bins used for single lepton
channel. The pre-and post-fit distributions obtained by using Madgraph
or Alpgen for the Z+jets simulation are reported in Appendix C.
The scale factors obtained from the different fits are reported in Table
4.14. For each generator, the normalisation factor of the Z+bb signal are
compatible within errors across all the single lepton channels and their com-
bination, even if Madgraph shows larger discrepancies between electron
and muon channels. The scale factors for Z+jj background present a very
good agreement across the three different Monte Carlo calculations.
e-channel µ-channel Combination
Sherpa
Z+bb (µ) 1.28 ± 0.12 1.38 ± 0.13 1.3 ± 0.1
Z+jj 0.8 ± 0.2 1.1 ± 0.2 0.98 ± 0.19
Madgraph
Z+bb (µ) 0.56 ± 0.05 0.70 ± 0.05 0.63 ± 0.05
Z+jj 1.06 ± 0.19 0.91 ± 0.17 1.04 ± 0.16
Alpgen
Z+bb (µ) 1.27 ± 0.11 1.36 ± 0.14 1.33 ± 0.10
Z+jj 0.77 ± 0.16 0.81 ± 0.13 0.78 ± 0.12
Table 4.14: The scale factors derived for the three different Z+jets generators in
electron only, muon only and combined fits in the Z+2 b-jets analysis. The Z+bb
signal scale factor is compared with the Z+jj background, corresponding to the
sum of Z+b, Z+c, Z+cc and Z+l contributions.
The pre-fit yields for the muon and electron channels are reported in Table
4.15. They can be compared with the yields obtained from the fit, which are
summarised in Tables 4.16-4.17. Reasonable compatibility is observed in the
post-fit results among the three generators, even if some differences persist
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Figure 4.18: Pre- (top row) and post-fit (middle and bottom row) plots for the
muon (left) and electron (right) channels, using the Sherpa generator as baseline
for the Z+jets samples in the Z+2 b-jets anlysis. The fits shown in the middle row
are performed separately in the electron and muon channels, while the ones shown
in the bottom row are performed combining the two channels together.
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Process Sherpa Madgraph Alpgen
Muon channel
Diboson 184.2 ± 22.5
Top 1763.3 ± 170.4
Z+bb 5606.0 ± 401.4 10527.1 ± 765.3 5293.5 ± 408.4
Z+jj 3116.9 ± 621.9 2970.5 ± 360.3 3208.9 ± 837.12
data 11863
Electron channel
Diboson 125.6 ± 13.3
Top 1208.4 ± 104.9
Z+bb 3733.1 ± 294.7 7343.0 ± 543.9 3486.6 ± 249.5
Z+jj 1908.0 ± 320.4 1887.8 ± 281.8 2107.0 ± 473.0
data 7580
Table 4.15: Pre-fit yields for the different processes for the muon and electron
channels for the Sherpa, Madgraph and Alpgen in the Z+2 b-jets analysis.
and can be explained by the different models used for the description of the
heavy flavour component: Alpgen is a LO generator using the 4FNS, while
Madgraph and Sherpa employ the 5FNS being the first LO and the second
NLO generators.
The pull plots for the muon, electron and combined fit using Sherpa are
shown in Fig.4.19, while Madgraph and Alpgen plots are in Appendix C.
In the Z+2 b-jets analysis, the fit is performed using the MV2c10 variable
for the di-bjets system, distributed in six bins to extract the normalisation of
Z+bb and Z+jj samples. Therefore, compared to the Z+1 b-jet region, the fit
has four degrees of freedom. Looking at Fig.4.19, no strong pull are observed,
since all nuisance parameters differ from their pre-fit values less than 1σ,
which is an indication of the stable behaviour of the fit. In the combined
fit, Sherpa presents the most stable pulls, compared to Madgraph and
Alpgen, in particular in the b-tagging calibration parameters.
Correlations of the nuisance parameters in single lepton and combined fit
are shown in Fig.4.20 using Sherpa. As in the case of the Z+1 b-jet, cor-
relations are displayed only for the nuisance parameters presenting at least
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Process Sherpa Madgraph Alpgen
Combined electron and muon channel fit
Diboson 196.3 ± 19.2 201.3 ± 19.6 174.5 ± 18.4
Top 1901.8 ± 162.9 1968.7 ± 159.1 1746.6 ± 154.1
Z+bb 6935.2 ± 272.0 6702.2 ± 268.6 7374.5 ± 256.6
Zjj 2792.0 ± 252.8 2921.7 ± 187.0 2541.8 ± 169.2
Muon channel only fit
Diboson 178.6 ± 20.5 181.4 ± 19.1 171.5 ± 20.7
Top 1729.5 ± 174.7 1765.8 ± 159.6 1704.2 ± 172.3
Z+bb 7304.9 ± 436.3 7218.8 ± 311.4 7509.7 ± 364.5
Zjj 2647.3 ± 367.0 2692.9 ± 223.2 2476.1 ± 220.5
data 11863
Table 4.16: Post-fit yields for the different processes for the combined and muon
channel fits, for the three Z+jets generators, in the Z+2 b-jets mode.
Process Sherpa Madgraph Alpgen
Combined electron and muon channel fit
Diboson 133.3 ± 14.2 128.2 ± 12.8 124.6 ± 11.1
Top 1242.7 ± 97.0 1178.5 ± 89.9 1160.6 ± 91.3
Z+bb 4506.6 ± 166.6 4593.6 ± 161.1 4831.6 ± 147.9
Zjj 1731.5 ± 109.4 1742.1 ± 116.3 1486.2 ± 87.9
Electron channel only fit
Diboson 131.3 ± 15.9 138.1 ± 15.8 128.2 ± 13.8
Top 1247.5 ± 105.1 1269.2 ± 111.9 1228.0 ± 111.0
Z+bb 4510.1 ± 186.9 4201.1 ± 235.4 4738.5 ± 163.8
Zjj 1690.3 ± 142.6 1972.2 ± 182.2 1484.3 ± 115.0
data 7580
Table 4.17: Post-fit yields for the different processes for the combined and electron
channel fits, for the three Z+jets generators, in the Z+2 b-jets mode.
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Figure 4.19: Pulls of all the nuisance parameters included in the fit (MC statistics
excluded) with Sherpa as preferred signal generator in the Z+2 b-jets analysis.
The top plot refers to the combined muon and electron fit, the middle plot to the
muon only fit, and the bottom plot to the electron only fit.
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a correlation larger than 50%. In both single lepton and combined fits, the
Z+bb signal has strong correlation (∼70%) with the B0 component of the
b-jets calibration. The Z+jj background normalisation presents a evident
correlation with the L0 parameter of the systematics associated to the b-
tagging uncertainty. The correlations of Z+jets processes with the flavour
composition of these samples is not surprising. The nuisance parameter cor-
relations for fit results performing usingMadgraph andAlpgen generators
as baseline are reported in Appendix C.
4.7 Data and MC comparison
In this section, the detector level kinematic plots for some of the main
variables used in the analysis are shown separately in the electron and muon
channel. Only events passing the selection defined in Section 4.4 are repre-
sented in the plots and are divided in three different categories:
• events containing the Z boson produced in association with jets (Z+jets)
are shown in Section 4.7.1. In the following, this region is referred to
as “inclusive”, since the number of b-jets are not counted yet.
• plots for events corresponding to the Z+1 b-jet and Z+2 b-jets analyses
are reported in Section 4.7.2.
For each of the following distributions, the level of agreement between Data
and Monte Carlo samples is quoted. In each distribution the signal Monte
Carlo and the Z → ττ+jets and W → lν+jets are modelled with Sherpa
(green) generator, while in the ratio of data with respect to predictions
(Data/Pred.) also Madgraph (red) and Alpgen (blue) simulations are
shown. In the Data/Madgraph and Data/Alpgen ratios, all Z+jets and
W+jets signal and background processes are substituted to Sherpa ones.
The uncertainty on the data (shaded band) is shown only for Sherpa and
corresponds to the sum in quadrature of al the contributions described in
Section 4.5. The luminosity uncertainty is not considered in the total uncer-
tainty and therefore it is not displayed in the following plots.
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Figure 4.20: Correlations of the nuisance parameters in the Z+2 b-jets analysis.
Sherpa is the signal generator used in the electron only (top), muon only (middle)
and combined (bottom) fits. Only parametrs with a correlation with an absolute
value larger than 50% are shown.
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4.7.1 Inclusive jet plots
In the inclusive region, the Z boson is required to have at least one jet,
without applying the b-tagging algorithm. Although this region does not
correspond to the Z+1 b-jet and Z+2 b-jets analysis, it is of extreme inter-
est for the understanding of the kinematic of the jets and the Monte Carlo
modelling. Fig.4.21 shows the distribution of the pT and y of the leading jet.
While the y is well described by all Monte Carlo generators, some tensions
appear for pT >400 GeV.
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Figure 4.21: Data and Monte Carlo comparison for the leading jet pT (top) and
y (bottom). Sherpa generator is used to model the Z+jets processes and the
ratio Data/Pred. is shown for Sherpa (green), Madgraph (red) and Alpgen
(blu). The systematic band is evaluated using Sherpa and does not include the
luminosity uncertainty.
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Fig.4.22 shows the distributions of the inclusive jet multiplicity for events
with at least one jet. Sherpa shows the best agreement with data, while
Madgraph and Alpgen show evident discrepancies for events with at least
4 jets, where the parton emission is described by Parton Shower.
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Figure 4.22: Data and Monte Carlo comparison for the inclusive jet multiplic-
ity. Sherpa generator is used to model the Z+jets processes (top) and the ratio
Data/Pred. is shown for Sherpa (green), Madgraph (red) and Alpgen (blu)
(bottom). The systematic band is evaluated using Sherpa and does not include
luminosity uncertainty.
In Fig.4.23 the distribution of events as a function of the exclusive mul-
tiplicity of the b-jets is shown. The content of the first (second) bin of this
variable is the number of events passing the Z+1 b-jet (Z+2 b-jets) analysis
of Table 4.6. This means jets are required to pass the b-tagging algorithm
and simulated jets are required to fulfil the truth flavour labelling. Con-
sequently each of the Z+bb, Z+b, Z+c, Z+cc and Z+l yield is normalised
for the corresponding scale factor obtained separately in the Z+1 b-jet and
Z+2 b-jets regions. The scale factor extracted from the combined fit is used.
As expected, after correcting for the overall normalisation with the flavour
fit procedure, the description of the b-jet multiplicity provided by Sherpa,
Madgraph and Alpgen is very good in both lepton channels. The uncer-
tainty does not include the error associated to the various scale factors.
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Figure 4.23: Data and Monte Carlo comparison for the exclusive b-jet multiplicity.
The first and second bins correspond to the events passing the Z+1 b-jet and Z+2
b-jets selections, respectively. The yields of the Z(→ ee/µµ)+jets processes are
scaled according to the combined fit results in the two regions. Sherpa generator
is used to model the Z+jets processes (top) and the ratio Data/Pred. is shown for
Sherpa (green), Madgraph (red) and Alpgen (blu) (bottom). The systematic
band is evaluated using Sherpa and does not include luminosity uncertainty.
4.7.2 Z+1,2 b-jets plots
In the Z+1 b-jets, the yields of the Z+b signal events and Z+c and Z+l
processes are scaled by the scale factors obtained in the lepton combined
fit. The uncertainty associated to the scale factors is not incorporated in
the systematic band, since it is evaluated starting from reconstruction level
systematics.
Fig.4.24 shows the distribution of the Z boson rapidity (y). The agreement
between data and predictions is very good for all generators. The same
feature can be observed in the distributions of the leading b-jet pT and y
in Fig.4.25 for Sherpa, while some tensions is visible in Madgraph and
Alpgen. Fig.4.26 presents the Z-to-leading b-jet related observables. All
distributions are well modelled by Sherpa, while Madgraph and Alpgen
are less satisfactory, in particular in the ∆Φ(Z,b) distribution. In general,
the agreement between data and Monte Carlo is similar in electron and muon
channels.
In the Z+2 b-jets analysis, the yields of the Z+bb signal events and Z+b,
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Figure 4.24: Data and Monte Carlo comparison for the Z y in the Z+1 b-jet
analysis. The normalisation of Z+b, Z+c and Z+l is given by the combined fit
result. Sherpa generator is used to model the Z+jets processes (top) and the
ratio Data/Pred. is shown for Sherpa (green), Madgraph (red) and Alpgen
(blu) (bottom). The systematic band is evaluated using Sherpa does not involve
luminosity uncertainty.
Z+cc, Z+c and Z+l background processes are scaled by the scale factors
obtained in the lepton combined fit.
Fig.4.27 shows the distributions of the sub-leading b-jet pT and y, presenting
a good agreement between data and all Monte Carlo generators, especially in
the rapidity. The same feature is visible in the di-bjets observables Mbb and
∆Rbb in Fig.4.28 and ∆ybb ∆Φbb in Fig.4.29. As for Z+1 b-jet, the comparison
in the electron and muon channels shows a good consistency.
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Figure 4.25: Data and Monte Carlo comparison for the leading b-jet pT (top) and
y (bottom). The normalisation of Z+b, Z+c and Z+l is given by the combined fit
result. Sherpa generator is used to model the Z+jets processes (top) and the ratio
Data/Pred. is shown for Sherpa (green), Madgraph (red) and Alpgen (blu)
(bottom). The systematic band is evaluated using Sherpa and does not include
luminosity uncertainty.
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Figure 4.26: Data and Monte Carlo comparison for the Z-leading b-jet related
quantities: ∆y (top), ∆R (middle) and ∆Φ (bottom). The normalisation of Z+b,
Z+c and Z+l is given by the combined fit result. Sherpa generator is used to
model the Z+jets processes (top) and the ratio Data/Pred. is shown for Sherpa
(green), Madgraph (red) and Alpgen (blu) (bottom). The systematic band is
evaluated using Sherpa and does not include luminosity uncertainty.
172 4. Z+b-jets cross section measurement
E n
t r i
e s
 /  
5  
G
e V
1
10
210
310
410
510
610
710 ee→Z
-113 TeV, 36 fb
Data
 Syst. Unc.⊕MC Stat. 
Z+bb
Z+b
Z+light
Z+c
diboson
Top
 (subLead b-jet) [GeV]
T
 p
0 50 100 150 200 250 300 350 400 450 500D
a t
a  
/  P
r e
d .
0.5
1
1.5 Madgraph
AlpgenSherpa
E n
t r i
e s
 /  
5  
G
e V
1
10
210
310
410
510
610
710 µµ→Z
-113 TeV, 36 fb
Data
 Syst. Unc.⊕MC Stat. 
Z+bb
Z+b
Z+light
Z+c
diboson
Top
 (subLead b-jet) [GeV]
T
 p
0 50 100 150 200 250 300 350 400 450 500D
a t
a  
/  P
r e
d .
0.5
1
1.5 Madgraph
AlpgenSherpa
E n
t r i
e s
 /  
0 .
2
1
10
210
310
410
510
610
710
Z→ee 
-113 TeV, 36 fb
Data
 Syst. Unc.⊕MC Stat. 
Z+bb
Z+b
Z+light
Z+c
diboson
Top
|
subLead b-jet |y
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5D
a t
a  
/  P
r e
d .
0.5
1
1.5 Madgraph
AlpgenSherpa
E n
t r i
e s
 /  
0 .
2
1
10
210
310
410
510
610
710 µµ→Z
-113 TeV, 36 fb
Data
 Syst. Unc.⊕MC Stat. 
Z+bb
Z+b
Z+light
Z+c
diboson
Top
|
subLead b-jet |y
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5D
a t
a  
/  P
r e
d .
0.5
1
1.5 Madgraph
AlpgenSherpa
Figure 4.27: Data and Monte Carlo comparison for the second leading b-jet pT
(top) and y (bottom). The normalisation of Z+bb, Z+b, Z+cc, Z+c and Z+l is
given by the combined fit result. Sherpa generator is used to model the Z+jets
processes (top) and the ratio Data/Pred. is shown for Sherpa (green),Madgraph
(red) andAlpgen (blu) (bottom). The systematic band is evaluated using Sherpa
and does not include luminosity uncertainty.
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Figure 4.28: Data and Monte Carlo comparison for the di-bjets Mbb (top) and
∆Rbb (bottom). The normalisation of Z+bb, Z+b, Z+cc, Z+c and Z+l is given by
the combined fit result. Sherpa generator is used to model the Z+jets processes
(top) and the ratio Data/Pred. is shown for Sherpa (green), Madgraph (red)
and Alpgen (blu) (bottom). The systematic band is evaluated using Sherpa and
does not include luminosity uncertainty.
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Figure 4.29: Data and Monte Carlo comparison for the di-bjets ∆ybb (top) and
∆Φbb (bottom). The normalisation of Z+bb, Z+b, Z+cc, Z+c and Z+l is given by
the combined fit result. Sherpa generator is used to model the Z+jets processes
(top) and the ratio Data/Pred. is shown for Sherpa (green), Madgraph (red)
and Alpgen (blu) (bottom). The systematic band is evaluated using Sherpa and
does not include luminosity uncertainty.
Chapter 5
Cross section measurements
The Z+b-jets analysis presented in Chapter 4 leads to the selection of
events with a Z boson decaying in muon or electron pairs in association
with one or two b-jets, reconstructed in ATLAS (detector level). The dis-
tributions of events, including both signal and background, as a function of
several physics observables are extracted from data and compared to Monte
Carlo simulations.
In this Chapter, the methodology employed for the measurement of the in-
tegrated and differential cross sections at particle level is described. The
definition of the particle level objects is presented in Section 5.1: in partic-
ular, the particle level signal regions are inclusive in the number of b-jets
(Z+≥1 b-jet and Z+≥2 b-jets), allowing, as detailed in the text, the mea-
surement of inclusive cross sections. The extrapolation from the exclusive
distributions (at reconstruction level) to the inclusive (at particle level) is
performed through the unfolding procedure. In Section 5.2 the explanation
of the unfolding methodology and the necessary ingredients is given and the
tests performed to verify the closure and the stability of the full procedure
are described in Section 5.3. The systematics associated to the cross section
measurement strategy are described in Section 5.4.
The measured variables and the corresponding binning choice are presented
in Table 5.1.
175
176 5. Cross section measurements
Physics observable Signal region Range
Z |y| Z+≥1 b-jet [0, 2.25]
leading b-jet pT [GeV] Z+≥1 b-jet [20, 500]
leading b-jet |y| Z+≥1 b-jet [0, 2.25]
|∆y(Z,b)| Z+≥1 b-jet [0, 3.2]
∆R(Z,b) Z+≥1 b-jet [0.8, 4.8]
∆Φ(Z,b) [rad] Z+≥1 b-jet [0.4, pi]
sub-leading b-jet pT [GeV] Z+≥2 b-jets [20, 300]
sub-leading b-jet |y| Z+≥2 b-jets [0, 2.25]
Mbb [GeV] Z+≥2 b-jets [0, 500]
∆Rbb Z+≥2 b-jets [0.4, 4]
|∆ybb| Z+≥2 b-jets [0, 4]
∆Φbb [rad] Z+≥2 b-jets [0, pi]
Table 5.1: Summary of the measured differential distributions for the Z+1 b-jet
and Z+2 b-jets analyses.
5.1 Particle level definition
The distributions of the reconstructed number of events as a function of
physics observables must be corrected for detector effects to the particle level,
by using Monte Carlo samples. The correction procedure is called “unfold-
ing” and consists in converting the reconstruction level observables in data
into particle level quantities, allowing the comparison with theoretical calcu-
lations. As detailed in Chapter 4, particle level calculations are formulated in
terms of jets, dressed leptons (leptons after radiating a photon) and isolated
photons, built out of the final state particles (hadrons, leptons and photons)
simulated by Monte Carlo generators. The latter indeed adopt procedures
similar to reconstruction algorithms used by experiments, to cluster final
state particles into jets, dressed leptons and isolated photons. The unfolding
methodology accounts for inefficiency and resolution effects both in jets and
Z boson selections.
The cross section measurements are performed in the same fiducial kinematic
region of the reconstruction level distributions, to avoid theoretical uncertain-
ties in the extrapolation to the full phase space. The fiducial volume is based
on the selection of physics objects defined in Table 5.2.
5.1 Particle level definition 177
At particle level, electron and muon kinematics includes the four-momentum
of the photons radiated in a cone of radius 0.1, around the final state lep-
ton direction (“dressed leptons”). The Z boson four-momentum is defined
by adding the four momenta of selected dressed leptons within an invariant
mass window 76 GeV< mll <106 GeV.
Leptons dressed objects
pT >27 GeV and |η| <2.5
Z boson 2 same flavour and opposite charge leptons
mll = (91 ± 15) GeV
b-jets
matching with a B-hadron
pT >20 GeV and |y| <2.5
∆R(b-jets, l)>0.4
Table 5.2: Fiducial region at the particle level.
As mentioned before, jets are built from the final state hadrons and their
decaying products, using the anti-kt algorithm. Ambiguities from overlapping
leptons and jets are resolved by requiring ∆R(b-jets, l)>0.4.
Jets are identified as b-jets via the hadron cone matching, namely the same
procedure used to flavour classify events at reconstruction level. Jets are
matched to a weakly-decaying B-hadron with pT >5 GeV in a cone of radius
∆R=0.3.
At particle level, signal regions are defined by the Z boson produced with at
least one or at least two b-jets (i.e. Z+≥1 b-jets and Z+≥2 b-jets). These
two regions are inclusive in the number of b-jets to allow for the measurement
of inclusive integrated and differential cross sections. The choice of having
exclusive b-jet regions at detector level is driven by the consequent reduction
of the tt¯ background, while at particle level the inclusive regions allow a
reduced statistical uncertainty with respect to the exclusive ones.
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5.2 Unfolding
5.2.1 The Bayesian method
The unfolding method is used to infer from the observed physics quan-
tities the “true” ones, corrected for detector distortions. In this analysis,
the unfolding corrects also for the differences between the detector level (ex-
clusive Z+1 b-jet and Z+2 b-jets) and particle level (inclusive Z+≥1 b-jet
and Z≥+2 b-jets) kinematic regions. The method commonly used to solve
this problem is the so called “bin-by-bin” correction. In an integrated mea-
surement the ratio of the number of Monte Carlo events reconstructed in a
certain bin over the number of truth events in the same bin is determined.
This factor represents an efficiency and it is used to count the number events
at particle level, from the number of reconstructed events in that bin. Since
this method does not account for correlations between adjacent bins, it can
be used to perform differential cross section measurements only if the bin-
to-bin migrations are small compared to the bin width of the distribution. If
this condition is not valid, additional corrections must be determined to take
into account the bin-to-bin migrations. These corrections are performed by
a matrix which relates the number of Monte Carlo events generated in one
bin of a certain distribution to the number of events reconstructed in any
bin of the distribution (migration matrix ). The matrix is then inverted and
applied to the reconstructed distributions of real data (response matrix ), as
explained in Eq.4.1. The iterative Bayesian unfolding technique [108] used
in the Z+b-jets differential cross section measurements exploits the Bayes’
theorem to build the response matrix. In a first step, according to the Bayes’
theorem, the response matrix can be expressed as:
M(Ti|Rj) = M(Rj|Ti) · P0(Ti)∑N
l=1 M(Rj|Tl) · P0(Tl)
(5.1)
where M(Rj|Ti) is the migration matrix which represents the probability
that an event is generated at truth level (Ti) in bin i, but it is reconstructed
(Rj) in bin j. P0(Ti) is the “prior”, namely an a-priori known distribution of
the physics quantity under investigation. In the first step of the iteration,
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the truth distribution from Monte Carlo generator is used as prior. The
denominator of Eq.5.1 represents the overall normalisation, which accounts
for all the different processes affecting the reconstruction in the bin j. In
principle, the choice of the prior function can strongly influence the final
result, introducing a bias in the cross section measurement. This is solved
by applying the Bayes’s theorem in an iterative sequence, where the result of
each iteration is used as a prior for the following step. The more iterations are
performed, the less the dependence on the initial prior choice is achieved. On
the other hand, while the initial bias is reduced, the statistical fluctuations
in the migration matrix increase with the number of iterations and can be
misinterpreted as real migrations due to detector effects. The number of
iterations must therefore be a balance between the two effects.
5.2.2 Response matrices and fake corrections
Two ingredients are needed to measure the differential cross section: the
response matrix and the fake correction, all described below.
For each observable, the migration matrix is filled on the x axis with
the “matched” events, namely the events at reconstruction-level passing the
selection of Section 4.4, with a correspondence at truth level. On the y
axis the matrix is filled with truth events falling in the fiducial volume (see
Section 5.1). The response matrices are obtained by inverting the migration
ones and the entries in each column are normalised to the total number of
truth events that fulfil the event selection in that bin. In this way, the sum
of the values in a given column represents the reconstruction efficiency for
the corresponding truth bin.
The response matrices are shown for the leading and second leading b-jet
kinematics variables pT and y in Fig.5.1 for the Z+≥1 b-jet and Z+≥2 b-jets
samples. While for the rapidity observables migrations are all below 2%, the
pT distributions suffer for higher migrations in low pT bins and are not sym-
metric, indicating that jets tend to be reconstructed as less energetic than at
particle level. In Fig.5.2 response matrices are shown for the Z rapidity and
for its angular separation from the leading b-jet in the Z+≥1 b-jet processes.
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Figure 5.1: Response matrices for the kinematic distributions of the leading b-jet
pT (top row) and y (second row) for the Z+≥1 b-jet processes in the electron (left)
and muon (right) channels by using Sherpa. The response matrices for the sub-
leading b-jet pT (third row) and y (bottom row) in the Z+2 b-jets mode are also
shown.
5.2 Unfolding 181
Figure 5.2: Response matrices for the kinematic distributions of yZ (top row),
∆y(Z, b) (second row), ∆R(Z, b) (third row) and ∆Φ(Z, b) (bottom row) for the
Z+≥1 b-jet processes in the electron (left) and muon (right) channels by using
Sherpa.
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Figure 5.3: Response matrices for the kinematic distributions of Mbb (top row),
∆Rbb (second row), ∆ybb (third row) and ∆Φbb (bottom row) for the Z+≥2 b-jets
processes in the electron (left) and muon (right) channels by using Sherpa.
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Fig.5.3 presents the matrices for various di-b-jets observables, all showing
migrations below 5%. In general, the diagonal terms in the muon channel
are typically higher than the ones in the electron channel, meaning that the
muon reconstruction is in general better than the electron one.
Distributions at reconstruction-level can contain additional contributions
due to events generated outside but reconstructed inside the fiducial volume
(examples are pileup jets or jets reconstructed above the pT threshold, but
corresponding to softer objects at particle level). A fake correction term (fj)
is evaluated to account for such effects and it is applied as a multiplicative
factor, before the unfolding procedure (see Eq.4.1), both on the background-
subtracted data and to the reconstructed Monte Carlo events. Fig.5.4 shows
the fake correction distribution for the leading and second leading b-jets
kinematics. The largest corrections are usually located at the edge of the
kinematic distributions, as for example at low pT , where the effect of pileup
have a larger impact. Fake corrections for Z and Z-bjet observables are shown
in Fig.5.5 for the electron and muon channel and for di-b-jets quantities in
Fig.5.6.
5.3 Unfolding tests
In order to very the stability and consistence of the unfolding procedure,
detailed studies have been performed.
5.3.1 Closure test
A basic sanity check consists in using the same sample to emulate both
data and Monte Carlo distributions. Since Sherpa is used as nominal gen-
erator for the signal modelling, it has been chosen as input for this study.
Fig.5.7 shows, as example, the results for the leading b-jet pT and y in the
Z+≥1 b-jets analysis in both electron and muon channels. Similar results
are presented for the Z+≥2 b-jets signal as a function of the invariant mass
of the two b-jets (Mbb) and their azimuthal separation (∆Φbb) in Fig.5.8. As
one would expect, the unfolded reconstructed distribution perfectly repro-
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Figure 5.4: Fake correction for the kinematic distributions of the leading b-jet pT
(top row) and y (second row) for the Z+1 b-jet analysis and of the sub-leading
b-jet pT (third row) and y (bottom row) in the Z+≥2 b-jets mode in the electron
(left) and muon (right) channels by using Sherpa.
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Figure 5.5: Fake correction for the kinematic distributions of yZ (top row), ∆y(Z,
b) (second row), ∆R(Z, b) (third row) and ∆Φ(Z, b) (bottom row) for the Z+≥1
b-jet processes in the electron (left) and muon (right) channels, by using Sherpa.
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Figure 5.6: Fake correction for the kinematic distributions of of Mbb (top row),
∆Rbb (second row), ∆ybb (third row) and ∆Φbb (bottom row) for the Z+2 b-jets
processes in the electron (left) and muon (right) channels, by using Sherpa.
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duce the Monte Carlo truth distributions, showing a good closure of the full
methodology.
A second test follows directly from the previous. The events generated
by Sherpa are divided in two categories according to their event number;
the even events are used to emulate data and the odd ones to correct for
detector effects. The results for the Z+≥1 b-jet and Z+≥2 b-jets analyses
are shown in Fig.5.9 and Fig.5.10 for the same variables as before, as an
example. Again the closure is ensured with the only difference that larger
statistical uncertainties are observed with respect to the previous test, due
to the smaller sample used.
5.3.2 Tests on the number of iterations
As mentioned in Section 5.2.1, the bayesian unfolding is an iterative proce-
dure which in principle depends on the choice of the prior. This dependence
weakens increasing the number of iterations, causing on the other hand the
increase of statistical uncertainties. A detailed study has been performed on
these two effects, by building two functions describing them separately.
To estimate the dependence on the choice of the initial prior, the following
variable is introduced:
f =
Nbins∑
n=1
|U(i)n − U(i− 1)n|
U(i)n
, (5.2)
where the relative difference between the result of iteration i (U(i)n) and
the preceding (U(i − 1)n) is evaluated for all the iterations and summed
over all the bins (n) of the analysed physics quantity. For each iteration,
f is calculated, normalised to the total number of bins (Nbins) and shown
as a function of the number of iterations in Fig.5.11. Since in the bayesian
unfolding, the result of step i− 1 is used as prior for the i -th iteration, this
discrete function gives an idea of the dependence on the first prior, and it is
expected to decrease as a function of the number of iterations and to converge
to a value which remains stable with further iterations.
To study the behaviour of the statistical uncertainty, the relative statistical
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Figure 5.7: Closure test for the unfolding procedure, by using Sherpa both to
emulate signal and to correct for detector effects. Differential cross sections as a
function on the leading b-jet pT (top) and y (bottom) for the production of the
Z+≥1 b-jet process are shown in the electron (left) and muon (right) channels.
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Figure 5.8: Closure test for the unfolding procedure, by using Sherpa both to
emulate signal and to correct for detector effects. Differential cross sections as a
function on the Mbb (top) and ∆Φbb (bottom) for the production of the Z+≥2
b-jets process are shown for the electron (left) and muon (right) channels.
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Figure 5.9: Closure test for the unfolding procedure, by using half Sherpa sample
to emulate data and the other for the unfolding. Differential cross sections as a
function on the leading b-jet pT (top) and y (bottom) for the production of the
Z+1 b-jet process. Cross sections are shown for the electron (left) and muon (right)
channels.
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Figure 5.10: Closure test for the unfolding procedure, by using half Sherpa
sample to emulate data and the other for the unfolding. Differential cross sections
as a function on the Mbb (top) and ∆Φbb (bottom) for the production of the Z+2
b-jets process. Cross sections are shown for the electron (left) and muon (right)
channels.
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error is introduced:
g =
Nbins∑
n=1
∆(U(i)n)
U(i)n
, (5.3)
where ∆(U(i)n) is the statistical error associated to the i -th iteration and
U(i)n is the corresponding unfolded result. The g variable is evaluated for
each step of the unfolding algorithm, normalised for the total number of bins
and plotted as a function of the number of iterations.
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Figure 5.11: Test on the number of iterations by using Sherpa to unfold data.
The relative difference (black line) and the relative error (dashed line) functions are
shown for the distributions of the leading b-jet pT in the electron channel (left) and
the ∆Φbb in the muon channel (right), for Z+≥1 b-jet and Z+≥2 b-jets processes,
respectively.
Fig.5.11 shows the relative difference (f) and the relative error (g) dis-
tribution as a function of the number of iterations for the leading b-jet pT
and the ∆Φbb. The dependence from the initial prior is ≤25% in the first
iteration, and decreases steeply below 5% after from second step, while mod-
est reductions are achieved in the following iterations. As the statistical
uncertainty presents a slow increase after the second iteration, a number of
iterations equal to two is chosen, representing the best compromise between
the two competitive effects.
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5.4 Uncertainties on the unfolding
Uncertainties on the unfolding procedure are mainly due to two sources:
the modelling of the b-jet observable implemented in the generator employed
to correct for detector effects and the statistical fluctuations of the Monte
Carlo sample. A brief description is given in the following.
5.4.1 Modelling and Template of flavour fit
The flavour fit procedure used to extract the normalisations of Z+b, Z+c
and Z+l processes is sensitive to the modelling of the properties of the
hadrons decaying into jets, defined by the used generator. Although the
normalisations are consistent among Sherpa, Alpgen and Madgraph,
some differences remain and should be considered as a systematic source.
The choice of the generator have additional impact on the migration matri-
ces, fake corrections and, obviously, on the initial priors. In this context, the
effects due to the choice of the nominal generator are considered as modelling
systematics.
The modelling uncertainty is evaluated by repeating the full analysis chain
by using Alpgen instead of Sherpa, from the signal and background es-
timation, to the flavour fit and the unfolding procedure. The difference in
the final cross section measurements obtained by using the two generators
is taken as modelling uncertainty. Finally, its impact on the integrated and
differential cross section is symmetrised. This preliminary approach gives an
overestimation of the uncertainty on both the flavour fit and on the unfolding
uncertainties. In view of the publication, the two sources will be disentan-
gled: this procedure will be used for the flavour fit systematic, while for the
modelling uncertainty, impacting the unfolding inputs (such as matrices and
priors), a data-MC reweighting (based on the difference between Sherpa
and Alpgen) will be applied.
5.4.2 Statistical fluctuations on Monte Carlo samples
The procedure used to unfold the detector level measurements can be af-
fected by the finite size of the Monte Carlo sample. This can cause distortions
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in the migration matrices and have impact on the statistical error affecting
the fake correction distributions. These effects are studied with a toy-Monte
Carlo, where various inputs to the unfolding are allowed to fluctuate inde-
pendently according to Gaussian distributions.
The particle level yield is modified by extracting the population in each bin
according to a Poisson distribution with mean equal to the original Monte
Carlo prediction. Correspondingly, the population of each bin in the un-
folding matrix, is defined by extracting it from a binomial distribution with
number of trials equal to the population of each bin and success probability
according to the originally predicted probability of reconstructing in bin j
the object belonging to bin i at truth level. Finally, the number of fake sig-
nal events bin is extracted from a binominal distribution with a number of
trials equal to the expected number of reconstructed objects in that bin and
success probability equal to the fake signal rate predicted in the same bin.
The unfolding is then carried out using the various migration matrices and
fake correction factors obtained. For each bin of the unfolded distribution
the ratio to the nominal results of the analysis is estimated and distribu-
tions of these ratios for all bins are produced. The distributions over 100
pseudo experiments have a Gaussian behaviour with mean equal to one and
the sigma of the distribution is used as systematics uncertainty on the Monte
Carlo statistics.
The impact of the unfolding systematic uncertainties is reported in Section
6.2 together with all other systematic contributions.
Chapter 6
Results
In Chapters 4 and 5 all the steps concerning the measurements of the cross
sections for the production of the Z+1 b-jet and Z+2 b-jets processes have
been presented. In particular the definition of the particle level observables
is detailed in Section 5.1.
In Section 6.1 a brief summary of the Monte Carlo calculations that are
compared to the final cross section results is given. In Section 6.2 the impact
of each systematic contribution in the cross section measurements is detailed
for each variable studied in this thesis. The results of the integrated cross
sections for the Z+≥1 b-jet and Z+≥2 b-jets processes are presented in
Section 6.3. Finally the differential cross sections of the Z+≥1 b-jet and
Z+≥2 b-jets as a function of several b-jet observables are described in Section
6.4 and Section 6.5, respectively.
6.1 Theoretical description of the Z+b-jets pro-
cesses
The theoretical predictions for the production of the Z boson in associa-
tion with b-jets is challenging. As anticipated in Chapter 1, two main pro-
cesses are investigated, which are referred to as the 4Flavour Number Scheme
(4FNS) and the 5Favour Number Scheme. In the 4FNS only the four lightest
quark (i.e. u, d, c and s) can be present in the initial stage and generate a
final state with at least two b-quarks through the gluon splitting. On the
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other hand, in the 5FNS the b-quark is assumed to contribute to the hard
process and its PDF is calculated from the gluon density evolution above the
b-mass threshold. Therefore another interesting feature to investigate is the
treatment of the b-quark mass (mb−quark) in the PDFs set of the previous
schemes.
Physical observables involving jet production are sensitive to non perturba-
tive effects:
• hard double parton interactions (DPI), characterised by additional b-
jets produced in a secondary interaction in the same p-p collision where
the Z boson is produced;
• underlying events, representing the additional hadronic activity from
the proton remnants, which increase the overall production of hadrons;
• fragmentation and hadronisation, mapping the particle level predic-
tions into final state hadrons.
The Monte Carlo calculations used in this thesis for the prediction of the
Z+b-jets processes have been described in detail in Section 4.3. Since the
cross section results are compared directly to these calculations, the main
features of Sherpa, Madgraph and Alpgen calculations are summarised
in Table 6.1.
Monte Carlo calculations
Generator ME precision scheme mb−quark PDFs
Sherpa NLO 5FNS X NNPDF3.0nnlo
Madgraph LO 5FNS × NNPDF3.0nnlo
Alpgen LO 4FNS X CTEQ6L1
Table 6.1: Summary of the Monte Carlo calculations used for comparison with
the Z+b-jets cross section measurements. Madgraph 5_aMC@NLO is referred
to as Madgraph in the table and in the text. mb−quark indicates the mass of the
b-quark.
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6.2 Systematic uncertainties on the final results
The uncertainty contributions on the final results come from the recon-
struction level systematics and the systematics related to the unfolding pro-
cedure. In the flavour fit procedure, all the detector level systematics ex-
plained in detail in Section 4.5 are considered as nuisance parameters, being
their contribution free to float in the fit. The errors associated to the ob-
tained scale factors are highly correlated to the variations applied to the
Z+jets background processes, when estimating the impact of each detector
level uncertainty. Since the unfolding procedure is performed after applying
the variation corresponding to each detector level systematics, for both signal
and background, adding the error on the scale factor in the unfolding routine
would imply double counting of detector level systematics. For this reason
the errors on the scale factors are not propagated further.
From Fig.6.1 to Fig.6.6, the relative contribution of each systematic source
is shown as a function of several observables. Since the uncertainties are
in agreement in the two lepton modes, the breakdown of the systematic
components is show for one channel only. The various uncertainties are
represented with different colours, while the black line represents the to-
tal systematic band, given by the sum in quadrature of all the components.
Fig.6.1 and Fig.6.2 show the uncertainties for the kinematic of the leading and
sub-leading b-jets, respectively. The dominant uncertainty is given by the
modelling, explained by the large difference between Sherpa and Alpgen
description of b-jet quantities. It is important to recall that the modelling
involves both the difference between the two generators and the difference
in the template shape used in flavour fit. The second largest systematics is
given by the b-tagging systematics (on average ∼20%). The Monte Carlo
statistics dominates only in the bins where the number of events is particu-
larly small. In few bins of the leading b-jet pT and sub-leading b-jet y, the
total systematics is very large: this is not surprising, considering the fluctua-
tions of Monte Carlo generators in these regions, where the statistics is very
low.
The Z boson rapidity systematics is on average 25% (see Fig.6.3), with the
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Figure 6.1: Breakdown of systematics uncertainty for the Z+≥1 b-jet cross section
measurement as a function of the leading b-jet pT in the muon channel (left) and
y in the electron channel (right) using the Sherpa generator.
exception of the forward region, where, mostly in the muon channel, the sys-
tematics reaches 55%. The ∆y(Z,b) (see Fig.6.3), ∆R(Z,b) and ∆Φ(Z,b) (see
Fig.6.4) observables suffer for larger systematic contributions with respect to
the Z rapidity, due the Monte Carlo modelling.
Fig.6.5 and Fig.6.6 show the systematic uncertainties for the Z+≥2 b-jets
processes. In general, the uncertainties on di-b-jets quantities are dominated
by the modelling and the b-tagging systematics. In some bins, the JES and
JER contributions are relevant (∼35%), while in general, the lepton uncer-
tainties are below 5%.
The luminosity uncertainty is not shown in the plots, while the error asso-
ciated to the flavour fit is reported (orange) for completeness, but it is not
accounted for the total systematic band.
6.3 Integrated cross sections
Another goal of this thesis is the measurement of the integrated cross
sections for the production of the Z+≥1 b-jet and Z+≥2 b-jets processes.
For this purpose a bin-by-bin method has been applied to the distribution of
the exclusive b-jets multiplicity (nb−jets,ex, see Fig.4.23), and the measured
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Figure 6.2: Breakdown of systematics uncertainty for the Z+≥2 b-jets cross sec-
tion measurement as a function of the second leading b-jet pT in the muon channel
(left) and y in the electron channel (right) using the Sherpa generator.
Figure 6.3: Breakdown of systematics uncertainty for the Z+≥1 b-jet cross section
measurement as a function of the Z boson y in the muon channel (left) and ∆y(Z,b)
in the electron channel (right) using the Sherpa generator.
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Figure 6.4: Breakdown of systematics uncertainty for the Z+≥1 b-jet cross section
measurement as a function of ∆R(Z,b) in the muon channel (left) and ∆Φ(Z,b) in
the electron channel (right) using the Sherpa generator.
Figure 6.5: Breakdown of systematics uncertainty for the Z+≥2 b-jets cross sec-
tion measurement as a function of the di-bjets observablesMbb in the muon channel
(left) and ∆Rbb in the electron channel (right) using the Sherpa generator.
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Figure 6.6: Breakdown of systematics uncertainty for the Z+≥2 b-jets cross sec-
tion measurement as a function of the di-bjets observables ∆ybb in the muon channel
(left) and ∆Φbb in the electron channel (right) using the Sherpa generator.
cross section can be expressed as:
dσi
dXi
=
(N obsi −Bi)
L ·∆Xi Ci (6.1)
where N obs (B) is the number of observed (background) events in bin i,
passing the detector level selection. The Z+jets background normalisations
are properly corrected by using the scale factors resulting from the flavour fit
in the combination of the two lepton channels. The number of signal events
is normalised to the luminosity (L) and the bin width (∆X) to obtain a cross
section measurement. A correction term (C) is applied as a multiplicative
factor, defined as the number of Monte Carlo events passing the particle level
selection with respect to the number of reconstructed events. The factor C
represents the correction for detector effects and the extrapolation of the
measurement from the detector to the particle level. Moreover, due to the
particle level selection, which is inclusive in the number of b-jets, the C term
also describes the extrapolation from the exclusive b-jet selection at detector
level (Njets=1, 2), to the inclusive b-jet selection at particle level (Njets ≥1,
2). Assuming bin-to-bin migrations are small compared to the bin width,
the unfolding procedure is not applied for this measurement. In Fig.6.7 the
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correction factors C are shown. Large corrections are visible in both electron
and muon channels and are due to detector level requirements, not applied
at particle level:
• exclusive b-jet region definition at detector level;
• veto on additional non b-jets;
• flavour labelling on reconstructed jets.
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Figure 6.7: Distributions of efficiency correction factors employed in the bin-by-bin
method, in the electron (left) and muon (right) channels using Sherpa generator.
The integrated cross sections for Z+≥1 b-jet and Z+≥2 b-jets processes
are evaluate as the content of the first and second bin, respectively, of the
differential cross section as a function of the inclusive b-jet multiplicity. The
differential cross sections as a function of the inclusive b-jet multiplicity are
presented in Fig.6.8. Data are corrected with Sherpa and compared to the
predictions fromMadgraph and Alpgen. The particle level measurements
have a similar trend in the electron and muon channels.
The integrated cross section results are summarised in Table 6.2 and Ta-
ble 6.3 for the Z+≥1 b-jet and Z+≥2 b-jets processes, respectively, and
compared with the predictions from Sherpa, Alpgen and Madgraph.
Measured data are presented with both the statistical, systematic and lumi-
nosity uncertainties, being the systematic component evaluated as the sum
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Figure 6.8: Differential cross section as a function of the b-jets inclusive multiplic-
ity. Data are unfolded with Sherpa (red) and compared to Madgraph (green)
and Alpgen (blue) predictions. Results are shown in the electron (left) and muon
(right) channels. The uncertainty (shaded band) includes all the reconstruction
level systematics, with the exception of the luminosity uncertainty.
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in quadrature of the components shown in Section 6.2. Monte Carlo calcu-
lations are shown with the statistical uncertainty only.
Z+≥ 1 b-jet cross sections
Sample Electron channel Muon channel
σ [pb] σ [pb]
value ± stat ± syst ± lumi value ± stat ± syst ± lumi
Data 10.8 ± 0.1 ± 1.5 ± 0.2 10.22 ± 0.08 ± 2.01 ± 0.21
Monte Carlo value ± stat value ± stat
Sherpa 9.72 ± 0.03 9.46 ± 0.03
Madgraph 13.27 ± 0.05 12.76 ± 0.07
Alpgen 6.78 ± 0.03 6.64 ± 0.02
Table 6.2: Integrated cross section for Z boson production in association with at
least 1 b-jet for the electron and muon channels. The measured value is provided
with statistical, systematic and luminosity uncertainties. Monte Carlo predictions
are reported with the statistical error only.
Z+≥ 2 b-jets cross sections
Sample Electron channel Muon channel
σ [pb] σ [pb]
value ± stat ± syst ± lumi value ± stat ± syst ± lumi
Data 1.37 ± 0.04 ± 0.21 ± 0.03 1.44 ± 0.03 ± 0.23 ± 0.03
Monte Carlo value ± stat value ± stat
Sherpa 1.117 ± 0.007 1.105 ± 0.007
Madgraph 1.635 ± 0.015 1.56 ± 0.03
Alpgen 1.087 ± 0.011 1.076 ± 0.008
Table 6.3: Integrated cross section for Z boson production in association with at
least 2 b-jets for the electron and muon channels. The measured value is provided
with statistical, systematic and luminosity uncertainties. Monte Carlo predictions
are reported with the statistical error only.
The measurement Z+≥1 b-jet cross section reaches a precision of 14%(20%)
in the electron (muon) channel. The uncertainty is dominated by the exper-
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imental systematics, whose main contributions are given in the breakdown
plot (see Fig.6.9) and in Table 6.4. The results on the Z+≥1 b-jet cross sec-
tion show the NLO Sherpa calculations (5FNS) are well comparable to the
measured values. The LOMadgraph generator overestimates the measured
value by ∼20%, but it is still in reasonable agreement with them within the
errors. On the other hand the LO 4FNS Alpgen calculation underestimates
the measured cross section in data up to 40%.
The measurement of the cross section of the Z production in association with
2 b-jets has a comparable precision, with a total uncertainty of 16% in both
the electron and muon channels. The result favours the the NLO Sherpa
and LOMadgraph predictions derived with the 5FNS. The 4FNS Alpgen
calculation underestimates the cross section measurement by about 20%.
The results are in agreement with Run 1 analysis [35] performed at a centre
of mass energy of 7 TeV for both Z+≥1 b-jet and Z+≥2 b-jets processes.
Nevertheless, while in Run 1 data favoured the 4FNS and the 5FNS for the
description of Z+≥1 b-jet and Z+≥2 b-jets, respectively, this does not seem
to be confirmed from Run 2 results, where both processes are better modelled
by the 5FNS. Differences among the various predictions appear mostly when
comparing Matrix Element calculations performed at different orders in the
perturbative expansion. As can be concluded looking at Tables 6.2-6.3 and
Fig.6.8, the NLO Sherpa generator shows the best overall agreement with
measurements.
6.4 Differential cross sections for Z+≥1 b-jet
All the measured particle level differential cross sections for the Z+≥1 b-jet
process are shown from Fig.6.10 to Fig.6.15 for both electron and muon chan-
nels. The measured cross sections are shown as black points with statistical
error only, while the overall uncertainties, defined as the sum in quadrature
of all the components listed in Section 6.2, are reported as dashed bands. For
comparison, the predictions by Sherpa, Madgraph and Alpgen Monte
Carlo generators are also shown with the statistical uncertainty only.
The leading b-jet pT distributions are presented in Fig.6.10 for the electron
and muon channels. All the Monte Carlo generators predict softer jets com-
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Figure 6.9: Breakdown of systematics uncertainty for the Z+≥1 b-jet and Z+≥2
b-jets cross section measurements for the electron (left) and muon (right) channels.
Summary of relative systematics uncertainties
Systematics
Electron channel Muon channel
Z+≥1 b-jet Z+≥2 b-jets Z+≥1 b-jet Z+≥2 b-jets
(%) (%) (%) (%)
BTagging 11.1 12.1 12.1 13.6
JES 5.0 7.5 5.5 7.7
JER 2.9 4.5 3.9 2.9
Modelling 6.5 4.5 15.3 6.8
Muon - - 3.2 2.5
Electron 0.4 0.2 - -
MET 1.0 3.0 1.2 0.6
Table 6.4: Relative systematic uncertainties on the integrated Z+≥1 b-jet and
Z+≥2 b-jets cross section measurements for the electron and muon channels.
6.4 Differential cross sections for Z+≥1 b-jet 207
Figure 6.10: Differential cross sections for the production of a Z boson in asso-
ciaton with at least 1 b-jet as a function of the leading b-jet pT for the electron
(left) and muon (right) channels. The data points (black) are presented with the
total uncertianty (gray shaded band) and compared to predictions from Sherpa
(red), Alpgen (blue) and (Madgraph), which are represented with the statistical
uncertainty only.
pared to data, but for pT >50 GeV the 5FNS (Sherpa and Madgraph)
seem to be more in agreement with data. The leading b-jet rapidity (see
Fig.6.11) is well modelled by all the predictions, as one can notice from the
MC/Data comparison, where, apart from an overall normalisation already
discussed in Section 6.3, the agreement in the shape is similar.
In Fig.6.12 the differential cross section as a function of the Z boson y is
presented. Even if this observable is well described by all Monte Carlos, the
best agreement is achieved by the 5FNS Sherpa predictions.
The Z-b-jets observables are shown in Fig.6.13-6.15. Apart from an overall
normalisation factor, the shapes of the ∆y(Z,b), ∆R(Z,b) and ∆Φ(Z,b) are
well modelled in all cases.
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Figure 6.11: Differential cross sections for the production of a Z boson in asso-
ciaton with at least 1 b-jet as a function of the leading b-jet y for the electron
(left) and muon (right) channels. The data points (black) are presented with the
total uncertianty (gray shaded band) and compared to predictions from Sherpa
(red), Alpgen (blue) and (Madgraph), which are represented with the statistical
uncertainty only.
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Figure 6.12: Differential cross sections for the production of a Z boson in associ-
aton with at least 1 b-jet as a function of the Z y for the electron (left) and muon
(right) channels. The data points (black) are presented with the total uncertianty
(gray shaded band) and compared to predictions from Sherpa (red), Alpgen
(blue) and (Madgraph), which are represented with the statistical uncertainty
only.
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Figure 6.13: Differential cross sections for the production of a Z boson in asso-
ciaton with at least 1 b-jet as a function of the ∆y(Z,b) for the electron (left)
and muon (right) channels. The data points (black) are presented with the total
uncertianty (gray shaded band) and compared to predictions from Sherpa (red),
Alpgen (blue) and (Madgraph), which are represented with the statistical un-
certainty only.
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Figure 6.14: Differential cross sections for the production of a Z boson in asso-
ciaton with at least 1 b-jet as a function of the ∆R(Z,b) for the electron (left)
and muon (right) channels. The data points (black) are presented with the total
uncertianty (gray shaded band) and compared to predictions from Sherpa (red),
Alpgen (blue) and (Madgraph), which are represented with the statistical un-
certainty only.
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Figure 6.15: Differential cross sections for the production of a Z boson in asso-
ciaton with at least 1 b-jet as a function of the ∆Φ(Z,b) for the electron (left)
and muon (right) channels. The data points (black) are presented with the total
uncertianty (gray shaded band) and compared to predictions from Sherpa (red),
Alpgen (blue) and (Madgraph), which are represented with the statistical un-
certainty only.
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6.5 Differential cross sections for Z+≥2 b-jets
Particle level differential cross sections for the Z+≥2 b-jets analysis are
shown from Fig.6.16 to Fig.6.21 for both electron and muon channels. The
measured cross sections are shown as black points with statistical error only,
while the overall uncertainties are reported as dashed bands (sum in quadra-
ture of all the systematic components listed in Section 6.2). For comparison,
the predictions by Sherpa, Madgraph and Alpgen Monte Carlo genera-
tors are also shown with the statistical uncertainty only.
As for the leading b-jet, the pT of the sub-leading b-jet is predicted softer by
all Monte Carlo generators (see Fig.6.16), with similar shapes, and differences
increase for pT >200 GeV. In Fig.6.17 the y of the sub-leading is reasonably
well described by all calculations, taking into account the systematic uncer-
tainties.
The b-jets invariant mass Mbb is presented in Fig.6.18. Both Sherpa and
Alpgen present a slightly softer spectrum than data, even if the level of
agreement is within 20% additional to the overall scale. The ∆Rbb (see
Fig.6.19) distribution shows an improvement with respect to Run 1 results
in the low range. This is explained by the better modelling of gluon split in
bb¯ pairs in the low ∆Rbb range in theoretical predictions.
Fig.6.20 shows the cross sections as a function of the ∆ybb, where a difference
in shape with respect to data is clearly visible for all generators. The ∆Φbb,
presented in Fig.6.21, is modelled consistently by all Monte Carlo generators
and in agreement with data.
6.6 Final remarks
The Run 1 measurements, performed at a centre of mass energy
√
s =7
TeV, show clearly that data favours the 4FNS predictions in the description of
Z+≥2 b-jets processes and the 5FNS calculations for the Z+≥1 b-jet analysis.
This seems to be not confirmed at the centre of mass energy of
√
s =13 TeV:
the Z+≥1 b-jet integrated cross section in both electron and muon channels,
is better modelled by the 5FNS, but in the differential measurements a clear
preference of any of the two production modes cannot be solidly affirmed.
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Figure 6.16: Differential cross sections for the production of a Z boson in associa-
ton with at least 2 b-jets as a function of the sub-leading b-jet pT for the electron
(left) and muon (right) channels. The data points (black) are presented with the
total uncertianty (gray shaded band) and compared to predictions from Sherpa
(red), Alpgen (blue) and (Madgraph), which are represented with the statistical
uncertainty only.
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Figure 6.17: Differential cross sections for the production of a Z boson in asso-
ciaton with at least 2 b-jets as a function of the second leading b-jet y for the
electron (left) and muon (right) channels. The data points (black) are presented
with the total uncertianty (gray shaded band) and compared to predictions from
Sherpa (red), Alpgen (blue) and (Madgraph), which are represented with the
statistical uncertainty only.
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Figure 6.18: Differential cross sections for the production of a Z boson in associ-
aton with at least 2 b-jets as a function of Mbb for the electron (left) and muon
(right) channels. The data points (black) are presented with the total uncertianty
(gray shaded band) and compared to predictions from Sherpa (red), Alpgen
(blue) and (Madgraph), which are represented with the statistical uncertainty
only.
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Figure 6.19: Differential cross sections for the production of a Z boson in associ-
aton with at least 2 b-jets as a function of ∆Rbb for the electron (left) and muon
(right) channels. The data points (black) are presented with the total uncertianty
(gray shaded band) and compared to predictions from Sherpa (red), Alpgen
(blue) and (Madgraph), which are represented with the statistical uncertainty
only.
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Figure 6.20: Differential cross sections for the production of a Z boson in associa-
ton with at least 1 b-jet as a function of the ∆ybb for the electron (left) and muon
(right) channels. The data points (black) are presented with the total uncertianty
(gray shaded band) and compared to predictions from Sherpa (red), Alpgen
(blue) and (Madgraph), which are represented with the statistical uncertainty
only.
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Figure 6.21: Differential cross sections for the production of a Z boson in associa-
ton with at least 1 b-jet as a function of the ∆Φbb for the electron (left) and muon
(right) channels. The data points (black) are presented with the total uncertianty
(gray shaded band) and compared to predictions from Sherpa (red), Alpgen
(blue) and (Madgraph), which are represented with the statistical uncertainty
only.
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In general, the NLO Sherpa calculations improved the agreement on the
overall scale in the Z+≥1 b-jet cross section with respect to Run 1, while a
more modest impact can be noticed for the Z+≥2 b-jets measurements.
The differential cross sections are in general in good agreement with data,
within the systematics uncertainties. The only exception is represented by
the leading and sub-leading b-jet pT , where independently of the flavour
number scheme and the precision order of the matrix element computation,
Sherpa, Alpgen and Madgraph predict a softer spectrum with respect
to data.
6.7 Future perspectives
The measurement of the Z+b-jets production is performed with data col-
lected by ATLAS at the centre of mass energy of
√
s =13 TeV and correspond-
ing to a luminosity of 36 fb−1. The full analysis is presented in this thesis,
starting in Chapter 4 from the event selection and the background rejection
criteria, with a detailed study of the Z+c-jets and Z+light-jets components.
From the detector level, the measurements are extrapolated to particle level
through the unfolding procedure in Chapter 5. The results of the integrated
and differential cross sections of the Z+≥1 b-jet and Z+2 b-jets processes are
presented in this Chapter and compared to several Monte Carlo predictions,
using both the 4FNS and the 5FNS.
In view of the publication of the measurement, few further steps are to be
done:
• Lepton channel combination
Measurements are performed separately in the electron and muon chan-
nels, obtaining a good compatibility not only in the integrated results,
but also in the shape of the differential cross sections. The combina-
tion will benefit from the higher statistics and will positively impact
the uncertainty at the edges of some experimental distributions, domi-
nated by statistical uncertainty. For the combination a detailed study
of correleated and uncorrelated uncertainties must be done, as in the
case of the inclusive cross section measurement (see Chapter 3).
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• b-tagging uncertainty
A new calibration method is foreseen from January 2018, which will
provide higher precision in the b-tagging measurements, needed to bet-
ter identify and reject the c- and light-jets. The new calibration will
help in the discrimination of the Z+c-jets and Z+light jets through
the flavour fit, since the discriminating variable used to extract their
normalisation is the b-tagging weight (MV2c10).
• Modelling uncertainty
The modelling has the largest impact on the total systematics of the
final results. In this thesis, it corresponds to the difference in the final
results obtained with the nominal generator (Sherpa) or repeating the
full analysis chain with another one with similar statistics (Alpgen).
The modelling in this case involves uncertainties on both the flavour fit
and the unfolding procedure. This is a conservative estimate and this
strategy will be used in the future only for the uncertainty associated
to the template shapes in the flavour fit, together with a treatment of
correlations of reconstruction level uncertainties. To account for the
different descriptions of Monte Carlo generators, a reweighting proce-
dure will be applied to Sherpa distributions according to differences
with Alpgen.
• Fixed order theoretical predictions
In this thesis the results are compared to predictions from the NLO
5FNS Sherpa, the LO 5FNSMadgraph and the LO 4FNS Alpgen.
In the next future, fixed NLO theoretical calculations will be available
at both 4FNS and 5FNS, in order to deeply investigate differences, to
be attributed to the presence of the b-quark in the initial state.
Conclusions
In this thesis the measurement of the Z boson cross section performed with
the early Run 2 data collected by the ATLAS detector at a centre of mass
energy of
√
s=13 TeV is presented. The cross section is performed in the elec-
tron and muon decay channels, where the measurement reaches a precision
comparable with several NNLO QCD calculations. The measured fiducial
and total cross sections are combined taking into account the correlated and
uncorrelated uncertainties:
σZfid = 778.6± 2.8(stat)± 5.6(syst)± 16.4(lumi)pb
σZtot = 1981.2± 7.0(stat)± 38.1(syst)± 41.6(lumi)pb
The ratio of the W to Z cross sections benefits from the partial (lepton
related) or total (luminosity) cancellation of several systematic uncertainties
and reaches a precision of <1% (excluding a 5% of luminosity uncertainty):
σW±/σZ = 10.31± 0.04(stat)± 0.20(syst)
In the future, theoretical calculations will benefit from the high precision
reached in the ratio measurement, to constrain NNLO PDFs and Monte
Carlo modelling. In this context, I personally focused on the measurement
in muon channel, including the event selection, the background estimation,
the efficiency determination and the evaluation of the systematic uncertain-
ties.
In this thesis, the first measurement of the production of the Z boson pro-
duced in association to b-jets at the centre of mass energy of
√
s =13 TeV is
also presented. A dataset corresponding to 36 fb−1 collected by the ATLAS
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detector is used to measure the integrated and differential cross sections of
the Z+≥1 b-jet and Z+≥2 b-jets processes in the electron and muon decay
channels.
The Z+≥1 b-jet production is studied as a function of the leading b-jet kine-
matics, by measuring the transverse momentum and the rapidity, of primary
importance to test QCD predictions and the modelling of Monte Carlo gen-
erators. The Z boson rapidity and the difference in rapidity to the leading
b-jet are studied in detail, given the crucial sensitivity of these distributions
to PDFs. The difference in the azimuthal and radial coordinates between the
Z boson and the leading b-jet are also measured.
The Z+≥2 b-jets differential cross sections are measured as a function of
the kinematics of the b-jet pairs, like the invariant mass of the bb¯ system
(Mbb) and the difference in the rapidity (∆ybb), azimuthal (∆Φbb) and radial
(∆Rbb) coordinates. The modelling of these physics observables is crucial
for Higgs studies, where, for example, in the bb¯ decay channel, it represents
one of the main uncertainties contributing to the measurement. Ancillary
measurements of the sub-leading kinematics are also presented in the same
phase space, as a cross check of the overall consistency of the analysis.
The differential cross section measurements reach an average precision of
30%, with the exception of the edge of some distributions, characterised by a
reduced statistics. The dominant systematic uncertainty is due to the mod-
elling of the Monte Carlo generators, which has an impact in the Z+c-jets
and Z+light-jets background determination and in the extrapolation of the
cross sections from detector to particle level.
The measured values of the integrated cross sections of the Z+≥1 b-jet and
Z+≥2 b-jets processes in the electron and muon channels are
σZ(→ee)+≥1b−jet = 10.8± 0.1(stat)± 1.5(syst)± 0.2(lumi)pb
σZ(→ee)+≥2b−jets = 1.37± 0.04(stat)± 0.21(syst)± 0.03(lumi)pb
σZ(→µµ)+≥1b−jet = 10.22± 0.08(stat)± 2.01(syst)± 0.21(lumi)pb
σZ(→µµ)+≥2b−jets = 1.44± 0.03(stat)± 0.23(syst)± 0.03(lumi)pb
and reach an average precision of 16%, dominated by the uncertainties on
the b-tagging and the Monte Carlo modelling. Cross section results are in
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good agreement in the two lepton decay channels. Integrated and differential
cross sections are compared to several NLO and LO Monte Carlo generators,
employing two different generation mechanisms (the 4FNS or the 5FNS).
In the past, measurements of the Z+b-jets processes were performed by AT-
LAS at a centre of mass energy of
√
s =7 TeV. The results of these previous
studies enhanced that the data favour the 5FNS in the description of Z+≥2
b-jets production and the 4FNS in the modelling of the Z+≥1 b-jet processes.
This seem not to be confirmed by the results at the centre of mass energy of√
s =13 TeV, where in general the combination of NLO+5FNS provides the
best agreement with data for the description of both Z+≥1 b-jet and Z+≥2
b-jets processes. An improvement with respect to Run 1 results is clearly
visible in the low range of the ∆Rbb observable, where gluon splitting starts
to dominate: the underestimation observed in all predictions studied in Run
1 seem to be cured at
√
s =13 TeV.
The Z+b-jets production offers a clean experimental probe for many aspects
of the strong interaction phenomenology at LHC. An improvement in the ac-
curacy of the theoretical predictions is worthwhile for further investigation.
In particular, it is worth noticing that the long debate on the differences
between the 4FNS and the 5FNS implementation of perturbative QCD pre-
dictions for processes with b-quark in the initial state can find in accurate
Z+b-jets measurements a useful ground for testing.
In perspective, the full data sample collected by the ATLAS experiment dur-
ing Run 2 is expected to bring an improvement of the experimental statistical
uncertainties by more than a factor two compared to current precision. More-
over in view of the publication of the measurement the treatment of some
experimental uncertainties will improve, due mostly to the Monte Carlo mod-
elling and the new b-tagging calibration precisions.
I have been deeply involved in the Z+≥1 b-jet and Z+≥2 b-jets cross section
measurements, following all the aspects of the study, both in the muon and
electron channels. In particular, I focused on the event selection, the back-
ground estimation through the flavour fit, the unfolding procedure and the
evaluation of the systematic uncertainties.
During the long shut-down between the Run 1 and Run 2 of LHC, the sensors
of LUCID, the ATLAS official luminosity monitor, have been replaced and
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equipped with a radioactive Bismuth-207 source. As a technical activity, I
directly participated to the choice and the equalisation of LUCID photomul-
tipliers.
Finally I participated to studies of the ATLAS muon reconstruction perfor-
mances aimed to the evaluation of the data-driven correction factors (“Scale
Factors”) needed to tune Monte Carlo simulations.
Appendix A
LUCID: the ATLAS Luminosity
Detector
A.1 Introduction
Luminosity is a key quantity for any physical measurement, since it re-
lates the rate of a particular process to its cross section. An overview of
luminosity concept is provided in Section A.2, followed in Section A.3 by a
description of the methods used in ATLAS to measure the luminosity. The
general description of ATLAS luminometers is presented in Section A.4. The
details of the dedicated luminometer LUCID (Luminosity measurement Us-
ing Cherenkov Integrating Detector) are presented in Section A.5. The final
2016 performances will be presented in Section A.6.
A.2 Luminosity overview
The instantaneous luminosity L is defined as the ratio between the rate of
any process (R) and its cross section (σ). It is expressed in units of cm−2s−1
and it is independent of the process itself.
L =
R
σ
(A.1)
226
A.3 Luminosity measurements in ATLAS 227
The instantaneous luminosity can be inferred from the machine parameters:
if the two beams are made of identical bunches, these are Gaussian in shape
and perfectly overlapping without crossing angle, then the luminosity is given
by:
L = frnb
N1N2
4piσxσy
(A.2)
where fr is the beam revolution frequency, nb is the number of bunches in
each beam, N1,2 are the number of protons in each beam, σx,y are the gaussian
transverse profile of the beams. At LHC the instantaneous luminosity is
expected to decrease with the exponential law L = L0e
−t
τ , with τ ∼=14 h.
The integrated luminosity L is obtained by integrating the instantaneous
luminosity over a certain time interval t and is expressed in units of cm−2:
L =
∫ t
0
L(t′)dt′ (A.3)
Due to the degradation in time, the integrated luminosity is evaluated in
short periods, called Luminosity Blocks (LB), in which it can be considered
constant.
A.3 Luminosity measurements in ATLAS
The luminosity of a p-p collider can be expressed as
L =
Rinel
σinel
(A.4)
where Rinel is the rate of inelastic collisions and σinel is the p-p inelastic cross
section. For a storage ring, operating at a revolution frequency fr and with
nb bunch pairs colliding per revolution, this expression can be rewritten as
L =
µfrnb
σinel
(A.5)
where µ is the average number of inelastic interactions per bunch crossing.
The luminosity detectors can provide only an experimental quantity which
is proportional to the luminosity. In ATLAS all the luminometers can only
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measure the average number of visible interactions per bunch crossing (µvis).
The µvis is related to the real µ value by the acceptance and efficiency of the
detector: µvis = µ. The luminosity can thus be rewritten as:
L =
µfrnb
σinel
=
µvisfrnb
σinel
=
µvisfrnb
σvis
(A.6)
where σvis represents the calibration constant necessary to pass from a rel-
ative to an absolute luminosity value.
At LHC the absolute luminosity scale of each luminosity detector is deter-
mined by means of dedicated runs, called Van der Meer (vdM) scans, which
allow to infer the delivered luminosity at one point in time from the measur-
able parameters of the colliding bunches. The method consists in moving the
beams transversely with respect to each other while recording the counting
rate of at least one luminosity monitor. Separation scans are performed in
both the vertical and horizontal directions. The observed rate is recorded
while scanning and from this measurement two bell-shaped curves are ob-
tained, with the maximum rate at zero separation (see Fig.A.1). From the
area under the curves the values σx,y are obtained and the luminosity at
zero separation is inferred from Eq.A.2. The values of σvis is finally ex-
tracted from Eq.A.3 using the measured values of the luminosity and µvis.
To achieve the desired accuracy on the absolute luminosity, these scans are
not performed during normal physics operations, but rather under carefully
controlled conditions with a limited number of colliding bunches and a mod-
est peak interaction rate (µ ≤ 2).
A.4 The ATLAS luminosity detectors
The luminosity detectors in ATLAS are designed to reach three goals:
• Providing final absolute integrated luminosity values for oﬄine analy-
ses, for the full data sample as well as for selected periods, meaning
that the luminosity must be provided for each LB. In physics analyses,
in fact, data are used only if some quality criteria, provided LB by LB,
are satisfied. To avoid discarding too many data, short LB are needed.
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Figure A.1: Visible interaction rate per bunch crossing and per unit bunch-
population product, for LUCID Hit OR algorithm versus nominal beam separation
during horizontal scan 1 in the May 2016 luminosity-calibration session. The total
rate measured for a single colliding-bunch pair at position 872 in the fill pattern is
shown as red circles, and the background-subtracted rate as magenta squares. The
background (blue triangles) is estimated from the rate measured in the preceding
unfilled bunch slot. The beam-gas background (green triangles) measured using
non-colliding bunches is also shown. The background-subtracted rate is fitted by
a Gaussian multiplied by a sixth-order polynomial (dashed curve). The error bars
are statistical only.
Typical values of LB length are of the order of 1-2 minutes. Each LB
is identify by a number which uniquely tags it within a run.
• Providing fast online luminosity monitoring (1-2 seconds) to LHC, as
required for efficient beam steering and machine optimization, as for
example beam centering through mini-scans. The fast luminosity mea-
surement is also used to efficiently tune the trigger. The fraction of
recorded data, called prescale, in fact, can be changed according to the
beam degradation, in order to optimize at each time the data acquisi-
tion band width.
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• Fast checking of running conditions such as monitoring the structure
of the beam and beam-related backgrounds.
Since there is no single experimental technique fulfilling all the above require-
ments, a number of complementary measurements (algorithms) and detec-
tors have to be considered: parallel measurements of absolute and relative
luminosity are mandatory. Each detector is characterised by different accep-
tance, response to pileup, systematic uncertainties and background sources.
The redundancy of measurements guarantees the control over the systematic
uncertainties and the possibility to measure the luminosity in every LHC
running condition. In Fig. A.2 the main luminosity detectors in ATLAS are
shown.
Figure A.2: ATLAS main luminometers.
In the following the subsystems used for luminosity determination are
described in order of increasing pseudorapidity coverage.
Inner Detector
The Inner Detector (ID) is used to measure the momentum of charged
particles over a pseudorapidity interval of |η| <2.5, as explained in detail in
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Chapter 2. Given the high efficiency in tacking particles (from 10% for pT
at 100 MeV to around 86% for pT above a few GeV), the main application of
the ID for luminosity purpose is to count the primary vertices and the tracks
produced in inelastic p-p collisions during a LB.
MBTS
For the initial running period at low instantaneous luminosity (<1033cm−2s−1),
ATLAS has been equipped with segmented scintillator counters, the Mini-
mum Bias Trigger Scintillators (MBTS), located at z = ±365 cm from the
interaction point (IP). It covers the range 2.09< |η| <3.84. The main purpose
of MBTS detector is to provide a trigger on the minimum collision activity
during a p-p bunch crossing (LB basis). Light emitted by scintillators is col-
lected by wave length-shifting optical fibres and guided to a photomultiplier
tube (PMT). The MBTS signal, after being shaped and amplified, are fed
into leading-edge discriminators and send to the Central Trigger Processor
(CTP) for trigger purposes.
BCM
The primary purpose of the Beam Condition Monitor (BCM) is to monitor
beam losses and provide fast feedback to the accelerator operations team. It
is an essential ingredient of the detector protection system, providing a fast
accelerator abort signal in case of large beam loss. BCM consists of four
small diamond sensors arranged around the beam-pipe on each side of the
IP, at a distance of z = ±184 cm, covering an area of |η|=4.2. The horizontal
and vertical pairs of the detector are read out separately, leading to two
independent luminosity measurements, on LB basis.
LUCID
LUCID is a Cherenkov detector specifically designed to measure luminos-
ity in the pseudorapidity range 5.6< |η| <6.0. A more complete description
of LUCID is presented in Section A.5. It is the only detector that can provide
luminosity measurement both on bunch-by-bunch basis and on LB basis.
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Calorimeters
In addition to the detectors listed above, further luminosity-sensitive meth-
ods have been developed using components of the ATLAS calorimeter system.
These techniques do not identify particular events, but rather measure av-
erage particle rates over longer time scales. The Tile Calorimeter (TileCal)
is the central hadronic calorimeter of ATLAS. It is a sampling calorimeter
constructed from iron plates (absorber) and plastic tile scintillators (active
material) covering the pseudorapidity range |η| <1.7. The complete descrip-
tion of the calorimeter is presented in Chapter 2. The current drawn by the
readout PMTs is proportional to the total number of particles interacting in
a given TileCal cell and provides a signal proportional to the total luminosity
summed over all the colliding bunches present at a given time.
The Forward Calorimeter (FCal) is a sampling calorimeter that covers the
pseudorapidity range 3.2< |η| <4.9. Each of the two end-cap modules is di-
vided into three longitudinal absorber matrices, one made of copper (FCal-1)
and the other two of tungsten (FCal-2/3). Each matrix contains tubes ar-
ranged parallel to the beam axis filled with liquid argon as the active medium.
Each FCal-1 matrix is divided into 16 φ-sectors, each of them fed by four
independent high-voltage lines. The high voltage on each sector is regulated
to provide a stable electric field across the liquid argon gaps and, similar
to the TileCal PMT ones, the currents provided by the FCal-1 high-voltage
system are directly proportional to the average rate of particles interacting
in a given FCal sector.
Both calorimeter luminosity measurements are made on LB basis.
A.4.1 ATLAS luminosity algorithms
ATLAS primarily uses Event Counting algorithms to measure luminosity,
where a bunch crossing is said to contain an “event” if the criteria for a given
algorithm to observe one or more interactions are satisfied. The two main
algorithm types being used are EventOR (inclusive counting) and EventAND
(coincidence counting). Additional algorithms have been developed using Hit
Counting and average Particle Rate Counting, which provide a cross-check
of the linearity of the event counting techniques.
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Interaction rate determination
Most of the primary luminosity detectors consist of two symmetric detec-
tor elements placed in the forward (“A”) and backward (“C”) direction from
the interaction point. For Event Counting algorithms, a threshold is applied
to the analogue signal output from each readout channel, and every channel
with a response above this threshold is counted as containing a “hit”. In an
EventOR algorithm, a bunch crossing is counted if there is at least one hit on
either the A side or the C side. Assuming that the number of interactions in
a bunch crossing can be described by a Poisson distribution, the probability
of observing an OR event can be computed as:
PEventOR(µ
OR
vis ) =
NOR
NBC
= 1− e−µORvis (A.7)
where NOR is the number of bunch crossings, during a given time interval, in
which at least one p-p interaction satisfies the event-selection criteria of the
OR algorithm under consideration, and NBC is the total number of bunch
crossings during the same interval. Solving for µvis in terms of the event
counting rate yields:
µORvis = −ln
(
1− NOR
NBC
)
(A.8)
In case of an EventAND algorithm, a bunch crossing is counted if there is
at least one hit on both sides of the detector. This coincidence condition can
be satisfied either from a single p-p interaction or from individual hits on
either side of the detector from different p-p interactions in the same bunch
crossing. Assuming equal acceptance for sides A and C, the probability of
recording an AND event can be expressed as:
PEventAND(µ
AND
vis ) =
NAND
NBC
= 1− 2e−(1+σORvis /σANDvis )µANDvis /2 + e−(σORvis /σANDvis )µANDvis
(A.9)
This relationship cannot be inverted analytically to determine µANDvis as a
function of NAND and NBC , so a numerical inversion is performed instead.
When µvis  1, event counting algorithms loose sensitivity as fewer and
fewer events in a given time interval have bunch crossings with zero observed
interactions. In the limit where N/NBC = 1, it is no longer possible to use
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event counting to determine the interaction rate µvis and more sophisticated
techniques must be used. One example is a Hit Counting algorithm, where
the number of hits in a given detector is counted rather than just the total
number of events. This provides more information about the interaction rate
per event and increases the luminosity at which the algorithm saturates.
Under the assumption that the number of hits in one p-p interaction follows a
Binomial distribution and that the number of interactions per bunch crossing
follows a Poisson distribution, the average probability to have a hit in one of
the detector channels per bunch crossing can be calculated as:
PHITOR(µ
HIT
vis ) =
NHIT
NBCNCH
= 1− eµHITvis (A.10)
where NHIT and NBC are the total numbers of hits and bunch crossings,
respectively, during a time interval, and NCH is the number of detector chan-
nels. The expression above enables µHITvis to be calculated from the number
of hits as:
µHITvis = −ln
(
1− NHIT
NBCNCH
)
(A.11)
An additional type of algorithm that can be used is a Particle Counting
algorithm, where some observable is directly proportional to the number of
particles interacting in the detector. These should be the most linear of all
of the algorithm types, and in principle the interaction rate is directly pro-
portional to the particle rate. The TileCal and FCal current measurements
are not exactly particle counting algorithms, as individual particles are not
counted, but the measured currents should be directly proportional to lumi-
nosity. Similarly, the number of primary vertices is directly proportional to
the luminosity, although the vertex reconstruction efficiency is significantly
affected by pileup.
Online algorithms
The online luminosity monitoring can be used to provide luminosity in-
formation for machine tuning independently on the detector status. The
determination and publication of instantaneous luminosity is performed by
an application suite called the Online Luminosity Calculator (OLC). OLC
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analyses raw information such as event and hit counts published by lumi-
nometers every 2 seconds to determines µ and then the luminosity. Due to
the small time allowed for online measurement, no background subtraction is
performed at this stage and OLC outputs are the instantaneous luminosity
averaged on the number of colliding bunches.
Most ATLAS detectors provide a LB-averaged luminosity, except LUCID
which is able to provide also bunch-by-bunch luminosity information for each
LB. For this subsystem OLC calculates the bunch integrated luminosity using
the following sum over all colliding BCIDs:
L =
∑
i∈BCID
µvisi fr
σvis
. (A.12)
A.5 LUCID description
LUCID is the only ATLAS detector designed entirely to luminosity mea-
surements. After the Run 1 shut-down, LUCID has been redesigned (called
LUCID 2 in the following) in order to cope with the new data taking condi-
tions foreseen for Run 2:
• the LHC machine peak instantaneous luminosity increase of a factor
about two passing from Run 1 (0.77·1034 cm−2s−1) to Run 2 (1.7 ·1034
cm−2 s−1);
• the change of the LHC beam pipe material in the old LUCID zone from
stainless steel to aluminium;
• the decreased bunch spacing in the LHC machine (from 50 ns to 25
ns).
The last point had as a consequence the redesign of the readout electronics.
The first two points had as consequence a significative increase of the detec-
tor occupancy which affects:
1) luminosity algorithm saturation (see for instance comment following Eq.A.4.1);
2) photomultipliers (PMT) saturation (drawn current);
3) PMT lifetime;
4) PMT radiation hardness.
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The common solution to all these problems is to decrease the detector gran-
ularity and dimensions. This imposed the choice of PMTs having a small
photo-cathode diameter (from 14 mm for the old LUCID to 10 mm). A
complete description of choice and characterization of the installed PMTs is
presented in [109], while in the following I describe in more detail my contri-
bution in equalizing the response of all sensors in order to find the optimal
working point.
A.5.1 The LUCID design
Figure A.3: Sketch of one module of the new LUCID and its main components.
LUCID 2 consists of two modules symmetrically positioned around the
beam pipe at ±17 m from the interaction point (IP). Each module is installed
on a carbon fibre cylindrical support tube surrounding the LHC beam-pipe,
at a radial distance of about 10 cm from the beam-pipe. The active detectors
in each module are:
• 16 photomultipliers (PMTs), attached to the carbon fibre support,
whose quartz window acts as a Cherenkov radiator. Charged particles
crossing the window produce light which is converted into an electri-
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Figure A.4: Details of the PMT region, including the services such as tempera-
ture probes, PMT calibration fibres, cooling pipes, and mu-metal shields for PMT
protection against the stray magnetic field.
cal current in the PMT cathode and amplified in the dynode chain,
producing a measurable signal.
• 4 bundles of optical quartz fibers, acting as Cherenkov radiator for
charged particles. The light produced is read-out by four PMTs placed
at about one meter from the detector, outside the high radiation region.
These PMTs are calibrated using a LED system, monitored by a pin
diode.
A sketch of a LUCID 2 module is shown in Fig.A.3, while the details of the
PMT region are shown in Fig.A.4, including the services such as temperature
probes, PMT calibration fibres, cooling pipes and mu-metal shields for PMT
protection against the stray magnetic field.
The 16 PMTs are arranged in four groups with different features, each acting
as an independent detector:
• Bi detector : four Hamamatsu R760 PMTs with diameter of 10 mm
equipped with liquid 207Bi radiation source on the window for calibrat-
ing purposes;
• Bi2 detector : four Hamamatsu R760 PMTs with diameter of 10 mm
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equipped with liquid 207Bi radiation source on the window for calibrat-
ing purposes;
• Modified Bi detector : four Hamamatsu R760 PMTs with diameter of
7 mm. The acceptance has been further reduced with an aluminium
layer deposited on the window. Also modified PMTs are equipped with
207Bi radiation source for calibrating purposes;
• Spares : four Hamamatsu R760 PMTs of 10 mm diameter equipped
with 207Bi radiation source turned off and used as spares.
A.5.2 The LUCID electronics
The LUCID read-out system is based on custom-made VME boards called
LUCROD (LUCid ReadOut Driver), two per sides. The LUCROD boards
are placed directly in the experimental cavern, 15 m from the detector, in
order to avoid dispersion or attenuation effects on signals. The electronic
signals from PMTs are guided through low loss transmission coaxial cables
to the board, in order to preserve the original shape and to avoid pole-zero
compensation circuity. The signal duration is thus guaranteed to be below
the 25 ns of LHC bunch spacing, as visible in Fig.A.5.
Figure A.5: Typical 207Bi signal as recorded by the LUCROD card. The signal
duration is within the 25 ns LHC BC duration.
In the LUCROD boards, signals are amplified and then digitalized by
a Flash Analogue to Digital Converter (FADC). An FPGA integrates the
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pulses and measures their amplitudes. The FPGA is also used to finely
adjust the delays, the threshold and the signal alignment with the ATLAS
data acquisition system (DAQ). LUCROD main block scheme is reported in
Fig.A.6. The LUCROD board is implemented in a VME 9U card with 16
input channels and therefore each card contains eight of the above described
unit. The output from the first eight FPGAs are fed into a main FPGA
which sums up the charge from different PMTs for individual bunch crossing
and calculates single sided hit pattern. A hit is defined as an electric signal
above a fixed amplitude threshold.
Figure A.6: LUCROD scheme for two input channels.
LUCRODs transmit the hit pattern to another readout custom made
board named LUMAT through optical links at 1.3 Gbit/s. LUMAT cor-
relates hit patterns coming from the two sides of the detector and provides
coincidence algorithms (AND algorithms for example).
LUCID Luminosity Algorithms
The new LUCID 2 is designed to measure the luminosity using two dif-
ferent approaches which are in many aspects complementary with respect
to systematic effects and sensitivity to instrumental issues and background
contamination. The two different methods are:
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• Event/Hit counting : this type of algorithms counts either the number
of event with at least one hit detected in LUCID or the number of hits
in the event. Each algorithm can be in single side or coincidence mode.
• Particle flow : in this case no threshold is applied on the signal ampli-
tude and a characteristic of the signal (charge or amplitude), propor-
tional to the passage of one or more particles, is recorded.
While the counting algorithms depend on the geometrical acceptance and
efficiency of the detector and are based on a statistical assumption (the aver-
age number of interaction per bunch crossing is Poissonian distributed), the
particle flow method provides a quantity directly proportional to luminosity.
This method is thus free from saturation effect but it depends on the linear-
ity of the read out chain and on the stability of PMT gain. A reliable and
robust calibration system is thus mandatory.
A.5.3 Calibration System
Figure A.7: Trending plot of gain changes as a function of time for 207Bi cal-
ibrations in 2016. The requirement of a maximum fluctuation of 5% has been
achieved.
A.5 LUCID description 241
In order to correct for gain loss and ageing during data taking, a day by
day monitoring of the PMT response is crucial. This is performed in dedi-
cated calibration runs, usually taken at the end of every LHC fill.
As presented in the description of the LUCID 2 detector, all sets of PMTs are
equipped with liquid 207Bi radioactive source on the top of quartz window
for calibration purposes. This method of calibration is completely new and
used for the first time in LUCID. The electrons from the 207Bi are produced
by internal conversion with a maximum energy of about 1 MeV. The PMT
quartz window, with a thickness of 1.2 mm, has a Cherenkov kinetic energy
threshold of 175 keV and therefore the 207Bi electrons have enough energy to
cross the thickness of the window and produce an amount of light compara-
ble to a high energy minimum ionizing particle traversing the window with
an energy above the Cherenkov threshold.
The calibration procedure consists of monitoring the mean charge and am-
plitude distribution and adjust the PMT HV to keep the fluctuation of gain
at 5% maximum with respect to a fixed nominal value. A change in gain of
5% corresponds, in fact, in a change in the luminosity value of 1% for the
counting algorithms and of 5% for the charge algorithm.
The final stability of the results obtained using this procedure is clearly vis-
ible in Fig.A.7: the requirement of a maximum gain fluctuation of 5% has
been achieved with very few exceptions corresponding to very long LHC fills
when a large gain loss is experienced. Due to the great success on stability
and reliability of the method, this type of calibration is under deeper analysis
for future development (LUCID for High-Luminosity LHC).
A.5.4 Equalization of charged particle response
The equalization of the response of all PMTs to charged particles is im-
portant for LUCID to properly asses the luminosity measurement.
I personally took the responsibility of equalize the PMTs before the installa-
tion in LUCID. The procedure consisted in measuring the charge output from
each PMT using the 207Bi source and the LUCID readout card LUCROD.
The experimental setup was composed by:
• aBlack Box where PMTs were placed, totally isolated from the outside
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environment in order for PMTs to be sensitive only to the source;
• 2 Hamamatsu R760 PMTs where calibrated simultaneously. They
were located in the same basement, one in the vertical position and the
other in the horizontal position;
• 2 disk-shaped 207Bi sources were placed in close contact to PMTs.
In order to avoid photo-electron looses, the source dimensions were
larger than the PMT diameter;
• 2 Power Supplies in a NIM crate to feed PMTs with high voltage;
• a LUCROD board to sample and store signals. Each PMT was con-
nected to a different electronic channel. The trigger was required to be
the logic OR of the two input channels.
A Gaussian fit on the charge distribution obtained from the LUCROD board
has been performed and the error from fit has been considered as the final
systematic uncertainty on the measurement. The high voltage of each PMT
has then been adjusted to give the same charge output for each tube. A
common value of the charge Qref=300 mV·ns that corresponds to a gain of
105 was chosen. In practice the charge from the 207Bi source was measured
at five different values of HV in steps of 10 volts in the region around the
nominal charge. For each point, the HV (V in Eq.A.13) corresponding to
exactly the nominal charge was calculated using the formula:
Qref
Qi
=
(
V
Vi
)β
(A.13)
where the measured β parameter defined in Eq.A.13 characterizes the gain of
the PMT. The HV working point was set as the average of the five HV values
obtained in this procedure. This procedure was applied to all the PMTs and
thus the response to the 207Bi source was equalized for all the PMTs under
study.
The reproducibility as well as the time stability of the measurement were
studied by fixing the PMTs at the nominal HV and by evaluating the mean
charge obtained 30 minutes and 10 hours after the scans. The charge distri-
butions with the relative Gaussian fit in red are presented in Fig.A.8 for two
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arbitrary chosen PMTs (named for convenience 1 and 2) of 10 mm diameter;
the mean values of the charge are reported in Table A.1. The values obtained
at different times are compatible within errors.
PMT 1 Q30min = 287.9 ± 1.0 mV·ns
Q10h = 287.9 ± 1.1 mV·ns
PMT 2 Q30min = 312.7 ± 1.2 mV·ns
Q10h = 310.3 ± 1.3 mV·ns
Table A.1: Mean charge at nominal HV for two arbitrary chosen PMTs obtained
performing the measurement after 30 minutes and 10 hours from the equalization
scans. The two measurements are compatible between errors.
Uncertainties on PMT gain equalization are dominated by the limited re-
producibility of the coupling between the 207Bi source and the PMT. The
overall precision was evaluated to be 5 V which corresponds to about 5%
uncertainty on the absolute gain of the PMT.
Unfortunately the method described above was not applicable to the mod-
ified PMTs with further reduced diameter (7 mm): because of the smaller
acceptance, the number of electrons crossing the quartz window was not
enough to produce a visible peak in the charge distributions. A different
study based on the measurement of the anodic current was performed. From
a linear fit of the double logarithmic dependence of the anodic current to the
HV (see for example Fig. A.9), the gain can be inferred from the formula:
Iref
Ii
=
(
Vi
Vref
)β
(A.14)
where Iref is the current at a nominal value of HV (set for convenience to
Vref=650 V), Ii is the current at a certain HV (Vi) and β is related to the
PMT gain.
A.6 Luminosity Performances in Run 2
During Run 2 data taking period (2015-2017), the instantaneous luminos-
ity peak has increased from 5·1033cm−2s−1 in 2015 to 20·1033cm−2s−1 in 2017
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Figure A.8: Charge distribution at nominal HV for two arbitrary chosen PMTs
obtained performing the measurement after 30 minutes and 10 hours from the
equalization scans. The Gaussian fit on the distributions is visible in red.
Figure A.9: Linear fit on the double logarithmic anodic current as a function of
the increasing HV for a modified PMT (7 mm diameter quartz window).
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Figure A.10: Peak instantaneous luminosity delivered to ATLAS during stable
beams for p-p collisions at 13 TeV centre-of-mass energy for each LHC fill as a
function of time in 2017.
Figure A.11: Maximum number of inelastic collisions per bunch crossing during
stable beams for p-p collisions at 13 TeV centre-of-mass energy for each fill in 2017.
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(Fig.A.10) while the maximum number of interactions per bunch crossing
increased from 28 in 2015 up to 80 in 2017 (see Fig. A.11).
For the whole period, LUCID was the so called ATLAS-Preferred luminosity
detector, able to provide luminosity on LB basis and integrated over two
seconds for beam monitoring operations. Moreover, as visible for example
in Fig.A.12 where the measured pileup parameter is plotted as a function of
the bunch-crossing number (BCID) averaged over the duration of the run,
more than three orders of magnitude are visible between the µ measured for
colliding bunches and the background in the non-colliding ones. This feature
guarantees to LUCID only in the whole ATLAS experiment the possibility
to provide also bunch-by-bunch luminosity measurements in all LHC data
taking conditions.
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Figure A.12: Measured µ value as a function of the bunch-crossing number (BCID)
averaged over the duration of the run, in a physics fill in 2016. More than three
order of magnitude are visible between the values obtained in the colliding BCID
and the non-colliding ones.
Due to the redundant strategy of luminosity measurement in ATLAS,
the long term stability of the measurement can be inferred from the ratio
between the values provided by the different luminometers. In Fig.A.13 the
fractional difference in run-integrated luminosity between the LUCID Hit
OR algorithm and the TILE, EMEC, FCal and track-counting algorithms
is shown. Each point corresponds to an ATLAS run recorded during 25 ns
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Figure A.13: Fractional difference in run integrated luminosity between the LU-
CID Hit OR algorithm, and the TILE, EMEC, FCal and track-counting algorithms.
Each point corresponds to an ATLAS run recorded during 25 ns bunch train run-
ning in 2016 at 13 TeV centre-of-mass energy. The luminosity measurements by
TILE, EMEC, FCal and Tracking have been normalized to LUCID in the physics
run indicated by the red arrow.
bunch-train running in 2016 at 13 TeV centre-of-mass energy. The luminosity
measurements by TILE, EMEC, FCal and Tracking have been normalized to
LUCID in a physics run recorded on August 4th, which is indicated by the
red arrow. As clearly visible, a 0.7% long term stability has been achieved,
except for the very first period, that actually contributes only with the 3% to
the total integrated luminosity. Preliminary results indicates that the long
term stability in 2017 is of the order of 2%, but the oﬄine analysis is still
ongoing to improve the result.
The long term stability is one of the components of the overall systematic
uncertainty in the luminosity measurement. The other main systematics arise
from the calibration using the Van der Meer method (∼ 2%), the calibration
transfer (∼1%), due to the transition from low µ (VdM) to high µ (physics)
runs. The final uncertainty of 2.1% and 2.2% has been achieved in 2015 and
2016 respectively. The analysis for 2017 is still ongoing.
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A.7 Conclusions
The LUCID detector was redesigned to cope with the new data taking
condition of LHC Run 2. Thanks to its stability and reliability, due also to
a completely new and very successful calibration method, LUCID provided
during the whole period the official measurement of ATLAS luminosity both
online for the LHC instantaneous luminosity, used for beam monitoring and
operational tuning, and oﬄine for physics analysis, on LB and bunch-by-
bunch basis. The redundant strategy used in ATLAS to evaluate the lumi-
nosity lead to a final uncertainty on the measurement of 2.1% and 2.2% in
2015 and 2016, respectively, while the analysis for 2017 is still ongoing. In
this contest, I performed the measurements needed to equalize all the read-
out PMTs by means of a 207Bi radioactive source. This procedure proved to
be essential to have an homogeneous detector in terms of gain of the single
sensor and thus response to particle from p-p collisions.
Appendix B
Muon Reconstruction
Performances
Muons are key to some of the most important physics results published
by the ATLAS experiment at the LHC. These results include the discovery
of the Higgs boson and the measurement of its properties, the precise mea-
surement of Standard Model processes, and searches for physics beyond the
Standard Model.
The performance of the ATLAS muon reconstruction at a centre of mass ener-
gies
√
s =7-8 TeV has been documented in recent publications [110]. During
the 2013-2015 shutdown, the LHC was upgraded to increase the centre of
mass energy from 8 to 13 TeV and the ATLAS detector was equipped with
additional muon chambers and a new innermost Pixel layer, the Insertable
B-Layer, providing measurements closer to the interaction point. Moreover,
the muon reconstruction software was updated and improved.
After introducing the ATLAS muon reconstruction and identification algo-
rithms, the performance of the muon reconstruction in the first dataset col-
lected at
√
s= 13 TeV in which I directly participated is described. Measure-
ments of the muon reconstruction efficiencies are presented, together with
the description of the main systematic uncertainties. The results are based
on the analysis of a large sample of J/ψ → µµ and Z → µµ decays recon-
structed in 3.2 fb−1 of p− p collisions recorded in 2015.
The full description of the analysis has been published in a public paper in
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May 2016 ([111]).
B.1 Muon reconstruction and identification
Muon reconstruction is first performed independently in the Inner De-
tector (ID) and Muon Spectrometer (MS). The information from individual
subdetectors is then combined to form the muon tracks used in physics anal-
yses. The complete description of the ID and MS detectors and of the muon
reconstruction is reported in Chapter 2. The muon reconstruction used in this
work evolved from the algorithms defined in Chapter 2. These algorithms
were improved in several ways. The use of a Hough transform to identify
the hit patterns for seeding the segment-finding algorithm makes the recon-
struction faster and more robust against misidentification of hadrons, thus
providing better background rejection early in the pattern recognition pro-
cess. The calculation of the energy loss in the calorimeter was also improved.
An analytic parametrization of the average energy loss is derived from a de-
tailed description of the detector geometry. The final estimate of the energy
loss is obtained by combining the analytic parametrization with the energy
measured in the calorimeter. This method yields a precision on the mean
energy loss of about 30 MeV for 50 GeV muons.
B.2 Muon identification
Muon identification is performed by applying quality requirements that
suppress background, mainly from pion and kaon decays, while selecting
prompt muons with high efficiency and/or guaranteeing a robust momentum
measurement. Muon candidates originating from in-flight decays of charged
hadrons in the ID are often characterized by the presence of a distinctive
kink topology in the reconstructed track. As a consequence, it is expected
that the fit quality of the resulting combined track will be poor and that the
momentum measured in the ID and MS may not be compatible. Several vari-
ables offering good discrimination between prompt muons and background
muon candidates are studied in simulated tt¯ events. Muons from W decays
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are categorized as signal, while muon candidates from light-hadron decays
are categorized as background. To guarantee a robust momentum measure-
ment, specific requirements on the number of hits in the ID and MS are
used. For the ID, the quality cuts require at least one Pixel hit, at least five
SCT hits, fewer than three Pixel or SCT holes, and that at least 10% of the
TRT hits originally assigned to the track are included in the final fit; the
last requirement is only employed for η between 0.1 and 1.9, in the region of
full TRT acceptance. A hole is defined as an active sensor traversed by the
track but containing no hits. A missing hit is considered a hole only when it
falls between hits successfully assigned to a given track. If some inefficiency
is expected for a given sensor, the requirements on the number of Pixel and
SCT hits are reduced accordingly.
Four muon identification selections (Medium, Loose, Tight, and High-pT ) are
provided to address the specific needs of different physics analyses. Loose,
Medium, and Tight are inclusive categories in that muons identified with
tighter requirements are also included in the looser categories (refer to Sec.2.4.3
for a complete description of categories).
B.3 Reconstruction efficiency
A precise determination of the muon reconstruction efficiency in the region
|η| < 2.5 is obtained combining the informations coming from these detectors
by means of the Tag-and-Probe method described in the following sections.
B.3.1 Efficiency measurement in the region |η| < 2.5
The Tag-and-Probe method is employed to measure the efficiency of the
muon identification selections within the acceptance of the ID (|η| < 2.5).
The method is based on the selection of an almost pure muon sample from
Z → µµ or J/ψ → µµ events, requiring one leg of the decay (tag) to be iden-
tified as a Medium muon that fires the trigger and the second leg (probe)
to be reconstructed by a system independent of the one being studied. A
selection based on the event topology is used to reduce the background con-
tamination.
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Three kinds of probes are used to measure muon efficiencies. ID tracks
and so called Calorimeter-Tagged (CT) muons (see Chapter 2) both allow
a measurement of the efficiency in the MS, while MS tracks are used to
determine the complementary efficiency of the muon reconstruction in the
ID. Compared to ID tracks, CT muons offer a more powerful rejection of
backgrounds, especially at low transverse momenta, and are therefore the
preferred probe type for this part of the measurement. ID tracks are used
as a cross-check and for measurements not directly accessible to CT muons.
A direct measurement of the CT muon reconstruction efficiency is possible
using MS tracks.
The efficiency measurement for Medium, Tight, and High-pT muons consists
of two stages. First, the efficiency (X|CT ) (where X stands for Medium/Tight/
High-pT ) of reconstructing these muons assuming a reconstructed ID track
is measured using a CT muon as probe. Then, this result is corrected by
the efficiency (ID|MS) of the ID track reconstruction, measured using MS
probes, using the formula:
(X) = (X|ID) · (ID) = (X|CT ) · (ID|MS) (B.1)
where (X = Medium/Tight/High − pT ). A similar approach is employed
when using ID probe tracks for cross-checks. This method is valid if two
assumptions are satisfied:
• the ID track reconstruction efficiency is independent from the muon
spectrometer track reconstruction ((ID) = (ID|MS)).
• the use of a CT muon as a probe instead of an ID track does not
affect the probability for Medium, Tight, or High-pT reconstruction
((X|ID) = (X|CT )).
Both assumptions have been tested using generator-level information from
simulation and small differences are taken into account in the systematic
uncertainties.
The muons selected by the Loose identification requirements are decomposed
into two samples: CT muons within |η| < 0.1 and all other muons. The
CT muon efficiency is measured using MS probe tracks, while the efficiency
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of other muons is evaluated using CT probe muons in a trend similar to
the Medium, Tight, and High-pT categories. The level of agreement of the
measured efficiency, Data(X), with the efficiency measured with the same
method in simulation, MC(X), is expressed as the ratio of these two numbers,
called the Efficiency Scale Factor (SF):
SF =
Data(X)
MC(X)
(B.2)
This quantity describes the deviation of the simulation from the real detector
behaviour. It is of particular interest for physics analyses, where it is used to
correct the simulation. I directly work on this particular part of the analysis
in order to provide the correct scale factors to be applied to all ATLAS
analyses.
Tag-and-Probe method with Z → µµ
Events are selected by requiring muon pairs with an invariant mass within
10 GeV of the Z boson mass. The tag muon is required to satisfy the Loose
isolation and Medium muon identification selections and to have a transverse
momentum of at least 24 GeV. Requirements on the significance of the trans-
verse impact parameter d0 (|d0|/σ(d0) < 3.0) and on the longitudinal impact
parameter |z0| (|z0| < 10 mm) of the tag muon are imposed. Finally, the tag
muon is required to have triggered the readout of the event.
The probe muon is required to have a transverse momentum of at least 10
GeV and to satisfy the Loose isolation criteria. While this is sufficient to
ensure high purity in the case of MS probe tracks, further requirements are
applied to both the ID track and CT muon probes. In the case of ID tracks,
an isolation requirement is applied which is considerably stricter than the
Loose selection in order to suppress backgrounds as much as possible. In ad-
dition, the invariant mass window is tightened to 5 GeV around the Z boson
mass, rather than the 10 GeV used in the other cases. For CT muon probes,
additional requirements on the compatibility of the associated calorimeter
energy deposit with a muon signature are applied to further enhance the pu-
rity. The ID probe tracks and CT probe muons must also have transverse and
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longitudinal impact parameters consistent with being produced in a primary
pp interaction, as required for tag muons. A probe is considered successfully
reconstructed if a reconstructed muon is found within a cone in the η − φ
plane of size ∆R = 0.05 around the probe track.
A small fraction (about 0.1%) of the selected tag-probe pairs originates from
sources different than Z → µµ events. For a precise efficiency measurement,
these backgrounds must be estimated and subtracted. Contributions from
Z → ττ and tt¯ decays are estimated using simulation. Additionally, multijet
events and W → µν decays in association with jet activity (W+jets) can
yield tag–probe pairs through secondary muons from heavy- or light-hadron
decays. As these backgrounds are approximately charge-symmetric, they are
estimated from the data using same-charge (SC) tag-probe pairs. This leads
to the following estimate of the opposite-charge (OC) background, NBkg, for
each region of the kinematic phase-space:
NBkg = NZ,tt¯MCOC + T ·
(
NDataSC −NZ,tt¯MCSC
)
(B.3)
where NZ,tt¯MCOC is the contribution from Z → ττ and tt¯ decays, NDataSC is the
number of SC pairs measured in data and NZ,tt¯MCSC is the estimated contri-
bution of the Z → µµ, Z → ττ , and tt¯ processes to the SC sample. T is a
global transfer factor that takes into account the charge asymmetry of the
multijet and W+jets processes, estimated in data using a control sample of
events obtained by inverting the probe isolation requirement. For MS (ID)
tracks, a value of T=1.7 (1.1) is obtained, while for CT muon probes the
transfer factor is T=1.2. The systematic uncertainties in the transfer factor
vary between 40 and 100% and are included in the systematic error in the
reconstruction efficiency described in the following section.
The efficiency measured in the data is corrected for the background contribu-
tions described above, by subtracting the predicted probe yields attributed
to these sources from the number of observed probes,
 =
NDataR −NBkgR
NDataP −NBkgP
(B.4)
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where NP denotes the total number of probes and NR the number of success-
fully reconstructed probes. The resulting efficiency can then be compared
directly to the result of the simulation.
Tag-and-probe method with J/ψ → µµ
The reconstruction efficiencies of the Loose, Medium, and Tight muon
selections at low pT are measured from a sample of J/ψ → µµ events se-
lected using a combination of single-muon triggers and the dedicated “muon
+ track” trigger.
Tag-probe pairs are selected within the invariant mass window of 2.7-3.5 GeV
and requiring a transverse momentum of at least 5 GeV for each muon. The
tag muon is required to satisfy the Medium muon identification selection and
to have triggered the readout of the event. In order to avoid low-momentum
curved tracks sharing the same trigger region, tag and probe muons are re-
quired to be ∆R > 0.2 apart when extrapolated to the MS trigger surfaces.
Finally, they are selected with ∆z0 = |ztag0 − zprobe0 | < 5 mm, to suppress
background. A probe is considered successfully reconstructed if a selected
muon is found within a ∆R = 0.05 cone around the probe track.
The background contamination and the muon reconstruction efficiency are
measured with a simultaneous maximum-likelihood fit of two statistically in-
dependent distributions of the invariant mass: events in which the probe is
or is not successfully matched to the selected muon. The fits are performed
in six pT and nine η bins of the probe tracks. The signal is modelled with
a Crystal Ball function with a single set of parameters for the two indepen-
dent samples. Separate first-order polynomial fits are used to describe the
background shape for matched and unmatched probes.
Systematic uncertainties
The main contributions to the systematic uncertainty in the measurement
of the efficiency SFs with Z → µµ and Jψ → µµ events are shown in Figs.B.1
and B.2, as a function of η and pT , respectively.
The uncertainty in the background estimate is evaluated in the Z → µµ
analysis by taking the maximum variation of the transfer factor T when esti-
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Figure B.1: Total uncertainty in the efficiency scale factor for Medium muons as
a function of η as obtained from Z → µµ data (left) for muons with pT > 10 GeV,
and from J/ψ → µµ data (right) for muons with 5 < pT < 20 GeV. The combined
uncertainty is the sum in quadrature of the individual contributions.
Figure B.2: Total uncertainty in the efficiency scale factor for Medium muons as
a function of pT as obtained from Z → µµ (solid lines) and J/ψ → µµ (dashed
lines) decays. The combined uncertainty is the sum in quadrature of the individual
contributions.
mated with a simulation-based approach and when assuming the background
to be charge-symmetric. This results in an uncertainty of the efficiency mea-
surement below 0.1% over a large momentum range, but reaching 1% for
low muon momenta where the contribution of the background is most signif-
icant. In the J/ψ → µµ analysis, the background uncertainty is estimated
by changing the function used in the fit to model the background, replacing
the first-order polynomial with an exponential function. An uncertainty due
to the signal modelling in the fit, labelled as Signal in Figs.B.1 and B.2, is
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also estimated using a convolution of exponential and Gaussian functions as
an alternative model. Each uncertainty is about 0.1%.
The cone size used for matching selected muons to probe tracks is optimised
in terms of efficiency and purity of the matching. The systematic uncertainty
deriving from this choice is evaluated by varying the cone size by ±50%. This
yields an uncertainty below 0.1% in both analyses.
Possible biases in the tag-and-probe method, such as biases due to different
kinematic distributions between reconstructed probes and generated muons
or correlations between ID and MS efficiencies, are estimated in simulation
by comparing the efficiency measured with the tag-and-probe method with
the “true” efficiency given by the fraction of generator-level muons that are
successfully reconstructed. This uncertainty is labelled as Truth Closure in
Figs.B.1 and B.2. In the Z → µµ analysis, agreement better than 0.1% is ob-
served in the high momentum range. This uncertainty grows at low pT , and
differences up to 0.7% are found in the J/ψ → µµ analysis. A larger effect
of up to 1-2% is measured in both analyses in the region |η| < 0.1. In the
extraction of the efficiency scale factors, the difference between the measured
and the “true” efficiency cancels to first order. To take into account possible
imperfections of the simulation, half of the observed difference is used as an
additional systematic uncertainty in the SF.
No significant dependence of the measured SFs with pT is observed in the
momentum range considered in the Z → µµ analysis. An upper limit on the
SF variation for large muon momenta is extracted from simulation, leading
to an additional uncertainty of 2-3% per TeV for muons with pT > 200 GeV.
The efficiency scale factor is observed to be independent of the amount of
pile-up.
Results
Fig.B.3 shows the muon reconstruction efficiency as a function of η as mea-
sured from Z → µµ events for the different muon selections. The efficiency
as measured in data and the corresponding scale factors for the Medium se-
lection are also shown in Fig.B.4 as a function of η and φ. The efficiency
at low pT is reported in Fig.B.5 as measured from J/φ → µµ events as a
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Figure B.3: Muon reconstruction efficiency as a function of η measured in Z → µµ
events for muons with pT > 10 GeV shown for Medium (top), Tight (bottom left),
and High-pT (bottom right) muon selections. In addition, the top plot also shows
the efficiency of the Loose selection (squares) in the region |η| < 0.1 where the
Loose and Medium selections differ significantly. The error bars on the efficiencies
indicate the statistical uncertainty. Panels at the bottom show the ratio of the
measured to predicted efficiencies, with statistical and systematic uncertainties.
function of pT in different η regions.
The efficiencies of the Loose and Medium selections are very similar through-
out the detector with the exception of the region |η| < 0.1, where the Loose
selection fills the MS acceptance gap using the calorimeter and the so called
Segment-Tagged (ST) muons contributions. The efficiency of these selections
is observed to be in excess of 98%, and between 90 and 98% for the Tight
selection, with all efficiencies in very good agreement with those predicted
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Figure B.4: Reconstruction efficiency measured in data (top), and the data/MC
efficiency scale factor (bottom) for Medium muons as a function of η and φ for
muons with pT > 10 GeV in Z → µµ events. The thin white bins visible in the
region |φ| = pi are due to the different bin boundaries in φ in the endcap and barrel
regions.
by the simulation. An inefficiency due to a poorly aligned MDT chamber
is clearly localised at (η, φ) = (−1.3, 1.6), and is the most significant fea-
ture of the comparison between collision data and simulation for these three
categories. In addition, a 2%-level local inefficiency is visible in the region
(η, φ) = (−1.9, 2.5), traced to temporary failures in the SCT readout system.
Further local inefficiencies in the barrel region around φ = −1.1 are also
linked to temporary faults during data taking. The efficiency of the High-pT
selection is significantly lower, as a consequence of the strict requirements on
momentum resolution. Local disagreements between prediction and observa-
260 B. Muon Reconstruction Performances
Figure B.5: Muon reconstruction efficiency in different η regions measured in
J/ψ → µµ events for Loose (left) and Tight (right) muon selections. Within each
η region, the efficiency is measured in six pT bins (5-6, 6-7, 7-8, 8-10, 10-12, and
12-15 GeV). The resulting values are plotted as distinct measurements in each η
bin with pT increasing from 5 to 15 GeV going from left to right. The error bars on
the efficiencies indicate the statistical uncertainty. The panel at the bottom shows
the ratio of the measured to predicted efficiencies, with statistical and systematic
uncertainties.
tion are more severe than in the case of the other muon selections.
Apart from the poorly aligned MDT chamber, they are most prominent in
the CSC region. Fig.B.6 shows the reconstruction efficiencies for the Medium
muon selection as a function of transverse momentum, including results from
Z → µµ and J/ψ → µµ, for muons with 0.1 < |η| < 2.5. The efficiency is
stable and slightly above 99% for pT > 6 GeV. Values measured from Z → µµ
and J/ψ → µµ events are in agreement in the overlap region between 10 and
20 GeV. The efficiency scale factors are also found to be compatible.
B.3.2 Efficiency measurement in the region |η| > 2.5
As described in the previous sections, the reconstruction of combined
muons is limited by the ID acceptance to the pseudorapidity region |η| < 2.5.
For |η| > 2.5, the efficiency is recovered by using the so called Extrapolated or
Standalone (ME) muons included in the Loose and Medium muon selections.
A measurement of the efficiency SF for muons in the region 2.5 < |η| < 2.7
(high-η region) is performed using the method described in [110]. The num-
ber of muons observed in Z → µµ decays in the high-η region is normalised
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Figure B.6: Reconstruction efficiency for the Medium muon selection as a function
of the pT of the muon, in the region 0.1 < |η| < 2.5 as obtained with Z → µµ
and J/ψ → µµ events. The error bars on the efficiencies indicate the statistical
uncertainty. The panel at the bottom shows the ratio of the measured to predicted
efficiencies, with statistical and systematic uncertainties.
to the number of muons observed in the region 2.2 < |η| < 2.5. This ratio
is calculated for both data and simulation, applying all known performance
corrections to the region |η| < 2.5. The SFs in the high-η region are defined
as the ratio of the aforementioned ratios and are provided in four η and 16
φ bins. The values of the SFs measured using the 2015 dataset are close to
0.9 and are determined with a 3–5% uncertainty.
Appendix C
Flavour fit using Madgraph and
Alpgen
The nominal Monte Carlo generator used to simulate the Z+jets processes
in the full analysis is Sherpa. In the contest on the flavour fit, since the
truth labelling of jets strongly depends on the Monte Carlo used, studies
are performed with Madgraph and Alpgen too. This additional study
is needed to verify the stability of the full fit procedure and of the results.
Flavour fit results for the Z+1 b-jet analysis is presented in Section C.1 and
for Z+2 b-jets in Section C.2.
C.1 Flavour fit for Z+1 b-jet analysis
The flavour fit on Madgraph and Alpgen Z+jets sample is performed
using the same strategy as on Sherpa. In the Z+1 b-jet the variable to fit
is the b-tagging weight (MV2c10) distributed in three bins for single lepton
channel. Pre-fit and post-fit plots are shown in Fig.C.1 and in Fig.C.2 for
the Z+jets sample modelled with Madgraph and Alpgen, respectively.
In order to understand the scale factors obtained from the fit and sum-
marised in Section 4.6.3, a deep look to nuisance parameter pull and corre-
lations is needed. When Madgraph is used as baseline, the combination
presents some very strong pulls, close to 1σ: on the JES effective NP1 (the
largest jet energy scale nuisance parameter), the jet flavour composition, the
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Figure C.1: Pre- (top row) and post-fit (middle and bottom row) plots for the
muon (left) and electron (right) channels, using theMadgraph generator as base-
line for the Z+jets samples in the Z+1 b-jet analysis. The fits shown in the middle
row are performed separately in the electron and muon channels, while the ones
shown in the bottom row are performed combining the two channels together.
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Figure C.2: Pre- (top row) and post-fit (middle and bottom row) plots for the
muon (left) and electron (right) channels, using the Alpgen generator as baseline
for the Z+jets samples in the Z+1 b-jet analysis. The fits shown in the middle row
are performed separately in the electron and muon channels, while the ones shown
in the bottom row are performed combining the two channels together.
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pileup offset and rho topology, and on the muon efficiency systematics (see
Chapter 4). The pull on the jet flavour composition is expected, considering
the initial standard assumption of 50% share between gluon and quark jets
in all the samples. The deviation from nominal value of muon efficiency sys-
tematic can be explained by the strong variation in the fitted yields and scale
factors from the muon channel alone to the combination, where the electron
seems to dominate. Further checks will be performed on these parameters
in the future, but it is important to remember that Madgraph, having the
worst MC statistics, is more susceptible to fluctuations.
Looking at Alpgen, no large pull is observed, apart from the +1σ of the
muon efficiency systematic component. In this last case, no large variation
in the scale factors or yields is observed in either the muon or the electron
channel, when passing from the single channel fits to the combined one.
The fit onMadgraph samples presents similar correlations to the Sherpa
ones, and these also vary slightly from the single channel to the combination,
although in this case, the combination does not reduce the number of corre-
lations. In particular:
Zb tends to be correlated to the flavour tagging uncertainty component C0,
the Z+light normalisation, and the jet flavour composition parameter
and anticorrelated to the Z+c parameter;
Z+c tends to be anticorrelated with Zb, Z+l, flavour tagging uncertainty
components C3 and light2, and the MC statistical uncertainty of the
second bin of the distribution;
Z+l tends to be anticorrelated with Z+c, flavour tagging uncertainty com-
ponent light3, the MC statistical uncertainty of the first bin of the
distribution, and correlated with the MC statistical uncertainty of the
second bin of the distribution, the flavour tagging uncertainty compo-
nents light0 and C3, and Zb.
The correlations between the different Z+jets process normalisations is not
surprising, neither with the flavour tagging uncertainties. The correlations
with the MC statistical uncertainty need more investigations.
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Figure C.3: Pulls of all the nuisance parameters included in the fit (apart from
those representing the MC statistics) with Madgraph as preferred signal genera-
tor. The top plot refers to the combined muon and electron fit, the middle plot to
the muon only fit, and the bottom plot to the electron only fit.
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Figure C.4: Pulls of all the nuisance parameters included in the fit (apart from
those representing the MC statistics) with Alpgen as preferred signal generator.
The top plot refers to the combined muon and electron fit, the middle plot to the
muon only fit, and the bottom plot to the electron only fit.
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On the other hand, Alpgen presents in general less correlations than the
other two generators. In particular:
Zb tends to be correlated to the flavour tagging uncertainty component
C0, and the jet flavour composition parameter;
Z+c tends to be anticorrelated with Z+l, flavour tagging uncertainty com-
ponents C0, C3 and light2;
Z+l tends to be anticorrelated with Z+c, and the flavour tagging uncer-
tainty component light3, and correlated with the flavour tagging un-
certainty components light0 and C3.
The correlations between the different Z+jets process normalisations is not
surprising, neither correlations of those with the flavour tagging uncertainties.
In this case, there is no strong correlation with any of the MC statistical
uncertainties on the fitted bins.
C.2 Flavour fit for Z+2 b-jets analysis
The fit on Z+jets components is performed on Madgraph and Alpgen
samples, by using the technique described in Section 4.6.3. In the Z+2 b-jets
analysis, the variable to fit is given by the the sum of the b-tagging weights
of the two b-jets, distributed in 6 bins. Fig.C.7 and Fig.C.8 show the pre-
and post-fit distributions for the Madgraph and Alpgen generators re-
spectively.
A deep understanding of the scale factors obtained from the fits (see Sec-
tion 4.6.3) can be obtained by looking at the pulls and correlations of nuisance
parameters. When Madgraph is used as baseline, single lepton channel fits
are quite stable, even with a large number of constraints on the JES parame-
ters, as can be noticed in Fig.C.9. The combined fit shows some instabilities,
with JER and muon reconstruction efficiency variations close to 1σ.
In Fig.C.10 Alpgen is used for the Z+jets modelling and presents single
lepton channel fits rather stable. The combined result is preatty stable too,
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Figure C.5: Correlations of the nuisance parameters included in the fit that have
at least a correlation which is in absolute value larger than 50% with any other
parameter. Madgraph is the signal generator used in the electron only (top),
muon only (middle) and combined (bottom) fits.
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Figure C.6: Correlations of the nuisance parameters included in the fit that have
at least a correlation which is in absolute value larger than 50% with any other
parameter. Alpgen is the signal generator used in the electron only (top), muon
only (middle) and combined (bottom) fits.
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Figure C.7: Pre- (top row) and post-fit (middle and bottom row) plots for the
muon (left) and electron (right) channels, using theMadgraph generator as base-
line for the Z+2 b-jets analysis. The fits shown in the middle row are performed
separately in the electron and muon channels, while the ones shown in the bottom
row are performed combining the two channels together.
272 C. Flavour fit using Madgraph and Alpgen
diBJetsbTagWeightSumOf2jetsinCalibBin
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
E v
e n
t s
 /  
0 .
1 2
2
4
6
8
10
310×
Data 20156
Zbb
non-Zbb Zjet bkgs
top
Diboson
Uncertainty
s = 13 TeV ∫Ldt = 36 fb-1
di-bjets MV2c10
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2D
a t
a /
P r
e d
.
0.8
1
1.2
Z→µµ
diBJetsbTagWeightSumOf2jetsinCalibBin
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
E
v e
n t
s  
/  0
. 1
2
1000
2000
3000
4000
5000
6000
7000 Data 20156Zbb
non-Zbb Zjet bkgs
top
Diboson
Uncertainty
s = 13 TeV ∫Ldt = 36 fb-1
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2D
a t
a /
P
r e
d .
0.8
1
1.2
Z→ee 
di-bjets MV2c10
diBJetsbTagWeightSumOf2jetsinCalibBin
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
E v
e n
t s
 /  
0 .
1 2
2
4
6
8
10
310×
Data 20156
Zbb
non-Zbb Zjet bkgs
top
Diboson
Uncertainty
Pre-fit background
s = 13 TeV ∫Ldt = 36 fb-1
di-bjets MV2c10
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2D
a t
a /
P r
e d
.
0.8
1
1.2
Z→µµ
diBJetsbTagWeightSumOf2jetsinCalibBin
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
E v
e n
t s
 /  
0 .
1 2
1000
2000
3000
4000
5000
6000
7000 Data 20156Zbb
non-Zbb Zjet bkgs
top
Diboson
Uncertainty
Pre-fit background
s = 13 TeV ∫Ldt = 36 fb-1
di-bjets MV2c10
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2D
a t
a /
P r
e d
.
0.8
1
1.2
Z→ee 
diBJetsbTagWeightSumOf2jetsinCalibBin
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
E v
e n
t s
 /  
0 .
1 2
2
4
6
8
10
310×
Data 20156
Zbb
non-Zbb Zjet bkgs
top
Diboson
Uncertainty
Pre-fit background
s = 13 TeV ∫Ldt = 36 fb-1
di-bjets MV2c10
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2D
a t
a /
P r
e d
.
0.8
1
1.2
Z→µµ
diBJetsbTagWeightSumOf2jetsinCalibBin
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
E v
e n
t s
 /  
0 .
1 2
1000
2000
3000
4000
5000
6000
7000 Data 20156Zbb
non-Zbb Zjet bkgs
top
Diboson
Uncertainty
Pre-fit background
s = 13 TeV ∫Ldt = 36 fb-1
di-bjets MV2c10
1.3 1.4 1.5 1.6 1.7 1.8 1.9 2D
a t
a /
P r
e d
.
0.8
1
1.2
Z→ee 
Figure C.8: Pre- (top row) and post-fit (middle and bottom row) plots for the
muon (left) and electron (right) channels, using the Alpgen generator as baseline
for the Z+2 b-jets analysis. The fits shown in the middle row are performed
separately in the electron and muon channels, while the ones shown in the bottom
row are performed combining the two channels together.
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with only one pull due to the C0 components of the uncertainty related to
b-jet calibration.
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Figure C.9: Pulls of all the nuisance parameters included in the fit (MC statistics
excluded) with Madgraph as baseline generator for Z+2 b-jets analysis. The top
plot refers to the combined muon and electron fit, the middle plot to the muon
only fit, and the bottom plot to the electron only fit.
Figures C.11-C.12 show the correlations among nuisance parameters for
all the fits performed by using Madgraph and Alpgen respectively. For
both generators, the Zbb signal has strong correlation (∼70%) with the B0
component of the b-jets calibration and the Zjj background normalisation
presents a evident correlation with the L0 parameter. In addition, the Zbb
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Figure C.10: Pulls of all the nuisance parameters included in the fit (MC statistics
excluded) with Alpgen as baseline generator for Z+2 b-jets analysis. The top plot
refers to the combined muon and electron fit, the middle plot to the muon only fit,
and the bottom plot to the electron only fit.
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signal estimated with Alpgen has a large correlation with the flavour com-
ponent of JES systematics.
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Figure C.11: Correlations of the nuisance parameters in the Z+2 b-jets analysis.
Madgraph is the signal generator used in the electron only (top), muon only
(middle) and combined (bottom) fits. Only parametrs with a correlation with an
absolute value larger than 50% are shown.
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Figure C.12: Correlations of the nuisance parameters in the Z+2 b-jets analysis.
Alpgen is the signal generator used in the electron only (top), muon only (middle)
and combined (bottom) fits. Only parametrs with a correlation with an absolute
value larger than 50% are shown.
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