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Section 1 : Introduction 
It is the purpose of this paper to investigate the 
linear second order partial differential equation of 
elliptic type in as general a context as pos~ible while 
still being able to obtain interesting results using 
familiar analytical tools. Thus the equation 
n n 
( 1) L(u) = r=' a. ·U· J. (x) + 2. biUi (x) + cu(x) = 0 
. . 1 lJ l . 1 
l' J= 1= 
is under consideration in sections 3 and 4. 1'he notation 
employed here is standard throughout this paper. 'The co-
efficients a .. , b., and care assumed to have continuous 
lJ l 
1 
second order partial derivatives where they are considered 
and c is assumed to oe non-positive. 'I;hese t wo conditions 
will hold throughout unless otherwise specified. Also the 
definition of an elliptic e quation implies that the matrix 
of the coefficients of the second order terms be pos itive 
definite. As an aid to computation which involves no l oss 
of' generality , it will be assumed that the determinent of 
t h is matrix have the value 1. And fina lly, in equa t ion 1, 
the notation Ui (x) = dli:::C) is used, vvbere X = (x1, X2, • o., Xn) o 
l 
x wil l be assumed to be confined to a bounded r egion D of 
n-space who se boundary r consists of a finite number of 
continuous surf a ces. 
In sections 5 and 6, the additional re quirements of 
being self-adjoint is imposed on L(u) and the coefficients 
a r e assumed to have continuous third order partial deriva tives. 
2 
Briefly, there are four principal results of this paper. 
In section 3 a general uniqueness theorem is proved, a funda-
mental solution in the small of equation 1 is constructed in 
section 4, the existence of a kernel functi on for the self-
ad joint equation is proved in section 5, and the existence of 
a generalized Green's function is proved in section 6. 
Before proceeding further, it is well to introduce some 
conventions concerning notation which are adopted here and 
which will be used throughout t hi s vw:ck wi thout further com-
ment. Following the usage of F. Browder ( 9) (IO) (II) (IJ) in a 
series of papers let cn{D) denote the set of functions with 
continuous nth order derivatives in the region D and let 
C~(D) be the subset of cn(D) of funct ions which vanish out-
side a compact subset of D. E . Hopf 09) used the following 
notation which is used extensively here. Let Di be the pro-
jection of Don the plane xi= 0 and let gi(x) and Gi(x ) be 
functions defined on Di such that if (x1 , x2 , ···, xn) is a 
point of D then 
gi(xi' ··~, xi-1' xi+1' ••. , xu )~ xi ~ Gi(x1, · ·· , xi-1' 
xi +1 ' · · · ' ~)' 
and 
JC~-1 {fGi(x i - fg1 (xl J dxi·· · dxi-1dxi+1 ••·dxn 
l 
== ln-1 f(x)d·x 
l ' r 
where r is the boundary of D. Also the notation j(nf(x) dx 
DE 
3 
is to denote the integral over D with epsilon ne i ghborhoods 
deleted f rom around certain points of discontinuity and/or 
from the boundary of D. No specific mention will be made 
concerning this notation unless some ambiguity occurs. In 
t he latter case the notation r n-
1
f{x)dS will be used to JrE 
denote the integral over a surface inside r which approaches 
r uniformly as ' approaches o. 
4 
Section 2: History 
The s t udy of the second order linear partia l diff'e r-ential 
equation of elliptic type i s not of' r ecent origin even when 
I0pl a ce's equation is excluded from the class ification. As 
(3'{) 
early as 1869 H. Weber had published results of his in-
vestigatio(~sS) of the equation uxx + uyy + k 2u = 0. In 1907 
-s . B. Levi obt ained a fundamental solution of' 
a 2n · 1r IJ ( u) = T : a1 u + J 
1 B ( ) a l + ~-u = Jt, ( xy ) 
l- - m a la nl - ik xy "\ ia k l +m=2n x y i+k 2n Ox y 
with analytic coefficients. D. Hilbert( l7) solved 6 U + aux 
+buy + cu = f with zero boundary conditions using Greens 
function for Laplace's equation . L. Lichenstein(J.~ generalized 
t his latter work. All three of those men were very active i n 
the field during this pe riod wheh the work was a lmost exclu-
sively r e stricted to the ca se of ~vo independent variables. 
In addition Lichenstein summa rized this ear ly wor k up to 1918 
in EncyklopHdie der Mathematischen Wissenschaften . (J.' ) 
W. Sternberg (3.L) presented his studies of the general sec-
ond order· elli ptic partial differential equation with three 
independent variables in 1924. He proved the existence of a 
solution for the first boundary value pr-oblem . However most 
of his results were confined to the self-adj oint equation 
3 ~ (a u ) - 0 for which a fundamental solution was con--:- ij j i -
l' J=1 
s t ructed. 
In 19 27, E . Hopf (/8) proved the maximum property for 
5 
n n 
L(u) = I:::::_ a. -u · · 
. . 1 lJ lJ 
l, J= 
+ l::b·U· = 0. A much later addition to i=1 l )_ 
thi s work appeared in 1952(-lO) when he proved, essentially, that 
Green's functi on has a positive normal derivative on the bound-
ary if the boundary is sufficiently well behaved and if Green ' s 
function has continuous second order derivative s in some neigh-
borhood of the boundary. In 1929, W. Fe ller(IS) consolidated 
much that had been done up to that t ime and simplified the 
actual calculations by giving an invariant form to Green's 
formula and some other useful expressions. 
E. Hopf (l9) wrote of the analytical character of the solu-
tions of L(u) = 0 in 1931. In 1933 J. Scha uder(.3o) presented 
n 2 
a fundamenta l solution of the equation ,-:: aija a = f 
l;J=1 Xi Xj 
for both the case of constant coefficients and for variable 
coefficients. And in 1936 T. Carleman( l3) published a funda-
mental solution of L(u) = 0 for three independent variables . 
This latter was essentially the model used for the more general 
fundamental solution in the small derived here. Several recent 
works by F. John («.J.) (~'3) present a construction of a fundamental 
solution in the small for equations of arbitrary even order 
under the assumption of analytic coefficients and a discussion 
of their properties. 
An entirely different line of investigation was opened in 
1922 with the thesis of ~. Bergman f ~ ) 
5a 
This led to a long series of papers by Bergman, N. Schiffer, 
P. R. Garabedian and others on the expansion of harmonic func-
tions in terms of families of orthagonal functions. This leads 
naturally to the subject of the kernel function. It was sho~n( ' ) 
that for the equation uxx + uyy + cu = 0, with c = c(x,y) ~ 0, 
Green's and Neumann ' s functions may be expressed in terms of the 
kernal function. Much of this work is extensible to the equa-
tion considered in this paper. 
Similar and also s ome more general results have been ob-
tained recently by several writers, for example F. Browder(<f),( t<~)' 
( 11 ) , ( to\) and P. Lax(.~), using much the same ·tools but without 
the introduction of a kernel. Lax proved the existence of Green's 
function for Laplace's equation using orthagonal projections 
and Browder proved the existence of a solution of the D1r1chlet 
problem for equations of arbitrary even order with comparatively 
genera l coefficients. 
SECTI ON 3: UNIQUENESS 1'HEOR.~.<~J9lS 
In this s ection the work is directed toward developing 
a series of theorems leading ultimately to a generali zed 
uniqueness theorem for the elliptic equation under certain 
hypothesis to be introduced as they are used. The first 
theorem conside red is a slight generalization of a theorem 
(18) 
of 8 . Hopf . 
( 1 ) 
The elliptic operator 
n n 
L(u) = I: L_ a. ·U·. 
i=1 j=1 lJ lJ 
n 
+ I::. 
i=1 
b.u . + cu l l 
is considered in a bounded region D of n-space, where a .. , lJ 
bi' and c a:re continuous in D and c is negative there. 
THJ~ORElVl 1: Let u(x) be an element of c2(n) such that 
L{u) ~ 0 in D. Then if there exists a point 
x0 of D such that u(x0 ) ~ 0 and u( x ) ~ u(x0 ) 
throughout D, then u {x) : u{x0 ) in D. 
PROOF: This is a proof by contradiction. Let us suppose 
that u(x) is not identically u (x0 ) = !Vi in D. Then there 
exists a hypersphere lying wholly within D and on whose 
boundary there lies a point x1 whe re u( x1 ) = M while 
u( x) < Nl in the interior of the hypersphere. Nov\i let K be 
a second hypersphere interior to the first and tangent to 
it at x1 • Designate the radius of K by R. Then on K 
(the c losure of K) with the point x
1 
de leted, u(x) < M. 
Let K1 be a hypersphere with center at x1 lying entirely 
within D with rad ius R1 c R. De s i gnate the boundary of 
6 
the intersection of t wo closed sets, is closed a nd for all 
X in S . , U ( X) < IVf . 
l Hence there exists a positive £ such 
that u ( x) s IVI - £ on S.. Recall also that U(x) ~ lV! on S • 
l 0 
Choosing the center of the hypers~here K as the origin, we 
-c<r -o~H2 
consider the function h(x) 
ocr
2 
Then e 
= e - e where oc > 0 and 
r=~ v~1 xi. 2 L(h) = 40( n n L. i=1 j=1 a .. x . x. lJ l J 
n [ - (R
2
-r
21 2 n 
-2oc (b. x . + a .. ) + c 1 - e ~ 4oC 
l. =1 l l ll 0 1 l= 
n 
a .. x.x j=1 l J l j 
n -2~ (b . x . +a . . ) +c. Since L(u) is as sumed to be 
i=1 l l ll 
n n 
elliptic, Z: . aiJ.xixJ. ~ 0 and strictly positive for ~0 . 
i=1 J=1 . 2 
o£r 
Therefore, for sufficiently large OC, e L(h) > 0 in K1 and 
7 
hence L (h) > 0 in K
1
• Further h(x) < 0 on S0 and h( x 1 ) = 0. 
£ 
Set v ( x ) = u(x) + &h( x ) where 0< S <max Fi . Thus v(x) < lV[ 
x £8. 
on Si and v(x1 ) = M. We also h a ve L(v) ~ L(u ) + 6L (h) >0 in K 1 • 
But at x1 , v has a local maximum so that f or all i, 
clv( x )l = 0 and t h e 
ax. X = X 1 l 
matrix 
a non-positive form so that L(v)k = x 
1 
is a matrix of 
n n 
= L. a. . v. . ( x
1 
) 
i=1 ~=1 lJ lJ 
.., 
+ cv(x
1
) < 0. But since it has been shown that L(v) > 0 in K
1 
we h a ve a contradiction . The r efore u ( x ) = lV1 in D. 
COROLLARY 1 . 1: Under the same assumptions as in Theorem 1, 
if L(u) s 0 in D, i f u(x0 ) s 0, and if 
u(x) a u(x ) throughout D, then u(x) a u(x ) 
0 0 
in D. 
8 
COROLLARY 1 • 2: Under the assumptions of 1'heorem 1 , if u is 
a solution of L(u ) = 0, then u cannot have a 
non-negative maximum nor n non-positive minimum. 
(20) 
Secondly , another theorem of .2; . Hopf's is generalized . 
THEOREM 2: Assume that a .. , b. , and c are continuous on D\Jr 
l J l 
where r is the boundary of D, that r has a tan-
gent hyperphane at each of its points, and that 
if Xi£ r , then there exists a hypersphere 8r 
0 
' Contained in n such that xi~sr - sr • Let 
0 0 
u £C2 (D), u continuou s on r and non-constant such 
that L(u) 'S 0 in D. Let x 1 be a point on f" where 
u has a non-positive minimum Ivi a nd 1 et T be a 
line segment through x 1 making an acute angle 
with the interior surface normal. Then there 
exists a constant oc > 0 such that u(x2 ) - u(x1 ) fx2 - x, f 
> 0( for all x2€J sufficiently close to x 1 • 
PROOF : We consider the function w(x) = u(x ) M whi ch is 
0 at x
1 
and posi tive in D. Also L(w) = L (u) crii S 0. Con-
sider the hypersphe:re of the hypothesis . It may be assumed 
that x1 is the only p oint of r on the boundary of s r (for 
0 
if it is not we may choose a second hypersphere interior to 
the first and tangent to it at x 1 ). Choose the center of 
t he sphere as the origin and consider the spherical shell 
S defined by r /2S r s r (where r
0 
is the radius 
0 0 
v'!(x) is continuous in S and w (x) ~ 0 for r = r ' 0 
of sr ). 
0 
w(x1 ) = 0, 
9 
and w(x ) > 0 for r = r 0 /2. Consider the function h(x) 
-«r2 -ccr2 
= e - e 0 where OC is a positive constant and r 
= ~ • h(x) > 0 for r < r t~xi 0 and h(x) = 0 for r = r . 0 
e 
cxr 2 
L(h ) 
r -()(  2 + c 1 - e Y o 
ciently l arge oc 
2 n n 
= 4« L:. 1:: a . . x1 xJ. i=1 j=1 l J - 2~i:: (b .x. + a1i ) i=1 l l 
- r2) > o for r /2 <: r < r and for suffi-
o 0 
The function v (x) = w(x) - £h(x), where 
€ is a positive constant, is in c2 (0 ) and continuous on 0 . 
v(x) = w(x ) z 0 for r = r Since w(x) > O for r = r /2 
- o· o ' 
c can be chosen sufficiently small so that v(x) ~ 0 f or r 
= r
0
/2. L(v) = L(w) - c L(h) ~ 0 in S . By Co:rollar-y 1.1, 
v(x) ~ 0 in S. 0ince for x2 on r sufficiently close to x, 
x
2 
£ S, we have 0 < v ( x2 ) - v ( x1 ) = u ( x2) - u ( x1 ) - h ( x2 ) - 0 • 
IX2 - X1 1 IX2 - X1 1 fX2 - X11 
Renee u( x2)- u(x1) 
tx 2 - X1 l 
> h( x2) • For x2 I x1 this last texm 
- 1X2 X1l 
i s positive, and the di:re ctiona l de:rivative of h is positive . 
Hence there exi'sts an oc > 0 such that e:h(x2) > IX > 0. 
fX2 - X1l 
COROLLARY 2 .1: Other hypothesis of Theorem 2 remaining the 
same, if L(u) ~ 0 in :0 and if x1 is a point 
of r "lhere u has a non-negative 
there exists an ~ < 0 such that 
maxi mum, then 
u (x2 ) - u(x1 ) 
f x 2 - x1 1 
for a ll x2£~ sufficiently close to x1 • 
With these results, the general uniquene s::; theorem may 
be sta t ed and proved . 
THEORSM 3: In ( 1 ) let aij, bi, and c be e l ements of c2 (D) 
and let the regi on D satisfy the srune hypothesis 
as in Theor ern 2 . Le:;t l{u) = a(x ) ~ + b (x)u be 
aT· 
10 
defined on r snch t hat a~ o, b S o, 0 I a + lbl <; 
a nd h is the dir.·ectional derivative of u in a 
·efT 
direction that makes an acute angle with the in-
terior surface normal . Then the problem 
L(u ) = f in D 
1 (u ) = ; on ,., 
has at most one solution . 
PROOF: Suppose theTe were t~.'O so lutions of the pToblem, u and 
v, Let w = u - v so tha t L(w) = 0 in D and l(w) = 0 on r . 
If w wer.·e to have a non-positive minimum, by Corollary 1 . 1 
it must occur on t he boundary 
' 
say at x1 • Let w ( x )=Ivi s o. 1 1 
If w is non-constant by Theorem 2 a wf > 0. But l(w ) ay x=x1 
= a aw + bw = o . If b :1 0' Vl1 = w ( x1 ) = - a/b a w I ~ o. 
9 7 ar x=x1 
Thus M1 = 0. If a i 0' a w I - = - b/ a M1 ~ 0 . Hence w 3y X '- X1 
must be constant. Similarly, if w were to have a non-negative 
maxim urn ]lf;2 then either M2 = 0 or w ts a constant . If w is con-
s t ant t:hen L(w) = CW = o, so that wE o. Thus in any case, 
- and the pr.·o blem has u = v at most one soh1tion . Note that if 
c is identically zero, and if b=O, the two solutions could 
differ hy a constant . 
11 
SECTI ON 4: FUNDA.lVL2NTAL SOLUT I ON 
In this section some of' the most useful concepts of 
potential theory are developed in analogous fo rm for the 
general elliptic equation of' second order. Also, several 
concepts developed by others are presented here so that 
use may be made of them throughout this work with a 
minimum of confusion. 
c; . Hopf (J~) has developed a generalized Green's foramla 
for the equation 
n n 
L(u) = Z ' 
i , j =1 
a. ·U· - + L:: b .u.+ cu = 0 
lJ l J i = 1 l l 
with coefficients as de scribed in Section 1. In equation 
(1 ), M(u) denotes t he adjoint of' the differential operator 
L(u). According to Hopf, if u and v are functions in c2 (D) 
then 
n 
(1) J { vL(u) -ulVl(v) } J x= 
D -
[
-1 
n { 'f:. (a· - ( vu - - uv - ) 
i=1 R. i=1 lJ J J 
l 
+ bi uv } di x. 
Equation (1) may be r ewritten a s 
" ( 2 ) ~ { vL(u) 
{
-1 
- r:::_ a .. cos 8. uv .} ds + f!::. cos 9 . l bi -
. ·-1 lJ l J l'-1 l l, J- r -
where di X = cos 9 idS, dS is the element of surface area, 
and cos 9 i is the cosine of' the angle between the surface 
normal and the ith coordinate axis. This may be again 
12 
rewritten as: 
(3) I n {vr,(u) - uM(v ) } dx = ;;--
1 
fv a u - u av} ds 
n Jr ar aT 
n-1 
+ f t cos 9 . f b. - 1!::. a aij 1uvdS Jr i=1 1 l 1 j=1 ax. 
n J 
where ;}f.C = L_ a .. COS 9 . UJ. • 
a., i,j=1 l.J 1 
( 15) 
W. Feller has shown that a necessary and sufficient 
condition for L(u) to be s elf-adjoint is that: 
( 4 ) 
n 
L(u) = ~(a . . u . ). + cu. 
i,j=1 l.J 1. J 
n 
This may be easily verified . = r:::::... (a .. u . ) . 
i,j=1 l.J 1, J 
By definition the adjoint of L(u ) is 
First the 
Ms (u) 
" n 
N1 ( u ) = L_ ( a . . u ) . . - Z::.. ( b . u ) . + cu • 
i,j=1 l.J l.J i=1 1. 1. 
adjoint of Ls (u) is 
n n a a .. 
= r:::_ (a .. u ) . . - ~ l. J i , j=1 l.J l.J i , j-1 ax. u 1. 
= . n (a . . u. ) . + ~ (a ai j ) 
i,j=1 l.J 1. J i,j=1 a xi u j 
+ cu j 
n (i} a ) 
- r::. ij + cu 
l,j=1 a xi u j 
Thus the sufficiency is established. If L(u) is self-
adjoint then so is L(u) - Ls(u ) . 
+ cu . 
L(u) - L (u) 
s 
M(u) 
- Ms (u) 
n 
= r: :bu. i=1 i ]. 
= 
n 
= C(b .u ). 
i=1 ]. ]. 
n 
= - L' biu. 
i=1 ]. 
n aa . . r:::: lJ u. 
i,j=1 ax. ]. J 
f::. (b. n aa .. ) - r: lJ u i=1 ]. J=1 a xj i 
ccaa ..
u)i + lJ i,j=1 ax. 
J 
z::: a b . ]. u 
i=17-Xi 
+ 
r:::_ aa . . 
i, j=1 axj~ u 
il- aa .. 
+ L-- ~ _i~ UJ.. 
i,j=1 • J 
n ( n aau ) n a aij 
= z:::. ~· - bi u]. + 1::2 a i=1 j=1 a·£; i' j=1 et xj xi 
f:: ab.)u 
i=1 a x~ 
Since L(u) - L (u) is self- ad joint, L(u) - L (u) = M(u) 
s n a~. s 
- M (u). Thus bi = Z::: ax. J and hence L(u) - L (u) = O, 
s j=1 J s 
or L (u) = L (u). 
s 
It is easy to see that if L(u) is self -ad joint the 
12a 
last term on the right hand s ide of (3) is zero. ::>ections 
5 and 6 of this paper are confined to a discussion of t he 
self- adjoint operator. 
(15) 
Feller also has introduced the concep t of "polar 
coordinates" into the genera lized Gre en 's formula. Although 
he did not consider so general a differenti a l operator as is 
discus sed here, his work may be easily extended to apply 
here . Consider the hypersurface 
12b 
Jc Aij (z)(x. - z.) (x. - z.) = K i,j=1 1 l J J ( 5) = 
where A ( x ) is the cofactor of a . . (x) in the coefficient 
ij lJ 
matrix for the second order terms of L(u). A neces s a2y and 
suffic i ent condition for the matrix (Aij(x~ to be positive 
d e f i n i te is that (aij(x~ be positive d efinite. Hence 
13 
~ = Jr~ A- .(z )(x.- z·)(x-- z·) ~ 0 . . 1 1J 1 1 J J 1 ,J= 
and equality holds only when xi= zi for all i if x, z are 
points of D. 
It is possible to write a set of parametric equations 
f or the surface (5), 
( 6) i = 1, 2, • • • n 
and hence 
(7) 
may be used as "polar coordinates" for n-space. 
If is the surface (5) and if the coefficients of L(u) 
are evaluated at z, then this coordinate system gives 
and 
dU-Sy-
n 
z::: 
i,j=1 
n I:: 1u . au 
i=1 T 1 CfXi 
a. ·COS 9 ·U · 1J 1 J 
n au 
= Z:: aiJ. ~ 
i' j=1 '77tj 
n du 
= L: X· 1 J ~ , j=1 
J j,r=1 Ajrxjxr 
n ~ au n = L. = V"i ~ u ~ 1rxj VXj j=1 j=1 
14 
Thus and this will be extremely helpful in the 
work to follow. 
The e lement of arc length can be found in texms of the 
coordinate system just introduced. 
( 8) 
where 
dx . 
1 
2~ ds = L_ A .. (z)dx.dx . 
i,j=1 1J 1 J 
n 
For the surface (5), d = 0 and hence 
( 8 I ) 
Next the element of surface area for (5) may be expres-
sed as 
( 9) 
Finally equation (3) may be rewritten as 
:[
n-1 n { 
+ Z::cos6. b·-
. t 1 1 r l= 
n Sa·· } a/J-. J uvdS 
j=1 
15 
In the self - ad joint case this l ast equation is symbolical l y 
tbe same as Green's formula for Laplace ' s equation. 
NO'Jii the tools are at hand to construct a fundarnento.l 
solution . The term "fundamental solution 11 is used to des-
ignate a function which is a solution of L(u) == 0 a t all 
points except one of a region D. At this excepted point the 
function behaves in such a manner that if e(x) i s the func-
tion and z . n-2 is the excepted point then llm · ~ (x,z )e( x )=1 
x~z 
where e(x,z) - z. ) ( x. - z.) • 
l J J 
A second defi ni tion of ''fundament al solution n r.w.y be 
given. 
v ( z) = 
2 If for any v C 
n ulVl(v )dx + ln-1,'"' v ~u ~ u ov JdS +[-If= cos 9 1 ~ ar · 1 ''rl r . r l= 
n 
a aij b. - uvdS 
1 j=1 d X . 
J 
then u -Ls a fundamenta l solution of L(u) = o. 
(13) 
T. Carleman has displayed a fundamenta l solution for the 
s pecial case n = 3. The fund amenta l so lution constructed 
below will not yield the same result as that of Carleman 
when it is spe cia lized for n = 3, but it will have the ad-
vantage of be ing more general. F. John (~ J.) has shown the 
existence of the fundamental solut ion in the small of the 
linear ellipt ic partial differential equation of arbitr a ry 
order and d iscussed its properties . It can be seen that the 
15a 
solution constructed here will agree with all of his findings 
when they are specialized to the case of order 2. 
( 10). 
Consider the equation 
n 
L(u) = Z:::::.. a .. uiJ. 
i,j=1 lJ 
where a .. , b., and c are in lJ 1. 
n 
+ L: biu. 
i=1 1. 
c2 (D) and 
+ cu = 0 
c ~ 0 in D. It will 
also be assumed that f (a .. )f = 1 and that the equation is lJ 
n 
elliptic, i.e., a . . ~. ~- > 0 unless 
1.• 1=1 lJ 1. J 
' u . 
16 
Aia 0 for all i. No asslli~ptions are made for the region D 
at the present time other than it be an open region whose 
boundary r consists of a finite number of continuous surf'a ces. 
The coefficients of (10) are first taken to be evaluated 
at the po int where the pole is desired and a solution which 
is independent of the ~i is sought for 
( 11 ) 
1 1 (u) = ~ a u + cu - 0 £__ iJ' iJ' - . i,j=1 
, 
Under the assumption that u is independent of the ~i' 
i.e. that u is a funct ion of f alone, we have 
ui = u f i and ui j = u~ e i \ j + u l' (J i j 
so that 
( 11 ' ) 
+ n ( A·. a . . ~
i' j=1 lJ ~ + cu 
n-", 
= uft' + Tu~ + cu = 0 
Note that (11 1 ) is a modified Bessel differential equation 
who s e solution , in the case that n is odd, is 
( 1 2) f 
~ 2k 
u = ao, 1 + (-i )k ( -c ) } 
·~~ k p · k=1 2 kt (n-4) (n- 6) • • • (n-2k-2) 
where a 0 is a constant to be determined later . For the 
computation i nvolved in obtaining this and subsequent results 
17 
stated in the derivation of the fundamental solution see 
Appendix I. 
To obtain a solution of (10), still under the assump-
tion of coefficients evaluated at z, replace ~ in (12) by 
~ = Ji n A· ·b·b· - c and seek to determine a function of 4 i,j=1 1J 1 J 
such that 
solution of (10). If 
H = u·f(E:::... A· · b·(x · -Z.:~)is a 
. . 1 1J J..: J J 1,J= 
sired result will be obtained. Hence 
( 13) ao H(x-z,z) = ~n-2 
( 
-1 
. '2" 
e 
n 
A . . b . (x . -z . ) ) 
i,j=1 1J 1 J Jj 
is a fundamental s olution of (10) (cons tant coeff i c i ents) 
if n is odd . For n even (13) becomes 
( 1 31 ) 
H ( x 1 ) = ao 
bo {l + 
+ ~-2 (n-2k-2)} 
+bn-2 { 1 + 
k=1 2kktn(n+2) ••• (n+2k-2) 
= 
oD 
n+4k-2 ~ (~f ) 2r 
2k(n+2k-2J r=k 2rr tn(n+ 2 ) . •. (n+21-2 ) J] 
log P + b - ')} r + c (OCp) 2k } 
\ n c.. k= 1 k 
2 k!n(n+2) ••• (n+2k-2) 
n-4 
+ bno . > {l + -z-
~ -c.. k=1 k 2 k!(n-4)(n-6) ••• (n-2k-2) 
-a ( £:. n+4k- 2 f!::. 0 k=1 2k(n+2k-2J r=k (oct' ) 2r 1] 2 r!n(n+2) ••• (n+2l- 2 ) 
[ 
_ 1 f:.. f!::. A .. b. (x .- z. )] 
e '2" i=1 j=1 lJ l J J 
where = C A; · (i!) (x. ·- Z1·) (xJ·-ZJ·) and 
. . 1 -J l 
l' J= 
oc = A· · ( l') b · (l.)b · ( i!) - c ( Z) lJ l J 
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To return to the original p:roblem of find i ng a funda-
mental solution of (10) wh en the coefficients are not con-
s tant, we seek to de termine a function <Ii ( x , i! ) such that 
e(x,l!) = H ( x- i!,Z) +r H(x-'1 , '/) ~ (') ,!) d"J 
]) 
is a fundamental solution. Let L~(u) = L(u) - L~(u) where 
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L~(u) = 2 a .. (z)u .. + i:'bi (z)ui + c(z)u and note that 
i,j=1 lJ lJ 1=1 
L~ (H(x - z, z) ) = 0 for xI z. 
L(e(x, z) ) = L{H(x- z, z) ) + L(I) = L~ (H(x -z, z) ) 
+ Li (H(x- z, z) ) + L(I) 
= L~{H(x - z, z )) + L(I) for xI z and where 
l n . I = H(x - '), "?)C!i("l, z)d~. D . 
L(I) = LnL~(H(x -~,l)) C!i(-,, z)d"?- C!i(x, z) for let . (x) 
. D 
be a function of c;(D), then 
1 n {~ X) L ( I (X, z ) ) - I ( x, z ) lVl (f/> ( X) )} d X 
DE 
where D~ represents the region D with an e-neighborhood 
deleted around the point z and from the boundary of D. 
Under the assumption that I(x, 
z) = 0~ 1 ~ p(x,z)n-3 in { </)(x)L I(x ,z) - I(x, z)M (/J(x) } dX= 
D 
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lim l n- 1 ~(x)CI I(x, z)- I( x, z )a(>(x) 
,_o e( x, z )= f\. d~ Bf 
n n da·. 
+ Z::: bi - I:: =.!.J..8 l cos Gii(x, z) f/J (x) 10 n-1 i=1 j=1 Xj \ 
d ~ n-1 = 0 • 
Hence 
l n hn · = M f/J (x) H(x -"l, ?)m{y, z)d'f dX and by Fubini's D D 
Theorem (/II) 
Innf) (x)L I(x, z) dX = L nili( f, z)fnnM -(x))H(x- "l • 'l)dXil 'f 
= J nm( , z )lim [ r nf/J(x)L H(x - '7, ) dX- r n-I [H (x- '7, 'l) ~~(x) 
D £~0 J D£ J~ =E 'Y 
= 
1 
n-2 
n-1 
TT hkr 
k=1 
= b 0 , where hkr = n A·· (zll.Pi ~~ i' j=1 lJ a(/)k r x=z 
, z )L~(H(x - , ) d - ili(x, z)} dX by Fubini 1 s 
Theorem. By LemmaiJ,sec . 5, 
L I(x, z)) = ~nL~ H(x-?, · ) ai(~, z)d~- ai(x, z) 
so that L(e(x, z)) = L~{H(x-z, z)) - ffi(x, z) 
If i t is now required that L{e(x, z)) = 0, we are led to 
the inteeral equation 
Letting F(x, z) = L~{H(x-z, z)), then a solution is 
( 1 4) 
00 
ffi(x, z) = L_Fv(x, z) 
v=1 
if the series converges. I n {14), F1 (x, z) = F(x, z) and 
Since, 
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+ i:(bi(x) - bi(z))Hi(x-z, z) + c(x) - c(z))H(x-z,z ) 
. i=1 
and since it is known that H(x-z , z) = o(__l_) ()n-2 as x+ z 
and hence Hi (x-z, z) = 0 (- 1-) 
r n-1 
and 
as x ...,_ z, then F ( x, z) = 0 ( _l_) as x _.. z . 
~ n-1 
F2(x, z) = LnF(x, 'l)F{ , z)d? exists for x 1- z 
D 
and is 0 (-1 -) as x ~ z. ~n-2 
0 ( 1 ) ~ 
Similarly 
Fv (x, z ) = 
n 
v-1( F x, '7 ) F(? , z) d? exists for 
and = 0 ( _1_) x z 
~-v 
so that Fv(x, z) is continuous at x = z for v~ n. 
X I z 
Hence v F (x, z) can be made to converge by choosing ~v~=n~+~1 
D s u ffj_ciently small. 
To summarize , the fundamental solution is e(x, z) 
= H(x-z, z) + ~nH ( x-~, )~(~, z)d whe r e B(x-z, z) is 
given in equations (13) or (13 1 ) and m( x, z) is given in 
equations (14) a nd (15). I t is seen now that e(x, z) 
= 0 ( 1 ) since B( x-z, x) = 0 ( l ) , m( , z) = 0 ( 1 ), 
~n-2 pn-2 n-f 
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and I(x, z) = 0 ( l ). Also lim ~-1 q e(x, z )dS = -1. 
~-3 G~O p~,;: 81.1' 
Prope r ties of the derivatives of e(x, z) must be mentioned 
now. It can be shown (see Appendix B) that Hz. (x-z, z) 
). 
(x-z, z) where e (x, z) = 0 ( 1 ) J en-2 as x~ z . 
Also 
F (x, z) u( x , z) - F (x, 2 ) where u(x, z) = 0 ( _1_ ), 
zi zi en-1 
F~. (x, z) = u v(x, z) - Fv (x z) where v(x, z) = 0 ( _ 1_), 
Z - ' ). ). n-v 
ilix (x, z) = 
i 
Thus 
v(x, z) - Ciix. (x, z) where v(x, z) = 
~ 
0 ( 1 ) ' 
en-1 
e (x, z) = 
zi (x, z) - e (x, z) xi where CcJ (x, z) = 0 ( 1 ) • ~n-2 
The computation in Appendix :c also indicates tbat 
e(x,z) has continuous second derivatives with respect to 
both x and 7. in D except when x = z. 
23 
24 
Section 5: Ker·nel Function 
The work in the remainder of this paper will be limited 
to consideration of the self.!adjoint eq_uation. It was stated 
in Section 4 tha t a necessary and sufficient condition for 
the second order linear partial differential equation of el-
liptic type to be self-adjoint is that 
= ~ fa .. (x) u.l . + c(x)u. 
L-- L lJ ::1 J 
i' j=1 
(1) L(u) 
c(x ) will be Understood to be strictly negative in D and the 
coefficients aij(x), c(x) will be understood to be in o3 (n). 
e(x, z) will be used to denote the fundamental solution ob-
tained in Section 4 with a pole of order n-2 at z. 
The space ~ is defined to be .ll. = {4Je 02 (D) I L(l.&J) = o]. 
An inner product is defined between elements A, r of o2 (n) 
by the Dirichlet integral 
(A ,,Il) =Lnf~ a. - ~ · P· - cAp} dx. 
i J' =1 lJ l J 
D ' 
( 2 ) 
From this a norm is obtained in the usual way by defining 
( 3) u ,\ ~ 2 = (.~ 'A ) = r n{ .C a . . ~ . )t. - c >?] d X . ~ l, J=1 - lJ l J 
Since L(u) is elliptic and c is negative the integral on the 
right is a lways positive unless ~E O in D. From these de-
finitions it follows immediately that 
( 4) II KA II = KII-Xfl where K is a constant and that 
( 5) = J n f.i::; aij ).i (,U+ v1 j - c A ~+ 1111 D 1, J-1 j dx 
= Jn { C a. - ~ - A - cApl dx 
i J'=1 lJ l J 1 
D ' 
25 
With this the Schwartz and .l;iinkowski inequalities are im-
mediate consequences. 
LEI/Ll\0-A 1 : If Jn t:p ( x ) 
D 
2 
f{x) dx = 0 for all ~x) in Cc{D) and 
f continuous in D then f(x) = 0 in D. 
PROOF: Suppose there were a point in D where f(z) > 0. 
Then there exists a constant E :> 0 such that for all x in D 
such that I x - z f$E , f(x) > 0. Take cp< x) = q{_( x ) 
-={ rtt- 1 )4 [40(r/~ )3 + 15 (r/E: )2 + 4 r,.t + 1J for jx- zf~€ 
0 for f x - zf > £ 
where r == J x - z 1. i.~ote that q>:(x) ~ 0 and equality holds 
only when r ~ E • Further q>_E.(x) is an element of c; {D) 
z 
(this is eas ily ve r ified by merely differentiating) . Further 
Jnf(x) cpE(x)dx = fnf(x) q>~ ( x )dx ·> 0. By this contradiction, D z I x - zj~ £ . ._, 
it must be concluded that f(x) <£ 0 in D. The same argument 
using cp( x) = -cp€(x) yields that f{x) 2: 0 in D. Hence f·(x ) = o 
z 
in D. 
With this result t h e following may be proved: 
r~et cp (x) be an arbitrary e lement of C~(D) and d e fine 
( 6) «f ( X) = Jn e (X, Z) cp( Z) dz • 
1) 
2 
LEMI\1:A 2: tp {x) is an element of C {D). 
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PROOF : Here use is made of the "symmetr y" properties of the 
derivatives of e(x, z) as developed in Section 4. 
X (x ) =[ ne_x .(;x:,z);(z) dz = rn x, z)f/;(z)dz 
k k ' 
· D "n 
where (x, z) = 0 1 as x 
~n-2/ 
z. 
J'Xk xl (x ) =[ n'*xl (x, z);tz)dz +[ ne"J_ (x, z)~zk (z)dz 
It remains to show t hat this last i s continuous in D. Define 
f(r) 3· + 3h (1-r,$) 
Note that f(r) is an element of c2 (D) and further that f( r) has 
no zeros. Hence e (r,6) ic ·a continuous function with, in 
particular, continuous first derivatives . Hence 
ayt&(x) =fnes x (x, z)r/J (z)dz is continuous and 
C))xl D 1 zk 
l[ne (x, z 'I/J2 (z)dz -x1 k 
D 
'l li ,. - ~ M ' _ 1_ n-1 o r ll-9(1-r/&) 2 f(r )n-T 
n 
ex (x, z) 
1 
+ eb (x, z)\ dz 
r 
n-1 
r dr S M o + 
o and the convergence is uniform 
in x. Hence the second integral of 'VI"x x is the unifo rm 
k 1 
limit of a sequence of continuous functions and hence is 
continuous in D. The same type of proof holds also for 
the first integral and hence ~kxl is continuous. 
Now let f(x) EC~(D). Then 
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+ Ir: f( x) ~~;) - J'(xl !(;)} 1 
n L {f(xl) i n e (x, z l.P( z)dzdx 
= 
nfl(z) J nL f(xl)e(x, z )dxdz (by }ubini's Theorem) 
D D 
""~ n 
n 
f (X) L e {X, Z) dx 
z) a f(x) - f(x) ae{x, z) J ds 
l' dy 
- rn-1 
J (1=£ 
e(x, z) a f (x)- f(x) ae(x, 
ay a., 
z)} 1, dS dz 
= {z )f(z)dz 
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He nce by Lemma 1, L('JI'(x)) = - t(J(x). Next we define 
(r) = 1 
= 16(r/&-1) 4 (160 r 3/s3 - 200 r 2/ s2 + 88r/o- 13) 
= 0 
0 S r S ~/2 
li;2 S. r S 0 
S .S r 
It is easy to verify that l Ec3[o,RJ for all R > 0. Let 
(r) = ~ (x, z) with r = ~ (xi-zi)(xj-zj) 1 and consider ~tT=1 
the functions 
( 7 ) e1 (x, z) = (x, z)e(x, z) 
and 
(8) e 2 (x, z ) = e(x, z) - e1 (x, z ) = e(x, z) 1- ,.j( x , z) 
Wi th these we define 
( 9) 
and 
1 
(x) = f ne, (x, z)¢ (z)dz 
D 
( 1 0) 'V'2( x ) = I ne 2 (x, z) (z)dz = '(tr.x) -1; (x). 
2 By Lemma 2, 1"(x) is an element oJ C (D). }6"2 (x) is also 
2 
since a e2(x, z) exists and is continuous in all of D. 
Hence 
axk a xl 
2 ~is an element of C (D). 
1 2 
Now let w(x) be an element of Cc(D), then 
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(by Fubini 1 s Theorem) 
= J nf> (z) 
D 
lim 
E'-.o 
+ ~n~\ 
- --41( z) + 
(X) 
D 
ae:l(x, z ) - e1 (x, z)aerJ(x) 
ay ay 
n 
(l.)(x )dx } dz L e 1 ( x, z) 
Hence, by Lemma 1, 
by Fubini's 
Theorem. 
L(V', (x) = -;l(x) + [ \ e 1 (x, z) 4J< z )dz. 
D 
Ne x t let u(x) be an element of J'l. Thus 
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f nu(x)L :rY, (x) dx = - fnu(x'/(J(x)dx + r nu(x)/ n L e1 (x, z)) 
D D { D 
Jt qS( z )dzdx 
= - rnu(x)~(x)dx + f n"'(z)fn 1(e1 (x , z))u(x)dxdz 
{ D D 
= - £ nu(x),S(x)dx +[ n-(z) lim [ne (x,z)L u(x) dx 
E-+o 1 
D 
Ln-1 cle 1 (x, z) 
- e1 (x,z) au(x) + f u(x) 
,., ay al'" 
f n-1 ae1(x, z) - e 1 (X, Z )au (X) - u(x) 
tt=E it 3-y 
= - [ nu(x)r/J(x)dx + [ nr/J(z)u(z)dz = 0 • 
D D 
Also L ]lr, (x) = 1 ~(x) -L(~(x) = - r/J<x) -f \ e 2 (x,z) 
D 
Jt ~ (z)dz 
dl:) 
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= - t/J(x) + where e 3 (x,z) 
Hence 
= -L (e 2 (x,z ~ . 
L nu(x ) f -;(x) + J Dne 3 (x,z)tP(z)dz dx = 0, and by :B'ubini 's 
theorem 
lemma 1, 
(11) u(z) = r ne3(x,z)u(x)dx = f.n e3(x,z)u(x)dx JD I x-zt~ &' 
This latter result is a mean value theorem which will prove 
of use in the work to follow. 
LE.MIYIA 3: Let ' be the subset of Jt consisting of those 
elements whose norms are uniformly bounded by M. 
Then the elements of Jt!. are locally uniformly 
bounded in D. 
PEOOF: u 2 (z) = f,n e 3 (x ,z)u(x)dx 2 S I.n u2 (x) d~ 
x-zt 'S 1> x-zl~ i · 
In 2 e 3 (x, z )dx ax-zi'S.& 
s 1 J,n -cu2 ( x ) dx rn e~ (x, z )dx 
( -c0 ) lx-zt~ S J tx-zas 
where -c0 =min -c(x) > 0 and ss = lx llx-z l S 6 } · 
1 XEr~ ( n ai .ui (x)u. (x) - cu2 (x) dx 
(-co) J tx-z l~i ( i,j=1 J J 
< 
-
Uul/ 
-co 
2 lv-2 J,n 2 e3 (x,z)dx ~ -1- e3 (x, z )dx. 
-co 1x-ztS & 
Since this bound is independent of the choice of u(x) i n 
the lemma is proved. 
LBM.MA 4: The e lements of .h.' are equiconti nuous. 
PROOF : I u( z ) - u{ z ' )I = rn e3( x,z)u(x)dx J ax-zf~ S 
if z,z' are in D. The notat i on sr 
e3 (x,z 1 )u(x)dx l 
= [ xl I x-z i ~ i and s:::. 
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= ~ 'lf I lx-z 1 I ~ S} is used. Lemma 3 guarantees a 
for all u ( x ) in .Jt.t and all x in srVs}. . Let k = 
bound k(x ) 
max V k{x). 
x£sr sf. 
Then ~u < z ) - u(z' )I!:- kf rn te 3 <x,zHdx + lJs - s' r r 
+ rn f e3(x,z) - e3(x,z) ldx 
J sr s} 
If lz - z'l is chosen sufficiently small 
and 
Hence 
E rn . 
3kJ s dx 
r 
fu(z) -u(z')f S k..!..+~+ E 
3k 3k .3k 
LF_JY.OVIA 5: (Ascoli 1 s Theorem) (~0 If the elements o:f .l't• a ::r;e 
equicontinuous then on every clo s ed bounded subset o:f L 
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every sequence of elements contains a uniformly 
convergent subsequence which converges to a limit 
function. 
LEMMA 6: If a function satisfies the equation 
~(z) = J:~(x )e 3 (x,z)dx, D 
then ( z) is an elemen.t of -. 
PROOF: First it will be shown that w€c2(D). 
wz ( z) = 
k 
Also e~(x,z) = 
J 
n 
-e( x , z ) 
i,j=1 
ae3 (x ,z) 
so that = 
dzk 
n 
· ( x) e 3 ( x, z ) dx 
- 2 a .. ( (x,z)ex z (x,z). 
i,j=1 lJ xi i k 
Thus (z) can be seen to be an element of c'(D) and integrating 
by parts, using the 11 symmetry " properties of the derivatives of 
e(x, z ), 
W z ( Z ) = r n (X) p (X, Z ) dx - 2 r n W ( X) n a. . X. (X, z } 
k ~ i i,j=1 1J 1 
+ 2 
JC wx . (x,z)dx 
J 
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In the above, P(x,z) denotes a differentiable function in z, 
and it i s easy to see that t~€02 {D). Finally it is s ho·wn 
tha t Lz w ( z } = 0 • 
~~ (x)L ~ (x) } dx = W {x) Lf'(x)) - 1( 2(x} } dx 
D D 
= ~~(x) 
D 
by Fubini 1 s theorem. By hypothesis, the inner bracket is 
zero. Hence J"nw (x)L lV1(x ) dx = 0. 
D 
Also no.J(xlL(V',Cx)Jdx = [ nw(x) - r/J (x) 
D D 
n 
= rp( z )lim 
E' -~ 
D 
n 
+ L e1 (x,z) ;(z)dz dx 
n 
- Q(z) + e 1 (x,z)L rW(x) dx 
DE: 
+ 
ae 1 (x,z) a ( ) --~----- - c 1 (x,z) ~ x dS ~r ay 
- e (X Z ) aw( X) 
1 ' ~ Cl '(' 
By Lemma 1, J:ne1 (x,z)L ~(x ) dx = 0 = n e1 (x, z) L W{x) dx. 
lim 
~ 0 
1 
c:2' 
n 
e1 (x, z )L W{ x) ' dx == K L CaJ (x)) ' • x=z = 0 
for all interior points z of D and the lemma is proved. 
Let 1 be the subset of of those elements for 
which ~(z) = 1 for some particular z of D and let 
(= inf llwll . 
WE ..h.' 
There exists a sequence of elements of 
such that lim Uw \l = «. Also there exists an N · such 
n GO n 
that if n ~ N' II c.> nil s + 1 • By Lemmas 3' 4, 5 there 
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exists a subsequence f W which converges unif"ormly to a r ni 
lim:i t :function W (x). w ( z) = 1 and 
0 0 
wo (') = lim w ("?) = ~im r~n. (x)e3 ( x, , )dx i~CIO ni J.-.GO~ 1 
= 
n 
cv0 (x)e3 (x,'7)dx 
D 
since the subsequence converges uniformly. By Lemma 6, 
w {x)E .h and hence W (x)E A •. 
0 0 
From the integral expression :for w0 (x ) and Wn. (x) 
1. 
8t.Jn. (x) l 
it is clear that a~k J converges uniformly to 
when does so to W 0 ( x ), thus 
\lw ol\ = ~~ OD \\ t.Jni \\ = ~::. 1\ ~n\l = 0(. Thus for all 
w in 1\wol\ s "wU . I:f :f (X) is an element o:f 
such that :f(z) = 0 then c.J
0
' (x) = W0 ( x ) + e:r(x)£ "'" ' :for 
all E:.. Hence II W 0 II 2 S l\wo• \\ 2 = 1\ wo\\ 2 
+ €2 \\ :f \\ 
and 0 S: 2 E(c.J ,:f) + E 2 l\ :r \\ which implies 
0 
Let :f' ( x) = cJ0 ( x) 
(w0 ,:f) = o. 
- ¢ (x) where fJ t. 
~(z) and r/J( z ) :j: 0 • 
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Note that f'(z) = 0 so that 
or 
(c..>o , f') = o = II w o II 2 
w (x) 
0 , 1/) (x) ) = 1/J(z), 
Now define K(x ,z) which has the characteristic 
reproducing property of the kernel f'unction. 
for each point z of D there exists a function 
Note that 
CtJ (x) 
0 
having the minimal property and depending on z. Note also 
that K(x,z ) is an element of c2 (D) \'l'ith respect to x. 
LN~~A 7: K(x,z) is symmetric and unique. 
PROOF: ( K (x, ) , K(x,z)) = K( ,z). 
Also K(x, ), K(x,z) ) = (K(x,z), K(x, )) = K(z, ) 
Tlms K(t , z) = K( z, ) for all z and t in D. If there exists 
a function L(x,z) in with the reproducing property then 
(L(x,z), K(x, ~ ) ) = K(z, t ) = K(t ,z) 
and {L (x,z), K (x,~ ) ) = ( K(x, t ), L(x,z) = L(e ,z), 
so that K(t ,z) = L( t ,z) for all t , z in D. 
Hence K(x ,z) is the kernel function for the domain D. 
37 
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Section 6: Green ' s Function 
In general, the term "Green's :funct ion r: is used to denote 
a :fundamental solution of differential equation which vanishes 
on the boundary o:f the region in question . For the particular 
differential equation dealt with here, namely the self-adjoint 
equation 
" 1 ( u) = C ( ai · ui ) · + cu 
i,j=1 J J 
4 2 
with a . . f C (D) and cEC (D), this must be relaxed somewbat . l J 
Instead a :function is :found which vani shes on the boundary in 
the variational sense and which is a :fundamental solution plus 
a weak solution. These terms will be defined as they are in-
traduced in the work of this section. 
Define H(D) to be the completion of C~(D ) \•vith respect 
to t he norm defined in Section 5. That is, H (D) is the set 
of functions u for V':hich there exists a sequence of functions 
f~ l of c2 (D) such that lim If; - ulf = o. That is k 5 c k +o CliO k 
Obviously then, since L(u) is elliptic and c < 0, for all 
E > 0 ther-e exists an N su ch that :for all n ~ N 
2 
- u ) dx < £. 
~'hus [ ¢>k converges to u in L 2-norm. Also, :for all E: > 0 
there exists an N1 such that for a l l n ~ N1 
Renee 
i n £:2 (r/Jn. -u. ) 2 dx ·-1 l l D l- < f I ' ' 
dx < E. 
so that f(t/>n \ 2 converges ~ in L - norm also. By the 
closure of 12 space, both u and u 1 are functions of L
2 (D). 
The assumption Vllill now be made that the boundary 
of D is defined by a function i':hich has continuous third 
orde:c derivatives and whose J acob ian is non-zero. Under 
39 
this assumption, by the implicit function theorem, a neigh-
borhood of this boundary can be mapped onto an n- 1 dimensional 
n--1 2 
diec . In the transformed space let rk ( t) =I (~k -u) dS 
£ Bt 
so tha t lim r,~ 1 k+ooJ1 
0 
dt = o. Since fY'kJ mean converges to 0, 
there exists( ) a subsequent which converges 
L
n-1 2 
to 0 a l most everywhe :ce in t , i.e. , ~im (t/Jk .-u) dS = 0 
l +-00 l 
Bt 
a.e. By lvlinkowski's inequality 
( rn-1 ,~ (' rn-1 '~ (ln-1 JBt 1/)~i d S) ;... j B~ u 2 dy, :__ S. Bt (jtlni -u) 2 dS , so that 
~imr-14>~. ds l~ooj~ l 
B 
a .e. 
t 
For all: 
and by Schwarz's inequality 
and 
since 2 u E. L (D). 
z 
< . rn-1 /t 
dS - tJu 
Bt o 
a¢nl.· ( y' z ) /2 dzdS az 
:S in J a Vl;~ <Y' z) J 2 dx' 
. ln af/Jn. ('( , z) 12 l1.m t 1. dx 
i ~o::> az 
D 
This last pro- · 
perty is what is meant when we say that u vanishes on the 
boundar y in the variational sense . 
2 Consider the functional ~(~) = (g ,-) defined on Cc(D) 
with g a f unction of c2 (D). By Schwarz ' s inequality 
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so that A(. ) is a continuous bounded functional defined on a 
dense subset of H(D ) . ~ can be ext ended as such to the space 
H( D). The continuity is obvious. ] 1or any }IIE H(D) there 
2 
exists a fJe.c c (D) such that ll(j - ~II< ll:ll ~rhus 
= /(g,'f)/ ~ / < g ,~--) 1 + /(g, ;>f s llglf · Nt/J -Y,.I+ M 
< M + e, and so ~ is bounded . Hence( 1 ) there exists a 
unique element h 0 of H(D) such that ~(- ) = ( h0 ,~ ) f or all 
2 2 f/J€ c (D). Take u = g - h 0 • For al l tJ~ c (D) , c c 
(u, ; ) = (g - h0 , ~) = (g, - ) - ( h0 ,~ } = l(~) - (h0~ } = 0 . 
Also 
= lim 
£-)o. Q 
Similarly 
(h ,f/J) = lim 
o E'+ O 
Thus 
g H ds - Ln-1 g .i!l ds -{ gL(f/J) dx } 
a, ar 
IX-Z I = £ D 
= -r gL (<j& ) dx . 
0 = - (u ,<j6) = ( uL(f)) dx 
for all t/Je c2 (D) • By the We y l - Browder 
c 
(9 ) 
lemma there exists 
2 
a function u 1 of C (D) such that u = u 1 a.e . in D and L(u1 } = 0 
in D. u is then said to be a "weak s olution " of 1 . 
- - . . - - ~ - - -
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Let a-(x,z) be a function of c2 (D) such that ~( x,z) = 0 
for lx-z f /2 and c:r(x,z) = 1 for lx-zl >6. Such a function 
was exhibited in Section 5. By what was done above, there 
exists a function h 0 in E(D) such that h = ~e - h is a 0 
weak solution of L(u) = 0 a nd h - ~e = h 0 vanishes in the 
boundary r in the vari ationa l sense. Define g(x,z) = e(x,z) 
- h(x , z ). This then satisfies t h e description of a Green's 
func t ion as given in the first paragraph of this section. 
An alternative express ion for g(x,z ) may be obtained in 
terms of the kernel function . 
g (x,~), K (~,z) = e(x,~), K (~,z))- h(x,~), K (~,z) 
= e(x,~), K (~,z) - h( x ,z) 
Further 
g (x,.,) , K(., ,z) = lim 
e-.o 
,;) K{?J, z) ds 
ay 
n 
ds - J g(x,"/)1 K ('l,z)dx 
DE' 
= 0-0-0=0. 
Thus h( x,z ) = e(x,~), K(~,z) and 
g(x,z) = e(x,z) - e(x,~), K (~, z) 
Note that implicit in the a bove work is the following: 
TF EOREM: Under the hypothesis of this section the Dirichlet 
probl em h a s a solution for every boundary func t ion 
g in c2 (D). 
i 
Appendix A: Computation for the derivation of the fundamen-
tal solution. 
From page 16, section 4, it i s seen that the eq_uation 
which must be solved first is 
( 1 ) upp + n - 1 ~+ cu = 0 {> 
which is a modifi ed Bessel function. For the case of n 
odd, let 
and 
v 
u:::: ~ z so that 
and u~ = v(v-1) ~v-2z + 2v~ v-1 zf' 
v 
+ p z ~ 
( 1 ' ) zeP + ( 2v + n - 1 ) z + + c z=O. 
Letting v 
( 1 ' ' ) 
Put 
(1'") 
so that 
= _ n - 2, 
2 
+ fc - v2 ) z = 0. ~ e2 . 
m 
z = a {) 
0 
+ a 0 m+1 + + a 6 m+k 1 f" • • • l{\7 + ••• 
m-2 (m + 1 ) a 
1
{) m-1 + ZP = ma0~ + ••• r 
(m + k)a~ 
m+k-2 
+ + . . .. 
m-2 
m(m + 1 )a1p m-1 + z~ = (m - 1 )rna~ + 0 
m+k-2 
+ (m + k 1)(m + k)ake + ••• 
= 0 and if a I 0, m = ± v, 
for n odd, m = v is used. 
a 1[m
2 
+ 2m + = 0 , or a 1 = G 
. . . 
ii 
and in general 
k(k - n + 2) 
Hence 
( 2) u = 
(n-2k-2) 1· 
Replace Fc" by OC = J1.
4 
f:::.. A- . b · b · - c and seek a function 
. . 1 1J 1 J 1,J= 
f = f~E::_A. -b·X ·) 
. . 1 1J 1 J 
,J= 
such that H(x, z) = u·f 
tal solution of (~~. 
Hk = ukf + ufk 
Hkl = uklf + ukfl + ulfk + ufkl 
n 
fk = f I r: A. kb. 
. 1 1 1 1= 
n 
= f" L::_ A. kA1 .b. b. i' j=1 1 J 1 J 
n(n-2)a0 
+ 
cA.kAl·X·X · i,j=1 1 J 1 J 
is a fundamen-
iii 
~ ( _1 > k ( « e > 2k 
+ L-. -
k=1 2k:k~(n-4)(n-6) ••• (n-2k-2) 
- n-2 aoi, j=1 ik ljxi xJ f:. ( -1 ) 0( p ( ) C:: A A . [ k 2k 2k-1 } 
~n+1 k=1 2k-1 (k-1)1(n-4)·•·(n-2k-2) 
(-1 )k~2kf2k-1 } 
2k-1 (k-1) 1 (n-4) • • • tn-2k-2) 
_ 
0 i, j= 1 J. J J. J r:. ~:--:-----!.__:....J...._ ~-..l..-----(n-1 )a z::::: A· kA1 .x. X· { oo (-1 )kO( 2kp2k-1 } 
~n+1 k=1 2k-1(k-1)1(n-4)···(n-2k-2) 
( -1 > k ( 2k-1 >cc2ke2k-2 } 
2k 1(k-1)t(n-4)···(n-2k-2) 
n 
+ uf' ,-=: A.kb.bk 
. k-1 J_ J_ J., -
iv 
+[ (n-2)aof + naof - (n-1 )a~ r· (-1 )koc2kp2k-1 1 l ~n-1 ~n-1 E' n-1 -Jl k=1 2k-1 ( k-1 ) t ( n-4) • • · ( n-2n-2) J 
+~ {f: ~-2 k=1 <- 1 >k< 2k_ 1 >~2ke2k-2 } 2k-1 (k-1) t (n-4) • • • (n-2k-2) 
-2(n-2)f'a C. A· ·b·X· t + oi,j=1 l.J 1. J 1 
~n 
+ E: (-1 )k{()( f )2k 1 
k= 1 2k k 1 ( n-4) ( n-6) • • • ( n-2k-2 ) 
n . 
+ uf " Z::::: A. . b · b · 
. . 1 l.J 1. J 
1. ' J= 
+ u f 11 l::::_ A. . b . b . - 2 ( n-2 ) f 1 Q Z:::::.. Ai · b i X · t n 2 n } i,j=1 l.J 1. J \ i,j=1 J J 
n 
2f 1 a ~ A. -b·X· 
= __ o_.::i::.J,u.~j_=~1_1.-:-J_l._J 
E' n-1 
f. < _ 1 > k-1 <ex e > 2 < k-1 > 
k=1 2k-1(k-1 )~(n-4)···(n-2k-2) 
+ u f f" n A· ·b·b· - 2(n-2)f'.o2C AiJ-biXJ· + f0(.2 } r i,j=1 l.J 1. J , i,j=1 
Hence 
-2(n-2)f 1 11:)2a 0 C A- -b·x· + f(14 T: A· ·b · b · \ . . 1 lJ l J . . 1 lJ l J l,J= l,J= 
2 n n 
-(n-2)fa o u z-= A .. b .x. + uf' r-' A .. b . b. + cuf 
0\ i,j=1 lJ l J i,j=1 lJ l J 
+ fa0 ~Aijbixj + 2f 1 a 0 ~Aijbixj 
en-1 
~< 2 ( _1 ) koc2kf2k-1 • 
k=1 2k I (k-1) t (n-4) • • • (n-2k-2) 
v 
So if f 11 + f' + (1/4)f = 0 and 2f' + f = 0, H is a solu-
tion. A '.!'oSolution of these is 
n 
- 12 r= A .. b.x . . f = e i,j=1 lJ l J 
Thus, for n odd 
H(x, z) = ~ {1 + C (-1 )k(Ot~ ) 2k } 
en-2 k=1 2kkt(n-4)(n-6)···(n-2k-2) 
If e 
Next, the same calculation is given but for the case 
when n is even. Equations (1), (1'), (1''), and (1 1 ' 1 ) 
are the same as when n is odd. Again 
ao{ m2 - m + m v2} = 0 and this time m = -v is used . 
0, 
-cak-2 -cak-2 
a1 = ak = (m + k) 2 
I') = 
- VL k(k + n- 2) 
Hence z = a 0 -v C (M@ ) 2k } Next let k=1 2kkt n(n+2) • • • (n+2k-2) • 
vi 
so 
+ v2) c - ~2 z log~+ 
= ~ + z e 1 ~f 
a = -2va ~ -v-2 + 2a 00 .r=c 2 k ( 2k-v) p2k-v-2 
~ 0 0 k=1 2kktn(n+2)···(n+2k-2) 
Z1(1 ~ k+v- 2 
- = L (k+v)bk~ ~ k=O 
z 
1 
= C ( k+v) ( k+v-1 ) bk~k+v-2 
tf' k=O 
Thus b 0 { ( O+v) 
2 
- v
2 } = 0 so that b0 is arbitrary. 
b1 { (1 +v) 2 - v2 = 0 so that b 1 = 0 • 
and b -cbk-2 k = 
k(k+2v) 
for k < n - 2 • 
So let { 
n-4 
-2- k ~ 2k 
(A) = f vb 1 + L ( -1 ) ( o~ -c f ) 
0 k=1 2kKt(n-~){n-6)·· · (n-2k-2) • 
For k ~ n - 2 
Also 
b = 2va0 = (n-2)a0 
n-4 c (-c) • Hence 
__ ( n-4) ~ ( n-2) ( n-4) · • • 2 b
0 
~~~~~~~~--~ a ~ 
n-4 2 o (-1 )-z-.r-:;-n-
{ 2 2} J-c
2 ( 4-2v)a0 bn_1 (n-1+v) - v + cbn_3 + = 0 2n 
so that -c
2 (n+2) 
2n(n-1) • 
In general 
+ 
2s( 
-c 4s-2v)a0 = 0 
2sstn(n+2)•••(n+2s-2) 
2 . 
J-c'2S ( 4s+n-2) a 0 
vii 
or bn-2+s = J=C bn-4+s 
s(n-2+s) s • 2 s~n(n-2)···(n+2s-2)s(n+s-2) 
Let 
and 
v rb on-2 + _:__-c_2_b...:,n:...-...:::.2 0 n + ••• } l ' n-2~ 2n ' 
= b 0 n+v-2 n-2~ 
00 ( -c e )2k } 
k=1 2kktn(n+2)···(n+2k-2) 
.f?-, (J - c' 0 ) 21 
• • • (n+2k-4) t- ~ 
l=k 2lltn(n+2)···(n+21-2) 
1 
whe r e mk = • 
2kkln(n+2)·•·(n+2k-2) 
and 
viii 
co 2k 
a log~ 1 + 2 <Fc' e) 1 0 k=1 2kktn(n+2) · ··(n+2k-2) 
I k r- 2k 
+ boE.>-(n-2) 1 +L:.:. k (-1) ( ~ -c ~ ) { 
n- 4 
k=1 2 k l (n-4) (n-6) • • • (n-2k-2 ~ 
+ b (") n-~ 
a r: n+ 4k+ 2 -c e ) } . 
{
00 ( ) (j."' ' 21 ' 
0 k=1 2k(n+2k~2) l=k 211 1n(n+2)···(n+21-2) J 
Again, as in the case where n is odd, Fc' is re-
placed by 0( = J~ .r-~_;1 Aij bi bj - C 1 and a function l,J-
n ' 
f = f H(x, z ) = u •f is ;=:: AiJ.bixJi ~ is sought such that 
l , J=1 I 
a fundamental solution of (4.10). 
c H = cuf 
ix 
If lf +f' + f" = 0 and 4 f + 2f' = 0, as before, the 
the desired results will have been attained. Thus 
1 n 
-- r-: A. ·b ·X· 
let f = e2 i,j=1 1 J 1 J. 
Just as a check on the above computations, let 
us show that L'(u) = 0. 
~2 
(n-2) b0 ~ Alixl 
~n 
n-4 
b0 l=1A1ixl -v- (-1 )k-1k2k f 2k-1 
~n-1 k= 1 2k-1 ( k-1 } t ( n-4) • • • ( n.,;..2k-2) 
2k-1 (k-1 }tn(n+2)···(n+2k-2) 
a 0 { 'C. 2k-1 (k-1) !n(n+2) • • • (n+2k-4) (n+4k-2) 
~ k=1 2kktn(n+2) • · • (n+2k-2) 
X E r-c21 (' 21-1 
l=k 21-1 (1-1 )tn(n+2)···(n+21-2) 
= 0 lJ 
{
a A . . 
uij ~ 2 
~ 2 
boAij 
---=- + ~n-1 
X 
8 2k e 2k-1 } 
2k-1(k-1)tn···(n+2k-2) 
n 
r=_ A11. AkJ' x 1xk ( n-2) b 0 A1. ~ { k,l-1 - --~- 1 
n ~n+2 
n 
(n-2)bo ~1AliAkjxlxk 
~n+1 
(n-1 )b0 
n-A. f::. ( _1 ) k-1 .J _ 0 2k ~ 2k-1 } 
k=1 2k-1 (k-1} 1 (n-4) · · · (n-2k-2) 
f. H lk-1.(,2k'- 1 lr=cf:k 2k-2 } 
k=1 2k-1 (k-1 } t (n-4) • • • (n-2k-2) 
xi 
+ bn-;Aij _ bn-2 ~~~iAjkxlxk~ 
X r: Fc2k \) 2k-1 } 
k=1 2k-1( k-1 )1n(n+2)···(n+2k-2) 
n 
+ bn-2 ['f?1A1iAjkxlxk {c 8 2k( 2k_1 ) e 2k-2 } 
~2 k=1 2k-1(k-1)1n···(n+2k-2) 
+ hl;~iAjkXlXk _ ao;ij } 
l( fr · 2k-1 (k-~ ) tn· · · (n+2k-4) (n+4k-2) 
lk=1 2kktn···(n+2k-2) 
X f.:. M21 f 21-1 1 
l=k 21-1(1-1)1n(n+2}•••(n+21-2) 
{ f::_ 2k-
1 (k-1) !n· • • (n+2k-4) (n+4k-2) 
k=1 2kk1n···(n+2k-2) 
x L tl -c ( 21-1 ) ~ ~ ~21 21-2 } 
l=k 21-1(1-1)1n(n+2)···(n+21-2) 
(n-2)a0 
~2 
1 + L: (Fcf) 
{ 
00 2k } 
k=1 2kktn···(n+2k-2) 
+ ao [ 2 + ( n-1 ) log e] ( -c ~ ) 
X L. ( FC ) 2 ( k-1 ) 
k=1 2k-1 (k-1)ln···(n+2k-2) 
+ {n(n-,2)b0 _ n(n-2)b01 f 1 ~n ~n l , 
n-4 
2 +~ 
nb0 (n-1 )b0 1 
- ~n-1 + ~n-1 <-ce) 
n-4 )( t: (-1 )k-1 (Fc'~ )2(k-1) 
k=1 2k-1 (k-1}! (n-4) • • • (n-2k-2) 
n-4 
(n-2)b0 
~n-1 
b 0 (-c) ~ (-1 )k-1 ( 2k_1 )(~f)2(k-1) 
~n-2 k=1 2k-1 (k-1)1{n-4)···{n-2k-2) 
xii 
~ nbn ..., bn 21 oo (r-c"~ )2(k-1) + -.::. - --- (-CD) c ~. k:---1 __ ......;:.,.,..: ___ _ ~ ~ · \ k=1 2- {k-1}!n···(n+2k-2) 
oo {2k-1 )(v-c~) 2 (k-1 ) 
+ (-c)bn ..., L 
-L k=1 . 2k-1 ,{k.::-1)!n···(n+2k-2) 
+ (-c) f ~ _ nao15,00• 2k-1 (k-1) ln· • · (n+2k-4) (n+4k-2) ~ l ~ ~ -~lk=1 2kk tn • • · ( n+2k-2) 
X E2 {Mf)2(1-1) 1 
l=k 21-1(1-1 )!n···(n+21-2) 5 
[100 k - 1 ( - ( -c) ao r 2 k-1)1n···(n+2k- 4:(n+4k-2 ) k:l 2kktn· · • (n+2k- 2) 
X f:_ (V-C'f ) 2 ( 1-1 ) ( 21-1 ) 1 
1=k 21-1 (1-1 )ln ·· ·(n+21-2) 
~ (~-c0 ) 2(k-1) 
+ (-c) a 0 2£-- s:. k=1 2k-1 (k-1)tn· · ·( n+2k-2 ) 
(-c) b0 
+ ---~n-2 
- (-c)a0 
1 + L.: ( -1 ) ( Fc f ) f 
n-4/2 k 2k 
k=1 2kkl(n-4) • • • (n- 2k-2) 
2k-1 (k-1 )tn···(n+2k-4)( n+4k-2) 
2kk tn• · • (n+2k-2) 
v E:_ ( -c f) 2(1-1) 1 
1=k 21-1(1-1) tn· · • (n+21- 4) 
1 + t::.. (V-Qq) 2k ] 
k=1 2kk ln•·•(n+2k-2) 
xiii 
xiv 
+ (-c) [ 2a f::_ (V-'Cf) 2 (k-1 ) 
0 k=1 2k-1 (k-1)~n···(n+ 2k-2) 
_ ao[f 2k-1 (k:-1) !n• · · (n+2k-4) (n+4k-2) 
k=1 2kktn···(n+2k-2) 
)( f!::. (V-ee) 2 ( 1-1 ) 1] 
l=k 21-1 (l-1 )ln···(n+2l-4) 
= (-c)[ a log o [1 + C (FC'f) 2k 1 0 
\ . k=1 2kk tn· · · (n+2k-2) 
bo 
+ -~n-2 f + ;;; <-1 lk<Re )2k 1 1 k=1 2kkl (n-4) • · · (n-2k-2) ~ 
+ {:_ (FQf) 2k 1] 
k=~ 2kktn• • • (n+2k-2) ~ 
+ (-c) [a f 'E:. (V-'Ce)2 (k- 1 ) (n+4k-2) 
· 
0 l k=1 2kktn···(n + 2k- 2) 
- a ft::. _n+__;_4k_-~2- E (Fce) 2(l-1) 1] 
0 k=1 2k(n+2k-2) l=k 21-1(1-1)ln···(n+21-4)~ 
_ ao E n+4k-2 r:. (V-C'e) 21 J 
k=1 2k(n+2k-2) l=k 2lltn···(n+21-2) 
= -cu 
xvi 
Appendix B: Computation to Show the "Symmetry" Properties 
of the Derivatives of t he Fundamental Solution. 
I. First the case of n odd is considered. 
H ( x-z , z ) = __:!_ [ 1 ~n-2 
n 1 r--r 
- -2 ~ Ai J. (? )bi (z) (XJ· - ZJ·) ~ e l,J=1 
~ e 
and 0( = 
Hx (x-z, z ) = 
n 1 
2 A · · ( Z ) b · ( Z ) (X · -z · ) i,j=1 lJ l J J 
(n-2) CA'l · (x ·-z · ) J=1 J J J 
~n 
n 
1 A .. b · (X· -z · ) 
-
K e 2 i' j=1 lJ l J J 
n 
j=1A · (x ·-z ·) J J J 
+ 
n-1 
n 
'I l, j = ~ Ai j b i (X j -z j ) I X e 2 
2k 2k-1 } 
xvii 
-(n-2) 
o-
+ ck( 
k=1 
1 r.ll .., aA· · n 
,., ~~ ~(x.-z.) (x --z . ) - CA.,.. (x · -z ·) 
+ C. l t J = I t1Zii l l J J J = 1 '( J J J. · 
· - . ~n-1 
1 n 
oo 2k 2k 1 2 A· ·b . (x.-z .) 
x ~ 2kc}rCX n .- - e l,J=1 lJ J 1 1 
k=1 ~ 
1 rJA· · 1 ab. 
+ __ 2_1_· L..l' J"-·=_1;__8.;;.;.:,-.:cJ-b..:..j _(_x _i -_zl--:. :::-) --;:;=2=-.::i:2,~j-=..:..1_A_i.:.j .:.&:::z;~( x....;.l:... -_z_:i:_) 
~n-2 
oo 1 n 
+ C,ck(Ot cl )2k e- 2 i,j=1Aijbj (xi-zi) 
k=1 ' 
or 
H (x-z z) = z, ' l 
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xviii 
1 n 
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n .2k-2 2k kck~ o 
k=1 . ~ 
- Hx (x-z,z) 
(x,z ) - Hx (x-z,z) where ( - 1 x, z )-0 ----,. 
~n-.::. 
For n even 
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HJG (x-z,z) = 
~ 1\: (G( ) 2k} 
k=1 ~ 1 + ~-2 
1 + 00 c ( 0( () ) 2k 1 
k=1 k \ 5 
- ao oo n+ 4k-2 . oo cl (0( ) 211 
k=1 2k(n+2k-2) l=k ~ 
., n 
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x e 2 i' j=1 lJ l J J 
n 
a 0 A.., · ( x · -z · ) 
. .. ., J J J 
+ 
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~2 
(n-2)b .n A .(x .-z . ) { 
0 J=1 J J J 
~n 
n 
bn_2 A . ( x . -z . ) i=1 J J J 
+ ----~~--------
~ 
1 
xi x 
2k-1 
Hz (x-z,z) = 
n 
(n+4k-2) . A-rt. (x .-z.) J=1 ., J J J 
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1 n 
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A J. ( XJ· -z J. ) j=1 
00 2ko oc2k, 2k-11 
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c 
-4-fiz 1 
(n-2)b0 
~n 
n 
A J. ( XJ·-Z j) 
j=1 
b 0 1 n 3Aij + - - - (x.-z . )(x.-z.) 
on -1 2 a z l J. :1 J 
' i' j=1 ., v 
n 
- A,1 . (X . -z . ) j=1 J J J 
2kckx2k-1 ~2k 
ao ,.. 1 n ~Aij (x·-Z·) (x--z.) 
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xxi 
Hence, again, 
xxii 
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X e 2 i , j=1 l J l J J 
+[ -
- 1 ~ A a bi< ) + _1 ~ £..___ · ·~X·-Z· 1.-.A:. 2 . ·-1 lJ z-, J J 2 . 1 l,J- J= 
1 
CIO . 
1 + c (OC o ) 2k 
k=1 k ~ 
_ a f:. n+4k-2 C 01 (0( ~) 21] 0 k=1 2k(n+2k-2) l=k 
1C e 
n 
A .. b. ( x .-z . ) 
2 l~. -, J-.=-1 lJ ]. J J 
1 
Hz{ x- z ,z) = (x,z) - Hx~x-z, z)where J' iS 0 
II . Next :F' ( x , z ) = L~ H( x- z,z) = n aij (x) 
i ,j=1 
n 
+. bi(x) -bi(z ))Hi(x- z,z) + 
J.= 1 
c{ x ) - c(z ) (x-z , z ) 
xxiii 
Fx ( x ,z) == n ·)dH· · ( a· · ( x) -a · · ( z ) -2l. 
. . 1 lJ lJ dx l ,J= ~ 
ac(x) aH 
+ H(x- :6,Z) + c(z)~ 
dx e1x'l 
n cla .. (x) 
= ~J Hij(x-z,z) + 
i ,j=1 X., a . . ( x ) -a . . ( z ) lJ lJ ' 
F2 ( x ,z) = 
Thus 
+ c(x) H(x-z,z) + c(z) 
dx1 
dH-l 
-~ 
n daij(z) 
f--~ -~-.....,Hi j ( x-z, z ) + 
i,j=1 dz"' 
dH· · 
a . . ( x ) -a . . ( z )) :..::1:.J. 
lJ lJ dz 
+ 
n ati(z) n ~ )~H. 
--:;;._..- Hi ( x-z , z) + \b. ( x) -b . ( z) --1:. 
i=1 dz)f i=1 1 J dz, 
dc(z) dHi 
az, H(x- z,z) + {c(x)-c(z) dz , 
9aij(z) 
---:~-L--- Hi J. ( x-z, z) az., 
( dc(x) _ 1c(x) + H(x-z,z) + \ ~x., dz r1 ai j ( x) -ai j ( z ) ) 
X ~ij ( x, z) 
I 
i -
= U( x , z) - Fz ~( x , z ) where 
III. Also F2 (x,z ) = Jnn]1 (x , )F(r , z )d.\' 
Let ,S{ x) EC~(D) . Then 
1 U(x,z) = 0 f-1 
f nF2 (x ,z );( x )dx =lim rn-1 F2 ( x,z); ( x ) d~x 
Jn x e~o JRE 
- f.n-1F2 (x ,z) (x)d' x 
~= E: 
= - n; (x) r nF(x , )F( ,z)d dx 
D x'l Jn 
= - J:nF( , z) D~x (x)F(x , )dxdf 
(by Fubini ' s Theorem) 
= - ' z ) 
n -1 
; ( X ) F ( X , ) d"'l X 
~=E 
n 
- ~{x)F (x,z)dx d ~ 't' X., 
xxiv 
(by Fubini 's Theorem) 
Thus by lemma 1, sec. 5, F~ (x,z) = kF(x,z) 
+ r nFX (x, )F( ,z)d ' for X I z . Further ln 1t 
F( ,z) d 
n 
XXV 
= kF(x,z) + ~nU(x,t)F(~,z)d F (x, )F( ,z)d 
l 
n 
= kF(x,z) + U(x, )F(t ,z) d~ -
- en F( x , )F 
JrE ,z)d } 
- rn-1F(x, )F( ,z )d JR 
+ ~nF(x, )U( ,z)d 
)F( .,z)d 
n 
+ F(x , )F ( , z)d 
~ 
) F ( ,z)d 
kn-1 - F ( X , ) }1, ( , z ) d"7 ~ R 
xxvi 
£n - F( x ,~)F2 ~,z)d • D 1 
Again wi th ~(z) E C~(D) , 
(by Fubini' s Theorem ) 
==- f nF(x ,t ) limO rn- 1r/J (z)F( ,z)d' z Jn E-+ JRe 
.;.. (ID-(~) F(~ ,z)d7z- fnf( z)F'z ( , z)dz d Je=E Jn, ' 
~ J:nF(x , ) J:~(z)Fz~ ( , z)dz + k3~( ) d 
n 
F ( x , ) Fz ( , z)d dz. 
Thus by lemma 1, sec . 5 
F~'l( x , z ) = k,jF(x,z) + hn}'(x , )Fz ( , z )d , 
and 
)F( , z)d 
Next 
+ LnF(x, )U( , z)d - Ln-1 F(x, )F'( , z)d 
R 
= u 2 (x , z) - F~ (x ,z) where U~x, z) = 
rn 2 
F 3 ( x , z ) = JD F ( x, ) F ( , z ) d • 
By the s ame methods used above 
F3 ( X z) = 
X . ' , ) F ('S , z ) d~ = 
- J:nF~'(x , t)F(~ ,z) dt = J:nu2 ( x , ~)F(t , z)d 
xxvii 
2 
- Fz ( x ,z) 
., 
- ~im f rn-1 F2 (x,t)F(~,z)dy: - rn-1F2 (x, )J.i1 ( ,z)d,t ~ • olJRe J~ = E 
And p3 ( x , z) = z. 
Thus F3 ( x , z) x., 
- L:F2 (x,t)Ft'l (~ , z )~ 1 = Ln u2 (x , ~ ) F(~ ,z) d~ 
+ r n- 1p2(x,t ) F( , z )dl~- rnF2(x,~)J?z ( JR JD If ' z) d. • 
k 1 F
2 (X, z) + f nF2 ( x , ) F z ( , z) d • JD ~ 
= (k+k1 )F2(x,z) + J:nu2 (x , t)F{ ,z)d~ 
+ ~nF2( x , t )U( , z)~ + 
- F3 z (x, z) 
.., 
n-1 
lt'2 (X, ~ ) F (t , Z ) d"f~ 
= u3( x , z) 
In general 
p3 (x,z) where u3(x,z) = 0 z.., 
xxviii 
F~ (x,~ = fnF~-1 (x , )F( , z)dt = 
"l JD 
rn Jn uv-1 (x , )F( , z)d 
= r nuv-1(x, )F( z)d + kFv-1 (x,z) Jn . 
rn " 
:::: kFV-1 (x,z ) + JD uV-r (x, )F'( ,z )d 
rn " 
+ Jn Fv-, (x, )U{ ,z)d r n-1 + JR pV-1 (x, )F'( ,z)dlf ~ 
- F v- • ( x , ) F z ( , z ) d • ! n " D 'I 
Fv (x ,z) = k 1Fv-1 (x,z) + r nFv-
1 (x, )Fz ( ,z)d • z~ Jn , 
Thus Pil (x,z) = (k+k1 )Fv-1 (x,z) + J:nuv-1 (x, )F{ ,z)d 
+ ~npv-1 (x, )U( ,z)d 
n - 1 
+ Fv-·1(x , ~ ):P( , z)d'f - F~ (x , z) , 
xxix 
= uv(x z) - F3 (x z) where uv(x,z) = 0 
' z. 'l ' 
00 
IV . ~ (x , z) = Fv (x,z) 
v. e (x, z) 
v=1 
00 
F~ (x,z) = 
v=1 
uv( x , z) 
v=1 
F~ (x,z ) 
v=1 , 
= V(x,z ) - m2 (x,z) where 
' 
= H(x-z,z ) + JbnH (x-~,1)m(~,z)d, 
- Inn H k ( x-'1>'1) ~ ( , z ) d 
V( x , z) 
= (x , z) - H2 (x-z,z) + r nf (x,,)m(,,z)d k Jn 
+ kH(x-z , z) 
n 
= kH(x-z,z) + (x,z) + · j (x , , )m(7, z )d 
D 
= 0 1 . r 
XXX 
Hence 
e xk ( x ,z) = (k+k1 )H( x-z ,z) + f' (x,z) + £ nt(x,-'7 )ffi(1,z )d, 
- ezk(x,z ) 
= ~ (x,z) - ezk(x,z) where t.J( x,z) == 0 ~n~~) · 
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Abstract: 
This paper deals wi th the second order linear partial 
differential equa tion of elliptic typ e 
n n 
L ( u ) = £::_ a u + b . u. + cu = 0 
i,j=1 ij ij i=1 l l 
wh ere the coefficients ai j' bi, a nd care functions of 
c3 ( D) for s ome bounded region D of EO whose boundary r 
cons ists of a finite numbe r of continuous surfaces . J:l'urther, 
c is assumed t o be negative in D. 
There are four principal results of this paper. They are: 
the p roof of a general uniqueness theorem, the construction of 
a fundamental solution in the small, the proof of the existence 
of a kernel function, and the proof o f the existence of a 
Gre en ' s fnnction. 
(18)(20) 
By using slight extensions of t wo theorems of ~ . Hopf 
it is p ossible to obta in the following genera li ze d uniqueness 
theorem . 
THEOREM : Let a i j' b i ' and c be elements of c2 (D)I\c(r) and 
l et the region D have a boundm:y r t hat has a tan-
gent hyperplane at e a ch of its p oints . Also for 
each p oint X of r let there e xist a hypersphere 
§r conta ined in D such that xf S - ~r • Let 
o ro o 
l(u) = a (x) ~ + b(x )u b e defined on r such that 
r 
o<l al + lt l < a =e 0, b < o, and au is a di r ec-ar 
tional derivative of u in a direction tha t makes 
an acute angle with the interior surface normal. 
Then the problem fL(u) = f in D, f C(D){ 
1l(u) = t/J on r, ;~ c(n)) 
has at most one solution . 
Many of the basic tools needed in the computation of 
a . fundamental solution were at hand. These include a gener-
( tg) 
alized Green 's fo:rmula developed by E . Hopf and by 
(15) 
W. Feller Purther, the results here agree with the 
properties of the fundamental solution for arbitrary order 
(23) 
equations developed by .F . Jolm L(u) is assumed to have 
coefficients in c2{D) . For a fundamental solution with a 
pole at a point z of D, the coefficients of L{u) are assumed 
to be evaluated at x = z and a solution is sought for 
n 
a . . (z)u .. + c{z)u = 0 which is a function of 
i,j=1 lJ ~J 
Q =Ji!:::_ Al. J. ( z) (x. - z. ) (x . - z . ), where A . . is the cofactor \ . . 1 . l l J J lJ 
l, J= . 
of a . . in the matrix of the coefficients of the second order lJ 
te:rms of L(u) . This leads to the modified Be sse l differen-
tial equation 
u~ n-"~ + ---' u~ + cu = 0. e 
This has well known solutions f or both odd and even n. They 
are designated here by u(x,z). 
2 
If, in this solution, 2 c is replaced by - 0( 
n 
= i-i .. b.b. 
i' j=1 lJ l J 
c, then H(x-z,z) 
1 "A· ·b-(x.-z.) 
= u(x,z)e Z i,J=1 lJ l J J 
is a fundamental solution of L(u) = 0 with coefficients 
evaluated a t x = z. H(x-z,z) is now introduced into the 
integral equation 
n 
e (x ,z) = H(x-z , z) + H(x;,,l)~{~,z)d,, 
3 
and a function ~(x,z) is sought such that e(x,z) is a funda-
mental solution of L(u) = 0 in the general case. 
If Fv(x,z) = [npv-1 (x ,'l)F('1,z)d7, with F(x,z) 
]) 
n n 
= 1 H ( x- z , z) - r::::_ a .. ( z) H . . ( x-z, z) 
. ·-1 lJ lJ L. bi ( z) Hi ( x-z, z) i=1 l' J-
- c( z )H(x-z,z), 
then by choosing ]) sufficiently small the series 
00 
~(x,z) = Fv (x,z ) can be made to converge and will re-
v=1 
present the desired function. }'urther, the derivatives of 
e(x,z) exhibit certain 11 symmetr ic 11 propertie s, e.g., 
(x ,z) - e2 (x,z) where (x,z) has the same 
.i 
order pole at x = z as does e( x,z ). Also , e(x,z) has 
continuous second order derivatives with respect to either 
variable a t all points of ]) except for x = z. 
4 
Under the more restrictive hypothesis that I j (u) be 
n 
self- ad joint, i.e., that L(u) = (a. ·U·). - cu, and 
i ,j=1 lJ l J 
that t he coefficients are functions of c3 Ci5), it can be 
shml\ln tha t the kernel function exists. This is accomplished 
by an extension of the work of S . Ber@nan and M. Schiffer 
A norm i s defined in terms of the Dirichlet integral for 
functions in c2 (D). That is, for ~' ~EC2 (D) 
and 
l n n 2J = a . . t/J. ~ - - c~ dx. l,j=1 lJ 1. J D = <9J,szS) 
Ne xt define the subset k of c 2 (D) such that 
= For functions in 
a mean value expression may be derived so tha t fo r 
ll ~( z ) = ~( x )e 3 (x,z)dx where e3 (x,z) = L(e 2 (x,z)) 
D 
= L e(x,z) [ 1 - (x,z)]) and cr( x,z) EC3(D) 
such tha t cr( x ,z) = 1 for Jx-z f ~ 0/2 
for lx- z I ~ ~ • 
( 8 ) 
Conversely, it is shown that if a function w satisfies the 
equation (z) = 1 nu>(x)e3 (x,z)dx , then E 
D 
With this it 
5 
can be shoV'm that the space .k. is closed with respect to the 
no:rm used here. 
Conside r a sequence [ wk} £.h. such ·that CtJk ( z) = 1 and 
ll (a)k II < B < 00 :for all k. I:f @ = g •lk • b • II w k II , then there 
exi sts a subsequence U k II whose norms converge to ~ . 
1 
I:f w is such that ~im ll"'k:. - w II = o, then w ( z) = 1 
0 1 .00 1 0 0 
and Also define K(x,z) = It can be shown 
in the usual manner that thi s :function has the usual re-
producing properties of the kernel :function, i. e ., :for all 
t~J f. .k.Jw( x ), K(x,z)) = w(z), and this :function is unique. 
With the coefficients of the ith order derivatives of 
L( u) in c2+i(D) the existence of a Green 's function can be 
demonstrated . Usually the expression Gre en's :function is 
used to denote a fundamenta l solution which vanishes on the 
boundary. The best results obtained here however y i e ld a 
function which is the sum of a fundamenta l solution and a 
trweak solution" and vvhich "vanishes in the variat ional sense tt 
on the bounda ry. . IJ'hese expressions will be defined shortly. 
Define H(D) to be the completion of c2 (D) wi th respect 
c 
to t he Dirichle t norm, and define the continuous bounded 
:functiona l (f/J) on C~( D ) by ~(,S), = (g,,S), g E'C2(D). This may 
( .1 ) 
be extended t o H( D). Hence there exists a uni que element 
6 
h
0 
of H(D) such that ~ ( ¢ )= (h0 ,¢) for all ¢e c~( D ). Let 
u ~ g - h
0 
so that -b,¢ ) ~ f uL( </J )dx ~ 0. By the Vieyl-BroV>:der 
D 
( ? ) 
lemma u is a "weak solution of L(u) = 0, i.e . , there exists 
2 
u 1ec ( D) such that u = u 1 a.e. and L (u1 ) = 0. Let cr(x,z) be 
2 
an element of C (D) such tha t cr-(x,z) = 0 for Jx- zl < ~2 and 
()'( x ,z) = 1 for Jx- z />o . Then fo r Gre en ls function let g(x,z) 
= e(x,z) - [~ ( x,z )e( x , z )- h
0
(x )J where O""e-h0 is a weak solu-
tion and h E H(D) . Alternatively, we also have g(x,z) = e(x,z) 
0 
- (e (X, 1) , K ( ~' z) . 
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