Abstract. We prove nontangential and radial maximal function characterizations for Hardy spaces associated to a non-negative self-adjoint operator satisfying Gaussian estimates on a space of homogeneous type with finite measure. This not only addresses an open point in the literature, but also gives a complete answer to the question posed by Coifman and Weiss in the case of finite measure. We then apply our results to give maximal function characterizations for Hardy spaces associated to second order elliptic operators with Neumann and Dirichlet boundary conditions, Schrödinger operators with Dirichlet boundary conditions, and FourierBessel operators.
Introduction
Let (X, d, µ) be a metric space endowed with a nonnegative Borel measure µ satisfying the following 'doubling' condition: there exists a constant C 1 > 0 such that (1) µ(B(x, 2r)) ≤ C 1 µ(B(x, r))
for all x ∈ X, r > 0 and all balls B(x, r) := {y ∈ X : d(x, y) < r}. For the moment µ(X) may be finite or infinite. It is not difficult to see that the condition (1) implies that there exists a "dimensional" constant n ≥ 0 so that (2) µ(B(x, λr)) ≤ C 2 λ n µ(B(x, r))
for all x ∈ X, r > 0 and λ ≥ 1, and (3) µ(B(x, r)) ≤ C 3 µ(B(y, r)) 1 + d(x, y) r for all x, y ∈ X, r > 0. Assume also the existence of an operator L that satisfies the following two conditions: (A1) L is a nonnegative self-adjoint operator on L 2 (X); (A2) L generates a semigroup {e −tL } t>0 whose kernel p t (x, y) admits a Gaussian upper bound. That is, there exist two positive constants C and c so that for all x, y ∈ X and t > 0, (GE) |p t (x, y)| ≤ C µ(B(x, √ t)) exp − d(x, y) 2 ct .
Then for 0 < p ≤ 1 one can define three notions of Hardy spaces related to L. The first notion is through linear combinations of atoms that appropriately encode the cancellation inherent in L.
The second and third notions are H p L,max and H p L,rad , which are defined via the non-tangential maximal function and the radial maximal function respectively. For the reader's convenience we recall these notions below. In the particular case where µ(X) < ∞, the constant function [µ(X)] −1/p is also considered as an atom.
Then the atomic Hardy space associated to the operator L are defined as follows:
Definition 1.2 (Atomic Hardy spaces for L).
Given p ∈ (0, 1] and M ∈ N, we say that f = λ j a j is an atomic (p, M ) L -representation if {λ j } ∞ j=0 ∈ l p , each a j is a (p, M ) L -atom, and the sum converges in L 2 (X). The space H : f = λ j a j is an atomic (p, M ) L -representation .
The maximal Hardy spaces associated to L are defined as follows. Given p ∈ (0, 1], the Hardy space H p L,max (X) is defined as the completion of f ∈ L 2 (X) : f
The theory of Hardy spaces associated to differential operators was initiated in [1] and since then the theory has been studied intensively by many mathematicians. See for example [17, 2, 23, 22, 24] and the references therein. In this framework it is understood that the classical Hardy spaces H p (R n ) can be viewed as the Hardy spaces associated to the Laplacian −∆.
A substantive problem in the theory of Hardy spaces is to determine conditions for which the atomic and maximal notions coincide, and it this problem which is the focus of our paper. More precisely we wish to answer the following question:
Question: Does the following equivalence hold:
for sufficiently large M ? Before presenting our main result we highlight some history and known results related to (4) .
(i) In the Euclidean setting, when L = −∆, the Hardy spaces associated to L and the classical Hardy spaces are identical. The classical Hardy spaces has its roots in complex function theory, and it was in that setting that the connection with the non-tangential maximal function was first elucidated [5] . The role of maximal functions then took centre stage and was instrumental in the development of the real-variable theory beginning with the seminal work of Fefferman and Stein [21] . From that point onwards the theory developed rapidly and, through the efforts of [11, 25, 26, 7, 8] , the atomic characterization was added to the fold.
(ii) The notion of atoms enabled the extension of Hardy spaces from R n to other structures [12] , and it was there that Coifman and Weiss introduced the concept of a space of homogeneous type. The viewpoint, as espoused in [12] , was to develop the theory on X by starting with the notion of atomic Hardy spaces, which we shall denote by H This question has been partly answered in the setting of Ahlfors n-regular metric measure spaces. Recall that such spaces are spaces of homogeneous type with µ(B(x, r)) ∼ r n for all x ∈ X and r ∈ (0, 2 diam(X)). When X is an Ahlfors 1-regular metric measure space Uchiyama [34] proved that the spaces H p CW (X) can be characterized by radial maximal functions for p < 1, but unfortunately the range of p in [34] is not optimal. The same result was obtained by [27] for the range 1/2 < p ≤ 1. A complete answer was given by [35] but extra structural assumptions are needed -namely a so called reverse-doubling condition on µ and that µ(X) = ∞. To the best of our knowledge, the remaining case µ(X) < ∞ is non-trivial and is still open.
(iii) In our setting, the theory of Hardy spaces arises from the fundamental observation that the classical Hardy spaces on R n is intrinsically tied to the Laplacian −∆ and this observation allows the theory to be generalized in another direction. The articles [23, 22] give an account of this body of work and there one can also find partial answers to (4). The full equivalence was proved [14, 32, 33] but further assumptions were required in addition to (A1) and (A2). Reverse-doubling on X and a regularity and markov condition on L (see (A3) and (A4) below) was required in [14] , while µ(X) = ∞ was implicitly required in [32, 33] . It is worth mentioning that the proofs in [32, 33] , which are an adaptation of [7] , does not work well in the case µ(X) < ∞ and thus, in this situation, the problem is still open.
This brings us to the first goal of the present article, which is to address the finite case in (iii) above. More precisely we shall prove Let us explain the relevance of the condition µ(X) = ∞ in [32, 33] . The proofs there are rooted in decomposition of the product space X × (0, ∞), which we sketch here for the sake of convenience. For each i ∈ Z one defines the level set O i := {x ∈ X : Mf (x) > 2 i } where M is a certain maximal function that is lower-continuous, and the tent of O i through O i := (x, t) ∈ X × (0, ∞) : B(x, 4t) ⊂ O. Then the space X × (0, ∞) can be decomposed as follows:
Unfortunately (5) fails in the case X is bounded and this is the reason why the argument used in the case µ(X) = ∞ is not applicable to the case µ(X) < ∞. To overcome this obstacle, some new ideas are employed such as a new decomposition of X × (0, ∞). It is worth pointing out firstly that our approach is also applicable for the case µ(X) = ∞ and secondly, that although our decomposition of the underlying product space X × (0, ∞) bears a resemblance to that in [14] , the absence of both reverse-doubling on X and the conditions (A3) and (A4) on L requires some significant innovations and improvements. The details can be found in Section 3. By combining Theorem 1.4 with Theorem 1.2 of [32] we can now state the following, completing the picture in point (iii) above. Our second goal is to give the answer for the question in (ii) proposed by Coifman and Weiss under the presence of an operator L when µ(X) is finite. We first recall the definition of the Hardy spaces
When µ(X) < ∞ then the constant function µ(X) −1/p is also an atom.
To define the Hardy space H p CW for p below 1, we need to introduce the Lipschitz spaces L α . We say that the function f is a member of L α if there exists a constant c > 0, such that
for all ball B and x, y ∈ B, and the best constant c can be taken to be the norm of f and is denoted by f Lα .
Definition 1.7 (Hardy spaces of Coifman and Weiss
1/p−1 for p < 1, and there exists a sequence (λ j ) j∈N ∈ ℓ p and a sequence of p-atoms (a j ) j∈N such that f = j λ j a j in L 1 (X) for p = 1, and
We now consider the following two additional conditions for the operator L:
(A3) There exists δ ∈ (0, 1] such that for every d(y, y ′ ) < √ t/2 and 0 < t < diam X,
(A4) For every x ∈ X and t > 0, we havê
Then we have the following. Theorem 1.8. Let µ(X) < ∞ and assume the operator L satisfies (A1), (A2), (A3) and (A4).
The equivalence in Theorem 1.8 anwers the question proposed by Coifman and Weiss [12] mentioned in point (ii) above when µ(X) < ∞. Furthermore if (A3) is satisfied with δ = 1, then one obtains the optimal range n n+1 < p ≤ 1.
The final aim of our article is to apply Theorems 1.4 and 1.8 to certain differential operators on bounded/unbounded domains. We are able to prove the following new results: We close this introduction with some remarks on the organization of the article. Section 2 collects some useful estimates for the operator L arising from (A1) and (A2). Section 3 contain the proofs of Theorems 1.4 and 1.8, while the applications can be found in Section 4.
Notation. As usual we use C and c to denote positive constants that are independent of the main parameters involved but may differ from line to line. The notation A B denotes A ≤ CB, and A ∼ B means that both A B and B A hold. We use ffl E f dµ = 1 µ(E)´E f dµ to denote the average of f over E. We write B(x, r) to denote the ball centred at x with radius r. By a 'ball B' we mean the ball B(x B , r B ) with some fixed centre x B and radius r B . The annuli around a given ball B will be denoted by S j (B) = 2 j+1 B\2 j B for j ≥ 1 and S 0 (B) = 2B for j = 0.
Some kernel and maximal function estimates
Let L satisfy (A1) and (A2). Denote by E L (λ) a spectral decomposition of L. Then by spectral theory, for any bounded Borel funtion F : [0, ∞) → C we can define
See for example [13] . We have the following useful lemmas.
and
Lemma 2.2. (a) Let ϕ ∈ S (R) be an even function. Then for any N > 0 there exists C such that
for all t > 0 and x, y ∈ X. (b) Let ϕ 1 , ϕ 2 ∈ S (R) be even functions. Then for any N > 0 there exists C such that
for all t ≤ s < 2t and x, y ∈ X. (c) Let ϕ 1 , ϕ 2 ∈ S (R) be even functions with ϕ (ν) 2 (0) = 0 for ν = 0, 1, . . . , 2ℓ for some ℓ ∈ Z + . Then for any N > 0 there exists C such that
for all t ≥ s > 0 and x, y ∈ X.
Proof. (a) The estimate (9) was proved in [6, Lemma 2.3] in the particular case X = R n but the proof is still valid in the spaces of homogeneous type. For the items (b) and (c) we refer to [4] .
For any even function ϕ ∈ S (R), α > 0 and f ∈ L 2 (X) we define
As usual, we drop the index α when α = 1.
The following results are taken from Proposition 2.3 and Theorem 3.1 in [32] , respectively. Proposition 2.3. Let p ∈ (0, 1]. Let ϕ 1 , ϕ 2 ∈ R be even functions with ϕ 1 (0) = 1 and ϕ 2 (0) = 0 and α 1 , α 2 > 0. Then for every f ∈ L 2 (X) we have
. As a consequence, for every even function ϕ with ϕ(0) = 1 and α > 0 we have 
Let Φ be a function from Lemma 2.
We now set
Then ψ ∈ S (R) and is an even function with ψ(0) = 1. Moreover, for s > 0,
This implies, for s > 0,
, we then decompose f as follow
This implies
where in the last inequality we used (17) . Therefore, we can write
Since M L f is lower-continuous and X is bounded, there exists i 0 so that
Without loss of generality we may assume that i 0 = 0. Then for each t > 0 we define
We now consider f 0 1 first. For x ∈ X we have
We now consider two cases: x ∈ Ω c 1 and x ∈ Ω 1 . Case 1: x ∈ Ω c 1 . In this situation, we can see that supp
where in the last inequality we used (15) . On the other hand, since
This and (20) imply
Case 2: x ∈ Ω 1 . To deal with this case, we write
. . .
For t ∈ (0, d(x, Ω c 1 )/5) and y ∈ T t 0 we have d(x, y) ≥ t. This, along with Lemma 2.1, yields
For the second term, using Lemma 2.1 again we have
From the definition of the set T t 0 it is easy to see that for each y ∈ T t 0 we can find z ∈ Ω c 1 so that d(y, z) < 6t. For each such z we have, since z ∈ Ω c 1 ,
Therefore we obtain |E 2 (x)| 1.
For the last term E 3 (x), we observe that for t > d(x, Ω c 1 )/3 and x ∈ Ω 1 we have
Hence, arguing similarly to (20) we come up with
where
since z ∈ Ω c 1 . As a consequence, we have |E 3 (x)| 1. We now take all estimates E 1 (x), E 2 (x) and E 3 (x) into account to find that
This, along with (21), implies that (22) in fact holds for every x ∈ X. Then we have
Hence, we can write
We now take care of the term f i 1 with i > 0. To do this, for each i > 0 we apply a covering lemma in [12] (see also [14, Lemma 5.5] ) to obtain a collection of balls {B i,k := B(x B i,k , r B i,k ) :
For each i, k ∈ N + and t > 0 we set B t i,k = B(x i,k , r B i,k + 2t) which is a ball having the same center as B i,k with radius being 2t greater than the radius of B i,k . Then, for each i, k ∈ N + and t > 0, we set
It is easy to see that for each i ∈ N + and t > 0 we have
Hence, from (19) we have, for i ∈ N + ,
Then it can be seen that
.
Therefore, it suffices to prove that each
This, along with (24) and Lemma 2.1, implies that
This along with Lemma 2.1 implies that
Note that for each y ∈ T t i there exists
From (23) we have
We have the following result whose proof will be given after the proof of the theorem.
Lemma 3.1. There exists a constant C > 0 so that for all i, k ∈ N + and x ∈ X we have
where I i,k and J i,k have been defined in (25) .
We now just substitute (26) into (25) to conclude that
which concludes the proof of Theorem 1.4.
We now give the proof for Lemma 3.1.
Proof of Lemma 3.1: For any subset U of X and for each t > 0 we define U t := {x : d(x, U ) < 2t}. Now let U and V be any two subsets of X. For each s ∈ (0, R 0 ] and i ∈ N + we define
We claim that (26) is a consequence of the following three estimates.
for any U, V ⊂ X and s ∈ (0, R 0 ], i ∈ N + and x ∈ X Indeed by firstly applying (28) for U = B i,k we obtain |I i,k (x)| 2 i for all x ∈ X. Secondly by applying (29) for U = B i,k and V = F i,k we get |J i,k (x)| 2 i . Thus (26) holds.
It remains to show (27) - (28) . We begin with (27) . Indeed, we now consider two cases: x ∈ Ω c i+1 and x ∈ Ω i+1 .
We just consider the first case, since the latter is similar and even easier.
We write
For the first term, we can see that B(x, t) ⊂ T t i as t ∈ (0, d(x, Ω c i )/5). Hence, by Lemma 2.1 we find that
As a consequence, we have
For the second term A 2 (x), using Lemma 2.1 we obtain
The last term A 3 (x) is zero, since in this situation we have B(x, t) ∩ T t i = ∅. Gathering all estimates of A 1 (x), A 2 (x) and A 3 (x) we arrive at |g s (x)| 2 i .
In this case, firstly we consider situation
Then we split the integral in the expression of g s as follows
. . . =:
Arguing as in the first case, we have B 1 (x) = B 5 (x) = 0. The terms B 2 (x) and B 4 (x) can be dealt with in a similar way to A 2 (x) so that
For the term B 3 (x), we note that by Lemma 2.1 we have,
At this stage, arguing similarly to the estimate of A 1 (x) in Case 1, we find that
, we split the integral in the expression of g s as follows:
. . . .
Then we use the argument as above to dominate |g s (x)| by a multiple of 2 i . Hence, this completes the proof of (27) . We turn to the proof of (28) .
Hence, g U,s (x) = g s (x), and by (27) we have |g U,s (x)| 2 i . Otherwise, if x / ∈ U , there two cases s > d(x, U c ) and s ≤ d(x, U c ). We will only consider the first case s > d(x, U c ), since the second case can be done similarly. Assuming s > d(x, U c ), we now break g U,s into 3 terms
The second term can be estimated similarly to the term A 2 (x) so that |D 2 (x)| 2 i . For the last term, we note that as t > d(x, U c ) we have
Hence,
Using (27) we obtain |D 3 (x)| 2 i and this proves (28) . The estimate (29) can be done by repeating the argument for (28) . This completes the proof of Lemma 3.1. 
Applications
In this section we apply Theorems 1.4 and 1.8 to give maximal characterizations of atomic Hardy spaces for various differential operators on domains.
4.1. Second-order elliptic operators with Neumann boundary conditions. Let A : R n → M n (R) be a real matrix-valued function and define
|A(x)ξ · η|.
We assume that A is symmetric and satisfies the following conditions for all x ∈ R n , ξ ∈ R n :
Let Ω be an connected open bounded/unbounded domain in R n satisfying a doubling property. We do not assume any smoothness assumption on the boundary of Ω unless it is implied by other assumptions. Denote by L N the maximal-accretive operator on L 2 (Ω) with largest domain
We then have the following.
Theorem 4.1. Assume that the kernel p t (x, y) of e −tL N satisfies the following conditions: (N1) There exists C, C > 0 so that
for all 0 < t < diam X and x, y ∈ Ω, where B Ω (x, r) = B(x, r) ∩ Ω. (N2) There exist γ ∈ (0, 1] and C, c > 0 so that
for all 0 < t < diam Ω and x, y, y ′ ∈ Ω so that |y − y ′ | < √ t/2. Then we have
Remark 4.2. We note that when Ω is a strongly Lipschitz domain, the equivalence (32) was obtained in [3] for p = 1 and |Ω| = ∞. Hence, in the case |Ω| < ∞ our result is new even for p = 1.
Proof of Theorem 4.1. We need only to prove the case |Ω| < ∞, since the case |Ω| = ∞ is similar and easier. Now it is well-known that for every x ∈ Ω and t > 0, we havê
Therefore, L N satisfies (A1)-(A4) and we may invoke Theorem 1.8 to conclude our proof.
4.2.
Second-order elliptic operators with Dirichlet boundary conditions. Let A and Ω be as in Subsection 4.1. Denote by L D the maximal-accretive operator on
We shall consider the atomic spaces defined by Miyachi [29] . 
Definition 4.3 (Hardy spaces of Miyachi
where the infimum is taken over all such decompositions.
Our main result in this section is the following:
Theorem 4.4. Assume that the kernel p t (x, y) of e −tL D satisfies the following conditions: (D1) There exists C, C > 0 so that
for all t > 0 and x, y ∈ Ω, where B Ω (x, r) = B(x, r) ∩ Ω. (D2) There exist γ ∈ (0, 1] and C, c > 0 so that
Remark 4.5. Some comments are in order.
(a) In the particular case when Ω is R n or Lipschitz domains, the conditions (D1) and (D2) are always satisfied. See [3] .
(b) Let φ ∈ C ∞ c (B(0, 1)) be a non-negative radial function such that´φ(x)dx = 1. It was proved in [29] 
It is well-known that if Ω is a strongly Lipschitz domain such that either Ω is bounded or Ω c is unbounded (see Proof. Let ψ ∈ C ∞ c (x 0 , 2r) so that ψ = 1 on B(x 0 , 3r/2) and |∇ψ| 1/r. Then we havê
The Gaussian upper bound of q t (x, y) and the support condition of (1 − ψ) gives
For the term I 1 we first note that
. See for example [30] . Hence, from (33) and (30), coupled with the support property of ∇ψ, we have (35)
Arguing similarly to [16, Lemma 3] we find that there exists α > 0 so that
This implies that, for y ∈ B(x 0 , r),
Inserting this into (35) we obtain the right hand side of (34) for I 1 . This completes our proof. 
1.
Proof. We consider the family of balls {B(x, δ(x)/6) : x ∈ B} which covers the ball B. By Vitali's covering lemma we can pick a subfamily of balls denoted by {B j := B(x j , δ(x j )/2) : j ∈ N} so that B ⊂ ∪ j∈N B(x j , δ(x j )/2) and the family { 1 3 B j : j ∈ N} are pairwise disjoint. We now write
It is clear that A j is an H p M i (Ω)-atom for every j. Indeed note that supp A j ⊂ B j ; moreover, we have
Now since for each j the ball
and this gives f H p M i (Ω)
We now turn to the proof of Theorem 4.4.
Proof of Theorem 4.4:
We shall only give the proof for the case |Ω| < ∞. The remaining case |Ω| = ∞ can be done in a similar way. Since Theorem 1.4 applies to L D we may write 
We only treat a 2 since a 1 can be handled similarly and is easier. To do this let k 0 be the positive integer such that 2 k 0 −1 r B ≤ δ(x B ) < 2 k 0 r B . Then k 0 ≥ 3 necessarily. We set S j (B) := [2 j+1 B\2 j B] ∩ Ω if j > 0 and S 0 (B) := 2B.We decompose a 2 as follows:
For the first summation it is clear that supp π 1,j ⊂ S j (B) ⊂ B j := 2 j+1 B and 4B j ∩ ∂Ω = ∅ for all j ≥ k 0 − 3. Moreover, we have
For j = 0, 1, 2 using the L ∞ -boundedness of (I − e −r 2 B L D ) we have
For j ≥ 3 we use
and Gaussian bounds on the kernel of sL D e −sL D (which carry over from (D1)) to obtain
ds s
From (37), (38) and Lemma 4.7 we have
1, and hence
. For the terms π 2,j , we note that´π 2,j = 0 and supp π 2,j ⊂ B j := 2 j+1 B with 4B j ⊂ Ω. Arguing similarly to the estimates of π 1,j we also find that π 2,j L ∞ |B j | −1/p . Hence, π 2,j is an H p M i (Ω)-atom for each j. This implies
For the last term, we decompose further as follows:
Now arguing as above, we can show that for j = 0, 1, . . . , k 0 − 3
For the remaining term χ 2B
|2B|´2 k 0 −3 B a 2 we havê
On the other hand, by Lemma 4.6 we obtain
As a consequence,
This completes our proof.
Schrödinger operators with Dirichlet boundary conditions.
Let Ω is a strongly Lipschitz domain of R n with n ≥ 3. This means that Ω is a proper open connected set in R n and whose boundary is a finite union of parts of rotated graphs of Lipschitz maps, with at most one of these parts possibly infinite. The class of strongly Lipschitz domains includes special Lipschitz domains, bounded Lipschitz domains and exterior domains. See for example [3] . Let 0 ≤ V ∈ RHq(R n ) withq > n/2, i.e.,
for all balls B ⊂ R n . We define
The Schrödinger L on Ω with Dirichlet Boundary Condition (DBC) can be defined via the following sesquilinear form Q by setting
Then L can be written as
For V ∈ RH q , q > n/2, we define the critical function ρ(x) as follows:
Then there exist positive constants C and k 0 so that
for all x, y ∈ X. See for example [31] .
The critical function ρ plays an important role in the rest of this section. Firstly it contributes to better bounds on the heat kernel for L compared to those in (A2) and (A3).
Lemma 4.8 ([10]
). Let L be a Schrödinger with DBC on the strongly Lipschitz domain with V ∈ RHq,q > n/2. Then we have (i) for any N > 0 there exists C = C(N ) > 0 and c > 0 so that for all t > 0 and x, y ∈ Ω,
(ii) for any N > 0 and 0 < δ < min{γ 0 , 2 − n/q}, there exists C = C(N, δ) > 0 and c > 0 so that for all t > 0 and x, y, y ′ ∈ Ω with |y − y ′ | < √ t and 0 < t < diam Ω,
(iii) there exist α > 0 and C = C(α) so that for all t > 0 and y ∈ Ω,
The function ρ also gives us a useful covering of R n .
Lemma 4.9 ([18]
). There exists a family of balls {B α } α∈I given by B α = B(x α , ρ(x α )) satisfies
(ii) For every λ ≥ 1 there exist constants C and N 1 such that
Finally the function ρ can be used to define an atomic Hardy space for L which we now present. where a j are (p, ρ)-atoms and λ j are scalars such that j |λ j | p < ∞. We also set
where the infimum is taken over all such decompositions. 
where the infimum is taken over all such decompositions f = j λ j a j with (p, ρ) R n -atoms a j and numbers λ j satisfying j |λ j | p < ∞. Then the Hardy space H p ρ (R n ) is defined as the completion in the quasi-norm f
The Hardy space of restriction related to ρ is now defined as
Then it was proved in [10] that if either Ω is bounded or Ω c is unbounded, then H 
As in the proof of Theorem 4.11 we require certain kernel estimates first.
Lemma 4.14. Let q t (x, y) be the kernel of tLe −tL . Suppose that x 0 ∈ Ω and 0 < r < ρ(x 0 )/4 so that B(x 0 , 2r) ⊂ Ω. Then we have
2−n/q for all 0 < t < ρ(x 0 ) 2 and all y ∈ B(x 0 , r).
Proof. As in the proof of Lemma 4.6, we take ψ ∈ C ∞ c (x 0 , 2r) so that ψ = 1 on B(x 0 , 3r/2) and |∇ψ| 1/r. Then we havê
We can argue similarly to I 2 of Lemma 4.6 to get |I 2 | e −r 2 /ct .
To estimate I 1 we use (39) and (40) to deduce
Then again arguing as in the proof of estimate I 1 from Lemma 4.6 we can obtain |J 11 | e −r 2 /ct . Using [20, Lemma 5.1] we conclude that
On the other hand, since |y − x 0 | < r < ρ(x 0 )/4, from (42) we have ρ(y) ∼ ρ(x 0 ) > 4r. Hence,
Collecting all estimates I 2 , J 11 and J 12 we get the desired estimate (45).
We are now ready to give the proof of Theorem 4.11.
Proof of Theorem 4.11: We shall only give the proof for the case |Ω| < ∞ since the remaining case |Ω| = ∞ can be done similarly.
We will first show that H On the other hand if
Hölder's inequality and the estimate a + L L ∞ a L ∞ allow us to readily conclude that I 1 1. We turn to the second term I 2 . Note firstly that r B ∼ ρ(x 0 ) ∼ ρ(y), and secondly that |x − y| ∼ |x − x 0 | holds whenever y, x 0 ∈ B and x ∈ (4B) c . These facts in tandem with (44) allow us to obtain, for N > n(1 − p)/p,
This completes the direction H
The reverse direction can be done in a similar way to that of Theorem 4.4 and will be omitted. ((0, 1) , dx). For ν > −1, we consider the following differential operator
Fourier-Bessel operators on
Let {λ k,ν } k≥1 denote the sequence of successive positive zeros of the Bessel function J ν and consider ψ
where x ∈ (0, 1) and
The operator L has a non-negative self-adjoint extension which is still denoted by L with domain
This operator is called the Bessel operator on ((0, 1), dx).
In order to consider the maximal function characterization for the Hardy spaces associated to L, as in [4] we consider the intervals:
which are depicted in Figure 1 . It is obvious that the family {J } j∈N is pairwise disjoint and (0, 1) = j∈N J j . For each j ∈ Z * we also denote J * j = 1 10 J j . We now consider the following atoms. 
for some j ∈ N. We say a function a is an H p ((0, 1), dx)-atom if it is either a type (a) or type (b) atom. Let us define the notion of "intervals" in (0, 1). For x ∈ (0, 1) and r > 0 we denote by
the interval centred at x of radius r. Henceforth and unless otherwise specified, by an interval I in (0, 1) we shall mean I = I r I (x I ) for some fixed centre x I and radius r I .
We define the critical function for L by
For x ∈ (0, 1) and ρ defined as in (52), we denote I ρ (x) = I ρ(x) (x). Such an interval is called a critical interval.
We have the following result whose easy proof we omit.
Lemma 4.21. If I is an interval with r I ≤ ρ(x I ) then we have, for all
Denote by Q t the operator Q t := tLe −tL and q t (x, y) the kernel of Q t . It is well-known that the Gaussian upper bound can be transfered to the kernel q t (x, y), i.e.,
for all x, y ∈ X and t > 0. We apply (53) to obtain the following. 
For the term I 2 , using (53) and that |x − y| ∼ r I we have
For the first term, since ∂ t p t (·, y) = −Lp t (·, y), then
Now (48) and (iii) in Lemma 4.21 implies that I 12 t/r 2 I . Integration by parts gives We now turn to the action of the radial maximal operator on atoms. Note that the intervals J * j has been defined in the comments after (47). |I| 1/p where I ≡ J j some j ∈ Z\{0}.
It is easy to see that
We handle E 2 by studying the pointwise bounds on sup t>0 |e −tL a(x)|. Firstly by the heat kernel bounds (48), and that |x − y| ∼ |x − x I | whenever x ∈ (2I) c , we have
It is straightforward that
We divide the calculation for E 22 into two cases. Case 1: I ≡ J j , j > 0. In this case we have (1 − x) |x − x I | and (1 − y) ∼ r I . Hence
which implies E 22 L p ((2I) c ) 1 whenever p ∈ (1/2, 1). Case 2: I ≡ J j , j < 0. In this case we have x |x − x I | and y ∼ r I . Hence,
, 1] with δ = min{1, ν + 1/2}. Collecting together the estimates for E 21 and E 22 we obtain E 2 1, completing the proof of part (i).
We now prove part (ii). Suppose that a is an H p ((0, 1), dx)-atom of type (a) associated to some interval I ⊂ J * j . We write
By arguing similarly to E 1 in the proof of part (i) we have F 1 1.
To handle F 2 we use the cancellation property of a to write
Then for x ∈ (2I) c we may apply Lemma 4.20, the bounds (48), and the fact that |x−y| ∼ |x−x I | whenever y ∈ I to obtain
|a(y)|dy
Since the variable y belongs to I it is then clear that
For the expression F 22 we further subdivide
Now whenever x ∈ 3J j \2I we have the inequality y −1 |x − x I | −1 . Thus the first term can be controlled by
For the second term we consider two cases. Case 1: j > 0. In this situation y ∼ 1, implying y −1 |x − x I | −1 and therefore,
Case 2: j < 0. In this case (3J j ) c = (6r J j , 1) and hence x ∼ x − x I . Then we have Taking into account the bounds in both cases we conclude
On combining our estimates for F 21 and F 22 we then have F 2 1, completing our proof of the Lemma.
We are now ready to prove the main theorem of this section.
Proof of Theorem 4.17: We split the proof into two steps.
Step 1: a is a (p, M ) L -atom as in Definition 1.1 associated to an interval I. We consider two cases: 4I ∩ (0, 1) c = ∅ and 4I ⊂ (0, 1). Case 1: 4I ∩ (0, 1) c = ∅. In this situation, it easy to see that if x I ∈ J j for some j ∈ Z, then |I| ∼ |J j |. Hence, using the decomposition
We see that a 1 is an H p ((0, 1), dx) of type (a), while a 2 is an H p ((0, 1), dx) atom of type (b). Thus a ∈ H p at ((0, 1), dx). Case 2: 4I ⊂ (0, 1). In this case, a can be expressed in the form a = Lb. We now write
where b is supported in B and satisfies b L ∞ ≤ r 2 I |I| −1/p . We take care a 2 only, since a 1 can be similarly treated. We choose k 0 ∈ N so that 2 k 0 −1 r I ≤ 4 3 min{x I , 1 − x I } = 4ρ(x I ) < 2 k 0 r I . Hence k 0 ≥ 3. We set S j (I) = [2 j+1 I\2 j I] ∩ (0, 1) if j > 0 and S 0 (I) = 2I. Then as in the proof of Theorem 4.4 we decompose a 2 as follows:
By arguing in a similar way to the proof of Theorem 4.4 we can show that firstly A 1 can be expressed as an atomic representation of type (b) atoms of Definition 4.24; and secondly that A 2 and A 3 can be expressed as an atomic representation of type (a) atoms. It remains then to take care of A 4 . Firstly note that supp A 4 ⊂ 2 k 0 I =: I. Next recall that q s (x, y) is the kernel of sLe −sL . Then applying Lemma 4.22 we havê
and since p > 1/2 then , 1), dx) . It suffices to prove that there exists C > 0 so that
for all H p ((0, 1), dx)-atoms a. Now if a is type (b) atom then the inequality (54) follows from part (i) of Lemma 4.23 and so we need only to take care of type (a) atoms. Therefore we suppose that a is an H p ((0, 1), dx)-atom type (a) supported in an interval I. If I ⊂ J * j for some j ∈ Z * , then (54) follows from part (ii) of Lemma 4.23 . Otherwise, if I ⊂ J * j for any j ∈ Z * , then there must exist a largest index j 1 ∈ Z * and a smallest index j 2 ∈ Z * so that j 1 < j 2 and I =
Set j 0 := min{|j 1 |, |j 2 |} if j 1 j 2 > 0, and j 0 := 0 if j 1 j 2 < 0. Then we have |I| ∼ 2 −j 0 . We now decompose a as follows:
Therefore, if we write
then from (56) it follows that a j1 is type (a) atom supported in J * j and that a j2 is an type (b) atom. This along with Lemma 4.23 implies that a j H p ((0,1),dx) 1. Then taking into account (55) we see that a H p ((0,1),dx) 1, completing our proof.
4.5.
Fourier-Bessel operators on ((0, 1), x 2ν+1 dx). Consider the following differential operator
Let {λ k,ν } k≥1 denote the sequence of succesive positive zeros of the Bessel function J ν and consider φ
The operator L has a non-negative self-adjoint extensions which is still denoted by L with domain
x ≤ r where I = (x − r, x + r) ∩ (0, ∞) with x ∈ (0, 1) and r < 1. It is clear then that the triple (X, | · |, dµ) is a space of homogeneous type with dimension n = 2ν + 2. As in [19] , we now consider the intervals:
which are depicted in Figure 2 . It is obvious that the family {I j } j∈N is pairwise disjoint and (0, 1) = j∈N I j . For each j ∈ N we shall denote by I * j = 
If I ρ is a critical interval, then we have y ∼ x I and µ(I) ∼ x 2ν+1 I ρ I . Hence, (63) implies
Part (b) now follows by combining this estimate with the estimate of I 2 from (a).
We can now give the analogue of Lemma 4.23 for p = 1. Note that the intervals I * j and I * * j have been defined in the comments after (58).
Lemma 4.33. Let that ν > −1. Suppose that a is either (i) a type-(b) H 1 (0, 1), dµ -atom, or (ii) a type-(a) H 1 ((0, 1), dµ)-atom supported in I * j for some j ∈ N. Then there exists C > 0 independent of a so that
Proof of Lemma 4.33. Part (i). Suppose that a is an H 1 ((0, 1), dµ)-atom of type-(b). Then a = µ(I j ) −1 χ I j for j ≥ 0. Since the radial maximal operator associated with L is uniformly bounded on L ∞ then we have, for j = 0, 1, 2,
In a similar way we have, for j ≥ 3,
and so it remains to show
(64)
Firstly note that if y ∈ I j then we have the estimates y ∼ 1 and 1 − y ∼ r I j ∼ µ(I j ) ∼ 2 −j . Secondly if x ∈ (3I j ) c then we also have |x − y| ∼ 1 − x. These facts along with Lemma 4.30 gives 
(65)
In this situation we have x ∼ y ∼ 1 for every x ∈ 3I j and y ∈ I. This fact, the cancellation property of a, and Lemma 4.31 imply that Since dµ(x) ∼ dx whenever x ∈ 3I j , and |x − y| ∼ |x − x I | whenever x ∈ (2I) c and y ∈ I, we may continue with 1.
Since y ∼ 1 for y ∈ I ⊂ 3I j then arguing similarly to (66) From Lemma 4.30 we see that the heat kernel is dominated by 1 whenever t ≥ 1, so as a consequence we obtain easily that A 1 a L 1 1. Again from Lemma 4.30 and the fact that |x − y| ∼ x ∼ 1 we have Since the inner integrand can be controlled by a constant multiple of |a(y)| for all t ∈ (0, 1) and y ∈ I, then we obtain A 3 a L 1 1. To handle A 2 we shall employ a comparison with a Bessel operator on ((0, ∞), dµ) defined by
Let h t (x, y) be the kernel of e −tL . Then it is well-known that 
We now split the term A 2 as follows: 1.
On the other hand, Corollary 4.7 in [19] shows that A 21 a L 1 1 and hence we have A 2 1. Taking the estimates of A 1 , A 2 , A 3 into account, we arrive at the required estimate as stated in the Lemma. This completes our proof.
We are now ready to prove Theorem 4.26, which is a direct consequence of Theorem 1.4 and the following proposition. At this stage the proof is similar to that of Theorem 4.4 and we will just sketch the main ideas. We take care of a 2 only, since a 1 can be treated similarly. We choose k 0 ∈ N so that 2 k 0 −1 r I ≤ 1 − x I < 2 k 0 r I . Hence k 0 ≥ 3. We set S j (I) = [2 j+1 I\2 j I] ∩ (0, 1) if j > 0 and S 0 (I) = 2I. Then as in the proof of Theorem 4.4 we decompose a 2 as follows: 
