The internet is often seen as a significant contributor to the globalization of culture and the economy. It is also seen as an inherently international medium, unimpeded by national borders and removed from the jurisdiction of the nation-state. This paper argues that although geographic borders may be removed from cyberspace, the social structures found in the 'real' world are inscribed in online networks. By surveying 4000 web sites, it is determined that the organization of the world wide web conforms to some degree to traditional national borders. Web sites are, in most cases more likely to link to another site hosted in the same country than to cross national borders. When they do cross national borders, they are more likely to lead to pages hosted in the United States than to pages anywhere else in the world.
understanding of the structure of imagined nations and some idea of where their borders lie. These borders may not be as arbitrarily exacting as those found on a world map, but by measuring the relationships between individuals and groups, we may arrive at a more dynamic and realistic measure of nations and their borders.
Measuring Borders in Cyberspace
It seems then, that determining the influence of national borders on the internet would be a fairly simple task. At least a gross measurement can be made by recording the flow of information on the internet across national frontiers. This process, however, is complicated by two factors. The first is the question of where, exactly, the internet ends. Certainly, we could say that the internet consists of the sum of all machines using the Internet Protocol, a set of standards that allows computers of different types to communicate. This, however, excludes systems that might make use of email that is then passed through a gateway to systems using the Internet Protocol. It also includes systems that use Internet Protocol but are isolated from the larger worldwide networks (December, 1996) .
A second problem with measuring the flow of information on the internet is that it is fundamentally a distributed network. While much of the information on the internet flows through one or another 'backbone' it is far from easy to determine how this relates to the total amount of flow, or how this flow is related to users. Since the largest portion of bitflow is related less to content than to routing information (DNS lookups), a measure of flow alone would not necessarily reflect the amount of flow related directly to content exchange. While the Cooperative Association of Internet Data Analysis (CAIDA) is currently tackling problems of dataflow management for the major backbones, and there are opportunities for gathering similar information through server and network logging (Abrams and Williams, 1998) , correlating these data with geographic information is not yet a viable option. 2 Rather than attempting to measure all data flow on the net, it would be sensible to divide the problem into different ways in which the internet is used, or 'media classes', as December (1996) terms them. Arguments could be made for studying email, among the first and most widely used of internet technologies. Likewise, recent investigations of Usenet newsgroups have yielded very exciting depictions of how the medium is used and how groups organize themselves (Smith, 1999; Wittaker et al., 1998) , and particularly how newsgroups might relate to national identity (Mackay and Powell, 1998) . However, the world wide web is an appealing target for a number of reasons. First among these is the tremendous success of the web. It has been the driving force behind the popularization of the internet and is the fastest growing source of internet traffic (OECD, 1998) . Part of this is due to the migration of other uses of the internet to the hypertext format. Gopher was subsumed by the web, and FTP, discussion lists, chat groups, and even email are increasingly indistinguishable from the web. As the web becomes less static and able to host more complex exchanges, it is likely it will become the predominant way of organizing information on the internet.
The web is an inherently public way of distributing content. Although there are increasingly areas of the web that require identification or payment to gain access (the New York Times and Wall Street Journal sites, for example), for the most part web pages are more like a billboard or graffiti, allowing messages to be easily placed in the public eye. Of course, email and newsgroups can also foster public communication, but the combination of collective construction and at least some stability makes the web an especially attractive object of study. There is also something about the web's eponymous claim to 'world wide' distribution that begs the question of the degree to which it achieves this.
But the most intriguing aspect of studying the web is the structure it takes. Unlike many media, the web is constructed collectively and there exists no central authority to determine its overall structure. Though the creators of web pages are only a small fraction of the total number of users of the web, the barriers to creating material are relatively low and those creators can, for the most part, draw links to whatever other parts of the web they choose. While there have been a number of studies that have characterized various aspects of the content of the Web since its inception (Pitkow, 1998) , structural descriptions of the medium have come only more recently. Those structural descriptions have tended to focus on the organization of the data in order to optimize navigation rather than as a collective expression through self-organization Chelnokov and Zephyrova, 1997; Chen, 1997; Pirolli et al., 1996) . Explorations of web structure, like that of Fagrell and Sørensen (1997) tend not to stress spatial relationships. Those that have investigated cyberspace in terms of a new cultural geography come closer to the aim taken here, but despite a strong interest in the effect of the web on national borders, little has been written about this aspect of 'cybergeography' (Curry, 1996; Dodge, 1998) .
Given the networked organization of the world wide web, the natural approach would be to use the tools of network analysis to determine whether and where Deutsch's 'gaps' appear. Work in social network analysis has moved neatly to the internet because of the ready availability, in many cases, of transactional data (Garton et al., 1997) . Email communication among members of an office staff, for example, can be recorded with minimal effort. Likewise, the web, at least on a small scale, is well-suited to network analysis. Network analysis would allow us to investigate the structure of the web in a more exploratory way, without an a priori hypothesis as to where borders exist.
While a network analysis of web pages would be ideal, in order to perform such an analysis a choice must be made between taking a sample that would have very little claim of generalizability and taking a census (or nearly so) of the web. A network analysis requires a network -that is, some connectedness among nodes -and any random or pseudo-random sample of the web of reasonable size is unlikely to define much of a network, if any. In order to collect a sub-network, a sample must be 'snowballed', choosing pages that are linked to a set of seed pages, and increasing the risk that the sample is not representative. On a small scale this is achievable but, particularly in attempting to determine the global structure of the web, this is not a very useful approach. A second approach, measuring the linkage structure of a large portion of the entire web is also a possibility.
Unfortunately, the resources required for this approach, both in terms of collection times and impact on the entire system, are extreme. 3 For our purposes -questioning whether a specific set of borders exists or does not -a network analysis is also unnecessary. By taking a sample of web pages and determining where their hyperlinks lead, we should discover a set of patterns that indicate whether national borders have an effect on this distribution. This approach follows in some ways earlier attempts to measure international flows of information. Merritt and Clark (1977) , for example, examine the international postal flows between 1890 to 1920 and show the development of gaps that predicted antipathies during World War I.
Of course, one could argue that the epistemic relationship between hyperlinks and data flow is tenuous. Naturally, it would be preferable to use bitflow data, were such data easily available on a large scale. Moreover, since all bits are not equal, it would be helpful to be able to characterize the content of that flow. Certainly, there is a need for more content-oriented qualitative analysis. Likewise, we could continue to rely on traditional user surveys to determine how often the internet is used to communicate internationally. But as Deutsch noted, 'Transactional research remains of crucial importance for the analysis of international relations. Interviews and survey data mainly tell us what people say; transaction data tell us what large numbers of them do' (Deutsch, 1979: 153) .
Given the difficulty in drawing out this flow data, tracing hyperlinks is a reasonable and necessary first step in charting the structure of the web. It is tempting here to interject a McLuhanism: 'the user is the content' (in Levinson, 1999: 39) . There are others who agree. There is some indication that Douglas Englebart, often attributed with presenting one of the earliest visions (and models) of hypermedia, saw hypertext structures as social structures (Bardini, 1997; Englebart, 1997) , as have more recent researchers (Jackson, 1997; Smith, 1999) .
We might think about hyperlinks as being analogous to roads, telephone lines or citations. Of course, roads alone would not tell you all you might want to know about the flow of people -some roads are used more than others. But where these roads were established demonstrates a social need of some sort and a road map certainly provides us with some indication of social geography. Likewise, telephone infrastructure can help identify social patterns, as Herbert Casson suggested in the early part of this century. He predicted that Bell Telephone's 'foresight department', then tasked with analyzing telephone infrastructure development, may one day:
. . . become the first real corps of practical sociologists, which will substitute facts for the present hotch-potch of theories. It will prepare a 'fundamental plan' of the whole United States, showing the centre of each industry and the main runways of traffic. It will act upon the basic fact that wherever there is interdependence, there is bound to be telephony; and it will therefore prepare maps of interdependence, showing the widely scattered groups of industry and finance, and the lines that weave them into a pattern of national cooperation. (Casson, 1910: 96-7, original italics) Finally, we might draw a parallel to citation analysis. While you may not follow every citation listed in the bibliography that follows this article, it would be fair to argue that those citations draw a connection (Paisley, 1990) . Scholarly articles describe a citation structure arrived at collectively by their authors. Even without knowing the context of the citations or the number of people following the citations, an analysis can provide some idea of the structure of a field. It is natural to bring the ideas of co-citation to the web, as Larson (1996) has done, and to treat them as evidence of some kind of agency within a collective.
Given the alternatives, measuring the linkage structure of the world wide web clearly seems to be the best way to begin investigating the relationship of national borders to the internet. By comparing linkage data from a number of sites, we should be able to infer the impact of geographic borders. While simply comparing linkage patterns to established national borders is a more modest project than an exploratory investigation of gaps within the web at large, it represents a solid first step toward more ambitious investigations.
Collecting a Sample
The process of assembling linkage data on a large sample of web pages, though theoretically simple, faces a number of hurdles. The first, and in many ways the most difficult problem facing the researcher interested in the web is obtaining a useful sample. Because the web is constructed without central controls, a truly random sample of web pages, or even a reasonable approximation thereof, is unobtainable within the foreseeable future. Approaches by others who have required large samples from the web have varied. For certain applications, a domain-specific sample may be obtained simply by searching on appropriate keywords through search engines (Larson, 1996) . Given that this survey aimed at a global view of the web, such an approach would be inappropriate. obtained their sample by first assembling a sample of Yahoo! pages to determine the number of given words in web documents, then using those words to query different search engines. While certainly a reasonable approach for their objectives (that is, measuring the coverage of various engines, and estimating the size of the web from these), such a process would yield very little in the way of a better sample for the survey undertaken here. Finally, many attempts to determine the character of the 'average' web page are based on incomplete but extensive samples provided during the construction or operation of a search engine (Bray, 1996; Brin and Page, 1998; Woodruff et al., 1996) . Because of the competitive nature of the search engine business, complete indices are considered proprietary and not normally available to the researcher. Moreover, assembling such data on an individual basis would unnecessarily tax the infrastructure (Cerf, 1991) . The sample used in this survey consisted of 4000 sites drawn from Excite's Webcrawler search engine in the early part of 1998, using its web-based 'roulette' page which provides a sample of pages drawn randomly from the engine's index. This approach, while certainly flawed, has been suggested as a reasonable approach for obtaining a sample of convenience (Lock, 1997) . The sample provided may be skewed toward American culture and English-speaking web sites; and lacking anything approaching a census of the web, it is difficult to estimate how biased the sample is in this regard. In terms of the physical location of the web sites surveyed, the sample seems to be a good approximation of other measures of the international distribution of the web: for example, surveys of registered domains and web servers (see Table 1 ).
A specific definition of a 'site' was taken: only links that were proximate to the 'base URL' of the page indexed in the sample were included. 5 This represents a compromise between choosing an individual page as a unit of analysis and gathering all pages within a given domain. The former, a more popular choice for surveys of web content, ignores the intent of the author that the pages be bound together as a whole. It therefore assumes that all hyperlinks are external hyperlinks. Also, an analysis of top-level pages alone would likely contain far less links than were found by digging down into the hierarchy of each site. At the other extreme, domains were not selected as they often contain more than a single web site and these sites may or may not be directly interconnected. This is particularly true of personal home pages at a business or university which may not be connected to other sites in the same domain. As a result, the sample contains several hundred individual sites within large domains like Geocities, Tripod, AOL, and Angelfire. 6 By picking those pages that were archived by the search engine and working downward in the hierarchy of the site from this point, we reach a reasonable approximation of a representative web site.
Once URLs for the 4000 sites in the sample were assembled, a 'crawler' was created to search through the pages in each site and record relevant data. Search engines often use crawlers (also referred to as 'spiders' or 'bots') to automatically collect data from the web. Fagrell and Sørensen (1997) made use of a crawler very similar to the one employed here, though their approach was directed more toward determining the characteristics of the average web page than the destination of various hyperlinks. The crawler used here, created in the Python scripting language, visited each of the 4000 sites in the sample and recorded the first 50 pages at each location (transversing the links in a breadth-first fashion, accessing all of the links on a given page before moving on to links on subsidiary pages), resulting in information from a total of 45,457 pages being gathered. These pages were then parsed to determine the destination of all external hyperlinks; links to other pages within the site were ignored. These hyperlinks were then coded for location, relying on two-letter top level domains (TLD) to determine the country in which each page was registered. Thus a site with the URL of http://www.yahoo.ca would be coded as being a 'Canadian' site, based on the final two letters. 7 Those sites within the three-letter generic top level domains (also referred to as gTLDs; .com or .edu, for example) were checked against the WhoIs registry to determine the country of origin. All but 6 percent of these were registered to a US billing address, a reasonable approximation of their hosting location (Zook, 1998) . Fully a quarter of the .com domains newly registered in 1997 were to a foreign address ('It's a Wired World', 1997), so it is reasonable to assume that the number of foreign sites using three-letter gTLDs will continue to increase. Once the destination of each hyperlink was determined, the total percentage of hyperlinks from the site to various countries was recorded.
The data from hyperlinks alone would suffice in providing evidence of concentration of domestic rather than international linkages. However, the data collected can also provide at least some indication of how subject matter and language affect those international linkages. To that end, the text for each site was coded for its broad category and for the language(s) used (see Tables 4 and 5 ). The categories listed were derived from the top level category labels used on the Yahoo! directory, with the addition of several categories that merited special attention. For each category, a model text was assembled consisting of 30 pages selected from the Yahoo! directory. 8 Sites were categorized by comparing word frequencies between the gathered text and the model texts for each category. This allowed a cross-tabulation between the language used (or number of languages used), the general topic of a site, and the percentages of international hyperlinks for a given site.
Analysis
An analysis of the data provided by this survey leads to findings in two areas. First, while the world wide web is a very international medium, the number of hyperlinks that cross international borders are significantly less than those that link to sites within the home country. Second, links are far more likely to be directed toward the United States than toward any other country, though this appears to be due in large part to the imbalance in the number of sites hosted in each country.
If the destination of hyperlinks is aggregated for the 12 countries best represented by the sample, it becomes clear that domestic links are far more common than international links ( Figure 1 ). With the exception of those hosted in Canada, sites were more likely to link to another site within the same country than to cross national borders ( Table 2 ). This is not at all what we would expect if the world wide web were, indeed, an undifferentiated network. Rather, we would expect a fairly even distribution of linkages across the web. The tendency to link to domestic sites is particularly significant, given that outside of domain names in the URL there is very little to indicate or to restrict the user from crossing national boundaries while surfing the web.
Of course, web sites are not evenly distributed among countries, so we cannot assume that links will be. The initial diffusion of the web was certainly heaviest in the United States, and the relative maturity of the web in the US means that a majority of pages are hosted by American servers. Using the distribution of hosts as a guide, we would expect, for example, about 70 percent of all links on the web to lead to the US and about 1 percent of all links to lead to Japan. In fact, as shown in Table 3 , the United States receives a lower percentage of links than we would expect from sites around the world (except from those sites located within the US). Table 3 (and Figure 2) show how the percentage of linkages between countries differs from the distribution of host machines. While the percentage of linkages to the United States is quite high in absolute terms, it is unremarkable when the distribution of the web is taken into account.
There remains a bias toward domestically produced content in the US, but this bias is fairly small when compared to the relatively inwardly linking web in France and Japan. We are left with an ambiguous picture. A majority of web content is created in the United States and this content is linked to nearly as frequently as material produced indigenously around the world. 9 However, a very large part of the bias toward the United States seems to be as a result of the distribution of content at this stage of the internet. If this is, as this survey shows, an accurate depiction of today's web, we might expect to see this disparity diminish as more of the world begins to use the internet. On the other hand, the population, economic power, and technological position of the United States makes it unlikely that countries like Canada or individual nations in Europe will be able to challenge the centrality of America on the web in the very near future, especially in terms of networking infrastructure (Evagora, 1997; OECD, 1998) . The structure of content on the web may prove to be far more dynamic, especially if the rapid changes in demographics of web users are any indication of the volatility of this new medium (Bloomberg, 1998) . As has already been noted by a number of technically as well as socially minded internet researchers, the measurement and mapping of the internet is of vital importance. In this vein, Tim Berners-Lee has called for 'parameters of measurement of restlessness and stability analogous to hormone levels or body temperature of the human organism' as an indication of how this structure is changing (Berners-Lee, 1997). Such measures should provide not only information about 'cyberspace' but about how networking affects real space. Tables 2 and 3 is the tendency of sites to link domestically rather than internationally. When compared to two traditional networked media -the telephone and postal systemsthe web appears to be much more internationalized. Yet the degree to which there are gaps at national borders is remarkable; even more so when it is noted that unlike the postal and telephone systems, the web provides no differential pricing for domestic and international linkages. As cost is reduced, we would expect the network to become increasingly interconnected. In the case of the web, however, it is clear that there are other, non-economic barriers to distanced networking. While a hyperlink from Paris to Nice may cost the same as one from Paris to Tokyo, the former is far more likely. The exact location of the most significant gaps in communication cannot be determined by the approach taken here, but it is clear that these gaps are to a degree correlated to national borders. When other borders are removed, social homophily guides the selection of necessarily scarce hyperlinks (Van Alstyne and Brynjolfsson, 1997). Table 3 : Difference between expected and actual percentages of hyperlinks (%)
As seen in Table 4 , the degree to which these gaps are present differs depending on the subject matter found on the site. The most internationalized pages tend to be those related to the international scholarly community, while the least tend to be pages related to governmental bodies. News, sports, and (strangely enough) travel tend to be less oriented toward international hyperlinks than web sites centered on other topics.
We might approach this information in two ways. We might begin by considering the web as an indicator of the global social environment. For example, scientific and scholarly communities have long been international in nature, as have certain political movements. As the topical index suggests, these groups have quickly migrated to the new medium. Other groups have only recently seen an increase in the need for transnational communication. For example, the elimination of many economic impediments has driven even small businesses into the international market.
However, the web has also provided excess capacity for transnational practices. While some Americans may be 'bowling alone', many others are taking up hobbies and interests -from anime to macramé -for which they find support from outside of their physical communities. Many businesses approach the web as a cheap source of advertising or another venue for sales and 'stumble into' the international aspect of the medium. 11 As users come to depend on the web, they enter into negotiation with its conventions, adopting those they like and adapting to those they do not. Because of the reciprocal relationship between public conceptions of the web and its actual structure, the future of that structure remains difficult to predict. The preponderance of the sites in this sample contain pages in English, as shown in Table 5 . The overwhelming presence of English on the web is a cause for concern, given the potential of language as perhaps the most powerful of ways to establish borders in this new medium (Castells, 1997: 52) . As noted above, the sample may be slightly skewed toward sites in countries in which the English language is dominant, so some caution should be taken before inferring too much from the large number of Englishlanguage sites. However, the percentage of English-language sites that link domestically is instructive. We might expect English-language sites to be more likely to link internationally if English is indeed the new global lingua franca. One possible explanation for this is that commercial sites -which are far more likely to be 'dead-end' sites, without hyperlinks outside the site ) -appear more often in English. Less surprising, perhaps, is the fairly large amount of international linkage associated with multilingual sites.
Conclusions
The findings presented here lead to an immediate set of conclusions and a more forward looking set of suggestions. The first of these is related to a reading of the internet at a particular point in time. The novelty of the internet forces discourse about it to the extremes, and hyperbole abounds when questions of national borders, sovereignty and the internet are addressed. The survey undertaken here demonstrates clearly that, as with earlier 'new media', this technology is both 'so new that people can't even imagine it' and 'never so new as people imagine' (Nord, 1986) . On one hand, while the internet incorporates little in the way of technological, regulatory or economic impediments to transnational interconnections, the web demonstrates that national cultures continue to exert a substantial influence on how these connections are made. While national borders may be eroded, they certainly remain significant.
On the other hand, when compared to other media, the internet is considerably more internationalized. If you examine postal flows, none of the 12 countries considered here receives more than 5 percent of its total letters from abroad (UPU, 1997). The United States, the most insular (in absolute terms) of the countries considered here, has over 9 percent of its links fetching information from abroad, while other countries have much higher rates of international content. This presents a novel opportunity for people to be exposed to information and ideas from outside their own national cultures (to the extent that such can be said to exist). I would suspect that email and other more 'personal' uses of the internet would be more geographically localized and this presents an interesting area of inquiry.
The existence of national borders, though perhaps not in the more traditional sense, has important policy impacts. The chief argument against national regulation of the internet is that it is inherently global. This survey indicates that for the web, national borders are neither absent nor absolute. Certainly there are significant challenges to designing regulation for a social environment that is less reliant on geography (Lenk, 1997) . However, ridiculing policy-makers who claim that the internet can be segmented or controlled ignores the crucial impact of social structure on the structure of the medium.
In her dissent to the Supreme Court's striking down of the Communications Decency Act, Justice Sandra Day O'Connor argued that cyberspace could indeed be segmented if the desire to do so was made clear in social policy (Reno v. ACLU, 1996) . 12 In making such an argument, she explicitly drew on ideas presented by Lawrence Lessig, a law professor presently at Harvard University. Lessig (1996) argues that there are a number of elements that lead to structures in the networked environment. While some of these are technological, most of them emerge as social (and often commercial) constructs. Legal bordersnational and otherwise -emerge as social conventions. As such, they need not rely expressly upon geography. As the internet becomes more socialized, law will develop that takes into account the new borders of cyberspace (Johnson and Post, 1997) . The present position of the United States as central to the web may also be a cause for alarm. The future of this distribution is in no way certain -it may go the way of earlier mass media and the US may maintain a central position on the internet, as Herbert Schiller and others have argued (Gillespie and Robins, 1989; Schiller, 1992 Schiller, , 1995 . However, the widely noted speed of diffusion of the internet outside of the United States, and the relatively open linking of US sites to sites abroad is likely to present a significant challenge to the centrality of the United States on the web (Maherzi, 1997: 46-7) .
More important than these conclusions, which given the ephemeral nature of the internet remain necessarily of the moment, are the conceptual underpinnings of this study. An attempt to describe the social impacts of the internet must include some indication of the structure of this medium. A description that suggests the internet is an undifferentiated space outside of 'real' space -as many popular and academic accounts do -must be approached with some skepticism. We must recognize that 'social borders have their own cartographies' and go about mapping these structures (Harvey, 1996: 282) . This is in no way a new concern -Georg Simmel noted that modernity has provided any number of examples of 'a group whose cohesion depended upon geographic and physiological factors, terminus a quo, [being] entirely replaced by a group whose cohesion was based on purpose, on factual considerations, or, if one will, on individual interests' (Simmel, 1955: 128) . The internet provides a very promising way to observe how these borders and groups evolve. While the future of internetworking will most certainly surprise us, the need to investigate the social and informational structure of the medium will continue to remain among the most important tasks of the researcher.
