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Abstract
A high resolution 2 m2 tracking detector, based on timing Resistive Plate Chamber (tRPC)
cells, has been installed at the Faculty of Physics of the University of Santiago de Com-
postela (Spain) in order to improve our understanding of the cosmic rays arriving at the
Earth’s surface. Following a short commisioning of the detector, a study of the atmospheric
temperature effect of the secondary cosmic ray component was carried out. A method
based on Principal Component Analysis (PCA) has been implemented in order to obtain
the distribution of temperature coefficients, WT (h), using as input the measured rate of
nearly vertical cosmic ray tracks, showing good agreement with the theoretical expectation.
The method succesfully removes the correlation present between the different atmospheric
layers, that would be dominant otherwise. We briefly describe the initial calibration and
pressure correction procedures, essential to isolate the temperature effect. Overall, the mea-
sured cosmic ray rate displays the expected anticorrelation with the effective atmospheric
temperature, through the coefficient αT = −0.279 ± 0.051 %/K. Rates follow the seasonal
variations, and unusual short-term events are clearly identified too.
1 Introduction
Cosmic rays (c.r.) are messengers from outer space that provide valuable informa-
tion for different research areas, such as space weather, high energy physics and cosmology
(Pierre Auger Collaboration, 2015; Hayashi et al., 2005). Specifically, ground-based instru-
ments give us the chance to study the products of the interactions between primary cosmic
rays and the nuclei in the atmosphere. These products consist of secondary particles that
traverse the atmosphere carrying information about its inner structure, as in a radiography,
providing information about its properties. Secondary muons, in particular, are affected by
atmospheric pressure and temperature. These induce local modifications of the atmospheric
density and its depth, thereby changing the balance between particle production, absorption
and decay, affecting the muon rates at ground (Dorman, 2004). Since modern muon detec-
tors are mostly committed to the study of solar activity and other astrophysical phenomena,
such effects are regularly removed with simple techniques, as part of a calibration procedure
(De Mendonca et al., 2013). Our work is concerned with a deeper comprehension of such
atmospheric effects.
The rates of c.r. measured at the Earth’s surface vary according to changes in several
atmospheric conditions, chiefly the pressure at ground level and the temperature profile of
the atmosphere. The pressure (or barometric) effect arises mainly due to the absorption
of the radiation in the atmosphere through energy loss. The more the pressure, the more
air mass to traverse. Therefore, secondary c.r. particles are more efficiently absorbed and,
consequently, the measured rates are modulated in anticorrelation with the ground-level
pressure. In detail, the mass increase is associated with a larger height of the air column,
that modifies the decay probabilities of the particles involved, implying a non-negligible (but
sub-dominant) contribution to the main negative correlation (Sagisaka, 1986).
In the absence of variations in the ground-level pressure, the modification of the local
density of the air column as a result of temperature variations modifies c.r. rates as well.
This so-called ‘temperature effect’ is the result of two contributions: the interaction (positive
correlation) and decay (negative correlation) of secondary particles through the atmosphere.
Muons (µ+/−), that are the dominant c.r. particles at ground level, originate mainly from
the decay of charged pions and kaons (pi+/−,K+/−). Since an increase in temperature
reduces the atmospheric density, causing a reduction in the interaction probability, more
pions and kaons will decay and produce more muons. Muons, unlike their parents, are
highly penetrating, and small changes in their interaction probability leave their behaviour
largely unaffected. As a result, the surface rates increase with increasing temperature,
creating a positive effect. The negative effect is related to the muon decay itself. Because
the atmosphere also expands when the temperature increases, muons have to travel further
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to reach the surface before they decay. As a result, the surface rates decrease. Importantly,
in case of high-energy particles, the positive effect dominates because of time dilation in
the muon reference frame. This relativistic effect causes energetic muons to effectively live
longer, so their decay probability is reduced. For low energies, on the other hand, the
dominant effect is negative. A practical way to ‘increase’ the particle energy is to measure
the c.r. rates underground, thus allowing to study the temperature effect as a function of
the rock overburden (e.g., (Abrahao et al., 2017)).
The temperature effect can be nearly one order of magnitude smaller than its pressure
counterpart, enforcing a much better control on systematic effects of instrumental origin
and high statistics (detector size) in the first place. A precise estimate of the atmospheric
temperature effect involves an implementation of the ‘integral method’, which requires,
on the one hand, knowing the temperature profiles above the detector and, on the other
hand, knowing the distribution of temperature coefficients (WT ), the latter accessible by
theoretical means (Dmitrieva et al., 2011). Given that the detector used in this work was
conceived to potentially make use of both the soft (electron) and hard (muon) cosmic ray
component, the temperature coefficients (calculated for muons) are not known a priori. As
discussed afterwards, the effect of the material overburden can not be completely neglected,
nor easily characterized, either.
The main purpose of this work is to experimentally obtain the temperature coefficients
for secondary cosmic rays at ground, resorting to a technology not used previously in these
kind of studies. We will show how, despite the much higher dark rates customary of gaseous
detectors as compared to plastic scintillators, two ∼ 2 m2 planes of timing Resistive Plate
Chambers (tRPCs) operating at ground level are sufficient to isolate the temperature effect,
a fact that results largely from the superb timing characteristics of the device.
2 The Muon Telescope (MT)
The tRPC technology was introduced to particle physics back in 2000 as a byproduct
of the R&D program of the ALICE experiment at the Large Hadron Collider (Fonte et al.,
2000). Indeed, tRPCs have been adopted already for the study of high energy cosmic rays
by the EEE collaboration (Abbrescia et al., 2013), but no study on the temperature effect
has been reported by the collaboration yet. tRPCs represent a family of non-proportional
gaseous detectors, generally characterized by the use of thin sub-mm gas gaps operated in
‘fast’ well-quenched gas mixtures at very high electric fields (up to ∼ 150 kV/cm). Stability
of operation requires the use of insulating materials with high surface quality, something
conventionally achieved through soda-lime glass. tRPCs can make an optimal use of the
multi-gap technique (Cerro´n Zeballos et al., 1996), that allows for the systematic stacking of
several gas gaps, in order to achieve time resolutions down to 20 ps in special configurations
(An et al., 2008). In fact, tRPCs have recently demonstrated the capability of reaching 60
ps on 2× 2 m2 areas, with a modest number of electronic readout channels around 160, and
a position resolution at the cm-scale (Watanabe et al., 2019).
At the University of Santiago de Compostela (Spain), a medium-size tRPC detector
(1.2 × 1.5 m2) with a space and time resolution of σx,y ∼ 3 cm and σt ∼ 300 ps, respectively,
has been installed circa 2014 (Blanco et al., 2014). It is named TRAGALDABAS (TRAsGo
for the AnaLysis of the nuclear matter Decay, the Atmosphere, the earth B-Field And the
Solar activity), and it has been designed and built at LIP-workshops (e.g., (Abreu et al.,
2018)). The angular resolution with its present vertical layout is 2-3◦ and the maximum
zenith angle of the accepted tracks is close to 50◦ (Figure 1a). Unlike other cosmic ray
detectors, TRAGALDABAS has a relatively small active area of 1.8 m2. For comparison,
the MuSTAnG detector (Hippler et al., 2008) had a surface of 4 m2 and all four telescopes
of the Global Muon Detector Network (GMDN) extend over around 15-30 m2 (Rockenbach
et al., 2014).
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Figure 1. (a) Drawing of the muon telescope at Santiago de Compostela, showing the tRPC
layout with some illustrative examples of different particle interactions. In the present analysis only
the T2 and T4 RPC planes are used. (b) Inner view of the detector.
The MT consists of four RPC planes with a total height of 1.8 m (Figure 1a). Each
plane’s inner design is based on three plates of 2 mm glass with a 1 mm gas gap interleaved,
placed inside a gas-tight acrylic box. Tetrafluoroethane, a type of freon (R134a, CF3CH2F),
is used as the active medium, at a very low flow, just sufficient to keep the detector efficiency
constant over time. The external sides of the outer gas plates are covered with a semi-
conductive coating to which a ± 5600 V high voltage is applied. Electrical pick-up signals,
stemming from the avalanches produced in the gas upon the passage of a charged particle,
are induced in some of the 120 copper pads placed outside of the acrylic box (Figure 1b).
Those signals are processed with fast ∼ 1 GHz BW electronics (Belver et al., 2010) and,
if above an adjustable threshold, a digital LVDS signal is produced, marking the passage
of the particle (we will refer to the associated pad and plane as ‘fired’). A flexible trigger
condition can be formed for any number of fired planes and pad multiplicity per plane,
a digital signal formed, correspondingly, and sent to the acquisition in order to store the
c.r. candidate. The telescope is placed at ∼260 m above sea level, 42◦52’N 8◦33’W, at a
geomagnetic rigidity cutoff of ∼5.5 GV and in the first floor of a two-story building. It is
running since 2015 with a room temperature stable at 20 ± 1◦C.
It is important to note that, except in special configurations (e.g. (Margato et al.,
2019), (Blanco et al., 2015)), RPC detectors have intrinsically a very low detection efficiency
for neutrons below 10 MeV, not exceeding 0.1%. Moreover, neither the products from
neutron interactions nor electrons from neutron decay at these energies can traverse a second
detection plane, as required in present analysis. Hence, if assuming a typical albedo neutron
flux of ∼1 kHz/cm2 (Hubert et al., 2016), the detector can be effectively considered as
neutron-blind, for the purposes of present analysis.
3 Input data and processing
We report here data from the commissioning phase and early physics run (from October
2015 to January 2017), where only two detector planes, stacked over a height of 120 cm, were
used (T2 and T4 in Figure 1a). A trigger condition was defined as ‘at least one fired pad per
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plane, in time coincidence’. During data analysis, a standard equalization is performed in
an automatic way, aimed at the correction of the channel-by-channel variations in the time
offsets and signal amplification (along the lines of (Kornakov, 2014)). Provided both charge
and time information are stored for each pad, noise signals (displaying zero-charge) can be
removed in the next processing step. Finally, ‘particle tracks’ are formed by combinatorialy
matching the fired pads in both planes with a velocity compatible with the speed of light,
within a 3-σt interval, being σt the time resolution of the detector. This produces the final
data sample ready for physics analysis, where any instrumental effects should be greatly
minimized. We use in this work a data sub-sample, corresponding to events with a single
track (multiplicity M = 1), and a zenith angle θ lower than 13◦. The former condition
means that only cases with one fired pad per plane have been considered.
Figure 2. Cosmic ray rate for single vertical tracks as observed with the muon telescope (black
curve) and ground-level pressure (blue curve).
The complete data taking period, displayed in Figure 2, may be conveniently divided
in three phases:
• From October 2015 to June 2016. During this first period the detector was run
semi-autonomously (several interventions were needed) and problems related to faulty
front-end electronics and high voltage instabilities were observed.
• From June 2016 to October 2016. Maintenance work was carried out, the faulty
electronics modules were replaced, and an on-line monitor developed.
• From October 2016 to January 2017. The detector run in stable conditions, in a fully
autonomous way.
Concerning the atmospheric variables, the vertical temperature profiles were retrieved
from the European Centre for Medium-Range Weather Forecast (ECMWF) reanalysis,
ERA-Interim (Dee et al., 2011), for the 1979-2017 period, at 37 isobaric levels (1000, 975,
950, 925, 900, 875, 850, 825, 800, 775, 750, 700, 650, 600, 550, 500, 450, 400, 350, 300, 250,
225, 200, 175, 150, 125, 100, 70, 50, 30, 20, 10, 7, 5, 3, 2, 1 hPa), with a horizontal spatial
resolution of 0.125◦ and a temporal resolution of 6 h. Two exemplary profiles for summer
and winter are shown in Fig. 3.
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Figure 3. Examples of ERA-INTERIM atmospheric temperature profiles for Santiago de Com-
postela, summer (1 July 2016) and winter (1 January 2017).
4 Analysis of Atmospheric Effects
As mentioned before, several methods can be used to take into account the tempera-
ture effect of secondary cosmic ray particles in the atmosphere (Blackett, 1938; Berkova et
al., 2011; Dorman, 2004; Duperier, 1949; Sagisaka, 1986). The integral method has been
shown to be one of the most precise in most of the muon telescopes (De Mendonc¸a et al.,
2016; Dmitrieva et al., 2013) but it requires knowing the distribution of the temperature
coefficients in the atmosphere, WT (h). These can be theoretically calculated for different
threshold energies, zenith and azimuth angles of incidence (Dmitrieva et al., 2011), or ex-
tracted from c.r. data (Yanchukovsky & Kuzmenko, 2018). In this work we compare both
approaches.
Figure 4. Pairwise correlations between daily temperature variations ∆T of the different pres-
sure levels considered in this analysis for Santiago de Compostela (from January 2015 to December
2016).
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An experimental determination of WT (h) is not straightforward, and requires special
statistical techniques, given the presence of strong correlations between the temperature
variations of the different atmospheric layers. Figure 4 shows the pairwise correlation ma-
trix for the temperature variations of the different atmospheric layers on top of the detector.
In general, the low stratosphere (∼250-70 hPa) behaves opposite to the troposphere (∼1000-
250 hPa) and high stratosphere (∼70-1 hPa). This is because the boundary layer (∼925
hPa) is positively correlated with the rest of the troposphere through convection, while an
increase in its temperature will generally result in the low stratosphere cooling down. This is
a typical condition observed for latitude regions above 40◦ (Liu et al., 2014). Consequently,
any attempt to obtain the temperature coefficients by means of a multivariate regression
will result in coefficients whose values do not correspond to the actual values. If explanatory
variables of a multiple regression model are strongly correlated, they provide redundant in-
formation and violate the condition of non-colinearity required in a least-squares regression.
The coefficients will also be highly sensitive to small changes in the model and their sign will
be dramatically dependent on the variables considered. In other words, slightly different
models might lead to different conclusions. In this way, we would never know the actual
effect of each variable. Clearly, any phenomenological model aimed at reliably describing
the measured rates needs to start from a sensible set of uncorrelated temperature variables,
that need to be obtained beforehand. We adapt for the task the Principal Components
Regression (PCR) analysis, that has been successfully used before for this type of studies
in (Yanchukovsky & Kuzmenko, 2018; Savic´ et al., 2019).
4.1 Barometric Effect
Being much subtler, the temperature effect must be analyzed once the pressure effect
has been removed. Moreover, in the case of gaseous detectors, the efficiency is a function
of the ratio of electric field E and pressure P (represented by E/P and dubbed reduced
field), so even a high voltage and T -controlled environment is not sufficient to stabilize the
detector response completely (Lopes et al., 2016). The above dependency means that the
detector efficiency is anticorrelated with pressure, and will add to the barometric effect at
ground. Considering the atmospheric effect first, the relative change in the secondary c.r.
rate caused by variations of the ground-level pressure has an exponential dependence. To
first order approximation, it can be expressed through a linear relation:
R
R0
= eβatm·∆P → ∆R
R0
∣∣∣
P
≈ β ·∆P (1)
where ∆RR0
∣∣∣
P
is the relative variation of the c. r. rate due to the pressure effect, R0 represents
its average value over the period under consideration, ∆P = P − P0 is the deviation of
the ground-level pressure with respect to its mean value (P0) over the same period, and
β = βatm + βdet is the barometric coefficient, with βatm representing the atmospheric effect
and βdet the detector contribution.
The barometric coefficient was obtained separately for five different sub-periods, that
displayed slightly different stability conditions. An iterative linear fit was performed, with
data outside a 2-σ interval removed from the fit (Figure 5). Compatible barometric coef-
ficients were obtained, whose mean value was determined to be β = −0.59 ± 0.02 %/hPa.
This methodology allow us to remove any outliers in the data caused by detector instabilities
and occasional space weather effects such as Forbush decreases or interplanetary events.
Finally, the barometric effect is removed using:
∆R
R0
∣∣∣
T
=
∆R
R0
∣∣∣
obs
− ∆R
R0
∣∣∣
P
(2)
where ∆RR0
∣∣∣
obs
are the experimental c.r. variations and ∆RR0
∣∣∣
T
the remaining variations due
to the temperature effect.
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Figure 5. Example of the linear fit method used to obtain the barometric coefficient for one
of the sub-periods. The green lines delimit the points left out of a 2-σ interval after an iterative
procedure. The blue line is the resulting regression line.
4.2 Temperature effect
Variations of the measured rate of the secondary c.r. component due to the atmospheric
temperature effect can be approximated by a linear combination of some temperature coef-
ficients and the temperature variations of n atmospheric layers (Dmitrieva et al., 2011):
∆R
R0
∣∣∣
T
=
n∑
i=1
WT (hi)∆Ti∆hi (3)
where ∆RR0
∣∣∣
T
are the relative variations due to the temperature effect; WT , given in % K
−1
atm−1, is the corresponding temperature coefficient for the atmospheric layer i at pressure
hi; ∆Ti = Ti − T0i are the temperature variations within the same layer with respect to its
mean value (T0i), and ∆hi = hi−1 − hi is the layer thickness, in atm.
Defining kxi = WT (hi)∆hi, equation 3 can be rewritten as
∆R
R0
∣∣∣
T
=
n∑
i=1
kxi∆Ti (4)
that we denote formally as
y = Xkx (5)
where y is the vector of the measured relative variations ∆RR0
∣∣∣
T
; X is the (m × n) data
matrix of the temperature variations whose columns are the temperature variations of the
ith pressure level and kx refers to the vector of temperature coefficients, that we want to
estimate.
As mentioned earlier, the coefficients of this model can not be obtained by ordinary
regression. For our purpose, we decided to use the Principal Component Regression (PCR)
technique (Jolliffe, 2002). This method is applied when a dataset of variables shows multi-
collinearity, in our case the temperature variations. The idea is to build new uncorrelated
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variables (called principal components), maintaining the information conveyed by the origi-
nal ones, and use them as the new predictors to estimate the unkown regression coefficients
of the model.
The PCA consists of an orthogonal linear transformation that converts the original
variables to a new coordinate system. The principal components (PCs) represent the di-
rections of the data containing the greatest variance. So, the first step is standardizing the
∆Ti measurements in X, dividing them by their standard deviations (over the analyzed
period). This standardization is needed to prevent the variables with the highest variance
from dominating. It causes a change in the notation, too. Too keep it simple, we mantain
the current notation but taking into account that all the following calculations are based on
standardized variables.
The principal components are the eigenvectors (directions) obtained from the covariance
matrix of X and sorted by the amount of explained variance. This set of orthogonal vectors
forms a new basis in the new coordinate system. The matrix X can be transformed using
the matrix of eigenvectors, defined as A (n× n), in the following way
P = XA (6)
where P is now the matrix (m× n) containing the new variables in the new space. We got
a set of uncorrelated variables because they were built using orthogonal eigenvectors. As a
consequence, a new model can be built using variables P:
y = Pkp (7)
Now, the new set of coefficients kp can be obtained directly using a least-squares re-
gression. Taking into account equation 6, we can write
y = XAkp (8)
The regression coefficients kp can be transformed back into the original space using
equation 5 and 8
kx = Akp (9)
and multiplying by standard deviations in order to go back to the original scale.
The year-to-year variability of the temperature data may affect the determination of
the principal components, particularly if exceptional temperature changes took place during
the data acquisition period, such as Stratospheric Warmings. This can be seen in Figures
6 and 7, where several stratospheric temperature anomalies (warmings and coolings) cab
be seen during winter periods. Therefore, as a first step we use a training dataset from a
time series of the last 30 years to determine the PCs of the temperature data and avoid the
influence of outliers corresponding to exceptional events.
PCR typically uses only a significant subset of all the principal components P′ to
increase reliability. The components with higher variances are usually selected as the re-
gressor variables for being the most important. No standard method exists for deciding
how many components to retain. Anyhow, a good number of components should carry a
high percentage of the total variance (> 70%). In order to decide the number of PCs to
keep, we previously performed an analysis with reconstructed cosmic ray variations using a
theoretical distribution of the temperature coefficients as a proxy (Dmitrieva et al., 2011).
These variations represent ideal data (i.e. without noise) only affected by the atmospheric
temperature. Then, we apply the PCR method to these data to see how many PCs need to
be kept in order to retrieve the original coefficients. To make this study more realistic, we
follow the typical procedure of adding extra noise to the original data in three levels (low,
–9–
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Figure 6. Temperature time series of the atmosphere in Santiago de Compostela from October
2015 to January 2017.
Figure 7. Temperature anomaly for March 2016 were an example of a Sudden Stratospheric
Warming is observed in the first half of the month. The upper stratosphere warms rapidly in a few
days propagating way down into the troposphere in the next weeks.
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medium and high) to be able to analyse the performance of the technique. It was observed
that with two components it is possible to restore the correct values of the coefficients until
an acceptable level of noise. Including more components destabilizes the result.
Finally, the vector of coefficients k′p is estimated by regressing the observed vector of
cosmic ray data on the selected principal components P′ using least-squares regression. So
equation 7 is reduced to
y = P′k′p (10)
where P′ is now a matrix (m× r) whose columns are the corresponding subset of columns
of P (and r < n).
Using equation 9, k′p can be transformed back to the space of the actual temperature
variables, providing the regression coefficients kx that characterize the original model. Also,
the relation kxi = WT (hi)∆hi introduced before is taken into account when converting the
estimated regression coefficients to the distribution of temperature coefficients WT , having
a dimension %/K·atm.
It must be noted that Partial Least Squares (PLS) regression could be an alternative to
this technique because it is similar to PCR in that both select components that explain the
most variance in the model. The difference is that PLS incorporates the response variable
(the c.r. rate, in this case) into the analysis. One of the main reasons for not using this
method is that our set of cosmic rays measurements is limited to a period of just two years.
5 Results and Discussion
Figure 8a shows the distribution of temperature coefficients for the secondary c.r. com-
ponent recorded at sea level for vertical incidence (blue line), where only events with a
zenith angle θ lower than 13◦ were selected. The PCR method was applied to five different
sub-periods of the data in order to account for systematic effects, expected to be mostly of
instrumental origin at this stage, but also any remaining space weather phenomena having
similar timescales to temperature variations. The average value and error bars are obtained
from this combined analysis.
As mentioned, the detector is placed in the first floor of a two-floor building. Therefore,
the composition of the overburden material has been taken into account to estimate the value
of the threshold energy, Eth ∼ 0.15 GeV. The theoretical distributions for different energy
thresholds and zenith angle θ = 0◦ (grey lines in Figure 8a) as given in (Dmitrieva et al.,
2011) are shown. A good agreement is observed for thresholds below 0.32 GeV, while above
0.75 GeV a systematic deviation appears, specially close to ground level.
Although being compatible, the estimated values in the troposphere (>300 hPa) are
systematically above the theoretical ones. This might be a consequence of the method itself
but could as well reflect the presence of the soft component in the measured rates, given that
it anticipates a positive correlation with the lower layers of the atmosphere (Dorman, 2004).
The values also differ at high altitudes, in this case due to the constraint in the selection
of the number of principal components in the analysis. The PCR method computes the
principal components taking into account the variance in the temperature data. Then,
the first components reproduce the general variations in the troposphere and stratosphere
(seasonal changes). Variations in the high atmosphere are considerably more complex than
in the surface, as illustrated in Figure 4. Increasing the selected number of components
would help to reduce this effect in an ideal situation. However, the optimum number of
selected components in our case is the one that allows to obtain the best results of the
coefficients without the solution being destabilized by noise and other instrumental effects.
On the other hand, it should be noted that the accuracy of the ECMWF reanalysis is worse
at high altitudes (0-200 hPa) due to the lack of data (less satellite/balloon observations, etc),
–11–
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Figure 8. (a) Distribution of temperature coefficients obtained with PCR for vertical tracks
and comparison with the theoretical distribution for different energy thresholds: 0.15, 0.32, 0.75, 1
and 3.2 GeV. (b) Slopes W˜T obtained through a direct linear regression for the same data sample
(θ < 13◦).
so the temperatures have an inherent source of error that surely increases the difficulties in
obtaining the coefficients at those heights.
Figure 8b shows for illustration the slopes determined before applying the PCR. Each
coefficient W˜T is obtained by direct regression between the relative variations of the c.r.
intensity and the temperature variations for different layers:
∆R
R0
∣∣∣
T
= W˜T (hi)∆Ti∆hi (11)
These coefficients are dominated by the multiple correlations between the atmospheric lay-
ers. In particular, the slopes in the troposphere are negative, become positive in the low
stratosphere and return to negative values in the high stratosphere. The distribution of
temperature coefficients, WT (h), indicates that the contribution of the troposphere to the
total rate variation is higher than the rest (
∑trop
i=1 ∆hi/
∑n
i=1 ∆hi ∼ 75%) and the values of
the coefficients for this layer are negative. Therefore, when a direct regression is performed,
the slopes W˜T in the troposphere will be negative with values close to the real ones, WT .
The observed slopes in the high stratosphere will be negative due to the positive correlation
with the troposphere (Figure 4). And the slopes in the low stratosphere are slightly positive
due to the anticorrelation with the troposphere. A comparison with Figure 8b illustrates
that these correlations have been largely removed with the PCR method.
Once the distribution of temperature coefficients WT has been calculated, we can study
the temperature effect. For this purpose, equation 3 can be used to build the so-called
“effective temperature”, which allows to consider the entire atmospheric temperature profile
through an unique parameter:
∆R
R0
∣∣∣
T
=
n∑
i=1
WT (hi)∆hi ·
∑n
i=1WT (hi)∆Ti∆hi∑n
i=1WT (hi)∆hi
= (12)
= αT∆Teff
Here the temperature coefficient αT and the effective temperature Teff are defined as
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Table 1. Values of the temperature coefficients αT and αMSS obtained in this work, together
with the deviation from independent estimates, dubbed ∆α.
Theoretical (Dmitrieva et al., 2011) This work ∆α
αT (%/K) -0.319 -0.279 ± 0.051 0.040 ± 0.051
(Mendonc¸a et al., 2019) This work ∆α
αMSS (%/K) -0.271 -0.233 ± 0.045 0.038 ± 0.045
αT =
n∑
i=1
WT (hi)∆hi (13)
Teff =
∑n
i=1WT (hi)Ti∆hi∑n
i=1WT (hi)∆hi
(14)
The definition of the effective temperature makes it possible to approximate the atmosphere
as an isothermal body with a temperature Teff , which is nothing but an average weighted
by the product between the temperature coefficients and the atmospheric depth. It can be
calculated using equation 14 with the corresponding temperature coefficients WT . Moreover,
the theoretical value αTtheor = −0.319 %/K is obtained using equation 13 for Eth = 0.15
GeV. In our case, it can be experimentally calculated using the values of WT obtained by
the PCR method:
αTexp = −0.279± 0.051 %/K
That is compatible with the theoretical one and also hints at the presence of the soft com-
ponent, which could be the reason for the slight increase.
A complementary approach exists using the so-called mass-weighted temperature TMSS
and its corresponding coefficient αMSS (De Mendonc¸a et al., 2016). In this case, the c.r.
variations due to the temperature effect are approximated by
∆R
R0
∣∣∣
T
= αMSS∆TMSS (15)
TMSS =
n∑
i=1
Ti ·
(
x(hi)− x(hi+1)
x(h0)
)
(16)
where x(hi) is the atmospheric depth at the same altitude. Indeed, a very recent study from
the GMDN (Mendonc¸a et al., 2019) found a relation between the mass-weighted temperature
coefficient and the cutoff rigidity (Rc) and latitude (L) for vertical incidence:
αMSS = −0.304 + 0.0389 · lnRc − 0.0488 · sinL (17)
Introducing in this equation the values for Rc and L corresponding to the location of
our detector, we anticipate a temperature coefficient of -0.271 %/K. On the other hand,
application of a linear regression to our data following equation 15 gives αMSS = −0.233±
0.045 %/K, which again points to contamination from the soft component. Our analysis is
summarised in Table 1, highlighting the deviation from the other two estimates discussed
in this work (∆α). The fact that ∆α is similar for both αMSS and αT , suggests a common
origin to the observed excess.
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Figure 9. Top: cosmic ray rate corrected by pressure as observed by the TRAGALDABAS
detector (red curve) and calculated via PCR method (black curve) compared with the effective
temperature (blue curve). Bottom: zoom into the December 2016 Sudden Warming event, and P,
∆T map on that period.
Figure 9 shows the secondary c.r. after pressure correction compared with the estimated
temperature effect modeled through our two main PCs and their corresponding regression
coefficients. The evolution of the effective temperature is shown as well. It is possible
to appreciate the typical seasonal behavior reported by other detectors: c.r. rate reaches
its maximum in winter when the atmosphere is colder while it declines towards summer
when it is warmer. Moreover, the procedure is able to interpolate the temperature effect
in those periods of missing data, such us July and August of 2016. Overall, the estimated
temperature effect is able to reproduce ∼ 77% of the variability of the observed data,
demonstrating that the PCR is a reasonable method to recover the seasonal variability.
A significant behaviour is also observed at the end of 2016: rates show an abrupt
decrease followed by a major increase (see zoom in Figure 9). The PCR method is able
to reproduce this trend as well. If the temperature variations of this period are analysed,
several cooling and warmings are observed: a Sudden Stratospheric Warming in the high
stratosphere takes place, followed by a great cooling of at least -40 K. However, an opposite
behaviour is observed in the low stratosphere.
The sign of the calculated distribution of the coefficients WT (Figure 8a) indicates
that the negative temperature effect dominates throughout the atmosphere. This means
that, if the temperature varies in any atmospheric layer, the measured rate will vary in
inverse proportionallity to that indicated by the corresponding coefficient. Bearing this in
mind, we can expect a measured rate decrease due to the increase of temperature in the
troposphere and high stratosphere. However, the reduction of the temperature of the low
stratosphere, given the presence of correlations between layers, will tend to increase the
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rates. The effective temperature describes the global effect of these different temperature
variations. In this case, as the layers of the troposphere have more weight (∼75% of the
total atmospheric mass) with respect to the stratosphere, their effect is dominant and that is
why the seasonal evolution of the effective temperature in Figure 9 is similar to the surface
temperature, and appears anticorrelated with the observed rates.
The distribution of temperature coefficients can be used, along with the barometric
coefficient, to remove the atmospheric effects and analyse space weather phenomena. This
is briefly described in Appendix A with the analysis of a Forbush Decrease (FD) and will
be the subject of future works.
To sum up, this is the first demonstration that the timing RPC technology can be
succesfully applied to studies about the atmosphere condition, in particular its temperature
profile. With the commissioning phase already over and the detector fully operative, addi-
tional work could focus on carrying out differential studies on the angular response as well
as carefully correcting for space weather phenomena.
6 Conclusions
We have commissioned and calibrated a small-size 2 m2 timing RPC detector devoted
to the detailed study of cosmic rays at ground level, and performed the first analysis of
the atmospheric temperature effect with this technology. By studying a data sample of
barely one year, it has been possible to estimate the distribution of temperature coefficients
(WT (h)), showing that the contribution of the hard component is dominant and in good
agreement with theoretical calculations.
We show how the presence of strong correlations among the different atmospheric layers
precludes the use of conventional regression methods. A Principal Component Regression
(PCR), considering the first two components, is sufficient to capture at least 77% of the
variability, giving a good description of the WT (h) and the global slope parameter αTexp =
−0.279 ± 0.051 %/K (compared to a theoretical value of αTtheor = −0.319 %/K). This
results in an anticorrelation with the effective atmospheric temperature, that allows to
clearly identify its seasonal cycles as well as short-term exceptional events (such as the
tropospheric consequences of a Sudden Stratospheric Warming), through measurements
performed at ground level.
Appendix A Monitoring a Forbush Decrease
As mentioned in the introduction, c.r. measurements provide valuable data for different
research areas, in particular space weather. But as we have seen so far, when analyzing
variations in c.r. intensity using ground-based detectors, atmospheric effects cannot be
ignored. The pressure and temperature effects produce significant variations. Therefore,
it is important to remove those in order to study any solar or interplanetary phenomena
(Dorman, 2004).
In June 2015 the Sun was very active and produced a significant number of coronal
mass ejections towards the Earth, initiating a large Forbush Decrease (FD) event (more
information at (The SOHO/LASCO CME Catalog , n.d.)). A FD may be caused when a
solar disturbance travels away from the Sun towards the Earth, affecting the galactic cosmic
ray flux, which conveys the most energetic particles coming from outside the heliosphere.
Such disturbance will produce a region of suppressed c.r. density located downstream of the
coronal mass ejection, behind the interplanetary shock which this fast ejection produces in
the medium ahead of it. In such a case, the c.r. intensity at ground shows a fast decrease,
reaching a minimum within about a day, followed by a slow recovery phase lasting for several
days (Cane, 2000).
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Figure A1. Forbush Decrease event on 22 June 2015: uncorrected (grey curve), only pressure
corrected (blue curve) and pressure and temperature corrected variations (red curve).
The decrease in the TRAGALDABAS counting rate on 22 June 2015 is the first FD
registered over the period from 2015 to 2017. Figure A1 shows the relative variations before
corrections (grey), corrected only by pressure (blue) and corrected by both temperature
and pressure (red) in the period from 18 June to 6 July, 2015. A fast decreasing phase
is observed after pressure corrections, reaching a minimum in a couple of days of about
∼4%, and followed by a slow recovery phase during the next days. Without atmospheric
corrections, this characteristic FD behaviour is not discernible.
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