Abstract It is classical that well-known identities and properties of partial quotients furnish rational approximation in F[ [x −1 ]]. For a rational function, this is the extended Euclidean algorithm in F[x]. Berlekamp's heuristic solution of the 'key equation' essentially approximates an element of F[x] with constant term 1 via a quotient of reciprocals, and his solutions satisfy a number of identities. In earlier papers we gave a solution of an analogous problem using D[x −1 , x], D a commutative domain. The linear complexity (of a finite initial subsequence) of an infinite sequence over F has been related to the degrees of its partial quotients by Mills, Cheng, Niederreiter and others. We use first principles and induction to relate these linear complexities to the degrees of its partial quotients. Berlekamp has also described the set of solutions of the key equation. We define a pairing of minimal solutions and a 'minimal system' of a finite sequence over D. Examples are classical approximation in F[[x −1 ]] and approximation using D[x −1 , x]. We use minimal systems to generalise results of Massey and Niederreiter to arbitrary solutions, including numerators. This includes explicit and unique decomposition of both parts of a solution into a sum of (polynomial) multiples of solutions with minimal degree denominators. The unique multipliers also satisfy degree constraints. We give several applications to gcd's of sequence polynomials and relate partial-quotient solutions to solutions derived using
Obtaining partial quotients uses division in the field of Laurent series in x −1 , written F((x −1 )). When the above sum is a rational function, this is the extended Euclidean algorithm. See also [8] for connections with linear recurring sequences. A second example is Berlekamp's iterative solutions ω (i) /σ (i) of the 'key equation', where 0 ≤ i ≤ n, [1, Section 7] . (The integer n is related to a decoding problem.) It is essentially rational approximation of 1 + s 1 x + · · · + s n x n ∈ F[x] using reciprocals of polynomials. It uses 'auxiliary solutions' γ (i) /τ (i) which satisfy ω (i) τ (i) − σ (i) γ (i) = x i , [1, Theorem 7 .42]. The set of solutions was discussed in [1, Theorems 7.43, 7.44] .
A simplification of Berlekamp's algorithm appeared in [7, Algorithm 1] . This interprets σ (n) as a 'connection polynomial of a minimal-length linear-feedback shift register (LFSR) which generates s = s 1 , . . . , s n '. It is known as the BerlekampMassey algorithm. The minimal length is called the 'linear complexity' L n of s. The set of connection polynomials for all LFSR's of length L n which generate s was given in [7, Theorem 3] .
Connections between these two types of rational approximation e.g. between the linear complexity of S 1 , . . . , S n and the degrees of the denominators q (i) 1 have been discussed in [2, 8] and [15] , which depend on [1] . In [9, Theorem 1] this was done independently of [1] and [7] .
A third example appeared in [11] . Our goal was a faithful redevelopment and extension of [7] ; we were unaware of [9] and Macaulay's inverse systems, see e.g. [10] . We discussed rational approximation of s 0 + · · · + s 1−n x 1−n ∈ D[x −1 ] using Laurent polynomials D[x −1 , x] , where D is a commutative domain. We write our solution as μ = (μ 1 , μ 2 ) and call μ 1 a 'minimal polynomial' of s. The linear complexity L n of s is the degree of μ 1 and the reciprocal of μ 1 is a connection polynomial of an LFSR generating s, [13] . When D is a field, our approach has applications to the above decoding problem and to control theory, see for instance [12, Section 8] and [11, Example 4.9 ].
Overview
Our overall goal is to unify and extend some results in the literature related to the rational approximation of generating functions of infinite and finite sequences. In our approach, numerators play a significant role.
We revisit [9, Theorem 1] , which has two parts. We give an inductive proof of the first part on linear complexity and partial quotients. Our proof is from first principles, using the basic definitions for finite sequences from [11] . We also prove the converse.
We also derive an analogue of Identity (1) for our minimal solutions, Proposition 4.20. This enables us to 'decompose' solutions and determine the set of all solutions for a finite sequence over D whenever we have a 'minimal system' for s. Partial quotients (with D = F) also provide a minimal system. In this way we generalise the second part of [9, Theorem 1] to all solutions. We conclude with some applications of decomposition.
Note to the reader: we consider the partial quotients for an infinite sequence over a field only; we have not extended [2] and [9] to commutative domains. In some situations, we apply our results to finite sequences over a field e.g. Proposition 2.8, Proposition 4.14 on monic minimal polynomials and Corollaries 6.1-6.4. We have included a number of examples; some reappear intentionally in different guises as an expository aid and others are inductive bases for later theorems.
In more detail
We begin with basic concepts for infinite sequences over F, denoted S 0 , S −1 , . . . and finite sequences over D, denoted s 0 , . . . , s 1−n where n ≥ 1; this indexing agrees with Macaulay's inverse systems in [10] and with finite sequences in [11] .
We can regard finite sequences as trivial (s = 0, . . . , 0), geometric or 'essential', Proposition 2.10. Geometric sequences are those of high school, defined by s 0 = 0 and a common ratio. Equivalently, they satisfy L n = · · · = L 1 = 1. 'Essential' sequences on the other hand satisfy L n > L 1 ≥ 0 and predominate: geometric sequences may become essential on adding a term, but never the reverse, see Proposition 2.11. We summarise this using a state diagram ('I' is the start state, 'G' denotes 'geometric' and 'E' denotes 'essential'; we have suppressed transitions between the same state):
where s = 0, . . . , 0 and 1 denotes a 'discrepancy'. Unfortunately this subdivision of sequences does not appear in [7] , which renders the Berlekamp-Massey algorithm harder to understand. If n ≥ 2 and s = s 0 , . . . , s 1−n is essential then
is a well-defined integer, 1 ≤ n < n, and we have the important subsequence s 0 , . . . , s 1−n .
We next discuss partial quotients (when S = 0, 0, . . .) as these are classical and less detailed, being based on division in F((x −1 )). First we treat the base cases in Propositions 3.4, 3.6. We obtain an inductive proof of the first part of [9, Theorem 1] and its converse, Theorem 3.7. This gives a similar state diagram for S, Proposition 3.8:
E Then we revisit [11] , restricting to geometric and essential sequences over D only. This new approach is simpler, see Theorem 4.9; the corresponding Algorithm 4.12 is valid for all sequences and is virtually identical to [11, Algorithm 4 .6]; we compute μ = (μ 1 , μ 2 ) rather than (μ 1 , xμ 2 ). (Apart from Lemmas 4.2 and 4.7-which the interested reader may verify-this paper is independent of [11] ).
For sequences over a field, there is a 'normalised Algorithm 4.12' which computes a monic μ 1 , Proposition 4.14. This has been implemented in COCOA, [3] . We also prove an identity for the sum of the linear complexities of s. This seems to be new and gives a simple analysis of Algorithm 4.12, see Proposition 4.17.
We use Algorithm 4.12 to define an element ∇ s ∈ D\{0} and prove the identity
where μ is either (1, 0) or a minimal solution for s 0 , . . . , s 1−n . This is our analogue of Identity (1) and the identity of Berlekamp mentioned above. Identity (2) easily implies that for any
where
This is a special case of a pairing
defined by μ and μ . In fact, essential sequences exhibit a 'minimal system', a stronger property than (3), Definition 5.8. We show that if f is a solution and we have a minimal system, then these multipliers (i) satisfy degree bounds and (ii) are unique when the degree of f 1 is at most n; in this case we call (3) a 'decomposition' of ∇ s f 1 . And ∇ f 2 satisfies a similar identity with the same multipliers i.e. we have a decomposition of ∇ s f . This yields the required description of all solutions when we have a minimal system, see Corollary 5.15. Partial quotients also exhibit a minimal system. In this way, we generalise the second part of [9, Theorem 1] . It also strengthens [11, Theorem 4.17] and has a simpler proof.
There are lacunae for geometric sequences as they do not have a minimal system. However this does not embarrass us, as using (q
2 ) = (μ 1 , μ 2 ) = (1, 0) enables us to give alternative proofs in both the partial quotient and finite sequence contexts. Secondly, over a domain D, we have to work with 'pseudo-geometric' sequences as the leading coefficient of μ 1 may not be a unit of D. As these sequences are inherently simpler and easier to treat than the essential ones, we always discuss them first.
We have included some applications. We show that for a sequence s over a field and solution ( f 1 , f 2 ) such that the degree of f 1 is at most n − L n (i) gcd( f 1 , f 2 ) = 1 implies that f is a minimal solution and (ii) the multipliers of Identity (3) satisfy gcd(m, m ) = gcd( f 1 , f 2 ). We apply (i) to linear recurring sequences. We relate our minimal polynomials and partial quotients, Corollary 6.2. We also give a precise count of the number of solutions when |F| < ∞.
For our final application, we revisit some work of Salagean, [14] . Let a ∈ D be arbitrary and suppose that μ 1 (a) = 0. We show that Identity (3) implies that the lower bound for the degree of an annihilating polynomial of s which does not vanish at a is M = L n + max{n + 1 − 2L n , 0}. We exhibit a solution of minimal degree 1 does not vanish at a by Identity (3). Algorithm 6.8 is a one-line extension of Algorithm 4.12 and is simpler than [14, Algorithm 3.2] . We also derive the corresponding numerator. In fact the bound in Theorem 6.7 and the set of minimal polynomials in Corollary 6.12 were stated without proof in [14] and used to justify Algorithm 3.2, loc. cit.
We thank the anonymous referee for a number of useful comments and suggestions which improved the presentation, and also the members of Projet Secret at INRIA, Rocquencourt for their hospitality.
Standard notation
For any set E containing 0, E × = E\{0} so that N × = {1, 2 . . .}. As usual, ∅ = 0.
Throughout the paper, D is a commutative domain with 1 = 0 and
where k ∈ N and g, h ∈ R. For f, g ∈ R, their product is written f g and we regard R 2 as an R-module via
We denote an arbitrary field by F. For continued fractions in 1 ) ) is the subfield of rational functions over F.
Guide to additional notation
We include a table of additional symbols used in the paper to aid the reader. 
Set of minimal polynomials of s n A strictly positive integer n The strictly positive integer
Strictly positive integer |q 
Elements of R.
Sequence basics

Rational approximation and solutions
Given an infinite sequence S = S 0 , S −1 , . . . over F, rational approximation of the generating function of S and continued fractions is classical. Consider the following problem: for n ≥ 1, find a rational function
and
We can rephrase (4) as: find
Multiplying by f 1 , we equivalently require (
Let {q
1 : i ≥ 0} be the partial quotients of x −1 S. In [9] (with S = S 1 , S 2 , . . .
1 is an 'nth minimal polynomial' of S, [9, p. 39] ; (iii) all nth minimal polynomials of S can be expressed in terms of q 
Linear recurring sequences
For an infinite sequence S over F, we easily have
uniquely determine all subsequent terms of S; ϕ is called a characteristic polynomial of the linear recurring sequence S. It is well-known that these polynomials form a
, generated by a minimal polynomial of S. The situation is similar for n ≥ 1 and a finite sequence s = s 0 , . . . , s 1−n over F i.e. 
Annihilating polynomials and solutions
Let n ≥ 1 and s = s 0 , . . . , s 1−n be a finite sequence over D i.e. s i ∈ D; s is trivial if 
We note that (7) is vacuously satisfied if d = |ϕ| ≥ n, so that the previous definition is equivalent to [11, Definition 2.7] and
We prefer 'annihilating polynomial' to 'characteristic polynomial' as we do not insist that lc(ϕ) be a unit of D. Further, we may be unable to express s 1−n as a linear combination of s 0 , . . . , s 2−n ; e.g. if s = 0 n−1 , 1 then s 1−n is not a linear combination of 0's; if D = Z and s = 2, 1 we cannot express 1 as a multiple of 2 in D.
As in (5) we now have:
We say that f = (
We include a proof of the following for completeness. 
Proposition 2.3 Let (ϕ, ψ) be a solution for s
= s 0 , . . . , s 1−n . If 1 ≤ d = |ϕ| < n and lc(ϕ) is a unit of D then (i) ϕ −1 ∈ D[[x −1 ]]; (ii) ϕ, s 0 , . . . , s 1−d determine s −d , . . . , s 1−n . Proof If σ = 1 − ϕ x −d /ϕ d ∈ D[x −1 ] then ϕ = ϕ d x d (1 − σ ), σ = 1 since ϕ = 0 and 1 ϕ = 1 ϕ d x d (1 − σ ) = ϕ −1 d x −d (1 + σ + σ 2 + · · · ) ∈ D[[x −1 ]]. Thus v(s − x ψ/ϕ) = v(ϕ · s − x ψ) + v(1/ϕ) ≤ |ϕ| − n − v(ϕ) = −n, which implies that (x ψ/ϕ) i = s i for n − 1 ≤ i ≤ 0.
First examples and the key Lemma 2.6
Our first examples include the inductive bases for various results below. 
We recall the proof of the following lemma from [12] as it shows the usefulness of second components. Also, the polynomial g 2 h 1 − g 1 h 2 of the proof will reappear later. 
For Example 2.4(i), if h is a solution for
Linear complexity and minimal solutions
Next we discuss minimality. Firstly, Ann(s) × = ∅ since any polynomial of degree n annihilates s and the following definition makes sense.
We write MP(s) for the set of minimal polynomials of s and say that f ∈ R 2 is a minimal solution for s if it is a solution for s and f 1 ∈ MP(s).
It is important to note that linear complexity and minimality are defined independently of how solutions are obtained. Of course, 0/1 is a minimal solution for any sequence of zeroes, and L(s) = 0 if and only if s is trivial. For Example 2.4(ii), x n ∈ Ann(s), so L n = n by Lemma 2.6. The function L is a non-decreasing function of n and L n ≤ n.
We repeat the proof of the next result from [11] for the convenience of the reader.
So if s is a sequence over F, f is any minimal solution for s and
i.e. f 1 is a minimal polynomial for S f . This justifies our use of the term 'minimal polynomial' of s. The converse of Proposition 2.8(ii) fails: let n ≥ 2 and
We will need to single out two kinds of non-trivial sequences:
Any geometric sequence s is pseudo-geometric since x − s −1 /s 0 ∈ MP(s). A nontrivial sequence s = a, 0 n−1 is pseudo-geometric. In general, s is pseudo-geometric if and only if s 0 x − s −1 ∈ MP(s). Conversely, if n ≥ 2, s 0 is a unit of D and s is pseudo-geometric then s is a geometric sequence with common ratio s −1 /s 0 .
Essential sequences were motivated by the need for the integer
to be well-defined; now s = s 0 , . . . , s 1−n is a well-defined, proper subsequence of s as 1 ≤ n < n.
N.B. For n ≥ 2, the sequence s
< n (and moreover s = 0 n−1 has minimal solution 0/1). On the other hand, if s is pseudo-geometric then n is undefined.
We can now formally state our subdivision of sequences.
Proposition 2.10 A sequence over D is either trivial, pseudo-geometric or essential.
Proof
The first state diagram of the Introduction illustrates this transition on adding a term.
Minimal solutions via partial quotients
Here we revisit the first part of [9, Theorem 1]. Let S be an infinite sequence over F, S its generating function and n ≥ 1. Our goal is to show that a certain partial quotient of S (depending on n) is a minimal solution for S|n = S 0 , . . . , S 1−n . In particular, we relate L(S|n) to the degrees of the partial quotients of S.
We recall the construction of the partial quotients of S, their basic identities and properties. We work through [15, Example 1]. Then we discuss geometric sequences and 0 n−1 , S 1−n where S 1−n ∈ F × and n ≥ 2. These form our inductive basis for the main Theorem 3.7. When S|n is essential, we determine max 1≤ j<n {L j < L n } and prove an identity for any f ∈ R 2 .
Continued fractions
We use the formulation of continued fractions in
It is well known that S has the unique continued fraction expansion 0
where, if a i ∈ R exists, then |a i | ≥ 1. The a i are obtained using division in the field F((x −1 )) as follows:
The partial quotients of S are
In the following wellknown result, Part (iv) on numerators is probably well-known, but does not appear in [9] .
Proof (i)-(iii) Use induction and properties of the exponential valuation as in [9] 
and rearranging gives
Next we define a partition of N × . Let n 0 = 1 and for i ≥ 1, define n i = n i (S) by 
and q (3) is
Clearing denominators, this is the extended Euclidean algorithm: a i+1 is the quotient and b i+1 is the remainder. We have |q
1 | = 2 and |q
1 | = 3 and |q (4) 1 | = ∞, so that the partition of N × defined by S is [1, 3) , [3, 5) , [5, ∞) . Our inductive proof of the first part of [9, Theorem 1] depends on characterising solutions for S|n in terms of solutions for S, and is proved using Proposition 2.2.
Further f is a solution for s if and only if
v( f 1 · S −x f 2 ) ≤ | f 1 |−n. Proof We have v(S −s) ≤ −n and [ f 1 ·(S −s)] = 0, so [ f 1 · S] = [ f 1 ·(s +(S −s))] = [ f 1 · s] + [ f 1 · (S − s)] = [ f 1 · s] and f 1 · S − x[ f 1 · S] = f 1 · (s + (S − s)) − x[ f 1 · s]= f 1 · s − x[ f 1 · s] + f 1 · (S − s). Hence v( f 1 · S − x[ f 1 · S]) ≤ max{v( f 1 · s − x[ f 1 · s]), | f 1 | − n} and if f 1 ∈ Ann(s) then v( f 1 · S −[ f 1 · S]) ≤ | f 1 |−n by Proposition 2.2. The converse is proved similarly, for f 1 · s − x[ f 1 · s] = f 1 · S − x[ f 1 · S] − f 1 · (S − s).
Geometric sequences
Proposition 3.4 Let S be an infinite sequence over a field F such that S 0 = 0, q = q (1) and q = (1, 0). The following are equivalent
(ii) q is not a solution for s = S|n and q is a minimal solution for s.
By Lemma 3.3, q is a solution for s. As |q 1 | = 1, it is a minimal solution.
(
We can say more. 
and a 1 = Pol(b
Essential sequences and the general case
Proposition 3.6 Let S be an infinite sequence over a field F such that S = 0, S 0 = 0, q = q (1) and q = (1, 0). The following are equivalent
(ii) q is not a solution for s = S|n and q is a minimal solution for s. 
We have now treated the case n ∈ [n 1 , n 2 ). Now for the general case.
. The following are equivalent:
is not a solution for s = S|n and q is a minimal solution for s.
Proof For i = 1 the result follows from Propositions 3.4 and 3.6. Suppose inductively that i ≥ 2 and that the result is true for i − 1.
, n i+2 ) and so q 1 / ∈ Ann(s) by the first part, and in particular q 1 / ∈ MP(s). 
We note that in the previous proposition, if n ∈ [n 1 , n 2 ) and b 1 = 0 (i.e. n 2 = ∞) then S|n is geometric; otherwise for k ∈ [n i , n i+1 ) and i ≥ 2, S|k will be essential. The second state diagram of the Introduction illustrates this behaviour. 
If S|n is essential, the integer max 1≤ j<n { j : L j < L n } equals n i − 1:
We conclude with a consequence of Theorem 3.1 and Corollary 3.10.
Proof As q is well-defined from Corollary 3.10, we have
, which is (−1) i−1 f 1 by Theorem 3.1.
An inductive construction of minimal solutions
In this section, we work with arbitrary finite sequences over D. Given n ≥ 1, we construct a minimal solution μ for any s = s 0 , . . . , s 1−n i.e. μ 1 ∈ Ann(s) and (ii), (iii) we will see that the construction returns μ 1 = x n and μ 1 = 2x − 1 respectively; in each case, we cannot generate s 1−n using s 0 , . . . , s 2−n and μ 1 .
We simplify [11] by appealing to Proposition 2.10 and recalling two lemmas from [11] . In this way we construct a new minimal solution when the current one fails. The proof of each lemma consists of (i) verifying that we have a new solution and (ii) applying Lemma 2.6 to deduce minimality. For a pseudo-geometric sequence, it suffices to consider n +1−2L = n −1 > 0 only and the proof is elementary. However, for an essential sequence, we require both a current minimal solution and a solution for s 0 , . . . , s 1−n where 1 ≤ n < n. We encode each of these solutions as a 'triple'.
The resulting Algorithm 4.12 is identical to [11, Algorithm 4.6] , except that we compute μ 2 rather that x μ 2 . We can also suppress second components and in this way compute minimal polynomials only, cf. [7] . We include a normalised version to compute a monic μ 1 when D is a field. We also give a new analysis of Algorithm 4.12.
Section 4.5 defines the scalar ∇ s ∈ D × and proves Identities (2), (3) of the Introduction, see Propositions 4.20, 4.22. These identities are integral to the rest of the paper.
Pseudo-geometric sequences
The following integer will play an important role for all finite sequences. 
) since e r = 0; s is also pseudogeometric. Let n ≥ 3 and s = r, s 1−n . If L n−1 = · · · = L 1 , μ is a minimal solution for r and 1 = (μ 1 ; s) = 0, then ν = s 0 x n−2 μ − 1 (1, 0) since e r = n − 2. Now L n = |ν 1 | = n − 1 > L 1 = 1; the new sequence s is essential. This is an explicit version of Proposition 2.11. (ii) Now let k = 2, r = a, b and s = r, c. We know that (ax − b, a 2 ) is a minimal solution for r and 
Lemma 4.2 implies that if
1 = 0, ax(ax − b, a 2 ) − 1 (1, 0) = (a 2 x 2 − abx − 1 , a 3 x)∈ D × then 1 = (x; s) = b = 0, hence ax k−1 (x, a) − b(1, 0) = (ax k − b, a 2 x k−1 ) is a minimal solution for s and L k+1 = k > 1 = L k .
Essential sequences or, a tale of two triples
Next we recall a lemma which constructs a minimal solution for an essential sequence when the current one fails. As this is more involved, we encode the data as a 'triple' consisting of a strictly positive integer, a minimal polynomial and an element of D × . We also require that our two triples are linked by linear complexity. Thus given a pair of linked triples for r and a ∈ D, we construct a pair of linked triples for s = r, a. 
Remark 4.6 In [11], we used
, linked by L 0 = 0 when r = s 0 = 0. In this paper, we treat pseudo-geometric sequences separately and the proper subsequence r always has length n ≥ 1, further simplifying the theory developed in [11] .
We now combine several results from [11] to construct a linked triple for s = r, s −k from a linked triple for r . 
Example 4.8 (i) For Example 4.5(ii), Theorem 4.7 yields ν
1 = ax k − bx k−1 from T r = (k, x k , b), T r = (k − 1, 1, a) which are linked as we have seen. (ii) In Lemma 4.2, L k = 1, ν 1 = s 0 x k−1 μ 1 − 1 and L k+1 = k. If = (ν 1 ; s) = 0 we have T s = (k + 1, ν 1 , ), T s = (k, μ 1 , 1 ) and L k+1 + L (k+1) = k + 1 = (k + 1) + 1 so that T s , T s are linked.
The inductive theorem and the corresponding algorithm
The elementary case n = 1, Example 4.5(ii), Lemmas 4.2 and 4.7 now yield Proof We induct on n. For n = 1, μ = (1, 0) is minimal if s is trivial and otherwise μ = (x, s 0 ) is. Let n = 2, r = s 0 and s = r, s −1 . If 1 = (μ 1 ; s) = 0 then μ is as required. Otherwise 1 = 0 and s is non-trivial, so s is either pseudo-geometric or essential. In the first case, r is also pseudo-geometric and we can apply Lemma 4.2 to r and s −1 : we take μ = (s 0 x −s −1 , s 2 0 ). For the second case, r is trivial and s −1 = 0 so we take μ = (x 2 , s −1 ). Morover if we put n = 1 then L n +L n = 2 = n +1. Hence if s is non-trivial and 1 = (x 2 ; s, s −2 ) = 0, we have linked triples T s = (2, x 2 , 1 ),
. Now let n ≥ 3, s = r, s 1−n and μ be our solution for r with linked triples T r , T r if both r = 0 and 1 = (μ 1 ; s) = 0. Thus s is non-trivial; if s is pseudo-geometric, so is r and we apply Lemma 4.2 to r and s 1−n . Otherwise s is essential. If r = 0 then s 1−n = 0. Put μ = (x n , s 1−n ). Now n = n − 1, L n + L n = n = n + 1 and T s = (n , 1, s 1−n ) is a triple. For r = 0, the inductive hypothesis and Lemma 4.7 apply to r, s 1−n , μ and linked triples T r , T r to yield a new μ, and a linked T s , T s if s is non-trivial and (μ 1 ; s, s −n ) = 0. 
Next we derive the algorithm which follows from the constructive proof of Theorem 4.9. The constructions in Example 4.5(ii) and Lemma 4.2 bear some resemblance to Lemma 4.7, and pseudo-geometric sequences often become essential. Thus it is reasonable to try to fit these two cases into the format of Lemma 4.7 and to iterate.
First we rewrite Lemma 4.7 algorithmically using μ for the current solution, the variable 1 , updates for e and ν for the new solution. Here 2 ≤ k ≤ n − 1 and s = s 0 , . . . , s 1−k is essential: Lemma 4.7 (restated) 
Now replace ν by μ and ν by μ throughout. This requires a temporary variable T to avoid overwriting μ when e > 0. We factor out incrementing e, giving last statement e ← 1 + e.
If 1 = 0 then μ 1 remains unchanged and e ← 1 + e since k + 2 − 2|μ 1 | = 1 + e. We can thus place e ← 1 + e at the bottom of the loop, independently of 1 , as in: Tables 1 and 2 (for Example 6.9 in Section 6.2). Note that (i) we may suppress second components and compute μ 1 only as in [7] ; (ii) Algorithm 4.12 is identical to [11, Algorithm 4.6] except that μ ← (0, −x) has been replaced by μ ← (0, −1), so that Algorithm 4.6, loc. cit. computes x μ 2 instead of μ 2 . e s μ μ
Our initialisation μ = (0, −1) was chosen to yield the inductive bases of Theorem 4.9. In [7] , we have the initialisation 'B(D) = 1', which corresponds to μ 1 = 1. Let Algorithm 4.12 denote Algorithm 4.12 using the initialisation μ 1 = 1. The reader may easily check that the first iteration of Algorithm 4.12 (with 1 = s v = 0) produces μ 1 = x n − s v ∈ MP(s). As Lemmas 4.2, 4.7 apply to any μ 1 ∈ MP(s), Theorem 4.9 and hence Algorithm 4.12 also produces a minimal polynomial on subsequent iterations. Proof It suffices to show that the updating is well-defined and μ 1 is monic. Firstly, 1 = 1 initially and 1 is either unchanged or replaced by 1 = 0. Thus ρ is welldefined. Secondly, μ 1 is monic for the base cases. Suppose that s = s 0 , . . . , s 1−n is essential and e ≤ 0. Then lc(μ 1 
as L n + L n = n + 1 and n < n. Hence the updated μ 1 will be monic in this case. And a fortiori if n ≥ 2 and s is either (i) geometric or (ii) essential and e ≥ 1. For 
A worst-case analysis
Next we give a worst-case analysis of Algorithm 4.12. For n ≥ 1 and s = s 0 , . . . ,
The following identity and inequality seem to be new.
Proposition 4.17 If s
, with equality if and only if n = 2L n − 1.
Proof The equality is trivially true if s = 0 n . For the sequence s = 0 n−1 , s v with −v ≥ 0, we have σ n = n = n(n + 1 − n) as required. Suppose inductively that n ≥ 2, s is non-trivial, the equality is true for s = s 0 , . . . , s 1−n and t = s, s −n . If (μ 1 ; t) = 0 then L n+1 = L n and by the inductive hypothesis
If (μ 1 ; t) = 0 we apply Lemma 4.2 or 4.
and we have just seen that the result is true in this case
and by the inductive hypothesis,
which we have just seen is σ n+1 . This completes the inductive proof of equality.
For the inequality, we show that 
with equality if and only if
a = b. Put a = L n and b = n + 1 − L n . Then a + b = n + 1, so that 4ab ≤ (n + 1) 2 ,
with equality if and only if L
Thus computing a minimal polynomial for s = s 0 , . . . , s 1−n requires no more than n−1 k=1 (3L k + 2) ≤ 3n 2 /4 + 2n multiplications by Proposition 4.17. If (μ 1 , xμ 2 ) is a solution for r then |μ 2 | ≤ L k − 1 and μ 2 = 0 or |μ 2 | ≤ L k − 1, so that we need at most L k + L k additional multiplications to obtain ν 2 . Ignoring linear terms, this gives at most 5n 2 /4 multiplications to obtain a solution for s. The remaining cases are similar.
An identity for µ and µ
We prove an identity satisfied by μ, μ . This is our analogue of Identity (1) satisfied by partial quotients; see Theorem 3.1. First a non-zero scalar: Definition 4.19 We define ∇ s ∈ D × using Algorithm 4.12 as follows: ∇ s = 1 on initialisation. Let μ 1 ∈ MP(s) and t = s, a. 
Suppose inductively that μ 2 μ 1 −μ 1 μ 2 = ∇ s and t = s, a. If 1 = 0, there is nothing to prove. Otherwise let e s ≤ 0. By construction ν = μ and
whereas if e s ≥ 1 we have ν = μ and by construction
, we have seen that ∇ a,b,c = a 2 1 and
We have the following immediate consequence of Proposition 4.20.
Corollary 4.21 If s is a finite sequence over
The next useful consequence of Proposition 4.20 is worth stating separately. The proof is similar to that of Proposition 3.11 and is omitted.
Example 4.23 For s
= 0 n−1 , a as in Example 2.4(ii), μ = (x n , a), μ = (1, 0) and ∇ s = a. For f ∈ R × , m = f 2 μ 1 − f 1 μ 2 = f 2 x n − f 1 a, m = f 2 μ 1 − f 1 μ 2 = f 2 and m μ 1 − mμ 1 = f 2 x n − ( f 2 x n − f 1 a) = a f 1 = ∇ s f 1 .
Decomposition
We now turn to the set of annihilating polynomials of a finite sequence s over D (which may be S|n for some infinite sequence S over a field). We will characterise the annihilating polynomials which uses a pairing R 2 × R 2 → R. This pairing was suggested by Identities (2) and (3) of the Introduction. Even though our conclusions for pseudo-geometric sequences turn out to be a special case of those for essential sequences, we have treated each case separately as their proofs differ, and little would be gained by combining their proofs in one place. Moreover the simpler pseudo-geometric case acts as a precursor to the remaining case. For essential sequences, the integer n and the identity L n + L n = n + 1 are vital. In each case, we characterise the elements of Ann(s) using the pairing and show that if we restrict to annihilators of degree at most n, our decomposition is unique and we can describe the set of solutions.
These proofs are valid once we know either a minimal polynomial or a 'minimal system' (see Definition 5.8) for the original finite sequence i.e. they do not depend on the provenance of the minimal polynomial. For s, g, t and h as in Lemma 2.6, the proof of Lemma 2.6 shows that g, h t = 0 and | g, h t | = |g| + |h| − n − 1 ≥ 0.
A pairing
From Corollary 3.10 and Proposition 3.11, (−1) i−1 f 1 = f,1 − f,1 . We can restate Proposition 4.20 as μ, μ = ∇ s and Proposition 4.22 as
Geometric sequences: II
Throughout this subsection, n ≥ 1 and s = s 0 , . . . , s 1−n is a pseudo-geometric sequence over D. We assume that λ ∈ R 2 is a minimal solution for s, 
Annihilating polynomials
We claim that m λ 1 ∈ Ann(s):
(ii) This is immediate.
.
(ii), (iii) These are immediate.
Solutions
We apply the results of the previous subsection to finding solutions for a pseudogeometric sequence; this is a precursor to the discussion of solutions for essential sequences in Subsection 5.3.2.
Proof We have λ 1 · s = M + x λ 2 where v(M) ≤ 1 − n and 
Essential sequences: II
When s is essential, more information is available for decomposition. Informally, we have a pair of linked triples, their second components and ∇ ∈ D × , all related by the pairing of Definition 5.1.
Definition 5.8
Let n ≥ 2 and s = s 0 , . . . , s 1−n be an essential sequence over D. A minimal system for s is a 5-tuple (λ, n , λ , , s , ∇) consisting of (i) a minimal solution λ ∈ R 2 for s and
From Theorem 3.1 and Corollary 3.10, (q, n i −1, q , , S|n , (−1) i−1 ) is a minimal system for S|n if n ∈ [n i , n i+1 ) and S|n is essential. We have seen that if (n, μ 1 , ) and (n , μ 1 , ) are linked triples for s then (μ, n , μ , , s , ∇ s ) is a minimal system for s by Theorem 4.9, Definition 4.19 and Proposition 4.20.
N.B. Throughout this subsection, n ≥ 2, s is a sequence over D and (λ, n , λ , , s , ∇) is a minimal system for s = s 0 , . . . ,
As we have already seen in Propositions 3.11 and 4.20(ii), for any f ∈ R 2 we have
Annihilating polynomials
Since f 1 ∈ Ann(s) we can write
, and this is true by hypothesis. We conclude that ∇ f 1 ∈ Ann(s) and hence so is f 1 .
(ii) The first sentence was proved in Part (i); we also have |m
Recall that for any sequence s = s 0 , . . . , s 1−n over D, e s = n + 1 − 2L n ∈ Z.
Corollary 5.11 (Cf. [7] ) 
Moreover if ∇ is a unit of D (for example if D is a field) the inclusions are equalities.
Proof (i) If f 1 ∈ Ann(s) × then ∇ f 1 = m λ 1 − mλ 1 where |m | = | f 1 | − L and |m| ≤ | f 1 | + L − n − 1 = |m | −MP(s) = {ϕ q 1 − ϕq 1 : ϕ ∈ F × , |ϕ| ≤ −e s }.
Solutions
Next we look at solutions i.e. pairs ( 
The final result of this section on solutions is a simple consequence of Corollary 5.14.
Corollary 5.15 (Cf. [7] ) If n ≥ 2, s = s 0 , . . . , s 1−n is an essential sequence and denotes the solutions {(
and if ∇ is a unit of D (for example if D is a field) the inclusions are equalities.
We leave the corresponding result for minimal solutions to the interested reader.
Some applications of decomposition
We give some applications of the results from the previous sections. As usual, n ≥ 1, s = s 0 , . . . , s 1−n is non-trivial and μ, μ are obtained using Algorithm 4.12 or, if D is a field F, using the Normalised Algorithm 4.12. We put L = L(s).
Sequences over a field
We prove several gcd-related results, relate partial quotients to μ 1 , μ 1 and count the number of solutions when |F| < ∞. Firstly a partial converse to Proposition 2.8(ii). 
The example after Proposition 2.8 shows that the condition | f 1 | ≤ n − L is necessary. Secondly, one may show directly that if f 1 , g 1 ∈ Ann(s) × and | f 1 | + |g 1 | ≤ n then f, g = 0; see [11, Corollary 3.25 ]. This gives another proof of Corollary 6.1. 
Non-vanishing annihilating polynomials
We consider the following problem: let a ∈ D be arbitrary and suppose that μ 1 (a) = 0. Find a solution ξ = (ξ 1 , ξ 2 ) such that ξ 1 (a) = 0 and ξ 1 has least degree among solutions with first component not vanishing at a. We begin with a pseudo-geometric example.
Example 6.5 Let n ≥ 2 and s = s 0 , . . . , s 1−n = 1, 0 n−1 . Then e s = n − 1 > 0 and ∇ s = 1, so MP(s) = {ϕ x : ϕ ∈ D × } by Corollary 5.4. Thus all minimal polynomials of s vanish at 0. However g = (x n + 1, x n−1 ) is a solution for s and g 1 (0) = 0. We will shortly see that min{| f 1 | : f is a solution for s, f 1 (0) = 0} = n, so that |g 1 | attains this minimum.
We can assume that s is non-trivial and L ≥ 1, for otherwise μ 1 ∈ D × vanishes nowhere. Put Ann(s) (a) = { f 1 ∈ Ann(s) : f 1 (a) = 0}. Any polynomial of degree n which does not vanish at a annihilates s, so that To see that L (a) ≤ L + M, let ξ 1 = x M μ 1 − μ 1 which has degree L + M. We have ξ 1 (a) = −μ 1 (a) = 0 by Corollary 6.6. We claim that ξ 1 ∈ MP(s) (a) . We have (ii) The original motivation of [14] : let a = 0 and ξ * 1 be the reciprocal of ξ 1 . Since ξ 1 (0) = 0, |ξ * 1 | = |ξ 1 | = δ say, (ξ * 1 · s * ) i = (ξ 1 · s) j where j = 1 − n + δ − i, and δ + 1 − n ≤ i ≤ 0 if and only if δ + 1 − n ≤ j ≤ 0. Hence if 1 ≤ δ < n, ξ 1 and the first δ terms s 0 . . . , s 1−δ uniquely determine the last n − δ terms s −δ , . . . , s 1−n if and only if 1 ≤ n − δ < n, ξ * 1 and the last n − δ terms s 1−n . . . , s δ−n uniquely determine the first δ terms s δ−n+1 , . . . , s 0 .
We can also construct an element of MP(s) (a) by extending s by one term. Proof Let 1 = (μ 1 ; t) . Since e ≥ 1, ν 1 = 1 x e μ 1 − 1 μ 1 ∈ MP(t) from Theorem 4.9 and |ν 1 | = n + 1 − L = L (a) by Theorem 6.7. Further, ν 1 (a) = − 1 μ 1 (a) = 0 by Corollary 6.6 and since Ann(t) ⊆ Ann(s), ν 1 ∈ MP(s) (a) .
For the Example of Table 2 , 9 = 1 requires s 9 = 0 and we obtain ν = ξ as before. 
