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ABSTRACT
THE CONTROL OF FREQUENCY OF A CONDITIONAL




A conditional oscillator is one that requires input to oscillate. An example of such
is the gastric mill network of the stomatogastric ganglion of the crab Cancer borealis
which requires modulatory input from outside the stomatogastric ganglion and fast
input from the pyloric network of the animal in order to become active. This
dissertation studies how the frequency of the gastric mill network is determined when
it is simultaneously subjected to two different rhythmic inputs whose timing may be
mismatched. We derive a mathematical model of the gastric mill network and deduce
that the difference in timing between the pyloric and modulatory inputs is crucial in
determining what effect it will have on the frequency of the gastric mill network. Over
a certain range of the time mismatch, the pyloric input plays no role in determining
the network frequency, while in another range of the time mismatch, both inputs work
together to determine the frequency. The existence and stability of periodic solutions
to the modeling set of equations are obtained analytically using geometric singular
perturbation theory and an analytic approximation of the frequency is obtained. The
results are validated through numerical simulations of the model and are shown to
extend to a detailed Hodgkin-Huxley type compartmental model of the gastric mill
network. Comparisons to experiments are also presented.
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CHAPTER 1
INTRODUCTION
As conscious animals, the desire to understand the means by which all of our behaviors
are controlled is an increasing area of interest. The central nervous system of humans
which consists of the brain and spinal cord is responsible for regulating the most
fundamental behaviors such as the beating of the heart, processing of visual infor-
mation, and coordination of the movement of muscles involved in such things as
chewing and walking. The central nervous system is also responsible for more abstract
processes such as learning and the expression of emotions.
Much work done since the start of the 19th century by numerous scientists has
opened the doorway to our understanding of the many functions of the human brain.
Camillo Golgi and Ramon y Cajal led the way in developing new techniques to view
single neurons of the brain. Cajal and Karl Wernicke [36, 52] were among the group
of experimentalists who discovered that different regions of the brain are responsible
for different functions. Scientists such as Emil DuBois-Reymond and Hermann von
Helmholtz [36, 52] revealed one of the most fundamental and significant properties
of neurons: the means by which neurons convey information from one cell to another
is through electrical signaling. In the early 1950's, Alan Lloyd Hodgkin and Andrew
Fielding Huxley [29, 30, 31, 32] reached another milestone in the understanding of
the function of the brain when they observed experimentally and mathematically
modeled the activity of electrical signals of the squid giant axon. The properties
of the equations in the Hodgkin-Huxley model have been shown to be an excellent
means of modeling electrical activity of neurons in a large number of animals and
is still used today. The Hodgkin-Huxley model has also revealed the significance of
mathematics in understanding biological processes of the brain.
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The interest in the processes and function of the central nervous system has
continued and flourished since the 19th and 20th centuries. Today, we have an even
better awareness of signaling and connectivity of neurons in different regions of the
brain. This has given us greater insight into so many things such as how we walk,
think, breathe, and see. Furthermore, we have a better understanding of diseases and
disorders of the brain such as Alzheimers, Parkinsons and multiple sclerosis. Although
a considerable amount of progress has been made in our understanding of the central
nervous system, the specific mechanisms by which particular cells and collections of
cells in the brain produce complex behaviors remains to be fully understood.
Before attempting to understand such mechanisms from a mathematical point
of view, it is first necessary to review some basic concepts and terminology of neuro-
biology. The brain is spatially divided into four lobes (temporal, parietal, occipital,
and frontal) according to function. Each of these lobes consists of a network of inter-
connected cells that together produce behavior. The cells of the brain are of two types:
glial cells and neurons. Neurons produce electrical signals, called action potentials,
in the brain. Glial cells do not fire action potentials, but have other purposes such as
providing structural support, buffering ions found in the extracellular fluid, removing
debris caused by injured or dying cells, and providing nutrients and growth factors
to neurons. Without glial cells, neurons cannot grow and function properly [52].
There are three classifications of neurons. Sensory neurons convey information
to the nervous system for motor coordination and conscious perception. Motoneurons
are responsible for sending commands to the muscles and glands. Interneurons make
up the last and largest collection of neurons and are involved in all processes that are
not sensory or motor related. A typical neuron contains a soma or cell body. The
soma contain the nucleus and other organelles necessary for the production of energy
and synthesis of proteins. Extending from the cell body are several dendrites and
an axon; see Figure 1.1. Axons typically project and make a connection, called a
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synapse, to the dendrite of other neurons to receive input. Through this means, the
axon serves as the provider of information from the pre-synaptic neuron to connected
post-synaptic neurons [36, 52].
Figure 1.1 A spinal motor neuron with a soma, axon, and dendrites [36].
The cell body of neurons is surrounded by a membrane of lipid molecules which
acts to separate charged particles, called ions, that are contained on the cytoplasmic
side of the cell from ions contained on the extracellular side. The membrane, therefore,
causes a difference in concentration of particular types of ions from the inside of the
cell to the outside of the cell. The separation of charges leads to a voltage difference
across the cell membrane. The lipid bilayer, although impermeable to ions, contains
membrane spanning channels made up of protein molecules that allow particular ions
to flow through when the channel pore is open; see Figure 1.2. The flow of ions
through these ion channels causes a change in voltage. If this change in voltage is
large enough to push the voltage of the neuron above a particular threshold, then an
action potential will occur. Action potentials are characterized by a fast increase in
4
voltage (above threshold) followed by a fast decrease in voltage back to the resting
or equilibrium potential; see Figure 1.3.
Figure 1.2 Electrical signals in the nervous system are created by the movement
of ions through channels in the cell membrane.
Action potentials are generated at the axon hillock which is close to the soma
and then propagate down the cell's axon. As stated earlier, neurons communicate with
one another through connections called synapses. There are two types of synapses,
chemical and electrical; see Figure 1.4. Chemical synapses are the more common of
the two types of synapses. For chemical synapses, the arrival of an action potential
at the axon terminal of the pre-synaptic cell causes a release of chemical substances
called neurotransmitters. Once the neurotransmitters are released, they diffuse across
the synaptic cleft which is the small space between the axon terminal of the pre-
synaptic cell and the dendrite of the post-synaptic cell. Neurotransmitters then bind
to receptors of the post-synaptic dendrite. Ionotropic receptors are channels that
directly open when the proper transmitter molecules bind to them. The binding of
Figure 1.3 Computer-simulated action potentials are shown. Action potentials
are characterized by a fast increase in voltage (above threshold) followed by a fast
decrease in voltage back to the resting or equilibrium potential.
neurotransmitters to metabotropic receptors, on the other hand, initiates a series of
steps that result in the opening of ion channels. This allows ions that are specific to
the channel to flow through.
Different types of neurons contain different neurotransmitters and channels
responsive to different neurotransmitters. If the synapse is excitatory, the release
and binding of transmitter will increase the post-synaptic cells ability to fire action
potentials. If the synapse is inhibitory, the transmitter will make it more difficult
for the post-synaptic cell to fire action potentials. Neurons can also communicate
with one another through electrical synapses or gap junctions. Gap junctions are
channels that allow ions to freely diffuse between neighboring cells and do not require
the binding of neurotransmitters to open [36, 52].
Neuronal circuits involved in the generation of rhythmic behaviors such as
breathing, walking, and chewing have been an area of great interest for many years
[15, 25, 27]. Such networks often involve central pattern generators (CPGs) that are
Figure 1.4 Synaptic connections between neurons can be chemical or electrical.
A.) At a chemical synapse, the pre-synaptic cell releases neurotransmitters into the
synaptic cleft which can then bind to receptors of the post-synaptic cell. B.) At an
electrical synapse, current can freely diffuse between neighboring cells.
composed of sets of reciprocally inhibitory neurons that rely on external stimuli to
trigger oscillations or to set the appropriate frequency of the rhythm [1, 12, 60]. CPGs
are neural networks that specify the rhythmicity of specific motor output for particular
behaviors [33]. McFarland et al. [44], for example, showed that the respiratory rate
of the rabbit slows during mastication due to inputs from the CPG involved with
swallowing. Furthermore, it has been noted in many cases that multiple inputs act
together to generate and set the frequency of the network [33].
A limitation on the study of such networks in the mammalian central nervous
system is the complexity of these structures due to the abundance of neurons and
synapses. The human brain contains approximately 10 11 neurons and 10 14 synapses
[36]. A useful tool, therefore, has been to study rhythmic behavior in invertebrates
which contain significantly less neurons and yet maintain many of the functional
properties of the mammalian central nervous system [55, 43, 41].
The stomatogastric nervous system (STNS) of the crab Cancer borealis provides
a good example of a system containing a conditional oscillator, made up of an
asymmetric half-center oscillator, that receives multiple rhythmic synaptic inputs
in order to oscillate. This dissertation uses the STNS of the crab Cancer borealis (of
which many features hold true for other species of crustaceans) to address the issue
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of how a conditional oscillator integrates rhythmic inputs to determine the frequency
of its oscillations. More specifically, this work is done with the aim of mathematically
explaining the experimental results of Wood et al. [73] discussed below.
Within the STNS are subnetworks whose neuronal oscillations display a broad
range of frequencies that are responsible for generating various behaviors involved
with digestion. The STNS contains four distinct collections of nerve cell bodies called
ganglia. These are the paired commissural ganglia (CoG), oesophagael ganglia (OG),
and stomatogastric ganglia (STG) which are all interconnected by nerves; see Figure
1.5 1 . The paired inferior (ion) and superior (son) nerves connect the CoG to the OG.
The stomatogastric nerve (stn) connects the STG to both the CoG and the OG. Thus,
while the cell bodies are contained in their respective ganglia, the axons of these cells
are able to extend through the nerves to interact with other cells [62][67].
The stomach of the crab contains an anterior chamber called the cardiac sac
and a posterior chamber called the pylorus; see Figure 1.6. During feeding, food first
enters the esophagus and then gets moved into the cardiac sac. In the rear of the
cardiac sac lies the gastric mill which contains 3 teeth. These teeth chew the food
before it gets passed to the pylorus through the cardio-pyloric valve. Once in the
pylorus, the food gets further filtered through the coordinated contraction of muscles
in this region. The rhythmic protraction and retraction of the teeth in the gastric mill
is generated by a subnetwork of neurons lying in the STG that innervate the muscles
of the gastric mill. Thus, the gastric mill circuit elicits the gastric mill rhythm. The
neurons of the pyloric subnetwork also lie in the STG and generate the pyloric rhythm
[62, 67].
The frequency of the pyloric rhythm is pacemaker driven and is on the order of
1 Hz. The frequency of the gastric mill rhythm, however, lies between .05 and .2 Hz
and requires multiple oscillatory inputs to become active or to oscillate at the relevant
Figure is courtesy of Farzan Nadim
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Figure 1.5 Schematic diagram of the four ganglion of the stomatogastric nervous
system and the nerves that connect them.
Figure 1.6 Diagram of the stomach of crustaceans. Food first enters into the
esophagus and then gets chewed by teeth in the cardiac sac. Further filtering occurs
in the pylorus before the food is passed on to the midgut.
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frequency. In order for digestion of food to occur in an efficient manner, the neurons
of the gastric mill and pylorus must communicate with one another to ensure that
the food is chewed and passed from one chamber to another properly [13, 63, 72].
Therefore, the STG is an example of a system producing rhythmic behavior through
the interaction of subnetworks whose oscillations are of different frequencies. It has
been observed that the firing of neurons of the gastric mill can be timed to the pyloric
rhythm and vice versa [55, 70]. The study of the interaction of these two subnetworks
of the STG along with input they receive from the commissural ganglia is the primary
undertaking of this work.
The STG contains approximately 30 neurons which along with their synaptic
connections have all been identified; see Figure 1.7 2 . The somata of the neurons of the
STG are large in diameter (25-120 pm), and the STG can be removed from the intact
animal and remain functional for long periods of time. This makes the network ideal
for doing experimental recordings. Consequently, many of the membrane properties of
the neurons, the neurotransmitters used by the neurons, and the synaptic connections
have been established. These factors make the STG an extremely useful system to
study and model [43, 55, 67, 72]. Furthermore, studies have shown that many of the
motor patterns found in vitro are also seen in the intact animal [28].
There has been a considerable amount of experimental work done on the STG in
an effort to determine which neurons play key roles in the generation and modulation
of the gastric mill rhythm. A common feature amongst CPGs is the prevalence of
inhibitory synaptic coupling and the ability to alter rhythmic output through the
presence of neuromodulatory substances. The gastric mill and pylorus are not an
exception to this. All of the synapses between neurons of the pyloric circuit and
gastric mill circuit re inhibitory and more than 15 neuromodulatory substances have
been shown to influence the STG [43, 55, 67].
2 Figure is courtesy of Farzan Nadim
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Figure 1.7 Schematic diagram of the neurons contained in the gastric mill (blue)
and the pylorus (red) along with their synaptic connections. The neurons LPG, MG,
and Intl lie in the gastric mill but are active in pyloric time when there is no gastric
mill rhythm. LG, GM, DG, and AM are gastric mill neurons and AB, PD, LP, IC,
PY, and VD are pyloric neurons.
A pair of neurons, lateral gastric (LG) (a motoneuron) and interneuron 1 (Intl),
with asymmetric, reciprocal inhibition between them, make up the heart of the
gastric mill CPG. The reciprocal inhibition between LG and Intl allows LG and
Intl to burst in antiphase with one another, thus, forming an asymmetric half center
oscillator. The gastric mill rhythm is characterized by the alternating bursts of this
pair of neurons [16, 40]. Bursts in LG constitute the protraction of the lateral gastric
teeth and bursts in Intl constitute the retraction of the teeth [28]. However, in an
isolated system of just LG and Intl, these alternating bursts do not occur. Instead,
Intl is spontaneously active while LG remains at a hyperpolarized resting potential.
Consequently, with no outside input, the inhibition from Intl further suppresses LG
and keeps it at a low voltage below the threshold for action potential generation. As
a result of the voltage of LG being below threshold, the synaptic inhibition from LG
to Intl is not activated. This allows for repetitive or tonic firing of Intl [16, 40].
Activation of the gastric mill rhythm is reliant upon stimulation from projection
neurons lying in the CoG's and BOG. Distinct projection neurons can elicit a particular
gastric mill rhythm as a consequence of transmitting different neuromodulatory sub-
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stances [5, 53]. Nusbaum et al. [56] identified a projection neuron, modulatory
commissural neuron 1 (MCN1) that excites the gastric mill rhythm. There is one
MCN1 in each of the CoG's with their axons projecting through the ion and into
the stn to the STG. MCN1 releases the modulatory substances Proctolin, GABA,
and Cancer borealis tachykinin-related peptide (CabTRP) onto the STG [55, 67].
MCN1 modulates the activity of the LC neuron through the release of CabTRP
which has a slow onset and offset. Therefore, the effect of MCN1 on LC is slow.
The Intl neuron, on the other hand, is affected by the release of GABA which has
a fast onset and offset [54, 74]. Intracellular recordings show that in the absence of
MCN1 stimulation, there is an ongoing pyloric rhythm but not a gastric mill rhythm.
However, when MCN1 is depolarized, there is an active gastric mill rhythm [56].
Recent work has also indicated the importance of voltage dependent electrical
coupling between MCN1 and LG in obtaining the appropriate frequency of the gastric
mill rhythm. This electrical coupling acts in coordination with the chemical excitation
from MCN1 to LC to maintain LCD's active phase [16, 17, 55, 56]. The presence of
the electrical synapse also makes this network interesting to study because recent
work has indicated the presence of both chemical and electrical synapses in many
mammalian systems [24, 26, 59]. Thus, an important issue that has emerged is to
explore how these two types of synapses work in coordination with one another.
The interneuron, anterior burster (AB) of the pyloric network also sends synaptic
input to the gastric mill network. AB is a pacemaker neuron that is spontaneously
active with a firing frequency of 1 Hz (pyloric timing) [43, 55]. The spontaneous
activity of pacemaker neurons is due to intrinsic, cyclic conductance changes of the
cell membrane that slowly depolarize the cell membrane and then repolarize the cell
membrane back to the resting state [64]. AB inhibits Intl through the release of
the neurotransmitter glutamate and, therefore, also plays a role in determining the
rhythmic behavior of the gastric mill network [49, 65]. Motivated by the findings
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of Nadim et al. [49] (discussed in the following paragraph), Bartos et al. [5] used
the dynamic-clamp technique to artificially replicate the AB current to Intl [66].
They showed that this synaptic input from the pyloric subnetwork to the gastric
mill subnetwork is necessary in order to generate the appropriate gastric mill rhythm
when MCN1 is tonically stimulated; see Figure 1.8 3 . Tonic stimulation of MCN1 is
accomplished by stimulating the ions at a fixed frequency between 10-20 Hz.
Figure 1.8 Voltage traces of three neurons lying in the STG are shown in the
presence of modulatory input from the CoG. Alternating bursts in LG and Intl
make up the gastric mill rhythm and the fast oscillations of AB drive the pyloric
rhythm. MCN1 is a neuron lying in the CoG whose axon projects through the stn
to excite the gastric mill network.
Nadim et al. [49] constructed a Hodgkin-Huxley type compartmental model of
LG and Intl with synaptic input from MCN1 and AB. This model demonstrated
that the gastric mill rhythm is significantly slower in the absence of the inhibitory AB
input to Intl and that the timing of the LG burst onset is strongly coordinated with
AB activity. Manor et al. [40] later reduced this model to make mathematical analysis
more plausible. Such reductions of biologically complex models have proven to be a
useful means of identifying which network properties are responsible for generating
particular qualitative behaviors that would otherwise be hidden by the complexity
of the network. An example of such a model is the FitzHugh-Nagumo model which
3 Figure is courtesy of Farzan Nadim.
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reduces the set of equations describing the voltage activity of the squid giant axon in
the Hodgkin-Huxley model to two coupled first order ordinary differential equations
[23, 51, 61].
The reduced model of Manor et al. [40] simplifies Intl and LG into single
compartment neurons with passive properties and will be discussed in more detail
in Chapter 3. The reduced model also neglects electrical coupling that is present
between MCN1 and LG and fast excitation from MCN1 to Intl. Furthermore,
Manor et al. make the simplifying assumption that the voltage of MCN1 is always
above threshold. In this case, we say that the excitation from MCN1 to LG is a tonic
excitation. The work of Manor et al. [40] uses phase-plane analysis to show how the
gastric mill rhythm is elicited and how frequency is regulated by slow excitation from
MCN1 to LG. They then show how the addition of the fast AB inhibition to Intl
alters the frequency of the gastric mill rhythm [40].
Additional experiments to determine the effect of MCN1 and AB inputs on
the gastric mill rhythm were done by Wood et al. [73]. In these experiments, MCN1
activity is rhythmic due to the presence of an inhibitory synapse from AB to MCN1.
The AB axon projects to MCN1 through the stn and sons. Rhythmic stimulation
of MCN1 is achieved by stimulation of the ions (with a fixed frequency lying within
10-25 Hz) between successive bursts of the paired pyloric dilator neurons which are
electrically coupled to AB. Thus, AB provides a fast, periodic input to both Intl
and MCN1 [34, 73].
The goal of the work of Wood et al. was to determine if the rhythmic activity of
the projection neuron MCN1 could establish the intercircuit coordination between
the gastric mill rhythm and pyloric rhythm as the AB input to Intl does when
MCN1 is tonic. Wood et al. show that in the absence of the AB input to Intl, the
rhythmicity of MCN1 is sufficient to create a gastric mill rhythm with a frequency
comparable to that of the rhythm frequency when MCN1 is tonic and AB periodically
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inhibits Intl. Wood et al. then show that when the AB input to Intl is present and
MCN1 activity is rhythmic, the gastric mill rhythm frequency is the same as when
the AB input to Intl is absent. This is not consistent with the case when MCN1 is
tonic in which the presence of the AB input to Intl speeds up the gastric mill rhythm.
Thus, it seems that the rhythmic MCN1 input to LG serves as a second pathway by
which the pyloric circuit can regulate the rhythm of the gastric mill circuit.
These experiments, however, also reveal that although the pyloric input to either
Intl or to MCN1 allows for pyloric regulation of the gastric mill frequency, both
inputs are needed for the naturally occurring rhythm to be present. This result is
shown through comparisons of the duty cycle of LG when MCN1 is tonic for AB
input to Intl absent and present and when MCN1 is rhythmic and AB input to
Intl is absent and present. All four of these situations result in different duty cycles,
thus, showing that the AB input to MCN1 alone does not produce the appropriate
activity pattern of LG. Wood et al. also showed that when MCN1 is rhythmic, the
latency locking between the activity of MCN1 and the activity of AB is necessary
to obtain the appropriate coordination between the gastric mill and pyloric rhythms.
To show this, Wood et al. considered the effect of letting MCN1 be rhythmic but
free-running with respect to AB activity. In this case, the gastric mill cycle frequency
and LG duty cycle were unaffected but the phase relationship between the onset of
LG activity and the onset of MCN1 and AB activity were affected [73).
This work leads to the consideration of four distinct cases. The first case is tonic
MCN1 activity without AB input to Intl. The second is tonic MCN1 activity with
AB input to Intl. The third case is rhythmic MCN1 activity without AB input to
Intl. The fourth case is rhythmic MCN1 activity with AB input to Intl; see Figure
1.9.
This dissertation will revisit and expand upon the works of Nadim et al. [49],
Manor et al. [40], and Wood et al. [73] to mathematically determine the means
Figure 1.9 Circuitry for Cases 1-4. (A.) The AB input to MCN1 and to Intl is
absent. (B.) The AB input to Intl is present but the AB input to MCN1 is absent.
(C.) The AB input to MCN1 is present but the AB input to Intl is absent. (D.)
The AB input to Intl and to MCN1 is present.
by which the observed behaviors of the gastric mill rhythm are achieved. That is,
when MCN1 is rhythmic, what mechanism prevents the direct AB input to Intl
from further increasing the gastric mill frequency as it does when MCN1 is tonic?
Furthermore, what is the role of the AB input to Intl in the case when the MCN1
activity is rhythmic? To understand these questions, we incorporate the rhythmicity
of MCN1 into the model of Manor et al. [40] and then prove the existence and
stability of periodic solutions using The Contraction Mapping Principle [4, 58] for
the four cases described above. We then derive an analytic expression for the period
of the gastric mill rhythm found in Manor et al. [40] and for the two additional cases;
MCN1 rhythmic with AB input to Intl absent and MCN1 rhythmic with AB input
to Intl present.
In an effort to make our reduced model more realistic and representative of the
actual circuitry of the STG, we next consider the MCN1 to LG synapse to have
voltage dependent properties as opposed to simple, passive properties. Furthermore,
the effect of electrical coupling between MCN1 and LG on the gastric mill cycle
frequency is considered. This adds an additional dimension to the reduced model
because both chemical and electrical properties are now present.
Analysis of the reduced model employs the use of geometric singular perturbation
theory and phase plane analysis [11, 37, 47]. The set of governing differential equations
in the reduced model contains a small parameter, €, in some but not all of the
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differential equations. This causes the system to act in a similar manner to a
relaxation oscillator with different regimes of fast and slow dynamics. Geometric
singular perturbation theory is useful, therefore, because it exploits the presence
of this small parameter to reduce the system to a study on lower dimensional slow
manifolds and the fast transitions between them. Considering this system in the limit
as E approaches 0, the membrane potentials of LG and Intl can be tracked through
the dynamics of a 1-dimensional slow variable in a 2-dimensional phase space. The
direction field and solution trajectories of the set of differential equations plotted
in phase space provides a useful geometric means of interpreting the behavior of the
system and clarifies what conditions on the parameters are necessary for the existence
of stable periodic solutions and to ensure the correct frequency of the periodic orbits.
Although this analysis is done for E 0, the results can be shown to remain valid for
c sufficiently small by applying the techniques of Mishchenko and Rozov [47].
Using these mathematical tools, existence and stability of periodic solutions are
proved for MCN1 tonic and for MCN1 rhythmic and it is deduced that the timing
of the pyloric input is crucial in determining what effect it will have on the frequency
of the gastric network. Over one set of timings, the modulatory input and the pyloric
input work together to determine the frequency and over another set of timings, the
effect of the pyloric input is diminished by the modulatory input.
We also validate these findings through numerical simulations in which we can
change parameters and numerically calculate the period of the gastric mill rhythm.
XPPAUT [22] is used to numerically integrate the ordinary differential equations
of the reduced model and plot solution trajectories in phase space. This ordinary
differential equation solving package can also be used to determine the stability of
fixed points and to construct bifurcation diagrams. A comparison of these results
with the experimental findings of Wood et al. [73] is then made. The results from
the reduced model with rhythmic MCN1 excitation match the experimental results
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only when there is either a short delay or no delay in the timing of the MCN1 and
AB inputs to the gastric mill. This analysis, therefore, gives a possible biological
explanation for the findings of the experimental work.
Finally, using the results of the reduced model for MCN1 bursting, we return to
the full, compartmental model of Nadim et al. [49] to test if the timing of the pyloric
inputs to Intl and to MCN1 have the same effect on the gastric mill cycle period.
We also run simulations to determine the LG duty cycle in the four cases considered
and the importance of the latency locking between MCN1 and AB activity in the full
model to make comparisons with the results found by Wood et al. [73]. This is done to
further confirm the validity of the reduced model and full model and to illustrate their
ability to make experimentally testable predictions about the gastric mill's interaction
with the fast pyloric input and slow modulatory input. Also, analyzed in both the
reduced and full models is the effect of voltage dependent electrical coupling between
MCN1 and LG. Numerical simulations of the compartmental model are implemented
in a software package called Network developed by Farzan Nadim. Network uses a
fourth order Runge Kutta integration method. This work has been published (or
submitted for publication) in part in [2] and [3].
CHAPTER 2
OVERVIEW
This dissertation investigates the control of network frequency through the interaction
of a complex set of neurons. To make this task more manageable and understandable,
this work is broken down into three subsequent chapters followed by conclusions and
further discussions. Chapter 3 introduces the method by which action potentials are
modeled. A full, biophysical model in which this theory is applied is then presented.
This full model describes the network oscillations that generate the gastric mill
rhythm due to both modulatory and pyloric inputs. A reduction of this full model is
then given in order to make mathematical analysis possible. This is necessary because
the full model contains a large number of coupled, non-linear differential equations.
This makes it difficult to determine how each component influences the frequency of
the gastric mill rhythm. The simplification, on the other hand, reduces the model to
a simpler set of equations. Geometric singular perturbation theory and phase plane
analysis are implemented to show how modulatory input from MCN1 and pyloric
input from AB affect the frequency of the gastric mill network through their synaptic
inputs to the neurons LG and Intl.
In Chapter 4, the frequency of the gastric mill rhythm is considered in four
different cases. In the first case, only tonic excitation from MCN1 to the gastric
mill network is present. In the second case, the pyloric input along with the tonic
excitation is considered. Through phase plane analysis, we show how the frequency
changes from the first case to the second case. In the third case, only rhythmic
excitation from MCN1 to the gastric mill network is present. Again, the phase plane
analysis is used to show how the frequency changes from the first case to the third
case. Finally, in the fourth case, the pyloric input along with the rhythmic excitation
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is considered. In this case, it is demonstrated how the timing between the two inputs
to the gastric mill network is essential in determining if both or only one of the inputs
contributes to setting the frequency of the system. In each of these cases, we describe
possible solution trajectories and then construct stable periodic solutions by placing
restrictions on certain parameters. Once these restrictions are placed, a formula for
the frequency of the gastric mill is derived and the frequency is calculated in all four
of the cases. A direct comparison between the frequency measured through in vitro
experiments on the STG and calculated from the reduced model is then made. The
results of the mathematical analysis of the reduced model are used to explain the
experimental observations.
The reduced model is a simplification of the actual network dynamics. Therefore,
in Chapter 5, the conductance of the synapse from MCN1 to LG is allowed to be
voltage dependent and an electrical synapse between these two neurons is put into
the model. The effects of the voltage dependency of the MCN1 to LG synapse and
the electrical coupling between MCN1 and LG on the gastric mill rhythm frequency
are then investigated. Next, the AB inhibition of MCN1 is incorporated into the
full model. Simulations of the full model yield the same results on the control of
frequency for rhythmic MCN1 as determined by the reduced model. This verifies
that the reduced model accurately describes the behavior of the gastric mill rhythm
in response to rhythmic MCN1 input.
Comparisons between the experimental results found by Wood et al. [73]
and the simulation results of the full and reduced models are also made. These
comparisons show that both the full model and the reduced model accurately describe
the activity of the gastric mill as seen experimentally. The electrical coupling in the
full model is also altered to have a voltage dependent conductance. This is done to
determine if and how the voltage dependency changes the network dynamics. This
work demonstrates the usefulness of making mathematical and biological reductions in
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uncovering the mysteries of complicated networks. Finally, in Chapter 6, we conclude
with a summary of the major findings of this work and discuss future directions that
may be considered.
CHAPTER 3
MODELING THE STOMATOGASTRIC GANGLION
Neurons send information to one another through electrical signals called action
potentials. These electrical signals can be modeled by differential equations that
express the change in voltage of the neuron in response to different stimuli. The
activity of the neurons LG and Intl of the gastric mill network, AB of the pyloric
network, and MCN1 of the CoG can be accurately described by a Hodgkin-Huxley
type model. This type of model provides a detailed biophysical description of the
changes in voltage of each neuron. However, this kind of model is typically difficult to
analyze mathematically due to the number of equations involved and the non-linearity
of the equations. Thus, one can also consider a reduced model that simplifies the
equations yet still captures the qualitative behavior of the system.
3.1 Modeling Action Potentials
The cell membranes of neurons cause a voltage or a difference in electrical charge
from inside the cell to outside the cell. This occurs because the extracellular and
intracellular media contain different concentrations of various ions that cannot pass
freely through the membrane to reach an equilibrium at which the flux due to
the concentration gradient and the flux due to the electric potential difference are
balanced. Note that the membrane potential is always measured as voltage on the
inside of the cell minus the voltage on the outside of the cell. In order for a particular
type of ion to pass from inside the cell to the outside or vice versa, channels for
that particular ion must be open. The flow of ions through the channels results in
a change in the voltage, thus, producing an electrical signal. If negative ions move
out of the cell or positive ions move into the cell, the membrane voltage increases.
Similarly, if positive ions move out of the cell or negative ions move into the cell, the
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voltage decreases. If the flow of ions causes the voltage to increase above a particular
threshold, the electrical signal is called an action potential.
When an ion channel is open, two forces act upon the corresponding ions to
determine if the ion will pass through the membrane. The first force is diffusion which
is a result of the unequal concentrations of the ion inside the cell and outside the cell.
Ions want to flow from areas of high concentration to areas of low concentration until
a balance is reached. The second force acting on ions is due to the electrical potential
difference. That is, ions want to flow through the membrane in a manner that creates
an equal number of positively and negatively charged ions on the extracellular and
cytoplasmic sides of the cell membrane. At equilibrium, these two forces must balance
so that there is no net movement of charge through the membrane.
The Nernst equation can be used to calculate the value of the voltage at which
the diffusive and drift forces acting on specific ions are at equilibrium. This value of
the voltage is called the Nernst potential of the ion. The Nernst equation simply uses
the fact that at rest, the sum of the forces acting on the ions must be equal to 0. In
other words, the sum of the diffusive and drift fluxes must sum to 0:
where D is the diffusion coefficient, [C] is the concentration of the ion, and x is a
spatial variable. Ohm's law for drift states that
where u is the mobility of the ions, z is the valence of the ions, and V is the voltage.
Plugging (3.2) and (3.3) into (3.1), using Einstein's relation, D = FT: u, where R is the
universal gas constant, F is Faraday's constant, and T is the absolute temperature
in degrees Kelvin, and integrating, one obtains the equation for the Nernst potential:
where [Clout and [Cline are the concentrations of the specific ion on the outside and
on the inside, respectively.
A crucial observation about the cell membrane is that it separates charges and,
therefore, acts as a capacitor. The capacitive current is I c _= 	 where Q dot
is charge and C is the capacitance. Furthermore, each type of ion channel allows
only selective ions to pass through when the channels are open and, therefore, act as
conductors. From Ohm's law, lion gion — Dion) where lion, is the ionic current
and Dion is the conductance of the channel to that ion. Kerchief's Law states that all
of the currents flowing into and out of a node in an electrical circuit must be equal to
0. This tells us that the capacitive current, and the resistive currents due to the
different ion channels, /ion , must sum to 0. This gives us an equation for the change
in voltage:
where -Tapp is an applied current. In many cases D ijon is a function of voltage and time
so that as the voltage of the cell increases or decreases, the conductance of the channel
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increases or decreases. In other words, as the voltage changes, the proportion of that
type of ion channel that are open changes. In this case, we say that the ion channels
are voltage-gated. These types of channels are responsible for the firing of action
potentials because they drive the voltage away from the resting potential and then
back down to the resting potential. In other cases, however, g i„ may be a constant in
which case we say that the channel has passive properties. Passive channels contribute
to the value of the resting potential but not to the generation of action potentials. In
other words, a membrane containing only passive or leak channels cannot fire action
potentials. A neuron that is capable of firing action potentials is said to be excitable
[36, 37].
Electrical signals are described by the change in voltage that they produce as
well as the rates of rise and decay of the change in voltage. These properties are
dependent upon the ions that are present in the intracellular and extracellular spaces
and the conductance of the ion channels. A well accepted means of describing these
electrical signals is based upon a set of differential equations derived by Hodgkin and
Huxley [29, 30, 31, 32]. Hodgkin and Huxley conducted a series of voltage clamp
experiments on the squid giant axon that allowed them to measure the ionic currents
through the axonal membrane at fixed levels of voltage. From these experiments,
Hodgkin and Huxley determined that Nay+ channels and delayed-rectifier K+ channels
contributed to these currents. Delayed-rectifier K+ channels activate after the Na+
channels activate and bring the voltage of the cell back to rest. Hodgkin and Huxley
then determined the ionic conductances of these channels using Ohm's law. Hodgkin
and Huxley repeated this experiment for various voltages to get current versus voltage
plots and then derived mathematical expressions for the ionic conductances to fit the
data. A key element of these derivations was that Hodgkin and Huxley modeled the
ionic conductances as a maximal conductance times one or more gating functions
which take values between 0 and 1. The gating functions measure the proportion of
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voltage-dependent ion channels that are in the open state. Furthermore, Hodgkin and
Huxley found that the gating functions could be modeled as exponential functions
raised to a particular power. For example, the conductance of the voltage-gated K+
channels was modeled as:
where gk  is the maximal conductance which is a constant value and n measures the
proportion of K+ channels that are in the open state. Therefore, if we let a n,(V) be
the rate at which the channels open (activate) and ,3n (V) be the rate at which the
channels close (deactivate) then,
On the other hand, Hodgkin and Huxley found that the conductance of the
voltage-gated Na+ channel had to involve the product of two gating functions, m
and h, where as in (3.7), m is an activation function and the additional variable h is
an inactivation function which also lies between 0 and 1. The inactivation function
of the Na+ channels arises because while the Na+ channels of the squid giant axon
are open, a change in the structure of the channels occurs that blocks Na+ ions from
flowing through the channels. This does not occur for the K+ channels.
From their experiments, Hodgkin and Huxley concluded that the Na+ channels
are responsible for the rising phase of the action potentials generated by the squid
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giant axon and the delayed-rectifier K+ channels are responsible for the fall of the
membrane potential back towards the resting potential. This is because the Na+
channels begin to open before the K+ channels open and DN ,,,, is positive which drives
the voltage upward. Once the voltage becomes large, however, the Na+ channels
inactivate, thus, preventing Na+ ions from further flowing through the channel pore.
Simultaneously, the K+ channels begin to open and the negative value of DK drives
the voltage slightly below the resting potential. The membrane potential then returns
to the resting potential as the K+ and Na+ channels close.
Although the work of Hodgkin and Huxley is specific to the squid giant axon,
equations of the type (3.5) can be used to describe changes in voltage of neurons
in general. However, (3.5) assumes that the action potentials generated by the
specific neuron modeled are nonpropagating. In other words, the cell membrane is
excited uniformly. Using cable theory, the study of partial differential equations that
describe the change in the electrical potential in thin, elongated processes, models for
propagating action potentials can also be derived. However, this thesis will not involve
such models [35]. Instead, the full model of Nadim et al. [49] which is expanded upon
in the foregoing work compartmentalizes each neuron and describes the electrical
activity of each compartment by equations of the type (3.5). A reduction of the full
model will then involve equations of the same type but with passive properties, i.e.
constant conductances.
3.2 Modeling Synapses
Neurons transmit electrical signal along their axons and communicate to other neurons
through connections called synapses. Synapses can be of two major classifications:
chemical synapses and electrical synapses. At chemical synapses, action potentials
arriving at the axon terminal in the pre-synaptic cell cause the release of neurotransmitters
that then diffuse across the synaptic cleft to the post-synaptic cell. The binding
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of neurotransmitters to receptors on the membrane of the post-synaptic cell either
directly or indirectly causes channels on the membrane of the post-synaptic cell to
open. Once these channels open, specific ions can pass through the channel pore, thus,
resulting in a change in voltage of the post-synaptic cell. Therefore, in the presence of
a chemical synapse, a synaptic current term must be added to the Equation (3.5) of
the post-synaptic cell. The synaptic current must also obey Ohm's law and, therefore,
has the form:
where Esyn is the synaptic conductance and DKr, is the synaptic reversal potential.
Consequently, letting Vpost be the voltage of the post-synaptic cell, we obtain an
equation of the form:
If Esyn  is greater than the threshold for action potential generation, the synapse
is excitatory because the synaptic current increases the likelihood for the firing of
action potentials in the post-synaptic cell. If E KE, is less than the threshold for action
potential generation, the synapse is termed inhibitory because it decreases or inhibits
the chances for the firing of action potentials.
Similar to the conductance terms of the ionic currents in the Hodgkin-Huxley
model, Esyn, can also be expressed as a maximal conductance, g syn times a gating
function, s, which varies continuously between 0 and 1 and whose value is dependent
upon the voltage of the pre-synaptic cell. The gating function is dependent upon the
voltage of the pre-synaptic cell because the conductance of the synapse is an increasing
function of the amount of neurotransmitter being released by the pre-synaptic cell
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and binding to receptors located in the post-synaptic cell membrane. The release of
neurotransmitter by the pre-synaptic cell occurs only when the pre-synaptic cell is
sufficiently depolarized. One common model of the synaptic input is to let s satisfy
the following differential equation:
where Vp  is the voltage of the pre-synaptic cell and VTh the threshold for action
potential generation of the pre-synaptic cell. This equation says that if the pre-
synaptic cell fires an action potential, (i.e, it's voltage goes above threshold) the
channels on the post-synaptic cell's membrane should open, driving s towards 1 with
rate 1/Yr. As s increases to 1, the synaptic term, _iKn , turns on allowing the post-
synaptic cell to receive the synaptic current. When the voltage of the pre-synaptic
cell is below threshold, s decreases back to 0 with rate 1/77 and the synaptic input
from the pre-synaptic to the post-synaptic cell is removed.
Electrical synapses differ from chemical synapses in that they allow ionic current
to freely diffuse from one neuron to another through gap junction channels that
directly connect neighboring cells. Electrical synapses can be unidirectional meaning
that the current passes only in only direction or bidirectional meaning that the ionic
current can pass in either direction between the two electrically coupled cells. In the
presence of an electrical synapse between neuron 1 with voltage V 1 and neuron 2 with
voltage V2 , the equation to describe the change in voltage of neuron 1, given by (3.5),
will receive a synaptic current term of the form:
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Thus, equation (3.5) will become
Again, aeiec is the conductance of the electrical synapse and can be constant or voltage
dependent. The electrical coupling term drives V1 towards V2. The neurons of the
stomatogastric ganglion which are studied in this thesis, have both chemical and
electrical synapses.
3.3 The Gastric Mill Rhythm and The Full Model
As stated in the introduction, the stomatogastric nervous system of the crab Cancer
borealis contains four ganglia which together regulate the digestion of food. Within
the STG lies the pyloric subnetwork which generates the fast, pyloric rhythm and the
gastric mill subnetwork which generates the slower gastric mill rhythm. The pyloric
rhythm is intrinsically driven by the pacemaker neuron AB that oscillates with a
period of approximately sec. The gastric mill rhythm, however, requires external
input to oscillate. One particular source of input that we look at is excitatory input
from MCN1 whose soma lies in the CoG and whose axon projects to the STG. In
addition, pyloric input to the gastric mill can affect the frequency of the gastric mill
rhythm. The neuron AB, for instance, inhibits the neuron Intl which lies in the
gastric mill and inhibits MCN1 which modulates the gastric mill rhythm.
Although the STG contains approximately 25 coupled neurons (shown in Figure
1.7), the gastric mill rhythm is generated by the antiphase oscillations of just two
neurons, LC and Intl. One can, therefore, determine how modulatory input from
MCN1 and pyloric input from AB affect the gastric mill rhythm by considering their
effect on the neurons LC and Intl. To this end, we consider a simplified network of
just Intl, LG, MCN1, and AB with asymmetric, reciprocal inhibition between LC
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and Intl, a fast excitatory synapse from MCN1 to Intl, a slow excitatory synapse
from MCN1 to LC, a fast inhibitory synapse from LG to the MCN1 axon terminal,
voltage-dependent electrical coupling between MCN1 and LG, and fast inhibitory
synapses from AB to Intl and to MCN1.
Figure 3.1 Schematic diagram of the full model of the AB and MCN1 elicited
gastric mill rhythm constructed by Nadim et al. [49].
Nadim et al. [49] constructed a detailed, biophysically based model of the
neurons LG and Intl that lie in the gastric mill and whose antiphase oscillations
make up the gastric mill rhythm. Also included in this detailed model is MCN1
whose excitatory input to the gastric mill network elicits the gastric mill rhythm and
the pacemaker neuron AB that periodically inhibits both MCN1 and Intl. In their
model, however, Nadim et al. only consider the inhibition from AB to Intl and
not from AB to MCN1. LC and Intl are modeled as having three compartments
and MCN1 is modeled as having five compartments with the change in voltage
of each compartment described by a Hodgkin-Huxley type equation. Consecutive
compartments of each of these neurons are symmetrically coupled; see Figure 3.1.
The change in the membrane potential of each compartment is described by
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where Vk is the half-activation voltage of the channel and k determines the slope at
this point. 7-2 , 1, and V are constants that specify the rate at which the channels
open and close. The current flowing into and out of each compartment in the axial
direction is denoted by 1- axial . Chemical synapses between MCN1, LG, and Intl are
of the form
where V,, is the half-activation voltage of the synaptic current and n determines the
slope at this point. 7 -3 , '14 , A, and VA are constants that specify the rate at which the
synaptic currents turn on and off. The electrical synapse between MCN1 and LC is
of the form
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where Vneighbor is the voltage of the coupled neuron.
The three compartments of LC and Intl represent the soma, neurite, and axon.
Here and throughout this work, the neurite refers solely to the dendritic processes
of the neuron. In Figure 3.1, the soma is represented by a circle, the neurite is the
compartment next to the soma, and the axon is the compartment next to the neurite.
This type of unipolar structure is often seen in invertebrate neurons [62]. The soma
and neurite of both of these cells are modeled as having passive properties. The axons
of LG and Intl are the compartments responsible for spike-generation and, therefore,
contain a fast Na+ current, delayed-rectifier K+ current, and leak or passive current.
The axon of Intl also contains a hyperpolarization-activated inward current to help
it escape from the inhibition of LC [49].
The five compartments of MCN1 represent the axon and axonal terminal. The
axon of MCN1 is the location of electrical coupling between MCN1 and LC. The
axon terminal is the site of the excitatory synapses from MCN1 to Intl and to LC
and the site of pre-synpatic inhibition from LC to MCN1. The axon terminal is
passive and similar to LC and Intl, the axon has fast Na+, delayed-rectifier K+,
and leak currents.
AB is modeled by one compartment with a leak current and Cat+ current so
that the frequency of AB activity has a fixed period of 1 sec. The synaptic current
from AB to Intl is modeled as:
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In the present work, we add the inhibitory current from AB to MCN1 in the full
model by turning MCN1 off with a fixed delay after each time AB fires an action
potential. The parameters for the ionic and synaptic currents can be found in
Appendix A. The voltage traces of Intl and LG when the AB inputs to MCN1
and to LG are not present are shown in Figure 3.2
3.4 The Expanded Reduced Model
The detailed compartmental model of Nadim et al. [49] is an excellent model for
showing the behavior of the gastric mill rhythm and the significance of the pyloric
and modulatory inputs on the gastric mill rhythm. Due to the complexity and large
number of differential equations in the model, however, it is difficult to analyze
and understand the dynamics of the membrane potential of each neuron from a
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mathematical perspective. Therefore, it is useful to consider a reduced model of
the gastric mill network that neglects the intricate details but maintains the essential
features of the electrical activity and interactions of the neurons.
A reduction of the full model of Nadim et al. [49] was done by Manor et al.
[40]. This reduced network models the slow envelopes of the LG and Intl oscillations
and ignores the fast spiking activity of the cells. In this model, LC, and Intl are
passive neurons with one compartment. LC is modeled as having a subthreshold
resting potential and Intl has a suprathreshold resting potential. MCN1 is not
explicitly modeled but is assumed to have a suprathreshold resting potential so that
the excitatory synapse to LG is always turned on. Thus, when MCN1 does not
receive input from the pyloric network, the voltage of MCN1 is assumed to be
constant. As stated earlier, we refer to MCN1 as tonic and the excitation from
MCN1 to LC as a tonic excitation in this case. The reduced model includes the
reciprocally inhibitory synapses between LC and Intl, the slow excitatory synapse
from MCN1 to LC, the fast pre-synaptic inhibition of MCN1 by LG, and the fast,
inhibitory synapse from AB to Intl.
In this work, we expand upon the model of Manor et al. [40] to include the fast,
inhibitory synapse from AB to MCNl. In this case, we say that MCN1 is rhythmic
because MCN1 becomes hyperpolarized each time AB is in its active state. This
synapse is added to the network so that we can determine the effect of rhythmic
MCN1 activity on the gastric mill rhythm frequency. To incorporate the effect
of this synapse on the gastric mill rhythm, we explicitly model MCN1 as a single
compartment passive neuron with a suprathreshold resting potential. Furthermore,
we consider the effect of making the conductance of the excitatory synapse from
MCN1 to LC voltage dependent and we add voltage dependent electrical coupling
between MCN1 and LC. We refer to this new model as the expanded, reduced
model; see Figure 3.3.
Figure 3.3 Schematic representation of the expanded, reduced model of the MCN1
and AB elicited gastric mill circuit.
We do not explicitly model the pacemaker neuron AB, but instead incorporate
its effect on Intl and MCNl through the synaptic variables sAB,/(t) and sAB_,m(t).
sAB-J(t) is a square wave with amplitude 1 and period, PAB, which has experimentally
been found to be approximately 1 sec. We let D, denote the duty cycle of AB (the
ratio of its active time to its period). During one period of AB, the variable sAB-q
is equal to 1 for a time DCPAB and equal to 0 for a time PAB[l — Dol. sAB,m(t)
is similar in form to sAB-J(t) in that sAB_,A4 takes oscillates between 0 and 1. The
jump in sAB-3M from 0 to 1 is instantaneous. However, sAB-3M decreases from 1 to 0
with time constant YAB; see Figure 3.4. The differential equation that describes this
behavior will be given later in this section.
Figure 3.4 The synaptic variables sAB,/(t) and sAB,m(t). Note that sAB__3M(t)
decays with time constant YAB.
The dimensional set of equations that describe the gastric mill rhythm are
presented in Appendix B. In this Appendix, these equations are non-dimensionalized
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and reveal that the dynamics of the system evolve on two distinct time scales. One is
a slow time scale corresponding to the effect of slow pre-synaptic inhibition from LC
to the excitatory component of the MCN1 synapse. The other is a fast time scale
along which all other synaptic and intrinsic properties evolve. The small parameter,
€, characterizes the ratio of the fast and slow time scales. In Appendix B, it is shown
that f = Y/TAB where r is the membrane time constant of MCN1. In this work,
we will be using the non-dimensionalized system of equations to perform the analytic
computations and the dimenionalized system of equations to perform the numeric
computations.
The non-dimensionalized equations that describe the activity of LC, Intl, and
MCN1 are:
where VM is the voltage of LC, VI is the voltage of Intl, and VMS is the voltage of
MCN1. leak,M, leak,I and agl ak,M are the conductances of the leak currents in LC,
Intl, and MCN1. gleak,M , leak , and gleam  are the reversal potentials of the leak
currents in LC, Intl, and MCN1. As determined by the non-dimensionalization
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of the equations found in Appendix B, Eleakm = 1. Denote the right-hand sides of
equations (3.22) and (3.23) by f (VL , VI , s) and g(Vj , VM , sAB-41), respectively.
The parameters of the reciprocally inhibitory synapses between Intl and LC
are gi,L and (the maximal conductances) and Di,M and ELI  (the reversal
potentials). ne,„(Vi ) and noo(VL ) are sigmoidal shaped gating functions lying between
0 and 1:
where Mx  is the half-activation voltage and k is inversely related to the slope at
this point and Eleakmi appears as a result of the non-dimensionalization discussed in
Appendix B.
The fast, periodic inhibitory input from the neuron AB to MCN1 is described
by gAB_>msAB—>m(t)[Vm — DAB-+mll where gAB—>m - is the conductance of the synapse
and EAB__ym is the reversal potential. EAB_of is chosen to be less than the threshold
for MCN1 activity, denoted by VTh(M), so that the input from AB to MCN1 is
inhibitory. The equation to describe the activity of sAB,m (t) with respect to AB is
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The periodic, inhibitory input from AB to Intl is given by .-gAB,/sAB,/(t)(V/ —
EAB--a)• gAB-41 is the conductance and EAB->i is the reversal potential. To consider
the case when AB does not inhibit Intl, we set gAB-41 = 0. An important aspect
of this work is to highlight the fact that different phase relationships of AB input to
MCNl and Intl lead to dramatically different frequencies of the gastric mill rhythm.
To this end, the parameter, m, is used to delay the AB input to Intl relative to
MCNl. In other words, if the AB input to MCNl turns on at t= 0, the input from
AB to Intl does not turn on until t = m. The parameter m is a constant which can
range between 0 and PAB (the period of AB).
The voltage dependent electrical coupling between MCNl and LC is added
into the reduced model through a unidirectional synapse from MCNl to LC. The
conductance of this electrical synapse increases as the voltage of LC increases and
is modeled by aelec (\- where geiec(VL) = pcg„„(VL). Mc is a maximal conductance.,vs ,A
and goo(VL ) is a sigmoidal shaped gating function lying between 0 and 1 of the form
(3.25).
The effect of the excitation that LC receives from MCNl is seen in (3.22) by
Es(Vds(t)[17L — Eexcll where Es(Vd = gssco(VL) is the voltage dependent conductance
of the synapse, E„, is the reversal potential and s(t) models the amount of excitation
LC receives. The function sock, is a sigmoidal gating function similar in form to m oo .
Its exact form will be discussed later in Chapter 5.
We express s(t) = s i (t)st (t) as the product of two different effects. s t (t) models
the effect of the rhythmicity of MCNl on the excitatory component from MCNl
to LC. As in Manor et al. [40], sift) models the pre-synaptic inhibition of the slow
excitatory synapse. Thus, s i decreases to 0 when the pre-synaptic inhibition turns
on and s i increases to 1 when the pre-synaptic inhibition turns off. We let VTh(M)
and VT denote the activation thresholds for these two synapses. VTh (M) is chosen such
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that the time it takes for VMS to increase from Vit,i to VTh(M) is some predetermined
small time, Cc . Thus, we have:
That is, when VMS > VTh(M), the excitation from MCN1 to LG is on (s t increases to
1 with rate 1/er,2) but whether or not LC "feels" this excitation depends on whether
or not the pre-synaptic inhibition from LC to the MCN1 synapse is on. If VL < VT,
the pre-synaptic inhibition turns off (sib increases to 1 with rate 1/Tr1) but if VL > VT,
the pre-synaptic inhibition turns on (s ib decreases to 0 with rate 1/7 -1i ) and blocks
the excitation from MCN1. When AB inhibits MCN1, VMS goes below VTh(M) and
the excitation from MCN1 to LC turns off (st decreases to s2rnin with rate 1ier1t
The excitation from MCN1 to LC is slow while the periodic inhibition of MCN1 by
AB is fast. Thus, the time constants Tel Tel, Tet 'Teat, and TM in (3.28), (3.29), and
(3.26) are 0(1) with respect to €.
As a simplification, we shall first consider the case when the synapse from
MCN1 to LC is not voltage dependent and when the electrical coupling between
MCN1 and LC is not present. We do this by letting s c,,,(VL) 1 and a (V 0 .,exec \ • L i
The voltage dependent excitation from MCN1 to LC and the presence of electrical
coupling between MCN1 and LC will both be considered in Chapter 5. The voltage
traces of Intl and LC computed with the reduced model are shown in Figure 3.5. It
can be seen in this figure compared with Figure 3.2 that the reduced model simply
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models the envelope of the LCD and Intl activity and not the action potentials as the
full model does.
Figure 3.5 Voltage traces of LG and Intl computed from simulation of the
expanded, reduced model when the AB inputs to MCN1 and LG are not present.
3.5 Geometric Singular Perturbation Theory and Phase Plane Analysis
To understand which parameters are important in controlling the gastric mill frequency,
we use phase-plane analysis along with geometric singular perturbation theory to
reduce the full flow to a study of flow on lower dimensional slow manifolds [47, 58].
The flow is the solution of the set of differential equations over all sets of initial
conditions. From Equations (3.22)-(3.24) and (3.28)-(3.29), we see that 1/4,, VI, VMS ,
and s2 evolve on a faster time scale than sib. Considering the system of equations
in the limit as € approaches 0, we obtain the slow time dynamic. Rescaling time by
( = t/€, we can obtain equations for which solutions evolve on the fast time scale.
Setting € = 0 in the equations yields the slow equations:
f(VL , AI , s) and g(V1, AL, sAB--a) are the right-hand sides of Equations (3.22) and
(3.23) (for -g, = 0), respectively. The set of points satisfying f(Vid , AI, s) = 0 and
g(V1, AL , sAB->I) = 0 are called the A', and A1 nuliclines, respectively. In slow time,
Equations (3.30) and (3.31) imply that any trajectory is forced to lie on the A', and
A1 nuliclines while s i slowly evolves between 0 and 1 and s 2 instantaneously jumps
•between s2,iiii and 1 whenever VMS crosses the threshold VTh(M) In slow time, sAB-4m
jumps to 1 whenever VAB increases above VTh(AB) and exponentially decays to 0
whenever AAB decreases below Vm(AB)•
Note that when MAB._+ Al = 0, then Am  is always greater than ATh(M), and we
refer to MCN1 as being tonically active. In this case, s 2 = 1 for all time after some
transient period. Alternatively, when "MAB___of is sufficiently large, then Amp goes above
and below ATh(M) in pyloric time and we say that MCN1 is rhythmically active. In
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this case, s2 jumps between s2min and 1 each time AMA crosses VTh(A). We note that
VM may cross ATh(M) several times before V', crosses VT.
To define fast equations, let ( = t/€. This implies:
Making this change of variables in equations (3.22)-(3.24) and (3.28)-(3.29) and then
setting e = 0 we obtain:
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Therefore, in fast time 17/, and 17/ evolve according to the dynamics of f (ALA, VI , s) and
g(AI , VL , sAB---J) and s2 increases and decreases between 1 and s2min while s i remains
constant. This fixed value that s i remains at is the value of s i when the transition
from slow time to fast time occurs. These equations govern transitions between the
different branches of the V/ and VL nullclines.
We find the explicit equations for the nuliclines by solving (3.30) for Vi, and
(3.31) for 17/ to find that
and
A simultaneous solution to (3.30) and (3.31) can be found graphically by plotting
F(17/ , s) versus CAM, 8,4B—>i)• An intersection of these two nullclines corresponds
to a fixed point of the fast equations. The intersection points represent the steady
state solutions of 17/, and 17/ for a fixed value of s. The position of the nullclines in
17/ — 17/, phase space changes as a function of s (see Figure 3.6) and sAB,/• In general,
increases (decreases) in s move the 17/, nulicline to the right (left), either in slow time
due to changes in s i or in fast time due to changes in s 2 .
The 17/ nulicline has two possible positions in phase space depending on whether
= 0 or 1. The nullcline corresponding to si4B--q = 1 is lower in phase space
than the one for sAB ._+/ = 0. We note that the left branch of the 171 nullcline shifts
down much more than the right branch since on the right branch 17/ is already close
to EAB_+i independent of 8AB—>/(t); see Figure 3.7.
Figure 3.6 The VL and V1 nullcline plotted in phase space for two different values
of s(t) for sAB-J = 0. The VL nulicline is labeled F and the V1 nulicline is labeled C.
When s = 0, the AM nulicline is to the far left. As s increases, the VM nulicline shifts
to the right.
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The number and stability of fixed points also changes as a function of s and
sAB,I. When the intersection of the VI., and V/ nuliclines occurs on their left branches,
the fixed point is stable. When the intersection occurs on the right branches of the
nuliclines, the fixed point is also stable. However, when the intersection occurs on
the middle branches of both the VL and Vi nuliclines, the fixed point is unstable. The
stability of the fixed points can be determined by calculating the eigenvalues of the
Jacobian matrix. This calculation is given in Appendix C. Furthermore, when the
trajectory lies at a stable fixed point on the left branches of the nuliclines, VL < VT
and, therefore, s 1 increases with rate 1/Tri. When the trajectory lies at a stable
fixed point on the right branches of the nuliclines, Vs > VT, therefore, causing s 1 to
decrease with rate VTR; see Figure 3.8.
We identify four important values of (s, sAB-I) as (sL°ee , 0), (sr, 1), (4ie e , 0) and
(sr, 1); see Figure 3.9 . These points correspond to values when the two nuliclines
intersect tangentially resulting in the loss (or gain) of two fixed points through a
saddle-node bifurcation. Because s 1 is increasing on the left branches and decreasing
on the right, the ordering of these bifurcation points is aeon < s7fiff < sr < s°Lff . These
values can be calculated analytically; see Appendix D.
On the slow time scale, the solution trajectory must lie at the intersection of
the V/ and VLF, nuliclines, i.e., at a fixed point. Thus to understand the evolution of
trajectories in the V/ — VL phase space, we need to understand how the position of
fixed points change as a function of s and sAn--I•
Let us first consider the case when sAB,m (t) -a- 0. Then MCN1 is tonically
active and sits at a value of Eteakm• Eteakm is chosen to be larger than VTh(M) which
we see from (3.34) allows s2 = 1. As a result, we have s(t) = sift) * 1 which means
that s(t) increases towards 1 with time constant 1 /, Lei when Vs < VT and decreases
towards 0 with time constant 1/7-f 1 when VL > VT; see Figure 3.10(A.)). In addition,
the V/ nulicline is fixed in its upward position.
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Figure 3.8 The VLF, nulicline is plotted for s = .3 and the V/ nulicline is plotted for
sAB--I(t) = 0 and sAB--+/- (t) = 1. At the intersection of the nullclines on either the
left or right branches of the nuliclines, the fixed point (shown by •) is stable. When
the intersection of the nullclines is on the middle branches of the nuliclines, the fixed
point (shown by o) is unstable. When the solution trajectory lies at a stable fixed
point on the left branches, Br, < VT. Thus, by Equation (3.33), s1 increases. When
the solution trajectory lies at a stable fixed point on the right branches, A', > VT.
Now, by Equation (3.33), s 1 decreases. Whether or not the trajectory lies at the
stable fixed point on either the left or right branches is determined by the value of s.
The dashed line indicates where VLF, = VT.
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changes between 0 and 1.
From (3.43), we see that as s slowly increases, the VL nulicline slowly shifts to
the right, thus causing the position of the stable fixed point to shift to the right. This
continues until the V', nulicline shifts far enough to the right so that the stable fixed
point on the left branches of the nuliclines is lost through a saddle-node bifurcation
when s = off. Once the fixed point is lost, the trajectory is forced to jump on the fast
time scale (Equations (3.37)-(3.38)) to the only remaining stable fixed point which is
on the right branches of the nuliclines. This jump pushes VL above AT causing s(t) to
begin to decrease. When s decreases, the VM nullcline slowly shifts to the left until the
stable fixed point on the right branches of the VL and A1 nuliclines similarly undergoes
a saddle-node bifurcation at s = scoff. The trajectory then makes a jump in fast time
back to the left branches of the nullclines which forces VL below VT. Figure 3.11
shows the VLF, and Vi nullclines for different values of s(t) when sAB--,/(t) =,- 0. Similar
dynamics occur when sAB--u(t) -a: 1 except now the trajectory passes through the
bifurcation points sr and sr during its transition between left and right branches.
When the MCN1 excitation to LC is rhythmic instead of tonic, s 2 changes on
the fast timescale between 1 and s2rnin as VMS crosses over VTh(M) while s 1 increases
towards 1 when VI, < VT and decreases towards 0 when V', > VT on the slow timescale.
This causes s(t) to generally have a shape as shown in figure 3.10(B.). Notice that
the envelope of s(t) activity is the same as in the tonic excitability case seen in figure
3.10(A.), but now there are rapid changes in s(t) due to the rapid changes in s 2 (t).
The jump of s 2 between s2min and 1 causes the VLF, nulicline to instantaneously jump
to the right when s2 jumps to 1 and instantaneously jump to the left when s 2 jumps
to satin. The distance of these jumps of the VL nulicline, calculated from (3.43), is
F(Vi , s i * 1) — F(17/, si * s2min)•
Note that in the MCN1 rhythmic case, fixed points can be lost in two different
ways. They may be lost as before through a saddle node bifurcation as s is slowly
changing due to changes in s 1 ; Figure 3.12(A.). Or they may be lost when s 2 changes
on the fast time scale. For example, on the left branches, it may be that s 1 * s2min <
s'ff but s 1 * 1 > s'ff. In this case, the fixed point would be instantaneously lost ifM
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s2min jumped to 1 due to a change in MCN1 activity; see Figure 3.12(B.). On the
right branches, it may be that s 1 * 1 > scoff, but s 1 * s2min < s°f1  f . In this case, the
fixed point would be lost when s 2 jumped from 1 to
In the case where sAB,/(t) is a square wave, the trajectory will always lie on a
nulicline with either sAB_*/ = 0 or sAB—>r 1. Now fixed points can be lost in three
different ways when MCN1 is rhythmic. Consider the left branches. As before, a fixed
point can be lost as s increases slowly through a bifurcation point or instantaneously
as s2 changes from s2Etim to 1. The third way it can be lost is if s°Lff > s > sr and
sAB,i switches from 0 to 1; see Figure 3.12(C.).
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Figure 3.12 When MCN1 is rhythmic and the AB input to Intl is absent, fixed
points can be lost in two ways: through a saddle-node bifurcation as s slowly changes
due to s 1 or when s2 changes on the fast timescale. (A.) On the left branches of the
nullclines, s 2 = 1 and s 1 moves the 17/, nullcline to the right resulting in a saddle-node
bifurcation of the fixed point at o once s = s'91 f . The trajectory is forced to jump to
the stable fixed point on the right branches of the nullclines (shown by •). This can
also occur when sAB-J = 1 and s 1 reaches sr. (B.) When s 2 jumps from s2.i  to 1,
the fixed point on the left branches of the nullclines is instantaneously lost because
s > sL f and the trajectory will jump to the fixed point on the right branches of the
nullclines (shown by •). This can also occur when sAB-4 = 1 and s2 jumps to 1 when
s > sr. (C.) The fixed point can be lost in a third way when MCN1 is rhythmic
and the AB input to Intl is present. While s 2 = 1 and sAB—>/(t) jumps from 0 to 1,
the fixed point on the left branches of the nullclines (shown by o) is instantaneously
lost because s > sr and the solution trajectory is forced to jump to the fixed point
on the right branches of the nuliclines (•).
CHAPTER 4
EXISTENCE AND STABILITY OF PERIODIC SOLUTIONS AND
THE CALCULATION OF FREQUENCY
To understand how the two different inputs of AB and MCN1 affect the gastric mill
frequency, we shall consider four different cases (see Figure 1.9):
Case 1. Tonic MCN1 excitation without AB input to Intl
Case 2. Tonic MCN1 excitation with AB input to Intl
Case 3. Rhythmic MCN1 excitation without AB input to Intl
Case 4. Rhythmic MCN1 excitation with AB input to Intl
In each case, we shall prove the existence, local uniqueness, and stability of a
particular periodic solution and then calculate the period of this solution. The proofs
of existence, local uniqueness and stability of periodic solutions exploit the different
time scales present in the system of equations. In Cases 2 through 4, this will reduce
to finding fixed points of appropriate 1-dimensional maps. In the proofs, we construct
singular periodic solutions which are valid at € = 0. However, there is no difficulty
in extending their existence, local uniqueness and stability to the € sufficiently small
case using the work of Mischenko and Rozov [47].
The main emphasis of this work is to show that the period of the solution in
Cases 3 and 4 can be identical if the value of m, representing the time mismatch of
AB and MCN1 input to the gastric mill network, is chosen in an appropriate range.
When m is chosen outside of this range, then the periods will differ.
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4.1 Case 1: Tonic MCN1 Excitation without AB input to Intl
In Case 1, the input from AB to Intl and from AB to MCN1 is removed. Thus,
the only source of input to the gastric mill is the tonic excitation from MCN1. The
antiphase oscillations of the gastric mill rhythm can be understood by examining the
position of the nullclines and, thus, the behavior of the solution trajectory in phase
space. Before considering the effect of MCN1 on the gastric mill rhythm, it is useful
to consider the dynamics of the gastric mill network without input from MCN1 and
AB. Intl is modeled as having a suprathreshold resting potential and LC is modeled
as having a subthreshold resting potential. Therefore, without external input, the
reciprocal inhibition between LC and Intl causes LC to be further suppressed by
Intl and there are no antiphase oscillations of LC and Intl. In the absence of MCN1
and AB input, we set gAB—u = 0 and gs = 0 in Equations (3.22) and (3.23). Therefore,
the solution trajectory is stuck at the stable fixed point on the left branches of the
nullclines where VL is low and A1 is high. When the tonic input from MCN1 is added,
we remove the restriction that .0-, = 0 in Equation (3.22) and we set gAB-FM = 0 in
Equation (3.24). When gAB-YM = 0, VMS > VTh(M) for all t and MCN1 is tonically
active. This allows us to set s 2 = 1 so that s = s 1 * s2 will only follow the dynamics
of s i .
Suppose that initially, the fixed point lies on the left branches of the nullclines
(LCD is in its interburst phase). Here, VL < VT which causes s 1 to increase. The
increase in s i pushes the 17/, nulicline, and consequently, the position of the stable
fixed point to the right. Eventually, s i increases sufficiently so that the fixed point
undergoes a saddle-node bifurcation when s = s°1 f . This forces the trajectory to
jump to the stable fixed point, now on the right branches of the nullclines. Here,
VLF > VT (LC enters its burst phase) so s i begins to slowly decrease. As s 1 decreases,
the 17/, nulicline, and consequently, the position of the stable fixed point on the right
branches of the nullclines slowly shifts to the left. This continues until the saddle-node
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bifurcation occurs when s = s'Rff and the solution trajectory returns to the left
branches of the nullclines (LC re-enters its interburst phase). Here, the process
repeats.
In Case 1, the only way a fast transition between branches can occur is by s ib
passing through the bifurcation points scoff or Geoff . To construct a periodic solution,
let s1(0) = Geoff such that the trajectory at t = 0- is at the bifurcation point on
the right branches at the intersection of the V1 and VLF, nuliclines. At t = 0+, the
trajectory jumps back to the left branches at the intersection of the nuliclines; see
Figure 4.1(A.). On these branches, ALA, < VT and thus s 1 will increase until it reaches
the bifurcation point s'Mff at t = Ci ; see Figure 4.1(B.)-(C.). Once s reaches o11 ,
the trajectory will jump back to the right branch and since VLF, > VT, s1 will now
decrease until it comes back to Geoff at t = C2; see Figure 4.1(D.). Thus the value of
s 1 will have returned to its original value at time C2. Since all the fast variables are
slaved through Equations (3.30) and (3.31) to the behavior of s i , we do not explicitly
need to check their evolution during the time interval [0, C2]. In this sense, proving
the existence of this periodic solution has been reduced to proving that the single
variable s 1 is periodic. Thus it is seen that there exists a singular periodic solution
whose period is C2. In section 4.5, the value of C2 is calculated both analytically and
numerically. It is clear, however, that the period in Case 1 is determined by the rate
at which s 1 increases and the rate at which it decreases.
The solution is unique and stable since if s 1 (0) > Geoff and the trajectory is
on the right branches of the nuliclines, for example, then the solution can be flowed
forward a time i such that s 1 (t) = ?off. From here the solution trajectory would
follow the dynamics described above and return to Geoff at time t = C2 + i. Thus, by

























Figure 4.1 Plots of the VI (G) and VL (F) nuliclines for different values of s in Case
1. • marks the position of the trajectory at a stable fixed point and o marks the point to
which the trajectory will jump when the stable fixed point bifurcates. (A.) s = s °Rff and
the trajectory is forced to lie at the fixed point on the left branches of the nuliclines. (B.)
At the fixed point on the left branches, Ili, < VT which forces s to increase towards 1. (C.)
s continues to increase until it reaches the value sL°ff at which the stable fixed point on
the left branches of the nullclines undergoes a saddle-node bifurcation. The trajectory is,
therefore, forced to jump to the fixed point on the right branches of the nuliclines. This
jump causes s to cross above VT so that s begins to decrease. (D.) s decreases to s = s°Rff =
at which the fixed point on the right branches is again lost and the trajectory returns to the
upper left branches of the nullclines. Therefore, the solution trajectory lies on a periodic
orbit. (E.) The voltage traces of LG and Intl as s changes between s°Lff and s°Rff.
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4.2 Case 2: Tonic MCN1 Excitation with AB Input to Intl
We examine the effect of AB on the gastric mill rhythm by first considering the
inhibitory synapse from AB to Intl. In this case, gAB___> A1 = 0 so that s 2 --- 1 and,
therefore, the MCN1 to LC excitation is tonic. Now the AB to Intl inhibition is
present (gAB,I > 0). Without loss of generality, let m = 0 in (3.23). Hence, s causes
the VL nulicline to slowly shift to the right and left as in Case 1 and sAB->I(t) causes
the VI nulicline to instantaneously jump down when sAB-4/(t) goes to 1 and to jump
back up when sAB--I(t) returns to 0; see Figure 4.2.
Figure 4.2 In Case 2, when the stable fixed point occurs on the left branches of
the nullclines, s(t) slowly increases and, thereby, slowly pushes the VL nullcline to the
right while the V1 nulicline jumps up and down each time sAB,i jumps between 0
and 1. The dotted line indicates the movement of the trajectory as the VI nulicline
shifts up and down and s(t) increases.
To understand the control of frequency in Case 2, we must again consider the
nuliclines in the phase-plane. When VL < VT, the VL nulicline moves to the right
slowly because Yeti is large. The AB input to Intl, on the other hand, is fast and
periodic so that the VI nulicline shifts up and down repeatedly and instantaneously
compared with the shift of the VL nulicline. If the solution trajectory initially lies
at a fixed point on left branches of the nullclines, s 1 will slowly increase and the VL
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nulicline will shift to the right. Hence, the value of VM will slowly increase and the
value of V1 will slowly decrease. Then, at a time when sAB--q(t) jumps from 0 to
1, the V/ nulicline will instantaneously shift downward and the solution trajectory
will be forced to the new stable fixed point on the left branches. At this new fixed
point, however, the value of V1 is significantly lower than the value of V1 when the V1
nullcline is shifted upward. When sAB--I(t) returns to 0, the V1 nullcline will jump
back to its upward position and the solution trajectory will return to the stable fixed
point on the left branches of the nullclines where the voltage of V1 is high. Thus, each
time sAB--4- (t) jumps between 0 and 1 the voltage of Intl sharply decreases. This is
representative of the fact that at each time sAB,/ (t) = 1, Intl is inhibited by AB.
4.2.1 Possible Solution Trajectories for Case 2
On the left branches of the nullclines, three cases arise for the loss of the fixed point.
The first possibility is that while sr < s < s'if a for s AB -Y1(t) = 0, when sAB,/(t) -+ 1,
the V1 nulicline jumps down causing the stable fixed point to be immediately lost.
This forces the trajectory to jump directly to the only remaining stable fixed point
on the right branches of the VI and VL nullclines; see Figure 4.3(A.).
The second possibility is that on one of the jump downs of the VI nullcline, the
trajectory jumps to the stable fixed point still on the left branches of the V1 and VL
nuliclines and then while sAB, / (t) is still equal to 1, s continues to increase until the
fixed point is lost through the saddle-node bifurcation at s = sr; see Figure 4.3(B.).
The third possible way for the fixed point on the left branches to be lost is as in Case
1. That is, while sAB__+/ = 0, s increases to scoff, see Figure 4.1(C.).
On the right branches of the nuliclines, three similar cases arise for the loss of
the fixed point. The first possibility is that while s° < s < s°o- fa for sAB_,At) = 1,
when sAB-÷i(t) —+ 0, the V1 nulicline jumps up causing the stable fixed point to be
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immediately lost. This forces the trajectory to jump directly to the stable fixed point
on the left branches of the V1 and 17/, nullclines; see Figure 4.3(C.).
The second possibility is that on one of the jump downs of the Vi nullcline, the
trajectory jumps to the stable fixed point still on the right branches of the V1 and VL
nuliclines and then while sAB,/ (t) is still equal to 1, s continues to decrease until the
fixed point is lost through the saddle-node bifurcation at s = scion; see Figure 4.3(D.).
The third possible way for the fixed point on the right branches to be lost is as in
Case 1. That is, while sAB-->I = 0, s decreases to scoff; see Figure 4.1(D.).
Which of the above cases occurs depends upon the amount of time that sAB,/(t)
spends in its active and inactive phases, the rates at which s 1 increases and decreases,
and the timing of the AB input to Intl. In other words, the timing of the periodic
jumps in sAB,i affects the timing of the shifts in the V1 nullcline which in turn
determines which case occurs. We note that the downward shift of the VI nullcline
due to sAB—>/(t) jumping from 0 to 1 is much more significant on its left branch than
on its right. Thus, sr is significantly smaller than 4,-ff.
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4.2.2 Construction of Periodic Solution for Case 2
Recall that the pyloric period is much shorter than the gastric mill period. Thus,
while LG is inactive (V.L < VT), sAB--+I oscillates several times between 0 and 1. The
exact number of times depends on the time constant Y eti. Similarly when LC is active
(17i, > VT), the number of oscillations of sAB,i depends on the time constant Tfi.
This implies that the periodic solution in Case 2 depends on the relationship between
TH., Tn and the pyloric input frequency of AB. More specifically, let us say that a
periodic solution obeys Property A if the associated trajectory jumps from the right
to left branches when sAB,i (t) switches from 1 to 0 and from left to right branches
through the bifurcation point sr; see Figure 4.4.
In the following theorem we will derive a relationship which Tel and Tf1 need to
satisfy in order to find a periodic solution with Property A. This involves fixing the
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Figure 4.4 In Case 2, a periodic orbit obeying property A jumps from the left to
right branches and from the right to left branches of the nuliclines in the following
way. (A.) The trajectory lies at the stable fixed point (•) on the left branches of the
nuliclines where sAB, i = 1 and s increases towards 1. (B.) While sAB,i remains
equal to 1, s increases sufficiently large for a saddle-node bifurcation to occur at s7,11 .
(C.) On the right branches of the nullclines, while s AB ___, / = 1, s decreases below skiff
but does not reach eon. (D.) As soon as sAB-,I jumps back to 0, the fixed point on the
right branches of the nullclines is instantaneously lost because s < scoff. (E.) Voltage
traces of VL and VI for a periodic orbit obeying property A.
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Theorem 1 Consider any ordered pair (j,k), with 1 < j < h(k) . There exists Malues
Tel (j), Tel (k) and gAB-YI large enough such that Equations (3.22)-(3.24) and (3.28)-
(3.29) possess a unique, asymptotically stable periodic solution obeying Property A
with period P = (j + k + l)PAB where j is the number of times sA B,I oscillates
between 0 and 1 while VLF, < VT and k is the number of time sAB___ ►I oscillates between
0 and 1 when V LF, > VT, wherePABis the period of sAB—I(t).
Proof: A Poincare map P of a certain interval 2- into itself is constructed. We do
this by first constructing an interval I and then constructing the Poincare map P.
Existence and stability of the periodic solution is determined by showing that P is
a contraction on I, thereby also yielding local uniqueness of the periodic solution.
To construct the periodic solution in question, it will be shown that the associated
trajectory will jump from the left to the right branches from the bifurcation point
sr. It will jump from the right to the left branches from a point s* E I at one of the
times when sAB,I  switches from one to zero.
To construct /, consider the points s°oee and s° corresponding to the bifurcation
points along the right branches of the VI and 17/, nuliclines when sAB-J = 0 (AB off)
and sAB,i = 1 (AB on), respectively. By choosing gAB_I and rp sufficiently large,
we can guarantee that the time distance between s° and s °oee under the dynamics
s' = —s17-1 1 is larger than DCPAB . Indeed the time At between these two points
on the right branches is '771 ln(eoee /aeon), where s° is a decreasing function of gAB_I.
Moreover, there exists .§ such that :§ = s °oee exp(—DcPAB/Tei). Thus the time distance
between ,§ and s °oee on the right branches is exactly DCPAB . Therefore, let I =
[s, s7ie e ]; see Figure 4.5. Note that at this point, we have only stated that r11 must
be sufficiently large. Below, we will be more specific.
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Figure 4.5 To define the Poincare map for Case 2, we let I = [S, s'fiff where
S = 4eeexp(—DCPAB ITe 1 ). Note that rein is chose sufficiently large to ensure that
S' > aeon.
Next, we show that I maps into itself under the flow if TH and T1 1 are chosen
appropriately. We flow the endpoints of the interval I, s'fi ff and :§, through one cycle
of the V/ and VLF, oscillation and show that these endpoints are mapped into Z. Thus
by continuous dependence on initial conditions, all points in I will map into I.
First, consider a trajectory salt) where sal) = s'ilf and the trajectory is on the
right branch. Let sAB_,/(0- ) = 1 and sAB-Il0+ ) = 0, so that the trajectory jumps
back to the left branch at t = 0+. The dynamics of sacon the left branches obey
s' = (1 — s)/Tei . By choosing
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we can guarantee that s ac ([j+l—DClPAB) = sr. This means that the trajectory which
starts at s'ff will leave the left branches of the nullcline through the bifurcation point
sr along the sAB--I = 1 nullcline at time t = (3 + 1 — Dc)P- AB-
Next consider a trajectory salt) with the initial condition given by sal) = :§.
Recall that the time distance from g to s'9fifa on the right branches is DC PAB . This
time is mostly determined by the time constant ra id. On the left branches, the time
between these points is governed by
if
then the time between these points on the left branches will be less than DCPAB . In
particular, the trajectory starting with initial condition at S' at t = 0 will reach sr
when sAB--I -=- AB  +1 at a time Cy bounded between lj +l — Dc)P and lj A- 1)PAB.
Therefore, any trajectory with sl0) E I will do the same.
Note that the time between any two trajectories remains invariant while they
both evolve on the left branches and even across the jump back to the right branches.
That the trajectories remain the same time distance apart on the left branches follows
from the fact that they both obey the same differential equation ls' = (l — s) I 'Fri -
Since they leave the left branches through the same point sr, the time distance
between them when the leading trajectory reaches the bifurcation point, sr, is the
same as the time distance apart when the trailing cell reaches this point. When both
trajectories are on the right branches, the time distance, again remains invariant since
both trajectories evolve under s' = — slra i . In particular, the time distance between
sac(mi) andls less thanDCPAB.
Consider again the trajectory s ac (t) which had sal) = s°oaa and s a l[j + 1 —
NAB) = sr. We want this trajectory to spend k oscillations of sAB,i on the right
branches. We also want the trajectory to be in a position to jump back to the left
Try and is equal to Try 	 — .§l/[l — s oaa1). Thus. 
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branches when sAB_J switches from one to zero. Finally, since we want 1 to map
into itself, we choose
In other words, with the choices of Tri and Tail that have been made, the trajectory
with initial condition MO) = s °Rfa is mapped back to <§ at a time 72 = lj + k +
1)PAB . We point out here that these choices of Tri and raid are made solely for the
mathematical construction of the periodic orbit and do not make predictions about
the physiological values of the synaptic rise and decay times.
Next consider the trajectory s a lt) where sal) = :9' and salmi) = sr. To
construct the Poincare map, we need salmi-) E I. Thus we needs < salmi ) < s °-fa .
That :5‘ < salami-) follows by continuity since ,§ = salami-) < salmi). The value
salami-) < s°oaa since the time between salami-) = g and s°oaa is DCPAB, whereas the
time between salami-) and salami-) is less than DCPAB .
It has just been shown that when Teal is chosen to satisfy (4.2), the trajectories
whose s values are associated with the end points of the interval I get mapped to
sr at a time bounded between t = lj + 1 — Dc)PAS and t = (j + l)PAB. Thus by
continuity with respect to initial conditions on the left branches of the nullclines, any
trajectory with sl0) E I will reach s° at a time bounded between t = lj +l— Dc)PAB
and t = lj + l)PAB. Furthermore, with Bay satisfying (4.5), the trajectories whose
s values are associated with the end points of the interval I get mapped backed to
1 at t = T. Again, the behavior of the solution trajectories is determined by the
1-dimensional flow for s and the trajectories with initial conditions lying in I reach sr
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between t = (j +l— Dc )PAB and t = ll + 1)PAB . Therefore, the solution trajectories
for all initial conditions lying in I are also flowed into I at t = m2 by continuity with
respect to initial conditions on the right branches of the nuliclines. Therefore we can
define a l-dimensional Poincare map P : I -+ I where Pls) = salm2).
To show that P is a contraction mapping on I, let sal) > sal) E I be
arbitrary. Let At denote the time on the right branch between them. At t = 0+, the
trajectories jump back to the left branch. Because of our choice of time constants
Trill) and rf i lk), the new time between these points is less than At. As before the
time distance between these trajectories remains invariant as they evolve along the left
branches, across the jump to the right branches and then back to I. Since this new
time is less than the original time, salm2  — salm2  < a[s a l0) — sal)l, where a < 1
is dependent on Trl and 'Tiff Therefore P is a contraction. As a result, there exists a
unique value scale 2 E I such that 'P( ,,sL,ase 2) = Sase 2• This value is asymptotically
stable, and corresponds to a locally unique periodic solution of Equations (3.22)-(3.24)
and (3.28)- (3.29).
Equation (4.3) provides a condition on the time constants Tf1 and rri for which
the theorem holds. This condition can be translated into a relationship between the
integers j and k. Namely, by substituting .-§ = skiff expl—DCPAB/7-fy) into the fraction
on the right hand side of (4.3), we see that the numerator of that expression reduces
to DCPAB/Tf1 , while the denominator reduces to
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Canceling Tab 1 from the right-hand side, substituting Trl from (4.2) and solving for j,
we obtain
The right-hand side of (4.8) is what we call hAk) in the statement of the theorem.
Remark: Note that if (4.8) is not satisfied, then we cannot find time constants Tri and
Tri for which a periodic solution satisfying Property A exists. However, by choosing
Tri and Tail differently, we could instead have easily constructed a periodic solution
whose s y value passed through the bifurcation point s'la on the transition from right
to left branches and which jumped back to the right branches with s y E Asr, srdaa )
when sAB,/ switched from one to zero. In addition, we note that T2 is an integer
multiple of PAB as the full model of Nadim et al. [49] predicts it should be.
4.3 Case 3: Rhythmic MCNl Excitation with AB Input to Intl Absent
In Case 3, the input from AB to MCNl is present A. AB-->m >0) so that theMCNl
elicited excitation to LC is rhythmic. Once again, we set qAB,I = 0 so that the VI
nulicline remains at a fixed position. In this case, s i jumps instantaneously between
s2min and 1 while sib increases with rate 1 /, Tel and decreases with rate l/Tr i , thus,
causing the activity of s to be rhythmic. Therefore, the VLF, nullcline slowly shifts to
the right and left due to the dynamics of s y while making instantaneous jumps to the
left and right due to si.
4.3.1 Possible Solution Trajectories for Case 3
Again, consider the nullclines. Suppose, the trajectory is at the stable fixed point
on the right branches of the nuliclines. When VL > VT and VMS > VTh(M), the 17/,
nullcline slowly shifts to the left due to s 1 and then jumps further to the left when
VMS < Vm(m) due to the change in si . The jump to the left causes V', to be at a lower
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voltage. This is because when VMS goes below VTh(M), the excitation to LC is removed
and, therefore, the voltage of LC is lowered. The distance that the trajectory jumps
to the left depends on Tab 2 and the amount of time that AB inhibits MCNl.
At this point, sib is still slowly pushing the VLF, nulicline to the left. When V MS
goes back above VTh(M), s2 forces the V LF, nulicline to jump back to the right (the
excitation to LC is restored), returning the nullcline to the position it would have
been at if VMS had never gone below VTh(M). The trajectory eventually jumps to the
fixed point on the left branches of the nuliclines when (a.) s2 = 1 and s 1 moves
the fixed point to the position where the nullclines are tangent as in Case l, i.e.
o f f oa f
si = so (see Figure 4.l(D.)) or (b.) when s2 = s2min and s 1 decreases to sob /s2min
moving the fixed point to the position where the nuliclines are tangent or (c.) when
s2 jumps to s2min resulting in an instantaneous shift of the V', nulicline past the point
of bifurcation of the fixed points. Which case occurs depends on the speed at which
s 1 decreases (T a1 ), the amount of time the V', nulicline spends being shifted to the
left by s2 (the amount of time that sAB,m (t) spends in its active or inactive phases),
and the timing of the instantaneous shifting of the V', nulicline (timing of the AB
input to MCNl).
Once the trajectory has jumped to the left branches of the nuliclines, the V LF,
nulicline slowly shifts to the right due to s i and then instantaneously jumps to the left
when VMS < VTh(M) and back to the right when VMS > Vm (m). Again, the trajectory
eventually jumps to the fixed point on the right branches of the nuliclines when (a'.)
s2 = 1 and s 1 moves the fixed point to the position where the nuliclines are tangent
(i.e, sib = scoaa ) as in Figure 3.12(A.) or when (b'.) s2 = s2min and s 1 moves the fixed
point to the position where the nullclines are tangent or when (c'.) s2 jumps to 1
resulting in an instantaneous shift of the V LF, nulicline past the point of bifurcation of
the fixed points as in Figure 3.12(B.).
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4.3.2 Construction of Periodic Solution for Case 3
We shall establish the existence of the periodic solution which follows the subcases (c.)
and (a'.) above. Namely, the trajectory will jump from the left to the right branches
through the bifurcation point score f and from the the right to the left branches when
s2 jumps down from 1 to s 2min . Let us say that a periodic solution obeys Property
B if the associated trajectory jumps from the right to left branches and from left to
right branches in such a manner; see Figure 4.6.
Recall that s(t) = si(t) * s2 (t) where we consider s2(t) = 1 when VMS >
VTh(M) and s2 (t) = s2niin when VMS < Vm (m). When sAB,m (t) jumps to l, VMS
instantaneously jumps below VTh(M). Thus, s2 (t) instantaneously jumps to s2rnin•
However, sAB--of(t) does not instantaneously jump from 1 to 0, but slowly decays.
Thus, VMS requires a a small amount of time, mc , to go above VTh(M) . In our model,
we chose VTh(M) such that mc is approximately PAB/20. Hence, for one cycle of AB
activity, s2(t) = s2min for time DCPAB + mc and s2 (t) = 1 for time (l - Dc)PAB - Tc.
Theorem 2 Consider any ordered pair (l, k), with 1 < j < g(k) . There exists
Males(Tei ,l „ rfi(k) such that Equations (3.22)-(3.24) and (3.28)-(3.29) possess a
unique, asymptotically stable periodic solution obeying Property B with period P =
(l + k + l)PAB where j is the number of times sAB->M oscillates between 0 and 1
while VI, < VT and k is the number of time sAB-411/1 oscillates between 0 and 1 while
VLF, > VT.
Proof:
As in Case 2, a Poincare map P is constructed of an interval of s values on the
right branch, I = s ol, into itself. Here s o = sR * 1 where sR = skiff  f I s2min . Next
let :§ = gexpG[DC-llPAR +mcllyfi )l*1 so that the time distance between sob and
"S- is [1 - DclP- AB - Tc . Let gib = [4expG[D - llPAB ±mcliTfi)]; see Figure 4.7.
We consider a trajectory salt) where sa(0 = st * 82 (0- ) and the trajectory
is on the right branch of the nuliclines. Let sAB->m(0- ) = 0 and sAB__,m(0 + ) = 1
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Figure 4.6 Case 3 solution trajectory and nuhiclines obeying Property B. (A.) The
trajectory lies at the stable fixed point (•) on the right branches of the nuliclines where
sAB_a = 0 and s2 = l. (B.) When s 2 jumps to s 2,,i ii , s instantaneously goes below scoff
and the fixed point in lost. (C.)-(D.) On the right branches of the nuliclines, the fixed point
is lost while 3 2 = 1 and s 1 increases large enough for the saddle-node bifurcation to occur
through s°Lff. (E.) Voltage traces of LC and Intl for s satisfying the above conditions.
which guarantees that s a,((l + Dc )PAB + Cc) = sc
o
aa so that the trajectory which
starts at s o at t = 0- will leave the left branches of the nuliclines through the
bifurcation point sc
o
.fa at t = (l + Dc)PAB + Cc. Using the same argument as in
Case 2 with an equivalent condition on rani as in (4.3), the trajectory sa(t) with initial
condition sa(t) = gi*s2(0) will be forced to reach .9k,ff at a time T1 bounded between
(j + Dc)PAB + Cc and (l + 1)PAB . Therefore, any trajectory with s(0) E I will also
reach s0ifa during these times. This exact condition on 'in  is
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With this condition satisfied, the time distance between sf and 3 1 on the right
branches of the nuliclines is (l — Dc)P- AB — Tc but the time distance between sal
and gib on the left branches of the nullclines is less than (1 — DC)PAB — Cc.
Next, we choose Iai(k) so that salt) gets mapped back to I, particularly to r§" at
the instant before sAB,m lt) jumps from 0 to l. Therefore, we let
By plugging gib = 4exp - « i -D -TC] into (4.11), this condition on rt 1 (k) simplifies
Tf1
to
Thus, at sally-) where T2 = (k + j +l)PAB, salt) lies in I. In a similar argument to
that of Case 2, the trajectory salt) with sal0) = gib * s2 (0) and salll + 1)PAB) = scot 1
will also lie in I at t = K2 with :5 = slT2) < slT2) < sob. Again, as in Case 2, since
the behavior of the solution trajectories is determined by the l-dimensional flow for
s and the trajectories with initial conditions being the endpoints of I are flowed back
into I at a time t = K2, the solution trajectories for all initial conditions lying in I
are also flowed into I at t = T.
This defines a one-dimensional Poincare map P : I —f I where Pls) = slT2).
The argument showing that P is a contraction mapping on I is the same as in Case
2. Consequently, there exists a locally unique, asymptotically stable value ase  3 E I
such that Plus-, ukase 3) = Case 3'
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Again, we can find a relationship between j and k for which Theorem 2 holds.
into the right-hand side of (4.10), we obtain
the new relationship
The right-hand side of Equation (4.15) is the function g(k) in the statement of
Theorem 2.
Remark- The period of the constructed solutions in Cases 2 and 3 are both
(j + k+1)PAB . Note that this occurs since the values of rri(j) and If 1 (k) are chosen
to be different in both cases. In general, if a priori, '1, 1 is chosen to have the same
value for both Cases 2 and 3, and similarly for If 1, then the periods of Cases 2 and
3 need not be the same.
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4.4 Case 4: Rhythmic MCNl Excitation with AB Input to Intl Present
In Case 4, the MCNl to LC excitation is rhythmic l.AB-04 > 0) and AB inhibits
Intl llgAB-YI > 0). Consequently, the VL nulicline shifts to the right and left with
slow changes in s 1 and with quick jumps of s 2 between 1 and s2min • The V1 nulicline
jumps up and down instantaneously due to the 8,4B—>i oscillations between 0 and l.
4.4.1 Possible Solution Trajectories for Case 4
Suppose the trajectory lies at the stable fixed point on the left branches of the VL and
VI nuliclines. Here, V LF, <VTwhich allows s1to increase. WhensAB̂Mlt), he
VL nulicline jumps to the left. Similarly, when sAB^I(t) —+ l, the VI nullcline jumps
down. Recall that the time difference between when the V LF, andA1nullclines shift
is controlled by the parameter m. For example, if m = 0, the A LA, nulicline jumps to
the left at the same time that the VI nullcline jumps down. However if m = DCPAB
then when the VL nulicline jumps to the left, the AI nullcline jumps up. This creates
several possibilities for the length of the period.
To provide more insight into the role of m, suppose again that In = 0. In Case
2, the jumping down of the V1 nulicline allowed the fixed point to bifurcate at smaller
values of s 1 relative to Case l. However, for m = 0, whenever the V1 nulicline jumps
down, the A LA, nullcline jumps back to the left. If this jump to the left is large enough
(l — s2min is large) and the jump down in the VI nulicline is not extremely large, there
will still exist a stable fixed point on the left branches. In this case, the trajectory
will have to wait until s2 = 1 and s 1 has grown large enough so that the fixed point
occurs where the nuliclines intersect tangentially for sAB-->Ilt) 0 lfigure 3.12lA.)) or
when s2 jumps to 1 (sAB—>mlt) jumps to 0) and the fixed point is instantaneously lost
lfigure 3.12lB.)). This is equivalent to (a.') and (c.') in Case 3. If the jump to the left
of the VL nullcline is not large and/or the jump down in the VI nulicline is extremely
large, the fixed point will be lost and the trajectory will immediately jump to the
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stable fixed point on the right branches of the nuliclines. This is equivalent to Case
2. The above result also extends to the situation in which m E (0, Tc] because for
0 < m < Tc , each time the 171 nulicline is in the downward position, the 17/, nulicline
is shifted to the left. Therefore, the fixed point can not be lost until s i grows large
enough for the bifurcation to occur while 5 2 = l.
Next suppose that m = DCPAB . For m = DC PAB , each time the V/ nullcline is
shifted in the downward position, the VI, nulicline remains to the right. Therefore,
as opposed to the situation in which m = 0, the fixed point on the left branches
of the nullclines can be lost due to the jump down of the 17/- nulicline as in Case 2;
see Figure 3.12lC.). This same idea extends to values of m lying in a neighborhood,
[R i , R2], of DCPAB where R 1 > Tcl, R2 < BAB. For m E [Ri, R2], there is always
some amount of time for which the V LF, nulicline is to the right while the V/ nullcline
is shifted downward, thus allowing the fixed point to be lost at an earlier time than
in Case 3.
4.4.2 Construction of Periodic Solution for Case 4
We now consider the existence of a periodic solution for Case 4 with Trill) and rf i lk)
defined as in Case 3. For m E (0, Cc], the periodic orbit will be defined in exactly
the same way as Case 3. Consider the interval I on the right branches as defined
in Case 3 with sAB,m l0+) = 0 and sAB,m l0+) = l. Let salt) be a trajectory with
sal) = sR * 5 2 (0). At t = 0+, sAB,Al jumps to 1 and sAB-+I remains equal to 0
because of the small delay 'M. Thus, 5 2 instantaneously jumping to s2min forces the
trajectory to the left branches in the same way as Case 3 because the 17 / nulicline
remains in the upward position at t = 0+.
On the left branches with m E (0, Tcl, each time sAB,i = l, pushing the
171 nullcline down, 52 52min and the 17/, nulicline is forced to the left. Thus, the
trajectory with initial conditions as stated above can not jump from 5r as in Case
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2 because each time the Vi nulicline is in its downward position, the VL nulicline is
shifted too far to the left for s to reach 5r. Therefore, the only time at which the
fixed point of the left branches can be lost is when s2 = l. At t = Al + DC)PAB,
sAB,m lt) will jump to 0. However, 5 2 will not jump to l, returning the VL nullcline
to the right, until t Al + DC)PAB . Hence, at t ll + DC)PAB, sAB->i will
already be equal to 0 since m < TC and the trajectory will reach ski ff tangentially as
in Case 3. By choosing rail) as in Case 3, Galt) gets mapped to :§ at t = T.
With the same argument as in Case 3, the trajectory salts) with sal0) = s l *5 2 (0)
and 5 a lTi ) = sciaa lwhere K1 E llj+Dc )PAB+KC,ll+1)PAB+TC)) will also be mapped
back to I at t = T2 with g Bally-) < Bally-) < 5R . Therefore, the l-dimensional
Poincare map P : Z -+ I where Pls) = slT2 ) is established exactly as in Case 3.
Thus for m E (0, KCBl, the same arguments apply to show that there exists a unique,
asymptotically stable periodic orbit in Case 4 and the periodic orbits of Cases 3 and
4 have the same period.
For m E [R1, R2], the period of the solution trajectories in Case 4 is locked
to the period of BAB  oscillations and is, therefore, much shorter than the period of
solution trajectories in Case 3. For m E [R1, R2], as stated above, on the left branches
of the nullcline, the inhibition from AB to MCNl and to Intl is timed such that
while the VI nulicline is shifted downward, 5 2 = 1 which places the VL nulicline to the
right. Thus, 5 1 does not need to grow very large for the LC interburst to end. Once
on the right branches, the burst of LC is ended during the first time s 2 jumps to s2min
because 5 1 is sufficiently small ldue to the fact that the LC interburst was ended for
a small value of si ) to push the VL nullcline far enough to the left to cause a loss in
the fixed point. Similarly, once the solution trajectory is back to the left branches, 5 1
is large enough lbecause Ai did not decay a long time on the right branches) so that
the first jump in s 2 back to 1 causes a loss in the fixed point and an end to the LC
interburst lbecause while s2 = l, the 171 nullcline is shifted downward).
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In the regions CC < m < R 1 and R2 < m < BAB, the solution trajectories
remain periodic but are slightly more complicated to describe than those outside of
these regions. For example, with the parameters fixed as above, when m E (0, CC] or
m E [R1, R2] consecutive LC bursts have exactly the same length as do consecutive
Intl burst. However, when m is not in these regions, consecutive LCD bursts and
consecutive Intl bursts need not have the same length. Instead, several cycles of LC
and Intl oscillations may be required before the LC land Intl) burst duplicates its
length. We further explain this in the next section.
4.5 Determining the Frequency of Solutions
The period of the gastric mill rhythm can be computed as the sum of the LC burst
time and the LC interburst time. Thus, the period of the solution trajectories is
calculated as the amount of time spent on the left branches lLC in its interburst)
plus the amount of time spent on the right branches llLG in its burst). We assume
that the jump from the left to right branches and from the right to left branches of
the nuliclines is instantaneous. The amount of time the solution trajectory spends on
the left and right branches of the nuliclines is determined by the dynamics of silts).
During the interburst, sib increases towards a maximum value which we shall denote
Amax • Similarly, during the burst, s ib decreases towards a minimum value A min . The
periodic solutions in Cases l-4 are then computed by finding out how much times is
needed for s 1 to evolve between the values of Amax and Amine on the left lduring the
interburst) and right lduring the burst) branches.
When s 1 is increasing, the trajectory is on the left branches and when s 1 is
decreasing, the trajectory is on the right branches of the nuliclines. Therefore, we
rewrite
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as two separate equations. Airiselt) is the value of A 1 while it is increasing on the left
branches of the nuliclines and Ai fall lt) is the value of A 1 while it is decreasing on the
right branches of the nullclines. This implies that
_ t
Solving (4.17) for sirise and sifau, we obtain Airiselt) = 1 + cite Trig and sifault) =
c2e Tfi . Next, we define slrise to be at its minimum, Amine, at time t = 0. Thus, we
find that c1 = Amine — l.
Similarly, we define A iriselt) to reach its maximum, Am,,,,x , at time t = B.
By continuity at t = B, sifault) is at smax
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We then define t = P to be the time at which s ifau reaches smin. Note that the
period of one LG or Intl oscillation is P.
Solving (4.22) for B — P, we find
The main question now is to determine the values A min and smax for each of the
four cases. However, these values have already been determined in the construction of
the periodic solutions above. In particular, for Case l, A min = 5°Rff and Amax = sL°ff.
For Case 2, 5min = sCa„ 2 and Amax = 4,n. We can approximate *as, 2 as the average
of 5°ff and sr. Note that 5r < 5°Rff. Thus from Equation (4.24), it is seen that the
period of Case 2 is smaller than the period of Case 1 since the interburst phase of
LC is shorter. This result is consistent with what was found by Manor et al. [40].
s Geoff l eL,2min . Finally, for Case 4, when m E (0, Kd, the periodic solution is
different than the one constructed in Case 3 due to the shifting of the VI nullcline.
However, the period of the solutions in Cases 3 and 4 are the same because the values
of Amin and Amax are the same. In Case 4, the values of smax and Amin depend on
m. For m near 0, for example, smax and Amin are calculated as in Case 3. When
To confirm the validity of our analytical computations of the period from (4.24),
we numerically solved the set of dimensional equations in our model using XPPAUT
[22]. The parameter values of the reduced model are given in Table 4.l. The results of
the numeric calculations are given in Table 4.2 for Cases l-3 and show a close match
between the periods obtained analytically and numerically. The period of the gastric
mill rhythm in Case 4 is dependent upon the value of m and we, therefore, do not
analytically calculate the period over the full range of m. In section 4.6, the period
of the gastric mill rhythm over the full range of m values is numerically calculated.
Table 4.1 Parameters of The Expanded, Reduced Model
Table 4.2 Comparison of The Frequency Calculated Through XPP Simulations and
The Analytic Formula
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4.6 Comparison Between Simulations of The Expanded, Reduced
Model and Experimental Results
The motivation behind considering the effect of rhythmic MCNl excitation on the
gastric mill rhythm emanated from recent experimental work on the STG done by
Wood et al. [73] and work done by Bartos et al. [5]. In their experiments, Bartos et
al. used the dynamic clamp technique to artificially replicate the AB affect on the
gastric mill. Bartos et al. showed that when MCN1 is tonic, the pyloric rhythm
regulates the speed of the gastric mill network through the inhibitory synapse from
AB to Intl. In the absence of the inhibitory input from AB to Intl, the gastric
mill rhythm is slow but when the synapse from AB to Intl is intact, the rhythm
frequency greatly increases.
Wood et al. [73] examined the effect of the rhythmic behavior of MCNl on
the gastric mill network in the presence and absence of the direct AB input to Intl.
In this work, Wood et al. artificially replicated the effect of AB activity to MCN1
through computer controlled stimulation of MCNl. Wood et al. showed that when
MCNl is rhythmic and the AB synapse to Intl is absent, there is a comparable
frequency of the gastric mill rhythm to the case when MCNl is tonic and the AB
synapse to Intl is present. We reiterate that the rythmicity of MCNl is a result
of the periodic inhibition of MCNl by AB. Therefore, it seems that the rhythmic
MCNl input to LG may serve as a second pathway by which the pyloric circuit
regulates the rhythm of the gastric mill circuit [73].
In addition, Wood et al. [73] showed that when MCNl is rhythmic and the
AB synapse to Intl is intact, there is no change in frequency from when MCNl is
rhythmic and the AB synapse to Intl is not present. Figure 4.8 shows the gastric
mill rhythm frequency as found in experiments by Wood et al. for Cases l-4. We
see that for MCNl tonic, the frequency of the network is much higher when the AB
input to Intl is present. For MCNl rhythmic, the frequency of the network is higher
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than when MCN1 is tonic, however, there is no change in frequency when the AB
input to Intl is added to the network.
While these experimental results are very useful in understanding the influence
of the synaptic inputs on the gastric mill rhythm, they do not reveal the mechanism
by which these behaviors are produced. In particular, it is unclear what prevents
the direct AB input to Intl from further increasing the gastric mill frequency when
MCN1 is rhythmic as it does when MCN1 is tonic. By use of our model, we
can now explain these observations. In Case 1, it is clear that the period of the
gastric mill rhythm is solely determined by the amount of excitation that LCD receives
from MCN1 and by the rate at which the pre-synaptic inhibition from LCD removes
this excitation. Thus, the burst duration of LC is determined by the rate at which
the conductance of the pre-synaptic inhibition increases and the interburst phase is
determined by the rate at which the pre-synaptic inhibition decreases, thus, allowing
LC to receive the excitation. In Case 2, LC again receives the excitatory input from
MCN1. However, the periodic "disinhibition" of LCD by AB allows LC to escape
from Intel's inhibition at an earlier time. This causes the interburst duration of LC
and, therefore, the period of the gastric mill rhythm to be shorter. In Case 3, the
period of the gastric mill rhythm is shorter because each time AB inhibits MCN1,
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the excitation to LG is removed. This facilitates the ending of the LC burst in that
it is not necessary for the conductance of the pre-synaptic inhibition to grow as large
to end the LC burst.
In Case 4, the period of the gastric mill rhythm is dependent upon the delay
between the timing of the AB inputs to Intl and to MCNl. For the delay in a
neighborhood of 0, each time AB disinhibits LC, the MCN1 excitation to LC is
removed so that the disinhibition has no affect on ending LC's inactive phase. The
rhythmicity of MCN1 facilitates the ending of LC's burst duration by removing the
MCNl excitation as in Case 3. Thus, for no or a small delay, the period of Case 4 is
the same as the period of Case 3 because the AB input to Intl does not affect the
LC interburst or burst. For a delay in the neighborhood of DCPAB , however, each
time AB disinhibits LC, the MCNl excitation to LC is not removed. Consequently,
AB does facilitate the ending of the LC interburst duration as it does in Case 2. In
addition, the rythmicity of MCN1 facilitates the ending of LG's burst duration as
in Case 3. Therefore, the period of the gastric mill rhythm is shorter than in Cases
l-3 because the interburst and burst durations of LC are both shortened.
For a particular set of parameters, we obtained periodic solutions for Cases l-4
and the region m for which the periods of Case 3 and Case 4 match. In Figure 4.9, the
period of the gastric mill rhythm in Case 4 is plotted over the full range of possible
m values for Tr = 7200 and Tab = 5500. We see that for 0 < m < 60, the period of the
gastric mill rhythm for Case 3 is equal to that of Case 4. For 470 < m < 740, the
period of the gastric mill is equal to the period of AB activity. For 60 < m < 470,
there is a transition between having a period equal to that of Case 3 to the much
shorter period of AB activity. Similarly, for 740 < m < 1000, the period begins
to increase from 1 sec up to the period found in Case 3. As stated in the previous
section, for 60 < m < 470 and for 740 < m < 1000, it may take several cycles of LC
and Intl oscillations before the LC and Intl burst lengths duplicate themselves. In
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these situations, the period is calculated as the time is takes to have two duplicate
LG burst lengths divided by the number of cycles of LCD oscillations occurring in that
time.
In Figure 4.10, we see that our model accurately replicates the behavior of the
gastric mill rhythm (see Figure 4.8) when 0 < m < 60. Thus, the time mismatch
between the pyloric and modulatory inputs to the gastric mill network is critical in
establishing the correct frequency of the system. Upon relaxation of the conditions
that sAB(t) and s2 (t) jump between their minimum and maximum values instantaneously
to the condition that the jump in s 2 be fast compared with the rise and fall of s 1 ,
the region m for which the period of Case 3 equals the period of Case 4 shifts to
a neighborhood of approximately 90 < m < 250 depending upon the exact values
of the parameters. In the biological system, the delay between AB activity and the
inhibition from AB to MC N1 is approximately 20 msec. The delay between AB
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activity and the peak of LC disinhibition, however, can be from 200 to 400 ms [49].
This longer delay is believed to be a result of slow synaptic rise times [2, 49]. Thus,
the range of delays found using the expanded, reduced model is consistent with the
timing of the inputs in the biological circuit.
While, the experimental work of Wood et al. [73] shows that the rhythmicity of
MCN1 serves as a second pathway by which the pyloric network regulates the activity
of the gastric mill rhythm, these experiments also indicate that the direct inhibition
from AB to Intl is required in order for LC and Intl to have the appropriate burst
and interburst durations. The experimental calculations of the duty cycle of LC
(defined as the amount of time LC is active divided by the period of LC activity) is
different in each of the four cases. Thus, it is clear that having only one of the sources
of the AB inputs is not sufficient to mimic the activity pattern when both of the AB
inputs are present; see Figure 4.11.
In the expanded reduced model, the duty cycle of LC is different from Case 2
to Case 3 but is the same in Cases 3 and 4. The duty cycle of LC in Cases 3 and 4
match because the solution trajectory in Case 4 is defined to jump from scoff and s'Lff
with the same timing as the solution trajectory in Case 3. If the condition that BAB
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and B 2 jump between their minimum and maximum values instantaneously is relaxed
to being fast compared with the rate at which the excitation from MCN1 to LG rises
and decays, then the duty cycle of LG matches the experimental results because the
solution trajectory in Case 4 spends slightly more time on the right branches of the
nuliclines than in Case 3 while still maintaining the same period as in Case 3; see
Figure 4.11.
Wood et al. [73] also determined that the latency locking between AB and
rhythmic MCN1 activity is essential to achieve the correct gastric mill activity
pattern and coordination between the gastric mill and pyloric rhythms. Wood et
al. compared the activity of the gastric mill rhythm when MCN1 was pyloric timed
as in the naturally occurring condition and when MCN1 was free-running. In the
latter case, MCN1 activity was still rhythmic but not phase locked to AB activity.
These experiments indicate that while the gastric mill frequency and LG duty cycle
are unchanged by whether MCN1 is pyloric timed or free-running, the timing of the
gastric mill activity with regards to both MCN1 and AB activity are affected; see
Figures 4.12, 4.13, and 4.14.
This same behavior is not seen in the expanded, reduced model. Free-running
MCN1 activity is considered in the expanded, reduced model by fixing m and making
the AB input to Intl (through BAB, / (t)) and the AB input to MCN1 (through
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Figure 4.13 Comparisons between the LC duty cycle when MCNl activity
is pyloric timed and when it is free-running with respect to AB activity. The
experiments show that the duty cycle of LC is not affected when MCNl is
free-running [73].
Q52
Figure 4.14 The mean latency from the pyloric cycle preceding the LC burst to
the onset of that LC burst increases from when MCNl activity is pyloric timed to
when it is free-running [73].
sAB—>mlt)) have slightly different frequencies. Thus, the MCNl input is rhythmic
but not phase locked to AB activity. In this free-running case, the gastric mill
rhythm and LG neuron duty cycle are not comparable with the rhythm and duty
cycle obtained with the pyloric timed MCNl activity. In fact, with free-running
MCN1 rhythmicity, the gastric mill rhythm does not maintain repeating patterns
of activity. Instead, the activity pattern continuously changes with oscillations of
different frequencies; see Figure 4.15. This behavior occurs because the free-running
activity of MCN1 is essentially the same as running simulations of Case 4 with the
delay m continuously changing so that the timing of the MCN1 activity relative to
AB is random. Thus, the period of the gastric mill rhythm is capable of taking on
any value seen in Figure 4.9 throughout the duration of the simulation.
5000 	 10000 	 time(msec) 20000 	 25000 	 30000
Figure 4.15 Voltage trace of LC when the rhythmic MCN1 activity is free-running
with respect to the pyloric rhythm in the expanded, reduced model. The regularity














A MORE BIOLOGICALLY ACCURATE REPRESENTATION OF THE
REDUCED MODEL AND THE FULL MODEL
In this chapter, we expand upon the full model of Nadim et al. [49] to confirm that
the results of our reduced model can be extended to the full model. Before returning
to the full model, however, we consider the effect of making the excitatory synapse
from MCNl to LG voltage dependent and restoring the electrical coupling between
MCN1 and LC. Restoring these two properties makes our reduced model a more
realistic representation of the STG circuitry.
5.1 Voltage Dependent MCN1 to LC Synapse in The Expanded,
Reduced Model
We now consider the effect of having voltage dependent coupling between MCN1 and
LC as opposed to a constant conductance synapse. Therefore, we return to Equation
(3.22) with EslVii) = gssoolVL) where so„ (17L ) is a sigmoidal gating function going
between 0 and 1 of the form
Due to this voltage dependency, the amount of excitation that LC receives from
MCN1 will depend upon the voltage of LC causing LC to receive less excitation when
it, itself, is at a low voltage. Thus, when LC is in its interburst phase, the strength of
the synapse will be weaker than in the work done in the previous chapter. When LC
is in its burst phase, the strength of the synapse will increase to a value near to that
in the previous chapter. As a consequence of the weaker conductance, in all of the
Cases l-4, the voltage dependency will increase the LC interburst duration because
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s will be required to grow to a larger value of A max for the fixed point to be lost on
the left branches of the nullclines. On the right branches of the nuliclines, where
LC is in its burst phase, A o,,(17L ) is close to 1 and, therefore, the value of A min will
not be significantly different from when the conductance of the synapse is constant.
However, since the value of s niax is larger, the time it takes for s to decrease to Amine,
is longer than when the conductance of the synapse is constant. In all Cases l-4, this
results in an increase in the period of the solutions.
Upon relaxing the conditions that s 2 and sAB-,I jump between their minimum
and maximum values instantaneously, the voltage dependency also increases the range
of m over which the period of Case 3 equals the period of Case 4. When s 2 rises and
decays exponentially, s 2 moves continuously between its maximum and minimum
values. In Manor et al. [40], sAB,i is treated as a half-sine function with duty-cycle
equal to .5. Regardless of whether the conductance of the MCN1 synapse to LC is
constant or voltage dependent, the same condition must be satisfied for the period of
Case 3 to equal the period of Case 4. This condition is that the fixed point on the left
branches of the nullclines must be lost through scoff. That is, m must be chosen to live
in a certain interval, say [M1, M2], such that once s ib has grown large enough for s to
reach sr while = l, the 17L, nullcline must be shifted far enough to the left by
s2 when sAB--of = 1 so that the saddle-node bifurcation does not occur at sr. This
situation persists until m becomes just larger than M2. For M2 < m < DcPAB, when
sAB-,I jumps to 1, sAB,m will already equal 1 so the VL nulicline will already be to
the left. However, before sAB-;I returns to 0, sAg_of will return to 0. Consequently,
the VLF, nullcline will move to the right and the fixed point will not be lost through
son .
When s2 rises and decays exponentially and m is slightly too large as described
above, the loss of the fixed point through sr when s oo lVi) = 1 often occurs while s2
is increasing towards 1 but has not yet reached its maximum value of l. As a specific
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example, for 'Tr = Ty = 4000, 7-,,, = If, = 325, and conductance of the MCNl to
LC synapse constant llscolVM) = 1), the periods of Cases 3 and Cases 4 are the same
for 80 < m < 275. Once m > 275, the saddle-node bifurcation occurs through sr
instead of scoffs, thus, causing the period of Case 4 to be smaller than the period of
Case 3.
Now let us consider the effect of the voltage dependent conductance on the
position of the VL nulicline and, therefore, the role it plays in altering the interval
of m over which Case 3 equals Case 4. When LC is at a low voltage, s c,„lVL) is
close to 0. Thus, on the left branches of the nullclines, when s i decreases to its
minimum, there is a much larger jump to the left of the VL nullcline than when the
conductance is constant. Furthermore, even as s i increases back to 1, the VL nulicline
remains significantly far to the left until s i gets very close to 1. Therefore, even as
m increases to the range [Mi, DCPABl where sAB__*m jumps back to 0 lforcing s i to
increase back to 1) just before sAB,i returns to 0, the Vs nullcline will remain too
far to the left lbecause it takes some amount of time for s i to grow close enough to
1) for the saddle-node bifurcation to occur through sr.
Hence, the fixed point cannot be lost through sr while si is growing towards l,
as occurs when the conductance is constant. Furthermore, when sAB,i is a half-sine
function, as in Manor et al. [40], the VI nulicline spends less time in the lower position.
Consequently, there is again a shorter range of time for s to reach s7,n while the VI
nullcline is in the lower position. Accordingly, a larger interval of m will exist for
the fixed point on the left branches of the nullclines to be lost from sc
oaa as in Case 3
when the conductance is voltage dependent than when the conductance is constant.
Returning to the example in the above paragraph, but now with the conductance
of the MCNl to LC synapse voltage dependent, the interval of in for which the
period of Case 3 equals the period of Case 4 extends to 80 < m < 350. When s i has
instantaneous kinetics, there is no significant difference in the range of m between the
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voltage dependent and non-voltage dependent cases because s 2 is always equal either
to 1 or 0, so the fixed point on the left branches cannot be lost while s 2 is increasing
towards 1.
5.2 Electrical Coupling Added to the Expanded, Reduced Model
An additional simplification in the model of Manor et al. [40] was the removal of
voltage dependent electrical coupling between MCNl and LG. Coleman et al. [16]
found that for MCN1 in its tonic mode, while LC is in its burst phase and LG is
pre-synaptically inhibiting MCNl, LC continues to receive excitatory post-synaptic
potentials from MCNl. By blocking the chemical excitation from MCNl, they were
able to deduce that these excitatory potentials were a result of electrical coupling
between MCNl and LC. Furthermore, these excitatory post-synaptic potentials
increased as the voltage of LC became more and more depolarized. This indicates that
the electrical coupling is dependent upon the voltage of LC and that the inhibitory
synapse from LG to MCN1 does not inhibit MCNl activity. This supports the idea
that the synapse simply cuts off the excitation from MCN1 to LC by inhibiting the
axon terminal of MCNl. Coleman et al. speculated that the role of the voltage
dependent electrical coupling is to allow LG to receive excitation from MCN1 when
LC is in its burst phase while not opposing the inhibition from Intl that helps to
control the LC interburst phase. This helps to sustain the LC burst when MCNl is
tonic [16, 40]. The effect of the electrical coupling when MCN1 is rhythmic remains
unclear due to a lack of experimental data.
In this section, we determine the effect of the electrical coupling on the gastric
mill rhythm using our expanded, reduced model. In this model, we add a voltage
dependent electrical coupling term from MCN1 to LC. Restoring the electrical
coupling from MCN1 to LC, the equation to describe the voltage of LC becomes:
where Vk is the half-activation voltage and k determines the slope at this point.
geo lVL ) lies between 0 and 1 so that the coupling is strong when V LF, is at a high
voltage and the coupling is weak when V LF, is at a low voltage. The electrical coupling
does not affect Equation (3.24) because this equation describes the voltage of MCN1
in the soma and not at the axon where the electrical coupling is thought to actually
exist. Therefore, in the expanded, reduced model, we only consider unidirectional
electrical coupling from MCNl to LC. To check the effect of this simplification, we
consider the electrical coupling to be bidirectional when we return to the full model
of Nadim et al. [49]. We find that at a reasonable strength, the electrical coupling
from LC to MCNl does not influence the LC burst or interburst durations because
the conductance of the ionic currents in the MCN1 axon overpower the effect of the
electrical coupling.
In our reduced model, the electrical coupling causes the formerly l-dimensional
equation for the V LF, nulicline to become 2-dimensional as it is now explicitly a function
of both V1 and VMS. As stated in Chapter 3, the voltage of MCNl evolves on the fast
time scale and lies between Eieakm and VM depending on the value of sAB,m • From
(3.32), when sAB—>mlt) decreases to 0, VMS increases to Eieakm > VTH(M). When
sAB-YAflt) jumps to l, VMS instantaneously jumps to VMS where
Thus, we can again consider the VLF nulicline in the VLF, and L/ phase space where
the position of the Vr nulicline shifts to the right and left due to B(t). However, the
position of the VLF nullcline is also affected by the value of VMS. When VMS = Lk, the
VLF, nulicline shifts farther to the left than in the absence of the electrical coupling
and when LM increases to Ei eak, the nulicline shifts farther to the right than in the
absence of the electrical coupling; see Figure 5.1.
Figure 5.1 The L', and 1/2- nullcline are plotted in the absence (O, = 0, black L',
nulicline) and presence of electrical coupling (:Mc = .5) between MCN1 and LG for
ALM = Vk (blue L", nulicline) and Vm = Eieak,M (red LL nullcline) for B(t) = .3. Note
that only the right branch of the L', nullcline is affected by the electrical coupling
due to the voltage dependency of the coupling. The point at which the saddle-node
bifurcation on the right branches occurs is marked by •.
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electrical coupling than in its absence because Elea,km is positive. Furthermore, due
to the voltage dependency of the conductance, the shift of the right branch of the V ',
nulicline to the right is much greater than the shift of the left branch. Consequently,
when the electrical coupling is present and the trajectory lies at the stable fixed point
on the right branches of the nullclines, B will need to decrease to a smaller value for
the saddle-node bifurcation to occur through sclin or s'fiff than in the absence of the
electrical coupling; see Figure 5.l. Therefore, the electrical coupling increases the
LC burst duration. The electrical coupling does not greatly affect the LC interburst
duration because on the left branches of the nuliclines, the electrical coupling is weak.
Thus, the electrical coupling requires B to grow to a slightly smaller value to reach
either of the bifurcation points, sr or Reiff, than when the electric coupling is not
present. However, on the left branches, s starts increasing from a smaller initial value
than when the electrical coupling is not present. Thus, the interburst duration of LC
is not significantly affected by the electrical coupling. Consequently, in Cases 1 and
2 the electrical coupling increases the gastric mill period by increasing the LC burst
duration. The stronger the strength of the coupling, the larger the increase in the
gastric mill period.
In Cases 3 and 4, VMS oscillates above and below 17Th(m). Each time AMA increases
to Eieakm the VLF, nulicline shifts farther to the right than if there were no electrical
coupling. However, each time AMA = ALA, the V', nullcline shifts farther to the left
than if there were no electrical coupling. Thus, on the right branches of the nullclines
in Cases 3 and 4 when B 2 jumps to 32min, AMA jumps to ALA and the VLF, nulicline gets
an extra push to the left depending on the strength of M c ; see Figure 5.2. Thus, as
opposed to Cases 1 and 2, the electrical coupling helps to end the LC burst. On
the left branches of the nullclines, the electrical coupling is again weak and does not
cause a significant decrease in the LC interburst duration. Therefore, in Cases 3 and
4, there is no change in the gastric mill period when :0C is small. There is a decrease
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in the period of the gastric mill rhythm as :ye increases because the electrical coupling
helps to end the LG burst at an earlier time.
Once :ye becomes sufficiently large, the gastric mill rhythm becomes fixed to the
activity of MCN1. Thus, when MCN1 is above threshold, the voltage of LG goes
above threshold and when MCN1 is inhibited by AB, the voltage of LG also goes
below threshold. Hence, the activity of LG becomes synchronized with the activity of
MCN1. With the restriction that the electrical coupling only acts upon the voltage
of LG when (VMS — VL ) is nonnegative, the burst duration of LG no longer decreases
as :ye increases. Instead, the electrical coupling has no affect on the ending of the LG
burst duration and the end of the burst is determined solely by the dynamics of B(t).
Furthermore, the electrical coupling between MCN1 and LG does not affect the
range of delays, m for which the period of Case 3 equals the period of Case 4 when the
periodic solution satisfies Property B as in Theorem 2. This is because the jumps in
VMS between VMS and Eieak,M occur with the same timing and direction as B 2 , i.e. when
VMS jumps to VMS, B 2 jumps to 8 2,2in and when VMS increases to Eieak , m, B2 jumps to I.
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On the right branches when 3 i jumps from 1 to 3 imin , VMS also jumps from Eleakm to
V. Therefore, the VI, nulicline jumps from right to left due to the direct effect of V MS
through the electrical coupling at the same time as the indirect effect of VMS through
3i . Thus, the presence of the electrical coupling does not interfere with the range of
m over which the instantaneous loss of the fixed point on the right branches of the
nuliclines can occur. On the left branches of the nulicline, the electrical coupling is
too weak for the VLF, nulicline to be pushed throughsrwh leAB/= 1 and VMSis
increasing towards Eleakm for m E (0, TCll. Therefore, there is again no interference
with the range of m for which the fixed point is lost through scoffs in Case 4. Although
these results are reasonable for the reduced model, we will see in the following section
that the reduced model cannot accurately capture the effect of the electrical coupling
seen in the full model.
In our reduced model, we also considered the electrical coupling to be non-
voltage dependent. This was done to determine the effect of the voltage dependency
on the gastric mill rhythm. Again, the voltage dependency is such that the conductance
of the electrical synapse increases as VLF, increases. Thus for LG in its interburst phase,
the conductance is weak and for LC in its burst phase, the conductance is almost
equal to that of the non-voltage dependent conductance case. For a fixed value of
gc , as would be expected, the LC burst duration was shorter when the electrical
coupling was voltage dependent than when it was non-voltage dependent. This is
because in the non-voltage dependent case, the conductance of the electrical coupling
is .0C * 1 while the conductance in the voltage dependent case is p"C goo lVL) where
0 < goo lVL) < l. Therefore, the conductance is always stronger when the electrical
coupling is non-voltage dependent and the voltage of LC is more depolarized by
MCNl. We next checked the effect of the voltage dependency on the duty cycle of
LC. This was done by increasing in the voltage dependent case until the LC burst
durations were equal in both the voltage and non-voltage dependent cases. We found
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that when 9C was chosen so that the LC bursts matched, the interburst durations were
not significantly different. Consequently, we concluded that the voltage dependency
does not significantly alter the LC duty cycle.
5.3 Simulations of the Expanded, Full Model Using Network
The Hodgkin-Huxley-type full model of Nadim et al. [49] is a more accurate biophysical
model of the gastric mill network than the expanded, reduced model. The equations
for the membrane potentials of LC, Intl, and MCNl in the full model include terms
for the ionic currents due to the movement of K+ and Na+ as well as leak currents.
Each of these neurons is also modeled as being multicompartmental. Due to the
simplicity of the expanded, reduced model, one may question the usefulness of the
results. Thus, to confirm that the results on the control of frequency of the gastric
mill rhythm are not an artifact of the simplicity of the model, we added the AB input
to MCN1 into the full model of Nadim et al. and ran simulations using Network
for different delays in the timing of the AB inputs to Intl and MCNl. We refer to
this expansion of the full model of Nadim et al. as the expanded, full model. In this
expanded, full model, we also examined the effect of the voltage dependent electrical
coupling on the gastric mill rhythm for MCNl rhythmic.
5.3.1 Rhythmic MCNl Excitation in the Expanded, Full Model
In their experiments, Wood et al. [73] mimic the effect of the inhibition from AB to
MCNl by stimulating MCN1 between AB bursts. To replicate this experiment in
the full model, we keep the voltage of MCN1 below threshold each time AB fires an
action potential. Thus, MCNl is rhythmic. In the expanded, full model, we found
that the frequency in Case 3 is much higher than the frequency in Case l. This is
consistent with the findings of the reduced model and the experimental results of
Wood et al.
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Furthermore, the period of Case 3 is equal to the period of Case 4 only when
there is a small delay from the time that AB inhibits MCNl to the time AB inhibits
Intl; see Figure 5.3. Figure 5.4 shows voltage traces of Intl and LC in Cases 3 and
4 for m near 0. For this small delay, the period of the gastric mill rhythm is equal
in both Cases 3 and 4. Thus, the inhibition from AB to Intl does not affect the
frequency of the gastric mill network. To obtain this result, we had to choose the
parameters in our model to ensure that the rate of the rise of the excitation from
MCNl to LC is faster than the rate of the decay of the excitation. This condition
guarantees that the excitation to LCD will build up despite the interruptions caused by
the AB inhibition of MCNl. This condition is again consistent with the expanded,
reduced model. In the expanded, reduced model, Item and Tam are of the same order
but the maximum value 8 2 can reach is 1 while the minimum value s 2 can reach is
s2m,in > 0. Thus when LC is below threshold and MCN1 is inhibited, the excitation
to LC is not completely removed because 3 2 does not decay to 0. Additionally,
while 32 = s2min Ai continues to increase. Therefore, when MCNl goes back above
threshold, the excitation to LC is stronger than it was just before the excitation was
removed due to AB.
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Figure 5.3 The period of the gastric mill cycle calculated from the expanded, full
model for different delays, In, in Case 4. The period of Case 3 is marked by the
dashed line. There is a small range of delays, m, near 0 for which the period of the
gastric mill rhythm is equal in Cases 3 and 4.
Figure 5.4 Voltage traces of LCD and Intl in Cases 3 (left) and 4 (right) for m = 180.
For this delay, the period of the gastric mill rhythm is equal in Cases 3 and 4.
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5.3.2 Electrical Coupling in the Expanded, Full Model
Based on experimental work, the full model of Nadim et al. [49] was constructed so
that without electrical coupling, MCNl excitation alone could not evoke gastric mill
rhythms. However, the full model of Nadim et al. [49] only considered the electrical
coupling to be non-voltage dependent. Hence, we wanted to determine the effect of
making the electrical coupling voltage dependent in our expanded, full model. As in
the expanded, reduced model, we consider the conductance of the electrical coupling
to be a maximal conductance, Mc, times a a sigmoidal function that increases from
0 to 1 as the voltage of LC increases. Similar to the expanded, reduced model, for
a fixed value of pc , the LC burst duration was shorter when the electrical coupling
was voltage dependent than when it was non-voltage dependent. We then checked
the effect of the voltage dependency on the interburst duration of LC by increasing
.0C in the voltage dependent case until the LC burst durations were equal in both the
voltage and non-voltage dependent cases. We again found that when -MC was chosen
so that the LC bursts matched, the interburst durations also matched. Thus, in the
expanded, full model, the voltage dependency does not alter the LC duty cycle; see
Figure 5.5.
To check if the influence of the electrical coupling in the full network is accurately
described by the expanded, reduced model, we calculated the period of the gastric mill
rhythm for increasing strengths of pc . In Cases 1 and 2, as .0C increases lin both the
non-voltage and voltage dependent situations), the burst duration of LC increases.
This is consistent with the results of the reduced model. In Cases 3 and 4, as .0C
increases up to some .0C*, the burst duration of LC also increases. This, however, is
not consistent with the results of the expanded, reduced model where the gastric mill
period decreases as 9C increases.
In Cases 3 and 4, when LC is in its burst phase and MCNl is inhibited by AB
lVMS goes below threshold), The LC cell receives a hyperpolarizing current as a result
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Figure 5.5 The LG duty cycle is shown for Cases 1-4 when the conductance of the
electrical coupling in the expanded, full model is constant (=qc = 0.07) shown in red
and when the conductance is voltage dependent (g, = 0.0725) shown in blue.
of the electrical coupling. In the expanded, full model, for 0 < .q, < gc*, the burst
duration does not end as a direct result of the hyperpolarizing current. Instead, the
burst of LG ends when the excitation from MCN1 has decayed sufficiently so that
when MCN1 switches from being inhibited by AB to being active, the depolarization
due to the electrical coupling is not strong enough to sustain the LG burst.
Consider two different conductances of the electrical coupling, c1  and :Oa with
,gci > :Oa . Each time MCN1 is active, Vi, will jump to a higher voltage for .0, = c1
than for gci= J2.Similarly, each timeMCN1ets inhibited byAB, VLF,w l jump
to a lower voltage for gee = .g, 1 than for .0, = :Oa . However, the LG burst phase will
not end as a result of the hyperpolarizing current due to the electrical coupling for
either gel or *Oa . For .--qc = c2 , there is a region for which the excitation from MCN1
has decayed sufficiently so that when MCN1 changes from being inhibited by AB to
being active, the electrical coupling is not strong enough to maintain the LG burst
phase. In this same region for gci= c1,once VMSbecomes active again, the electrical
coupling is strong enough so that V', will become sufficiently depolarized to sustain
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the LC burst. Thus, the LC burst duration and, consequently the gastric mill period
increase as the strength of the electrical coupling increases; see Figure 5.6.
This behavior is not displayed by the expanded, reduced model. Thus, with
regard to the electrical coupling, the simplicity of the expanded, reduced model places
a limitation on the dynamics that it can capture. While our reduced model proves
useful in understanding the behavior of the gastric mill rhythm in Cases 1 through
4, it cannot accurately describe all of the components of the full network. In the
expanded, full model, as in the expanded, reduced model, once .0C > gc*, the activity
of LC becomes locked to the MCN1 activity. However, =q, > .0C* is likely to be an
unreasonably large value for the conductance in the biological circuit.
5.3.3 Comparison Between Simulations of the Expanded, Full Model and
Experimental Results
In this section, simulations of the expanded, full model are compared to the experimental
results of Wood et al. [73] to further validate the accuracy of the expanded, full model
in modeling the gastric mill rhythm. Figure 5.7 shows the frequency of the gastric
mill rhythm for MCN1 tonic and rhythmic in the presence and absence of the AB
input to Intl. As is seen experimentally (see Figure 4.8), when MCN1 is tonic, the
105
AB input to Intl increases the frequency of the gastric mill rhythm. Additionally,
the rhythmic MCN1 activity increases the frequency of the gastric mill rhythm and
when MCN1 activity is rhythmic, the AB input to Intl does not further increase
the gastric mill rhythm frequency as it does when MCN1 is tonic. In our full model,
the duty cycle of LC in Cases 1 and 2 are nearly identical. However, the duty
cycle of Cases 2-4 are all different as in the experimental calculations; see Figure
5.8. Consequently, the expanded, full model shows that neither of the AB inputs
alone is sufficient to mimic the activity pattern of having both of the AB inputs
present. Free-running rhythmic activity of MCN1 also produces the same result
in the expanded, full model as in the expanded, reduced model. With free-running
activity, the gastric mill rhythm does not maintain repeating patterns of activity but
continuously changes with oscillations of different frequencies; see Figure 5.9. This
occurs because, as in the expanded reduced model, the expanded full model is not
tuned to be robust in properly integrating mixed inputs.
Figure 5.7 The gastric mill rhythm cycle frequency for Cases 1-4 determined
through simulations of the expanded, full model.
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Experimental Results
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Figure 5.8 The LG neuron duty cycle for Cases 1-4 determined through experiments
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Figure 5.9 Voltage trace of LG when the rhythmic MCN1 activity is free-running
with respect to the pyloric rhythm in the expanded, full model. The regularity of LG
activity is altered when MCN1 is free-running.
CHAPTER 6
CONCLUSION
6.1 Summary of Results and Discussion
Many networks of interest involve an excitable system that requires external input
to become active or to oscillate at the appropriate frequency[42, 68]. It has been
observed that while tonic stimulation may often times be sufficient to elicit the
network activity, the synaptic inputs driving these circuits are themselves rhythmic
[10, 71]. An example of this is the pyloric network of the lobster stomatogastric
nervous system which receives rhythmic excitatory input. The same effects of this
rhythmic input, however, can be achieved through tonic firing of the input cells [46].
Furthermore, it has been noted in many cases that although one source of
input is sufficient to produce oscillations in the target network, multiple inputs act
together to generate and set the frequency of the network. Networks of this type
are often seen in electrical circuits but can extend to other areas such as biological
systems [15, 18, 19, 43]. The heartbeat of the leech, for example, is controlled by
pairs of reciprocally inhibitory neurons. These oscillators receive inhibitory input
from interneurons that act to coordinate the activity of the separate oscillators [14].
Einum et al. [21] also recently showed that reticulospinal neurons of the lamprey
brain stem receive both excitatory and inhibitory rhythmic inputs from neurons in
the spinal cord during locomotor activity.
In such networks, the frequency, strength, and timing of the oscillatory inputs
are crucial for setting the appropriate frequency of the excitable system. If the
strengths of each input are not weighted properly, the effect of one input may be
overpowered by another. Similarly, the timing of the inputs will determine if they
work together to magnify their effects or if they cancel one another. One can see how




of the stable fixed point needed to jump from one branch of the nulicline where the
neuron LCD is active to the other branch where the neuron Intl is active to occur
at an earlier time than when the input is tonic. Thus, although tonic stimulation of
the gastric mill network can generate the gastric mill rhythm, the rhythmicity of the
input speeds the frequency of the gastric mill rhythm as in seen by Wood et al. [73].
The effect of the synaptic input from AB to Intl in the case when MCN1 is
rhythmic, however, is not straight forward. The timing of the jump of the V. and
VI nuliclines in response to the AB input to Intl and to MCN1 determines how the
loss of the stable fixed point on either the left or right branches of the nuliclines will
be lost. This, in turn, determines the length of the LC and Intl interburst and burst
durations. When the time mismatch is small, the presence of the AB input does not
further increase the gastric mill rhythm frequency as is seen experimentally by Wood
et al. [73]. This is because for no delay or a small delay between the two pyloric
inputs, the position of the VL nulicline in response to the AB inhibition of MCN1
prevents the AB disinhibition of LC from ending the LC interburst. Thus, each time
AB disinhibits LC, the excitation to LC from MCN1 is removed. Therefore, when
LC is in its interburst phase, it does not feel the effect of the AB input. Once LC does
enter its burst phase due to the slow build up of MCN1 excitation, the AB inhibition
of Intl is relatively insignificant because Intl is already suppressed and, therefore,
the LC burst ends as it does when the AB input to Intl is absent. Therefore, for
a small time mismatch, the AB input to Intl does not alter the times at which LC
enters and exits it burst and it is as if there is only one source of synaptic input to
the gastric mill network.
For a larger time mismatch, however, this is not the case. When the time
mismatch is chosen appropriately large so that when AB inhibits Intl the excitation
to LC from MCN1 is present, then there is a large increase in the firing frequency.
The increase in frequency occurs because for this range of delays between the AB
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input to Intl and the AB input to MCN1, the position of the nuliclines is such that
LC does get disinhibited each time AB inhibits Intl. Thus, the interburst phase of
LC is ended at an earlier time than when there is no AB input to Intl. This then
allows the burst of LC to end at an earlier time. This is because to end the interburst
of LC, the excitation did not have to build up very high and, as a result, it does not
need to decay as long to end the burst of LC.
The phase-plane analysis also gives us some insight about the conditions that
are necessary for the period of the gastric mill rhythm in Case 2 to equal that of
Case 4. In order for the periodic solutions to be constructed in the same manner
in both Cases 2 and 4, it is necessary for the delay m to be chosen such that the
jump in 3 2 from 1 to 32min, does not prevent the loss of the fixed point on the left
branches when the VI nullcline jumps to its downward position. Thus, 771 must be in
a neighborhood of DCPAB . However, on the right branches of the nuliclines, the jump
down of the AI nulicline when AB inhibits Intl must be large enough to prevent the
loss of the fixed point when 82 jumps from 1 to s2min. For this to occur, m must be in
a neighborhood of 0. Consequently, it will not be possible to find a range of m over
which the periodic solutions are constructed in the same way in Case 2 and Case 4
because on the left branches of the nuliclines m must be in a different range than on
the right branches. In addition, the jump down in the right branch of the V1 nullcline
when AB inhibits Intl is not significant and, therefore, will not be large enough to
prevent the loss of the fixed point when AB inhibits MCN1. However, for m in a
neighborhood of 0, the periods of Cases 2 and 4 can be made close because in Case 2
the LC interburst duration is shortened, allowing for a shorter period of the gastric
mill oscillations. And for this same range of m, the LC burst duration in Case 4 is
shortened, allowing for a shorter period of the gastric mill oscillations. For m outside
of this range, both the LC burst and interburst durations are greatly shortened and,
therefore, the period in Case 4 will be much shorter than the period in Case 2.
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This mathematical analysis gives a possible biological mechanism by which the
effects of the two simultaneous synaptic inputs can overlap to result in a frequency
equivalent to that of having only one of the inputs present or can both work to
influence the frequency. We confirmed these results ascertained through phase-plane
analysis of the expanded, reduced model by running simulations of the expanded,
full model in Network. In the full, biophysical model, the rhythmicity of MCN1 was
considered by suppressing MCN1 each time AB went above threshold. When the
rate of rise of the excitation from MCN1 to LG is faster than the rate of decay of the
excitation, the frequency of the gastric mill rhythm calculated from the expanded, full
model yielded similar results to the expanded, reduced model. For a small delay from
the time AB inhibits MCN1 to the time AB inhibits Intl, the period of the gastric
mill rhythm is nearly equal in Cases 3 and 4. As the delay increases, the period of
the gastric mill rhythm becomes significantly shorter in Case 4 than in Case 3. This
condition on the rates of rise and decay of MCN1 excitation is necessary because it
ensures that the excitation to LC builds between times at which AB inhibits MCN1,
thus, allowing LC to enter its burst phase. If the rate of decay of excitation is too
fast, each time MCN1 gets inhibited by AB, the removal of excitation would drop
the voltage of LC back to the hyperpolarized potential it was at during the previous
AB active cycle.
This result shows that the pyloric input can affect the gastric mill frequency
through two different mechanisms. The first is a direct input from AB to Intl. This
input can shorten the LC interburst phase by periodically disinhibiting LC. The
second is an indirect pathway through inhibition of MCN1. This pathway shortens
the LC burst by helping to remove the excitation from MCN1 to LG when LC
is active. Our model shows that the timing between the pyloric and modulatory
inputs to the gastric mill network when MCN1 is rhythmic is key to obtaining the
correct frequency and determining if the AB input to Intl will have an effect on the
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LC interburst duration. Thus, the timing can be used as a tool to switch between
different modes of firing frequency or to simply allow an additional pathway for AB
to regulate the gastric mill frequency. This may serve as a means by which different
chewing patterns are elicited. This reiterates the fact that knowing the circuitry is
not enough to understand the complex behavior of a network. It is equally essential to
know the fine details such as synaptic strengths, rates of rise and decay of the inputs,
and the timing of these inputs with respect to one another in order to understand
fully how they may act upon an entire network.
Furthermore, we analyzed the effect of making our reduced model more realistic
by considering the conductance of the MCN1 to LC synapse to be voltage dependent
and the presence of voltage dependent electrical coupling from MCN1 to LC. For
the specific voltage dependency considered, we found that the voltage dependency
increases the period of the gastric mill rhythm by increasing the LC interburst
duration for both MCN1 tonic and rhythmic. In addition, for MCN1 rhythmic,
the range of delays over which the direct AB input to Intl does not affect the period
of the gastric mill rhythm increases. In the expanded, reduced model, the electrical
coupling increases the periods of Cases 1 and 2 by increasing the LC burst duration.
In Cases 3 and 4, the period does not increase due to the rhythmicity of MCN1. These
results, however, do not extend to the expanded, full model and, therefore, reveal a
limitation of the expanded, reduced model. In the expanded, full model, the voltage
dependent electrical coupling increases the period of all four cases. In addition, the
electrical coupling does not alter the qualitative behavior of the network oscillations
regardless of whether the conductance is voltage dependent or constant.
The biological and mathematical reductions of the full, compartmental model
of Nadim et al. [49] implemented by Manor et al. [40] and extended in this work have
proven to be instrumental in understanding the frequency regulation of the gastric mill
rhythm and intercircuit coordination with the pyloric network. Our reduced model
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neglects all intrinsic currents and models the neurons in this network as having only
leak currents. Despite the severity of these reductions, the expanded, reduced network
is able to accurately model the gastric mill rhythm and its response to the slow,
modulatory and fast, pyloric inputs. The expanded, reduced model, also, clarifies the
relationship between the synaptic rise and decay times of the AB inhibition of MCN1
in the expanded, full model necessary to obtain the experimentally observed behavior.
Furthermore, because the expanded, reduced model of simply passive neurons is able
to accurately reproduce the qualitative behavior of the expanded, full model, it is
clear that the synaptic currents and their timing with respect to one another are the
primary components responsible for the dynamics of the gastric mill rhythm. This is
important because the ability to ignore the intrinsic dynamics of each of the neurons
results in significantly simpler equations. This makes mathematical manipulation and
analysis much more accessible. For example, in this network, we were able to reduce
the study of our system to the study of a flow on a 1-dimensional map. This then
allowed us to define a Poincare map to prove the existence and stability of periodic
orbits which would have been otherwise impossible if working in higher dimensions.
6.2 Future Work
The investigation of how the gastric mill rhythm is determined and altered by external
inputs does not end here. There are several extensions of this problem that are
interesting and useful to consider in understanding the full control of network frequency.
One such issue is to investigate the effect of the modulatory input from MCN1 to
Intl and to AB in the expanded, reduced model. MCN1 activity has been shown to
enhance the pyloric rhythm through an excitatory synapse to AB. As a consequence
of the pre-synaptic inhibition from LC to MCN1, the synapse from MCN1 to AB
will allow the pyloric network to receive feedback from the gastric mill network.
Thus, when LC is inactive, MCN1 excites AB. However, when LC is active, the
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pre-synaptic inhibition of MCN1 by LC prevents MCN1 from exciting AB. In this
way, the gastric mill network can regulate the frequency of the pyloric rhythm [6, 56].
Understanding the role of the MCN1 input to AB is a good means of determining
how rhythmic oscillations of a pacemaker neuron can be influenced when it receives
synaptic input. Additionally, it further explores the means by which two networks
of different frequencies interact to control one rhythmic behavior ldigestion, in this
case). Since the gastric mill rhythm frequency is strongly affected by the pyloric
rhythm, the effect of the modulatory input on the frequency of the pyloric rhythm
will also translate into an effect on the gastric mill rhythm. The impact of the MCN1
input to Intl and AB on the gastric mill frequency can be determined by considering
the change in the position of nullclines in phase space as compared to when the input
from MCN1 to Intl and to AB is not present.
A second issue to consider is the impact of having MCN1 input to the gastric
mill network coactive with a second projection neuron, commissural projection neuron
2 lCPN2). There is electrical coupling between CPN2 and LC and Intl sends an
excitatory synapse to CPN2. When the CPN2 input is present, the input from
AB to MCN1 is only active when LC is in its interburst. When LC is in its burst
phase, MCN1 activity is tonic [7, 53]. Thus, there clearly will be an effect on the
frequency of the gastric mill rhythm when CPN2 input is considered. The change in
network frequency generated by coactivation of MCN1 and CPN2 compared with
just MCN1 activation is important in understanding how the intact animal can switch
between different chewing patterns needed in eating and digesting different types of
food.
The biological and mathematical reduction techniques applied in this analysis
of the STG can be extended to numerous other models whose intrinsic and synaptic
currents act on multiple time scales. The leech heartbeat, for example, is controlled by
a network of reciprocally inhibitory neurons that are dependent upon both synaptic
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and intrinsic currents. These currents are of both fast and slow dynamics and a
biophysically detailed model of this network exists [50, 57]. Although this model
was shown to accurately reproduce many of the behaviors of the real network, some
properties have not yet been able to be reproduced and the significance of certain
currents is not yet clearly understood. Therefore, deriving a reduced version of this
model that is more amenable to mathematical investigation in terms of allowing for
a reduction to lower dimensions and phase plane analysis is likely to reveal many of
the underlying properties responsible for such things as the network oscillations and
sensitivity to synaptic and intrinsic inputs.
Furthermore, the presence of electrical coupling throughout the STNS also
illustrates the importance of doing more in depth analysis of model networks containing
gap junctions. Recent studies have indicated the presence of electrical coupling in
regions of the brain such as the hippocampus and brainstem. Electrical coupling
is thought to play a significant role in mediating synchronous neuronal oscillations
in such regions [9, 20]. The exact means by which electrical coupling affects a
particular network, however, is an open question. Some work has been done in
this area for strong electrical coupling [39, 45] and weak electrical coupling [38].
Bem et al. [8] recently showed that in a pair of identical, mutually inhibitory
pacemaker neurons, the duty cycle of the cells is critical in determining the effect
of the electrical coupling. In particular, with a short duty cycle, there is a range
of intermediate electrical coupling strengths for which there is bistability between
synchronous and anti-phase oscillations. It would be interesting, therefore, to consider
a network of non-identical cells with an intermediate strength of electrical coupling
in which alternative techniques to reduce the system to a study on lower dimensional
manifolds would have to be developed and applied. This issue can be addressed in
neurons modeled by Morris-Lecar type equations [48] in which phase plane analysis
is possible.
APPENDIX A
PARAMETERS OF FULL MODEL
In this Appendix are the parameters for the ionic and synaptic currents used in the
expanded, full model' .
The State parameter determines if the ion channels are in the open state or closed
state where m models the activation of the channel and h models the inactivation of
the channel. The units of pion are nS/cm2 . The units of Dion, Vk, and V are mV.
The units of k and 1 are mV1 . The units of ri and 7i are cosec.
'These parameters values were chosen based on private communication with Farzan Nadim
and were adjusted to reproduce the biological output of the network as closely as possible.
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Table A.2 Parameters of The Synaptic Currents for The Expanded Full Model
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APPENDIX B
NON-DIMENSIONALIZATION OF THE SYSTEM OF EQUATIONS
In this Appendix, we begin with the dimensional, modeling set of equations and then
non-dimensionalize this system. The non-dimensionalization reveals the presence of
a small parameter, c, in some but not all of the equations. Thus, geometric singular
perturbation theory can be used to reduce the system to a study on lower dimensional
slow manifolds and the fast transitions between them.
The dimensional set of equations that model the gastric mill rhythm are
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The units of Vs , Vi , VMS, Dion  , and Esyn are mV. The units of Dijon and Esyn are
mS/cm2 . The units of C are suF/cmi and the units for t, Tr , f, Trm , Tim , rm , and
TAB are msec. s l , s2 and SAB--m are dimensionless quantities. We note that T-Trm T Om)
and TM  are of the same order of magnitude. In addition, Te , f, and 'TAB are of the
same order of magnitude but are small compared with Tem , fm , and rm .
To non-dimensionalize the equations, we begin by letting T = Cltni and i =
the- where .R, is the specific membrane resistance of the cell MCN1 and 'T is the
membrane time constant of the cell MCN1 and is measured in msec. Therefore, t is
dimensionless. Note that r is the same order of magnitude as Item , rfrn , and rm .
Next, we let E =
TAB 
- . Thus, € is a dimensionless parameter and E << 1 since IAB
is large compared with T. We also let 1—	 TAB 1	 TAB 1	 O	 O 
Or 1 	 Tr 	 Of 1 	 Of	 Or2 	 Or m Of 2 	 O fm
and --I- = -2- - . Note that —1 	 1 	 1 	 1 , and --I- are all dimensionless and are
OM 	 OM 1 	 Or 1 Tf1 Tr2 Of2	 TM
order 1 quantities. We also define the dimensionless variables VL = ALI Eleakm11
C7.1 = VI I gleak,M1 M I ea lk,M1and VMS = V BE 	 which are also order 1 quantities.
In the next step of the non-dimensionalization, we define the new parameters:
gleak,M1 	 TgI-+Ll	 O yl	 Ogle 	 11ak,I1	 O9L 	 —
C	
gleak,L1 	 C 	 — 	 C — Esc,	 C 	= gieakj ,	 C 	—
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This set of equations describes the evolution of the system on the time scale of the
membrane time constant, T. We can also consider the evolution of the system on a
slower time scale by letting e = Et. This gives us the equations in the form used in
Chapters 3, 4, and 5.
APPENDIX C
CALCULATION OF THE STABILITY OF FIXED POINTS
In this Appendix, we determine the stability of the fixed points of Equations (3.22)-
(3.23). To do this, we calculate the Jacobian matrix of the system (3.22)-(3.23) and
then calculate the eigenvalues at a fixed point lVi*,,177). The Jacobian matrix of the
system as a function of s is
where FlVL , V1 , s) and GlVs , 171 ) are the right-hand sides of Equations (3.22) and
(3.23), respectively. The eigenvalues of this matrix can be determined by solving the
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From Equations (3.22) and (3.23), it can easily be seen that a + d is always
negative. Thus, A will be negative and, therefore, the fixed point, (W, W), will be
stable if
A will be positive and, therefore, the fixed point will be unstable if
a and d are both negative for all values of VI,' and W. Therefore, the product
ad is always positive. Furthermore, .-g-I->LlVL —	 .0L-/lVr — EL--I), 
dn 
deco 	,
and dn°°(L ) are all positive quantities. Consequently, for ad — be to be negative, bedvL
must be sufficiently small. The size of b and e depends upon the size of dEi7j7i ) and
dnoo(VL) respectively. n oo lV) is a sigmoidal function that increases from 0 to 1 anddVL
has the exact form n oo lV) = (1 + explMx — V)IMx ) -1 and dn (71$17°) = kLl1± explMx —
17)) -2eXp v'ZVx where kx determines the steepness of n„„lAx ) at vx . Fixing kx  to be
small, driccdP ) can be made arbitrarily small for Ex away from Mx . As a result, the
product be can be made arbitrarily small and, therefore, ad — be > 0. Therefore, on
the left and right branches of the nullclines, the fixed point is stable since E x  is away
from vx . Alternatively, when Ex  ti vx and kx  is small, dnc7jvx ) can be large. Thus be
can be large and, as a result, the quantity ad — be can be negative. Therefore, on the
middle branches of the nullclines, where A xe is close to vx , the fixed point in unstable.
We can also numerically determine the sign of lad — be) for a particular fixed
point by first choosing W. Once W is chosen, we can determine W by substituting
W into Equation (3.44). We can then find s*, the value of s when ALA, and AI are at
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the fixed point lVi*, V;), by solving Equation (3.43) for s. We then plug s., vi!, and
VI* into lad — bc) to determine if this quantity is positive or negative.
We find that on the left branches of the V LF, andV1nullclines both of the
eigenvalues are negative. Therefore, the fixed point on the left branches of the
nullclines is stable. Once s increases to the point where at the fixed point on the left
branches, the nuliclines intersect tangentially, the fixed point undergoes a saddle-node
bifurcation. We denote this fixed point by lVin t , VT") . Similarly, when the fixed
point occurs on the right branches of the nuliclines, the eigenvalues are negative and,
therefore, the fixed point is stable. Once s decreases to the point where at the fixed
point on the right branches, the nullclines intersect tangentially, the fixed point again
undergoes a saddle-node bifurcation. We denote this fixed point by lVLF", VI"). For
values of V": between Vim/ and VLF", one eigenvalue is positive and one eigenvalue is
negative. Thus, the fixed point is an unstable saddle. We say that the fixed point
lies on the middle branch of the V LF, andV1nuliclines when V lies between VT" andVis,ne
This Appendix describes how to analytically calculate the values of s for which the
saddle-node bifurcation on the left and right branches of the ELF, and E/ nuliclines
occurs. This is done for the case when sAB—>/lt) = 0 and the case when sAB--qlt) = l.
When the fixed point occurs at the point where the two nullclines intersect
tangentially on the left branches for sAB,L lt) = 0, s = .57,ff . Similarly, s = s°Rff when
sAB--qlt) = 0 and the fixed point occurs at the point where the two nullclines again
intersect tangentially on the right branches. Thus, to calculate scoffs and sea, we use
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From lD.6), we obtain a quadratic equation for s
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Next, we use the restriction that the tangency of the nullclines must occur at a fixed
point. Therefore, we use the equations for the VL and V/ nullclines to determine the
fixed points for different values of s. We rewrite lD.1) as
We then plug lD.3) into (D.8) to obtain an equation for s = 8(1/i). We find that
This equation says that for each value of 171 , there exists a unique value of s
which will cause the nuliclines to intersect. We then check to see if this value of s
also satisfies the quadratic Equation lD.7). If it does, we have found a bifurcation
point of the fast subsystem. There are two values of s which satisfy both of the
Equations lD.7) and lD.9) above. The smaller value of s corresponds to s°Lff, the
larger corresponds to s°Rff. To calculate sr and eon, we follow the same steps as above
but with sAB,i lt) = 1 in lD.2).
In Case 2, we assume that S max = S7,71 and smin  is the average of scoff and aeon.
In Case 3, we assume the maximum value that s takes is LH  while s2 = 1 which
128
implies that Amax = LH  and the minimum value s assumes is ?of when 32 = smin
so f f
Therefore, Amine is R . In Case 4, the values of smax and Amin depend on m. For m
S2rnirt
near 0, for example, Amax and Amine are calculated as in Case 3.
These calculations are clearly complicated and time consuming. Therefore, to
obtain the values of ?if, sr, s'fIff, and sr needed to calculate the gastric mill rhythm
frequency in Table 4.2, a numerical algorithm written in Fortran was used to calculate
the values of s satisfying both lD.7) and lD.9).
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