SUMMARY As a representative of the linear discriminant analysis, the Fisher method is most widely used in practice and it is very effective in twoclass classification. However, when it is expanded to a multi-class classification problem, the precision of its discrimination may become worse. A main reason is an occurrence of overlapped distributions on the discriminant space built by Fisher criterion. In order to take such overlaps among classes into consideration, our approach builds a new discriminant space by hierarchically classifying the overlapped classes. In this paper, we propose a new hierarchical discriminant analysis for texture classification. We divide the discriminant space into subspaces by recursively grouping the overlapped classes. In the experiment, texture images from many classes are classified based on the proposed method. We show the outstanding result compared with the conventional Fisher method.
Introduction
Texture analysis plays an important role in the interpretation and understanding of real world images. It is a very useful research area in computer vision and pattern recognition. Texture analysis has been applied to many practical vision systems such as industrial inspection, remote sensing, biomedical imaging, ground classification, and segmentation of satellite or aerial imagery. Recent applications show potential approaches for natural-scene analysis by utilizing texture segmentation and texture labeling [1] , [2] .
Since an image texture is represented by various colors and pixel intensities, it is difficult to define a texture model as a mathematical function. Many methods have been devised to extract local or global features from a texture image [3] . Tuceryan [4] defined four major taxonomies of mathematical texture models as statistical, geometrical, model based and signal processing method. It has also been studied to extract features, which have a robust invariant property about rotation and scale. Pun [5] proposed rotation and scale invariant texture classification using log-polar wavelet energy signatures. Ojala [6] introduced the framework of scale and rotation invariant texture classification with local binary patterns.
However, the effectiveness of the extracted feature set depends on how well patterns from different classes can be separated on the feature space. distribution belongs to. In the statistical approach [7] , texture patterns can be represented by a large number of feature vectors in high-dimensional feature space. Then, statistical approaches design a classifier, which can solve the problems of high-dimensional feature vectors as well as a large number of classes. The choice of an efficient discriminant function is important to reduce the computational complexity of enormous amount of statistical feature vectors. There are many alternative classifiers for texture classification such as linear discriminant analysis (LDA), nearest neighbor rule, support vector machines (SVM) [8] , [9] , neural networks [10] , and so on. As a representative of the linear discriminant analysis, the Fisher method [11] is the simplest and most popular approach among the available classifiers. The Fisher method originates from the consideration of group separation between two classes. The method is further generalized by Rao [12] into the multiple class problem. However, multi-class classification problem has lower precision than two-class classification problem. The K-class Fisher criterion generates overlapped distributions on the discriminant space. These overlapped distributions become a main reason of bringing a loss of effective projection space on the individual class distributions. We try to solve these problems by the proposed hierarchical discriminant analysis.
In this paper, we propose a new discriminating method to classify texture images by using hierarchical tree structure in linear discriminant space. Including our earlier work [13] , the main algorithm is to find the overlapped distributions on the Fisher's discriminant space and to group the overlapped classes. The proposed discriminant analysis is similar to divisive hierarchical clustering techniques [14] . The algorithm starts by placing all classes into a single group on an initial discriminant space determined by the Fisher method and sub-divide all classes into some groups recursively. The class groups consist of overlapped distributions on the linear discriminant space. Then, the initial linear discriminant space will split into effective discriminant spaces, where no overlapped class exists.
When the linear discriminant space is divided into subspaces, a grouping parameter needs to be computed. The grouping parameter represents a degree of overlap between distributions of each class in the Fisher's discriminant space. Classes assigned to the same group are re-projected on independent linear discriminant spaces built by their own feature vectors. Once the overlapped classes are grouped recursively, a linear discriminant space with hierarchical tree Copyright c 2005 The Institute of Electronics, Information and Communication Engineers structure can be obtained. Leaf nodes of the hierarchical discriminant tree contain a group of classes, which constitutes most effective discriminant space.
In the texture classification experiment, the hierarchical discriminant analysis certainly worked better than a conventional Fisher method. In addition, our classification results have high recognition rate compared with the other texture classification schemes at some texture database. Since similar texture patterns usually produce many overlapped distributions on the usual linear discriminant space, the proposed hierarchical discriminant method is particularly appropriate to reconstruct a discriminant space for similar texture patterns.
Texture Classification
Statistical approaches such as higher-order autocorrelation functions compute the local features at each point in a texture image. As the local features are extracted from a very small area, extracted texture patterns are very similar to each other. Due to the repetitive nature of a texture pattern and its local property, feature vectors produce many overlapped distributions in a global linear discriminant space. Therefore, the proposed hierarchical discriminant analysis can build a more effective discriminant space by recursively separating overlapped distribution.
Feature Extraction
The autocorrelation functions possess the uniqueness property for even orders and they have advantages of being shiftinvariant and computational low cost. The local autocorrelation function can be used to assess the amount of regularity as well as the fineness/coarseness of texture image. An important property of many textures is the repetitive nature of the placement of texture elements in the image. Due to advantages of low cost and relation to repetitive nature of texture images, the higher order local autocorrelation function is employed in the feature extraction module. The autocorrelation function has been used in a wide range of applications: character recognition, scale-invariant texture classifi- cation [15] , face detection [16] , and pattern recognition [17] . Higher order autocorrelation functions are defined by
where n denotes the order of the autocorrelation function, x is the image coordinate vector, and a i are the displacement vectors, respectively. A function f (x) stands for the image intensity on the retinal plane D [18] . We restrict the order n up to two (n = 0, 1, 2) for considering computational cost. The feature extraction module computes 35 local autocorrelation coefficients from a texture image, using the mask patterns shown in Fig. 1 (a) . For each mask pattern, a product is calculated by multiplying pixels in the masks together according to their patterns, where a pixel in white circle is multiplied twice and a pixel in double circles is multiplied three times. For the normalization of feature vectors, we take the power root of the same degree of the product.
These higher order autocorrelation features include only local and detail information in texture image. In order to include multi-resolution features, we expand the mask window size from 3×3 to 7×7 as shown in Fig. 1 (b), and we represent this local neighborhood number as a distance variable r. Suppose that a feature vector and its dimensionality d can be written as
where r is a distance between neighborhood and center pixel, and C is the number of color band (e.g. RGB) and M is the number of masking patterns extracted from higher order autocorrelation functions.
Orthogonal Transformation and Classifiers
Feature extraction module includes a process which determines an appropriate subspace of dimensionality m in the original feature space of dimensionality d (m ≤ d). To get more effective feature set, an orthogonal subspace projection is performed on the training and test data by using Karhunen-Loeve (KL) transformation [19] . The orthogonal transformation produces a new sequence of uncorrelated texture images on the higher auto-correaltion feature space so that feature vectors have a set of the most independent output component. The Karhunen-Loeve method chooses a dimensionality reducing linear projection, but we do not reduce the dimensionality of feature space to preserve the original features. We use the two classifiers based on the minimum Euclidean distance to classify texture images. Linear Discriminant Analysis (LDA) using a few prototypes per class is the simplest and the most practical classifier. Each class is represented by a single prototype, which is the mean vector of all the training patterns in a class. On the other hand, we select another classifier based on seeding-up k-NN nearest neighbor method which is obtained by condensing algorithm [20] . The condensing algorithm is that the classifier can select only relevant training points, which are close to test patterns for reducing the training set to be a minimum subset. As a result, we can avoid intensive computation time of k-NN search algorithm.
Multi-Class Discriminant Space
The Fisher method is the most well-known technique that projects high-dimensional data onto a subspace to maximize the interclass separation. For a K-class problem with K > 2, a transformation matrix from d-dimensional feature space to m-dimensional space (m ≤ d) is determined so that the Fisher criterion of total scatter versus average within-class scatter is maximized [21] . The within-class scatter matrix, S W , and the between-class scatter matrix, S B , are written as follows:
where x is a feature vector, m i is the mean vector of class ω i , m is the overall mean of all classes, K is the number of classes, n i is the number of patterns in each class ω i , and P(ω i ) is its prior probability. We assume that n i reflects the prior probability, where n is the number of all patterns, so that a prior probability can be represented as P(ω i ) = n i /n. We can obtain a transformation matrix A which maximizes J F , so-called Fisher criterion:
This optimization problem results in finding the eigenvectors of S −1 W S B corresponding to the d largest eigenvalues. As long as d ≥ (K − 1), no information is lost when the classes are normally distributed. We can project the d-dimensional features into (K − 1)-dimensional space or more reduced dimensional space related to the cumulative proportion of eigenvalues [22] . The between-class scatter matrix S B for two-class classification is written as
T . When the S B is expanded to multi-class problem, however, it evaluates only distances between the overall mean m computed from all samples and a mean m i of each class ω i (see Eq. (1)) and the interclass distances are not taken into consideration even if the overlapped distributions may occur on Fisher's discriminant space. These overlapped distributions bring about the loss of effective projection space for each class. Figure 2 shows an example of different distributions consisting of four classes. The distances from the overall mean m to a mean m i of each class ω i is equal in Fig. 2 (a) and (b), so they have the same Fisher criterion. However, the distribution of Fig. 2 (a) constitutes more effective discriminant space without overlapped class than that of Fig. 2 (b) . Thus, overlapped distributions must be taken into account for effective discriminant space. We try to solve these problems by a proposed new hierarchical discriminant space.
Hierarchical Discriminant Analysis
A number of works can be found in the literature, which specifically address the discriminant methods with hierarchical structure. Kumar [23] introduced a hierarchical multiclassifier framework for landcover classification using a binary tree. Swets [24] proposed a hierarchical discriminant analysis for image retrieval that made a self-organizing system to find the most discriminating features automatically. Hwang [25] also introduced a hierarchical discriminanting regression method for the learning of high-dimensional data.
In their experiments, they show that the hierarchical structure scheme is effective in partitioning of a linear discriminant space with high dimensionality and large number of classes.
In this paper, we propose a new linear discriminant analysis for texture classification with advantage of sim- ple and fast computation. The proposed method is particularly effective in similar texture pattern recognition, which involves many overlapped classes in a linear discriminant space.
Grouping Conditions
In the Fisher's linear discriminant space for multi-class classification, the overlapped classes cause low discriminant accuracy. A hierarchical structure can avoid the limitation of global linear features by dividing discriminant space into effective subspaces. At first, all classes are contained in a single cluster on the initial discriminant space built by the Fisher method. The single discriminant space is divided by grouping the overlapped classes recursively. These procedures are similar to the hierarchical divisive clustering techniques [14] .
In general, depending on the property of input patterns, the criteria are ambiguous when clusters or group of classes are created on sub-discriminant space. Then, it is necessary to define certain criteria for class grouping and termination conditions for hierarchical subdivision. The distance between two classes is used to make a class-group and build the tree structure. We assume that feature vectors have a normal Gaussian distribution and the degree of contiguity between each class is estimated by simple Euclidean distance.
Given a classs set Ω = {ω 1 , . . . , ω n }, we define the parameter function f p (ω l , ω m ) to represent a degree of overlap between distributions of two classes. As shown Fig. 3 , all patterns of two classes are projected on the straight line. The line is connected from µ l to µ m , where µ l and µ m are mean vectors of class ω l and ω m . Let L lm be a distance from µ i to a middle point of between µ l and µ m , where i is l or m. Let L lm be the furthest distance from a sample (feature) vector to each mean vector µ i of its class ω i . Therefore, grouping function f p (ω l , ω m ) can be obtained by the proportion of L lm to L lm as follows:
The grouping conditions are given by setting a grouping parameter P. The grouping parameter P is chosen according to characteristics of texture database determined through empirical experiments. When the grouping function f p of between two classes ω l , ω m has larger value than the grouping parameter P, the two classes can be grouped together. The grouping parameter P plays an important role in the subspace decomposition of a discriminant space.
Hierarchical Tree Structure
The hierarchical tree structure can be obtained by recursively dividing the linear discriminant space. Proposed tree strucutre has the binary tree representation instead of a multiway tree for effective memory operation. In this representation, every node is linked with its leftmost child and its next (right nearest) sibling using double linked-list. Therefore, we use a stack and double linked-list data structure to program the hierarchical tree structure. grouping the overlap classes using n × n matrix; } At first, the root node branches off sub-nodes which consist of overlapped classes in the initial discriminant space. The initial discriminant space can be obtained by usual Fisher method. Every node can branch off as long as the node contains overlapped classes. We make an independent discriminant space of classes assigned to the same node. The discriminant space of each node can be built by the Fisher method for multi-class classification. A degree of overlap between two classes can be evaluated by the grouping function f p .
If there is no overlapping among the classes assigned to a node, the node has no branch off any more. When a group of classes cannot be divided into sub-groups, the group is represented by a final node of hierarchical discriminant tree. When the grouping process is performed again to the same class group, its grouping is terminated. A leaf node of the hierarchical discriminant tree, therefore, contains a group of classes, which constitutes most effective discriminant space.
Experimental Results
To verify the effectiveness of the proposed method, some experiments were performed on several texture databases. The outline of a experiment is shown in Fig. 4 , and texture classification experiments are performed as follows:
• We extract feature vectors from a given set of training data and test images by higher order local autocorrela- Fig. 4 The outline of proposed hierarchical discriminant analysis for texture classification.
tion functions.
• We divide the initial discriminant space into subdiscriminant spaces by grouping overlapped classes. An initial discriminant space is built by usual Fisher method.
• Each group of classes is divided into sub-groups to find effective disciminant space without overlapped classes recursively. Finally, we can obtain a tree structure for hierarchical discriminant space.
• Test texture images are classified by linear discriminant analysis or k-nearest neighbor rule using the hierarchical discriminant tree structure.
In the experiment, the effectiveness of the proposed method for texture classification has been well tested using several texture database. Experimental results show outstanding classification accuracy compared with the conventional Fisher method. The data sets used are: the Brodatz album [26] and the Outex site from university of Oule [27] .
Brodatz Album
Our first experimental data set is 16 natural texture images from Brodatz album which includes texture images as follows: D110, D111, D103, D20, D21, D22, D24, D28, D4, D52, D55, D66, D80, D82, D9, D92. All textures are originally gray-scale images with 256 levels and the size of a texture image is 640 × 640 pixels. The training data set is obtained by randomly selecting 900 patterns of 60 × 60 pixels from each texture. Then, we use 144,000 training sample patterns (900 × 16) represented by 105 (3 × 1 × 35) features.(see Eq. (6)). The size of the test images is 500 × 500 and the sources of test patterns are shown in Fig. 5 (a) and (e). Table 1 shows the tree structure of hierarchical discriminant space in the first training data set. This hierarchical discriminant tree has four levels and each node consists of overlapped class group. We obtained the texture classification results without post-processing as shown in Fig. 5 (d) and (h). For comparison, the results obtained from the conventional Fisher method is also presented in Fig. 5 (c) and (g) . The error rates of the proposed method are lower than that of the conventional Fisher method as shown in Table 2 . It should be noted that the result of the nine texture patterns in Fig. 5 (h) is better than that of five texture patterns in Fig. 5 (d) . The test image of Fig. 5 (e) contains more similar texture patterns than (Fig. 5 (a)) 8.92% 7.14% Nine texture patterns (Fig. 5 (e)) 11.35% 5.05%
the test image of Fig. 5 (a) (especially the bottom images: D82, D9, D92). The similar patterns produce many overlapped classes in the usual Fisher discriminant space. Consequently, we can see that the proposed method is appropriate in classifying the similar texture patterns in hierarchical discriminant space using the tree structure.
Outex Site
The Outex site is a publicly available framework for experimental evaluation of texture analysis algorithms (http://www.outex.oulu.fi) [27] . We use the training and test data from three data set 'Outex13' (68 class), 'CTC06' (54 class), and mixed one 'Outex13+CTC06' (122 class) from Outex site. The 'Outex13' data set contains 68 distinct color texture with 10 images per texture (128 × 128 pixels). The collection of surface textures exhibits well-defined in the 'Outex13' as shown in Fig. 6 (a) .
We could obtain the discriminant tree about the 'Outex13' as shown in Fig. 6 (c) . Each node of the hierarchical tree shows the class numbers classified as the same group. The tree structure of 'Outex13' has three levels and seven leaf nodes. It contains considerably similar texture images (e.g. especially named of barleyrice texture image). These similar patterns still bring about many overlapped classes. On the other hand, another texture data set 'CTC06' is showed in Fig. 6 (b) . The 'CTC06' contains less similar patterns than 'Outex13' but their distributions of feature vectors have large variation in the usual discriminant space. Only a few overlapped distributions occur in the initial discriminant space so that the tree structure also has small number of levels and leaf nodes as shown in Fig. 6 (d) . As shown in Fig. 7 , texture classification accuracy changes in accordance with the grouping parameter P. The reason is that a finite set of texture patterns can not completely represent a population of source texture images. Then, the grouping parameter P is set up less than 1.0 to consider boundaries between distributions of two classes. Through texture classification experiments, the grouping parameter was determined as 0.86 and 0.90 for data set 'CTC06' and 'Outex13.' To obtain the effective dimensionality reduction on the discriminant space, it is generally necessary to prepare sufficient samples. The number of texture samples given from each class is not enough to reduce the dimensionality. We use the 35 subimages (96 × 96 pixels) extracted from the original texture image from the 'Outex13' and 'CTC06' database. Using the simplest max voting filter, test images are assigned a class that occurs most frequently.
The experimental results are compared with the conventional Fisher method, and they are shown in Table 3 . 'LDA' of Table 3 means the result of obtaining by a linear discriminant analysis, and the 'k = 1' and 'k = 3' are the numbers of nearest neighbors of the k-NN method. According to the mask size, data set, and classifier, the classification rate is obtained as shown in Table 3 . The experi-mental results show that the proposed hierarchical discriminant method is more efficient than the conventional Fisher method. Especially, in the case of 'Outex13' database, Mäenpää [28] get the classification accuracy 94.7% using 'k-NN' classifier (k = 3). Whereas, we can get higher accuracy 96.5% using simple 'LDA' classifier at the same database.
Conclusion
This paper described a new hierarchical discriminant method for texture classification. The proposed method divided a linear discriminant spaces built by Fisher method into subspaces by recursively grouping overlapped classes. Texture images from many classes are classified based on the proposed method, and we obtained the hierarchical tree structure in linear discriminant space. Experimental results show that the proposed hierarchical discriminant method is more efficient than the conventional Fisher method and it is more appropriate to classify the similar texture image. This technique can be applied to other general multi-class classification problems as well as texture classification. However, if all the classes have complicated distributions overlapping over all classes, ideal hierarchical discriminant cannot be performed. Further research will be focused on the extraction of the effective feature vectors with the aim of attaining a normal Gaussian distribution while maintaining high dimensionality. 
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