We address a problem of estimating pose of a person's head from its RGB image. The employment of CNNs for the problem has contributed to significant improvement in accuracy in recent works. However, we show that the following two methods, despite their simplicity, can attain further improvement: (i) proper adjustment of the margin of bounding box of a detected face, and (ii) choice of loss functions. We show that the integration of these two methods achieve the new state-of-the-art on standard benchmark datasets for in-the-wild head pose estimation. The Tensorflow implementation of our work is available at https://github.com/ MingzhenShao/HeadPose
I. INTRODUCTION
This paper considers a head pose estimation problem, which is to infer orientation of a person's head relative to the camera view from its single RGB image. Although early works can provide only a rough estimate of the head pose [4] , [14] , [18] , [19] , [7] , [21] , recent methods that use an RGB-D image [21] , [5] , [20] , [8] or an RGB image [23] , [9] , [16] , [15] , [11] can estimate head pose with degree-level accuracy. The former methods are generally superior to the latter in terms of accuracy. However, RGB-D cameras are more costly than RGB cameras and usually require active sensing, which can be inaccurate in outdoor scenes, hence limiting their applicability. Therefore, methods that only use an RGB image have the potential for wider and more diverse applications.
There are two types of approaches to the problem of head pose estimation from an RGB image. One is to first detect multiple landmarks (key-points) of a face from the input image, then establish correspondences between them and the landmarks of a 3D generic head model, and finally estimate the relative pose of the face using the perspective-n-point (PnP) algorithm based on the established correspondence [23] , [9] . This approach is constrained by the (in)accuracy of the landmark detection, and the difference between input faces and generic head models. The other approach is to use CNNs to directly predict the relative head pose from an input image, which is more attractive as there is no such explicit constraint on estimation accuracy.
Several studies have been conducted on this approach so far, which have gained considerable amount of improvement in accuracy [16] , [15] , [11] . However, we point out that there is still room for improvement in the current state-of-the-art. To be specific, there are two ingredients that bring about improvements. One is using margins around a bounding box of a detected face, and the other is choice of loss functions.
We have discovered in our experiments that bounding box margin has a large impact on the final accuracy of head pose estimation. In other words, head pose estimation is vulnerable to changes in the background scene around the target face, as shown in Fig.1 , although this may not be so surprising; the methods are appearance-based after all. However, we show that proper adjustment of the bounding box margin mitigates this vulnerability. Furthermore, we have explored the space of loss functions for face pose estimation, having found a better choice that contributes to further improvement. The reason why these ingredients are overlooked in previous studies may be because the head pose estimation task was treated as an auxiliary task (or byproduct) of other main tasks, such as face alignment, face recognition and detection; this may make it hard to think about bounding box margins and different loss functions.
The contributions of this paper are summarized as follows.
• It is empirically analyzed how the size of the bounding box margin affects the final pose estimation. • A new combined loss is proposed, and we confirmed in the experiments that our proposed loss is superior to the normal MSE loss which is widely employed in previous studies. • The combination of the above two has achieved the state-of-the-art performance on the public benchmark dataset AFLW2000 and BIWI.
II. PROPOSED METHOD
Our proposal consists of two methods as stated above, i.e., adjustment of the margin of a bounding box of a face that is inputted to our CNN and a new loss for training it along with a novel output layer. We first explain the latter and then the former in what follows.
A. Losses and Network Design
Our CNN receives a three-channel (RGB) image of a person's head as an input, and outputs the pitch, roll, and yaw angles of the head; see Fig. 3 . Employing a ResNet50 [6] pretrained on the ImageNet dataset for the backbone of our CNN, we place three blocks of layers on top of its last average pooling layer. Each block outputs a prediction of one of the roll, yaw, and pitch angles.
In previous studies, the problem of head pose estimation is usually posed as regression, in which each rotation angle 978-1-7281-0089-0/19/$31.00 c 2019 IEEE is predicted. The sum of squared difference between the true and predicted rotation angles is used for a regression loss to be minimized in training. In this study, we propose to use a classification loss in addition to the regression loss. To be specific, we split a set of degrees of angles which take value in the interval [-90 • :90 • ] into 181 classes uniformly; each class corresponds to one-degree range. Then, our CNN predicts an angle with its discrete class and a continuous number for each of roll, yaw, and pitch angles, as shown in Fig. 3 . Each of the three head blocks receives the same output (2048 floating point numbers) from the average pooling layer of the ResNet50, and outputs a predicted angle in a continuous number as well as the scores of the 181 angle classes. For the former, we use a 2048 × 1 fully-connected layer that maps the output obtained from the backbone ResNet50 to a single continuous number. For the latter, we use a 2048 × 181 fully-connected layer that maps the same backbone output followed by a softmax function to obtain 181 class scores.
To train the CNN, we use a combined loss function for each angle in the following way. The regression loss L MSE is the mean squared error computed over the training samples (i = 1, 2, . . . , n) by
where y i is the true angle andŷ i is the predicted angle for the i-th sample. For the classification loss L S , we employ the temperature scaling to make class scores distribute wider by
where W j is the j-th column of the last fully connected layer andŷ i is the input to it for the i-th sample; y i is the true class for the i-th sample; T is the temperature scaling parameter, which is set to 2 throughout our experiments. We then add the two losses to compute the final loss function used in training by L = L S (y,ŷ) + αL MSE (y,ŷ),
where α is the weight balancing the two losses. We set α to be 2 throughout our experiments. The design of our CNN and the loss functions explained above is based on our conjecture that the additional employment of the classification loss will guide the CNN to attain better global optimum.
B. Adjustment of Bounding Box Margin
Given an input image X, we apply a face detector to it to obtain a square bounding box of a face. We denote the coordinates of the detected bounding box by [t x ,t y ] − [t x + t l ,t y + t l ] (top-left to bottom-right corners), where t l is the size of the square bounding box. Given this bounding box, we crop the image with additional margins, which will be inputted to our CNN. We denote the coordinates of the crop box with additional margins by
For the face detector, we can use any method having sufficient accuracy. In the following experiments, we used the method of Chen et al. [2] . We also tested Microsoft Face API 1 and confirmed that it provided very similar results.
III. EXPERIMENTAL RESULTS
We conducted several experiments to test the proposed approach.
A. Datasets
Several different datasets have been developed so far for head pose estimation. As it is difficult to precisely measure (or manually annotate) the 3D pose of a head, most of them generate the "ground truth" head poses by fitting a mean 3D face with the POSIT algorithm. Although this approach provides accurate results for small angle head poses, it can only provide sub-optimal results for large angle head poses, because the accuracy of landmarks detection will deteriorate for them. We confirmed this tendency in our preliminary experiments. Thus, instead of these datasets developed for head pose estimation, we choose 300W-LP [22] as a training dataset,which contains 61,255 images of faces having large poses, which are synthetically generated from the 300W [3] dataset in such a way that depth of each face is first predicted and then its profile views are generated with 3D rotation.
We choose AFLW2000 [22] for a test dataset, which contains 2,000 identities of the AFLW dataset that have been re-annotated with sixty-eight 3D landmarks using a 3D model. It covers head poses with large variations, different illumination and occlusion conditions, and thus it can be used as a prime target for evaluation of head pose estimators. We also test our method on some datasets captured by RGB-D cameras like BIWI [5] and SASE [13] . The BIWI dataset which captured in a laboratory setting contains 24 videos with 15,678 frames, generated from RGB-D videos captured by a Kinect device for different subjects and head poses. A 3D model is fitted to the RGB-D videos to track and obtain the ground truth head poses. The range of the head pose angle is ±77 • for yaw, ±60 • for pitch and ±50 • for roll. SASE use the same method but applie Kinect 2 camera which offers a higher quality of depth information.
B. Training Setting
We first apply the face detector to all the training and testing images to get the bounding box of each face. We crop the bounding box with margin specified by K as above, and resize it to 224 × 224, which fits to the input size of our CNN. Using batch size 64, we train our CNN for 100 epochs on the 300W-LP dataset using stochastic gradient descent (SGD) optimizer with the learning rate of 10 −4 and momentum parameter of 0.9. 1 https://azure.microsoft.com/en-us/services/cognitive-services/face/
C. Comparison with State-of-the-Art Methods
We first show comparison of our method with the state-ofthe-art methods on AFLW2000 and BIWI datasets. For the AFLW2000 dataset, we remove 36 images that have angles larger than 90 • , because we only consider the head pose which takes values in ±90 • . Table I shows results of our approach and the state-ofthe-art methods on the AFLW2000 dataset. It is seen that the proposed method achieves the best accuracy for all yaw, pitch and roll angles by a large margin as compared with others. The two-stage methods (i.e., those that detect and use landmarks) tend to yield large errors due to failure of landmark detection. The direct methods including ours predict angles directly from image intensities and tend to provide better performance. Table II shows results on the BIWI dataset. Although it yields slightly less accurate estimate for the roll angle estimation, the proposed method outperforms others by a large margin in the mean absolute error (MAE). 
D. Effects of Bounding Box Margins
We show that the choice of the margin parameter K has a significant impact on accuracy in the proposed method. We evaluated the performance of our method by varying K in the interval from 0.0 (the original bounding box) to 1.0. To be specific, we train the proposed CNN on the 300W-LP dataset for 100 epochs and test it on the AFLW2000 dataset. As shown in Table III , the accuracy attains the best around the intermediate values between 0.0 and 1.0. Based on this observation, we can state that K = 0.5 provides the best result. Fig. 4 shows detailed behaviour of the proposed method for different angle values with two K values (0.0 and 0.5). It is observed that the yaw angle is accurate for a wide range of angles, whereas the pitch and roll angles tend to be inaccurate for larger (absolute) angles. It is then observed that the use of the bounding box margin (K = 0.5) improves accuracy for all three angles over all angle values. The improvement tends to be larger for the cases where we have large errors, i.e., large pitch and roll angles.
E. Comparison with a Standard Regression Loss
We also conducted an ablation test with respect to the proposed combined loss. Specifically, we compare the performance of the proposed method with and without using the classification loss; the proposed loss combined without using the classification loss is identical to the standard regression loss (L2 loss) used in [16] , [15] , [11] . Thus, we train our CNN with and without using the classification loss for several K values on the 300W-LP dataset for 100 epochs, and then test it on the AFLW2000 dataset. The results given in Table IV show that for all K values, the combined loss provides better accuracy than using just the regression loss. We conjecture that this is because of the fact that the classification loss provides a stronger constraint especially in the range of small errors, contributing more robust backpropagation of gradient compared to using the regression loss alone. Taking yaw angle as an example, we demonstrate the distribution of the estimation error for the combined loss and the standard regression loss in Fig. 5 . It is observed that more samples distribute near 0.0 • by using combined loss which shows that the network trained with combined loss is more 
IV. CONCLUSION
In this paper, we have proposed two methods for improving head pose estimation with a CNN that directly predicts the yaw, pitch and roll angles from a single RGB image. We show that the bounding box margin has impact on estimation accuracy, and also show a new combined loss function of a standard L2 regression loss and a classification loss. We show through experiments that these two contribute to improve the state-of-the-art on several public benchmark datasets.
