In a recent study, the authors performed numerical simulations of moist nearly neutral flows over a ridge using the Weather Research and Forecasting (WRF) Model in a regime where the Coriolis force can be neglected and with the simple Kessler (warm rain) microphysical scheme. In the present work, further numerical solutions using more general and realistic experimental conditions are discussed. The upstreampropagating disturbance, which was found in the author's previous study to desaturate the initially saturated sounding for intermediate mountain heights, is present for all the simulations with taller mountains considered in the present work. The inclusion of the Coriolis force however suppresses the upwind propagation of the dry region and weakens the downstream development of convective cells.
Introduction
The relevance of saturated moist neutral conditions to orographic rain events has been appreciated since the 1940s (Douglas and Glasspoole 1947; Sawyer 1956 ). Recently, both observational and modeling studies have stressed the importance of such thermodynamic conditions in producing heavy orographic precipitation. Moist nearly neutral soundings have been observed during several Mesoscale Alpine Program (MAP) intensive observation periods (IOPs; e.g., Rotunno and Ferretti 2003) . More recently, Ralph et al. (2005) have identified moist neutral conditions during heavy rain events in two fields campaigns performed upwind of California's coastal orography. These studies have renewed the idea that such conditions are fairly common in nonconvective heavy-rain events. Rotunno and Ferretti (2001) performed idealized numerical simulations for a saturated nearly moist neutral (constant equivalent potential temperature) profile to help understand the main features of a heavy-rain event affecting the Alps. To develop an understanding from an even more basic perspective, a systematic numerical study regarding the orographic flow modification in the case of moist neutral flow past a two-dimensional ridge was performed by Miglietta and Rotunno (2005, hereafter MR05) . In that paper, in order to obtain saturated moist neutral conditions, several fundamental technical problems had to be confronted and consequently only a limited set of physically realistic conditions was examined. The present paper extends MR05 by reporting on experiments of nearly moist neutral flow past a two-dimensional ridge including wider mountains, the Coriolis effect and ice microphysics.
The main technical problem confronted in MR05 is in the definition of a moist neutral state that is consistent with the physics of a particular numerical model. For example, all previous derivations of the moist stability parameter N 2 m (Lalas and Einaudi 1974; Durran and Klemp 1982; Emanuel 1994 ) had used the Clausius-Clapeyron equation to describe the dependence of saturation vapor pressure on temperature, while most numerical models use empirical formulas. Furthermore most numerical models use some approximation to the First Law of Thermodynamics; for a simulation to behave in a manner consistent with a specified moist stability profile, N 2 m (z), the latter must be derived with a First Law that is consistent with the model's. Equation (2.4) of MR05 gives the definition of N 2 m (z) consistent with the physics of the Weather Research and Forecasting (WRF) Model (Skamarock et al. 2005) used for the simulations reported on in that study.
For the reasons explained in MR05, the standard simulation was performed with an initially saturated atmosphere with N 2 m ϭ 3 ϫ 10 Ϫ6 s Ϫ2 (reproduced here in Fig. 1 ), which is much smaller than the usual dry atmospheric stability N 2 d Ϸ 10 Ϫ4 s
Ϫ2
. As described in MR05, the distinctive feature of the orographic flow response under saturated conditions is the occurrence of locally desaturated areas that have the larger (dry) stability N 2 d . These areas and their effects are difficult to anticipate as they depend on the orographic flow response (which is what one is trying to discover). MR05 found for shorter mountains (h m Ͻ 250 m) that desaturation could be avoided by having a relatively modest amount of cloud water in the initial state; in this case, the solution conforms to the linear solution since the condition for linearity N m h m /U K 1 is easily satisfied. For taller mountains, areas of desaturated air cannot be avoided by adding more initial cloud water because the threshold for the automatic conversion of cloud water to rainwater would have to be exceeded. In this case, areas of desaturated air appear and lead to several solution features that are not present in cases where saturated (or unsaturated) conditions are everywhere maintained. For example, MR05 observed that for 250 m Ͻ h m Ͻ 1500 m an upwind-propagating disturbance desaturates the middle troposphere upstream, while, for h m Ͼ 1500 m, the atmosphere remains saturated upwind, but with a desaturated accelerated leeside wind and the formation of convective cells downstream generated by locally moist unstable regions.
The above-described work represents the first attempt to analyze the moist-neutral regime for orographic-flow modification and hence, many aspects were considered in their simplest way: the Coriolis force was neglected, the simple Kessler microphysical scheme (no ice) was used and only mountains of halfwidth a ϭ 10 km were considered. In the present paper, MR05's study of the dynamics of saturated nearly neutral flow passing over a two-dimensional hill is extended to more general and realistic conditions. The plan of this paper is as follows. In section 2, we briefly review the numerical setup considered in our experiments; in particular, the differences with respect to the experiments of MR05 will be explained. Section 3 reports on the effect of a wider mountain and section 4 describes the effect of the Coriolis force on the numerical solutions. In section 5 the changes in the solution features due to a different parameterization scheme for the microphysics are presented. Section 6 summarizes the results.
Numerical setup
The numerical setup used in our simulations is very similar to the one described in MR05 and detailed information can be found there; here we report only on the new aspects of the numerical setup relative to the present study. As in MR05, numerical integrations have been carried out using the WRF model. However, the present simulations were performed with a newer version (2.0.2): for the purposes of our experiments, the main difference with WRF model version (1.3) used in MR05 is that the equations are written in a hydrostaticpressure-based terrain-following coordinate. Tests were performed to verify that the results in MR05 are reproduced with the new version of WRF. The model domain is configured as shown in Fig. 3 of MR05 . In the present study, the vertical grid spacing varies with height, from ⌬z ϭ 57 m at the lowest level to ⌬z Ϸ 700 m near the domain top, which is located at a height of approximately 20 km. As in MR05 we use the two-
2 )] as the representation of a generic ridge; the half-width a, which was set to 10 km in MR05, is increased to 100 km in the experiments of section 3. Boundary conditions are described as in MR05. In all experiments, the initial across-ridge wind speed is 10 m s Ϫ1 and independent of height. As in MR05, the mountain is introduced impulsively at t ϭ 0 and the processes that produce precipitation are withheld for the first 5 h in order to clearly isolate the effects associated with the initial adjustment.
For the experiments described in sections 3 and 4, the microphysical scheme is the simple Kessler parameterization with the minor modifications reported in MR05; the initial upstream sounding 1 is shown in Fig. 1 ; in addition a small initial cloud water content q c (q c ϭ 0.05 g kg
Ϫ1
) is distributed uniformly in the channel. Section 5 reports on experiments with a different microphysical scheme (Lin et al. 1983) , which includes processes associated with the ice phase; for that scheme, sensitivity experiments varying surface temperature have also been performed. The associated soundings are also shown in Fig. 1 .
Effect of a larger-scale mountain
In MR05 we limited our study to the case of ridges with half-width a ϭ 10 km. Even with the small value of N 2 m ϭ 3 ϫ 10 Ϫ6 s
Ϫ2
, the flow response seen in MR05 was still nearly hydrostatic, since U 2 /N 2 m a 2 ϭ 1/3 Ͻ 1. For smaller values of a, nonhydrostatic solutions should be expected; however, with U ϭ 10 m s Ϫ1 and a ϭ 1 km (say), the advective time scale a/U would be comparable with the time scale for microphysical processes and hence the effect of orography on precipitation and flow features (which is the motivation of our study) would be hard to detect. Therefore, only simulations with the wider mountain a ϭ 100 km will be considered in this section. For comparison with the simulations presented in MR05, we initially take f ϭ 0. In the present experiments with a ϭ 100 km, the grid spacing ⌬x is kept at 2 km while the length of the channel in the x direction is increased from 800 km to 8000 km.
For the small-amplitude-mountain solution (h m ϭ 50 m) with a ϭ 100 km (not shown), the u component is similar to that shown in MR05's Fig. 4b [see also Eq. For h m ϭ 700 m, a prominent feature of the solution discussed in MR05 was a midlevel disturbance propagating upstream (and downstream) of the mountain, producing a zone of unsaturated air (see MR05's Figs. 5-6). As explained in MR05 (see their section 5a for a discussion of this unusual feature), this disturbance originates with the appearance of a zone of desaturated air on the leeside of the mountain during the initial adjustment of the flow to the introduction of the mountain; thereafter the disturbance propagates by progressively extending itself upwind, essentially as a hydrostatic gravity wave moving in a duct formed by the high-stability desaturated air. MR05 found that the leading edge of the disturbance propagated at the group velocity,
where d is the vertical scale of the effective ducting zone of desaturated air. For a ϭ 100 km, the steady-state solution close to the mountain is shown in Fig. 2a . Since the characteristic time scale a/U is 10 times larger than in MR05, the time evolution is slower and so we display the solution at the later time t ϭ 30 h, when the flow pattern close to the mountain is almost stationary (the domain shown in Fig. 2 is 10 times larger than that shown in MR05's figures and the ones presented below for the a ϭ 10 km case, so that the ratio between the length of the domain and the horizontal dimension of the mountain remains the same). The stationary part of the solution close to the mountain (Fig. 2a) is similar to that in the case with a ϭ 10 km considered in MR05. However, the speed of the propagating signal given by (3.1) is independent of a and hence the position of the leading edge (at x ϭ c g t) does not scale with a.
For h m ϭ 2000 m, Fig. 2b shows an important change with respect to the solution for a ϭ 10 km described in MR05 (their Fig. 7) ; the upstream-propagating dry disturbance is still present, while for MR05's simulation with a ϭ 10 km, the upstream atmosphere remained saturated everywhere. This different flow response can be understood in terms of the relative magnitudes of the maximum upslope wind w up ϭ Uh m /a and the maximum buoyancy anomaly b max at the head of the drying disturbance, as shown in MR05's Table 1. Although the intensity of b max remains approximately the same (because it is proportional to h m ) for a ϭ 100 km, w up is one order of magnitude smaller as compared to the case with a ϭ 10 km. As a consequence, the buoyancy anomaly produced in the initial desaturation process is strong enough to generate a circulation with sufficient strength to desaturate the air upwind of it, even with the taller mountain.
Thus in contrast to the a ϭ 10 km case discussed in MR05, the upstream flow regime does not change substantially with h m for the a ϭ 100 km case. Downstream, the solution has features similar to those observed in MR05 (their Fig. 7 ) for the h m ϭ 2000 m case, where we observe several transient rain cells propagating downstream. Figures 2c-d show the Coriolis effect on these simulations that will be discussed in the following section.
Effect of the Coriolis force
In the second set of experiments, we consider how the Coriolis force modifies the solutions presented in MR05 and in section 3. We set the Coriolis parameter equal to the constant value f ϭ 1.027 ϫ 10 Ϫ4 s Ϫ1 (the value at 45°latitude).
a. a ϭ 10 km
In the case of the narrower mountain a ϭ 10 km, we have U/fa ≅ 10, and so one expects that the Coriolis effect should not be very important. Consistent with this expectation, the small-amplitude-mountain solution with the Coriolis effect (not shown) is nearly identical to that shown in Fig. 4 of MR05. Thus we pass on to consider the results of the experiments for taller mountains, starting with h m ϭ 700 m.
In the case with f ϭ 0, h m ϭ 700 m, and a ϭ 10 km (the solution at t ϭ 5 h is shown in MR05's Fig. 5 ), Fig.  3a shows that the midlevel disturbance has propagated upstream and out of the display domain by t ϭ 8 h. Figure 3c shows the equivalent simulation with f 0. While in the case with no rotation (Fig. 3a ) the disturbance keeps propagating upstream with the almost constant speed (3.1), in the rotating case (Fig. 3c ) the disturbance stops propagating and goes back toward the mountain; the solution appears to reach a steady state with saturated conditions maintained upwind.
2
The inability of the disturbance to propagate indefinitely far upstream can be deduced from the expression for the group velocity including rotation, namely,
where k is the horizontal wavenumber. It is clear from (4.1) that there can be no permanent change to the environmental flow far upstream since c g → U as k → 0. The absence of the upwind-propagation disturbance can also be understood in terms of the equation for the y component of the vorticity including the Coriolis effect, namely,
where is the along-ridge velocity component. As described in MR05 (with f ϭ 0; see their Fig. 6 ) the initial desaturation-induced warm anomaly (b Ͼ 0) produces a negative vorticity anomaly on its upwind side that induces sinking motion farther upwind of the anomaly, further desaturation, consequent warming, vorticity production, and so on. The negative vorticity anomaly also induces cross-ridge wind perturbations u which are positive below and negative above the buoyancy anomaly (see MR05's Fig. 5c ); the Coriolis effect converts these cross-ridge perturbations u ( Fig. 4b ) into along-ridge perturbations ( Fig. 4a ) in a manner such that the second term on the rhs of (4.2) becomes positive and offsets the first term and thereby the circulation in the x-z plane is weakened to the point where subsidence-induced desaturation no longer occurs. For this case of a wider mountain, the transfer of energy into the component is greater than that for the narrower mountain, consistent with the elementary expectation that /u ϳ af/U and consistent with the argument based on (4.2) given above. As discussed above in relation to Fig. 3d, Fig. 2d (h m ϭ 2000 m) shows that in comparison with the nonrotating case (Fig. 2b) , the downstream convective activity is now strongly reduced.
In closing the section we note that the upstream propagation of the dry signal is a feature that is extremely sensitive not only to a and f, but also to N and U. Experiments with a more stable atmosphere (N m ϭ 10 Ϫ4 s Ϫ2 ) or with a larger mean flow, which prevents negative values of c g [according to (3.1)], do not show the propagation of the dry signal.
c. Rainfall
As the basic motivation of this work is orographic precipitation, it is of interest to see how the differing flow responses affect the rainfall rate R(x). To illustrate some of the basic features of orographic precipitation, Smith (1979) derives the formula
assuming that all condensed water vapor rains out of the column; the vertical motion w(x, z) represents the orographic flow response while vs (x, z) is the saturation vapor density; of course the integral on the rhs of (4.3) applies only over the depth of the saturated layer(s). A more precise model for R(x) would require knowledge of the time it takes for condensate to form raindrops and the time for those droplets to reach the ground (Smith 1979) .
To compare peak rainfall rates among the various experiments it is useful to note that from the point of view of dimensional analysis the maximum rainfall rate R m must be related to the input parameters N m , h m , a, U, T s of the simulation through a functional relation of the type
[of which relation (4.3) is one possibility], where T s is the surface temperature [ s0 (T s ) is the surface value of saturation vapor density] and T f is the temperature at which water freezes. In general the modeling assumptions will significantly determine the function G m . To see the impact of the various solutions presented above on the rainfall rate, we show in Fig. 5 the groundlevel rainfall rate R(x) for the orographic precipitation on the upwind side (x Ͻ 0) and immediately downstream of the ridge. Table 1 summarizes some of the information from Fig. 5 (and Fig. 8 ), including the maximum rainfall rates in the nondimensional form suggested by (4.4). An exhaustive sampling of the parameter space is beyond the scope of the present paper; however the nondimensional form allows one to see clearly some of the dependencies. Experiments K1-8 refer hereinafter to the simulations using the Kessler (warm rain) microphysics discussed in relation to Figs. 2-5. Figure 5a shows R(x) for the four cases discussed above with a ϭ 10 km (Fig. 3) . We observe that as expected rotation does not produce any noticeable effect. To a first approximation one expects from (4.3) that the maximum rainfall rate ϳ w max (ϳ Uh m /a); hence one expects that the ratio of the peak rainfall rate in the h m ϭ 700 m case to that of the h m ϭ 2000 m case to be ϳ3. However Fig. 5a shows that this ratio is much greater (ϳ17/1.7 ϭ 10; cf. also exp. K2 and K4 in Table 1 ). As discussed above, (4.3) describes the contribution to the condensation from all layers that remain saturated. For this case with a ϭ 10 km, Fig. 3b and 3d (h m ϭ 2000 m) show a deep upwind cloud whereas the cases with h m ϭ 700 m indicate a shallower cloud. Hence one can see how the condensation could be much less in the h m ϭ 700 m case than could be accounted for by a simple reduction of w max corresponding to a smaller slope h m /a. Figure 5b shows R(x) for the four cases discussed above with a ϭ 100 km (Fig. 2) . We observe that in this case rotation does produce a noticeable effect; consistent with the above discussion of the vertical extent of the saturated layers, one sees from Fig. 2 that cases with rotation have deeper upwind clouds than the cases without and hence one expects more condensation in the cases with rotation, consistent with the results shown in Fig. 5b . In this case the ratio of rainfall rates between the h m ϭ 700 m and 2000 m cases is closer to the expected 1/3 (cf. exp. K1 with K3, K5 with K7 in Table 1 ), since, as one can see from Fig. 2 , the vertical extents of the upwind clouds are similar for each case. Now we consider the effect of mountain width. By same reasoning as given immediately above, one expects that the tenfold increase in mountain width should correspond to a tenfold decrease in rainfall rate. Comparing Fig. 5a with Fig. 5b shows that for h m ϭ 2000 m (with or without rotation) this expectation is approximately confirmed (in Table 1 , compare K3 with K4, K7 with K8), but for the h m ϭ 700 m simulations the situation is more complex. For the shorter mountain h m N m /U ϭ 0.12, Table 1 indicates that with rotation the rainfall rate for the wide mountain (K5; Fig. 2c ) is only slightly smaller than for the narrow mountain (K6 ; Fig. 3c) ; inspection of Figs. 2c and 3c suggests that the weaker w max in K5 compared to K6 is offset by the deeper upwind saturated layer. In the analogous cases without rotation (K1, K2) comparing the vertical extent of the upwind saturation zones in Figs. 2a-3a does not show any obvious difference but nonetheless the ratio of the rainfall rates (0.5/1.2) is much greater than the expected value of 0.1. Hence we surmise that there must be compensating effects in the precipitation process acting to make the ratio of rainfall rates much larger than that expected from simple estimates based on condensation rate. The generally smaller amounts of condensed water in the h m ϭ 700 m case make it likely that the rainfall rate will be more sensitive to the autoconversion threshold of the Kessler scheme.
Finally we observe that since the mountain width determines the advective time scale a/U but not that of the precipitation, one can understand why the maximum of R(x) moves from the mountain top for a ϭ 10 km to the upwind side of the ridge for a ϭ 100 km (Fig. 5a versus Fig. 5b and Table 1 ).
Microphysics
In the simulations reported in MR05, ice microphysics was neglected for simplicity and the simple Kessler scheme was used. However, as stated in MR05, the strong nonlinearity associated with the internal switching between weak stability in saturated areas and strong stability in unsaturated ones, makes a significant microphysical sensitivity likely. Hence, in the present study we extend the results obtained in MR05 by using a more realistic microphysical scheme.
Specifically, we report here on experiments performed with the widely used Lin et al. (1983, hereinaf- . The gray filled curve denotes the position of the mountain. Rainfall rates are calculated in the time interval 7-8 h for a ϭ 10 km, 25-30 h for a ϭ 100 km. Experiments K1-8 are described in Table 1. ter L83) scheme, which contains water vapor, cloud ice, cloud water, and three classes of hydrometeors (rain, snow, and graupel/hail), which possess significant terminal velocities. The microphysical processes simulated in the model are represented in their Fig. 1 and Table 1 .
a. Soundings
With this microphysical scheme, the vertical profile representative of a moist neutral saturated sounding slightly changes with respect to the Kessler scheme. This is because in MR05, the sounding was created using a formula for saturation vapor pressure e s with respect to water, but not with respect to ice. To create an appropriate initial sounding, one needs to use the definition of saturation vapor pressure that takes into account the presence of ice and water; also, the new expressions have to be in accordance with the formulation of e s present in the microphysical scheme in use.
For the L83 scheme, Wexler's formula, used in Kessler scheme, e s ϭ 6.11 hPa exp ͩ 17.67
still applies at temperatures greater than 0°C (Bolton 1980) , while the saturation pressure with respect to ice is e s ϭ 6.11 hPa exp ͩ 21.87
according to Murray (1967) . Thus, Eqs. (2.3)-(2.5) in MR05 should be modified by substituting the latent heat of sublimation L s for L , for temperatures below 0°C.
The saturated moist-neutral sounding based on these formulas is shown in Fig. 1 . The temperature lapse rate for T Ͻ 273.16 K is slightly smaller for soundings based on the saturation pressure with respect to ice (5.2) than on the saturation pressure with respect to liquid water (5.1), as was noted by Richiardone and Giusti (2001) . The lapse rates of saturated exactly neutral atmospheres (N 2 m ϭ 0) calculated with the Kessler and L83 schemes according to MR05's (2.4) and (2.5) are consistent with the values, reported in Richiardone and Giusti, expected over pure liquid water and over ice water, respectively: for example, the lapse rate at 600 hPa is 7.0°C km Ϫ1 over water and 6.5°C km Ϫ1 over ice.
b. Setup of the experiment
In the present simulations with the L83 microphysics, a change is required in the initial distribution of cloud water with respect to the simulations presented in MR05, where a constant value of q c was prescribed throughout the atmosphere at t ϭ 0. With the L83 ice physics activated, the atmosphere for T Ͻ 0°C is saturated with respect to ice, but supersaturated with respect to water and nonzero initial cloud content at levels where T Ͻ 0°C would be converted to ice water. In the L83 scheme, ice crystals have their own fallout velocity [Heymsfield and Donner 1990 , their Eq. (1)]. Thus, ice crystals would fall, pass through the 0°C isotherm and then melt, removing the cloud from the upper troposphere and producing a maximum of q c just below the freezing level. Also the Bergeron process, which converts cloud water (P SFW in L83's Table 1 ) and cloud ice (P SFI in L83's Table 1 ) into snow (active only for temperatures between 0°C and Ϫ31°C), and the ice-crystal aggregation to snow (P SAUT in L83's Table  1 ) would significantly remove water and ice clouds for T Ͻ 0°C by producing snow that would then fall to the ground.
Thus, in order to keep the atmosphere saturated everywhere, such microphysical mechanisms must be switched off. Only with this artificial device is it possible to reproduce a small-amplitude-mountain solution similar to MR05's Fig. 4 . On the other hand, when all in the columns denoted with K, while for the L83 experiments in the columns they are denoted with L. The first K and L columns represent the nondimensional rainfall rate and the second the upstream integral rainfall. In the last two columns, X max represents the position of the maximum rainfall rate with respect to the mountain top, expressed in km. 
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the microphysical processes of the L83 scheme are switched on, any initial amount of cloud ice and/or water at temperatures below 0°C would be removed in a few hours and hence the initial sounding would not represent a steady state. As a consequence, in contrast with MR05 and the experiments in the previous sections, we choose an initial sounding that is saturated, but with no initial cloud content. Such a choice prevents an exactly parallel extension of MR05's Kessler scheme simulations, but allows, however, a study of more realistic atmospheric conditions. In fact, the simulations to be presented below show that upstream of the mountain, the lowest few kilometers are maintained in a nearly moist-neutral saturated state, due to orographic uplift, while in the upper troposphere the profile maintains its nearly moist-adiabatic ( e ϭ constant) initial state; such profiles are similar to those observed, for example, upstream of the Alps during the field phase of the Mesoscale Alpine Program (see Fig. 7a In MR05, the autoconversion to rain was withheld for the first 5 h so that the effects of the initial adjustment of the flow to the introduction of the mountain could be clearly isolated and distinguished from those associated with the microphysical processes and with the interaction of the flow with the orography. Similarly, here we set to zero, for the first 5 h of simulation, the main mechanisms responsible for snow and rain generation and ice-crystal fallout; in particular, we increase the respective thresholds for the activation of Bergeron process (P SFW and P SFI ), for the autoconversions to snow (P SAUT ) and rain (P RAUT in L83's Table  1 ) and for the fallout of ice crystals; after t ϭ 5 h these thresholds are restored to their prescribed values.
c. Experiments with the Lin et al. microphysics
As described in sections 3-4 for several cases with f ϭ 0, the early-time response of the flow to the presence of the mountain is an upstream-propagating ducted wave. In the present series of experiments there is zero initial cloud and so even a small amount of wave-associated subsidence desaturates the initial sounding. As a consequence, the solutions discussed here have unsaturated layers (mostly above the 0°C isotherm) in the steady-state solutions and consequently the simulated flow is strongly dependent on the dry static stability associated with these layers.
Since the distribution of clouds will depend mostly on the height of the 0°C isotherm, the solutions with ice microphysics are less dependent on the height of the mountain than they were in the warm-rain simulations, where the vertical scale of the upwind saturated layer could vary substantially; hence we limit most of the discussion here to the case with h m ϭ 700 m, a ϭ 10 km, f ϭ 0, for continuity with MR05, and to the case with h m ϭ 2000 m, a ϭ 100 km, f 0, which includes in a single simulation all the factors not considered in MR05. Figure 6 displays the steady-state solution using ice microphysics with a ϭ 10 km, h m ϭ 700 m and no rotation; for comparison with the warm-rain case the reader is referred to Fig. 3a and MR05 As in the warm-rain case (Fig. 3a) , the buoyancy (Fig. 6b) is small upstream but larger over the mountain and downstream regions characterized by warming associated with desaturated descending motion. As we have designed the sounding in Fig. 1 to be moist neutral up to the tropopause and since moist adiabats asymptote to dry adiabats in the upper troposphere, it is clear that, with or without saturation of the upper troposphere, the sounding shown in Fig. 1 should have a jump in N 2 from small values to large at the tropopause. This jump in N 2 creates a duct that can trap wave energy below the tropopause with either warm-rain or ice processes included. The absence of ducted waves in other experiments (e.g., Colle 2004) can be attributed to the fact that a tropopause (with a sharp jump in stability) was not included in those simulations.
Returning to the discussion of the microphysical aspects of the solution, Fig. 6d shows that the vertical extent of the simulated cloud is smaller than that found in the previous warm-rain experiments (Fig. 3a) as it is confined upstream and mainly to heights below the 0°C isotherm. The downstream cloud observed in the warm-rain counterpart (Fig. 3a) is now split into two distinct clouds: the first one, made of ice, appears high above the mountain, downwind of the ascending motion associated with the mountain wave; the second one, elongated in the direction of the flow just below the 0°C isotherm, is generated by the fallout of ice crystals, snow, and graupel, which melt after falling below the freezing level and then are advected downstream by the flow (see q r , q s , q g in Fig. 6d ).
Here we discuss Fig. 7 , which describes the flow features for a simulation where all the different factors analyzed in the present study have been included (a ϭ 100 km, f ϭ 10 Ϫ4 s
Ϫ1
, Lin et al. microphysics, h m ϭ 2000 m), in order to summarize their effects.
Comparing Fig. 7 with Fig. 6 , we note that along with the smaller mountain slope there is overall a smaller vertical velocity (cf. Figs. 7a and 6a ) and horizontal component (cf. Figs. 7c and 6c) ; the inclusion of the Coriolis effects prevents the propagation of the wave, which desaturates the environment upstream and hence the upstream buoyancy is weakly negative, instead of weakly positive (cf. Figs. 7b and 6b ), indicating that with the Coriolis effect the initially saturated atmosphere remains so and that therefore vertical motions produce little effect on the buoyancy.
In spite of these differences the upwind cloud pattern (cf. Figs. 7d and 6d) is similar in that the steady solution is characterized by a saturated upslope flow with clouds extending to the level of the 0°C isotherm.
d. Rainfall
To investigate the influence of the various effects discussed so far on the rainfall we examine the rainfall Fig. 2 ; the grayscale refers to ice (above 3 km) and water content (q r , q g , q s , c.i. ϭ 0.05 g kg Ϫ1 ).
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rates R(x) for the orographic precipitation on the upwind side (x Ͻ 0) and immediately downstream of the ridge for simulations with the L83 microphysical schemes, with and without rotation, and for the cases a ϭ 10 km and 100 km. As in the discussion of R(x) in Fig. 5 , we use (4.3) and (4.4) as an aid to interpretation. Also, Table 1 allows one to see the change in the simulations using the L83 microphysical scheme (hereinafter L1-8).
Focusing first on the case with a ϭ 10 km, h m ϭ 700 m, Fig. 8a shows that the ice microphysics has a nonnegligible effect on the rainfall amount and distribution. For h m ϭ 700 m, in the experiments with the warm-rain scheme, Fig. 8a shows that R(x) is distributed almost symmetrically around the mountain top, while in the L83 simulation the distribution R(x) is wider, centered slightly upwind and has a larger maximum (in Table 1 , compare experiment K2 with L2); rotation has little effect (in Table 1 , compare L2 with L6). This result can be interpreted as follows: the term producing the autoconversion of cloud water into rain for L83 operates with a smaller threshold as compared with that in the Kessler scheme (7 ϫ 10 Ϫ4 g kg Ϫ1 versus 1 ϫ 10 Ϫ3 g kg
Ϫ1
). Thus, the maximum rainfall rate using the L83 scheme is significantly larger (ϳ2.6 mm h Ϫ1 ) than that in the simulation using the Kessler scheme (ϳ1.5 mm h Ϫ1 ). Moreover, for parcels ascending the obstacle, the conversion of cloud water to rainwater occurs earlier in the L83 simulations, producing rain farther upstream. In contrast, for the Kessler scheme a larger vertical displacement is required to produce rain, causing a relative downwind shift of the rain distribution (Fig. 8a) . Another difference between the L83 and Kessler simulations seen in Fig. 8a , is the presence of a downstream rainfall peak (0.8 mm h Ϫ1 ) in the former. This precipitation is generated by the downstream ice cloud and is the result of ice microphysical processes that convert ice cloud to snow and then the snow to graupel (Fig. 6d) . For the case with a ϭ 10 km and h m ϭ 2000 m, Fig. 8b shows that it is now the Kessler simulation that produces a larger upwind peak in rainfall rate than does the L83 simulation (with or without rotation; in Table 1 , compare K4 with L4, and K8 with L8, respectively). As compared with the h m ϭ 700 m case just described, the more intense vertical motions with h m ϭ 2000 m produce much larger amounts of Table 1 . The gray-filled curve denotes the position of the mountain. Rainfall rates are calculated in the time interval 7-8 h for a ϭ 10 km, 25-30 h for a ϭ 100 km.
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condensate and consequently the intensity and the location of the upwind peak are not so dependent on the differing thresholds for autoconversion between the L83 and Kessler schemes. There is a deeper column of condensate (above the 0°C isotherm) in the Kessler simulation (Fig. 3b) that is responsible for the larger rainfall rate compared with that of the L83 simulation (not shown, but similar to that shown in Fig. 6d ), where water clouds are largely limited to the freezing level. Hence, for the shorter mountain, the higher efficiency of the L83 scheme acts to produce a higher rainfall rate than the Kessler scheme (Fig. 8a) , while, for the taller mountain, the latter effect is offset by the much deeper cloud in the Kessler simulation, allowing it to produce a larger rainfall rate than that of the L83 simulation (Fig. 8b) . Hence as discussed in section 4c, the precipitation distribution appears to be dependent not only on the slope (i.e., on w max ), but also on the vertical extent of the upwind saturated layer, which in turn is influenced by the microphysical scheme. The different response of the rainfall rate to the microphysical scheme for the short and tall mountains illustrates the intensely nonlinear dependence of the simulated rainfall on the modeling assumptions. In fact, we have done sensitivity experiments with the Kessler microphysics, but using the threshold for autoconversion of the L83, and find that the rainfall rate almost doubles in the h m ϭ 700 m case, but does not have any significant change in the h m ϭ 2000 m case.
Figures 8c,d show that the maximum rainfall in the a ϭ 100 km case is less dependent on the microphysical scheme than it was shown to be for the a ϭ 10 km case in Figs. 8a, b . This is consistent with the increase of the advective time scale a/U with respect to the microphysical time scales (which do not depend on a).
Compared to the simulations using the Kessler microphysics, in the equivalent set of experiments with the L83 microphysics the relative insensitivity of the depth of the upwind cloud (cf. Figs. 6d and 7d) among the different cases, and the generally lower threshold for the conversion cloud water, allow for a much more proportional response of changes in rainfall rate to changes in h m /a for fixed h m N m /U (see also Table 1) .
For a complementary perspective on these results, we show in Table 1 the integral of rainfall rate over the upwind side of the mountain. This measure illustrates that smaller rainfall rates over a wider area can produce approximately the same integrated rainfall as the cases with large rainfall rates covering a smaller area. Apart from the experiments with h m ϭ 2000 m, a ϭ 10 km (experiments 4 and 8), the integrated rainfall observed in the L83 experiments is somewhat larger than that from the Kessler experiments, although the maximum rainfall rates are smaller. The integrated rainfall totals are consistent with the distributions shown in Fig. 8 .
e. Sensitivity to surface temperature
The dependence of solutions on surface temperature has been explored with several sensitivity experiments using the L83 scheme. The surface temperature T s was specified to be either 8°, 12°, or 20°C, and results are here compared with the previous experiments L2 and L4, where T s was prescribed to be equal to 16°C. We consider this range of variation as representative of the conditions generally observed in orographic precipitation events. The new values of the surface temperature have been inserted in MR05's (2.4), holding N m constant, in order to define the vertical profiles shown in Fig. 1 . As a consequence, the freezing level can change from approximately 850 up to 650 hPa for profiles with increasing T s. Figure 9 shows the cloud and precipitation contents for different values of the surface temperature and for h m ϭ 2000 m, a ϭ 10 km, f ϭ 0. As is clear from Fig. 1 , the fact that a saturated atmosphere holds more water at higher temperature implies that, other things being equal, the orographic precipitation should increase with increasing temperature as shown in Fig. 9 . Figure 9 also shows that, in every case, the region of upstream saturation extends far upstream, and that its vertical extent decreases with lower surface temperature, as the freezing level moves downward with decreasing surface temperature. Regarding the precipitation species, we note that some graupel is produced upslope for the two lower temperatures (Figs. 9a,b) , contributing to the total rainfall amount mainly over the upper part of the barrier (Meyers and Cotton 1992) and downstream, where it can be advected more easily than the warm species (Hobbs et al. 1973) . The behavior resulting from the simulations is not very simple because the different profiles in Fig. 1 can have very different precipitation distributions as ice microphysical types are produced at different heights. To help understand the response of the rainfall rate to surface temperature, we discuss Tables 2a,b showing maximum rainfall rates for the experiments shown in Fig. 9 (and including the case T s ϭ 0°C) and for another set (not shown) with h m ϭ 700 m. Table 2a shows that for h m ϭ2000 m, the rainfall rate generally increases with T s but slightly decreases from T s ϭ 12°C to T s ϭ 16°C, while Table 2b shows, for h m ϭ 700 m, that the rainfall reaches a maximum for T s ϭ 12°C.
These somewhat counterintuitive results can be explained by the differing microphysical processes acti-vated in the different temperature regimes. The precipitation process requires condensate with subsequent conversion to precipitable particles: the present simulations with increasing T s, shown in Fig. 9 , suggest that, while there is more condensate for T s ϭ 16°C (Fig. 9c) than for the T s ϭ 12°C case (Fig. 9b) , the presence of ice and graupel in the latter allows an additional contribution to rain, and hence the decrease in rainfall rate seen in Table 2a . Similar remarks can be made for the simulations listed in Table 2b . The maximum rainfall rates are also given in the nondimensional form suggested by (5.1) in Table 2 .
f. Discussion
The present study complements the recent numerical study by Colle (2004) in which a wide range of ambient flow speeds, static stabilities, mountain half-widths and heights were used to investigate the orographic precipitation regimes; in that study all simulations included the Coriolis effect and ice microphysics and, as mentioned above, the model atmosphere did not include a stratosphere. In MR05 and in the present study we have restricted attention to the nearly moist neutral case, varying the mountain half-width, the Coriolis force and the cloud microphysics. As mentioned in the introduction the motivation for examining the moist neutral case comes from both observations and the desire to understand the limiting case of zero moist stability. MR05 found that the fundamental nonlinearity inherent in the circumstance where the static stability is two orders of magnitude smaller for upward, as compared with downward, displacements can produce some unusual solution behavior, such as the upstream propagating dry disturbance. In the present extension of MR05, we find that ambient rotation and/or ice microphysics eliminate this unusual solution behavior, and hence a relatively simple dependence of the maximum precipitation on the upslope flow component, as observed in the weakstability simulations in Colle (2004) , is also present in our experiments with those factors.
Conclusions
In the present paper, we have expanded upon the range of parameters used in the numerical study of moist saturated nearly neutral flows by Miglietta and Rotunno (2005) , in order to test the sensitivity of the flow responses identified therein.
Simulations with the Kessler (warm rain) microphysical scheme used in MR05 have been done to test the sensitivity of their solutions to wider mountains and the inclusion of earth rotation. Without rotation, simulations with a wider mountain than that used in MR05 show that there is an upstream-propagating disturbance that desaturates the initially saturated sounding for not only the h m ϭ 700 m case, as found in the MR05 narrow-mountain case, but also for the h m ϭ 2000 m case, which remained saturated in MR05's narrow-mountain case. With rotation, the upwind propagation of the aforementioned disturbance is arrested in all cases, and moreover the tendency toward convective-cell development downstream is lessened. Hence with rotation all cases of mountain heights and widths studied here conform to the expectations based both on previous numerical simulations (Rotunno and Ferretti 2001; Colle 2004) and are basically consistent with linear theory (Smith and Barstad 2004) as there is essentially no gravitational resistance to air rising in the case of moist nearly neutral flow.
To test the effect of a more realistic microphysical scheme on the solutions using the warm-rain Kessler scheme, we carried out a series of simulations using the Lin et al. (1983) scheme which contains six different microphysical species, including ice species. Since the ice microphysical processes of the L83 scheme would remove any initial amount of cloud ice and/or water above the freezing level in a few hours, no initial cloud content was prescribed at t ϭ 0, in contrast with the warm-rain simulations where a constant amount of initial cloud water (below the autoconversion threshold) was specified in an attempt to prevent desaturation of the initial sounding. As a consequence of these differences, the present simulations using the L83 ice microphysics parameterization exhibited more of a qualitative similarity to each other, for different values of h m , than they did in the warm-rain simulations where vertical scale of the orographic cloud could be quite different depending on the presence or absence of the upwind desaturation. In the simulations with the L83 microphysics, the vertical scale of the upwind saturation zone is more or less set by the freezing level.
We also considered the effects of the microphysical parameterization on the rainfall. The solutions show that for the wider (a ϭ 100 km) mountain, the rainfall is not so dependent on the microphysics as it is in narrow mountain (a ϭ 10 km) cases, as one expects from elementary arguments (advective time scale comparable to microphysical time scale in the latter case). Because of the greater qualitative similarity among the cases with L83 microphysics, the simulations show that the dependence of the rainfall on the input parameters in the simulations using more complex microphysics conforms better to expectations based on simple models of orographic flow, allowing for a much more proportional response of changes in rainfall rates to change in h m /a for fixed h m N m /U.
Finally, the dependence of the rainfall on the surface temperature was tested in a series of sensitivity experiments. A larger surface temperature under saturated conditions increases the precipitable water in the atmosphere, but not necessarily the maximum rainfall rate. 
