Abstract-A class of discrete probability distributions contains distributions with limited support, i.e. possible argument values are limited to a set of numbers (typically consecutive). Examples of such data are results from subjective experiments utilizing the Absolute Category Rating (ACR) technique, where possible answers (argument values) are {1, 2, · · · , 5} or typical Likert scale {−3, −2, · · · , 3}. An interesting subclass of those distributions are distributions limited to two parameters: describing the mean value and the spread of the answers, and having no more than one change in the probability monotonicity. In this paper we propose a general distribution passing those limitations called Generalized Score Distribution (GSD). The proposed GSD covers all spreads of the answers, from very small, given by the Bernoulli distribution, to the maximum given by a Beta Binomial distribution. We also show that GSD correctly describes subjective experiments scores from video quality evaluations with probability of 99.7%. A Google Collaboratory website with implementation of the GSD estimation, simulation, and visualization is provided.
I. INTRODUCTION
S UBJECTIVE experiments let us collect users' opinions about a specific system. Such experiment can be seen as a measuring device. Any measuring device provides certain precision. In this article we analyze subjects'/testers'/users' answers, in order to better understand the random process generating those answers. The obtained result is general and covers interesting class of discrete distributions with limited support, and two parameters describing the mean and the answer's spread.
Our main goal is to check what is the distribution of answers provided by subjects. We limit our considerations to popular subjective experiments using discrete five point scale {1, 2, · · · , 5}. For this scale, numerous different databases are available therefore we compare the theoretical and analytical results. Nevertheless, the proposed model is general and in the Appendix B we describe the generalization to M point scale.
Knowing the answers' distribution provides important information about the answering process. Further modeling of this process can lead to better understanding of experiments involving subjects [1] . The ultimate goal is to make data analysis of those experiments more precise. Better understanding which factors influence the obtained answer allows to remove, or compensate, those aspects in the data analysis.
The main contribution of this paper is to propose a new Generalized Score Distribution (GSD), and provide a strong B.Ćmiel is with the Department of Applied Mathematics, AGH University of Science and Technology, Poland.
L. Janowski, J. Nawała, and K. Rusek are with the Department of Telecommunictions of AGH University of Science and Technology, Poland. e-mail: janowski@kt.agh.edu.pl Z. Li is with Netflix evidence that GSD describes the answering process in a video quality test correctly. We strongly believe that GSD distribution can be useful in different fields of science, since it is a generalization of the existing and widely used distributions. For the proposed distribution the estimation algorithm 1 is provided and analyzed by extensive simulation study. The analysis of different existing video quality databases allow us to estimate typical parameters of this model. Those results can be used as a prior distribution of the GSD parameters in the future analysis such as Bayes estimator.
In order to validate GSD in the context of subjective experiments we have used four different databases, with more than 1,800 PVSs (Processed Video Sequences, i.e. scored sequences). The analyzed PVSs have different number of votes from typical 24 up to 213. The final score shows that GSD describes the answers correctly with probability of 99.7%.
In the next section we describe the related work. Section III describes the proposed distribution with the estimation process detailed in Section IV. Section V provides short descriptions of the data sets used. Section VI presents the results. The last section concludes the paper.
II. RELATED WORK
Subject answers analysis is a broad topic considered in numerous publications starting from ITU standards to technical publications provided by companies. The standard focusing on the objective metrics evaluation is ITU-T P.1401 [2] . Its main goal is to describe correct way of analyzing subjective data. Similarly, a recent publication [3] describes the problem of correct way of comparing groups within subjective experiment.
Beyond correctness in the literature we can find interesting proposals for other than typical, focused on MOS, analysis. In [4] a number of different metrics related to user behavior and service acceptance are described. In [5] a method to find each answer probability is suggested. More recently similar approach to model each answer probability, instead of simple mean (MOS), was proposed in [6] . Other publications are focused on modeling Quality of Experience in general e.g. [7] . The model we propose in this paper is in line with those analysis as the model is discrete.
Not many publications focus on the answering process, especially the precision of the obtained score. An interesting analysis is shown in [8] , where the relation between MOS and the standard deviation of scores is studied. In the paper a unique parameter HSE 2 , describing the test difficulty was 1 The implementation can be found here https://colab.research.google.com/ drive/1ioM4JqUaEA8fHJH9V-0iphHt4C9zmI0i 2 In the original paper the parameter was named SOS but we think that HSE (from Hossfeld, Schatz, and Egger) will be a better, unambiguous name. SOS is traditionally used to describe standard deviation of scores.
proposed. Another interesting proposal analyzing the subjective experiment precision is [9] where different confidence intervals are studied.
The analysis of the subjective experiment leads to proposing two subject models in [10] and [11] . Those models are discussed in more detail further in the paper. User model allows to extend analysis of the subjective experiments like the one described in [1] , [12] , or make the existing analysis more precise [13] , [14] . The user model is modified in [15] , [16] , [17] which leads to new results, e.g. showing that the content has significant influence on both variability and mean of the obtained answers [17] .
The new subject model proposed in this paper extends the existing analysis by introducing discrete distribution. The previous publications used continuous process with discretization and censoring (clipping). As the next section describes, this introduces certain error. Therefore, the proposed discrete model, not having this error, is a better solution.
In this paper we do not compare our model to models used in different fields working on quality. It is left as an interesting future research. Comparing to those modes is difficult, since all those models need a different data, which do not exists commonly in the video quality community. An example could be food industry using "Panel Check" [18] , [19] , the method proposed by Pane Check relay strongly on the lack of tied answers. For the five point scale used in video quality evaluation, small number of tied answers is a strong assumption.
In psychology the signal detection theory (SDT) is used in the context of subjective quality scores analysis [20] , [21] . Such analysis can be complicated taking into account different influencing factors [22] . This is especially an interesting connection between QoE and psychology, nevertheless, again a slightly different data are needed. To use SDT we need a recognition and a quality score, in the video quality analysis case only quality scores are available.
It is also worth mentioning that the distribution proposed in this paper can be used for modeling an answering in Likert scale surveys. For example, in [23] the authors consider the impact of the number of response categories on the reliability of the measurements. In the model of answers provided in equation (1) of [23] one can consider GSD distribution of the random error to estimate the latent unobserved true score. The same approach can also be used for example in [24] where the problem of measuring patients experience in hospitals is considered.
III. SUBJECT ANSWERS AS A RANDOM VARIABLE
Assuming that a test is conducted using five point discrete scale the subject answer U has a multinomial distribution given by:
Such description of a subject answers distribution is general but has four different parameters, coming from five probabilities.
In general we can describe the subject answer as a function:
where ψ is the true quality and is an error term. An algorithm predicting quality should aim in estimating ψ. Still, the error distribution is important and should be modeled. The error term represents precision of ψ estimation. Note that the variance term (represented by ) cannot be too complicated. In total, we have four different probabilities. Therefore, we would like to use a model for which the variance is described by a single parameter. We can then use it to predict the true quality. In turn, accuracy of its estimation is denoted by the variance parameter.
For simplicity, we only consider a single sequence (i.e., PVS) analysis. In general, we consider a model, where an answer for a sequence is a random variable U drawn from a distribution:
where ψ is the true quality, θ is a parameter describing answers spread, and F () a cumulative distribution function. However, in the text we mark θ differently, depending on the model we are considering. This notation makes the description clearer. Our notation convention generally follows guidelines of SAM (Statistical Analysis Methods) of VQEG (Video Quality Expert Group) group, described in [25] . Nevertheless, we introduce extensions to selected symbols.
A. Continuous Model
The models proposed by [10] and [11] describe a subject answer as a continuous normal distribution with certain mean ψ, which is true quality, and standard deviation σ describing the error. Therefore, the subject answer is O ∼ N (ψ, σ). Since a subjective scale is discrete we cannot observe O. To convert a continuous answer to a discrete one, a subject makes discretization and censoring (clipping). This process converts continuous random variable O to discrete variable U . We can calculate each answer probability (i.e., U distribution), as a function of ψ and σ by the below equations:
for s = {2, 3, 4} and
Note that the parameters estimated from O and U can result in different ψ and σ values since the support of O is any real number and the support of U is set {1, 2, · · · , 5}. Let us mark by ψ o and σ o the parameters of O distribution which are our input parameters and by ψ u and σ u the mean and standard deviation of random variable U . For a given input pair (ψ o , σ o ) the comparison with the obtained (ψ u , σ u ) is crucial, since we interpret the input parameters but the real process will behave according to the output parameters. For the ideal model those On the other hand, if ψ = 3 the two most extreme distributions are:
The above examples show that the limited support of the discrete distribution limits the possible value of σ in a complicated way. The full dependency is shown in Fig. 3 and marked by the green surface. More details about the variance limitation are in [8] 3 . In order to use the continuous model we typically limit the parameters of the model to the range of the discrete parameters. This solution works well for ψ o , which can be limited to [1, 5] interval and so the ψ u will be limited in the same, correct interval. Nevertheless, if we limit σ 2 o to the interval defined by the green surface in Fig. 3 , the obtained σ u . This is a strong limitation of the continuous model and cannot be easily solved. Therefore, we propose the following discrete distribution.
B. Discrete Distribution
An alternative solution to a continuous model is the discrete distribution 4 . By the discrete distribution we understand the specific discrete distribution for which a probability of each answer is given by a function. We are looking for a function of two parameters, allowing us to specify true quality ψ and the answers' precision/spread σ. Since the discrete distribution parameter describing the distribution variance is not the same as the process variance we mark it by ρ and not σ.
According to our knowledge there is no distribution described in literature which is:
• discrete • supported on finite M element set • for any fixed mean covers the whole spectrum of possible variances • with no more than a single change in the probabilities monotonicity. Therefore, we propose a new distribution with two parameters describing mean ψ and variance ρ. The ρ parameter describes variance for a given ψ. Since the proposed distribution is discrete the problems shown on Fig. 1 and 2 do not exist.
The proposed distribution utilizes existing discrete distributions (with limited support), but covers more possible variances. An example of a discrete distribution which is described by two parameters is Beta Binomial distribution [26] . Nevertheless, the smallest variance of the Beta Binomial distribution is the Binomial distribution variance. It is a strong limitation (in the case of subjective experiments for video) since in [9] it is suggested that the Binomial distribution has the highest possible variance for a correctly conducted subjective experiment. Therefore, we need a different distribution.
1) GSD Definition: Let us start with the equation describing the answers U for a particular PVS
where is an error with mean value equals to 0. Since U belongs to the set {1, 2, ..., 5} then the distribution of has to be supported on the set 1 − ψ, 2 − ψ, ..., 5 − ψ. Let us consider shifted Binomial distribution for :
where k ∈ {1, ..., 5} is an user answer. Since the support of this distribution and the mean value are fixed, we obtain fixed shifted Binomial distribution without any freedom. However, we would like to have a class of distributions for with all possible variances. Let us think about how the set of all possible variances, for all distributions supported on the set 1 − ψ, 2 − ψ, ..., 5 − ψ looks like. Remember that the mean values for such distributions are fixed to 0. This is why the set of all possible variances depends on ψ. If we denote by V min (ψ), V max (ψ) the minimal and maximal possible variance respectively, then 4] , and if ψ is not an integer then V min (ψ) > 0. Let us return to the shifted Binomial distribution. It is easy to calculate that its variance is equal to: The question is how to obtain from this shifted Binomial distribution a class of distributions that covers the whole interval of variances [V min (ψ), V max (ψ)] (see Fig. 4 ). We would like to obtain this class by:
• adding only a single normalized parameter ρ ∈ (0, 1],
• variance of the error to be linearly dependent on ρ,
• variance is a decreasing function of ρ. In this way, we would consider the ρ parameter a confidence parameter (see Fig. 5 ).
Let us denote by H ρ the distribution of the error fulfilling the above conditions. Since the variance of the error is linearly dependent on ρ and decreasing then it has to be equal to
Using formulas (8) and (9) we can easily calculate
, which gives us the value of ρ corresponding to shifted binomial distribution. We have
which corresponds to the red coloured interval in Fig. 4 , and
which corresponds to the green coloured interval in Fig. 4 . For variances bigger than V Bin (ψ) (the green coloured interval in Fig. 4) we use the Beta Binomial distribution. In other words, we replace success probability parameter by a random variable with the Beta distribution. Since the mean value is fixed, we only have one free parameter. It can be reparameterized to the interval (0, C(ψ)). The effect of such reparameterization gives us the distribution denoted by G ρ :
where ρ ∈ (0, C(ψ)) and k ∈ {1, ..., 5}.
Remark 1: Notice that for ρ → 0 the distribution G ρ goes to a two points distribution supported on {1 − ψ, 5 − ψ} with the biggest possible variance equal to V max (ψ). For ρ → C(ψ) the distribution G ρ goes to the shifted Binomial distribution with variance equal to V Bin (ψ).
For variances smaller than V Bin (ψ) (the red coloured interval in Fig. 4) we use a mixture technique. Specifically, we take a mixture of the shifted Binomial distribution with the distribution with the smallest possible variance (two points or one point distribution, depending on ψ). Of course the mixture parameter has to be reparameterized to the interval [C(ψ), 1].
The effect of such reparameterization gives us the distribution denoted by F ρ :
where ρ ∈ [C(ψ), 1], [x] + = max(x, 0) and k ∈ {1, ..., 5}. Remark 2: Notice that for ρ → C(ψ) the distribution F ρ goes to the shifted Binomial distribution with variance equal to V Bin (ψ). For ρ → 1 the distribution F ρ goes to a two points or one point distribution (depending on ψ) with the smallest possible variance equal to V min (ψ).
Finally, we obtain the desired GSD:
where ρ ∈ (0, 1] is a confidence parameter and I(x) is one if x is true or 0 if x is false. I(x) can be seen as an if function. The variance in that distribution fulfills equation (9) . In order to describe subjective scores correctly and completely, a process covering the whole spectrum of variances is needed. Our discrete distribution H ρ addresses this claim. Furthermore, we believe the proposed distribution can be useful for describing other, more general processes.
From this moment we will assume the following Assumption 1:
where ψ ∈ [1, 5] is an unknown parameter and is a random variable with distribution functions H ρ , where ρ ∈ (0, 1] is an unknown parameter. Examples of the U distributions are shown in Fig. 6 . Note that for ψ close to 1 or 5, regardless of ρ, the obtained distributions are similar. It comes from the fact, that the maximum spread we can obtain, is limited by a small range of possible variances (see Fig. 3 ). For ψ closer to 3 the obtained distributions are clearly different.
IV. GSD PARAMETERS ESTIMATION
Continuous model and discrete distribution described in the previous sections cannot be used without an accurate and efficient parameter estimation procedure. The most simple approach is to use method of moments. However, in the numerical experiments, we use a much better Maximum Likelihood Estimator (MLE). The distribution of U is parameterized by a pair θ = (ψ, ρ) in the case of discrete distribution or An MLE is defined as:
where
is the likelihood function of distribution U . Since there is no closed form for a maximum of (θ), a numerical optimization is used to maximize the equation (13) . The objective function (13) is maximized using RMSProp, a first order gradientbased optimizer. Optimization stopping criteria are
or the number of steps reached some fixed value -whatever is first. Since the paper proposes a new distribution, we have to implement the likelihood function from scratch. The logarithm of (11) and (10) is implemented using low-level TensorFlow ops (i.e., operations), which allows us to take advantage of efficient implementations of special function and automatic differentiation for gradient-based optimizers provided by the library. Details about the implementation are in Appendix A.
A. Numerical Experiments
In order to validate our estimation procedures we drawn data from the proposed distribution and estimate the distribution parameters from the sampled data. The simulation considers:
• a number of subjects N = {6, 12, 24, 48}, For 32 cases we obtain a fast convergence (less than 1,000 steps). For 6 points the estimated parameters are clear outliers. We assume those are just numerical errors and for experiment data they are easy to avoid by estimating the parameters more than one time and choosing the result with lower likelihood value. After removing the 6 numerically unstable points we obtain a high accuracy (see Fig. 7 and 8) . The true quality ψ is typically in the range ±0.25 and ρ is in the range ±0.1. This is including simulations with only 6 answers.
To better analyze the obtained accuracy Fig. 9 shows the accuracy measured by ψ −ψ for different number of subjects. As expected, using a higher number of subjects increases accuracy. We can also see clearly the estimation closer to the edges is less scattered. Another conclusion is the confidence interval for ψ should be close to ±0.2 for N = 6 and ±0.1 for N = 24. Of course, more formal analysis is needed to obtain correct confidence interval estimation. This problem is left as future work.
Similarly to Fig. 9 for ψ we present Fig. 10 for the ρ parameter. ρ describes variance and therefore the number of subjects influences the obtained results more significantly. For a small number of subjects a strong asymmetry of the results is clearly visible. It is a consequence of the limitations of the parameter and the correct estimation process, which cannot obtain a parameter out if its range. For a large number of subjects it is nearly invisible. Based on the results presented in Fig. 10 the confidence interval for N = 6 is close to 0.2, which is 20% of the whole range, for N = 24 the confidence interval is closer to 0.1. Again the formal analysis of the confidence interval is left as future work. The implementation of the estimation procedure is provided at https://colab.research.google.com/drive/ 1ioM4JqUaEA8fHJH9V-0iphHt4C9zmI0i. The code allows to estimate parameters from a sample in a general form of M possible categories (see Appendix B). Also a simulation and visualization of the GSD is provided.
V. DATA SETS
We use four data sets to check practical distribution of subjects' answers. Those data sets come from four subjective tests: (i) VQEG HDTV Phase I [27] , (ii) ITS4S [28] , (iii) AGH/NTIA [29] , [30] and (iv) MM2 [31] . This gives a total of 71,212 observations. All the tests utilize the Absolute Category Rating (ACR) method (in accordance with Recommendation ITU-T P.910). Additionally, all subjective scores are given on the following five-level scale: (1) Bad, (2) Poor, (3) Fair, (4) Good and (5) Excellent. All four data sets are publicly accessible on CDVL (www.cdvl.org) 5 . If available, data from training sessions can be used as well. We do it to make the analysis as general as possible. Following subsections describe each data set.
A. VQEG HDTV Phase I
VQEG HDTV Phase I is a classical data set containing scores from 6 video-only experiments using a controlled 5 Search keywords for all four data sets (in the same order as listed in the text): "vqeghdN" (replace N with a number from 1 to 6 to find videos from all 6 experiments), "its4s", "AGH/NTIA" and "mm2".
viewing environment (in accordance with Recommendation ITU-R BT.500-11) with various display technologies. The display resolution is constant (1920x1080). There are 24 subjects per each experiment, all of whom produce scores for 168 Processed Video Sequences (PVSs). All experiments use two sets of PVSs: specific and common. The common set is shown in all experiments. It contain 24 PVSs. The remaining 144 PVSs are used in the specific set and do not repeat across experiments. Those 144 PVSs are created by applying 15 degradation conditions (i.e. Hypothetical Reference Circuits, HRCs) to 9 pristine sequences (i.e. Source Reference Sequences, SRCs). All videos are 10 seconds long and contain various coding and transmission artifacts. The distortions are meant to simulate a digital transmission of video over a communication channel. The variation of the ACR method is used, namely Absolute Category Rating with Hidden Reference (ACR-HR).
B. ITS4S
Designed for training no-reference (NR) metrics, the ITS4S data set contains 813 unique video sequences (without audio). It characterizes a generic adaptive streaming system for high definition mobile devices. All sequences are four seconds long, no sequence is repeated in a single experiment, the data set emphasizes original footage (i.e. as created by professional producers), 35% of sequences contain no compression, the remaining 65% contain only simple compression artifacts.
All sequences are presented in 720p resolution (1280x720) and frame rate equals to 24. However, some sequences are encoded with lower resolution (e.g. 512x288) and have to be up-scaled to fit the display resolution (i.e. 720p).
The subjective scores included in the data set come from two subjective tests performed by two laboratories in two different countries. One laboratory uses subjects hired through a temporary hiring agency. The other collects data using 24 engineering students.
C. MM2
An audiovisual test performs in 10 different environments (controlled and public). We treat scores coming from different environments as independent. Thus, we assume the data represents 10 independent experiments. Both the stimuli (640x480@30fps audiovisual sequences) and scale are held constant between the experiments. The stimuli represents a wide range of quality, degradation are introduced solely be compression. Importantly, the encoding levels of audio and video streams are chosen to match one of the three encoding qualities: (i) high, (ii) medium and (iii) low.
Depending on the experiment: 9 to 34 subjects are used, subjects spanned all age groups, some experiments use overlapping pools of subjects. Nevertheless, due to the lack of precise subject labeling, we assume all subjects are independent.
D. AGH/NTIA
AGH/NTIA is a video-only subjective test designed to examine three issues: (i) the behavior of subjects when repeatedly rating the same stimuli, (ii) the suitability of subjects screening techniques and (iii) the influence of source sequence reuse on subjects scores. Depending on the stimuli, there are 3 to 6 ratings from the same subject. Scores from 29 subjects are available. One of those subjects is a video quality expert, who knows the purpose of the experiment. He tries to replicate his previous score for any repeating PVS. In addition, two subjects perform the test based on intentionally incorrect instructions. This is done to test subjects' screening methods.
VI. SUBJECTIVE DATA ANALYSIS
In the previous sections we propose the new distribution and prove that the estimation method extracts data from a simulated sample correctly. In this section we validate if the proposed distribution can be used to model real subjective data. In addition we compare the GSD with the continuous model.
In order to validate if the distribution fits specific data we have to perform a two-steps procedure. The first step is to estimate the distribution parameters from a sample. The second step is to test a null hypothesis that the sample comes from estimated distribution. Fig. 11 visualizes the procedure. Since we have discrete data the most natural testing tool is Pearson's χ 2 test, also called goodness-of-fit test (see [32] ).
In Section V we describe four different databases. Here we are interested in a single PVS (video sequence) analysis, we are not taking into account from which database specific PVS comes from. The key parameter is a number of PVSs. There are 1,879 PVSs with at least 24 answers each (some PVSs have 213 answers). We have five PVSs with all 24 answers being one. We remove them from the further analysis since for the continuous model we obtain NaNs. This results in 1,874 PVSs available for the analysis. For each PVS we estimate the GSD (or continuous model) parameters and, finally, calculated p-value of the goodness-of-fit test. We show results for three cases: (i) the GSD, (ii) the quantized continuous model (labelled QNormal) and (iii) the continuous model with its parameters estimated by sample mean and standard deviation (labelled Normal). For each case we obtain 1,874 p-values. Fig. 12 compares p-values distributions for all three cases.
We use p-values (from multiple hypothesis tests) to test a general hypothesis. The procedure is as follows: for a single PVS we obtain p-value a, if a > α one can assume that this PVS distribution comes from a distribution, for example GSD. This result is true for this particular PVS, but we are interested in a general PVS distribution. Thus, we have to run this test for a large number of PVSs, obtaining a large number of p-values a i . If we repeat this hypothesis testing we know that some of the tests fails by chance. The exact number depends on the test difficulty. If a test is "difficult" it fails with a higher probability than an "easier" test. Hypothesis testing is constructed in such a way that even for "difficult" cases failure probability does not exceed α. Therefore, for PVSs following a specific distribution (i.e., the one assumed in the null hypothesis) we should have:
where A i is a random variable describing the obtained p-values and α is a significance level. This can be satisfied by various p-values distributions. Obviously, if all p-values are close to 1, equation (14) is true. If A i has uniform distribution, (14) is also true. Nevertheless, for any increase, beyond what is allowed by the uniform distribution, in the probability for small p-values, results in rejecting the global hypothesis about the specific distribution.
The p-values histogram for the GSD in Fig. 12 shows an increasing probability of a given p-value as a function of pvalue. As described above, it shows a strong evidence that the global hypothesis is true. The probability of observing pvalue smaller than 0.05 is 0.035, which is in line with the theory. However, for both continuous models we obtain pvalue smaller than 0.05 with probability 0.073 for QNormal and 0.106 for the Normal model. Moreover, for Normal and QNormal in Fig. 12 we can see that probability for the smallest p-value is clearly higher than for slightly larger p-values. In both cases the observed answers are not coming from those distributions.
We run the following test to formally prove the global hypothesis It clearly shows that for QNormal and Normal models too many p-values are below 0.05 to say those models are probable. The above result is very important from the further usage of the GSD in the context of video quality subjective testing perspective. We demonstrate that subjective answers from different subjective tests are following the GSD distribution. It means that GSD is the correct way of modeling subjective scores in video quality experiments. We strongly believe that GSD can be used in different cases of experiments with answers on a Likert scale.
A. A Priori Distributions
Since we have an evidence that the GSD is the correct way of modeling subjective scores it is important for further analysis to describe the typical parameters of this distribution. We have two parameters: ψ (see Fig. 13 ) and ρ (see. Fig. 14) .
The first parameter depends on the experiment setup. In a typical situation its distribution (defined by many PVSs utilized in the experiment) should be close to uniform distribution. What we can see is a lack of very high qualities (close to 5). Another observation is a greater number of high quality PVSs than lower quality ones. We theorize it is just an artifact of the type of database we use. Much more interesting is the ρ distribution. This parameter is limited to (0,1] interval. We can see that Normal distribution approximates it with a high accuracy. We do not perform a formal test since we know it would be rejected by the high probability of ones. The analysis of QQ plot shows that normal distribution with values higher than one truncated to one, with parameters µ ρ = 0.86 and σ ρ = 0.071, can be used to simulate subjective scores.
VII. CONCLUSION
In this paper we propose Generalized Score Distribution (GSD), which is a general form of a discrete distribution with: finite support, two parameters, and not more than one change in the probability monotonicity. The distribution parameters are: ψ determining the mean, and ρ determining the spread of the answers. We focus on the subjective experiments for videos, where subjects score the quality of video sequences on a five point scale. We analyze 1,874 video sequences from publicly available databases, and show with probability of 99.7%, that subjective answers from those databases are drawn from the GSD distribution. This result opens a new way of analyzing and simulating subjective scores. The advantage of GSD is that ρ parameter can be used to determine the type of the underlining process. With ρ close to 1 we know that the process is similar to Bernoulli distribution, for ρ > C(ψ) we know it is Beta Binomial distribution. This information can be used as a diagnostic information: what is the spread of the answers. Note that GSD can be easily used outside of the video quality domain where information about the answer spread is important.
In the future research we would like to generalize the GSD distribution by adding more parameters similar to [10] , [11] . Another interesting direction of research would be using GSD for data other than subjective experiments for video. We would like collaborate with scientist working in different fields: from audio and image quality to psychology and sociology. In all those fields, a proper modeling of answering process would help to gain new insights. Our results obtained for video quality subjective testing might be used as a proof of concept for those other domains.
