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LINEAR MAPS PRESERVING NUMERICAL RADIUS
OF TENSOR PRODUCTS OF MATRICES
AJDA FOSˇNER, ZEJUN HUANG, CHI-KWONG LI, AND NUNG-SING SZE
Abstract. Let m,n ≥ 2 be positive integers. Denote by Mm the set of m×m complex matrices
and by w(X) the numerical radius of a square matrix X. Motivated by the study of operations on
bipartite systems of quantum states, we show that a linear map φ :Mmn → Mmn satisfies
w(φ(A⊗B)) = w(A⊗B) for all A ∈Mm and B ∈Mn
if and only if there is a unitary matrix U ∈Mmn and a complex unit ξ such that
φ(A⊗B) = ξU(ϕ1(A)⊗ ϕ2(B))U
∗ for all A ∈Mm and B ∈Mn,
where ϕk is the identity map or the transposition map X 7→ X
t for k = 1, 2, and the maps ϕ1
and ϕ2 will be of the same type if m,n ≥ 3. In particular, if m,n ≥ 3, the map corresponds to
an evolution of a closed quantum system (under a fixed unitary operator), possibly followed by a
transposition. The results are extended to multipartite systems.
2010 Math. Subj. Class.: 15A69, 15A86, 15A60, 47A12.
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1. Introduction and preliminaries
Let Mn be the set of n×n complex matrices for any positive integer n. For A ∈Mn, define (and
denote) its numerical range and numerical radius by
W (A) =
{
u∗Au : u ∈ Cn, u∗u = 1
}
and w(A) = sup{|µ| : µ ∈W (A)},
respectively. The study of numerical range and numerical radius has a long history and is still
under active research. Moreover, there are many generalizations motivated by pure and applied
topics; see [4, 5, 6].
By the convexity of the numerical range,
W (A) = {tr (Auu∗) : u ∈ Cn, u∗u = 1} = {tr (AX) : X ∈ Dn},
where Dn is the set of density matrices (positive semidefinite matrices with trace one) in Mn. In
particular, in the study of quantum physics, if A ∈Mn is Hermitian corresponding to an observable
and if quantum states are represented as density matrices, then W (A) is the set of all possible
measurements under the observables and w(A) is a bound for the measurement. If A = A1 + iA2,
where A1, A2 ∈ Mn are Hermitian, then W (A) is the set of the joint measurement of quantum
states under the two observables corresponding to A1 and A2.
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Suppose m,n ≥ 2 are positive integers. Denote by A⊗B the tensor (Kronecker) product of the
matrices A ∈Mm and B ∈Mn. If A and B are observables of two quantum systems, then A⊗B is
an observable of the composite bipartite system. Of course, a general observable on the composite
system corresponds to C ∈ Mmn, and observable of the form A ⊗ B with A ∈ Mm, B ∈ Mn is a
very small (measure zero) set. Nevertheless, one may be able to extract useful information about
the bipartite system by focusing on the set of tensor product matrices. In particular, in the study
of linear operators φ : Mmn →Mmn on bipartite systems, the structure of φ can be determined by
studying φ(A⊗B) with A ∈Mm, B ∈Mn; see [1, 2, 3, 7] and their references.
In this paper, we determine the structure of linear maps φ :Mmn →Mmn satisfying w(A⊗B) =
w(φ(A⊗B)) for all A ∈Mm and B ∈Mn. We show that for such a map there is a unitary matrix
U ∈Mmn and a complex unit ξ such that
φ(A⊗B) = ξU(ϕ1(A)⊗ ϕ2(B))U∗ for all A ∈Mm and B ∈Mn,
where ϕk is the identity map or the transposition map X 7→ Xt for k = 1, 2, and the maps ϕ1
and ϕ2 will be of the same type if m,n ≥ 3. In particular, if m,n ≥ 3, the map corresponds to
an evolution of a closed quantum system (under a fixed unitary operator), possibly followed by a
transposition.
The study of linear maps on matrices or operators with some special properties are known as
preserver problems; for example, see [9] and its references. In connection to preserver problems on
bipartite quantum systems, it is quite common that if one considers a linear map φ :Mmn →Mmn
and imposes conditions on φ(A ⊗ B) for A ∈ Mm, B ∈ Mn, then the partial transpose maps
A ⊗ B 7→ A ⊗ Bt and A ⊗ B 7→ At ⊗ B are admissible preservers. It is interesting to note that
for numerical radius preservers and numerical range preservers in our study, if m,n ≥ 3, then the
partial transpose maps are not allowed and that the (linear) numerical radius preserver φ on Mmn
will be of the standard form
X 7→ ξV ∗XV or X 7→ ξV ∗XtV
for some complex unit ξ and unitary V ∈Mmn. This is the first example of such results in this line
of study. It would be interesting to explore more matrix invariant or quantum properties that the
structure of preservers on Mmn can be completely determined by the behavior of the map on the
small class of matrices of the form A⊗B ∈Mmn with A ∈Mm, B ∈Mn.
In our study, we also determine the linear map φ :Mmn →Mmn such that
W (A⊗B) =W (φ(A⊗B)) for all (A,B) ∈Mm ×Mn.
We will denote by Xt the transpose of a matrix X ∈ Mn and X∗ the conjugate transpose of a
matrix X ∈ Mn. The n × n identity matrix will be denoted by In. Let E(n)ij ∈ Mn be the matrix
whose (i, j)-entry is equal to one and all the others are equal to zero. We simply write Eij = E
(n)
ij
if the size of the matrix is clear.
We will prove our main result on bipartite systems in Section 2 and extend the results to multi-
partite systems in Section 3.
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2. Bipartite systems
The following example is useful in our discussion.
Example 2.1. Suppose m,n ≥ 3. Let A = X ⊕Om−3 and B = X ⊕On−3 with X =

0 2 00 0 1
0 0 0

.
Then A⊗B is unitarily similar to
(
0 1
0 0
)
⊕
(
0 1
0 0
)
⊕

0 2 00 0 1/2
0 0 0

⊕Omn−7,
and A⊗Bt is unitarily similar to
(
0 1/2
0 0
)
⊕
(
0 2
0 0
)
⊕

0 1 00 0 1
0 0 0

⊕Omn−7.
One readily checks (see also [10]) that W (A⊗B) and W (A⊗Bt) =W (At ⊗B) are circular disks
centered at the origin with radii w(A ⊗B) and w(A ⊗Bt), respectively. Moreover, we have
w(A ⊗B) = λmax(A⊗B + (A⊗B)t)/2 =
√
4.25
> 2.0000 = λmax(A⊗Bt + (A⊗Bt)t)/2 = w(A⊗Bt).

In the following, we first determine the structure of linear preservers of numerical range using
the above example and the results in [2].
Theorem 2.2. The following are equivalent for a linear map φ : Mmn →Mmn.
(a) W (φ(A⊗B)) =W (A⊗B) for any A ∈Mm and B ∈Mn.
(b) There is a unitary matrix U ∈Mmn such that
φ(A⊗B) = U(ϕ1(A)⊗ ϕ2(B))U∗ for all A ∈Mm and B ∈Mn,
where ϕk is the identity map or the transposition map X 7→ Xt for k = 1, 2, and the maps
ϕ1 and ϕ2 will be of the same type if m,n ≥ 3.
Proof. Suppose (b) holds. If m,n ≥ 3, then the map has the form C 7→ UCU∗ or C 7→ UCtU∗.
Thus, the condition (a) holds. If m = 2, then At and A are unitarily similar for every A ∈M2. So,
W (A⊗B) =W (At⊗B) for any B ∈Mn. Hence, the condition (a) holds. Similarly, if n = 2, then
(a) holds.
Conversely, suppose that W (φ(A⊗ B)) = W (A⊗B) for all A ∈ Mm and B ∈Mn. Assume for
the moment that A⊗B ∈Mmn is a Hermitian matrix. Then
W (φ(A⊗B)) =W (A⊗B) ⊆ R.
This yields that φ(A ⊗ B) is a Hermitian matrix, as well. Thus, φ maps Hermitian matrices
to Hermitian matrices and preserves numerical radius, which is equivalent to spectral radius for
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Hermitian matrices. By Theorem 3.3 in [2], we conclude that φ has the asserted form on Hermitian
matrices and, hence, on all matrices in Mmn. However, if m,n ≥ 3, then, by Example 2.1, neither
the map A⊗B 7→ A⊗Bt nor the map A⊗B 7→ At⊗B will preserve the numerical range. So, the
last statement about ϕ1 and ϕ2 holds. 
Next, we turn to linear preservers of the numerical radius. We need the following (well-known)
lemma to prove our result. We include a short proof for the sake of the completeness.
Lemma 2.3. Let A ∈ Mn with w(A) = |x∗Ax| = 1 for some unit x ∈ Cn. Then for any unitary
U ∈Mn with x being its first column, there exists some y ∈ Cn−1 such that
(1) U∗AU = x∗Ax
(
1 y∗
−y ∗
)
.
Proof. Write (x∗Ax)−1A = G+ iH with G and H Hermitian. Then the largest eigenvalue of G is
1 with x as its corresponding eigenvector and U∗GU = [1] ⊕ G1 for some G1 ∈ Mn−1. Moreover,
the (1,1)-entry of iU∗HU is 0 since w(A) = 1. Since U∗HU is a Hermitian matrix we have
iU∗HU =
(
0 y∗
−y ∗
)
. Thus, U∗AU has the claimed form. 
Theorem 2.4. The following are equivalent for a linear map φ : Mmn →Mmn.
(a) w(φ(A ⊗B)) = w(A⊗B) for any A ∈Mm and B ∈Mn.
(b) There is a unitary matrix U ∈Mmn and a complex unit ξ such that
φ(A⊗B) = ξU(ϕ1(A)⊗ ϕ2(B))U∗ for all A ∈Mm and B ∈Mn,
where ϕk is the identity map or the transposition map X 7→ Xt for k = 1, 2, and the maps
ϕ1 and ϕ2 will be of the same type if m,n ≥ 3.
Proof. The implication (b) ⇒ (a) can be verified readily. Now, suppose (a) holds and let Bij =
φ(Eii ⊗Ejj) for 1 ≤ i ≤ m, 1 ≤ j ≤ n. According to the assumptions, for all 1 ≤ i ≤ m, 1 ≤ j ≤ n,
there is a unit vector uij ∈ Cmn and a complex unit ξij such that u∗ijBijuij = ξij. We will first
show that there exists a unitary matrix U ∈Mmn and complex units ξij such that
Bij = ξijU(Eii ⊗ Ejj)U∗, 1 ≤ i ≤ m, 1 ≤ j ≤ n.
We divide the proof into several claims.
Claim 1. Suppose (i, j) 6= (r, s). If u ∈ Cmn is a unit vector such that |u∗Biju| = 1, then Brsu = 0.
Proof. Suppose u is a unit vector such that u∗Biju = e
iθ. Let ξ = u∗Brsu. We first consider the
case if i = r. For any µ ∈ C with |µ| ≤ 1,
(2) 1 = w(Eii ⊗ (Ejj + µEss)) = w(Bij + µBrs) ≥ |u∗(Bij + µBrs)u| = |eiθ + µξ|.
Then we must have ξ = 0. Otherwise, |eiθ + µξ| = |eiθ + eiθ|ξ|| > 1 if one chooses µ = eiθ ξ¯/|ξ|.
Suppose ξ = 0. Then the inequality in (2) become equality and w(Bij+µBrs) = |u∗(Bij+µBrs)u| =
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1. By Lemma 2.3, there is yµ ∈ Cmn−1 such that
U∗BijU + µU
∗BrsU = U
∗(Bij + µBrs)U = e
iθ
(
1 y∗µ
−yµ ∗
)
,
where U is a unitary matrix with u as its first column. Since the above equation holds for any
µ ∈ C with |µ| ≤ 1, the matrix U∗BrsU must have the form
(
0 0
0 ∗
)
. So, U∗BrsU is a matrix with
zeros in its first column and row, or equivalently, Brsu = 0, as desired. Similarly, we can prove the
case if j = s.
Now we consider the case when i 6= r and j 6= s. By the previous argument, we have Bisu =
Brju = 0. Then for any µ ∈ C with |µ| ≤ 1,
1 = w((Eii + Err)⊗ (Ejj + µEss))
= w(Bij +Brj + µ(Bis +Brs))
≥ |u∗(Bij +Brj + µ(Bis +Brs))u|
= |u∗Biju+ µu∗Brsu|
= |eiθ + µξ|.
It follows that ξ = u∗Brsu = 0 and hence w(Bij +Brj + µ(Bis +Brs)) = |u∗Biju| = 1. By Lemma
2.3, we conclude that (Bis +Brs)u = 0 and thus, Brsu = 0. 
Claim 2. Suppose (i, j) 6= (r, s). If uij, urs ∈ Cmn are two unit vectors such that |u∗ijBijuij| =
|u∗rsBrsurs| = 1, then u∗ijurs = 0.
Proof. Suppose urs = αuij + βv with α = u
∗
ijurs and β = v
∗urs, where v is a unit vector
orthogonal to uij. Notice that |α|2 + |β|2 = 1. By Claim 1, u∗ijBrs = 0 and Brsuij = 0 and so
1 = |u∗rsBrsurs| = |β|2|v∗Brsv| ≤ |β|2w(Brs) = |β|2 ≤ 1.
Thus, |β| = 1 and hence u∗ijurs = α = 0. 
Claim 3. Let U = [u11 · · · u1n u21 · · · u2n · · · um1 · · · umn]. Then U∗U = Imn and U∗BijU =
ξij(Eii ⊗ Ejj) for all 1 ≤ i ≤ m and 1 ≤ j ≤ n.
Proof. By Claim 2, {uij : 1 ≤ i ≤ m, 1 ≤ j ≤ n} forms an orthonormal basis. Thus, U∗U = Imn.
Next by Claim 1, u∗rsBijukℓ = 0 for all (r, s) and (k, ℓ), except the case when (r, s) = (k, ℓ) = (i, j).
Therefore, the result follows. 
According to our assumptions and by Claims 1, 2, 3, we see that up to some unitary similarity
φ(Eii ⊗ Ejj) = ξij(Eii ⊗ Ejj)
for 1 ≤ i ≤ m, 1 ≤ j ≤ n and some complex units ξij. Now, for any unitary X ∈ Mm, using the
same arguments as above, there exists some unitary UX and some complex units µij such that
φ(XEiiX
∗ ⊗ Ejj) = µijUX(Eii ⊗ Ejj)U∗X
6 AJDA FOSˇNER, ZEJUN HUANG, CHI-KWONG LI, AND NUNG-SING SZE
for all 1 ≤ i ≤ m and 1 ≤ j ≤ n. So, φ(XEiiX∗ ⊗ Ejj) is a unit multiple of rank one Hermitian
matrix with numerical radius one. Thus, φ(XEiiX
∗⊗Ejj) = µijxx∗ for some unit vector x ∈ Cmn.
Note also that φ(Im ⊗ Ejj) = D ⊗ Ejj for some diagonal unitary matrix D. If γ > 0, then
w(φ((XEiiX
∗ + γIm)⊗ Ejj)) = 1 + γ.
Furthermore, there exists a unit vector u ∈ Cmn such that |u∗x| = 1 and |u∗(D⊗Ejj)u| = 1. From
the second equality, u must have the from u = uˆ ⊗ ej for some unit vector uˆ ∈ Cm. Therefore,
|u∗x| = 1 implies x = xˆ ⊗ ej for some unit vector xˆ ∈ Cm. Thus, φ(XEiiX∗ ⊗ Ejj) has the form
Ri,X ⊗ Ejj for some Ri,X ∈ Mm. Since this is true for any 1 ≤ i ≤ m and unitary X ∈ Mm, we
have
φ(A⊗ Ejj) = ϕj(A)⊗ Ejj
for all matrices A ∈ Mm and some linear map ϕj . Clearly, ϕj preserves numerical radius and,
hence, has the form
A 7→ ξjWjAW ∗j or A 7→ ξjWjAtW ∗j
for some complex unit ξj and unitaryWj ∈Mm. In particular, ϕj(Im) = ξjIm and φ(Imn) = Im⊗D
for some diagonal matrix D ∈Mn. Using the same arguments as above, we can show that
φ(Eii ⊗B) = Eii ⊗ ϕi(B)
for all matrices B ∈Mn and some linear map ϕi of the form
B 7→ ξ˜iW˜iBW˜i∗ or B 7→ ξ˜iW˜iBtW˜i∗,
where ξ˜i is a complex unit and W˜i ∈ Mn a unitary matrix. Therefore, we have ϕi(In) = ξ˜iIn and
φ(Imn) = D˜⊗In for some diagonal matrix D˜ ∈Mm. Since φ(Imn) = D˜⊗In = Im⊗D, we conclude
that φ(Imn) = ξImn for some complex unit ξ. For the sake of the simplicity, let us assume that
φ(Imn) = Imn. Then φ(Eii ⊗ Ejj) = Eii ⊗ Ejj for all 1 ≤ i ≤ m, 1 ≤ j ≤ n.
For any Hermitian matrices A ∈ Mm and B ∈ Mn, suppose their spectral decompositions
are A = XD1X
∗ and B = Y D2Y
∗. Repeating the above argument and using the assumption
φ(Imn) = Imn, one sees that there exists a unitary matrix UX,Y such that
φ(XEiiX ⊗ Y EjjY ∗) = UX,Y (XEiiX∗ ⊗ Y EjjY ∗)U∗X,Y , 1 ≤ i ≤ m, 1 ≤ j ≤ n,
and, hence, φ(A⊗B) = UX,Y (A⊗B)U∗X,Y . So, φ maps Hermitian matrices to Hermitian matrices
and preserves numerical range on the tensor product of Hermitian matrices. Thus, by the same
argument as in the proof of Theorem 2.2, φ has the asserted form on Hermitian matrices and,
hence, on all matrices in Mmn. If m,n ≥ 3, we can use Example 2.1 to conclude that ϕ1 and ϕ2
should both be the identity map, or both be the transpose map. The proof is completed. 
3. Multipartite systems
In this section we extend Theorem 2.2 and Theorem 2.4 to multipartite systemsMn1⊗· · ·⊗Mnm ,
m ≥ 2.
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Theorem 3.1. Let n1, . . . , nm ≥ 2 be positive integers and N =
∏m
j=1 nj. The following are
equivalent for a linear map φ :MN →MN .
(a) W (φ(A1 ⊗ · · · ⊗Am)) =W (A1 ⊗ · · · ⊗Am) for any (A1, . . . , Am) ∈Mn1 × · · · ×Mnm .
(b) There is a unitary matrix U ∈MN such that
(3) φ(A1 ⊗ · · · ⊗Am) = U(ϕ1(A1)⊗ · · · ⊗ ϕm(Am))U∗
for all (A1, . . . , Am) ∈Mn1 × · · · ×Mnm , where ϕk is the identity map or the transposition
map X 7→ Xt for k = 1, . . . ,m, and the maps ϕj are of the same type for those j’s such
that nj ≥ 3.
Proof. The sufficient part is clear. For the converse, as in the proof of Theorem 2.2, consider
Hermitian matrix A = A1 ⊗ · · · ⊗Am with Aj ∈ Hnj for j = 1, . . . ,m. By [2, Theorem 3.4], φ has
the asserted form on Hermitian matrices and, hence, on all matrices in Mn1 ⊗ · · · ⊗Mnm .
However, if ni, nj ≥ 3 with i < j, let Ai = X ⊕Oni−3 and Aj = X ⊕Onj−3, where X is defined
as in Example 2.1, and Ak = E11 ∈ Mnk for k 6= i, j. Then w(A1 ⊗ · · · ⊗ Am) =
√
4.25 and
w(A1 ⊗ · · · ⊗Aj−1 ⊗Atj ⊗Aj+1 ⊗ · · · ⊗Am) = 2.0000. Thus,
W (A1 ⊗ · · · ⊗Am) 6=W (A1 ⊗ · · · ⊗Aj−1 ⊗Atj ⊗Aj+1 ⊗ · · · ⊗Am),
and we see that the last statement about ϕk holds. 
Theorem 3.2. Let n1, . . . , nm ≥ 2 be positive integers and N =
∏m
j=1 nj. The following are
equivalent for a linear map φ :MN →MN .
(a) w(φ(A1 ⊗ · · · ⊗Am)) = w(A1 ⊗ · · · ⊗Am) for any (A1, . . . , Am) ∈Mn1 × · · · ×Mnm .
(b) There is a unitary matrix U ∈MN and a complex unit ξ such that
(4) φ(A1 ⊗ · · · ⊗Am) = ξU(ϕ1(A1)⊗ · · · ⊗ ϕm(Am))U∗
for all (A1, . . . , Am) ∈Mn1 × · · · ×Mnm , where ϕk is the identity map or the transposition
map X 7→ Xt for k = 1, . . . ,m, and the maps ϕj are of the same type for those j’s such
that nj ≥ 3.
Proof. The sufficiency part is clear. We verify the necessity. First of all, one can use similar
arguments as in the proof of Theorem 2.4 (see Claim 1, Claim 2, and Claim 3) to show that up to
some unitary similarity,
φ(Ei1i1 ⊗Ei2i2 ⊗ · · · ⊗ Eimim) = ξi1i2···im(Ei1i1 ⊗ Ei2i2 ⊗ · · · ⊗ Eimim)
for all 1 ≤ ik ≤ nk with 1 ≤ k ≤ m and some complex units ξi1i2···im . Below we give the details of
the proof for the case Mn1 ⊗Mn2 ⊗Mn3 . One readily extends the arguments to the general case.
Denote Bijk = φ(Eii ⊗ Ejj ⊗ Ekk) for 1 ≤ i ≤ n1, 1 ≤ j ≤ n2, 1 ≤ k ≤ n3 and let N = n1n2n3.
According to the assumptions, for any 1 ≤ i ≤ n1, 1 ≤ j ≤ n2, 1 ≤ k ≤ n3, there is a unit vector
uijk ∈ CN and a complex unit ξijk such that u∗ijkBijkuijk = ξijk.
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Claim 4. Suppose (i, j, k) 6= (r, s, t). If u ∈ CN is a unit vector such that |u∗Bijku| = 1, then
Brstu = 0.
Proof. Suppose u is a unit vector such that u∗Bijku = e
iθ. Let ξ = u∗Brstu. First, assume that
δir+ δjs+ δkt = 2, where δab equals to 1 when a = b and zero otherwise. In other words, we assume
that exactly two of the three sets {i, r}, {j, s}, {k, t} are singletons. Without loss of generality,
assume that i = r, j = s, and k 6= t. For any µ ∈ C with |µ| ≤ 1,
1 = w(Bijk + µBrst) ≥ |u∗(Bijk + µBrst)u| = |eiθ + µξ|.
Then we must have ξ = 0. Furthermore, w(Bijk + µBrst) = |u∗(Bijk + µBrst)u| = 1. By Lemma
2.3, one conclude that U∗BrstU has the form
(
0 0
0 ∗
)
, where U is a unitary matrix with u as its
first column, and hence Brstu = 0.
Next, suppose δir + δjs + δkt = 1, say i = r. By the previous case, Bisku = Bijtu = 0. Then for
any µ ∈ C with |µ| ≤ 1,
1 = w(Bijk +Bisk + µ(Bijt +Bist))
≥ |u∗(Bijk +Bisk + µ(Bijt +Bist))u|
= |u∗Bijku+ µu∗Bistu| = |eiθ + µξ|.
It follows that ξ = u∗Bistu = 0 and hence w(Bijk + Bisk + µ(Bijt + Bist)) = |u∗Bijku| = 1. By
Lemma 2.3, we conclude that (Bijt +Bist)u = 0 and thus, Bistu = 0.
Finally, suppose δir + δjs + δkt = 0. By the previous cases, Bisku = Brjku = Brsku = Bijtu =
Bistu = Brjtu = 0. Then for any µ ∈ C with |µ| ≤ 1,
1 = w((Bii +Brr)⊗ (Bjj +Bss)⊗ (Bkk + µBtt))
≥ |u∗((Bii +Brr)⊗ (Bjj +Bss)⊗ (Bkk + µBtt))u|
= |u∗Bijku+ µu∗Brstu| = |eiθ + µξ|.
Then by a similar argument, one conclude that ξ = 0 and Brstu = 0. 
Claim 5. Suppose (i, j, k) 6= (r, s, t). If uijk, urst ∈ Cmn are two unit vectors such that
|u∗ijkBijkuijk| = |u∗rstBrsturst| = 1, then u∗ijkurst = 0.
Proof. Suppose urst = αuijk + βv with α = u
∗
ijkurst and β = v
∗urst, where v is a unit vector
orthogonal to uijk. Note that |α|2 + |β|2 = 1. By Claim 1, u∗ijkBrst = 0 and Brstuijk = 0 and so
1 = |u∗rstBrsturst| = |β|2|v∗Brstv| ≤ |β|2w(Brst) = |β|2 ≤ 1.
Thus, |β| = 1 and hence u∗ijkurst = α = 0. 
Claim 6. Let
U = [u111 · · · u11n3 u121 · · · u12n3 · · · u1n2n3 · · · u211 · · · u2n2n3 · · · un111 · · · un1n2n3 ].
Then U∗U = IN and U
∗BijkU = ξijk(Eii ⊗Ejj ⊗ Ekk) for all 1 ≤ i ≤ n1, 1 ≤ j ≤ n2, 1 ≤ k ≤ n3.
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Proof. By Claim 2, {uijk : 1 ≤ i ≤ n1, 1 ≤ j ≤ n2, 1 ≤ k ≤ n3} forms an orthonormal basis
and thus U∗U = IN . Next by Claim 1, u
∗
rstBijkuℓpq = 0 for all (r, s, t) and (ℓ, p, q), except the case
when (r, s, t) = (ℓ, p, q) = (i, j, k). Therefore, the result follows. 
Similarly, for any unitary X ∈ Mn1 , there exists some unitary UX and some complex units
µi1i2···im such that
φ(XEi1i1X
∗ ⊗ Ei2i2 ⊗ · · · ⊗ Eimim) = µi1i2···imUX(XEi1i1X∗ ⊗ Ei2i2 ⊗ · · · ⊗ Eimim)U∗X
for all 1 ≤ ik ≤ nk with 1 ≤ k ≤ m. We see that φ(XEi1i1X∗ ⊗ Ei2i2 ⊗ · · · ⊗ Eimim) is a rank one
matrix with numerical radius one. If γ > 0, then
w(φ((XEi1i1X
∗ + γIn1)⊗ Ei2i2 ⊗ · · · ⊗ Eimim)) = 1 + γ.
Thus, φ(XEi1i1X
∗ ⊗Ei2i2 ⊗ · · · ⊗Eimim) has the form R⊗Ei2i2 ⊗ · · · ⊗Eimim) for some R ∈Mn1 .
Since this is true for any unitary X ∈Mn1 , we have
φ(A⊗ Ei2i2 ⊗ · · · ⊗ Eimim) = ϕi2···im(A)⊗ Ei2i2 ⊗ · · · ⊗ Eimim
for all Hermitian matrices A ∈Mn1 and some linear map ϕi2···im . Clearly, ϕi2···im preserves numer-
ical radius and, hence, has the form
A 7→ ξi2···imWi2···imAW ∗i2···im or A 7→ ξi2···imWi2···imAtW ∗i2···im
for some complex unit ξi2···im and unitary Wi2···im ∈ Mn1 . In particular, ϕi2···im(In1) = ξi2···imIn1
and φ(IN ) = In1 ⊗D1 for some diagonal matrix D1 ∈Mn2···nm .
Given 2 ≤ k ≤ m and using the same arguments as above, one can show that φ(IN ) = Dk1 ⊗
Ink ⊗Dk2 for some diagonal matrix Dk1 ∈Mn1···nk−1 and Dk2 ∈Mnk+1···nm. Since
φ(IN ) = In1 ⊗D1 = Dk1 ⊗ Ink ⊗Dk2 for k = 2, . . . ,m,
we conclude that φ(IN ) = ξIN for some complex unit ξ. For the sake of the simplicity, let us
assume that φ(IN ) = IN . Then
φ(Ei1i1 ⊗ Ei2i2 ⊗ · · · ⊗ Eimim) = Ei1i1 ⊗ Ei2i2 ⊗ · · · ⊗Eimim
for all 1 ≤ ik ≤ nk with 1 ≤ k ≤ m.
For any Hermitian matrix A1 ⊗ · · · ⊗Am ∈MN , suppose its spectral decomposition is
A1 ⊗ · · · ⊗Am = X1D1X∗1 ⊗ · · · ⊗XmDmX∗m.
Repeating the above argument and using the assumption φ(IN ) = IN , we can conclude that there
exists a unitary matrix UX1,...,Xm such that
φ(X1Ei1i1X
∗
1 ⊗ · · · ⊗XmEimimX∗m) = UX1,...,Xm(X1Ei1i1X∗1 ⊗ · · · ⊗XmEimimX∗m)U∗X1,...,Xm
for all 1 ≤ ik ≤ nk with 1 ≤ k ≤ m. By linearity, we have
φ(A1 ⊗ · · · ⊗Am) = UX1,...,Xm(A1 ⊗ · · · ⊗Am)U∗X1,...,Xm.
So, φ maps Hermitian matrices to Hermitian matrices and preserves numerical range on the tensor
product of Hermitian matrices. By Theorem 3.1, it has the asserted form on Hermitian matrices
and, hence, on all matrices in Mn1···nm . If ni, nj ≥ 3, we observe the matrices Ai = X ⊕ 0ni−3
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and Aj = X ⊕ 0nj−3, where X is defined as in Example 2.1, and Ak = E11 ∈ Mnk for k 6= i, j,
to conclude that ϕi and ϕj should both be the identity map, or both be the transpose map. The
proof is completed. 
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