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Abstract—It is revealed that there is a link between the
quantization approach employed and the dimension of the vector
parameter which can be accurately estimated by a quantized
estimation system. A critical quantity called inestimable dimen-
sion for quantized data (IDQD) is introduced, which doesn’t
depend on the quantization regions and the statistical models
of the observations but instead depends only on the number of
sensors and on the precision of the vector quantizers employed
by the system. It is shown that the IDQD describes a quantization
induced fundamental limitation on the estimation capabilities of
the system. To be specific, if the dimension of the desired vector
parameter is larger than the IDQD of the quantized estimation
system, then the Fisher information matrix for estimating the
desired vector parameter is singular, and moreover, there exist
infinitely many nonidentifiable vector parameter points in the
vector parameter space. Furthermore, it is shown that under
some common assumptions on the statistical models of the
observations and the quantization system, a smaller IDQD can be
obtained, which can specify an even more limiting quantization
induced fundamental limitation on the estimation capabilities of
the system.
Index Terms—Distributed sensor parameter estimation, ines-
timable dimension for quantized data, singular Fisher informa-
tion matrix, identifiability, quantization.
I. INTRODUCTION
Bolstered by recent technological advances in coding, dig-
ital wireless communications technology and digital devices,
the employment of quantized data has become increasingly
popular in many applications, such as sensor networking, the
internet of things, data-transmission systems and data-storage
systems. Inspired by this tendency, parameter estimation uti-
lizing quantized data has seen considerable interest in recent
years, see [1]–[8] and references therein.
A parameter estimation system which employs quantized
data is depicted by Fig. 1. The distribution of the observations
[xT1 ,x
T
2 , · · · ,xTN ]T depends on an underlying vector param-
eter θ ∈ Θ. As shown in Fig. 1, for each j, a sequence of
Lj vector quantizers denoted as Γj
∆
= [γj1, γj2, ..., γjLj ]
T is
employed to convert the observation vector xj to digital data
Γj(xj), which is transmitted, without error, to the fusion center
This work was supported by the U. S. Army Research Laboratory and the U.
S. Army Research Office and was accomplished under Agreement Numbers
W911NF-14-1-0245 and W911NF-14-1-0261. The views and conclusions
contained in this document are those of the authors and should not be
interpreted as representing the official policies, either expressed or implied,
of the Army Research Laboratory, Army Research Office, or the U.S.
Government. The U.S. Government is authorized to reproduce and distribute
reprints for Government purposes notwithstanding any copyright notation here
on.
Fusion
Center
θ Θ
1x
2x
Nx
 1 1* x
 2 2* x
 N N* x
θˆ
111 12 1, ,...,
T
LJ J Jª º¬ ¼
221 22 2, ,...,
T
LJ J Jª º¬ ¼
1 2, ,..., N
T
N N NLJ J Jª º¬ ¼
Fig. 1: Parameter estimation system with quantized data.
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Fig. 2: The sequence of vector quantizers employed for xj .
(FC). To be specific, as illustrated by Fig. 2, xj is partitioned
into a sequence of Lj disjoint observation subvectors {xjl}Ljl=1
first, and then for each l, xjl is quantized to ujl by the
l-th vector quantizer γjl in the sequence Γj . The output
of the sequence of vector quantizers Γj(xj) is the vector
[uj1, uj2, ..., ujLj ]
T which gathers the quantized data from all
vector quantizers {γjl}. After collecting the quantized data
from all sequences of vector quantizers, the FC makes use of
{Γj(xj)} to estimate the value of the desired vector parameter
θ.
In general, the output of a quantizer is a scalar, however, the
output of Γj is a vector. To distinguish Γj from the commonly
defined quantizers, we refer to the sequence of vector quan-
tizers, Γj , as a superquantizer. It is worth mentioning that Lj
can be any positive integer. The scenarios where Lj > 1 are
widely considered in recent literature, see [4] for instance. For
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2the scenario where Lj = 1, the superquantizer Γj is equivalent
to a vector quantizer.
Our recent investigations into attacks on parameter estima-
tion systems provide insight into some very effective attacks
on systems utilizing quantized data [8]. Building on these
ideas, this paper attempts to fully uncover the fundamental
limitations on the estimation capabilities of the unattacked
quantized estimation system shown in Fig. 1. In order to
assess the estimation capabilities of the quantized estimation
system shown in Fig. 1, two criteria are often adopted [9]. The
first criterion is the information-regularity condition, which is
defined as
Definition 1 (Information-Regularity Condition): The
Fisher information matrix (FIM) for estimating the desired
parameter is nonsingular.
The information-regularity condition guarantees the exis-
tence of the Cramer-Rao bound (CRB) for the desired parame-
ter. Further, under mild additional conditions it guarantees the
estimation performance of an appropriate estimator can always
be improved by an increase in the number of observations
provided a suitably large set of observations is employed.
Moreover, it can be shown that in most of cases, if the FIM
is singular, there is no unbiased estimator for the desired pa-
rameter with finite variance [10]. To this end, the information-
regularity condition, which ensures the nonsingularity of the
FIM for the desired parameter θ, is crucial in parameter
estimation problems.
The second criterion to assess the estimation capabilities of
the quantized estimation system is the identifiability condition,
which is defined as
Definition 2 (Identifiability Condition): There exists no pa-
rameter value in the parameter space such that the conditional
distribution of the data conditioned on the parameter is iden-
tical to that for some other parameter value in the parameter
space.
The identifiability condition is sufficient to guarantee almost
sure convergence of a class of estimators which includes the
maximum likelihood estimator as the sample size approaches
infinity, given some reasonable conditions [9], [11]. Intuitively,
if the identifiability condition fails for some parameter value,
then there exists another parameter value which is just as likely
as the true value based on the observations, and hence the
desired parameter cannot be estimated consistently [12], [13].
Therefore, it is necessary that every parameter point in the
parameter space Θ satisfies the identifiability condition for
a meaningful estimation problem. In such cases, we say the
vector parameter space is identifiable.
In general, the FIM nonsingularity and the identifiability
of the vector parameter space are both determined by the
statistical models of the observations, the value of the desired
parameter, and the quantizer designs employed by the system
which complicates the analysis of the estimation capabilities
of a quantized estimation system. On the other hand, this
paper provides a simple expression called the inestimable
dimension for quantized data (IDQD) which describes a vector
parameter dimension beyond which the FIM nonsingularity
and the identifiability of the vector parameter space are both
guaranteed to fail. These powerful results can be employed in
preliminary design in many applications of quantized (digital)
data and seem especially important for big data problems
which are attracting significant attention lately.
A. Summary of Results
1) For the general parameter estimation with quantized data
system shown in Fig. 1, the impact of quantization with
regard to the information-regularity condition is first studied.
By exploring the structure of the FIM for estimating the
desired vector parameter, it is shown that if the dimension
of the desired vector parameter is larger than the IDQD, the
FIM for estimating the desired vector parameter cannot be
nonsingular for any statistical models of the observations, any
value of the desired vector parameter, and any quantization
regions. Hence, the IDQD specifies a quantization induced
fundamental limitation on the estimation capabilities of the
quantized estimation system with regard to the information-
regularity condition, which limits the number of parameters
which can be estimated by the quantized estimation system
while maintaining a nonsingular FIM.
2) Next, we investigate the impact of quantization on the
identifiability condition. It is shown that for any statistical
models of the observations and any quantization regions
employed by the system, if the dimension of the desired vector
parameter is larger than the IDQD, then the vector parameter
space is not identifiable, and moreover, there are infinitely
many nonidentifiable vector parameter points in the vector
parameter space. Thus, the IDQD indicates a quantization
induced fundamental limitation on the estimation capabilities
of the quantized estimation system with regard to the identi-
fiability condition.
3) We next show that there is no general equivalence be-
tween the just described quantization induced FIM singularity
and the quantization induced nonidentifiability of the vector
parameter space. In particular, there exist some cases where
the necessary conditions for the existence of the FIM do not
hold, but the quantization induced nonidentifiability of the
vector parameter space can still be guaranteed. However, if
the FIM exists, the condition that the dimension of the desired
vector parameter is larger than the IDQD gives rise to both
quantization induced issues.
4) Some further investigations into quantization induced
nonidentifiability are carried out. We show that in some
cases where the dimension of the desired vector parameter
is larger than the IDQD, every vector parameter point in the
quantization induced nonidentifiable vector parameter space is
nonidentifiable, while in some other cases, only some vector
parameter points in the quantization induced nonidentifiable
vector parameter space are identifiable. Thus the quantization
induced FIM singularity does not necessarily determine the
identifiability of the vector parameter point although it does
determine the identifiability of the vector parameter space.
Moreover, we show that the cardinality of a set of vector
parameter points in the quantization induced nonidentifiable
vector parameter space which are as likely as each other based
on the observations can be as small as 1 and can also be as
large as uncountably infinite.
35) Finally, as opposed to our previous general results, we
consider scenarios where some commonly assumed specific
assumptions on the statistical models of the observations are
made. It is shown that under the assumptions, the fundamental
limitation of the quantization system becomes more limiting.
A smaller dimension of the vector parameter, called the refined
IDQD (rIDQD), will guarantee the FIM singularity and the
nonidentifiability of the vector parameter space.
B. Related Work
The information-regularity condition and the identifiabil-
ity condition have been successfully applied in several en-
gineering disciplines, including statistical inference, control
theory, and array processing, see [10], [14]–[17] for examples.
Previous work has illuminated an intimate link between the
nonsingularity of the FIM and the local identifiability of
the desired parameter [9], [10], [15]–[19]. Local identifia-
bility implies identifiability in an open neighborhood of the
true value of the desired parameter, and is weaker than the
identifiability discussed in this paper which is often called
global identifiability. The author of [18] shows that if the
rank of the FIM is constant over some open neighborhood of
the desired parameter, then the nonsingularity of the FIM is
equivalent to the local identifiability of the desired parameter.
For normal distributions, the work in [16] provides some other
conditions which also guarantee the equivalence between the
nonsingularity of the FIM and the local identifiability of the
desired parameter. However, it can be shown that quantization
induced singularity of the FIM does not generally imply a lack
of local identifiability.
The relationship between the identifiability and the di-
mension of the vector parameter to be estimated has been
studied in the area of array processing for a particular class
of multivariate Gaussian distributed signal models [16]. For
the particular class of models considered in [16], the task of
examining the identifiability can be simplified to examining
whether different values of the parameters give rise to different
values of the covariance matrix. However, there are major
differences between the work in [16] and that in this paper.
First and foremost, the array processing models considered
in [16] do not employ quantization which is the focus of
our work. Moreover, we don’t make any assumption on the
model of the received signals, and our results hold for arbitrary
statistical models of the observations, arbitrary value of the
desired vector parameter, and arbitrary quantizer designs.
C. Notation and Organization
In this paper, bold upper case letters and bold lower case
letters are used to represent matrices and column vectors
respectively. The symbol 1 stands for the all-one column
vector, and 0 for the all-zero column vector. For any set S, |S|
represents the number of elements in the set S. For any given
L, RL denotes the set of all L-tuples real numbers. The rank
and expectation operators are denoted by rank(·) and E (·)
respectively.
The remainder of the paper is organized as follows. A gen-
eral quantized estimation system and its IDQD are introduced
in Section II. In Section III, the impact of quantization on
the information-regularity condition is investigated. Section
IV studies the impact of quantization on the identifiability
condition. The specialization of the results in Section III and
Section IV to cases with some commonly assumed assumptions
is considered in Section V. Finally, Section VI provides our
conclusions.
II. QUANTIZED PARAMETER ESTIMATION SYSTEM
MODEL AND INESTIMABLE DIMENSION FOR QUANTIZED
DATA
Consider an N -sensor system as shown in Fig. 1 where
the j-th sensor1 produces a K-dimensional vector xj . The
statistical description of xj depends on a Dθ-dimensional
vector parameter θ ∈ Θ ⊂ RDθ that we wish to estimate. As a
generalization2 to the standard quantized parameter estimation
system, partition the observation vector into Lj parts as
xj =
[
xTj1,x
T
j2, ...,x
T
jLj
]T
. (1)
Next the l-th observation subvector xjl of xj is converted to
the quantized value ujl by employing the vector quantizer γjl
using
ujl
∆
= γjl (xjl) =
Rjl∑
r=1
r 1
{
xjl ∈ I(r)jl
}
, (2)
where 1{xjl ∈ I(r)jl } = 1 if xjl ∈ I(r)jl and otherwise it is
zero. Thus γjl is an Rjl-level vector quantizer with given
quantization regions {I(r)jl }Rjlr=1 which are disjoint and cover
the domain of γjl. Next, we collect all the quantized data
corresponding to xj , into uj which we call the superquantized
vector, such that
uj =
[
uj1, uj2, ..., ujLj
]T
∆
= Γj (xj)
=
[
γj1 (xj1) , γj2 (xj2) , ..., γjLj
(
xjLj
)]T
. (3)
We assume for simplicity that the quantities uj , j = 1, 2, ..., N
are transmitted without error to the FC to be used for estimat-
ing θ.
Without loss of generality, we can assume that the observa-
tion vectors {xj}Nj=1 are independent, but the elements of xj
are not necessarily independent for each j. This is because
the scenarios where {xj}Nj=1 are not independent can be
considered as a special case of the system which only consists
of 1 sensor, since the observation vectors {xj}Nj=1 at different
sensors are just a partition of the overall observation vector
[xT1 ,x
T
2 , ...,x
T
N ]
T . We assume that xj follows a statistical
model (Xj ,Fj ,Pθj ) for each j, where Xj is some set
endowed with a σ-algebraFj . The probability measurePθj of
xj belongs to a family of probability measures {Pθj : θ ∈ Θ}
on (Xj ,Fj) indexed by a Dθ-dimensional vector parameter θ
lying in a set Θ ⊂ RDθ . The superquantizer Γj : (Xj ,Fj)→
1It should be noted that if the data comes from something other than a
sensor, the results still apply.
2The case of performing Lj scalar quantizations at each sensor, is common,
as is pure vector quantization with Lj = 1, for example.
4(RLj ,Bj) is a measurable function with respect to Fj and
Bj for all j, where Bj is the Borel algebra on RLj .
Before proceeding, we define a critical quantity, which is
called the inestimable dimension for quantized data (IDQD)
of the quantized estimation system.
Definition 3 (Inestimable Dimension for Quantized Data):
The IDQD λ (N, {Rjl}) of the quantized estimation system
described above is defined as
λ (N, {Rjl}) ∆=
N∑
j=1
Lj∏
l=1
Rjl −N (4)
It is seen from (4) that the defined IDQD λ (N, {Rjl})
of the quantized estimation system does not depend on the
value of the desired vector parameter θ, the statistical models
{(Xj ,Fj ,Pθj )} and the quantization regions {I(r)jl }, but
is only determined by the number N of sensors and the
numbers {Rjl} of the quantization levels employed at the
sensors. In the following, we will show that there is a close
link between the IDQD and the estimation capabilities of
the quantized estimation system in terms of the information-
regularity condition and the identifiability condition.
III. IDQD AND INFORMATION-REGULARITY CONDITION
In this section, we first formulate the FIM for estimating
θ, and then based on the expression of the FIM, we show
that the IDQD of the quantized estimation system describes
a fundamental limitation of the quantized estimation system
with respect to the information-regularity condition.
Let Sj denote the set of all possible outcomes of the j-th
superquantizer Γj
Sj =
{
s
(j)
1 , s
(j)
2 , ..., s
(j)
|Sj |
}
. (5)
It is clear that the size of Sj can be written as
|Sj | =
Lj∏
l=1
Rjl. (6)
Let u denote a vector containing all the quantized data {uj}
received at the FC
u
∆
=
[
uT1 ,u
T
2 , ...,u
T
N
]T
. (7)
For any given quantized data u received at the FC, the log-
likelihood function L (θ) can be expressed as3
L (θ)
∆
= ln Pr (u |θ )
= ln
N∏
j=1
Pr (uj |θ )
=
N∑
j=1
∑
s∈Sj
1 {uj = s} ln q(s)j (θ) (8)
where ∀j, q(s)j (θ) is defined as
q
(s)
j (θ)
∆
=Pθj (Γj (xj) = s) (9)
3Note that if q(s)j (θ) = 0 for some j and s, then the corresponding
summand in (8) should be eliminated in computing (8).
for any given vector s ∈ Sj .
Define the following assumptions.
Assumption 1: For the set Θ in RDθ , the interior of Θ is
not empty.
Assumption 2: For all j and s, q(s)j (θ) in (9) is twice
differentiable with respect to θ for all θ ∈ Θ.
Note that Assumption 1 and Assumption 2 are called regularity
conditions and are commonly adopted in the signal processing
literature [20].
To gain insights into whether the information-regularity
condition is satisfied, we first explore the FIM J(θ) for
estimating θ. Under Assumption 1 and Assumption 2, the
(l,m)-th element of the FIM J(θ) is defined as [20]
[J (θ)]l,m
∆
= −E
{
∂2L (θ)
∂θl∂θm
}
, (10)
where θl and θm denote the l-th and m-th elements of θ
respectively. Hence, by employing (8), J(θ) can be expressed
as
J (θ) =
N∑
j=1
∑
s∈Sj
1
q
(s)
j (θ)
∂q
(s)
j (θ)
∂θ
[
∂q
(s)
j (θ)
∂θ
]T
. (11)
By employing (11), we can obtain the following theorem
with regard to the singularity of the FIM.
Theorem 1: Under Assumption 1 and Assumption 2, for any
given θ, any quantization regions {I(r)jl } and any statistical
models {(Xj ,Fj ,Pθj )}, the FIM J (θ) described in (11) is
singular, if the dimension Dθ of the vector parameter θ is
greater than the IDQD, i.e.,
Dθ > λ (N, {Rjl}) , (12)
where λ(N, {Rjl}) is defined in (4).
Proof: Refer to Appendix A.
Theorem 1 reveals a fundamental limitation when utilizing
quantized data for estimating a vector parameter, and sheds
light on the preliminary design of a quantized estimation
system. To be specific, the quantization and sensing approach
employed should guarantee that the IDQD of the quantized
estimation system, λ (N, {Rjl}), is larger than or equal to the
dimension of the vector parameter of interest. Otherwise, the
FIM for estimating the vector parameter of interest is definitely
singular for any θ, {I(r)jl } and {(Xj ,Fj ,Pθj )}. Since this
fundamental limitation is quantization induced, we refer to
this singularity of the FIM which is caused by the condition
Dθ > λ (N, {Rjl}) as quantization induced singularity. In
order to alleviate this undesirable outcome, it is seen from the
definition of λ (N, {Rjl}) in (4) that one can employ finer
quantizers {γjl} with larger {Rjl} or add more sensors in the
system. However, enlarging {Rjl} can significantly increase
the data rate from each sensor to the FC, and adding more
sensors increases the cost of quantized estimation system.
If the dimension of the vector parameter of interest is
smaller than the IDQD λ (N, {Rjl}), then it is possible that
the FIM for estimating the vector parameter of interest is
nonsingular for some θ, {I(r)jl } and {(Xj ,Fj ,Pθj )}. How-
ever, in this case the singularity depends on θ, {I(r)jl } and
{(Xj ,Fj ,Pθj )}. Hence, the condition Dθ > λ (N, {Rjl}) is
5not generally necessary for guaranteeing the singularity of the
FIM.
IV. IDQD AND IDENTIFIABILITY CONDITION
In this section, we study the relationship between the iden-
tifiability of the vector parameter space Θ and the IDQD of
the quantized estimation system defined in (4). The definitions
of identifiability which are employed in this paper are first
described. Then, we show that the IDQD of the quantized
estimation system describes a fundamental limitation of the
quantized estimation system with respect to the identifiability
of the vector parameter space.
A. IDQD and Identifiability of the Vector Parameter Space
In order to characterize the impact of the quantization on the
identifiability condition, we first formally give the following
definitions with regard to the identifiability.
Definition 4 (Observationally Equivalent [18]): Two
distinct vector parameter points in Θ, θ and θ′, are said to
be observationally equivalent if Pr (u |θ ) = Pr (u |θ′ ) for all
possible u in (7).
Definition 5 (Identifiable Vector Parameter Point [18]):
The vector parameter point θ ∈ Θ is called identifiable,
if there is no other θ′ ∈ Θ\{θ} which is observationally
equivalent to θ.
Definition 6 (Identifiable Vector Parameter Space): The
vector parameter space Θ is considered identifiable, if every
vector parameter point θ ∈ Θ is identifiable.
It is worth pointing out that in some literature, if a parameter
is said to be identifiable, it means that the parameter space
Θ is identifiable, for instance, see [12], [21]. In general,
for a meaningful estimation problem, it is necessary that the
parameter space Θ is identifiable.
Let A ∆= {a1,a2, ...,aDu} denote the set of all possible
realizations of u in (7), where the number of all possible
realizations is
Du =
N∏
j=1
Lj∏
l=1
Rjl. (13)
According to Definition 4 and Definition 6, the vector
parameter space Θ is identifiable if and only if there are no
distinct vector parameter points θ1 and θ2 in Θ such that
Pr (u |θ1 ) = Pr (u |θ2 ) for all u ∈ A. In other words, the
vector parameter space Θ is identifiable if and only if the
mapping
ϕu : Θ −→ RDu
θ 7−→ [Pr (a1 |θ ) ,Pr (a2 |θ ) , ...,Pr (aDu |θ )]T
(14)
is injective. Thus, we can examine the injectivity of the
mapping ϕu in (14) to investigate the identifiability condi-
tion. On the other hand, the following lemmas simplify this
investigation.
Let us define a (
∑N
j=1
∏Lj
l=1Rjl − N)-dimensional vector
Ψ(θ)
Ψ (θ)
∆
=
[
ψ1(θ)
T
,ψ2(θ)
T
, ...,ψN (θ)
T
]T
, (15)
where for each j, ψj (θ) is defined as
ψj (θ)
∆
=
[
q
(s
(j)
1 )
j (θ) , q
(s
(j)
2 )
j (θ) , ..., q
(s
(j)
|Sj |−1)
j (θ)
]T
, (16)
q
(s)
j (θ) is defined in (9), and s
(j)
i is defined in (5) for all
i = 1, 2, ..., |Sj | − 1.
Lemma 1: The mapping ϕu in (14) is injective if and only
if the mapping
Ψ : Θ −→ R
N∑
j=1
Lj∏
l=1
Rjl−N
θ 7−→ Ψ (θ)
(17)
is injective. Therefore, a necessary and sufficient condition
under which the vector parameter space Θ is identifiable is that
the mapping Ψ in (17) is injective. Moreover, the dimension of
the vector Ψ (θ) in (15) is strictly smaller than that of ϕu (θ)
in (14) for any given N and {Rjl}.
Proof: Refer to Appendix B.
As Lemma 1 demonstrates, the identifiability of the vector
parameter space Θ can also be determined by the injectivity of
the mapping Ψ in (17). To this end, we only need to inspect
the injectivity of the mapping Ψ in (17) to investigate the
identifiability of the vector parameter space. What’s more, it is
seen that the dimension of the vector Ψ (θ) in (15) is precisely
the IDQD of the quantized estimation system λ(N, {Rjl}),
which is shown to be strictly smaller than the dimension of
ϕu (θ) in (14) for any given N and {Rjl}. In the following,
we will show that because of the smaller dimension of Ψ (θ),
inspecting the injectivity of the mapping Ψ in (17) is easier
than inspecting the injectivity of the mapping ϕu in (14) under
the condition that Dθ > λ (N, {Rjl}).
Before proceeding, let us first introduce a helpful result in
algebraic topology.
Lemma 2 (Invariance of Domain Theorem [22]): If U is
an open subset of Rn and f : U → Rn is an injective
continuous mapping, then V ∆= f(U) is open in Rn, and f
is a homeomorphism between U and V .
The proof of Lemma 2 can be found in [22]. Next, we
make the following assumption throughout this section, which
is weaker than Assumption 2.
Assumption 3: For all j and all s, q(s)j (θ) in (9) is contin-
uous with respect to θ.
By employing Lemma 1 and Lemma 2, we provide the
following theorem with regard to the identifiability of the
vector parameter space.
Theorem 2: Under Assumption 1 and Assumption 3, for
any given quantization regions {I(r)jl } and statistical models
{(Xj ,Fj ,Pθj )}, if the dimension of the desired vector pa-
rameter θ is larger than the IDQD of the quantized estimation
system, i.e.,
Dθ > λ (N, {Rjl}) (18)
then the vector parameter space Θ is not identifiable. More-
over, for any open subset U ⊂ Θ in RDθ , there are infinitely
many vector parameter points in U which are not identifiable.
Proof: Refer to Appendix C
6Theorem 2 demonstrates that under Assumption 1 and As-
sumption 3, for any given {I(r)jl } and {(Xj ,Fj ,Pθj )}, the
condition Dθ > λ (N, {Rjl}) is sufficient to guarantee that
there exist infinitely many nonidentifiable vector parameter
points in the vector parameter space Θ. Hence, the vector
parameter space Θ is not identifiable. This nonidentifiability
of the vector parameter space is also quantization induced, and
doesn’t depend on the statistical models of the observations
and the design of the quantization regions. We refer to the
nonidentifiability of the vector parameter space which is
caused by the condition Dθ > λ (N, {Rjl}) as quantization
induced nonidentifiability. However, it is worth mentioning
that the condition Dθ ≤ λ (N, {Rjl}) cannot guarantee
the identifiability of the vector parameter space, which is
determined by the vector parameter space Θ, the quantizer
designs {I(r)jl }, and the statistical models {(Xj ,Fj ,Pθj )}.
B. Remarks on Quantization Induced Nonidentifiable Vector
Parameter Space
A particular note of interest is that Assumption 3 employed
in Theorem 2 is much weaker than Assumption 2 employed
in Theorem 1. The continuity of q(s)j (θ) assumed in As-
sumption 3 is not enough to guarantee the existence of the
FIM. Thus, in some cases where the FIM for estimating
the desired vector parameter doesn’t exist, the quantization
induced nonidentifiability of the vector parameter space can
still be guaranteed by Theorem 2 under the condition that
Dθ > λ (N, {Rjl}). Hence, in general, there is no equivalence
between the quantization induced singularity of the FIM and
the quantization induced nonidentifiability of the vector pa-
rameter space. However, if both Assumption 1 and Assumption
2 hold, the condition that Dθ > λ(N, {Rjl}) ensures both
singularity of the FIM and nonidentifiability of the vector
parameter space.
According to Theorem 2, we know that under Assumption 1
and Assumption 3, for any given {I(r)jl } and {(Xj ,Fj ,Pθj )},
if the dimension of the desired vector parameter θ is larger
than the IDQD of the quantized estimation system, then there
exist infinitely many nonidentifiable vector parameter points
in Θ. However, there still remain two interesting questions
which are not answered by Theorem 2. First, although Theorem
2 shows that under the condition Dθ > λ(N, {Rjl}), there
are infinitely many nonidentifiable vector parameter points in
Θ, whether every vector parameter point in Θ is noniden-
tifiable or not is still unknown. Second, under the condition
Dθ > λ(N, {Rjl}), what is the cardinality of a given set of
observationally equivalent points in the nonidentifiable vector
parameter space?
In this subsection, we employ examples to show that in
some cases, every vector parameter point in the vector pa-
rameter space is not identifiable, while in other cases, there
exist some vector parameter points which are identifiable.
Moreover, the examples illustrate that under the condition
Dθ > λ(N, {Rjl}), the cardinality of a set of observationally
equivalent points can be very different for various cases. It
can be as small as 1 and can also be as large as uncountably
infinite.
1) Every Vector Parameter Point in the Nonidentifiable
Vector Parameter Space is Nonidentifiable and Every Set of
Observationally Equivalent Points is Uncountable:
Example 1: Consider a quantized estimation system with
N = 1, Lj = 1, and the dimension of xjl is 1 for all l. In this
case the single sensor makes a scalar observation which we
denote as x for simplicity. The Gaussian assumed probability
density function (pdf) of x is
f (x |θ ) = 1√
2piβ
e−
(x−α)2
2β , (19)
where the unknown vector parameter is θ ∆= [α, β]T . The
vector parameter space is
Θ =
{
[α, β]
T
: α ∈ R, β ≥ 0
}
. (20)
It is clear that the interior of Θ is not empty. We assume
that the sensor employs a binary quantizer to convert x to
u ∈ {1, 2} by using the nonempty quantization regions
I(1) = (a, b) and I(2) = R\I(1), (21)
for some a and b with −∞ ≤ a < b ≤ ∞. This quantizer
model is common and widely considered in recent literature,
for instance, see [7], [23]. By the definition of the IDQD in
(4), we can obtain
λ (N, {Rjl}) = λ (1, {2}) = 1 < 2 = Dθ, (22)
and hence, by Theorem 2, the vector parameter space Θ is not
identifiable.
Proposition 1: For the quantized estimation system de-
scribed in Example 1, if the sensor doesn’t employ quantiza-
tion, then every vector parameter point θ ∈ Θ is identifiable.
Since the vector parameter space Θ is not identifiable when
the quantizer is employed, the nonidentifiability of the vector
parameter space is indeed quantization induced. Furthermore,
if the sensor employs the quantizer with any given I(1) and
I(2) with the forms in (21), every vector parameter point in
Θ is not identifiable, and moreover, for any vector parameter
point θ ∈ Θ, the set of vector parameter points which are
observationally equivalent to θ is uncountable.
Proof: Refer to Appendix D.
As Proposition 1 demonstrates, under the condition Dθ >
λ(N, {Rjl}), there exist some cases where for any vector
parameter point θ ∈ Θ, the set of vector parameter points
which are observationally equivalent to θ is uncountable, and
hence, every vector parameter point in Θ is not identifiable.
To corroborate the theoretic analysis, we present some
numerical results which illustrate the identifiability of the
vector parameter points in Θ. Fig. 3 depicts the relationship
between Pr (u = 1 |θ ) and θ for a particular case where
I(1) = (−2, 2) and I(2) = R\I(1), and Fig. 4 shows the con-
tour of Pr (u = 1 |θ ) for the same case. Since Pr (u = 2 |θ ) =
1 − Pr (u = 1 |θ ), we know that for a given θ in Θ, if
Pr (u = 1 |θ′ ) = Pr (u = 1 |θ ) for some other θ′ in Θ\{θ},
then by Definition 4, θ′ is observationally equivalent to θ, and
hence, θ is not identifiable. Therefore, every contour curve
in Fig. 4 illustrates a set of observationally equivalent vector
parameter points. Moreover, it is easy to see from Fig. 3 that
every vector parameter point is not identifiable.
7Fig. 3: Pr (u = 1 |θ ) versus θ for the case where
I(1) = (−2, 2) and I(2) = R\I(1).
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Fig. 4: Contours of Pr (u = 1 |θ ) for the case where
I(1) = (−2, 2) and I(2) = R\I(1).
2) Existence of Identifiable Vector Parameter Point in the
Nonidentifiable Vector Parameter Space:
Example 2: Consider a quantized estimation system with
N = 1 and K = 2, where the observation x = [x1, x2]T fol-
lows the distribution4 N (θ, I) with unknown vector parameter
θ
∆
= [θ1, θ2]
T . The vector parameter space Θ is R2 which
is open. We assume that the sensor employs a binary vector
quantizer to convert x to u ∈ {1, 2} by using the nonempty
quantization regions
I(1) = (a1, b1)× (a2, b2) and I(2) = R2\I(1), (23)
for some a1, a2, b1 and b2, where −∞ ≤ a1 < b1 ≤ ∞ and
−∞ ≤ a2 < b2 ≤ ∞.
From the definition of the IDQD in (4), we can obtain
λ (N, {Rjl}) = λ (1, {2}) = 1 < 2 = Dθ, (24)
and hence, by Theorem 2, the vector parameter space Θ is not
identifiable.
4 N (θ, I) denotes a multivariate Gaussian distribution with mean vector θ
and covariance matrix I, where I is the 2-by-2 identity matrix.
Proposition 2: For the quantized estimation system de-
scribed in Example 2 and for any given I(1) and I(2) with
the forms in (23), there exists an identifiable vector parameter
point in Θ.
Proof: Refer to Appendix E.
As illustrated by Proposition 2, under the condition Dθ >
λ(N, {Rjl}), there exist some cases where the quantization in-
duced nonidentifiable vector parameter space Θ contains some
identifiable vector parameter points. According to Definition 5,
for any identifiable vector parameter point θ, the set of points
which are observationally equivalent to θ consists of only one
point, that is, θ. Thus, under the condition Dθ > λ(N, {Rjl}),
the cardinality of some observationally equivalent set in
nonidentifiable vector parameter space Θ can be as small
as 1 in some cases, since it is possible that some vector
parameter point in Θ is identifiable. Furthermore, it is worth
mentioning that under the condition Dθ > λ (N, {Rjl}),
the FIM evaluated at any vector parameter point in Θ is
singular for any case. Hence, as Proposition 2 demonstrates,
the singularity of the FIM does not necessarily contradict the
identifiability of the vector parameter point.
Fig. 5: Pr (u = 1 |θ ) versus θ for the case where
a1 = a2 = −1 and b1 = b2 = 1.
Some numerical results for a particular case where a1 =
a2 = −1 and b1 = b2 = 1 are provided in support of the
theoretical analysis. Fig. 5 depicts the value of Pr (u = 1 |θ )
for each vector parameter point in Θ, and Fig. 6 illustrates
the contour of Pr (u = 1 |θ ). Since Pr (u = 2 |θ ) = 1 −
Pr (u = 1 |θ ), according to Definition 5, it is clear that if θ
is not identifiable, then there exists some other θ′ in Θ\{θ}
such that Pr (u = 1 |θ ) = Pr (u = 1 |θ′ ). Fig. 5 shows that
Pr (u = 1 |θ ) achieves its unique global maximum at θ = 0,
which demonstrates that θ = 0 is an identifiable vector
parameter point in this particular case. It is seen from Fig.
6 that every set of observationally equivalent points forms a
circle with the center at θ = 0. Hence, except the set of points
which are observationally equivalent to θ = 0, every other set
of observationally equivalent points is uncountable.
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Fig. 6: Contours of Pr (u = 1 |θ ) for the case where
a1 = a2 = −1 and b1 = b2 = 1.
V. IDQD WITH ADDITIONAL ASSUMPTIONS
In Section III and Section IV, we make no assumptions about
the quantizers and the statistical model of the observations
at each sensor. Hence, Theorem 1 and Theorem 2 apply to
any case with any {γjl} and {(Xj ,Fj ,Pθj )}. However, in
general, the sufficient condition Dθ > λ(N, {Rjl}) employed
in Theorem 1 and Theorem 2 for guaranteeing the FIM
singularity and the nonidentifiability of the vector parameter
space is not strictly necessary. Hence, weaker conditions
which still imply singularity and nonidentifiability when some
additional assumptions are valid are of interest. In fact, under
some common assumptions, we will show we can obtain a
smaller IDQD compared to the results given in Theorem 1
and Theorem 2 which better describes the limitations imposed
by quantization under these assumptions.
A. Existence of Identical Sensor Observation Statistical Mod-
els and Identical Superquantizers
In this subsection, we consider the scenarios where the
following assumption is valid.
Assumption 4: The statistical models of the observation
vectors at some different sensors are known to be the same
for all θ such that the number of different statistical models
at all the N sensors is P < N .
Collect all the sensors indices that employ the p-th statistical
model in the group Gp such that
{1, 2, ..., N} = P∪
p=1
Gp, and Gp ∩ Gp′ = ∅, ∀p 6= p′. (25)
For the sake of notational simplicity, we use (Xˆp, Fˆp, Pˆθp )
to denote the statistical model for any xj with j ∈ Gp.
In general, it is possible that some different sensors employ
an identical superquanizer5 to convert its observation vector to
digital data. Each Gp can be further divided into Mp disjoint
5Here order is important, thus an identical superquantizer uses the same
vector quantizers in the same order.
nonempty subgroups {G(m)p }Mpm=1 of sensors that use different
superquantizers
Gp =
Mp∪
m=1
G(m)p , and G(m)p ∩ G(m
′)
p = ∅, ∀m 6= m′. (26)
For simplicity, we use
Γˆ(m)p
∆
=
[
γˆ
(m)
p1 , γˆ
(m)
p2 , ..., γˆ
(m)
pL
(m)
p
]T
(27)
to denote the superquantizer employed by the sensors in G(m)p ,
where L(m)p is the number of vector quantizers in Γˆ
(m)
p .
Moreover, we use Rˆ(m)pl and {Iˆ(r)mpl}
Rˆ
(m)
pl
r=1 to respecitvely denote
the number of quantization levels of γˆ(m)pl and the quantization
regions of γˆ(m)pl for each m, p and l.
Thus, under Assumption 4, if j and j′ are contained in G(m)p
for some p and m, then for any θ and any outcome s of the
superquantizer Γˆ(m)p ,
q
(s)
j (θ) = q
(s)
j′ (θ) = Pˆ
θ
p
(
Γˆ(m)p (xj) = s
)
. (28)
By employing (28) and similar arguments as those in
Section III and Section IV, the following theorem can be
obtained.
Theorem 3: Under Assumption 1, Assumption 2 and As-
sumption 4, for any given θ, any quantization regions
{Iˆ(r)mpl} and any statistical models {(Xˆp, Fˆp, Pˆθp )}, if the
dimension Dθ of the vector parameter θ is greater than∑P
p=1
∑Mp
m=1 (
∏L(m)p
l=1 Rˆ
(m)
pl − 1), i.e.,
Dθ > λISM
(
{G(m)p }, {Rˆ(m)pl }
)
∆
=
P∑
p=1
Mp∑
m=1
L(m)p∏
l=1
Rˆ
(m)
pl − 1
, (29)
then the FIM for estimating θ is singular. Furthermore, under
Assumption 1, Assumption 3 and Assumption 4, for any given
{Iˆ(r)mpl} and {(Xˆp, Fˆp, Pˆθp )}, if (29) holds, then the vector
parameter space Θ is not identifiable. Moreover, for any open
subset U ⊂ Θ in RDθ , there are infinitely many vector
parameter points in U which are not identifiable.
The proof of Theorem 3 is omitted, since it is similar to the
proofs of Theorem 1 and Theorem 2 after properly accounting
for the impact of Assumption 4, which effectively reduces the
IDQD. At least in terms of the FIM singularity, the fact that
the IDQD is reduced seems reasonable since the statistically
identical models assumed in Assumption 4 leads to identical
terms in the sum in (11) which leads to a smaller dimension
of θ at which the FIM must be singular. The impact of
Assumption 4 on identifiability can be similarly justified.
By the definition of λISM({G(m)p }, {Rˆ(m)pl }) in (29), we
know that the critical quantity λISM({G(m)p }, {Rˆ(m)pl }) does
not depend on {Iˆ(r)mpl} and {(Xˆp, Fˆp, Pˆθp )}, but is only
determined by the number of groups {Gp}, the number of
subgroups {G(m)p } and the precision of the vector quantizers
employed by the system.
9What’s more, we can obtain the relationship be-
tween the IDQD λ(N, {Rjl}) in (4) and the quantity
λISM({G(m)p }, {Rˆ(m)pl }) in (29) as
λ (N, {Rjl}) =
N∑
j=1
Lj∏
l=1
Rjl −N
=
P∑
p=1
Mp∑
m=1
∑
j∈G(m)p
L(m)p∏
l=1
Rˆ
(m)
pl − 1

=
P∑
p=1
Mp∑
m=1
∣∣∣G(m)p ∣∣∣
L(m)p∏
l=1
Rˆ
(m)
pl − 1

≥
P∑
p=1
Mp∑
m=1
L(m)p∏
l=1
Rˆ
(m)
pl − 1
 (30)
= λISM
(
{G(m)p }, {Rˆ(m)pl }
)
(31)
where the inequality in (30) is a consequence of the fact that
|G(m)p | ≥ 1 for all p and all m. Thus from (31), rather than
utilizing the IDQD λ(N, {Rjl}) in (4), it would be better to
employ the critical quantity λISM({G(m)p }, {Rˆ(m)pl }) in (29) to
specify the fundamental limitation of the quantized estimation
system under Assumption 4 given the conditions of Theorem 3
apply. To this end, the critical quantity λISM({G(m)p }, {Rˆ(m)pl })
in (29) is referred to as the refined inestimable dimension for
quantized data (rIDQD) for the quantized estimation system
under Assumption 4.
Additionally, (30) implies that in order to reduce the severity
of the fundamental limitation of the quantized estimation
system, for any set of sensors whose observation vectors
obey the same statistical model, we should employ distinct
superquantizers at each of the sensors in this set, so that we can
achieve |G(m)p | = 1 for all p and all m. Otherwise, the quanti-
zation induced fundamental limitation becomes more limiting
implying the FIM singularity and the nonidentifiability of the
vector parameter space for an even smaller vector parameter
dimension.
B. Independent Observation Subvectors
In this subsection, we make the following assumption.
Assumption 5: All the partitioned observation subvectors
{xjl} are known to be independent. We denote the statistical
model of xjl by (Xjl,Fjl,Pθjl) for each j and l.
Note that Assumption 5 is commonly assumed in recent
literature on parameter estimation with quantized data, see [4]
for example. It is clear that the quantized estimation system
under Assumption 5 is a special case of the general quantized
estimation system described in Section II. However, as stated
previously we show we can find a smaller IDQD under
Assumption 5 that better describes the limitations imposed by
using quantized data.
It is clear that under Assumption 5, for any θ and any
outcome s = [s1, s2, ..., sLj ]
T of the superquantizer Γj , we
have
q
(s)
j (θ) =P
θ
j (Γj (xj) = s)
=
Lj∏
l=1
Pθjl (γjl (xjl) = sl). (32)
Thus, under Assumption 5, we can obtain the following
theorem by employing (32) and similar arguments as those
in Section III and Section IV.
Theorem 4: Under Assumption 1, Assumption 2 and As-
sumption 5, for any given θ, any quantization regions {I(r)jl }
and any statistical models {(Xjl,Fjl,Pθjl)}, if the dimension
Dθ of the vector parameter θ is greater than
∑N
j=1
∑Lj
l=1Rjl−∑N
j=1 Lj , i.e.,
Dθ > λIndep (N, {Rjl}) ∆=
N∑
j=1
Lj∑
l=1
Rjl −
N∑
j=1
Lj , (33)
then the FIM for estimating θ is singular. Furthermore, under
Assumption 1, Assumption 3 and Assumption 5, for any given
{I(r)jl } and {(Xjl,Fjl,Pθjl)}, if (33) holds, then the vector
parameter space Θ is not identifiable. Moreover, for any open
subset U ⊂ Θ in RDθ , there are infinitely many vector
parameter points in U which are not identifiable.
Theorem 4 can be justified as we now explain. Under
Assumption 5, all the partitioned observation subvectors {xjl}
are known to be independent. Hence, without any impact, for
each j, we can view the j-th sensor as Lj effective “sensors”
where the observation vector of the l-th effective “sensor” is
xjl and the l-th effective “sensor” employs the vector quantizer
γjl to quantize its observation vector xjl. As a result, under
Assumption 5, the original N -sensor system where the j-th
sensor employs the superquantizer Γj for each j, is equivalent
to a (
∑N
j=1 Lj)-sensor system where each sensor just employs
a vector quantizer. We use a pair of indices {(j, l)}N,Ljj=1,l=1
to index the sensors in the (
∑N
j=1 Lj)-sensor system, and the
number of quantization levels of the vector quantizer employed
at the (j, l)-th sensor is Rjl. Therefore, by the equivalence
between these two sensor systems and by replacing N by
(
∑N
j=1 Lj) and replacing
∑N
j=1
∏Lj
l=1Rjl by
∑N
j=1
∑Lj
l=1Rjl
(the new sum over all sensors of the number of quantization
levels at each sensor) in the formula in (4), it follows that
λIndep (N, {Rjl}) =
N∑
j=1
Lj∑
l=1
Rjl −
N∑
j=1
Lj , (34)
which justifies Theorem 4.
Noting that Rjl ≥ 1 for all j and l, and by employing
the fact that for any positive integer Lj , if ai ≥ 0 for all
i = 1, 2, .., Lj , then
∏Lj
i=1 (1 + ai) ≥ 1 +
∑Lj
i=1 ai, we can
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obtain
λ (N, {Rjl}) =
N∑
j=1
Lj∏
l=1
Rjl −N
=
N∑
j=1

Lj∏
l=1
[1 + (Rjl − 1)]− 1

≥
N∑
j=1
1 +
Lj∑
l=1
(Rjl − 1)− 1

= λIndep (N, {Rjl}) . (35)
Thus, it is seen from (35) that the critical quantity
λIndep (N, {Rjl}) in (33) allows us to guarantee the FIM is
singular and the vector parameter space is nonidentifiable at
a smaller dimension of θ. We refer to λIndep (N, {Rjl}) in
(33) as the rIDQD for the quantized estimation system under
Assumption 5.
What’s more, it is seen from (33) that the rIDQD
λIndep (N, {Rjl}) under Assumption 5 is precisely the number
of quantization levels employed by the effective sensor system
minus the number of effective sensors. Hence, the rIDQD
λIndep (N, {Rjl}) under Assumption 5 does not depend on
{I(r)jl } and {(Xjl,Fjl,Pθjl)}.
C. Independent Observation Subvectors, Identical Sensor Ob-
servation Statistical Models and Identical Vector Quantizers
In this subsection, we consider the following assumption
which is stronger than Assumption 5.
Assumption 6: All the partitioned observation subvectors
{xjl} are known to be independent, and moreover, some
partitioned observation subvectors xjl are known to obey
the same statistical model such that W <
∑N
j=1 Lj distinct
statistical models of the partitioned observation subvectors
{xjl} exist.
Collect all the partitioned observation subvector indices
that employ the w-th statistical model in the group Aw. For
notational simplicity, we use (X˜w, F˜w, P˜θw) to denote the
statistical model for any xjl with its index contained in Aw.
Moreover, each group Aw can be divided into Tw disjoint
nonempty subgroups {A(t)w }Twt=1 of partitioned observation
subvector indices that employ different vector quantizers such
that
Aw =
Tw∪
t=1
A(t)w , and A(t)w ∩ A(t
′)
w = ∅, ∀t 6= t′, (36)
In other words, if the indices of xj1l1 and xj2l2 are contained
in some A(t)w , then γj1l1 = γj2l2 . For simplicity, we use γ˜(t)w
to denote the vector quantizer employed for the partitioned
observation subvectors whose indices are contained in A(t)w ,
and use R˜(t)w and {I˜(r)wt }R˜
(t)
w
r=1 to respectively denote the number
of quantization levels of γ˜(t)w and the quantization regions of
γ˜
(t)
w for each w and t.
Under Assumption 6, we have the following theorem with
regard to the fundamental limitation of the quantized estima-
tion system.
Theorem 5: Under Assumption 1, Assumption 2 and As-
sumption 6, for any given θ, any quantization regions
{I˜(r)wt } and any statistical models {(X˜w, F˜w, P˜θw)}, if the
dimension Dθ of the vector parameter θ is greater than∑W
w=1
∑Tw
t=1
(
R˜
(t)
w − 1
)
, i.e.,
Dθ > λ
ISM
Indep
(
{A(t)w }, {R˜(t)w }
)
∆
=
W∑
w=1
Tw∑
t=1
(
R˜(t)w − 1
)
, (37)
then the FIM for estimating θ is singular. Furthermore, under
Assumption 1, Assumption 3 and Assumption 6, for any given
{I˜(r)wt } and {(X˜w, F˜w, P˜θw)}, if (37) holds, then the vector
parameter space Θ is not identifiable. Moreover, for any open
subset U ⊂ Θ in RDθ , there are infinitely many vector
parameter points in U which are not identifiable.
Since Assumption 6 combines Assumption 4 and Assumption
5, the proof of Theorem 5 involves a combination of the proofs
of Theorem 3 and Theorem 4.
Note that
λIndep (N, {Rjl}) =
N∑
j=1
Lj∑
l=1
(Rjl − 1)
=
W∑
w=1
Tw∑
t=1
∣∣∣A(t)w ∣∣∣ (R˜(t)w − 1)
≥
W∑
w=1
Tw∑
t=1
(
R˜(t)w − 1
)
(38)
= λISMIndep
(
{A(t)w }, {R˜(t)w }
)
, (39)
where (38) is based on the fact that |A(t)w | ≥ 1 for all w
and all t. Therefore, under Assumption 6 which is stronger
than Assumption 5, the sufficient condition in (33) is even
less restrictive than the sufficient condition in (37) which
considers scenarios under Assumption 5. We call the quantity
λISMIndep({A(t)w }, {R˜(t)w }) in (37) the rIDQD for the quantized
estimation system under Assumption 6.
It should be noted that under some other assumptions, we
can also obtain the corresponding rIDQD by employing similar
arguments to those just presented. For the sake of brevity, we
omit the detailed discussion.
VI. CONCLUSION
In this paper, we investigate the impact of quantization on
the estimation capabilities with respect to the information-
regularity condition and the identifiability condition. A critical
quantity, called IDQD, is introduced, which describes a fun-
damental limitation of using quantized data. To be specific,
under the condition that the dimension of the desired vector
parameter is larger than the IDQD, the FIM for estimating
the desired vector parameter is singular for any value of
the desired vector parameter, any quantization regions, and
any statistical models of the observations. Furthermore, it is
shown that under the same condition, the vector parameter
space is not identifiable, and moreover, there are infinitely
many nonidentifiable vector parameter points in the vector
parameter space. It is worth mentioning that there is no
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general equivalence between the quantization induced FIM
singularity and the quantization induced nonidentifiability of
the vector parameter space. Further, in the quantization in-
duced nonidentifiable vector parameter space, every vector
parameter point is nonidentifiable in some cases, while in some
other cases, there exist some identifiable vector parameter
points. Thus the quantization induced FIM singularity does
not necessarily determine the identifiability of the vector
parameter point although it does determine the identifiability
of the vector parameter space. Moreover, the cardinality of
a set of observationally equivalent points in the quantization
induced nonidentifiable vector parameter space can be as small
as 1 and can also be as large as uncountably infinite. In
addition, some commonly assumed specific assumptions on
the statistical models of the observations are considered in
this paper. It is shown that under these assumptions, a refined
IDQD becomes smaller than the standard IDQD, implying
the FIM singularity and the nonidentifiability of the vector
parameter space can be guaranteed for an even smaller vector
parameter dimension.
APPENDIX A
PROOF OF THEOREM 1
By employing (11), the rank of J (θ) is upper bounded by
rank (J (θ))
= rank
 N∑
j=1
∑
s∈Sj
1
q
(s)
j (θ)
∂q
(s)
j (θ)
∂θ
[
∂q
(s)
j (θ)
∂θ
]T
≤
N∑
j=1
rank
∑
s∈Sj
∂q
(s)
j (θ)
∂θ
[
∂q
(s)
j (θ)
∂θ
]T. (40)
Noticing that ∑
s∈Sj
q
(s)
j (θ) = 1, ∀j, (41)
we can obtain that ∑
s∈Sj
∂q
(s)
j (θ)
∂θ
= 0, ∀j, (42)
and therefore,
rank
∑
s∈Sj
∂q
(s)
j (θ)
∂θ
[
∂q
(s)
j (θ)
∂θ
]T
≤ |Sj | − 1
=
Lj∏
l=1
Rjl − 1, ∀j, (43)
where (43) follows from (6).
By employing (40) and (43), we can bound the rank of J (θ)
above by
rank (J (θ)) ≤
N∑
j=1
 Lj∏
l=1
Rjl − 1

=
N∑
j=1
Lj∏
l=1
Rjl −N. (44)
Thus, noting that the size of J (θ) is Dθ-by-Dθ, if Dθ >
λ (N, {Rjl}) =
∑N
j=1
∏Lj
l=1Rjl−N , J (θ) is singular for any
given θ, {I(r)jl } and {(Xj ,Fj ,Pθj )}.
APPENDIX B
PROOF OF LEMMA 1
First, consider a mapping Ψ¯
Ψ¯ : Θ −→ R
N∑
j=1
Lj∏
l=1
Rjl
θ 7−→ Ψ¯ (θ) ,
(45)
where the (
∑N
j=1
∏Lj
l=1Rjl)-dimensional vector Ψ¯ (θ) is de-
fined as
Ψ¯ (θ)
∆
=
[
ψ¯1(θ)
T
, ψ¯2(θ)
T
, ..., ψ¯N (θ)
T
]T
, (46)
and for each j, the |Sj |-dimensional vector ψ¯j (θ) is defined
as
ψ¯j (θ)
∆
=
[
q
(s
(j)
1 )
j (θ) , q
(s
(j)
2 )
j (θ) , ..., q
(s
(j)
|Sj |)
j (θ)
]T
, (47)
q
(s)
j (θ) is defined in (9), and s
(j)
i is defined in (5) for all
i = 1, 2, ..., |Sj |.
We first show that the mapping ϕu in (14) is not injective if
and only if the mapping Ψ¯ in (45) is not injective, and hence,
the injectivity of the mapping Ψ¯ in (45) is the same as that
of the mapping ϕu in (14).
Suppose the mapping Ψ¯ in (45) is not injective. Then, there
exist two distinct θ1, θ1 ∈ Θ such that Ψ¯ (θ1) = Ψ¯ (θ2).
Noting that
Pr (u |θ ) =
N∏
j=1
∏
s∈Sj
[
q
(s)
j (θ)
]1{uj=s}
, (48)
it is clear that Pr (u |θ1 ) = Pr (u |θ2 ) for all u ∈ A, if there
exist two distinct θ1, θ1 ∈ Θ such that Ψ¯ (θ1) = Ψ¯ (θ2).
Thus, the mapping ϕu in (14) is not injective.
On the other hand, suppose the mapping ϕu in (14) is not
injective. Then, there exist two distinct θ1, θ1 ∈ Θ such that
Pr (u |θ1 ) = Pr (u |θ2 ) , ∀u ∈ A, (49)
where Pr (u |θ ) is defined in (48).
Note that for each i, we have∑
s∈Si
q
(s)
i (θ1) = 1. (50)
Hence, for each i, there exists some hi ∈ Si such that
q
(hi)
i (θ1) 6= 0. (51)
For any given j and any given s ∈ Sj , we are going to
show that q(s)j (θ1) = q
(s)
j (θ2).
Consider a realization of u that
u =
[
hT1 ,h
T
2 , ...,h
T
j−1, s
T ,hTj+1, ...,h
T
N
]T
. (52)
By employing (48) and (49), we have
q
(s)
j (θ1)
∏
i 6=j
q
(hi)
i (θ1) = q
(s)
j (θ2)
∏
i 6=j
q
(hi)
i (θ2), (53)
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By (51), we know that
∏
i 6=j q
(hi)
i (θ1) 6= 0, and therefore,
from (53), we can obtain
q
(s)
j (θ1) = q
(s)
j (θ2)
∏
i 6=j
q
(hi)
i (θ2)∏
i 6=j
q
(hi)
i (θ1)
. (54)
Furthermore, by noting that
∑
s∈Sj q
(s)
j (θ2) = 1 and employ-
ing (50) and (54), we can obtain∏
i 6=j
q
(hi)
i (θ2)∏
i 6=j
q
(hi)
i (θ1)
=
∏
i6=j
q
(hi)
i (θ2)∏
i6=j
q
(hi)
i (θ1)
∑
s∈Sj
q
(s)
j (θ2)
=
∑
s∈Sj
q
(s)
j (θ1)
= 1, (55)
which implies
q
(s)
j (θ1) = q
(s)
j (θ2) . (56)
Therefore, by the definitions of Ψ¯ (θ) and ψ¯j (θ) in (46) and
(47), we know that
Ψ¯ (θ1) = Ψ¯ (θ2) , (57)
and hence, the mapping Ψ¯ in (45) is not injective. As a result,
we know that the mapping ϕu in (14) is not injective if and
only if the mapping Ψ¯ in (45) is not injective, which implies
that the injectivity of the mapping Ψ¯ in (45) is the same as
that of the mapping ϕu in (14).
Furthermore, for any given j, by the definitions of ψj (θ)
and ψ¯j (θ) in (16) and (47) respectively, and noticing that∑
s∈Sj q
(s)
j (θ) = 1 for all j, we can express ψ¯j (θ) as
ψ¯j (θ) =
[
ψj(θ)
T
, 1− 1Tψj (θ)
]T
. (58)
It is clear that if ψ¯j (θ) is not injective, then ψj (θ) is not in-
jective. On the other hand, if ψj (θ) is not injective, then there
exist two distinct θ1, θ1 ∈ Θ such that ψj (θ1) = ψj (θ2),
and hence 1−1Tψj (θ1) = 1−1Tψj (θ2). Consequently, we
have ψ¯j (θ1) = ψ¯j (θ2) by (58), which implies that ψ¯j (θ) is
not injective. Therefore, the injectivity of ψ¯j (θ) is the same
as that of ψj (θ) for all j, which implies that Ψ¯ (θ) is injective
if and only if Ψ (θ) is injective. Since we have proven that the
mapping ϕu in (14) is not injective if and only if the mapping
Ψ¯ in (45) is not injective, we know that the mapping ϕu in (14)
is injective if and only if the mapping Ψ in (17) is injective.
In order to show that the dimension of the vector Ψ (θ)
in (15) is strictly smaller than that of ϕu (θ) in (14) for any
given N and {Rjl}, it suffices to show that
Du =
N∏
j=1
Lj∏
l=1
Rjl >
N∑
j=1
Lj∏
l=1
Rjl −N, (59)
for any given N and {Rjl}.
Since N is the number of sensors and Rjl denotes the
number of quantization levels of the quantizer γjl for each
j and l, we know that N ≥ 1 and Rjl ≥ 1 for all j and all l.
Hence, we can obtain that
Lj∏
l=1
Rjl ≥ 1, ∀j. (60)
Furthermore, notice that if x ≥ 0 and y ≥ 0, then we have
the following inequality
(1 + x) (1 + y) = 1 + x+ y + xy ≥ 1 + x+ y. (61)
Therefore, by induction, we can obtain that if xi ≥ 0 for all
i = 1, 2, ..., N , then
N∏
i=1
(1 + xi) ≥ 1 +
N∑
i=1
xi. (62)
By employing (60) and (62), we can obtain
N∏
j=1
Lj∏
l=1
Rjl =
N∏
j=1
 Lj∏
l=1
Rjl − 1
+ 1

≥ 1 +
N∑
j=1
 Lj∏
l=1
Rjl − 1

>
N∑
j=1
Lj∏
l=1
Rjl −N. (63)
This completes the proof.
APPENDIX C
PROOF OF THEOREM 2
Under Assumption 1, the interior of Θ is not empty. Thus,
there exists a subset U of Θ which is open in RDθ .
Define a Dθ-dimensional vector Ψˆ (θ)
Ψˆ (θ)
∆
=
[
Ψ(θ)
T
,0T
]T
, (64)
where Ψ(θ) is defined in (15), and the dimension of the all-
zero vector in (64) is Dθ − λ (N, {Rjl}).
Under Assumption 3, for all j and all s, q(s)j (θ) is a
continuous function with respect to θ. Hence, by (15), (16)
and (64), we know that the restriction ΨˆU of the mapping Ψˆ
to U
ΨˆU : U −→ RDθ
θ 7−→ Ψˆ (θ) (65)
is continuous with respect to θ.
It is clear that U is an open set in RDθ , but by the definition
of Ψˆ(θ) in (64), ΨˆU (U) is not open inRDθ . Thus, by Lemma
2, the mapping ΨˆU is not injective. As a result, by Lemma
1, the vector parameter space Θ is not identifiable.
What’s more, according to Definition 5 and Definition 6, the
nonidentifiability of the vector parameter space implies that we
can find two distinct nonidentifiable points θ1 ∈ U ⊂ Θ and
θ2 ∈ U ⊂ Θ which are observationally equivalent to each
other. Note that the set U∗ ∆= U\{θ1,θ2} ⊂ U is also an open
subset of Θ in RDθ . Therefore, by the same argument, the
restriction ΨˆU∗ of the mapping Ψˆ to U∗ is also not injective,
and hence, there also exist two distinct points θ∗1 ∈ U∗ ⊂ U ⊂
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Θ and θ∗2 ∈ U∗ ⊂ U ⊂ Θ which are not identifiable. Thus, by
induction, there are infinitely many vector parameter points in
U ⊂ Θ which are not identifiable. This completes the proof.
APPENDIX D
PROOF OF PROPOSITION 1
If the observation x is not quantized, suppose there exist
two distinct vector parameter points θ1 = [α1, β1]T and θ2 =
[α2, β2]
T which give rise to f (x |θ1 ) = f (x |θ2 ) for all x ∈
R, then we can obtain
ln
f(x|θ1)
f(x|θ2)
=
β1 − β2
2β1β2
x2 +
(
α1
β1
− α2
β2
)
x+
1
2
(
α22
β2
− α
2
1
β1
+ ln
β2
β1
)
= 0, ∀x ∈ R. (66)
The fundamental theorem of algebra demonstrates that (66)
holds if and only if
β1−β2
2β1β2
= 0
α1
β1
− α2β2 = 0
α22
β2
− α21β1 + ln
β2
β1
= 0
, (67)
which implies θ1 = [α1, β21 ]
T = [α2, β
2
2 ]
T = θ2, and hence,
we reach a contradiction. Thus, without quantization, every
vector parameter point θ ∈ Θ is identifiable.
Now, consider the case where the binary quantizer in (21)
is employed at the sensor.
For any given vector parameter point θ0
∆
= [α0, β0]
T ∈ Θ,
let θρ
∆
= [αρ, ρβ0]
T denote a vector parameter point in Θ for
some ρ ∈ (0, 1) and some αρ. We will show that for any
ρ ∈ (0, 1), there exists an αρ such that θρ is observationally
equivalent to θ0.
Define a function g (α, β) as
g (α, β)
∆
= Pr (u = 1 |θ ) =
∫ b
a
1√
2piβ
e−
(x−α)2
2β dx. (68)
Since Pr (u = 2 |θ ) = 1 − Pr (u = 1 |θ ) = 1 − g (α, β), it
is clear that if g (αρ, ρβ0) = g (α0, β0), then by Definition 4,
θρ are observationally equivalent to θ0, and hence, θ0 is not
identifiable.
Since I(1) and I(2) are both nonempty sets, a and b cannot
be both unbounded. Without loss of generality, we assume
−∞ ≤ a < b < ∞. The case where −∞ < a < b ≤ ∞ can
be proved in a similar way. By (68) and noting b < ∞, we
can obtain that for any given α0 and β0,
lim
α→∞ g (α, ρβ0) = limα→∞
∫ b−α√
ρβ
a−α√
ρβ
1√
2pi
e−
x2
2 dx
= 0 < g (α0, β0) . (69)
In the following, we will consider the case where a = −∞
and the case where a > −∞ respectively. We will show that
for both cases, there exists some θρ = [αρ, ρβ0]T such that
g (αρ, ρβ0) = g (α0, β0).
Suppose a = −∞, then for any given α0 and β0,
lim
α→−∞ g (α, ρβ0) = limα→−∞
∫ b−α√
ρβ
−∞
1√
2pi
e−
x2
2 dx
= 1 > g (α0, β0) , (70)
Therefore, by (69) and (70), and noticing that g (α, β) is a
continuous function for all θ = [α, β2]T ∈ Θ, we know that
there exists an αρ ∈ (−∞,∞) such that
g (αρ, ρβ0) = g (α0, β0) (71)
for any given ρ by employing Intermediate Value Theorem.
Suppose a > −∞. Noticing that for any given β, the
equation
∂
∂α
g (α, β) =
1√
2piβ
[
e−
(a−α)2
2β − e− (b−α)
2
2β
]
= 0 (72)
only admits one solution
α =
1
2
(a+ b) ∈ (−∞,∞) . (73)
Moreover, since
∂2
∂α2
g (α, β)
∣∣∣∣
α= 12 (a+b)
= − b− a√
2piβ3
e−
(b−a)2
8β < 0, (74)
we know that α = 12 (a+ b) maximizes the function g (α, β)
for any given β. Hence,
g
(
1
2
(a+ b) , β0
)
≥ g (α0, β0) . (75)
Furthermore, note that
∂
∂β
g
(
1
2
(a+ b) , β
)
= − b− a
2
√
2piβ3
e−
(b−a)2
8β < 0, (76)
which yields that g( 12 (a+ b), β) is a strictly decreasing func-
tion with respect to β. As a result, by employing (75) and
(76), we can obtain
g
(
1
2
(a+ b) , ρβ0
)
>g
(
1
2
(a+ b) , β0
)
≥g (α0, β0) , (77)
since ρ ∈ (0, 1). Thus, by (69) and (77), and by employing
Intermediate Value Theorem, we know that there exists an
αρ ∈ ( 12 (a+ b),∞) such that
g (αρ, ρβ0) = g (α0, β0) , (78)
since g (α, β) is continuous.
By (71) and (78), we know that no matter what a and b
are, for any given θ0 = [α0, β0]T ∈ Θ and for any ρ ∈ (0, 1),
there exists some θρ = [αρ, ρβ0]T such that g (αρ, ρβ0) =
g (α0, β0). Hence, every vector parameter point in Θ is not
identifiable. Moreover, since the set (0, 1) is an uncountable
set, for any vector parameter point θ0 ∈ Θ, the set of vector
parameter points which are observationally equivalent to θ0 is
uncountable. This completes the proof.
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APPENDIX E
PROOF OF PROPOSITION 2
Define a function g (θ) as
g (θ)
∆
= ln Pr (u = 1 |θ )
= ln
∫ b1
a1
1√
2pi
e−
(x1−θ1)2
2 dx1
+ ln
∫ b2
a2
1√
2pi
e−
(x2−θ2)2
2 dx2. (79)
Note that (a1, b1) and (a2, b2) are convex sets, and
1√
2pi
e−
x2
2 is a log-concave function. Hence, g (θ) is concave,
since the integral of a log-concave function over a convex
region is log-concave [24].
By employing (79), we can obtain
d
dθ
g (θ) =

e−
1
2
(b1−θ1)2−e− 12 (a1−θ1)2∫ b1
a1
1
2pi e
− (x1−θ1)
2
2 dx1
e−
1
2
(b2−θ2)2−e− 12 (a2−θ2)2∫ b2
a2
1
2pi e
− (x2−θ2)
2
2 dx2
 , (80)
and moreover, by setting ddθ g (θ) = 0, we obtain only one
solution
θ∗ =
[
b1 − a1
2
,
b2 − a2
2
]T
. (81)
Thus, g (θ) achieves the unique globally maximum at θ∗,
since g (θ) is concave. Furthermore, since Pr (u = 2 |θ ) =
1 − Pr (u = 1 |θ ), it is clear that if there exists a vector
parameter point θ such that g (θ) 6= g (θ′) for all θ′ ∈ Θ\{θ},
then by Definition 5, θ is identifiable. As a result, θ∗ is an
identifiable vector parameter point in Θ. This completes the
proof.
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