Abstract. Particle simulation is a powerful method to study the dynamic behavior of fluids. In this method, fluids are modeled as systems of small particles with the proper physical properties. Large-scale 3D point data are often obtained as a result of particle simulations. In this paper, we visualize the data using particle-based rendering, which we recently proposed. The idea is to utilize the 3D points directly as the rendering primitives, which we call "particles". Based on this scheme, we can generate quick and high-quality visualization of large-scale particle simulations. Moreover, we can easily fuse objects surrounding or underlying the simulated fluid. It is also possible to fuse multiple physical values, for example, the velocity and vorticity of the simulated fluid. We demonstrate our method by applying it to a large-scale tsunami run-up simulation for the Great East Japan Earthquake, which occurred in March 2011.
Introduction
Due to recent progress in particle simulation algorithms and 3D laser measurement technologies, large-scale three-dimensional (3D) point datasets consisting of over 10 7 points are becoming common. For example, particle fluid simulations using super computers often generate 10 8 or 10 9 3D points. Laser measurement data describing the ups and downs of a wide-area landscape also form a large-scale 3D point dataset of a similar or even larger scale. In this paper, we propose using our recently proposed particle-based rendering method [1, 2, 3 ] to visualize the above-mentioned large-scale 3D point dataset. Particle-based rendering is a type of point-based rendering suitable for the precise transparent visualization of large-scale volumes and surfaces. By using particle-based rendering, we can directly use the given 3D points as rendering primitives without the necessity to convert them into lattice-shaped volume or polygon data. As a proper example of the above strategy, we visualize particle fluid simulation data that reproduce the tsunami disaster of Ishinomaki city in the Great East Japan Earthquake. We make use of the advantages of the particle-based rendering, especially the flexible fused visualization. We demonstrate transparent fused visualization of water speed, vorticity, buildings, and landscape.
Large scale tsunami analysis by the parallel explicit MPS method
In this research, we use the results of the large-scale three-dimensional simulation of the tsunami run-up in Ishinomaki city that occurred during the Great East Japan Earthquake. For solving these tsunami run-up analyses, a new distributed memory parallel algorithm of the explicit MPS (Moving Particle Semi-implicit) method [4, 5] ,which is one of the major particle-simulation algorithms of fluids, has been developed [6] . In this method, first, a bounding box of a whole region is defined, the bounding box is filled with buckets with a cube configuration. Since an influence radius of a particle is defined in the MPS method, a width of the bucket must be more than the influence radius. All particles are embedded in the buckets. The bucket-based domain decomposition is performed with an equal number of particles in subdomains by the ParMETIS library [7, 8, 9] . Each decomposed region is expanded from the boundary by a bucket in width for halo exchange in communication among neighbor nodes. The particles in expanded regions are assigned to one node. If an imbalance in the number of particles among regions appears, the domain decomposition is performed again in order to recover the balance of the number of particles [10] . In this analysis, the Ishinomaki city area is 400m x 550m. Let the diameter of a particle be 0.5m. The tsunami analysis for the Ishinomaki city area has been used 40 millions particles at a maximum. About 6 hours are spent for this analysis of 200 sec using 600 nodes of the FX10 of the University of Tokyo. Total binary file size is about 1TB.
Particle-based Rendering
Particle-based rendering is transparent point rendering based on a model of opaque emissive particles and an algorithm of stochastically determining pixel values. It has the following characteristic features: (I) quick rendering of large-scale data, (II) freedom from rendering artifacts resulting from errors in sorting rendering primitives along the line of sight, (III) flexible fused visualization of multiple point datasets only by merging the constituent points.
In the above, (I) and (II) result from unnecessarily sorting particles along the line of sight when realizing the correct depth of transparency.
In particle-based rendering, the relationship between the opacity and density of a particle is represented by the following equation;
In this expression, d is the diameter of particle, and d 2 is an approximation of the particle crosssection, πd 2 /4. If we imagine correspondence with the ray casting process, ∆t is the sampling interval. x is location in the defined space of volume data, and α(x) is the opacity of the location. Eq. (1) means that larger particle density leads to larger opacity. In fact, by expanding the right side of (1) into the Taylor series, we can understand that α is approximately proportional to ρ.
The particle-based rendering is executed by following the three steps below: STEP 1. Particle preparation: Prepare L R statistically independent sets of particles, where L R is a user-defined positive integer. STEP 2. Particle projection with occlusion: For each particle set, project the particles to the image plane so that L R intermediate images are created. Point occlusion is considered in the projection. From a viewpoint of the particle-based rendering, the particle fluid simulation corresponds STEP 1 that generates particles as rendering primitives. Since we can acquire only one set of particles when executing one simulation, we randomly decompose the acquired particles into L R subsets to prepare multiple independent sets of particles.
Visualization of tsunami water
We perform a transparent visualization of the large-scale particle simulation results of the tsunami data. This simulation reproduces the Ishinomaki city tsunami in the Great East Japan Earthquake disaster of 2011 [11] . The MPS algorithm is adopted in the particle simulation [12] . In this simulation, 10 7 3D points are generated, and the process of the tsunami's landfall is simulated. In this section, we apply particle-based rendering directly to the 3D points provided by this tsunami simulation. It is possible to control the opacity of tsunami water by proliferating or eliminating particles [13] .
Performance of visualization
The rendering speed becomes proportional to the resultant number of particles. Interactive visualization speeds are realized. When the resultant number of particles is 10 7 , the average rendering speed is 12.0 fps on our Linux PC with a Xeon E5-2687W processor (3.10 GHz), 378 GB main memory, and a NVIDIA Quadro K5000 GPU. When the number of particles is 10 8 and L R is 1000, average rendering speed is 1.0 fps. Figure 1 and Figure 2 show the relation of the resultant number of particle and FPS.
For comparison, we also visualized the particles generated by our tsunami simulation using POV-Ray [14] and ParaView [15] , which are both widely used open-source visualization software applications. We simply visualized the particles as small objects and studied performance of the visualization. We confirmed that the high-speed visualizations of a great number of particles as shown in this section were impossible. In case of POV-Ray, if particles are a visualized as sphere objects, it takes 4 minutes to visualize 2.0 × 10 7 particles to create a 512 2 image using a workstation with Xeon X7460 2.66GHz and 128GB main memory. Similarly, it takes 48 minutes to visualize 1.0 × 10 8 particles. In case of ParaView, if particles are a visualized as cubic objects, it takes 30 seconds to visualize 3.0 × 10 7 particles using a workstation with 32GB main memory. Visualization of 5.0 × 10 7 particles fails because of the shortage of main memory. In other words, the difference of opacity resulting from differences in water depth works to effectively distinguish the original sea/river area and the land area invaded by the tsunami water. 
Fused visualization of physical quantities and buildings
We prepare a polygon mesh of the buildings (Figure 4) . However, when we visualize the simulation with particle-based rendering, the data need particles. Therefore, we convert it to 3D point data by sampling each polygon uniformly ( Figure 5) . Then, the obtained 3D points are merged with the tsunami water points generated by the MPS algorithm. We create a fused visualization of the vertical-component size of the tsunami-water vorticity and the buildings (Figure 6 ). The resultant number of particles is 10 8 and L R is 1000. We use a rainbow-colored map for the vorticity. The buildings are visualized in yellow. In this fused visualization, the buildings play an important role as visual assistants when analyzing the distribution of the vorticity. We can observe that vorticity becomes larger around and on the buildings in a complex manner. Transparent fused visualization enables us to execute such observation easily. We create a fused visualization of the water speed and the buildings (Figure 7) . The resultant number of particles is 10 8 and L R is 1000. We use a rainbow-colored map for the water speed. The buildings are visualized in yellow. In this fused visualization, we can easily analyze relation between distribution of water speed and locations of houses. 
Conclusions
In this paper, we visualized the results of a large-scale particle simulation to reproduce the tsunami of the Great East Japan Earthquake disaster. The particle-based rendering works quite well for visual analysis of the data. We do not need to convert the 3D point data generated by the simulation into volume data or a polygon mesh. The rendering can be executed with interactive frame rates. The transparent and fused visualization improves visual analysis of the simulation result, identifying land areas inundated by tsunami water, showing how the buildings affect the water speed and vorticity, indicating how the water speeds are clustered, and displaying other information. In the future, we will also include floating objects in our visualization. In addition, we will study assignment of a color. We assigned yellow for the buildings, but the yellow color isn't suitable for rendering the buildings. Because the yellow color is included in the rainbow colormap used for the physical quantity. Therefore, we will study in the future about assignment of a color as an important consideration,
