We construct a new orthonormal basis for L 2 (R 2 ), whose elements are angularly integrated ridge functions -orthonormal ridgelets. The basis elements are smooth and of rapid decay in the spatial domain, and in the frequency domain are localized near angular wedges which, at radius r = 2 j , have radial extent ∆r ≈ 2 j and angular extent ∆θ ≈ 2 −j . Orthonormal ridgelet expansions expose an interesting phenomenon in nonlinear approximation: they give very efficient approximations to objects such as 1 {x1 cos θ+x2 sin θ>a} e
Introduction

Sparse Representation of Singularities
One of the most striking features of wavelet analysis is its ability to efficiently represent functions which are smooth away from point singularities. To see what we mean, consider the function f α (x) = |x| −α w(x) of x ∈ R 2 , where w(x) is a smooth window of compact support and α < 1/2. Now f is smooth away from 0, and has a square-integrable singularity at the point x = 0. The coefficients of f in the Meyer orthonormal wavelet basis are sparse: arranging them in decreasing order of magnitude gives a sequence decaying more rapidly than any negative power of the index. In this regard, the wavelet coefficients of a point singularity behave similarly to the wavelet coefficients of a smooth function (such as w(x)); the sparsity of a wavelet analysis is in a sense insensitive to the presence of point singularities.
Sparsity of the wavelet coefficients has implications for the quality of partial wavelet reconstructions. If we approximate a function using just the m-best terms in the wavelet expansion, and if the coefficients are sparse in the sense just given, then the L 2 error of best-m-term approximation decays rapidly with m -faster than any negative power of m. Hence, the fact that wavelet analysis of a point singularity yields sparse coefficients means that smooth functions with point singularities can be very efficiently approximated by partial wavelet reconstructions. This fact has significant implications in data compression and in statistical estimation. (Extensive references on these implications are given in [7, 6] ). Point singularities are just one possible type of singularity. Consider the Gaussian-windowed halfspace . These functions have a discontinuity along the line t 0 = x 1 cos(θ 0 ) + x 2 sin(θ 0 ) and are smooth elsewhere. For typical functions of the type (1.1)-(1.2), wavelets do not yield sparse coefficients as they did with f 0,α . For example, in R 2 , an object of type g is easily seen to have typically at least order O(2 j ) standard wavelet coefficients with amplitude exceeding 2 −j . So the m-th largest wavelet coefficient of such an object is often of size ≥ c · m −1 for c > 0; this is much poorer decay than what we saw earlier in the case of point singularities, where the decay was faster than any negative power of m. In consequence, m-term wavelet reconstructions do not approximate such objects with the kind of efficiency we saw earlier in the case of point singularities. We can formulate this conclusion more boldly by saying that wavelets do not efficiently approximate edges in R 2 . Similar conclusions are possible for Fourier methods. If we consider a function f which is compactly supported in [0, 2π) 2 and which is smooth away from a linear singularity, and we use the standard bivariate Fourier series to approximate f , we get order m 4/3 coefficients larger than c/m. So Fourier methods give coefficients which are even less sparse than wavelets. Fourier methods also do not efficiently approximate edges in R 2 . Observations such as these -and the relative ubiquity of edges in certain applications (such as image processing) point to the need for better systems of harmonic analysis, ones which efficiently deal with edges, or in another terminology, transforms for which objects like g have sparse coefficients.
Orthonormal Ridgelets
In this article, we introduce a new basis for functions in L 2 (R 2 ): the orthonormal ridgelets, defined as follows. Let (ψ j,k (t) : j ∈ Z, k ∈ Z) be an orthonormal basis of Meyer wavelets for L 2 (R), and let (w Each ψ + j,k (x 1 cos θ + x 2 sin θ) is a ridge function of x ∈ R 2 , i.e., a function of the form r(x 1 cos θ + x 2 sin θ). Therefore ρ λ is obtained by "averaging" ridge functions with ridge angles θ localized near θ i, = 2π /2 i ; this justifies the "ridgelet" appelation.
Singularities along lines
Our purpose in this article is to show that orthonormal ridgelets yield efficient representation of objects with linear singularities. We prove in Section 5 below the following result for the Gaussian-windowed halfspace g = g 0 defined in (1.1).
Theorem 1.3
The number of ridgelet coefficients of g with amplitude exceeding 1/N grows with N more slowly than any fractional power of N .
In Section 6 we consider the general family of smooth functions with linear singularities (1.2). We show that Theorem 1.3 holds for every g = g(·, ·; θ 0 , x 0 ), where x 0 ∈ R 2 and θ 0 ∈ [0, 2π). In short, the ridgelet coefficients of such g are sparse.
This striking phenomenon may convince the reader that wavelets and other traditional harmonic analysis tools can be substantially improved on as soon as one leaves the setting of pure point singularities.
Significance for Nonlinear Approximation and Data Compression
We now briefly describe the importance of the sparsity of ridgelet expansions for nonlinear approximation and data compression. In effect, the sparsity phenomenon means that a very few select terms will provide good approximation and a good encoding can be had with relatively few bits. Here 'relatively few' means as compared with similar encoding schemes based on wavelet or Fourier coefficients.
Consider the following simple nonlinear approximation scheme. Let η t (y) = y1 {|y|>t} denote the hard thresholding nonlinearity. With g one of the functions (1.2), definẽ
This is a finite sum of ridgelets, with N (δ) = Λ 1 {| g,ρ λ |>δ} terms, built from those ridgelets having large coefficients only. As δ → 0, more terms enter the sum, and in general N (δ) ↑ ∞.
Define a sequence of approximants (g N ) via g N (δ) =g δ . These are nonlinear approximants, since the terms which enter in the sum are those which survive thresholding, and this depends on f .
The approximants (g N ) converge rapidly to g; from Theorem 1.3, one can see that for each
In other words, ridgelets achieve an unlimited rate of approximation. We interpret this by saying that nonlinear ridgelet approximations behave very well for functions which are piecewise smooth, where the boundary between pieces is a line. In comparison, nonlinear wavelet approximations have similar rapid convergence properties for functions which have a punctuated smoothness -i.e. functions which are C ∞ away from isolated point singularities. However, wavelets do not exhibit similarly rapid convergence on objects with discontinuities along linear boundaries, requiring N coefficients to get O(N −1 ) approximation in mean-square. This fact can be significant for data compression as well. By simply encoding the significant ridgelet coefficients with finite accuracy approximations to the coefficients, and encoding the positions of the coefficients economically, one obtains a finite-precision ridgelet representation of an object; when that object is smooth except for singularities across linear boundaries this representation uses many fewer bits than would be required in wavelet encoding of similar precision. Simple calculations reveal that the number of bits required for ridgelet encoding to accuracy ε in mean square is basically logarithmic in ε −1 as ε → 0, while the number of bits required for wavelet encoding grows like ε −1 . The dramatic difference in growth between log(ε −1 ) and ε
as ε → 0 symbolizes the extent to which ridgelet methods are better suited towards dealing with edges along linear boundaries. Ultimately, of course, one wants to go beyond the representation of objects with singularities along lines, to consider the representation of objects with singularities along curves. While ridgelets are essentially focused on dealing with straight lines rather than curves, ridgelets can be used for representing objects with curved edges after an appropriate multiscale localization. In effect, one divides the image into dyadic pieces and uses ridgelet expansions on those pieces. This can be used to obtain expansions of objects with discontinuities along curved edges having significantly more rapid decay of coefficients than the traditional wavelet and Fourier methods. For further discussion on applications see [3] .
On the Ridgelet Concept
The orthonormal ridgelets are in L 2 (R 2 ) and so are to be distinguished from the approximation system called ridgelets in the pioneering work by Candès (1997 Candès ( , 1998 . In Candès' work, the phrase 'ridgelet' refers specifically to a ridge function
, where ψ is oscillatory. As ψ a,b,θ is constant along 'ridges' x 1 cos(θ) + x 2 sin(θ)) = Const, and so cannot belong to L 2 . This fact creates certain difficulties of construction and interpretation. In order to obtain a method of series representation, Candès constructs 'ridgelet frames', where the individual elements of the so called primal frame have the ridge structure, for appropriate (a n , b n , θ n ). This frame construction assumed compact support of the object to be analyzed; frame bounds were established under this condition which proved implicitly the existence of a dual synthesis system. Unfortunately, the construction of dual frames was implicit, and the properties of the dual frame elements were not available directly, and so it was relatively cumbersome to obtain any substantial insight about the structure of the frame expansions. Thus one had a system with analyzing functions of known form, but synthesizing functions of littleknown form. Also, owing to the lack of orthogonality, it was unclear how to make good m-term approximations built from such frames.
In the present article we propose to modify the notion of ridgelet, abandoning insistence on the ridge-function form for the elements of the analyzing system, and instead claiming that ridgelets should be characterized by certain localization properties they obey in a radial frequency × angular-frequency domain. The formula (1.3) shows that orthonormal ridgelets are localized in the frequency domain into elongated wedges. In polar coordinates these wedges have radial extent 2 j and angular width 2 −i , for i ≥ j. Under this modified notion of ridgelet, this paper shows that it is possible to explicitly construct orthonormal ridgelet bases, in effect, with basis functions available using the simple formula (1.3). The orthonormal approach has the benefit that analysis functions and synthesis functions are identical, and are smooth functions of rapid decay. The orthonormal approach also has benefits for allowing simple, effective nonlinear approximation. Best-m-term nonlinear approximation in an orthonormal system can be based on simple thresholding ideas. A further benefit is the fact that the orthonormal ridgelet coefficients can be identified with the properties of bivariate wavelet analysis of a fractionally-differentiated Radon transform. This identification is used below to show that orthonormal ridgelet coefficients are sparse when analysing certain smooth objects with linear singularities in R 2 . Throughout this paper, the term ridgelets refers to the system of orthonormal ridgelets introduced here, and not to ridgelet analysis based on ridge functions. We believe that our use of the ridgelets name is sensible because we can show close connections of orthonormal ridgelets to the original ridge function concept. Theorem 1.2 is an instance of this connection; see Section 4 below. The companion paper [9] explores carefully the connection between orthonormal ridgelets and ridge functions and gives results showing that orthonormal ridgelets are an effective substitute for ridge function approximation. In effect, that paper shows that a ridge function ψ + j,k (x 1 cos(θ) + x 2 sin(θ)) can be approximated with high accuracy 1/N m on the disk of radius N using a number of orthonormal ridgelets which grows basically logarithmically in N . In short, 'a ridge function is essentially a sum of a few orthonormal ridgelets'. This further justifies our use of the ridgelet appelation to label the basis constructed here.
Wavelet Analysis in Radon Space
A key structural feature in the proofs of Theorems 1.1-1.3 is the fact that ridgelet analysis is intimately connected with wavelet analysis in Radon space. If (Rf )(t, θ) denotes the Radon transform of f at direction θ and position t, and τ λ denotes the antipodally-symmetrized version of ψ
, then Section 4 below shows that
Hence ridgelet analysis amounts to a non-orthogonal wavelet analysis in Radon space. Moreover, there is a kind of Parseval relation giving an isometry between these non-orthogonal wavelet coefficients and the orthogonal ridgelet coefficients. Because of this connection, ridgelet analysis of g is connected with wavelet analysis of Rg and, finally, the question of efficient approximation of g by ridgelets is reduced to the question of efficient approximation of Rg by wavelets. Now, if g has a singularity along a line, then Rg has a point singularity. Hence the effectiveness of ridgelet representation of objects which are smooth away from point singularities is reduced to the question of efficiency of wavelet representation of objects which are smooth away from point singularities. In Sections 5 and 6 below, where the proof of Theorem 1.3 is given, this point is made by showing that the sparsity of ridgelet coefficients of objects g(x) = g(x; θ 0 , x 0 ) is quite explicitly connected with sparsity of the high-frequency Meyer tensor wavelet coefficients of a singularity S formally defined by S(u, v) = |v| −1/2 σ(u/|v|) for a certain smooth bounded function σ(u).
Ridgelet-Wavelet Duality
Besides providing a useful tool in proofs, (1.5) shows an interesting duality between ridgelets and wavelets: they are good for complementary tasks.
In some sense wavelet analysis is very effective at representing objects with isolated point singularities -i.e., it takes only a few terms to obtain a reasonable approximation to such singularities. As we have just said, (1.5) means that ridgelet analysis can be very effective at representing objects with isolated point singularities in the Radon domain; in other words, objects with singularities along lines.
At the same time, wavelets are not efficient at representing objects with singularities along lines; nor, therefore, are ridgelets effective at representing objects with point singularities.
Indeed, a point singularity in real space is a singularity along a sinusoidal curve in Radon space -and so, exactly as wavelets fail to efficiently deal with singularities along curves, so must ridgelets fail to efficiently deal with point singularities.
An Orthobasis in Radon Space
For a smooth function f (x) = f(x 1 , x 2 ) of rapid decay, let Rf denote the Radon transform of f , the integral along a line L (θ,t) , expressed using the Dirac mass δ as
where we permit θ ∈ [0, 2π) and t ∈ R. For more information about the Radon transform see for example [5, 11] . Observe that the line L (θ,t) is identical to the line L (θ+π,−t) . As a result, Rf has the antipodal symmetry
This is a fundamental fact about the Radon transform which affects much of the notation in what follows. We adopt the convention that F (and G and variants) typically will denote a function on R × [0, 2π) obeying the same antipodal symmetry:
To create a space of such objects, we let [ , ] denote the pairing
and by L 2 (dt dθ) norm we mean
(2.5)
We recall now the Meyer wavelets ψ j,k , j ∈ Z, k ∈ Z, of the Introduction, and the Lemarié-Meyer periodic wavelets (w
. For convenience in proofs below, we assume that the periodic Meyer wavelets are obtained by periodization of standard Meyer wavelets for R: with a constant γ 1 , 6) and that the periodic Lemarié scaling functions are obtained by periodization of standard Lemarié scaling functions for R: with a constant γ 2 ,
where φ i0, is a standard Lemarié scaling function. However, we suppose that ψ j,k and w ε i, are normalized differently than usual, and we arrange the scaling of ψ j,k and the factors γ i so
Two closure properties of these families will be important below:
The closure property (2.9) would not hold for certain other prominent wavelet families, such as Daubechies' compactly supported wavelets. Define the operator of reflection of functions of one variable (T f)(t) = f(−t) and the operator of translation by half a period by (Sg)(θ) = g(θ + π). Note that the space R consists of objects invariant under T ⊗ S; (2.3) can be rewritten (T ⊗ S)F = F . In fact, P R = (I + T ⊗ S)/2. Set now, for j, k ∈ Z and i ≥ max(i 0 , j), = 0, . . . ,
where λ = (j, k; i, , ε). For later reference, we spell this out:
In a sense, the (W λ : λ ∈ Λ) make a "tensor wavelet basis with antipodal symmetry" and, like usual wavelets, their indices have a localization interpretation. j measures "ridge scale", i measures "angular scale", k measures "ridge position", measures "angular position". W λ is localized near a pair of dyadic rectangles of "height" 2 −j and "width" 2 −i · 2π; one has lower left corner at [t j,k , θ i, ) where t j,k = k/2 j and θ i, = /2 i ; its "twin" is at (−t j,k , θ i, + π). W λ is oscillatory in the t-direction: t m W λ dt dθ = 0 ∀m, owing to the oscillatory nature of Meyer wavelets. Those W λ with ε = 1 are also oscillatory in the θ direction:
By construction, W λ ∈ R. This explains why we impose the initially unnatural-sounding restriction < 2 i−1 . The definition (2.11)-(2.12) also would apparently make sense for = 2 i−1 , . . . , 2 i − 1, but in that range, it turns out that the resulting functions W λ are not new:
Lemma 2.1 (W λ ) is an orthobasis for R.
in comparison with Λ, note the expanded range of . The collection (ψ j,k ⊗w
which is the image of this basis under P R , is complete in R. It remains to see that (W λ ) λ is an orthobasis. From (2.9) and (2.10), we have
Then, for example,
A typical term in the sum is
where here , is the inner product for L 2 (dt) and ( , ) for L 2 [0, 2π). Then from our normalization of w 
at least for those combinations of i,j,k, ,ε and i ,j ,k , ,ε which can arise from indices λ, λ ∈ Λ. Other terms are handled similarly, taking into account that for cross-terms
Since we consider only , < 2 i−1 , all such cross-terms vanish. It results that of the four possible combinations of terms in (2.15), only two can ever be nonzero when λ, λ ∈ Λ, and so
Isometry from Radon space to real space
We now describe an isometry J which maps wavelets
. Because the W λ make an orthobasis for R, the ρ λ must make an orthobasis for a closed subspace in
, so that the ridgelets are a complete orthonormal system, as promised by Theorem 1. Our construction of the isometry works via the Fourier transform, and is intended to make our introductory definition (1.3) understandable. A different construction works via Radon transform ideas and will be discussed in Section 4 below.
For an F ∈ R, we may Fourier transform in the first variable, producing
where F 1 denotes "Fourier transformation in the first variable." LetR denote the collection
so, up to normalization, the correspondence F ↔F is an isometry. For a continuousF ∈R, we may perform "polar-to-cartesian" conversion, producing a functionf (ξ), ξ ∈ R 2 . This works as follows: Set
where ω ∈ R and θ ∈ [0, 2π). This is a two-to-one mapping of R × [0, 2π) onto R 2 . For functions F ∈R, one can check thatF (ω, θ) =F (−ω, θ + π) and so the definition
is unambiguous: Either of the two pairs (ω, θ), (−ω, θ + π) giving rise to the same value of ξ provides the same definition off (ξ). Note that ifF (0, θ) = 0, then the correspondingf (ξ) must have a singularity at ξ = 0. However, away from ξ = 0,f is well-defined, and in factf is well behaved in an L 2 -sense:
Hence, because of the
We also remark that for each W λ , the correspondingW λ is continuous and vanishes for |ω| < 2 3 π2 j , hence the polar-to-cartesian conversion is well-defined for everyW λ . More is true. Let f = C(F ) denote the operation defined by (3.2). In fact, C extends to a linear operator, welldefined onR and bounded fromR to L 2 (dξ) by (3.3). In any event, the definitionρ λ = (C • F 1 )(W λ ) makes sense, and (ρ λ ) is a collection of elements of L 2 (dξ); the standard two-variable inverse Fourier transform F
The reader should now check that this definition of ρ λ agrees with formula (1.3) in the introduction.
Put for short
Evidently this is well-defined on basis elements W λ ; we now check that it is norm-preserving:
In essence, we used
where the first and last steps are Parseval for F 2 and F 1 and the middle step uses (3.3).
The argument for the angle-preserving property
is entirely analogous, and shows that (ρ λ ) is an orthonormal system in L 2 (R 2 ). We now show that the system is complete.
, and suppose that it is a bandpass function: for constants 0
Consider H(t, θ) defined formally by applying the adjoint of J :
We now build up H = J + h in stepwise fashion. There is the inverse to the polar-to-cartesian transformation C, namely the cartesian-to-polar transformation P :
and, with one-and two-variable Fourier transforms F 1 and F 2 as before:
This mapping is well-defined on bandpass h and has an isometry property on such h:
The first and last steps are standard Parseval relations for F 2 and F 1 respectively. The middle step is
By hypothesis h L 2 (dx) = 1, so the sequence ([H, W λ ]) λ has 2 -norm one, and so the sequence ( h, ρ λ ) λ has 2 -norm one. It follows that there is no nontrivial unit-norm integrable bandpass function orthogonal to all the ρ λ ; as integrable bandpass functions are dense in L 2 (dx), the system (ρ λ ) is complete.
Interpretation in Radon space
We now show that analysis of f by the system (ρ λ ) is closely related to (W λ )-wavelet analysis of the Radon transform of f . We begin by defining the adjoint of the Radon transform so that for all sufficiently nice G ∈ R and all sufficiently nice f ∈ L 2 (dx),
which leads to
This operator is also called "backprojection" in the literature of computed tomography (Deans, 1982) . Define the Riesz order-1/2 fractional differentiation operator ∆ + and also the order-1/2 fractional integration operator ∆ − by the unified formula
These unbounded operators are well-defined on functions which are sufficiently smooth [formally, the domain D(∆ + ) = {f :
in particular, they are well-defined on every 1-
Moreover, on the appropriate domains, they are self-adjoint; and on the appropriate domains they act as inverses of each other.
Set now, for λ ∈ Λ,
For example,
A useful remark is that ∆ ± T = T ∆ ± on the appropriate domains. In accord with the description of ∆ − as an "integrator" and ∆ + as a "differentiator" we can view σ λ as a "smoothing" of W λ in the t-direction while τ λ is a "roughening" of W λ in the t-direction. This duality reflects a more fundamental biorthogonality:
From this we have immediately
In short, the ridgelet coefficients can be read off from an analysis of the Radon transform of f , using the set τ λ of analyzing elements. We also have, from self-adjointness of ∆ + :
So the ridgelet coefficients derive from (antipodally-symmetrized) wavelet analysis of the (differentiated) Radon transform. A clarifying interpretation emerges from these representations: the justification for our use of the term "ridgelet". As introduced by Candès (1997) , the term refers to a continuous ridge function
where ψ(t) : R → R is oscillatory. For comparison, Lemma 4.1 gives the representation
Here we used the observation that
Consequently, 
Ave" i, denotes a "signed weighted average" localized near θ i, . In short, the ridgelet ρ λ is a sort of "average" of true ridge functions. In this "average' the weights take both positive and negative signs, which is not usual for averages; such oscillatory weights are crucial for the orthogonality properties of the ρ λ .
We cannot expect a tighter connection of ridgelets to ridge functions than this, since ridgelets are in L 2 (dx) while ridge functions are not in L 2 (dx) owing to constancy on ridges. To summarize the results of this section, we have the following diagram
This is a commutative diagram, so that all routes between vertices (ρ λ ) and (W λ ) are isometries.
In particular,
In this form, the isometries J and J −1 are well known in the Radon transform literature; see Helgason (1986, §1.X).
Ridgelet analysis of a linear singularity
Recall the function g(x 1 , x 2 ) = 1 {x2>0} e −x 2 1 −x 2 2 of the Introduction. We are now in a position to show that the ridgelet coefficients of g are sparse. A more precise version of Theorem 1.3 will be proven:
The conclusion (α λ ) ∈ p implies that for a constant c p ,
showing that the coefficients decay. This, in turn, implies that the partial reconstructioñ
The proof of Theorem 5.1 shows that ridgelets are adapted to this kind of singularity precisely to the same extent that wavelets are adapted to point singularities; ridgelets are successful with linear singularities because wavelets are successful with point singularities. As Section 4 showed, ridgelet analysis "is" wavelet analysis in the Radon domain, a fact we rely on heavily in this section.
Windowing and smooth change of variables
According to (4.11) and (4.12), the ridgelet coefficients of a function f obey Since we only use this function in this way, we will be using (5.1) without any further comment.
Our choice of g was driven by the fact that we can calculate Rg. In the appendix we derive the formula
Now Rg has point singularities of order 0 -discontinuities -at points (0, π/2) and (0, 3π/2) (antipodal pair). Away from these points Rg is C ∞ , uniformly so outside balls B 2 ((0,
The same structural features are true of F = (∆ + ⊗I)Rg, except that owing to the fractional derivative in the vertical direction, the point singularities of order 0 at (0, π/2) and (0, 3π/2) become point singularities of order − 1 2 . In effect, these singularities are the heart of the matter, and we now develop some windowing tools to isolate them for careful attention, and a changeof-variables to move them to the origin.
Construct a C ∞ partition of unity in θ, with windows
; the intention is that F 1 represent behavior near θ = π/2, F 2 represent behavior near θ = 3π/2, and F 0 represent "everything else". Of course
) and of rapid decay in t for each θ; in other words, absolutely banal. F 1 and F 2 each contain a singularity, and in some sense are mirror images of each other (antipodal symmetry again); whatever goes for one will go for the other as well. We discuss F 1 only.
Introduce variables (t,θ) extending over all of R × R,
as F 1 is C ∞ at the boundary θ ∈ {π/4, 3π/4}, this is a C ∞ extension of and extend this to all (t,θ) while imposing four rules
This change of variables induces a function
nicely defined on all (u, v) ∈ R 2 ; more concretely
whereV 1 is an operator of smooth windowing in v, induced from ν 1 (θ), ∆ + is a fractional differentiation as before, and e −u 2 ⊗ I denotes a smooth windowing in u. An important point is that under this change of variables, the singularity att = 0,θ = π/2 becomes a singularity at u = 0, v = 0.
The Elementary Singularity
The windowing and change-of-variables now allows us to 'zoom in' on the singularities in F using standard wavelet analysis. In Section 5.3, we will describe a program for systematically inferring sparsity of the W λ -coefficients from a traditional wavelet analysis of the G i , i = 1, 2. However, before continuing, we digress to explain why this approach is reasonable.
Operating purely formally for the moment, the heart of the matter concerns the "elementary" singularity S(u, v) = |v| In effect, the windowing and change of variables have isolated our attention on the object S; if S had very non-sparse wavelet coefficients, then we could expect the same to be true of G 1 . As we will see, S has sparse wavelet coefficients at fine scales.
A key remark is that S is scale-invariant -homogeneous of order − It is this scale-invariance that entitles us to call S a singularity. In order to calculate the wavelet coefficients of S, it is convenient to operate in the frequency domain, where the Meyer wavelets we are using are most naturally defined. This in turn requires a formula for "the" Fourier transform of S. However, to be clear we pause to explain that S is a special kind of distribution and that our formula for its Fourier transform works only for special purposes.
Let S(R) denote the space of Schwartz functions, functions of a single variable which are smooth and of rapid decay, along with all of their derivatives. Let S 0 (R) denote the space of Schwartz functions with all moments vanishing, i.e. with t m f (t)dt = 0 for m = 0, 1, 2, .... Let S 0 (R) ⊗ S(R) denote the linear space of Schwartz functions generated from tensor products f (u, v) = f 0 (u)f 1 (v), where f 0 ∈ S 0 (R) and f 1 ∈ S(R). Such functions have classical Fourier transforms which vanish to arbitrary order on the ω 2 axis:
Such functions "omit" entirely the frequencies ω = (0, ω 2 ).
We now retract our earlier definition and define S as a linear functional on S 0 (R) ⊗S(R). Leṫ H(u, v) =Φ(u/|v|); this is a bounded function of u and v and so defines a tempered distribution:
This definition makes sense, becauseḢ is tempered and (∆ + ⊗ I)f is in the Schwartz class. We now give a formula forŜ accurate for functions in S 0 ⊗ S. That is, S, f is correctly calculated from 1 4π 2 Ŝ ,f when f ∈ S 0 ⊗ S. In particular, the formula works for calculating Meyer tensor wavelet coefficients S, ψ j,k ⊗ ψ i, , which is our only application.
Lemma 5.2
The singularity S, viewed as a distribution acting on S 0 (R) ⊗ S(R), has Fourier transformŜ
The proof is given in the appendix. The earlier definition of S as a function of two variables is compatible with this definition, in the sense that when f ∈ S 0 ⊗ S, we actually have S,
The preceding integral nevertheless makes sense because f ∈ S(R 2 )). With a formula for the Fourier transform of S in hand, we may now calculate the Meyer wavelet coefficients of S.
Lemma 5.3 Let ψ j,k denote Meyer wavelets for R, and let µ = (j, k, i, ) index an orthogonal tensor wavelet basis for R
2 with elements
The wavelet coefficients of the elementary singularity S,
A µ = S, ψ µ ,
obey the exact scaling relation
For each fixed h ≥ 0, the doubly-indexed array (A (0,k,h, ) ) k, is of rapid spatial decay in k and as |k|, | | → ∞. In fact, for each m > 0,
As a result, the fine-scale wavelet coefficients obey
In short, the 2-D tensor Meyer coefficients give a sparse representation of the high-frequency part of the elementary point singularity S(u, v), with very few "big" coefficients, and with those few "big" coefficients clustered near (k, ) = (0, 0).
proof. The scaling relation (5.4) gives, with h = i − j, 
To see why (5.9) follows, note that
Hence the key point is to establish (5.8).
Working on the Fourier side, we may write
h and ψ 0k (ω 1 ) =ψ(ω 1 )e − √ −1ω1k , we get
Defining a new variableω 2 = ω 2 /2 h , we get
where we definedÂ
In short,
where
We note thatÂ h is supported in Ω = {(ω 1 , ω 2 ) : |ω i | ∈ 
valid for m, n = 0, 1, 2, . . . and all sufficiently nice f , we get that for m = 1, 2, . . . ,
where the W
. Consequently, (5.8) reduces merely to the assertion that for each m = 1, 2, 3, . . . , there is C m so that
Now writeÂ
where 
The proof is thus finished by the following lemma, which gives the required bounds on the norms of B h .
Lemma 5.4 For h ≥ 0, and all λ > 0,
B h C m [Ω] ≤ C λ,m 2 −λ2 h , m= 1, 2, . . . . (5.12)
Program of Proof
Now that we know that the singularities "at the heart" of F have in a certain sense sparse coefficients, we are encouraged to elaborate the approach into a systematic proof that F itself has sparse coefficients. The change-of-variables and windowing operations of Section 5.1 created a series of objects which may be related to our object of interest F by
Here the τ j,r are change-of-variables operations andF 0 , G 1 and G 2 were all defined in section 5. 1 The terms in this sum may be arranged as in Table 1 . In this table, cells in the same column describe objects defined on a common domain, and adjacent cells in the same row are objects on different domains linked by a transformation. For example F 1 (t, θ) τ2,1 ←−F 1 (t,θ) means that there is a transformation τ 2,1 such that F 1 = τ 2,1F1 ; this is the change-of-variables transformation transporting a function from domain (t,θ) to the 'same' function on domain (t, θ). Corresponding to each column in the table is a domain. For example, in Column 3, we have the domain of all (u, v) ∈ R 2 , while in Column 2, we have the domain of (t,θ) ∈ R 2 . We may associate to each such domain an orthobasis. For the domain of (u, v), we associate the orthobasis ψ µ , where µ = (j, k, i, l, ε), and where µ runs through the set
(5.14)
Col. 0 For the domain of (t,θ), we associate the orthobasisψμ(t,θ), whereμ runs through the set M . For the domain of (t, θ) ∈ R × [0, 2π), which occurs both in columns 0 and 1, we associate two bases. For Column 0 we associate the antipodally-symmetrized basis (W λ ) of Section 2.
For Column 1 we associate a standard tensor basis. Table 2 summarizes these choices. We may expand an object in a given column of Table 1 
Now objects in the same row of the Columns 2 and 3 of Table 1 are just "the same" object in different coordinate systems (i.e. we haveF 1 = τ 3,1 G 1 , etc.), so the coefficients (A r µ ) and (B r µ ) for the same value of r are linearly related. Indeed, let ψ * µ (t,θ) denote the "pushout" of ψ µ from (u, v) coordinates to (t,θ) coordinates:
then for r = 1, 2 we have matrices T 3,r such that,
Viewed another way, we have the diagram 
where W denotes wavelet transform using the ψ µ basis, and W −1 denotes inverse wavelet transform using theψμ basis. That is, T 3,r is the matrix representation of transformation τ 3,r Also, as the (t,θ) and (t, θ) coordinate systems are related by periodization, and the objects in Columns 1 and 2 of the same row of Table 1 are identical on the common domain, the coefficients (B 
hence there is a matrix T 2,r with
Finally, as
and so there is a matrix T 1 with
That is, the same matrix T 1 represents all three transformations τ 1,r . Combining these remarks,
In short, we have a tabular arrangement at the level of coefficients as summarized in Table 3 Suppose that we can show that the A r are in every p for r = 1, 2, and that B 0 is in every p , and also that we can show that every T -mapping is bounded from p to p for every p, 0 < p ≤ 1. It will then follow that α ∈ p every p > 0. Theorem 5.1 therefore follows from these lemmas, which focus on the range 0 < p ≤ 1, which is the important one. 
Lemma 5.9 For each
The "hardest" of these lemmas is Lemma 5.8; the analysis of Section 5.2 suggests why it should be true; in effect G 1 behaves like S at high resolutions, and S has its high-resolution wavelet coefficients in every p .
Easy pieces
We begin with the easy Lemmas 5.5, 5.6, and 5.9. Lemma 5.5, concerning T 1 , is just the p-triangle inequality: for p ≤ 1,
summing over λ ∈ Λ we get
Lemma 5.6, concerning T 2,r , is also the p-triangle inequality:
Lemma 5.9, concerning B 0 , is just an observation: ifF 0 (t,θ) is C ∞ , withF 0 and all its partial derivatives of rapid decay as t → ∞, then its wavelet coefficients are in every p , p ∈ (0, 2].
Boundedness of T 3,r
We now consider Lemma 5.7. In principle, this is a simple matter, about the well-behavedness of the tensor wavelet transform under separable changes of variables. However, some of the estimation ideas play an important role in Section 6, so we spell them out carefully. Put for short t µ,µ = ψ µ , ψ * µ . The norm of T 3,r is bounded by
Let M 0 = {µ : ε = 0}, M 1 = {µ : ε = 1}, and let, for a,b ∈ {0, 1},
We need to show that
We first remark that t µ,µ can be nonzero only if j = j and k = k . We now consider now cases:
By rapid decay ofψ µ and ψ * µ , we get for m = 1, 2, . . . ,
Picking m so large that mp > 1, and setting t = 2 i θ *
S 0,1 : here ε = 0, ε = 1. Now ψ * µ is a smooth function at scale 2 −i , and as i ≥ max(i 0 , j) = max(i 0 , j ) = i ,ψ µ is an oscillatory function at a finer scale. Asψ µ has more than m vanishing moments, the m-fold integration by parts formula
gives, for each m = 1, 2, 3, . . . ,
As (m − 
Nowψ µ · J is smooth and of rapid decay, together with all its partial derivatives, so we get for m = 1, 2, 3, . . .
where c = infθ |v (θ)| > 0; whatever be t ,
It follows that
S 1,1 : here we have i, i ≥ max(i 0 , j), ε = ε = 1. We consider both cases whereψ µ is viewed as the oscillatory member and, alternatively, as the smooth member of the pair. In the case i ≥ i,ψ µ is the smooth member of the pair; arguing as in case S 1,0 gives
while if i ≤ i,ψ µ is the oscillatory member of the pair; arguing as in case S 0,1 gives
Pick m > 1/2 + 1/p. Using the above cases, and arguing as earlier, we get
Sparsity of coefficients (A r µ )
Now we arrive at the "heart of the matter" a second time, this time "for real". In essence, we refine the argument of Lemma 5.3. The key point is that Lemma 5.3 studied a precisely scaleinvariant object, whereas now we study an object which is only asymptotically scale-invariant. The argument is the same for r = 1, 2, so we consider only r = 1 and we omit the superscript 1.
We define
2 ·V 1 (v) a renaming of the windowing terms in (5.3).
First, we consider the case ε = 0 and show that
In case ε = 0 and j ≤ i 0 , the sparsity of coefficients A µ follows just from the rapid decay of V (u, v) and boundedness ofΦ(u/|v|), which give
In case ε = 0 and j > i 0 , the sparsity of coefficients A µ follows from the argument used below in the case ε = 1; indeed it may be seen that the argument used there for Ω = {ω : |ω i | ∈ [2π/3, 8π/3]} adapts easily, to the larger set Ω = {ω :
This adaptation will yield j≥i0 i=j
So consider now the case ε = 1. To begin, we need a formula for the Fourier Transform of H(u, v), viewed as a tempered distribution in S (R 2 ). The convolution formula for tempered distributions [15] says that if f ∈ S (R 2 ) and g ∈ S(R 2 ), then (f · g)ˆ= (2π)
ĝ. Hencê
whereḢ is as in Lemma 8.1, and where the constants γ r , r = 1, 2 can be obtained from that Lemma, and where
Now obviously
say. The first term in this expression has
because V and all of its derivatives are smooth and of rapid decay. So we turn to the second term in the expression, ignoring the constant factor γ 2 . To review, we wish to establish
, where
note that we are omitting the hat -ˆ-from V j , despite that fact that V j is acting on the Fourier side, and is defined in terms ofV . Below we will use the scaling relation
say, where we made the change of variables ξ 1 = ω 1 /2 j , ξ 2 = ω 2 /2 i , used the scaling relation (5.17), and where once again Ω = {ω :
say, where
By the same type of analysis as in Lemma 5.3, we can conclude (5.16) once we establish that, for m = 1, 2, 3, . . . we have
Also as in (5.11) in that Lemma, this will follow from the C ∞ nature of the compactly supported function Ψ(ξ 1 , ξ 2 ) and the following estimate on B j,h :
The Lemma is proved in the Appendix.
Analysis of a more general linear singularity
We now consider the more general mutilated Gaussian
where now g 0 is the 'standard mutilated Gaussian' that was called g in Section 5, U θ 0 is rotation by θ 0 and x 0 is a choice of origin. We will see that the sparsity properties of the ridgelet coefficients of g 0 hold equally for the ridgelet coefficients of g θ 0 ,x 0 . The key point is to invoke the following covariance properties of the Radon transform
Combining these observations with the formula
we see that, with F (t, θ) = (∆ + ⊗ I)Rg and F 0 (t, θ) = (∆ + ⊗ I)Rg 0 , the question of sparsity of the coefficients (α λ : λ ∈ Λ) is equivalent to sparsity of wavelet coefficients of
Thus we are interested in the assertion that the smooth change of variables,
preserves the sparsity of the W λ wavelet coefficients. To some readers this may seem an innocuous change, but to wavelet experts there would seem to be plenty of reason for this transformation to cause major problems. The W λ basis is closely connected to a simple tensor product of two wavelet bases, and for such bases, the coefficients are well-known to be profoundly affected by very smooth nonlinear changes of variables. It turns out in this case that the transformation (6.2) has a banal affect on the coefficients because of three interacting factors:
F1. The transformation of variables is very smooth (C ∞ );
F2. The transformation has a very special structure: it acts on the t variable only by translation according to a function of θ alone, and it acts as a simple shift in the θ variable.
F3. The basis (W λ ) obeys the constraint i ≥ j, which is specially compatible with nonlinear transformations with structural feature F2 but is not compatible to more general nonlinear changes of variables.
As a result of this combination of factors, we have the following: This will complete the proof of Theorem 1.3.
We now give the full argument. Let τ denote the transformation F = τ F 0 defined by (6.1). Let α 0 denote the sequence of ridgelet coefficients of F 0 and α the sequence of ridgelet coefficients of F . Let T denote the matrix with entries t λ,λ = [W λ , τW λ ]. Then, in a pattern of reasoning already familiar from Section 5.3,
The desired sparsity of ridgelet coefficients therefore is reduced to the following:
Lemma 6.2 T is a bounded mapping from
To prove this, we first observe that in the interesting range p ∈ (0, 1],
Recall now the approach of Section 5.3, where properties of a W λ analysis (where antipodal symmetry is imposed on the basis elements) were inferred from a traditional wavelet analysis (without the basis elements). With (ψ λ )λ denoting the ortho-basis for L 2 (dtdθ) without antipodal symmetry, suppose we can show the finiteness of
This will then imply finiteness of the norm of T . Each sum inside the supremum of (6.3) can be interpreted as calculating the (p-th power of) the p norm of the coefficients of τψλ . Thus we are interested in the assertion that the smooth deformation of coordinates (6.2) transforms 'atoms' -individual basis elements -into 'molecules' -sparse sums of basis elements. While this is not true for arbitrary deformations, it is true for deformations with the special structure considered here, when the basis obeys the peculiar constraint i ≥ j.
To explain this claim, let
Observe that Ψ j,j = Ψ j−j ,0 ; moreover, because Meyer wavelets are being used, Ψ j,j = 0 for |j − j | > 1. Also each Ψ h,0 , for h = 0, 1, −1, is C ∞ and obeys, together with all of its derivatives, rapid decay estimates. Now let ν(θ) = x 0 1 cos(θ) + x 0 2 sin(θ). The (t, θ) integral defining the wavelet coefficients can be reexpressed using Ψ j,j and ν into a one-dimensional integral of θ alone.
This integral involves three terms: two wavelets and a Ψ-factor. Observe that i ≥ j, i ≥ j . Also |j − j | ≤ 1 in order for Ψ = 0. The Ψ j,j factor may therefore be viewed as a smooth function at a scale 2 −j ; owing to the i ≥ j constraint in forming the basis, this is coarser than the scale of the other two terms. Indeed, the w i , (θ + θ 0 ) factor is either a smooth function at the same scale 2 −j (≈ 2 −j , as |j − j | ≤ 1), or an oscillatory one at a finer scale 2 −i , i > j . The w i, (θ) factor is either a smooth function at the same scale 2 −j or an oscillatory function at a finer scale.
We recall the pattern of reasoning of Section 5.5, which considered forming estimates when there were two factors in the integral, a wavelet and a transformed wavelet. The pattern was (i) for two nonoscillatory factors at the same scale, use rapid decay; (ii) for factors at different scales, observe that because i ≥ j, the finer scale factor must be oscillatory and the coarser scale factor smooth, and use integration by parts, combined with rapid decay estimates on derivatives. To apply this pattern of reasoning in the present case, we may group the three terms in our integrand into two terms and reason as before.
We divide into cases: Λ 1 , where i = j and i = j (the coarse-scale case); Λ 2 , where i > i ≥ j; and Λ 3 , where i ≥ i > j. We can then show that
with constant C independent of λ and of a ∈ {1, 2, 3}.
In the first case, we argue from rapid decay as in case S 0,0 of Section 5.5. In the second and third cases, we argue the product of the the Ψ factor with the coarser-scale wavelet (either w i, (θ) or w i , (θ + θ 0 ) as the case may be) yields a result which obeys the same smoothness and localization bounds that the coarser-scale wavelet obeys. We then use the integration-by-parts argument of cases S 0,1 and S 1,0 in Section 5.5. This completes the proof of Lemma 6.2.
Discussion
Alternate Ridgelet Orthobasis
Another natural construction of orthobasis can be made using the ideas of Sections 2-4. Define the index set
In comparison with the set Λ, notice that we may have either j > i or j ≤ i, and that ε = 0 is only compatible with i = i 0 . It is easy to see that (W λ : λ ∈ Λ ) is a complete orthonormal system for R, and so the isometry
. This alternate system of orthonormal ridgelets has an attractive "angular multiresolution" interpretation where angular behavior over coarser scales than 2 −j is represented in the transform. In the technical report version of this article, this basis was studied carefully. For reasons of space, we have omitted that analysis here.
Alternate g
Obviously the approach we have developed is not limited to the Gaussian case studied here. A natural class of examples to study is the form g 0 (x 1 , x 2 ) = g 1 (x 1 ) · g 2 (x 2 ), where g 1 ∈ S(R) and g 2 (x 2 ) is smooth away from a singularity at x 2 = 0, and on each half line is of rapid decay along with its derivatives. The simple case g 2 (x 2 ) = e −x2 1 {x2>0} is rather easy to study and yields the same qualitative conclusions as in the Gaussian case.
The Fourier-domain estimation technique that we have developed here requires a considerable amount of effort to carry out. A lot of the effort is based on the fact that we are studying objects of unlimited smoothness away from the singularity, and we want to show that the rate of decay of the ridgelet coefficients is unlimited. For general results on functions of limited smoothness, assuming only qualitative proerties of g, such as Hölder smoothness of order m, the task is in principle less challenging, because one only hopes to establish a limited rate of decay of the ridgelet coefficients. It would be useful to have an easier technique for coefficient estimation.
The report [8] developed an approach to estimation of ridgelet coefficients using Radondomain estimates, rather than Fourier-domain estimates, and wavelets of compact support, rather than Meyer wavelets. That approach could be useful in dealing with objects with limited smoothness, and might well be easier to apply in certain situations.
Curvilinear Singularity
We stress that orthonormal ridgelet analysis of an object with singularity along a curve does not, in general, yield sparse coefficients. In effect, the Radon transform of such an object has a singularity along a curve, and not just at a point. Consider for example the object
where t 0 (θ) is a smooth function of θ. As orthonormal ridgelet analysis amounts to a kind of wavelet analysis in the Radon domain, and as wavelet analysis of singularities along curves does not yield sparse coefficients, so the ridgelet coefficients of such an object are not sparse. The ridgelet coefficients of such a curved object decay, in general, no faster than the wavelet coefficients of the same object. However, with an appropriate multiscale localization of the ridgelet basis, a significant improvement over wavelet analysis can be obtained.
Higher Dimensions
Our construction of orthonormal ridgelets relies on two facts: First, the existence of orthonormal wavelets on the circle, and second, the existence of an isometry between antipodally-symmetric functions in Radon space and functions in Real space. To obtain the analogous construction straightforwardly in dimensions d > 2, we would need orthonormal wavelets on the sphere S
and an isometry for higher dimensions. The isometry exists in every dimension d ≥ 2 [12] . Unfortunately, orthonormal spherical wavelets are not known for any dimension d > 2. The next best thing to an orthonormal system is a tight frame, which obeys a Parseval relation. The article [10] constructs tight frames of wavelet-like elements on spheres of all dimensions and so obtains tight frames of ridgelets in all dimensions d > 2. It also shows how to construct k-plane ridgelets (tight frame exapnsions substituting for functions depending on k-variables)
Appendix
Radon Transform of g
The diagram in Figure 1 shows how to derive the Radon transform of g.. The Radon transform of g at (t, θ) may be viewed the integral of e −x 2 1 −x 2 2 along that part of the line L (θ,t) lying inside the upper halfplane. For θ fixed, introduce orthogonal coordinates (t, u) with t the same as the t variable in the Radon transform. Thus the line of integration in the Radon transform is expressible as L (θ,t) = {(t, u) : u ∈ R} in the new coordinates. Let u 0 denote the least value of u for which (t, u) is in both L (θ,t) and the upper halfplane x 2 ≥ 0. Also, note that by orthogonality of the coordinates, e 
Fourier Transform of S
This is essentially an immediate application of the following lemma, which will be proved in a moment. 
Lemma 8.1 LetḢ(u, v) =Φ(u/|v|). This bounded function, viewed as tempered distribution, has Fourier transform
In other words, we formŜ by multiplying the proper function Ḣ 1 by |ω 1 | 1/2 , while completely ignoring the singular term supported at 0. This works because
the singular term in Ḣ supported at the origin never enters because of the vanishing off and
It is enough to establish the formula (8.1) for tensor products f ⊗ g, i.e.
We begin with some one-dimensional Fourier analysis.Φ is a bounded function, and as a tempered distribution has, for f ∈ S, 
From f o ∈ S and integration by parts.
where −ν = −(Φ) = φ, and F o is the primitive of f 0 . For an odd function f o ∈ S, the primitive F o , viewed as a tempered distribution, has a Fourier transform which is represented by integration against a proper function, and obeys the formulâ
Note, however, that as f is real and f e is even,f e is even. This integral therefore is insensitive to the difference betweenf andf o :
and so
where h(ω 1 ) ≡ (f (ω 1 ) −f (−ω 1 ))/ω 1 . Now asφ is bounded and g and h are absolutely integrable on their domains, Fubini applies; hence
Parseval gives, for ω 1 = 0, Unwrapping the formula for h in terms off , this becomes the second term of the desired formula (8.2). As for the first term in that formula, this follows from
Proof of Lemma 5.4
Define β t (ω 1 , ω 2 ) = t e 
Proof of Lemma 5.11
Throughout this section, let 
Proof of (5.19)
Let now Ω 
