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SYNOPSIS 
This thesis reports some electron spin resonance spectra 
of V2+ and Cr3+ ions in magnesium oxide. 
Chapters I and II describe the basic features of electron 
paramagnetic resonance and its application to transition metal ions in 
insulating crystalline environments. A review of previous work on 3d3 
ions in magnesium oxide is given in Chapter III, together with the 
theory underlying the resonances observed. 
In Chapter V this theory is adapted to a previously unreported 
spectrum of V2+ in orthorhombic sites in magnesium oxide, an unusual and 
unexpected situation in this cubic oxide. With the help of a digital 
computer we find the following Hamiltonian parameters for the observed 
resonances at X-band and Q-band:- gx = ~ = gz = 1.991, 101 = O.lS2cm-1 , 
lEI = O.042cm-1 , IAI = O.0072cm-1 • The orthorhombic distortion is 
attributed to a nearest neighbour cation vacancy. 
A "forbidden" hyperfine pattern is also observed, which becomes 
allowed off-axis due to the mixing of zero field splitting and hyperfine 
terms. The observed and computed intensities of these lines were 
comparable. 
Chapter VI deals with the resonances observed from the S=2 
• hh • f 2+ i state of next nearest ne1g our pa1rs 0 super-exchange-coupled V ons. 
The spectra may be fitted to the following spin Hamiltonian: 
= Bg.H.S + 0(5 2 - %5(5+1» + A.I.S, with the following parameters: 
z 
ii 
g = g = g = 1.980, D = -0.072cm-1 , IAI = 0.004cm- l • From the 
x y z 
temperature variation of line intensity the exchange energy J is 
determined to be -60cm- l • A temperature dependent linewidth of the 
pair spectra was explained as due to spin-lattice relaxation processes 
via phonons of energy comparable to the level splittings. 
r o 11 d °b t er3+. ° h ~na y, we escr~ e measuremen s on ~ons ~n ort 0-
rhombic sites at a frequency higher than those previously used. 
In contra-distinction to measurements at X- and K-bands by other 
authors, all possible transitions were observed and their orientation 
dependence determined. The Hamiltonian parameters obtained were found 
to be consistent with those of other workers. 
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CHAPTER I 
BASIC E.P.R.THEORY 
1.1 Introduction 
The phenomenon of electron paramagnetic resonance (hereafter 
E~P.R.) finds application in many areas of scientific research, not the 
least of which is Solid State Physics. The present thesis is concerned 
with investigations of paramagnetic point defects in crystals of the 
alkaline earth oxides, especially the spectra observed when transition 
metal ions replace cations in the lattice. Such spectra give detailed 
structural information at the atomic level since impurity atoms disrupt 
the regular rank and file of the host crystal. The resonance spectrum 
will depend not only on the foreign ion but also on its surroundings. 
In the cubic alkaline earth oxides substitutional cation impurities 
experience a crystalline electric field of octahedral symmetry which 
results from the distribution of neighbouring ions. There are six 
nearest neighbour anions and twelve nearest neighbour cations. Other 
defects in near neighbour sites to the paramagnetic centre lower its 
symmetry so changing the observed E.P.R. spectrum. Such neighbouring 
defects may be charge compensating vacancies, or other impurity ions 
which may be the same as, or different from, the initial imperfection. 
An interesting situation arises when there are two or more neighbouring 
paramagnetic ions, for then quantum mechanical exchange effects become 
apparent. For example MgO, heavily doped 'with V2+ ions was a material 
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playing a majo~ role in this research work. The high concentration of 
impurity ions led to close association of V2+ ions. and spect~a attri-
butable to exchange coupled pairs of ions were observed. This is 
discussed in detail later. 
1.2 Theoretical Considerations 
The basic requirement, fo~ the observation of E.P.R., is 
that the electrons on the atoms under investigation have a resultant 
electronic angular momentum. Whether this angular momentum arises from 
a pure electron spin or from an admixtu~e of spin and orbital momentum 
depends on the system in question. Free radicals give resonances typical 
of free electrons and the observed spectra can be interpreted on the 
assumption that the orbital angula~ momentum is zero. On the other 
hand paramagnetic ions in crystals undergo various inte~actions 
characteristic of the solid state and the orbital contribution to the 
total angula~ momentum must be considered. The extent to which orbital 
momentum is involved depends on both the degree of quenching by the 
crystalline envi~onment and the magnitude of the spin-orbit coupling. 
The quenching and spin-o~bit coupling a~e in mutual competition. 
For many 3d transition metal ions the spin-orbit coupling is 
to first order relatively unimportant in its effect on the angular 
momentum, and spectra can be attributed to resonance of fai~ly free 
electrons. But for ions such as Fe2+, Co2+, Nii+ and ~~e earth ions, 
the ~everse is the case and the g-value departs greatly from 2. 
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Whatever the contributions to the electronic angular momentum, 
it remains clear that the unpaired electron acts as a small magnetic 
dipole and is influenced by an external magnetic field. If the magnetic 
moment of the electron is ~ and the applied field ~, the interaction 
between them can be represented by the Hamiltonian 
)-(: -~.~ (1.1) 
The magnetic moment is proportional to the total angular momentum ~ 
according to: 
~ = - yJ Ii (1.2) 
where y is the gyromagnetic ratio. Since the vector J has (2J+l) 
values corresponding to the different projections of this vector in 
the direction of the applied field there are (2J+l) energy levels 
available to a paramagnetic ion situated in a magnetic field. 
Paramagnetic resonance may be observed when electronic transitions take 
place between these levels. It is important to understand that owing 
to the quantisation of ~ its maximum resolved component along the field 
direction is ~nwhile the length of the vector is {J(J+l).n • 
This means that the vector is never aligned exactly parallel or anti-
parallel to the field. Instead it executes a precession about the field 
axis, the angle it makes with the field remaining constant. This motion 
is described in greater detail in the next section. 
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1.2.1 Classical approach to the resonance phenomenon 
Since we are dealing with quantum effects in matter, para-
magnetic resonance is correctly described in terms of quantum mechanics. 
However, a classical approach can be very instructive provided that the 
limitations are borne in mind. We assume a classical dipole can be 
associated with the unpaired electron, and given this, the effect of the 
external magnetic field is readily understood in terms of precessing 
vectors. 
The magnetic moment ~ experiences a torque according to 
T = lJ)( H 
- -0 
(1.3) 
when situated in an external magnetic field H which we shall assume is 
-0 
along the z direction. Since the torque is the rate of change of angular 
1'ldJ 
momentum ! = ~. 
Substituting from equations (1.2) and (1.3) gives 
'TldJ = _ ynJ )( H 
dt --0 
Multiplying by -y gives 
Equation (1.4) describes the precessional motion of a vector ~ about the 
direction of the field H , at an angular frequency w = YH. The magni-
-000
tude of w is independent of the orientation of lJ with respect to H • 0-
5 -
If now a second field HI say a microwave field is applied, 
~ will be affected by this also. The high frequency field can either be 
circularly polarised or a plane wave. The latter can be considered as two 
counter-rotating circularly polarised waves. HI is generally represented 
by a rotating magnetic vector which is in a plane perpendicular to the 
direction of the steady field ~. 
The oscillating field can be eKpressed as HK = 2Hl cos wlt, 
or in the imaginary form 
Hl = ! Hl cos wlt + i Hl sin wlt 
Hl = ! Hl cos wlt - 1Hl sin wlt 
which are the two counter rotating components. Only that component 
rotating in the same sense as ! will change the motion of the dipole. 
Considering the component rotating with ~ it is clear that if the angular 
velocity of the ~l vector is different from that of ~, only a momentary 
force would be eKerted on ~, this reversing in sign when ~ and Hl were 
closest in their orbits. The average torque due to HI is zero in this 
case. When the angular velocities of both! and Hl are equal, the 
resonance condition is satisfied and there is a constant force on ~. 
It precesses about the microwave field in addition to its precession 
about~. This precession about ~l has an angular frequency w1 = ygl 
The resulting motion of the ~ vector is helical. 
A simplification is affected if we view the resonance behaviour 
from a set of coordinates rotating with an angular frequency wl about 
H • 
-0 
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The transformation can be performed using 
d.l:!, 
= <it 
dlJ 
(dt) + ~l x ~ , 
R 
the left hand side being the time rate of change ~ in the laboratory 
dlJ frame of reference, (dt) the change of ~ in the rotating frame and 
R 
(~ x ~) the change in ~ due to the rotation. 
From (1.4) 
or 
YlJ x H = 
- --0 
dlJ 
(d"t) + Wi x ~ 
R 
dlJ 
<d-t) = YlJ x (H + WIly) R - -0 -
Comparing this with (1.4) we see that (II + w11y) represents 
-0 -
(1.5) 
the apparent fixed magnetic field, as seen from the rotating frame. 
For electron spins, Y is negative, so WIly is a field opposed to ~. 
The effective field seen by the rotating observer can be obtained by a 
vector summation of (~ + ~/Y) and ~1' and is of magnitude 
(1.6) 
The angle e between !!o and !!eff is 
e = tan-1 [ H1 ] ~o - .w1/Y (1.7) 
o At resonance w1 = wo' hence e = 90 and ~ff = lil • In this case, the 
motion of ~ as seen by the rotating observer is simply a precession about 
lil , angular frequency WI = ~1. Off resonance, ~ precesses about ~ff. 
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In a macroscopic system, the resonance is not restricted to 
just one magnetic dipole since all the spins, which point with or against 
the applied field, give rise to a net magnetisation vector~. It is this 
vector that precesses in the magnetic field. Since the anti parallel 
orientation of M with respect to H is a higher energy configuration than 
- -0 
the parallel orientation, energy is absorbed from the microwave field as 
the M vector spirals down and given up as the reverse motion proceeds. 
At this point it becomes difficult to reconcile the classical 
and quantum descriptions of the resonance phenomenon. Experimentally 
resonance is accompanied by the absorption of microwave power, and not by 
the repetitive absorption and emission implied in the simple model. 
Before abandoning the classical description in favour of the quantum 
view of resonance it is useful to mention briefly the relaxation processes. 
If the microwave field is turned off. with! in some arbitrary 
orientation. a re-establishment of the vector in an equilibrium direction 
along the field will take place, with a characteristic time Tl - This 
process requires that energy be given up by the dipole to the lattice 
and is known as spin lattice relaxation. A second process involving 
interactions between the individual magnetic dipoles making up ~, and 
known as spin-spin relaxation causes a reduction in the net magnetisation 
in the xy plane. This is due to the fact that each dipole sees a local 
varying field due to its neighbours, the effect of which is to dephase 
it with respect to all the others, since each precesses in a slightly 
different field. This randomisation of the coherence of the individual 
components making up M can be seen as a fanning out of the M vector in 
8 -
the xy plane. The characteristic time for the net magnetisation in 
the xy plane to be reduced to zero is the spin-spin relaxation time, T2• 
1.2.2 Quantum theoretical description of resonance 
The energy of an isolated ion in a magnetic field is given by 
the Hamiltonian in Equation (1.1), i.e. 
H= yl1J.H --0 
In the simplest system, J=i, and the resolved components MJ of the vector 
along ~ have values ±i. Thus the ion has energy levels EM = ±l~o. 
This may be rewritten as EM = ±~gBHo' where B = en/2mc is the Bohr 
magneton and g the spectroscopic splitting factor. Consequently the 
magnetic field splits the free ion energy levels by an amount gBH • 
o 
A time dependent perturbation containing terms in J± will connect the two 
levels, enabling electronic transitions to occur between them. The 
familiar resonance condition is accordingly hv = gBH , hv being the 
o 
microwave quantum required for the transition. The upward transition 
corresponds to an absorption of energy while the reverse process is 
manifest as stimulated emission in the presence of the radiation field. 
Clearly if the populations of paramagnets in the two levels are 
equal there is no net absorption of energy. However normally,on account 
of the levels being different in energy, the ratio of the popUlations 
will differ from unity and is given by the Maxwell-Boltzmann equation, 
+ 
hv 
exp(- -) kT (1.8) 
where N - are the populations of the upper and lower levels respectively. 
9 -
The excess of paramagnets parallel to the applied magnetic field over 
those antiparallel is enhanced at lower temperature and working at high 
magnetic fields and therefore high resonant frequencies. Defining 
+ - - + N = N + nand n = N - N , one can write the rate equation for the 
change in population of the lower state in the presence of a resonant 
microwave field as 
(1.9) 
+ 
where P- are the transition probabilities from the upper and lower states 
respectively. Under the action of the microwave radiation alone, these 
-probabilities are equal. Since N = i(N + n), (1.9) becomes 
ldn 
2dt = -Pn • (1.10) 
-2p± The solution to this equation takes the form n = n e . ,which represents 
o 
an exponential decay of the population difference under the influence of 
the resonant microwave field. The final result is an equality of 
population in the levels and no net absorption of radio-frequency 
power. If resonant absorption is to continue indefinitely then some 
mechanism must exist to return paramagnets from the upper level and so 
maintain a population excess in the lower. Relaxation processes provide 
such a mechanism. 
1.3 Relaxation Processes 
Consider the paramagnetic sample to be in zero magnetic field, 
+ -then since the two energy levels + and - coincide, N = N. On the 
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application of a field a rearrangement of paramagnets is required to 
bring about the inequality in populations of the levels. This process is 
known as spin lattice relaxation. In this case the "spin" refers to the 
individual paramagnets that contribute to the total magnetisation vector, 
and the "lattice" to all the other nuclei and electrons in the sample. 
The mechanism of spin lattice relaxation involves an exchange of a 
quantum of energy with the lattice thermal vibrations by a paramagnet 
while it undergoes a transition between levels. Since the lattice is at 
thermal equilibrium then the transition probabilities in the downward and 
± 
upward directions, W can not be equal. 
The rate equation for the lower level is by analogy with (1.9) 
which can be rewritten 
At thermal equilibrium ~~ = O. so that 
and 
dn 
dt 
= 
n = 
(n - no) 
T1 
(l.lOa) 
(1.11) 
where this spin-lattice relaxation time is Tl = 1/O~+ + W-). This is a 
- 11 -
measure of the time taken for energy to be distributed among the lattice 
phonons and for thermal equilibrium to be re-established. The combined 
effects of the microwave field and spin-lattice relaxation on the 
difference in population can be expressed in one equation by uniting 
(1.10) and (1.11) 
dn 
dt 
At thermal equilibrium 
n 
(n - n ) 
= -2Pn ~ 0 
Tl 
- (1.12) 
It can be seen then, that provided 2PTI is small and 
preferably «1, then the population difference in the presence of both 
spin-lattice relaxation and radio frequency power remains much as if 
there were no power applied. It will be seen in the next section that 
P « H12, for this reason it is usual to operate at low power levels 
unless saturation is specifically required. 
1.4 Energy Absorption by the Sample 
If n (equation 1.12) is the popUlation difference in the 
presence of a radio frequency field and spin-lattice relaxation, then 
the rate of absorption of energy is given by the expression 
dE 
dt = (1.13) 
where P and hv have the same meanings as before. From time dependent 
perturbation theory we can obtain the expression for the stimulated 
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transition probability from the lower to the upper level as 
(1.14) 
where w = transition frequency, w = applied microwave frequency and V 
-+ 
is the amplitude of the perturbation. This perturbation may be written 
as the products of the amplitudes, V, and a time dependent part f(t); 
vet) = V.f(t) 
For the two level system considered here, this takes the form 
vet) = 2gSH1Jx.cos wt. the x-component of J being the perturbation 
operator since Hl is perpendicular to Ho'. We also assume that Hl « Ho' 
thus perturbation theory applies. 
Accordingly from equation (1.12) 
2wg2~2H12 2 
P = 1 <-I J x 1 +> 1 6 ( w _+ - w) 
n2 
<-I = <-!I, <+ I = <+!I 
and 
where the line shape function g(w) has been substituted for the delta 
function. Owing to the Uncertainty Principle, no energy level is 
perfectly sharp. There is always a spread in energy of the order 
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E ~ ~ , where 6t is the lifetime of the electron in the upper state. 
For this reason, the restriction imposed by the delta function is too 
rigorous, since absorption lines have a finite frequency spread about the 
central frequency w • This range of frequencies is defined by the line 
-+ 
shape function g(w), which is normalised when 
If we assume a specific shape for the resonance line, for 
instance a Lorentzian form that results mathematically from the assurnp-
tion of exponential decays of differential population, we can derive an 
. f dE expreSS10n or dt. 
Let 
g(w) 
then 
p = 
7h2(l + T22(w - w_+)2) 
where y replaces gain, and 6w = (w - w_+). 
Hence using equation (1.13) 
= 
dE = 
dt 
y2Hl2T2 1 
n hv. ----..;~---- • ------------
o 2(1 + T226w2) 
noh\ly2H12T2 
= 
Now from (l.lOa) 
14 ... 
Since 
-
n + 
n +w+ W W 0 = n = 0 0 , W+ n 
0 
w+ - W-
W+gBH 
• 
= 
0 
• • kT 
We make the approximation W+ = Wl where W 
• 
• • 
NgBH 
o 
= 
1 - gBH 
kT 
Also it is noted that the static susceptibility for a two level system 
X is given by the expression 
o 
Hence the energy equation can be written 
dE = Cit 
The maximum absorption of power occurs at the centre of the resonance, 
where IJJ = IJJ • 
o 
• 
• • 
dE (dt) 
max 
= 
X H 2T Ul 2 
o 1 2 0 (1.15) 
For a system with a very short spin-lattice relaxation time - i.e. one 
that is not liable to saturate 
(dE) = 
dt max 
X H 2T IJJ 2 
o 1 2 0 (1.16) 
The ratio (1.15) to (1.16) gives the saturation factor: __ .;;;1;...... __ • 
1 + y2H12T1T2 
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This factor shows that if too much power is applied to a system where 
Tl , T2 are not very short, then a reduction in the maKimum power absorbed 
takes place. This reveals itself as a reduction of peak intensity of the 
observed spectral line. 
It is a useful eKercise to compare the power absorption as 
calculated by counting the number of radiation induced transitions per 
second, with that obtained by considering the absorption of power from 
the oscillating magnetic field by the paramagnetic s3mple. In the second 
case we are concerned with the susceptibility of the whole specimen. 
For slowly varying magnetic fields, the susceptibility will be normal 
since the mechanisms responsible for re-orientation will have time to 
act. But for high frequencies the susceptibility falls since the 
individual paramagnets have no time to relax. By analogy with phase lag 
in alternating current theo~,we can speak of an out of phase magnetisation 
in addition to the reduced component in phase with the magnetic field. 
It is convenient to define a complex susceptibility. X = X' - iX". 
where X is the in phase part and the imaginary part is the out of phase 
component. An applied field 2Hl cos wt induces a magnetisation 
M = 2x'Hl cos wt ... 2x"H1 sin wt • 
dM 
Since the energy of a magnetic dipole ~ in a field Hl is ~'dt per unit 
volume per second. over one cycle 
E -
- J
21r IW 
H(dl1/dt)dt 
o 
and the average rate of absorption of energy becomes 
- 16 -
(~).: ~ J2 Tr lW 4H 2W(X" cos2wt - X· sin wt cos wt) dt 2Tr 1 
o 
: 2wX"H 2 1 (1.17) 
The rate of absorption of energy depends then on only the complex part 
of the nass susceptibility in addition to the frequency and the field. 
Comparing (1.16) with (1.17). it is seen that the peak imaginary 
susceptibility is given by the expression 
x" = ~x w T2 • o 0 
x"/x - 103 o • 
This shows that the resonance method of detecting paramagnetic 
susceptibility is very sensitive and also improves with frequency. 
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CHAPTER II 
IONS IN CRYSTALLINE LATTICES 
2.1 The Crystal Field 
The results obtained in Chapter 1 were for an electronic system 
with total quantum number J=i. The situation will not necessarily be so 
simple when the paramagnetic entity is present in an insulating crystal. 
Spin and orbital angular momentum mayor may not couple to give a 
resultant ~, depending on the magnitude of the crystalline electrostatic 
field. Three cases are generally distinguished since the method of 
incorporating the crystal field into the overall Hamiltonian depends on 
the strength of the crystal field. Since perturbation methods are usually 
employed, it is necessary to determine whether spin-orbit coupling is 
applied as a perturbation to the crystal field, or vice versa. 
If the reference ion is one of the rare earth group, the effect 
of a crystalline electric field on the deep lying unpaired 4f electrons 
is small. The L-S coupling is not disturbed and Land S precess about 
the resultant total angular momentum, J. ~ in turn precesses about the 
direction of the magnetic field when this is applied. and the resolved 
components, MJ • label the resulting 2J+l energy levels. In calculating 
the energies of these levels, the crystal field is considered to be weak 
and is applied as a perturbation after the effects of spin orbit coupling 
have been considered. 
18 
When electrons are less well shielded from the crystalline 
environment as in the transition metal ions s the electric field may be 
strong enough to uncouple ~ and~. ~ now has no meaning, and the orbit 
and spin angular momentum vectors precess independently about the electric 
field. Owing to quantisation of the orbital angular momentum by the 
internal fields the observed orbital magnetic moment is reduced or even 
eliminated for all normal magnetic fields. This is the effect known as 
quenching of the orbital angular momentum. ML and MS are the proper 
quantum numbers, levels having different ML values being split in the 
crystal field. Since this splitting is usually quite large, being of 
the order of l03cm-l only the lowest level is appreciably populated with 
electrons at normal temperatures. For the case of this medium to strong 
crystal field, it is usual to treat the effect of the crystal field on 
the free ion terms and then apply spin-orbit coupling as a perturbation. 
The effect of the interaction remaining between ~ and ~ depends, of 
courses inversely on the strength of the crystal field. 
For strong to very strong crystal fields, not only is spin-
orbit coupling broken down, but also the coupling between spins of the 
individual atoms. In such cases the individual spins tend to pair off, 
leaving a single unpaired electron. Both the free ion spin magnetic 
moment and the orbital moment are reduced. The case corresponds to a 
covalent bonding between the reference ion and its neighbours s which 
implies a degree of overlap between bonding orbitals. This makes for 
added difficulties in the treatment of strong field complexes. 
19 
Because of its relevanc~ to the present measurements the 
treatment of paramagnetic ions in crystalline lattices having medium 
crystal fields will be outlined. If the interaction between the ion in 
question and its diamagnetic environment only is considered, neglecting 
for the present the effects of other neighbouring defects, the field is 
made up of contributions from all the other electrons and nuclei in the 
crystal. Calculation of the field in this manner is not possible at 
present, so approximate methods have to be adopted. The most frequently 
used of these is the crystal field theory developed by Bethel and 
Van Vleck2. Essentially, it assumes that the ions, atoms or molecules 
surrounding the reference ion can be represented by point charges or 
point dipoles which lie wholly outside it. Care must be taken in not 
extending this theory too far when the bonding between neighbours is 
more covalent than electrostatic, for the exchange of electrons overrides 
the assumption of "wholly external point charges". 
Since the symmetry of the crystal field is determined by the 
symmetry of the point charges around the reference ion, the splitting 
of the energy levels of the latter can be evaluated qualitatively by group 
theoretical methods, although the magnitude and sign of the splitting can 
not be obtained in this way. Consider the free ion, one electron 
solutions to the Schrodinger equation. 
These can be written in the general form: 
where R(r) is dependent on the radial distance from the nucleus, and $ is 
s 
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the spatial independent spin function and yml are spherical harmonics 
depending on the polar angles e. t. Under spherical symmetry ~ is 
invariant. but in a crystal field which has a symmetry lower than 
spherical. this may not be the case. We derive first a representation 
for which the ~ form a basis under full symmetry and then examine the 
ways in which this representation is reduced with respect to a lower 
symmetry group. For full spherical symmetry. the group of interest is 
the full rotation group in three dimensions which contains an infinite 
number of rotations about each of an infinite number of axes. Despite 
this. finite dimensional representations do exist. The simplest case 
occurs for rotations about the z axis. Since ~ is independent of 
s 
orbital functions it can be ignored. as can R(r) since it has no 
angular dependence. Restriction of rotation to the z axis makes e 
invariant also. For a rotation through angle a about the z axis we have 
the transformation e + e. t + t + a. and the spherical harmonics 
ym 1( e •• ) become 
since 
m y 1 (e.~) = 
The transformation matrix acting on the column vector representing the 
yffil is therefore 
i(1-l)o. 
e 
This has the character 
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..... -i1a 
e 
_ sin(1 + :)a 
x(a) - sin(1/a) for (a 1- 0). 
Comparison of the characters of operations within this full 
rotation group with those taken from character tables of the required 
crystal symmetry will enable a reduction of the representation to be made. 
Consider for example the f-electr9n wave functions which have spherical 
harmonics of the form 
• .In ( ) = (_l)m {l. (3 - mH}i p(m) e im'. 
I 3 e.. ~w (3 ~ m)! 3 cos e 
The rotation matrix of these functions for an angle a about the z axis 
has character 
x(o.) sin 70./2 = ~-~-. sin 0./2 
If the atom or ion is placed in a square planar environment with ligands 
along the ix, iy axes, or in an octahedral complex with a very large 
tetragonal distortion, the degeneracy of the f-electron levels is lifted. 
The ion in a square planar environment has point symmetry D~h,for which 
the character table (rotations only) is:-
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D4h E 2C4 C2 2C ' 2 2C " 2 
alg 1 1 1 1 1 
a2g 1 1 1 -1 -1 
bIg 1 i -1 1 1 -1 
b2g 1 -1 1 -1 1 
e g 2 0 -2 0 0 
alu 1 1 1 1 1 
a2u 1 1 1 -1 -1 
blu 1 -1 1 1 -1 
b2u 1 -1 1 -1 1 
eu 2 0 -2 0 0 
For these rotations, the characters of the full rotation group are 
X(E) = 7, X(C4 ) = -I, x(C2) = x(C2') = X(C2") = -1. 
This representation is reducible to a linear combination of D4h 
irreducible representations which can be shown to be a2u + blu + b2u + 2eu• 
If rotations only were considered, the even (g) representations would 
fit equally well. However f-orbitals are not symmetrical under reflections 
in planes containing the C4 axis, and consequently the uneven subscripts 
are added. In physical terms, this reduction in symmetry corresponds to 
a splitting of the f-orbital energy levels by the crystal field:- a 
single, sevenfold orbitally degenerate level is split into three singlet 
and two doublet levels. 
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This result derived for the one electron case is equally 
applicable to terms appropriate to a multi-electron system. The M 
s 
value for one electron wave functions is replaced by Ms for many electron 
systems, and there is a direct correspondence in the behaviour under 
crystal fields between sand S, p and P, d and D and f and F electronic 
2+ 
states. For example Co has seven 3d electrons and has, according to 
4 4 Hund's rules, a F ground state. In tetrahedral symmetry, Td, the r-
state splits into a singlet and two triplets according to A2 + Tl + T2• 
The terms "Gerade" or "Ungerade" now have no meaning since a tetrahedral 
environment lacks inversion symmetry. 
By symmetry arguments alone, the decomposition of free ion 
terms in chemical environments can be explained, but to obtain information 
about the state energies, more quantitative methods must be employed. 
2+ For instance, which of the three states of Co is lowest in a tetra-
hedral field can be seen by considering the spatial relationship between 
the f electron orbitals and the ligand ions. The splitting of the F-
state will then be analogous, except that we are dealing effectively 
with two d electrons outside a half filled shell. Although this may 
invert the order of the levels it will not alter the number of levels or 
the splitting between them. 
The real forms of the f orbitals are obtained by taking the 
linear combinations of the imaginary parts of the solutions of the one 
electron Schr6dinger equation. These can be divided into three types 
according to the directions in which the lobes point:- f is alone, 
xyz 
having lobes directed towards each corner of a cube or through the faces 
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of an inscribed octrahedron; f z(Sz2-3r2)' f x(Sx2_3r2)' fy (sy2_3r2 ) have 
lobes directed along the axes, while f x(y2_z2), fy(z2_x2), fz(x2_y 2) have 
lobes predominantly between the axes. Quantitatively, it can be seen 
that a tetrahedral distribution of charges, where ligands occupy alternate 
corners of a cube surrounding the ion, will leave the f orbital highest 
xyz 
in energy owing to the repulsion between the electrons of the orbital 
and the negative ligands. The set of orbitals directed along the axes 
will be affected least by the crystal field. while the f x(y2_z2) 
type will lie intermediate in energy in the field. The result is that 
for one f-electron the A2 singlet lies highest in energy. with the Tl 
triplet level as the ground state. 
For the "two electron" case of divalent cobalt the order of 
energy levels is inverted. This can be seen from a more rigorous 
treatment of the splitting. which leads to numerical values for the 
energy differences between levels as well as the wave functions for 
the orbitals involved. Consider the potential set up at the central ion 
by the surrounding ligands which in tetrahedral symmetry takes the form 
4 
v( ) = I: ez./rij xyz i=l ~ 
th 
where rij is the distance of the i ligand with charge zi from the 
central ion at point (xyz). Since the ligands are at the points 
(±a/l:3. ;a/l:3. a/l3) and (ta/l:3. +a/l:3. -a/I3>. where a is the dimension 
of the unit cube, V(xyz) can be evaluated in terms of spherical 
harmonics up to order six. The reSUlting expression can then be used 
as the perturbation on the electronic term the Hamiltonian. A secular 
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determinant may be set up and solved, the eigenvalues of which are the 
energies of the levels split by the crystalline field. Eigenfunctions 
corresponding to these energies may also be derived. 
2+ The example of the Co ion serves to illustrate the 
characteristic behaviour of an ion in a weak to medium crystal field. 
It is not intended as a comprehensive treatment of the subject, nor 
should it be assumed that other ions behave similarly. Each case has to 
be treated individually, and although many similarities arise between 
different ionic members of the transition groups, the final ground state 
depends intimately on the ion and the crystal field in which it resides. 
Specific cases of interest in this work will be treated in greater detail 
later, where appropriate. 
The presence of the crystal field results in one ionic energy 
level being lower than the others. It is in this level that electronic 
transitions can be excited under suitable conditions. It is not usual 
for the ground state to retain a high degree of orbital degeneracy, since 
this is often removed by the crystal fields of lower symmetry, or by . 
spin-orbit interaction. There results a further splitting of the levels. 
As a simple illustrative example consider a reference ion 
surrounded by six negative ligand ions equidistant along the tx, ±y and 
±z axes. The central ion then resides in a field of octahedral symmetry 
0h. If the ion has four d electrons giving rise to a free ion SD ground 
term, a SE term will be lowest if the crystal field is not too strong. g 
Suppose now that the ligands on the tz axes are pulled further out, 
resulting in a tetragonal distortion and D4h symmetry. The orbital 
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5 5 doublet ground state splits into two orbital singlets Blg and Algt 
5 
while the triplet upper level. T2g in the octahedral field, splits 
5 5 into E and B2 • The same result can be obtained qualitatively and g g 
less rigorously by inference from the effect of field distortions on 
the electron d-orbital energies. The lowest orbital singlet is still 
five fold degenerate in spin, but will be further split by fields of 
orthorhombic symmetry or by spin-orbit coupling. If the splitting is 
not too great, resonance transitions may be observed between the spin 
levels. 
It is useful at this staae. as a guide to discovering the 
nature of the final ground state of an ion in a crystalline lattice. to 
introduce two theorems due to Kramers, and to Jahn and Teller respectively. 
Kramers' theorem states that in a system containing an odd 
number of electrons there will always be levels left with at least a two-
fold spin degeneracy in the presence of an electric field, no matter what 
the symmetry. This degeneracy is related to the invariance of the system 
under time reversal provided magnetic fields are not present. In the 
absence of a magnetic field, the Hamiltonian contains only even powers 
of the momenta of electrons, since for example kinetic energy = pl/2m. 
On time reversal, the energy is unchanged in sign. But with a magnetic 
field present the linear term SH(L ... 2S) 
-- -
is included. which suffers 
a change in sign with time reversal. This implies a lifting of the spin 
degeneracy by a magnetic field. 
By applying the time reversal operator T to the eigenfunctions 
of an electron system it can be shown that V and TV, which belong to 
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the same electron level, since ~ and T commute, are linearly independent 
only if n is odd. If n is even, the level degeneracy is lifted by an 
electric field. 
The Jahn and Teller theorem indicates that non-linear molecules 
or complexes with orbitally degenerate ground states will distort 
spontaneously to remove all or part of this degeroracy. !<ramers' doublets 
are not affected since they are not spatially degenerate. The reason 
for the distortion is the lowering of the energy of the system. The 
simple case of a d9 complex in an octahedral field can be considered. 
This has a lower filled T2 level and an upper E level containing three g g 
electrons. These electrons can have two configurations:-
where d(x2 - y2), d(z2) represent the d electron orbitals with lobes 
pointing along the x and y axes and along the z axis, respectively. 
In the first configuration the ligands along tz will be less strongly 
repelled than those along the other coordinate axes. A more stable 
structure will result if the complex distorts by a lengthening of the 
tx, ty bonds. Similarly, the ionic environment will be more stable in 
the second configuration if the tz bonds lengthened. Which of these 
possibilities occur is not obvious. A distortion along a fixed direction 
would result in a static Jahn-Teller effect, whereas if the structure 
resonated between them, a dynamic effect exists. Whether the distortion 
is static or dynamic, there results a lowering of the symmetry at the 
ionic site, and a consequent lifting of orbital degeneracy of the levels. 
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It may be instructive to note the complexes in which Jahn-
Teller distortions are anticipated. Considering again octahedral 
symmetry, it is clear that no distortion occurs for spherical distribution 
of electrons. In the 3d group the spherical symmetric ions are 3d3, 
3dS (weak field), 3d6 (strong field), 3d8 and 3dlO• If an electron is 
removed from any of these, a non-spherical charge distribution occurs. 
The complexes in which distortions can be expected are set out below. 
Since the T2g orbitals are little influenced by the ligands, the 
greatest distortions occur when there is an odd number of Eg electrons. 
This is not necessarily the case when there is extensive covalent bonding 
between the central ion and its neighbouring ligands. 
Strong Jahn-Teller Effect: 
High Spin d4 (T }3 2g (E }1 g er
2+ 
• 
Mn3+ 
ww Spin d7 (T }6 (E )1 2g g C 2+ o • Ni
3+ 
d9 (T )6 (E )3 2g g Cu
2+ 
• 
Ag2+ 
High Spin d6 (T }4 (E )2 2g g re
2+ 
Weak Jahn-Teller Effect: 
d1 (T )1 (E }O 2g g T1
3+ 
• 
sc2+ 
d2 (T )2 (E )0 2g g V
3+ 
Low Spin d4 (T )4 (E )0 2g g C 2+ r • Mn
3+ 
Low Spin d5 (T )5 (E )0 2g g Fe
3+ 
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2.2 Spin-Orbit Coupling 
As we have seen, crystal fields, whether they be purely of 
one symmetry or a combination of more than one, give a ground state which 
is orbitally non-degenerate, but still degenerate in spin. The magnetic 
field will split the spin states, enabling E.P.R. transitions to be 
induced between them. Before these levels can be fully defined, the 
effect of spin-orbit coupling must be considered. Mention was made at 
the beginning of Chapter I, that the resultant angular momentum of an 
electron can be made up of spin plus orbital angular momenta which are 
added together through the effect of spin-orbit coupling. This coupling 
arises, since the moving electron in the electric field of the nucleus 
experiences an effective magnetic field. The electron spin interacts 
with this orbitally derived field, giving overall an effective coupling 
between spin and orbital angular momenta. The operator representing the 
perturbation by spin-orbit coupling is, for one electron, tl.~ where 
the coupling parameter t can be shown to be 
t = 
where r is the radius of the d electron orbital. 
For a term, the one electron operator is summed over all the 
electrons to give the familiar result 
AL.S 
where A = 1t/2S. 
This result is only exactly true when the electric field experienced by 
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the electrons is spherically symmetric. The approximation is good enough 
for ions in weak or medium crystal fields, but breaks down in the presence 
of extensive covalent bonding. The effect of spin-orbit coupling on the 
electronic ground state can be found by applying A~.~ as a perturbation 
since we are dealing with crystal fields of only medium strength. 
The resulting ground state contains an admixture of the higher levels, 
and consequently there is a partial reinstatement of orbital angular 
momentum. The latter was, we remember, quenched by the medium crystal 
field. The amount of orbital angular momentum mixed into the perturbed 
ground state is of order A/6 where 6 is the crystal field splitting. 
It is clear that because of this admixture, transition metal ions do not 
behave exactly as spin only paramagnets. On the other hand, rare earth 
ions have considerable amounts of orbital angular momentum in their 
ground state since spin-orbit coupling is a major contributor to ground 
state energy. Therefore the E.P.R. spectra depart rather less from pure 
spin phenomenon for the transition ions than for the rare earth ions. 
2.3 Other Interactions affecting the Ground State 
There are a few other contributions to the ground state energy, 
that can be considered prior to the introduction of an external magnetic 
field. They are much less important than the crystal field effects and 
spin-orbit coupling, and may give energy shifts several orders of 
magnitude smaller. The first such effect occurs when the ion possesses 
a nuclear spin, I > O. which can interact with the electronic spin to 
produce hyperfine structure. Nuclear hyperfine structure may be divided 
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into two parts. Firstly the anisotropic or magnetic dipole term may be 
written as 
[ 
S.I. 3(s.r).(I.r)] 
B B -- -- --
=ggNN--;-- 5 
r r 
where g. gN are the electronic and nuclear g-values and B, BN the Bohr 
(electronic) and nuclear magnetons respectively, ~ is the separation 
between the electron and nucleus, and ~.! are the electronic and nuclear 
spins respectively. This is a purely classical effect. When S and I 
are quantised along H this expression can be written to first order as 
-0 
= Be <3cos2e-l) S I ggN N r3 z z t 
e being the angle between rand H. Secondly an isotropic interaction 
- -0 
derived from the relativistic Dirac equation and known as the Fermi 
contact term, takes the form:-
" ~(SI = ¥. ggNeBNI IP2 (O) I~.! 
Since ~2(O) represents the unpaired electron spin density at the nucleus, 
}-{~1 has non-zero values only when there Is a finite probability of an 
electron being found at the nucleus. We should only expect contact 
hypcrfine interaction then, if the electron were in an a-like orbital. 
Nuclei with spin I > ! also possess a quadrupole moment, which interacts 
electrostatically with the electric field gradient produced by the 
surrounding valence electrons and other nuclei. The effect is to shift 
the hyperfin~ energy levels and to enable otherwise forbidden transitions 
between hyperfine levels to occur. 
32 -
The above types of electron-nuclear coupling have counterparts 
when interactions between electrons are considered. The appropriate 
dipole-dipole interaction is 
Is .S2 3(Slor)(S2 or)] 2 2 -1 - __ -...;;;. __ -__ -_ = g e -r3 r S 
whilst the exchange interaction may be written as}-l~s= Jl~1.~2. 
The coefficient J l2 is defined as 
J12 = II ~1(rl)'~2(r2)'r:: ~1(r2)'~2(rl)dTldT2 
and represents the exchange integral for a two centre system. These 
interactions are considered in greater detail later. 
2.~ Magnetic Field Effects 
When a magnetic ion is placed in an external magnetic field H 
-0 
the vectors ~, Land! are scalar coupled to ~ as in the Zeeman effect, 
while r is vector coupled to H giving rise to diamagnetism. The 
- -0 
electronic Zeeman term in which originates the electron paramagnetism is 
given by 
SH • (L + g S). 
-0 - e-
where g is the free spin g-value. The corresponding nuclear Zeeman 
e 
term is 
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The diamagnetic term may be written as 
E (H )( r.)2 i -0 -l. 
Since it shif+:s 'all lc\reh C '1n~1.ly it is usually neglected. 
Since for E.P.R. )-1N is also small, it is neglected except in cases where 
it is a convenient thumb-print for the atomic species concerned. Thus 
the electronic Zeeman term is the dominant interaction between the 
magnetic field and the electronic ground state. The significance Ofr1z 
is that it describes the splitting of the spin degenerate ground state. 
2.5 The Spin Hamiltonian 
It is helpful at this stage to summarise the terms in the total 
Hamiltonian which describe the ion in the crystal field when subjected 
to an external magnetic field. The total Hamiltonian is written as 
(2.1) 
contains the electronic kinetic energy, nuclear attraction and coulomb 
repulsion between electrons. These interactions result in the splitting 
of a given electron configuration into terms. When the ion is placed 
in a medium crystal field,}-(c comes into play and the terms are split 
into energy levels. These levels are in turn modified by )-(LS =>.~.! 
and finally split by}-tz = li(Lt2~) into spin levels. In some cases it 
is necessary to consider interactions between electron spins, and for 
3~ -
this reasont-{s is included. These spin levels may be further split if 
a hyperfine interaction tiS1 is present. Contributions from nuclear 
Zeeman. electric quadrupole and diamagnetic terms are small. 
The contributions to the final state energies of the levels 
between which magnetic resonance transitions are induced may now be 
listed in descending order of magnitude. 
H 1 .. lOS cm-1 
)-( c .. 104 cm- 1 
)-( LS .. 102 cm-1 
Hz" 1 cm- 1 
Hss zero to 103 cm-1 {Iw~ln(~,;:.:' inlerio(;ic c=·~C'<1"!,rl':'e) 
H .. 10-2 cm-1 S1 
Thus only the lowest term associated with Hl is investigated by para-
magnetic resonance. The collective effect of crystal field and spin-
orbit coupling on this lowest term is to produce a number of levels 
between which the resonance transitions are observed. The number of 
these levels is not necessarily related to the free ion spin value 
owing to tho complex splitting and mixing to which the electron configu-
ration is subject in the crystal field. For this reason it is customary 
to speak in terms of a "fictitious spin" being associated with the lowest 
.. 
set of energy levels. A spin S is assigned when there are 25+1 levels, 
whether or not these are pure spin states. It is the number of states 
produced by a magnetic field which is the important factor. 
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This fictitious spin is used in an "effective spin Hamiltonian" 
which describes the paramagnetic resonance properties of the system, 
without going into details of the complicated interactions that give 
rise to it. The effective spin Hamiltonian is derived from the general 
Hamiltonian by applying perturbation theory in second order to the orbital 
levels only, leaving electronic and nuclear spin operators alone. 
No representation is chosen for! and ! and the resulting expression in 
! and ! is the required spin Hamiltonian. The actual energies of the 
lowest group of levels are the eigenvalues of this derived operator. 
Considering a simplified form'of the general Hamiltonian (2.1), 
the perturbation on the crystal field ground state is of the form 
We have omitted }-(SS since it will be treated in greater detail later. 
HI . 3 may be written as 
eH.(L + g S) + AL.S.+ Al.S. 
- - eo- -- --
A second order perturbation involving the ground state 10>, which is 
considered orbitally non-degenerate, and excited states In> leads to an 
expression of the form 
where 6ij is the Dirac delta function and Aij is defined as 
L <OILi In><nILj 10> 
n10 E(n) - E(O) 
-
-
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The indices i 9 j refer to cartesian coordinates. J-( S can be written in 
the more concise form 
Hs = 2 - -6~.g.~ + AI.S ~ 6 H.A.~ + S.D.S • 
- -where g. A and D are second rank tensors. 
The first term is the energy of a spin system in a magnetic field 
described in terms of the g-tensor which may be anisotropic. The angular 
momentum operator which had previously appeared is taken into account in 
this second rank tensor. The previous coupling between ~ and ~ has been 
replaced by an overall anisotropic coupling between ~ and~. The second 
term represents the hyperfine interaction. Since the third term, which 
represents a paramagnetic susceptibility is spin independent. it is 
usually ignored for the purposes of E.P.R. The fourth and final term in 
equation (2.1) is the second order effect of the spin orbit coupling 
-which for anisotropic A, represents a zero field splitting of the energy 
levels. To see how this arises. consider a weak anisotropy resulting 
from an axis of symmetry. We can then write 
= A xx = = 
The other tensor components are zero. 
Then 
-S.D.S = -A2AijSiSj 
reduces to 
-A2[A S 2 + A (S 2 + S 2>1 II z 1 x y 
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This can be rewritten after some manipulation as 
1~S(Stl)~2(AIl t 2~) t DISZ2 - Y3S(Stl)1 
with D = ~2(Al - All ). 
The splitting of levels in the absence of a field arises out of the 
second term since the first term represents a constant shift of all the 
energy levels. For the case of S = ~2 the level M = 3k is separated 
s 
from the level Ms = i by D[(3~)2 - (i>2] = 2D. 
Fields of orthorhombic symmetry imply A ~ A ~ A and the 
zz xx yy 
other elements zero. This results in a term E(S 2 - S 2) being necessary 
x y 
to describe further splittings of the levels. For this case of ortho-
rhombic symmetry, the spin Hamiltonian can be written in terms of 
components, making the assumption that the same principal axis system 
applies to all terms. It takes the form 
)-(S = a(g H S + g H Sx + iLH S ) + D[Sz2 - lj3S(Stl)] fJ z z z x x -y y y 
+ E(S 2 - S 2) + A SzI + A S I + A S I • 
x y z z xxx yyy 
To obtain the energy levels from this spin Hamiltonian we have to solve 
the secular equationr-(s~ = £~ to find the eigenvalues £. Alternatively, 
if the terms in D, E and A are very much smaller than the Zeeman term 
a perturbation procedure may be adopted to find the resultant energies. 
These methods will be applied to specific examples of interest in this 
work, in the later chapters. 
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To summarise, the importance of the spin Hamiltonian lies in 
the fact that it is possible to give a concise description of experi-
mental results without recourse to a detailed description of the 
physical mechanisms giving rise to them. Thus g • g , g • D. E. A , 
x Y z x 
Ay. Az are related to the experimental results. It is then up to the 
theoretician to relate them to the interactions within the system in 
question. 
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CHAPTER III 
MAGlffiSIUM OXIDE AND 3d3 IONS 
3.1 The Host Lattice 
We discuss first the nature of the host lattice, since its 
role is not altogether a passive one. 2+ The diamagnetic ions Mg and 
02- both have the neon closed - electron-shell configuration. 
The bonding between ions in the lattice is highly ionic and consequently 
magnesium oxide is an insulator with a large band gap. The crystalline 
form is unreactive with water and air at room temperature, so can be 
kept without taking special precautions. It provides an ideal medium 
for studying the E.P.R. of paramagnetic species. 
The structure is face centred cubic. the divalent anions and 
cations being situated respectively at the vertices of two inter-
penetrating sublattices of face centred cubic form. The unit cube of 
the oxide is composed of four magnesium-oxygen units situated at the 
following positions: 
Mg2+ (0.0.0), (o.i.~); (~.O.!); <i.2,O), 
02- (i.o,o), (0.1.0); (o.o.!), (2'!'~). 
The vertices of the unit cell of the bravais lattice can then be defined 
Ly the points (0,0.0); (1,0,0); (0,1.0); (1.1,0); (0,0.1); (1.0,1); 
(0.1.1); (1.0.1). For pure MgO. the length of a I100] type edge is 
4.2~ 1, This is the distance between next nearest neigbour magnesium 
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ions, while the distance between nearest neighbours along a [110] axis 
is 2.97~. Since the ionic radii 20f Mg2+ and 02- are respectively 
0.65~ and l.40~, the radius of the largest sphere that can be fitted 
between the atoms in the lattice is 0.09~. This implies that all 
impurities entering the perfect crystal, whether as atoms or ions. are 
of substitutional type since all covalent and all ionic radii for the 
+ elements except H exceed this value. In reality, perfect crystals 
are virtually non-existent and impurities may lodge for example at 
dislocations or in regions of modified crystal structure. However para-
magnetic species at substitutional sites will produce spectra whose 
intensities will sum coherently over all the similar sites in the crystal. 
This is unlikely to be the case for spins at randomly oriented rnacro-
scopic defects, so in E.P.R. the perfect crystal ideology is followed. 
The range of ions detected by E.P.R. in magnesium oxide is 
large. All ions of the first transition series except scandium have 
been identified in one valence state or another. There is no evidence 
to suggest that scandium exists in ionic form in other than the 
trivalent state, in which case it is diamagnetic. No discussion of the 
resonance of transition metal ions apart from those with 3d electrons 
will be entered into here. 3 A recent review paper contains references 
for work up to 1968 on these species in alkaline earth oxides. The 
+ 2+ 3+ 4+ transition metal ions with three 3d electrons are Ti , V • Cr and Mn • 
5+ 6+ k Any others, e.g. Fe • Co are not nown. The ionic radii of these 
ions is 0.96, 0.72, 0.64 and 0.52 respectively. It is clear from the 
existence of their spectra that the last three substitute readily for 
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Mg2+ in the magnesium oxide lattice. Their size is not too different 
o . f 2+ i+ • 1 i from the O.6SA rad1us 0 Mg • But T 1S too arge to enter a magnes urn 
site without seriously deforming the lattice. Furthermore, the univalent 
state is apparently unstable. so spectra from this ion are unlikely to 
be observed in this host. A short lived spectrum attributed to Ti+ has 
been observed in irradiated Ca04, but in this case the size of the substi-
tuent differs only sliehtly from the O.99R radius of the calcium ion. 
Magnesium oxide crystals may be grown from the melt, but 
owing to the melting point being near 28000 C, an electric arc is normally 
required to cause fusion. Small quantities of a desired impurity may be 
incorporated into the crystal by thoroughly mixing the oxide of the 
desired transition metal into the starting powder. The magnesium oxide 
must be of the highest possible purity since this substance almost always 
contains paramagnetic ions in its commercial state~ In addition to the 
transition metal oxide. other additives may be included to provide 
alternative charge compensation for the paramagnetic centre should 
this be necessary. This will be discussed at greater length later. 
The thoroughly mixed powder is compressed around two or more carbon 
electrodes in a firebrick crucible and an arc struck. A region of molten 
oxide is formed in the vicinity of the electrodes whereas the outer 
layers of powder generally remain solid during the operation. This 
prevents rapid cooling of the liquid zone, thereby enabling large 
crystals to form on solidification. These crystals are of varying size, 
and the degree of doping varies through the melt, being greatest nearer 
the position of the electrodes. As an example, some MgO doped initially 
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with V20S showed predominantly pale green crystals throughout most of 
the boule. Nearer the electrodes however, the melt appeared black. 
It was in these black crystals that spectra attributable to next nearest 
2+ 
neighbour super-exchange coupled V pairs were observed. 
3.2 The 3d3 Ions 
Before discussing the spectra so far observed for 3d3 ions in 
magnesium oxide the origin of the ground level will be briefly explained. 
This electron configuration, having three d electrons outside an argon 
4 
closed shell, will according to Mund's Rule give a F ground term with 
422 
excited levels P, G, H etc. above it. In a crystal field these 
terms will be split, the ordering of the levels so produced depending on 
5 both the strength and symmetry of the crystal field. For MgO, the 
2+ 
crystal field is octahedral and for a 3d ion such as V the strength of 
the field is intermediate, and stronger than the spin-orbit coupling, 
4 4 4 4 In this 0h symmetry, the r term is split into A2 + Tl + T2, the 
4 4 2 22 2 2 P term becomes Tl and the G term splits into E + Tl + Al + T2• 
The order of levels is shown in figure (3.1). For octahedral symmetry 
4 the orbital singlet which arises from the F term always lies lowest. 
2 2 The G term gives rise to the excited E level. The Tanabe and Sugano 
5 
energy level diagrams give a more complete picture of the ordering of 
6 levels, while Runciman and Schroeder calculate values of the energy 
levels for er3+ in MgO. 
The 4A level which is the only one populated under normal 2g 
conditions is four fold spin degenerate. In an applied magnetic field 
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the four spin levels ±3~, ±i will diverge linearly with field and E.P.R. 
transitions may be induced between them. In octahedral symmetry there 
are three allowed transitions, all of which occur at the same field. 
Thus only one resonance line is observed. The g-value is expected to 
have a spin only value since we are dealing with an orbitally non-
degenerate state, but there is some reinstatement or orbital angular 
momentum into the ground state owing to spin-orbit coupling from 
4 predominantly the T2 level. This lowers the g-value to about 1.98. 
When the electric field symmetry is lower than octahedral, the levels 
now termed loosely as ±3h and ±i, will be split even in the absence of 
a magnetic field. Three transitions for each centre will be possible, 
the outer two showing a first order dependence on the angle between the 
axis of the centre and the direction of the applied magnetic field. 
If the ion has isotopes with nuclear spin, hyperfine structure is 
expected on each resonance line. 
3.3 The 3d3 Ions in MgO - A Brief Review 
2+ The E.P.R. spectrum of V in magnesium oxide was first 
7 
reported by Low • who observed a group of eight hyperfine lines centred 
at g = 1.9803 and with A = 80.3 gauss. Each of these lines was split 
into a triplet which Low ascribed to the effects of small deviations from 
cubic symmetry. This is not the origin of the zero field splitting, 
since the satellites are isotropic in position, though not in line width. 
S Subsequently Weiringen and Rensen correctly ascribed the splitting to 
second and third order terms in the~erfine interaction. 
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They explained the change in linewidth by introducing small terms in D 
and E that described the distortions from cubic symmetry. It was 
necessary to assume that the magnitude of these distortions varied from 
centre to centre resulting in slightly different energy levels for 
different ions. The observations that the linewidth of the central 
i + -i line was isotropic and that the satellites have minimum linewidths 
along the [lOO]-directions is consistent with the z axis of the distortion 
being a [lll]-direction. The linewidth varies as ~H = ~D(M-i)(3cos2e-l) 
+ 3~E sin2ecos~, where AD = ±2 gauss, AE < 0.7 gauss. The spin 
Hamiltonian describing this behaviour may be written in the form 
where t, t, n are [111], [lIi1 and [olIJ axes. 
Weiringen and Rensen did not find it necessary to include third order 
, 
spin terms. e.g. ~.S to fit the Hamiltonian to the spectra. They were 
however introduced recently by Wijnand Schrarna9 to explain the results 
of ENDOR measurements on v2+ in MgO. 
More recent work than Weiringen and Rensen's suggests that· 
the small distortions are not caused by impurities other than vanadium 
in non-localmagnesium sites. 10 Dickey and Drumheller have observed 
forbidden hyperfine spectra occurring as small doublets between the main 
allowed lines. These are due to transitions of the type li,mtl> + Il,m> 
and Il.m> + I-i,mtl> and lie between the Il,m> + I-;,m> lines, where m 
labels the hyper fine levelS, with 7k ~ m ~ -12. The intensity of these 
forbidden lines is proportional to (D sin 28)2[60/4 - m(mtl»). 
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Their appearance in the E.P.R. spectrum confirms the existence of a zero 
field splitting and their intensity affords a measure of its magnitude. 
The size of D was found to be sample dependent, and the principle 
direction of the distortion was not exclusively along the body diagonal~ 
The experimental evidence suggested that the magnitude of the distortion 
depended on the vanadium concentration in the crystal. 
In MgO the stable state of vanadium is observed to be the 
11 . 
trivalent form. Sturge noted that the optical absorption spectrum of 
2+ V is generally too weak to be observed in as received MgO crystals 
3+ 0 
above the background of V • However, heating to 1200 C in hydrogen 
increases the intensity of the divalent ion spectrum relative to that of 
~t V • The tendency for the oxidation-reduction reaction of vanadium to 
occur in MgO has also been noted by various other workers12 ,13. 
Heating in oxygen favours the higher valence state, while heating in 
vacuum, hydrogen, or subjection to ionising radiation produces V2+. 
The degree of change from one oxidation state to another depends both on 
the crystal impurity content and on the duration of the particular 
treatment. Nevertheless the fact remains that V2+ and V3+ co-exist in 
vanadium-doped magnesium oxide. Consequently in heavily doped crystals 
3+ 2+ the V ions may effectively distort the symmetry at the V sites. 
On the other hand the distortions may result from charge compensating 
vacancies remote from the V3+ ion. 
That charge compensation for aliovalent impurities need not be 
localised is evidenced cy the observation of Cr3+ in octahedral symmetry 
sites. Low14 reported the spectrum of Cr3+ in MgO and indicated that 
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the chromium plus the six nearest neighbour oxygens form a tightly knit 
Unit with some covalent bonding. This apparently stabilises the charge 
misfit. The occurrence of vacancies associated with er3+ in MgO has 
been suggested by Wertz and AuzinslS • They find two centres in addition 
to the cubic one, these having lower symmetry and being associated with 
neighbouring magnesium vacancies along [100] and [lIOl-type crystal 
directions. Since one vacancy will compensate for two er3+ ions, it is 
not surprising to find purely cubic symmetry sites in addition to those 
with local distortions. Spectra observed from the first type of centre, 
later denoted by Tl , showed axial symmetry about a [100] crystal axis 
and could be fitted to a Hamiltonian H = Bli.g.~ + D[S/ - %} with 
gil = gl = 1.9782 and D = 0.08l9~ cm-l. No E term was required. 
Since erS3 has a nuclear spin I = 3k. with isotopic abundance 
10\. four weak lines are also observed centred on the main transition. 
These lines are accounted for by including a term A!.~ in the Hamiltonian 
with A = 16.2 x 10-4cm-l. In addition, a very small effect on the crystal 
field splitting energy for different isotopes has been measured by 
Marshall et al. 16 • They find that D for CrS2 (1 = 0) is some 0.1 gauss 
53 3 greater than for Cr (I = ~). This is attributed to effects of the 
different isotopic masses on the dynamics of the crystal structure. 
The other Cr3+ centre in MgO was not fully investigated. but 
Griffiths and Ortonl7 independently observed the spectrum and attributed 
3+ h rob· it to a Cr ion in orthor 0 lC symmetry. The Hamiltonian parameters 
were given as D = 0.03lcm- l • E = O.22cm-1 with z along an [001] axis. 
A simple transform of z to the principal axis of distortion would give 
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E ~ V3D, which complies with the current convention. The much larger 
splitting than ip the tetragonal site was accounted for by the closer 
proximity of the defect to the paramagnetic centre. In the absence of 
any other suitable charge compensating impurities the authors came to 
to the same conclusion as Wertz and Auzins, that the model consisted of 
a positive ion vacancy in a nearest positive ion position. In addition 
to the axial spectrum of er3+ already mentioned, Henderson and Hall18 
have found an associated weaker set of lines which is always present, 
the intensity depending on the sample. These show an angular dependence 
of the same sort as the type 1 spectra and can be fitted to a similar 
Hamiltonian with D = 798 x 10-4cm-l. The spectrum was reproduced when 
a crystal was grown from a MgO melt containing 0.1\ A1203 in addition to 
the 0.1\ Cr203• Independent work by Wertz and Auzins, 1967,19 has 
revealed the same associated tetragonal (T') centre and also a further 
rhombic centre (R') with similar symmetry to the centre investigated by 
Griffiths and Orton. Both pairs of 1967 workers agree that the structure 
of the T' centre is of a charge neutral configuration where three neigh-
bouring cation sites along a 1100] axis have respectively Cr3+, Mg2+ 
vacancy and A13+ ions. This geometry provides charge compensation and 
the required tetragonal symmetry. The R' centre consists of the same 
three collinear species, cut lying along a [llOJ direction, to give 
orthorhombic symmetry. 
These doubly associated centres appear to be more stable than 
the effectively charged T and R centres since heating of Al doped 
crystals to 4000 favours their formation at the expense of the singly 
- 48 -
associated defects. This decrease is evidenced by the D and E splitting 
parameters which are lower for the T' and R' centres than for the T and 
R species. 
The series of known 3d3 ions is completed with tetravalent 
manganese. Spectra from this ion have been observed only in powders 
until recently. Nakada et al. 20 and Henderson and Hall18 have reported 
spectra from cubic Mn4+ in MgO powder which had been doped with manganese 
chloride and lithium chloride prior to firing. The latter authors also 
found evidence for the existence of Mn4+ sites with tetragonal distortion. 
Since there was a large amount of lithium in the crystal they attributed 
the departure from octahedral symmetry as being due to a Li+ ion in a 
next nearest neighbour Mg2+ site. That the tetragonal distortion was 
due to a next nearest neighbour magnesium ion vacancy seemed unlikely 
since the zero field splitting D = O.028cm-1 , is considerably different 
from that of the cr3+ T centre in MgO for which D = 0.082cm- 1 • 
Davies et al.2l confirm the existence of resonances from octa-
hedral sites in powders and give values of the spectral parameters as 
g = 1.9941, A = -70.82 x lO-4cm-l. These compare favourably with values 
given by the previous authors. A further tetragonal spectrum arising 
from ~m4+ in single crystals of MgO was observed. The tetravalent 
manganese was produced by heat treatment and X irradiation of these 
crystals which were undoped and had low paramagnetic impurity concen-
trations. The g and A factors of the spectra were similar to those of 
Mn4+ in already known sites but the D term had a value of -529 x lO-4cm-l. 
This differs considerably from the values of D for the Li+ compensated 
I 
I 
I 
. I 
I 
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3+ centre of Henderson and Hall, and from the Cr T centre. But in view 
of the absence of any other impurity in high concentration it seemed 
probable that the tetragonal field was caused by a next nearest neigh-
bour magnesium ion vacancy. The charge neutral configuration would be 
expected to confer stability on the centre. A rough comparison of the 
effects of the second defect on the Mn4+ centre and the er3+ T centre 
showed that the environments were similar, and that the paramagnetic 
entities were most probably of the same type. 
Before completion of this chapter, mention should be made of 
the observation of excited state resonances of V2+ and er3+ ions in Mgo22. 
An optical method of detection was employed whereby absorption of a 
microwave quantum by an excited state was revealed by tho decrease in 
intensity of the fluorescence observed from this state. The level of 
interest here is the 2E level which arises from the free-ion 2G 
electronic term and lies some l7,OOOcm- 1 above the 4A2 ground state. 
The sample was placed in a K-band microwave cavity lying between the 
poles of an electromagnet and pumping of electrons into the upper level 
was performed by shining radiation from a mercury lamp through a hole in 
the base of the cavity. The fluorescence was detected along the field 
by leading a light pipe through a hole in the magnet pole piece to a 
cooled photomultiplier. The spin Hamiltonian describing the resonances 
was given as ~.( = gle.!!..~ + g2e.!!.~3 + Al~.~ + A2!.~3, where S has an 
effective value of 3~. This arises from the fact that the 2E level is 
initially two fold degenerate in both orbit and spin but is split into 
four levels by the combined effects of spin orbit coupling, 
50 -
configurational mixing, lattice strains and magnetic field. As may 
be expected. anisotropy in both g shifts and line widths were observed. 
- 51 -
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CHAPTER IV 
EXPERIl1ENTAL ASPECTS 
4.1 The Spectrometer 
The measurements reported in Chapters V and VI were performed 
using a Varian V-4502 spectrometer operating at either X- or Q-band. 
The basic equipment is identical for both frequencies, only the micro-
wave bridge configurations being different. In the X-band microwave 
bridge, shown in figure (4.1). the power from the klystron passes via 
the 6db coupler into the resonant cavity: power reflected at the cavity 
is detected at the crystal in the fourth arm of the coupler. The crystal 
bias can be set by .adjusting the slide screw tuner in arm two. This 
unit reflects a portion of the power incident on it and is used to alter 
both the mean level and phase of microwave energy incident on the crystal. 
The amplitude and phase of power at the cavity is set by the attenuator 
and phase shifter in arms one and three respectively. 
For the purposes of measuring the microwave frequency, a 
waveguide to coaxial converter was mounted at one end of a second 
directional coupler. A coaxial cable then takes the microwave frequency 
to a Hewlett-Packard S40B transfer oscillator, where it is mixed with 
a variable frequency in the megahertz range. The frequency at which zero 
beats are observed, is measured with a HeWlett-Packard 5240 counter 
and a plug-in 52SC frequency counter unit. Typical frequencies were 
9.52GHz from the bridge, which mixed with about 200MHz in the transfer 
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oscillator. The latter is measured by the counter to better than ±5KHz. 
The product over difference of two adjacent mixing frequencies producing 
zero beats gives the microwave frequency. With automatic frequency 
control the stability of the klystron frequency with respect to the 
cavity is 1 part in 106• 
The Q-band bridge differs from the X-band bridge since it 
employs microwave bucking to set the correct bias on the crystal. 
Figure (4.2) shows the layout of the waveguide components. The circulator 
is used in preference to the balanced bridge system used at X-band, since 
all the klystron power is incident on the cavity. With a magic-tee or 
waveguide coupler, half the power is automatically lost in the matching 
arm, and so performs no useful function in the actual resonance. This 
may not be a problem at X-band where high power microwave sources are 
readily available, but at Q-band. power outputs tend to be lower. 
The klystron in this bridge gave about 5OmW. 
The reflected power from the cavity is separated in the 
circulator from the incident power. and passes to the mixer. Here it ; 
is combined with the power from the bucking arm which can be altered both 
in amplitude and in phase, which enables selection of either an 
absorption or a dispersion mode of operation. Since an automatic 
frequency control system operating at 10KHz is employed, it is necessary 
to have two crystals in the mixer. When operation in the absorption 
mode is required, both the 100KHz and 10KHz signals are taken from the 
resonance crystal. since the phase difference between the microwaves from 
the reference and cavity arms is zero. In the ~ispersion mode there is 
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a 900 phase difference at the resonance crystal, and the 10KHz signal is 
taken from the A.F.C. crystal. The 900 phase shifter ensures that the 
resulting phase difference here is zero. The signal mode selector 
performs the required change over from absorption to dispersion operation. 
The klystron frequency is monitored by a precision cavity wavemeter in 
the reference arm. The smallest scale divisions on this are lOMHz apart. 
In the absence of information to the contrary, the dial is assumed to be 
correct to this figure. The frequencies generall; used lay near 35GHz. 
The rest of the spectrometer is as shown in figure (4.3). 
The A.F.C. system operates in the following way. The reflector of the 
klystron is voltage modulated at lO~iz, so producing a frequency 
modulation of the klystron output. This is in turn converted to an 
amplitude modulation of the microwaves reflected from the cavity. 
If the klystron is tuned to the centre of the cavity mode, then a zero 
net output will be obtained. When the klystron drifts, a 10KHz output 
proportional in amplitude to the slope of the cavity dip, is produced. 
This signal is fed via the appropriate crystal detector to an audio 
preamplifier and 10KHz A.F.C. amplifier, prior to being "phase detected". 
The phase sensitive detector produces a D.C. output proportional to the 
phase or amplitude difference between the output from the A.F.C. 
amplifier and a reference voltage of identical frequency. Thus any 
change in klystron frequency results in a D.C. output which is used as 
an error voltage to the klystron reflector power supply. 
The E.P.R. signals are fed to either the audio or 100KHz 
circuits depending on the frequency of field modulation. In both cases 
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lock-in detectors are used. Since the D.C. output level is proportional 
to the slope of the absorption or dispersion curve, first derivative 
spectra are obtained. These may be observed directly, on an oscillo-
scope, or pen-recorded on a strip chart. 
4.2 The Resonant Cavities 
The cavities for both X- and Q-band spectrometers operate in 
the cYlindrical HOll mode. In this mode the microwave field configu-
ration has a maximum magnetic field component along the axis of the 
cavity, where a sample could conveniently be situated. The X-band cavity 
was not tunable, but the klystron could be operated over a small range 
of frequencies. No experimental difficulties are experienced for a wide 
range of sample sizes and positions. The limitations in sample size and 
position are more severe at Q-band, and consequently both the klystron 
and cavity are tunable. Cavity tuning is effected by means of a tuning 
plunger threaded on to the cavity body. The cavity walls in both cases 
Were formed from a helix of silver wire mounted within an epoxy casting. 
The advantages of a helix are two-fold. Firstly, high frequency field 
modulation can penetrate into the cavity with less attenuation owing to 
the gaps between the windings. Secondly, the currents in the waveguide 
walls are restricted to circular paths, following the silver windings. 
This reduces the possibility of the presence of other resonant modes 
which would lower the cavity Q. To further suppress unwanted modes, 
the metal end plates were not in electrical contact with the walls. 
Coupling to both cavities was variable. and matching was achieved by 
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moving a conducting rod through the iris. The field modulation coils 
were-external to the cavities and were of the Helmholtz configuration, 
bent to conform to the cavity shape. As the magnet was rotated, the 
coils were carried round with it, so maintaining a constant modulation 
amplitude at the sample in all orientations. 
4.3 The Magnetic Field 
The static magnetic field was provided by a Varian V-3400, 
9" electromagnet, operated by a transistorised power supply. Fields up 
to 10Kg (1 Tesla) could be achieved with a 2!" gap, but this could be 
reduced to la" with coned pole pieces for use at Q-band. Fields up to 
15.25Kg were then available. The magnet could be moved on rails from 
one bridge to the other and could also be rotated about each cavity, so 
facilitating anisotropy studies. Magnetic field control was performed 
using a Varian Fieldial Mk I. If the field attempted to change, a Hall 
effect sensor probe located in the air gap would note the change and give 
rise to an error signal in the regulator circuits. The field would be 
corrected to the value set on the field controls. 
Calibration accuracy of the instrument was outside the limits 
given by the manufacturers, which was stated as being ±S gauss up to 
l5Kg. In fact, initially. the dial reading was 250g too low at 12.GKg. 
The calibration was set correct to ±5g at this field, using the single 
isotropic line from pitch in Kel. The error was then evident at low 
field, when X-band resonances were observed. It is clear that a full 
recalibration of the instrument is required, and to these ends a high 
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frequency proton resonance oscillatorl is under construction. The 
problems of obtaining proton resonances at frequencies up to 60MHz are 
quite large and, so far no success has been obtained. In view of this, 
field measurements were taken from the Fieldial, and large tolerances 
attached to the values of E.P.R. parameters obtained. These errors will 
be substantially reduced at a later date, since the nature of the 
centres under investigation has been revealed. The problem is reduced 
from one of understanding to one of measurement. 
Spectra were recorded on a strip chart while the magnetic 
field was swept by a motor driven potentiometer built into the Fieldial 
control circuits. Field positions were interpolated from the beginning 
of the pen recording, the recorder being switched on at the exact start 
of every field sweep. The field sweep was linear to within the cali-' 
brat ion ,accuracy of the equipment. 
4.4 Low Temperature Equipment 
All the spectra investigated in this work were readily 
observable at room temperature. But for investigations of the exchange 
interaction between pairs of V2+ ions (see Chapter VI), lower temper-
atures were required. Since the magnitude of the exchange energy was 
not known, a plot of spectral intensity against temperature was 
required. As a first stage, the range from room to liquid nitrogen 
.. 0 
temperature (290 to 77 K) was utilised, intermediate temperatures being 
obtained with a cold gas flow system similar to that used by vanngard2• 
Since the pair spectra could not be observed at X-band, Q-band 
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frequencies had to be employed. At the lower frequency. one is able to 
use a double walled insert in the cavity and cool the sample directly 
with cold nitrogen gas. This is not feasible when the cavity dimensions 
are small, so it became necessary to cool the whole Q-band assembly. 
A drawing of the equipment constructed to achieve this is shown 
in figure (4.4). The 6" dewar tube surrounding the cavity was supported 
in a foam rubber seating. by the lid of the liquid nitrogen box. 
A shortened tuning rod was fitted to the cavity for reasons of space. 
Also in the lid of the box were a filler tube, a vent and a through 
connection to the copper heat exchanger coil. The box was constructed 
out of silver soldered 1~6" brass plate. When in use, the whole assembly 
is covered with expanded polystyrene sheets and flakes, to reduce the 
rate of liquid nitrogen boil-off. Oxygen-free nitrogen gas is supplied 
to the heat exchanger by a cylinder of compressed gas. The cooled gas 
is then fed to the bottom of the dewar tube where its passage through 
several thicknesses of copper gauze ensured thermal homogeneity. 
The final temperature of the cavity assembly is dependent on both the 
temperature and flow rate of the gas. Consequently tho heat exchanger 
was deliberately made large to ensure that the gas attained the 
temperature of liquid nitrogen, no matter what the flow rate. The 
cavity temperature is then controlled only by the flow rate of nitrogen 
In this way continuously variable temperatures in the range 
90 - 3000 K are possible. At the lower ranges of temperature the system 
is very wasteful of both gaseous and liquid nitrogen since a high rate 
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of gas flow is required. For example at 900 K the 2i litres of liquid 
nitrogen in the box lasts only about twenty minutes, whereas at 2000 K 
it would last over an hour. Problems of insulation and the inevitable 
conduction of heat down the waveguide, made temperatures below 900 K 
an impossible goal. At temperatures above about 2000 K, the required 
gas flow rates were too low for accurate control, and cavity temperatures 
fluctuated. A much simplified system was then used when temperatures 
below l500 K were not required. The incoming gas from a cylinder was 
cooled in a copper coil immersed in liquid nitrogen in a ~i litre dewar. 
It was then passed through a polythene tube to the bottom of the dewar 
tube. The latter was supported in a hole in a wooden block and the gas 
led through this by a tube. 
Owing to the inevitable temperature gradient across the cavity 
walls and air space within the cavity, the temperature of the sample was 
always higher than that of the cavity. An initial calibration was 
performed to relate these two quantities. Two copper-constantan 
thermocouples were used. one situated at the sample position and the 
other fitting in a hole in the cavity tuning rod. The reference junctions 
were placed in a melting ice bath. Thermally generated e.m.fs. were 
then measured on a Cropico Thermocouple Potentiometer and the corres-
ponding temperatures obtained from calibration tables. Agreement in 
e.m.f. between the tables and the actual thermocouples used, was checked 
. . 
at liquid nitrogen and solid carbon dioxide/acetone temperatur6s and 
found to be within ±3% of these temperatures. 
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Once the system had settled for twenty minutes after 
alteration of the gas flow, temperature stability was better than ±2° 
over ten minutes, in the most unfavourable temperature region. 
This length of time was ample to perform the measurements required. 
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CHAPTER V 
DIVALENT VANADIUM IN MAGNESIUM OXIDE I - SINGLE ION SPECTRA 
5.1 Introduction 
Most of the experiments described in this thesis were performed 
with crystals taken from magnesium oxide boules which had been doped 
during arc fusion with 1\ vanadium pentoxide, V20S• Such crystals are 
predominantly green, the intensity of colouration, which reflects the 
vanadium content of the crystal, being much higher (almost black) in 
crystals taken from the edge of the boule. The colouring is due pre-
dominantly to an optical absorption band 1 of V3" centred at 22 .200cm -1. 
2.. 3 .. Normally vanadium substitutes for Mg as V in MgO. although a small 
• V2+ amount 1S present as • 
2+ "t\O'l')-
Since V has an orbitallyldegenerate ground 
state well separated from higher levels, the E.P.R. spectra are easily 
observed at room temperatures. This is not the case for V3" which has 
3 
a Tl orbital triplet as the ground state. The combined action of lower 
symmetry crystal fields and spin-orbit coupling will split this term, 
but the proximity of other orbital levels implies that the lowest will 
have a short spin-lattice relaxation time. If resonance is to be observed 
at all, it will only be at very low temperatures. The room temperature 
2+ spectra observed. then, are from V • 
Although crystals with both light and heavy doping were 
examined, most of the work was performed on a blaCK specimen, since here 
most of the interesting spectra were observed. In addition a green 
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coloured crystal was heated to l4000 C in a stream of hydrogen for some 
days. This treatment resulted in a colour change from green to pale 
brown, which was accompanied by'a much increased E.P.R. absorption 
2+ from V ions compared with green crystals. The reduction treatment 
3+ 2+ had clearly converted V to V • The size of the crystals required 
depended on whether measurements were performed at X- or Q-band. 
In the former case blocks measuring approximately 5 x 5 x 3mm were 
suitable. For Q-band measurements crystal cubes measuring no longer 
than 2mm on edge were used, to minimise degradation in the cavity Q. 
The cleaving of such blocks from the melt presents no great problem, 
provided care is taken to select suitable pieces that included large 
single crystals. The cubic crystal cleaved easily along [lool planes 
when struck with a sharp edge. 
The initial E.P.R. measurements were at X-band frequencies, 
our objective being to determine the origin of some spectra observed at 
about half the field value for a g=2 resonance. There appeared to be 
two distinct sets of vanadium lines, both with turning points about a 
[110] crystal direction. As the magnet is rotated in the L1OO] plane 
from Ho 1\ glO] these lines moved to higher field and crossed another 
set of lines near a [100] direction. A full orientation dependence 
is not possible since the lines are too broad for observation at some 
orientations. The angular variation of the observable lines is shown 
in figure (5.1). It was thought possible that the spectra were due to 
"forbidden transitions" between the alternate levels ±3k ++ ;1 of the 
spin quartet. To investigate their origin further, subsequent 
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measurements were made at Q-band frequencies, where half-field 
transitions will be well separated from the g=2 resonances. 
The pale green crystals showed little other than the well 
known cubic field V2~ spectrum, which at Q-band is centred on about 
l2.6kG (1.26 Tesla). The black and dark green crystals, however, 
showed additional groups of lines. With the magnetic field parallel to 
a [100] crystal direction groups of weak lines were observed centred 
at approximately 4, 6, 10, 11.5, 13.5 and 15 kG, plus a profusion of 
lines lying around g=2, and stretching about lkG on either side of the 
cubic spectrum. The lowest field groups did not resemble those at higher 
field, which all appeared similar. When the magnet is rotated 450 
into a [1101 crystal direction, the sets of lines at 4, 11.5 and 13.5 kG 
remained, together with the g=2 profusion. However, the 6, 10, and 15 kG 
groups disappeared and two new sets of lines become evident at 9 and 16 kG. 
, 
The high field spectrum could not be observed in its entirety owing to 
the high field limit of the magnet power supply. Since the lines did 
resemble the low field group they were attributed to the same centre. 
These preliminary observations demonstrate that at least two 
different centres are present in the crystal, in addition to the oct a-
2~ hedrally coordina~ed V • From the subsequent detailed investigations 
it became clear that the groups of lines at 10, 11.5, 13.5 and 15 kG 
in the [lOoJ-orientations are due to E.P.R. transitions from pairs of 
exchange coupled ions. This was evidenced both by the stairstep hyper-
fine structure and by the hyperfine splitting constant being about half 
2~ that normally observed for V in MgO. This E.P.R. spectrum will be 
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discussed in detail in the next chapter. Most of the remaining lines 
werettought due to V2+ in distorted symmetry sites. These will now be 
discussed. 
5.2 E.P.R. Spectra at Q-band Frequencies of V2+ in Distorted Symmetry 
Sites 
5.2.1 Allowed spectra 
The appearance of the lower field spectrum in a [110] orient-
ation is shown in figure (5.~. Since the two sets of eight lines show 
a hyperfine splitting of about 78 gauss, they imply that the spectra 
arise from V2+ ions. It is not immediately obvious whether the two 
sets are from the same centre or from two different centres with 
slightly different zero field splittings. This uncertainty should be 
removed by f~tting a full oriental dependence of the spectra to theory. 
Although the movement of the lines as a function of the angle between 
Ho and the crystal axes could be followed to a certain extent, the 
full angular variation was vitiated by two factors. Firstly, the 
presence of the strong cubic field lines and the attendant confusion of 
lines near g=2 made it impossible to follow the spectral shifts through 
the central region. Secondly, away from the axis there was a major 
change in the appearance of the hyperfine structure. this was caused 
by the presence of what are thought to be "forbidden" hyperfine lines 
between the "allowed" lines. These were larger than the allowed lines 
when the magnetic field was 120 or more from a [110) direction in the 
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crystal. This caused considerable difficulty in finding the centre of 
the spectrum. Their origin will be discussed later in this chapter. 
The appearance of the low field spectrum at different field orientations 
in the [100]- plane for rotations about a [lOOJ-axis is shown in figures 
(S.2b,c,d). The observable angular variation of the centres of each of 
the groups of eight lines is plotted in figure (5.3). The position of 
that portion of the spectrum which lay beyond the magnet limit was 
interpolated from the field value of the first line on the low field 
side of the high field spectrum. This line always remained within an 
obtainable field range. 
For magnetic field orientations in the (lOO)-plane the spectrum 
was repeated every 900 with maximum fine structure splittings occurring 
along a [llO]-crystal direction. With the crystal suspended by an edge, 
i.e. H lying in a {110}-p1ane, the turning points were every 1800 , 
. 0 , 
with subsidia;Y maxima of splitting about ±55° from the axis of symmetry 
of the centre. When the. magnetic field was rotated in the plane 
perpendicular to a [Ill] direction, turning points were observed every 
600 • These observations confirm that the axis of symmetry of the 
centre coincides with a [ll0} crystal direction. 
For such a case of orthorhombic symmetry one anticipates a 
total of eighteen sets of eight lines since there are three fine 
structure transitions possible for each centre, and there are six 
distinct [110] directions along which distortions may occur. These 
are the [llOJ, [lio], [011], [Oil], [101], [loi] directions. However, 
when the magnetic field lies in a (100) plane and is rotated about a 
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11001 crystal axis, the IOll] and 10111 together with the IJ.Ol] and 
llol! rurections are equivalent. Their spectra merely superpose to 
give doubly intense sets of lines. There are therefore four inequivalent 
directions of symmetry and a total of twelve expected transitions. 
Assuming that the four sets of lines already observed are from the same 
centre, eight more are required to fulfil the predictions. Of these 
we do not expect to observe the four ! ++ -! transitions since they would 
lie in the region of the strong octahedral field resonances. Second 
order line shifts of the order D2/H are assumed to be small at Q-band. 
o 
Four more sets are required. We must conclude, therefore, that these 
contribute to the large number of overlapping lines found on either 
side of theg=2 region. This is a reasonable assumption since the four 
IllO] type axes that make ~5° to a [1001 plane would have a minimum angle 
of ~5° to a magnetic field applied in that plane. Spectra due to centres 
with distortions along these axes would not be expected to split far from 
", 
the g=2 region. 
The observed spectra are attributed to a centre lying in a 
Iloo} plane with 11101 principal distortion axes. The outer groups of 
lines arise when the magnetic field is parallel to a [110] direction, 
and the inner set when it is perpendicular to this direction. Since the 
[llOJ and 1110] directions are perpendicular, both a parallel and 
perpendicular group of linesare observed at both high and low field. 
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5.2.2 The half-field and third-field spectra 
The group of lines observed in the region of 6kG with the field 
along a [100] crystal direction is attributed to transitions between 
alternate levels of the spin quartet. These are frequently referred 
to as the 6M = 2 transitions between ±O/2 ~ +1 levels: this description 
s 
is convenient rather than explicit when significant mixing between the 
levels occurs. It is,of course, the impurity of each level that enables 
these spectra to be observed at all. Transitionswhere the electronic 
spin changes by two units are normally forbidden but may occur off axis 
if some agent is present to mix the levels. Zero field splittings can 
provide appropriate mechanisms to couple non-adjacent levels. 
The angular variation of the lines in this group is shown in 
figure (5.3). Several interesting points arise. The spectrum shows 
minimum spread with the field along [100] and a maximum along IlIO]. 
There appear to be two sets of lines moving in a similar manner to the 
6MS = ±l lines, but the exact positions of the turning points cannot be 
found, since the spectra vanish. There is also a mass of lines near the 
centre of this spectrum which cannot be resolved into definite sets and 
which do not appear to depart much from the central region. It is these 
facts which indicate that these spectra arise from the same centre as the 
spectra of section (5.2.1). The angular variation is geometricallY 
similar, but as expected, the splitting from the centre of the resonance 
is "about half that observed for the "allowed" transitions. Since two 
transitions would be expected from each of the four inequivalent distorted 
sites, eight sets of lines ought to be observable. It is proposed that 
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the four sets not clearly accounted for contribute to the complex 
central region. 
In view of the fact that transitions at half field are observed 
it is thought that the 4kG set of lines may be from the 6M = 3 transi-
s 
tions. Since they occur between the _3& and +0/2 levels, the spectra lie 
at about l~ the field for the allowed lines. The one permitted transi-
tion indicates the presence of four groups of eight lines for this centre. 
The lack of any great angular variation of line positions with field angle 
made it difficult to interpret the rather peculiar spectrum. The fact 
that there was little movement of the lines as the magnet was rotated is 
easily understood, since for fields of about 4kG the separation between 
+0/2 and -0/2 spin levels does not vary much. The complicated nature of 
the spectrum may be explained by the fact that four sets of spectra are 
partially overlapping in this region. 
5.3 Analysis of the Spectra 
Now that the single ion spectra observed at Q-band have been 
described and tentatively ascribed to v2+ in a distorted site it is 
appropriate to carry out a fuller analysis of the results obtained. 
From the angular variation of the spectra it is clear that the centre 
involved has its principal axis along a [110] crystal direction. 
We select this direction as the z axis of the centre. The x and y axis 
will be at right angles to this and to e~ch other, and for cubic MgO will 
be inequivalent. 2+ This means that the symmetry of the V site is 
orthorhombic, and both D and E terms are required in the spin-Hamiltonian 
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to describe the angular behaviour of the spectra. The value of 0 is 
obtained directly from the spectra. 
When the magnetic field and the z-axis of the centre are 
parallel the spin-Hamiltonian 
( 5.1) 
has solutions: 
+ higher terms in A (5.2) 
The three fine structure transitions occur at resonant fields given by 
= g SH + 2D + A m + higher terms z 0 z (S.3a) 
31:2 
= g eH • ---- + A m + higher terms 
z 0 g8H z o 
(5.3b) 
(5.3c) 
For the purposes of measuring 0, second order and higher hyperfine 
terms are neglected, since they give corrections of 2 gauss or less at 
the magnetic fields used for Q-band measurements. Such corrections 
are within the limit of experimental error. Consequently at this 
orientation the difference in field between the geometric centres of the 
high and low field sets of eight lines gives a value for 40. We find 
o = 0.182cm- 1• If Ho is taken to be half way in field between Hl and H3, 
gz can be calculated if the frequency is known. gx and gy can in 
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principle be measured in a similar way for H II x,y but in this case only 
the spectra along one of these directions was visible. Hyperfine separa-
tions remained constant at all orientations so we take A as being 
isotropic. There only remains E to be measured. 
As was seen above, the rhombic term does not contribute to the 
separation between transitions when the magnetic field lies along the 
principal distortion axis of the centre. However, away from this 
orientation it does, and has a maximum effect at 900 to the z axis. 
To obtain an explicit relationship for the field positions at any 
orientation, it is necessary to relate the magnetic field position to the 
axes of symmetry of the crystal. This can be done in two different, 
though equivalent ways. Either we define the magnetic field axes, as 
fixed in the laboratory frame of reference and choose to rotate the 
crystal, or we define the crystal axes x,y,z as fixed and rotate the 
magnetic field. In the former we require to transform spin, zero field 
splittings and hyperfine terms through the polar angles a, ~ to obtain 
the Hamiltonian relevant to a defect with axes at these angles to the 
magnetic field. The expressions for the transformed parameters become 
somewhat cumbersome except along directions parallel or perpendicular 
to the field. For this reason it is more convenient to fix x, y and z 
and define the components of the magnetic field as 
H = H sin e cos ~ x 0 
H = H sin esin ~ (5.4) y 0 
H = H cos e z 0 
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The Hamiltonian can then be written as 
He.', = g 6S H cos e + g as H sine cos 1/1 + fc6Sysine sin 1/1 Ho ~ z Z 0 x x 0 -y 
+ DIs 2.:_ 1;3S(S+1)] + E(S 2 - S 2) + S.A.I (5.5) 
-z -x. -y --
A solution to this equation may be found in one of two ways. If D and 
E are small compared with the microwave quantum, i.e. D,E« hv, 
perturbation methods may be employed. The energy levels of field 
positions can be calculated to good accuracy by going to second order 
of perturbation. If the condition does not apply, then the Zeeman and 
zero field splitting terms have to be considered together. It is then 
.. 
necessary to set up and solve the energy matrix. 
The lengt~perturbation expressions were obtained by Weger 
2 
and Low , and to first order of perturbation can be written 
H = H~(M-!){D(3cos2e-l) + 3Esin2ecos2~}t + hyperfine terms, 
assuming an isotropic g-tensor. Along the z-axis of the centre, where 
e = 00 this reduces to 
H = H - (M-!>.2D + hyperfine terms o 
which is the same equation as (5.3). When the magnetic field is 
parallel to an x or y axis, the equation becomes 
H = H - (M-l){-D + 3Ecos2~} + hyperfine terms 
o . 
(5.6) 
Since we have already determined D from equation (5.3) E may now be 
found if ~ is known. The latter takes values 0° and 90° along x and y 
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axes respectively, so the term in E becomes respectively positive or 
negative. The problem that now arises is in the choice of axes for the 
centre. It is not immediately obvious whether a set of spectra obtained 
with H perpendicular to z should be associated with the x or y axis. 
We have already defined the z axis as that along which the maximum 
splitting from H occurs, and chose to put 0 in this direction. 
o 
A further convention can now be introduced if we redefine the zero field 
splitting terms as 
s.n.s = 0 S 2 ~ D S 2 + 0 S 2 
z z Y Y x x • 
with D + D ~ 0 = O. 
x y z This expression takes the familiar form if 
Dz = %D 
D = E - 1/3D x 
D = -(E + %D). y \ 
\ 
The co-ordinate system may be chosen3,4 such that 
In this case 
10 I > 10 I ~ 10 I z y x 
= E 
o 
-!(D -D ) = __ ..oIIy ____ x_ 
-%(0 +0 ) y x 
(5.7) 
With our choice of 0 and D • we find that A is always positive and less y x 
than l~. It is never necessary to express a Hamiltonian with E > l~D, 
for this would imply that the axes were defined unconventionally. 
A simple relabelling of the axes is all that is required to restore 
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conformity of the zero field splitting parameters with the relationship 
(5.7). Improper coordinate systems will not lead to incorrect values for 
resonance fields but will not necessarily be unambiguously related to 
the crystal structure. 
Returning to the problem in hand, the set of transitions 
obtained with H perpendicular to z must be associated with a y axis if 
ID I>\n I. It is postulated that the further set that would be observed y x 
with H parallel to x are hidden in the mass of lines near g=2. Since 
the spectra were recorded in the (100) plane of the crystal, we choose 
the following crystal directions for the axes of the centre 
z along [llOJ 
y along IlIa} 
x along I 001] 
These are shown in figure (5.4a). The polar angles of the magnetic field 
at an arbitrary orientation to these axes are shown in figure (5.4b). 
It is now possible to calculate E, since ~ can be determined for 
any orientation of the magnetic field. Unfortunately the large size of 
D with respect to the microwave quantum (D = 0.18, hv = 1.2cm-1 ) would 
make perturbation theory rather inaccurate especially in relation to the 
X-band spectra. Nevertheless, along the axes the errors would not be 
too great, and an estimate of the size of E can be made. 
For H parallel to y, e = 900 , ~ = 900 
From (5.6) H = Ho - (N-~){-D-3E} + hyperfine terms. 
x 
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The separation between the centres of high and low field sets of lines is 
then 
till :.: 2D T 6E gauss. y 
This gives E = 450 gauss (= 0.045 tesla) and A = 0.23, using the value of 
D obtained above and the measured field separation of the transitions. 
For H parallel to x, e = 90, ~ = 0, 
so 6Hx = 2D - 6E gauss. 
If we use the values of D and E just obtained 
tlH = 1100 gauss 
x 
This means that the values for the high and low field sets of lines 
would be approximately 13.1 and 12.0kG respectively, for the field at 
this orientation. ,They would not be visible amongst the complicated region 
of spectrum. The earlier proposal appears correct. 
The positions of resonance lines would be predicted with greater 
inaccuracy by the perturbation formula the further off axis the magnetic 
field becomes. For this reason, a computer program which set up and 
solved the energy matrix for chosen parameters of the Hamiltonian was used. 
The resulting field values enabled a precise analysis of the whole spectrum 
at both Q and X-bands to be performed. 
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5.4 Computer Diagonalization of the Energy Matrix 
The routine was developed by Dowsing5 following the work of 
6 Swalen and Gladney on the computer analysis of E.P.R. spectra. The g-
tensor system of coordinates was used, and the angle of the magnetic field 
referred to x, y and z in the manner outlined above. The language used 
was FORTRAN IV, and the computations were performed on an Elliot 41/30 
digital computer. A brief description of the program will now be made. 
The data required in the program was as follows: the 
electronic spin, the microwave frequency, g-values, D value and starting 
values for E, a, and~. The latter three could be incremented in the 
course of the program to provide solutions over any desired range of E 
and polar angles. Also required was the range of field and the step 
length by which the field was incremented after each iteration (e.g. 200g). 
The purpose of the iteration will become clear below. The matrix was 
first set up using the values of g , D and the starting values of 
x,y,z 
E, a, ~ and field H. Computers work on the binary system of numbers, 
where 0 or 1 can be represented by a particular element of circuit or 
store being switched off or on. For this reason complex numbers are not 
recognised. So it became necessary to separate the real and imaginary 
parts of the energy matrix, a process which involved doubling its size. 
The eigenvalues and eigenvectors were then separable into real and 
imaginary sets. The solution of the matrix was performed by a subroutine, 
5 7 
adapted from a diagonalisation program developed by Von Neuman • 
The diagonal is at ion is the Jacobi method whereby the original matrix A is 
compared with a unit matrix V of the same dimension. The same operations 
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were performed on V as on A until A is reduced to diagonal form. The 
columns of the new V matrix represent the eigenvectors and the diagonal 
elements of the reduced A matrix, the eigenvalues. 
The eigenvalues for this first value of field are stored, and 
the process of setting up the matrix and solving it repeated for the 
next field value. After each iteration, the separation between pairs 
of energy levels was compared with the size of the quantum. The sign of 
this difference would change if a transition occurred between one field 
value and the next. In this case the program would enter a sub-iteration 
to determine the field value for this transition to an accuracy determined 
by a field tolerance (e.g. 5 gauss) specified by the programmer. 
A further subroutine would calculate the transition probability. 
When the computations had been performed for fields up to the maximum 
specified, details of field, transition probability and wave functions 
for each transition found, would be printed out. 
Then the process would be repeated for different values of 
polar angles, and finally the rhombic field term would be incremented 
and the whole iterative procedure performed once more. If required, a 
digital plotter could be used to provide a diagram of energy levels 
versus field, for specified values of angles, g-values and zero field 
sp li tt ings • 
It is important to note that this version of the program does 
not take hyperfine terms into account. But for the purposes of dis-
covering the value of E,measurements to the centre of the off-axis spectra 
g = 1.991 ± o.ooa 
z 
Sy = 1.991 ± o.ooa 
(g :; 1.991) 
x 
IDl :; (1819 ± 8) x 10-4cm-1 
lEI = (419 ± 8) x lO-4cm-l 
). 
= 0.2306 
IA I = (72 ± 2) x 10-~cm~1 z 
IA I = (72 ± 2) x lO-4.tclll-l y 
( IAxl ;; ~'l2 x 10-4 eDil) 
TABLE 5.1 . Measured E.P.R, Parameters for 
the Orthorhombic Centre 
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were not of sufficient accuracy to warrant the inclusion of second 
order hyperfine corrections. 
To discover the value of the rhombic field parameter, the 
procedure was to solve the matrix for fields along the axes. E was 
altered to provide the best fit with experiment. The a and ~ were 
cycled to provide a prediction of the angular variation of the spectra. 
By these means, we find the results listed in table (5.1). Figure (5.3) 
shows a plot of the predicted angular variation of the outer sets of 
lines from this centre. The remaining eight sets are omitted for the 
sake of clarity, since they all fall within the central region. The 
maximum extent of the hyperfine structure is from about 11.7 to l3.2Kg 
with Ho parallel to [110], and 11.2 to 13.5 with Ho parallel to [1001. 
It is remembered that the strong cubic field spectrum also lies in this 
region and adds to the confusion. The experimental points are plotted 
in the diagram and it is seen that the calculated results are in accord 
for the allowed spectrum. The discrepancies for the 6M = ±2 transitions 
are attributed mainly to poor Fieldial calibration. 
The calculations were also performed for X-band frequencies. 
Using the same parameters as above, it is found that the spectra 
originally observed must be attributed to the allolled transitions of the 
orthorhombic centre, and not to forbidden spectra. The observed and 
calculated angular variations are shown in figure (5.l). Since only the 
"+0/; ~ +!" and "-~ ~ -0/2" transitions are observed, and then only over a 
limited range of angles, some explanation must be found for the non-
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appearance of lines. Furthermore, the fine structure splitting in the 
[110] direction is nowhere near the 8Kg found for Q-band s~ectra. 
The answer can be found by examining the energy level diagram shown 
in figure (5.5). It is evident that for the fields required for X-band 
spectra there is heavy mixing between levelS, and a consequent departure 
from the linearity obtained at higher fields. Because of this, the low 
field turning points of the X-band resonance lines will occur at higher 
fields than might be expected if the energy level linearity is extra-
polated to low fields. The disappearance and non-appearance of expected 
lines can be attributed to the fact that energy levels are frequently 
nearly parallel at these low fields, so linewidths are large and the 
spectra unobservable. 
5.5 The Hyperfine Structure 
In elucidating the symmetry and fine structure of the centre, 
the hyperfine contributions to the spectra were set aside, since second 
and third order corrections to the line positions were small. The centre 
of the hyperfine pattern was taken to be the centre of the resonance. 
This additional structure will now be examined, with particular reference 
to the "forbidden" lines which were much in evidence. 
• Go 51 71 The nearly 100"11 abundant V has a nuclear spin of 12 which 
splits each fine structure transition into eight components. The hyper-
fine" ·constant A is isotropic for this centre and has the value given in 
table (5.1). Along the axes of the centre only these eight lines are 
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apparent, but when the magnetic field makes an angle with an axis, 
additional lines appear. These have been referred to as "forbidden" lines, 
but as can be seen from figure (5.2 a-d) they become stronger than the 
"allowed" lines about 120 off axis. Their origin is attributed to 
transitions of the type 6H = ±l, 6m = ±l, ±2, where M and m are the 
electronic and nuclear magnetic quantum numbers respectively. Such lines 
have been observed for V2+ in MgO by Dickey and Drumheller8, but only 
for the cubic spectra. The transitions were of the type 
Il,m> ++ I-~,m+l> and I},m+l> ++ I-~,m>. 
Bleaney and Rubins9 have observed the "forbidden" lines for all fine 
structure components of V2+ in ZnSiF6.6H20. The lines reported in the 
present work are assigned to the transitions 
The lines become allowed off axis owing to a second order mixing 
of fine structure and hyperfine structure terms. For D, A« gSH, 
Bleaney and Rubins derive the term 
3DAsin26 CI + I ){S 2 - V3S(S+1)}, 
. 4gSH + - z (5.7) 
which can be added to the spin Hamiltonian. For any spin level M, the 
operators I± connect nuclear levels where m differs by ±l, and give rise 
to a breakdown in the usual selection rule, 6m = O. The intensity of 
these transitions relative to the ordinary transitions, where m does not 
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change, is 
_2 2 
I 3Dsin29 1 [1 S(S+l) 1 UO 1) - m2 + ml 4gBH + 3rl(M+1) + (5.8) 
It can be seen to be zero along the axes and greatest when e = 450 • 
Furthermore, the lines should be more intense at lower fields than at 
higher. 
Further transitions of the type ~m = 2,3 etc., but with 
decreasing relative intensities, are also permitted. These arise since 
non-adjacent hyperfine levels are coupled by terms in 1+2, I 3 arising 
- ± 
from a repeated application of (5.8) and from further cross product 
terms containing nuclear spin raising and lowering operators. 
If the term containing the cross-products between D and A is 
added to (5.1), the resulting perturbation formula for the energy of a 
state IM,m> can be written 
E 11,m = 
A2 
gSHoM + 2D(M-i) + AMm + 2gBH
o 
+ 8 H m +{3Dsin29}2{2Am}{M2 -
eN N 0 4g8H -rr-
o 
U(Itl)t1 - S(S+l)m + U (M-m)} 
m 
(5.9) 
Since higher terms contribute far less than 1 gauss to the line positions 
they are omitted. Neglecting for the moment fine structure and all but 
first order hyperfine terms, the positions of the 6M = -1, ~m = 0, ±l, ±2 
lines relative to the centre of too hyperfine pattern are given by the 
expressions 
4-· , I I I I I I I I 
I, . II II II 
II II 
FIGU.RE 5.6 !~nalysis of the "Forbi'ld.en" Hyperfine 
Spe c trun; for M ~ = 3/2 to 1/2. 
b 
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t\H = -1, m = 0 . t\H = Am , 
t\M = -I, m = +1; t\H = A(m - H + 1) 
M1 = -I, m = -1; t\H = A(m + U - 1) (5.10) 
t\H = -I, m = +2 ; t\H = A(m - 2M + 2) 
M1 = -1, m = -2; 6H = ACm + 211 - 2) 
For t\H = +1, the expressions are the same, apart from an 
overall chanee of sign. If we consider the 3k .. ~ transition, the line 
positions will be as shown in figure (5.6). The higher· order terms will 
shift these positions slightly and also provide the indicated splitting 
between the central doublet~. 
The spectra shown in figure (5.3) resemble the expected form. 
But the fairly large linewidth does not permit resolution of the central 
doublets, nor of the 6m = ±2, ±3 transitions from the other lines. 
Only the outer most of these can be seen in (S.3d). 
Since the condition D «g8H does not hold for this centre, 
o 
the perturbation expression (5.9) must be used with caution. But 
providing e is small, the line positions will be predicted with fair 
accuracy. This is the case, and the line positions agree with the 
theoretical values to within the experimental error. For small 6, 
the 6m = ±l line~ follow approximately the intensity dependence 
1 : 1·7 : 3·1 : 4 : 4·3 : 4 : 3·1 : 1·7 : 1, which is calculated from 
(5.8) by assuming that the five doublets are completely unresolved. 
Since this appears to be the case, then the effect of second order terms 
on the five positions must be very small. 
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The angular variation of the intensities of the flm = ±l lines 
relative to the ~m = 0 lines agrees \fe11 with the theoretical value for 
small angles from the [110] axes. However, the departure of relative 
intensity from that predicted increases rapidly beyond about e = 100 • 
This is for two reasons. Firstly, the formula (5.8) is one derived with 
the use of perturbation theo~J, so is inaccurate very far offaxio for 
this centre. Secondly, it is not possible to resolve the flm = ±2 lines 
from the nm = 0 lines, so the apparent intensities of the latter are 
larger. In addition, a broadening of those "forbidden" lines, which 
are formed from the superposition of two lines, occurs off axis as a 
preliminary to splitting by the hieher order hyperfine terms. The 
intensities of some of the nm = 11 lines are,therefore, apparently lower 
than they should be. A comparison of calculated and measured relative 
intensities is given in table 5.2. 
eO I~ Calculated I, Measured 
0 0 -0 
5 0.074 0.072 
7 0.14 0.13 
10 0.29 0.29 
12 0.40 0.33 
15 O.Sl 0.34 
20 1.00 0.37 
Table 5.2 
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The usual sin2 20 angular dependence of "forbidden" spectral intensity 
appears to apply to this centre, at least for small angles between Hand 
z. 
5.6 The Nature of the Centre 
2+ He have found V in an orthorhombic site in magnesium oxide, 
where the principal axis of distortion lies along a I110] type crystal 
direction. A feu words, as to the origin of this defect, seem relevant. 
By far the most divalent vanadium in this lattice is present 
in octahedral sites and gives rise to an isotropic spectrum. But about 
1% is present in the distorted environment. This approximate figure is 
arrived at by considering the increase in spectrometer gain required to 
observe spectra as large as the cubic, and remember·ing that there are 
about tHenty different transitions between which the intensity is shared. 
It is supposed that the inequivalence between x, y and z axes is brought 
about by a point defect along the z-direction. The x-axis is a I1001 
direction, so is already distinct from y and z. The nature of this point 
defect is a matter of conjecture, but it seems likely that it is a nearest 
neighbour cation vacancy. This may seem surprising, since the divalent 
vanadium does not require charge compensation. But, as mentioned earlier. 
most of the vanadium in MgO is present in the trivalent state and, as 
such, needs vacancies or univalent ions to preserve the overall electrical 
neutrality of the crystal. Since a large amount of vanadium is present, 
and no monovalent ion deliberately added, there must be a large number 
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of vacancies in the crystal. Charge compensation need not be local. 
so it is proposed that a few vacancies are available to distort the 
divalent vanadium sites. The possibility of distortion by nearest neigh-
2+ 3+ . bour V or V ions has been cons~dered. In these cases the spectrum 
would show additional structure owing to exchange effects between the 
neighbouring nuclei. None is observed for this centre. 
The fact that no spectra due to V2+ in tetragonal symmetry 
are observed may be due to two factors. The first of these is concerned 
with the stability of the ion-vacancy configuration. The stable oxide 
of vanadium is V20S• This has orthorhombic crystalline structure, 
where each vanadium atom lies at the centre of a distorted tetrahedron 
of oxygen atoms. It is proposed that in the magnesium lattice, the 
presence of a nearest neiehbour vacancy to the vanadium ion stabilises 
the system more than if the vacancy were at a next nearest caticnsite. 
This is due to a slight alteration in the positions of the vanadium and 
oxygen atoms, and a partial return to the tetrahedral coordination 
favoured by vanadium. The effects on the crystalline geometry would be 
slight for the more' remote defect. 
The second possibility for non-Observation of tetragonal lines 
depends upon the smallness of the expected zero field splitting. The 
values of D = -0.053cm-1 for Nn 4+ in HgO IO and D = 0.082cm-1 for Cr3+ in 
MgO 11 inply that the value for V3+ will be of this order. But the fact 
.. 
that the ion is not a charge misfit suggests that the distortion of 
the site would not be as great as for the other 3d3 ions. The value of 
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D will probably be smaller than those noted above. If this is the case, 
then the fine structure components would not be split sufficiently 
from the g=2 magnetic field to be observable against the profusion 
of lines in this region. 
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CHAPTER VI 
E.P.R. OF V2+ IN t~GNESIUM OXIDE - II PAIR SPECTRA 
6.1 Introduction 
t.P.R. is a useful technique for studying exchange interactions 
since under suitable conditions the interactions between near neighbour 
atoms may be studied directly. The results obtained can then be related 
to the bulk magnetic properties of the concentrated material, provided 
that proper account is taken of the differing lattice spacings of the 
concentrated and diluted systems. More often than not, the isolated 
ion pair must be created artificially by doping a diamagnetic host to 
a high degree (-1%) so that appreciable numbers of impurity ions occupy 
adjacent lattice sites. The system may not then be a realistic one, but 
we can obtain information about coupled species that may not otherwise 
be available. 
. 1 A recent review paper contains numerous references to studies 
of exchange interactions; no general discussion of other studies is 
given here, except where directly pertinent to the present results. 
However the measurements of Smith2 on ~+ in KMgF3 are discussed, since 
they are of relevance. Smith observed spectra from pairs of V2+ ions, 
super-exchange coupled via an intervening fluorine ion. The exchange 
interaction was found to be antiferromagnetic and the exchange energy, 
measured in units of J/k, found to be 6.SoK. 
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6.2 The Theory of Exchange Coupled Pair Spectra 
The spin-Hamiltonian for an isolated ion of spin 51 situated 
in a crystal field of orthorhombic symmetry may be written as 
HI = gB!!'El + Dc [~lZ2 - %51(511'1)] + EcI§.lx2 - §ly2J l' Alr§l 
(6.l) 
where the g and A tensors are assumed to be isotropic and D ~ are crystal 
c c 
field parameters., Should a second ion be close, the possibility of 
exchange effects occurs. In this case, we may describe the combined 
system using the spin Hamiltonian, 
H =Hl 1'~i2 l' JS1·§.2 l' De(3~lz~z - 5152) l' Ee(.§lx~x - .2.1y22y) 
(6.2) 
Two terms of the type (6.1)have been added, plus additional terms to 
describe the exchange interaction.J was defined in Chapter II and i~ 
the isotropic part of the interaction. We adhere to the convention of 
writing J positive for antiferromagnetic exchange. Higher order terms3 
such as -j(§1'§2)2. k(§1'§2)3. and possible antisymmetrical couPlings4 
. such as d(51 x~) are ignored for the present. The terms D and E e e 
describe any low order anisotropy that might occur. They are composed of 
two parts, where a contribution comes from the dipolar interaction 
between ions and a part from anisotropic exchange. 
For iron group ions equation (6.2) is usually dominated by the 
isotropic exchange term, written in the form, 
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which when expanded gives, 
where ~ = !l + !2' 
H J -_ J[S2 - S 2 - S 21 '21- -1 ~ J 
The eigenvalues of this Hamiltonian are, 
(6,3) 
For pairs of ions with Sl = S2 = 3b the relative energies corresponding 
to the different states of total spin are: 
S 
o -lSJ/4 
1 -11J/4 J 
2 -3J/4 2J 
·3 9J/4 3J 
Ae is the splitting between states Sand S-l, and follows a Lande 
s 
splitting rule. Had we chosen to include the second order exchange 
term -j(Sl,S2)2, the euerfY interval beCO!DCS 
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Each of the states comprises (2S+1) substates, which will be split by the 
remaining terms of (6.2). Equation (6.2) can be rearranged in the 
following more useful form, again assuming that J is the dominant term; 
~(= gB,tl.§ + %IS(S+l) - Sl (Sl +1) - S2(S2+1)] 
+ ~2.S(Il+I2) + D fs 2 - 1/3S(S+1>] + E (S 2 - S 2) (6.4) s L.:.z s -x -y 
Ds and Es represent the tetragonal and orthorhombic zero field splitting 
terms compounded from the single ion anisotropic terms and the anisotropic 
exchange terms, according to 
Ds = 3a D + B D (6.Sa) 
and s esc 
E = a E + B E (6.Sb) s s esc 
The matrix elements a and B are given by 
s s 
a = 
If-S(S+l) + 4S1(Sl+1)1 (6.6a) s (2S-1)(2S+3) 
.. 
and 
Bs = 
3S(S+1) - 3 - 4S1(S1+1) 
(6.6b) 
(2S+1)(2S+3) 
when the coupled ions have the same spinS. The hyperfine term in 
A A 
equation (6.4), ~(I1+12)' shifts each energy level by 2(I1tI2) for 
transitions of the type 6M
s 
= fl. Since 11+12 can take values from 
+(m11+mI2 ) to -(mIl+mI2 ) there is a total of 2(11+12) + 1 hyper fine 
lines expected for each fine structure transition. The intensities of 
these lines follow a stairstep pattern 1:2:3:4 ••••• 4:3:2:1, corres-
ponding to the different possible ways in which 11 and 12 can be added 
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to compound the total nuclear spin. The spacing between each line will 
A be 2 gauss. These two features of the spectra give a clear indication 
of the presence of exchange coupled pairs. 
6.3 The Vanadium Pair Spectra 
We expect to observe anisotropic spectra from each of the states 
5=1, 2 and 3, and also a temperature dependence that is different for 
each state. For reasons that become evident later, the coupling between 
spins is assumed antiferromagnetic (J positive). Thus a diamagnetic 
state is lowest, and the S=3 level highest in energy. If J is not small, 
then the states are thermally populated to different extents. The 
spectra from the S=l state are therefore expected to be the most intense. 
The observed pair spectra were originally attributed to this total spin, 
with the spectra from the higher levels too weak to observe. But several 
, 
factors indicate that this is not the case, and in fact the resonances 
must be attributed to transitions within the S=2 state. 
We shall list the reasons for making this decision. 
i) The transitions within the 5=1 and S=3 states are broadened by 
crystal field effects, whereas those of S=2 are not. 
ii) Anisotropy plots of H against cos2e give consistent values of D 
s 
for S=2 from the slopes of low and high field plots but not for S=l. 
The value of Ds ' if the spectra were from the S=l state would be 
. . 
inexplicably large. 
iii) Intensity considerations reveal that both S=l and S=2 should be 
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readily observable if (i) is not operative. We discuss the first of 
these factors now, but defer the other two until sections (6.3.2) and 
6.3.1 The broadening of lines from the S=l, 3 states. 
The anisotropy of the spectral lines is expressed in equations 
(6.5). If the contributions of D , E , D and E to these terms is 
e e c c 
calculated for each spin level, it is found that for the S=2 state, Dc' 
E have no effect. This can be understood by listing the values of a 
c s 
and ~ calculated-from equations (6.6), for an electron spin of 0/2. 
s 
s 
1 
2 
3 
a 
S 
17,/ 10 
o 
~5 
The zero value of 6 means that only D and E contribute to the aniso-
see 
tropy in the S=2 state, whereas the single ion crystal field terms have 
to be included for the other states. If we write the terms of interest 
as 
it is seen that any local variations in D and E will produce a 
c c 
broadening of the pair lines of states S=l, 3, but the S=2 level will 
remain unaffected. One such mechanism was introduced in Chapter III, 
where the broadening of the ±32 ++ ±! transitions of V2+ single ions was 
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discussed. The large linewidth was attributed to small orthorhombic 
distortions whose magnitude varied from site to site. These departures 
from octahedral symmetry were variously attributed to nearby impurities 
of differing kinds or to v3+. 
Smith2 proposed a different mechanism for the broadening of 
2+' 
±3h ++ ±! transitions of V in KMgF3• This would be responsible for 
the broadening of the S=l, 3 pair spectra in that host, and can also be 
applied to the present case. The broadening resulted from "vibrating 
effects" in the lattice that included a dynamic Jahn-Teller effect. 
In Chapter II we say that such an effect would not generally be expected 
for the y2+ ion since the 3d3 electron configuration has spherical 
symmetry. 
.. 4· 
In other words, the A2 ground state, being an orbital singlet, 
will not be directly affected by lattice phonons. But it is remembered 
that there is a departure of the g-value from 2.0023 resulting from the 
combined effect of the spin-orbit coupling and the orbital part of the 
Zeeman term. The state connected to the ground state by both of these is 
the orbital triplet 4T2~ so admixtures from this are responsible for the 
g-shift. The reSUlting impurity of 4A2 term means that lattice vibrations 
will affect the ground state resonances. 
The evidence for this effect was the fact that the widths of 
the broadened lines were greater at Q-band than at X-band frequencies. 
This is a result of the time averaging of the crystal field oscillations. 
For, given a sufficiently low microwave frequency, the broadening effects 
would be averaged to zero. But at Q-band, relatively few lattice 
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vibrations occur during the time of absorption of a microwave quantum so 
the lines are broadened. 
The ±3h ++ ±l transitions of V2+ in octahedral symmetry sites 
in HgO are observed at X-band, although they broaden very greatly when 
the magnetic field is not along the I100] direction. At Q-band, however, 
they are never visible, although it is evident that they are present. 
The main -~ ++ ~ line showed greatest apparent intensity with H 11[1001, 
and broadened away from this direction owing to the broadening of the 
outer fine structure transitions. Since at Q-band the splitting between 
the central and outer lines is only about 25% of the X-band splitting 
owing to the term (A2/2hv), their non-resolution at this frequency is 
readily explained. It is also quite possible that the broadening due to 
lattice effects also contributes to this effect. 
Whatever the mechanism, the broadening of the single ion lines 
can be accounted for by the use of the term in D. This term is also 
c 
present in the pair spectra Hamiltonian so would explain the broadening 
and possible non-appearance of all the S=l and S=3 lines. 
6.3.2 Description and analysis of the S=2 spectra 
Whether the observed spectra arise from S=l, 2 or 3 states would 
normally be obvious from the number of observed lines in the spectrum. 
In the present case, however, most of the central region of the spectrum 
is obscured, since we are still dealing with the concentrated crystals in 
which the V2+ orthorhombic spectrum was observed. The visible lines 
could be attributed to any of the three states, since only two outer sets 
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of spectra were recorded at both high and low field. These were attri-
buted to transitions where the magnetic field lay respectively parallel 
and perpendicular to the axis of the system. If the spectra were from 
S=2, there would be additional sets of lines closer to the central region. 
For the reasons outlined above, we assume that we observe spectra from 
the latter state, and shall interpret the results accordingly. The 
appearance of a typical set of lines is shown in figure (6.1). Here the 
characteristic stairstep pattern and hyperfine spacing equal to one half 
that of the single ion spectra is revealed. 
The angular variation of the pair spectra with the crystal 
rotated in the I100] plane is given in figure (6.2). The field measure-
ments were taken on the 9th (central) hyperfine line in all cases. 
Since this was the most intense line it could generally be clearly 
distinguished. This shows turning points along Iloo] directions, where 
the magnetic field lies parallel or perpendicular to the axis of the 
system. The spectra at 11.45 and l3.75kG, for the field along [100], 
are doubly intense, as a result of the superposition of the spectra from 
centres with [010] and I001] principal axes. The turning points at 
10.3kG and l4.9kG occur when the magnetic field is parallel to a I100l 
axis. Such a pattern is only possible for a Iloo] principal distortion 
axis. In other words our pair spectra must be ascribed to next nearest 
neighbour V2+ ions in a (100) direction. There would be an intervening 
oxygen ion. This analysis was checked by performing the rotation in a 
[llOJ plane. Consistent results were obtained, turning points being 
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1800 apart in this case, and no set of lines remaining isotropic as in 
the first case. 
The results may be described using the following spin Hamil-
tonian: 
H = geg~ + %[S(S+l) - Sl(Sl+l) - S2(S2+1>1 + ~.S·(Il+I2> 
+ Ds [~2 - 1/3S (S+1)] , 
where S=2, 51 +'S2 = ~2' II + 12 = 12. 
The measurements were performed at a Q-band frequency of 34.685GHz. 
From the high and low field turning points from the Ms = ±2 ++ ±l 
transitions we find 6H = 4.7kG = 6Ds • 
Therefore D = 776G = 0.07lBcm-1 
s 
gx -~ = gz = 1.980 -
A = A = Az - 40G = 0.004cm-
1 
x y 
No orthorhombic term is required. The measurement of J will be discussed 
in section (6.4). The angular variation of the spectrum was computed as 
in Chapter V. The predicted points are plotted, together with the 
experimental ones, in figure (6.2). Good agreement is revealed. 
Since the intensities of the low field transitions were higher 
than those of the high field transitions, and the fact that this 
difference became more marked, the lower the temperature, we can ascribe 
a negative sign to D. This means that at zero field the M = a level 
s s 
lies highest and the M = ±2 levels lowest. The energy level diagram 
s 
for this state and the measured parameters, is shown in figure (6.3). 
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There is some evidence for the Ans = ±2 transitions at low 
field; these occur at about 6kG, which is in the region of the ortho-
rhombic half field transitions. But when the crystal is rotated in the 
IllO] plane, all the half field transitions split out from the central 
region, and over the range e = 300 to 700 some weak lines with a pair-
like structure are visible. These do not appear to move very much and 
are somewhat indistinct, so no measurements were attempted. 
To check whether the spectra obtained were in fact from the 
S 2 • 2 f . 26 d 5 i f = state, an1sotropy plots 0 H aga1nst cos were ma e. tart ng rom 
the perturbation formula, including only terms in 0, up to second order, 
we write 
gBH = hv - (M-; )D(3.::os2e-l) - -1-[Dsin26]2 (2S2-6U2t6t~-3) 8hv -
+ s;~~e.D2cos2e(4~2-24112t24M-9) 
If the terms in cos2e and sin2e are written respectively in terms of 
;(1 ± cos2e), the equation reduces to the following for the 5=2, 
M = ±2 ++ ±l transitions. s 
gBH = hv ± ~D s - ~2i D £ + cos 2 e r ± ~ D s - ::~~ 
135D 2 
+ 32h~ cos22e. 
Differentiating with respect to cos26, we obtain 
B aH 
g a(cos2e) = 
3D 2 135D 2 
!D - --L + s 4 s IGhv 16hv cos2e 
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For small at this can be approximated to 
(6.7) 
which gives the slope of the straight line obtained by plotting H against 
cos 26 • 
Similarly the slopes of anisotropy plots for M = ±l ++ 0 
s 
transitions of the S=l state are given by 
3D D2 
:t '4' - 4hV' ,for small e. (6.8) 
The plots are reproduced in figures (6.4) and (6.5) are are seen to be 
o linear except at angles where e ~ 25 • 
The slopes are 1.374Kg = -O.l27oCm-1 (Low field) 
-1 
and 2.035Kg = 0.l88lcm (High field) 
Substituting these into (6.7) and (6.8) we find values for Ds. We compare 
these with the measured values below: 
S 
1 
2 
0.275, 0.163 
0.0688, 0.0732 
Ds(meas.> 
0.2l5cm-1 
0.07l8cm-1 
The results for the S=2 state are much more consistent with one another 
and with the directly obtained experimental value, than is the case for 
the 5=1 state. We submit this as further proof of the correct choice of 
state. The fact that the two values of Ds obtained for the S=2 case do 
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not quite agree, may be evidence for a possible anisotropy in the g-
value, as Smith2 found. But without more accurate field measurements, 
this cannot definitely be established. 
6.~ The Measurement of the Exchange Ener~ 
It was stated earlier than the states above s=o are thermally 
populated, and that the intensities of the spectra within each state are 
dependent on temperature. By measuring this variation with temperature, 
the separation between levels can be determined. This will enable the 
nature of the exchange interaction to be revealed. 
For simplicity, we assume a simple isotropic exchange, which 
gives rise to levels separated according to a Lande interval rule. 
The intensity of a transition of the type 6M = ±l within a spin state 
s 
S can be written 
I ex: 
exp[-e:s/kT} - exp[-(e:s + hv)/kTl 
I(2S + l)exp[-e:s/kT] 
(6.9) 
where the denominator is the partition function summed over all the four 
spin states and the numerator represents the differonce jn relative 
popUlations of the spin levels between which the transition occurs. 
If we consider the S=2 state, whose energy is 3J above that of the 
ground state, (6.9) becomes 
[1 - exp(-hv/kT)I.exp(-3J/kT) 
I ex: ----------------------------____________ ___ 
1 + 3exp(-J/kT) + 5 exp(-3J/kT) + 7exp(-5J/kT) 
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This lengthy expression has been programmed, and relative intensities 
~an be very quickly obtained from the computer for any selected value 
of J and T. 
The experimental determination of the temperature dependence 
of pair spectra intensities is not necessarily a straightforward matter. 
Factors such as the change in cavity Q and coupling are unpredictable 
and it would be virtually impossible to allow for them in making intensity 
measurements. The increase in sensitivity of the resonance technique on 
lowering the temperature would be another factor requiring correction. 
For this reason it is necessary to refer pair intensities to the 
intensity of a standard line that does not show a temperature variation, 
apart from that attributable to the change in relative populations of . 
adjacent spin levels. This thermal effect acts equally on both reference 
and pair spectra. The selection of a suitable reference ion has to 
satisfy certain criteria. The first of these has already been stated. 
Further requirements are set out below. 
1) If possible, the required resonance should come from the same sample 
as the pair lines. This gets round the difficulty that two different 
specimens may not be in exactly the same magnetic or microwave fields. 
With a change in temperature the distribution of these within the cavity 
may change, thus giving erroneous relative intensities. 
2) The reference line should not change its linewidth over the range of 
temperatures used. 
3) The line should be clearly observable and well separated from others, 
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so that its intensity can be easily measured. 
4) The line should, ideally, be of comparable amplitude and width 
as the pair lines and in a similar region of the spectrum. 
Two simple possibilities were tried. The lines selected were 
one each of the hyperfine components of the single ion V2T and Mn2T 
resonances. Both of these satisfied conditions (1) to (3), but not (4), 
as regards the amplitude and field position. The line widths were 
similar. However, a simple change in spectrometer gain between a pair 
measurement and a reference measurement got round the problem of different 
amplitudes. The precision step attenuators fitted to the Varian V-4560 
100 kHz field modulation and control unit enabled a return to previously 
used gain settings. The 2kG difference in field between the pair and 
reference lines presented no problem either, since the Fieldial regulator 
permitted easy selection of magnetic field values. The major problem 
with the V2T single ion hyperfine line was its great intensity. This was 
such as to alter the D.C. bias at the crystal by as much as 25%, and so 
modify the sensitivity of the whole system. This effect was magnified 
at lower temperatures owing to the greater signal strength; it could 
not be allowed for in the relative intensity measurements. For this 
reason the weaker hyperfine line belonging to Mn2+ was chosen, since the 
resonance did not affect the leakage at the crystal to any significant 
extent. Manganese had not been added to the crystal, but was found as 
an impurity. This is not an uncommon occurrence. 
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Since no estimate of the size of J was available, it was not 
knoWn over which range of temperature measurements would need to be made. 
As a preliminary to plotting a temperature dependence of the pair 
o intensity, the range of temperature from ambient to 77 K was first 
investigated using the gas flow system (see Chapter IV). The first 
measurement on any run was always made at room temperature. The eighth 
pair line was selected for the measurements, since this \-Tas easily 
identified and was the most intense. At lower temperatures no alteration 
in spectrometer gains for either pairs or reference spectra was required 
if the initial settings were sufficiently low. Since the linewidth of 
the pair lines decreased with temperature, the peak to peak height of 
the second derivative was no guide to the relative intensity of the 
spectra. So it was necessary to take the mean of the heights, Hand 
widths W of several recordings and take the intensity as I « H.W2. 
We assumed that no lineshape alteration had occurred. The manganese line 
did not change its linewidth, so approximate integration was unnecessary. 
The temperature dependence of pair intensity is recorded in 
figure (6.6). The large scatter of experimental points gives some 
indication of the difficulty of obtaining intensities from the first 
derivative spectrum. The greatest source of error was in the measurement 
of the pair line width. The individual measurements varied by about i6\ 
from the mean of several recordings, so produced a larger error when 
the product of width squared and height was taken. The error in the 
height was about ±2.5%, and the overall error in calculated intensity 
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was typically ±25%. This figure is arrived at by considering that the 
intensities are calculated from the following formula 
, 
where P(T), peR) are the pair intensities at some temperature, T, and 
at room temperature respectively. C(R), C(T) have similar meanings for 
the cubic spectra. The errors in P(T), peR) taken separately, double 
when their ratio is considered. 
Temperature stability was generally good, provided care was 
taken to allow the system to settle before taking measurements. However, 
in the ranges near the low temperature limit of the equipment, measure-
ments had to be taken quickly. Not too much reliance is placed on the 
experimental points obtained in this region. 
The one important feature of the temperature variation that 
remains clear is the fact that it shows a maximum in the region 130 -
l70oK. We can state that for the S=2 state this implies that the 
exchange temperature J/k must be of order 30% of these temperatures. 
In an attempt to restrict this range we have plotted the computed curves 
for various values of J. Although none of these fit the experimental 
points particularly well, the best fit appears to be for J = 60cm-1• 
There may be second order corrections to this, involving the 
biquadratic term j(~1.li2)2, but since we are unable to observe spectra 
from the other states, it is not possible to say anything about the 
magnitude of j. The correction would in any case be expected to be small 
1·0 
0·2 
5=3 
= 60 em-' 
-2· 2 
-3.0~O----------6~O----------'2~O---------'~~--------~4~O--------~3~O~--­
TEMPEJllhURE IN°1( 
FI~JRE 6.7 Gomputed Temperature Dependence of J~tensity 
of E.P.R. Transitions within the Pair States. 
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and for a value of jIJ = 0.05 as found by Harris and Owen, Hould be about 
Figure (6.7) shows a plot of the intensities of all three spin 
states as a function of temperature. The logarithmic values of relative 
intensity underestimate the temperature variation, but were necessary 
in order to plot the three curves together. A similar plot for 
J = 150cm-1 , assuming that the spectra are from an S=l state, reveals 
that at room temperature, spectra from the S=2 state would be about one-
fifth of the intensity of the S=l and should be readily observable 
although weak. None were observed; consequently our assignment appears 
to be reasonable. 
6.5 Discussion of the Anisotropy 
In equation (6.5a), we have found Ds = -0.071B, as = I, so 
this gives D = -O.0479cm-l. This term may be a combination of terms 
e 
representing the dipolar splitting and other exchange effects: 
(6.10) 
The magnitude of Dd may be calculated from the expression for the inter-
action between two magnetic dipoles which is of the form 
For a parallel spin alignment this reduces to: 
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- g2a
2 [S S - 3S S cos2e] 3 1 2 1 2 r 12 
~~is their distance of separation. The dipolar splitting term Dd is 
the coefficient of this expression, i.e. 
= 
and has value l.732cm-1 for r = l~ and g = 2. 
The problem that immediately arises is what value to choose for 
r for two vanadium ions separated by an intervening oxygen ion. The 
normal distance between magnesium ions in the pure crystal of UgO is 
4.20~, but it is not at all certain whether this figure is applicable 
to the present case. Without information to the contrary, we can only 
assume that r lies somewhere between 4.20~ and the 4.06~ found for the 
lattice constant of the cubic vanadium monoxideS. This value for r may 
be quite wrong, however, since vanadium forms other more stable oxides, 
where the vanadium-oxygen distance varies from as little as l.76~ (V02> 
to 2.06~ (V203>. 
If we take r = 4.l3~. Dd = -0.0246cm- 1• Uaking the unreasonable 
assumption of r = 2 x l.76~, Dd = -O.0396cm- 1 • Even the latter is too 
small to account for the size of D purely in the terms of the dipolar 
e 
interaction, so we return to our reasonable estimate of r. The difference 
between Dd and De amounts to O.0233cm-1 ; so we seek some other mechanism 
to account for the additional anisotropy. 
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The term DE in equation (S.lO) may provide the additional zero 
field splitting. It can be split into two possible parts, which represent 
respectively the anisotropic exchange and the antisyrnrnetrical exchange. 
The origin of these effects lies in the nature of the coupling between 
spins. If we take a general spin-spin interaction term 
~l T ~2 
this can be decomposed into two parts 
where the first is symmetric and the second antisymmetrical under exchange 
of spins. The symmetrical part is composed of an isotropic part J~1.§2 
and an anisotropic part ~1.!.!2 while the antisyrnmetrical contribution 
to exchange is written as ~'(~l x ~2). The overall exchange between 
spins, is then 
(S.ll) 
The first term has already been considered, but more needs to be said . 
about the other two couplings which have been implicit in the term DE up 
to now. 
6.5.1 The antisymmetrical exchange 
An antisymrnetrical coupling between spins was originally 
proposed by DzyaloShinsky4 on symmetry grounds, to explain the weak 
ferromagnetism of antiferromagnetic materials such as MnC02• M 
• 7 
or1ya 
108 -
has developed the theoretical basis for this exchange, and has shown that 
it arises by extending the theory of superexchange coupling to include 
spin-orbit interactions. The term of the form ~.(Sl x S2) produces a 
canting of spins, since its energy of lowest when the spins are pe~ 
pendicular. Hence in an antiferromagnet which nevertheless exhibits a 
weak spontaneous magnetisation, the term considered and the isotropic 
J~1.~2 are in mutual competition. A canting of the sublattice magnet-
isation occurs and gives rise to a net ferromagnetism. 
The size of the term is of the order 
d - (~) J, where 6g = g - 2 
and represents the effect of the spin-orbit admixture from higher 
states into the ground state. In our case, for g = 1.90, J = 60cm-1 
-1 d _ 0.6cm • 
This would be far too great to explain the value DE as it stands, so 
either we must make a more exact estimate or find a reason to reject 
antisymmetric exchange between V2+ ions. The latter course of action 
proves a very easy one. 
Symmetry arguments indicate that only in cases where the coupled 
ions are different species or are in non-equivalent crystal sites, is 
anti symmetric exchange possible. Such is the case for Cu2+ in zinc 
formate dihydrate where the four copper ions in each unit cell occupy 
two different types of site. Wagner et al.8hoped to see E.P.R. spectra 
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from exchange coupled dissimilar copper ions and included an anti-
symmetric term in their spin Hamiltonian. Their failure to observe 
such spectra was attributed to the smallness of the overall exchange. 
rather than to the absence of terms in d. 
Also Seehra and Castner9 have found an unusual linear 
temperature dependence of the t.P.R. linewidth of Cu in Cu(HCOO)2.4H20 
which they attribute to phonon modulation of the antisymmetrical exchange 
term. In addition Duerst and KokoszkalOhave observed a deviation of 
th f 2i' N' 2i'. l' h f C 2i' 2i' e g-tensor 0 Cu - 1 pa1rs re at1ve to t at rom u - Zn 
pairs in the dimeric Cu2i' complex dichlorobispyridine-N-oxide copper. 
This appears to be the first direct evidence of antisymmetric exchange. 
However it is an extremely favourable system since the system lacks a . 
centre of symmetry and the coupled ions are different species. 
Since our system has similar ions and is symmetrical about a 
perpendicular plane midway between them. we choose to ignore the effects 
of antisymmetry. 
6.5.2 Anisotropic exchange 
The term Sl.!.S2 in equation (6.11) can be written in the 
expanded form J Sl .52 i' J 51 .52 i' J yy51 .52 where J is chosen zz- z - z ~ x - x - y - y zz 
as the largest term and represents the diagonal part of the anisotropy. 
The other terms are off-diagonal in the energy matrix. Between them. 
these three terms lead to zero field splittings of the energy levels of 
the state in question. and so can be related to the more usual D and E 
parameters. In the present case only D is necessary to describe the 
spectra. so we note that J = D • 
zz . s 
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The anisotropic term, like the antisymmetric term, arises 
from higher levels via the spin-orbit coupling. The anisotropy is a 
feature of the arrangement of atomic orbitals in space. Those orbitals 
that are directed along the z-axis joining the coupled ions may be 
involved in exchange, while those perpendicular are not. This asymmetry 
is coupled to the otherwise orbitally free 4A2 ground state by the spin-
orbit coupling, and produces an angular dependent zero field splitting. 
The magnitude of the anisotropy is of the order 
where ~g has its previous meaning. Using the previous values of tg and J, 
J - 0.024cm-1• zz 
This is remarkably close in value to the required anisotropy, assuming 
that no corrections are required. But Smith2 has performed detailed 
calculations for V2+ in KMgF3 and finds that the order of magnitude 
anisotropic term must be reduced by a factor 1~8' making any contribution 
to the zero field splitting negligible. It is not certain how closely 
similar is the present case, but if any reduction factor is required, 
then discrepancies between theory and experiment will arise. 
We propose that the anisotropic exchange is in fact small 
and that the cause of our difficulty is in the use of the classical 
dipolar expression to derive splittings produced by quantum mechanical 
effects. The dipolar interaction between ions assumes that these are 
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localised dipoles, a definite distance roJo apart. l. . S
Oh V2+. l.nce t e l.ons 
are super-exchange coupled through the intervening oxygen (section 6.6), 
there is a considerable interchange of electrons over the system. 
It is not unreasonable to assume then, that the anisotropy term will 
be rather larger than that predicted from the classical formula. 
In view of the strong exchange coupling (J = 60cm-1), this magnetic 
interaction could account entirely for the zero field splitting. 
rle might point out that the problem would be three times worse if we 
had selected the S=l state as the source of the spectra. 
6.6 The Mechanism of Super-exchange 
From the results of the E.P.R. of the V2+ pairs we have 
established that the structure of the centre is - V2+ - 02- - V2+ - • 
The configuration is linear and lies along a [1001 direction in the 
crystal, the vanadium ions occupying cation sites in the lattice. 
The oxygen is normally diamagnetic, and direct exchange effects between 
the paramagnets would be negligible. However, there is always the 
possibility of electron transfers among the three ions. This may arise 
o 0 ty f 11 f h 0 h 011 b l.n a varl.e 0 ways ,some 0 w 1C are l. ustrated elow. 
i) - V+ - 0- - V2+ 
ii) - V2+ - 0- - V+ 
iii) - V+ - 0 - V+ 
iv) 
v) 3+ 2- + -v -0 -v -
, ! 
, ' 
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The first two mechanisms are the usual one electron transfer processes. 
normally referred to as super-exchange. Types (iii) to (v) are double 
exchange mechanisms. All of these mechanisms may occur to some extent. 
but we shall only mention the single exchange since this is the most 
probable. 
v2+ in the octahedral field of MgO has the t 2g orbitals lowest. 
and each of these is occupied by a single electron. 02- has its 2p 
orbital full. The transfer of an electron from the oxygen to either 
neighbouring vanadium ion will give a configuration such as 
v+ 0 V2+ 
t ~t ~ 
~t 
t 
+t ~ 
t~ + ~ 
t 2g 2p t 2g 
where the arrows represent spins up or down. After the exchange there 
is a parallel arrangement of spins between the oxygen ion and the left 
hand vanadium ion. The vanadium ion on the right will now tend to align 
its spin antiparallel to that on the oxygen since this is a lower energy 
configuration. The overall coupling between vanadium spins is anti-
parallel and therefore antiferromagnetic. 
In terms of orbital overlap, the exchange operates via the 3dyZ 
and3dzx vanadium orbitals and the 2px' 2py orbitals of the oxygen. 
The 2pz orbital, although directed towards the vanadium does not interact 
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strongly with the latter. We should expect a stronger exchange inter-
action for the present case than for the va~adium ions coupled through an 
intervening fluorine ion. This is a result of the smaller tendency of 
oxygen to hold electrons than the more electronegative fluorine. 
Our result of J = 60cm-1 compured with J = ~.5cm-1 for V2+ pairs in 
2 KMgF3 is consistent with this view. For the case of chromium in 
corundum, the higher oxidation state of the ion presumably makes it more 
ready to accept electrons from the oxygen than divalent vanadium. 
So in this case we expect a hieher exchange constant, once again. 
The values of J = 390cm-1 for nearest neighbour pairs12 ,13 and 84cm-1 
f d · hb 14 h b d or secon ne1g ours ave een measure • It would appear that our 
value for the intermediate case is a reasonable one. 
15 Huang has performed calculations for the case of right 
angled exchange between nearest neiehbour V2+ ions in MgO. The result 
is -24cm- l , which indicates ferromagnetic exchange. The strength of the 
interaction is encouraging, but since we have observed no orthorhombic 
spectra, we cannot comment on the exactness of this value. 
We can make no comparison between results obtained and the bulk 
magnetic properties of vanadium oxides, since little is known about them. 
16 Antiferromagnetism is suspected in V203 ,but none has been reported 
for the other oxides. Current interest in their semiconductor to metal 
transitions17 will no doubt lead to a better understanding of their 
properties. 
'I 
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6.7 The Temperature Dependence of Pair Linewidth 
We shall conclude this chapter with an explanation of the 
decrease in the width of the pair lines as the temperature is lowered. 
This effect enables an estimation of J to be made without recourse to 
integration of spectra and comparison with a standard. 
Since the S=2 state is well separated from the other excited 
levels, we make a simplifying assumption that this state and the ground 
s=o state form a two level system. We have found that the separation in 
energy is 3J. Considering the relaxation of electrons from the S=2 
level to the ground state, we restate equation (1.11) 
dn 
dt = (6.12) 
where n is the existing difference in populations between the upper and 
lO\ler levels. no is the thermal equilibrium difference and T1 is the spin-
lattice relaxation time. The latter can be defined as 
± 
where Ware the transition probabilities from the upper to lower levels 
and vice versa. We quote approximately the temperature dependence of 
th bah "l" " 18 ese pro 1 1t1es 
exp(hv h/kT) 
w+ - ----p---
exp(hvph/kT) - 1 
~t - ___ 1 ___ _ 
exp(hvph/kT) - 1 
= 
exp(3J/kT) 
exp(3J/kT) - 1 
-
1 
-
exp( 3Jf"T) - 1 
- 115 -
where hVph is a phonon energy equal to the splitting between the levels. 
From (6.12) 
T - IexP(3J/kT) - 11 
1 exp{3J/kT) + lj 
1 Since ~H, the linewidth, «- then from consideration of the Uncertainty 
Tl 
Principle, 
6H « [exP(3J/kT) + ;1 
Lexp(3J/kT) 1 
We distinguish three possibilities: 
(6.13) 
i) If 3J « kT, we can expand the exponentials and find ~H « (3~/kT) 
Thus at high temperature the linewidth is proportional to the 
absolute temperature. 
ii) If 3J » kT, we can neglect the units in the numerator and denomi-
nator: the linewidth is independent of t~mperature at low 
temperature. 
iii) If 3J - kT, then we expect a transitional region where the line-
width is non-linearly related to the temperature. 
Examination of figure (6.6) indicates that these predictions 
are upheld for the prescnt pair lines. At the higher temperature a 
linearity is approached, whereas in the lower temperature region a 
flattening off is noticeable. In this case the curve is best fitted to 
an equation of the form19 
~H = A 
1 - exp(-3J/kT) 
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which has the same type of temperature dependence as (6.13). A is a 
constant. We plot this function for two values of 3J in figure (6.8). 
With 3J/k = 3500 K, the curve fits well the high temperature part of the 
curve but levels off at too small a linewidth. For 3J/k = 4000 K, the 
fit at lower temperatures is much improved although the curve deviates 
from the experimental points in the higher regions. The best fit would 
probably be found at an intermediate value near 3J/k = 37SoK or 
This value for the exchange constant is in encouraging order 
of magnitude agreement with the previous value of 60cm- 1• A better 
agreement would no doubt be obtained (assuming our previous value is not 
seriously in error) by elaborating the theory. We must in particular 
consider the effects of the presence of the states S=l,3 since electrons 
from the upper level will relax partly via the 5=2. The latter will 
also relax partly via the 5=1 level, and the overall relaxation time may 
be different from that of our simple model. A more accurate determination 
of the transition to a temperature independent linewidth is also required, 
since the exactness of the theoretical fit - i.e. the accuracy of the 
choice of J - is tested most in this region. Unfortunately it has not 
been possible to extend the measurements to the appropriate temperature 
range. However, it seems clear that, in principle, when we have an 
exchange interaction J ~ kT, the measurement of linewidth variation in 
this temperature region provides another method of determining J. 
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The precise mechanism of relaxation is not clear, but it is 
thought to involve phonons of energy hvph ' equivalent to the level 
splittings. The fact that the width of the single ion V2~ lines (6.5G) 
is much less at room temperature than that of the pairs indicates that 
the latter are relaxing more rapidly. Gill20 discusses possible 
h ' f h ' 1 t' f C 3+. , ub mec an1sms or t e pa1r re axa 10n 0 r 10ns 1n r y. Although his 
findings may be relevant here, since we have made no measurements of 
relaxation times we are not able to consider them. 
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CHAPTER VII 
PART I: TRIVALENT CHROHIUl'1 IN HAGNESIUH OXIne - ORTHORHOMBIC SPECTRA 
7.1 Introduction 
The E.P.R. spectrum of Cr3+ in magnesium oxide has been 
investigated by several groups of workersl and has been briefly discussed 
in Chapter III. We have investigated the orthorhombic spectrum at Q-
band since work at this frequency has not previously been reported. 
The angular variation of the positions of the observed lines has been 
followed and is explained below. 
The orthorhombic symmetry has been attributed to a nearest 
neighbour positive ion vacancy along a IIIoJ direction and is analogous 
to the orthorhombic vanadium site discussed in Chapter V. Some modi-
fications of this model due to doubly associated defects have been 
observed by Wertz and Auzins2• Owing to the large distortion from 
octahedral symmetry, a large zero field splitting is expected. Such has 
been observed by Griffiths and Orton3 \-lho quote the values 
Inl = 0.031 ± 0.003cm- l and lEI = 0.22 ± O.Olcm- l • These values imply 
a zero field splitting of 13E + nl ~ 0.69cm-1• The later work of Wertz 
and Auzins2 gives a value of = 0.8cm- l • There seems to be no explanation 
6f these differences. However, it is clear that we are dealing with a 
situation in which the energy of the microwave quantum is of the same 
order as the separation between the energy levels at zero magnetic field. 
This produces two related effects. The most evident is that observation 
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of transitions between certain pairs of levels will not be possible at 
all orientations since the level splittings become too large. Secondly, 
some transitions are highly anisotropic, moving very rapidly as the field 
orientation is altered. These effects are more evident at X-band than 
at Q-band since the microwave quantum of the former is considerably less 
ha -1 t n O.7cm • 
7.2 The Q-Band Spectrum 
Since at Q-band the microwave quantum (h~ = l.2cm-1 ) is 
greater than 13E + D I = 0.69, we· expect to see all the allo,,,ed 
transitions. In particular, the +i ++ -i and ±O/2 ++ +~ transitions, 
which have not previously been examined,should be observed. 
The specimens used in this investigation contained approximately 
0.1% Cr3+ in substitutional cation ions. The E.P.R. spectrum was complex, 
despite the absence of a strong hyperfine structure, and many lines were 
observed in addition to those of current interest. The resonances from 
Cr3+ in orthorhombic symm~try were rather weak in this crystal as 
compared with the E.P.R. from tetragonal and cubic sites. In view of the 
omnipresent V2+.and Mn2+ spectra, the lines due to Cr3+ in orthorhombic 
sites could not be observed at all orientations. The broadening off-
axis and large anisotropy also added to the difficulties in obtaining 
very precise field positions. as a function of orientation. 
The positions of all expected transitions and also certain 
"forbiddert'transitions are plotted in figure (7.1). The maP,Tletic field 
122 
lies in a (100) plane of the crystal and the rotation axis is the Iool] 
direction. For clarity we show only those groups of lines from the two 
centres with principal axes of distortion lying in this plane. namely 
those parallel to [110] and Ili01. Resonances from the centres having 
principal axes along the four [110] directions lying at ~So to the (100) 
plane were also present. 
The observed lines can be divided into three groups according 
to the magnitude of change of the electronic Ms value. For AI1 = ±l. s 
there is a total of three possible transitions from each of the two 
centres under consideration, namely the ±O/2 ++ ±~ and the +i ++ -! 
transitions. These spin assignments are of course only approximate 
off-axis since then a heavy mixing between levels becomes evident. 
The positions of the transitions are indicated in figure (7.1). 
Turning points occur 900 apart, along [110] directions. The line at 
5.7kG arises when H II (110], and that at 6. 2kG with H 1 Ilio]. As the 
magnetic field is rotated, these move to very high field and broaden, 
becoming eventually unobservable. The +! ++ -~ transitions are also 
anisotropic and are most appropriately observed at their higher field 
positions , ... here they are clear of the interfering cubic and tetragonal 
spectra. Again the pair of lines arises from the mutually perpendicular 
centres. 
The "half-field" transitions with AB :; ±2 also show the 
s 
expected large anisotropy. There are observable low field turning points 
at about 3.3kG, but again line broadening denies the possibility of 
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observation at the higher fields. Finally, we observe a group of lines 
at low field. We assign these to transitions of type 6M
s 
= ±3, occurring 
between the outer levels of the spin quartet. There is one line possible 
for each centre. 
The field positions are predicted with good accuracy by the 
computed results. We find that agreement is obtained using the values 
Inl = 0.352 ± O.OlOcm- l , lEI = 0.100 ± O.OlOcm-1 and gx = ~ = gz = 1.980. 
These are in accord with previously quoted parameters except that we have 
chosen to depart from the original orientation of axes. We adhere to the 
convention of defining the z-axis as that along which the maximum 
splitting occurs. This involves inter-changing the x and z axes used 
by Griffiths and Orton. Thus the chosen axes for the present case are 
z along [110] 
x along [001] 
y along [110] 
In this coordinate system the previous values of nand E become 
IDI = 0.346cm-1 and lEI = 0.0943cm-1 • 
This centre, then, is analogous to the V2+ orthorhombic centre 
discussed in Chapter V, except that now we have a rather more extreme 
case. The value of A = I~I = 0.287, approaching the limiting value for 
any given set of axes. For A = Y3 the spectra along z and y would appear 
the same, and the pairs of lines now observed would become degenerate. 
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The greater degree of orthorhombic distortion in this case 
than in the situation discussed for v2+, is attributed to the effects of 
electric charge. The trivalent ion would tend to interact more strongly 
with the effectively negative magnesium ion vacancy than would v2+. 
The energy levels for the chromium ion in orthorhombic symmetry, 
for H liz are shown in figure (7.2). The whole scheme is similar but 
inverted for Hlly. We have indicated the observed transitions, and note 
that Ql and Q3 are the higher frequency analogues of Kl and K3 observed 
by Griffiths and Orton. As the field is rotated from Hllz to H lIy, the 
pattern of levels changes, with the general separation between the upper 
two decreasing and that between the lower two increasing until the 
inverted scheme is produced. Thus line Ql goes to very high field and is 
replaced by a transition between the lower pair of levels (cf. K2, 
reference 3). The anisotropy of the remaining lines can be understood in 
similar ways. Line Q3 does not move very much since the separation 
between the outer levels remains virtually constant. 
PART 2: SUHMARY 
We have observed spectra in doped magnesium oxide that arise 
from V2+ and Cr3+ ions in orthorhombic symmetry. The cause of the 
distortion is attributed to a positive ion vacancy in a nearest neighbour 
position. The former spectrum has not previously been reported and is 
unusual in the fact that the divalent ion is not a charge misfit and so 
would not be expected to occur. The concentration of such a centre is, 
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however, low and the spectrum is only observable in the more strongly 
doped crystals. We have determined the anisotropy of the resonance lines 
and have been able to deduce the Hamiltonian parameters with the help of 
a digital computer. Forbidden hyperfine lines which are allowed owing 
to the mixing between the zero field and hyperfine interactions, have 
also been observed for this centre. 
The orthorhombic Cr3+ spectrum has previously been observed in 
part. The present measurements at 35GHz have enabled new transitions to 
be observed and a full analysis of the system to be performed. 
In the concentrated vanadium doped crystals one also observes 
f ~- 1 d • hb V2+. a spectrum rom super-excl~nge coup e next nearest ne1g our 10ns. 
This spectrum exhibits the stairstep hyperfine structure typical of 
coupled pairs of ions. with the hyperfine splitting halved in comparison 
to the single ion spectrum. The spectrum arises from the S=2 state of 
the manifold of states produced when the two ions with S = 3~ are coupled 
together. Spectra from the S=1.3 states are broadened by crystal field 
effects. 
The aneular variation of the spectrum confirms that the ions are 
situated in a [looj crystal direction and are separated by an oxygen ion 
through which super-exchange proceeds. The zero field splitting of this 
tetragonal system has been attributed mainly to magnetic dipolar effects 
and parly to anisotropic exchange interaction. The isotropic exchange 
parameter, J, has been measured by plotting the temperature variation 
of intensity of the p~ir spectrum. J has also been estimated from the 
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temperature dependence of 1inewidth. The decrease in the 1inewidth 
is thought due to the decrease in the number of available phonons 
whose energy is equal to the separation between the S=2 state and the 
ground state. 
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