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In this paper, we propose a new variational model for image segmentation. Our model is
inspired by the complex Ginzburg–Landau model and the semi-norm defined by us. This
new model can detect both the convex and concave parts of images. Moreover, it can also
detect non-closed edges as well as quadruple junctions. Compared with other methods,
the initialization is completely automatic and the segmented images obtained by using our
new model could keep fine structures and edges of the original images very effectively.
Finally, numerical results show the effectiveness of our model.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Variational methods have been extensively studied in image segmentation and denoising because of their flexibility in
modeling and various advantages in the numerical implementation. The basic idea of variational methods is to minimize an
energy functional. This functional generally depends on the features of images. The classical way to solve the minimization
problem is to solve the corresponding Euler–Lagrange equation or its associated flow.
There are many variational models for image segmentation which can be categorized into two classes: edge-based
models [1–4] and region-based models [5–7]. Edge-based models utilize the image gradient to stop evolving contours on
object boundaries such as the geodesic active contour (GAC) model [2]. But there may be some disadvantages, for instance,
the energy may evolve to its bad local minimum for a given initial curve. Region-based models have some advantages over
edge-based models: Firstly, region-based models do not utilize the image gradient, so they have better performance for
images with weak boundaries; Secondly, these models are significantly less sensitive to the location of initial contours. One
can take the Chan–Vese (CV) model [8] or the region-scalable fitting model [9] as an example. The CV model is successful
for an image with two regions, each of which has a distinct mean of pixel intensities. But the CV model is not applicable
to images with intensity inhomogeneity. To deal with a more general situation, Chunming Li proposed the region-scalable
fittingmodel to handle imageswith intensity inhomogeneity in [9]. In numerical experiments of the edge-based and region-
based models, the level set method is usually used, but this method is computationally expensive since it works in a higher
dimension space than the image space itself.
In this paper, we propose a new variational model for image segmentation. This new model is inspired by the complex
Ginzburg–Landau (GL) model [10,11] which can be used to model many phenomena in physics, especially in the theory
of superconductors. This GL model has an important property that it is able to distinguish the normal phases and
superconducting phases of materials. While we use it for image segmentation, almost all of the obvious edges could be
detected because the edges correspond to normal phases and other regions correspond to superconducting phases. However,
owing to the existence of a Sobolev semi-norm, segmented images may lose some weak edges and important details.
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In order to overcome this shortcoming, we replace this Sobolev semi-norm with a new semi-norm defined by us which
is a variant of the non-local bounded variation regularization [12–17]. This new semi-norm has many important properties
that enable fine structures and edges to be detected very well when it is used in image segmentation. Moreover, a fidelity
term is also added to our new model since it is very useful for preserving the significant information of original images.
Therefore, our model can detect both the convex and concave parts of images. Furthermore, it can detect non-closed edges
as well as quadruple junctions too. Comparedwith other active contoursmethods, the initialization is completely automatic
and the segmented images obtained by using our new model can perform better.
The remainder of the paper is organized as follows: in Section 2, we give the definition and some properties of the
new semi-norm. In Section 3, our new model is proposed. In Section 4, the corresponding Euler–Lagrange equation or its
associated flow is obtained. And the iterating schemes are also given in this section. In Section 5, we give some experimental
results. Finally, we conclude our paper in Section 6.
2. Definitions and notations
In this paper, we extend the NLBVτ norm [13] to a new norm firstly. In the following, letΩ be a bounded open subset of
R2 and u : Ω → R be a function.
Definition 2.1. Assume u ∈ L1(Ω) and g is a nonnegative function. We define u ∈ g − NLBVτ (Ω), if u satisfies
|u|g−NLBVτ (Ω) = sup
φ
∫
X
u(x)

divxφ(x, y)− divxφ(y, x)

dxdy : φ ∈ V

< ∞, (2.1)
where X = {(x, y) ∈ Ω ×Ω, |x − y| < τ }, V = {φ ∈ C10 (X), |φ(x, y)| ≤ g(x)g(y)}. The norm of this space can be defined
as follows
‖u‖g−NLBVτ (Ω) = |u|g−NLBVτ (Ω) + ‖u‖L1(Ω).
The space of all functions u ∈ g − NLBVτ (Ω) is a Banach space. |u|g−NLBVτ (Ω) is called the g − NLBVτ semi-norm of u.
If u ∈ W 1,1(Ω), we know
|u|g−NLBVτ (Ω) = sup
φ
∫
X
u(x)

divxφ(x, y)− divxφ(y, x)

dxdy : φ ∈ V

= sup
φ
∫
X
(∇u(x)−∇u(y)) · φ(x, y)dxdy : φ ∈ V

=
∫
X
g(x)g(y)| ▽ u(x)−▽u(y)|dxdy,
where X = {(x, y) ∈ Ω × Ω, |x − y| < τ } is a bounded open set and g(x)g(y) is the weighted function defined on the
domain X in essence.
Proposition 2.1 (The Lower Semi-continuity). Let {un} be a sequence in the space g −NLBVτ (Ω), if un → u strongly in L1(Ω)
and u ∈ g − NLBVτ (Ω), then
|u|g−NLBVτ (Ω) ≤ limn→∞ inf |un|g−NLBVτ (Ω).
Proof. For ∀φ ∈ C10 (X), |φ(x, y)| ≤ g(x)g(y), we have∫
X
u(x)

divxφ(x, y)− divxφ(y, x)

dxdy = lim
n→∞
∫
X
un(x)

divxφ(x, y)− divxφ(y, x)

dxdy
≤ lim
n→∞ inf supφ
∫
X
un(x)

divxφ(x, y)− divxφ(y, x)

dxdy

≤ lim
n→∞ inf |un|g−NLBVτ (Ω).
Taking the supremum over V = {φ ∈ C10 (X), |φ(x, y)| ≤ g(x)g(y)}, we conclude that
|u|g−NLBVτ (Ω) ≤ limn→∞ inf |un|g−NLBVτ (Ω). 
In the following, we discuss the relationship between the g − NLBVτ semi-norm and the BV semi-norm.
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Proposition 2.2. If u ∈ g − NLBVτ (Ω) and 0 < β2 ≤ g(x)g(y) ≤ 1, then we can obtain
β2|u|NLBVτ (Ω) ≤ |u|g−NLBVτ (Ω) ≤ |u|NLBVτ (Ω), |u|g−NLBVτ (Ω) ≤ c(Ω)|u|BV(Ω),
where c(Ω) is a constant that only depends on the domainΩ .
Proof. It is known to all that
Vβ ⊂ V ⊂ V1,
where Vβ = {φ ∈ C10 (X), |φ(x, y)| ≤ β2}, V = {φ ∈ C10 (X), |φ(x, y)| ≤ g(x)g(y)}, V1 = {φ ∈ C10 (X), |φ(x, y)| ≤ 1}.
From the definition of NLBVτ semi-norm [13], we easily obtain the following results
β2|u|NLBVτ (Ω) = β2 sup
φ
∫
X
u(x)

divxφ(x, y)− divxφ(y, x)

dxdy : φ ∈ V1

= sup
φ
∫
X
u(x)

divx(β2φ(x, y))− divx(β2φ(y, x))

dxdy : φ ∈ V1

.
Let β2φ(x, y) = ψ(x, y), then β2φ(y, x) = ψ(y, x).
Since ∀φ ∈ V1, we can get ψ ∈ Vβ . Besides, for any ψ ∈ Vβ , we can choose a φ ∈ V1 s.t. ψ = β2φ. Then
β2|u|NLBVτ (Ω) = sup
φ
∫
X
u(x)

divxψ(x, y)− divxψ(y, x)

dxdy : ψ = β2φ, φ ∈ V1

= sup
ψ
∫
X
u(x)

divxψ(x, y)− divxψ(y, x)

dxdy : ψ ∈ Vβ

≤ sup
ψ
∫
X
u(x)

divxψ(x, y)− divxψ(y, x)

dxdy : ψ ∈ V

= |u|g−NLBVτ (Ω).
And by the formula V ⊂ V1 and the definitions of (2.1) and NLBVτ semi-norm, we can also get
|u|g−NLBVτ (Ω) ≤ |u|NLBVτ (Ω).
Moreover, we know
|u|NLBVτ (Ω) = sup
φ
∫
X
u(x)

divxφ(x, y)− divxφ(y, x)

dxdy : φ ∈ V1

≤ 2 sup
φ
∫
X
u(x)divxφ(x, y)dxdy : φ ∈ V1

≤ 2 sup
φ
∫
Ω
u(x)
∫
Ωx
divx

φ(x, y)

dydx : φ ∈ V1

,
where V1 = {φ ∈ C10 (X) : |φ(x, y)| ≤ 1},Ωx = {y ∈ Ω : |x− y| < τ }.
Since φ ∈ C10 (X), we can obtain
|u|NLBVτ (Ω) ≤ 2 sup
φ
∫
Ω
u(x)divx
∫
Ωx
φ(x, y)dy

dx : φ ∈ V1

.
Let
θ(x) =

Ωx
φ(x, y)dy√
2|Ω|
we know |θ(x)| ≤ 1.
Since φ ∈ C10 (X), we can obtain that θ ∈ C10 (Ω). Thus,
|u|NLBVτ (Ω) ≤ 2
√
2|Ω| sup
θ
∫
Ω
u(x)div θ(x)dx : θ(x) ∈ V¯

,
where V¯ = {θ ∈ C10 (Ω) : |θ(x)| ≤ 1}.
Therefore,
|u|NLBVτ (Ω) ≤ c(Ω)|u|BV(Ω).
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That is,
|u|g−NLBVτ (Ω) ≤ c(Ω)|u|BV(Ω)
where c(Ω) is a constant that only depends on the domainΩ . 
From the above propositions, we know this new space shares many similar properties with the space of functions of
bounded variation.Moreover, according to the observation,we find if u ∈ W 1,1(Ω), the gradient values of u in the τ neighbor
domain of a point x are all considered in the new semi-norm defined by us. So when this new semi-norm is used in image
segmentation, it is very useful for keeping fine structures and edges of images. In our paper, we use this semi-norm to
construct a new model for image segmentation.
3. Our proposed model
The Ginzburg–Landaumodel has shown its efficiency for modeling many phenomena in physics, especially in the theory
of superconductors [10,11]. The Ginzburg–Landau functional is defined as follows:
Eε = 12
∫
Ω

|∇u|2 + 1
2ε2
(1− |u|2)2

dx,
where ε is a small constant, u is a complex-valued function indicating the local state of thematerial: if |u| ≈ 1, thematerial is
in a superconducting phase, while if |u| ≈ 0, it is in its normal phase. Thus, the Ginzburg–Landaumodel is able to distinguish
the normal and superconducting phases. In this paper, we let the edges correspond to the normal phases and other regions
correspond to the superconducting phases. Hence, the edges could be detected.
Now, let f : Ω ⊂ R2 → R be the observed image. In order to apply the Ginzburg–Landau model, we should convert
f (x) into a complex-valued function u0. To construct u0, firstly we re-scale f (x) to the interval [−1, 1] by the formula
v0 = 2f (x)255 − 1 and assume w0 =

1− v20 . Then we define Re(u0) = v0 and Im(u0) = w0 so that |u0| = 1. Compared
with the construction of the initial level set function (where signed distance function is usually used) in the active contour
methods, our initialization is easier and automatic.
Inspired by the complex Ginzburg–Landau model and the new semi-norm we define, we propose our new model by
minimizing the following energy functional in g − NLBVτ (Ω) ∩ L4(Ω):
F(u) = µ|u|g−NLBVτ (Ω) +
1
4ε2
∫
Ω

1− |u|2
2
dx+ λ
2
∫
Ω
|u− u0|2dx, (3.1)
where the function g(x)g(y) is defined as:
g(x)g(y) = 1
(1+ β|∇Gσ ∗ f (x)|2)
· 1
(1+ β|∇Gσ ∗ f (y)|2)
, (3.2)
where Gσ is the Gaussian function and β is a positive constant.
In the following, we should explain further why the proposed energy functional is defined as the formula (3.1):
(1) In the first term, the function g(x)g(y) serves the purpose of selecting the locations of X to be smoothed. Obviously,
if we choose g(x)g(y) as the same as the formulas (3.2), edges could be kept very well.
(2) As analyzed in Section 2, when the g −NLBVτ semi-norm is used in image segmentation, it is very useful for keeping
fine structures and edges of images. Therefore, our proposed model can perform very well.
(3) From the second term, it is derived that |u| ≈ 1 almost everywhere after enough diffusion except for the points along
the edges of objects, and |u| is near zero along edges.
(4) The third term is a fidelity term which forces u to be a close approximation of the original function u0.
4. Numerical implementation
Numerically, we use the following minimization problem instead of (3.1):
min
u∈W1,1(Ω)∩L4(Ω)

F(u) = µ
∫
X
g(x)g(y)

|∇u(x)−∇u(y)|2 + ηdxdy+ 1
4ε2
∫
Ω

1− |u|2
2
dx+ λ
2
∫
Ω
|u− u0|2dx

.
In the above formula, we use a small positive constant η to avoid the singulary. This process is the well-known ε-
regularization. From the paper [18,13], it is known that Euler–Lagrange equations must be satisfied. Since this energy
functional is uncommon, we must deduce the corresponding Euler–Lagrange equations firstly.
If u(x) is a real function, Euler–Lagrange equations are:∫
Ωx
g(x)g(y)
∇u(x)−∇u(y)|∇u(x)−∇u(y)|2 + ηdy · n = 0, x ∈ ∂Ω, (4.1)
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where n is the outward unit normal to ∂Ω .
− 2µdiv
∫
Ωx
g(x)g(y)
∇u(x)−∇u(y)|∇u(x)−∇u(y)|2 + ηdy

− 1
ϵ2
u(x)(1− |u(x)|2)+ λ(u− u0) = 0, x ∈ Ω, (4.2)
whereΩx = {y ∈ Ω : |x− y| < τ }.
In this paper, u is a complex-valued function. We make u = (v,w). According to the above analysis, we can get the
similar Euler–Lagrange equations with the Eqs. (4.1)–(4.2).
In order to solve these equations, we use the steepest descent method. Therefore, we can get the following heat flows
with respect to the real and imaginary part of the complex-valued function u:
(1) The heat flows with respect to v:
∂v
∂t
= 2µdiv(r)+ 1
ϵ2
v

1− (v2 + w2)− λ(v − v0), (4.3)
where r(x) is defined as follows:∫
Ωx
g(x)g(y)
∇v(x)−∇v(y)|∇v(x)−∇v(y)|2 + η + |∇w(x)−∇w(y)|2 dy. (4.4)
(2) The heat flows with respect tow:
∂w
∂t
= 2µdiv(s)+ 1
ϵ2
w

1− (v2 + w2)− λ(w − w0), (4.5)
where s(x) is defined as follows:∫
Ωx
g(x)g(y)
∇w(x)−∇w(y)|∇v(x)−∇v(y)|2 + η + |∇w(x)−∇w(y)|2 dy. (4.6)
The initial value u0 of these equations is equal to (v0, w0) and the boundary condition is:
r(x) · n = 0, x ∈ ∂Ω, (4.7)
and
s(x) · n = 0, x ∈ ∂Ω, (4.8)
where the functions r(x), s(x) are defined as the same as the formulas (4.4), (4.6).
We use finite difference schemes to solve the Eqs. (4.3) and (4.5). Denote the space step by h = 1 and the time step by t .
Then we have
(D+x1u)i,j = ui+1,j − ui,j, (D−x1u)i,j = ui,j − ui−1,j,
(D+x2u)i,j = ui,j+1 − ui,j, (D−x2u)i,j = ui,j − ui,j−1,
|(Du)i,j − (Du)l,k| =

((D+x1u)i,j − (D+x1u)l,k)2 + ((D+x2u)i,j − (D+x2u)l,k)2.
The iteration formulas are given by
vn+1i,j = vni,j + t

2µAni,j +
1
ϵ2
vni,j(1− (vni,j)2 − (wni,j)2)− λ(vni,j − v0)

,
wn+1i,j = wni,j + t

2µBni,j +
1
ϵ2
wni,j(1− (vn+1i,j )2 − (wni,j)2)− λ(wni,j − w0)

,
where
Ani,j = D−x1
−
l,k
gi,jgl,k
(D+x1v)
n
i,j − (D+x1v)nl,k
|(Dv)ni,j − (Dv)nl,k|2 + |(Dw)ni,j − (Dw)nl,k|2 + η

+D−x2
−
l,k
gi,jgl,k
(D+x2v)
n
i,j − (D+x2v)nl,k
|(Dv)ni,j − (Dv)nl,k|2 + |(Dw)ni,j − (Dw)nl,k|2 + η
 ,
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c d
Fig. 1. An example of image segmentation: (a) The original noisy image with the Gaussian noise; (b) The segmented image obtained by using our new
model (iteration = 6, γ = 2, τ = 13); (c) The original noisy image with the Gaussian noise of a different variance; (d) The segmented image obtained by
using our new model (iteration = 6, γ = 2, τ = 11).
and
Bni,j = D−x1
−
l,k
gi,jgl,k
(D+x1w)
n
i,j − (D+x1w)nl,k
|(Dv)ni,j − (Dv)nl,k|2 + |(Dw)ni,j − (Dw)nl,k|2 + η

+D−x2
−
l,k
gi,jgl,k
(D+x2w)
n
i,j − (D+x2w)nl,k
|(Dv)ni,j − (Dv)nl,k|2 + |(Dw)ni,j − (Dw)nl,k|2 + η
 .
Moreover, we can also use finite difference schemes to solve the boundary conditions (4.7) and (4.8). According to the
boundary conditions, we can get D+x1v
n(x)(orD−x1v
n(x)),D+x1w
n(x) (or D−x1w
n(x)) when x ∈ ∂Ω and n is orthogonal to the
x2-axe. And we can also obtain D+x2v
n(x) (or D−x2v
n(x)), D+x2w
n(x) (or D−x2v
n(x)) when x ∈ ∂Ω and n is orthogonal to the
x1-axe.
5. Experimental results
The proposed variational method has been applied to a variety of synthetic and real gray images. We choose the
parameters as ε = 1, λ = 0.1, t = 0.1.
In our experiments for gray images, we get v andw after evolution. The segmented image is displayed by 255(v2+w2)γ ,
where γ is chosen between 2 and 100 in this paper. The reason for using 255(v2 + w2)γ is as follows: from the Section 3,
we know u has the following property after enough diffusion: |u| ≈ 1 in the smoothed regions and |u| is near zero along
edges. Thus,
255(v2 + w2)γ ≈

255, smoothed regions,
0, along edges.
Therefore, as a result of segmentation, the edges are displayed in dark while the smoothed regions are in bright. Moreover,
in our paper, τ is chosen to be not very large in order to compute our model efficiently. In general, if the background of an
image is very simple, the value of τ can be chosen to be small. If the image is a noisy image, the value of τ can be chosen to
be a bit larger. In our experiments, the maximal value of τ is 13 (e.g. in Fig. 1).
Firstly, we use our newmodel to deal with noisy images in Figs. 1 and 2. Figs. 1(a), (c) and 2(a) are the noisy images. The
segmented images are shown in Figs. 1(b), (d) and 2(b). We find this model is able to detect both the convex and concave
parts of noisy images very accurately. Thenwe use it to deal with images Figs. 3(a) and 4(a) that contain quadruple junctions.
The experimental results show that our model can detect non-closed curves.
In Fig. 5(a), it is a synthetic image of a plane and the intensity of the background is heterogeneous. This situation is very
common, but many methods may not perform very well. The model proposed by us could be used for the segmentation of
this kind of image. The segmented image is shown in Fig. 5(b). We find our model can detect the edges and fine structures
very well for this kind of image.
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a b
Fig. 2. An example of image segmentation: (a) The original noisy image with the Gaussian noise; (b) The segmented image obtained by using our new
model (iteration = 10, γ = 2, τ = 7).
a b
Fig. 3. An example of image segmentation: (a) The original image; (b) The segmented image obtained by using our new model (iteration = 10, γ =
100, τ = 2).
a b
Fig. 4. An example of image segmentation: (a) The original image; (b) The segmented image obtained by using our new model (iteration = 10, γ =
100, τ = 2).
a b
Fig. 5. An example of image segmentation: (a) The original image; (b) The segmented image obtained by using our new model (iteration = 50, γ =
100, τ = 2).
In the following, we compare our proposed model with the model in [18] (see Figs. 6 and 7). Firstly, from Fig. 6, it is
shown that our model can detect all the edges that cannot be found by using the model in [18].
Finally, we use the image of the cameraman Fig. 7(a) to compare our proposed model with the model in [18]. In the
segmented image Fig. 7(b) obtained by our model, many details and edges could be detected. However, it is hard to achieve
this result by using the model in [18].
6. Conclusion
This paper describes a new variational model for image segmentation. This new model is based on the complex
Ginzburg–Landau model and the semi-norm defined by us. When dealing with gray images, our new models can perform
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a b c
Fig. 6. An example of image segmentation: (a) The original image; (b) The segmented image obtained by using our new model (iteration = 50, γ =
100, τ = 2); (c) The segmented image obtained by using the model in [18].
a cb
Fig. 7. An example of image segmentation: (a) The original image; (b) The segmented image obtained by using our new model (iteration = 60, γ =
100, τ = 2); (c) The segmented image obtained by using the model in [18].
better than other methods, for example, fine structures can be kept better, the initialization is completely automatic and so
on. Our experimental results confirm the effectiveness of our algorithm. Moreover, we have investigated some properties
of our new semi-norm. However, it remains to conduct a complete theoretical study of the associated flows for our energy
functionals. This will be our future work.
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