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Abstract
Analyzing and mining students’ behaviors and interactions from big data is an essential part of education data mining. Based on the
data of campus smart cards, which include not only static demographic information but also dynamic behavioral data from more
than 30000 anonymous students, in this paper, the evolution features of friendship and the relations between behavior characters
and student interactions are investigated. On the one hand, four different evolving friendship networks are constructed by means
of the friend ties proposed in this paper, which are extracted from monthly consumption records. In addition, the features of
the giant connected components (GCCs) of friendship networks are analyzed via social network analysis (SNA) and percolation
theory. On the other hand, two high-level behavior characters, orderliness and diligence, are adopted to analyze their associations
with student interactions. Our experiment/empirical results indicate that the sizes of friendship networks have declined with time
growth and both the small-world effect and power-law degree distribution are found in friendship networks. Second, the results of
the assortativity coefficient of both orderliness and diligence verify that there are strong peer effects among students. Finally, the
percolation analysis of orderliness on friendship networks shows that a phase transition exists, which is enlightening in that swarm
intelligence can be realized by intervening the key students near the transition point.
Keywords: Evolution feature, Behavior character, Friendship network, Percolation theory
1. Introduction
Social computing has become a promising research area
and has attracted much attention. Investigating student behav-
iors and student interactions at a large scale has always been
a huge challenge for traditional educational researchers due to
their complexity and uncertainty. For a traditional research
paradigm, small-scale follow-up surveys and laboratory tests
are the most common methods, generally conducted in the form
of questionnaires (Robins et al., 2007; van de Mortel, 2008;
Junco, 2013). Nevertheless, the disadvantage of these meth-
ods is that the data are too subjective or too limited to obtain
reliable results. Thanks to the deep integration of information
technology in education, the behavioral data of most students
on campus can be collected by mobile phones (Wang et al.,
2014), online courses (Reich & Ruipe´rez-Valiente, 2019; Re-
ich, 2015), WiFi (Zhou et al., 2016), etc., which provide the
potential of large-scale and long-term empirical analyses for
researchers. Thus, mining and analyzing the hidden features
from these data are extraordinarily important for understanding
student behavior patterns and for interpreting a large number
of complicated phenomena among learning communities. For
example, by analyzing the data in massive open online courses
(MOOCs), Brinton et al. Brinton & Chiang (2015) found that
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watching more videos and making more than one pause are two
strong indicators for students obtaining excellent academic per-
formance.
The use of scientific methods to quantify student behav-
iors and describe student interactions is a significant step to-
ward personalized education, which not only helps education
administrators quantitatively understand the major factors of
excellent/poor performance but also helps students discover the
gap with others and obtain a clear understanding of their sit-
uations under a macro learning background, thus stimulating
their learning interests, enhancing learning effects and improv-
ing comprehensive quality. To this end, studies have proposed
many methods to analyze and mine student behaviors and stu-
dent interactions to understand the essential mechanism of macro-
scopic phenomena and provide early warnings of collective emer-
gencies. For example, social network analysis (SNA), as a pow-
erful tool, has been applied in the educational field due to the
ease of describing abundant interaction processes (de Marcos
et al., 2016). Cao et al. (2018) proposed orderliness and dili-
gence to quantify student behaviors and demonstrated that these
two characters could predict student academic performance.
Most previous studies have focused on analyzing the fea-
tures of static network topology, but social ties among students
are not static and change over time; thus, it is necessary to study
the evolution features of friendship networks, which could help
us understand how friendships form and disappear. Moreover,
student behaviors are always influenced by peers, but the spe-
cific influences peers have are still unclear. To solve the above
Preprint submitted to Elsevier April 15, 2020
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problems, we propose an approach of inferring friend ties to
construct evolving friendship networks from personal consump-
tion data on campus and to adopt orderliness and diligence as
two important behavior characters to investigate their associa-
tions with student interactions.
To construct friendship networks, we propose a theoretical
method to infer friend ties from more than 30, 000 student con-
sumption data in university canteens. The reliability of the in-
ferred friendship network is confirmed by comparison with that
of self-report friendship data from 42 students. Evolution fea-
tures of friendship are investigated by SNA, and the relations
between behavior characters and student interactions are inves-
tigated by assortativity analysis and percolation analysis. Our
main findings include the following: (i) The size of the friend-
ship network declines over time. (ii) The small-world effect and
power-law distribution are revealed in friendship networks. (iii)
The orderliness and diligence are positively related to student
academic performances, and the peer effect and a phase tran-
sition of behavior characters are uncovered in friendship net-
works.
Our main contributions can be summarized as follows:
1. Considering the features of student behavior data, we
propose a theoretical framework to determine the critical value
of the co-occurrence frequency in various time windows for
inferring friend ties. This method is simple, reasonable, and
highly accurate.
2. The evolution features of friendship are investigated by
analyzing the topological characteristics of four friendship net-
works and their giant connected components (GCCs) at differ-
ent times. We have found that students make many friends
when they are in a new environment; as time goes on, only
like-minded friends remain.
3. The distribution characteristics of orderliness and dili-
gence are explored, as well as their relations to academic per-
formance. Based on friendship networks, the relations between
the behavior character and student interactions are investigated
by assortativity analysis and percolation analysis, respectively.
The remainder of the article is organized as follows. First,
we provide an overview of the literature on SNA and perco-
lation theory. Then, we introduce the materials and methods,
followed by the results. The paper ends with a conclusion, lim-
itations and suggestions for further research.
2. Related studies
2.1. Social network analysis
The interactive relations among people can be described by
a network or graph consisting of nodes and links, where the
nodes stand for individual actors and links represent relation-
ships among individuals. SNA is able to show, explore and
explain the structure character of networks (Empygiri et al.,
2014), which can help us obtain an in-depth understanding of
social phenomena. In fact, SNA can supplement quantitative
data analysis to generate the summation of learning results by
adding explanations for group dynamics between the subjects
(Lee & Bonk, 2016), thus providing the theoretical basis for
empirical results.
Investigating the features of a social network among stu-
dents can provide references for the application of group learn-
ing; hence, an increasing number of researchers have applied
SNA in exploring the relationship between social ties and aca-
demic performance (DeLay et al., 2016; Morelli et al., 2017).
The results indicated that there is a strong correlation between
friends and academic performance (Toprceanu, 2017). For ex-
ample, Stadtfeld et al. (2019) studied how social relationships
formed by students who do not know each other and explained
their academic success by tracking 226 undergraduates from the
beginning to the end of the academic year. These researchers
uncovered that friends can evolve into learning relationships,
which demonstrates that the social network is a key factor of
academic success. Based on the data of high school students,
Flashman (2012) modeled dynamic networks by means of the
Markov model with random behavior individuals and studied
the coevolution of the network and behavior. These authors ob-
served that high-achieving students were more likely to become
friends with high-achieving students, indicating that academic
performance could be improved by changing friendship rela-
tionships. Veenstra et al. (2018) used SNA to study the influ-
ence of friend relationships on adolescent behavior and demon-
strated that friendship plays an important role in shaping ado-
lescent academic achievement and risky behavior. Kassarnig
et al. (2018) studied the social network of 538 undergraduates
from smart phone data and discovered that network indicators
could better reflect the academic performance of students than
individual characteristics and that the network has a strong peer
effect.
Despite the advantages of SNA for analyzing and comput-
ing the network structure (Buchanan & Caldarelli, 2015), it is
not always easy to capture any given system as a network since
not all systems have an obvious network structure where the in-
terconnections can be obtained from direct observation. More-
over, the collected data may not capture the associations among
observed objects leading to a hidden relational structure. Be-
cause of the above situations, some researchers have proposed
several methods to infer social ties from various data sets (Cran-
dall et al., 2010; Tang et al., 2011; Sapiezynski et al., 2017).
For example, Eagle et al. (2009) inferred friend ties through
location and proximity data from mobile phones, and the re-
sults demonstrated that it is possible to accurately infer 95%
of friend ties based on observational data alone. Tang et al.
(2012) proposed a framework for inferring social ties by incor-
porating social theories into a machine learning model, and an
F1-score of 90% was obtained. In addition, the statistical vali-
dation method has also been used for the inferring of social ties
(Li et al., 2014c,a,b). For instance, Liu et al. (2017) developed a
statistical validation and measured the similarity or relationship
among students based on their spatio-temporal co-occurrences,
and they found the friendship network is highly assortative by
students’ attributes such as gender, grade, school and age.
2.2. Percolation theory
Percolation theory (Achlioptas et al., 2009; Bohman, 2009)
is a theory of random graphs to study the emergence of large-
scale connected components of networks on the gradual addi-
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tion of links/nodes with a connect/active threshold p, which is
also called bond/site percolation. More specifically, taking site
percolation as an example, given a network, we hypothesize
that nodes are active with probability p. For p = 0, nodes are
inactive in the network, leading to a disconnected configura-
tion. For p = 1, all nodes are active, and the whole clusters in
the network are presented. As p varies, the network undergoes a
structural transition between these two extreme configurations.
Generally, random percolation processes give rise to continu-
ous phase transitions (Dorogovtsev et al., 2008). This finding
means that the size of the largest cluster in the network, used
as a proxy for the connectivity of the system, increases from
the nonpercolating to percolating phases in a smooth fashion
(Radicchi, 2015).
Percolation theory was proposed by Boardbent and Ham-
mersley in 1956 (Broadbent & Hammersley, 1957). Initially, it
was used to describe the random expansion and flow of fluid in
random porous media. Since percolation theory is of great prac-
tical significance, it is widely applied to explain many phys-
ical, chemical and biological phenomena (Goffri et al., 2006;
Bauhofer & Kovacs, 2009).
Percolation is easy to formulate for exploring the critical
phenomena and rules of group behavior when a percolation
transition occurs; thus, percolation theory has also been gradu-
ally applied to the social sciences (Goldstone & Janssen, 2005).
For instance, Solomon et al. (2000) investigated the percolation
phenomenon of the social network of customers in the media
industry. These investigators observed self-organized critical-
ity toward the usual percolation threshold and related scaling
behavior by computer simulation on square lattices. Zhukov
et al. (2018) applied percolation theory to explore how soci-
ety formed from individuals to connected groups. Jiang et al.
(2018) analyzed the relocation patterns of the manufacturing
industry on the network of the Yangtze River Economic Belt
using percolation theory and found that percolation transitions
exist during the process of industry relocation. Li et al. (2015)
investigated the percolation transition of traffic networks from
real-time traffic data. The results indicated that local congested
bottlenecks can lead to a global traffic breakdown; therefore,
developing the traffic capacity on these bottlenecks can signifi-
cantly improve global traffic.
3. Materials and methods
3.1. Data description
The results presented in this paper are based on data col-
lected from the student card system (SCS) at Central China
Normal University (CCNU), Hubei, P. R. China. The system
includes three components: the radio-frequency identification
(RFID) tag system, campus smart card and database. RFID
tags are armed in several locations, such as student canteens,
dormitories, libraries, classrooms and stores across the univer-
sity campuses. Most of the student campus behaviors, such as
having meals in canteens, shopping in stores and entering the
library, are recorded via a campus smart card check-in and are
uploaded to the database.
Table 1: The information of canteen consumption data.
Records Valid Students
03/18 2171314 28873
04/18 1822634 28089
05/18 2073499 28616
06/18 1911806 27486
09/18 2504612 33008
10/18 2201920 32359
11/18 2246927 33293
12/18 2169025 32478
03/19 2245626 31980
04/19 2082048 31344
05/19 2038350 31154
06/19 1740977 29361
The work described here is a part of the data we extracted
from the SCS database, including behaviors occurring in stu-
dent canteens and libraries. When students go to the student
canteens for dinner, they should have their card scanned to pay
for the meal, and the RFID tag system records the following in-
formation: student ID, location, and timestamp. Analogously,
the library check-in data will be recorded when a student enters
the library using his/her card.
In this paper, we collected approximately 5, 602, 261 records
of entering the library from September, 2015 to July, 2019 and
8, 107, 001 records of canteen consumption data from March,
2019 to July, 2019. In the data preprocessing, we filtered the
invalid data so that the number of student consumption records
was less than 10 times per month. According to our statisti-
cal results, the number of valid students is 31, 980 in March,
31, 344 in April, 31, 154 in May, and 29, 361 in June. More-
over, there are 8 canteens and 167 windows around the univer-
sity campus. After collecting these data, we also acquired the
grade point average (GPA) for 28, 926 students from the aca-
demic database. Specifically, we calculated 66, 874 diligence
values from the records of entering the library, and 40, 924 or-
derliness values from the records of canteen consumption data,
respectively. In order to investigate the relationship between
the diligence (or orderliness) and GPA, we obtained 26, 753 (or
17, 996) samples that each student has both the diligence (or
orderliness) and GPA. To investigate the periodicity features
of friendship networks, we collected the other two semester
records of canteen consumption data, and the details are listed
in Table 1.
In our study, privacy protection was taken quite seriously,
and all the students’ information was anonymous. Both the
student name and student number in our raw data are already
pseudonymous. The institutional review board (IRB) from Cen-
tral China Normal University approved the study.
3.2. The method of inferring friend ties
The idea of inferring friend ties is based on the fact that
friends often have meals together, and the chances of friends
are larger than that of strangers appearing at the same canteen
window simultaneously. Therefore, the friendship network can
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be constructed using the co-occurrence frequency within a pe-
riod of time. Indeed, it is very important to determine the criti-
cal value of the co-occurrence frequency because a smaller fre-
quency might mistake strangers for friends, whereas a larger
frequency would omit some real friends. Toward this end, in
this section, we derive a probability formula as well as math-
ematical expectations in theory and calculate certain specific
values.
First, we hypothesize that there are m students and n canteen
windows in the university, and the co-occurrence chance of any
two students is p. Then, the probability P and mathematical
expectations E that two students co-occur at least a times within
b meals can be expressed as:
P(x ≥ a) =
b∑
x=a
Cxb p
x(1 − p)b−x
E(x ≥ a) =
b∑
x=a
C2mC
x
b p
x(1 − p)b−x
(1)
In fact, the co-occurrence must satisfy the following two con-
ditions: The first one is that people appear at the same canteen
window, and the second one is that they appear in the same time
interval. Ignoring personal preferences, people choosing the
canteen window can be regarded as a random behavior; thus,
the probability of any two students at the same canteen window
can be expressed as:
p1 =
n∑
i=1
(
1
n
)2 =
1
n
. (2)
Meanwhile, since most students have meals at a regular
time, the time of students appearing in the canteen window fol-
lows a normal distribution N(µ, σ2). For example, almost all
the students had lunch between 11:00 a.m. and 1:00 p.m., espe-
cially at 12:00 p.m. Therefore, the probability that two students
have meals in the same time interval can be expressed as:
p2 =
N−1∑
i=1
(
∫ ∆ti+1
∆ti
1√
2piσ
e−
(x−µ)2
2σ2 dx)2. (3)
Combining these two conditions, the co-occurrence proba-
bility can be written as: p = p1×p2. Substituting these relations
into (1) gives:
P(x ≥ a) = Cxb×1n
N−1∑
i=1
(∫ ∆ti+1
∆ti
1√
2piσ
e−
(y−µ)2
2σ2 dy
)
x
×
1 − 1n
N−1∑
i=1
(∫ ∆ti+1
∆ti
1√
2piσ
e−
(y−µ)2
2σ2 dy
)
b−x
E(x ≥ a) = C2mCxb×1n
N−1∑
i=1
(∫ ∆ti+1
∆ti
1√
2piσ
e−
(y−µ)2
2σ2 dy
)
x
×
1 − 1n
N−1∑
i=1
(∫ ∆ti+1
∆ti
1√
2piσ
e−
(y−µ)2
2σ2 dy
)
b−x
(4)
Algorithm 1 Infer friend ties
Input: data1: a student’s canteen consumption data sequence;
1: data2: other students’ canteen consumption data sequence
Output: f riendlist: friend list
2: Initialize value loc, t, i← 0, initialize sequence f riend
3: a, b, c← data1[′num′,′ t′,′ loc′]
4: for loc← c[0] to c[−1] do
5: t ← b[i]
6: for temp← data2[0] to data2[−1] do
7: j← 0
8: for x← temp[′loc′][0] to temp[′loc′][−1] do
9: x t ← temp[′t′][ j]
10: if (x == loc) && ((x t >= t − 120) && (x t <=
t + 120)) then
11: f riend.append(temp[′num′])
12: end if
13: j← j + 1
14: end for
15: end for
16: i← i + 1
17: end for
18: for m← f riend[0] to f riend[−1] do
19: if len(m) > 5 then
20: f riendlist ← m
21: end if
22: end for
23: return f riendlist
According to the statistical results of our collected data,
there are approximately 30, 000 students and 160 canteen win-
dows in the university. A student would have 90 meals for one
month, and the time of a meal is primarily distributed within
60 minutes. Here, we assume that students at the same can-
teen window do co-occur if their consumption time is within
two minutes. Thus, the above parameters can be set up as
m = 30, 000, n = 160, b = 90, N = 60, ∆t = 2, and σ = 20
(meaning that 99.74% students have meals within two hours).
Using Mathematica software, we calculate some values in
the case that a is arranged from 1 to 9, as shown in Table 2. It
is very easy to find that the critical value of the co-occurrence
frequency ac is equal to 5 because in this case, we cannot find
any pair of strangers (E(x > 5) = 3.32E − 3); that is, they are
massively more likely to be friends if they co-occur at least 5
times. Therefore, we use this criterion to infer friend ties from
student consumption data and construct corresponding friend-
ship networks. The particular algorithm of inferring friend ties
is presented in Algorithm 1. Based on this algorithm, we con-
struct friendship networks in various co-occurrence frequen-
cies a. As shown in Fig. 1, a remarkable exponential func-
tion relation is found between the size of the network and the
co-occurrence frequency, which approximately satisfies f (a) ∼
1.89exp(−0.22a + 0.076).
3.3. Orderliness
Orderliness is described as the regularity of student behav-
iors. For example, if the starting times of having lunch for stu-
dent A always fall into the fixed time range [12 : 00, 12 : 30],
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Table 2: The probability P and mathematical expectations E in different encounter frequencies a.
a 1 2 3 4 5 6 7 8 9
P(x ≥ a) 1.57e-2 1.23e-4 5.74e-7 2.43e-9 7.38e-12 1.84e-14 3.89e-17 5.71e-19 81.14e-22
E(x ≥ a) 7.08e+6 5.54e+4 2.86e+2 1.10 3.32e-3 8.29e-6 1.75e-8 2.32e-10 5.14e-14
Figure 1: (Color online) The network size depends on the co-occurrence fre-
quency a in various months.
whereas student B has lunch at any time randomly, then we
could say student A has a higher orderliness than student B.
According to the definition in reference Cao et al. (2018), the
orderliness Oξ can be quantified by an actual entropy S ξ, ob-
tained through calculating a time series of a specific behavior,
and their relation can be written as Oξ = −S ξ. The smaller
the actual entropy is, the higher the orderliness is. The actual
entropy can be calculated in detail by the following method.
First, the preprocessing of the time series should be con-
ducted. The sequence of our original data is e = {t1−d1−L1, t2−
d2 − L2, · · · , tn − dn − Ln}, where tn denotes the precise time be-
tween 00 : 01 and 24 : 00, dn is the exact date, and Ln is one of
the canteen windows. Since the precise time within a day is use-
ful for calculating the actual entropy, we keep tn and finally ob-
tain the new sequence e′ = {t1, t2, t3, · · · , tn}. Second, one day is
divided into 48 time slices, each of which spans 30 minutes and
is encoded from 1 to 48. Therefore, we obtain a new discrete se-
quence. For example, {10 : 00, 11 : 00, 12 : 00, 13 : 00, 14 : 00}
corresponds to the discrete sequence of {20, 22, 24, 26, 28}.
Then, we use the new discrete sequence to calculate the ac-
tual entropy, which is defined as:
S ξ =
1n
n∑
i=1
Λi
−1 ln n (5)
where Λi represents the length of the shortest subsequence start-
ing from t′i of ξ, which never occurred previously. According
to the results of reference Xu et al. (2019), Λi = n − i + 2 if we
could not find the shortest subsequence. For example, for a dis-
crete data sequence {16, 23, 35, 16, 23, 35, 33}, where Λ1 = 1,
Λ2 = 1, Λ3 = 1, Λ4 = 4, Λ5 = 3, Λ6 = 2, Λ7 = 1, and n = 7,
the value of S ξ is 1.048.
3.4. Assortativity coefficient
The assortativity coefficient r is a Pearson correlation co-
efficient based on node degrees, which is used to measure the
relationship of the connection of node pairs, and its value is be-
tween −1 and +1. A network is assortative if the value of r
is positive, where the high-degree nodes tend to connect with
high-degree nodes. Instead, when the value of r is negative,
high-degree nodes are inclined to connect with low-degree nodes,
and the network is disassortative. In addition, the network is
neutral and has no degree correlation in the case of r = 0.
In fact, not only the node degrees, but also other node at-
tributes can be generalized by the assortativity coefficient, which
can be calculated by the following equation:
r =
∑
i, j
(
ai j − kik j2M
)
xix j∑
i, j
(
kiδi j − kik j2M
)
xix j
(6)
Here, xi (or x j) is the attribute value of node i (or node j), ki
(or k j) is the degree of node i (or node j), M is the number of
edges in the network, ai j is an element of adjacent matrix A, in
which element ai j = 1 if nodes i and j are connected and ai j = 0
otherwise, and δi j is the Kronecker delta function, where δi j = 1
if i = j, otherwise δi j = 0.
4. Results and discussion
In this section, we investigate the evolution features and
relations between behavior characters and student interactions
of friendship networks. To investigate the evolution features
of friendship in a semester, four friendship networks are con-
structed with a 30-day time window, and their topological prop-
erties are analyzed. Alternatively, to quantify student behaviors,
we adopt two high-level characters, orderliness and diligence,
and analyze their distributions and correlations with their GPA
to confirm the conclusions of the study Cao et al. (2018). Next,
the relations between behavior characters and student interac-
tions are investigated using the assortativity coefficient and per-
colation theory, respectively.
4.1. Evolution features of friendship
We design Algorithm 1 to infer friend ties according to the
data set character. The algorithm has three nested for loops so
that its time complexity is O(n3) and space complexity is O(n).
The experimental computer CPU is Intel i7-9700K, with 32GB
of RAM. It runs on the Linux distribution Ubuntu18.04, and the
operating environment is Pycharm, Anacoda3 and Python3.7.
Due to the limitation of computational ability and RAM, it can
support the analysis of up to about 80, 000, 000 data records in
an academic year to build a friendship network. In order to im-
prove the computational speed and efficiency, we analyze each
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group of student data (about 6, 000, 000 data records) separately
on a monthly basis. The calculation time of the friendship net-
work on the experimental computer is 50 hours.
Using the method in Algorithm 1, we inferred friend ties
from monthly consumption records in the university canteens,
and constructed four friendship networks from March to June
2019. To verify the reliability of inferring friend ties, we col-
lect self-report friendship data from 42 student volunteers, who
were asked about the information of their friends. According to
the results of the self-report, there are 43 real friend ties among
these volunteers. To verify the validity of our inferred results,
we selected edges among these volunteers from friendship net-
works and compared them with real friend ties. As shown in
Fig. 2, only 5 edges (red lines) cannot be found. The re-
sult shows that the hit rate of the friend ties inferred by our
method possibly reach 88.4%. Therefore, it is reliable that the
formations of most edges in the inferred friendship networks
are mainly driven by real friend ties.
Figure 2: (Color online) The inferred and real friend ties among students.
Green edges represent the coexistence of these different friend ties, and red
edges represent the real friend ties.
The network characteristics of friendship networks are listed
in Table 3. From Table 3, we uncover that the sizes of friend-
ship networks S G decline with time, as well as the GCCs S G1 ,
whereas the number of connected components N is increased.
These results reflect certain potential characters of friendship
formation. That is, to adapt to a new environment, students
make as many friends as possible, which leads to the formation
of a large friend group. Then, as time goes on and the friend-
ship evolves, the number of friends declines, and more small
groups occur, corresponding to the increment of N. Moreover,
one could observe that the sizes of GCCs S G1 are quite large
compared with other components and almost reach the same
Table 3: The size of friendship networks and their components.
March April May June Average
S G 20962 18924 17538 14332 17939
EG 38099 34305 26808 15058 28568
N 1229 1897 2105 2523 1939
S G1 16489 14180 12226 7734 12657
S G2 10 17 11 19 14
β 3.2 3.3 3.3 3.2 3.25
Table 4: The feature values of GCCs of friendship networks from March to
June 2019.
March April May June Average
ρ × 10−4 2.58 3.10 3.12 3.56 3.10
〈c〉 0.16 0.15 0.14 0.13 0.15
〈L〉 6.87 7.01 7.66 9.24 7.70
〈k〉 4.26 4.40 3.81 2.75 3.81
α 2.17 2.13 2.29 2.81 2.35
level of friendship networks S G. For example, on average, the
sizes of S G, S G1 , and S G2 are 17939, 12657, and 14, respec-
tively. Indeed, this fact can also be observed from Fig. 3. Un-
like small connected components, GCCs are far from them in
the double logarithm coordinate of Fig. 3. Another finding is
that the sizes of small connected components follow a power-
law distribution P(x) ∼ x−β with β ≈ 3.25. Due to the above
facts, we focus on analyzing the GCCs of friendship networks
in this paper if not specified otherwise.
Figure 3: (Color online) Component size distribution. The fraction of com-
ponents with a given component size on a log-log scale. Most nodes are in the
largest component.
Next, the topology parameters of GCCs for various friend-
ship networks are listed in Table 4. From the overall point of
view, since the network density ρ describes the level of linkages
among nodes, the low density value, approximately 3.1 × 10−4
on average, illustrates that the friendship network is sparse and
the number of friends is limited for most students. The small
average shortest path length 〈L〉 and large average clustering 〈c〉
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reveal that the friendship network has a small-world effect. The
former indicates that the number of degrees of separation be-
tween any two members is small by compared with the size of
the population itself. The latter demonstrates that the chance of
two students knowing one another is greatly increased, if they
have a common acquaintance. In fact, this probability is uni-
form in a random network, regardless of any two students you
choose. The average degree of friendship networks 〈k〉 equaling
3.3 indicates that every student has approximately 3.3 friends
on average. To further study the feature of node degrees, we
investigate the characteristic of the degree distribution, and the
result is shown in Fig. 4. One can observe that node degrees
follow a power-law distribution P(r) ∼ r−α with α ≈ 2.35.
This result indicates that the number of friends is not homo-
geneous for all the students and that large-degree nodes exist in
the friendship network; in other words, some popular students
have a large number of friends.
From the perspective of evolution, in Table 4, it can be ob-
served that the density ρ and average shortest path length 〈L〉
increase with time, whereas the average clustering coefficient
〈c〉 and average degree 〈k〉 decline. To explain these phenom-
ena, we should know what factors affect these results first. Ac-
cording to the definitions, network density and average degree
can be expressed by ρ = 2e/n(n − 1) and 〈k〉 = 2e/n, respec-
tively. Here, e and n denote the number of edges and nodes of
the GCC, respectively. It is necessary to study the relations be-
tween nodes and edges. As shown in Fig. 5, one can discover
that they follow the densification power law (Leskovec et al.,
2007):
e ∼ nγ, 1 < γ < 2. (7)
Particularly, γ = 1.5, as shown in Fig. 5. In this case, the net-
work density and average degree are dominated by the number
of nodes and edges, respectively. Therefore, when both of them
decline, ρ is enhanced and 〈k〉 is decreased. Meanwhile, a de-
crease in the average clustering coefficient 〈c〉 indicates that the
chance that one’s friends are also friends decreases over time.
This result can be explained as follows: After the wave of mak-
ing new friends, only like-minded friends remain. Since the
friendship between one’s friends is relatively unstable, those
edges among neighbor nodes are easier to cut down, which
leads to the decline of 〈c〉. Furthermore, the average shortest
path length 〈L〉 will increase since these edges are removed.
Since most universities in China have two semesters in an
academic year, where the first is from September to December
and the second is from March to June, we enlarged the time
frame of data set from March 2018 to June 2019 except for
holidays to study the periodicity features. As shown in Fig.
6, we find that the evolution behaviors of friendship networks
are characterized by the semester, that is, networks in different
semesters have the similar evolution behaviors. For example,
the sizes of friendship networks S G decline with time in every
semester. Another interesting finding is that the size of net-
work edges EG in September, which was the time new college
students enrolled, is much larger than that in other months. Ac-
cording to our observations, the reason of edge increase may
Figure 4: (Color online) The degree distribution of friendship networks.
come from the contribution of college freshmen, since they
have more enthusiasm to make new friends for adapting to a
new environment.
4.2. Behavior characters
4.2.1. Orderliness
Student behaviors have very important influences on aca-
demic performance, but how to quantify these behaviors is still
an open problem in the field of educational research. Order-
liness, as a quantitative indicator of describing lifestyle regu-
larity, was first proposed by Cao et al. (2018) via mining large-
scale behavioral data, such as taking showers in dormitories and
having meals in cafeterias. Here, we use our data set, i.e., in-
dividual consumption records in the student canteen, to investi-
gate the features of students’ lifestyle regularity and verify the
conclusion of orderliness in the study Cao et al. (2018).
To this end, we need to obtain the value of the actual entropy
first. The calculation method of the actual entropy introduced in
Section 3.3 is presented in Algorithm 2. The time complexity
of Calculate the actual entropy is O(n2), and the space com-
plexity is O(n2). Because it takes up a lot of RAM, in order to
prevent RAM overflow, it is best to reduce the calculation time
span. The experimental computer CPU used is Intel i7-9700K,
32GB of RAM, and runs on the Linux distribution Ubuntu18.04
system. The running environment is Pycharm, Anacoda3 and
Python3.7. The calculation time of actual entropy on the exper-
imental computer is 47 minutes.
Using Algorithm 2, we calculate 17, 868 student actual en-
tropy values (considering their GPA can be obtained), and the
distribution of the actual entropy is shown in Fig. 7. One could
observe that the actual entropy approximately follows a Gaus-
sian distribution, which is consistent with the result of reference
Cao et al. (2018). For most students, the value of the actual en-
tropy is approximately 2.0, and only a few students have small
values. According to the relationship between orderliness and
actual entropy, the smaller the actual entropy is, the stronger
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Algorithm 2 Calculate the actual entropy
Input: data: Canteen consumption data sequence.
Output: entropy: Actual entropy value.
1: discrete: a sequence divided a day into 48 time slices.
2: order: a sequence is converted by a discrete sequence.
3: Initialize sequence order, entropy
4: for i = data[0] to data[−1] do
5: discrete← data
6: end for
7: order ← num← 1
8: while num < len(discrete) do
9: Initialize sequence m, n, p
10: m, n← discrete[: num − 1], discrete[num − 1 :]
11: for i← 0 to num − 1 do
12: if m[i] == n[0] then
13: p← i
14: end if
15: end for
16: if len(p) == 0 then
17: order ← 1
18: else
19: for j← 0 to len(p) − 1 do
20: Initialize value t ← 0
21: k ← p[ j]
22: while k < num do
23: if t < len(discrete) − num && m[k] == n[t]
then
24: t ← t + 1, k ← k + 1
25: else
26: break
27: end if
28: end while
29: p[ j]← t
30: end for
31: q← max(p)
32: if q == len(discrete) − num then
33: temp← len(discrete)−num+1, order ← temp
34: else
35: temp← q + 1, order ← temp
36: end if
37: end if
38: num← num + 1
39: end while
40: entropy← log(len(order)) ∗ (order/sum(discrete))
41: return entropy
Figure 5: (Color online) Number of edges e versus the number of nodes n in
log-log scales for several GCCs, which obeys the densification power law with
a consistently good fit. Slope: γ = 1.5.
Figure 6: (Color online) The evolution behaviors of friendship network in three
semesters.
the orderliness is. Our results demonstrate that high-orderliness
students are limited and that most students are distributed at
mid-level positions.
To investigate the relationship between orderliness and aca-
demic performance, we first calculate all the student GPAs, and
then divide the students into 11 different groups according to
their value of orderliness. The gap of each group is the same.
The average value of the GPA in each group is calculated, and
the results are presented in Fig. 8. It can be easily observed
that orderliness is positively correlated with GPA, implying that
high-orderliness students might achieve better academic perfor-
mance, which again demonstrates the results of the study of ref-
erence Cao et al. (2018).
Furthermore, to detect the statistical significance, we choose
the same number of students from each group and apply Spear-
man’s rank correlation coefficient to quantify the correlation co-
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Figure 7: (Color online) The distributions of the actual entropy.
efficient between the GPA and orderliness. In fact, the value of
Spearman’s rank correlation coefficient is in the range [0, 1],
and the large absolute value reflects a high correlation. Our re-
sult of r = 0.155 indicates that there is significant correlation
between the orderliness and GPA.
Figure 8: (Color online) Relationship between orderliness and GPA. Binned
statistics are used to aggregate the data points, where regularized orderliness is
divided into 11 bins. The mean value of data points in each bin is presented.
Spearman’s rank correlation coefficients for GPA-Orderliness (r = 0.155, p <
0.0001) suggest the statistical significance.
4.2.2. Diligence
Another parameter describing student behavior is diligence,
which is measured by the frequency of entering the library. To
investigate the features of student diligence, we collected ap-
proximately 5.6 million records of these behaviors in the li-
brary, and obtained the values of diligence for 26, 753 students
after matching with GPAs.
First, we investigate the feature of the diligence frequency
distribution, and the result is shown in Fig. 9. Unlike order-
liness, the diligence follows a power-law distribution, which
means that the diligence is heterogeneous for different students.
That is, even though most students seldom go to the library, a
few still often go there and spend much time learning. This phe-
nomenon can be explained by the fact that, for most students,
the purpose of going to library might be to deal with examina-
tions or to conduct self-learning prior to the exam. Neverthe-
less, for some other students, it is a habit, and there are many
records of when they enter the library. Another explanation is
that human behaviors have a memory effect; the more times you
go to the library, the more likely you would do it next time.
Figure 9: (Color online) The distribution of the number of times enter-
ing/existing the library.
Figure 10: (Color online) Relationship between the diligence and GPA. Log-
binned statistics are used to aggregate the data points. The mean value of data
points in each bin is presented. Spearman’s rank correlation coefficients for
GPA-Diligence (r = 0.374, p < 0.0001) suggest statistical significance.
Intuitively, the more diligent a student is, the better his/her
academic performance is. To prove this conclusion, we col-
lect student GPAs and analyze the relationship between the dili-
gence and GPA. The result is shown in Fig. 10. From Fig. 10,
one can observe that the diligence is positively correlated to
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Table 5: Values of assortativity coefficient of the node degree, orderliness,
diligence and GPA.
March April May June Average
rdegree -0.02 -0.02 0.03 -0.02 -0.01
rorderliness 0.37 0.36 0.38 0.46 0.39
rdiligence 0.27 0.24 0.25 0.27 0.26
rGPA 0.41 0.40 0.42 0.46 0.42
GPA, which confirms our statement. Furthermore, we obtain a
high level of statistical significance for this relationship, and the
value of Spearman’s rank correlation coefficient r equals 0.374,
which reflects a high correlation.
4.2.3. Assortativity analysis
The behavior characters such as orderliness and diligence
have been studied in the above sections, but they are just viewed
from an individual perspective. In fact, student behaviors are
always influenced by others; for example, a student will go to
library if his/her friend invited him/her. To investigate the re-
lations between behavior characters and student interactions,
based on friendship networks, we use equation (6) in section
3.4 to calculate the assortativity coefficients of the node degree,
orderliness, diligence and GPA. All the results are listed in Ta-
ble 5.
First, the result of the assortativity coefficient of node de-
gree rdegree indicates that friendship networks have no degree
correlations since rdegree nearly equals zero, which implies that
whether or not any two students are friends is independent of
the number of their friends.
Unlike the result of the node degree, the values of behav-
ioral assortativity coefficients, orderliness rorderliness and dili-
gence rdiligence, are larger than zero, especially the orderliness,
whose value almost equals 0.4. These results indicate that friend-
ship networks are assortative for orderliness and diligence, which
are also called peer effects. That is, a regular student tends to
make friends with regular behaviors, and friends of a diligent
student are also diligent. Furthermore, the assortativity coeffi-
cient of the GPA is calculated and its result is almost the same
as the orderliness, which indicates that friendship networks are
also assortative for student GPAs. In conclusion, friendship
networks have strong peer effects on individual behaviors even
though networks have no degree correlations.
4.2.4. Percolation analysis
With regard to mesoscale properties, assortativity analysis
in friendship networks has been shown to have strong peer ef-
fects on individual behaviors. In addition to mesoscale features,
it is also necessary to investigate the effects of global network
topology on student behaviors. To this end, we adopt perco-
lation theory to analyze the characteristics of orderliness on
friendship networks.
First, we record the value of orderliness on every node.
Then a threshold m, which varies from the minimum to the
maximum of orderliness, is defined to act as the only control
parameter in our percolation analysis. The si of the node with
orderliness oi will be grouped into one of two classes: orderly
state for oi ≥ m or disorderly state for oi < m, i.e.
si =
1 oi ≥ m0 oi < m (8)
Figure 11: (Color online) The percolation of orderliness on various friendship
networks.
Figure 12: (Color online) Schematic of the key nodes in friendship net-
works. The blue/red nodes are orderly/disorderly states, and the solid/dotted
lines denote nodes connected/disconnected by edges. (A) A typical example
of a friendship network just above criticality, where some nodes are disorderly
states at criticality. Removal of them will disintegrate the giant connected com-
ponent as two components which connected by blue edges and green edges,
respectively. (B) The same friendship network after addition of the key node
10 (circled in red), where the giant connected component occurs again.
The fraction of orderly state nodes (si = 1) in the network,
which can be considered the occupation fraction p in percola-
tion, increases as we gradually reduce the threshold m. In this
process, we choose an appropriate interval (∆m = 0.01 in our
study) so that the decrease in m is small enough to keep at most
one node’s state modified ( one si changes from 0 to 1). As we
decrease the threshold m, components of orderly state nodes
(si = 1) will emerge, and we can observe the occurrence of the
percolation process in the network. For large m, almost all the
nodes are considered as disorderly and only small components
will appear. For small m, small components will merge into
larger components, showing the organization process of local
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orderliness. The emergence of the GCC indicates the occur-
rence of the percolation transition and the formation of global
orderliness. At a certain fraction of orderly state nodes pc (de-
termined by mc), the second largest component reaches its max-
imum, which signifies the dissipation of global orderliness. Ac-
cording to percolation theory, this value pc refers to the critical
threshold of global orderliness percolation.
Fig. 11 shows the percolation process of orderliness on the
GCCs of friendship networks. As shown in Fig. 11, one can
observe that the critical threshold pc is approximately equal to
0.2, below which almost all the students are in an orderly state.
However, when p is larger than pc, the GCC composed of or-
derly state nodes is divided into many small components, and
the size of the largest component is far less than that of the
network. These results give us an important inspiration, that
is, to achieve swarm intelligence, and the best way is to de-
velop/intervene the key nodes near the critical threshold. For
instance, the left-hand chart in Fig. 12 is a typical example of a
friendship network just above criticality, where some nodes are
disorderly states at criticality. In this case, the GCC is disinte-
grated into two small connected nodes by a key node 10 circled
in red in Fig. 12. Compared to changing other nodal states,
the best way of reoccurring the GCC is to develop the order-
liness of node 10 (see right-hand chart). Therefore, those key
nodes identified at pc can provide opportunities to significantly
improve the global network orderliness with a minor cost.
5. Conclusions
In this paper, we studied the evolution features of friend-
ship and relations between behavior characters and student in-
teractions from the perspective of network topology by mining
behavioral data on campus. To infer friend ties, we proposed
a theoretical framework to determine the critical value of the
co-occurrence frequency and found that the critical value for a
month should be five since any pair of strangers cannot be found
in terms of statistical expectations. The self-report results fur-
ther confirmed the validation of our method of inferring friend
ties. Moreover, we investigated the functional relationship be-
tween the network size and critical value, and there was a sig-
nificant exponential relationship between them. This finding
indicated that a reasonable critical value was of importance be-
cause a larger value would omit many real friends or a smaller
value would mistake many strangers for friends.
To investigate the evolutionary nature of friendship, the topo-
logical characteristics of four friendship networks and their GCCs
were analyzed. First, we discovered that friendship networks
were sparse networks, node degrees followed a power-law dis-
tribution, and the small-world effect existed due to the high
clustering and short path lengths. Second, we found that the
sizes of both friendship networks and GCCs declined with time,
whereas the number of small connected components increased,
which described the phenomenon that a large friend group de-
cayed into many small groups. Next, the network density and
average shortest path length increased with time, whereas the
average clustering coefficient and average degree declined. Ac-
cording to the results of topology parameters, we may safely
arrive at the conclusion that students make many friends when
they are in a new environment; as time goes on, the number of
friends will decrease, only like-minded friends will remain, and
the friendship among one’s friends is not stable. Moreover, we
found that the evolution behaviors of friendship networks are
characterized by the semester, and the size of network edge in
September is much larger than that in other months due to the
enrollment of new students.
We then studied the relations between behavior characters
and student interactions. First, we investigated the characteris-
tics of orderliness and diligence. The results indicated that both
orderliness and diligence were positively correlated with the
GPA; however, the former followed a Gaussian-like distribution
and the latter followed a power-law distribution. Next, we cal-
culated the assortativity coefficient of the degree, orderliness,
diligence and GPA in friendship networks, and the results in-
dicated that friendship networks had strong peer effects on stu-
dent behaviors. Using percolation theory, we investigated the
effects of global network topology on behavior characters, and
the results showed that a phase transition of orderliness existed
in friendship networks. Since orderliness is strongly related to
student academic performance, this result might provide some
reference for managers to intervene those crucial students and
realize the goal of swarm intelligence.
According to above results, some advises could be provided
to help educators in their study. On the one hand, it is best to
schedule most social and academic activities for each student
timely in a semester, so that students have the best motivations
to make new friends during this time. On the other hand, we
could provide some methods to educational administrators for
early warning of at-risk students with potential low academic
performances. For example, educators could set the critical
threshold of the orderliness and diligence in the student card
system, and students will be kindly reminded if their values
were reduced below the critical threshold.
6. Limitations and further research
This study has several limitations, which can provide a di-
rection for future research. Firstly, although the research data in
this study came from different behaviors on campus in China,
the study’s findings may be restricted to the Chinese students.
Further research should extend to other countries’ university
and compare the effects of friendship network characteristics
on behaviors. Secondly, from the perspective of network evolu-
tion, the size of time window may influence friendship network
formation, and adopting the sliding-time-window technology
would observe more detailed evolution features of friendship
formed. Thus, future research should vary or slide time window
and study the microscopic mechanism of friendship formed.
Third, some personality traits were not considered in this study.
In Section 3.2, we hypothesized that everyone chooses the can-
teen window randomly, nevertheless, the personal consumption
habits were not considered. Therefore, it is necessary to analyze
the effects of personality traits on friendship networks.
In our study we have got the conclusion that high-orderliness
students would achieve better academic performance, but some
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studies also found that people who have a little more disorder
would be more creative and resilient (Tim, 2017; Kim & Zhong,
2017). Another interesting research demonstrates that small
teams produce significantly more disruptive work than large
teams (Wu et al., 2019). Based on these facts, the directions
of further research can be extended to investigate the creativity
of low-orderliness students and small connected components of
friendship networks, which accounts for around 30% but we
have neglected in this paper.
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