Psychophysical experiments show that the perceived colour of an object is relatively independent of the spectrum of the incident illumination and mainly depends on the surface spectral reflectance. We first demonstrate a possible solution to this undetermined problem for a Mondrian world of flat rectangular patches. We expand the illumination and surface reflectances in terms of a finite number of basis functions. We assume that the number of colour receptors is greater than the number of basis functions. This yields a set of nonlinear equations for each colour patch. Number counting arguments show that, given a sufficient number of surface patches with the same illumination, there are enough equations to determine the surface reflectances up to an overall scaling factor. This theory is similar to previous and independent work by Maloney and Wandell (Maloney 1985) . We demonstrate a simple method of solving these nonlinear equations. We generalize to situations where the illumination varies in space and the objects are three dimensional shapes. To do this we define a method for detecting material changes, a colour edge detector, and illustrate a way of detecting the colour of a material at its boundaries and propagating it inwards.
Introduction
The colour of an object depends on the spectral distributions of the incident light and the reflectance * This report describes research done at the Artificial Intelligence Laboratory of the Massachusetts Institute of Technology. Support for the laboratory's artificial intelligence research is provided in part by the Advanced Research Projects Agency of the Department of Defense under Office of Naval Research contract N00014-80-C-0505 functions of the object. More precisely at each point x the receptors 1 measure a quantity l, given by l~,(x)=~a~,(2)E(x, 2)S(x, 2)d2,
where a~(2) is the absorption function of the receptors (#= 1 to 1 if we consider the rods and cones), E(x, 2) is the incident illumination and S(x, 2) the reflectance of the surface. The function S(x, 2) is the product of the albedo p(x, 2) and the reflectance function R(n, k, s).
The reflectance function depends only on the source direction_s, the viewer direction_k and the normal to the surface _n. It is constant for the Mondrian worlds we consider in the first part of this paper.
These quantities l~(x) are then evaluated and combined to give the perception of colour. For the human eye it is assumed that the outputs of the three cones correspond to the perception of colour. The three cones corresponds to the three dimensions of the space of perceived colours (von Helmholtz 1896; for a review see Feynman 1963) . 2 A number of experiments show that the perceived colour of an object is relatively independent of the spectral distribution of the incident light. This is the colour constancy effect demonstrated most clearly by Land on Mondrians (Land 1974; Land 1983; McCann et al. 1976) . Since the incident illumination and the surface reflectance are confounded in the input (1.1) some assumptions must be made to disentangle them and to obtain a colour which depends on the surface reflectance alone. This paper proposes a computational theory to account for the colour constancy effect. An important assumption is that both the colour, the incident 1 For example, the rods and cones of the eye 2 The rods are not normally assumed to contribute to colour perception, however, we will argue later that although their inputs do not directly contribute to perceived colour they might still be used to "normalize" colour perception illumination and the surface reflectance can be expressed as a finite sum of basis functions in spectral space (Sallstrom 1973) . This assumption has been used in a number of interesting papers on colour constancy. Brill (1978) makes use of it in his work on volumentric invariants and later work on yon Kries adaption (Brill and West 1981; West and Brill 1982) . Buchsbaum (Buchsbaum and Goldstein 1979) uses it in his theory of colour vision which estimates the illumination of the scene globally. In related work he uses arguments from signal processing to demonstrate the effectivity of red minus green coding (Buchsbaum and Gottschalk 1983) . The assumption can be justified by the finite number of colour inputs channels to the eye and by appeals to the regularity of nature. It should be emphasized that these theories merely interpret the illumination as if it were a combination of basis functions. Provided the basis functions are well choosen the results should degrade gracefully as the assumption breaks down.
In contrast to these theories we assume that the number of receptors is greater than the number of basis functions. Thus if we assume three basis functions for the intensity and reflectance functions we would need to use the rods, as well as the three cones, for colour vision. It is then shown that given a sufficient number of patches of different surface reflectivity with roughly the same incident illumination it is possible to solve for the resulting non-linear equations for the surface reflectance up to an overall scaling factor. In such a theory the colour of a patch would depend on the colour of the neighbouring patches, which is consistent with Land's experiments. We also do not assume that the illumination is constant.
We next show how to generalize this work to general surfaces and for illuminations which vary with space. For Mondrian worlds there are several theories which deal with nonconstant illumination (Blake 1984; Horn 1974; Land 1974 , McCann et al. 1976 ). These theories assume three independent colour channels and use the spatial behaviour to extract the reflectance from its product with the illuminations. These theories require normalizations for each channel separately and can not easily be generalized to general surfaces. An alternative version is by Hurlbert (1986; see Poggio and Staff 1985) . Our approach involves defining an colour edge detector which isolates the image into colour regions. We can then determine the colour of the regions locally at these boundaries and propagate it inwards.
While completing this work a we became aware of similar and earlier work by Maloney and Wandell a A first version of which appeared as an M.I.T.A.I. Lab Memo (Yuille 1984 ) (Wandell and Maloney 1984; Maloney and Wandell 1986; Maloney 1985) . This work also involves expanding the illumination and reflectance in terms of basis functions, using the rod as an additional receptor and yields identical equations for the Mondrian world. Our method of solving the equations is different, however, and may yield solutions in cases where their method fails (M. Brill, private communication). Our method of generalizing to surfaces and non-constant illumination is novel. Maloney (Maloney 1985) reviews the evidence that the illumination and surface reflectance can be approximated by a finite set of basis vectors and refers to previous work on this subject (Stiles et al. 1977; Buchsbaum and Gottschalk 1984) , He also investigates the constraints that the biological data puts on the possible basis functions.
The choice of the basis functions is critical since the solution will only be correct if the incident illumination and the surface reflectance can be well approximated by them. It is important that the solution degrades gracefully as the approximation breaks down. The most natural choices for the basis functions are approximately the absorption functions of the three cones since any light with spectrum outside this range will be unobservable. In the first part of the paper we restrict ourselves to Mondrian worlds and derive a set of equations. In the second part we demonstrate a simple way to solve the non-linear equations. In the last section we extend our scheme to cases when the spectral components of the illuminant and the reflectance function vary with position. For this case we can find the colour of an object at its boundaries and then fill in the interior. This method will automatically find the material boundaries and thus will act as a material edge detector in the sense of Rubin and Richards (1984) . Rubin and Richards (1984) have considered ways of distinguishing such "material" patches by considering the spectral properties of the observed intensities. They discuss "lawful processes" (such as orientation and shadowing) which change the albedo while still corresponding to the same material and propose an "opposite sign slope condition" to detect such change. Another approach to colour edge detection is described in Hurlbert (1986; see also Poggio and Staff 1985) .
The Basis Functions
First we consider the case when there is no spatial dependence of the illuminant or the surface reflection. The inputs to the receptors are then
We now expand E(2) and S(2) in terms of basis functions Bi(2 ) and C j(2)
For the present we will set n = m = 3 and choose the same basis functions
This is merely for convenience and because of psychophysical evidence that perceived colours form a three dimensional space [Helmholtz (1896); for a review see: Feynman (1963) ]. It is straightforward to generalize the analysis to different values of n and m and for different numbers of rods and cones. Substituting (2.3) into (2.1) gives
where we use the summation convention over i and j. We can write this as
The (T/S) depend only on the absorption coefficients and the basis functions. They are therefore parameters of the system and hence are known 4. The (zi) and (T j) describe the illuminant and the surface reflection respectively. We therefore have four equations (# = 1 to 4) for six unknowns (i= 1 to 3, j= 1 to 3). Note, however, that there are effectively only five unknowns because of the scaling ambiguity
(2.6) P This ambiguity can be traced back to (2.1) where it corresponds to the scaling
This scaling ambiguity cannot be dealt with by our theory and a further normalization is required. Note this is the only ambiguity in our theory and only one normalization is required. This is in contrast to the theories of Land (1974 Land ( , 1983 , McCann et al. (1976 ), Horn (1975 , Blake (1984) , and Hurlbert (1986) where colour is computed independently in separate channels each of which has to be normalized separately. Our method allows interactions between channels and hence we only need one normalization.
To resolve this ambiguity we can normalize the light source by making (~) a unit vector, or by setting Z" 1 =1. 4 The system might be taught to learn the optimal (T~2) A single patch gives us four equations for five unknowns. Suppose we have a neighbouring patch with a different spectral surface reflectance. This second surface reflectance can be expressed in terms of basis functions by 3 Sz(2)= s ~iB,(2).
(2.8) i=l
Now if we make the assumption s that the spectral distribution of the illuminant is unchanged on the second patch we measure four new quantities ku= zi( j rLj , (2.9) which involve only three new unknowns ((j). We combine this with (2.8) to get eight equations for eight unknowns. Number counting suggests this is enough to get a unique solution. The equations are non-linear however and, as we will show in the next section, in some cases there may be more than one solution.
For the human eye to use a colour scheme like this with four receptors, the rods are necessary as well as the cones. If we just use the cones and have three receptors it follows from (2.10) that we can only have two basis functions and hence only a two dimensional space of perceived colour. Observe that the output from the rods can be treated differently from the output from the cones. It is combined with them to solve (2.4) and (2.6) and determine the ((j) and the (T j) but it is only the inputs from the cones that gives the colours. The rods and the cones combine to determine the perception of colour from the spectral information at the cones.
We now consider the general case when there are p receptors, n basis functions for the illuminant and m for the reflectance function. Suppose we have q patches. Then the number of equations is pq. The number of variables is n + mq-1 (the 1 comes from the scaling ambiguity). To obtain a unique solution 6 we need pq >=n + mq-1.
(2.10) This is a necessary condition. To check it is sufficient we will show that the non-linear equations can be solved. Note from (2.10) that we always need p > m, that is the number of different photoreceptors must be greater than the number of basis functions for the reflectance. Thus to obtain a three dimensional colour space with this scheme at least four photoreceptors are required.
s In Sect. 3 we show that this assumption can be relaxed and that we need merely assume that the illumination does not have a spatial discontinuity at the boundary, a highly unlikely situation This equation has also been derived by J. Rubin (pers. comm.). It does not imply that q > n and a eounterexample is given in the next section
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The number of patches required is n-I q> --.
(2.11) p-m So if there are two basis vectors for the illuminant and surface reflectances (n = m = 2) and three receptor types (p = 3) we only need one patch.
Solving the Equations
We now consider the equations in more detail. They are of the form
The matrices T/~ are parameters of the system given by
If the basis functions (Bi(2)) do not overlap then the off-diagonal terms of T/y are zero (Tiy=0, i~ej). This simplifies (3.1) but at the cost of preventing interactions between different colour channels (although interactions can be introduced later). These interactions are important for our purposes since they mean that only one colour normalization [-the overall scaling given by (2.7)] is needed. The basic strategy to solve the equations (3.1) is to take linear combinations of the matrices T/y to obtain simpler equations. We illustrate this by considering the case when there are three photoreceptors, and two basis functions (n=m=2, p=3). As shown in the previous section only one patch is needed to solve the equations. These are l,=z~7jT/y, i=1,2, j=l,2. #=1,2,3.
3)
The (T~y) are three two-by-two symmetric matrices. The space of such matrices is three dimensional and so the T~y form a basis for this space] Hence we can find three vectors pa~(a = 1, 2, 3) such that
v We choose the (T~ff) so that they are linearly independent. We are free to do this since they are the parameters of the system. For arbitrary basis functions the (T~) will typically be linearly independent This gives two possible solutions (the values of "c 2 and ~2 are interdependent). The constraint that the illuminant and the reflectance function are both positive functions may not help to resolve this, since the two roots of both z2 and Y2 all have the same sign. Note that only one patch is needed to solve for this case although there are two basis functions.
We now consider the general case. This basic strategy to solve the equations consists of taking linear combinations of the (T/J) and reducing them to some algebraic equations having only a finite number of solutions.
For four photoreceptors and three basis functions we require two patches with the same illumination. We have two sets of equations, one from each patch,
(3.8)
A simple way to solve these equations is by choosing the basis vectors (Bi(2)) so that the (T/J) generate a space spanned by
[i ~ i] I! ~ i] I! il I! ~ il
The conditions on the basis vectors (Bi(2)) which this requires are, for each #, aU(2) B ~ (2) B a (2) d2 = 0,
To see this observe that the space of symmetric three by three matrices is six dimensional. The matrices defined by (3.9) define a four dimensional subspace and to ensure that the (T~y) lie in this subspace we must impose the two conditions of (3.10). To check the exact form of (3.10) consider all possible matrices H~j that can be generated by linear combinations of (3.9). First observe that it is impossible to get a matrix with Hl a # 0, this gives us the first equation of (3.10). The second equation comes from noting that we must have H12=H32 for all H. We now take linear combinations of(3.8) using four vectors ~(a= 1, 2, 3, 4) as in (3.4) and (3.5) until we generate the basis matrices of(3.9). The Equations (3.8) are now of form The (Ai) and (Bi) are linear combinations (using the g~) of the (lu) and the (mu). We have normalized by setting % = 1 and divided some of the equations by % and %.
This gives (A 4-bB4)z 3 (3.14)
27 2 = (A 1 --r 3 -q-(A 3 --c$Ba ) '
where 6 =Az/B 2. We can substitute this into (3.13) to obtain a quartic equation for % which will have at most four solutions. Then we solve (3.14) for % and (3.11) and (3.12) for the (?,) and ((~). The basis matrices defined by (3.9) were choosen arbitrarily. The same analysis could be applied for other basis matrices. We can use three of these four equations to solve for (?i) in terms of the (zi). This will leave us with two polynomial equations relating 272 and % (we have set za = 1). Similarly we solve similar equations for (fii) in terms of the (~i) leaving another polynomial equation in % and %. These two equations in % and % can be combined to give solutions for "c a and %. Since these equations are polynomials there will usually be more than one solution, and in some cases an infinite number. The previous method involving basis matrices is a lot simpler. If it is impossible to choose a basis like (3.9) it will still be possible to simplify the equations by taking linear combinations of the (T~) to reduce the matrices to simple forms. Note that so far nothing has been said about the behaviour of the solution. It is even conceivable, though unlikely, that the solutions are sometimes not positive everywhere. They are guaranteed to be smooth provided the basis functions are. Instead of choosing three basis functions and solving for their coefficients it would be possible to have more basis functions and impose some a priori expectations on the solutions.
The Spatial Extension
In this section we consider extensions to situations when the surface reflectance and the illumination are functions of space. We assume that the surface reflectance S(x, 2) is the product of the albedo p(x, 2) and the reflectance function R(n, k, s). For some objects this assumption breaks down and more sophisticated models are needed for which the reflectance is a function of 2 (Phong 1975; Cook and Torrance 1982 ). We will not deal with such cases here.
For Mondrian worlds the surfaces are fiat and hence the reflection function is constant in space. The albedo will be constant, or slowly varying, in each material patch with a discontinuity at the boundaries between patches. The illumination will also be varying with space. This characteristic spatial behaviour has been used by previous theories (Blake 1984; Horn 1974; Land 1974 Land , 1983 McCann et al. 1976 ) to factor the incident light into its albedo and illumination components. Here we assume that any sharp change in the image intensity corresponds to a sharp change in albedo and hence to a material boundary change, we discuss ways of relaxing this assumption later. We 200 define a colour edge-detector which will find such material changes. This consists of comparing values of lu at neighbouring points, where l,(x) = aA )E(x, (4.1)
With our assumptions above discontinuities of I~ (x) will correspond to material changes. These discontinuities could be measured by convolving lu(x ) with a suitable operator, for example the Laplacian of a Gaussian (Marr and Hildreth 1980) or the Canny edgedetector (Canny 1983) . Alternatively one could use the methods of weak constraints and line processes (Blake 1983; Geman and Geman 1984 ). This approach is followed by Hurlbert (Hurlbert 1986 ; see also Poggio and Staff 1985) , where it is applied to the ratios of the outputs of different colour channels. Once material boundaries have been found we can apply the methods of Sects. 2 and 3 locally near the boundary. More precisely we pick two points A and B close to the boundary and on either sides of it. At these points we measure the inputs I~ and ku of (2.5) and (2.9). Now A and B can be choosen as close as we like to each other so we can assume that the illumination does not vary between them. Then we can proceed to calculate the surface reflectances on each side of the boundary. To make this method more numerically stable we could take a large number of points on either side of the boundary and apply a least squares technique. Note that we are only assuming that the illumination is continuous across material boundaries we do not assume it is constant. The colour of the object can then be propagated in from the boundaries.
We can now relaxe the assumption that we are only considering fiat Mondrian worlds and allow the reflectance function R(n, k, s) to vary spatially. There will now be discontinuities in I~ that correspond to discontinuities of R(n, k, s) and not to material changes. In this case, however, the measurements l, and k s will be parallel on either side of the boundary s. It is straightforward to check for this and to discard discontinuities in l,(x) which are not due to material changes.
To summarize the extension to varying illuminations and geometry; we assume that the illumination changes continuously and that the world consists of objects with constant colour. We detect material changes by using an edge-detection operator on l~,(x), being careful to distinguish between material and nonmaterial boundaries. We then pick points on either sides of the boundaries close enough to ensure that the illumination is the same and use the methods of Sects. 2 and 3 to determine the colour at the boundaries and it can then be propagated inwards.
8 It is for this reason that Hurlbert (1986) searches for discontinuities in the ratios of the colour channels Note that this colour edge-detector acting on lu (x) can be used independently to help segment images and detect material boundary changes. It could complement edge detectors which act on the image intensity. Alternatively a reliable material boundary detector, perhaps using texture discrimination, could be used to generalize the results above. For instance we need no longer assume that sharp changes in the illuminant correspond to material boundaries, rather than to lighting effects. Suppose, for example, that a material is being illuminated by two searchlights of different colour. There will be a change in the lighting at the boundaries of the searchlights, which will be detected as an edge, but the statistics of the image will be the same on either side. It will therefore be possible to distinguish between these edges and true material boundaries. A similar method was used by Witkin (1982) to distinguish between shadow boundaries and edge boundaries. This is being implemented.
It is interesting that the scaling ambiguity (2.7) will now have a spatial dependence. In other words we will not be able to distinguish the spatial dependences S(x, 2) and I(x, 2) of the surface reflectance and illumination. This means that the brightness of the colours is unknown until we perform a normalization which must be performed separately at every point in space. Mathematically this corresponds to the scaling free-
dom S(x, 2)~--~p(x)S(x, 4) and I(x, 2)~--~l/p(x)I(x, 2).
This problem can be avoided by making the reasonable assumption that most objects have colours of constant brightness. This fixes the normalization for each material region and the relative normalizations of adjacent regions are determined by the equations. Thus with this assumption of constant colour brightness, which does not mean constant surface reflectance, there remains a single global normalization.
If the illuminant is constant in space we can solve this by a single global normalization [such as setting vl = 1, as in (3.5)]. We can make this assumption even if the illuminant varies spatially, unless the variation is very large or there is strong evidence to the contrary from other sources. Thus spatial variation of the illuminant will be interpreted as due to changes in the reflectance function due to orientation and other changes.
Conclusion
This paper described a method of extracting the surface reflectance of an object when the incident illuminant is unknown. The scheme was first described for a fiat Mondrian world with constant illumination, extended to a Mondrian world with varying illumination and then generalized to a three dimensional world consisting of objects of constant colour (though varying geometry) and varying illumination. It was argued that this was a reasonable approximation to the real world.
The choice of basis functions may be best determined by computer simulation. An interesting possibility is to have several "interpretation systems" each with a different choice of basis functions working in parallel. Such an arrangement, with each system competing against each other, would enhance the stability of the method. It might even be possible to make do with three colour receptors and a number of systems each with two basis functions for colour. This is being investigated.
