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Abstract
After introducing the perturbed metric tensor in a Friedmann--
Robertson–Walker (FRW) background we review how the metric per-
turbations can be split into scalar, vector and tensor perturbations ac-
cording to their transformation properties on spatial hypersurfaces and
how these perturbations transform under small coordinate transforma-
tions. This allows us to introduce the notion of gauge-invariant pertur-
bations and to provide their governing equations. We then proceed to
give the energy- and momentum-conservation equations and Einstein’s
field equations for a perturbed FRW metric for a single fluid and extend
this set of equations to the multi-fluid case including energy transfer.
In particular we are able to give an improved set of governing equations
in terms of newly defined variables in the multi-fluid case. We also give
the Klein-Gordon equations for multiple scalar fields. After introducing
the notion of adiabatic and entropic perturbations we describe under
what conditions curvature perturbations are conserved on large scales.
We derive the “conservation law” for the curvature perturbation for the
first time using only the energy conservation equation [105].
We then investigate the dynamics of assisted inflation. In this model
an arbitrary number of scalar fields with exponential potentials evolve
towards an inflationary scaling solution, even if each of the individual
potentials is too steep to support inflation on its own. By choosing
an appropriate rotation in field space we can write down for the first
time explicitly the potential for the weighted mean field along the scal-
ing solution and for fields orthogonal to it. This allows us to present
analytic solutions describing homogeneous and inhomogeneous pertur-
bations about the attractor solution without resorting to slow-roll ap-
proximations. We discuss the curvature and isocurvature perturbation
spectra produced from vacuum fluctuations during assisted inflation
[79].
Finally we investigate the recent claim that preheating after inflation
may affect the amplitude of curvature perturbations on large scales,
undermining the usual inflationary prediction. We analyze the simplest
model of preheating analytically, and show that in linear perturbation
theory the effect is negligible. The dominant effect is second-order in
the field perturbation and we are able to show that this too is negligible,
and hence conclude that preheating has no significant influence on large-
scale perturbations in this model. We briefly discuss the likelihood of
an effect in other models [62].
We end this work with some concluding remarks, possible extensions
and an outlook to future work.
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1 Introduction
It has almost become impossible to write about cosmology without having at
least mentioned once that we are now experiencing and living through “the
golden age” of cosmology. This thesis is no exception.
The standard inflationary paradigm is an extremely successful model in ex-
plaining observed structures in the Universe (see Refs. [60, 61, 75] for reviews).
In this cosmological model the universe is dominated at early times by a scalar
field that gives rise to a period of accelerated expansion, which has become
known as inflation. Inhomogeneities originate from the vacuum fluctuations
of the inflaton field, which on being stretched to large scales become classical
perturbations. The field inhomogeneities generate a perturbation in the curva-
ture of uniform density hypersurfaces, and later on these inhomogeneities are
inherited by matter and radiation when the inflaton field decays. Large scale
structure then forms in the eras of radiation and matter domination through
gravitational attraction of the seed fluctuations.
Defect models of cosmic structure formation have for a long period been
the only viable competitor for the inflation based models. In these models a
network of defects, usually cosmic strings, seeds the growth of cosmic structure
continuously through the history of the Universe. Unfortunately, at least for
the researchers involved in the investigation of these models, recent cosmic
microwave background (CMB) observations have nearly ruled these models
out [1].
The amount of data available in cosmology is increasing rapidly. New
galaxy surveys, like the 2-degree-Field and the Sloan-Digital-Sky-Survey are
beginning to determine the matter power spectrum, the distribution of galaxies
and clusters of galaxies, on large scales. New balloon based experiments, like
Boomerang and Maxima, have already measured the fluctuations in the CMB
with unprecedented accuracy. Forthcoming satellite missions, like MAP and
Planck, are going to improve these results even more.
Although it might seem that extending the parameter space of the cos-
mological models that are investigated will lead to a decrease in accuracy,
the quality and sheer quantity of the new data will nevertheless allow us to
constrain the parameter space enough to rule out large classes of models and
to give hints in which direction we should direct our theoretical and experi-
mental attention in future [13]. The combination of data from different CMB
experiments with large scale structure and super-nova observations will be
particularly useful in this respect.
But to take full advantage from these new experiments and the new data
they will provide one has to make accurate theoretical predictions. In this work
we extend the theory of cosmological perturbations. We apply the methods we
have developed to investigate some models of the early universe and calculate
their observable consequences.
The evolution and the dynamics of the universe are governed by Einstein’s
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theory of relativity, whose field equations are [82]
Gµν = 8πG Tµν , (1.1)
where Gµν is the Einstein tensor, G Newton’s constant and Tµν the energy-
momentum tensor. From the contracted Bianchi identity G νµν; = 0, we find
that the energy-momentum tensor is covariantly conserved,
T νµν; = 0 . (1.2)
In an unperturbed Friedmann-Robertson-Walker (FRW) universe, described
by the line element
ds2 = −dt2 + a2(t)
[
dr2
1− κr2 + r
2
(
dθ2 + sin2 θdφ2
)]
, (1.3)
the homogeneous spatial hypersurfaces pick out a natural cosmic time coor-
dinate, t, and hence a (3+1) decomposition of spacetime. Here a(t) is the
scale factor and r, θ and φ are polar coordinates. But in the presence of
inhomogeneities this choice of coordinates is no longer unambiguous.
The need to clarify these ambiguities lead to the fluid-flow approach which
uses the velocity field of the matter to define perturbed quantities orthogonal
to the fluid-flow [38, 72, 74, 76, 24, 11]. An alternative school has sought to
define gauge-invariant perturbations in any coordinate system by constructing
quantities that are explicitly invariant under first-order coordinate transforma-
tions [2, 55, 84, 23, 8]. Results obtained in the two formalisms can be difficult
to compare. One stresses the virtue of invariance of metric perturbations un-
der gauge transformations, while the other claims to be covariant and therefore
manifestly gauge-invariant due to its physically transparent definition.
We put special emphasis on the fact that perturbations defined on an un-
ambiguous physical choice of hypersurface can always be written in a gauge-
invariant manner. In the coordinate based formalism [2] the choice of hy-
persurface implies a particular choice of temporal gauge. By including the
spatial gauge transformation from an arbitrary initial coordinate system all
the metric perturbations can be given in an explicitly gauge-invariant form.
In this language, linear perturbations in the fluid-flow or “covariant” approach
appear as a particular gauge choice (the comoving orthogonal gauge [2, 55])
whose metric perturbations can be given in an explicitly gauge-invariant form.
But there are many other possible choices of hypersurface, including the zero-
shear (or longitudinal or conformal Newtonian) gauge [2, 55, 84, 77] in which
gauge-invariant quantities may be defined.
Whereas there are still more things we do not know than we do know, and
even more things we don’t even know we don’t know, it is safe to say that the
age of “golden-ish” cosmology has begun.
2
2 Cosmological Perturbation Theory
In this section we present the fundamental building blocks of perturbation
theory in a cosmological context. After introducing the concept of gauge and
gauge transformation we give the governing equations in gauge dependent and
gauge invariant form for scalar, vector and tensor quantities in a perturbed
Friedmann-Robertson-Walker (FRW) spacetime in the single fluid case. After
a short section on scalar fields we then give the governing equations for multiple
fluids. We conclude this section with an application of the theory to quantities
that are conserved on large scales.
2.1 Decomposing the metric tensor
We consider first-order perturbations about a FRW background, so that the
metric tensor can be split up as
gµν = g
(0)
µν + δgµν , (2.4)
where the background metric g
(0)
µν is given by
g(0)µν = a
2(η)
( −1 0
0 γij
)
, (2.5)
and γij is the metric on the 3-dimensional space with constant curvature κ.
We will denote covariant spatial derivatives on this space as Xabc...|i
1.
The metric tensor has 10 independent components in 4 dimensions. For lin-
ear perturbations it turns out to be very useful to split the metric perturbation
into different parts labelled scalar, vector or tensor according to their trans-
formation properties on spatial hypersurfaces [2, 96]. The reason for splitting
the metric perturbation into these three types is that they are decoupled in
the linear perturbation equations.
Scalar perturbations can always be constructed from a scalar quantity, or its
derivatives, and any background quantities such as the 3-metric γij . We can
construct any first-order scalar metric perturbation in terms of four scalars φ,
B, ψ and E, where
δg00 = −a22φ , (2.6)
δg0i = δgi0 = a
2B|i , (2.7)
δgij = −2a2(ψ γij −E|ij) . (2.8)
Any 3-vector, such as B|i, constructed from a scalar is necessarily curl-free,
i.e., B|[ij] = 0. Thus one can distinguish an intrinsically vector part of the met-
ric perturbation δg0i, which we denote by −Si, which gives a non-vanishing
δg0[i|j]. Similarly we can define a vector contribution to δgij constructed from
1See appendix for definitions and notation.
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the (symmetric) derivative of a vector F(i|j). The scalar perturbations are dis-
tinguished from the vector contribution by requiring that the vector part is
divergence-free, i.e., γijSi|j = 0. This means that there can be no contribution
to δg00 from vector perturbations to first-order. The decomposition of a vec-
tor field into curl- and divergence-free parts in Euclidean space is known as
Helmholtz’s theorem. The curl-free and divergence-free parts are also called
longitudinal and solenoidal, respectively.
Finally there is a tensor contribution to δgij = a
2hij which is transverse
(γjkhij|k = 0), i.e., divergence-free, and trace-free (γ
ijhij = 0) which cannot
be constructed from scalar or vector perturbations.
We have introduced four scalar functions, two (spatial) vector valued func-
tions with three components each, and a symmetric spatial tensor with six
components. But these functions are subject to several constraints: hij is
transverse and traceless, which contributes four constraints, Fi and Si are
divergence-free, one constraint each. We are therefore finally left 10 new de-
grees of freedom, the same number as the independent components of the
perturbed metric.
We can now write the most general metric perturbation to first-order as
δgµν = a
2(η)
( −2φ B|i − Si
B|j − Sj −2ψγij + 2E|ij + Fi|j + Fj|i + hij
)
. (2.9)
The contravariant metric tensor, including the perturbed part, follows by re-
quiring (to first order), gµν g
νλ = δ λµ , which gives
gµν = a−2(η)
(
−(1 − 2φ) B i| − Si
B j| − Sj (1 + 2ψ)γij − 2E ij| − F i j| − F j i| − hij
)
.
(2.10)
Thus we have the general linearly perturbed line element:
ds2 = a2(η)
{−(1 + 2φ)dη2 + 2(B|i − Si)dηdxi
+
[
(1− 2ψ)γij + 2E|ij + 2Fi|j + hij
]
dxidxj
}
. (2.11)
2.2 Coordinate Transformation
We use Eq. (2.11) as a starting point and perform a small coordinate trans-
formation, where the new coordinate system is denoted by a tilde.
The homogeneity of a FRW spacetime gives a natural choice of coordinates
in the absence of perturbations. But in the presence of first-order perturba-
tions we are free to make a first-order change in the coordinates, i.e., a gauge
transformation,
η˜ = η + ξ0 , x˜i = xi + ξ i| + ξ¯
i , (2.12)
where ξ0 = ξ0(η, xi) and ξ = ξ(η, xi) are arbitrary scalar functions, and ξ¯i =
ξ¯i(η, xi) is a divergence-free 3-vector. The function ξ0 determines the choice of
constant-η hypersurfaces, that is the time-slicing, while ξ i| and ξ¯
i then select
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the spatial coordinates within these hypersurfaces. The choice of coordinates is
arbitrary to first-order and the definitions of the first-order metric and matter
perturbations are thus gauge-dependent.
The result of the transformation Eq. (2.12) acting on any quantity is that
of taking the Lie derivative of the background value of that quantity, i.e. for
every tensor T one has [101]
δ˜T = δT + LξT0 , (2.13)
where T0 is the background value of that quantity.
We use a slightly different approach by directly perturbing the line element
in Eq. (2.11). Starting with the total differentials of ξ0 and ξ and dξ¯i
dξ0 = ξ0
′
dη˜ + ξ0|idx˜
i , (2.14)
dξ = ξ′dη˜ + ξ |jdx˜
j , (2.15)
dξ¯i = ξ¯i′dη˜ + ξ¯i|jdx˜
j , (2.16)
we get using Eq. (2.12)
dη = dη˜ − ξ0′dη˜ − ξ0|idx˜i ,
dxi = dx˜i − (ξ′ i| + ξ¯i′)dη˜ − (ξ i| j + ξ¯i|j)dx˜j , (2.17)
where we have used the fact that ξ0(η, xi) = ξ0(η˜, x˜i) and ξ(η, xi) = ξ(η˜, x˜i),
to first order in the coordinate transformations.
Substituting the differentials Eq. (2.17) into Eq. (2.11) and using
a(η) = a(η˜)− ξ0a′(η˜) , (2.18)
we then get for the line element in the “new” coordinate system, working only
to first order in both the metric perturbations and the coordinate transforma-
tions:
ds2 = a2 (η˜)
{
− (1 + 2 (φ− hξ0 − ξ0′)) dη˜2 + 2 (B + ξ0 − ξ′)
|i
dη˜dx˜i
−2 (Si + ξ¯′i) dη˜dx˜i + [(1− 2 (ψ + hξ0)) γij + 2 (E − ξ)|ij
+2
(
Fi|j − ξ¯i|j
)
+ hij
]
dx˜idx˜j
}
. (2.19)
The general form of the line element presented in Eq. (2.11) must be invariant
under infinitesimal coordinate transformations, since the line element ds2 is a
scalar invariant. We can read off the transformation equations for the metric
perturbations by writing down the line element in the “new” coordinate system
ds2 = a2(η˜)
{
−(1 + 2φ˜)dη˜2 + 2(B˜|i − S˜i)dη˜dx˜i
+
[
(1− 2ψ˜)γij + 2E˜|ij + 2F˜i|j + h˜ij
]
dx˜idx˜j
}
. (2.20)
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The coordinate transformation of Eq. (2.12) induces a change in the scalar
functions φ, ψ, B and E defined by Eq. (2.11)
φ˜ = φ− hξ0 − ξ0′ , (2.21)
ψ˜ = ψ + hξ0 , (2.22)
B˜ = B + ξ0 − ξ′ , (2.23)
E˜ = E − ξ , (2.24)
where h = a′/a and a dash indicates differentiation with respect to conformal
time η. The vector valued functions Si and Fi transform as
F˜i = Fi − ξ¯i, (2.25)
S˜i = Si + ξ¯
′
i. (2.26)
The tensor part of the perturbation, hij , is unaffected by the gauge transfor-
mations.
2.3 Time slicing and spatial hypersurfaces
We now relate the metric perturbations to physical, that is observable, quanti-
ties [55]. The unit time-like vector field orthogonal to constant-η hypersurfaces
is
Nµ =
1
a
(1− φ,−B i| + Si) , (2.27)
and the covariant vector field is
Nµ = −a(1 + φ, 0) . (2.28)
The covariant derivative of the time like unit vector fieldNµ can be decomposed
uniquely as follows [101] 2 :
Nµ;ν = σµν +
1
3
θPµν − aµNν , (2.29)
where the projection tensor Pµν is given by
Pµν = gµν +NµNν . (2.30)
The expansion rate is given as
θ = Nµ;µ , (2.31)
the shear is
σµν =
1
2
P αµ P
β
ν (Nα;β +Nβ;α)−
1
3
θPµν , (2.32)
2 Note that the covariant time-like vector field defined in Eq. (2.28) can not support
vorticity.
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and the acceleration is
aµ = Nµ;νN
ν . (2.33)
Note that on spatial hypersurfaces the vorticity, the shear, the acceleration and
the expansion coincide with their Newtonian counterparts in fluid dynamics
[81, 39].
The extrinsic curvature of hypersurfaces defined by Nµ is defined as
Kµν = −P λν Nµ;ν . (2.34)
The Raychauduri equation [39] is given solely in terms of geometric quantities
and gives the evolution of the expansion θ with respect to proper time as
dθ
dτ
= aµ;µ − σµνσµν −
1
3
θ2 − RµνNµNν . (2.35)
We can write the expansion, acceleration and shear of the vector field for a
perturbed FRW spacetime, considering scalar quantities first, as
θ = 3
a′
a2
(1− φ)− 3
a
ψ′ − 1
a
∇2 (B − E ′) , (2.36)
ai = φ|i , (2.37)
σij = a
(
σ|ij − 1
3
γij∇2σ
)
, (2.38)
where the scalar describing the shear is
σ = −B + E ′ , (2.39)
and where the time components are zero, i.e. a0 = 0, σ0µ = 0. Note that for
an unperturbed background the expansion θ coincides with the expansion rate
of the spatial volume per unit proper time.
The intrinsic spatial curvature on hypersurfaces of constant conformal time
η is given by [2, 55]
(3)R =
6κ
a2
+
12κ
a2
ψ +
4
a2
∇2ψ . (2.40)
For a perturbation with comoving wavenumber k, such that ∇2ψ = −k2ψ, we
therefore have
δ(3)R =
4
a2
(
3κ− k2) ψ , (2.41)
and ψ is often simply referred to as the curvature perturbation.
For vector perturbations we find a¯µ = 0, σ¯00 = σ¯0j = 0, and θ¯ = 0, and the
only non-zero first order quantity is the shear given by
τij ≡ σ¯ij = 1
2
a
{(
Si|j + Sj|i
)
+
(
Fi|j + Fj|i
)′}
, (2.42)
where we distinguished the vector quantities from the scalar ones by a “bar”.
There is no tensor contribution to the expansion, the acceleration and the
vorticity, but there is a non-zero contribution of the tensor pertubations to the
shear,
(tensor)σij =
1
2
a h′ij . (2.43)
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2.3.1 Evolution of the curvature perturbation
We can now give a simple expression for the evolution of the curvature per-
turbation ψ. Multiplying Eq. (2.36) through by (1 + φ) in order to give the
expansion with respect to coordinate time, t ≡ ∫ adη, we get
θ˜ = (1 + φ)θ = 3H − 3ψ˙ +∇2σ˜ , (2.44)
where σ˜ ≡ E˙ − B/a. We can write this as an equation for the time evolution
of ψ in terms of the perturbed expansion, δθ˜ ≡ θ˜ − 3H , and the shear:
ψ˙ = −1
3
δθ˜ +
1
3
∇2σ˜ . (2.45)
Note that this is independent of the field equations and follows simply from
the geometry. It shows that on large scales (∇2σ˜ → 0) the change in the
curvature perturbation, ψ˙, is proportional to the change in the expansion δθ˜.
2.4 The stress-energy tensor for a fluid,
including anisotropic stress
Thus far we have concerned ourselves solely with the metric and its represen-
tation under different choices of coordinates. However, in any non-vacuum
spacetime we will also have matter fields to consider. Like the metric, the
coordinate representation of these fields will also be gauge-dependent.
The stress-energy tensor of a fluid with density ρ, isotropic pressure p and
4-velocity uµ is given by [55]
T µν = (ρ+ p)u
µuν + pδ
µ
ν + π
µ
ν , (2.46)
where we have included the anisotropic stress tensor which decomposes into
a trace-free scalar part, Π, a vector part, πi, and a tensor part, (tensor)πij ,
according to
πij = Π
i
| j −
1
3
∇2Πδij +
1
2
(
πi|j + π
i
j|
)
+ (tensor)πij . (2.47)
The anisotropic stress tensor has only spatial components, πij , and is gauge-
invariant. The gauge-invariance can either be shown by direct calculation as
in [55], or by observing that πij must be manifestly gauge-invariant due to
its being zero in the background [96], since the background is FRW and so
isotropic by definition. The linearly perturbed velocity can be written as
uµ =
1
a
[
(1− φ) , v i| + vi
]
, (2.48)
uν = a
[−(1 + φ), v|i +B|i + vi − Si] , (2.49)
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where we enforce the constraint uµu
µ = −1. We can introduce the velocity
potential v since the flow is irrotational for scalar perturbations. We then get
for the components of the stress energy tensor
T 00 = −(ρ0 + δρ) , (2.50)
T 0i = (ρ0 + p0)
(
B|i + v|i + vi − Si
)
, (2.51)
T i0 = −(ρ0 + p0)
(
v i| + v
i
)
, (2.52)
T ij = (p0 + δp) δ
i
j + π
i
j . (2.53)
Note, that the above definition differs slightly from that presented in Ref. [84].
Coordinate transformations affect the split between spatial and temporal
components of the matter fields and so quantities like the density, pressure
and 3-velocity are gauge-dependent, as described in Section 2.4.1. Density
and pressure are scalar quantities which transform as given in Eq. (2.54) in
the following section, but the velocity potential transforms as v˜ = v + ξ′, as
given in Eq. (2.55).
2.4.1 Transformations of scalar and vector matter quantities
Any scalar ρ (including the fluid density or pressure) which is homogeneous
in the background FRW model can be written as ρ(η, xi) = ρ0(η) + δρ(η, x
i).
The perturbation in the scalar quantity then transforms as
δρ˜ = δρ− ξ0ρ′0 . (2.54)
Physical scalars on the hypersurfaces, such as spatial curvature, acceleration,
shear or the density perturbation δρ, only depend on the choice of temporal
gauge, ξ0, but are independent of the coordinates within the 3-dimensional
hypersurfaces determined by ξ. The spatial gauge, determined by ξ, can only
affect the components of 3-vectors or 3-tensors on the hypersurfaces but not
3-scalars.
Vector quantities that are derived from a potential, such as the velocity poten-
tial v, only depend on the shift ξ within the hypersurface and are independent
of ξ0. We therefore find that the velocity potential transforms as
v˜ = v + ξ′ . (2.55)
The function ξ¯i only affects the components of divergence-free 3-vectors and
3-tensors within the 3-dimensional hypersurfaces, such as the velocity pertur-
bation vi, which then transforms as
v˜i = vi + ξ¯i′ . (2.56)
2.5 Gauge-invariant combinations
Scalar perturbations The gauge-dependence of the metric perturbations
lead Bardeen to propose that only quantities that are explicitly gauge-invariant
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under gauge transformations should be considered. The two scalar gauge func-
tions allow two of the metric perturbations to be eliminated, implying that
one should seek two remaining gauge-invariant combinations. By studying
the transformation Eqs. (2.21–2.24), Bardeen constructed two such quanti-
ties [2, 84] 3,
Φ ≡ φ+ h(B − E ′) + (B − E ′)′ , (2.57)
Ψ ≡ ψ − h (B − E ′) . (2.58)
These turn out to coincide with the metric perturbations in a particular gauge,
called variously the orthogonal zero-shear [2, 55], conformal Newtonian [77] or
longitudinal gauge [84]. It may therefore appear that this gauge is somehow
preferred over other choices. However any unambiguous choice of time-slicing
can be used to define explicitly gauge-invariant perturbations. The longitudi-
nal gauge of Ref. [84] provides but one example, as we shall show in Section
2.6.
Vector perturbations There is one vector valued gauge transformation
ξ¯i and we have introduced two vector functions Si and Fi into the metric,
Eq. (2.11). From these we can construct only one variable independent of the
vector valued functions ξi, which is given by
S˜i = F˜i = Si + F
′
i . (2.59)
2.6 Different time slicings
2.6.1 Longitudinal gauge
If we choose to work on spatial hypersurfaces with vanishing shear, we find
from Eqs. (2.23),(2.24) and (2.39) that the shear scalar transforms as σ˜ = σ−ξ0
and this implies that starting from arbitrary coordinates we should perform a
gauge-transformation
ξ0l = −B + E ′ . (2.60)
This is sufficient to determine the scalar metric perturbations φ, ψ, σ or any
other scalar quantity on these hypersurfaces. In addition, the longitudinal
gauge is completely determined by the spatial gauge choice
ξl = E , (2.61)
and hence E˜ = B˜ = 0. The remaining scalar metric perturbations φ, ψ and
the density perturbation δρ become
φ˜l = φ+ h(B −E ′) + (B − E ′)′ , (2.62)
ψ˜l = ψ − h (B − E ′) , (2.63)
δρ˜l = δρ+ ρ
′
0 (B −E ′) . (2.64)
3In Bardeen’s notation these gauge-invariant perturbations are given as Φ ≡ ΦAQ(0) and
Ψ ≡ −ΦHQ(0).
Note, that φ˜l and ψ˜l are then identical to Φ and Ψ defined in Eqs. (2.57)
and (2.58). These gauge-invariant quantities are simply a coordinate indepen-
dent definition of the perturbations in the longitudinal gauge. Other specific
gauge choices may equally be used to construct quantities that are manifestly
gauge-invariant.
2.6.2 Uniform curvature gauge
An interesting alternative gauge choice, defined purely by local metric quan-
tities is the uniform curvature gauge [55, 44, 45, 48, 97], also called the off-
diagonal gauge [12, 15]. In this gauge one selects spatial hypersurfaces on
which the induced 3-metric is left unperturbed, which requires ψ˜ = E˜ = 0.
This corresponds to a gauge transformation
ξ0κ = −
ψ
h
, ξκ = E . (2.65)
The gauge-invariant definitions of the remaining metric degrees of freedom are
then from Eqs. (2.21) and (2.23)
φ˜κ = φ+ ψ +
(
ψ
h
)′
, (2.66)
B˜κ = B − E ′ − ψ
h
. (2.67)
These gauge-invariant combinations were denoted A and B by Kodama and
Sasaki [55]. Perturbations of scalar quantities in this gauge become
δρ˜κ = δρ+ ρ
′
0
ψ
h
. (2.68)
The shear perturbation in the uniform curvature gauge is just given by
σ˜κ = −B˜κ. This is closely related to the curvature perturbation in the zero-
shear (longitudinal) gauge, ψ˜l, given in equation (2.63),
B˜κ = −hψ˜l = ξ0κ − ξ0l . (2.69)
Gauge-invariant quantities, such as B˜κ or ψ˜l are proportional to the displace-
ment between two different choices of spatial hypersurface, which would vanish
for a homogeneous model.
In some circumstances it is actually more convenient to use the uniform-
curvature gauge-invariant variables instead of Φ and Ψ. For instance, when
calculating the evolution of perturbations during a collapsing “pre Big Bang”
era the perturbations φ˜κ and B˜κ may remain small even when Φ and Ψ become
large [12, 15].
Note that the scalar field perturbation on uniform curvature hypersurfaces,
δϕκ ≡ δϕ+ ϕ′0
ψ
h
, (2.70)
is the gauge-invariant scalar field perturbation used by Mukhanov [83].
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2.6.3 Synchronous gauge
For comparison note that the synchronous gauge, defined by φ˜ = B˜ = 0, does
not determine the time-slicing unambiguously. There is a residual gauge free-
dom ξˆ0 = X/a, where X(xi) is an arbitrary function of the spatial coordinates,
and it is not possible to define gauge-invariant quantities in general using this
gauge condition [80]. This gauge was originally used by Lifshitz in his pio-
neering work on perturbations in a FRW spacetime [65]. He dealt with the
residual gauge freedom by eliminating the unphysical gauge modes through
symmetry arguments.
2.6.4 Comoving orthogonal gauge
The comoving gauge is defined by choosing spatial coordinates such that the
3-velocity of the fluid vanishes, v˜ = 0. Orthogonality of the constant-η hyper-
surfaces to the 4-velocity, uµ, then requires v˜ + B˜ = 0, which shows that the
momentum vanishes as well. From Eqs. (2.23) and (2.55) this implies
ξ0m = −(v +B) ,
ξm = −
∫
vdη + ξˆ(xi) , (2.71)
where ξˆ(xi) represents a residual gauge freedom, corresponding to a constant
shift of the spatial coordinates. All the 3-scalars like curvature, expansion,
acceleration and shear are independent of ξˆ. Applying the above transfor-
mation from arbitrary coordinates, the scalar perturbations in the comoving
orthogonal gauge can be written as
φ˜m = φ+
1
a
[(v +B) a]′ , (2.72)
ψ˜m = ψ − h (v +B) , (2.73)
E˜m = E +
∫
vdη − ξˆ . (2.74)
Defined in this way, these combinations are gauge-invariant under transforma-
tions of their component parts in exactly the same way as, for instance, Φ and
Ψ defined in Eqs. (2.57) and (2.58), apart from the residual dependence of E˜m
upon the choice of ξˆ.
Note that the curvature perturbation in the comoving gauge given above,
Eq. (2.74) has been used first (with a constant pre-factor) by Lukash in 1980,
[70]. It was later employed by Lyth and denoted R in his seminal paper, [71],
and in many subsequent works, e.g. [60] and [64].
The density perturbation on the comoving orthogonal hypersurfaces is
given by Eqs. (2.54) and (2.71) in gauge-invariant form as
δρ˜m = δρ+ ρ
′
0 (v +B) , (2.75)
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and corresponds to the gauge-invariant density perturbation ǫmE0Q
(0) in the
notation of Bardeen [2]. The gauge-invariant scalar density perturbation ∆
introduced in Refs. [11] and [24] corresponds to δρ˜ im|i /ρ0.
If we wish to write these quantities in terms of the metric perturbations
rather than the velocity potential then we can use the Einstein equations,
presented in Section (2.8.3), to obtain
v +B =
hφ+ ψ′ − κ (B − E ′)
h′ − h2 − κ . (2.76)
In particular we note that we can write the comoving curvature perturbation,
given in Eq. (2.74), in terms of the longitudinal gauge-invariant quantities as
ψ˜m = Ψ− h(hΦ +Ψ
′)
h′ − h2 − κ , (2.77)
which coincides (for κ = 0) with the quantity denoted ζ by Mukhanov, Feld-
man and Brandenberger in [84].
2.6.5 Comoving total matter gauge
The comoving total matter gauge extends the comoving orthogonal gauge from
the single to the multi-fluid case. Whereas in the comoving gauge the fluid
3-velocity and the momentum of the single fluid vanished, in the total matter
gauge the total momentum vanishes,
(ρ+ p)
(
v˜ + B˜
)
≡
∑
α
(ρα + pα)
(
v˜α + B˜
)
= 0 , (2.78)
where vα, ρα and pα are the velocity, the density and the pressure of the fluid
species α, respectively. Orthogonality of the constant-η hypersurfaces to the
total 4-momentum, uµ, then again requires that B˜ = 0, independently. Note
that the gauge-invariant velocity V ≡ v + E ′ (actually the velocity in the
longitudinal gauge) coincides with the shear σ of the constant-η hypersurfaces
in the total matter gauge [55].
2.6.6 Uniform density gauge
Alternatively, we can use the matter content to pick out uniform density hy-
persurfaces on which to define perturbed quantities. Using Eq. (2.54) we see
that this implies a gauge transformation
ξ0δρ =
δρ
ρ′0
. (2.79)
On these hypersurfaces the gauge-invariant curvature perturbation is [22, 80]
− ζ ≡ ψ˜δρ = ψ + hδρ
ρ′0
. (2.80)
The sign is chosen to coincide with ζ defined in Refs. [4, 3]. There is another
degree of freedom inside the spatial hypersurfaces and we can choose either B˜,
E˜ or v˜ to be zero.
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2.7 Gauge-dependent equations of motion
We now give the governing equations in the homogeneous background and
the gauge-dependent equations of motions for the scalar, vector and tensor
perturbations. In the following we use the stress energy tensor of a fluid,
including anisotropic stresses, as given in Section 2.4.
2.7.1 Conservation of the energy-momentum tensor
In the homogeneous background the energy conservation equation is given by
ρ′ = −3h(ρ+ p) . (2.81)
Note, there is no zeroth order momentum conservation equation as momentum
is zero by assumption of isotropy.
The conservation of energy-momentum yields one evolution equation for
the perturbation in the energy density
δρ′ + 3h(δρ+ δp) = (ρ+ p)
[
3ψ′ −∇2(v + E ′)] , (2.82)
plus an evolution equation for the momentum
[(ρ+ p)(v +B)]′ + δp+
2
3
(∇2 + 3κ)Π = −(ρ+ p) [φ+ 4h(v +B)] . (2.83)
There is no equivalent to the energy conservation equation in the case of vector
perturbations since energy is a scalar quantity, but Eq. (1.2) gives a momentum
conservation equation for the vector perturbations,
[(ρ+ p)(vi − Si)]′ + 4h(ρ+ p)(vi − Si) = −∇k
(
πk|i + π
k
i|
)
= − (∇2 + 2κ)πi , (2.84)
since momentum is a vector.
There is neither an energy nor a momentum conservation equation for the
tensor matter variables, since, as already mentioned, energy is a scalar and
momentum a vector quantity, and hence they are decoupled from the tensor
quantities.
2.7.2 Einstein’s field equations
The equations of motion for the homogeneous background with scale factor
a(η) and Hubble rate h/a ≡ a′/a2 are
h2 =
8πG
3
ρa2 − κ , (2.85)
h′ = −4πG
3
(ρ+ 3p)a2 . (2.86)
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They are derived from the 0− 0 and the i− j components of the unperturbed
Einstein equations, respectively. Equation (2.85) is often referred to as the
“Friedmann equation”.
We now give the perturbed Einstein field equations beginning with the
scalar perturbations in the single fluid case. The first-order perturbed Einstein
equations yield two evolution equations from the i−j component and its trace,
respectively,
ψ′′ + 2hψ′ − κψ + hφ′ + (2h′ + h2)φ = 4πGa2
(
δp+
2
3
∇2Π
)
, (2.87)
σ′ + 2hσ − φ+ ψ = 8πGa2Π , (2.88)
plus the energy and momentum constraints
3h(ψ′ + hφ)− (∇2 + 3κ)ψ − h∇2σ = −4πGa2δρ , (2.89)
ψ′ + hφ+ κσ = −4πGa2(ρ+ p)(v +B) , (2.90)
derived from the 0 − 0 and the 0 − i components of the Einstein equations,
respectively, where σ = −B + E ′, as given in Eq. (2.39).
The 0− i component of the Einstein equation for vector perturbations gives
rise to a single constraint equation,(∇2 + 2κ) (Si + F ′i ) = 16πGa2(ρ+ p) (Si − vi) . (2.91)
The i− j component then leads to an evolution equation, expressed in terms
of the vector-shear τij defined in Eq. (2.42),
τ ′ij + hτij = a
32πG
(
πi|j + πj|i
)
. (2.92)
The case where the matter content of the universe is dominated by a scalar
field is of great interest in cosmology. In anticipation of the results of Section
2.9 we can now show that in this case the vector perturbations are zero and
stay so. From Eqs. (2.51),(2.53) and (2.118) and (2.119) we see that the vector
matter variables vi−Si and πi are zero and there are therefore no source terms
in the constraint equation (2.91) and the evolution equation (2.92). Hence the
vector perturbations are zero in all of space and stay so as long as the scalar
field dominates the energy content of the universe and afterwards if no sources
of vorticity are introduced.
The only non-zero component of the perturbed Einstein tensor for tensor
perturbations is δGi j . This gives rise to[
h′′ij + 2h h
′
ij +
(
2κ−∇2)hij] = 16πGa2(tensor)πij . (2.93)
There is no separate conservation equation for the tensor matter variables.
Hence the time evolution of the tensor metric perturbations hij is determined
solely by the Hubble parameter h and the scale factor a, only sourced by
matter perturbations in form of the tensor-anisotropic stress (tensor)πij . For
scalar and vector matter fields (tensor)πij = 0 for linear perturbations and the
evolution equation for hij is source-free or homogeneous.
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2.8 Picking a gauge: three examples
To illustrate the gauge invariant approach we use the gauge dependent equa-
tions derived in the last section and present them in terms of gauge-invariant
quantities which coincide with physical quantities in particular time-slicings.
As examples we work with quantities coinciding with three specific gauges:
the popular longitudinal gauge, the uniform density gauge and the comoving
gauge.
2.8.1 Governing equations in the longitudinal gauge
The longitudinal gauge is defined by vanishing shift vector, B˜ = 0, and vanish-
ing anisotropic potential , E˜ = 0, and hence σ˜l = 0. Note that the influential
report by Mukhanov, Feldman and Brandenberger, [84], employs this gauge
throughout. We now give the gauge invariant equations of motion in this
particular gauge.
We get from the conservation of the energy momentum tensor a “continu-
ity” and a constraint equation,
δρ˜′l + 3h(δρ˜l + δp˜l) = (ρ+ p)
[
3ψ˜′l −∇2v˜′l
]
, (2.94)
[(ρ+ p)v˜l]
′ + δp˜l +
2
3
(∇2 + 3κ)Π˜l = −(ρ+ p)
[
φ˜l + 4hv˜l
]
. (2.95)
The evolution equations become
ψ˜′′l + 2hψ˜
′
l − κψ˜l + hφ˜′l + (2h′ + h2)φ˜l = 4πGa2
(
δp˜l +
2
3
∇2Π˜l
)
,(2.96)
ψ˜l − φ˜l = 8πGa2Π˜l , (2.97)
and the energy and momentum constraints are
3h(ψ˜′l + hφ˜l)− (∇2 + 3κ)ψ˜l = −4πGa2δρ˜l , (2.98)
ψ˜′l + hφ˜l = −4πGa2(ρ+ p)vl . (2.99)
From Eq. (2.97) we see that in the case of vanishing anisotropic stresses, as
is the case for a perfect fluid or a scalar field, the curvature perturbation and
the lapse function coincide,
ψ˜l = φ˜l . (2.100)
This can simplify calculations considerably.
2.8.2 Governing equations in the uniform density gauge
In the uniform density gauge the density perturbation vanishes, δρ˜ = 0. This
defines the spatial hypersurfaces. There is another degree of freedom inside
the spatial hypersurfaces and we can choose either B˜, E˜ or v˜ being zero. We
choose the shift vector B˜ = 0, so that σ˜δρ ≡ E˜δρ. We now give the gauge
invariant equations of motion in this gauge.
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The conservation of the stress energy tensor gives then two constraint equa-
tions
3h
ρ+ p
δp˜δρ = 3ψ˜
′
δρ −∇2 (v˜δρ + σ˜δρ) , (2.101)
[(ρ+ p)v˜δρ]
′ + δp˜δρ +
2
3
(∇2 − 3κ)Π˜δρ
= −(ρ+ p)
[
φ˜δρ + 4hv˜δρ
]
. (2.102)
It is worth to point out the importance of the perturbed energy conservation
equation in the uniform density gauge, Eq. (2.101) above, for later parts of
this work. In Section 2.12 we discuss conserved quantities on large scales.
Postponing a detailed discussion to the later section, we can already see that
on large scales, i.e. when ∇2(v˜δρ + σ˜δρ)→ 0, the change in the curvature per-
turbation is proportional to the pressure perturbation, ψ˜′δρ ∝ δp˜δρ. Hence the
curvature perturbation ψ˜δρ is constant on large scales for a vanishing pressure
perturbation. In Section 4 on preheating we will discuss the case in which the
pressure perturbation does not vanish and might give rise to a change in the
curvature perturbation on large scales.
The Einstein evolution equations in the uniform density gauge are
ψ˜′′δρ + 2hψ˜
′
δρ − κψ˜δρ + hφ˜′δρ + (2h′ + h2)φ˜δρ
= 4πGa2
(
δp˜δρ +
2
3
∇2Π˜δρ
)
, (2.103)
σ˜′δρ + 2hσ˜δρ − φ˜δρ + ψ˜δρ = 8πGa2Π˜δρ , (2.104)
and the constraint equations are
3h(ψ˜′δρ + hφ˜δρ)− (∇2 + 3κ)ψ˜δρ − h∇2σ˜δρ = 0 (2.105)
ψ˜′δρ + hφ˜δρ + κσ˜δρ = −4πGa2(ρ+ p)v˜δρ . (2.106)
2.8.3 Governing equations in the comoving gauge
The comoving gauge is defined by vanishing fluid 3-velocity, v˜ = 0, and van-
ishing scalar shift function, B˜ = 0.
We now give the gauge invariant equations of motion in this particular
gauge. We get from the conservation of the energy momentum tensor a “con-
tinuity” and a constraint equation,
δρ˜′m + 3h(δρ˜m + δp˜m) = (ρ+ p)
[
3ψ˜′m −∇2E˜ ′m
]
, (2.107)
δp˜m +
2
3
(∇2 + 3κ)Π˜m = −(ρ+ p)φ˜m . (2.108)
The evolution equations become
ψ˜′′m + 2hψ˜
′
m − κψ˜m + hφ˜′m + (2h′ + h2)φ˜m
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= 4πGa2
(
δp˜m +
2
3
∇2Π˜m
)
, (2.109)
σ˜′m + 2hσ˜m − φ˜m + ψ˜m = 8πGa2Π˜m , (2.110)
and the energy and momentum constraints are
3h(ψ˜′m + hφ˜m)− (∇2 + 3κ)ψ˜m − h∇2σ˜m = −4πGa2δρ˜m (2.111)
ψ˜′m + hφ˜m + κσ˜m = 0 . (2.112)
We will use an extension of the comoving orthogonal gauge, the total matter
defined in Section 2.6.5, in Section 2.10 on multi-component fluids and will
give the governing equations in the total matter gauge there.
2.9 Scalar fields
In this section we briefly introduce the stress energy tensor for scalar fields,
postponing a detailed discussion of scalar fields and their dynamics to Sec-
tion 3.
2.9.1 Single scalar field
A minimally coupled scalar field is specified by the Lagrangian density
L = −1
2
ϕ;µϕ;µ − V (ϕ) , (2.113)
where ϕ;µ = gµνϕ,ν . The energy momentum tensor is defined as
T µν = −2
∂L
∂gµν
+ δµνL , (2.114)
and we therefore get for a scalar field ϕ
T µν = ϕ
;µϕ;ν − δµν
(
V (ϕ) +
1
2
ϕ;µϕ;µ
)
. (2.115)
Splitting the scalar field into a homogeneous background field and a pertur-
bation,
ϕ(η, xi) = ϕ0(η) + δϕ(η, x
i) , (2.116)
and using the definitions above we find for the components of the energy
momentum tensor of a perturbed scalar field without specifying a gauge yet
T 00 = −
1
2
a−2ϕ′ 20 − V0 + a−2ϕ′0 (φ ϕ′0 − δϕ′)− V,ϕδϕ , (2.117)
T 0i = −a−2 (ϕ′0δϕ,i) , (2.118)
T ij =
[
1
2
a−2ϕ′ 20 − V0 − V,ϕδϕ+ a−2ϕ′0 (δϕ′ − φ ϕ′0)
]
δij , (2.119)
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where V,ϕ ≡ dVdϕ and V0 = V (ϕ0) 4. We also see, by comparing Eq. (2.119)
with Eq. (2.53) above, that scalar fields neither support anisotropic stresses
nor source vector and tensor perturbations, to first order.
The Klein-Gordon equation or scalar field equation can either be derived
by using the conservation of the stress energy tensor, T µν;ν = 0, or by di-
rectly varying the action for the scalar field, equation (2.113). We find for the
background field
ϕ′′0 + 2hϕ
′
0 + a
2V,ϕ = 0 , (2.120)
and for the perturbed Klein-Gordon equation for the field fluctuation
δϕ′′+2hδϕ′−∇2δϕ+a2V,ϕϕδϕ+2a2V,ϕφ−ϕ′0φ′−ϕ′0
(
3ψ′ −∇2σ) = 0 . (2.121)
2.9.2 N scalar fields
For N minimally coupled scalar fields the Lagrangian density is given by
L = −1
2
∑
I
(ϕ;µI ϕI;µ)− V (ϕI) . (2.122)
For the general potential V = V (ϕI) the energy momentum tensor can not be
split into a background and a perturbed part. In the special case of an additive
potential of the form V =
∑
I VI(ϕI) this is possible, but we postpone this
case until we investigate the assisted inflation model in Section 3.
The total energy-momentum tensor in the background is hence
T 00 = −a−2
(∑
I
1
2
ϕ′2I0 + a
2V
)
, (2.123)
T 0j = 0 , (2.124)
T kj = a
−2
(∑
I
1
2
ϕ′ 2I0 − a2V
)
δkj . (2.125)
The perturbed energy-momentum tensor can be be given for each field I and
is
T 0(I) 0 = −a−2
(
ϕ′I0δϕ
′
I − ϕ′2I0φ+ a2V,ϕIδϕI
)
, (2.126)
T 0(I) j = −a−2ϕ′2I0δϕI,j , (2.127)
T k(I) j = a
−2
[
V,ϕIδϕIa
2 + ϕ′I0 (δϕ
′
I − φ ϕ′I0)
]
δkj , (2.128)
where V,ϕI ≡ ∂V∂ϕI . As in the single field case there are no vector and tensor
parts and no anisotropic stresses to first order. The total perturbed energy
4Note that there is a typographical error in Eq. (6.6) of Ref. [84], in which Mukhanov,
Feldman and Brandenberger define their scalar field energy momentum tensor.
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momentum tensor for all the fields is then given as the sum of the perturbed
energy momentum tensors of each field,
δT µν =
∑
I
δT µ(I)ν . (2.129)
The background Klein-Gordon equation for the I-th scalar field is
ϕ′′I0 + 2hϕ
′
I0 + a
2VϕI = 0 . (2.130)
The perturbed Klein-Gordon equation for the I-th scalar field is
δϕ′′I +2h δϕ
′
I −∇2δϕI + a2
∑
J
V,ϕIϕJ δϕJ
+2a2V,ϕIφ− ϕ′I0φ′ − ϕ′I0
(
3ψ′ −∇2σ) = 0 , (2.131)
where V,ϕIϕJ ≡ ∂
2V
∂ϕI∂ϕJ
and the equation is gauge dependent.
2.9.3 The Klein-Gordon equation in specific gauges
As in Section 2.8, we give here the perturbed Klein-Gordon equation (2.121) in
gauge-invariant form in three different gauges, the longitudinal, the comoving
and the constant energy gauge. We give the equations for the case of a single
scalar field, which simplifies the notation, but they can be readily extended
to the multi-field case, as can be seen by comparing Sections 2.9.1 and 2.9.2
above.
The Klein-Gordon equation in the longitudinal gauge is
δ˜ϕ
′′
l + 2hδ˜ϕ
′
l −∇2δ˜ϕl + a2V,ϕϕδ˜ϕl + 2a2V,ϕφ˜l − ϕ′0φ˜′l − 3ϕ′0ψ˜′l = 0 . (2.132)
The Klein-Gordon equation in the uniform density gauge can be simplified
by using the fact that δ˜ρ and δ˜ρ
′
vanish. We find therefore in addition to the
Klein-Gordon equation two constraints,
ϕ′0δ˜ϕ
′
δρ + a
2V,ϕδ˜ϕδρ − ϕ′20 φδρ = 0 ,
δ˜ϕ
′′
δρ − 2hδ˜ϕ
′
δρ + a
2V,ϕϕδ˜ϕδρ − 2ϕ′′0φδρ − ϕ′0φ′δρ = 0 . (2.133)
Hence the perturbed Klein-Gordon equation in the constant energy gauge re-
duces, subject to Eqs. (2.133), to a constraint equation in the field fluctuation,
4ha2V,ϕ ˜δϕδρ + ϕ
′
0∇2 ˜δϕδρ − 2ϕ′′0ϕ′0φδρ − ϕ′20
(
3ψ′δρ −∇2σδρ
)
= 0 , (2.134)
which is not very useful, really.
In the comoving gauge we find by comparing Eqs. (2.51) and (2.118) that
the field fluctuations vanish,
δ˜ϕm = 0 . (2.135)
The perturbed Klein-Gordon equation then reduces to a constraint equation
for the metric perturbations,
2a2V,ϕφ˜m − ϕ′0φ˜′m − ϕ′0
(
3ψ˜′m −∇2σm
)
= 0 , (2.136)
where σm = E
′
m.
20
2.10 Multicomponent fluids
2.10.1 Including energy and momentum transfer
In this section we will consider the evolution of linear scalar perturbations
about a homogeneous and isotropic (FRW) universe, now containing several
interacting fluids.
The metric perturbations are the same as in the single fluid case, whereas
the matter variables are different in the multi-fluid case for each fluid. The
Einstein equations can be taken from Section (2.7) (for each fluid species),
but the energy and momentum conservation equation acquire new interaction
terms.
The total energy momentum tensor is given as
Tµν =
∑
α
T(α)µν . (2.137)
As in the single fluid case the total energy momentum tensor is conserved,
T νµ;µ = 0 , (2.138)
but the (non-)conservation of energy-momentum for each fluid leads to
T µν(α);µ = Q
µ
(α) , (2.139)
where Qµ(α) is the energy momentum four vector. We can now give the govern-
ing equations in the background. The energy momentum four vector in the
background is given as
(0)Qµ(α) = (−aQ(α), 0, 0, 0) . (2.140)
The energy conservation equation for fluid α with energy density ρα and pres-
sure pα is then
ρ′α = −3h(1 − qα)(ρα + pα) , (2.141)
where
q(α) ≡
aQ(α)
3h(ρα + pα)
, (2.142)
parameterises the energy transfer between fluids, subject to the constraint∑
α
(ρα + pα)qα = 0 , (2.143)
which ensures that the total energy is conserved, as in the single fluid case. It
follows from Eq. (2.137) that the total density and the total pressure are the
sum of the densities and pressures, respectively, of each fluid component α,
ρ =
∑
α
ρα , p =
∑
α
pα . (2.144)
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The equations of motion for the homogeneous background are the same as in
the single component case, see Section (2.7). The perturbed energy momentum
four vector is given as
δQ0(α) = −aQ(α)(φ+ ǫα) ,
δQj(α) = a
[
Q(α)(v +B) + f(α)
] j
|
, (2.145)
where we introduced ǫα and f(α) to describe the energy and momentum trans-
fer, respectively. Under a scalar gauge transformation ǫα transforms as
ǫ˜α = ǫα − ξ0
(
Q′(α)
Q(α)
)
, (2.146)
whereas the momentum transfer parameter f(α) is gauge invariant.
2.10.2 Scalar perturbations in the multi-fluid case
We get for the gauge dependent perturbed energy (non)-conservation equation
δρ′α + 3h (δρα + δpα) = (ρα + pα)
[−∇2 (vα + E ′)
+3ψ′ + 3hqα(φ+ ǫα)
]
, (2.147)
and for the perturbed momentum equation
[(ρα + pα)(vα +B)]
′ + (ρα + pα) [4h(vα +B) + φ]
+δpα +
2
3
(∇2 + 3κ) Πα = h(ρα + pα) [3qα(v +B) + Fα] . (2.148)
Since the metric is the same for all the fluids the field equations do not change
compared to the single fluid case, as pointed out in the previous section.
2.10.3 Vector perturbations in the multi-fluid case
We extend the equation of motion for vector perturbations in the single fluid
case, Eq. (2.84), to the multi-fluid case:
[(ρα + pα)Vαi]
′+4h(ρα+pα)Vαi− 1
2
(∇2 + 2κ)παi = h(ρα+pα) [f˜αi + qαVαi] ,
(2.149)
where Vαi ≡ v(α)i − Si is the gauge-invariant vector velocity perturbation,
f˜αi is the gauge-invariant vector momentum transfer, and παi ≡ π(α)i is the
anisotropic stress of the species α, respectively.
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2.10.4 Tensor perturbations in the multi-fluid case
The tensor perturbations are coupled directly to the matter only through the
anisotropic tensor stress. In order to extend the equation of motion for tensor
perturbations, Eq. (2.93), to the multi-fluid case we therefore simply have to
set
(tensor)πij =
∑
α
(tensor)π(α)ij , (2.150)
where (tensor)π(α)ij is the anisotropic stress perturbation for the tensor mode of
species α.
2.10.5 Equations of motion for scalar perturbations in the total
matter gauge
Although we work in the total matter gauge throughout this section we omit
the “tilde” and the subscript “m” to denote the chosen gauge, since there is
no confusion possible and the equations appear less cluttered.
The first-order perturbed Einstein equations in the total matter gauge yield
two evolution equations
ψ′′ + 2hψ′ − κψ + hφ′ + (2h′ + h2)φ = 4πGa2
(
δp+
2
3
∇2Π
)
,(2.151)
σ′ + 2hσ − φ+ ψ = 8πGa2Π , (2.152)
plus the energy and momentum constraints
3h(ψ′ + hφ)− (∇2 + 3κ)ψ + h∇2σ = −4πGa2δρ , (2.153)
ψ′ + hφ+ κσ = 0 . (2.154)
The (non-)conservation of energy-momentum for each fluid leads to
T µ(α) 0;µ = −3h(ρα + pα)qα(1 + φ+ ǫα) , (2.155)
T µ(α) i;µ = h(ρα + pα)fα|i , (2.156)
so that the perturbed energy transfer in the total matter gauge is given 3h(ρα+
pα)qαǫα and the momentum transfer is given by the gradient of h(ρα + pα)fα.
This yields the equations of motion for the density and velocity perturba-
tions
δρ′α + 3h (δρα + δpα) = (ρα + pα)
[−∇2 (vα + σ)
+ 3 (ψ′ + hφ) + 3hqαǫα − 3h(1− qα)φ
]
,(2.157)
[(ρα + pα)vα]
′ = (ρα+ pα) [−4hvα − φ+ hfα]− δpα− 2
3
(∇2+3κ)Πα . (2.158)
The conservation of the total energy-momentum yields one evolution equation
for the density perturbation
δρ′ + 3h(ρ+ p)(δρ+ δp) = (ρ+ p)(3ψ′ −∇2σ) , (2.159)
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plus a momentum conservation equation, which in this gauge reduces to an
equation for the hydrostatic equilibrium between the pressure gradient and
the gravitational potential gradient,
δp+
2
3
(∇2 + 3κ)Π = −(ρ+ p)φ . (2.160)
Use of the energy and momentum constraint equations (2.153), (2.154) and
(2.160), considerably simplifies the evolution equations (2.159) and (2.152) to
give
δρ′ + 3hδρ = −(∇2 + 3κ) [(ρ+ p)σ − 2hΠ] , (2.161)
σ′ + hσ = −Ψ− δp
ρ+ p
+
(
8πGa2 − 2
3
∇2 + 3κ
ρ+ p
)
Π , (2.162)
where the gauge-invariant metric perturbation Ψ ≡ ψ+hσ (actually the curva-
ture perturbation in the longitudinal gauge, Eq. (2.63) is related to the density
perturbation in the total matter gauge by the energy constraint equation (2.89)
Ψ = − 4πGa
2
k2 − 3κδρ . (2.163)
2.10.6 Entropy perturbations
In the case of a single fluid with no entropy perturbations the pressure per-
turbation δp is simply a function of the density perturbation,
δp = c2sδρ , (2.164)
where the adiabatic sound speed is defined as
c2s =
p′
ρ′
. (2.165)
In general the pressure perturbation (in any gauge) can be split into adia-
batic and entropic (non-adiabatic) parts, by writing
δp = c2sδρ+ pΓ , (2.166)
where Γ is the dimensionless entropy perturbation. The non-adiabatic part
can be written as
δpnad ≡ pΓ ≡ p′
(
δp
p′
− δρ
ρ′
)
. (2.167)
The non-adiabatic pressure perturbation δpnad, defined in this way is gauge-
invariant, and represents the displacement between hypersurfaces of uniform
pressure and uniform density.
We can extend the notion of adiabatic and non-adiabatic from density and
pressure perturbations to perturbations in general: An adiabatic perturbation
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is one for which all perturbations δx share a common value for δx/x′, where
x′ is the time dependence of the background value of x. If the Universe is
dominated by a single fluid with a definite equation of state, or by a single
scalar field whose perturbations start in the vacuum state, then only adiabatic
perturbations can be supported. If there is more than one fluid, then the
adiabatic condition is a special case, but for instance is preserved if a single
inflaton field subsequently decays into several components. However, pertur-
bations in a second field, for instance the one into which the inflaton decays
during preheating, typically violate the adiabatic condition.
The entropy perturbation between any two quantities (which are spatially
homogeneous in the background) has a naturally gauge-invariant definition,
which follows from the obvious extension of Eq. (2.167),
Γxy ≡ δx
x′
− δy
y′
. (2.168)
In a multi-component system the entropy perturbation Γ can be split into
two parts
Γ = Γint + Γrel , (2.169)
where Γint is the intrinsic and Γrel the relative entropy perturbation. The
pressure perturbation in the α fluid is given as
δpα = c
2
αδρα + pαΓα , (2.170)
where Γα is intrinsic entropy perturbation of this particular fluid and the sound
speed of the α fluid is
c2α =
p′α
ρ′α
. (2.171)
The sum of the intrinsic entropy perturbations in each fluid is represented by
pΓint =
∑
α
pαΓα . (2.172)
There may be some cases in which one can discuss the entropy perturbation
within a single fluid, however we are more interested in the case where the
entropy perturbation arises due to relative evolution between two or more
fluids with different sound speeds. This is given by
pΓrel ≡
∑
α
(c2α − c2s)δρα . (2.173)
The overall adiabatic sound speed is determined by the component parts5
c2s =
∑
α
c2αρ
′
α
ρ′
(2.174)
=
∑
α
c2α(1− qα)
ρα + pα
ρ+ p
. (2.175)
5Note that there is an obvious typo on the right-hand-side of the first line of Eq. (5.33)
in Kodama and Sasaki [55].
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Substituting this into equation (2.173) we obtain6
pΓrel =
1
2
∑
α,β
(ρα + pα)(ρβ + pβ)
ρ+ p
(c2α − c2β)Sαβ +
∑
α
qαc
2
α(ρα + pα)∆ , (2.176)
where, following Kodama and Sasaki [55], we introduce new dimensionless
variables for the perturbed total and relative energy densities7
∆ ≡ δρ
ρ+ p
, (2.177)
∆α ≡ δρα
ρα + pα
, (2.178)
Sαβ ≡ ∆α −∆β . (2.179)
While this is a useful definition of the entropy perturbation Sαβ in the
absence of energy transfer between the fluids (qα = 0) it is not very well suited
to (and not gauge invariant in) the more general case, as can be seen by the
presence of adiabatic perturbation ∆ in the expression for Γrel. Instead it is
useful to introduce alternative definitions
∆ˆα ≡ δρα
(1− qα)(ρα + pα) , (2.180)
Sˆαβ ≡ ∆ˆα − ∆ˆβ , (2.181)
Sˆαβ is then a gauge invariant definition of the entropy perturbation, and it
allows us to re-write Eq. (2.176) as
pΓrel =
1
2
∑
α,β
(1− qα)(ρα + pα)(1− qβ)(ρβ + pβ)
ρ+ p
(c2α − c2β)Sˆαβ , (2.182)
which vanishes in the absence of any non-adiabatic perturbation.
2.11 Refined equations of motion
Here we present the equations of motion in terms of Kodama and Sasaki’s
redefined density perturbations defined in our Eqs. (2.177–2.179). After some
delicate calculations we obtain from the equations presented in Section 2.10.5
a system of coupled first order ordinary differential equations
∆′ − 3hc2s∆ = (k2 − 3κ)
[
σ − 2hΠ
ρ+ p
]
, (2.183)
σ′ + hσ =
[
4πGa2(ρ+ p)
k2 − 3κ − c
2
s
]
∆+
p
ρ+ p
Γ
6There is a typo in Eq. (5.36) of Ref. [55]. The second term on the right-hand-side in
their final equation for pΓrel should be multiplied by ∆ (in their notation). This agrees with
the corrected version of the equations given in Ref. [37].
7Note that Kodama and Sasaki use ∆ to describe δρ/ρ.
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+[
8πGa2 +
2
3
k2 − 3κ
ρ+ p
]
Π , (2.184)
S ′αβ = k
2vαβ − 3h
[
qα(1 + c
2
α)∆α − qβ(1 + c2β)∆β
]
−3h(qα − qβ)
[
δp− 2(k2 − 3κ)Π/3
ρ+ p
]
+3h(Eαβ − Γαβ) , (2.185)
v′αβ + hvαβ = 3h
[
c2αvα − c2βvβ − qα(1 + c2α)vα + qβ(1 + c2β)vβ
]
+hfαβ −
(
c2α∆α − c2β∆β
)− Γαβ −Παβ , (2.186)
where
vαβ ≡ vα − vβ , (2.187)
Γαβ ≡ pαΓα
ρα + pα
− pβΓβ
ρβ + pβ
, (2.188)
Παβ ≡ 2(3κ− k
2)
3
(
Πα
ρα + pα
− Πβ
ρβ + pβ
)
, (2.189)
Eαβ ≡ qαǫα − qβǫβ , (2.190)
fαβ ≡ fα − fβ . (2.191)
The residual dependence on the individual ∆α and vα on the right-hand-sides
of the equations of motion for Sαβ and vαβ can be eliminated by substituting
in
∆α = ∆+
∑
γ
ργ + pγ
ρ+ p
Sαγ , (2.192)
vα =
∑
γ
ργ + pγ
ρ+ p
vαγ . (2.193)
Finally then we obtain 8
S ′αβ +
3
2
h
[
qα(1 + c
2
α) + qβ(1 + c
2
β)
]
Sαβ
+
3
2
h
[
qα(1 + c
2
α)− qβ(1 + c2β)
]∑
γ
ργ + pγ
ρ+ p
(Sαγ + Sβγ)
= k2vαβ − 3h
[
c2s(qα − qβ) + qα(1 + c2α)− qβ(1 + c2β)
]
∆
−3h(qα − qβ)
[
pΓ− 2(k2 − 3κ)Π/3
ρ+ p
]
+ 3h(Eαβ − Γαβ) , (2.194)
v′αβ +h
[
1− 3
2
(c2α + c
2
β) +
3
2
qα(1 + c
2
α) +
3
2
qβ(1 + c
2
β)
]
vαβ
8These should be compared with Kodama and Sasaki’s equations (5.53) and (5.57). There
are some, possibly typographical, errors in their equations. Again our corrected equations
agree with Ref. [37].
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−3
2
h
[
c2α − c2β − qα(1 + c2α) + qβ(1 + c2β)
]∑
γ
ργ + pγ
ρ+ p
(vαγ + vβγ)
= −(c2α − c2β)∆−
1
2
(c2α + c
2
β)Sαβ
−1
2
(c2α − c2β)
∑
γ
ργ + pγ
ρ+ p
(Sαγ + Sβγ) + hfαβ − Γαβ −Παβ .(2.195)
These equations provide a closed set of coupled first-order equations in the
absence of intrinsic entropy perturbation (Γα = 0) in the individual fluids,
and if one specifies the energy and momentum transfer between fluids, and
their anisotropic stress.
However they remain rather unsatisfactory due to the presence of the adia-
batic perturbation ∆ as a source term for qα 6= 0 on the right-hand-side of the
equation of motion for the entropy perturbation Sαβ. It should be possible to
conceive of an adiabatic perturbation on large scales, δη = δρα/ρ
′
α for all fluids
α (i.e. a perturbation along the homogeneous background trajectory), which
remains adiabatic (i.e. remains along the trajectory) and does not generate
an entropy perturbation even in the presence of energy transfer between the
fluids. This should indeed be possible if we work in terms of our alternative
(gauge-invariant for qα 6= 0) entropy perturbation Sˆαβ .
We can then write the equations of motion for Sˆαβ and vαβ as
Sˆ ′αβ −
1
2
[
q′α
1− qα +
q′β
1− qβ − 3hqα(1 + c
2
α)− 3hqβ(1 + c2β)
]
Sˆαβ
+
1
2
[
q′α
1− qα −
q′β
1− qβ − 3hqα(1 + c
2
α) + 3hqβ(1 + c
2
β)
]
×
∑
γ
(1− qγ)(ργ + pγ)
ρ+ p
(Sˆαγ + Sˆβγ)
= k2vˆαβ − κ
h
(
qα
1− qα −
qβ
1− qβ
)
Sˆ∆κ + 3h
(
Eˆαβ − Γˆαβ
)
, (2.196)
v′αβ +h
[
1− 3
2
(c2α + c
2
β) +
3
2
qα(1 + c
2
α) +
3
2
qβ(1 + c
2
β)
]
vαβ
−3
2
h
[
c2α − c2β − qα(1 + c2α) + qβ(1 + c2β)
]∑
γ
ργ + pγ
ρ+ p
(vαγ + vβγ)
= −[c2α(1− qα)− c2β(1− qβ)]∆−
1
2
[c2α(1− qα) + c2β(1− qβ)]Sˆαβ
−1
2
[c2α(1− qα)− c2β(1− qβ)]
∑
γ
(1− qγ)(ργ + pγ)
ρ+ p
(Sˆαγ + Sˆβγ)
+hfαβ − Γαβ − Παβ , (2.197)
where
Sˆ∆κ ≡ ∆− 3ψ
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=[
1 +
12πGa2(ρ+ p)
k2 − 3κ
]
∆+ 3hσ , (2.198)
vˆαβ ≡ vα − (ψ/h)
1− qα −
vβ − (ψ/h)
1− qβ , (2.199)
Eˆαβ ≡ qαǫˆα
1− qα −
qβ ǫˆβ
1− qβ , (2.200)
Γˆαβ ≡ pαΓα
(1− qα)(ρα + pα) −
pβΓβ
(1− qβ)(ρβ + pβ) , (2.201)
and we have introduced the non-adiabatic part of the perturbed energy transfer
for each fluid
ǫˆα ≡ ǫα + Q
′
α
Qα
∆
3h
, (2.202)
where Qα ≡ 3hqα(ρα + pα)/a. This vanishes if the perturbed energy transfer
vanishes on surfaces of constant total density, and thus is zero if the energy
transfer is a function solely of the total density, or if the perturbations are
purely adiabatic.
We have had to introduce the total density perturbation on uniform curva-
ture hypersurfaces Sˆ∆κ and the momentum perturbation on uniform curvature
hypersurfaces vα − (ψ/h).
But there remains a source term on the right hand side of the Sˆ equation
from adiabatic perturbations, Sˆ∆κ, for spatially curved background FRWmod-
els (κ 6= 0), which threatens to source entropy perturbations on large scales
by adiabatic ones, in contradiction with our intuition.
2.12 Conserved quantities on large scales
During the different epochs of the universe different forms of matter dominate
and may later become insignificant or decay altogether. Instead of following
the evolution of the various matter fields it is more convenient to follow the
evolution of a metric variable, the curvature perturbation, which is, as we shall
see below, conserved on large scales for adiabatic perturbations on uniform
density hypersurfaces.
Bardeen, Steinhardt and Turner constructed a conserved quantity ζBST
from quantities in the uniform expansion gauge, where the expansion scalar
δθ = 0, as defined in Eq. (2.31), which can be identified with the curvature
perturbation on uniform density hypersurfaces ζ in [4, 80]. A neat way of
showing the constancy of ζ is by using the energy conservation equation in the
uniform density gauge, Eq. (2.101). This approach, which does not depend on
the Einstein field equations, was introduced first in [105].
As shown in Section 2.10.6 we can split the pressure perturbation into an
adiabatic and a non-adiabatic part,
δp = c2sδρ+ δpnad , (2.203)
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where δpnad is the non-adiabatic pressure perturbation defined in Eq. (2.167).
Note that the first term in the above equation is zero in the uniform density
gauge and we can identify δpnad with the pressure perturbation in the uniform
density gauge, ˜δpδρ. Rewriting Eq. (2.101) and using the fact that in the
uniform density gauge ψ˜δρ ≡ −ζ we find
ζ ′ = − h
ρ+ p
δpnad −∇2 (v + E ′) . (2.204)
On sufficiently large scales gradient terms can be neglected and [75, 29],
ζ ′ = − h
ρ+ p
δpnad . (2.205)
It follows that ζ is conserved on large scales for adiabatic perturbations, for
which δpnad = 0. We emphasize, that this result has been derived indepen-
dently from the gravitational field equations, using only the conservation of
energy [105]! Hence this result holds in any theory of relativistic gravity 9.
In Ref. [84] the gauge-invariant variable ζMFB is defined as
ζMFB = Φ +
2
3
Φ′ + Φh
(1 + w)h
, (2.206)
where w ≡ p0/ρ0. On large scales (where we neglect spatial derivatives) and in
flat-space (κ = 0) with vanishing anisotropic stresses (πij = 0, which requires
that Φ = Ψ [84]) all three quantities ψ˜m, ψ˜ρ and ζMFB coincide. The curvature
perturbation, in one or the other of these forms, is often used to predict the
amplitude of perturbations re-entering the horizon scale during the radiation
or matter dominated eras in terms of perturbations that left the horizon during
an inflationary epoch, because they remain constant on super-horizon scales
(whose comoving wavenumber k ≪ h) for adiabatic perturbations [60].
It is illustrative to investigate the coincidence of the three quantities ψ˜m,
ψ˜ρ and ζMFB more closely.
2.12.1 Single-field inflation
The specific relation between the inflaton field and curvature perturbations
depends on the choice of gauge. In practice the inflaton field perturbation
spectrum can be calculated on uniform-curvature (ψ˜ = 0) slices, where the
field perturbations have the gauge-invariant definition [83, 84]
δ˜ϕψ ≡ δϕ+ ϕ
′
h
ψ . (2.207)
In the slow-roll limit the amplitude of field fluctuations at horizon crossing
(λ = H−1) is given by H/2π (see Section 3.5.2). Note that this is the am-
plitude of the asymptotic solution on large scales. This result is independent
9Note that related results have been obtained in particular non-Einstein gravity theories
[46, 47].
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of the geometry and holds for a massless scalar field in de Sitter spacetime
independently of the gravitational field equations.
The field fluctuation is then related to the curvature perturbation on co-
moving hypersurfaces (on which the scalar field is uniform, δϕm = 0) using
Eq. (2.22), by
R ≡ ψ˜m = h
ϕ′
δϕψ . (2.208)
We will now demonstrate that for adiabatic perturbations we can identify
the curvature perturbation on comoving hypersurfaces, R, with the curvature
perturbation on uniform-density hypersurfaces, −ζ . In an arbitrary gauge
the density and pressure perturbations of a scalar field are given by (see
Eqs. (2.117) and (2.119))
δρ = a−2(ϕ′ δϕ′ − φϕ′2) + V,ϕ δϕ , (2.209)
δp = a−2(ϕ′ δϕ′ − φϕ′2)− V,ϕ δϕ , (2.210)
where V,ϕ ≡ dV/dϕ. Thus we find δρ−δp = 2V,ϕδϕ. The entropy perturbation,
Eq. (2.167), for a scalar field is given by
Γscalar ∝
{
δϕ
ϕ′
− δϕ
′ − ϕ′2φ
ϕ′′ − hϕ′
}
, (2.211)
and from the energy and momentum constraints, Equations (2.89) and (2.90),
for a scalar field we get
∇2 (ψ − h σ) = 4πG (ϕ′δϕ′ − ϕ′2φ− (ϕ′′ − hϕ′)δϕ) . (2.212)
Hence the entropy perturbation for a scalar field vanishes if gradient terms can
be neglected. Therefore on large scales the scalar field perturbations become
adiabatic and then on uniform-density hypersurfaces both the density and
pressure perturbation must vanish and thus so does the field perturbation
δϕδρ = 0 for Vϕ 6= 0. Hence the uniform-density and comoving hypersurfaces
coincide, and R and −ζ are identical, for adiabatic perturbations and, from
Eq. (2.205), are constant on large scales.
2.12.2 Multi-component inflaton field
During a period of inflation it is important to distinguish between “light” fields,
whose effective mass is less than the Hubble parameter, and “heavy” fields
whose mass is greater than the Hubble parameter. Long-wavelength (super-
Hubble scale) perturbations of heavy fields are under-damped and oscillate
with rapidly decaying amplitude (〈φ2〉 ∝ a−3) about their vacuum expectation
value as the universe expands. Light fields, on the other hand, are over-damped
and may decay only slowly towards the minimum of their effective potential. It
is the slow-rolling of these light fields that controls the cosmological dynamics
during inflation.
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The inflaton, defined as the direction of the classical evolution, is one of the
light fields, while the other light fields (if any) will be taken to be orthogonal
to it in field space. In a multi-component inflation model there is a family of
inflaton trajectories, and the effect of the orthogonal perturbations is to shift
the inflaton from one trajectory to another.
If all the fields orthogonal to the inflaton are heavy then there is in effect a
unique inflaton trajectory in field space. In this case even a curved path in field
space, after canonically normalizing the inflaton trajectory, is indistinguishable
from the case of a straight trajectory, and leads to no variation in ζ .
When there are multiple light fields evolving during inflation, uncorrelated
perturbations in more than one field will lead to different regions that are
not simply time translations of each other. In order to specify the evolution
of each locally homogeneous universe one needs as initial data the value of
every cosmologically significant field. In general, therefore, there will be non-
adiabatic perturbations, Γxy 6= 0.
If the local integrated expansion, N , is sensitive to the value of more than
one of the light fields then ζ is able to evolve on super-horizon scales, as
has been shown by several authors [95, 28, 30]. Note also that the comoving
and uniform-density hypersurfaces need no longer coincide in the presence of
non-adiabatic pressure perturbations. In practice it is necessary to follow the
evolution of the perturbations on super-horizon scales in order to calculate
the curvature perturbation at later times. In most models studied so far, the
trajectories converge to a unique one before the end of inflation, but that need
not be the case in general.
The separate universe approach described in Section 2.13 gives a rather
straightforward procedure for calculating the evolution of the curvature per-
turbation, ψ, on large scales based on the change in the integrated expansion,
N , in different locally homogeneous regions of the universe. This approach
was developed in Refs. [90, 98, 91] for general relativistic models where scalar
fields dominate the energy density and pressure, though it has not been ap-
plied to many specific models. In the case of a single-component inflaton,
this means that on each comoving scale, λ, the curvature perturbation, ζ , on
uniform-density (or comoving orthogonal) hypersurfaces must stop changing
when gradient terms can be neglected. More generally, with a multi-component
inflaton, the perturbations generated in the fields during inflation will still de-
termine the curvature perturbation, ζ , on large scales, but one needs to follow
the time evolution during the entire period a scale remains outside the horizon
in order to evaluate ζ at later times. This will certainly require knowledge of
the gravitational field equations and may also involve the use of approxima-
tions such as the slow-roll approximation to obtain analytic results.
2.12.3 Preheating
During inflation, every field is supposed to be in the vacuum state well before
horizon exit, corresponding to the absence of particles. The vacuum fluctu-
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ation cannot play a role in cosmology unless it is converted into a classical
perturbation, defined as a quantity which can have a well-defined value on a
sufficiently long time-scale [35, 71]. For every light field this conversion occurs
at horizon exit (λ ∼ H−1). In contrast, heavy fields become classical, if at all,
only when their quantum fluctuation is amplified by some other mechanism.
There has recently been great interest in models where vacuum fluctuations
become classical (i.e., particle production occurs) due to the rapid change
in the effective mass (and hence the vacuum state) of one or more fields.
This usually (though not always [17]) occurs at the end of inflation when
the inflaton oscillates about its vacuum expectation value which can lead to
parametric amplification of the perturbations — a process which has become
known as preheating [57]. The rate of amplification tends to be greatest for
long-wavelength modes and this has lead to the claim that rapid amplification
of non-adiabatic perturbations could change the curvature perturbation, ζ ,
even on very large scales [5, 6]. Preheating will be discussed in more detail in
Section 4.
Within the separate universes picture, discussed in Section 2.13, this is cer-
tainly possible if preheating leads to different integrated expansion in different
regions of the universe. In particular by Eq. (2.205) the curvature perturbation
ζ can evolve if a significant non-adiabatic pressure perturbation is produced
on large scales. However it is also apparent in the separate universes picture
that no non-adiabatic perturbation can subsequently be introduced on large
scales if the original perturbations were purely adiabatic. This is of course also
apparent in the field equations where preheating can only amplify pre-existing
field fluctuations.
Efficient preheating requires strong coupling between the inflaton and pre-
heating fields which typically leads to the preheating field being heavy during
inflation (when the inflaton field is large). The strong suppression of super-
horizon scale fluctuations in heavy fields during inflation means that in this
case no significant change in ζ is produced on super-horizon scales before
back-reaction due to particle production on much smaller scales damps the
oscillation of the inflaton and brings preheating to an end [50, 49, 62].
Because the first-order effect is so strongly suppressed in such models,
the dominant effect actually comes from second-order perturbations in the
fields [50, 49, 62]. The expansion on large scales is no longer independent of
shorter wavelength field perturbations when we consider higher-order terms in
the equations of motion. Nonetheless in many cases it is still possible to use
linear perturbation theory for the metric perturbations while including terms
quadratic in the matter field perturbations. In Ref. [62] this was done to show
that even allowing for second-order field perturbations, there is no significant
non-adiabatic pressure perturbation, and hence no change in ζ , on large scales
in the original model of preheating in chaotic inflation.
More recently a modified version of preheating has been proposed [7] (re-
quiring a different model of inflation) where the preheating field is light during
inflation, and the coupling to the inflaton only becomes strong at the end of
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inflation. In such a multi-component inflation model non-adiabatic perturba-
tions are no longer suppressed on super-horizon scales and it is possible for
the curvature perturbation ζ to evolve both during inflation and preheating,
as described in Section 2.12.2.
2.12.4 Non-interacting multi-fluid systems
In a multi-fluid system we can define uniform-density hypersurfaces for each
fluid and a corresponding curvature perturbation on these hypersurfaces,
ζ(α) ≡ −ψ −
δρ(α)
ρ′(α)
h . (2.213)
Equation (2.204) then shows that ζ(α) remains constant for adiabatic pertur-
bations in any fluid whose energy–momentum is locally conserved:
nνT µ(α) ν;µ = 0 . (2.214)
Using the relation between the curvature perturbation on constant density hy-
persurfaces and the density perturbation on constant curvature hypersurfaces
ψ˜δρ =
h
ρ′
˜δρψ , (2.215)
the total curvature perturbation, i.e. curvature perturbation on uniform total
density hypersurfaces, can then be defined as
ζ ≡ −h
∑
α δρα∑
α ρ
′
α
, (2.216)
where the sum is over the fluid components. This quantity is not in general
conserved in a multi-fluid system in presence of a non-zero relative entropy
perturbation Γrel 6= 0 in Eq. (2.182).
Thus, for example, in a universe containing non-interacting cold dark mat-
ter plus radiation, which both have well-defined equations of state (pm = 0 and
pγ = ργ/3), the curvatures of uniform-matter-density hypersurfaces, ζm, and of
uniform-radiation-density hypersurfaces, ζγ, remain constant on super-horizon
scales. The curvature perturbation on the uniform-total-density hypersurfaces
is given by
ζ =
(4/3)ργζγ + ρmζm
(4/3)ργ + ρm
. (2.217)
At early times in the radiation dominated era (ργ ≫ ρm) we have ζini ≃ ζγ,
while at late times (ρm ≫ ργ) we have ζfin ≃ ζm. ζ remains constant through-
out only for adiabatic perturbations where the uniform-matter-density and
uniform-radiation-density hypersurfaces coincide, ensuring ζγ = ζm. The
isocurvature (or entropy) perturbation is conventionally denoted by the per-
turbation in the ratio of the photon and matter number densities
Sγm =
δnγ
nγ
− δnm
nm
= 3 (ζγ − ζm) . (2.218)
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Hence the entropy perturbation for any two non-interacting fluids always re-
mains constant on large scales independent of the gravitational field equations.
Hence we recover the standard result for the final curvature perturbation in
terms of the initial curvature and entropy perturbation 10
ζfin = ζini − 1
3
Sγm . (2.219)
2.13 The separate universe picture
Thus far we have shown how one can use the perturbed field equations, to
follow the evolution of linear perturbations in the metric and matter fields
in whatever gauge one chooses. This allows one to calculate the correspond-
ing perturbations in the density and pressure and the non-adiabatic pressure
perturbation if there is one, and see whether it causes a significant change in
ζ .
However, there is a particularly simple alternative approach to studying
the evolution of perturbations on large scales, which has been employed in
some multi-component inflation models [94, 92, 90, 98, 91, 75]. This considers
each super-horizon sized region of the Universe to be evolving like a separate
Robertson–Walker universe where density and pressure may take different val-
ues, but are locally homogeneous. After patching together the different re-
gions, this can be used to follow the evolution of the curvature perturbation
with time. Figure 1 shows the general idea of the separate universe picture,
though really every point is viewed as having its own Robertson–Walker region
surrounding it.
Consider two such locally homogeneous regions (a) and (b) at fixed spatial
coordinates, separated by a coordinate distance λ, on an initial hypersurface
(e.g., uniform-density hypersurface) specified by a fixed coordinate time, t =
t1, in the appropriate gauge (e.g., uniform-density gauge). The initial large-
scale curvature perturbation on the scale λ can then be defined (independently
of the background) as
δψ1 ≡ ψa1 − ψb1 . (2.220)
On a subsequent hypersurface defined by t = t2 the curvature perturbation at
(a) or (b) can be evaluated using Eq. (2.45) [but neglecting ∇2σ] to give [90]
ψa2 = ψa1 − δNa , (2.221)
where the integrated expansion between the two hypersurfaces along the world-
line followed by region (a) is given by Na = N + δNa, and N ≡ ln a is the
expansion in the unperturbed background and
δNa =
∫ 2
1
1
3
δθ˜adt . (2.222)
10This result was derived first by solving a differential equation [56], and then [75] by inte-
grating Eq. (2.204) using Eq. (2.217). We have here demonstrated that even the integration
is unnecessary.
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Figure 1: A schematic illustration of the separate universes picture, with the
symbols as identified in the text.
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The curvature perturbation when t = t2 on the comoving scale λ is thus given
by
δψ2 ≡ ψa2 − ψb2 = δψ1 − (Na −Nb) . (2.223)
In order to calculate the change in the curvature perturbation in any gauge on
very large scales it is thus sufficient to evaluate the difference in the integrated
expansion between the initial and final hypersurface along different world-lines.
In particular, using Eq. (2.223), one can evolve the curvature perturba-
tion, ζ , on super-horizon scales, knowing only the evolution of the family of
Robertson–Walker universes, which according to the separate Universe as-
sumption describe the evolution of the Universe on super-horizon scales:
−∆ζ = −∆N . (2.224)
where −ζ = ψa − ψb on uniform-density hypersurfaces and ∆N = Na −Nb in
Eq. (2.223). As we shall discuss in Section 4, this evolution is in turn specified
by the values of the relevant fields during inflation, and as a result one can
calculate ζ at horizon re-entry from the vacuum fluctuations of these fields.
While it is a non-trivial assumption to suppose that every comoving re-
gion well outside the horizon evolves like an unperturbed universe, there has
to be some scale λs for which that assumption is true to useful accuracy.
If there were not, the concept of an unperturbed (Robertson–Walker) back-
ground would make no sense. We use the phrase ‘background’ to describe
the evolution on a much larger scale λ0, which should be much bigger even
than our present horizon size, with respect to which the perturbations in this
section are defined. It is important to distinguish this from regions of size λs
large enough to be treated as locally homogeneous, but which when pieced
together over a larger scale, λ, represent the long-wavelength perturbations
under consideration. Thus we require a hierarchy of scales:
λ0 ≫ λ≫ λs & cH−1 . (2.225)
Ideally λ0 would be taken to be infinite. However it may be that the Universe
becomes highly inhomogeneous on some very much larger scale, λe ≫ λ0,
where effects such as stochastic or eternal inflation determine the dynamical
evolution. Nevertheless, this will not prevent us from defining an effectively
homogeneous background in our observable Universe, which is governed by the
local Einstein equations and hence impervious to anything happening on vast
scales. Specifically we will assume that it is possible to foliate spacetime on
this large scale λ0 with spatial hypersurfaces.
When we use homogeneous equations to describe separate regions on length
scales greater than λs, we are implicitly assuming that the evolution on these
scales is independent of shorter wavelength perturbations. This is true within
linear perturbation theory in which the evolution of each Fourier mode can
be considered independently, but any non-linear interaction introduces mode-
mode coupling which undermines the separate universes picture. The separate
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universe model may still be used for the evolution of linear metric perturbation
if the perturbations in the total density and pressure remain small, but a
suitable model (possibly a thermodynamic description) of the effect of the
non-linear evolution of matter fields on smaller scales may be necessary in
some cases.
Adiabatic perturbations in the density and pressure correspond to shifts
forwards or backwards in time along the background solution, δp/δρ = p′/ρ′ ≡
c2s, and hence Γ = 0 in Eq. (2.167). For example, in a universe containing only
baryonic matter plus radiation, the density of baryons or photons may vary
locally, but the perturbations are adiabatic if the ratio of photons to baryons
remains unperturbed (cf. Eq.(2.218)). Different regions are compelled to un-
dergo the same evolution along a unique trajectory in field space, separated
only by a shift in the expansion. The pressure p thus remains a unique function
of the density ρ and the energy conservation equation, dρ/dN = −3(ρ + p),
determines ρ as a function of the integrated expansion, N . Under these con-
ditions, uniform-density hypersurfaces are separated by a uniform expansion
and hence the curvature perturbation, ζ , remains constant.
For Γ 6= 0 it is no longer possible to define a simple shift to describe both
the density and pressure perturbation. The existence of a non-zero pressure
perturbation on uniform-density hypersurfaces changes the equation of state
in different regions of the Universe and hence leads to perturbations in the
expansion along different worldlines between uniform-density hypersurfaces.
This is consistent with Eq. (2.205) which quantifies how the non-adiabatic
pressure perturbation determines the variation of ζ on large scales [30, 75].
We defined a generalized adiabatic condition which requires Γxy = 0 for
any physical scalars x and y in Eq. (2.168) in Section 2.10.6. In the separate
universes picture this condition ensures that if all field perturbations are adia-
batic at any one time (i.e. on any spatial hypersurface), then they must remain
so on large scales at any subsequent time. Purely adiabatic perturbations can
never give rise to entropy perturbations on large scales as all fields share the
same time shift, δη = δx/x′, along a single phase-space trajectory.
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3 Quantum fluctuations from inflation
In this section we will discuss the generation of quantum fluctuations from
inflation in the context of a particularly simple multi-component model: as-
sisted inflation. The assisted inflation model is one of the very few models, in
which it is possible to calculate the power spectra of the homogeneous and the
inhomogeneous field fluctuations analytically, without resorting to the slow
roll approximation [60, 75, 61].
3.1 The assisted inflation model
A single scalar field with an exponential potential is known to drive power-law
inflation, where the cosmological scale factor grows as a ∝ tp with p > 1, for
sufficiently flat potentials [69, 36, 14, 19]. Liddle, Mazumdar and Schunck [63]
recently proposed a novel model of inflation driven by several scalar fields with
exponential potentials. Although each separate potential,
Vi = V0 exp
(
−
√
16π
pi
ϕi
mPl
)
, (3.1)
may be too steep to drive inflation by itself (pi < 1), the combined effect of
several such fields, with total potential energy
V =
n∑
i=1
Vi , (3.2)
leads to a power-law expansion a ∝ tp¯ with [63]
p¯ =
n∑
i=1
pi , (3.3)
provided p¯ > 1/3. Supergravity theories typically predict steep exponential
potentials, but if many fields can cooperate to drive inflation, this may open
up the possibility of obtaining inflationary solutions in such models.
Scalar fields with exponential potentials are known to possess self-similar
solutions in Friedmann-Robertson-Walker models either in vacuum [36, 14] or
in the presence of a barotropic fluid [106, 103, 19, 40]. In the presence of
other matter, the scalar field is subject to additional friction, due to the larger
expansion rate relative to the vacuum case. This means that a scalar field,
even if it has a steep (non-inflationary) potential may still have an observable
dynamical effect in a radiation or matter dominated era [107, 25, 26, 100].
The paper of Liddle, Mazumdar and Schunck [63] was the first to consider
the effect of additional scalar fields with independent exponential potentials.
They considered n scalar fields in a spatially flat Friedmann-Robertson-Walker
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universe with scale factor a(t). The Lagrange density for the fields, as an
extension of Eq. (2.113), is
L =
n∑
i=1
−1
2
(∇ϕi)2 − Vi , (3.4)
with each exponential potential Vi of the form given in Eq. (3.1). The cos-
mological expansion rate is then given by the Friedmann equation (2.85) in
coordinate time
H2 =
8π
3m2Pl
n∑
i=1
(
Vi +
1
2
ϕ˙2i
)
, (3.5)
and the individual fields obey the Klein-Gordon equation (2.120),
ϕ¨i + 3Hϕ˙i = −dVi
dϕi
. (3.6)
One can then obtain a scaling solution of the form [63]
ϕ˙2i
ϕ˙2j
=
Vi
Vj
= Cij . (3.7)
Differentiating this expression with respect to time, and using the form of the
potential given in Eq. (3.1) then implies that
1√
pi
ϕ˙i − 1√
pj
ϕ˙j = 0 , (3.8)
and hence
Cij =
pi
pj
. (3.9)
The scaling solution is thus given by [63]
1√
pi
ϕi − 1√
pj
ϕj =
mPl√
16π
ln
pj
pi
. (3.10)
A numerical solution with four fields is shown in Fig. 2 as an example. In
Ref. [63] the authors demonstrated the existence of a scaling solution for n
scalar fields written in terms of a single re-scaled field ϕ˜ =
√
p¯/p1ϕ1. The
choice of ϕ1 rather than any of the other fields is arbitrary as along the scaling
solution all the ϕi fields are proportional to one another.
In this part of the thesis we will prove that this scaling solution is the late-
time attractor by choosing a redefinition of fields (a rotation in field space)
which allows us to write down the effective potential for field variations or-
thogonal to the scaling solution and show that this potential has a global
minimum along the attractor solution. In general the full expression for an
arbitrary number of fields is rather messy so we first give, in Section 3.2, the
simplest case where there are just two fields, and then extend this to n fields
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Figure 2: Evolution of four fields ϕ1, ϕ2, ϕ3 and ϕ4 (from bottom to top)
during assisted inflation with p1 = 0.3, p2 = 1, p3 = 2 and p4 = 7.
in Section 3.3. The resulting inflationary potential is similar to that used in
models of hybrid inflation and we show in Section 3.4 that assisted inflation
can be interpreted as a form of “hybrid power-law inflation”. As in the case of
power-law or hybrid inflation, one can obtain analytic expressions for inhomo-
geneous linear perturbations close to the attractor trajectory without resorting
to slow-roll type approximations. Thus we are able to give exact results for
the large-scale perturbation spectra due to vacuum fluctuations in the fields
in Section 3.5. We discuss our results in Sections 3.6 and 5.
3.2 Two field model
We will restrict our analysis initially to just two scalar fields, ϕ1 and ϕ2, with
the Lagrange density
L = −1
2
(∇ϕ21)−
1
2
(∇ϕ22)− V0
[
exp
(
−
√
16π
p1
ϕ1
mPl
)
+ exp
(
−
√
16π
p2
ϕ2
mPl
)]
.
(3.11)
We define the fields
ϕ¯2 =
√
p1ϕ1 +
√
p2ϕ2√
p1 + p2
+
mPl√
16π(p1 + p2)
(
p1 ln
p1
p1 + p2
+ p2 ln
p2
p1 + p2
)
, (3.12)
σ¯2 =
√
p2ϕ1 −√p1ϕ2√
p1 + p2
+
mPl√
16π
√
p1p2
p1 + p2
ln
p1
p2
, (3.13)
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Figure 3: The field rotation in the two field case. The ϕ¯2 direction is along
the attractor, σ¯2 orthogonal to it.
to describe the evolution along and orthogonal to the scaling solution, re-
spectively, by applying a Gram-Schmidt orthogonalisation procedure. The
re-defined fields ϕ¯2 and σ¯2 are orthonormal linear combinations of the original
fields ϕ1 and ϕ2. They represent a rotation, and arbitrary shift of the origin,
in field-space. Fig. 3 illustrates this. Thus ϕ¯2 and σ¯2 have canonical kinetic
terms, and the Lagrange density given in Eq. (3.11) can be written as
L = −1
2
(∇ϕ¯22)−
1
2
(∇σ¯22)− V¯ (σ¯2) exp
(
−
√
16π
p1 + p2
ϕ¯2
mPl
)
, (3.14)
where
V¯ (σ¯2) = V0
[
p1
p1 + p2
exp
(
−
√
16π
p1 + p2
√
p2
p1
σ¯2
mPl
)
+
p2
p1 + p2
exp
(√
16π
p1 + p2
√
p1
p2
σ¯2
mPl
)]
. (3.15)
It is easy to confirm that V¯ (σ¯2) has a global minimum value V0 at σ¯2 = 0,
which implies that σ¯2 = 0 is the late time attractor, which coincides with the
scaling solution given in Eq. (3.10) for two fields.
Close to the scaling solution we can expand about the minimum, to second-
order in σ¯2, and we obtain
V (ϕ¯2, σ¯2) ≈ V0
[
1 +
8π
(p1 + p2)
σ¯ 22
m2Pl
]
exp
(
−
√
16π
p1 + p2
ϕ¯2
mPl
)
. (3.16)
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Note that the potential for the field σ¯2 has the same form as in models of
hybrid inflation [66, 67, 20] where the inflaton field rolls towards the minimum
of a potential with non-vanishing potential energy density V0. Here there is in
addition a “dilaton” field, ϕ¯2, which leads to a time-dependent potential energy
density as σ¯2 → 0. Assisted inflation is related to hybrid inflation [66, 67, 20]
in the same way that extended inflation [58] was related to Guth’s old inflation
model [34]. As in hybrid or extended inflation, we require a phase transition
to bring inflation to an end. Otherwise the potential given by Eq. (3.16) leads
to inflation into the indefinite future.
3.3 Many field model
We will now prove that the attractor solution presented in Ref. [63] is the global
attractor for an arbitrary number of fields with exponential potentials of the
form given in Eq. (3.1), using proof by induction. To do this, we recursively
construct the orthonormal fields and their potential.
Let us assume that we already have n fields ϕi with exponential potentials
Vi of the form given in Eq. (3.1) and that it is possible to pick n orthonormal
fields σ¯2, . . . , σ¯n and ϕ¯n such that the sum of the individual potentials Vi can
be written as
n∑
i=1
Vi = V¯n exp
(
−
√
16π
p¯n
ϕ¯n
mPl
)
, (3.17)
where we will further assume that V¯n = V¯n(σ¯i) has a global minimum V¯n(0) =
V0 when σ¯i = 0 for all i from 2 to n.
It is possible to extend this form of the potential to n+1 fields if we consider
an additional field ϕn+1 with an exponential potential Vn+1 of the form given
in Eq. (3.1). Analogously to the two field case, we define
ϕ¯n+1 =
√
p¯nϕ¯n +
√
pn+1ϕn+1√
p¯n+1
+
mPl√
16π(p¯n+1)
(
p¯n ln
p¯n
p¯n+1
+ pn+1 ln
pn+1
p¯n+1
)
, (3.18)
σ¯n+1 =
√
pn+1ϕ¯n −√p¯nϕn+1√
p¯n+1
+
mPl√
16π
√
p¯npn+1
p¯n+1
ln
p¯n
pn+1
, (3.19)
where
p¯n+1 = p¯n + pn+1 . (3.20)
Using these definitions we can show that the sum of the n + 1 individual
potentials Vi can be written as
n+1∑
i=1
Vi = V¯n+1 exp
(
−
√
16π
p¯n+1
ϕ¯n+1
mPl
)
, (3.21)
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where V¯n+1 = V¯n+1(σ¯i) is given by
V¯n+1 = V¯n
p¯n
p¯n+1
exp
(
−
√
16π
p¯n+1
√
pn+1
p¯n
σ¯n+1
mPl
)
+ V0
pn+1
p¯n+1
exp
(√
16π
p¯n+1
√
p¯n
pn+1
σ¯n+1
mPl
)
. (3.22)
Because we have assumed that V¯n has a global minimum value V¯n(0) = V0
when σ¯i = 0 for all i from 2 to n, one can verify that V¯n+1 also has a minimum
value V¯n+1(0) = V0 when σ¯i = 0, for all i from 2 to n+ 1.
However, we have already shown in Section 3.2 that for two fields ϕ1 and
ϕ2, we can define two fields ϕ¯2 and σ¯2, given in Eqs. (3.12) and (3.13) whose
combined potential given in Eq. (3.14) is of the form required in Eq. (3.17),
with p¯2 = p1 + p2. Hence we can write the potential in the form given in
Eq. (3.17) for n fields, for all n ≥ 2, with
p¯ ≡ p¯n =
n∑
i=1
pi . (3.23)
Equations (3.12) and (3.18) then lead us to the non-recursive expression for
the “weighted mean field”
ϕ¯ ≡ ϕ¯n =
n∑
i=1
(√
pi
p¯
ϕi +
mPl√
16πp¯
pi ln
pi
p¯
)
, (3.24)
which describes the evolution along the scaling solution. This is simply a
rotation in field space plus an arbitrary shift, chosen to preserve the form of
the potential given in Eq. (3.17). The n − 1 fields σ¯i describe the evolution
orthogonal to the attractor trajectory.
The potential V¯n has a global minimum at σ¯i = 0, which demonstrates
that this is the stable late-time attractor. From Eqs. (3.15) and (3.22) we get
a closed expression for V¯n,
V¯n = V0
{
p1
p¯
exp
[
−
√
16π
mPl
n∑
i=2
√
pi
p¯ip¯i−1
σ¯i
]
+
n−1∑
i=2
pi
p¯
exp
[√
16π
mPl
(√
p¯i−1
p¯ipi
σ¯i −
n∑
j=i+1
√
pj
p¯j p¯j−1
σ¯j
)]
+
pn
p¯
exp
[√
16π
mPl
√
p¯n−1
p¯pn
σ¯n
]}
. (3.25)
Close to the attractor trajectory (to second order in σ¯i) we can write a Taylor
expansion for the potential
n∑
i=1
Vi ≈ V0
(
1 +
8π
p¯m2Pl
n∑
j=2
σ¯2j
)
exp
(
−
√
16π
p¯
ϕ¯n
mPl
)
. (3.26)
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Note that this expression is dependent only upon p¯ and not on the individual
pi.
3.4 Stringy hybrid inflation
The form of the potentials in Eqs. (3.16) and (3.26) is reminiscent of the
effective potential obtained in the Einstein conformal frame from Brans-Dicke
type gravity theories [102]. The appearance of the weighted mean field, ϕ¯, as
a “dilaton” field in the potential suggests that the matter Lagrangian might
have a simpler form in a conformally related frame. If we work in terms of a
conformally re-scaled metric
g˜µν = exp
(
−
√
16π
p¯
ϕ¯
mPl
)
gµν , (3.27)
then the Lagrange density given in Eq. (3.14) becomes
L˜ = exp
(√
16π
p¯
ϕ¯
mPl
)
×
{
−1
2
(
∇˜ϕ¯
)2
−
n∑
i=2
1
2
(
∇˜σ¯i
)
− V¯
}
, (3.28)
In this conformal related frame the field ϕ¯ is non-minimally coupled to
the gravitational part of the Lagrangian. The original field equations were de-
rived from the full action, including the Einstein-Hilbert Lagrangian of general
relativity,
S =
∫
d4x
√−g
[
m2Pl
16π
R + L
]
, (3.29)
where R is the Ricci scalar curvature of the metric gµν . In terms of the
conformally related metric given in Eq. (3.27) this action becomes (up to
boundary terms [104])
S =
∫
d4x
√
−g˜e−ϕdil
[
m2Pl
16π
R˜− ω(∇˜ϕdil)− 1
2
n−1∑
i=1
(∇˜σ¯i)2 − V¯
]
, (3.30)
where we have introduced the dimensionless dilaton field
ϕdil = −
√
16π
p¯
ϕ¯
mPl
, (3.31)
and the dimensionless Brans-Dicke parameter
ω =
p¯− 3
2
. (3.32)
Thus the assisted inflation model is identical to n− 1 scalar fields σ¯i with
a hybrid inflation type potential V¯ (σ¯i) in a string-type gravity theory with
dilaton, ϕdil ∝ ϕ¯. However, we note that in order to obtain power-law inflation
with p¯≫ 1 the dimensionless constant ω must be much larger than that found
in the low-energy limit of string theory where ω = −1.
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3.5 Perturbations about the attractor
The redefined orthonormal fields and the potential allow us to give the equa-
tions of motion for the independent degrees of freedom. If we consider only
linear perturbations about the attractor then the energy density is indepen-
dent of all the fields except ϕ¯, and we can solve the equation for the ϕ¯ field
analytically.
The field equation for the weighted mean field is
¨¯ϕ+ 3H ˙¯ϕ =
√
16π
p¯
V
mPl
. (3.33)
Along the line σ¯i = 0 for all i in field space, we have
V = V0 exp
(
−
√
16π
p¯
ϕ¯
mPl
)
, (3.34)
and the well-known power-law solution [69] with a ∝ tp¯ is the late-time at-
tractor [36, 14] for this potential, where
ϕ¯(t) = ϕ¯0 ln
(
t
t0
)
, (3.35)
and ϕ¯0 = mPl
√
p¯/4π and t0 = mPl
√
p¯/8πV0(3p¯− 1).
3.5.1 Homogeneous linear perturbations
The field equations for the σ¯i fields are
¨¯σi + 3H ˙¯σi +
∂V
∂σ¯i
= 0. (3.36)
where the potential V is given by Eqs. (3.17) and (3.25), and the attractor
solution corresponds to σ¯i = 0. Equation (3.26) shows that we can neglect
the back-reaction of σ¯i upon the energy density, and hence the cosmological
expansion, to first-order and the field equations have the solutions
σ¯i(t) = Σi+t
s+ + Σi−t
s−, (3.37)
where
s± =
3p¯− 1
2
[
−1±
√
3(p¯− 3)
3p¯− 1
]
, (3.38)
for p¯ > 3, confirming that σi = 0 is indeed a local attractor. In the limit p¯→∞
we obtain si = −2. For 1 < p¯ < 3 the perturbations are under-damped and
execute decaying oscillations about σ¯i = 0.
The form of the solutions given in Eq. (3.37) for σ¯i(t) close to the attractor
is the same for all the orthonormal fields σ¯i, as demonstrated in Fig. 4. Their
evolution is independent of the individual pi and determined only by the sum,
p¯, as expected from the form of the potential given in Eq. (3.26).
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Figure 4: Evolution of the fields σ¯1, σ¯2, and σ¯3, orthogonal to the scaling
solution, in the assisted inflation model shown in Fig. 2.
3.5.2 Inhomogeneous Linear Perturbations
Conventional hybrid inflation and power-law inflation are two of the very few
models [60] in which one can obtain exact analytic expressions for the spectra
of vacuum fluctuations on all scales without resorting to a slow-roll type ap-
proximation. In the case of hybrid inflation, this is only possible in the limit
that the inflaton field σ approaches the minimum of its potential and we can
neglect its back-reaction on the metric [30]. As the present model is so closely
related to both power-law and hybrid inflation models close to the attractor,
it is maybe not surprising then that we can obtain exact expressions for the
evolution of inhomogeneous linear perturbations close to the scaling solution.
We will work in terms of the redefined fields ϕ¯ and σ¯i, and their pertur-
bations on spatially flat hypersurfaces [79]. In the limit that σ¯i → 0 we can
neglect the back-reaction of the σ¯i field upon the metric and the field ϕ¯. Per-
turbations in the field ϕ¯ then obey the usual equation for a single field driving
inflation [83], and perturbations in the field σ¯i evolve in a fixed background.
Defining
u = aδϕ¯ , (3.39)
v¯i = aδσ¯i , (3.40)
we obtain the decoupled equations of motion for perturbations with comoving
wavenumber k,
u′′k +
(
k2 − z
′′
z
)
uk = 0 , (3.41)
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v¯′′ik +
(
k2 + a2
d2V
dσ¯2i
− a
′′
a
)
v¯ik = 0 , (3.42)
where [83] z ≡ a2ϕ¯′/a′ and a prime denotes differentiation with respect to
conformal time η ≡ ∫ dt/a. For power-law expansion we have z ∝ a ∝
(−η)−p¯/(p¯−1) and thus
a′′
a
=
p¯(2p¯− 1)
(p¯− 1)2 η
−2. (3.43)
We also have aH ∝ −p¯/((p¯− 1)η) which gives
a2
d2V
dσ2
=
2(3p¯− 1)
(p¯− 1)2 η
−2, (3.44)
where we have used the fact that d2V/dσ¯2i = 16πV/m
2
Pl along the attractor.
The equations of motion therefore become
u′′k +
(
k2 − ν
2 − (1/4)
η2
)
uk = 0 , (3.45)
v¯′′ik +
(
k2 − λ
2 − (1/4)
η2
)
v¯ik = 0 , (3.46)
where
ν =
3
2
+
1
p¯− 1 , (3.47)
λ =
3
2
√
(p¯− 3)(p¯− 1/3)
p¯− 1 , (3.48)
and the general solutions in terms of Hankel functions are
uk = U1(−kη)1/2H(1)ν (−kη) + U2(−kη)1/2H(2)ν (−kη) , (3.49)
v¯ik = V1i(−kη)1/2H(1)λ (−kη) + V2i(−kη)1/2H(2)λ (−kη) . (3.50)
Taking only positive frequency modes in the initial vacuum state for |kη| ≫ 1
and normalising requires uk and v¯ik → e−ikη/
√
2k, which gives the vacuum
solutions
uk =
1
2
(−πη)1/2epi2 (ν+1)iH(1)ν (−kη), (3.51)
v¯ik =
1
2
(−πη)1/2epi2 (λ+1)iH(1)λ (−kη), (3.52)
In the opposite limit, i.e., −kη → 0, we use the limiting form of the Hankel
functions, H
(1)
ν (z) ∼ −(i/π)Γ(ν)z−ν , and therefore on large scales, and at late
times, we obtain
uk → 2
ν−1
√
πk
ei
pi
2
ν (−kη) 12−ν Γ(ν), (3.53)
v¯ik → 2
λ−1
√
πk
ei
pi
2
λ (−kη) 12−λ Γ(λ) . (3.54)
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The power spectrum of a Gaussian random field X is conventionally given
by [61]
PX(k) ≡
(
k3
2π2
)
|Xk|2 . (3.55)
The power spectra on large scales for the field perturbations δϕ¯ and δσ¯i are
thus
P 1/2δϕ =
C(ν)(
ν − 1
2
) H
2π
(−kη) 32−ν , (3.56)
P 1/2δσi =
C(λ)(
ν − 1
2
) H
2π
(−kη) 32−λ , (3.57)
where we have used η = −(ν − 1/2)/(aH) and we define
C(α) ≡ 2
αΓ(α)
2
3
2Γ(3
2
)
. (3.58)
Both the weighted mean field ϕ¯ and the orthonormal fields σ¯i are “light” fields
(m2 < 3H2/2) during assisted inflation (for p¯ > 3) and thus we obtain a
spectrum of fluctuations in all the fields on large scales. Note that in the de
Sitter limit, p¯→∞ and thus ν → 3/2 and λ→ 3/2, we have P 1/2δϕ → H/2π,
and P 1/2δσi → H/2π.
Denoting the scale dependence of the perturbation spectra by
∆nx ≡ d lnPx
d ln k
, (3.59)
we obtain
∆nδϕ = 3− 2ν = − 2
p¯− 1 , (3.60)
∆nδσ¯i = 3− 2λ = 3
(
1−
√
(p¯− 3)(p¯− 1/3)
p¯− 1
)
. (3.61)
3.6 Conclusions
We have shown that the assisted inflation model, driven by many scalar fields
with steep exponential potentials, can be better understood by performing a
rotation in field space, which allows us to re-write the potential as a product of
a single exponential potential for a weighted mean field, ϕ¯, and a potential V¯n
for the orthogonal degrees of freedom, σ¯i, which has a global minimum when
σ¯i = 0. This proves that the scaling solution found in Ref. [63] is indeed the
late-time attractor.
The particular form of the potential which we present for scalar fields
minimally-coupled to the spacetime metric, can also be obtained via a confor-
mal transformation of a hybrid inflation type inflationary potential [66, 67, 20]
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with a non-minimally coupled, but otherwise massless, dilaton field, ϕdil ∝ ϕ¯.
Thus we see that assisted inflation can be understood as a form of power-
law hybrid inflation, where the false-vacuum energy density is diluted by the
evolution of the dilaton field.
We have also been able to give exact solutions for inhomogeneous linear
perturbations about the attractor trajectory in terms of our rotated fields.
Perturbations in the weighted mean field ϕ¯ corresponds to the perturbations
in the density on the uniform curvature hypersurfaces, or equivalently, pertur-
bations in the curvature of uniform density hypersurfaces:
ζ = −H
˙¯ϕ
δϕ¯ . (3.62)
These perturbations are along the attractor trajectory, and hence describe
adiabatic curvature perturbations. The perturbation spectrum for ζ is
Pζ =
(
H
˙¯ϕ
)2
Pδϕ (3.63)
which will be P1/2ζ = H2/(2π ˙¯ϕ) in the de Sitter limit (where p¯ → ∞). The
spectral index of the curvature perturbations on large scales is thus given from
Eq. (3.60) as
ns ≡ 1 + d lnPζ
d ln k
= 1− 2
p¯− 1 , (3.64)
and is always negatively tilted with respect to the Harrison-Zel’dovich spec-
trum where ns = 1. Note that in the de Sitter limit (p¯ → ∞) we recover the
result of Ref. [63].
First-order perturbations in the fields orthogonal to the weighted mean field
are isocurvature perturbations during inflation. Vacuum fluctuations lead to
a positively tilted spectrum. The presence of non-adiabatic perturbations can
lead to a more complicated evolution of the large-scale curvature perturbation
than may be assumed in single-field inflation models [92, 90, 29] as discussed
in Section 2 and in particular Section 2.12. However, we have shown that
these perturbations decay relative to the adiabatic perturbations and hence
we recover the single field limit at late times. In particular we find that
the curvature perturbation ζ becomes constant on super-horizon scales during
inflation. Note, however, that assisted inflation must be ended by a phase
transition whose properties are not specified in the model. If this phase tran-
sition is sensitive to the isocurvature (non-adiabatic) fluctuations orthogonal
to the attractor trajectory, then the curvature perturbation, ζ , during the sub-
sequent radiation dominated era may not be simply related to the curvature
perturbation during inflation.
Since the publication of the first two papers on assisted inflation, [63, 79],
the model has enjoyed considerable further interest by several authors. In
Ref. [21], Copeland, Mazumdar and Nunes extended the model presented
above to include cross-couplings between the scalar fields. Kanti and Olive
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proposed a realisation of assisted inflation based on the compactification of a
five-dimensional Kaluza-Klein model, extending the model to include standard
chaotic-type potentials [52, 53]. Green and Lidsey showed that an arbitrary
number of scalar fields with exponential potentials can be obtained from com-
pactification of a higher dimensional theory [32]. They used a rotation in field
space to show that the system reduces to a single scalar field with a single
exponential potential. Coley and van den Hoogen investigated the dynam-
ics of assisted inflation, including a barotropic fluid and curvature as well as
scalar fields with exponential potentials, applying methods of dynamical sys-
tems [18]. Lately Kaloper and Liddle used the assisted inflation mechanism
in connection with chaotic inflation and showed that the dynamics does not
become independent of the initial conditions at late times [51].
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4 Preheating
The standard inflationary paradigm is an extremely successful model in ex-
plaining observed structures in the Universe (see Refs. [60, 61, 75] for reviews).
The inhomogeneities originate from the quantum fluctuations of the inflaton
field, which on being stretched to large scales become classical perturbations
as shown in the preceding section. The field inhomogeneities generate a per-
turbation in the curvature of uniform density hypersurfaces, ζ , as shown in the
preceding section and later on these inhomogeneities are inherited by matter
and radiation when the inflaton field decays. In the simplest scenario, the cur-
vature perturbation on scales much larger than the Hubble length is constant,
and in particular is unchanged during the inflaton decay. This enables a pre-
diction of the present-day perturbations which does not depend on the specific
cosmological evolution between the late stages of inflation and the recent past
(say, before nucleosynthesis).
It has recently been claimed [5, 6] that this simple picture may be violated
if inflation ends with a period of preheating, a violent decay of the inflaton
particles into another field (or even into quanta of the inflaton field itself). Such
a phenomenon would completely undermine the usual inflationary picture, and
indeed the original claim was that large-scale perturbations would be amplified
into the non-linear regime, placing them in conflict with observations such as
measurements of microwave background anisotropies. Given the observational
successes of the standard picture, these claims demand attention.
In Section 2.12.2 and Ref. [105], we discuss the general criteria under which
large-scale curvature perturbations can vary. As has been known for some
time, this is possible provided there exist large-scale non-adiabatic pressure
perturbations, as can happen for example in multi-field inflation models [95,
28, 30, 90, 75]. Under those circumstances a significant effect is possible during
preheating, though there is nothing special about the preheating era in this
respect and this effect always needs to be considered in any multi-component
inflation model.
In this section we perform an analysis of the simplest preheating model, as
discussed in Ref. [5, 6]. We identify two possible sources of variation of the cur-
vature perturbation. One comes from large-scale isocurvature perturbations in
the preheating field into which the inflaton decays; we concur with the recent
analyses of Jedamzik and Sigl [50] and Ivanov [49] that this effect is negligible
due to the rapid decay of the background value of the preheating field during
inflation. However, we also show that in fact a different mechanism gives the
dominant contribution, which is second-order in the field perturbations com-
ing from short-wavelength fluctuations in the fields. Nevertheless, we show
too that this effect is completely negligible, and hence that preheating in this
model has no significant effect on large-scale curvature perturbations.
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4.1 Perturbation evolution
We describe the perturbations via the curvature perturbation on uniform-
density hypersurfaces, denoted ζ 11. In linear theory the evolution of ζ is well
known, and arises from the non-adiabatic part of the pressure perturbations,
Eq. (2.167).
On large scales anisotropic stress can be ignored when the matter content
is entirely in the form of scalar fields, and in its absence the non-adiabatic
pressure perturbation determines the variation of ζ , and rewriting Eq. (2.205)
we get [30, 75]
dζ
dN
= − 1
ρ+ p
δpnad , (4.1)
where N ≡ ln a measures the integrated expansion. The uniform-density hy-
persurfaces become ill-defined [cf. the definition of ζ , Eq. (2.80)] if the density
is not a strictly decreasing function along worldlines between hypersurfaces of
uniform density, and one might worry that this undermines the above analy-
sis. However we can equally well derive this evolution equation in terms of the
density perturbation on spatially-flat hypersurfaces, δρψ ≡ −(dρ/dN)ζ , which
remains well-defined. Spatially-flat hypersurfaces are automatically separated
by a uniform integrated expansion on large scales, so the perturbed continuity
equation in this gauge takes the particularly simple form
dδρψ
dN
= −3(δρψ + δpψ) . (4.2)
From this one finds that δρψ ∝ dρ/dN for adiabatic perturbations and hence
again we recover a constant value for ζ . However it is clearly possible for
entropy perturbations to cause a change in ζ on arbitrarily large scales when
the non-adiabatic pressure perturbation is non-negligible.
4.2 Preheating
During inflation, the reheat field into which the inflaton field decays possesses
quantum fluctuations on large scales just like the inflaton field itself. As these
perturbations are uncorrelated with those in the inflaton field, the adiabatic
condition will not be satisfied, and hence there is a possibility that ζ might
vary on large scales. Only direct calculation can demonstrate whether the
effect might be significant, and we now compute this effect in the simplest
preheating model, as analyzed in Ref. [5, 6]. This is a chaotic inflation model
with scalar field potential
V (ϕ, χ) =
1
2
m2ϕ2 +
1
2
g2ϕ2χ2 , (4.3)
11This is the notation of Bardeen, Steinhardt and Turner [4]. General issues of pertur-
bation description and evolution are discussed Section 2.12 and Ref. [105]. The curvature
perturbation of comoving spatial hypersurfaces, R [60, 75], is the same as −ζ well outside
the horizon for adiabatic perturbations, since the two coincide in the large-scale limit, see
Section 2.12.1.
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where ϕ is the inflaton and χ the reheat field, and m and g are the inflaton
mass and the coupling of the reheat field to the inflaton, respectively. Slow-roll
inflation proceeds with ϕ & mPl and gχ≪ m. The effective mass of the χ field
is gϕ and thus will be much larger than the Hubble rate, H ≃√4π/3mϕ/mPl,
for g ≫ m/mPl ∼ 10−6. Throughout this section, we use the symbol ‘≃’ to
indicate equality within the slow-roll approximation.
This model gives efficient preheating, since the effective mass of χ oscillates
about zero with large amplitude. In most other models of inflation, preheating
is less efficient or absent, because the mass oscillates about a nonzero value
and/or has a small amplitude.
Any variation of ζ during preheating will be driven by the (non-adiabatic
part of) the χ field perturbation. Our calculation takes place in three steps.
The first is to compute the perturbations in the χ field at the end of infla-
tion. The second is to compute how these perturbations are amplified during
the preheating epoch by the strong resonance. Finally, the main part of the
calculation is to compute the change in ζ driven by these χ perturbations.
4.2.1 The initial quantum fluctuation of the χ-field
Perturbations in the χ field obey the wave equation
δ¨χ + 3H ˙δχ+
(
k2
a2
+ g2ϕ2
)
δχ = 0 . (4.4)
The slow-roll conditions ensure that the χ field remains in the adiabatic vac-
uum state for a massive field [10]
δχk ≃ a
− 3
2 e−iωt√
2ω
, (4.5)
where ω2 = k2/a2+g2ϕ2. This is an approximate solution to Eq. (4.4) provided
ν ≡ mχ
H
≃
√
3
4π
gmPl
m
≫ 1 , (4.6)
where mχ ≡ gϕ is the effective mass of the χ field.
Hence the power spectrum (defined in Eq. (3.55)) for long-wavelength fluc-
tuations (k ≪ mχ) in the χ field simply reduces to the result for massive field
in flat space
Pδχ ≃ 1
4π2mχ
(
k
a
)3
. (4.7)
Physically, this says that at all times the expansion of the Universe has a
negligible effect on the modes as compared to the mass. In particular, at the
end of inflation we can write
Pδχ|end ≃
1
ν
(
Hend
2π
)2(
k
kend
)3
. (4.8)
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The power spectrum has a spectral index n
δχ
= 3. This is the extreme limit
of the mechanism used to give a blue tilt in isocurvature inflation scenarios
[68, 87].
4.2.2 Parametric resonance
After inflation, the inflaton field ϕ oscillates. Strong parametric resonance
may now occur, amplifying the initial quantum fluctuation in χ to become a
perturbation of the classical field χ. The condition for this is
q ≡ g
2ϕ2ini
4m2
≫ 1 , (4.9)
where ϕini is the initial amplitude of the ϕ-field oscillations.
We model the effect of preheating on the amplitude of the χ field following
Ref. [57] as
Pδχ = Pδχ|end e2µkm∆t , (4.10)
and the Floquet index µk is taken as
µk ≃ 1
2π
ln
(
1 + 2e−piκ
2
)
, (4.11)
with
κ2 ≡
(
k
kmax
)2
≡ 1
18
√
q
(
k
kend
)2
. (4.12)
For strong coupling (q ≫ 1), we have κ2 ≪ 1 for all modes outside the Hubble
scale after inflation ends (k ≤ kend). Therefore µk ≈ ln 3/2π ≈ 0.17 is only
very weakly dependent on the wavenumber k. Combining Eqs. (4.8) and (4.10)
gives
Pδχ ≃ 1
ν
(
Hend
2π
)2(
k
kend
)3
e2µkm∆t . (4.13)
4.2.3 Change in the curvature perturbation on large scales
In order to quantify the effect that parametric growth of the χ field fluctuations
during preheating might have upon the standard predictions for the spectrum
of density perturbations after inflation, we need to estimate the change in the
curvature perturbation ζ on super-horizon scales due to entropy perturbations
on large-scales.
The density and pressure perturbations due to first-order perturbations in
the inflaton field on large scales (i.e. neglecting spatial gradient terms) are of
order g2ϕ2χδχ. Not only are the field perturbations δχ strongly suppressed
on large scales at the end of inflation [as shown in our Eq. (4.8)] but so is
the background field χ. We can place an upper bound on the size of the
background field by noting that in order to have slow-roll chaotic inflation
(dominated by the m2ϕ2/2 potential) when any given mode k which we are
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interested in crossed outside the horizon, we require χ ≪ m/g. The large
effective mass causes this background field to decay, just like the super-horizon
perturbations, and at the end of inflation we require χ≪ m/g(k/kend)3/2 when
considering preheating in single-field chaotic inflation. Combining this with
Eq. (4.8) we find that the spectrum of density or pressure perturbations due to
linear perturbations in the χ field has an enormous suppression for k ≪ kend:
Pχδχ|end ≪
√
4π
3
(
m
gmPl
)3(
mPlHend
2π
)2(
k
kend
)6
(4.14)
Effectively the density and pressure perturbations have no term linear in δχ,
because that term is multiplied by the background field value which is vanish-
ingly small.
By contrast the second-order pressure perturbation is of order g2ϕ2δχ2
where the power spectrum of δχ2 is given by [73]
Pδχ2 ≃ k
3
2π
∫ kcut
0
Pδχ(|k′|)Pδχ(|k− k′|)
|k|′3 |k− k′|3 d
3k′ . (4.15)
We impose the upper limit kcut ∼ kmax to eliminate the ultraviolet divergence
associated with the vacuum state. Substituting in for Pδχ from Eq. (4.8), we
can write
Pδχ2 |end =
8π
9
(
m
gmPl
)2(
Hend
2π
)4(
kcut
kend
)3(
k
kend
)3
. (4.16)
Noting that Hend ∼ m and kcut ∼ kmax ∼ q1/4kend, it is evident that the
second-order effect will dominate over the linear term for k < g1/2q1/3kend.
The leading-order contributions to the pressure and density perturbations
on large scales are thus
δρ = m2ϕ δϕ+ ϕ˙ ˙δϕ− ϕ˙2φ+ 1
2
g2ϕ2δχ2 +
1
2
˙δχ
2
, (4.17)
δp = −m2ϕ δϕ+ ϕ˙ ˙δϕ− ϕ˙2φ− 1
2
g2ϕ2δχ2 +
1
2
˙δχ
2
. (4.18)
We stress that we will still only consider first-order perturbations in the metric
and total density and pressure, but these include terms to second-order in δχ.
From Eqs. (2.167), (4.17) and (4.18) we obtain
δpnad =
−m2ϕ ˙δχ2 + ϕ¨g2ϕ2δχ2
3Hϕ˙
, (4.19)
where the long-wavelength solutions for vacuum fluctuations in the ϕ field
obey the adiabatic condition [31]
δϕ
ϕ˙
=
˙δϕ− ϕ˙φ
ϕ¨
. (4.20)
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Inserted into Eq. (4.1), this gives the rate of change of ζ .
Note that the non-adiabatic pressure will diverge periodically when ϕ˙ = 0
as the comoving or uniform density hypersurfaces become ill-defined. Such
a phenomenon was noted in the single-field context by Finelli and Branden-
berger [27], who evaded it by instead using Mukhanov’s variable u = aδϕψ
which renders well-behaved equations. Linear perturbation theory remains
valid as there are choices of hypersurface, such as the spatially-flat hypersur-
faces, on which the total pressure perturbation remains finite and small. In
particular, we can calculate the change in the density perturbation due to the
non-adiabatic part of the pressure perturbation on spatially-flat hypersurfaces
from Eq. (4.2), which yields
∆ρnad = −3
∫
δpnadHdt . (4.21)
Even though δpnad contains poles whenever ϕ˙ = 0, the integrated effect re-
mains finite whenever the upper and lower limits of the integral are at ϕ˙ 6= 0.
From this density perturbation calculated in the spatially-flat gauge one can
reconstruct the change in the curvature perturbation on uniform density hy-
persurfaces
∆ζ = H
∆ρnad
ρ˙
. (4.22)
Substituting in our expression for δpnad we obtain
∆ζ = − 1
ϕ˙2
∫ (
1 +
2m2ϕ
3Hϕ˙
)
g2ϕ2
∣∣δχ2∣∣H dt , (4.23)
where we have averaged over short timescale oscillations of the χ-field fluctua-
tions to write
∣∣∣ ˙δχ2∣∣∣ = g2ϕ2 |δχ2|. To evaluate this we take the usual adiabatic
evolution for the background ϕ field after the end of inflation
ϕ = ϕini
sin(m∆t)
m∆t
, (4.24)
and time-averaged Hubble expansion
H =
2m
3(m∆t+Θ)
, (4.25)
where Θ is an integration constant of order unity. The amplitude of the χ-
field fluctuations also decays proportional to 1/∆t over a half-oscillation from
m∆t = nπ to m∆t = (n+ 1)π, with the stochastic growth in particle number
occurring only when ϕ = 0. Thus evaluating ∆ζ over a half-oscillation ∆t =
π/m we can write
∆ζ = −2g
2|δχ2|x4n
3m2
∫ xn+1
xn
(
1
x+Θ
+
s
s′
)
s2
x2
dx , (4.26)
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where x = m∆t, s(x) = sin x/x, xn = nπ and a dash indicates differentiation
with respect to x. The integral is dominated by the second term in the bracket
which has a pole of order 3 when s′ = 0. Although s/s′ diverges, it yields a
finite contribution to the integral which can be evaluated numerically. For
xn ≫ 1 the integral is very well approximated by 24/x4n, independent of the
integration constant Θ.
This expression gives us the rate of change of the curvature perturbation ζ
due to the pressure of the field fluctuations δχ2 over each half-oscillation of the
inflaton field ϕ. Approximating the sum over several oscillations as a smooth
integral and using Eq. (4.10) for the growth of the χ-field fluctuations during
preheating (neglecting the weak k-dependence of the Floquet index, µk, on
super-horizon scales) we obtain
ζnad = −16g
2
2πµ
|δχ2|end
m2
e2µm∆t . (4.27)
The statistics of these second-order fluctuations are non-Gaussian, being
a χ2-distribution. Both the mean and the variance of ζnad are non-vanishing.
The mean value will not contribute to density fluctuations, but rather indi-
cates that the background we are expanding around is unstable as energy is
systematically drained from the inflaton field. We are interested in the variance
of the curvature perturbation, and in particular the change of the curvature
perturbation power spectrum on super-horizon scales which is negligible if the
power spectrum of ζnad on those scales is much less than that of ζ generated
during inflation, the latter being required to be of order 10−10 to explain the
COBE observations.
To evaluate the power spectrum for ζnad we must evaluate the power spec-
trum of δχ2 which is given by substituting Pδχ, from Eq. (4.13), into Eq. (4.15).
This gives
Pδχ2 = 2
3ν2
(
Hend
2π
)4(
kmax
kend
)3(
k
kend
)3
I(κ,m∆t) , (4.28)
where
I(κ,m∆t) ≡ 3
2
∫ κcut
0
dκ′
∫ pi
0
dθ e2(µκ′+µκ−κ′ )m∆tκ′2 sin θ , (4.29)
κ = k/kmax as defined in Eq. (4.12), and θ is the angle between k and k
′. Note
that at the end of inflation we have I(κ, 0) = κ3cut ∼ 1, and Pδχ2 ∝ k3. This
yields
Pζnad ≃
29/23
π5µ2
(
ϕini
mPl
)2(
Hend
m
)4
g4q−1/4
(
k
kend
)3
I(κ,m∆t) . (4.30)
One might have thought that the dominant contribution to ζnad on large
scales would come from δχ fluctuations on those scales, and that is indeed the
presumption of the calculation of Bassett et al. [5, 6]. However, in fact the
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Figure 5: The power spectrum of the non-adiabatic curvature perturbation
Pζnad , shown at four different times: from bottom to top m∆t = 0, 50, 100
and 150. The parameters used were g = 10−3, m = 10−6mPl and kcut = kmax.
integral is initially dominated by k′ ∼ kcut, namely the shortest scales. The
reason for this is the steep slope of Pδχ; were it much shallower (spectral index
less than 3/2), then the dominant contribution would come from large scales.
To study the scale dependence of I(κ,m∆t) and hence Pζnad at later times,
we can expand µκ−κ′ for κκ
′ ≪ 1 as
µκ−κ′ = µκ′ +
2κ′ cos θ
2 + epiκ′2
κ+O(κ2) . (4.31)
We can then write the integral in Eq. (4.29) as
I(κ,m∆t) = I0(m∆t) +O(κ2) , (4.32)
where first-order terms, O(κ), vanish by symmetry and
I0(m∆t) =
3
2
∫ κcut
0
e4µκ′m∆tκ′2dκ′ . (4.33)
Thus the scale dependence of Pζnad remains k3 on large-scales for which κ≪ 1.
At late times these integrals become dominated by the modes with κ′2 ≪
(m∆t)−1 which are preferentially amplified during preheating. These are
longer wavelength than kcut, but still very short compared to the scales which
give rise to large scale structure in the present Universe. From Eq. (4.11) we
have µκ′ ≈ µ0 − κ′2/3, for κ′2 ≪ 1, where µ0 = (ln 3)/2π, which gives the
asymptotic behaviour at late times
I0 ≃ 0.86(m∆t)−3/2e4µ0m∆t . (4.34)
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Thus although the rate of growth of Pζnad becomes determined by the expo-
nential growth of the long-wavelength modes, the scale dependence on super-
horizon scales remains proportional to k3 for κ . (m∆t)−1/2. This ensures
that there can be no significant change in the curvature perturbation, ζ , on
very large scales before back-reaction on smaller scales becomes important and
this phase of preheating ends when m∆t ∼ 100 [57].
Numerical evaluation of Eq. (4.30) confirms our analytical results, as shown
in Fig. 5. For k ≪ kmax, the spectral index remains k3 during preheating. Ob-
servable scales have log10 k/kmax ≃ −20.
4.3 Conclusions
Our result shows that because of the k3 spectrum of δχ, which leads to a
similarly steep spectrum for ζnad, there is a negligible effect on the large-scale
perturbations before the resonance ceases. The fluctuations in χ grow largest
on small scales, so that backreaction can turn off the resonant amplification
on these scales before the curvature perturbation can become non-linear on
very large scales.
This contrasts with the original findings of Ref. [6], in which Bassett et
al. report the results of their investigation of the model given by Eq. (4.3).
They solved the field equations for particular modes to linear order numerically,
assuming that the initial χ spectrum is flat. For strong parametric resonance
this would lead to an exponential amplification of the curvature perturbation
ζ on super-horizon scales into the non-linear regime before backreaction can
shut down the resonance. This would undermine the standard cosmological
model, in which the curvature perturbation is constant on large scales.
Our result was derived analytically, with exemption of the integral in
Eq. (4.26), which we had to evaluate numerically. The use of an analytic
approximation, as described in Section 4.2, allowed us to calculate the power
spectrum of the χ fluctuations and hence enables us to calculate their effect
over the whole range of scales. The suppression of the large-scale perturba-
tions in δχ, discussed in Refs. [50, 49], means that large-scale perturbations
in δχ are completely unimportant. However, it turns out that they don’t give
the largest effect, which comes from the short-scale modes which dominate the
integral for ζnad. Nevertheless, even they give a negligible effect, again with a
k3 spectrum. Indeed, that result with hindsight can be seen as inevitable; it
has long been known [108, 86, 16] that local processes conserving energy and
momentum cannot generate a tail shallower than k3 (with our spectral index
convention) to large scales, which is the Fourier equivalent of realizing that in
real space there is an upper limit to how far energy can be transported. Any
mechanism that relies on short-scale phenomena, rather than acting on pre-
existing large-scale perturbations, is doomed to be negligible on large scales.
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5 Concluding remarks and discussion
5.1 Summary
In Section 2 we presented the framework of cosmological perturbation theory
for single and multiple fluids. This allowed us to introduce the notion of
gauge-invariant perturbations and to provide their governing equations, which
we then used throughout the rest of this work.
In Sections 2.13 and 2.12, we have identified the general condition under
which the super-horizon curvature perturbation on spatial hypersurfaces can
vary as being due to differences in the integrated expansion along different
worldlines between hypersurfaces. As long as linear perturbation theory is
valid, then, when spatial gradients of the perturbations are negligible, such a
situation can be described using the separate universes picture, where regions
are evolved according to the homogeneous equations of motion.
Equivalently, we can study the model under consideration using the per-
turbed energy conservation equation. As discussed in detail in Section 2.12
and in Ref. [105], large-scale curvature perturbations can vary provided there
is a significant non-adiabatic pressure perturbation. This is always possible in
principle if there is more than one field or fluid, and since for example pre-
heating usually involves at least one additional field into which the inflaton
resonantly decays, such variation is in principle possible during preheating.
In particular, the curvature perturbation on uniform-density hypersurfaces,
ζ , can vary only in the presence of a significant non-adiabatic pressure per-
turbation. The result follows directly from the local conservation of energy–
momentum and is independent of the gravitational field equations. Thus ζ is
conserved on sufficiently large scales in any metric theory of gravity, including
scalar–tensor theories of gravity or induced four-dimensional gravity in the
brane-world scenario [78, 105].
Multi-component inflaton models are an example where non-adiabatic per-
turbations may cause the curvature perturbation to evolve on super-horizon
scales.
In Section 3 we have shown that the recently proposed model of assisted
inflation, driven by many scalar fields with steep exponential potentials, can be
better understood by performing a global rotation in field space, which allowed
us to re-write the potential as a product of a single exponential potential for
a weighted mean field, ϕ¯, and a potential V¯n for the orthogonal degrees of
freedom, σ¯i, which has a global minimum when σ¯i = 0.
We have also been able to give exact solutions for inhomogeneous linear
perturbations about the attractor trajectory in terms of our rotated fields.
Perturbations in the weighted mean field ϕ¯ corresponds to the perturbations
in the density on the uniform curvature hypersurfaces, or equivalently, pertur-
bations in the curvature of constant density hypersurfaces and hence constitute
perturbations along the attractor trajectory. They therefore describe adiabatic
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curvature perturbations.
First-order perturbations in the fields orthogonal to the weighted mean field
are isocurvature perturbations during inflation. Vacuum fluctuations lead to
a positively tilted spectrum. We have shown that the non-adiabatic pertur-
bations decay relative to the adiabatic perturbations and hence we recover
the single field limit at late times. In particular we find that the curvature
perturbation ζ becomes constant on super-horizon scales during inflation.
Recently field rotations have been used in a more general context than
assisted inflation [31]. It has been shown that for multiple scalar fields a lo-
cal rotation in field space can always be used to separate out adiabatic and
entropic modes. It was shown that the non-adiabatic part of the pressure
perturbation on large scales is proportional to the curvature of the trajectory
in field space, and that ζ remains constant on large scales for straight line
trajectories such as the assisted inflation attractor with σ¯i = 0.
In Section 4 we have focussed on the simplest preheating model, as dis-
cussed in Ref. [5, 6]. We have identified the non-adiabatic pressure, and shown
that the dominant effect comes from second-order perturbations in the pre-
heating field. Further, the effect is dominated by perturbations on short scales,
rather than from the resonant amplification of non-adiabatic perturbations on
the large astrophysical scales. Nevertheless, we have shown that the contri-
bution has a k3 spectrum to large scales, rendering it totally negligible on
scales relevant for structure formation in our present Universe by the time
backreaction ends the resonance. Amongst models of inflation involving a
single-component inflaton field, this model gives the most preheating, and so
this negative conclusion will apply to all such models.
In Ref. [7] Bassett et al. have suggested large effects might be possible in
more complicated models. They consider two types of model. In one kind,
inflation takes place along a steep-sided valley, which lies mainly along the
direction of a field ϕ but with a small component along another direction χ.
In this case, one can simply define the inflaton to be the field evolving along
the valley floor, and the second heavy field lies orthogonal to it. Taking that
view, there is no reason to expect the preheating of the heavy field to give rise
to a bigger effect than in the simpler model considered in this paper.
In the second kind of model, the reheat field is light during inflation, and
this corresponds to a two-component inflaton field. As has long been known,
there can indeed be a large variation of ζ in this case, which can continue
until a thermalized radiation-dominated universe has been established. In-
deed, in models where one of the fields survives to the present Universe (for
example becoming the cold dark matter), variation in ζ can continue right to
the present. This variation is due to the presence on large scales of classical
perturbations in both fields (properly thought of as a multi-component infla-
ton field) generated during inflation, and the effect of these must always be
considered in a multi-component inflation model, with or without preheating.
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Recently, using the results presented in Sections 2 and 4, we were able to
present the first calculations predicting the over-production of primordial black
holes (PBHs) due to preheating [33]. The scales which we are interested in
pass outside the Hubble radius towards the end of inflation. The fluctuations
in the preheat field χ are amplified during preheating and large PBHs will be
formed, when these scales re-enter the Hubble radius after reheating during
the radiation dominated era, if the fluctuations are sufficiently large. We found
that for a wide range of parameter values in the massive inflaton model given
by Eq. (4.3) PBHs are over-produced before back-reaction can shut down the
resonant amplification. This poses a serious problem for the standard theory
of preheating as described in [57].
5.2 Extensions
A natural extension of the cosmological perturbation theory of 4-dimensional
spacetimes, perturbed around a FRW background, is to higher dimensional
theories. Non-Einstein gravity (in our four spacetime dimensions) may for
example emerge [93] from theories involving a large extra dimension [41, 42,
88, 89]. Recently there has been a lot of interest in this so called brane-world
scenario [9]. In this model matter is confined to the world volume of a 4-
dimensional three-brane, whereas gravity lives as well in the higher dimensional
bulk spacetime. The simplest case of such a higher dimensional spacetime is
a 5-dimensional spacetime, in which 4-dimensional slices correspond to “our”
standard FRW universe.
In order to study inhomogeneous perturbations we will pick a specific form
for the unperturbed 5-d spacetime metric that accommodates spatially flat
FRW cosmological solutions on the brane,
ds25 = −n2(t, y)dη2 + a2(t, y)δijdxidxj + dy2 , (5.1)
where a = a(t, y) and n = n(t, y) are scale factors and y is the “new” fifth
dimension. The line element given above includes anti-de Sitter spacetime as
a special case and has been extensively studied in the literature [9].
We consider arbitrary linear perturbations about the background metric.
In keeping with the standard approach of cosmological perturbation theory [2],
as presented in Section 2 of this thesis, we will introduce scalar, vector and
tensor perturbations defined in terms of their properties on the 3-spaces at
fixed t and y coordinates.
We can write the most general metric perturbation to first-order as
gAB =

 −n2(1 + 2φ) na(B|i − Si) nφyna(B|j − Sj) a2 [(1− 2ψ)γij + 2E|ij + 2F(i|j) + hij] a(By|i − Syi)
nφy a(By|i − Syi) 1 + 2φyy

 ,
(5.2)
where φ, B, ψ, E, φy and φyy are scalars, S, F , and Sy are (divergence-
free) 3-vectors, and hij is a (transverse and traceless) 3-tensor. The reason
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for splitting the metric perturbation into these three types is that they are
decoupled in the linear perturbation equations, as in the 4-dimensional case
(for a separable metric Ansatz).
In the perturbed spacetime there is a gauge-freedom in the definition of the
scalar and vector perturbations, as in the standard case described in Section 2.
Under a first-order coordinate transformation, xA → xA + ξA, which we will
write here as
t → t+ δt
xi → xi + δx i| + δxi (5.3)
y → y + δy
where δt, δx and δy are scalars and δxi is a (divergence-free) 3-vector, the
perturbations transform as
φ → φ− δ˙t− n˙
n
δt− n
′
n
δy , B → B + n
a
δt− a
n
˙δx ,
Si → Si + a
n
˙δxi , By → By − aδx′ − 1
a
δy ,
Syi → Syi + aδxi′ , ψ → ψ + a˙
a
δt +
a′
a
δy , (5.4)
E → E − δx , Fi → Fi − δxi ,
φy → φy + nδt′ − 1
n
δ˙y , φyy → φyy − δy′ ,
where dot and prime denote differentiation with respect to coordinate time t
and bulk coordinate y, respectively. Comparing these equations with the trans-
formation properties of scalar and vector perturbations in the 4-dimensional
case, Eq. (2.21) -(2.26), we see that there is now even more scope for “gauge-
ambiguities”. But we can easily circumvent any such difficulties by, again,
simply fixing the gauge and constructing gauge-invariant quantities. For ex-
ample, we can construct two gauge-invariant vector perturbations from the
vector perturbations given above,
S˜i = Si +
a
n
F˙i , (5.5)
S˜yi = Syi + aF
′
i . (5.6)
Although we have “only” introduced one more dimension to the problem
the number of degrees of freedom increases quite dramatically. In the 4-
dimensional case we had four scalar perturbations, φ, B, ψ and E, and two vec-
tor perturbations, Fi and Si. This allowed us to construct two gauge-invariant
scalar perturbations and one vector gauge-invariant perturbation (see Section
2.5).
In the 5-dimensional case we have seven scalar perturbations, φ, B, ψ, E,
By, φy and φyy, and three vector perturbations, Fi, Si and Syi. This allows us
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to construct four gauge-invariant scalar perturbations and two vector gauge-
invariant perturbations. The theory of cosmological perturbations in more
than four dimensions will therefore be much richer than in four dimensions.
First steps towards solving these problems have already been undertaken
[85, 54, 59, 99]. For example, our proof of the constancy of the curvature
perturbation ζ on large scales, Eq. (2.204), which follows from the local con-
servation of energy-momentum independent of the form of the gravitational
field equations, validates a recent discussion [78] of chaotic inflation in the
brane-world scenario, which relied on that equation.
5.3 Outlook
The theory of cosmological perturbations has made dramatic progress since
the seminal works of Lifshitz [65] and Bardeen [2]. Nevertheless, the theory is
far from complete with many open questions remaining.
What should be done next? Although the governing equations for multi-
component systems with energy exchange have been developed [55] and applied
to simple systems of fluids [56] quite some time ago, the system of equations
used is not entirely satisfactory. Using the formalism outlined in this work in
Section 2 and using insight into multi-component systems gained in Section
3 and [31] it should be possible to cast the governing equations for multi-
component systems with energy exchange into a new gauge-invariant form.
Splitting the system again into adiabatic and entropic perturbations it should
be possible to show that the adiabatic perturbations are sourced by the en-
tropic perturbations, whereas the entropic perturbations can’t be sourced by
the adiabatic ones on large scales. Interesting systems would, for example,
include quintessence or a form of collisional dark matter as well as “standard”
forms of matter.
One obvious extension of the cosmological perturbation formalism is to
higher dimensional theories, as outlined in the previous section 5.2. Even if it
should turn out that we do not live on a 4-dimensional 3-brane embedded in
a higher dimensional space, we can learn a lot about standard 4-dimensional
cosmological perturbations and improve our technical expertise from investi-
gating these theories.
Recently we were able to show in Ref. [33] that the preheating model stud-
ied in Section 4 leads to an overproduction of primordial black holes (PBH)
during the radiation dominated era before backreaction can shut down the
amplification of the field fluctuations. This constitutes the first consistent
investigation of this kind. But is this a generic feature of preheating, or is
there something wrong with the backreaction mechanism? It would therefore
be interesting to study other models of preheating with respect to their PBH
generation behaviour.
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A Appendix
A.1 Notation
The sign convention is (+++) in the classification of Ref. [82].
The number of spatial dimensions is throughout the main part of the thesis
n = 3, but we do not fix n in the appendix.
Tensor indices:
Greek indices, such as α, β, . . . , µ, ν, . . ., run from 0 to n, that is over all
dimensions. Latin indices, such as a, b, . . . , i, j, . . ., run from 1 to n, that
is only over spatial dimensions.
The connection coefficient is defined as
Γγβµ =
1
2
gαγ (gαβ,µ + gαµ,β − gβµ,α) . (A.1)
The Riemann tensor is defined as
Rαβµν = Γ
α
βν,µ − Γαβµ,ν + ΓαλµΓλβν − ΓαλνΓλβµ . (A.2)
The Ricci tensor is a contraction of the Riemann tensor and given by
Rµν = R
α
µαν , (A.3)
and the Ricci scalar is given by contracting the Ricci tensor
R = Rµµ . (A.4)
The Einstein tensor is defined as
Gµν = Rµν − 1
2
gµνR . (A.5)
The covariant derivatives are denoted by
;µ ≡ ∇µ Covariant differentiation with respect to gµν ,
|i ≡ ∇i Covariant differentiation with respect to γij .
Throughout this work we use the units c = ~ = 1.
A.1.1 Time variables
Throughout this work we use as time variable the conformal time η, if not
stated otherwise. Conformal time is related to coordinate time t by
dt = adη . (A.6)
The time derivatives are denoted by
˙ ≡ d
dt
Time derivative with respect to coordinate time ,
′ ≡ d
dη
Time derivative with respect to conformal time .
A.1
Another useful time variable is proper time τ . The definition follows from the
line element ds2 in Eq. (2.11) as
dτ = a
√
1 + 2φ dη , (A.7)
and can be rewritten, to first-order in φ, as
dτ = a (1 + φ) dη . (A.8)
A.1.2 Metric perturbation variables
Before relating our notation to other works, we give the linearly perturbed
metric tensor around a FRW background already presented in Section 2.1.
The covariant metric tensor is given by
gµν = a
2(η)
( −(1 + 2φ) B|i − Si
B|j − Sj (1− 2ψ)γij + 2E|ij + Fi|j + Fj|i + hij
)
, (A.9)
and the contravariant metric tensor is
gµν = a−2(η)
(
−(1 − 2φ) B i| − Si
B j| − Sj (1 + 2ψ)γij − 2E ij| − F i j| − F j i| − hij
)
.
(A.10)
The notation of Kodama and Sasaki [55] is related to our notation as follows
12. The scalar perturbations are
φ ≡ AY , B,i ≡ 1
k
(BY ),i ,
E ≡ HTY
k2
, ψ ≡ −
(
HL +
1
3
HT
)
Y . (A.11)
Another useful relation is ψ − 1
n
∇2E ≡ −HLY . The alternative notation
R = −ψ
Y
is also used. The vector perturbations are
Si ≡ B(1)Y (1)i , Fi ≡ −
1
k
H
(1)
T Y
(1)
i . (A.12)
The tensor perturbations are related by
hij ≡ 2H(2)T Y (2)ij . (A.13)
The scalar harmonic functions are defined as
∇2Y = −k2Y , Yi ≡ −1
k
Y|i ,
Yij ≡ 1
k2
Y|ij +
1
n
γijY , (A.14)
12The notation of Bardeen [2] is similar to that in [55], but the harmonic functions are
denoted Q(0).
A.2
where ∇2 ≡ ∇i∇i. The vector valued harmonic functions are defined by
(∇2 + k2)Y (1)i = 0 , Y (1)ii = 0 ,
Y
(1)
ij ≡ −
1
2k
(
Y
(1)
i|j + Y
(1)
j|i
)
. (A.15)
Note as well that Y
(1) j
ij| =
1
2k
(k2 − (n− 1)κ) Y (1)i . The tensor valued harmonic
functions are defined by
(∇2 + k2)Y (2)ij = 0 , Y (2)ii = 0 ,
Y
(2)ij
|j = 0 . (A.16)
A.1.3 Matter variables
The scalar matter variables in the notation used by us compare to the variables
used by Kodama and Sasaki in [55] as
δρ ≡ δY , v,i ≡ −(vY ),i
k
,
δp ≡ pπLY , π ≡ p
k2
πTY , (A.17)
and πij = pπTY
i
j. The vector matter variables are related by
vi ≡ v(i)Yi , π(i|j) ≡ π(1)T Y (1)ij , (A.18)
and the tensor matter variables by
(tensor)πij ≡ π(2)T Y (2)ij . (A.19)
A.2 The connection coefficients
The connection coefficients in the FRW background are
Γ000 = h , Γ
0
0i = 0 ,
Γ0ij = hγij , Γ
i
00 = 0 ,
Γij0 = hδ
i
j , Γ
i
jk =
(n)Γijk , (A.20)
where (n)Γijk is the connection of the n-sphere. The perturbed connection
coefficients for the scalar perturbations corresponding to the metric given in
Eq. (2.10) are
δΓ000 = φ
′ , Γ00i = φ,i + hB,i ,
δΓ0ij = − (B − E ′ − 2hE)|ij + (−2h (φ+ ψ) + ψ′) γij ,
δΓij0 = −ψ′δij + E ′ i| j ,
δΓi00 = (hB +B
′ + φ)
i
| ,
δΓijk = −hγjkB i| − ψ,kδij − ψ,jδik + ψ i| γjk
+E i|j k + E
i
|k j + E
i
|jk . (A.21)
A.3
The perturbed connection coefficients for the vector perturbations are
δΓ000 = 0 , Γ
0
0i = −hSi ,
δΓ0ij =
1
2
(Si,j + Sj,i) +
1
2
(
Fi|j + Fj|i
)′
+ h
(
Fi|j + Fj|i
)
,
δΓij0 =
1
2
(
F i|j + F
i
j|
)′
+
1
2
(−Si,j + S ij, ) ,
δΓi00 = −
(
Si
′
+ hSi
)
,
δΓijk = hS
iγjk +
1
2
{
F i|jk + F
i
j| k + F
i
|kj + F
i
k| j
−F ij|k − F ik|j
}
. (A.22)
For the tensor perturbations we find
δΓ000 = Γ
0
0i = Γ
i
00 = 0 ,
δΓi0j =
1
2
h′ij ,
δΓ0ij =
1
2
h′ij + h hij ,
δΓijk =
1
2
(
hi j|k + h
i
k|j − h ijk|
)
. (A.23)
Note that h is the Hubble parameter in conformal time and not related to the
tensor perturbation hij .
A.3 The Einstein tensor components
In the background the Einstein tensor takes the form
G00 = −
n(n− 1)
2a2
(
h2 + κ
)
,
Gi j = −
n− 1
a2
(
a′′
a
+
n− 4
2
+ h2 +
n− 2
2
κ
)
δij ,
G0i = G
i
0 = 0 . (A.24)
Note that G00 − nGii = n(n−1)a2 (h2 − h′ + κ).
For the scalar perturbations we find
δG00 =
n− 1
a2
[
nh2φ+ h∇2B + nh
(
ψ′ − 1
3
∇2E ′
)
− (∇2 + nκ)ψ] ,
δG0i =
n− 1
a2
[hφ+ ψ′ + κ (B − E ′)]|i ,
δGi j =
n− 1
a2
[{
2
a′′
a
+ (n− 4)h2
}
φ+ hφ′ + ψ′′ + hψ + (n− 2)hψ
−(n− 2)κψ
]
δij +
1
a2
[∇2D δij −D i| j] , (A.25)
A.4
where D = φ− (n− 2)ψ − hσ − σ′ − (n− 2)hσ. The trace of the spatial part
of the perturbed Einstein tensor is obtained by contracting Eq. (A.25) to get
δGi i =
n(n− 1)
a2
[{
2
a′′
a
+ (n− 4)h2
}
φ+ hφ′ + ψ′′ + hψ + (n− 2)hψ
−(n− 2)κψ
]
+
(n− 1)
a2
∇2D . (A.26)
For the vector perturbations we find
δG00 = 0 ,
δG0i = −
(n− 1)κ+∇2
2a2
(F ′i + Si) ,
δGi j =
(
1
2a2
)[(
∂
∂η
+ (n− 1)h
)(
Si|j + S
i
j| + F
i′
|j + F
′ i
j|
)]
. (A.27)
Note that the last expression in Eq. (A.27) above can be rewritten in terms of
the vector shear τij , given in Eq. (2.42), as
δGij =
(
1
a3
)[
τ ′ij + (n− 2)hτij
]
. (A.28)
For the tensor perturbations the Einstein tensor components are
δG00 = 0 , δG
0
i = 0 ,
δGi j =
(
1
2a2
)[
hi ′′j + h(n− 1)hi ′j +
(
2κ−∇2)hi j] . (A.29)
A.5
A.4 List of Symbols
a Scale factor
aµ Acceleration
cs Adiabatic sound speed
cJ Adiabatic sound speed of Jth component
f(J) Momentum transfer perturbation of Jth component
g Coupling of preheat field χ to the inflaton
gµν Metric tensor
g˜µν Conformally rescaled metric tensor
h a′/a
hij Tensor metric perturbation
k Comoving wavenumber
m Mass of the inflaton field
mPl Planck mass
mχ Mass of preheat field χ
n Scale factor
ns Spectral index of curvature perturbations
∆nX Scale dependence of perturbation spectrum of a quantity X
p Pressure
pJ Pressure of Jth component
pi Exponent of ith exponential potential
p¯ “Mean” exponent
q Dimensionless coupling parameter
q(J) Reduced energy tranfer parameter of Jth component
ds Infinitesimal line element
t Coordinate time
∆t Coordinate time elapsed since end of inflation
u Rescaled perturbation in mean scalar field, aδϕ¯
uµ 4-velocity
v Scalar velocity perturbation
vJ Scalar velocity perturbation of Jth component
v¯J Rescaled perturbation in Jth orthogonal field, aδσ¯J
vi Vector velocity perturbation
xi Spatial coordinate
y “Fifth” dimension
z Mukhanov potential, a2ϕ¯′/a′
A.6
B Shift vector (scalar metric perturbation)
By Shift vector (scalar metric perturbation, braneworld)
Cij Scaling solution
E Anisotropic stress perturbation (scalar metric perturbation)
Fi Vector metric perturbation
G Newton’s constant
Gµν Einstein tensor
H Hubble parameter with respect to coordinate time
H
(1)
ν Hankel function of the first kind of degree ν
Kµν Extrinsic curvature
L Lagrangian
L Lagrangian density
N Number of e-folds (integrated expansion)
Nµ Unit time-like vector field
Pµν Projection tensor, gµν +NµNν
Q(J) Energy transfer parameter of the Jth component
Qµ(J) Energy momentum four vector of the Jth component
PX Power spectrum of a quantity X
R Ricci scalar
Rµν Ricci tensor
(3)R Intrinsic spatial curvature
R Curvature perturbation in comoving gauge
S Action
Si Vector metric perturbation
Syi Vector metric perturbation (braneworld)
SIJ Entropy perturbation
SˆIJ Reduced entropy perturbation
Tµν Energy momentum tensor
V Velocity perturbation in comoving total matter gauge
V (ϕ) Potential of scalar field
V¯n “Mean” potential of n scalar fields
A.7
χ Preheat field
δµν Kronecker delta
ǫ(J) Energy transfer perturbation
η Conformal time
−ζ Curvature perturbation in constant density gauge
γik Metric tensor on 3-D space with constant curvature κ
κ Curvature of background spacetime
µk Floquet index
ω Dimensionless Brans-Dicke parameter
ωµν Vorticity
πi Anisotropic stress vector
πµν Anisotropic stress tensor
tensorπij Tensorial anisotropic stress tensor
ϕ Scalar field
ϕ¯ Weighted mean field
ϕdil Dimensionless dilaton field
ϕini Initial amplitude of inflaton oscillation
φ Lapse function (scalar metric perturbation)
φy Extra scalar potential in braneworld
φyy Extra scalar potential in braneworld
ψ Curvature perturbation (scalar metric perturbation)
ρ Energy density
ρJ Energy density of Jth component
σ Shear scalar
σJ Jth field orthogonal to mean field
σµν Shear tensor
τij Gauge invariant vector perturbation
θ Expansion
ξ Arbitrary scalar function
ξ0 Arbitrary scalar function
ξ¯i Arbitrary vector valued function
∆ Dimensionless density perturbation
∆J Dimensionless density perturbation of Jth component
∆ˆJ Reduced dimensionless density perturbation of Jth component
Γ Entropy perturbation
Γ(x) Gamma function
Γint Intrinsic entropy perturbation
Γrel Relative entropy perturbation
ΓJ Intrinsic entropy perturbation of Jth component
Π Scalar anisotropic stress tensor
Φ Bardeen potential (lapse function in longitudinal gauge)
Ψ Bardeen potential (curvature perturbation in longitudinal gauge)
A.8
