L
inear-bilinear models are useful for analyzing two-way tables with interaction; they are applied in different areas of research, such as medicine, agriculture, social sciences, and engineering, where estimating the main effects of rows and columns, as well as their interactions, is critically important. When experiments do not have a specific treatment structure suitable for generating contrasts between rows and columns, general linearbilinear models are useful for analyzing main effects and their interactions (Cornelius and Seyedsadr, 1997) . Experiments with unstructured row and column factors are typically used in agriculture and plant breeding, where very costly field trials must be established and large numbers of genotypes (hybrids, lines, synthetics, etc.) are evaluated in multienvironment, multiyear trials. In these experiments, the mean response of rows (genotypes), columns (environments or sites), and their interaction (G ´ E) may be modeled by combining linear-bilinear terms (Cornelius et al., 2001; Crossa et al., 2004) .
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ABSTRACT
In agriculture and plant breeding, multienvironment trials over multiple years are conducted to evaluate and predict genotypic performance under different environmental conditions and to analyze, study, and interpret genotype ´ environment interaction (G ´ E). In this study, we propose a hierarchical Bayesian formulation of a linear-bilinear model, where the conditional conjugate prior for the bilinear (multiplicative) G ´ E term is the matrix von Mises-Fisher (mVMF) distribution (with environments and sites defined as synonymous). A hierarchical normal structure is assumed for linear effects of sites, and priors for precision parameters are assumed to follow gamma distributions. Bivariate highest posterior density (HPD) regions for the posterior multiplicative components of the interaction are shown within the usual biplots. Simulated and real maize (Zea mays L.) breeding multisite data sets were analyzed. Results showed that the proposed model facilitates identifying groups of genotypes and sites that cause G ´ E across years and within years, since the hierarchical Bayesian structure allows using plant breeding data from different years by borrowing information among them. This model offers the researcher valuable information about G ´ E patterns not only for each 1-yr period of the breeding trials but also for the general process that originates the response across these periods.
One linear-bilinear two-way model that is used in plant breeding trials for assessing the average response where m and b j are the grand mean and the effect of the jth site, respectively. For ordinary least squares estimation, the linear terms (m and b j ) are fitted in a first step, and then the bilinear term (
), which gives the combined effects of the ith genotype plus the ijth interaction, is fitted through singular value decomposition of the average residual g ´ s matrix (Gabriel, 1978) . From where, l k is the singular value subject to l 1 ³ … l t ³ 0; u ik and v jk are the elements of the left and right singular vectors, respectively, subject to the orthonormality constraints (with l = 1,2,…,n ij , where n ij is the number of replicates for each genotype-site-year combination); in what follows, an equal number of observations per cell (n = n ij ) is assumed. The number of multiplicative terms is t £ p, where p is the number of terms required to saturate the model if fitted by least squares, namely, p = min(g,s) − 1. It should be noted that the effect of the design (i.e., complete or incomplete blocks, row and column, etc.), as well as the covariates, could easily be incorporated into the model through the covariance structure on the linear terms.
In matrix notation, [1] can be expressed as , where m , and b are the estimates obtained in the first step by ignoring the bilinear terms (Gabriel, 1978 Cornelius and Crossa (1999) ; it produced fitted models that were as good as, or better than, the best linear unbiased predictor obtained from random models. Recently, a Bayesian shrinkage estimator similar to the one proposed by Cornelius and Crossa (1999) was proposed by da Silva et al. (2015) . However, until a few years ago, Bayes analysis of linear-bilinear models had been computationally limited by the complex structure of the parameter space because of the orthonormal bases used in singular value decomposition. Early Bayesian approaches to overcome this limitation were proposed by Viele and Srinivasan (2000) and Liu (2001) . These approaches for sampling the conditional posterior distributions were performed within the vector framework, that is, for the joint posterior distribution of vectors u k and v k , which are columns from U and V, respectively. Crossa et al. (2011) used this vector approach to analyze real data from multienvironment plant breeding trials.
A generalization of the vector approach to a matrix approach for Bayesian inference was proposed by PerezElizalde et al. (2012) who used the mVMF distribution as the prior for the orthonormal matrices U and V. To obtain a Markov Chain Monte Carlo (MCMC) sample from conditional posterior distributions, which are mVMF distributions onto the multidimensional sphere, the authors used the algorithm proposed by Hoff (2009) . The difficulties of working in an overparameterized framework and complying with AMMI model constraints were recently recognized by Josse et al. (2014) ; these authors presented an alternative approach to the Bayesian AMMI inference method proposed by Perez-Elizalde et al. (2012) that ignores the issue of overparameterization and model constraints at the prior level while applying appropriate processing at the posterior level.
Plant breeders often perform analyses of two-way tables (genotype ´ site or genotype ´ environment) in several consecutive periods (years) to find groups of genotypes and sites with G ´ E effects and detect stable genotypes across different environmental conditions and periods. Also, breeders usually have historical records of experimental data that can be incorporated into a hierarchical model involving several periods (years) of multisite or multienvironment trials. However, the scope of the current linear-bilinear models for analyzing plant evaluation periods (years), while the real data set had 20 maize lines evaluated in 12 sites in three consecutive periods (years); in both cases, data from the first period is used to elicit the priors of the remaining periods.
MATERIALS AND METHODS

Simulated Data Set
Four periods representing 4 yr of evaluation comprising seven genotypes (1-7) and five sites (S1-S5) were simulated; the first evaluation period (year) was used as prior information for the remaining three periods. Each population was simulated according to a Gaussian model with mean
(i = 1,2,…,7; j = 1,2,…,5) and variance s 2 = 1. Three replicates were generated for each combination (cell) between the ith genotype and the jth site, yielding a total sample size of 7 ´ 5 ´ 3 = 105 observations per period. Here we assume a complete randomized design of the seven genotypes in the five sites and 4 yr.
Experimental Data Set
The experimental data consisted of grain yield records (kg ha 
Statistical Model
The Hierarchical Bayesian Model
In the Bayesian model proposed by Perez-Elizalde et al. (2012) , multivariate normal priors are assumed for the linear effects q = (m, a, b) and the mVMF distributions for the orthonormal matrices (U, V), while each element of the diagonal matrix D follows a left-truncated normal distribution.
In this research, we set h as the total number of evaluation periods, while m denotes the mth evaluation period. Model [2] was used as the starting point for constructing a hierarchical model with a common mean, site linear effects given in q m = (m m , b m ), and multiplicative terms given by the orthonormal matrices (U m , V m ) and D m , whose priors were as previously stated. The proposed hierarchical model has two levels: the first level consists of experimental data from each evaluation period across sites, while the second level combines information from all periods (across periods) by including parameters of the population from which the observations supposedly came; thus, each period (year) may be considered as a realization of a superpopulation model. Note that the temporal correlation between years was not explicitly modeled; instead, between years correlations were implicitly considered in the hierarchical model.
The First-Level Model
Suppose there are h evaluation periods (years) with the mth evaluation period (m = 1,…,h) being in the form of model [2] , such that ' '
' [3] breeding trials that are established in multienvironments repeated across several years is limited. A common practice is to collapse environments (sites) and years into one unique factor; however, this causes a substantial loss of information when estimating the interaction term (Varela et al., 2006) . A recent study combined location, management, and year into one factor named environment, such that the G ´ E can be assessed using the standard fixedeffect AMMI model (Paderewski et al., 2015) . As a method for combining information from several parallel data sources, hierarchical Bayesian modeling (Gelman, 2004) offers plant breeders the opportunity to use all available information collected throughout the trials established in sites and years. Bayesian modeling has further advantages over other approaches because it allows formal learning and borrowing of information from other experiments or from researchers' expertise through Bayes' rule. This paradigm also provides the flexibility of using data from previous studies. A Bayesian approach to study incomplete field trials, including data on genotypes, locations, and years, through a hierarchical model was presented by Theobald et al. (2002) . Foucteau and Denis (2000) used Bayesian estimation to make variety recommendations using information from different multienvironment trials. Edwards and Jannink (2006) applied a Bayesian methodology for analyzing G ´ E with heterogeneous variance among environments. Cotes et al. (2006) described a Bayesian estimation for determining stable genotypes based on Shukla's stability variance (Shukla, 1972) . Perez-Elizalde et al. (2012) listed the advantages of the conditional posterior estimates of Bayesian linearbilinear models for plant breeding data: (i) they can be used with unequal cell size, (ii) they are an efficient test of the significance of the number of G ´ E bilinear terms, (iii) they identify genotypes and environments that may cause important G ´ E, and (iv) they are efficient for incorporating information from historical plant breeding data. However, in this context, hierarchical Bayesian methods have not been investigated for studying adaptability patterns in multisite, multiyear plant breeding trials.
In this study, we propose extending the Bayesian model [2] to a hierarchical setting using the von Mises-Fisher distribution as the conditional conjugate prior distributions for the orthonormal matrices produced by the singular value decomposition of the interaction matrices. Bivariate highest probability density regions were estimated for the posterior distributions of the first two bilinear components of the superpopulation (across years) parameter as well as for each annual trial. We derive the posterior distributions of the first-and second-level parameters of the hierarchical Bayesian model and describe a Gibbs sampler of the joint posterior distributions. We illustrate the use of the hierarchical Bayesian model [2] by using both simulated and real plant breeding data. The simulated data set comprises four that index the distributions of periods Y 1 , Y 2 ,…,Y h , forming exchangeable samples (i.e., exchangeable means that any permutation of any sample size of these random variables follows the same distribution; therefore, the order of the samples is not important). Details of the second-level model distribution are given below, after the likelihood function is defined.
Likelihood Function
The likelihood function for model [3] parameters in the mth period (year) is given by
where
and exp denotes the exponential function.
The matrix notation used in models [2] and [3] is convenient not only because it makes it easy to identify the interaction components, but also because it provides the flexibility to incorporate all available information to be used in further analyses (Perez-Elizalde et al., 2012) . In this case, the use of the operator tr (in Eq. 4) denotes the trace of a matrix (i.e., the sum of the elements of the main diagonal of a square matrix). Also, under the classical (frequentist) approach, the expression in brackets in 
t = s
, the precision parameter (the inverse of the residual error variance), was used for convenience. The conditional likelihood [6] (see below) derived from [4] was used to define conditional conjugate priors for the first level model parameters. As will be shown in Eq. [11] [12] [13] [14] , this criterion allows obtaining prior distributions that are easily elicited with information available in the form of cell prior averages and standard deviations. established to avoid identifiability problems, a one-to-one transformation such as '
The Second-Level Model
which is a multivariate normal distribution with mean q * and a block diagonal covariance matrix given by 
where etr denotes the exponential of the trace function. Thus, mathematically convenient conditional distributions for U m and V m are in the form
which are mVMF distributions, with M 0m as the prior predicted cell matrix for the mth evaluation period. For easy handling, each element on the diagonal of
was considered a conditional conjugate left-truncated normal distribution with density given by ( )
where l 1 , l 2 ,…,l t are the diagonal elements of D, and N(.) and f denote the probability density function and the cumulative distribution function of a normal distribution, respectively.
For the precision parameter t m , a conjugate gamma distribution with parameters a/2 and 2 0 / 2 S was stated by
under stated prior assumptions, the fully conditional posterior distributions have a closed form. A brief description of the fully conditional distributions required for Bayesian implementation is given in Appendix A. In practice, the Gibbs sampler can be implemented by sampling iteratively from the full conditional posterior distributions; then, after a number of iterations large enough to reach convergence on the joint posterior distribution, an MCMC sample is obtained and used to calculate summaries such as means, standard deviations, and HPD intervals.
The Gibbs Sampler
The Gibbs sampler comprises a total of W iterations; for the wth
, samples from the parameters of each period (first stage), and samples from the superpopulation (all periods) parameters (second stage) are sequentially drawn. This implies that in the wth iteration, samples from the set of first level posterior distributions are obtained for each period {m = 1,…,h} and once samples for all parameters of all periods are obtained, samples for the set of the second level posterior distributions (superpopulation parameters) are drawn (second stage). Thus, an iteration is completed after obtaining samples for all parameters in the first and second stages.
The next set of posterior distributions is used to draw samples for the mth {m = 1,…,h} period of the first stage. This sequence is repeated until samples from all periods have been drawn.
After drawing samples for each set of parameters of each period, the superpopulation parameters are computed in the second stage
The Prior Distribution
To complete the hierarchical model, prior distributions were assigned to the superpopulation parameters (m, b, D, U, V). For linear terms q * = (m , b * ), the conjugate prior density is
The conjugate priors for U and V are mVMF distributions with densities given by
In the above priors, available information can be introduced through corresponding hyperparameters. For example, U 0 , D 0 , and V 0 could be seen as the singular value decomposition of 0
, where M 0 is the matrix of prior predicted cell means with n 0 elements per cell; m 0 and b 0 are prior beliefs about the general mean and column effects, respectively.
For the elements of the diagonal matrix D of singular values, we used conjugate priors left-truncated normal distributions with density
with k = 1,2,…,t and l t+1 = 0. In the above equation ( )
l is the prior mean of the kth singular value, which may be elucidated through the previously described singular value decomposition; t 0 and n 0 are the estimated precision parameter and the prior size of the element in M 0 , respectively.
The Posterior Distribution
The joint posterior distribution is obtained following Bayes' rule as the product between the evaluation period likelihoods in [4], the joint second level distributions given by [5] and [7] [8] [9] [10] , and the joint prior obtained as the product of densities [11] [12] [13] [14] . So, the joint posterior is given by ( ) Since the joint posterior [15] is obviously high dimensional, an MCMC approach is necessary to obtain estimations of marginal posterior distributions and summaries. The Bayesian implementation can be entirely on a Gibbs sampler because, Details of the listed posterior distributions used to draw samples for the first and second stages can be found in Appendix A. Posterior distributions were computed using two parallel chains of size 35,000 with a burn-in period of 15,000 and a thinning interval of 4. Therefore, the size of the final MCMC was 10,000 iterations, which were used to compute statistical summaries about the posterior distribution. The Raftery and Lewis (1995) and Gelman and Rubin (1992) tests were used to assess convergence, in addition to visual inspection of the traces and autocorrelation function (ACF) plots (data not shown). Computational time to simulate each MCMC entirely using a conventional computer (x64 Pentium 4 Xeon 3.4 GHz, 4 GB RAM) was close to 60 min. 
RESULTS AND DISCUSSION
Simulated Data Set 
Therefore, the matrix that accounts for the main effect of genotypes (G) plus G ´ E is given by Z: 
As previously described, the proposed model allows incorporating available prior information at two levels; for individual periods (analyzed in the first level), prior information was supplied with estimates computed using the iterative least squares method on the first period (M 0m ), while for the second level, which combines information from all periods, no prior information was included at the superpopulation level (M 0 ) by setting t 0 = 0, such that the posterior distribution of each parameter was the result of the weighted value of all periods.
Focusing on bilinear parameters, the resulting biplots of the first two components showed interaction effects between genotypes and sites (data not shown). Table 1 shows statistical summaries of the superpopulation parameters. The estimated eigenvalues were close to the true values; also, the second estimated eigenvector values were roughly two-thirds of the first component with larger standard deviation. The elements of the first two singular vectors that do not include the null point (0,0) for the bivariate 0.95 HPD region causing a sizable interaction (Crossa et al., 2011; Perez-Elizalde et al., 2012) were u 1,1 , u 2,1 , u 3,1 , u 4,2 , u 6,2 , u 7,2 , v 1,1 , v 2,1 , v 3,1 , and v 4,2 .
For easy understanding, only the relevant figures derived from the superpopulation-level analysis were depicted, since relevant figures for individual periods were similar (data not shown). The HPD regions of paired eigenvector elements that were statistically different from the null point (0,0) are depicted in Fig. 1a-b . Figure 1a shows the plot of the genotype scores UD 1/2 , where the outer and inner shaded regions denote the bivariate 0.99 and 0.95 HPD posterior regions, respectively. Only Genotype 3, located in the lower right quadrant of the biplot, was different from the others, causing interaction at the 0.95 HPD. On the other hand, Fig. 1b shows the HPD regions for the sites by considering VD 1/2 . The corresponding 0.95 HPDs of sites S1, S2, and S4 (located in three different quadrants) did not include the null point (0,0); therefore, they are considered the sites that cause most interaction. Across periods, the proposed model allows inferring that Genotype 3 has the best rank in site S1 (1.01) (same direction, same quadrant), but it is the worst-ranked genotype in site S2 (0.61), as they (Genotype 3 and site S2) are located in the opposite direction of the biplot.
Histograms derived from sampling the marginal posterior densities of eigenvalues (l 1 − l 4 ) are depicted in Fig. 1c . The posterior densities of late singular values move quickly toward zero, as expected. Figure 1d shows the posterior densities of the cumulative variance; the first component explains roughly 76% of the interaction variance, and the first two components captured nearly 93% of this variability.
In general, the estimated parameters within the estimated intervals were close to the true values. Minor discrepancies between parameters (signal) and estimations at the superpopulation level were found, which may be due to (i) noise, (ii) induced shrinkage, or (iii) site effects. Results obtained with the proposed models showed that the hierarchical Bayesian approach offers good inferential answers to two-way table analysis when jointly estimating the effects of genotypes and interactions (genotype ´ site) within and across periods. Results of Periods 2, 3, and 4 follow similar patterns when comparing true and estimated parameters (data not shown). The empirical Table 1 . Simulated data. For the superpopulation, the posterior summary (mean), standard deviation (SD), quartiles (q 0.25 , q 0.50 , and q 0.75 ), 0.95 highest posterior density (HPD), and 0.99 HPD intervals were computed using 10,000 approximately independent samples from the joint posterior distribution for linear effects (m, b 1 − b 2 ), all the singular values (l 1 − l 4 ), and the first two left and right singular vector elements of rows (u ik ) and columns (v ik ), respectively. 
Experimental Data Set
Superpopulation Analyses
The HPD regions of genotypic and environmental scores that are very likely to be different from the null point (0,0) are shown in Table 2 and in the biplots in Fig. 2a and 3a, for genotypes and sites, respectively. Table 2 gives the posterior means of genotypic and site scores that do not include the null point (0,0) in their 0.90 HPD regions; 0.95 HPD intervals are also presented. Figure 2a shows the plot of the posterior genotypic scores UD 1/2 , where the outer and inner shaded areas of the graph are the bivariate 0.95 and 0.90 HPD posterior regions, respectively. Only Genotypes 1, 2, and 5 were depicted because their corresponding 0.90 HDP regions did not include the null point (0,0). Similarly, Fig. 3a shows the biplot of the posterior site scores VD 1/2 for environments (S8 and S11) that did not include the null point (0,0) in their 0.90 HPD regions.
Since there is a clear overlapping between the interaction scores of Genotypes 1 and 2 at the 0.90 HPD regions (Fig. 2a) , these two genotypes did not produce statistical differences in the G ´ E effects. On the other hand, since there is no overlapping between the scores of Genotype 5 and Genotypes 1 and 2 at the 0.90 HPD, these two groups of genotypes produced sizable G ´ E. Similarly, the environmental scores for S8 and S11 (Table 2 ; Fig. 3a) did not include the null point (0,0) at the 0.90 HPD, and provided enough evidence to claim that G ´ E effects induced in these environments were significant.
The response of genotypes, sites, and the joint response of genotypes and sites can be examined by considering Fig.  2a and 3a simultaneously. Genotype 5 formed a group by itself, while Genotypes 1 and 2 formed a distinct group that shows differential responses in different environments. Since Genotypes 1 and 2 point in a similar direction (lefthand side of Fig. 2a) as environments S8 and S11 (left-hand side of Fig. 3a) , we concluded that they had positive genotypic main effects and G ´ E interactions at those sites, whereas Genotype 5, which is located in a direction (lower right-hand quadrant of Fig. 3a) opposite to sites S8 and S11, had negative genotypic main effects and G ´ E interaction in sites S8 and S11. Sample summaries (means, standard deviations, quartiles, etc.) of the linear effects for superpopulation analysis are given in Table B1 of Appendix B.
In summary, the hierarchical Bayesian analysis found patterns of genotypic main effects plus G ´ E between genotypes and sites; it provided useful information using the joint response of genotypes and sites from several years. Meta-analysis using the Bayesian hierarchical approach for identifying subsets of homogenous genotypes and sites that cause significant interaction is useful to breeders because all available information is included in the estimation of superpopulation parameters. The values of these parameters can be viewed as the result of combining several evaluation periods, allowing the information contained in those periods to show the general patterns of the main genotypic and G ´ E effects. Regarding periodic evaluations, it is possible to find main genotypic and G ´ E effects that are specific to the current evaluation period; for this reason, it is important to consider the analysis of each evaluation period to observe changes from one period to another as a result of a year effect.
Yearly Analyses
From a plant breeding perspective, assessing the overall adaptation of genotypes to environmental conditions through several evaluation periods is important, as is assessing their specific adaptation within each evaluation period. When Years 2 and 3 were analyzed taking into account superpopulation parameters, the genotypes and sites that contributed most to the interaction were found. For example, Genotypes 1 and 2 and sites S2, S5, S8, and S11 showed genotypic and G ´ E effects when Years 2 and 3 were analyzed (Table 3 , 4; Fig. 2b-c, 3b-c) ; these genotypes and sites were also important at the superpopulation level. Furthermore, biplots from the different evaluation periods provided information on specific responses that depend mainly on the current evaluation period (year effect).
In Year 2, only Genotype 1 showed genotypic and G ´ E effects that do not include the bivariate null point (0,0) (Fig. 2b) ; whereas, in Year 3, Genotypes 1 and 2 had Table 2 . Experimental data. For the superpopulation, the posterior summary (mean), standard deviation (SD), quartile (q 0.25 , q 0.50 , and q 0.75 ), 0.90 highest posterior density (HPD), and 0.95 HPD intervals were computed using 10,000 approximately independent samples simulated from the joint posterior distribution for singular values (l 1 ,…,l 11 ) and the left and right singular vector elements of genotypes (u ik ) and sites (v jk ), respectively, whose 0.90 HPD and 0.95 HPD intervals do not contain the null value (0,0). Grain yield data were measured in kilograms per hectare. genotypic and G ´ E effects that do not include the null point (0,0) (Fig. 2c) . As for sites, the 0.90 and 0.95 HPD regions of sites S2, S5, S8, and S11 overlapped and formed a group of sites with sizeable interaction (Fig. 3b) . A similar pattern occurred in Year 3, when Genotypes 1 and 2 formed one main group (Fig. 2c) , and sites that did not include the null bivariate point (0,0) formed another main group (S8, S11) (Fig. 3c) . Regarding genotypes, results of yearly analyses follow similar patterns as those obtained with the superpopulation model, that is, Genotypes 1 and 2 being the ones causing G ´ E; the only difference is that Genotype 5 did not show genotypic and G ´ E effects in any year. These facts indicate that analyses of the superpopulation captured the complexity of year-to-year variation between genotypes and sites in a parsimonious model. Posterior densities of eigenvalues for the superpopulation and Periods 2 and 3 are depicted in Fig. 4a-c , respectively. In all three cases, the densities collapsed at zero beyond the third component. The posterior densities of the cumulative proportion of variance are shown in Fig. 5a -c for the superpopulation and Periods 2 and 3, respectively. Results showed that in all three cases the first component explains roughly 95% of the genotype plus interaction variance, while the first two components capture nearly 98% of this variability. The sample means of linear effects for Periods 2 and 3 are given in Tables B2  and B3 in Appendix B, respectively.
Results from the Standard Model versus the Hierarchical Bayesian Model
Although biplots obtained from the standard ordinary least square fit (SREG) and the hierarchical Bayesian model proposed in this study are not strictly comparable, we give a brief comparison of results. Supplemental Fig. S1a shows the results of the standard biplot for the first year, and Fig. 2a depicts the superpopulation biplot including Year 1 as the prior information. Both biplots show Genotypes 1 and 2 vs. Genotype 5 in different opposite quadrants as those contributing the most to the G ´ E. Also, the contribution to the G ´ E of Genotypes 1 and 2 is clear for the Year 1 analyses from the hierarchical Bayesian model (Fig. 2a) but not from the standard SREG biplot (Supplemental Fig. S1b ), where Genotype 2 is located toward the center of the biplot. Similarities and differences can also be examined when comparing the distribution of sites in the yearly analyses from the standard biplot (Supplemental Fig. S2a-c) as compared with those obtained from the hierarchical Bayesian model (Fig. 3a-c) . Site S11 appears in the center of Supplemental Fig. S2b for the analysis of Year 2 but not in Fig. 3b -c for the analysis of Years 2 and 3, respectively; therefore, under the standard analysis of Year 1, S11 did not cause G ´ E, but under the proposed hierarchical Bayesian model, it did cause G ´ E, as shown in Fig. 3b . Thus, the influence of all the years is simultaneously considered in the hierarchical Bayesian model.
Implications of the Hierarchical Bayesian Model for Plant Breeding Trials
The hierarchical Bayesian model is a parsimonious model, with the first component explaining nearly 95% of the variability as a result of genotypes and to G ´ E at both levels (yearly and superpopulation levels). No direct comparison between these results and those obtained using Bayes AMMI (Perez-Elizalde et al., 2012) can be made because the Bayes AMMI is only concerned with the G ´ E term in each period, whereas the hierarchical Bayesian version of model [2] estimates the combination of the main effects of genotype plus the G ´ E effects. Further, hierarchical Bayesian model [2] allows detecting the most important G ´ E in agriculture and plant breeding: crossover G ´ E (Crossa et al., 2004) . This is important when drawing conclusions using biplots.
Breeders can benefit from the hierarchical Bayesian model because it allows them to consider information from all sites and all evaluation periods (years) when selecting the most productive and stable germplasm across the different years. Standard individual year analyses can be outperformed by superpopulation estimated parameters, which allow borrowing of information between several evaluation periods. This can be exploited by breeders when selecting germplasm that in some years may be specifically adapted to environmental conditions that are not repeated in another year. The standard variance component model allows assessing the components of variance because of main effects and two-and three-way interactions but does not provide insights into three-way genotype ´ site ´ year interaction. The hierarchical Bayesian model allows extracting information on three-way interaction because between-years correlations were implicitly considered in the hierarchical model. This offers breeders the advantage that they do not need to force combining factors, such as sites, management, and years, into one factor (i.e., environment) and can thus perform the standard two-way linear-bilinear fixed effect model.
Based on these results, we thought it was appropriate to make inferences for interaction parameters based only Fig. 3 . Experimental data of 20 genotypes in 12 sites; plot of the column (sites) scores VD 1/2 and the bivariate 95% (gray external contour) and 90% (gray internal contour) highest posterior density (HPD) regions (only the sites that do not include the null point (0,0) at the 0.90 HPD probability level are depicted) for: (a) superpopulation, Sites S8 and S11; (b) analysis of the second evaluation period (Year 2), Sites S2, S5, S8, and S11; (c) analysis of the third evaluation period (Year 3), Sites S8 and S11. Table 3 . Experimental data. For the second evaluation period (year 2), the posterior summary (mean), standard deviation (SD), quartile (q 0.25 , q 0.50 , and q 0.75 ), 0.90 highest posterior density (HPD), and 0.95 HPD intervals were computed using 10,000 approximately independent samples simulated from the joint posterior distribution of the residual variance (s = t −1/2 ), all the singular values (l 1 ,…,l 11 ), and the left and right singular vector elements of genotypes (u ik ) and sites (v jk ), respectively, whose 0.90 HPD and 0.95 HPD intervals do not contain the null value (0,0). Grain yield data were measured in kilograms per hectare. Table 4 . Experimental data. For the third evaluation period (Year 3), the posterior summary (mean), standard deviation (SD), quartile (q 0.25 , q 0.50 , and q 0.75 ), 0.90 highest posterior density (HPD), and 0.95 HPD intervals were computed using 10,000 approximately independent samples simulated from the joint posterior distribution of the residual variance (s = t −1/2 ), all the singular values (l 1 ,…,l 11 ) and the left and right singular vector elements of genotypes (u ik ) and sites (v jk ), respectively, whose 0.90 HPD and 0.95 HPD intervals do not contain the null value (0, 0). Grain yield data were measured in kilograms per hectare. on the first two components and not to test the significance of the bilinear terms using the Bayes factor as performed by Perez-Elizalde et al. (2012) for the Bayesian AMMI. For hierarchical Bayesian analysis, estimating the Bayes factor with the MCMC sample would be a very demanding computational procedure. Also, the number of models increases not only because the number of components in the superpopulation is tested, but also because this test has to be performed for each evaluation period (year). Based on the fact that two components were used to construct the biplot and that, in this example, they explained a sizeable proportion of the variance, we decided to consider two as the number of components needed to make inferences on G ´ E parameters. Evaluating newly developed crop varieties under different environmental conditions in different years is becoming increasingly important given the drastic seasonal changes in climate occurring in various regions of the world. The current global climatic situation is creating an urgent need to breed stable crop varieties that can cope with sudden climatic changes (spatial and temporal) without drastically reducing their overall productivity. The hierarchical Bayesian method can be employed to assess the complex differential responses of genotypes to temporal as well as spatial variability and could contribute to accelerating the breeding process.
CONCLUSIONS
In this research, a Bayesian inference was proposed for analyzing linear-bilinear models by considering the multivariate von Mises-Fisher distribution as prior distribution for parameters associated with G ´ E. Simulation and real data show that the proposed hierarchical Bayesian model is an efficient tool for incorporating information from several evaluation periods when analyzing multisite trials, producing accurate results not only for individual periods, but also for superpopulation parameters.
Results presented here show that hierarchical Bayesian analysis is appropriate for dealing with differences between evaluation periods because all available information (prior information and information from each evaluation period) potentially could be included in the analysis simultaneously. Because the superpopulation model naturally incorporates all available information from periods (years), the corresponding posterior distribution has a pooled precision parameter that improves its accuracy as the number of periods increases. Also, the estimation of unknown superpopulation parameters can be viewed as the realization of the joint performance of all individual periods. Variation in the response over years has been much discussed, and some inconsistencies in the results from one period (year) to another have frequently been found. As was shown, including several data sources helps to overcome these inconsistencies in the response as a result of natural variations (usually considered as a year effect). The robustness of the hierarchical Bayesian model arises mainly from the borrowing of information between periods through superpopulation parameters and potentially with the inclusion of prior information. However, further studies and research are needed to examine how the approach proposed by Josse et al. (2014) for dealing with overparameterization and model constraints could be implemented with a hierarchical Bayesian inference for multiyear and multisite plant breeding trials. Also, further research is required to extend the hierarchical Bayesian model presented in this study to imbalanced cases where some genotypes are not present in every site-year combination or some sites are not included in some years. Table B2 . Experimental data. Analysis of the second evaluation period (Year 2), posterior summary (mean), standard deviation (SD), quartiles (q 0.25 , q 0.50 , and q 0.75 ) and 0.90 highest posterior density (HPD), and 0.95 HPD intervals of the 10,000 approximately independent samples simulated from the joint posterior distribution of 13 linear effects of grain yield measured in kilograms per hectare. 
