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COUNTER EXAMPLES FOR COMPACT ACTION MARKOV 
DECISION CHAINS WITH A V E R A G E  R E W A R D  CRITERIA 
Rommert ~ e k k e r  
Univers i ty  of Leiden 
ABSTRACT 
In  t h i s  no te  we present  two examples of compact-action f i n i t e -  
s t a t e  Markov dec i s ion  chains i n  which a  pol icy improvement proce- 
dure y i e ld s  wrong o r  l im i t ed  r e s u l t s .  In  t h e  f i r s t  example, which 
e x h i b i t s  a mult ichain s t r u c t u r e ,  t h e r e  is no convergence of the  
average rewards of t he  success ive  p o l i c i e s  t o  t h e  maximal value.  In 
t he  second example, which has a  unichain s t r u c t u r e ,  t he  lack  of 
uniqueness of maximizing p o l i c i e s  in  each s t e p  of t he  algori thm 
means t h a t  t h e r e  i s  no convergence of e i t h e r  b i a s  vec tors  or  maxi- 
mizing p o l i c i e s .  Accordingly, no s o l u t i o n  t o  t he  average op t ima l i t y  
equat ions can be ob ta ined .  
The pol icy  improvement procedure (PIP)  i s  a  wel l -es tab l i shed  
opt imiza t ion  technique i n  f  i n i t e - s t a t e ,  f i n i t e - a c t i o n  Markov deci-  
s i on  cha in s ,  with r e spec t  t o  both average and discounted reward 
c r i t e r i o n .  S ince  in  each i t e r a t i o n  of t he  procedure t h e  o b j e c t i v e  
func t ion  i nc rea se s ,  t he  f i n i t e n e s s  of the  number of s t a t i o n a r y  and 
de t e rmin i s t i c  p o l i c i e s  ( t oge the r  w i t h  an a n t i c y c l i n g  r u l e )  guaran- 
t e e s  t h a t  the  algori thm w i l l  end w i t h  an optimal po l i cy .  
' )  Research was sponsored by the  Netherlands Foundation fo r  
Mathematics (SMC) . Present  address:  Koninkli j ke/Shel l  Laboratorium 
Amsterdam, P.O. Box 3003, 1003 AA Amsterdam. 


















































Recently, i nves t i ga t i ons  have been c a r r i e d  ou t  i n t o  t he  con- 
vergence of pol icy improvement i n  f  i n i t e - s t a t e  compact-action Mar- 
kov dec is ion  chains ( [ I  1 , [ 21 , [31 ) .  A r e l a t i o n s h i p  w i t h  Newton's 
method proved t o  be q u i t e  succes s fu l  and f o r  discount  op t ima l i t y  
convergence of the  successive p o l i c i e s  t o  t he  optimum policy could 
be shown s t r a igh t fo rward ly  ( [  1 I). The a n a l y s i s  f o r  t he  average r e -  
ward c r i t e r i o n ,  however, appeared t o  be more complicated ( [ 2 ]  and 
131) .  Recall  t h a t  i n  a  compact-action Markov dec is ion  chain condi- 
t i o n s  a r e  requi red  f o r  the  ex i s t ence  of so lu t i ons  t o  the  average 
op t ima l i t y  equa t ions .  Apart from the  ba s i c  assumption of con t inu i t y  
of t r a n s i t i o n  p r o b a b i l i t i e s  and immediate rewards i n  t he  a c t i o n ,  
the  con t inu i t y  of t he  number of minimal closed s e t s  is a  s u f f i c i e n t  
condi t ion  ( s ee  [ 4 1 ) .  However, i t  was not c l e a r  whether t he se  condi- 
t i o n s  a l s o  guarantee t h e  success  of po l icy  improvement. I n  Hordijk 
and Puterman 121, convergence of the  i t e r a t e s  t o  a  so lu t i on  t o  the  
average op t ima l i t y  equat ions was shown on1 y f o r  t he  unichain case 
under uniqueness of the  maximizing pol icy .  In t h i s  no t e ,  which o r i -  
g i n a t e s  from [31 ,  we s h a l l  show by counter examples t h a t  both t he  
assumptions made i n  [ 2 ]  a r e  necessary.  
2. THE MODEL. 
Let E denote t he  f i n i t e  s t a t e  space and A ( i )  t h e  compact s e t  
of ava i l ab l e  a c t i o n s  i n  s t a t e  i .  Given ac t i on  a  i n  s t a t e  i ,  a  t r an -  
s i t i o n  is  made t o  s t a t e  j w i t h  p robab i l i t y  P i j ( a ) ,  and an immediate 
reward r i ( a )  is obta ined .  Both P .  . ( a )  and r i  ( a )  a r e  continuous in  
1 J 
a c t i on  a  fo r  a l l  i , j E E .  In t h i s  paper we only consider  determinis-  
t i c ,  s t a t i o n a r y  Markov p o l i c i e s .  Given such a  po l icy  f we denote 
the  corresponding matrix of t r a n s i t i o n  p r o b a b i l i t i e s  by P ( f ) .  We 
speak of the  unichain case i f  under each pol icy t h e  induced Markov 
chain has one minimal closed s e t  and e l s e  of the mult ichain case .  
Let I l ( f )  denote t he  s t a t i o n a r y  mat r ix ,  i . e .  t h e  Cesaro l imit  of 
p k ( f )  f o r  k-. For pol icy f ,  i t s  average reward g ( f )  and r e l a t i v e  
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The vector g i s  uniquely determined by equat ions ( I ) ,  t he  vector  v ,  
however, is  not .  The r e l a t i v e  value vector  can be determined uni- 
quely by adding t he  equat ion 
which a l s o  s e rves  a s  an a n t i c y c l i n g  r u l e  i n  the  context  of a  po l icy  
improvement procedure. 
3. THE POLICY IMPROVEMENT P R O C E D U R E  FOR THE A V E R A G E  R E W A R D .  
Following [ 2 ]  we s h a l l  formulate  the  pol icy improvement 
procedure through opera tors  B ( - '  ) , B ( ' )  and nested ac t i on  
s e t s  A ( - ' ) ( i )  and A(O) ( i )  def ined by  
I n t e r p r e t  A ( - l ) ( i )  a s  t he  s e t  of a c t i o n s  achieving t h e  maximum in  
( 3 )  and ~ ( " ( i )  s i m i l a r l y  i n  ( 4 ) .  The pol icy improvement procedure 
can now be wr i t t en  a s  fol lows ( g ( f ( n ) ) ,  v ( f ( " ) )  w i l l  be abbrev ia ted  
by g ( n )  , v ( " )  r e s p . )  . 
s t e p  1 -  i n i t i a l i z a t i o n :  choose any f " )  E F ,  s e t  n = 1 .  
s t e p  2 -  pol icy  eva lua t ion :  eva lua te  v ( " )  from equat ions  ( 1  ) 


















































s t e p  3-  po l icy  improvement: determine f o r  a l l  icE 8:-l ) ( g ( n ) , v ( n ) )  
B ! O ) ( ~ ( ~ )  ( " I )  and t he  corresponding s e t s  of maximizing 
1 , v  
ac t i ons  ~ ( - ' ) ( i ) ,  ~ ( " ( i ) .  Choose f ( " + l ) ( i )  from ~ ( ' ) ( i ) ,  
i f  poss ib le  choose f ( " + ' ) ( i ) = f ( " ) ( i ) .  I f  f ( " + ' ) ( i ) = f ( " ) ( i )  
f o r  a l l  i rE then s t o p ,  e l s e  l e t  n:=n+l  and go t o  s t e p  2 .  
4 .  C O N V E R G E N C E  OF POLICY IMPROVEMENT IN THE G E N E R A L  CASE. 
S imi l a r l y  t o  t he  f i n i t e  a c t i on  ca se ,  i t  can be shown t h a t  i n  
each s t e p  of the  algori thm f o r  each s t a t e  i rE e i t h e r  
I f  g!n+')  = g j n )  and v 
1 
= Y!") fo r  a l l  icE, then the  algori thm i 1 
has stopped a s  i t  has obtained a  s o l u t i o n  t o  t he  average op t ima l i t y  
equa t ions .  Since a c t i o n  s e t s  a r e  compact r a t h e r  than f i n i t e  t he  a l -  
gorithm i s  not neces sa r i l y  f i n i t e .  As i t  can e a s i l y  be shown t h a t  
g ( f )  is  bounded from above, i t  fo l lows  from ( 5 )  t h a t  t h e  i t e r a t e s  
g ( " )  converge, though not always t o  t he  maximal value a s  a  the  f o l -  
lowing theorem s t a t e s .  
THEOREM 1 .  I f  t h e r e  a r e  p o l i c i e s  under which the  induced Markov 
chain has a  mult ichain s t r u c t u r e  then t he  sequence g(" )  generated 
by t he  pol icy improvement procedure does not neces sa r i l y  converge 
* 
t o  t h e  optimal average reward g  . 
PROOF. Consider t he  fol lowing counter example (suggested by Arie 
Hordi jk)  with a  mult ichain s t r u c t u r e .  Let a denotes  s t a t e  i  and 
( x , y )  on an a r c  denotes the t r a n s i t i o n  p robab i l i t y  and t he  reward 
n l f - a - b . 0 )  r e spec t i ve ly .  In s t a t e s  1 , 2  and 4 
t h e r e  i s  one ac t i on  on ly ,  while i n  
s t a t e  3 t h e  s e t  of a c t i o n s  A(3) i s :  
{ 2 !  u [ ( a , b )  I ( a , b ) r ~ } , w h e r e  ac t i on  
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and a c t i o n s  ( a , b )  t o  t he  s i n g l e .  The 
s e t  G is bounded by t he  curves :  
2  b10, a=b , a+b=g.  Notice t h a t  s t a t e  
1 and 2  a r e  always absorbing and 
have average reward gl  = 1  and g2=2. 
Given ac t i on  ( a , b )  i n  s t a t e  3 ,  we 
can e a s i l y  compute t h a t  1 < g  ( a , b ) = g  ( a , b ) = l  3  4 b + Y  ) < 2 .  + ( a  + b : 
For ac t i on  2 i n  s t a t e  3  we have g 3 ( 2 ) = g 4 ( 2 ) = 3 ,  which is the re fo re  
the  average-optimal a c t i o n .  Given ac t i on  ( a , b k G  i n  s t a t e  3 ,  what 
does po l icy  improvement y i e ld?  Action 2  i n  s t a t e  3  y i e l d s  no impro- 
vement with r e spec t  t o  B ( - '  ) ( g )  , hence we determine 3 
max [ I j  P ( a , b ) g  -g ] = max [ ( a + $ )  + 2(b+Y) + (g-a-b)  
( a , b k C  3 j  j ( a , b k G  4 
3 
= max [ ( ~ - ~ ~ ) a  + ( ~ - ~ ~ ) b  + (T - %g3) ] .  
( a , b k G  
This is  a  maximization of a  l i n e a r  func t ion  over a  convex a r e a  G .  
Hence t he  maximum is a t t a i n e d  a t  the  boundary, and from the  c o e f f i -  
c i e n t s  of a  and b we s e e  t h a t  i t  is  on t he  curve a=b2,  w i t h  
0  5 b 5 -% + % J 3 .  I n s e r t i o n  of t h i s  y i e l d s  t he  unique maximizing 
a c t i o n :  ( E 2 , 6 ) ,  w i t h  
2  For any a c t i o n  ( b  , b )  w i t h  0  < b < -g + % 43 we f i nd  t h a t  
~ ( - ' ) ( ~ ( b ~ , b ) )  2 0, w i t h  e q u a l i t y  on ly  i f  b = b ,  = ' / , ( - I  + 4 5 ) .  
A t  t h i s  po in t ,  we choose ac t i on  2  through opera tor  B ( ' ) .  I f  we 
2 s t a r t  pol icy improvement with any a c t i o n  ( ( b l )  , b l ) ,  w i t h  r a t i o n a l  
b l ,  we s ee  t h a t  t he  i t e r a t e s  have b-values which a r e  r a t i o n a l  
func t ions  of b l  or  J3 .  Hence i t  w i l l  t ake  an i n f i n i t e  number of 
s t e p s  t o  a t t a i n  the  po l icy  ( ( b 0 1 2 , b , )  and al though the  average 
reward i nc rea se s ,  i t  remains below 2. Thus the  g ( n ) - i t e r a t e s  of the 
po l icy  improvement procedure converge t o  a  submaximal va lue .  0 
In mathematical terms,  t h i s  example shows t h a t  t he  opera tor  


















































2 i t e r a t e s  (bn ,bn )  + (b:,b,) and t h a t  g ( " )+  g(O) = g(boZ,b0)  and 
2 v ( ~ ) +  v (O)= v ( b f , b o )  f o r  n-. However, ( b , , b o )  i s  not t he  maxi- 
mizing ac t i on  of g(O) , v (O) ,  s i nce  ac t i on  2 i s .  T h i s  implies  t h a t  
B ( ' ) ( ~ ( " )  , v ( " ) )  does not converge t o  B ( O ) ( ~ ( O )  , v ( O ) ) .  
In  Markov chain terminology, t he  essence of t h i s  example is 
t h a t  an e x t r a  closed s e t  has t o  be c rea ted  f o r  an average optimal 
po l icy .  The fol lowing theorem shows t h a t  t h a t  when an improvement 
i s  made w i t h  t h e  opera tor  B(-') on ly ,  an e x t r a  closed s e t  cannot be 
c rea ted  . 
THEOREM 2 .  I f  O ( y l  ) ( g ( f  ) )  > 0 f o r  some i~ E and f~ F, and pol icy  h 
i s  such t h a t  P ( h ) g ( f )  - g ( f )  = ~ ' ( ~ ( f ) ,  then i is  a t r a n s i e n t  
s t a t e  under po l icy  h .  
PROOF.  Notice t h a t  ~ ( - ' ) ( ~ ( f  ) )  2 0 and t h a t  I l ( h ) ~ ( - ' ) ( ~ ( f  ) )  = 0 .  
implying t h a t  ~ ; - ' ) ( ~ ( f ) )  = 0 fo r  a i l  s t a t e s  i r ecu r r en t  under 
pol icy h .  0 
5. C O N V E R G E N C E  OF POLICY IMPROVEMENT IN THE UNICHAIN CASE. 
In t he  unichain case t he r e  a r e  no problems of t he  above type.  
* For t h i s  c a se ,  Hordijk and Puterman [ 2 ]  proved t h a t  g ( " )  + g , 
* 
where g is the maximal average reward. They a l s o  showed convergen- 
* 
ce of t he  v ( " )  i t e r a t e s  t o  some vector  v , provided t h a t  a t  each 
i t e r a t i o n  of the  algori thm t h e r e  is a unique maximizing pol icy .  The 
* * pai r  g ,v  then c o n s t i t u t e s  a s o l u t i o n  t o  t he  average op t ima l i t y  
equa t ions .  In t h i s  case the  maximizing p o l i c i e s  even converge t o  
the  (unique)  Blackwell opt imal  po l icy .  The problem of whether or  
not t he  assumption of unique maximizing p o l i c i e s  was necessary was 
an open one. The fol lowing theorem, however, s t a t e s  t h a t  t h i s  
assumption is necessary . 
THEOREM 3. I f  t he r e  does not e x i s t  a unique maximizing pol icy a t  
each i t e r a t i o n  of the  P I P  then t h e  sequence of p o l i c i e s  f ( " )  and 
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PROOF. Consider t he  fol lowing counterexample. 
Let E =  { A ,  A l ,  A2, A3, A4, B, B1, B2, B3, 84, C, C1, C2, C3, C Q ]  
Actions can only  be chosen i n  s t a t e s  A, B and C .  These s t a t e s  a l l  
have a  s imi l a r  a c t i o n  s e t :  { ( l  , a )  1 0SaS'/,} u [ ( 2 , a )  I 02a~ l / , } ,  t h e  
ac t i ons  of the f i r s t  s e t  a r e  c a l l e d  type 1 ,  those  of the  second s e t  
type 2 ,  t he  parameter a  is c a l l e d  t h e  f r a c t i o n .  The fol lowing 
p i c tu r e  shows the  pos s ib l e  t r a n s i t i o n s  and rewards. 
0 state 
0 reward 
- action of type I 


















































The t r a n s i t i o n  p r o b a b i l i t i e s  and rewards fo r  s t a t e  A a r e :  
For B and C t he  same t r a n s i t i o n  p r o b a b i l i t i e s  and rewards hold i f  
we r ep l ace  A by B o r  C, A 1  by B l  o r  C 1 ,  e t c .  The t r a n s i t i o n  proba- 
b i l i t i e s  f o r  t he  o ther  s t a t e s  a r e  (we s t a t e  only t he  non-zero ones 
and s k i p  t he  a c t i o n  no t a t i on ,  s i n c e  only one a c t i o n  i s  p o s s i b l e ) :  
The immediate rewards a r e  
A po l icy  is determined by the  ac t i ons  chosen i n  s t a t e  A, B and C .  
Note t h a t  t he  Markov chain s t r u c t u r e  only depends on whether type 1 
or  type 2 a c t i o n s  a r e  chosen and t h a t  t h e r e  i s  always a  unichain 
s t r u c t u r e .  Suppose we s t a r t  t he  P I P  w i t h  a  pol icy which has t he  
same f r a c t i o n  a  i n  each s t a t e .  F i r s t  we show t h a t  the  average r e -  
ward depend only on t he  f r a c t i o n  a ,  and not on t he  type of a c t i o n  
chosen. The same is  t rue  fo r  the  s e t  of so lu t i ons  t o  g+v = 
r ( f ) + P ( f ) v .  However, the  a c t u a l  value of t he  b ias  vector  v ( f ) ,  
which is determined by adding the  equat ion n( f )v=O,  does depend on 
which types a r e  chosen. For t he  choice of maximizing a c t i o n s  t h i s  
is  not r e l evan t .  Secondly, we s h a l l  show t h a t  t h e  maximizing po- 
l i c i e s  again have t he  same f r a c t i o n  i n  s t a t e s  A, B and C and t h a t  
i n  A ,  B and C we a r e  f r e e  t o  choose type 1 or  2. F i n a l l y ,  we show 
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maximal average reward. Since i n  each s t e p  we a r e  s t r i c t l y  impro- 
ving and have t h e  op t ion  of t ak ing  a c t i o n s  of e i t h e r  type 1 o r  2 ,  
we do not neces sa r i l y  have convergence of v (" )  or  f  ( " ) .  
F i r s t ,  we c a l c u l a t e  t he  average reward and b i a s  vector  f o r  any 
pol icy .  Regardless of the po l i cy ,  we always have t he  fol lowing s e t  
of equa t ions  from g  + v  = r ( f )  + P(f  )v .  
From equat ions ( 7 )  we s ee  t h a t  the  values of v i n  s t a t e s  A 1  ,A2,.  . . 
a r e  determined by g  and the  value of v  i n  A, B and C .  
Suppose we have a  pol icy with t he  same f r a c t i o n  a  i n  each of the 
s t a t e s  A ,  B and C .  I f  we choose an a c t i o n  of type 1 i n  A we f i n d  
By equa t ions  ( 7 )  we have 
1 2  1 2  1 g  + (;+a+a )v = 3% + (6+a  ) (5 -g+vB)  + (8+a ) (6 -g+vB) .  A 
Hence 
2  2  2  5  (1Qa.a )g + (+a+a  )v = 5(Yh+a+a ) + ( 38+a) + (Y4+a+a 2  A 
Let 
2  2 ( a ) = a a  , Y(a)=(l!(4+a+a ) / B ( a ) ,  6 ( a ) = ( 3 z + a ) / ~ ( a )  
t hen ,  
Y(a)g + vA = vg + 5  + & ( a ) .  
For t he  o the r  a c t i o n s ,  s i m i l a r  equat ions a r e  obtained i n  t he  same 
way. Co l l ec t i ng  them y i e l d s ,  


















































I t  is e a s i l y  v e r i f i e d  t h a t  f o r  any p o l i c y  wi th  t h e  same f r a c t i o n  a  
i n  A ,  B and C we have 
~ ( ~ ) g  = 3 + & ( a )  and vA = vB + 2 ,  vc = vB + 1 .  (8) 
E v a l u a t i n g  g  y i e l d s ,  
We f i n d  t h e  a c t u a l  v a l u e s  of t h e  b i a s  v e c t o r  by normal i z ing  t h e  v  
v e c t o r  wi th  I I ( f ) v  = 0.  Let  f ,  t a k e  a c t i o n  ( 1  , a )  i n  e a c h  s t a t e  A, B 
and C .  Then a l l  s t a t e s  A, B and C a r e  r e c u r r e n t  and a f t e r  some c a l -  
c u l a t i o n s  we o b t a i n  
from which t h e  o t h e r  v a l u e s  of v  e a s i l y  f o l l o w .  
For p o l i c y  f 2 ,  which d i f f e r s  from p o l i c y  f ,  o n l y  i n  t h a t  i t  t a k e s  
a c t i o n  ( 2 , a )  i n s t e a d  of a c t i o n  ( 1  , a )  i n  s t a t e  C ,  s t a t e  A becomes 
t r a n s i e n t .  Af te r  some c a l c u l a t i o n s  we f i n d  
The c h o i c e  of  t y p e  does i n f l u e n c e  t h e  a c t u a l  v v e c t o r !  
Second ly ,  we remark t h a t  o n l y  t h e  f r a c t i o n ,  not  t h e  t y p e  of 
t h e  maximizing p o l i c y ,  i s  un ique ly  de te rmined .  For i n s t a n c e ,  i f  we 
de te rmine  t h e  new f r a c t i o n  b ,  g iven  g ,  v  and o l d  f r a c t i o n  a ,  then 

















































COMPACT ACTION MARKOV DECISION CHAINS 
3  2  1 2  1 







For  t y p e  2 a c t i o n s  we h a v e  t h e  m a x i m i z a t i o n  
3  2 1 2  1 
max 13% + ( 4 - b - b  ) v  + ( - + b  ) v A 3  + ( g + b ) v A 4  - v A  - g ]  
O<b<'/, A 8 
For  t h e  m a x i m i z a t i o n  i n  s t a t e s  B a n d  C we o b t a i n  similar e q u a t i o n s ,  
w h i c h  i m p l i e s  t h a t  f o r  e a c h  s t a t e  A ,  B a n d  C we h a v e  t h e  s a m e  maxi -  
m i z a t i o n  p r o b l e m ,  w h i c h  d e p e n d s  o n l y  o n  t h e  v a l u e  o f  g ,  a n d  o f  
w h i c h  t h e  o u t c o m e  is  i n d e p e n d e n t  o f  t h e  t y p e  o f  m a x i m i z i n g  a c t i o n  
c h o s e n .  I n s e r t i o n  o f  t h e  e q u a t i o n s  f o r  B ( b ) ,  Y ( b )  a n d  6 ( b )  i n  t h e  
m a x i m i z a t i o n  y i e l d s ,  
2  2 5 
max { 3 ( t + b + b  ) - g ( l t + b + b  ) + 3 8 + b }  
0 4 b S g  
2 3  
= max { ( ~ - ~ ) b  + ( 4 - g ) b  + ( 4 B - l ~ & ) } .  
O s b s g  
From ( 9 )  we s e e  t h a t  t h e  e x p r e s s i o n  i n  b r a c e s  i s  a  c o n c a v e  p a r a b o l a  
i n  b ,  h e n c e  t h e  maximum is  a t t a i n e d  a t  b ( a )  , w h i c h  is  g i v e n  by 
w h i c h  i s  i n  t h e  i n t e r v a l  LO,%] f o r  a l l  O S a l g .  
Any l i m i t  p o i n t  o f  t h e  P I P  ( i f  i t  e x i s t s )  h a s  t o  s a t i s f y  t h e  

















































3 68 DEKKER 
I f  we s t a r t  with a  r a t i o n a l  number a s  the  f r a c t i o n ,  i t  fol lows from 
equat ion (10 )  t h a t  a t  any s t a g e  i n  the  pol icy i t e r a t i o n ,  t he  
f r a c t i o n  remains r a t i o n a l .  Since the  limit is a  non-rat ional  
number, i t  w i l l  take an i n f i n i t e  number of s t e p s  t o  reach i t .  0 
We remark t h a t  modifying t he  pol icy improvement procedure f o r  t he  
unichain case by r ep l ac ing  equat ion ( 2 )  by 
fo r  some s t a t e  ~ , , E E ,  does not r e l i e v e  t he  uniqueness problems. Only 
i f  s t a t e  i ,  i s  r ecu r r en t  under a l l  successive p o l i c i e s  i n  t he  PIP 
is such an approach pos s ib l e  ( c f .  [ 3 1 ) .  However, such an assumption 
does not always hold and when i t  does,  i t  causes on ly  t he  bias  vec- 
t o r s  t o  converge. The second counter example a l s o  shows t h a t  t h i s  
is not neces sa r i l y  t he  case  f o r  t he  maximizing p o l i c i e s  (skipping 
ac t i ons  of type 2  i n  s t a t e  C causes s t a t e  A t o  be r e c u r r e n t ,  the  
maximizing p o l i c i e s  s t i l l  do not converge) .  
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