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INVESTIGATION OF SOLIDIFICATION DEFECT FORMATION 





Jonathan D. Madison 
 
 
Chair: Tresa M. Pollock 
 
Convective flow within the mushy zone of directionally solidified superalloys can result 
in the formation of freckles and misoriented grains.  These defects signal not only a 
disruption in the columnar or single crystal nature of the component but also a tendency 
toward reduction in life and performance.  Approximations of the onset of convective 
flow in the mush have primarily used the Rayleigh criteria as a predictor for the 
occurrence of freckles.  However, a detailed understanding of fluid flow at the scale of 
the dendritic structure is still lacking.  This research utilizes three-dimensional dendritic 
structures obtained from the solid-liquid interface of directionally solidified nickel-base 
superalloys as direct inputs to fluid flow models. These models have been utilized to 
assess the permeability of the dendritic array.  Implications of simulations will be 
discussed with reference to the Rayleigh criteria and freckle prediction.  
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1 CHAPTER 1 
INTRODUCTION 
 
1.1 METALLURGY OF SUPERALLOYS 
1.1.1 Chemistry and Composition 
 
Nickel-base superalloys are highly favored materials in the design and production of 
components for high temperature application.  Components that experience high 
temperature and stress within land-based power systems, space propulsion systems and 
aircraft turbine engines are of particular importance.  While these superalloys may be 
employed in various applications, there are common characteristics of chemistry and 
composition beyond their 50% – 75% nickel content.  Generally, nickel-based 
superalloys have additions of aluminum in the range of 3 – 8 wt%, chromium in the range 
of 6 – 20 wt%, and typically smaller levels of titanium between 1 – 5 wt%.  Additions of 
refractory elements such rhenium, tantalum and tungsten have been shown to increase 
strength at elevated temperatures.  However, these alloying elements must be carefully 
controlled as they also have shown a tendency to induce defects during solidification in 
nickel-based superalloys [1, 2]. Additional elements such as carbon, boron and zirconium 
may be added in small quantities but are consistently present in controlled amounts for 
the control of microstructure, grain structure and mechanical properties [3]. These 
superalloys owe their exceptionally high strength to ordered intermetallic precipitates of 
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Ni3Al, commonly referred to as γ’.  The morphology and high volume fraction of γ’ 
within the microstructure of these nickel-based alloys provide resistance to glide and 
climb of dislocations at both ambient and elevated temperatures. Figure 1 shows an 
example of this typical two-phase microstructure.   As a summary, Figure 2 [3] illustrates 
the chemical role of major alloying elements in nickel-based superalloys while Table 1 
[4-9] lists a representative set of commercial cast nickel-based superalloys and their 




Figure 1.1 - Typical Ni-based superalloy microstructure with cuboidal γ’ (Ni3Al) precipitates dispersed 
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Table 1.1 - Compositions of Selected Commercial Cast Nickel-Based Superalloys (wt %)  [8] 
 
Alloy Cr Co Mo W Ta Re Nb Al Ti Hf C B Y Zr Ni 
Conventionally Cast Superalloys 
Mar-M246 8.3 10.0 0.7 10.0 3.0 -- -- 5.5 1.0 1.50 0.14 0.02 -- 0.05 Bal. 
IN-100 10.0 15.0 3.0 -- -- -- -- 5.5 4.7 -- 0.18 0.01 -- 0.06 Bal. 
René 80 14.0 9.5 4.0 4.0 -- -- -- 3.0 5.0 -- 0.17 0.02 -- 0.03 Bal. 
Directionally Solidified Superalloys 
IN792 12.6 9.0 1.9 4.3 4.3 -- -- 3.4 4.0 1.00 0.09 0.02 -- 0.06 Bal. 
GTD 111 14.0 9.5 1.5 3.8 2.8 -- -- 3.0 4.9 -- 0.10 0.01 -- -- Bal. 
First Generation Single Crystal Superalloys 
PWA 1480 10.0 5.0 -- 4.0 12.0 -- -- 5.0 1.5 -- -- -- -- -- Bal. 
René N4 9.8 7.5 1.5 6.0 4.8 -- 0.5 4.2 3.5 0.15 0.05 -- -- -- Bal. 
CMSX-3 8.0 5.0 0.6 8.0 6.0 -- -- 5.6 1.0 0.10 -- -- -- -- Bal. 
Second Generation Single Crystal Superalloys 
PWA 1484 5.0 10.0 
..0 
2.0 6.0 9.0 3.0 -- 5.6 -- 0.10 -- -- -- -- Bal. 
René N5 7.0 7.5 1.5 5.0 6.5 3.0 -- 6.2 -- 0.15 0.05 -- 0.01 -- Bal. 
CMSX-4 6.5 9.0 0.6 6.0 6.5 3.0 -- 5.6 1.0 0.10 -- -- -- -- Bal. 
Third Generation Single Crystal Superalloys 
René N6 4.2 12.5 1.4 6.0 7.2 5.4 -- 5.8 -- 0.15 0.05 -- 0.01 -- Bal. 
CMSX-10 2.0 3.0 0.4 5.0 8.0 6.0 0.1 5.7 0.2 0.03 -- -- -- -- Bal. 
 
 
1.1.2 Segregation and Solute Redistribution 
 
Commercial processing of the alloys listed in Table 1 typically includes several melting 
and/or casting operations which occur via dendritic solidification.  Neglecting situations 
in which high rate solidification with solute trapping exists, preferential rejection of 
solute into the liquid or depletion into the solid will occur during solidification.  The 
solute redistribution is determined by the thermodynamics of the phases present and the 
kinetics of the diffusional redistribution process. This is chiefly quantified by the 
segregation or distribution coefficient, which is defined as the ratio of solute 
concentration in the solid phase to that in the liquid phase under equilibrium conditions 
[12], and is generally denoted as:   
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      ( 1.1 ) 
 
Assuming a binary system with a finite solid+liquid field, when the liquidus slope is 
negative and the distribution coefficient is smaller than 1, solute segregates to the liquid.  
When the liquidus slope is positive and the distribution coefficient is greater than 1, 
solute segregates into the solid [13]. The role of this segregation as a driving force for 
dendritic solidification and defect formation will be discussed in greater detail in Section 
2.1.1.  However, these changes in composition in the vicinity of the solid/liquid interface 
result in solidified structures possessing spatial variations in composition that differ in 
scale with local solidification time.  Therefore interdendritic regions, which are the last to 
solidify, may possess a very different chemical composition when compared to the 
neighboring dendrite core. 
1.2 DIRECTIONAL SOLIDIFICATION OF SUPERALLOYS 
The intrinsically favorable properties of nickel-based superalloys have been continuously 
improved via advances in processing.  A particular process to bring substantial 
improvement to the performance of this alloy class has been directional solidification.  
While there are a number of processing approaches that achieve directional solidification,  
the principal factors involved are fairly universal.  Molten alloy is poured into a pre-
heated ceramic mold with an open bottom.  This mold rests upon a chill plate in order to 
allow rapid grain nucleation at the base of the mold.  Resultant growth is most favored in 
the direction of the thermal gradient, which is maintained by lowering the mold out of the 
heated zone.  In cases in which a single crystal is desired, the mold geometry at the base 
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is such that only a particular orientation will grow unimpeded [14, 15].  Illustrations of 
these processes are included in Figure 1.3 [14]. 
   
 
Figure 1.3 - Schematic diagram of directional solidification for the casting of (a) columnar grains and (b) 
single crystals [6] 
 
Damage accumulation along grain boundaries during high temperature operation is 
typical in turbine blade components.  As a result, it has been found that orienting grain 
boundaries along the direction of applied stress by directional solidification improves 
high temperature creep properties.  Furthermore, complete removal of these boundaries 
has provided further benefit. The improvements of creep and fatigue properties in 
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Figure 1.4 - Creep rupture curves for a Ni-based superalloy for three sample types; 1) equiaxed, 2) 
directionally solidified and 3) single crystal [15] 
 
 
Figure 1.5 - Comparison of thermal fatigue for conventionally cast, columnar grain and single crystal 
castings [14] 
These improvements in mechanical response and overall strength in extreme 
environments have come largely due to the development of directionally solidified and 
single crystal casting techniques [3, 16]. Additionally, concurrent alloy development has 
enabled further advances in alloy properties. 
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1.3 DEFECTS ASSOCIATED WITH SOLIDIFICATION OF SUPERALLOYS 
The performance of directionally solidified or single crystal castings is particularly 
sensitive to grain defects that form during solidification, including misoriented high angle 
grains or freckle chains.  The opportunity for the formation of such defects can be 
directly related to slower cooling rates, which characteristically produce coarser dendritic 
structures, Figure 6 [2]. These coarser structures can also yield coarser interdendritic 
porosity.   
 
Figure 1.6 - Freckle chain quantity as a function of primary dendrite arm spacing [2] 
Increasing levels of refractory alloying additions in nickel-base superalloys combined 
with increased size and complexity of cast components have made grain defects a 
problem of growing significance and the subject of a number of investigations [1, 8, 17, 
18].  Studies have also shown that solidification conditions may reduce fatigue life due to 
porosity in interdendritic regions [19].  Other studies have linked coarser dendrite arm 
spacing with reduced corrosion resistance [20] and creep [21].  Thus, an understanding of 
the composition, structure and effect of defects on mechanical properties is important and 
has implications for optimization of composition, processing and microstructure. 
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Similarly, mechanisms of defect formation, including convective instabilities related to 
fluid flow are of equal importance.  To this end, the details of the dendritic microstructure 
and its relation to processing environment is important and can provide insight into defect 
formation mechanisms as well as opportunities to mitigate and prevent their occurrence 
as well as improve high temperature properties. Increased understanding of the processes 
that occur at the scale of the dendritic structure is needed for further progress in the 
formulation of defect-prediction models.  
1.4 THREE-DIMENSIONAL RECONSTRUCTIONS FOR MICROSTRUCTURAL 
STUDY 
 
In this research, three-dimensional reconstructions will be used to examine solidification 
of single crystals with particular emphasis on the development of the dendritic structure 
at the solidification front.  Characterization of these reconstructions will provide an 
improved understanding of dendritic structures at the solid-liquid interface under realistic 
directional solidification conditions.  Additionally, the reconstructions themselves will 
serve as direct inputs for fluid flow models offering new insights on dependence of 
permeability on dendritic structure in this class of alloys.  Ultimately, the effects of 
dendritic morphology and arrangement on flow within the mushy zone will be quantified 
and the implications for optimization of solidification processing conditions will be 
addressed.  Chapter 2 will provide background information including an overview of 
solidification, details related to defect formation and prediction as well as a literature 
review of three-dimensional reconstructions development and advances in fluid flow 
modeling in dendritic networks.  Chapters 3 and 4 will address the components of the 
experimental procedure and simulation protocols while results for both material systems 
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used in this work will be presented in Chapters 5 and 6 respectively. Discussion and 
recommendations for further investigation follow in the final chapter. 
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During solidification, the interface between solid and liquid is highly sensitive to 
temperature gradients in the liquid.  While ideally planar, the solid-liquid interface rarely 
remains so, as variations in growth rate and thermal gradient play large roles in not only 
the solidification morphology but also in solute distribution and local fluid flow 
conditions.  This variation in interfacial shape is particularly complex, especially in alloys 
with multiple alloying elements with varying atomic weights and densities. The role of 
solute in multicomponent alloys is addressed in the following sections.   
2.1.1 Constitutional Supercooling 
 
As metallic alloys solidify, solute is rejected into or depleted from the liquid.  Depending 
on solute diffusivity and solute concentration the equilibrium temperature ahead of the 
solidification front will vary.  While overall liquid temperature may be controlled by 
external factors, there exists a local temperature gradient governed by the alloy 
composition immediately ahead of the solidification front.  When the externally imposed 
temperature is less than the local equilibrium temperature, the conditions required for 
growth of protrusions on a planar interface are met, Figure 2.1 [22].  This solute induced 
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change in local solidification temperature is known as constitutional supercooling [22-
24].  
 
Figure 2.1 - Origin of constitutional supercooling ahead of a planar solidification front. (a) Composition 
profile across solid/liquid interface during steady-state solidification. (b) Equilibrium liquidus temperature 
shown by Te and overall liquid temperature shown by TL.  Constitutional supercooling occurs when TL < Te 
[22] 
Beyond the initial breakdown of the planar solidification front, the thermal gradient (G) 
and growth rate or solidification front velocity (V) ultimately determine the morphology 
of the solidifying structure. In the following section, the characteristic variations of 
morphology will be discussed in terms of G and V.  Regardless of the morphology, the 
region in which liquid and solid coexist is commonly referred to as the “mushy zone.”  It 
is by definition the region in which solid and liquid both exist under a range of 
 
 12 
temperatures related to concentration differences resulting from solute redistribution, 
Figure 2.2 [13].    
 
 
Figure 2.2 - Visualization of the equilibrium melting temperature over which the mushy zone develops.  
Upper images show representative dendritic structures and solid/liquid phase profile [13] 
 
2.1.2 Cellular, Dendritic and Equiaxed Structures 
 
Figure 2.3 provides useful insight into the relationship between G & V and cellular, 
dendritic and equiaxed cast morphologies. At high thermal gradient and low growth rate, 
planar front solidification occurs.  When G is decreased and V is increased, cellular 





Figure 2.3 - Variation in single-phase solidification morphologies as a function of thermal gradient (G) and 
growth rate (V) [25] 
This begins by the planar solid-liquid interface developing small ripples or perturbations.  
As the solidification process continues, these ripples can develop into semi-periodic 
“cells” which may begin with a rounded tip but later develop a faceted structure.  A 
schematic diagram of the solid-liquid interface showing this transition between rounded 




Figure 2.4 - Diagram of liquid-solid interface at increasing time illustrating the transition from planar to 
faceted cellular interface [23] 
In situations in which the thermal gradient is even lower, dendritic structures can appear, 
if the growth rate is sufficiently low.  Alternatively if the thermal gradient is high, 
dendritic growth can still occur with accompanying high growth rates.  Again, the 
regimes for dendritic growth are displayed in Figure 2.3.  It should be pointed out that 
dendrites exist over a wide range of G and V bounded by the conditions for cellular and 
equiaxed structures.  For dendritic structures, however, the preferred crystallography of 
the material manifests itself in the direction(s) of growth [25].  Cubic materials, whether 
face-centered or body-centered share a preferred growth direction; < 1 0 0 >. Dendritic 
structures are chiefly recognized by their characteristic four-fold, cross structure normal 
to the growth direction.  As growth continues, additional periodic disruptions emerge 
resulting in side branches parallel to the solid-liquid interface and perpendicular to the 
initial cell, Figure 2.5 [26].  An example of a prototypical dendritic structure is shown in 
an image of a transparent compound directionally grown by Huang and Glicksman in 
Figure 2.6, [27]. Lastly, at low values of G, and high values of V, equiaxed structures 




Figure 2.5 - Evolution of dendrite morphology from cell structure to flanged cross section (a) regular cell 
growing at low velocity; (b) regular cell growing in <100> direction; (c) flanged cell; (d) dendrite with 
periodic lateral branching  [26] 
 
 
Figure 2.6 - Superimposed images of a succinonitrile dendrite growing along the <100> with orthogonal 
side branching in the <100> directions [27] 
 
 




There have been fairly extensive characterization studies of experimentally produced 
dendritic structures [28-32].  More recently, modeling of solidification for prediction of 
the development of these structures has emerged as an important means of controlling 
and optimizing structure [33-39]. Regardless of approach, the imposed thermal gradient 
(G) and growth rate (V) remain primary factors in the description and correlation of most 
characterization models. This is due to the fact that growth rate and thermal gradient both 
play large roles in the resultant dendritic structure, and as a result, most characterization 
metrics reflect these items.  The most common measures are primary dendrite arm 
spacing (PDAS) and secondary dendrite arm spacing (SDAS) and these are frequently 
used to quantify solidification phenomena across many disciplines and applications [17, 
29, 31, 40-45]. As previously discussed, cells grow opposite the direction of heat flow 
and those that form first are chiefly referred to as “primary” dendrites. Side branches that 
grow from these are termed “secondary” dendrites.  Under some thermal conditions, 
these secondary arms may form tertiary and higher-order dendrites as well. The PDAS 
and SDAS are useful because they allow a uniform metric for correlation of solidification 
phenomena with properties such as fatigue life, creep resistance, strength and grain size.  
Additionally, it is well documented that spacing of primary, secondary and tertiary arms 
vary in a predictable manner with G and V.  Although variations in the general form of 
the models for dendrite formation exist [25, 46], the product of G and V to a given power 
can be scaled by a constant to derive the arm spacing, Equation 2.1. 
    ( 2.1 ) 
The constant, b is typically empirically determined by alloy composition, however, the 
overall basis of the relationship exists due to an ability to relate length in the thermal 
gradient term to length scale implicit in the solidification tip velocity.  This relationship is 
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summarized in Equation 2.1.  Solidification time is given by tf  in units of seconds and 
λ1  , λ2, λ3, are the arm spacings for primary, secondary and tertiary dendrites respectively 
in units of micrometers.  The appropriate value of the exponent n depends on the order of 
dendrite sought after and generally ranges from 1/3 to 1/2 for secondary spacing and is 
usually on the order of 1/4 and/or 1/2 for primary spacing.  For a collection of experiments 
on nickel-base single crystals within a Bridgman furnace at the University of Michigan, 
the PDAS and SDAS were found to vary with G and V according to the above 
relationship with the following values of b and n. 
    ( 2.2 ) 
      ( 2.3 ) 
 
Values of G are in units of oC/m and V are in units of m/s.  Primary and secondary 
dendrite arm spacings were measured [47], and shown to be in good agreement with the 
relationships denoted in Equations 2.2 and 2.3 (See Figure 2.7 and Figure 2.8).  
 
Figure 2.7 - Experimental Primary Dendrite Arm Spacing from castings in the University of Michigan's 





Figure 2.8 - Experimental Secondary Dendrite Arm Spacing from castings in the University of Michigan's 
Bridgman Furnace in LMC Mode [47] 
 
2.1.4 Solidification-Induced Defects 
 
Microstructural defects are of particular concern in the processing of single crystal and 
directionally solidified castings. Their presence can have deleterious effects on the 
mechanical properties of castings [8, 16, 48].  In this thesis, chimneys, freckles and 
freckle-chains are the defects of interest. Chimneys are isolated channels possessing 
varying chemistry and are produced by localized and comparatively accelerated upward 
flow through the solidification front.  Freckles generally result from this phenomenon and 
are visually identified as small equiaxed singular or collective chains of grains aligned 
along the solidification direction. They consist of high angle boundary grains possessing 
an orientation different than the parent grain and typically are enriched in interdendritic 
solute.  Since freckle formation is generally preceded by transport of solute via chimney 
formation, it should be mentioned that these local increases in fluid velocity may also 
fragment and transport dendritic side branches, allowing for reorientation thereby, 
causing multiple equiaxed grains to form.  Collections of freckles are typically called, 
“freckle chains” [16, 49]. Illustrations of a freckle and freckle-chain are shown in Figure 
2.9 [8, 48, 50].  Figure 2.10 illustrates precursory chimneys [51]. While such defects may 
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occur at any location in the directionally solidified casting, they most frequently occur 
along or near the mold wall, where geometry and thermal profile experience the greatest 
variation.   
     
    
 
Figure 2.9 - Solidification Defects – arrows illustrate solidification direction where applicable; (a) Single 
misoriented grain; (b) Freckle chain [8] and (c) Transverse view of a freckle chain (Pollock, unpublished) 
 
 
Figure 2.10 - Convection induced channels in a plate-shaped superalloy sample.  Some channels possess 
greater degrees of porosity and/or carry greater amounts of solidified fragments to produce additional 
freckles or freckle chains (Pollock, unpublished) 
The upward fluid flow is thermodynamically and hydrodynamically driven and results in 
segregation of specific alloying elements causing a density inversion allowing streams of 
high convection to pass upwards through the melt [16, 49, 50]. Investigations of freckles 
in nickel-based superalloys have shown that aluminum and titanium preferentially 
(c) (b) (a) 
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segregate to the interdendritic solute while tungsten and rhenium are preferentially 
depleted from the liquid [2, 49, 50]. These distributions of heavier elements nearer the 
dendrite tips above lighter elements deeper in the mushy zone create the necessary 
environment for the onset of convective instabilities and resulting freckles. It follows that 
complex solid-liquid interface shapes resulting from intricate mold geometries as well as 
convective instabilities encouraged by the addition of refractory elements not only 
enhance the opportunity for defect formation but also provide additional parameters to 
vary for the control of such defects [1, 11, 17]. 
2.1.5 Dimensionless Numbers in Fluid Flow 
 
As mentioned briefly above, convection and local fluid flow play a fundamental role in 
the formation of freckles.  Similarly, fluid flow on a larger scale is an important aspect of 
the solidification process.  As discussed earlier, diffusion of solute into liquid during 
solidification lowers the equilibrium temperature and provides a driving force for the 
formation of cells or dendrites.  Solute segregation also produces density variations in the 
liquid that incite flow.  As a result, dissimilar buoyancies are unavoidable as motion 
within the liquid due to inertia is present as supercooling develops. Therefore, 
characterization of fluid flow is important for developing full control of solidification, 
including predictive modeling tools.  Fluid flow is typically characterized in terms of 
dimensionless numbers; the relevant quantities for this class of solidification problems 
include the Grashof number (NGR) the Prandtl number (NPR) and the Rayleigh number 
(NRA).  The first two numbers are functions of independent measured properties while the 
third is a product of the previous two.  The three important dimensionless quantities are 
defined as follows; [52].    
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   ( 2.4 ) 
    ( 2.5 ) 
 
   ( 2.6 ) 
 
The properties contained in the Grashof number include: gr which is the acceleration due 
to gravity; L, characteristic length of the system; βt, the coefficient of thermal expansion 
and v is the kinematic viscosity.  For the Prandtl number, c’ is specific heat while µ is 
viscosity and KL is the liquid thermal conductivity [52].  While all three quantities: 
Grashof, Prandtl and Rayleigh numbers are dimensionless values, the Grashof number is 
a ratio of buoyancy to viscous forces while the Prandtl number is a ratio of the viscous 
diffusivity and thermal diffusivity.  When these terms are multiplied the product of the 
two; the Rayleigh number, is a measure of the ratio between thermal buoyancy force and 
viscous force in the liquid [53, 54].  With these and other quantitative descriptors of the 
melt, these dimensionless numbers are useful for understanding regimes of fluid flow, 
convective instabilities, solidification, compositional segregation and a host of additional 
solidification phenomena [55-65].  From among these, the Rayleigh number has emerged 
as a useful predictor of convective instabilities that lead to freckle formation.  This 
predictor has been employed in a number of studies in a number of forms [56, 60-62, 65, 
66]. Many of these studies use an explicit definition for the Rayleigh number tailored 
specifically to the multicomponent solidification process in a form introduced initially by 
Worster [67]:  
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    ( 2.7 )  
The Rayleigh number is an average taken over the entire height, or some fraction of, the 
mushy zone, denoted by h. The term (Δρ/ρo) represents the density gradient in the liquid, 
(g) acceleration due to gravity, (α) thermal diffusivity, and (v) kinematic viscosity. The 
term (K) is the average permeability and is the only factor contained in the equation that 
is not typically derived directly from the chemistry of the system.  The permeability is 
usually defined empirically with consideration of flow through porous media.  
Additionally, the suitability of alternative length scales other than mushy zone height for 
the characteristic height (h) in the Rayleigh number has been investigated [62, 68]. In the 
first instance of such an evaluation in both Pb-Sn and Ni-base alloys, it was concluded 
the ratio of the thermal diffusivity to withdrawal rate as the characteristic length scale for 
the Rayleigh criterion showed the greatest applicability to the widest set of data, with 
exception to the experimental results of Pollock and Murphy [2].  For these cases, the use 
of the mushy zone height as the characteristic height (h) performed best in identifying 
conditions in which defects occurred experimentally [62]. While an alloy independent 
Rayleigh value may be attainable in the future, for the following analysis, use of the 
mushy zone height will be appropriated for calculation of the local Rayleigh number 
(Rah) given the success it has achieved in single crystal Ni-base superalloys. Furthermore, 
suggestions based on the findings of this thesis will be directed to form of the Rayleigh 
criterion as shown in Equation 2.7, as nickel-base superalloys are the material system of 









Permeability is defined as a measure of ease by which fluid is able to flow through a 
porous medium [69], and is a useful metric for not only calculation of the Rayleigh 
number but for quantifying flow through complex paths in general. As such, permeability 
in cast metallic structures has been examined in a number of research efforts to clarify 
and better describe the contribution of the characteristic features of dendritic structure to 
this property [70-80].  While there are various mathematical descriptions of the 
relationship between permeability and dendrite arm spacing, nearly all have a 
proportional scaling of permeability with the cube of the volume fraction liquid present 
[70, 75, 77, 80].  In any porous medium, permeability can vary strongly with volume 
fraction. As such, a number of empirical equations relating volume fraction to 
permeability have been developed.  Most common are the Kozeny-Carmen (KC) and 
Blake-Kozeny (KBK) descriptions [78, 81-83] where; 
     ( 2.8 ) 
     ( 2.9 ) 
with fs and fL corresponding to volume fraction solid and liquid respectively.  SV is the 
solid-liquid interfacial area per unit volume, d1 is the primary dendrite arm spacing and 
C2 is a constant.  Applying these relations to a directionally solidified dendritic structure 
poses difficulties due to the inherent anisotropy of the dendritic structure and associated 
permeability tensor.  Poirier has modified the Blake-Kozeny relation to describe 
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permeability in flow parallel and transverse to directional structures, Eqs. 2.10 and 2.11, 
respectively [78].  
  ( 2.10 ) 
   ( 2.11 ) 
However, the Blake-Kozeny relation and modifications do not intrinsically consider the 
influence of high surface areas characteristic of dendritic structures on flow behavior. To 
address this, Heinrich and Poirier later suggest a three regime description for both vertical 
and cross flow permeabilities in directional structures by performing regression analysis 
on empirical data and numerical simulation for regions in which no prior experimental 
data existed [84], Eqs. 2.12 and 2.13.  
   ( 2.12 ) 
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   ( 2.13 ) 
 
In the formulations above, Eqs. 2.10 – 2.13, d1,2 , refer to the primary and secondary 
dendrite arm spacing, respectively. Irrespective of the model adopted, the predicted 
variation in permeability with volume fraction is three to four orders of magnitude 
producing a relative change in the Rayleigh value of the same order, assuming all other 
factors remain relatively constant in order of magnitude.  This variation has a substantial 
influence on the Rayleigh number and thus more detailed investigation of three-
dimensional dendritic structures are needed. In this study, we combine serial sectioning 
with numerical fluid flow analyses to examine the permeability in a three-dimensional 
directionally solidified structure as a function of solid fraction and dendrite morphology.  
2.2 DEVELOPMENT OF THREE-DIMENSIONAL RECONSTRUCTION 
TECHNIQUES 
 
Since its inception, the field of materials science has seen marked improvement in not 
only the scope of materials studied but also the experimental methods employed.  From 
basic metallography to the development of x-rays, to advances in microscopy; these 
methods have contributed to a more quantitative understanding of material properties and 
performance. As such, the development of three-dimensional reconstruction techniques 
promises to increase the depth, scope and level of detail to which materials can be 
investigated and characterized.   
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Three-dimensional reconstructions have been assembled with a number of different 
sectioning techniques and are finding increasing application in materials analysis and 
development.  For the purposes of this thesis, reference to advances in three-dimensional 
reconstruction will be limited to those made by serial sectioning to provide the 
opportunity for direct comparison of experimental techniques and results across a range 
of experimental materials.  While early microstructural studies published utilizing serial 
sectioning are very few in number [85-87], metallographic image processing and 
computational advances have made serial sectioning a more accessible and productive 
analysis tool within the last decade.  Collection of high-resolution images at controllable 
intervals, data storage and the computing power to reconstruct, visualize and analyze 
such structures are all basic items necessary for three-dimensional reconstruction. To this 
end, the primary challenges associated with serial sectioning are essentially threefold.  
First, uniform material removal between sections is difficult to achieve when manual 
material removal techniques are used.  Secondly, accurate measurement of material 
removal during the sectioning process is at best arduous given the micron length scale for 
which microstructure can be reliably reconstructed. Thirdly, the digital storage and 
computational tools necessary to align, optimize and reconstruct the many images in a 
statistically representative volume of microstructure have only recently become practical 
for a subset of materials problems.  Even in these cases, computing power and digital 
storage can still impose limitations.  Not until the early nineties were serial sections 
actually reassembled to show the interconnectivity and full directionality of constituents 
within a microstructural volume.  Select early and more recent examples of three-
dimensional reconstructions will be reviewed here to illustrate the development of this 
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3D analysis technique and highlight its contribution to the investigation of metallurgical 
problems. 
2.2.1 Mangan and Shiflet 
 
In steels containing high concentrations of manganese, Mangan and Shiflet in 1994 
utilized serial sectioning and reconstruction to examine the structure and orientation 
relationships among pearlite colonies [88].  A few years later Mangan and Shiflet further 
utilized their 3D techniques to examine the spatial relationships between Widmanstätten 
plates of cementite in austenite matrix [89].  Their method consisted of polishing with 
colloidal silica on Texmet polishing cloths to repeatably remove 0.2 µm thick layers of 
material before imaging a predetermined area of interest by scanning electron microscope 
(SEM).  Material removal rates were verified by micro hardness indents where 
measurement of the indentation diagonals before and after polishing provided depth of 
removal information via changes in diagonal length of the indent. The indents allowed 
alignment of features within a single section by considering the features in the sections 
immediately above and below.  While the authors mention the possibility of alignment 
based upon fiducial markers made by focused ion beam (FIB), and do so in later work 
[90], early reconstructions were chiefly gained using the “best fit” manual method. 
Additional interpolations performed to refine the volume visualized were a variation of 
the “watershed-based” algorithm, previously developed and published, by S. Raya and J. 
Udupa, as well as Herman and coworkers [91, 92].  From their work, Mangan and Shiflet 
showed that in a pearlite colony within Fe-0.8C-12Mn, ferrite and cementite lamellae 
both exist in constant contact with austenitic grains under a particular orientation 
relationship. Conventional 2-D observations of similar pearlite morphologies would have 
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suggested intragranular nucleation or isolated portions of cementite were being observed. 
It was shown these separate intersecting plates simply possessed varying orientations and 
were portions of the same colony as opposed to a divided branch of cementite split during 
the preliminary growth process, as conventional wisdom suggested.  Mangan and 
Shiflet’s work was unique in that it was one of the first instances in which a fully 
rendered three-dimensional reconstruction of metallic microstructure was recorded in the 
materials literature and provided direct measurement of the spatial arrangement of 
features to reveal error in the conventionally accepted theory [89]. 
2.2.2 Kral and Spanos 
 
Immediately following the work of Mangan and Shiflet, Kral and Spanos [93] reported 
larger volume reconstructions, further elucidating the cementite morphology and its 
presence as intragranular precipitates along grain boundaries as well as elongated laths 
within grains.  In their method, the authors similarly used traditional metallographic 
techniques and polishing by serial sectioning with Buehler Texmet cloth and a 0.06 µm 
silica slurry.  Uniform material removal amounts were achieved by standardizing 
polishing load and time while micro-hardness indents were used to verify material 
removal and serve as fiducial marks for alignment.  Kral and Spanos also developed 
etching techniques to overcome inherent limitations in discerning “out of plane” 
precipitate features due to serial sectioning.  The authors also mention that deep etching 
allowed for preferential removal of the austenitic matrix that made further 
crystallographic and interfacial studies of not only grains but also precipitate morphology 
and interconnectivity via SEM possible in later studies [93, 94].  This is of note due to the 
fact that their later reconstruction studies focus heavily upon, not only grain boundary 
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and precipitates but also crystallography, shape and orientation of these microconstituents 
[95-99].  While optical microscopy with a digital acquisition system was used to obtain 
images for reconstruction, the authors combined SEM and TEM techniques to determine 
the internal structure and misorientations of precipitates as well as verification of optical 
methods.  Beyond this, the work of Kral and Spanos further developed computer-aided 
three-dimensional reconstruction as a tool for not merely visualizing the reconstruction 
but also as a tool for isolating, managing and cropping select portions of the 
microstructure for direct investigation.  As such, the actual size, shape and distributions 
of precipitate morphologies were directly measured.  It was found that two fundamental 
types of cementite precipitates form; grain boundary and Widmanstätten.  The work of 
Kral and Spanos further illustrated the following two points: 1) images from random 
planes within a microstructure can conceal the true three-dimensional nature, 
connectivity, and morphology of the microstructure and 2) smaller scale secondary and 
tertiary features such as sub-groups belonging to Widmanstätten laths as well as dendrite 
arms can be completely overlooked when random planes from a microstructure are the 
only representation of the microstructure available [93, 94].   
2.2.3 Voorhees and Co-Workers 
 
In work published by Alkemper and Voorhees in 2001, the authors present a fully 
developed, fully automated approach to serial sectioning which directly addressed a 
variety of constraints in sectioning time and handling-induced errors.  Building upon a 
sample preparation method first published by Wolfsdorf and Voorhees [100], optical 
imaging capability was added to eliminate the removal and replacing of a sample during 
sectioning.  The technique utilizes a micro-miller, micron-sensitive motorized stage, and 
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attached microscope with digital camera.  Alignment and depth measurement during 
sectioning are obtained by use of a linear variable differential transformer (LVDT).  
Instead of traditional metallographic polishing for the preparation of surfaces, milling 
with a diamond blade is used to prepare surfaces free of scratch, stain or any other 
metallographically induced defect. Previous metallographic methods for serial sectioning 
typically operated under rates on the order of 10 cross-sections per day, while the 
technique published by Voorhees and co-workers allowed for the collection of 
approximately 20 sections per hour with selectable slice thicknesses in the range of 1-20 
µm separating imaged planes [101]. Although the technique is unsuitable for materials of 
high strength such as superalloys and steels, Voorhees and co-workers have focused 
extensively on comparatively softer materials such as Al-Cu and Pb-Sn systems [102-
104].  This work represents the first instance of a self-contained, fully automated 
metallographic preparation and imaging instrument expressly for the purpose of three-
dimensional reconstruction. 
2.2.4 Spowart and Mullens 
 
In an effort to further reduce the time and human repetition required while improving the 
efficiency and overall quantity of data gathered during the acquisition of three-
dimensional datasets, Spowart and Mullens developed another fully automated approach 
to the serial sectioning [105].  By placing a 6-axis robotic arm amidst an automatic 
polisher, controlled pools of etchant and an inverted microscope with motorized stage, an 
automated operation with the ability to serial section; steels, Ni-base superalloys, Ti 
alloys and metallic composites was produced. This approach is trademarked as 
RoboMET.3D™ [106, 107].  The technique utilizes standard metallographic polishing 
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with consumables such as diamond lapping film and polishing cloths with 0.05 µm blue 
colloidal silica suspension from Allied High Tech Products, Inc.  Achievable material 
removal rates with RoboMET.3D™ range from 0.1 µm to 10 µm and depending upon the 
sample size and slice thickness desired, section rates of up to 20 slices/hour have been 
achieved.  The Carl ZeissTM Axiovert 200 MAT inverted microscope employed in the 
RoboMET.3D system utilizes an auto-focus and motorized stage with submicron 
resolution for repeated imaging of the region of interest.  Polishing depth and material 
removal with the automated polisher is controlled through regulation of polishing load, 
time, sample height and revolutions per minute calculated automatically within the 
computerized system control and verified at user-specified intervals [105, 107].  Further 
discussion of the details of the RoboMET.3D system will be presented later as it has been 
utilized as a portion of the experimental procedure in this work. The Spowart and 
Mullens contribution to three-dimensional reconstructions is significant, as they have 
developed a nearly fully automated approach to serial sectioning suitable for high 
strength, high toughness materials for high temperature applications.  
2.3 MILESTONES IN FLOW MODELING THROUGH DENDRITIC 
NETWORKS 
 
Fluid flow near the solid-liquid interface in directionally solidified superalloys has 
previously been understood in many ways, primarily, by indirect investigation of the 
solidification process.  As computational tools have advanced, the level of detail 
resolvable in fluid flow analysis of directionally solidified processes has increased as 
well.  While a number of efforts have aided the understanding of flow by combining 
experimental and computational methods, most approaches have experienced specific 
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limitations.  Whether these limitations are inclusions of only two-dimensional geometries 
as experimental domains [71, 108] or the modeling of simple three to four component 
systems [109], the ability to encompass the full physical complexity of the fluid flow 
environment has remained somewhat elusive.  As a review of previous efforts linking 
experimental processes with computational tools, select approaches will be discussed to 
highlight current progress to date. 
2.3.1 Ganesan and Co-Workers 
 
There have been several attempts to explicitly consider the influence of dendritic 
structures on fluid flow within the mushy zone. Among these, a computational approach 
to permeability calculation with flow parallel to the primary growth direction was 
performed by Ganesan et al. [72] due to the lack of coherency in dendritic networks at 
high fraction liquid.  This work was also motivated by unrealistic values predicted by the 
Darcy equation at or near locations of high fraction liquid i.e. fL > 0.7.  Individual 
micrographs transverse to primary growth in Pb-Sn were taken at various heights and 
dendrites were identified.  These structures were discretized and flow through the 
structures was simulated using a boundary element method. Permeabilities were 
calculated based upon a derivation of Darcy’s Law. This approach worked well for high 
liquid fraction fL regions but overestimated permeabilities experimentally observed below 
fL < 0.61. While one of the first evaluations of permeability to explicitly consider 
dendritic structure, this study assumed the structures apparent in a transverse view remain 
entirely uniform along the flow direction.  Departures from this assumption introduce a 
great deal of uncertainty in the theoretical formulation and approach. However, Ganesan 
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and co-workers were among the first to suggest a transition in permeability volume 
fraction dependence at or near fL = 0.65 [72]. 
2.3.2 Bhat and Co-Workers 
 
In an effort to calculate permeability at high liquid fraction in directionally solidified 
alloys normal to primary growth, Bhat and co-workers performed 2-D numerical 
simulations on both artificial and experimentally derived dendritic cross-sections. Pb-Sn 
alloys were directionally cast and quenched in water abruptly interrupting the 
solidification process.  Transverse and longitudinal micrographs were taken in order to 
differentiate dendritic structure from remaining interdendritic and bulk liquid.  Samples 
with liquid volume fractions ranging from 0.5 < fL < 0.9 were investigated and 
micrographs were segmented and meshed for structures by overlaying a grid and 
deforming it to segmented boundaries. This work offered some of the first calculations of 
permeability above 0.6fL in experimentally obtained structures and showed reasonable 
convergence with previous lower liquid fraction experimental data.  Additionally, an 
empirical relationship between non-dimensional permeability and volume fraction that 
suggested changes in flow orientation laterally across dendritic arrays have little impact 
on permeability normal to primary growth [71]. 
2.3.3 Nielsen, Bernard, Fuloria and Co-Workers 
 
Nielsen, Bernard and co-workers made significant contributions by coupling 
experimental measurements directly with three-dimensional flow simulations in equiaxed 
structures [83]. To accomplish this, experimental equipment was refined [70, 76-78, 80] 
for direct measurement of permeability in quenched Al-Cu alloys. Later, numerically 
calculated permeability in the same quenched Al-Cu samples using Darcy’s Law 
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calculations in three-dimensional renderings of dendritic/interdendritic regions obtained 
by x-ray microtomography [110]. This technique yielded an upper limit in volume 
reconstruction on the order of 1mm x 1 mm x 0.6 mm and an average resolution for all 
features near 1 µm [110], with likely smaller volume limits for higher density materials.  
Continuing this work [111] the full permeability tensor was investigated in multiple 
three-dimensional tomograms of quenched, directionally solidified, Al-Cu.  Using x-ray 
microtomography, various volumes were attained and flow modeling in each of the 
primary orthogonal directions was performed.  From these simulations, permeabilities 
normal and parallel to the primary growth direction were calculated using the Bernard 
model [110]. Results were compared to solutions obtained with the Stokes equation, the 
Kozeny-Carmen relation, previous measurement [83], as well as a host of other 
experimental data [112-115].  While agreement was found with experimental data in the 
literature, deviations from prior direct measurement were attributed to tomogram 
volumes too small for the characteristic lengths of the microstructure. It was suggested 
that volumes encapsulating two times the secondary dendrite arm spacing as optimum 
domains. Major findings confirm the anisotropy of parallel and cross flow permeabilities 
through columnar dendritic networks and demonstrate a general trend toward lower 
permeabilities for cross flow when compared to vertical flow at a given volume fraction.  
Currently, opportunity exists for further investigation of fluid flow at the solidification 
front in nickel-base superalloys. While difficult to obtain, detailed information of the 
three-dimensional morphology of dendritic structures in such alloys would provide 
immense opportunity to better understand solidification and the formation of 
solidification defects in this vastly used alloy class. 
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3 CHAPTER 3 
EXPERIMENTAL METHODS 
 
In this chapter, a brief description of experimental approach will be presented providing 
the overall framework for this study.  Details of the solidification process used to produce 
single crystal castings with exposed dendritic structures as well as the sectioning and 
reconstruction technique are discussed. Characterization of reconstructed structures will 
also be addressed in terms of the methods of measurement and analysis. 
3.1 SOLIDIFICATION OF SINGLE CRYSTAL SUPERALLOYS 
An ALD Vacuum Technologies, Inc. furnace equipped with Liquid Metal Cooling 
(LMC) and conventional Bridgman casting at the University of Michigan was used for all 
casting experiments. The furnace was used to cast single crystals of both the commercial 
nickel base superalloy René N4, and the model Ni-Al-W ternary alloy. René N4 
possesses the elemental composition; Ni-4.2Al-0.05C-7.5Co-9.8Cr-0.15Hf-1.5Mo-
0.5Nb-4.8Ta-3.5Ti-6.0W (wt%) with liquidus and solidus temperatures of 13450C and 
13000C, respectively [47]. The model ternary contains a nominal composition of Ni-
6.5Al-9.5W (wt%) with liquidus and solidus temperatures of 14560C and 14330C 
respectively, as determined by differential thermal analysis.  The ternary composition 
was selected based on its predicted propensity to freckle. Images of freckles produced in 
casting this alloy are shown in Figure 3.1.   
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Figure 3.1 - Freckles in Ni-Al-W casting 
The conventional Bridgman process was used with solidification abruptly terminated by 
decanting during withdrawal to isolate mid-process dendritic structures. A micrograph 
illustrating a portion of an exposed dendritic network obtained by decanting is shown, 
Figure 3.2. Diagrams of conventional Bridgman and LMC processes are shown in Figure 
3.3a and b. Due to complexities associated with decanting during withdrawal, all castings 
in this study were performed exclusively in Bridgman mode.  
 
 
Figure 3.2 - Exposed Dendritic Network Obtained via Decanting During Directional Solidification 
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(a)     (b) 
Figure 3.3 - Illustration of small-scale conventional (a) Bridgman Furnace components and (b) Liquid 
Metal Cooling set-up at the University of Michigan 
Within the furnace, two zones of resistance heating elements are present to maintain and 
control the heated zone while a graphite baffle is affixed to the base of the heater to 
partially isolate the heated zone and encourage localization of the solid-liquid interface 
within the high gradient region.  The mold itself rests on a water-cooled copper chill plate 
connected directly to a uni-directional withdrawal arm that removes the mold from the 
heated zone at a predetermined withdrawal rate over a maximum travel distance of 0.3m, 
which imposes a vertical limit on viable mold size.  The Bridgman mode relies entirely 
upon cooling by radiation, therefore successful withdrawal rates are generally slower than 
alternative processes such as LMC, where investment molds are lowered into a bath of 
molten tin and heat is removed by conduction and convection [47]. A photograph of the 
furnace interior is shown in Figure 3.4. For the purposes of this work, withdrawal rates of 
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2.5 mm/min and 3.3 mm/min were utilized, as they are consistent with previous work 
within the University of Michigan facilities and are within the bounds of typical 
commercial processes.   
 
Figure 3.4 - Photo of Bridgman Furnace Interior @ University of Michigan 
 
Prior to melting, a vacuum of 10-4 mbar was obtained and a mold preheat cycle with a 
dwell at 1500 0C and 1550 0C were used for the René N4 and the ternary alloy, 
respectively.  Ingots weighing approximately 3 – 4.5 kg were melted by induction heating 
above the mold heater.  Once the entire volume is molten, the alloy flows from the base 
of the crucible into the mold within the heated zone.  Once accomplished the lower 
resistance element was raised to the desired temperature and withdrawal at the 
aforementioned withdrawal rates began.  This technique for small scale Bridgman casting 
has been documented thoroughly and evaluated in comparison to small scale LMC 
casting in great detail by Elliott et. al [17, 47, 116, 117].  However, within the current 
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investigation there are two distinct differences with conventional small-scale Bridgman 
casting.  In the current experiments, intentional “decanting” was performed by removing 
a portion of the ceramic mold during withdrawal allowing the molten liquid to drain 
rapidly while preserving the solidified dendrites with minimal disturbance.  Secondly, the 
ceramic molds used for the ternary alloy were designed specifically for decanting and to 
encourage a non-planar solidification front while facilitating gate removal in the mold 
wall during withdrawal.  
3.2 DECANTED CASTING 
In order to produce isolated dendritic structures accessible for investigation, a controlled 
fracture of the mold was used.  While this event can occur accidentally, as was the case 
of the René N4 investigated herein, the event is rarely predictable, somewhat 
complicated, and not easily reproducible.  To accomplish the decanting in a controlled 
fashion, 3” diameter, 5” tall ceramic specialty molds were fabricated at PCC Airfoils with 
a 3/8” vertical slot in which a cylindrical rod was affixed, Figure 3.5.   
 




These molds were then oriented in the furnace such that the cylindrical rod was held 
stationary during mold withdrawal to initiate an opening in the mold wall after sufficient 
movement of the mold allowing for evacuation of molten metal.  In most cases, a 
diamond tip rod inserted via vacuum tight portal was used to further encourage mold 
opening and ensure an intentional “run-out” occurred. This method has allowed for the 
controlled obtaining of experimentally exposed mid-withdrawal dendrites available for 
further investigation in the Ni-Al-W ternary alloy.   
3.3 THREE-DIMENSIONAL RECONSTRUCTION OF DENDRITIC 
STRUCTURES 
 
In order to investigate the true morphology of the mushy zone, three-dimensional 
reconstructions of dendrites in the decanted castings were performed. This has provided 
greater insight into dendritic structures in single crystals but also permitted studies on: 1) 
the effect of solidification front curvature on dendrite morphology, 2) fluid flow through 
physically realistic structures and 3) permeability of the dendritic structure.   
The experimental reconstruction technique required has consisted of the following three 
steps; serial sectioning, segmentation and reconstruction.  The protocols for each are 
described in detail in the following sections. 
3.3.1 Serial-sectioning via RoboMET.3D 
 
Using the prototype RoboMET.3D metallography preparation and imaging instrument at 
Wright-Patterson Air Force Base, serial sectioning data sets were obtained.  A 




Figure 3.6 - Prototype RoboMET.3D system at Wright-Patterson Air Force Base, Dayton OH 
The automated approach to serial sectioning provided by RoboMET.3D is a useful 
addition to the collection of emerging techniques for three-dimensional reconstruction. It 
should be mentioned however, that although RoboMET.3D is automated, it does not 
function fully autonomously.  A user is required to monitor fluid levels, input parameters 
for polishing and imaging as well as physically measure material removal.  In addition, 
while fiducial markings by hardness indents have been a widespread practice for 
alignment and depth measurement, the RoboMET.3D produces a good consistency of 
material removed between slices. Thus this study did not utilize fiducial markings for 
alignment or as a measure of material removal. Results presented later show removal 
rates on the order of 2 – 3 µm with standard deviations less than 0.7 µm.  The uniformity 
of the sectioning depth with RoboMET.3D is derived from the repeatability of the 
polishing which is programmatically maintained with regard to time, pressure, polishing 
pad contact, cleaning and imaging. Data for the serial sectioning experiments of both 
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René N4 and the Ni-Al-W ternary are presented in detail in Chapters 5 and 6, 
respectively. 
The volumes for reconstruction were selected to contain at least 7 – 10 primary dendrite 
arms to allow for representative sampling.  Given the solidification rates used and 
expected thermal gradients, initial estimates suggested areas of approximately 2 mm x 2 
mm in cross-section to be sufficient to resolve multiple dendritic structures and their local 
arrangement with respect to one another.  Additionally, preliminary work demonstrated 
that ALLIED diamond lapping film containing 1µm or 3 µm particulates permitted slice 
thicknesses on the order of 2 – 3 micrometers and provided excellent resolution of the 
microstructural features present throughout the height of the mushy zone as well as the 
primary, secondary and emerging tertiary dendritic structures. Optimization of the 
polishing methods resulted in sectioning rates of 2.2 µm/slice for the commercial alloy 
René N4 and 3.25 µm/slice for the model ternary. 
Using a user-input interface known as AxioCamMRc5™, settings for the polisher, 
including polishing time, specimen height, slice quantity, starting pad track location and 
polishing revolutions per minute were selected.  Following this, another user-input 
program named AxioVision™ was utilized to input optical microscope settings such as 
light path, reflection type, magnification and focus.  After optimum settings were 
determined, serial sectioning was performed for a set of approximately 5 to 12 slices.  
After each polishing set, the entire sample thickness was measured for assessment of 
material removal such that the nominal slice rate could be monitored throughout the 





3.3.2 Image Segmentation via Photoshop and IDL 
 
Following serial sectioning, post-processing of each image in preparation for “stacking” 
is one of the most critical steps in the reconstruction.  This step has been chiefly referred 
to as “segmentation”.  Various methods for segmentation have been treated extensively in 
the medical imaging field for decades and have received attention in the materials 
community only recently [118-121].  In this thesis, segmentation was achieved by a 
seven step image refinement protocol using Adobe Photoshop™ as well as ITT’s 
Interactive Data Language (IDL)™.  Unless Photoshop is specifically mentioned as the 
tool for the segmentation step, it may be assumed that IDL is the tool used.  Raw images 
are initially shifted for basic alignment of all images throughout the dataset.  Next, a 
coarse cropping followed by a fine cropping of each image is performed to remove 
extraneous areas from each image.  Next, using Adobe Photoshop, the images are 
manually “cleaned” where spurrious markings such as scratches or water spots are 
eliminated from each image as they may impose errors later in representation unless 
resolved.  Following this step, all images are then converted to binary in Photoshop to 
reduce the file size of each image and make the entire dataset reconstruction-ready.  This 
is also a critical step with regard to determining which voxels will later be assigned to the 
solid or liquid phase in the reconstruction.  For this reason, clean, consistent and 
definitive edges accurately demarcating the individual phases are the goal of this process.  
Following this, a uniform size for all images is set to ensure proper stacking.  Lastly, one 
final size reduction is imposed to further reduce the overall amount of memory required 





3.3.3 Reconstruction via IDL 
 
After a data set has been obtained and all images have been properly segmented, 
reconstruction can be performed.  This is accomplished with two additional IDL™ 
scripts; “STACK.pro” and “REGIONVIEWER2.pro”.  These IDL procedural scripts 
were written by D. Rowenhorst of the Naval Research Laboratory [122-124] and have 
been used with permission.  The “STACK” procedure takes an image from the dataset, 
obtains a measure of in-plane dimensions and stacks each image sequentially to combine 
the entire dataset into a 3-D array. Subsequently, “REGIONVIEWER2” can be called to 
operate on this new array. Being an object-oriented graphical program, the newly created 
stack is inserted into a pre-developed viewing area in which the volume can be rotated in 
any direction, along any plane and at an assortment of magnification ranges up to 100X.  
Magnification and scale factors can be inserted by the user, at key points, to ensure the 
scaling and aspect ratio for all dimensions are correct. In this regard a companion 
algorithm was written by the author which calls REGIONVIEWER2 as an argument 
while supplying items such as dataset to be called, scaling factor, array size as well as 
resolution and supplies such items directly to REGIONVIEWER2 thereby streamlining 
the visualization process for a variety of datasets and a variety of users. From this point, 
additional scripts were written to traverse, characterize and examine the reconstructed 
volume. As such, a number of measures from the physical system and directly from the 
reconstruction itself are used in this study, as will be discussed in subsequent sections.   
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3.4 MICROSTRUCTURAL CHARACTERIZATION 
3.4.1 Metallographic Preparation 
 
To fully characterize the microstructure in the vicinity of the solid liquid interface, 
samples roughly 1cm3 in size were cut from within the mushy zone using a large scale 
wet abrasive saw followed by an Isomet™ low-speed saw with a diamond blade. These 
samples were then mounted in a Buehler™ thermosetting phenolic mounting compound 
using a Leco PR-10 Mounting Press.  The samples were mounted such that the plane of 
observation was oriented normal to the primary growth direction and then prepared 
according to standard metallographic preparation techniques down to a 0.25 µm diamond 
finish.  All metallographic polishing was performed using a combination of the 
Buehler™ ECOMET 6 manual polisher and a STRUERS™ Abramin Automated 
Polisher. Samples were then etched by swabbing with a solution of 33% CH3COOH : 
33% HNO3 : 33% H20 : 1% HF and neutralized in water to discontinue the chemical 
reaction. 
3.4.2 2-D Measurement of Dendrite Arm Spacing 
 
Micrographs of sample surfaces were then obtained using a Nikon™ Optiphot 
microscope equipped with digital image capture.  These micrographs were then analyzed 
for Primary Dendrite Arm Spacings (PDAS) according to the following relation, where 
n/A refers to the number of cores counted per cross-sectional area. 
    (3.1) 
After measurements were obtained, the samples were removed from their mounts then 
cut again through dendritic cores along the growth direction of secondary dendrite arms.  
The samples were then remounted, prepared, etched and re-imaged as detailed above, 
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leaving the newly sectioned surface visible to reveal the arrangement of secondary arms 
growing from their primary cores as detailed by Figures 3.7a and b.  Micrographs were 
then analyzed for Secondary Dendrite Arm Spacings (SDAS) according to Eq. 3.2 where 
L is the length of a line drawn next to the primary core and n represents the number of 
secondary arms counted along the line drawn. The PDAS and SDAS measured in the 
physical system provide a basis for comparison to the three-dimensional reconstructions 
and a means for verification of the consistency of the dendrite spacing within cast 
structures with the expectations for the associated withdrawal rate and solidification front 
velocity. 
     (3.2) 
 
     
(a)     (b)    
Figure 3.7 - Typical micrographs for dendrite arm spacing measurement. (a) micrograph normal to the 
primary growth direction for assessment of PDAS with line indicating secondary sectioning plane (b) 
micrograph normal to secondary growth revealed by sectioning through primary dendritic cores 
 
3.4.3 Volume Fraction of Liquid and Solid 
 
In addition to measuring the dendrite arm spacings, protocols for measuring the volume 
fraction of liquid and solid directly from the reconstruction were developed within the 
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framework of IDL.  Quantitative image analyses have shown in a single binary image, 
volume fraction of a given phase is equivalent to the area fraction in which all pixels 
corresponding to that phase are divided by the total number of pixels in the image [125].  
Given any arrangement of binary pixels, the relation takes the following form; 
    (3.3) 
 
where Aa is the area fraction, Np corresponds to the quantity of pixels belonging to the 
phase of interest and No corresponds to the total number of pixels in the image. Volume 
fraction, Vv , is attained by extrapolation of this relationship over a series of sections. In 
this manner, the volume fraction can be readily returned as a function of the area 
fractions in any of the primary orthogonal directions in which physical length 
corresponds directly to voxel dimension. Similarly, determinations of a physical area 
and/or physical volume are also possible provided the above fractions are combined with 
the in-plane pixel to physical dimension ratio and the physical distance(s) between 
planes. 
3.4.4 Interdendritic Void Distributions 
 
With a defined voxel to volumetric ratio, the entire reconstruction as well as sub-regions 
within the volume can also be effectively measured for volume by summing all voxels 
composing each region.  Within IDL, a subroutine named LABEL_REGION provides a 
method to index each independent body. In this protocol, each independent body is 
defined when no adjacent voxel, using three-dimensional neighbor searching, possesses 
an equivalent value.  Since the reconstructions in this work are binary, each voxel has the 
option of being only one of two phases; solid or liquid. Additional procedures were 
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developed to capitalize on this categorization and return specific measures, particularly 
the volume of each body and its physical connectivity to others.  This was primarily used 
to ascertain the connectivity, the size distribution of all liquid regions in the 
reconstruction, and the percentage contribution of each liquid body to the overall 
interdendritic voided regions.  
3.4.5 Interfacial Surface Area 
 
A method to measure the interfacial surface area (ISA) between the solid and liquid 
phases directly from a reconstructed dataset has also been developed. All individual 
element areas in the dataset surface mesh were indexed according to their location.  By 
binning all surface elements within a pre-determined height value, measures of interfacial 
surface area as a function of height were obtained.  By changing the bin size, measures as 
coarse or as fine as desired were produced.  Ultimately, bins the size of the vertical 
resolution in the dataset were selected to maintain an equitable spatial correlation 
between height, volume fraction and interfacial surface area. Normalized forms of the 
ISA common in most discussions of flow in porous media divide ISA by the associated 
volume to obtain the surface area to volume ratio. In this thesis, this normalized value 
will be defined as (SV). This measure of the dendritic structure will be discussed in detail 
in later chapters. 
3.4.6 Curvature and Shape Distributions 
 
Lastly, previously developed protocols for measurement of morphological curvature and 
shape variation developed by Voorhees and co-workers [102-104, 126-128] were utilized 
in this study to additionally characterize the reconstructed datasets for the Mean curvature 
(HM), the Gaussian curvature (HG) and Interfacial Shape Distributions (ISDs).  Curvatures 
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are an important characterization measure as they may affect flow behavior particularly 
over some ranges of solid fraction and can serve as an indicator of coarsening in 
secondary dendrite arms.  HM and HG are significant curvature measures as they are two 
invariants of the curvature tensor κij and are defined as follows where κ1 and κ2 are the 
principal curvatures;  
     ( 3.4 ) 
     ( 3.5 ) 
The mean and gaussian curvatures are typically denoted by H and K, respectively. To 
avoid confusion with the notation for permeability, K, the above notations, HM and HG , 
(Eqs. 3.4 and 3.5) have been adopted and will be used throughout this thesis. Using these 
curvatures, methods to measure and visualize the probability of selecting a region of 
interfacial area corresponding to a particular pairing of principal curvatures has also been 
previously developed and is referred to as the interfacial shape distribution (ISD) [102-
104, 128]. This probability function is illustrated via contour plot and is produced using 
probability plots directly obtained from the three-dimensionally reconstructed dataset. A 
legend for the ISD curvature plot is included below to provide explanation of principal 
curvature pairings as well as their depictions in relation to the liquid and solid phases.  By 
convention, the larger of the two principal curvatures are designated as κ2. As a result, no 
contours are depicted to the right of the κ1 = κ2 line in any ISD plot, as all contours must 




Figure 3.8 - Legend for Interfacial Shape Distribution (ISD) Plots [102, 103, 128] 
 
The application of each of the above described measurement methods for characterization 
of the 3-D datasets for the commercial alloy René N4 and the ternary Ni-Al-W alloy is 




4 CHAPTER 4 
SIMULATION TECHNIQUE 
 
Numerical simulation of flow at the solid liquid interface and assumptions regarding the 
3-D fluid flow analysis are considered in this chapter.  Analysis software, mesh 
resolution, relevant model size and the basis of the numerical framework are discussed. 
used is central to the data that can be reliably extrapolated.   
4.1 COMPUTATIONAL FLUID DYNAMICS 
4.1.1 Mesh Generation 
 
The initial step in finite element (FE) and computational fluid dynamics (CFD) 
simulations is the generation of the mesh for evaluation of governing equations.  These 
meshing elements are traditionally simple or straightforward geometries such as triangles 
or quadrilaterals for two-dimensional surfaces and tetrahedra or hexahedra for three-
dimensional volumes. Meshing considerations include retention of original body 
geometry, uniform element size, adequate element size as well as minimized element 
count as higher quantities result in slower computational times. 
Due to the geometric irregularity of the dendritic network, robust and flexible meshing 
protocols are needed to produce numerically stable meshes.  Surface meshing facilitates 
the transition from reconstructed serial-sectioned data to volume 
domains. Volume meshes are then directly input as geometries for CFD modeling. Since 
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modeling fluid flow through the dendritic network is a primary focus of this thesis, it 
should be reiterated that the following meshed structures presented are the inverse of the 
reconstructed dendritic network as they represent the spatial arrangement of liquid at the 
instant in time when decanting during solidification was initiated. The first assumption 
associated with this visualization arises with respect to the resultant inability to 
differentiate liquid domains from porosity and interdendritic voids.  Fortunately, the 
domains meshed for flow simulations address this concern by way of their selection. 
Flow studies in this thesis are focused upon passage of fluid through the dendritic 
network. As will be shown, simulation cells were limited to the bodies that present 
opportunity for flow through the network from 0.X fL to the 100% fL region. Unconnected 
and isolated bodies do not possess such connectivity and therefore are not considered in 
the flow behaviors analyzed in this study. Therefore bias in connectivity due to inclusion 
of unconnected voids within flow cells is highly unlikely.  The second assumption related 
to identification of liquid domains concerns their correlation with specific volume 
fraction.  As will be shown in Chapters 5 and 6, each flow cell is denoted by its global 
volume fraction for cases of cross-flow and its inlet volume fraction for cases of vertical 
flow.  In all vertical flow cases, the designated fraction liquid for each flow cell 
corresponds to the minimum in each range and indicates the controlling microstructure at 
which the greatest resistance to flow occurs. Additionally, liquid fraction defines 
locations at which the maximum pressure is occurring and where the morphology is most 
influential in controlling the overall pressure gradient in the given flow cell.  
Surface meshes were generated directly from serial sections by the commercially 
available software, MIMICS™ and refined manually using the companion software 
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package, 3MATIC™.  MIMICS and 3MATIC are essentially two separate user interfaces 
possessing a nearly identical suite of tools offering varying degrees of stability for 
specific portions of visualization and meshing.  MIMICS possesses a number of 
embedded tools focused specifically on image correction, segmentation and phase 
identification while 3MATIC contains a number of meshing algorithms possessing 
greater stability and tailored for refinement of large size, high element count meshes.  
Surface mesh refinement requires a balance between total element quantity and the 
distribution of element quality, chiefly skewness.  Inspection panes in 3MATIC™ 
produce histograms detailing the distribution of a particular measure chosen by the user 
(e.g. skewness, edge to length ratio, area, smallest edge length, etc.) for the selected 
domain.  Figure 4.1 illustrates two such inspection panes. 
     
(a)       (b) 
 
Figure 4.1 - Inspection Panes in 3MATIC illustrating (a) sknewness and (b) smallest element edge length histograms 
 
It was critical to control skewness and minimum edge length and this was managed 
primarily using 3MATIC’s “AutoRemesh” by skewness threshold and “Filter Small 
Edges” tools. Surfaces meshes refined to have a gaussian minimum element edge length 
(with a maximum of 2 times the mean) and skewness profiles no more than 1% of total 
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elements exhibiting skewness less than 0.5 (on a 1.0 maximum scale) were acceptable.  
Such meshes were then converted to volume meshes using the CFD pre-processor known 
as GAMBIT™.  
In GAMBIT™, the bodies to be volume meshed are selected, the tetrahedral/hybrid 
element type is specified.  When GAMBIT is unable to generate a volume mesh it is 
generally due to one of three problems; 1) an unacceptable quantity of highly skewed 
elements, 2) an inability to resolve curvature due to excessively sized elements in the 
vicinity of small gaps or 3) overlapping elements creating infinite loops.  When these 
occur, GAMBIT provides general user feedback for the cause of the inability to mesh and 
the surface mesh must be refined to eliminate the cause for error and volume meshing is 
attempted again via GAMBIT.  This is an iterative process that converges when the mesh 
is sufficiently refined.  
Refined volume meshes are then directly imported into FLUENT™ for computational 
fluid dynamics (CFD) simulation. Non-converging solutions or anomalies encountered 
during the volume meshing process were resolved by further refinement of the surface 
mesh at the location of the incongruity and the formation of a corrected surface mesh, a 
new volume mesh, and an additional simulation were performed until convergence was 
successful.  
4.1.2 Navier-Stokes Relationships in Flow 
 
When the assumption is made that a fluid possesses a constant viscosity as well as a 
constant density, the transport behavior of that fluid can be approximated by the Navier-
Stokes equation.  This equation is a special case of the differential momentum-balance 
equation widely applicable to various modeling situations due to its ability to relate fluid 
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velocity, viscosity and pressure.  It is given by the following equation, where ρ and µ are 
constant and correspond to density and viscosity, respectively [129]:   
   (4.1) 
The term ν, is the fluid velocity, p is pressure and g is acceleration due to gravity. The 
first two terms in Eq. (4.1) are scaled by the density (ρ) with the first being the 
acceleration of fluid, , and the second being the product of the velocity and velocity 
gradient . These equate to the sum of the pressure gradient, , the viscosity 
times the square of the velocity gradient  and the product of the density times 
gravity .  For relatively slow, steady state flow, such as solidifying metals, the fluid 
acceleration, the tensor derivative of velocity and the effect of gravity can be considered 
negligible and set equal to zero. As such, Eq. 4.1 can be rewritten as: 
€ 
∇p = µ∇2v      (4.2) 
Equation 4.2 clearly illustrates the most basic principle derived from this relationship. 
There exists a direct proportionality of the velocity field with pressure for all Newtonian 
fluids in flow. Since the relationship equates differential products and sums, relationships 
are established across rates of change as opposed to specific variables.  For this reason 
our simulations will capitalize on these correlations among rates of change as specific 
measuring and extraction of local velocity or pressure is subject to great variation 
throughout the irregular and rather complicated dendritic network.  Equation 4.2 can be 
simplified further to explicitly relate flow rate and dimensions of flow domain such as 
length of travel inherent in the pressure gradient .  In this thesis, we will utilize this 
















tortuous dendritic medium.  This simplified relationship is described by Darcy’s Law and 
is shown in equation 4.2. 
    (4.2) 
Q is the volumetric flow rate; A, the inlet cross-sectional area; L, the length associated 
with the pressure drop ΔP; and µ, the fluid viscosity. Local pressures are assessed 
through planar averages over the entire cross-section of the simulation normal to the 
principle flow direction. In vertical flow cells, average pressure drops significantly in the 
vicinity of the inlet and decreases to a plateau at increasing heights. In cross flow, the 
pressure drop occurs less rapidly across the domain. As a result, in vertical flow 
simulations, tangents of the maximum pressure differential were assessed from the 
pressure profile for identification of the pressure change. L is the length over which the 
maximum and minimum pressures of the tangent line are observed. In cross flow, planes 
offset from the inlet and outlet, free of potential boundary effects are used and ΔP is 
identified and assessed as the difference between their average planar pressures.  L is the 
length of separation between the two identified planes. Since permeability is anisotropic, 
Ky for parallel flow and Kx for cross flow were independently calculated and will be 
discussed in detail in Chapters 5 and 6. Figure 4.2a and b demonstrates how ΔP and L 




    
Figure 4.2 - Vertical and Cross Flow Planar Pressure Profiles with Identification of ΔP and L for 
Permeability Calculation 
FLUENT™ 6.3.26 was used for all flow simulations and is a CFD suite produced by 
ANSYS® Inc.  Following importation of the volume mesh, the entire volume is scaled to 
the proper dimension. Initial meshing protocols are performed on the mm-scale due to 
software difficulties produced in refining meshes on the order of microns.  Material 
properties are input as constants based upon values reported in the literature for both 
density (ρ) [130] and viscosity (µ) [131] of molten nickel and nickel-base superalloys. 
Simulations are run to convergence such that no significant fluctuations exist in the 
residuals of any orthogonal flow direction or flow continuity to a value of no greater than 
1 × 10-3.  This generally occurs over less than a few hundred iterations for each case. 
Simulations were typically run to a minimum of 300 - 500 iterations in each case for 
consistency. 
Since simulations were performed under isothermal conditions with constants assumed 
for viscosity and density, it is useful to briefly consider the effects of thermal and solutal 
variation and the benefits of this assumption in this study.  The goal of this study is to 
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effects. While mentioned previously, it should be reiterated that the effects of elemental 
segregation, resultant density gradient and temperature variation at the solidification front 
strongly influence chimney and freckle formation. In fact, the variability found in these 
factors are likely to pose more substantial impacts to variability in pressure than flow 
behavior alone.  This can be seen by the variation in buoyant pressures over the length 
scales for which permeability was calculated among the alloys contained in this study, 
Table 4.1. These values are presented to serve as an example of the variation and orders 
of magnitude to be anticipated over these relatively small length scales due to buoyancy 
effect. Buoyancy approximations are calculated according to the following relation; 
    (4.1) 
where ρ is the density of the liquid and g is the acceleration due to gravity.   
Table 4.1 - Variation in Buoyancy force for two mediums of uniform density 
 Liquid Density ρ = 6980 kg/m3 
Liquid Density 
ρ  = 7570 kg/m3 
Depth 
(×10-4 m) 
3.42 3.71 0.5 
6.84 7.42 1.0 
10.3 11.1 1.5 
13.7 14.8 2.0 
17.1 18.5 2.5 
20.5 22.3 3.0 














27.4 29.7 4.0 
 
Buoyancy pressures above were calculated using the noted approximations of 6980 kg/m3 
and 7570 kg/m3 for densities corresponding to a commercial nickel-base alloy [130, 132] 
and the Ni-Al-W alloys [133] depicted in this study.  Additionally, as previously noted, 
all simulations in the N4 and Ni-Al-W cases of Chapters 5 and 6, respectively, were 
performed with these values. Additional variation in density caused by solutal 
segregation would only increase the buoyancy further.  The goal in this study however, is 
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to isolate, investigate and quantify flow characteristics such as connectivity, the presence 
of high velocity channels and regions of pressure fluctuation and their relation to the local 
dendritic arrangement independent of temperature and composition effects.  This 
approach was selected such that the findings of this study would not be material specific 
but applicable to a wide variety of directional solidification instances.  This does not 
imply the findings of this study cannot accompany compositional variation effects. As 
will be discussed in Chapter 7, implementation of thermally induced density variations 
are best applied at the level of the Rayleigh criteria.  
4.2.3 Boundary Conditions 
 
Boundary conditions are assigned at the boundary plates of the volume located at 
opposite ends of the body with the primary flow direction oriented normal to these 
boundary plates. For both vertical, and cross flow, y and x directions respectively, 
boundary conditions of zero pressure at the outlet as well as no-slip on all internal 
boundaries and side-walls were imposed. However, for the cases of cross-flow, a zero-
shear condition was set on the top and bottom surfaces to alleviate any drag or boundary 
layer effects caused in the simulation by the artificially imposed walls. For vertical flow 
cases, the nominal fluid flow velocity was prescribed to be in the range of the withdrawal 
rate. This was accomplished by scaling the desired inlet velocity by the area fraction 
available for flow in the vicinity of the inlet and optimizing from this value to arrive at a 
minimum velocity equal to 0.05 mm/s. This allowed for flow cells of varying volume 
fraction to experience flow fields comparable to the withdrawal event. For cross flow, 
inlet velocities were selected to yield nominal flow velocities equivalent to 0.1 those of 
the vertical flow cases. The boundary conditions were chosen such that nominal flow in 
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vertical flow cases reflect withdrawal rate and cross-flow cases exhibit a ratio to the 
withdrawal rate on the order of those previously suggested for vertical to cross-flow 
relations in the vicinity of the solid-liquid interface [109, 134, 135].  Further details of the 
inlet boundary condition values are summarized in tabular form in Chapters 5 and 6 and 
listed by corresponding volume fraction specific to case.  
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5 CHAPTER 5 
RENÉ N4 RESULTS 
 
5.1 ACQUISITION OF THREE-DIMENSIONAL DATASET 
As mentioned in Chapter 3, Section 3.1, RoboMET.3D was used for all serial 
sectioning experiments in this thesis. The recession rate for serial sectioning performed 
for René N4 is shown, Figure 5.1. Specimen thickness was measured by the use of a 
Mitutoyo® ABSOLUTE table-top micrometer with pneumatic actuator and digital 
display.  Measurements demonstrated repeatability in the range of ± 2 µm for a given 
measure with an average recession rate of 2.2 µm/slice obtained by 1 µm lapping film. 
Data acquisition required a period of three weeks and three days, Figure 5.2. Over this 
duration, at minimum, 11 sections in a given day were successfully sectioned and 








Figure 5.2 - Serial Sections Obtained per day with RoboMET.3DTM system 
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5.2 RECONSTRUCTED VOLUMES 
5.2.1 Memory Requirements 
 
A large portion of three-dimensional datasets are gained by way of serial sectioning, as 
such, the memory required to maintain such information warrants consideration prior to 
data collection. Since high resolution and magnification are desirable, the concomitant 
effect of increased resolution and magnification on memory requirements generally bears 
an inverse relationship.  For René N4, fifteen montage images taken at 10X 
magnification with resolutions of 0.52 µm/pixel, and stored in “.TIFF” format produce 
file sizes on the order of 15 - 20 MB. Each montage of this type serves as a single serial-
section. When multiplied by the number of serial-sections typical of a dataset, required 
memory quickly accumulates.  The René N4 study contains 727 such slices for a total of 
12.62 GB of raw data. Table 5.1 illustrates a variety of possible configurations for 
RoboMET.3D’s imaging system and the approximate memory allotment required for 
each.  The first value in the configuration corresponds to the primary magnification while 
the second corresponds to one of two secondary objective lens used in the ZEISS inverted 
microscope to increase magnification options. The 10X_1.0X configuration was chosen 
to provide optimum trade-off between imaging time, resolution and memory allocation 
requirement. A montage image corresponding to a single slice from the aforementioned 
















Figure 5.3 - Single data slice obtained via RoboMET.3D 
 






5X_1.0X 3 1.04 3 
5X_1.6X 8 0.67 10 
10X_1.0X 15 0.52 17 
10X_1.6X 24 0.34 30 
20X_1.0X 40 0.26 35 
20X_1.6X 50 0.17 40 
50X_1.0X 264 0.10 200* 
50X_1.6X 646 0.07 500* 
* estimates based on lower magnification to memory ratios  
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5.2.2 Volume Visualized 
 
As mentioned in Chapter 3, samples were cast while initiating a controlled fracture in the 
mold during withdrawal. This provided opportunity for rapid evacuation of molten liquid, 
thereby isolating solidified dendrites which were subsequently serial-sectioned. The 
reconstruction in the commercial alloy René N4 contains a volume of 2500 x 2500 x 
1500 µm, Figures 5.4 and 5.5. Observation from the top of the reconstruction, oriented 
normal to the primary solidification direction, Figure 5.4, illustrates the four-fold 
symmetry and cross shape characteristic of dendritic structures. It is apparent that a 
collection of dendritic cores are present possessing little to no misorientation with respect 
to one another, indicating the presence of a single crystal. Close examination of three-
dimensional morphologies present in the reconstruction also show resolution of not only 
secondary dendrite arms but also emerging tertiary structures as well. Alternatively, the 
full reconstruction is shown in Figure 5.5 in which each frame is rotated about a central 
vertical axis providing views from various angles surrounding the reconstruction. The 
arrows in each frame indicate the primary solidification direction. Fully solidified René 
N4 exists at the base along the x-axis where y is equal to zero. Dendrite tips are located at 














Figure 5.4 - Top View of Reconstucted René N4 illustrating a collection of dendritic structures detailing 
the characteristic four-fold symmetry within a single crystal 
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Figure 5.5 - Reconstructed volume of the mushy zone in René N4 rotated around a central vertical axis. 
The arrows indicate the withdrawal direction as well as primary dendritic growth direction. The xy axis 
corresponds to the serial-sectioning plane of the reconstruction. 
 
5.3 CHARACTERIZATION OF DENDRITIC STRUCTURES 
Measurements of relevant dendrite morphological characteristics have been taken directly 
from the reconstructed volume.  Measures of; dendrite arm spacing (λ1,2), volume 
fraction, void interconnectivity, interfacial surface area (ISA) as well as Gaussian and 
Mean curvatures, (HG) and (HM) respectively, have been acquired. Volume fraction will 
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be presented primarily as a function of height in the reconstruction providing some 
indication of the local solidification behavior throughout the mushy zone.  Dendrite arm 
spacing yields some indication of the adherence of the dendritic network to the expected 
solidification behavior given the experimental casting parameters.  Void connectivity 
supplies an assessment of not only the quantity of interdendritic regions but also their 
frequencies with respect to one another as well as their size distribution within the 
reconstruction. Interfacial surface area quantifies the local solid-liquid ratio at a given 
point or domain while also providing for the calculation of a normalized value, (SV) or 
ISA/unit volume, which allows for direct comparison across domains of varying size. 
Later, the quantitative relationship between SV and permeability, K, will also be reported. 
Interfacial shape distributions (ISDs) quantify the presence of various curvature types 
with curvature contour maps detailing the physical location of a given curvature in the 
reconstructed domain.  
5.3.1 Dendrite Arm Spacing 
 
To assess the primary and secondary dendrite arm spacing (PDAS & SDAS) in the René 
N4 casting and reconstruction, three methods were employed.  Initially, an estimate based 
upon the solidification rate and inferred thermal gradient as detailed in Section 2.1.3, 
provided a range of expected PDAS and SDAS values given the experimental conditions.  
As validation and examination of these predictions, conventional measurements were 
obtained using two-dimensional metallography on material taken directly from the 
casting in the vicinity of the reconstruction.  Thirdly, planar measures were taken by 
examination of sections in the three-dimensional dataset itself.  
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The thermal gradient, (G) for the material under examination was 40oC/cm [17] and the 
solidification front velocity, (V) was 2.5 mm/min. The product of G∗V based upon the 
relationships dictated by Equations 2.2 and 2.3 yield G-1/2∗V-1/4 = 0.197 and (G∗V)-1/3 = 
1.82, respectively.  These products suggest the expected dendrite arm spacing in the 
range shown in Figures 5.5 and 5.6, corresponding to a PDAS in the range of 450 - 600 
µm and SDAS in the vicinity of 60 - 80 µm for this casting experiment.   
 
Figure 5.6 – Anticipated Primary Dendrite Arm Spacings based upon Thermal Gradient (G) and 





Figure 5.7 - Anticipated Secondary Dendrite Arm Spacings based upon Thermal Gradient (G) and 
Solidification Rate Velocity (V) product (G*V)-.33 for SDAS with Expected Range Highlighted 
 
Secondly, two-dimensional metallography was performed on over 85 independent 
micrographs for determination of average PDAS as described in detail in Chapter 3 
Section 3.4. These samples were extracted from the fully solidified region below the area 
from which the serial-sectioned reconstruction was obtained. With respect to SDAS, over 
30 independent micrographs and measurements were collected as analyzed.  The data is 
summarized in Table 5.2 with typical micrographs by which this data was generated, 




Table 5.2 - Summary of Two-Dimensional Dendrite Arm Spacing Measurements 
 
    
(a)      (b) 
Figure 5.8 – Typical Micrographs for Dendrite Arm Spacing Measurements (a) normal to the primary 
growth direction, (b) through a primary dendritic core revealing secondary growth direction 
 
Similarly, using the reconstructed volume, planar measures of primary and secondary 
dendrite arm spacing were obtained by selecting multiple planes transverse and parallel to 
the primary growth direction.  Although a smaller set of measures were obtained in this 
manner due to the volume available for sampling, good agreement is seen between 
measures. Notably, the size of the volume is a central limiting factor in obtaining 
independent planes including dendritic cores and sets of identifiable secondary arms 
without redundancy.  A summary of PDAS and SDAS measures from within the three-
dimensional reconstruction is shown in Table 5.3. Additionally, representative planes for 
DAS approximation from within the reconstruction are shown in Figure 5.10. 
 Measures Total Cores Counted 
Secondary 
Arms Sampled Average 
Standard 
Deviation 
PDAS 87 1460 -- 560 28 
SDAS 31 -- 372 82 6.9 
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Table 5.3 - Summary of Dendrite Arm Spacing Measurements obtained from 3-D Reconstructed dataset 
 
    
(a)      (b) 
Figure 5.9 - Representative Planes used for Dendrite Arm Spacing Approximation from within the 3-D 
Reconstruction (a) plane normal to the primary growth direction, (b) plane parallel to the primary growth 
direction 
A comparison of the 2D and 3D measures are given in Figure 5.11. 
   
Figure 5.10 - Comparison of 2D Measures and 3D Approximations of PDAS and SDAS in René N4 
 
The average measures of PDAS obtained from within the 3D reconstruction are lower 
than traditional 2D measures by a factor of 13% and show better agreement for SDAS 
 Measures Total Cores Counted 
Secondary 
Arms Sampled Average 
Standard 
Deviation 
PDAS 16 255 -- 490 29 
SDAS 6 -- 41 86 6.8 
 
 73 
measurements between both methods. The lower PDAS measures yielded by the 
reconstructed domain are likely resultant from the smaller sampling domain available in 
the reconstruction. While the lower values may also be indicative of the local variation of 
PDAS in an experimental casting, comparison of SDAS measures suggest consistency 
between the dendritic structures of the reconstructed volume and the fully solidified 
material from which 2D measures were garnered. Both 2D and 3D approximations fall 
well within the experimental range of values suggested by the G and V dendrite growth 
models in Equation 2.3 and 2.4. 
5.3.2 Volume Fraction 
 
Each cross-sectional plane along the volume height was directly measured for area 
fraction of solid and liquid. By visualizing each cross-sectional plane as a binary image, 
each pixel location represents either solid material or a void region formerly occupied by 
liquid or isolated porosity. Combining all individual measures and ordering them by 
height according to Equation 3.3, produces a measure of volume fraction. These ratios of 
pixel quantities represent the relative amounts of liquid and solid within successive 
planes along its height. This progression of ratios represent volume fraction solid (fs) and 
are plotted as a function of height in the reconstruction in Figure 5.11. Inspection reveals 
an initially moderate decrease in solid fraction followed by a rather precipitous drop 
wherein approximately eighty percent of the volume fraction solid decreases to zero in 
the upper 500 µm of the mushy zone. This indicates a curved liquidus surface where the 
fraction of solid as a function of temperature varies non-linearly.  As will be discussed in 
Chapter 7, lateral flow at fraction liquid < 0.4 is highly restricted suggesting that 
decanting may have been inhibited below volume fraction liquid of 0.4.  Additionally, the 
smaller volume fluctuations between fractions solid of 0.5 < fs < 0.9 exhibit periodic 
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fluctuations.  These are due to locally fluctuating solid fraction caused by the presence of 
secondary dendrite arms. These fluctuations range from 80 – 200 µm indicating the 
undulations in the volume fraction measure are indeed impacted by individual and 
concurrent pairs of secondary dendrite arms in the locally sampled volume. 
 
Figure 5.11 - Volume fraction solid as a function of height in the reconstructed René N4 dataset 
 
5.3.3 Void Interconnectivity 
 
Beyond physical measures of the reconstructed dendrites, characterization of the degree 
of linkage between interdendritic regions is important to fluid flow. As such, 
understanding the depths to which these pathways penetrate the mushy zone and are 
connected to less restricted regions of solute above and between dendrites is very useful. 
For convective instabilities to develop, fluid flow through the dendritic structure must 
occur, making the connectivity of interdendritic gaps therefore important. By inverting 
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the visualization of solidified nickel-base superalloy in the reconstruction, a 
representation of interdendritic liquid at the point of decanting is produced, Figure 5.12.    
     
  
Figure 5.12 - Reconstruction of interdendritic liquid generated by visualizing the collection of all 
interdendritic voids. Arrows indicate the primary solidification direction. 
 
The channels produced by the collection of interdendritic voids throughout the mushy 
zone possess a high degree of connectivity, yet these channels do not unify all voids. By 
distinguishing each independent body of interdendritic void in the reconstruction, over 
800 individual regions were identified. Importantly, 97.9% of the total voided regions are 
composed of a single interconnected region. Additionally, this largest non-solid region is 
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two orders of magnitude larger than that it’s nearest neighbor and extends from the region 
above the dendritic structure well into approximately 1000 µm of the mush. Table 5.4 
summarizes the number of voids and the sum of their physical sizes for a given voxel 
(“volume-pixel”) range. It is interesting to note that the cumulative void percentage 
obtained by excluding the largest eighteen independent bodies is 0.13%. The largest 
eighty-six bodies detail the location in which molten liquid is the single or overwhelming 
dominant phase. The collections of remaining bodies indicate encased voiding is 
consistent with the range of isolated porosity, 0.02 - 0.3% [136-139], typically 
encountered in fully solidified single crystal materials. 
Table 5.4 - Quantification of Independent Bodies Related to Interdendritic Voids 
 
These observations suggest interdendritic voids bear connectivity sufficient to participate 
in flow through the dendritic network as well as in the unrestricted region of complete 
liquid above dendrite tips further indicating the reconstruction is a valid domain for 

















380 700 000 10 000 000 1  1605996489 97.9% 97.91% 
38 070 000 1 000 000 0 -- -- 97.91% 
3 807 000 100 000 1 4960443 0.30% 98.21% 
380 700 10 000 16 18838565 1.15% 99.36% 
38 070 1 000 68 8238469 0.50% 99.86% 
3 807 100 139 1809311 0.11% 99.97% 
380.7 10 273 338958 0.02% 99.99% 




Figure 5.13 – Quantity of Non-Solid Independent Body Volumes ordered by Volume magnitude 
5.3.4 Interfacial Surface Area 
  
Interfacial surface area (ISA) as a function of height in the reconstruction was analyzed. 
All individual elements in the surface mesh of the dataset were compiled and indexed 
according to their height.  By binning all surface elements within a pre-determined height 
value, measures of interfacial surface area as a function of height were obtained.  By 
changing the bin size, measures as coarse or as fine as desired were obtained.  Ultimately, 
bins the size of the vertical resolution in the dataset (4.16 µm/pixel), were selected to 
maintain equal spatial correlation between height, volume fraction and interfacial surface 
area. An ISA normalized by the associated volume was also calculated to obtain the 
surface area to volume ratio (SV).  The relative change in SV with volume fraction is 
shown in Figure 5.15.  Interestingly, SV reaches a maximum at fs = 0.65. Undulations in 
the ISA measure correspond directly with local fluctuations in the volume fraction solid 
caused by collections of secondary dendrite arms. The undulating peak widths range from 
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80 – 200 µm and indicate that undulations are impacted by individual and concurrent 
pairs of secondary dendrite arms.  In the SV curve, however, undulations are definitively 
more pronounced and offer greater resolution of the fluctuations indicating that local ISA 
can be largely influenced by the presence of secondary dendrite arms over relatively 
small distances.  
 
 





Figure 5.15 - Measured Interfacial Surface Area per unit Volume (SV) and Interfacial Surface Area per unit 




Mean curvature data of the reconstructed solid indicate that the highest curvatures occur 
between secondary dendrite arms and at dendrites tips. The interfacial shape distribution 
(ISD) plot for the René N4 dataset is shown in Figure 5.16 where the κ1 and κ2 axes are 
normalized by the interfacial surface area per unit volume (SV). Recall, by definition, the 
principal curvatures, κ1 and κ2, are inverses of the principal radii of curvature for any 
given point on the reconstruction surface with κ2 being the larger of the two. As shown in 
the ISD, the greatest amount of curvature lies on the κ1 = 0 axis where κ2 is just positive. 
Curvatures existing on the κ1= 0 axis describe the cylindrical solid which is evidence of 
the trunk-like shapes indicative of primary dendrite cores growing into liquid. The high 
probability density in this region is well within expectation given the directionally 
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ISD where κ1 is negative and κ2 is slightly greater than zero. In this location of the ISD 
map, the positive association of κ2 corresponds with saddle-shaped curvature 
encapsulating liquid. These regions are indicative of the valleys found between secondary 
dendrite arms and at the joint in which secondary dendrite arms emerge from their 
primary core. The ISD illustrates the existence of a large range of curvature pairs 
exhibiting this characteristic. Mean (HM) and Gaussian (HG) curvature color-contour 
depictions are displayed on the dendritic microstructure in Figures 5.16 and 5.17 
respectively. As discussed in Chapter 3, Section 4.6, Mean and Gaussian curvatures are 
defined as follows:  
     (5.1) 
     (5.2) 
The color ranges illustrated correspond to positive and negative values of HM and HG 
respectively, as defined by their associated scale bar.  Initial inspection of the HM color-
contour depiction illustrates HM is very effective at highlighting dendrite tips whereas HG 
readily demonstrates the variation between concave and convex saddle shapes between 
the solid and liquid phases. Concave shapes are found on collections of closely 
neighbored dendrite tips whereas convex saddles correspond to valleys located between 
secondary dendrite arms and the locations where secondary arms grow out from primary 
cores as described in the ISD plot. Additionally, visual comparison of shared positive and 
negative curvature associations in Figures 5.16 and 5.17 reveal primary, secondary and 
tertiary dendrite tips all show positive Mean and Gaussian curvatures while valleys 






Figure 5.16 - Interfacial Shape Distribution Plot for René N4 reconstruction. κ1 and κ2 axes are normalized 








Figure 5.18 – Color-coded Guassian Curvature (HG) Contour Plot in René N4 reconstruction 
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5.4 MESHED STRUCTURES 
While the software packages selected for mesh generation have been presented in 
Chapter 4, details of the mesh results for René N4 will be presented here.  The two mesh 
types generated are surface meshes and their resultant volume meshes.  The element size 
and physical dimension of each simulated flow case in René N4 will be presented with 
representative, refined meshes shown for each class of simulated flow type.  
5.4.1 Surface Meshes 
The global meshed structure for the René N4 dataset is shown, Figure 5.18.  The meshed 
domain is 2160 x 1619 x 1044 µm in dimension and is composed of a total of 290,286 
elements. It should be mentioned that the mesh presented, Figure 5.18, provided only the 
preliminary basis from which additional meshes were generated. Each additional flow 
domain was obtained by selecting and isolating subsets of the structure shown, Figure 
5.18. The aforementioned mesh refinements described in Chapter 4, Section 2.1 where 
then performed on each subset.  For René N4, a total of 10 separate meshes were 
generated and refined with each mesh corresponding to a specific solid-liquid ratio.  Six 
meshes, focusing specifically on modeling flow in the vertical direction were created 
with their flow inlet boundaries corresponding to a specific volume fraction.  Four 
additional meshes with very thin cross-sections focusing entirely on horizontal flow were 
generated whose entire body corresponds to a given volume fraction.  One vertical flow 
surface mesh (N4-Y2) and one cross-flow mesh (N4-X2) are shown as examples in 
Figure 5.19 and 5.20, respectively. A summary of the details related to each surface mesh 









Figure 5.19 - Surface Mesh of Liquid Entrenched between and Surrounding René N4 Dendritic Network 




Table 5.5 - Summary of Surface Meshes Generated in MIMICS and Refined in 3Matic 
 
 
Case Inlet Volume Fraction Liquid Cell Volume (µm
3) No. of Elements 
N4-Y1 0.08 2180 × 1640 × 980 287780 
N4-Y2 0.10 2180 × 1650 × 840 279038 
N4-Y3 0.22 2180 × 1640 × 570 175734 
N4-Y4 0.32 2180 × 1650 × 480 171344 








N4-Y6 0.60 2180 × 1650 × 350 111570 
 Case Volume Fraction Liquid Cell Volume (µm
3) No. of Elements 
N4-X1 0.42 2160 × 1620 × 20 46670 
N4-X2 0.56 2160 × 1620 × 20 61308 












Figure 5.20 – Example of Vertical Flow Surface Mesh Refined in 3Matic from Liquid Within Rene N4 
Mushy Zone  
 
Figure 5.21 – Example of Cross Flow Mesh Refined in 3Matic from Liquid Within Rene N4 Mushy Zone 
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5.4.2 Volume Meshes 
Volume meshes are composed of tetrahedral/hybrid elements based on the parent surface 
mesh used in its creation.  Volume mesh element quantity generally scales by a factor of 
3 to 7 for vertical flow cases and by a factor of 2 for all cross flow cases as compared to 
their predecessor surface meshes. Artificial plates at the inlet and outlet of each flow cell 
are apparent, Figures 5.21 through 5.23, and are added during the refinement of the 
surface mesh. These are included to facilitate the defining of uniform boundary 
conditions in the volume mesh flow simulation. All boundary conditions, properties and 
solver schemes are specified on the volume mesh elements in FLUENT following import 
into the CFD environment. Representative volume mesh examples for René N4 are 
shown, Figure 5.21 and 5.22, and correspond to those surface meshes displayed in 
Figures 5.19 and 5.20 and both correspond to cases Y2 and X2, respectively. 
Additionally, a summary of volume mesh cell details is summarized in Table 5.6. 




Case Inlet Volume Fraction Liquid Cell Volume (µm
3) No. of Elements 
N4-Y1 0.08 2180 × 1640 × 980 958650 
N4-Y2 0.10 2180 × 1650 × 840 1207040 
N4-Y3 0.22 2180 × 1640 × 570 783273 
N4-Y4 0.32 2180 × 1650 × 480 1020881 








N4-Y6 0.60 2180 × 1650 × 350 828717 
 Case Volume Fraction Liquid Cell Volume (µm
3) No. of Elements 
N4-X1 0.42 2160 × 1620 × 20 88261 
N4-X2 0.56 2160 × 1620 × 20 120166 




















5.5 QUANTIFICATION OF FLUID FLOW  
Fluid flow during solidification is a widely recognized cause of irregular solute 
accumulation at certain areas within a casting, making full description of the mushy zone 
complicated.  This phenomenon, though well documented [140], is difficult to model 
completely.  Here, by capturing and reconstructing a dendritic network at the solid-liquid 
interface in a directionally solidified nickel-base superalloy, examination of fluid flow 
through these structures is possible. Flow is simulated in two major orthogonal 
directions; vertical and horizontal through the dendritic network.  Here flow simulation 
results include: characteristic flow behavior, permeability, high velocity flow channels 
and flow tortuosity.  Additionally, calculated permeability values will be compared with 
empirical models and values available in the literature.  
5.5.1 Flow Behavior 
 
From a qualitative standpoint, the flow behavior can be summarized in relation to the 
dendritic network.  While a flow rate close to the minimum velocity is observed in most 
locations, increases in velocity occur in the regions of flow constriction.  For vertical 
flow cases, Figure 5.24, these tend to occur at various locations throughout the mushy 
zone where the channel diameters are rapidly reduced and appear to correlate loosely 
with the secondary dendrite arm spacing.  For the cases of cross-flow, Figure 5.25, these 
constrictions appear to coincide with the secondary dendrite arm tips where the flow path 
can becomes a very small fraction of the total flow area.   
As mentioned previously, flow simulations were focused on the two primary orthogonal 
directions.  Flow was studied in a total of 10 cells, with 6 vertical flow and 4 cross flow 
cases. A summary of the specific boundary conditions, resultant velocity ranges and 
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pressure differences experienced across the cells is given in Table 5.7.  The inlet 
velocities for each case are listed and were adjusted by scaling by the area fraction 
available in the vicinity of the inlet and optimizing from this value to arrive at a minimum 
velocity equal to 0.05 mm/s.  This allowed for unrestricted and heavily restricted 
channels to experience flow fields with velocities comparable to the withdrawal velocity.  
This is documented by comparable velocity ranges across all vertical flow cases, (Y), and 
similarly among all cross-flow, (X) cells as listed in Table 5.7. 
Table 5.7 - Summary of Flow Simulations by Case 
 
Images of color-coded velocity vectors through the dendritic network are shown in Figure 





Case Inlet Volume Fraction Liquid Cell Volume (µm
3) Inlet Velocity (mm/s) 





N4-Y1 0.08 2180 × 1635 × 980 0.006 0.0532 – 1.06 7.73 
N4-Y2 0.10 2180 × 1650 × 840 0.005 0.0527 – 1.05 5.40 
N4-Y3 0.22 2180 × 1640 × 570 0.0045 0.0537 – 1.07 5.15 
N4-Y4 0.32 2180 × 1650 × 480 0.004 0.0536 – 1.07 3.79 








N4-Y6 0.60 2180 × 1650 × 350 0.11 0.0535 – 1.07 3.77 
 Case Volume Fraction Liquid Cell Volume (µm
3) Inlet Velocity (mm/s) 





N4-X1 0.42 2160 × 1620 × 20 0.00195 0.00509 – 0.102 1.62 
N4-X2 0.56 2160 × 1620 × 20 0.0055 0.00520 – 0.104 0.633 














Figure 5.24 – Velocity Vectors Illustrating Flow Rate Increases in Constricted Channels for a Vertical 







Figure 5.25 – Velocity Vectors Illustrating Flow Rate Increases in Constricted Channels for a Cross Flow 




5.5.2 Calculation of Permeability 
 
As discussed in Chapter 4, by measuring the pressure gradient across a given flow 
direction in these simulations, Darcy’s law, Eq. 4.2, as re-written in Eq. 5.1, can be 
utilized to calculate a global permeability for the simulation cell, where Q represents the 
volumetric flow rate; A, the inlet cross-sectional area; L, the length associated with the 
pressure drop ΔP; and µ, the fluid viscosity. 
    (5.1) 
Since permeability is anisotropic, Ky for parallel flow and Kx for cross flow were 
independently calculated, and are listed as a function of volume fraction inlet for vertical 
flow cases and total volume fraction for cross flow cases as listed in Table 5.8 and shown 
graphically in Figure 5.29. The error bars indicate the total variation in volume fraction 
across the pressure drop used in the calculation of permeability for each case. 














Rate (×10-12 m3/s) 
Permeability 
(×10-11 m2) 
N4-Y1 0.08 7.7 2.4 19 0.11 
N4-Y2 0.10 5.4 1.5 19 0.09 
N4-Y3 0.22 5.2 1.5 170 1.3 
N4-Y4 0.32 3.8 0.74 160 1.4 








N4-Y6 0.60 3.8 0.51 390 3.7 





Pressure Drop  
(× 10-4m) 
Volumetric Flow 
Rate (×10-12 m3/s) 
Permeability 
(×10-11 m2) 
N4-X1 0.42 1.6 20 0.07 4.5 
N4-X2 0.56 0.63 20 0.18 21 








N4-X4 0.89 0.079 20 0.59 659 
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5.5.3 Anisotropy of Permeability 
 
Although there is little overlap in volume fractions for calculated Ky and Kx in this study, 
there is a discernable difference in the dependencies of Ky and Kx on volume fraction 
solid. To visualize the difference in slope between the two with the quantity , 
dimensionless permeability (KSVS2) for Ky and Kx have been calculated by combining the 
simulation results with measured interfacial surface areas per unit volume solid (SVS) in 
the three-dimensional dataset at the corresponding volume fractions. Vertical flow 
permeabilities, Ky, show a near 16% increase in dimensionless permeability (KSVS2) per 
unit increase in (1-fs)3 while cross flow simulations exhibit a much higher sensitivity to 
the fraction solid.  These differences are likely to result from variation in flow path 
tortuosity. For this reason differences in flow pathlengths for vertical and horizontal flow 
cases have also been investigated.  
       
     (a)            (b) 
Figure 5.26 - Current Study Ky and Kx detailing difference in volume fraction dependence 
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5.5.4 High Velocity Flow Channels 
 
As discussed previously, convective flow can erode, fragment and transport portions of 
solidified material resulting in the formation of freckle chains containing high angle 
boundaries. While this process is driven by density gradients in the liquid, dendritic 
channels that permit markedly faster flow may locally increase the opportunity to 
fragment and transport solid material.  Therefore, channels with continuous flow 
velocities on the order of ten times the withdrawal rate and higher were examined for 
physical location and relative spacing.  By thresholding each simulation cell to identify 
regions with velocities no less than ten times the withdrawal rate and noting their 
occurrences throughout the vertical flow cells, a measure of the spacing of high velocity 
channels was obtained, Figure 5.26. The spacing of high velocity channels increases from 
roughly 400 – 700 µm near the inlets at fL = 8, 10, 22, 32, 43 and 60%, to nearly 1900 µm 
after flow permeates through the dendritic network. The PDAS for the experimental 
material studied here was measured to be in the range of 450 – 600 µm, and is consistent 
with the thermal gradient-withdrawal rate expectation [141]. While the spacings of the 
flow cells at low liquid fractions is indicative of the PDAS, high velocity spacings 
expand to three to four times the PDAS after flow through the entire mushy zone. The 
larger spacing at higher locations within the mushy zone is a result of irregular flow 




Figure 5.27 - High Velocity Spacings for Vertical Flow Cases plotted as Functions of Height  
 
Additionally, these upward, high velocity flow paths through the dendritic array can be 
examined by tracing velocity profile peaks associated with them. In this way 
identification of high velocity channels and their relation to localized features of dendrite 
morphology is possible. Figures 5.27c – 5.27f illustrate velocity profiles for select paths 
taken from within the global flow domain of a vertical flow cell as shown in Figure 5.27a 
and depicted as functions of pathlength traveled.  Representative flow paths 
corresponding to these profiles are highlighted in Figure 5.27b for reference. While not 
all interdendritic channels exhibit these long paths of higher velocity, those that do tend 
to exhibit velocity peaks on the order of 0.5 to 1 mm/s and high velocity flow regions 
develop and subside over very short length intervals. This indicates large velocity 
fluctuations can occur over relatively small paths of travel. The predominant flow 
direction in all vertical flow cells is upward.  As such, increases in pathlength correspond 
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to increased height and consequently, higher volume fraction liquid (fL) levels in the 
meshed domain. Differences in location, profile and magnitude of peak velocities with 
respect to pathlength in Figures 5.27c – 5.29f, indicate an influence of dendrite 
morphology and not merely volume fraction solid. Local variations in dendrite arm 
spacing may impact these variations and give rise to rapid flow in localized regions. 
Within the reconstructed dataset, an average PDAS variability of ± 62 µm was 
determined by investigating subsets of the reconstruction. The spatial heterogeneity of 
high velocities and overall flow behavior suggest local dendrite morphology affects both 
flow speed and path.  
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(a)      (b) 
 
(c)      (d) 
 
(e)      (f) 
 




5.5.5 Flow Path Ratios and Tortuosity 
 
The lengths of paths traveled, Figure 5.28a and b, also provide an indication of the 
tortuosity associated with flow through each cell. We define tortuosity as the ratio 
between pathlengths of flow through the dendritic network and the length associated with 
the pressure drop used for permeability calculation.  Average tortuosity (Tavg), as well as 
the local interfacial surface area per unit volume (SV) for all cases are detailed, Table 5.9. 
Additionally, Tavg is performed over paths distributed uniformly over each inlet surface.   
Table 5.9 - Flow Path Ratios, ISA per unit volume & Permeability by Case 
In cross flow cases, Tavg are only somewhat greater than 1. However, for vertical flow 
cases, average tortuosity ranges from 1.5 to 2.6.  Increased tortuosity in flow would be 
expected with increased ISA and result in a decrease in permeability [142]. Figure 5.29a 
and b show the dependence of tortuosity and permeability on SV with error bars in Figure 
5.29a illustrating the variance in Tavg.  For permeability, vertical and cross flow scale 
inversely with SV by power law with an exponent ranging from 1.5 to 1.7, Fig. 5.29b. . 
The accuracy of the curve fit is stronger for vertical flow as indicated by the R values. 
The low R value associated with the cross flow cases are likely due to the few data points 
 
Case Inlet Volume Fraction Liquid Tavg  {± Var.} 




N4-Y1 0.08 2.29 ± .83 218 0.11 
N4-Y2 0.10 2.56 ± 1.4 225 0.09 
N4-Y3 0.22 1.61 ± .33 128 1.3 
N4-Y4 0.32 1.57 ± .63 86.1 1.4 







N4-Y6 0.60 1.51 ± .32 24.6 3.7 





N4-X1 0.42 1.26 ± .22 8.75 4.5 
N4-X2 0.56 1.39 ± .01 8.51 21 








N4-X4 0.89 1.13 ± .003 3.50 659 
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available.  While Tavg is only mildly affected by SV across a large range of volume 
fraction for cross flow, average tortuosity in vertical flow is more strongly affected by SV. 
Apparently, cross flow is largely impacted by the presence of primary arms while vertical 
flow is more strongly influenced by the arrangement of the secondary arms.  This is 
understandable as primary arms are oriented parallel to vertical flow and do not hinder 
flow as much as secondary arms which are oriented perpendicular given the vertical flow 
direction.  Alternatively, primary arms influence cross flow more as these are the primary 
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Figure 5.29 - (a) Tortuosity & (b) Permeability as Functions of Measured ISA per Unit Volume (SV) 
5.5.6 Comparisons with Kozeny Relations 
 
Comparison of the results of this study to common empirical relations for permeability 
can give insight to the structural origins of changes in permeability. Figure 5.30 compares 
the calculated permeabilities with both the Kozeny-Carmen approximation (Eq. 2.8) [81, 
83] and the Heinrich-Poirier modified Blake-Kozeny relationships for flow parallel (Eq. 
2.12) and normal to (Eq. 2.13) the primary dendritic growth direction [78, 82].  Current 
study error bars indicate the total variation in fraction solid over the pressure gradient 
used in the determination of local permeability for each simulation case. Ky error bars are 
one-sided as the critical and maximum solid fraction in vertical flow is the solid fraction 
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Figure 5.30 - Calculated Permeabilities Plotted as a Function of Volume Fraction Solid with modified 
Blake-Kozeny and Kozeny-Carmen Relations 
Vertical flow permeabilities (Ky) coincide well with the predictions of the Heinrich-
Poirier modified Blake-Kozeny description over all simulations.  Conversely, cross flow 
permeabilities (Kx) are higher by a factor of 3 to 5 in the range 0.4 < fs < 0.6 with better 
agreement in the low fraction solid regime fs < 0.35. With regard to the Kozeny-Carmen 
approximation, permeabilities in this study are in good agreement with Ky at high fraction 
solid, fs > 0.7.  For  fs < 0.6, when SV is measured as opposed to approximated by the 
inverse of the secondary dendrite arm spacing as previously suggested [143], the Kozeny-
Carmen approximation, Eq. 2,  predicts Kx reasonably well.  Interestingly, the maximum 
divergence between measured and approximated Kozeny-Carmen predictions arise at fs < 
0.3, which occurs near the dendrite tips where the ISA decays rapidly. It is worth noting 
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is very effective at capturing the influence of interfacial surface area on permeability, 
provided ISA can be well quantified.  
For volume fractions in the range 0.4 < fL < 0.6, the current study shows a greater 
resistance to vertical flow as compared to cross flow. This trend is not consistent with 
earlier Blake-Kozeny models (Eqs. 2.9, 2.10 and 2.11), as higher Ky across all volume 
fractions are predicted. However, Heinrich and Poirier’s Blake-Kozeny formulation (Eqs. 
2.12 and 2.13), does predict higher cross flow permeabilities within the range 0.3 < fs < 
0.55. The simulations of the current study confirm this assertion, albeit with greater 
separation of Ky and Kx magnitudes. 
This permeability calculation is useful for three reasons; First, this provides direct 
calculation of permeability from experimental structures as opposed to many previous 
methods that have relied on periphery measures of liquid or the accumulation of some 
medium after passing through a coarsening dendritic structure [70, 76, 77, 80].  Secondly, 
this demonstrates an approach for the extension of permeability studies to coarser, more 
irregularly spaced columnar structures more representative of industrial casting situations 
in terms of not only composition but also scale.  Thirdly, these calculations approach the 
lower limits of volume fraction solid in permeability measurements previously attempted 
while providing reasonable convergence with values presented by other researchers as 
will be shown in Figures 7.1 and 7.2. 
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6 CHAPTER 6 
NI-AL-W TERNARY RESULTS 
 
6.1 ACQUISITION OF THREE-DIMENSIONAL DATASET 
Serial-sectioning experiments for data collection of the Ni-Al-W ternary alloy were 
performed over the course of ten days. The experimental procedure as outlined in Chapter 
3, Section 3.1 was employed and material removal rates was assessed following the 
methods described in Chapter 5, Section 5.1 in reference to the René N4 alloy. Recession 
rate as a function of slice quantity, Figure 6.1, illustrate a sectioning rate of 3.25µm/slice 
through a total thickness of just over 1.5 mm. At maximum, 85 sections in a given day 
were obtained and at minimum, 23 sections were generated in a single day.  
 
 




Figure 6.2 - Serial Sections Obtained per day in Ni-Al-W sectioning 
6.2 RECONSTRUCTED VOLUMES 
6.2.1 Memory Requirements 
 
In serial-sectioning, cross-sectional dimension and subsequent removal rate varied from 
previous experimental samples of René N4. As such, the parameters of serial sectioning 
were adjusted to optimize time, resources and material. Primary changes of note to the 
serial-sectioning protocol previously described, Chapter 5, were the use of 3µm lapping 
film and slightly larger montage arrangements to offset the increase in cross-sectional 
area. Table 6.1 illustrates the tradeoffs in memory allocation and montage requirements 
for associated imaging configurations for the selected sample of Ni-Al-W material. Each 
data slice is composed of a 3 x 2 montage image taken under the 5X_1.0X configuration 
in which the secondary value, “_1.0X”, corresponds to an exchangeable secondary 
internal magnification lens.  5X_1.0X corresponds to 5X magnification.  Micrographs 
taken yield an in-plane resolution of 1.04 µm/pixel with each slice ranging from 
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approximately 5-7 MB in digital memory. This reconstruction contains just under 500 
slices for a total of 3GB of raw data.  A representative cross-sectional area and apparent 
dendritic structures from a single serial-section are illustrated in Figure 6.3. A slight in-
plane deviation in angle with the primary growth direction was present. As such, 
secondary arms extending from the same primary trunk are shown as disconnected solid 
in a given sectioning plane and successively converge into or diverge from a single body. 
When secondary arms are seen as one body, the sectioning plane samples the primary 
dendritic core from where the secondary arms have emerged. A schematic diagram 
illustrating this progression is depicted in Figure 6.4. 





















5X_1.0X 6 1.04 6 
5X_1.6X 10 0.67 12 
10X_1.0X 18 0.52 21 
10X_1.6X 30 0.34 36* 
20X_1.0X 50 0.26 60* 
20X_1.6X 70 0.17 85* 
50X_1.0X 290 0.10 356* 
50X_1.6X 670 0.07 825* 









Figure 6.4 - Schematic showing progression in 2-D sectioning view for successive sectioning plane 
 
6.2.2 Volume Visualized 
 
The reconstructed solid for the Ni-Al-W system is given in Figure 6.5. The dimensions of 
the reconstruction are 2570 x 5000 x 1600 µm.  Initial inspection of the volume shows a 
strong tendency toward elongated channels in the primary solidification direction. 
Additionally, it is apparent the orientation of the dendritic growth is slightly inclined to 
the sectioning direction. However, visual inspection of the reconstruction normal to the 
solidification direction, Figure 6.6, reveals the four-fold symmetry of the dendritic 
network. From this vantage point it is apparent that a slightly finer distribution of 
dendrites are contained within the ternary cross-section compared to the reconstructed 
René N4 dataset shown in Chapter 5, Section 2.2. 
 
 
   
 




   
 
   
Figure 6.5 - Reconstruction from Various Angles rotated about a central vertical axis. Arrow mark the 






Figure 6.6 – Ni-Al-W Reconstruction viewed normal to the solidification direction 
 
6.3 CHARACTERIZATION OF DENDRITIC STRUCTURES 
6.3.1 Dendrite Arm Spacing 
 
Primary and secondary dendrite arms spacing (PDAS and SDAS) in the model ternary 
were measured in accordance with the characterization methods described in Sections 
2.1.3, 3.4.1 and further detailed in 5.3.1.  While thermocouples were not utilized in this 
series of casting experiments associated with the Ni-Al-W material system due to 
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peculiarities associated with intentional decanting, prior experimental work under 
Bridgman conditions at similar withdrawal rates [47, 116] demonstrated thermal 
gradients of 23oC/mm, 37oC/mm, and 42oC/mm for cross-sections of 51mm, 38mm and 
10mm respectively.  Extrapolation of these rates suggest thermal gradients for the full 
diameter of the casting equivalent to ~16oC/mm. However, given the irregular orientation 
of the casting geometry Figure 3.3, the resultant cross-section in withdrawal varied with 
greatest departures occurring at the beginning and end of withdrawal. The ensuing 
dendrite arm spacing observed and the information yielded by prior thermal gradient 
experiments [17, 47] suggest this variation in cross-section produced an effective cross-
section on the order of one-half the full diameter of the casting at the point of decanting.  
The solidification front velocity, (V) is equal to the withdrawal rate and was held 
constant at 3.3 mm/min.  With a cross-section of 39mm, a thermal gradient of 40oC/cm 
would be expected.  Under these conditions, Equations 2.2 and 2.3 yield G-1/2∗V-1/4 = 
0.18 m1/4sec1/4oC-1/2 and (G∗V)-1/3 = 1.7 oC-1/3sec1/3, respectively.  As shown in Figures 
6.7 and 6.8, these values suggest PDAS in the range of 350 – 500 µm and SDAS in the 





Figure 6.7 - PDAS expectation range based upon the product of the thermal gradient and solidification 
front velocity (G-.5 × V-.25) 
 
Figure 6.8 - SDAS expectation ranged based upon the product of the thermal gradient (G) and 




Traditional two-dimensional metallography on over 35 independent micrographs in 
determination of average PDAS and over 25 independent micrographs in determination 
of SDAS were performed. These examinations were performed on material extracted 
from the fully solidified portions of the casting below the decanted solid-liquid interface.  
Findings are summarized in Table 6.2 with Figures 6.9a and 6.9b illustrating typical 
micrographs from which PDAS and SDAS were calculated using Equations 3.1 and 3.2. 
Table 6.2 - Summary of Two-Dimensional Dendrite Arm Spacing Measurements for Ni-Al-W 
 
        
(a)      (b) 
Figure 6.9 – Representative Micrographs for Dendrite Arm Spacing (a) normal to the primary growth 
direction, (b) transverse to the primary growth direction through a primary core 
 
Utilizing the reconstructed volume as a array of dendrites in which spacing can be 
measured in a manner similar to two-dimensional approaches, investigation of planar 
sections have allowed PDAS and SDAS measures to be taken in the reconstructed 
volume as well. As discussed previously with the René N4 dataset, due to the size of the 
 Measures Total Cores Counted 
Secondary 
Arms Sampled Average 
Standard 
Deviation 
PDAS 32 923 -- 410 23 
SDAS 27 -- 409 80 8.5 
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reconstruction, fewer independent planes and a smaller global cross-section are generally 
available. However, Table 6.4 summarizes the characterization results while Figures 
6.10a and 6.10b exhibit typical sections used to obtain the PDAS and SDAS directly from 
the reconstruction. 
Table 6.3 - Summary of Dendrite Arms Spacing Measurements obtained from 3-D Reconstructed dataset 
 
       
(a)      (b) 
Figure 6.10 - Representative Micrographs for Dendrite Arm Spacing Approximation in the 3D 
Reconstruction (a) normal to the primary growth direction, (b) transverse to the primary growth direction 
 
All 2D and 3D measures for the Ni-Al-W system are compared in Figure 6.11 where the 
independent axis corresponds to individual measures obtained from either micrograph in 
the fully solidified region or a given plane in the reconstruction. Data points are color-
coded as “2D Measure” or “3D Approximation” to signify the measurement approach. 
The average measures of PDAS and SDAS between the 3D reconstruction and the 2D 
dataset yield reasonable agreement. With respect to PDAS, the average measure from the 
 Measures Total Cores Counted 
Secondary 
Arms Sampled Average 
Standard 
Deviation 
PDAS 12 663 -- 360 8.2 
SDAS 21 -- 120 87 10.8 
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3D volume is lower by approximately 12% as compared to the average value obtained 
with traditional metallographic techniques. For SDAS, measures from within the 3D 
volume exhibit slightly higher consistency across all measures as shown in the associated 
standard deviation for PDAS, Table 6.3, as compared to that obtained with 2D measures, 
Table 6.2. Variations in this regard are likely results of arm spacing variability and 
experimental scatter, which is probable when sampling the entire cross-section of the 
casting. In the reconstruction, limitation of this variability is observed as sampling occurs 
over equivalent cross-sections at varying heights.  
 
Figure 6.11 - Comparison of DAS Measurements from Micrographs and Reconstructed Domain 
 
6.3.2 Volume Fraction 
 
The variation in solid-liquid ratios were measured throughout successive planes 
according to Equation 3.3 and depicted as a function of height in the reconstruction, 
Figure 6.12.  Volume fraction variation with height exhibits a moderate decrease in 
fraction solid (fs) for heights ranging from 1 to 4 mm with a rate of -0.02% fs /µm and a 
rather substantial decrease in fs over the remaining 1mm of the reconstruction with a rate 
of -0.07% fs /µm. The larger decrease in fs corresponds to the decrease in solid material 
near the dendrite tips. By considering the measured volume fraction across the solidus 
and liquidus temperatures of the alloy (1433 oC and 1456 oC, respectively, as determined 
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by differential thermal analysis, DTA), a thermal gradient based on the solid-liquid 
profile can be extracted as well. Due to the two distinct variations in fs decrease, two 
curves are fit over the domains of consistent rate with resultant slopes corresponding to 
change in temperature derived from the secondary y-axis, Figure 6.12.  These profiles 
suggest thermal gradients approximately 40oC/cm and 170oC/cm. The latter value 
appears rather unlikely due to the large cross-sectional geometry of the casting.  It is 
more probable the high temperature gradient profile is an artifact of decanting.  The 
precipitous drop in volume fraction occurs at heights corresponding to volume fraction 
values < 0.4fL in which flow becomes rather difficult posing significant challenge to 
achieving clear decanting. As previously mentioned, experiments by A. Elliott 
determined thermal gradient to cross-section ratios in Bridgman and Liquid Metal 
Cooling (LMC) mode for plate geometries. Based on Elliott’s thermal gradient 
calculations for experiments in Bridgman mode [17, 47], the microstructures and solid-
liquid profile over the critical temperature range are consistent. Furthermore, given the 
temperature interval of 23oC existing between observed liquidus (1456oC) and solidus 
(1433oC) temperatures of this alloy, it would be expected for a thermal gradient of 
40oC/cm to produce a total mushy zone approximately 5750 µm in height. The 
reconstruction measures 5000 µm in height. As has been demonstrated, a ~40oC/cm 




Figure 6.12 - Ni-Al-W Volume Fraction Solid as a function of height in the reconstructed volume with 
Tliquidus and Tsolidus plotted on secondary vertical axis for thermal gradient determination 
 
6.3.2 Void Interconnectivity 
 
In order to understand the degree of percolation possible through the network of dendrites 
present, the connectivity of all interdendritic voids was assessed. In order to accomplish 
this, all individual non-solid regions contained within the Ni-Al-W reconstruction, Figure 
6.13, were measured and categorized according to their voxel quantity. 
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Figure 6.13 - Reconstruction of all non-solid material in Ni-Al-W reconstruction. Arrows indicate primary 
solidification direction 
 
A total of over 1300 individual non-solid entities were identified and the volumes of each 
were measured by summing the quantity of voxels composing each body. Table 6.4 
summarizes the number of bodies in a given voxel regime and couples each with the 
corresponding physical size of each threshold as well as the cumulative contribution of 
each regime to the overall voids present in the dendritic network.  In the case of the 
ternary, high connectivity exists as illustrated by the presence of a singular volume 
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composing over 99% of the total void or non-solid fraction. Substantially higher 
quantities of smaller volume voids exist but are, in the nearest case, two orders of 
magnitude smaller in size than the largest body, Figure 6.14.  Additionally, the lowest 
three volume regimes, Table 6.4, correspond to isolated locations within primarily solid 
material. Interestingly, the total contribution of these regimes to the overall void fraction 
is 0.23% and is within the range of porosity reported in typical single crystal nickel-base 
alloys [137-139].  


















2 250 000 000 10 000 000 1 6409618830 99.26% 99.26% 
225 000 000 1 000 000 0 -- -- 99.26% 
22 500 000 100 000 0 -- -- 99.26% 
2 250 000 10 000 4 18569480 0.29% 99.55% 
225 000 1 000 23 14074748 0.22% 99.77% 
22 500 100 182 10122201 0.15% 99.92% 
2 250 10 581 4401368 0.07% 99.99% 




Figure 6.14 - Non-Solid Independent Body Volumes Ordered by Magnitude 
6.3.2 Interfacial Surface Area 
 
Interfacial surface area (ISA) was investigated throughout the reconstructed dataset.  All 
elements of the domain corresponding to contours of solid-liquid interface were 
categorized by position and correlated to height in intervals equivalent to the vertical 
resolution in the reconstruction (8.32 µm/pixel). This approach allowed for direct 
correlation with previously measured volume fraction in the reconstructed domain. To 
allow for comparison across varying domain sizes, ISA is normalized by the associated 
unit volume, allowing for calculation of the surface area to volume ratio (SV). In Figure 
6.15, SV and volume fraction solid are plotted over the height of the reconstruction 
illustrating their associated variation. Minor ripples in fS and SV correspond to local 
variations induced by secondary dendrite arms.  This fraction solid profile shown here 
varies slightly with respect to the René N4 solid fraction profile shown in Chapter 5.  The 
mushy zone height is taller and a more linear decrease in solid fraction is observed from 1 
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to 0.4 fS.  These variations are likely indicative of a more effective decanting as total 
mushy zone height more closely approaches the length expectation for an undisturbed 
solid-liquid transition in this alloy system.  Interestingly, the sharp decline in fraction 
solid from 0.4 to 0 fS may suggest even largely successful decanting may experience 
markedly higher evacuation rates of liquid at high liquid fraction levels. This may be the 
underlying cause in the shortening of the solid-liquid transition.  Despite variation in the 
solid profile, SV reaches a maximum value at 0.6 fS and decreases rapidly over the upper 
1000 µm of the height commensurate with the decrease in volume fraction solid.  Figure 
6.16 illustrates the direct variation in ISA with fraction solid.  The variation is best 
described by a third order polynomial with a maximum between 0.5 – 0.6 fS. 
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Figure 6.16 - Measured Interfacial Surface Area per unit Volume (SV) and Interfacial Surface Area per unit 




The interfacial shape distribution (ISD) plot for the reconstructed Ni-Al-W dataset is 
shown in Figure 6.17.  The ISD indicates the most frequent, principle curvature pairings 
correspond to thin, deep-saddle contours (quadrant 2, Figure 3.6), while the greatest 
distribution of curvatures exist on and around the κ2 = 0 axis.  The concentration of 
curvature pairs found along the κ2 = 0 axis corresponds to cylindrical liquid domains 
while the high concentration in quadrant 2 correspond to dendritic solid with crescent-
like profiles amidst interdendritic liquid. Visualization of the color-coded Mean (HM) and 
Gaussian (HG) curvature contours are shown on the reconstructed microstructure in 
Figures 6.18 and 6.19.  Figure 6.18 illustrates maximum and minimum mean curvatures 
existing at very minimal breadths at primary and secondary dendrite tips and between 
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curvatures occurring at the tips of primary and secondary dendrite arms with a greater 
degree of connectivity between fields of maximal curvature. Minimum Gaussian values 
exhibit comparatively much larger and continuous equivalent curvatures fields which are 
located along the length of primary dendrite cores between the principal growth 
directions of secondary arms.  These locations support the ISD observance of a wide 
distribution of curvatures with, and near to, liquid cylinder-like domains and indicate the 
presence of rather continuous vertical flow paths through the Ni-Al-W reconstruction.     
 
Figure 6.17 - Interfacial Shape Distribution Plot for Ni-Al-W dataset: κ1,2 are normalized by SV to allow 












6.4 MESHED STRUCTURES 
As noted in Chapter 4, simulation protocols adopted in this investigation require the 
creation and refinement of both surface and volume meshes from the reconstructed 
dataset. Herein, the element count, cell volume size and representative meshes for both 
vertical and cross flow domains will be presented and discussed. 
    
6.3.1 Surface Meshes 
The reconstructed domains of solid and liquid in the decanted mushy zone of the Ni-Al-
W system have been shown in Figures 6.5 and 6.13 respectively. From this domain one 
global surface mesh was generated measuring 2570 × 1600 × 4500, Figures 6.20a and 
6.20b.  All subsequent flow domains for both vertical and cross flow simulations were 
obtained through isolation and refinement of select portions of this structure. It should be 
mentioned, thorough and methodical refinement in accordance with the procedures 
detailed in Chapter 4, Section 2.1, were required on all identified flow domains to 





Figure 6.20 - Global Surface Mesh for Ni-Al-W Reconstructed Mushy Zone with Morphologies indicated 




A total of 14 individual surface meshes were created and refined including 7 vertical flow 
cells and 7 cross-flow cells. In an effort to consider size effects of the simulation domain, 
cases Y6b and X1, X6 and X7 consist of approximately one half the cross-sectional area 
of all other flow cells.  Consistent with prior convention, Chapter 5, Section 4.1, vertical 
flow cells were designated according to the liquid fraction at the domain inlet while cross 
flow cells were designated by their global liquid volume fraction. A representative 
vertical flow surface mesh (NAW-Y3) and cross flow surface mesh (NAW-X3) are 
depicted in Figures 6.21 and 6.22 respectively. Pertinent data including the fraction 
liquid, cell volume and total number of elements for each flow cell surface mesh are 
included in Table 6.5 
Table 6.5 - Summary of Surface Mesh Details for Ni-Al-W Dataset 
 
 
Case Inlet Volume Fraction Liquid Cell Volume (µm
3) No. of Elements 
NAW-Y1 0.10 2590 × 1630 × 3600 454188 
NAW-Y2 0.20 2590 × 1640 × 2970  450828 
NAW-Y3 0.30 2590 × 1640 × 2500 414252 
NAW-Y4 0.40 2590 × 1640 × 1900 330156 








NAW-Y6a 0.60 2590 × 1640 × 960 145518 
 NAW-Y6b 0.60 1290 × 1640 × 740 74510 
 Case Volume Fraction Liquid Cell Volume (µm
3) No. of Elements 
NAW-X1 20 – 30 1340 × 1630 × 540 82430 
NAW-X2 30 – 40 2600 × 1630 × 640 238372 
NAW-X3 40 – 50 2600 × 1610 × 690 251630 
NAW-X4 50 – 60 2600 × 1630 × 250 144830 
NAW-X5 60 – 70  2600 × 1630 × 125 120858 












Figure 6.21 - Representative Vertical Flow Surface Mesh for Ni-Al-W Dataset 
 
 




6.3.2 Volume Meshes 
Volume meshes were generated by creation of hybrid tetrahedral elements in GAMBIT™ 
from associated surface mesh refined in 3-MATIC™.  Relative to the surface meshes of 
the Ni-Al-W reconstruction, the quantity of volume mesh elements increased by a factor 
of 3 - 5 for vertical flow cells and 3 to 3.5 for cross flow cells.  Volume meshes for 
vertical flow case, NAW-Y3 and cross flow case NAW-X3 are shown in Figures 6.23 
and 6.24, respectively. Details for each volume mesh simulation domain are included in 
Table 6.6 
Table 6.6 – Summary of Volume Mesh Details for Ni-Al-W Dataset 
 
 
Case Inlet Volume Fraction Liquid Cell Volume (µm
3) No. of Elements 
NAW-Y1 0.10 2590 × 1630 × 3600 1376776 
NAW-Y2 0.20 2590 × 1640 × 2970  1533425 
NAW-Y3 0.30 2590 × 1640 × 2500 1526806 
NAW-Y4 0.40 2590 × 1640 × 1900 1370421 








NAW-Y6a 0.60 2590 × 1640 × 960 780439 
 NAW-Y6b 0.60 1290 × 1640 × 740 364287 
 Case Volume Fraction Liquid Cell Volume (µm
3) No. of Elements 
NAW-X1 20 – 30 1340 × 1630 × 540 240210 
NAW-X2 30 – 40 2600 × 1630 × 640 738899 
NAW-X3 40 – 50 2600 × 1610 × 690 782546 
NAW-X4 50 – 60 2600 × 1630 × 250 478178 
NAW-X5 60 – 70  2600 × 1630 × 125 412613 












Figure 6.23 - Representative Vertical Flow Volume Mesh for Ni-Al-W Dataset 
 
 
Figure 6.24 - Representative Cross Flow Volume Mesh for Ni-Al-W Dataset 
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6.5 QUANTIFICATION OF FLUID FLOW 
Fluid flow in the Ni-Al-W reconstruction is investigated in two orthogonal directions: 
parallel to, and normal to, the primary growth direction. As shown in Tables 6.5 and 6.6, 
7 vertical flow cases and 7 cross flow cases were developed to provide further indication 
of the effect of dendrite morphology on the flow of molten material at the solid-liquid 
interface.  Ensuing results are derived from a longer resolved mushy zone with a finer 
primary dendrite arm spacing as compared with previously presented René N4 data, 
Chapter 5, and are consistent with trends and microstructural relations previously 
observed.  Examples of flow behavior within the Ni-Al-W reconstruction will be 
presented along with calculations of permeability, its anisotropy, relative spacing of high 
velocity flow channels as well as interfacial surface area and its relation to tortuosity and 
permeability. Again, the findings of this study will be compared to empirical models 
providing a basis for further discussions in Chapter 7 regarding departures from such 
models and the microstructural implications of such deviations in both datasets.   
6.5.1 Flow Behavior 
 
Image maps containing flow simulation results with velocity vectors and pressure 
gradients for representative vertical (NAW-Y3) and cross flow (NAW-X3) cases are 
shown in Figures 6.25 and 6.26, as well as Figures 6.27 and 6.28, respectively. For 
vertical flow cases, linear vertical flow channels dominate the behavior with locally 
increasing velocities in constricted channels and cross-sections. The observed pressure 
change typically occurs over considerably longer lengths than observed in corresponding 
René N4 simulation cells.  Alternatively, cross flow cases demonstrate low velocities 
over the majority of the flow domain with relatively large gradients in velocity and 
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pressure in highly constricted zones where connectivity is possible but highly localized.  
Boundary conditions, resultant velocity fields and maximum pressures observed for all 
Ni-Al-W simulation flow cells are summarized in Table 6.7 
Table 6.7 - Summary of Flow Simulations by Case in Ni-Al-W Dataset 















NAW-Y1 0.10 2590 × 1630 × 3600 0.013 0.051 - 1.03 13.8 
NAW-Y2 0.20 2590 × 1640 × 2970  0.017 0.050 - 1.00 6.59 
NAW-Y3 0.30 2590 × 1640 × 2500 0.049 0.051 - 1.01 8.72 
NAW-Y4 0.40 2590 × 1640 × 1900 0.062 0.052 - 1.03 5.59 







NAW-Y6a 0.60 2590 × 1640 × 960 0.17 0.051 - 1.02 4.00 









Velocity Range   




NAW-X1 20 – 30 1340 × 1630 × 540 0.000013 0.0052 - 0.103 .989 
NAW-X2 30 – 40 2600 × 1630 × 640 0.000011 0.0054 - 0.107 2.14 








NAW-X4 50 – 60 2600 × 1630 × 250 0.00033 0.0054 - 0.108 1.02 
 NAW-X5 60 – 70  2600 × 1630 × 125 0.0013 0.0050 - 0.100 .438 
 NAW-X6 70 – 80  1300 × 1630 × 250 0.011 0.0052 - 0.104 .264 













Figure 6.27 - Velocity Vector Plot for Cross Flow Case (NAW-X3) in Ni-Al-W dataset 
 
 
Figure 6.28 - Pressure Contour Plot for Cross Flow Case (NAW-X3) in Ni-Al-W dataset 
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6.5.2 Calculation of Permeability 
 
Returning to Darcy’s Law, Equation 5.1, permeabilities in each flow cell were calculated 
discretely.  As noted in Chapter 5, each calculated vertical and cross flow permeability is 
then associated with its solid-liquid ratio for arrival at a volume fraction dependence for 
permeability in the dataset. As mentioned previously, for vertical flow cases, this solid-
liquid ratio is the area fraction at the inlet while for the cross-flow cases, the local volume 
fraction over the entire cell is referenced. The calculated permeabilities and fundamental 
quantities for this calculation are represented in Table 6.8 while the volume fraction 
dependencies of vertical (Ky) and cross (Kx) flow permeabilities are illustrated later in 
Figure 6.34. 



















NAW-Y1 0.10 3.01 3.00 53.2 5.20 
NAW-Y2 0.20 1.55 4.30 69.9 9.33 
NAW-Y3 0.30 1.82 4.00 200.5 13.7 
NAW-Y4 0.40 1.07 3.00 254.4 19.4 







NAW-Y6a 0.60 1.12 0.49 691.3 52.9 
















NAW-X1 20 – 30 .922 10.7 0.106 0.43 
NAW-X2 30 – 40 2.11 22.6 0.105 0.12 








NAW-X4 50 – 60 .206 19.9 0.132 2.99 
 NAW-X5 60 – 70 .425 20.0 0.264 4.21 
 NAW-X6 70 – 80 .203 11.4 1.42 27.0 
 NAW-X7 80 – 90 .107 11.7 2.42 74.0 
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6.5.3 Anisotropy of Permeability 
The data reveals variation in the volume fraction dependence of vertical flow 
permeabilities (Ky) compared to cross flow permeabilities (Kx).  By comparing the cube 
of the fraction liquid (fL) or (1-fS), with variation in permeability, the contrast is shown, 
Figure 6.29.  The term (fL3) or alternatively, (1-fS)3 is selected to illustrate this anisotropy 
as it is the fundamental term describing volume fraction dependence in both fundamental 
forms of both the Kozeny-Carmen and Blake-Kozeny equations, Equations 2.8 and 2.9. 
To further normalize the relation, dimensionless permeability, (KSV2) is derived and 
compared for vertical flow and cross flow permeabilities independently, Figure 6.29a and 
Figure 6.29b.  In vertical flow cases for simulations in Ni-Al-W, dimensionless 
permeability (KySV2) not only demonstrates greater variation but also higher maximum 
values by an order of magnitude greater than cross flow dimensionless permeability 
(KxSV2) with the quantity (1-fS)3. This indicates greater volume fraction dependence for 
Ky for this morphological configuration of dendritic structures. An outlier was observed 
in the KySV2 dependence (Case NAW-Y6b) due to a size effect. Case Y6b contains a  
cross-sectional area roughly ½ that of all other vertical flow cases as documented in 
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6.5.4 High Velocity Flow Channels 
 
Location and relative spacing among channels exhibiting comparatively higher velocities 
are important as they may provide opportunity for formation of chimneys and ultimately 
freckles and/or freckle-chains.  It is interesting to note the spacing of high velocity 
channels and the evolution of their presence throughout the reconstructed height. 
Consistent with the analysis of René N4 vertical flow simulation cells, high velocity flow 
is defined as 10X the minimum velocity present.  Planar velocity profiles normal to the 
solidification direction for each vertical flow cell in the Ni-Al-W study were discretized 
and values greater than and equal to 10X the minimum velocity were isolated and 
measured for relative spacing in each cross-section.  High velocity flow channels were 
typically spaced by 350 – 500 µm.  Only two cases having inlet volume fractions of .10 
and .20 fL demonstrated larger initial spacing. Over simulation domain lengths of 1 to 1.5 
mm, all high velocity channel spacings converge to the upper limits of 1500 and 2000 
µm, Figure 6.30. These spacings denote the presence of one or two solitary high velocity 
channels over the entire cross-section. The finding of note here is that high velocity 
channels exhibit spacings on the order of the measured dendrite arms spacing near the 
inlets for fL = 0.30, 0.40, 0.50 and 0.60 but diminish such that that their spacing becomes 
3X – 4X the PDAS 1 to 2 mm above the base of the mushy zone. This is the case for all 
simulation domains with exception to very low volume fraction simulation cells where fL 
= 0.10 and 0.20 and flow is dominated by very few channels at the outset resulting in 




Figure 6.30 - High Velocity Channel Spacing for Vertical Flow Cases in Ni-Al-W plotted as Functions of 
Height 
 
6.5.5 Flow Path Ratios and Tortuosity 
 
The flow simulations show that vertical flow in the Ni-Al-W dataset is dominated by the 
presence of linear, nearly-vertical flow channels, Figure 6.31, while cross-flow cases 
demonstrate relatively large liquid domains connected by very small and highly 
restrictive linkages, Figure 6.32. To assess the complexity of flow path in relation to the 
dendritic network, flow path ratios and SV have been measured directly in each 
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Figure 6.31 - Pathlines for Representative Ni-Al-W Vertical Flow Case (NAW-Y3) illustrating highly 
linear flow channels upward through the reconstruction 
 
 
Figure 6.32 - Representative Ni-Al-W Cross Flow Case indicating constricted channels of connectivity 
between large liquid domains
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Table 6.9 - Flow Path Ratios, ISA per unit volume & Permeability by Case for Ni-Al-W Simulations 
 
Across both flow types, increased interfacial surface area (SV) was largely independent of 
increases in tortuosity (Tavg.) while interfacial surface area (SV) scales inversely with 
permeability (K), Figures 6.33a and b. Tortuosity, (Tavg) is again defined as the ratio of 
distance traveled along streamlines through the structure divided by the length of the 
meshed domain in the principal direction of flow. For both vertical and cross flow cases, 
tortuosity is just greater than one across all simulation cases with very small variance. 
These findings are consistent with cross flow behavior in the René N4 and also confirm 
the linear character of the flow in vertical cases. When compared to local normalized 
interfacial surface area (SV) in each simulation cell, permeability is seen to vary by power 
law with an exponent of -1.6 for cross flow cases and -0.5 for vertical flow cases. Both 
are less than the inverse dependence on ISA (SV-2) as found in the Kozeny-Carmen 
relationship for isotropic structures.  However the exponential fit for vertical flow, Figure 
6.33b, is likely reflective of the lessened ISA sensitivity created by the somewhat 
 
Case Inlet Volume Fraction Liquid Tavg. {± Var} 




NAW-Y1 0.10 1.30 ± 0.23 186 5.20 
NAW-Y2 0.20 1.18 ± 0.05 494 9.33 
NAW-Y3 0.30 1.16 ± 0.03 574 13.7 
NAW-Y4 0.40 1.25 ± 0.07 473 19.4 







NAW-Y6a 0.60 1.24 ± 0.17 73.7 52.9 
 NAW-Y6b 0.60 1.27 ± 0.13 37.1 41.7 





NAW-X1 20 – 30 1.51 ± 0.11 26 0.43 
NAW-X2 30 – 40 1.19 ± 0.01 88 0.12 
NAW-X3 40 – 50 1.32 ± 0.03 66 3.46 
NAW-X4 50 – 60 1.24 ± 0.01 37 2.99 
NAW-X5 60 – 70 1.10 ± 0.01 16 4.21 








NAW-X7 80 – 90 1.07 ± 0.01 3.5 74.0 
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6.5.6 Implications for Kozeny Relations 
 
For comparison with well-developed empirical models such as the Blake-Kozeny and 
Kozeny Carmen relations, the permeability results are superimposed with Heinrich-
Poirier modified Blake-Kozeny (KBK(HP)) (Equations 2.12 and 2.13) [78, 82] as well as 
the traditional Kozeny-Carmen (Equation 2.8) [81, 83] (KKC) relationships with measured 
and approximated SV for KKC profiles, Figure 6.34.   Error bars in current study data 
correspond to total variations in solid fraction over the pressure gradient by which 
permeability was calculated in each simulation.  Cross flow permeabilities (Kx) show 
reasonable correlation with KBK(HP) prediction with departures at 0.55fS and 0.65fS by a 
factor of ± 5X. The failure of the KBK(HP) criterion to predict permeability is likely due to 
the large constrictions existing in the cross flow domains inhibiting the overall flow and 
localizing the resultant pressure field.  Conversely, vertical flow permeabilities (Ky) are 
higher than all KBK(HP) by a factor of 15 to 20. Interestingly, in comparison to Kozeny-
Carman predictions with measured SV, Ky are higher by a maximum factor of 5X across 
all fractions solid with convergence between simulation results and KKC prediction at 
0.4fS. Due to the nearly linear channels apparent in vertical flow cases, an empirical 
model describing permeability in an array of tubes was also considered [144, 145] 
Equation 6.1: 
     (6.1) 
where N corresponds to the number of pipes within the array, A the combined cross-
sectional area available for flow through pipes, and τ is equal to sin-1α, the arcsin of the 
angle of inclination of the tubular array. Again, fL and SV are the volume fraction liquid 
and ISA per unit volume, respectively.  To simplify the model, permeability was 
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calculated assuming purely vertical flow by taking the angle of inclination to be 90o, 
making the τ term equal to 1 and N was assumed to scale linearly with increases in 
volume fraction liquid. As shown in Figure 6.34, the Dvorkin tubular permeability 
(KDvorkin) compares reasonably well across all vertical flow simulation results with minor 
departures at 0.40, 0.70, and 0.80 fS.  These fraction solids coincide with deviations with 
the KKC. This suggests that the divergence from the globally approximated ISA may also 
play a role in the lack of fit for the KDvorkin at these discrete fraction solids but is a much 
better indication of the vertical flow behavior.  
 
Figure 6.34 - Calculated Results Compared to Empirical Revisions of the Blake-Kozeny, Kozeny Carmen 
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7 CHAPTER 7 
DISCUSSION AND CONCLUSIONS 
 
7.1 EFFECTS OF DENDRITIC STRUCTURE ON FLUID FLOW 
The impact of dendritic structure on flow behavior has been evaluated in two nickel-base 
alloys systems by means of vertical and cross flow simulations.  Each simulation domain 
was extracted from portions of three-dimensionally reconstructed as-cast dendritic 
structures obtained by decant casting.  The overall effects of dendritic structure on flow 
within the mushy zone are addressed and the implications for defect formation during 
solidification are discussed in the following sections. 
7.1.1 Permeability of Dendritic Structures 
 
The structural dependencies of permeability (Ky,x) for cases of simple flow (isothermal, 
incompressible and steady-state) in the mushy zone can be successfully evaluated by 
reconstruction and simulation.  One intrinsic benefit of such a method relative to prior 
assessments of this property is the ability to ascertain permeability at high fraction liquid 
levels. Prior permeability assessments conducted experimentally with permeameters or 
by post-mortem investigation of quenched samples encounter difficulty in maintaining 
solid phase coherency at high fraction liquid levels. This is due to coarsening or 
remelting of isolated solid in regions surrounded by molten liquid.   Thus permeability 
evaluation in the high fraction liquid regime has been limited. An additional benefit of 
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this new 3-D approach is that direct relationships between permeability, fraction solid 
and interfacial surface area have been experimentally derived. 
To predict defect formation, prior analyses of the Rayleigh number have used an average 
permeability of the liquid in the upper region of the mushy zone.  In this study variation 
in permeability of up to two orders of magnitude as a function of fraction solid has been 
observed in both vertical and cross flow cases. Furthermore, Kx varies up to three orders 
of magnitude for cases in which abrupt evolution of volume fraction occurs with height. 
This indicates the use of an average permeability over a range of volume fractions may 
not provide an accurate estimate of the relevant permeability, with errors possibly as 
large as 2 - 3 orders of magnitude for a given volume fraction. 
7.1.3 Interfacial Surface Area in the Dendritic Array 
 
Interfacial Surface Area (ISA) per unit volume (SV) exhibits a near parabolic relationship 
with volume fraction solid with a maximum in SV occurring at or near 0.65 fS.  This 
behavior is independent of solid fraction profiles with respect to height.  This inflection 
point indicates a physical location in the dendritic structure by which maximum ISA 
(SVMAX) can be determined. Furthermore, estimations of SV for other volume fractions 
can be developed from this value. A more accurate assessment of the relationship 
between SV and the local structure presents an opportunity for inclusion of a more 
accurate characteristic length. Previous use of the inverse of the secondary dendrite arm 
spacing may provide a reasonable approximation in magnitude; however, this single 
value does not accurately describe the significant variation that has been measured in this 





SV, ISA per unit volume solid (SVS) can also be readily calculated by dividing by the 
local volume fraction solid. 
7.1.4 Tortuosity and Interfacial Surface Area 
 
Tortuosity (Tavg.) in vertical flow among typical dendritic structures has been shown to 
vary directly with SV. However, in cross flow, tortuosity is only weakly dependent on SV 
given the relatively small quantifiable change in tortuosity and the comparably large 
variation in SV.  Tortuosity was shown to vary by power law such that Tavg = SV0.04 for 
cross flow and Tavg = SV0.2 for vertical flow. For vertical flow cases in the Ni-Al-W 
system in which flow was highly dominated by concentrations of near-linear vertical flow 
paths Tavg = SV-0.02.   
7.1.5 Permeability and Interfacial Surface Area 
 
Permeability (Ky,x) is inversely proportional to SV across all vertical and cross flow 
simulations.  The rate of dependence of Ky,x on SV is best described by a power law, 
where Kx =  KoSV-1.6, with Ko equal to 19000, 13000 (m.4) for René N4 Kx and Ni-Al-W 
Kx, respectively and Ky =  KoSV-1.7, with Ko equal to 11000 (m.3) for René N4 Ky.  The 
only departure from an exponent of -1.5 occurs in instances of highly uni-directional 
flow, which dominates flow behavior under vertical flow conditions in the Ni-Al-W 
simulation cells.  
When unidirectional flow prevails the dependence of K on SV decreases.  In such cases, 
the available cross-sectional area rather than channel shape is a more descriptive metric 
for variation in K as seen in the vertical flow cases of the Ni-Al-W system. In the case 
examined, the power law dependence of SV with K appropriates a relationship in which 





7.1.7 Dissipation of Flow in High Velocity Channels 
 
The spacings of channels with high velocity flow rates indicate dendritic structure 
inhibits high speed flow over the length of the mushy zone. In all cases, the flow in the 
high velocity channels is dissipated such that the spacing of high velocity channels 
decreases to one or less than one after travel of 1mm or less through the mushy zone.  For 
cases in which no uni-directional flow paths are provided, high velocity channels are 
dispersed and rapidly decrease in number to one or fewer instances after travel through 
0.25mm or less of the mushy zone height. The presence of the high flow velocity 
channels is important as dendrite fragmentation events are likely enhanced in regions of 
high velocity flow and by dendritic arrangements that allow for persistence of this flow 
up to the dendrite tips. 
7.1.8 Considerations for Cross Flow 
 
It is interesting to note that multiple cross flow simulation domains, particularly in the 
case of the René N4 system, are relatively thin compared to their cross-sectional area. 
However, as previously shown, cross flow permeabilities calculated in this study yield 
reasonable agreement with empirical permeability models, Figures 5.30 and 6.34 with 
limited departures. Furthermore, direct comparison with additional independent 
assessments of permeability show further agreement for cross flow results, Figure 7.2, 
and will be discussed in detail in the following section. The pressure drop occurring in 
cross flow is dominated by the constrictions of flow channels between closely 
neighboring in-plane secondary arms not flow above or below them, Figures 5.25, 6.27, 
6.28 and 6.32.  As shown, assessment of cross flow permeability in the thesis has been 





yielding comparable permeabilities. Therefore, thin heights that accurately capture flow 
constriction due to secondary dendrite arms may prove sufficient for permeability 
calculation.  Additionally, cross flow in this thesis has only been investigated in one flow 
direction with respect to each dataset. As discussed in Section 2.3.2, Bhat and co-workers 
have shown lateral flow orientations have negligible impact on cross flow permeability 
[71].  The predominance of flow constrictions being the controlling factor in flow 
through the dendritic network supports this observation. 
7.2 COMPARISON OF PERMEABILITY ASSESSMENTS 
Ky (vertical) and Kx (cross) permeabilities presented by various investigators using both 
numerical and experimental approaches are in general agreement with the permeabilities 
determined in this study as a function of volume fraction, with the exception of vertical 
flow in Ni-Al-W, Figures 7.1 and 7.2. The advantages of this new 3-D technique for 
permeability assessment will now be considered and departures from prior findings and 
new insights to the flow process will also be addressed.   
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Figure 7.2 – Comparison of Calculated Cross Flow Permeabilities (Kx)  
One of the inherent benefits of the approach detailed in this thesis is the ability to directly 
assess vertical or cross flow permeability independently within the same mushy zone.  
Furthermore, the method described in the current study allows for reliable, direct 
assessment of permeability over the broadest range of fraction solid by use of a single 
method to be reported to date. Thirdly, this method allows for practical interrogation of a 
morphologically complex domain providing correlation of physical features of the 
dendritic structure to local and global flow behavior.  This in itself is a notable 
accomplishment given the susceptibility of the mushy zone to dynamic evolution in most 
physical experiments, regardless of material system.  
In spite of overall agreement with the permeabilities determined in prior studies, in the 
present study, Ky for the Ni-Al-W alloy were substantially higher than other reported 
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through an array of parallel cylinders as previously shown by comparison with the 
Dvorkin permeability model, Section 6.5.6.  Comparison of the fraction solid profiles 
over the height of both reconstructed mushy zones in this study, Figure 7.3, indicate the 
presence of greater amounts of liquid at lower portions of the mushy zone in the Ni-Al-W 
dataset which do in fact contribute to the uni-directional vertical flow paths at very low 
heights. In Figure 7.3, heights are normalized to make the direct comparison clear. These 
highly uni-directional flow channels are likely due to the irregular casting geometry, 
orientation of mold to encourage decanting and the alloy chemistry.  Furthermore, linear 
channels in the liquid domain were observed to span the entire height of the reconstructed 
mushy zone regardless of volume fraction inlet level. 
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While these factors have affected vertical flow behavior through the Ni-Al-W dendritic 
array, primary and secondary dendrite arm spacing and porosity follow expected trends 
given the casting conditions.  Since permeability in directionally solidified systems is 
traditionally predicted by use of dendrite arm spacing and volume fraction, the present 3-
D assessments provide additional opportunity for identification of factors influencing 
permeability through flow channels in dendritic arrangements.  In the cases of cross flow, 
cited values shown in the literature converge well with those reported here.  Furthermore, 
the current study has allowed investigation in the low fraction solid regime, which has 
been largely untreated due to difficulties associated with maintaining dendritic solid in 
the range of very high fraction liquid levels where fL approaches or is greater than 60 – 
70%. This has been a source of significant challenge in experimental approaches using 
permeameters for direct assessment of permeability or by direct application of D’Arcy’s 
Law in numeric approaches which yield erroneous results at fraction liquid > 0.7 [71, 78, 
143].  
7.3 CALCULATION OF THE RAYLEIGH NUMBER 
To address the effect of the current permeability observations on defect formation 
processes, it is useful to consider the Rayleigh (Ra) criterion. While the numeric and 
theoretical basis for the Rayleigh value was presented in Section 2.1 of Chapter 2, the 
impact of contributing quantities and their physical meaning will be quickly summarized 
here to frame the discussion. The local Rayleigh number (Rah) for the two alloys 
investigated in this thesis will then be provided as a function of fraction solid based on 
the permeabilities (Ky and Kx) calculated in this thesis. These trends will then be 





permeability approximation.  In order to first provide a frame of reference for the 
expected range of Rah in directionally solidified nickel-base superalloys, Rayleigh values 
for the widely referenced, single-crystal nickel-base alloy of Pollock & Murphy, SX-1 [1, 
2, 56, 62, 65, 66, 146] will be presented for a variety of casting parameters. This will 
provide a basis upon which to describe the competing effects of density gradient and 
permeability in the Rayleigh number. Lastly, a modified permeability relation taking into 
account the effects of interfacial surface area will be presented and discussed in terms of 
its benefits and limitations in practice.   
As discussed in Section 2.1.5, the Rayleigh number (Ra) is a ratio of the buoyancy to 
drag forces occurring in the melt.  As solidification proceeds, elements segregate from 
the solute resulting in lighter liquid densities deeper in the mushy zone.  When this 
density inversion reaches a critical value, the buoyancy force can overcome the frictional 
force required to keep the lighter elements suppressed within the melt. The Rayleigh 
criterion is the metric used to quantify this critical ratio: 
       (7.1) 
 
Acceleration due to gravity (g) is acting upon the product of the density inversion 
, over some length h and combined with a measure of average, or as returned in 
this current work, 3-D dendritic array permeability (  or K, respectively). This value is 
then divided by the product of the thermal diffusivity, (α) and kinematic viscosity, (ν).  
For the ensuing calculations, the product of αν is approximated as 5 × 10-12 m4/s2 and h 
corresponds to the height in the mushy zone determined by assuming a linear thermal 









number under the above circumstances is strongly influenced by the density gradient and 
permeability. Additionally, these terms are, in themselves, largely influenced by the 
thermal gradient.  Figure 7.3 shows the Rayleigh number calculated using Equation 7.1, 
as a function of solid fraction for the single crystal alloy SX-1 [1, 2], under a number of 
experimental configurations of thermal gradient (G) and solidification front velocity (V), 
as initially shown by Beckermann, Gu and Boettinger [56].  The nominal elemental 
composition for SX-1, presented by Tin in multiple freckling studies is shown in Table 
7.1 [8, 65, 66, 146].  
Table 7.1 – Elemental Composition of Nickel-Base Alloy SX-1 (wt%) 
 
For calculation of compositional variation between the solidus (Tsolidus) and liquidus 
(Tliquidus) temperatures, two methods were employed. First, a modified Scheil relation, 
Equation 7.2, accounting for back diffusion, was used to determine compositional 
variation. Distribution coefficients measured specifically for this alloy, and their 
validations are discussed in [8].  
€ 
Cl = Co(1− (1− 2αk) fS )
k−1
1−2αk    (7.2) 
 
In an effort to develop a method for cases in which alloy specific distribution coefficients 
are not available, Scheil calculations using PANDAT by CompuTherm were also 
performed. The results of the variation in alloying elements from the CALPHAD 
simulation are shown in Figure 7.4. Distribution coefficients from the PANDAT Cs/Cl 
ratios yield nominal agreement with directly measured distribution coefficients for all 
elements with exception to Cr and Re.  However, Equation 7.2, predicts a more rapid 
Alloy Al C Cr Co Hf Re Ta W Ni 





change in composition with temperature than CALPHAD results.  The effect of this 
variation on the calculated Rayleigh number will be shown subsequently. 
  
Figure 7.4 – Compositonal Variation in Alloying Elements within SX-1 between Tsolidus - Tliquidus 
 
Both sets of temperature specific compositions were then used in the partial molar 
volume equations of Mukai et al. [130] as shown in Equations 7.3 – 7.12 in which T 
corresponds to temperature in degrees Celsius.  
  (7.3) 
   (7.4) 
 (7.5) 
  (7.6) 
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     (7.12) 
 
The only adjustment to the aforementioned relationships was made in the approximation 
of the partial molar volumes of tantalum.  The nominal Ta composition of the alloy was 
used in Equation 7.6 for approximation of the partial molar volume VTa across all 
temperatures as calculations utilizing the predicted compositional variation resulted in a 
substantial increase in total alloy density with decreasing temperature.  Reasons for this 
adverse behavior may include inaccurate prediction of compositional variation with 
regards to Tantulum by PANDAT or shortcomings in the adoption of the partial molar 
volume model to thermal regimes corresponding to compositional variation in these 
alloys.  All other relationships were utilized as presented in [130]. This data was then 
used in the approach of Sung et al. [132] to derive the combined thermal and solutal 
induced density variation within the solute as a function of temperature according to the 
following relation;  
      (7.12) 
 
where Xi is the mole fraction of element i, Mi is the molecular weight of element i, and Vi 
is the partial molar volume of element i. For the purposes of this example, the 
conventional approximation for K is used and assumes the following G and V dependent 
value as appropriated by various investigators [56, 62, 65, 135]. 
      (7.13) 















     (7.14) 
Others have used an average volume fraction ( ) for fs in Equation 7.13 according to the 
following relation; 
        (7.15) 
 
In the following calculations, explicit volume fractions were used with exception to h = 0.  
Figures 7.5a and 7.5b illustrate the overall trends. Rayleigh values shown in Figure 7.5a 
were calculated with compositions determined by Equation 7.2, while Rah values shown 
in Figure 7.5b were calculated with compositions determined by PANDAT.  As can be 
seen, results differ by a factor of 10. Since directly measured distribution coefficients 
have a greater degree of certainty, a scaling factor of 10 was employed to the Rah 
calculated with subsequent CALPHAD estimates to account for the likely 
underestimations of composition change and subsequent density gradient. However, even 
with a scaling factor of 10, it is unclear how Beckermann, Gu and Boettinger derived 
their reported magnitudes for the Rah in SX-1 at these processing conditions [56] as 







Figure 7.5 - Calculated Rayleigh Number for Alloy SX-1 at various experimental conditions of G and V 
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In Figure 7.5a and b, it is shown that calculated Rayleigh values reach a maximum in the 
vicinity of 0.1 fS regardless of thermal gradient and withdrawal rate, due to the increasing 
density gradient. This increase however, is soon overcome by a rapidly decreasing 
permeability. To illustrate the rapid reduction of permeability with volume fraction, 
Figure 7.6 shows corresponding permeabilities for the G and V pairings of calculated 
local Rayleigh values (Rah) of Figure 7.5 using Equation 7.13 and 7.14. As shown, 
permeability decreases quite rapidly up to 0.6 fS and approaches very high numbers at 
zero fraction solid. 
 
Figure 7.6 - General Trend for Permeability with increasing fraction solid in model alloy SX-1 
 
With changes in G or V, the entire Rah curve scales upward or downward. Increases in 
thermal gradient scale Rah values down while increases in withdrawal rate also scale Rah 
provided G remains constant. Now that the basic effects of processing conditions, 
permeability and density gradient have been noted with regards to the calculation of a 








































Ni-Al-W ternary are computed based on the permeabilities obtained in this investigation 
and then compared to resultant Rayleigh values using the above method. 
Compositional variations in both René N4 and the model ternary were determined by 
PANDAT and ThermoCalc respectively and are shown in Figures 7.7 and 7.8.   
 
Figure 7.7 - Rene N4 Compositional Variation of Alloying Elements between Liquidus and Solidus 
Temperatures determined by PANDAT 
 
 
Figure 7.8 - Ni-Al-W Compositional Variation between Liquidus and Solidus Temperatures determined by 
ThermoCalc 
Using these compositions, Rayleigh values based on the experimental permeabilities 































































































based upon the product of the Tliquidus - Tsolidus temperature difference and the 
experimental thermal gradient was used for correlation of temperature specific densities 
at given heights. Secondly, a height based temperature profile was determined by fitting 
the Tliquidus - Tsolidus thermal difference to the reconstruction height. Since such heights are 
shorter than predicted given their withdrawal rates and axial thermal gradients present 
during processing, significant non-axial heat extraction during casting is a likely 
explanation for the shortened mushy zone heights given that samples for this 
investigation were located within 1 – 7 mm of the external walls of the castings.  For this 
reason, the second set of discrete local Rah calculations will be denoted as (non-axial ΔT). 
The former will be denoted as (axial ΔT). These curve fits, based on both sets of 3-D 
dendritic permeabilities are then compared to local Rah using conventional calculations of 
permeability as shown in Equations 7.13 and 7.14. The 3-D dendritic permeabilities (Ky 
and Kx) in both alloy systems are each compared to conventiaonally calculated Rah 
separately and will be discussed in pairs for the purposes of highlighting specific 
observations.  
In René N4, the conventional Rayleigh number with K determined according to 
Equations 7.13 and 7.14 are compared to the Rayleigh number calculated by the 3-D 
dendritic vertical flow permeabilities, Ky, and the cross flow permeabilities, Kx, obtained 
in this study. This comparison is shown in Figures 7.9a and 7.9b respectively. In Figure 
7.9a, it is shown that over the fraction solid investigated, vertical flow permeabilities do 
not influence the overall Rayleigh value, due to the fact that the cross flow permeabilities 
constrain the overall process, as apparent in Figure 7.7b. The axial ∆T Rah suggests a 





average permeability calculated with Equations 7.13 and 7.14. However the non-axial ∆T 






Figure 7.9 - Conventional Rah for René N4 as a function of solid fraction compared to Rah calculated by 
the (a) 3-D dendritic Ky obtained in the current study and (b) 3-D dendritic Kx obtained in the current study 
In the Ni-Al-W system, the local Rayleigh number (Rah) with K determined by Equations 
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cross flow permeabilities obtained in the current study. These comparisons are shown in 
Figures 7.10a and 7.10b respectively. Again, axial ∆T and non-axial ∆T curves 
correspond to density gradient calculations based upon thermal gradient and 
reconstruction height determined temperature profiles. In Figure 7.8a, it is shown that 
over the fraction solid investigated, vertical flow permeabilities approach the critical 
Rayleigh value anticipated by the conventional Rah but at higher volume fraction solid. 
The curve fit of the remaining data also suggests a slightly higher critical Rah than the 
traditional form at 0.25 fS. In Figure 7.10b, two additional observations can be made. 
Direct permeability assessments of this study suggest a critical Rah 1.5 - 2X higher than 
the conventional Rah with K determined by Equations 7.13 and 7.14. A value 1.5X higher 
than the traditional Rah corresponds to the lowest direct Kx assessment by simulation 
while 2X higher than the traditional Rah corresponds to the highest point of the curve fit 
based on all higher fraction solid data.  Secondly, direct permeability assessments 
indicate a much steeper decrease in Rah from the maximum value with increases in 
fraction solid than traditional Rah suggests.  
Before describing global observations for Rayleigh calculations in both alloys, it should 
be stated the results of Rah determined by Ni-Al-W Ky values should be considered in 
more detail considering the unidirectional flow.  It has previously been shown such flow 
cells were more accurately described by flow through an array of parallel cylindrical 
domains. These flow paths lacked the complexity in vertical flow most descriptive of 









Figure 7.10 - Local Rah for Ni-Al-W as a function of solid fraction compared to Rah calculated by (a) Ky 
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Overall, Rayleigh numbers determined with input from this new 3-D approach compared 
to conventional Rah calculations differ in one significant way. Permeabilities of the 
current study have been directly determined by simulation within 3D microstructural 
domains while conventional Rah approximations utilize average permeability values 
based on empirical relationships such as the Kozeny-Carmen, Blake-Kozeny or 
specifically, those shown in Equations 7.13 and 7.14. From this comparison, three key 
observations can be made: First, direct permeability assessment indicates vertical and 
cross flow permeabilities begin affecting the total Rayleigh values in a substantial way at 
volume fractions less than 0.3 fS. This suggests, focusing future studies to volume 
fractions less than 0.3 fs as the critical range for future investigations of permeability (K), 
and Rayleigh numbers (Rah).  Secondly, non-axial thermal gradients, which indicate 
shortened mushy zone heights, predict higher local Rayleigh values than those calculated 
by use of an axial thermal gradient over the same microstructure. This in turn, results in 
higher Rayleigh values across volume fractions less than 0.3 fS. This observation may 
provide explanation as to why freckles demonstrate a tremendous propensity to form on 
the surface. This observation holds particular importance to processes that involve 
significant amounts of heat extraction laterally such as Liquid Metal Cooling (LMC) 
processes. The findings of this thesis suggest these arrangements are likely subject to 
higher Rayleigh values and increased propensity to freckles based on their ability to 
extract large amounts of heat laterally. Experience however, has shown LMC processes 
to produce very few freckles at a variety of withdrawal rates.  Additional parameters 
produced by LMC such as the finer arrangement of primary arms may supersede the local 





investigation. Thirdly, direct calculations of Rah using 3-D dendritic permeabilities, 
indicate maximum Rayleigh values on the order of 1.5 to 3 times higher than those of the 
conventional Rah calculation based upon averaged permeability. These observations 
indicate cross flow can likely be considered the determining permeability for assessment 
of the critical Rah value as suggested by Roper et al. [147, 148].  Multiple observations 
support the notion that limitation of permeability in the 0.10 fS range is most likely 
dominated by cross flow. Mesh domains for vertical flow at or below 0.10 fS 
encapsulating significant portions of dendritic structure were unattainable from 
reconstructed datasets. Furthermore, in a physical sense, at these heights flow is 
essentially occurring at and above dendrite tips. In these instances, cross flow is 
understandably influenced by dendritic solid while vertical flow does not interact with 
sufficient amounts of dendritic structure to affect flow resistance. 
7.4 IMPLICATIONS FOR DEFECT FORMATION CRITERIA 
7.4.1 Permeability 
 
This research has demonstrated that direct assessments of permeability based on actual 
dendritic morphologies can be used for improved assessment of the Rayleigh number 
(Rah). In this study, 3-D datasets of René N4 a model Ni-6.5Al-9.5W (wt%) ternary alloy 
were used to directly calculate vertical and cross flow permeabilities (Ky and Kx, 
respectively).  Permeabilities suggest higher Rayleigh numbers in the mushy zone 
compared to previous assessments produced by conventional permeability 
approximations, such as those given in Equations 7.13 and 7.14.  Additionally, it has 
been shown that permeability scales inversely with interfacial surface area.  In an effort 





now related to fraction liquid (fL) based on results from all simulations of this thesis.  To 
consider the role of alloying, dimensionless permeability across all volume fractions, SV2 
and SVS2 are considered in the following comparisons.   
Figure 7.9 illustrates the dependence of dimensionless permeability (KSV2) and (KSVS2) 
on fraction liquid. SV is the interfacial surface area per unit volume while SVS is the 
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Figure 7.11 - Dimensionaless Permeabilities (a) KSV2 and (b) KSVS2 dependence on Fraction Liquid 
 
In Figures 7.11a and 7.11b, two trendlines are shown in each plot, providing curve fits for 
all experimental permeabilities of this study with and without tubular flow cases in the 
Ni-Al-W system.  Curve fits are slightly better for KSVS2 as a function of fraction liquid 
as compared to KSV2 as indicated by the associated “R” values of each. This slight 
improvement is due to decreased variance in KSVS2 at higher fraction liquid levels. This 
is particularly noteworthy as the critical Rayleigh value has been shown to occur in the 
range 0.05 < fL < 0.2. Since SV is implicitly considered in many permeability models, it is 
worth considering how the presently measured values would influence these models and 
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Figures 7.10a and 7.10b illustrate the variation of KSV2 and KSVS2 with the quantity 
, present in the Kozeny relationship shown in Equation 2.9. Again, the quality 
of the curve fit for permeability scaled by ISA per unit volume solid, KSVS2 is slightly 
better than that of ISA per unit volume, KSV2.  While the empirical ratio of , 
derived from Kozeny’s seminal work, reasonably approximates the increase in 
permeability, a variation up to 2 orders of magnitude at a given volume fraction must be 
accepted even with accurate assessments of SV or SVS across the full range of fraction 
liquid. Additionally, only when dimensionless permeability is combined with the value 
SVS2 does the dependence with the empirical liquid ratio approach a power law exponent 
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Figure 7.12 - Dimensionless Permeabilities (a) scaled by the ISA/unit volume squared KSV2, and (b) scaled 
by the ISA/unit volume solid squared, KSVS2, and their dependence on Fraction Liquid Ratio (fL3)/(1-fL)2 
 
The results of this thesis suggest that permeability is best determined by accurate 
assessment of the local interfacial surface area and the local flow behavior through the 
three-dimensional domain. If this information is not available, the liquid ratio utilized in 
most empirical models, , can yield a useful estimate of permeability 
provided a reasonable measure of the interfacial surface area per unit volume solid (SVS) 
is known.  Regardless of volume fraction profile, the maximum SV occurs at or near 0.60 
fL.  For practicality, SVS can be observed in quenching studies in the range of 0.55 - 0.65 
fL for investigation of maximum SV. Extrapolation of the decrease in SV toward zero 
fraction liquid and alternatively, toward 1.0 fraction solid based on the trends illustrated 










0.0001 0.001 0.01 0.1 1 10 100
tubular flow excluded
all experimental data
y = 0.05 * x
0.95
  R= 0.87 
y = 0.078 * x
0.85 




































magnitude roughly equivalent to 3 × SVMAX. The decrease in SVS can also be 
approximated at high fraction solid by its near convergence with SV at fraction solid 
equal to 0.8 or greater.  
7.4.2 Remaining Uncertainties in Rah 
 
In the systems investigated, Rayleigh values do not exceed 1 with conventional or 3-D 
dendritic array permeabilities, suggesting instabilities should not occur in either alloy. 
However, as stated in Section 3.1, freckles have been observed. This suggests errors in 
other terms in the Rayleigh analysis. Among the uncertainties are the density gradient 
(Δρ/ρo), the kinematic viscosity (α) and the thermal diffusivity (ν). The density gradient 
has multiple related uncertainties that are somewhat difficult to directly quantify. These 
include uncertainties in the compositional predictions of phase calculation software as 
well as the partial molar volume equations used to calculate the specific density at local 
temperatures. While use of partial molar volumes for density calculations have been 
shown to be accurate to within 5% [130, 132], a larger error may arise due to uncertainty 
in the liquid composition.  The accuracy of phase calculation software is limited by the 
database used and can vary substantially for unexplored compositions as well as in select 
commercial nickel-base superalloys which have been investigated up to significant 
amounts of alloying elements. As such, it is plausible to estimate an order of magnitude 
error in density gradient values based on analysis of composition. Since (Δρ/ρo) is 
directly proportional to Rah, such an increase in density gradient would affect a factor of 
10 increase in the local Rayleigh number.  The kinematic viscosity and thermal 
diffusivity are maintained as constants and are, as a product, considered equal to the 





investigators, no uncertainty between the results of this and other investigations are 
introduced by its use. However, it is very unlikely kinematic viscosity, thermal 
diffusivity, or their product, remain constant over the entire liquidus to solidus 
temperature range for a given alloy.  Without validation of both properties as a function 
of temperature and composition, it is practically impossible to assert their true values. 
From available data on commercial nickel-base superalloys, the aforementioned 
approximation is a reasonable order of magnitude estimate. However, the absence of 
variation with temperature or composition is likely to have an uncertainty on the order of 
± 5% for each value. Since (αν) is inversely proportional to Rah, a 25% decrease in the 
product of the thermal diffusivity and kinematic viscosity would produce a 25% increase 
in the local Rayleigh value. It is therefore also reasonable to assert the greatest amount of 







1. A combined experimental and computational protocol for 3D reconstruction and 
flow modeling through experimentally established dendritic networks has been 
developed and demonstrated in two alloys; the second generation commercial 
nickel-base superalloy, René N4, and a model ternary of Ni-6.5Al-9.5W (wt%). 
 
2. In three-dimensional reconstructions in both alloy systems, interfacial surface area 
(ISA) per unit volume, (SV) reaches a maximum at fs = 0.65 independent of 
fraction solid profile with respect to height.  Furthermore, maximum ISA per unit 
volume solid (SVS) has a maximum magnitude roughly 3 × maximum SV   
 
3. Interfacial surface area per unit volume, (SV) varies inversely with permeability 
for both vertical and cross-flow with slightly less sensitivity than previously 
reported. For cases in which a uni-directional dominance of flow channels is 
observed, SV dependence on permeability is significantly lessened. 
  
4. In vertical flow cells with a uniform velocity inlet, high velocity channels occur 
with spacing on the order of the primary dendrite arms (PDAS), but rapidly 
increase to 3 – 4×PDAS at higher liquid fraction levels due to flow paths dictated 
by the dendritic structure. 
 
5. Average tortuosity (Tavg), has been measured in all vertical and lateral flow 
simulation cells and varies inversely with SV for vertical flow through typical 
dendritic structures but is largely unaffected for wide ranges of SV for cross flow. 
  
6. Increases in SV coincide with minor increases in Tavg while similar increases in SV 
correspond with significant decreases in permeability (K) of equivalent magnitude 
order. Therefore microstructures that increase ISA can expect decreases in K and 
greater flow resistance in the mushy zone. 
 
7. Calculation of local Rayleigh number (Rah) based on direct permeability 
assessments, suggest cross flow permeabilities (Kx) may maximize Rah value. 
Furthermore, 3D dendritic permeability obtained in this thesis yield critical Rah 
1.5 to 3× higher than conventional Rah calculations using average permeabilities.   
 
8. Rayleigh calculations performed with discrete permeabilities obtained in this 
thesis also show higher local Rayleigh values across nearly all fraction solid when 
significant heat extraction occurs laterally in addition to axially. 
 
9. In lieu of direct assessment, permeability in vertical or cross flow within 





2 (1− fL )
2  where fL is the fraction liquid, and SVS is 
the interfacial surface area per unit volume solid. However, variability up to 2 





8 CHAPTER 8 
RECOMMENDATIONS FOR FUTURE WORK 
 
8.1 APPLICABILITY OF THREE-DIMENSIONAL RECONSTRUCTION IN 
MATERIALS STUDIES 
 
In this thesis, three-dimensional reconstructions at the solid-liquid interface within single 
crystals of two nickel-base superalloy were created by serial-sectioning. The automated 
sectioning system; RoboMET.3D, was used to polish and acquire images while the 
Interactive Data Language (IDL) and Adobe Photoshop™ were used to post-process all 
micrographs.  Three-dimensional reconstructions were then generated and rendered in 
IDL.  Volume meshes for fluid flow simulation in FLUENT were then generated 
directly from reconstruction data.  Initial reconstruction in IDL allowed for 
characterization of dendritic structures while flow simulations provided for direct 
assessment of local permeability and microstructural effects on flow behavior.  While the 
dependence of permeability on dendritic structures was evaluated and the implications for 
defect criteria have been considered. This thesis also indicates a growing opportunity for 
collaboration between experimental and computational materials science and 
engineering. 
Experimental and computational materials investigations have long been influenced by 




information sought by each.  However, it can be argued that both fields have developed 
largely independent of one another in terms of methods, underlying assumptions and 
length-scales of observation. Many of these variations are due to practical limitations of 
experimental methodology and computational domain. However, in recent years, an 
increasing numbers of materials investigations are directly linking experimental data with 
computational approaches [149-151].  Whether experimental results are used as direct 
inputs for simulation models as illustrated in this thesis, or computational results promote 
identification and investigation of alloy compositions, as evident in phase-modeling 
software such as; ThermoCalc, Pandat and ChemSage, the synergies between both fields 
are apparent. 
Three-dimensional reconstructions present an opportunity to gain greater physical insight 
to solidification phenomena.  It should be mentioned that regardless of method employed, 
the time and resources required in reconstruction efforts require techniques for data 
collection and image segmentation receive greater amounts of development before such 
methods can be used practically as diagnostic tools.  However, for cases in which an 
accurate understanding of features and morphology are unattainable by two-dimensional 
methods, the benefits of a three-dimensional understanding should not be underestimated. 
Therefore, for current 3D reconstruction efforts in solidification studies to be effective, 
they must have impact broad enough to inform mechanical behavior estimates and 
predictive models.  This has been shown in many recent studies [152-164]. Specific 
suggestions for further studies, capitalizing on the results of this thesis will be provided in 





8.2 SUGGESTED SUBSEQUENT STUDIES 
 
The following suggestions include investigations within and beyond the scope of the 
topics addressed in this thesis. The following suggested areas for further investigation can 
be categorized into two groups.  The first three suggestions concern further experimental 
and modeling work based directly upon the protocols developed in this thesis. The 
remaining two suggestions address the broader issue of predicting defect formation 
during solidification.  
8.2.1 Casting Experiments 
 
It may prove useful to revisit the current experiments while refining the experimental 
approach in the following ways; 1) Utilize smaller cross-sectional castings, for the 
purposes of decreasing the variability in resultant microstructure due to thermal gradient 
differentials throughout larger cross-section samples. 2) Increase the number of 
experimental castings in a single run to introduce redundancy in experimentation by 
using multi-bar molds. This would serve dual purposes in achieving smaller-cross-
sectional castings with equivalent raw material, while providing “companion” samples 
representing multiple equivalent castings from the same run. In this way, multiple bars 
could be decanted at various heights and/or time, while allowing one or more bars to 
solidify undisturbed for microstructural analysis and comparison with decanted samples. 
3) Utilize thermocouples in casting experiments for direct measurement of temperature 
variation and direct correlation of thermal gradient at the height of decanting and 
throughout the mold. Should combining decanting and thermocouples prove impractical, 
thermocouple use within a non-decanting “companion” sample may prove equally useful.  





materials processing. However, the information it would provide could increase 
understanding regarding the full effects of the decanting process and any variation in 
microstructure unidentifiable through exclusive investigation of the post-mortem 
decanted dendritic structures. 
8.2.2 Microstructural Evolution with Time or Thermal Gradient 
 
A study of flow through dendritic networks as a function of time or thermal gradient may 
yield interesting results.  Taking the dataset presented in this thesis as an initial condition, 
the dendritic structure can be evolved with time or thermal environment as has been 
performed in other metallic systems [103, 104, 123], and simulate flow through such 
structures at various time steps of evolution to address the effects of flow under 
conditions of coarsening or local dendrite arm spacing.  While the dependence of K with 
SV shows wide applicability for dendritic morphology, uni-directional flow has been 
observed to render better correlation with cross-sectional area.  The transition point at 
which flow channel size and not SV assumes dominance in permeability is unclear.  
Furthermore, changes caused by variation in curvature on local and global flow behavior 
may be equally interesting.  Ideally, a study of this bearing would identify the effects of 
SV, fL, HG or HM on mean and local velocity and pressure fields.  Such a study would also 
be able to identify or negate the existence of a critical value or morphology for which one 
metric becomes a more effective measure of global or local flow and or permeability.   
8.2.3 Localized Domains 
 
Thirdly, examination of smaller domains from within the documented microstructural 
volumes of the current thesis can provide ideal opportunity for introduction of variation 





domains could be on the order of 400 × 400 × 400 µm or as large as possible to 
reasonably introduce compositional variation in the liquid.  A domain size 400 µm3 is 
suggested to provide a cube with a cross-sectional area encompassing the primary 
dendrite arm spacing in both dimensions. The findings of the current study can be used to 
indicate velocity and pressure fields to serve as boundary conditions for more localized 
simulation cases. Such cases could be used to further understand the distribution of 
pressure and stresses imposed upon solid material and the conditions necessary for 
fracture and transport of solid material.  Variation in temperature can be treated 
individually or coupled with density and viscosity differences while variation in 
composition could be imposed in the liquid medium as well as the solid to more 
accurately reflect segregation and constitutional supercooling in the solidification event.    
8.2.4 Composition Specific Density Gradient 
 
A discussion of uncertainties associated with calculation of the local Rayleigh value was 
given in Section 7.4.2. In it, error associated with the density gradient specific to phase 
calculation software and composition predictions were given. Conversely, atomistic 
modeling has seen significant measures of success in determining the partial molar 
volumes for density approximation in the completely liquid regime [133]. It would be 
tremendously useful if atomistic models could begin to treat compositional variations for 
density prediction as the thermal change between the solidus and liquidus range is 
accompanied by significant compositional variation. Provided such densities are 
correlated to discrete temperatures, they would represent a significant advance in 
improving the accuracy of the Rah criterion and eliminate a noteworthy amount of 





8.2.5 Investigation of Thermal Diffusivity and Kinematic Viscosity 
 
To reduce further uncertainty in Rah calculations, it would be worthwhile to have thermal 
diffusivity and kinematic viscosities as functions of temperature and composition for 
nickel-base superalloys throughout the liquidus to solidus temperature range. Cherne 
[131] has investigated and reported viscosities for liquid nickel by molecular dynamics 
(MD) simulations. Additionally, Iiada and Guthrie [165] present viscosity and diffusivity 
data for individual liquid metals. However, to the knowledge of the author, very little 
work is publicly available detailing diffusivities or viscosities for nickel-base superalloys, 
particularly those undergoing solidification. While use of the conventional quantity 5×10-
12m4/s2 as the product of the two is useful in eliminating unnecessary variation between 
investigators, selection of its use completely independent of alloy lends a significant 
amount of uncertainty to the calculated value regardless of method. Actual values would 
eliminate the inherent uncertainty in the use of the estimated constant.  Thermal 
diffusivity could be experimentally measured in various commercial nickel-base alloys 
by flash diffusivity [166-170] or with MD approaches as shown by Yang et al. [171].  
Furthermore, MD protocols presented by Cherne and Deymier [131] or Alemany et al.  
[172] could be employed for viscosity calculation in commercial nickel-base superalloys 
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