Sharp error estimates in terms of the fractional Laplacian and a weighted Besov norm are obtained for Pitt's inequality by using the spectral representation with weights for the fractional Laplacian due to Frank, Lieb and Seiringer and the sharp Stein-Weiss inequality. Dilation invariance, group symmetry on a non-unimodular group and a nonlinear Stein-Weiss lemma are used to provide short proofs of the Frank-Seiringer "Hardy inequalities" where fractional smoothness is measured by a Besov norm.
Considerable interest exists in understanding the framework of weighted inequalities for differential operators and the Fourier transform, and the application of quantitative information drawn from these inequalities to varied problems in analysis and mathematical physics, including nonlinear partial differential equations, spectral theory, fluid mechanics, stability of matter, stellar dynamics and uncertainty. Such inequalities provide both refined size estimates for differential operators and singular integrals and quantitative insight on symmetry invariance and geometric structure. The purpose of this note is to improve the sharp Pitt's inequality at the spectral level by using the optimal Stein-Weiss inequality and a new representation formula derived by Frank, Lieb and Seiringer [21] which expresses fractional Sobolev embedding in terms of a Besov norm characteristic of the problem's dilation invariance and extends with weights an earlier classical formula of Aronszajn and Smith using the L 2 modulus of continuity (see [1, page 402] ). Moreover reflecting the natural duality, this formula can be combined with the Hardy-Littlewood-Sobolev inequality to provide new techniques to determine sharp embedding constants, including a sharp form of the Besov norm Sobolev embedding studied by Bourgain, Brezis and Mironescu [18] . A secondary bootstrap argument produces an improved Stein-Weiss inequality accompanied by an intriguing monotonicity property at the spectral level. A direct proof of the weighted representation formula for the fractional Laplacian starting from the classical formula of Aronszajn and Smith is given in the appendix below. This classical formula provides an alternative way to view Pitt's inequality and Hardy inequalities in terms of fractional smoothness and Besov norms with natural extensions to L p classes. In this context, a new Stein-Weiss lemma, unusual in its simplicity, is applied to obtain the Frank-Seiringer "Hardy inequalities" for both R n and the upper half-space R n C [22, 23] , and corresponding extensions for the Heisenberg group and product spaces with mixed homogeneity.
Pitt's inequality
This paper's principal result is the following theorem which gives specific improvement by a Besov norm for Pitt's inequality and explicitly demonstrates that the sharp constant is not attained which otherwise was observed from the equivalent Young's inequality (see [6] ). The framework for this development lies at the interface of two classical results combined with the recent representation formula for the fractional Laplacian obtained by Frank, Lieb and Seiringer: namely, Pitt's inequality which may be viewed as a weighted extension of the Hausdorff-Young inequality and the Stein-Weiss inequality which extends the Hardy-Littlewood-Sobolev inequality for fractional integrals and in effect Young's inequality for convolution thus reinforcing the natural operator duality. This paper is the fourth in a series [6, 12, 13] which was originally motivated by an effort to better understand how the classical uncertainty principle could be extended to incorporate the logarithmic Sobolev inequality. In a larger sense, the purpose is to determine the implications of dilation invariance on the Euclidean manifold.
Pitt's inequality. For f 2 S.R n /, 1 < p Ä q < 1, 0 Ä˛< n=q, 0 Äˇ< n=p 0 and n 2
with the index constraint n p C n q Cˇ ˛D n:
Pitt's inequality (at the spectral level 
Observe that in the limit˛! 2, one obtains the classical relation which includes Hardy's inequality
jr.jxj .n 2/=2 f /j 2 jxj nC2 dx:
Proof of Theorem 1.1. Use the ground state representation (1.5) to write for˛>ČˇZ
To complete the proof, it remains to show that
But this is equivalent to showing the Stein-Weiss inequality
This constant exactly matches the bound given by the Stein-Weiss inequality (1.4) though note the change in notation and that here it is a positive power of jxj multiplying the function f . Then
This completes the proof of Theorem 1.1.
As evident from the proof outlined above and the previous determination of sharp constants for Pitt's inequality, there is a self-evident duality between Pitt's inequality and the Stein-Weiss inequality. Using
then the following error estimate for the Stein-Weiss inequality is obtained from Theorem 1.1:
Corollary. For 0 <˛< 2 dC˛Z R n jxj ˛ˇj xj nC2 fˇ2 dx is monotone decreasing as a function of˛! A natural objective in transforming weighted inequalities for the Fourier transform to convolution estimates is to enable extensions to L p .R n / (see [12] where this aspect was the central direction). The classical Aronszajn-Smith representation formula (see the appendix in this paper) allows Theorem 1.1 to be recast in a form that is amenable to analysis on L p .R n / (see Section 4 below).
Logarithmic uncertainty
The central motivation for computing optimal constants for Pitt's inequality in [6] was to directly strengthen the classical uncertainty principle. Beginning with analysis of the log Sobolev inequality, one understands that a parameter-dependent variational inequality which becomes an equality at a given parameter value can be differentiated at that value to give a new analytic inequality. Using Pitt's inequality, one obtains (see [6, 12] ):
Logarithmic uncertainty. For f 2 S.R n / and
Since the Frank-Lieb-Seiringer spectral formula is a direct relation, it can be differentiated for all allowed values of˛, including˛D 0. This argument demonstrates that no extremals exist for logarithmic uncertainty.
This result can be compared to the conformally invariant Hardy-Littlewood-Sobolev inequality for L 2 .R n / (see Theorem 3 in [6] ):
Up to conformal automorphism, extremal functions are of type A.1 C jxj 2 / n=2 .
But observe that a weaker form of this inequality is given by "logarithmic uncertainty" (2.1) which will suffice by an asymptotic argument to determine the logarithmic Sobolev inequality in its Euclidean form (see [9, page 117] ln jf j jf j 2 dx 0 and the proof of Theorem 2.2 is complete. A brief sketch of this argument was given in [9] .
By utilizing the condition for equality in Theorem 1.1 .˛Dˇ/, a second extension of logarithmic uncertainty is obtained through a differentiation argument. (2.7)
Besov norms and the Hardy-Littlewood-Sobolev inequality
The nature of the weighted Besov norm can best be understood in terms of dilation invariance which allows its reformulation on the multiplicative group R C or the real line R. Combine equation (2.3) with the L 2 Hardy-Littlewood-Sobolev inequality to obtain for kf k 2 D 1
Observe that due to equality in equation (2.3), inequality (3.1) is improved when f is replaced by its equimeasurable radial decreasing rearrangement. Hence f can be taken as radial and set t D jxj, g.t / D g.x/. Then
and
The full Hardy-Littlewood-Sobolev inequality can be used with the Frank-Lieb-Seiringer formula to give an embedding result on the multiplicative group in terms of the Besov norm.
OEkf
Set˛D n.2=p 1/; then from equation (1.5) above for 0 <˛< min¹2; nº
Ã dx dy:
(3.5) Note that for n D 2 the condition on˛allows the full range of values for 1 < p < 2. As f can be taken to be radial, let t D jxj and f .x/ D g.t/t .n ˛/=2 ; then one obtains the following Besov estimate on R C for 2 < p 0 < p c where p c D 2n=.n 2/ is the critical Sobolev embedding index on R n for n > 2.
The classical Aronszajn-Smith representation formula for the fractional Laplacian combined with the Hardy-Littlewood-Sobolev inequality allows one to obtain the sharp L 2 embedding constant for the Besov norm inequality considered by Bourgain, Brezis and Mironescu [18, 19] , and Maz'ya and Shaposhnikova [31] .
Proof. This result follows directly from the dual form of the Hardy-Littlewood-Sobolev inequality for the fractional Laplacian given by equation (3.4) (also see equation (18) in [9] ) and the classical Aronszajn-Smith representation formula from the appendix below (see (5.12) ) by setting p 0 D q and 2ˇD n.2=p 1/.
This inequality is sharp since for the allowed range of parameters it is equivalent to the Hardy-Littlewood-Sobolev inequality and one can calculate extremal functions using the extremals for that inequality. Observe that C.n; 2;ˇ/ has the appropriate character determined by the respective principal theorems in Bourgain, Brezis and Mironescu (see equation (8) , page 78 in [18] ) and in Maz'ya and Shaposhnikova (see equation (2), page 231 in [31] ).
Besov norms and the nonlinear Stein-Weiss lemma
In the study and understanding of functional inequalities, symmetry often plays a central role, particularly in identifying optimal constants and extremal functions. A useful conceptual tool has been to transfer symmetry structures to analysis on a group (see [5] and [10] ). The classical example is the Hardy-Littlewood paradigm that a positive integral operator that commutes with dilations may be reduced to Young's inequality for sharp convolution estimates on the multiplicative group. This principle is demonstrated here by giving short elementary proofs of two recent results by Frank and Seiringer [22, 23] on weighted inequalities and Besov norms to measure fractional smoothness. Symmetry invariance allows reduction of the problem to convolution estimates on a Lie group where a nonlinear Stein-Weiss lemma is used to obtain optimal estimates.
for D .n pˇ/=p and Á 2 S n 1 .
The proof depends on using the dilation invariance to transfer this inequality to a convolution problem on the multiplicative group and application of a new nonlinear Stein-Weiss lemma (see the appendix in [12] for the classical Stein-Weiss lemma).
jf .x/j p dx:
Proof. By a change of variables in y and using the triangle inequality for norms:
By considering g 0 and the family " m=p f ."x/, one observes that the inequality is optimal.
On a Lie group G with left-invariant Haar measure d m, modular function and convolution defined by
then this lemma becomes:
One recognizes that the argument is simply the interplay between the product structure and the Minkowski inequality for the L p metric.
Before beginning the proof of the main theorem, note that inequality (4.1) reduces to radial functions either by using the triangle inequality to effect the replacement
or use the symmetrization lemma from [3] to reduce the inequality to the equimeasurable radial decreasing rearrangement f , such that
Symmetrization Lemma. The functional Then inequality (4.1) is inequivalent to the following form on the multiplicative group R C :
and d denotes the standard surface measure on S n 1 . Note that is symmetric under inversion. Apply the nonlinear Stein-Weiss lemma using g 1=p as the second function in the lemma, and one finds that
where D .n pˇ/=p and Á 2 S n 1 . Since the determination of D p;ˇd epends only on application of the Stein-Weiss lemma, the constant must be optimal as observed by a suitable variation of functions in that inequality.
In contrast to the original Stein-Weiss lemma (see the appendix in [12] , the key step in the proof of the nonlinear form is identified here as the "lemma". This is largely due to the surprising simplicity and the form of the argument plus its natural extension to a non-unimodular Lie groups. But for completeness Theorem 4.1 is reformulated to have the "look" of the original Stein-Weiss lemma with the same proof as above.
Stein-Weiss Lemma (extended). Suppose K is a non-negative symmetric kernel defined on R n R n , continuous on any domain that excludes the diagonal, homogeneous of degree n , K.ıu; ıv/ D ı n K.u; v/, 0 < < min.n; p/, and K.Ru; Rv/ D K.u; v/ for any R 2 SO.n/. Then for f 2 S.R n / and p 1,
for D .n /=p and Á 2 S n 1 . This constant is optimal. But note that there is no assumption made that it is finite.
In the context of Maz'ya-Sobolev embedding, Frank and Seiringer [23] have given an extension of Theorem 4.1 to the setting of the upper half-space R n C using a similar argument to their earlier proof of Theorem 4.1 ([22] ). But the nonlinear Stein-Weiss lemma for non-unimodular groups can also be used to give a simple proof. Note that for both of these inequalities this approach does not give the error estimates obtained by Frank and Seiringer. To set notation, let w D .x; y/ 2 R n C with x 2 R n 1 , y > 0.
This constant is optimal.
Proof. The basic step is to convert this inequality to a problem on n-dimensional hyperbolic space H n and apply the nonlinear Stein-Weiss lemma for groups. Here ! where x 2 R n 1 is represented as a column vector and y > 0. Such matrices can act via fractional linear transformation on R n
where A is an .n 1/ .n 1/ matrix, B an .n 1/ 1 matrix, C a 1 .n 1/ matrix, D a 1 1 matrix and fixed non-zero 2 R n 1 . The group action then corresponds to the multiplication rule .x; y/.u; v/ D .x C yu; yv/ for x; u 2 R n 1 and y; v > 0 so this is a non-unimodular group. Let denote the modular function defined by .Eg/ D .g/ .E/. Then .x; y/ D y .n 1/ .
Returning to equation (4.5), let F .w/ D f .w/y with D n p ˇ. Then this equation becomes
Then applying the nonlinear Stein-Weiss lemma for non-unimodular groups
Note that no information results if the case pˇD 1 is treated as a limiting case.
Alternate proof. The interplay between the product structure of the manifold and the "triangle inequality" for L p norms offers a simpler proof as a direct application of Theorem 4.1. (To better understand this variation in proof, see the discussion on page 832 in [8] .) We have jf .x; y/j p dx
This argument suggests an immediate application to two additional cases: the Heisenberg group and manifolds with mixed homogeneity. Geometric analysis on the Heisenberg group depends in part on understanding the intrinsic SL.2; R/ invariance associated with the group manifold. But in studying manifolds where homogeneity is "broken", it is natural to determine if the Besov norm estimates obtained for R n and the upper half-space R n C can extend simply to the Heisenberg group. In the context of Stein-Weiss integrals, a similar question was considered earlier in [8] .
The Heisenberg group H n is realized as the boundary of the Siegel upper half-
and Haar measure on the group is given by Proof. Apply the "triangle inequality" to the t , t 0 integrations
for D .2n pˇ/=p and Á 2 S 2n 1 where Theorem 4.1 is applied to obtain this estimate with
so that inequality (4.6) is obtained.
A similar result holds for problems with mixed homogeneity (see the corresponding discussion for Stein-Weiss potentials on page 1876 and corollary to Theorem 5 in [12] ). Proof. Apply the previous argument using the "triangle inequality" for the x, x 0 integration and Theorem 4.1. Observe that G p;ˇi s then given by
with , Á as above.
Analysis and applications
The Frank-Lieb-Seiringer spectral formula which relates the L 2 norm for the fractional Laplacian to the weighted Besov norm can be applied in different ways to give sharp information on embedding questions. First, it can be used to obtain global error estimates for Hardy's inequality and Pitt's inequality that simultaneously demonstrate sharpness and that optimal constants are not attained. But more generally, this formula can be combined with the Hardy-Littlewood-Sobolev inequality to obtain or recover sharp embedding constants. Results from [7] can be viewed as predictive for this conceptual framework. To illustrate this strategy, the Hardy relation on R 3
can be used to obtain the sharp H 1 .R/ Moser inequality calculated by Nagy [32] (see also [11] )
The Sobolev inequality on R 3 is
which results using (1.6)
jr.jxj 1=2 f /j 2 jxj 1 dx:
Choose f to be radial, set t D jxj and h.t/ D jxj 1=2 f .x/I then let t D e w , g.w/ D h.e w / and apply a variational argument to obtain (5.1)
Though the context here is the real line, differentiation is denoted by the gradient symbol r to reflect the character of embedding relations. Using the Hardy-Littlewood-Sobolev inequality, the optimal constant is obtained for the extremal function .cosh w/ 1=2 . A different characterization of this approach would be that it provides a clever method to discover useful change of variables that develop more fully the underlying symmetry of embedding estimates. This argument can be used with sharp Sobolev embedding on R n for n > 2, p 0 D 2n=.n 2/ or n=p 0 D n=2 1 n.n 2/ OE.n=2/= .n/ 2=n
which gives by setting s D n=p 0 D n=2 1 and using (1.6)
jr.jxj 2 f /j 2 jxj 2s dx:
Choose f to be radial, set t D jxj and h.t / D jxj s f .x/; then Using a standard variational argument ¹g.w/ ! g.ıw/, ı > 0º, one finds the equivalent Gagliardo-Nirenberg inequality which was originally calculated by Nagy [32] .
An extremal function is given by .cosh x/ s .
Proof.
For the case where s is a half-integer multiple, this inequality follows the previous deduction using sharp Sobolev embedding on R n . The extremal function follows from the analysis on R n . But the general case depends only on observing that an extremal function exists by duality for the H 1 inequality, and that one can find a unique radial-decreasing solution for the Euler-Lagrange variational equation. The argument is simple and follows the outline of the Hardy-Littlewood-Sobolev method used in [10] (see page 1244). The two inequalities for
are equivalent by duality and the existence of an extremal function for (5.6) will imply existence of an extremal function for (5.5), in particular g D G 2 f where G 2 is the Bessel potential defined using the Fourier transform by
Note that G˛.x/ is radial decreasing. Since O G˛is positive, the convolution operator defined by G˛is positive-definite and it suffices to study its properties on the diagonal. By symmetrization, it suffices to treat (5.5) for non-negative radial decreasing functions. To show the existence of extremal functions, consider a sequence of non-negative radial decreasing functions ¹f m º with kf m k p D 1 and Z
By virtue of the norm condition, f m .x/ Ä cjxj n=p . Using the Helly selection principle, one can choose a subsequence that converges almost everywhere to a function F . By Fatou's lemma, kF k p Ä 1. But
x y/f m .y/ Ä c 2 jxj n=p G 2 .x y/jyj n=p 2 L 1 .R n R n / for 2 < q < q c where q is the dual exponent to p. Using the Fourier transform Z
for 2 < q < q c . This is a nice calculation because it highlights the role of the critical index to ensure that the right-hand integral is finite. Now using the dominated convergence theorem, the existence of an extremal function is demonstrated
The existence of an extremal function for (5.5) means that an extremal function will exist for the H 1 Sobolev embedding estimate (5.5) , and in fact one can take g D G 2 F which is bounded and radial decreasing since G 2 2 L r .R n / for 1 Ä r < q c . Now this extremal function will be a non-negative bounded radial decreasing solution of the Euler-Lagrange variational equation
For the case n D 1 where by rescaling the equation becomes
which has a unique bounded symmetric decreasing solution, g.x/ D .cosh x/ s . The proof of Theorem 5.1 is completed by using the extremal function to compute the constant in (5.6) and then applying the variational argument to obtain (5.4) . This is the only case in which an explicit closed-form solution for the extremal function and the constant A q has been calculated (see Nagy [32] ). Weinstein [43] calculated numerically the value of A 4 in dimension two and suggested that his methods could be applied to calculate any of the other constants. But relatively simple approximations can be used to obtain good numerical values (see [11] , pages 355-357). The n-dimensional results detailed above are expressed in the following theorem.
.n 2/ for n > 2, q c D 1 if n D 1 or 2, the following inequalities are equivalent:
Bounded positive radial decreasing extremal functions exist for both inequalities.
For the H 1 Sobolev inequality, the extremal will be a radial solution of the differential equation g C g D c g q 1 :
A further interesting remark can be made for the one-dimensional setting by using equation ( [36, 41] . Clearly Pitt's inequality encompasses the Hausdorff-Young inequality as well as the conformally invariant Hardy-Littlewood-Sobolev inequality. A proof for the Euclidean R n version of Pitt's inequality is given in the appendix to the author's paper [12] . Calculation of the best constant for the L 2 inequality (1.3) was done independently by Herbst [26] , Yafaev [44] and the author [6] . In the recent literature, this inequality has been characterized as a Hardy-Rellich inequality or a Hardy-type inequality following the case˛D 2.
The optimal constant for the Stein-Weiss inequality (1.4) was obtained independently by Samko [35] and the author [12] . The "ground state spectral representation" (1.5) appears in the recent paper by Frank, Lieb and Seiringer [21] . A different proof is given in the appendix below. The proofs given for the calculation of optimal constants for diagonal maps have some overall similarity, but the arguments given by the author ( [6, 8, 12, 13] ) emphasize the geometric symmetry corresponding to dilation invariance and characterize the operators in terms of convolution, as does the proof by Herbst [26] . The proofs given in [28] reflect more the simplicity of Schur's lemma, but an independent argument must be given to show that the bound is optimal. The method used by Samko [35] (see Theorem 6.4, page 70 in [27] ) is to essentially reduce the question to the n-dimensional Stein-Weiss lemma (see Section 2 of the appendix in [12] with dim M D n, 1 Ä p < 1,˛ 0, 0 Äˇ< 1, to characterize Sobolev embedding of fractional order in L p .M / grew out of independent work by Aronszajn, Besov, Calderón and Stein (1959-62 ; see especially [17] and [37] ), but also the significant paper by Gagliardo [24] ). Here the constant C.n; p;ˇ/ is chosen to facilitate obtaining R jrvj p dx in the limitˇ! 1. It is interesting that (5.9) is a characteristic example of a larger class of functionals that measure smoothness and are determined by the property of monotonicity under equimeasurable radial decreasing rearrangement (see Theorem where M is a manifold with distance function d.x; y/, and ', , K are nonnegative functions on OE0; 1/ with the properties:
(i) '.0/ D 0, ' convex and monotone increasing, and t' 0 .t/ convex;
(ii) monotone increasing, K monotone decreasing.
Several sharp examples on S n comparing the Besov norm with entropy are calculated in [7] . An interesting implication from this argument is an independent proof of the L 2 limit of the Hardy-Littlewood-Sobolev inequality on the sphere S n . Asymptotic behavior for Besov norm embedding constants is calculated by both Bourgain, Brezis and Mironescu [18, 19] and Maz'ya and Shaposhnikova [31] . Proof. This is a simple application of the Plancherel theorem (see Stein [38] , page 140):
The positivity of the integrands justify the exchange of orders of integration using Fubini's theorem. An alternative argument can be given using distribution theory and Green's theorem:
Weighted Formula (Frank-Lieb-Seiringer Since both the beginning and final terms are analytic in on the strip 0 < Re < n ˛, this formula extends by analytic continuation to hold on that region for n 3: Set D C n 2 ; then for . n 2 / < < n 2 ƒ ˛; C n 2 ; Á Á D ˛D˛Ä . nC4 2 /. nC4 C 2 / . n 4 C 2 /. n 4 2 / :
Observe that ƒ.˛; C n 2 ; n/ as a function of is symmetric and has a negative second derivative so ƒ is concave in for the allowed range and has a maximum at D 0 or D .n ˛/=2. Hence ƒ.˛; ; n/ Ä ˛D˛Ä . nC4 / . n 4 / 2 D D˛=C˛:
Second proof. To give a full proof of the lemma, an integral representation is used for the factor 1 jyj : The last exchange of orders of integration requires that the calculation be done in the context of distributions. Different proofs are given in [21] .
In terms of the modulus of continuity, the Aronszajn-Smith formula can be extended to larger values of˛(see Stein [38] , pages 140, 162-163).
Classical Formula (Stein) . I am very indebted to Eli Stein for the many ideas he shared in his marvelous lectures on Fourier Analysis in the fall of 1969 in new Fine Hall and in his mimeographed notes which were to become his classic text on Singular Integrals. Some of these ideas return in this paper.
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