Abstract-In this paper, we formulate a long-term planning model of transmission line expansion based on balancing investment cost and reducing consumer cost. We achieve this by formulating a hierarchical framework that is sensitive to different agents operating on different timelines, the relationships of which may be competitive, cooperative or somewhere in between. The advantage of this framework is that while it captures the complexity of long-term decision making, it maintains clarity of information flow between models, agents and timelines. For our purposes, we introduce an equilibrium model that combines grid operational concerns with the short-term competitive behavior of generation firms. An iterative solution technique is proposed to provide a Nash solution where each optimization problem is solved globally. This solution is then used to inform an overarching transmission planning model that we solve using derivative-free optimization. Using a de-congested network as a benchmark, numerical results indicate a non-alignment of the objectives of planning and operational entities, whereby easing line congestion may not offer monetary benefits to the wholesale consumer.
I. INTRODUCTION
W ELL-ACCEPTED estimates cite a 35% growth in electricity demand over the next 20 years, based on technological and economic trends that point towards a continuing increase in our nation's reliance on the power grid [1] . Planning and operating the Next Generation Electricity Grid is, however, a complex matter that involves decisions across varying timescales; from reacting to changes within fractions of a second, to 5-min and day ahead market clearing models, as well as decisions like major grid enhancements which are typically made on the scale of 10-15 years in advance. Fig. 1 serves to illustrate the complexity of the power system by highlighting some of the many operations and decisions as controlled by multiple agents that take place at hugely differing timescales. While it is clear that information flow from decisions made in the long timescale models may affect outcomes and behaviors in the shorter time scales, what makes this setting particularly interesting is the less obvious constraints that operations at very fast time scales (e.g., requirements for grid resilience against cascading failures) potentially impose on longer term decisions like maintenance scheduling and electricity grid expansion.
The creation of regional transmission organizations (RTO) by the Federal Energy Regulatory Commission (FERC) starting in 2001 was one of the responses to electricity market deregularization which opened the door to competition among generators. The 1999 publication of FERC Order 2000A states that one of the organization's responsibilities is planning necessary transmission line enhancements to provide efficient, reliable and non-discriminatory service [2] . Various approaches to this decision making process have been explored, including a model used to calculate a network's congestion status [3] , the use of a probabilistic reliability criteria [4] , a MINLP based on the minimization of construction cost and transmission congestion [5] , as well a bilevel model [6] . As a long timescale decision problem, transmission line expansion is clearly confounded by uncertainties in estimates of electricity demand, fuel cost, and of nascent technologies such as plug-in hybrid electric vehicles and renewable energy sources like wind and solar power. Bottlenecks within the network further prevent perfect competition among market participants because firms may use their market power to maintain prices above marginal cost [7] , [8] . The structural makeup of the system, specifically the interaction and interdependence between issues like operational concerns of independent system operators (ISO), transmission line planning, as well as generator building and upgrading, is difficult to capture. This complexity emanates from non-cooperative agents with often competing principles, such as revenue generation, policy and environmental influences and system stability. These issues stress the importance of a framework that is able to represent the different agents, timelines and uncertainties in a cohesive manner. They also underscore a need for a flexible model which can be easily adapted to data and structural evolutions, given the absence of validation data.
This paper therefore presents a hierarchical framework designed to capture the interactions between a long timescale model such as transmission line planning with shorter timescale decisions such as grid operation and generator behavior. The framework presented in Section II maintains a clear partition of timelines and agents that results in transparent information flow. Its ability to be broken down into smaller and disparate pieces facilitates the solution method proposed in Section III. Several numerical examples are provided and compared in Section IV and finally, Section V concludes with some points for future debate.
II. HIERARCHICAL FRAMEWORK
By using a hierarchical framework, it is intuitive to maintain the integrity of the different timelines and keep their respective decision models within separate hierarchies. A fundamental tenet when modeling long timescale decision problems is selecting an appropriate level of information detail. While adequate information is required to offer credible insights into the decision process, it is counter-productive to overwhelm the model with unnecessary detail. For example, grid operational models are often enhanced with multi-period and ramping variables, which are necessary to optimize daily and hourly operation. However, we are able to omit these types of intricate details since the goal is not to obtain an exact optimal operation strategy, but rather to ensure good operational properties on average. Therefore, grid operation can be sufficiently modeled using scenarios based on appropriate aggregations of consumer demand.
In this paper, the decision process is split into two timelines, with the long timescale transmission expansion model occupying the upper hierarchy while the shorter timescale decision models reside in the lower hierarchy. Tables I-III provide easily referenced descriptions of the sets, variables and parameters used in the decision models described in the rest of this section.
A. Transmission Planning Model
In the upper hierarchy, we start with a basic formulation which balances investment cost with reducing consumer cost. The ISO charges wholesale customers for energy consumption   TABLE II  DESCRIPTION OF VARIABLES   TABLE III  DESCRIPTION OF PARAMETERS at the LMP and also has a process to redistribute generator uplift or commitment costs. Thus consumer cost is defined as the total expected payment collected by the ISO. The node-to-node disparity of LMP values indicates congestion within the network. This restricts the ability of generation at low-priced locations to supply power to customers at high-priced locations [7] , thus making LMP a useful social welfare measurement. It is possible and probably desirable to consider a more inclusive or robust objective function but for expository purposes, we use the formulation in (1) and (2) .
Variable represents expansion on specific lines and the objective balances expansion cost with expected cost to the wholesale customer. Demand scenarios and their corresponding probabilities represent aggregations of both forecast uncertainties and variations in consumption patterns, such as seasonal or daily fluctuations:
Response functions and from the lower hierarchy provide the LMPs and uplift costs in scenario . This decision may be subject to budgetary, physical and engineering constraints (2) , and the dimension of is assumed to be small since we expect physical and infrastructural limitations as well as political and geographical complexities to severely limit possible layouts. This formulation is very general and can be expanded to include other constraints, or manipulated to consider different objectives as necessary, without upsetting the lower hierarchy.
B. Price Response Function
The models in the lower hierarchy represent shorter timescale processes that interact with and provide feedback to the decision problem in the upper hierarchy. The optimal power flow (OPF) model is solved by the ISO to manage grid operations and provide the locational marginal prices (LMP),
. In order to capture the long timescale nature of transmission expansion, the evolving state of the system is modeled by the short-term competitive behavior of firms. This accounts for the time lag between the decision to expand and its implementation. Firms have the option of improving the efficiency of existing generators, or retiring financially unattractive power plants. Since upgrade requests may be processed through expedited procedures [9] , the decision time frame is similar to that of generator retirements [10] , [11] .
The following equilibrium (3)-(10) combines both elements through the the optimality conditions of an OPF (3)-(8) for each scenario , and of an investment model (9), (10) for each generator firm :
is a cost minimization operational model with unit commitment decisions and is characterized by power balance constraints at each node (4), Kirchoff's law (5) , and operating limits of the system [(6), (7)]. The cost function consists of a generator's uplift cost and a per unit cost based on the quantity of energy generation, . Unit commitment is described by integer variables and provides insight into grid operations for scenario . The OPF produces and returns the feedback values to the upper hierarchy in response to the line capacity changes as a function of (7) .
Conversely, the firm's goal is to balance the minimization of its own operational and investment cost, and , respectively. The interaction between the firm's investment decision variable and the ISO's OPF implementation is facilitated through the cost function that appears in objective functions (3) and (9). While is a variable in the OPF, it becomes a parameter to the firm's model, while is conversely a variable in the firm's model but a parameter in the OPF.
The relationship between firms in this example is one of perfect competition. As previously mentioned, the flexibility of this framework does allow for the modeler to modify these interactions when necessary. For example, by replacing (9)-(10) with a single objective function, we can model a cooperative relationship between the firms. In a similar fashion, they could be extended to allow for strategic decisions by updating the function in (9) to incorporate a vector of 's. The clear separation of models for each individual agent provides a good macro view of the driving forces within the electricity delivery system, while clearly revealing their goals and relationships. Firm behavior and operation decisions could alternatively be modeled using a three level hierarchy with model (3)-(8) being added to the constraint set of (9)-(10). We do not however explore that framework here.
One approach to handle the intractability caused by the integer variables in the equilibrium model is to replace with some smooth approximation function , which connects both models as one set of complementarity constraints. This produces the mixed complementarity program (MCP) formed by the resulting first order conditions of the approximated model (11)- (17) . We present one such approximation function in the Appendix, which enabled us to solve MCP given reasonable starting points. Note that constraint (6) is replaced by (14) with simple bound limits on , because unit commitment is approximated by using in the objective. We will return to discuss this MCP again in Section III, where insights gained from our solution structure enable further exploitation of the model presented above:
C. Model Assumptions
As noted in Section I, generator bidding processes play a significant role in consumer price determination and discussion on short-term bidding strategy is provided in [12] - [14] . Our formulation however assumes that such market advantages will be inconsequential over extended periods of time by reasoning that a generator's true cost curve can be inferred via the bidding process in the long run. Under this assumption, the ISO may be viewed as a price setter because it controls the electricity dispatch process, although firms have control over the parametrization of the cost curve through variable .
Note that as a result, the objective function listed in (18) which models a firm's maximum expected profit instead of minimum cost is mathematically no different from (16), because the above assumption results in becoming a parameter in the firm's objective function: (18) If necessary, investment cost function can also be expanded to include any fixed operational costs that are independent of dispatch and investment decisions. However, these are constants in the objective function and will not impact the solution to the model. While generator unit commitment models typically include reserve requirements, they are not present in the above OPF formulations since reserve policies are non-standardized and in many cases, do not adversely affect the tractability of the OPF model. Thus, we believe the formulation used in this paper is sufficient for expository purposes.
D. Generator Upgrades
Based on standard power engineering literature and datasets, a quadratic function (19) is used to calculate the total cost incurred by generator when generating units of electricity. Parameter defines the uplift (fixed) cost while the rest of the equation with defines a per unit variable cost, and these are typically provided by the dataset: (19) The introduction of generator investment variable provides for short-term upgrades to existing generators, allowing them to reduce their operating costs and narrow the competitive gap with newer technologies. In this paper, the relationship between investment variable and cost function is defined using a diminishing rewards function. Thus, each additional unit of investment, , reduces the cost of generation at a decreasing rate (20): As illustrated in Fig. 2 , positive values of investment shift the curve to the right, thereby making cost of dispatch cheaper. During testing, we associate with generator size, meaning larger generators require larger investments to increase efficiency. This affords the modeler flexibility when defining the investment requirements for different classes of generators, according to elements such as size, location and type of fuel. The maximum efficiency benefit is and in practice, we define as , based on the assumption that the first unit of uses monetary units to reduce by 0.1%. The advantage of this function is that it is simple in application by only affecting the quadratic term, and it is also smooth, continuous and convex in the space. The modeler however is free to consider more complex upgrade functions such as separating into multiple components that allow the firm to impact the generator operation with different upgrade features, for example to alter its fuel source [15] , [16] and/or to alter a plant's generation limits . The model may also be adapted to accommodate additional detail regarding firm behavior. For example, while ramping constraints in the OPF model may not have a direct impact on transmission investment decisions, they may affect the optimal generation technology mix due to increased penetration of renewable energies, specifically in the case of wind power [17] , [18] . A multi-period OPF model can encode these ramping constraints in the equilibrium model (3)- (10), but a simpler alternative is to functionally represent the necessary balance of generation technology mix. This approximates the effect of renew-ables on firm investment behavior without the complexity of a multi-period model in the equilibrium.
In the case of new generator capacity or new generator introduction, such decisions could be accommodated by an additional level in the hierarchy detailing the decisions at this intermediate (4-6 year) time frame. Given the complexity in solving the proposed 2-level model however, we believe decisions about generator expansion or new generator inclusion should be handled by expanding the variable set along with its corresponding data set , and by utilizing extra constraints. Specifically, the additional constraints would be of the form where describes the capacity upgrade and new generation set. Rather than complicate the numerical results of the current model, for the ease of exposition this matter is left for future discussion.
III. SOLUTION METHOD

A. Optimization Model
The RTO decision problem, which at first glance appears to be a simple model, suffers from a lack of derivative information and good theoretical properties of the LMP values, . Specifically, unit commitment in the lower hierarchy affects the continuity of the function, and the possibility of multiple equilibria may have an adverse effect on its smoothness. Thus, we are inclined to treat the objective (1) as a blackbox function. We contend that the use of derivative-free optimization (DFO) is a reasonable approach, where the solver allows an external process to solve the optimization based solely on the availability of objective function values [19] . As many DFO solvers are limited in their ability to handle modeling constraints, the model in (1)- (2) is replaced with a penalty function (21) . Violations of constraints are penalized by parameter and represent simple bound constraints:
The remainder of Section III focuses on the procedure for obtaining a function evaluation of response variables , and
. Specifically, we make use of the Extended Mathematical Programming Framework (EMP) in conjunction with GAMS, as discussed in [20] .
B. MCP
Recall MCP which is made up of the first order conditions of approximation model (11)- (17) where is documented in the Appendix. While smooth and continuous, the model still has non-convex objective functions with respect to . It is therefore necessary to provide the MCP with good starting points in order to find an appropriate equilibrium solution, and we do so based on the solution of the OPF, solved independently and to global optimality for each scenario. Selecting a good solution from multiple equilibria is also a concern, and Procedure 1 addresses these concerns in the manner shown in Procedure 1 at the top of the column.
The method starts with which solves the dispatch model with input parameters initialized to the current conditions, that is with zero investment. This recognizes attractive sites for generator upgrades and provides good starting points to MCP in the next step. Solving MCP (using as starting points) provides an equilibrium solution , and the whole process is repeated by using the new investment solutions obtained from the equilibrium as input parameters (feedback) into , until we arrive at a stable solution. This method makes the problem tractable and our tests show it typically converging within 4 to 5 iterations, and not more than 10.
During numerical testing, we observed that prior to convergence when , the unit commitment decisions did not change because the non-convexity in the approximation function as illustrated in Fig. 4 limited the space searched by a local solver. That is to say that the MCP solution did not alter the active set of generators (unit commitment decisions) selected for dispatch and that this set only changed when the algorithm looped back to solve with the updated investment values provided by MCP. While this is not theoretically guaranteed, we believe this will remain true for realistic data, and show how to exploit this solution structure in the next section by replacing the approximation function .
C. Restricted MCP
Based on the observations above, we introduce the following "Restricted MCP" (RMCP) equilibrium where . This updated version exploits the solution structure by replacing the approximation model MCP with a restricted version of the original equilibrium model (3)- (10) .
The key idea here is to fix integer variables , which leaves us with an MCP based on the original equilibrium model (3)-(10), thus allowing us to bypass the approximation function. The benefit of using RMCP is that our ability to directly form an MCP independent of any non-convex approximation function results in a more efficient solution process. In addition, the function is now convex with respect to both and , and this eliminates the need to provide the MCP with starting values . Thus, the updated algorithm based on the RMCP is presented in Procedure 2, shown at the top of the column: Like before, the method starts with the optimal dispatch problem based on the current state of the system, with . In this revised procedure, is replaced with the original model (3)- (8), and we then solve the RMCP which has input variables fixed, and the process is repeated until a stable solution is found.
With each successive iteration, the RMCP provides a new equilibrium that is arrived at using different active sets of . The criteria for convergence however is that the equilibrium corresponds to a globally optimal dispatch and OPF solution given the investment decisions for each generator. Since is strongly convex with respect to at a fixed solution , the firm's investment model is globally optimal given the ISO's operational decision variables , provided that is also convex. Hence, the solution at convergence is a Nash equilibrium, from which we obtain the price response function, . A notable observation is that the formulation presented in Section II can be represented as a mathematical program with equilibrium constraints (MPEC) by representing the lower hierarchy with its Karush-Kuhn-Tucker (KKT) conditions in the RTO planning model. The disadvantage of doing this is the loss of globality in the equilibrium solution, as well as the MPEC's inflexibility when dealing with model expansion and larger, more complex datasets. The iterative process of procedure 2 addresses this by keeping the framework structure intact and thus accessible to necessary modifications, and ensures globality by providing a Nash equilibrium for response variable . Note that the solutions found with this method are also valid to the original equilibrium (3)-(10).
D. Comparison and Stability Analysis
A numerical comparison reveals that procedure 1 gives the same structural solutions as procedure 2, meaning that given initial starting points , both methods produce the same active set when solving and RMCP respectively. Slight perturbations are observed in the values returned by both algorithms, due to the approximation function that is used in procedure 1, which could have cascading effects when the optimization problems do not have unique solutions. Procedure 2 was also found to converge slightly quicker, typically within 3-4 iterations, and not more than 6. Therefore, we posit the use of procedure 2 over 1 because the elimination of approximation error makes the algorithm computationally more efficient.
A stability analysis of using the 14-bus test case [21] introduced in Section IV also revealed the need to regularize the lower level in order to manage issues with non-uniqueness of solution. The original IEEE dataset is comprised of 3 identical generators which in certain situations can lead to multiple Nash equilibria and non-unique , as illustrated at the top of the column.
As a direct result of identical generator units, solutions A and B which have different dispatch decisions are both global solutions to the model of the same system. These starting solutions represent different starting states of the system where generators 6 and 8 can be seen as competing for the same market. In equilibrium A, generator is the eventually retired, but equilibrium B illustrates a scenario where generator is the unsuccessful party in this competition. This example demonstrates how different starting states affect the systems' views on the economic viability of each generator, which consequently leads to different Nash equilibria with different values. Implicitly, DFO algorithms require to be a continuous function of , and while regularization of the lower level should affect this, it is proposed that this is further explored in future work. Instead, Section IV addresses this issue by adding slight perturbations to the dataset, thus ensuring a unique global solution to each system . We strongly believe an equilibrium is appropriate to use in this situation, but acknowledge that one may not exist, and may not be unique. However, the iterative nature of the algorithm used means it is likely (but not guaranteed) that the method will select among alternative equilibria the one that will evolve from a dynamic process. The reader is referred to [22] for theoretical treatment of these issues.
IV. NUMERICAL EXAMPLES
The proposed methodology was applied on an adapted version of the 14-bus test case obtained from the University of Washington's Power Systems Test Case Archive [21] . Fig. 3 provides a graphical depiction of this example, with generators located at buses 1, 2, 3, 6, and 8. In adapting this dataset for our purposes, we have defined active upper bounds on the transmission line arcs and divided the 5 available generators between the portfolio of two firms; Firm controls the generators at buses 1, 3 and 8 while firm operates the generators at buses 2 and 6, each firm with its own budget. Since we are considering unit commitment, each generator has also been assigned a non-zero minimum generating capacity as a fraction of the given maximum generating capacity, as well as a non-zero fixed cost parameter as a fraction of the unit's minimum operating expense (i.e., operation cost at its minimum generating capacity). Given the original dataset, it seems natural to extract information regarding generator size (e.g., small, medium or large) and based on this, appropriate investment parameters have been assigned. The small generators , , and have also slight perturbations added to their cost data in order to maintain uniqueness of OPF solution, as we discussed in Section III. In addition, five distinct scenarios have been added to the dataset, and these are listed in Table V . Since the existing data set provides us with only a single set of demand values for each node, each scenario is some multiple of the original demand data, based on the coefficients provided in Table V . These coefficients can be considered representative aggregations for seasonal fluctuations in electricity usage.
A. Function Evaluation of for Fixed
To illustrate the solution process of Procedure 2 which solves the equilibrium in the lower level hierarchy (3)- (8), we solve the model with a line limit of 1.7, or mathematically speaking for all transmission lines in constraint (7) of the and ROPF models. At iteration 1, the table contains the global solution to the model for the system's current state (firm investment ) in each scenario . The solutions are obtained using Baron [23] and from here, the active set is passed to the RMCP. Based on the resulting KKT conditions, an equilibrium ( , ) is then returned by the PATH solver [24] , [25] in conjunction with the GAMS EMP framework as discussed in [20] , and is listed in the RMCP table. Following the algorithm outlined in Procedure 2, the steps are repeated, beginning with a new evaluation based on the updated firm response , and if this results in a different active set , a new set of KKT conditions is generated for the RMCP. This iterative process continues until convergence is met, which in this case is at the third iteration.
Notice that in the first iteration, generator is only dispatched in scenario which has a low probability (0.1) of occurring. Firm 's reluctance to invest in generator 3, combined with investment in all other generators, leads to a correction in the unit commitment dispatch in the next iteration. At this point, generator is removed from the dispatch lineup, retired, as a result of its inability to compete in terms of cost efficiency.
Variation in the LMP values at different nodes (not provided) indicates that congestion occurs in scenarios to on line 1-2. This is determined by the non-zero multiplier of , which is real power flowing along line (1-2) in scenario . Finally, the Nash equilibrium at convergence provides us with LMP function evaluations that can be returned to the upper hierarchy. Evaluating the expected total consumer cost at this solution, that is , yields 20039.70.
B. Baseline Value
With the understanding of what a function evaluation consists of, we continue by establishing a baseline value that can be used to gauge the value of our optimization solution. If we expect an unrestricted system (i.e., a network with inactive line limits) to allow for energy dispatch at its highest efficiency, it seems reasonable to use the equilibrium solution of this unrestricted system as a baseline comparison value against our optimization solutions. That is to say we take an evaluation of while disregarding the bounds of the line limits, and use it to calculate expected total consumer cost . The global solution to this problem evaluates to 17953.23, and is an improvement over the solution in Section IV-A. 
C. Transmission Expansion
Returning to problem of transmission line expansion in the long timescale hierarchy, we present the following optimization model based on (1) and (2): (26) (27) Variable describes the amount of line expansion on a specific line with bound constraints (physical limitations), and is optimized subject to a budget of (27) . Investment cost is simply the 1-norm of with multiplier , and testing shows that the optimal consumer benefit is largely independent of the choice of the parameter. Equation (28) is the result of applying the penalty function (21) to this model:
Based on its reported superior performance [19] , we have selected the multi-coordinate search (MCS) algorithm [26] as our DFO solver for the bound constrained optimization model, using (28) as the objective function and the parameter settings outlined in Table VI. Here, the starting transmission line limits, have been lowered from the previous example to 1.0 for all lines, and the algorithm was run on a 6 dimensional problem over with a suitable penalty value of that results in the satisfaction of constraint (27) . When evaluating the response variable , variable is passed to the equilibrium model (3)-(10) where the transmission line limits in the OPF and RMCP (7) are updated by setting . Using the default settings, the MCS algorithm yields the solution listed as follows:
The function evaluation is a global solution to the optimization model (28) and interestingly, is a superior objective value to the baseline comparison (also a global solution) computed in example IV-B. Note that at solution , the budget constraint (27) with is inactive. We also observe, by solving RMCP at , that line congestion persists in scenarios and . This behavior is unexpected, as the general understanding of grid operation is that network congestion restricts the ability of low-priced locations to supply power to customers at highpriced locations. Although counter-intuitive, the results above suggest that an increase in transmission line expansion does not necessarily imply an improvement of consumer cost. By exploiting the clearly defined relationships between the various features of this model, an analysis of the solution space reveals that this behavior is driven by a combination of generator unit commitment and their cost functions.
Recall that the IEEE dataset provides quadratic functions which describe a generator's total operational cost in producing units of power. This translates to linearly increasing marginal costs, , as increases. Consider the case where increasing line limits, , allow for a generator to be dropped from the active dispatch set in order to reduce operational cost (3) . The remaining generators in the active set are forced to pick up the slack by increasing their production, which leads to an overall increase in the marginal cost . This has a direct impact on consumer cost because the LMP values, , correspond of the marginal cost of the marginal generator at location in scenario . Therefore when the line expansion variable is sufficiently increased to affect a change in the active dispatch set , it is possible for the LMP prices to either increase or decrease based on the updated marginal prices. Although including generator uplift costs does offset this behavior, the MCS solution does indicate that the goals of the OPF model are non-aligned with that of consumer interests.
D. Budgeted Transmission Expansion
A natural follow-up to the results in example Section IV-C is to run the optimization model with a smaller expansion budget of , to which the MCS algorithm returns the solution below, . Note that the solution from the previous example is not feasible in this case:
Compared to the baseline value of 17953.23 provided by example IV-B, the solution is respectable, with . We observe that the budget constraint (27) for this optimization solution is also found to be non-binding, which is a surprising result given our knowledge of solution from example IV-C. As before, this can be explained by the non-alignment of the objective in the operational model with respect to consumer cost in the planning model, that was discussed in the previous section. In summary, although RTOs are politically motivated to do transmission expansion based on the belief that extra capacity reduces cost, we have here two counter examples. In IV-C, the optimization solution is found to be superior to the solution provided by the unrestricted system from example IV-B, and example IV-D reinforces this conclusion because the solution at is not limited by the budget constraint, but rather, is a result of the aforementioned non-alignment behavior.
V. CONCLUSION AND FUTURE WORK
In conclusion, this paper introduces a hierarchical and scenario based framework for informing long-term power planning decisions, and is designed to capture the richness of the problem through transparent interactions between multiple agents who are making decisions on different timescales. By maintaining a clear partition of these timelines, and defining the interactions between the different agents and their decision processes in a transparent manner, this model is not only able to capture the complexity of the entire system, but is nimble enough to facilitate adaptation as the real process evolves. A crucial basis of this framework is selecting an appropriate level of information abstraction and averaging, given the long timescale nature of the decision problem.
Thus, we have implemented this framework to inform the transmission line planning process, and it incorporates grid operational constraints as well as short-term firm behavior in response to planned changes. The long-term planning model was solved using a derivative-free solver [26] , and we have proposed an iterative procedure to solve the shorter-timescale equilibrium which provides feedback to the long timescale optimization problem. The iterative process allows us to make the equilibrium (3)-(10) tractable, and provides us with a Nash equilibirum at convergence, which is typically in 3-4 iterations. Thus, our proposed paper demonstrates a practical approach for finding an equilibrium using a series of approximations that converge to the underlying model. Numerical tests run on the 14-bus IEEE dataset have provided a global solution to the expansion process, and analysis of the results indicate a non-alignment in the objectives of grid operation and planning models based on consumer cost, which we discuss in detail in IV-C. It is possible that the non-alignment effect will be diminished in a much larger system due to an increase in the choices of dispatch options, that is to say that any potential downside in altering the active set (i.e., dropping a generator from the dispatch solution) can now be averaged over a larger number of generators. Nevertheless, this model has provided us interesting insight into the impact that transmission line planning has on the underlying system.
The general approach of this framework allows a number of promising directions for future enhancement as its multi-agent and hierarchical nature allows for adaptation to different objectives, levels of detail, and to evolving systems. First of all, the objective of the planning model could be enhanced to include other social welfare measurements, to study their impact, if any, on the goal alignment of different agents. The growing impact of renewable energy, energy storage and ISO demand response policies are also other points of interest that may be studied further for their long term effect on grid operation and policies (i.e., reserve requirements) and layout as a whole. These changes impact not only grid operation but also new generator siting decisions, and a detailed understanding, including that of the decision agents, motivations, process and timeline, is necessary to incorporate these details into the framework.
Complex models such as this are difficult to solve in very large instances without decomposition, and a drawback of any formulation is tractability in a realistic setting (e.g., an increased number of nodes, scenarios and participants). Additionally, more accurate representations of the power system process will not just require greater detail, but increased complexity. Thus, future work will investigate ways to further exploit the problem and solution structure for more efficient formulations and solution methods, working toward a system that is able to demonstrate the benefits and drawbacks of a particular transmission line siting decision at an aggregate level. Future work will also explore whether this convergence is of the epi-convergent type [27] that guarantees solution convergence in the underlying model.
APPENDIX UNIT COMMITMENT APPROXIMATION
Based on the original quadratic cost function, , the intercept term, is split into two components for this unit commitment approximation, as reflected in (29). The first component is the addition of a costly and prohibitive barrier to operating generator within the bounds (0, ) and tends to zero as it approaches , while the second component multiplies the original intercept value, now redefined as , with the cumulative distribution function from a Normal distribution, . Fig. 4 provides an illustration of both components, the approximation function, and its comparison to a integer based unit commitment function:
(29)
In the first component, is viewed as controlling the mean of the peak, as controlling the height of the peak, and as controlling the width of the curve. The multiplication with ensures a zero cost when . The second component in (29) also helps achieve this while retaining the original cost component of when . When applying this to varied datasets with different parameter settings and possibly different scalings, in practice, we select these parameters based upon a combination of data and necessary premises for the approximation to be effective. Specifically, it is ideal for the approximation function to approach the true cost function slightly beyond the point as depicted in Fig. 4 , which is simultaneously a conservative measure to discourage solutions within the infeasible space of a true unit commitment model, as well as an almost exact approximation when . Additionally, selection of and are important in ensuring a sufficiently steep slope at , and the height of the peak also ensures the cost of operating some generator within the bounds is prohibitive. Equations (30) to (32) provide the formulations used for the above parameters in our numerical test cases which ad- 
