ABSTRACT Sketch-based image retrieval (SBIR) is a challenging task due to the cross-domain gap between sketch queries and natural images. In this paper, we propose a novel edge-guided cross-domain learning network to reduce the domain gap. In particular, edge maps extracted from natural images are introduced as the bridge between two domains, and the inputs from different domains are embedded into a common feature space. An edge guidance module is proposed to fuse natural images and the corresponding edge maps, which guides the network to generate more discriminative features in the domain alignment process. Meanwhile, a shape regression module is proposed to capture the inherent shape similarity between sketches and natural images. By training the proposed network in an end-to-end process, the sketch and natural image domains can be effectively associated, which potentially overcomes the challenge of the common feature learning for two heterogeneous domains. The experimental results on the SBIR dataset demonstrate that the proposed method achieves superior performance compared with the state-of-the-art methods.
I. INTRODUCTION
Content-based image understanding has become a hot topic with the explosive growth of image data on the Internet [1] - [3] . As a challenging issue, it has been attracting more and more attention in the area of computer vision [4] - [6] . Due to the various applications of handdrawn sketches on touch screen devices, sketch-based image retrieval (SBIR) has played a major role in practical applications. However, since sketches are drawn by non-professional people, they are usually full of variations [7] - [9] . Besides, the hand-drawn sketches only consist of black and white pixels, which makes the sketches and natural images belong to two heterogeneous data domains. Therefore, how to address the cross-domain problem between sketches and natural images makes SBIR remain challenging.
Traditional SBIR methods utilize hand-crafted features to describe the sketches and natural images [10] , [11] . However, it is difficult to design a common kind of feature for two heterogeneous data domains. In recent years,
The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. with the development of deep learning, convolutional neural network (CNN) has been widely used in many applications [12] - [15] , such as image recognition, pedestrian re-identification, and video retrieval. Compared with hand-crafted feature methods, deep learning methods can automatically aggregate the shallow features from bottom convolutional layers in multiple data domains, thus improving the retrieval accuracy. Inspired by the feature learning ability of CNN, some Siamese networks and Triplet networks are proposed for SBIR [16] - [18] , in which the cross-domain similarity is learned by using contrastive loss and triplet loss. Besides, an interesting observation is that the edge maps extracted from natural images only consist of black and white pixels [19] - [21] . In other words, the edge map extracted from the natural image belongs to the same data domain as the query sketch, and it can be used to bridge the gap between sketch and natural image domains. However, most of existing methods aim to encode the sketch-image pairs or the sketchedge pairs, which may ignore the edge shape information or the discriminative information in natural images for SBIR. Since SBIR is a cross-domain task, we are more concerned about how to learn the common features for both the sketch and natural image domains. In this paper, by introducing the edge map information, the sketch and natural image domains are effectively aligned so that the discriminative features of both query sketches and natural images are learned for SBIR.
Aim to reduce the domain gap and embed the sketch and natural image domains into a common feature space, a novel cross-domain learning method for SBIR is proposed in this paper. The main contributions are summarized as follows. 1) We propose an edge-guided cross-domain learning method with shape regression, in which the edge map information is introduced to assist the SBIR task in a triple network.
2) The edge guidance module is proposed to fuse the natural images and the corresponding edge maps, which effectively guides the natural image feature extraction in the domain alignment process. 3) To narrow the feature representation differences of different domains, the shape regression module is introduced by exploring the shape similarity between sketches and natural images. 4) Experiments demonstrate that the proposed method achieves superior performance compared with the state-of-the-art methods.
II. RELATED WORKS
Traditional sketch-based image retrieval methods exploited hand-crafted features to describe sketches and natural images. To reduce the cross-domain gap, many traditional methods tended to extract the edge maps of natural images before directly matching the hand-drawn sketches with natural images. For instance, Eitz et al. [22] developed some descriptors based on the query sketches and the Canny lines in images for SBIR task. Cao et al. [23] proposed a contour-based matching algorithm based on an index structure, which effectively reduces the storage cost and improves retrieval efficiency. Hu et al. [11] introduced Gradient Field HoG (GF-HOG) for describing images and incorporated the GF-HOG descriptors into a BoW system to improve the retrieval performance. In addition, Saavedra [24] introduced Soft-Histogram of Edge Local Orientations (SHELO) as the image descriptors and improved the SBIR accuracy. In [25] , an approach based on detecting the learned keyshapes (LKS) was proposed to indicate the structure of the objects for SBIR task. Meanwhile, aim to ease the influence of the complex backgrounds on retrieval performance, a method based on the image saliency was proposed to better match the sketch and the corresponding salient region in an image [26] .
Recently, deep learning methods have been widely used in SBIR, and many frameworks based on CNN are proposed to solve the domain shift problem. Qi et al. [16] introduced a Siamese network based on sketches and the edge maps extracted from natural images, in which the cross-domain gap is mitigated by using the contrastive loss. Liu et al. [30] developed a Siamese network which consists of two identical AlexNet branches, and effectively learned the similarity between the sketch and natural image domains. In addition, some Triplet networks of different architectures were deployed to SBIR task [27] - [29] . For instance, Sangkloy et al. [18] utilized the triplet loss to map the query sketches and the natural images into the common high-level semantic space, so that the query sketch is closer to the positive natural image than the negative one. In [27] , different network architectures on retrieval performance were exploited, and a hybrid multi-stage training network with both contrastive loss and triplet loss was proposed to further improve the retrieval accuracy. In [30] , a Triplet network architecture named Triplet-AlexNet, which includes three AlexNet branches, was proposed to achieve the superior SBIR performance. Zhang et al. [28] proposed a heterogeneous network based on sketches and natural images, which combines the contrastive loss with the triplet loss. Yu et al. [29] proposed a triplet network based on sketches and the edge maps extracted from natural images, and utilized a staged pre-training strategy to achieve better retrieval performance. Furthermore, a spatially aware triplet network with a higher-order loss was proposed, in which coarse and fine features are combined via a shortcut [17] . Meanwhile, deep hashing methods are also exploited on SBIR recently. Liu et al. [30] combined deep architecture and hashing method together to capture the cross-domain similarity and speed up SBIR process.
III. PROPOSED METHOD A. FRAMEWORK OVERVIEW
In this paper, an edge-guided cross-domain learning method with shape regression for SBIR is proposed. The overview of the proposed method is illustrated in Fig. 1 . The goal of the network is to embed the sketch domain and the natural image domain into a common feature space, and learn the discriminative features for SBIR task. To achieve this goal, edge maps are introduced to bridge the domain gap, and a network with three branches is developed, including sketch branch, positive branch, and negative branch. Specifically, the natural image that has the same label as the input sketch and its corresponding extracted edge map are fed into the positive branch, while the natural image that has the different label from the input sketch and its corresponding extracted edge map are fed into the negative branch. The sizes of the input sketch, natural image and edge map are 224 × 224 × 3. Due to the fact that the sketches and the natural images are from heterogeneous data domains, the sketch branch network is designed to be heterogeneous from the corresponding networks of both the positive and negative branches. Two identical networks are developed for positive and negative branches, while the network of sketch branch is independent of them. The proposed heterogeneous network is more sensitive to the differences between sketch and natural image domains and learns the discriminative features for each domain separately.
Each branch of the proposed network is based on VGG19 network [31] . The classification layers fc S C , fc P C , and fc N C in three branches are all modified with the size of the category number in SBIR dataset, and the discriminative features for sketch domain and natural image domain are learned by the classification losses. Aim to embed features from different domains into a common feature space, L2 normalized embedding layers fc S E , fc P E and fc N E are introduced in three branches. Each embedding layer is a fully-connected layer, and the L2 normalization makes the similarity of features from different domains be measured easily by loss function. Meanwhile, the triplet ranking loss is introduced based on fc S E , fc P E and fc N E . As a result, the distance between the sketch and the positive image-edge sample is smaller than the distance between the sketch and the negative image-edge sample. In addition, the shape regression module is proposed to narrow the differences of the feature representations in different domains. To this end, the extra shape regression layers fc P SR and fc N SR , followed by the shape regression losses, are adopted to capture shape information from the input imageedge samples in the positive branch and negative branch, respectively. The whole training of the proposed method is an end-to-end process.
B. EDGE GUIDANCE MODULE
To promote the process of the domain alignment, edge maps are extracted from natural images by using Generalized Boundary (Gb) model [32] . Compared with the natural images, edge maps have more similar appearance to the query sketches and belong to the same data domain as sketches. In this paper, edge maps corresponding to the natural images are used as the bridge to narrow the gap between the sketch and natural image domains, thus further assisting the SBIR task.
The proposed edge guidance module is shown in Fig. 1 (a) , which aims to help achieve the domain alignment process by fusing the natural image and the corresponding edge map. In this module, to guide the natural image feature extraction by using the edge map information, the natural image and the corresponding edge map are concatenated along the channel first. Then, a convolutional fusion layer is introduced to further reorganize and filter features of the natural image and the edge map, so that the connection is effectively conducted between the natural image and the sketch domains. The filter number, filter shape, stride, and padding of this convolutional layer are set to 3, 3 × 3, 1, and 1 respectively, which ensure that the size of the fused feature map remains the same as the size of the input query sketch. Based on the fused feature maps of the image-edge sample, the discriminative features for SBIR task are captured by the feature extraction network, thus boosting the performance of the SBIR task.
C. SHAPE REGRESSION MODULE
As shown in Fig. 1 (b) , the shape regression module is proposed to narrow the feature representation differences of different domains by exploring the shape similarity between VOLUME 7, 2019 the sketches and natural images. In other words, the proposed shape regression module encourages the outputs of fc P SR and fc N SR in the positive and negative branches to perceive more shape information.
The target shape information, which is extracted from the edge map, is independent of resolution. Since excessive resolution may introduce redundant information and influence the fitting effectiveness, each original edge map is adjusted to a smaller size of 8 × 8 by using bilinear interpolation. Furthermore, in order to simplify the regression operation, the small resized edge map is reshaped to a single shape vector of 64-dimension, which is adopted as the target shape vector v I shape . To be clear, I = P denotes the positive branch, while I = N denotes the negative branch. Then, a shape regression loss L reg is proposed to narrow the distance of the predicted output of the shape regression layer fc I SR and the target shape vector v I shape , which is formulated as:
(1)
The shape regression loss enables the network to retain the shape information as much as possible while generating high-level discriminative features for SBIR task. If the output features of the image-edge branch can generate the corresponding edge map precisely, we believe that shape information of the images is effectively captured by the branch.
The overall loss L(S, P, N ) of the edge-guided cross-domain network is formulated as:
where S, P, N denote the input sketch, the positive image-edge sample, and the negative image-edge sample, respectively. L cls (.) denotes the classification loss for each branch. L triplet (S, P, N ) denotes the triplet loss among the three branches. The hyper-parameter α, β, γ control the weights of the three losses in L(S, P, N ). The triplet loss L triplet (S, P, N ) used in this paper can be formulated as: (3) where m denotes the margin, D(.) denotes the Euclidean distance, and fc S E (S), fc P E (P), fc N E (N ) denote the outputs of the embedding layers in sketch branch, positive branch, and negative branch, respectively.
The overall loss constructs the correlation between the natural image and the shape information, and enables the network to adapt to the inputs from different domains. Through the shape regression module, the inherent relevance between sketch and natural image is captured in the final feature representations by using edge map information. By focusing on the shape information in the natural image as much as possible, the common feature learning problem for both sketch and image domains can be potentially addressed.
IV. EXPERIMENTS A. EXPERIMENTAL SETTINGS
To evaluate the proposed method, the experiments are conducted on TU-Berlin Extension [30] dataset, which is one of the largest datasets for category-level sketch-based image retrieval. It consists of 20,000 sketches (250 categories in total and 80 sketches per category) and 204,489 natural images. Due to the large number of the categories and the complex backgrounds in natural images, TU-Berlin Extension is one of the most challenging datasets for SBIR task. In the experiments, we follow the dataset segmentations of the existing methods. For each category, 10 sketches are randomly selected for testing, and the rest are used for training.
Experiments are performed under the simulation environment of Intel i7-8700K processor and GTX 1080 Ti GPU. The whole training process of the proposed method is endto-end and implemented based on Caffe by using SGD. In the training process, the parameters are optimized with initial learning rate of 0.0002, gamma of 0.1, and momentum of 0.9 respectively. In addition, the hyper parameter α, β, γ and m in the overall loss are set to 1,1,1, and 0.3.
Each branch of the network is based on VGG19 network [31] pretrained on ImageNet [33] , so that the discriminative basic features of each branch can be extracted for different domains. The dimension of the last fully-connected layer for classification corresponds to the number of categories in the dataset. Meanwhile, in order to achieve the trade-off between the retrieval performance and the retrieval efficiency, the dimension of the embedding layer is set to 128. In the training phase, the positive samples from the same category as the query sketch and the negative samples from the different categories from the query sketch are randomly selected. In the testing phase, the cosine distance between the feature representations extracted from the embedding layers of the sketch branch and the image-edge branch is calculated, and the ranking list is obtained for the retrieval results. In this paper, Mean Average Precision (MAP) is adopted to evaluate the retrieval performance, which is formulated as:
where Pr(q) denotes the retrieval precision of the query sketch q, Q denotes the number of the query sketches for testing, and Avg(·) denotes the averaging function.
B. COMPARISON RESULTS
In this section, the proposed method are compared with several state-of-the-art methods, which include HOG [10] , GF-HOG [11] , SHELO [24] , LKS [25] , 3D shape [34] , SaN [35] , GN Triplet [18] , Siamese CNN [16] , SiameseAlexNet [30] , Triplet-AlexNet [30] , and DSH [30] . The first four methods are traditional methods and the last seven ones are deep learning based methods. Table 1 reports the comparison results of the proposed method with the state-of-the-art methods. It can be seen from the table that most deep learning methods perform better than the traditional methods. Particularly, since the 3D shape [34] is originally designed for the field of 3D model retrieval, it is not very effective in SBIR task. Besides, the proposed method obtains the MAP of 0.626, which not only beats all the traditional methods, but also performs better than the stateof-the-art deep learning methods. Although the dimension of the embedding layer is relatively small, the proposed method still achieves best performance. Compared with DSH [30] , which is the best result in the other deep learning methods, the proposed method achieves about 0.056 improvement in MAP value. It demonstrates the effectiveness of the proposed method, in which the domain gap between sketch and natural image is effective reduced by introducing edge guidance module and shape regression module.
To further verify the effectiveness of the proposed method, the visualization examples of some retrieval results are shown in Fig. 2 . As for the input query sketches in the first column from the left, the corresponding top 15 retrieval results are presented in the right side. It can be observed from the figure that the proposed method achieves a good retrieval accuracy and most correct natural images can be retrieved for each query sketch. Although there still exist some incorrect retrieval instances such as the ones in the line 5 and 7, the shapes of the incorrect retrieval results are very similar to the corresponding query sketches, which makes SBIR more difficult.
V. CONCLUSION
In this paper, we propose an edge-guided cross-domain learning method with shape regression for sketch-based image retrieval. Edge maps extracted from natural images are utilized as the bridge to reduce the cross-domain gap between the sketches and natural images. In order to guide the natural image feature extraction in domain alignment process, the edge guidance module is presented to learn discriminative features. Besides, the shape regression module is proposed to excavate the inherent shape similarity between sketches and natural images. Accordingly, the proposed method effectively VOLUME 7, 2019 embeds the sketch domain and the natural image domain into a common feature space, and learn the discriminative features of sketch and natural image domains for SBIR. Experimental results have shown the superiority of the proposed method. YALONG JIA received the B.S. degree in communication engineering from Tianjin University, Tianjin, China, in 2017.
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