(where the above matrix is diagonal with the only non zero element 1 at the (i,i)-tb position) we see that P(A,p) is Fuchsian with regular singular points at x = ti,..., tn and oo, that the characteristic exponents at x = ti, which are the eigen values of A,, are 0 of multiplicity n -1 and A, and that the characteristic exponents at x = oo, which are the eigen values of (-A,) = -A(A,p), are -p of multiplicity n -1 and -// by (1.4) . We (Moreover we see that P{\p) is free from accessory parameters (cf. [4] )).
The classical Pochhammer equation is an n-th order Fuchsian differential equation The Pochhammer equation £(A, p) is introduced as an extension of the Gauss hypergeometric equation having a similar integral representation of Euler type of solutions ( [6] , [7] , [16] ) :
(1.9) z,(x) = [ (x -sY-\s -t^-P ... (5 -tn^dsĴ r. where the path Fj starts from a point XQ, encircles the point tj in the positive direction to XQ, encircles x in the positive direction to XQ^ encircles tj in the negative direction to XQ and then encircles x in the negative direction to XQ. (^1(2;) ,..., Zn(x}) makes a fundamental system of solutions of <?(A, p) in the generic case (which we shall define later). 
is a linear transformation with rational coefficients : F{x) € GL(n; C(.r)).
In this section we shall give a condition of the monodromy group of P(A,p) to be finite. Before proceeding, we note two propositions.
From the scheme (1.7) it follows PROPOSITION 1.2. -Assume that \j ^ Z for some j e {!,... ^n}. Then no solution of the system P(A, p) around x = tj has a logarithmic term.
The following proposition is obtained by N. Misaki [11] . (1.11) Ai -p,..., \n -p, p, p' ^ z. (1.12) Al, . . . , \n, AI -p, . . . , \n -P, P, P' ^ Z.
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Thus, by Propositions 1.2 and 1.3, a generic Pochhammer system is irreducible and has no logarithmic solution at every finite singular point.
1.1.
Throughtout this subsection we consider a generic Pochhammer system P(A,p); namely we assume (1.12). First we give generators of the monodromy group of P(A, p).
Denote P 1 \ {^i,..., tn, 00} by X. Let C be a simple closed curve in X passing through ^i,...,tn in this order in the positive direction, and take a base point to inside C. We define a generator 7^-(j = l,...,n) of 7Ti(X,^o) to be a homotopy class of a simple closed curve which starts from to^ encircles tj in the positive direction crossing C twice on the arc tj-\tjtj-\-\ and ends at to. Then, applying Okubo's method to the system V{\ p), or using the integral representation (1.9), we have THEOREM 1.1. -Suppose that the Pochhammer system P(X,p) is generic. Then P(\^p) has a fundamental system of solutions (Vi,... ,Y^) whose analytic continuation along 7/c becomes (Yi,..., Yn)gk, where (1.13)
for every k = 1,..., n. In particular ^i,..., g^ generate the monodromy group ofP(A, p) with respect to (Yi,..., Yn).
We denote by G(A,p) the monodromy group of ^(A.p) which is generated by ^i,... ,^ in Theorem 1. 
For any a € R, we define its fractional part (a} by 0 ^ (a) < 1, a -(a) € Z.
By calculating the principal minors of the Hermitian matrix H in Proposition 1.4, we obtain PROPOSITION 1.5. -The monodromy group G{\p) of a rational generic Pochhammer system 'P(A, p) has a positive definite invariant Hermitian form if and only if one of the following two conditions holds : n (1.16 :i) (p)<{\,} (j=l,...,n), ^(A,)<(n-l)(p)+l; j=i
be the monodromy group of a rational generic Pochhammer system 'P(A, p), and let D be the common denominator of the rational numbers Ai,..., A^, p. Then G(A, p) is finite if and only if, for any A € Z prime to D, one of the following two conditions holds : n (1.17 : i) (Ap) < (AA,) (j = 1,... ,n), ^(AA,) < (n -l)(Ap) + 1; j=i (1.17 : ii) (AA,) < (Ap) (j=l,..., n), (n -l)(Ap) < ^(AA,). j=i
Proof. -Let CD be a primitive D-th root of 1. Then by Theorem 1.1, we see that
As is explained in [3] (cf. [1] ), G(A,p) is finite if and only if, for any o-C Gal(Q(CD)/Q), the transformed group G{\,pY has a positive definite invariant Hermitian form.
To any a e Gal(Q((^)/Q), there corresponds a A € Z prime to D such that CD ^ CD A induces a. Thus G(A,p)°' is obtained from G(A,p) by replacing every Xj {j = 1,..., n) and p by AA^ and Ap, respectively; namely,
where AA = (AAi,.... AAn). Then Proposition 1.5 shows that (1.17 :i or ii) is a necessary and sufficient condition for G(A, pY to be finite. Hence the theorem follows.
Q.e.d.
Now we consider a non-generic Pochhammer system P(A,p)
. In this case the ^/s in Theorem 1.1 do not necessarily generate a monodromy group of P(A, p), so that we need a close study of solutions.
Assume that \j e Z for some j C {1,... ,n}. Proposition 1.2 asserts that there may be a logarithmic solution of P{\p) around x = tj. When there is no logarithmic solution, the singular point x = tj is said to be apparent. PROPOSITION 1.6. -Consider a Pochhammer system P(A,p) and assume that \j e Z for some j e {1,..., n}. Then x == tj is apparent if and 
where fj is a polynomial of degree at most {p-\j -1).
(ii) If\j -p ^ 0 for every j, £(X, p) has a fundamental system of solutions
where fj is a polynomial of degree at most (N -(\j -p)), N denoting
To find a solution of <f(A, p) of exponent 1 -p at x = oo, we put into L{z) = 0. Then we have
i=]
(Note that ffn(t) = 0 for every i). Thus we have obtained an infinite system of linear equations ffo(0)co = 0, ffo(l)ci+ffi(0)co=0, The similar holds for every j, and hence we obtain n solutions ^i,..., Zn in the proposition. Every Zj is an algebraic function with branch points at tj and oo, so that (^i,..., Zn) is linearly independent.
(ii) If we consider a solution of exponent -// =--(?-}-N) at x = oo :
the assertion (ii) is shown in a similar manner as (i). Q.e.d. is the identity group.
The proof will be completed in §3. Here we show that the conditions (i) -(viii) are sufficient conditions. Suppose (i) or (ii). Then by Proposition 1.7, the corresponding Pochhammer equation has a finite monodromy group with generators -e(p)
. . , . . ,..., ,
Suppose one of (iii) to (viii). Then by Proposition 1.6 every singular point x = tj is apparent, so that any solution is meromorphic over P 1 \{oo} = C, and hence the monodromy group is the identity group.
2. Reduction of Pochhammer system modulo prime.
2.0.
We consider a rational Pochhammer system P{\p); namely we assume (1.14) . By definition P{\p) is a system over the differential field Q(^i,... ^tn){x). Throughout this paper we supposê
Let m be the transcendence degree of Q(^i,... ,^n)/Q. Take a transcendence basis (ri,..., Tm) contained in {ti,..., tn}'
Let D be the common denominator of the rational numbers Ai,..., Ayi, p, and take a prime p satisfying
where p' is defined by (1.5). Note that there are only finitely many primes which do not satisfy (2.1). 
Since Q(^i,..., ^n)/Q(Ti,..., Tm) is a finite algebraic extension, for almost all primes p the following holds :
(*) r? can be extended to homomorphisms of (Q n Z)[^i,..., tn], and for a extension (which is still denoted by 7p),
hold.
In the following, for a prime p satisfying (2.1) and (*), we fix an r? satisfying (2.2). Now 7p is naturally extended to the homomorphism
Thus we obtain a system n\P)p=r^P{\p)) over the differential field Kp(x) of positive characteristic. This section is devoted to the proof of Theorem 2.1. Here we explain the story.
Define Ap(Ai),..., Rp(\n), Rp(p) e Z by
where mi,..., mn € Z are so taken that
and fixed. It follows from (2.3) and (2.5) that
where Rp(\) = (fip(Ai),... ,Rp(\n))' Consider the intermediate system P(Rp(\), Rp(p))) in stead of the reduced system 7p(P(A, p)) = P(A, p)p. For simplicity we use Ai,..., An, p for flp(Ai),..., Rp(\n), Rp(p), respectively. Thus we consider the system
where we have assumed that (2.8) Ai,...,An, p€Z, 0^^p'<p, noticing that p' defined by (1.5) satisfies the above inequality because of (2.6).
In §2.1 we reduce the condition that P(A, p) has n independent polynomial solutions, to a block triangularizability of some linear transformation L. §2.2 and 2.3 are devoted to the calculation of the elements which would become zero by the block triangularizaton of L. From the condition that these elements are zero, we extract conditions on Ai,..., An, p in §2.4. Then finally in §2.5 we prove Theorem 2.1.
2.1.
We denote by y^JT) the vector space of n-column vectors with entries in a field K. Set
and put it into the system P{\,p). Comparing the coefficients of the same power of x in both sides, we obtain
vo =Tvŵ here we have denoted A(A, p) simply by A.
As we have seen in §1, (1.4), the eigen values of A are p of multiplicity n -1 and p'. First suppose that p > //. Then from (2.10) it follows that 
If L^Vp 6 Vp for any Vp € Vp, then the system P{\,p) has n linearly independent solutions of the form in (2.9). Thus we have proved : The system P(A,p) has n linearly independent solutions of the form in (2.9) if and only ifVp is an invariant subspace ofLi.
Next suppose that // > p. In a similar manner we obtain : The system P(A, p) has n linearly independent solutions of the form in (2.9) if and only ifVp' is an invariant subspace of ^2, where Vp' is the p'-eigen space of A, and
Noticing that Li {z == 1,2) is invertible, we see that the above statements hold if we replace Li by Li~1 (i = 1,2). For later convenience we use Li~1. Since the matrix P denned in (1.3) diagonalizes A as (1.4), we can restate the above result in the following proposition. 
where m = p -p', 
71-1
Put (2.24) into (2.21) :
In general, let U be a J^-module, K being a field, of matrices in M(n; K) whose (n,j)-entries are 0 for j = 1,..., n -1. For B\,B^ € M(n; K), we denote Bi = B^ mod ^ if Bi -B^ e U. The following holds. For I = (%i,%25---) ^ No 00 with z^ = 0 for any sufficiently large /c, we define 00 \^ I 1k, (2.36) i^ii-Ef c=i 00 (9J= n^)"'
A;=l By Lemma 2.3, we see that M^ has the following expansion :
The following recurrence formulas of the c^'s are shown by using (2.35) and Lemma 2.3.
where 1k denotes the element of No 00 with the only non-zero entry 1 in the k-th position.
In the above we have shown that
Therefore it suffices to show that the (n,j)-entry of M^ is -Uj^7 1 " 1 ' 771 " (/A; u) for j = 1,..., n -1. Taking account of (2.37) and (2.33), we prove that Q.e.d.
2.3.
Here we give a similar proposition to Proposition 2.2 when p' > p. Notice that, in the following, we use several letters common to §2.2 in different senses. The proof is similar to (and somewhat simpler than) that of Proposition 2.2, and is omitted. 
-^-v
First we show the assertion (i) of the proposition by induction on i and m. Assume that (i) holds for (, -1 and for every m less than £ -1. We shall prove (i) for t and for every m less than L For m = 0, every ^'^(^ ?z) is equal to 1, so that (i) holds. Assume that (i) holds for m-1, and consider the system (2.42) for (^,m). As we have observed in the above, from (2.42) we obtain (2.46) or (2.47). By the induction assumption on m, we see that (2.46) has no solution in K^ x (K^)*. Noting that t -1 > m -1, we see that (2.47) . Proceeding recursively, we have (2.43) with M+m = 0,l,...,m-^ and (2.47) for (£,£ -1). Using the assertion (i), we see that (2.46) for (£,£ -1) has no solution. Hence (2.43) with M+m = 0,1,..., m-i exhaust all possibilities, which establishes the assertion (ii).
Now we return to the system P(A, p). If we define u = (-Ui,..., Un-i) by Uj = tj~1 -tn~1 for j = 1,... ,n -1 as in (2.20) or (2.41), we see that =(m,...,^-i)e(C 71 -1 )*, since ti,... ,tn are distinct. Then from Propositions 2.1, 2.2, 2.3 and 2.4, we obtain the following where ^ = {p -Ai,.. ., p -An-i). Similarly to the proof of Proposition 2.4, from this system we obtain p^Xj forj=l,...,n-l,
0^^>-A,)+Oc/-p). j=i
Then p ^ \n follows from the last inequality, so that we obtain (2.49).
2.5.
Proof of Theorem 2.1. -Recalling §2.0 and 2.1, we see that, P(A, p) has n polynomial solutions of degree at most p-1 which are linearly independent over the field of constants, if and only if so does P(A, p)p. The former assertion is reduced to conditions on Ai,..., A^, p by Proposition 2.5. Noting that there we have used Ai,..., A^ p for Rp(\i),..., Rp(\n), Rp(p), respectively, and using (2.5), we rewrite the conditions in the proposition as First we study the case (i). We show that rrij = 0 for every j. From Conversely, if (2.4 : i or ii) holds, we can take mj = 0 for every j in order that (2.6) holds. Then the condition in Proposition 2.5 follows from (2.4 : i or ii), so that the system 'P(A,p), and hence the system P(A,p)p, has n linearly independent polynomial solutions. This completes the proof of Theorem 2.1.
2.6.
Here we prove Proposition 1.6 in §1.2 by using the results which we have obtained in this section. We consider the Pochhammer system P(\p) with parameters (A,/?) = (Ai,... ,An,p) 6 C 7^1 satisfying (1.1). Direct computation shows the following
Then by the change of the independent variable 
ti-ti
V^p-p^,...^).
Proof of Proposition 1.6. -We may assume that Ai e Z (i.e. j = 1).
First we suppose that Ai -p -^ 0 and p' ^ 0. Then by Lemma 2.11 it suffices to show that u = oo is an apparent singular point of When Ai = 0, the eigen values of A\ are p of multiplicity n, and Ai 7^ pjyi by p' ^ 0. Thus Ai is not diagonalizable, and hence u = oo is not apparent.
Suppose that Ai > 0. Set The system (2.57) is reducible. By setting
Vn/ (apply the method of variation of constants). Then u = oo is an apparent singular point of (2.57) if and only if it is an apparent singular point of (2.58) and, for any solution Z\ of (2.58), the solution z\ of (2.59) has no logarithmic term at u = oo.
Bi=^n
When Ai = 0, B is not diagonalizable, and hence u = oo is not apparent.
Suppose that Ai > 0. Set In particular VQ is />-eigen vector of Bi, and, noting that Ai 7^ 0, from it we obtain
Now by a similar argument as in the first case, we see that u = oo is an apparent singular point of ( 
We see that u = oo is an apparent singular point of (2.58) if and only if Thus the condition (g) is sufficient. To sum up the above, in the second case we obtain three conditions (e), (f) and (g).
Thirdly we suppose that Ai -p = 0. In this case the system P(A, p) is reducible, and is decomposed into Then we have yi =c^x-t^p.
Applying the method of variation of constants to (2.62), we see that Vi is holomorphic at x = ti if p ^ 0, and that Vi has logarithmic term at x = tî f P = -1. Thus we have the condition
Suppose that p = Ai < -1. Set [Ai -(Ai + z)K = (Ai + i + l)T2^+i (z ^ 1).
This system has a solution if and only if
[Ai+l]^_i=0.
Thus one of the eigen values of Ai belongs to {-1, -2,..., Ai + 1}, so that it must be //, and v'/_\ is a p'-eigen vector of Ai. This yields, by a similar argument as above, the condition n (j) A, -p C No 0 ^2), Ai + 1 ^ Ai + ^(A, -/?) ^ -1.
J=2
Thus in the above we have obtained nine conditions : (a), (b), (c) and (d) with Ai -p ^ 0 and p' ^ 0, (e), (f) and (g) with Ai -p ^ 0 and // = 0, and (i) and (j) with Ai -p = 0. It is easy to see that Q.e.d.
From "locaF to "global".
We consider the Pochhammer system P(A, p) of rank n.
First we remark that, for our Pochhammer system ^(A,?), the following three conditions are equivalent :
(i) for almost all primes p, P(A,p) has zero ^-curvature, (ii) for almost all primes p, the reduced system 'P(A, p)p modulo p has n polynomial solutions in Kp[x] which are linearly independent over Kp(x p ), (iii) for almost all primes p, the reduced system ^(A, p)p modulo p has n polynomial solutions in Kp[x] of degree at most p -1 which are linearly independent over Kp^x^.
This will be shown similarly as in Katz [9, §6] .
The following is the main result of this paper, and is an affirmative answer to the Grothendieck conjecture for the Pochhammer system. (i) For almost all primes p, the Pochhammer system P(A,p) with parameters (Ai,..., Ayi, p) has zero p-curvature.
(ii) Any solution of the Pochhammer system P(\ p) with parameters (Ai,..., An, p) is an algebraic function.
Proof. -Owing to the above remark and Proposition 0.1, it suffices to show that, if the reduced system P(A,p)p has n linearly independent polynomial solutions of degree at most p-1 for almost all primes p, then the monodromy group of ^(A, p) is finite. By Theorem 2.1 the former condition is reduced to that, for almost all primes p, n (I)p Rp(p)^Rp(X,) (j=l,...,n), J^Rp(\,)<(n-l)Rp(p)+p j=i or n (II)p Rp(\,) < Rp(p) (j=l,..., n), (n -l)Rp(p) ^ ^ Rp(\,) j=i holds. Then we suppose that (J)p or {II)p holds for almost all primes p.
We quote a lemma from Katz [9, (6.5.2), (6.5.3)]. Let D denote the common denominator of Ai,..., An, p.
First assume that P(A,p) is generic; i.e. \j, p, Xj -p ^ Z for j = 1,..., n.
Take A e Z invertible in Z/DZ. Then (I)p or (JJ)p holds for infinitely many primes p with pA = 1 (D). Suppose that (J)p holds for infinitely many such primes p. By the limit formula (3.1) we obtain n (-Ap)^(-AA,) y=l,...,n), ^(-AA,)^(n-l)(-Ap)+l, j=i and hence n <AA,) ^ (Ap) (j = 1,..., n), (n -l)<Ap) < ^(AAj).
.»=! From A, -p ^ Z it follows that (3.2) <AA,)<(Ap) (j=l,...,n). n We shall show that (n -l)(Ap) < ^ (AAj). Suppose j'=i 
