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1. Introducción
Uno de los objetivos del procesamiento de senales de radar es reducir el efecto nocivo del 
clutter. El espectro del clutter terrestre se encuentra cercano a la frecuencia Doppler cero. Por 
lo cual, convencionalmente se utilizan filtros pasa-alto, denominados moving target indicator 
(MTI) [1]. Los resultados son satisfactorios solo cuando el espectro de la senal meteorologi- 
ca no se encuentra superpuesto al espectro del clutter. Otra tecnica comun es el mapa de 
clutter que se construye midiendo en condiciones libres de fenomenos climaticos [2]. Pero di­
chos mapas son estaticos y no pueden identificar nuevas regiones de clutter que aparecen en 
condiciones cambiantes de propagacion. La tendencia actual es emplear metodos adaptivos 
que sean capaces de analizar cada celda de resolucion para evaluar la existencia de clutter 
terrestre, y en caso positivo aplicar alguna tecnica de mitigacion de clutter. Un ejemplo es el 
algoritmo GMAP [3] que se basa en modelar las senales utilizando un espectro Gaussiano 
y se caracteriza por no alterar el espectro de la senal de interes cuando no hay clutter. Sin 
embargo, como este algoritmo se basa en la estimacion del espectro de potencia de la senal 
recibida, se encuentra severamente afectado por el desborde de potencia de clutter en el es­
pectro meteorologico, como consecuencia de procesar conjuntos de datos finitos. Cuando la 
relacion clutter a senal es baja, se puede reducir este desborde mediante el uso de ventanas, 
a costa de mayores errores en la estimacion de los momentos espectrales.
El objetivo del presente artículo es mejorar la estimacion de los parametros de la senal me­
teorológica a traves de una mejor estimacion del espectro de potencia. Se propone el uso de 
formulaciones ralas y algoritmos de inversion ralos para atacar este problema, especialmente 
cuando los espectros se solapan. En la representacion rala la senal observada acepta una 
representacion lineal sobre un diccionario, que es una coleccion de formas de onda conocidas 
(atomos) [4]. Esta representacion es rala si solo unos pocos coeficientes son significantes. 
Comunmente el numero de observaciones disponibles es menor que el numero de atomos en 
el diccionario. Luego, este problema lineal se encuentra subdeterminado, Sin embargo, aun es 
posible resolver este problema inverso, aun cuando el soporte sea desconocido [5], [6]. Se han 
propuesto varios metodos para recuperar representaciones de senales con diccionarios sobre 
completos. En el presente artículo se consideran LASSO y fused LASSO, altamente estudia­
dos en el campo de compressive sensing, que tambien son intensivos computacionalmente, 
pero no requieren valores iniciales para empezar el algoritmo.
2. Fundamentos
2.1. Estimación de momentos espectrales meteorológicos
Los tres estimadores de momentos espectrales mas importantes en el procesamiento de 
senales de radar meteorologico son la potencia de la senal meteorologica, la velocidad media 
Doppler y el ancho espectral [7]. En el presente artículo utilizamos el algoritmo Pulse Pair 
Processing (PPP) para obtener estos estimadores [8]. PPP asume que el clutter del terreno 
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ha sido removido, y que el espectro Doppler solo consiste en ruido blanco y un solo pico 
espectral debido a la reflexion del fenomeno meteorologico. Este pico espectral se asume 
que tiene una forma aproximadamente Gaussiana, y se caracteriza por su amplitud, media y 
desviacion estandar. Para cada celda de rango, el receptor genera una secuencia de datos 
correspondiente al tiempo lento x[l],l = 0,... ,L obtenida a partir de L pulsos muestreados a 
la frecuencia de repeticion de pulsos (PRF). La autocorrelacion y el espectro de potencia de 
esta secuencia son respectivamente sx[k] = £L 0'' ' x[l]x*[l + k], y Sx(w) = F{sx} = |X(w)|2. 
En base a estas definiciones, se definen los siguientes parametros de interes.
Potencia: El momento zero del espectro Doppler que esta relacionado con el contenido 
de agua liquida o tasa de precipitacion en el volumen de resolucion. El estimador PPP para la 
potencia es /' sx [0].
Velocidad Doppler: El primer momento del espectro Doppler normalizado, representa 
esencialmente el movimiento de la masa de aire en la direccion radial. El estimador PPP para 
la velocidad es v = -A arg{sx[1]}/4nT, donde T = 1/PRF es el período de repeticion de 
pulsos y A es la longitud de onda de la senal de radar transmitida.
Ancho Espectral: La raíz cuadrada del segundo momento a partir del primer momento del 
espectro normalizado, es una medida de la dispersion de velocidades (turbulencia dentro de 
la celda de rango). El estimador PPP para este ancho es av = -A^/ln(|sx[1]/sx[0]|)/V8kT.
2.2. Algoritmo GMAP
Esta tecnica esta basada en un enfoque frecuencial que asume un espectro de forma gau- 
siano para modelar el clutter y la senal meteorologica. El algoritmo consiste en los siguientes 
pasos:
1. Ventaneo y DFT: Aplicar la ventana de Hamming a la serie de tiempos x[l] y obtener el 
espectro de potencia Doppler a traves de la DFT.
2. Potencia de ruido dinamica: Reordenar los componentes del espectro en intensidad 
ascendente, definiendo así una region de senal/clutter y otra de ruido.
3. Remocion de puntos de clutter: Usar los tres puntos centrales del espectro para ajustar 
una Gaussiana con el ancho espectral requerido en m/s, y descartar los puntos dentro del 
clutter Gaussiano, sobre el nivel de ruido.
4. Reemplazar los puntos de clutter: Usando los componentes de senal restantes, ajustar 
una Gaussiana para rellenar los puntos de clutter removidos.
5. Recalcular GMAP con una ventana optima basados en la nuevo relacion senal a clutter. 
Finalmente, con el espectro limpio resultante se calculan los momentos espectrales me­
diante PPP.
3. SparseGMAP
Los modelos ralos buscan representar una senal como una combinacion lineal de fun­
ciones basicas, llamadas atomos, pertenecientes a un diccionario [4]. En el caso específico 
de la estimacion espectral , este diccionario esta definido por cada componente de frecuen­
cia, A = exp(j2ntfT), donde t = (-L/2PRF.. .L/2PRF)T son las muestras temporales y 
f = (-PRF/2... PRF/2)T son las frecuencias de interes. Asumiendo que hay pocas compo­
nentes distintas de cero, el espectro posee una representacion rala.
Utilizando estos modelos, dado un numero de mediciones y g Cl, la teoría de compressive 
sensing (CS) resuelve el problema de encontrar x g Cn tal que x sea ralo y cumpla que 
y = Ax + z, donde z es el termino de ruido estocastico. Esta teoría asegura que, bajo esta 
representacion rala, la cantidad de muestras y datos necesarios para resolver el problema 
inverso puede reducirse significativamente sin afectar el desempeno del sistema [5,6]. Desde 
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un punto de vista determinístico, la solución al problema inverso resulta [9]
x = argmín ||x||¿0 tal que \\y — AxW'2 < e, (1)
donde e esta relacionado con la estadística del ruido. Como la minimizacion de la norma 4 es 
un problema NP, este se relaja utilizando la norma como una medida alternativa, resultando 
en el algoritmo Basis Pursuit [4].
Otros algoritmos CS alternativos, basados en una perspectiva Bayesiana, resultan en la 
siguiente formulacion del siguiente estimador MAP para recuperacion mediante compressive 
sensing [10],
í = argmáxP(x|y) tal que x P(x), (2)
donde P(x) es un prior utilizado para forzar la raleza de x.
Asumiendo un prior Laplaciano, que fomenta soluciones ralas, el estimador MAP es la solu- 
cion a un problema de mínimos cuadrados regularizado mediante la norma ^-norm, conocido 
como least absolute shrinkage and selection operator (LASSO) [11],
x lasso(p) = argmm\\y — Ax^ + ju||x||fl. (3)
El parametro de regularizacion es una cota superior para el residual. Luego, el algoritmo 
anula las componentes frecuenciales cuya energía sea menor a ^. Una forma simple de afinar 
el valor de se provee en [12].
La norma £1 puede usarse para forzar restricciones estructurales mas generales en la so- 
lucion reemplazando la restriccion de raleza ||x||¿1 con ||Dx||¿1 para una matriz estructurada 
D. Una eleccion en particular para esta matriz, toma la diferencia entre muestras sucesivas, 
logrando promover raleza a bloques, no directamente en los coeficientes. Esto es equivalente 
a una norma de variacion total 1D [12], que es esencialmente normas £1 de las derivadas para 
promover soluciones de funciones constantes a trozos.
El algoritmo fused LASSO combina LASSO con ese prior de norma de variacion total para 
promover simultaneamente raleza en los coeficientes y en la diferencia sucesiva entre ellos. 
Esto permite tener pocos coeficientes y un perfil plano de ellos.
xfl(Pi,P2) = argmm (||y — Ax^ + jUi||x||fi + ^2|Dx|fJ . (4)
Esta combinacion permite que fused LASSO pueda aplicarse en situaciones que involucren 
raleza a bloques o mezcla de picos y mesetas planas como el caso del espectro meteorologico.
En este artículo se introduce una modificacion al algoritmo GMAP En lugar de calcular la 
DFT de las muestras ventaneadas para estimar el espectro de potencia, se aplican modelos 
ralos a traves de LASSO y fused LASSO. Esta modificacion al paso 1 permite mejorar la 
estimacion espectral. En este proceso modificado se aplica una ventana de Blackman a la serie 
de tiempos, se estima el espectro, se remueve el clutter, se interpola el objetivo Gaussiano en 
los puntos removidos, si es necesario, y luego se estiman los momentos espectrales mediante 
PPP.
4. Simulaciones
En esta seccion se discute el desempeno de la modificacion propuesta a GMAP a traves 
de simulaciones. Se generaron datos de radar meteorologico con espectros Doppler de forma 
Gaussiana usando el procedimiento descripto en [13]. Se generaron L muestras, resultando 
en L atomos del diccionario, equivalente a L frecuencias. Se utilizo una frecuencia de por­
tadora f0 = 5 GHz. Se utiliza el sesgo para medir el desempeno de la velocidad Doppler
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Figura 1: Desempeño de GMAP, y algoritmos CS, al estimar la velocidad Doppler y el ancho 
espectral para diferentes (a) nUmero de muestras L, (b) velocidades Doppler v y (c) ancho 
espectral av.
Bv = MC v - Vi/MC, la raíz del error cuadratico medio para el ancho espectral RMSECT =
||^v - avi||2/MC, y el errorcuadratico medio para la potenciaMSEP = Pi/P/MC.
La variable MC se fijo en 1000 corridas de Monte Carlo. Para cada realizacion, se genero alea­
toriamente el ruido usando un ancho espectral de clutter fijo ac = 0,3 m/s, potencia de objetivo 
Pt = 1; potencia de clutter Pc = 104; potencia de ruido Pn = 10-2 y velocidad Doppler de clutter 
vc = 0. Se analizo e; desempeno en funcion del numero de muestras L usadas (equivalente al 
numero de pulsos), el solapamiento entre el clutter y la senal meteorologica, y la dispersion de 
la senal meteorologica.
En primer lugar se analiza el desempeno de las nuevas tecnicas al reducir el numero de 
muestras de 64 a 32. Esto es crítico en radares meteorologicos ya que, comunmente, no son 
capaces de procesar una gran cantidad de pulsos. En esta simulacion se utilizo una velocidad 
Doppler radial v = 8 m/s, con un objetivo de ancho espectral av = 1 m/s. la Figura 1 (a) muestra 
las medidas de desempeno para los momentos espectrales de interes, usando GMAP y Spar- 
seGMAP con LASSO y fusedLASSO. Como se esperaba, GMAP tiene una pobre desempeno 
para un bajo numero de muestras. Claramente puede apreciarse una mejora sustancial en el 
sesgo de la velocidad Doppler, para todo el rango de numero de muestras. Similarmente, se 
obtienen mejoras en las estimaciones del ancho espectral y en la Potencia.
En segundo lugar, se analiza el desempeno al variar el solapamiento entre el clutter y la 
senal meteorologica, equivalente a modificar el valor de la velocidad Doppler v de 3 a 13 m/s. 
En este caso se utiliza un escenario favorable para el algoritmo clasico, con L = 64 muestras, 
y un ancho espectral de objetivo av = 1 m/s. La Figura 1(b) muestra los errores en los esti­
madores de momentos espectrales en este escenario. Nuevamente se obtienen mejoras en la 
estimacion del ancho espectral. Cuando hay solapamiento importante, el desempeno de Spar- 
seGMAP es similar a los algoritmos clasicos, pero mejora a medida que la senal se aleja del 
clutter. No se obtiene una mejora notable en la velocidad Doppler ni en la potencia
Finalmente, se analiza el desempeno al modificar el ancho espectral av de la senal meteo­
rología, desde 0,5 a 3 m/s. Se utilizan L = 64 muestras, y una velocidad Doppler v = 5 m/s.
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Figura 2: Reconstrucción de la imagen de radar meteorológica en rango-Doppler para (a) DFT, 
(b) GMAP, (c) LASSO+SparseGMAP, y (d) fused LASSO+SparseGMAP
La Figura 1(c) muestra los resultados para este escenario. Los estimadores para la velocidad 
Doppler mejoran pero decrece cuando el ancho espectral aumenta y hay mayor solapamiento 
con el clutter. En este caso no se mejora el desempeno de GMAP en la estimacion del ancho 
espectral o potencia.
5. Datos Reales
Se ilustra el enfoque de modelos ralos utilizando datos reales del sistema de radar meteo- 
rologico de la empresa INVAP en Bariloche. Los datos corresponden a un angulo de azimuth 
de 259°, con 3500 celdas de rango desde 0 a 100 km y L = 32 pulses por celda. El sistema utili­
za una portadora de frecuencia f0 = 5625 MHz, y un ancho espectral de clutter ac = 0,5 m/s. La 
Figura 2(a) muestra el espectro Doppler para cada celda usando la DFT. La Figura 2(b) mues­
tra el espectro reconstruido mediante GMAP, donde puede apreciarse que falla en remover la 
interferencia de clutter terrestre. Las Figuras 2(c) y (d) muestran los espectros reconstruidos 
mediante SparseGMAP con LASSO y fused LASSO donde se ha removido exitosamente el 
clutter terrestre en la celda de rango cercano a los 30 km. Puede notarse que LASSO y fu- 
sed LASSO producen resultados similares; sin embargo, la imagen de fussed LASSO es mas 
suave ya que este algoritmo fomenta soluciones ralas por bloque.
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6. Conclusiones
En este artículo se introdujo un nuevo enfoque para mejorar las estimaciones de los mo­
mentos espectrales en aplicaciones de radar meteorologico. Este nuevo enfoque se basa en 
modelos ralos junto con la teoría de compressive sensing. La aplicación de estas tecnicas 
permite obtener una mejor estimación del espectro de potencia de la senal, y así una mejor 
cancelación de ruido y clutter. Se comparo esta nueva tecnica con algoritmos clasicos mostran­
do un mejor desempeno, resultando en ganancias notables en la estimacion de la velocidad 
Doppler y ancho espectral. Adicionalmente se ilustro el desempeno del algoritmo cuando se 
aplica a datos reales de radar meteorologico, mostrando una mejora en el rechazo de clutter y 
cancelacion de ruido.
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