Motivated by the recovery and prediction of electricity consumption time series, we extend Nonnegative Matrix Factorization to take into account external features as side information. We consider general linear measurement settings, and propose a framework which models non-linear relationships between external features and the response variable. We extend previous theoretical results to obtain a sufficient condition on the identifiability of NMF with side information. Based on the classical Hierarchical Alternating Least Squares (HALS) algorithm, we propose a new algorithm (HALSX, or Hierarchical Alternating Least Squares with eXogeneous variables) which estimates NMF in this setting. The algorithm is validated on both simulated and real electricity consumption datasets as well as a recommendation system dataset, to show its performance in matrix recovery and prediction for new rows and columns.
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INTRODUCTION
I N recent years, a large number of methods have been developed to improve matrix completion methods using side information [1] , [2] , [3] . By including features linked to the row and/or columns of a matrix, also called "side information", these methods have a better performance at estimating the missing entries.
We generalize this idea to nonnegative matrix factorization (NMF, [4] ). NMF is a low-rank matrix approximation method which decomposes a matrix into the product of two nonnegative matrices of smaller dimension, called factors. Although more difficult to identify, NMF often has a better empirical performance and provides factors that are more interpretable in an appropriate context. We propose an NMF method that takes into account side information. Given some (potentially partial) observations of a matrix, we propose to jointly estimate the nonnegative factors of the matrix and regression models of these factors on the side information. This allows us to improve the matrix recovery performance of NMF. Moreover, using the regression models, we can predict the variable of interest for new rows and columns that are previously unseen. We develop this method in the general matrix recovery context, where linear measurements, or linear combinations of matrix entries, are observed instead of matrix entries.
This choice is especially motivated by applications in electricity consumption modeling. We are interested in estimating and predicting the electricity load from temporal aggregates. In the context of load balancing in the power market, transmission system operators (TSO) of the electricity network are typically legally bound to estimate the electricity consumption and production at a small temporal scale (half-hourly or hourly), for all market participants within their perimeter, i.e., utility providers, traders, large consumers, groups of consumers, etc. Most traditional electricity meters do not provide information at such a fine temporal scale. Although smart meters can record consumption locally every minute, the usage of such data can be extremely constrained for TSOs, because of the high cost of data transmission and processing and/or privacy issues. Nowadays, TSOs often use regulator-approved proportional consumption profiles to estimate market participants' load. In previous work by the authors [5] , we proposed to solve the estimation problem by NMF using only temporal aggregate data.
By introducing an additional regression level in NMF, we use exogenous variables as side information. Temporal aggregate data are used jointly with features that are known to have a correlation with electricity consumption, such as the temperature, the day of the week, or the type of client (see [6] , [7] and references within for recent works in electricity load modeling). This not only improves the performance of load estimation, but also allows us to predict future load for users in the dataset, and estimate and predict the past and future consumption of new individuals. In electrical power networks, load prediction for new periods is useful for balancing supply-demand on the network, and prediction for new individuals is useful for network planning. Moreover, by examining the relationship between external features, the factors produced by NMF can be much more interpretable.
In the rest of this section, we introduce the general framework of this method and the related literature. In Section 2, we deduce a sufficient condition on the side information for NMF to be unique. In Section 3, we present Hierarchical Alternating Least Squares with eXogeneous variables (HALSX), an algorithm which solves the NMF problem with side information, for which we prove a local convergence property. In Section 4, we present experimental results, applying HALSX on simulated and real datasets, both for the electricity consumption application and for a standard task in recommendation systems.
General Model Definition
We are interested in recovering a nonnegative matrix V Ã 2 R n 1 Ân 2 þ . In the electricity application, V Ã is the electricity consumption of n 2 individuals through n 1 consecutive periods.
The matrix V Ã is partially observed through N linear measurements,
where A : R n 1 Ân 2 ! R N is a linear operator. Formally, A can be represented by A 1 ; . . . ; A N , N design matrices of dimension n 1 Â n 2 , and each linear measurement can be represented by
The design matrices A 1 ; . . . ; A N are called masks. We suppose that V Ã stems from a generative low-rank nonnegative model, in the following sense: 1) As is often supposed in NMF, the matrix V Ã is of nonnegative rank k, with k ( n 1 ; n 2 . This means, k is the smallest number so that we can find two nonnegative matrices F r 2 R
Note that this implies that V Ã is of rank at most k, and therefore is of low rank. 2) There are d 1 row features X r 2 R n 1 Âd 1 and d 2 column features X c 2 R n 2 Âd 2 connected to each row and column of V Ã . We note by x i r (or x i c ) the ith row of X r (or X c ). There are two link functions f r :
where f r ðX r Þ 2 R n 1 Âk is the matrix obtained by stacking row vectors f r ðx i r Þ, for 1 i n 1 (idem for f c ðX c Þ 2 R n 2 Âk ), and ðÁÞ þ is the ramp function which corresponds to thresholding all entries at 0 in a matrix or a vector.
In this general setting, the features X r and X c , the measurement operator A, and the measurements b are observed. The objective is to estimate the true matrix V Ã as well as the factor matrices F r and F c , by estimating the link functions f r and f c .
Optimization Problem
To obtain a solution to this estimation problem, we propose to minimize the quadratic error of the matrix factorization by solving the following optimization problem:
where F r ðRÞ R d 1 and F c ðRÞ R d 2 are some functional spaces in which the row and column link functions are to be searched.
In the electricity consumption application, typical row features are the temperature and calendar variables such as the day of the week and the hour of the day. Typical column features are demographic variables of the individuals such as age, occupation, and the type of housing. We allow the functional spaces to be quite general, as state-of-art studies in electricity modeling established that the relationship between these variables and electricity consumption is often non-linear (see [6] , [7] and references within a more detailed description).
Notice that without side information and with complete observations, Problem (3) becomes min Fr;Fc
This is equivalent to the classical NMF problem,
in the sense that for any solution ðE r ; E c Þ to (4), ððE r Þ þ ; ðE c Þ þ Þ is a solution to (5) . A more immediate generalization of (5) to include exogenous variables would be in the form
Solving (6) would involve identifying the subset of F r and F c that only produce nonnegative value on the row and column features, which could be difficult. By using (3), we actually shifted the search space F r and F c to ðF r Þ þ and ðF c Þ þ which consists of composing all functions of F r and F c with the ramp function (thresholding at 0). In a word, (3) is equivalent to
Problem (7) also helps us to reason on the identifiability of (3). In a sense, (3) is not well-identified: two distinct elements in F k r Â F k c have the same evaluation value of the objective function, if they only differ on their negative parts. In fact, this does not affect the interpretation of the model, because these distinct elements correspond to the same ele-
Since we are only going to use the positive parts of the function both in recovery and prediction, this becomes a parameterization choice which has no consequence on the applications.
We note that an alternative problem,
can be considered to solve the same matrix recovery problem. Instead of using the data in a linear matrix equation, Problem (8) minimizes the sampling error of an exactly lowrank matrix. In the literature of matrix factorization without side information, both have been studied [8] , [9] . We argue that Problem (3) is superior to Problem (8) in complexity as is shown in Sections 3.6 and 4.4. By specializing X r , X c , and A, or restricting the search space of f r and f c , this general model includes a number of interesting applications, old and new.
The Masks
where e i is the ith canonical vector. This means every entry of V Ã is observed. Matrix completion [10] : the set of masks is a subset of complete observation masks, with N < n 1 n 2 . Matrix sensing [8] : the design matrices A i are random matrices, sampled from a certain probability distribution. Typically, the probability distribution needs to verify certain conditions, so that with a large probability, A verifies the Restricted Isometry Property [8] .
Rank-one projections [11] , [12] : the design matrices are random rank-one matrices, that is
where b i and b b i are respectively random vectors of dimension n 1 and n 2 . The main advantage to this setting is that much less memory is needed to store the masks, since we can store the vectors b i and b b i (dimensionðn 1 þ n 2 Þ) instead of A i (dimension-ðn 1 Â n 2 Þ). In [11] , [12] , theoretical properties are proved for the case where b i and b b i are vectors with independent Gaussian entries and/or drawn uniformly from the vectors of the canonical basis.
Temporal aggregate measurements: in this case, the matrix is composed of n 1 time series concerning n 2 individuals, and each measure is a temporal aggregate of the time series of an individual. The design matrices are defined as A i ¼ P t 0 ðiÞþhðiÞ t¼t 0 ðiÞþ1 e t e T s i , where s i is the individual concerned by the ith measure, t 0 ðiÞ þ 1 the first period covered by the measure, and hðiÞ the number of periods covered by the measure.
The Features X r and X c
Individual features: X r ¼ I n 1 ; X c ¼ I n 2 . This is the case of NMF without side information. The row individuals and column individuals are each different. General numeric features: X r 2 R n 1 Âd 1 and X c 2 R n 2 Âd 2 .
Features generated from a kernel [2] , [13] , [14] : certain information about the row and column individuals may not be in the form of a numeric vector. For example, if the row individuals are vertices of a graph, their connection to each other is interesting information for the problem, but it is difficult to encode as real vectors. In this case, features can be generated through a transformation defined by a kernel function.
The Link Functions f r and f c
In this case, we need to estimate B r and B c to fit the model. With identity matrices as row and column features, this case is reduced to the traditional matrix factorization model with
When the features are generated from a kernel function, even a linear link function permits a non-linear relationship between the features and the factor matrices. General regression models: when the relationship between the features and the variable of interest is not linear, any off-the-shelf regression methods can be plugged in to search for a non-linear link function. Table 1 shows a taxonomy of matrix factorization models with side information, by the mask, the link function and the features used as side information. [15] , [16] , [17] Multiple kernel learning [18] Nonparametric RRR [19] 
Matrix completion
Matrix completion [10] Inductive matrix completion (IMC) [1] , [20] , [21] , [22] Graph-regularized matrix factorization (GRMF) [2] , [3] , [14] Rank-one projections [11] , [12] Temporal aggregates [5] General masks Matrix recovery [8] , [23] 
Prior Works
There is an abundant literature that studies the general matrix factorization problem under various measurement operators, when no additional information is provided (see [8] , [10] , [12] , [24] for various masks considered, and [25] for a recent global convergence result with RIP measurements). The NMF with general linear measurements is studied in various applications [5] , [9] , [26] .
On the other hand, with complete observations, the multiple regression problem taking into account the low-rank structure of the (multi-dimensional) variable of interest is known as reduced-rank regression. This approach was first developed very early (see [15] for a review). Recent developments on rank selection [16] , adaptive estimation procedures [27] , using non-parametric link function [19] , often draw the parallel between reduced-rank regression and the matrix completion problem. However, measurement operators other than complete observations or matrix completion are rarely considered in this community.
Building on theoretical boundaries on matrix completion, the authors of [1] , [21] , [22] showed that by providing side information (the matrix X), the number of measurements needed for exact matrix completion could be reduced. Moreover, the number of measurements necessary for successful matrix completion can be quantified by measuring the quality of the side information [22] .
Collaborative filtering with side information has received much attention from practitioners and academic researchers alike, for its huge impact in e-commerce and web applications [1] , [2] , [3] , [20] , [21] , [22] . One of the first methods for including side information in collaborative filtering systems (matrix completion masks) was proposed by [14] . The authors generalized collaborative filtering into an operator estimation problem. This method allows more general feature spaces than a numerical matrix, by applying a kernel function to side information. Si et al. [3] proposed choosing the kernel function based on the goal of the application. Kekatos et al. [18] applied the kernelbased collaborative filtering framework to electricity price forecasting. Their kernel choice is determined by multikernel learning methods.
To the best of our knowledge, matrix factorization (nonnegative or not) with side information, from general linear measurements has rarely been considered, nor is general non-linear functions other than with features obtained from kernels. This article aims at proposing a general approach which fills this gap.
IDENTIFIABILITY OF NONNEGATIVE MATRIX FACTORIZATION WITH SIDE INFORMATION
Matrix factorization is not a well-identified problem: for one pair of factors ðF r ; F c Þ, with V Ã ¼ F r F T c , any invertible matrix R produces another pair of factors, since ðF r RÞ ðF c ðR À1 Þ T Þ T is also equal to V Ã . In order to address this identifiability problem, one has to introduce extra constraints on the factors.
When the nonnegativity constraint is imposed on F r and F c , however, it has been shown that sometimes the only invertible matrices that verify F r R ! 0 and R À1 F c ! 0 are the composition of a permutation matrix and a diagonal matrix with strictly positive diagonal elements. A nonnegative matrix factorization is said to be "identified" if the factors are unique up to permutation and scaling. The identifiability conditions for NMF are a hard problem because sufficient and necessary conditions are computationally difficult to check (see [28] ). In this section, we develop a sufficient condition for NMF identifiability in the context of linear numerical features, extending a classical result from the literature [29, Theorem 5] .
By studying the identifiability of NMF with side information, we show that model identification is not impaired by introducing side information. Moreover, if we wish to find an interpretation of the factors obtained in NMF, it is desirable if the factors are "unique".
In order to simplify our analysis, we focus on the complete observation case in this section (every entry in V Ã is observed). Without loss of generality, we derive the sufficient condition for row features. That is, we will derive conditions on V Ã 2 R
A generalization to column features can be easily obtained. In this section, we assume that in addition to be of nonnegative rank k, matrix V Ã is also exactly of rank k.
Our result rely on the following two definitions from the literature (see references for geometric interpretations).
where D n is a n-by-n diagonal matrix with only strictly positive coefficients on the diagonal and zeros everywhere else, and the ðm À nÞ-by-n matrix M 0 is a collection of the other m À n rows of M.
Definition 2 (Strongly Boundary Closeness, [29] ). A non-
is said to be strongly boundary close if the following conditions are satisfied.
1)
M is boundary close: for all i; j 2 f1; . . . ; ng;
There is a permutation of f1; . . . ; ng such that for all i 2 f1; . . . ; n À 1g, there are n À i rows m 1 ; . . . ; m nÀi in M which satisfy a) m j i ¼ 0;
P n s¼iþ1 m j i > 0 for all j 2 f1; . . . ; nÀ ig; b) the square matrix ðm j s Þ 1 j nÀi;iþ1 s n is of full rank ðn À iÞ.
The NMF with linear row features,
we haveB ¼ B r ;F c ¼ F c up to permutation of columns and scaling.
For a given full-rank matrix X 2 R n 1 Âd 1 , consider the following two sets of matrices: 
For this theorem to have practical consequences, one needs to find appropriate row features so that E T F ðX r Þ 6 ¼ ? . Here we provide a family of matrices X r so that E T F ðX r Þ 6 ¼ ? .
With a fixed k ! 2, suppose that X r has kðk À 1Þ=2 columns, and at least kðk À 1Þ=2 rows, with the first kðkÀ 1Þ=2 þ 1 rows defined as the following:
the first row and column have 0 on the first entry and positive entries elsewhere; for 2 i k, X r has strictly positive entries on the first ðði À 1Þði À 2Þ=2 þ 1Þ columns, from Row ði À 1Þ ði À 2Þ=2 þ 3 to Row ði À 1Þði À 2Þ=2 þ 1 þ i, and zero entries everywhere else. These ðk À 1Þ rows are linearly independent. Then we have E T F ðX r Þ 6 ¼ ? , because the following kðk À 1Þ=2-by-k matrix B r is in this set:
K has i consecutive strictly positive entries on the ith column, between Row iði À 1Þ=2 þ 1 and Row iði À 1Þ=2 þ i.
T F ðXRÞ 6 ¼ ? . As a conclusion to this section, we notice that since the sufficient condition proposed by Theorem 1 is based on a known uniqueness condition of classical NMF, this does not make the problem more identifiable. Rather, we derived a sufficient condition on the feature matrix and the coefficient matrix (X r and B r ) for the NMF with side information to be unique. This generalization can be relied on as a criterion for the type of side information we introduce in NMF.
HALSX ALGORITHM
In this section, we propose Algorithm 1, called Hierarchical Alternating Least Squares with eXogeneous variables or HALSX, which estimates the nonnegative matrix factorization problem with side information, from linear measurement, by solving (3) . It is an extension to a popular NMF algorithm: Hierarchical Alternating Least Squares (HALS) (see [30] , [31] ), which is equivalent to HALSX, when complete observations are available, and the feature matrices are identity matrices.
In lines 3 and 19 of Algorithm 1, the working matrix F t r ðF t c Þ T is projected into the polytope defined by the measurements and the nonnegativity constraint. This is discussed in Section 3.2. At each iteration, the link functions are updated sequentially (for loops at lines 5 and 11). At each elementary update step, we first look for a link function which minimizes the quadratic error, without concerning ourselves with its nonnegativity (lines 7 and 13). The obtained evaluation of the minimizer function is then thresholded at 0 to update the factors (lines 8 and 14). We develop in detail how to solve these elementary update steps in Sections 3.3 to 3.5.
Algorithm 1. Hierarchical Alternating Least Squares with eXogeneous Variables for NMF (HALSX)
Require: Measurement operator A, measurements b, features X r and X c , functional spaces F r and F c in which to search the link functions, and 1 k minfn 1 ; n 2 g.
Before developing specific steps of HALSX in detail, we will proof that any legitimate limiting points generated by HALSX are stationary points of (3) in Section 3.1.
While presenting specific methods to estimate link functions, we will only discuss row features, as the generalization to column features is immediate.
Local Convergence Property of HALSX
In this section, we first extend a classical result concerning Gauss-Seidel (GS) algorithms [32, Proposition 5] , also called Block Coordinate Descent. Then we apply this relaxed result to Algorithm 1 that all legitimate limiting points of HALSX are stationary points of (3).
Relaxed Convexity Assumption for GS Algorithm
Consider the minimization problem,
where g is a continuously differentiable real-valued function, and the feasible set X is the Cartesian product of closed, nonempty and convex subsets
Suppose that the global minimum is reached at a point in X. The m-block Gauss-Seidel algorithm is defined as Algorithm 2.
Define formally the notion of component-wise quasiconvexity.
Definition 3. Let i 2 f1; 2; . . . ; mg. The function g is quasiconvex with respect to the ith component on X if for every x 2 X and y i 2 X i , we have gðx 1 ; x 2 ; . . . tx i þ ð1 À tÞy i ; . . . ; x m Þ maxfgðxÞ; gðx 1 ; x 2 ; . . . ; y i ; . . . x m Þg;
for all t 2 ½0; 1. The function g is said to be strictly quasiconvex with respect to the ith component, if with the additional assumption that y i 6 ¼ x i , the previous inequality holds strictly.
It has been shown that if g is strictly quasi-convex with respect to the first m À 2 blocks of components on X, then a limiting point produced by a Gauss-Seidel algorithm is a critical point [32] .
This result is not directly applicable to the HALS algorithm. Typically, if f c;i , the ith column of F c , is identically zero, the loss function is flat with respect to f r;i , the ith column of F r . Therefore the loss function is not strictly quasiconvex. In order to avoid this scenario, [31] suggests thresholding at a small positive number instead of at 0, when updating each column of the factor matrices.
In fact the convexity assumption of [32] can be slightly relaxed to directly apply to HALS, as demonstrated by the following theorem.
Theorem 2. Suppose that the function g is quasi-convex with respect to x i on X, for i ¼ 1; . . . ; m À 2. Suppose that some limit points
x of the sequence fx t g ðt2NÞ verify that g is strictly quasiconvex with respect to x i on the product set f x 1 g Â f x 2 g Â . . . Â X i Â; . . . Â f x m g, for i ¼ 1; . . . ; m À 2. Then every such limiting point is a critical point of Problem (9) .
Compared to [32, Proposition 5] , this shows that the strict convexity with respect to one block does not have to hold universally for feasible regions of other blocks. It only needs to hold at the limiting point.
This theorem can be established following the proof of [32, Proposition 5], using the following lemma instead of [32, Proposition 4] .
Lemma 3. Suppose that the function g is quasi-convex with respect to x i on X, for some i 2 f1; . . . ; mg. Suppose that some limit points y of fy t g verify that g is strictly quasi-convex with respect to x i on f y 1 g Â f y 2 g Â . . . Â X i Â; . . . Â f y m g. Let fv t g be a sequence of vectors defined as follows: arg min z i 2X i gðy t 1 ; . . . ; z i ; . . . ; y t m Þ if j ¼ i:
( Then, if lim t!þ1 gðy t Þ À gðv t Þ ¼ 0, we have lim t!þ1 jjv t i À y t i jj ¼ 0. That is lim t!þ1 jjv t À y t jj ¼ 0. Proof. (The proof of the lemma is based on [33] .)
Suppose on the contrary that jjv t i À y t i jj does not converge to 0. Define t k ¼ jjv t i À y t i jj. Restricting to a subsequence, we can obtain that t k ! t 0 > 0:
Notice that fs t g is of unit norm, and v t ¼ y t þ t k s t . Since fs t g is on the unit sphere, it has a converging subsequence. By restricting to a subsequence again, we could suppose that fs t g converges to s. For all 2 ½0; 1, we have 0 t 0 t k , which implies y t þ t 0 s t 2 X is on the segment ½y t ; v t . This segment has a strictly positive dimension in the subspace corresponding to X i .
By the definition of fv t g, gðv t Þ gðy t 1 ; . . . ; z i ; . . . ; y t m Þ, for all t, and for all z i 2 X i . In particular, gðv t Þ gðy t þ t 0 s t Þ:
By quasi-convexity of g on X, gðy t þ t 0 s t Þ maxfgðy t Þ; gðv t Þg ¼ gðy t Þ:
Taking the limit when t converges to þ1 on both equalities, we obtain
gðy t Þ ¼ gð yÞ:
In other words, gð y þ t 0 sÞ ¼ gð yÞ, 8 2 ½0; 1, which contradicts the strict quasi-convexity of g on f y 1 gÂ f y 2 g Â . . . Â X i Â; . . . Â f y m g. t u
Application to HALSX
To apply Theorem 2 to HALSX, we need to ensure that for some functional spaces F r and F c , such an update solves a corresponding subproblem of (3). To do this, we use the following proposition:
þ are not identically equal to zero, and g :
If rg u u Ã , the Jacobian matrix of g at u u Ã , is of rank n 1 , then u u Ã is also a solution to
Proof. Take R 2 R n 1 Ân 2 , f c 2 R n 2 þ not identically equal to zero. We will note by L the loss function, so that LðfÞ ¼ kR À ðfÞ þ ðf c Þ T k 2
F for all f 2 R n 1 . The function L is convex.
Problem (10), which can be rewritten as is also convex. The subgradient of the composition function L g at u u 2 R d is simply obtained by multiplying rg u u , the Jacobian matrix of g at u u, to each element of @L gðu uÞ , or @L gðu uÞ rg u u @L gðu uÞ ¼ frg u u yjy 2 @L gðu uÞ g. Therefore 8u u 2 R d , u u is a minimizer of (10), if and only if 0 2 rg u u @L gðu uÞ . Since
is a minimizer of a smooth convex problem,
Rf c :
It has been shown in NMF literature (for example [31, Theorem 2]) that,
This is equivalent to gðu u Ã Þ 2 arg min f2R n 1 LðfÞ; or 0 2 @L gðu u Ã Þ :
We therefore conclude with 0 2 rg u u Ã @L gðu u Ã Þ . t u In many regression methods, even when a non-linear transformation is applied to the data, the regression function is linear in its parameters. A non-exhaustive list of methods include linear regression ðgðu uÞ ¼ X r u uÞ, spline regression ðgðu uÞ ¼ fðX r Þu uÞ, or support vector regression (SVR) ðgðu uÞ ¼ KðX r ; X r Þu uÞ. In this case, g has a constant Jacobian matrix. In the case of linear and spline regression, the Jacobian matrix is of rank n 1 if there are no fewer features than examples. For SVR, this is true for any positive definite kernels. This allows us to apply the previous lemma to each column update step of Algorithm 1. By calculating f tþ1 r;i ¼ arg min f2Fr kR t À fðX r Þðf t c;i Þ T k 2 F at Step t for Column i in F r , we actually have
This shows that at each iteration, we solve the subproblems of (3). In these cases, by rewriting the functional space F r and F c in a parametric form, the search space is actually R r 1 and R r 2 , for some r 1 and r 2 .
Proposition 5. If n 1 r 1 , n 2 r 2 , every full-rank factorization produced by HALSX (Algorithm 1) is a critical point of Problem (3).
Designs and HALSX
At each iteration of Algorithm 1 (line 3 and 19), we need to project the working matrix F t r ðF t c Þ T into the convex polytope defined by the measurements and nonnegativity
In general, the polytope projection can be obtained by alternating projection. Namely, we can alternate between:
where A y is the right pseudo-inverse of A, viewed as an N-by-n 1 n 2 matrix.
For some classes of measurement operators, there are efficient ways to solve (11):
Temporal aggregate mask: simplex projection ( [5] , [34] ).
HALSX with Linear Link Functions
In this section, we describe the link function update steps of HALSX with numeric row features and linear row link functions (lines 7 and 13 of Algorithm 1). That is, given X r and b ¼ AðV Ã Þ, we need to solve
Following Algorithm 1, we need to update the columns of B r at each iteration. At the tth step, for 1 i k, we solve the subproblem
In order to accelerate the numerical algorithm, a QR decomposition of X r ¼ QR is done before the iterations, where Q is an orthogonal matrix, and R is a square upper triangular matrix. When X r is of full rank, X T r X r is invertible. We compute one time ðX T r X r Þ À1 X r ¼ R À1 Q T before the iterations, and use the result at each iteration.
Stopping Criterion
As in classical NMF algorithms, we will use the Karush-KuhnTucker conditions (KKT) to provide a stopping criterion. The KKT conditions of (12) are,
where A B is the entry-wise product (Hadamard product) for A; B of the same dimension, and r x fðx 0 Þ is the subgradient of the function f at point x 0 , with respect to the variable x. Note that V ! 0 and AðVÞ ¼ b are always satisfied at the end of an iteration. Similar to classical NMF algorithms, we will stop the algorithm when the norm of the subgradient is smaller than times its initial value, with a small . By calculating the subgradient of the minimization function with respect to F c and B r , the norm of following vector is used as stopping criterion
For the algorithms presented in the next sections, this stopping criterion is generalized quite easily.
HALSX with Smoothing Splines
The computation considered above can estimate an NMF with linear features fairly efficiently. However, in real applications, linear link functions are too restrictive. In the following, we will estimate non-linear link functions that are Generalized Additive Models (GAM, [35] ). A Generalized Additive Model is a generalization to Generalized Linear Model (GLM) which includes additive non-linear components. Consider n observations x i ; y i , for 1 i n, where x i is the vector of features, and y i is an observation of a random variable Y i . Suppose that Y i ¼ m i þ i , where i are independent identically distributed zero-mean Gaussian variables, and m i ¼ EðY i Þ has the following relationship to the features
where u u is the vector of parametric model components, g is a known, monotonic, twice-differentiable function, h 1 ; h 2 ; h 3 ; . . . ; are the non-linear functions to be estimated. We note by X the matrix grouping the features of all observations. We use penalized regression spline to fit the GAMs. For j ¼ 1; 2; 3; . . ., define a spline basis a j ¼ ða j 1 ; a j 2 ; . . .Þ in which h j , the jth component of the GAM, is to be estimated. Practically, we search for h j in the L-dimensional vector space
Noting by X j ¼ fa j l ðx i Þg i;l the design matrix, for h j ¼ P L j l¼1 b j l a j l 2 Hða j ; L j Þ, an element of the functional space, we have
The whole model of g, can then be represented linearly
The dimension of Hða j ; L j Þ, L j , controls the smoothness of the functions to be estimated. As little information is available on the degree of smoothness of the functions, we use a rather large L j , and add a penalty on the wiggliness, R ðh 00 j Þ 2 dx, as in [35] . The least squares estimator of this model is therefore
where j is the penalization parameter of the jth non-linear component, and S j is a positive definite matrix depending on X and a j . The penalization parameter, j , is chosen by a generalized cross-validation criterion. At each iteration of HALSX, for i ¼ 1; . . . ; k, we re-estimate the link function f r;i of the ith column of F r as a GAM (lines 7 and 13 of Algorithm 1).
The subproblem for i is the following arg min
With fixed penalization parameters 1 ; 2 ; . . ., the optimization above can be solved by
In practice, we use the GAM estimation routines implemented in the R package mgcv [35] to choose the penalization parameter and estimate the model at the same time.
HALSX with Other Regression Models
We can replicate the strategy above to work with other regression models. As with the last section, the local convergence property is reserved, as long as the regression model estimation can be re-parameterized to verify the conditions of Proposition 4. With this strategy, many off-the-shelf algorithms for regression model training can be plugged in. In the experiments described in the next section, we use the predictive model API provided in the R package caret [36] .
When there are meta-parameters involved, we estimate them using cross-validation as a part of the link function estimation step.
HALSX2 for an Alternative Problem
In the introduction, we formulated an alternative optimization problem (8) besides (3) . In this section, we develop HALSX2 (Algorithm 3), an algorithm similar to HALSX, that solves (8) , and compares its computational complexity to HALSX.
Algorithm 3. Hierarchical Alternating Least Squares with eXogeneous Variables for NMF, Version 2 (HALSX2)
Require: Measurement operator A, measurements b, rank 1 k minfn 1 ; n 2 g, features X r and X c , functional spaces F r and F c in which to search the link functions.
. . . ; f t c;k 2 F c :
As with HALSX, HALSX2 has elementary update steps for the link functions (lines 6 and 12 of Algorithm 3). We will details these steps for the case without side information and with linear link functions.
We first consider HALSX2 without side information, namely X r ¼ I n 1 ; X c ¼ I n 2 . Indeed, when updating one column of F r , the sub-problem at lines 6 and 12 of Algorithm 3 becomes arg min f kb À Aðfðf c Þ T Þk 2 2 :
We use the fact that for all M 2 R n 1 Ân 2 , AðMÞ ¼ ðhA i ; MiÞ 1 i N ;
and for all b 2 R N , A Ã , the transpose of A is defined by
the first order optimality condition @ @f kb À Aðfðf c Þ T Þk 2 2 ¼ 0 is equivalent to
The left-hand side of the equation can be written as
which leads to the following symmetric n 1 -by-
This computation generalizes to linear exogenous variables, with the optimality condition
When the matrices in these equations are not invertible, we will use the generalized inverse instead.
Using these elementary steps, we propose Algorithm 3 to solve Problem (8) . Compared to Algorithm 1, in Algorithm 3 no projection step of the working matrix (line 3 of Algorithm 1); checks of the deviation with data are for frequent; each subproblem is more costly because of the presence of A in the subproblem. When the sample size (the dimension of image of A) is large, each update involves rather costly computations.
Complexity Comparison between HALSX and HALSX2
At each sub-iteration of Algorithm 3, we need to calculate N n 1 -by-n 1 or n 2 -by-n 2 matrices (ðA i f c ÞðA i f c Þ T ), then inverse the sum of the these N matrices. While the computation of the sum is map-reducible, on a singlethreaded machine, this can be computationally expensive when N is large. Each iteration of Algorithm 3 has a multiplicative complexity of OðkNðn 2 1 þ n 2 2 ÞÞ, while each iteration of Algorithm 1 has a complexity of Oðkðn 2 1 þ n 2 2 Þ þ Nn 1 n 2 Þ with general linear measurement operator. This difference means that Algorithm 3 can be much slower when N or k is large.
EXPERIMENTS
Datasets
We use one Synthetic dataset and three real datasets to evaluate the proposed methods.
Synthetic data 1 : a rank-20 150-by-180 nonnegative matrix simulated following the generative model (Section 1.1), with X r 2 R 150Â3 and X c 2 R 180Â4 matrices with independent Gaussian entries, f r :
is a function formed with a dimension-33 (44 for f c ) spline basis with random weights, truncated at 0 (n 1 ¼ 150; n 2 ¼ 180). The simulated features matrices are used as side information. French electricity consumption (proprietary dataset): daily consumption of 473 medium-voltage feeders gathering each around 1,500 consumers based near Lyon in France from 2010 to 2012 (n 1 ¼ 1096; n 2 ¼ 473). The daily temperature of a weather station in this area, calendar variables such as weekday/weekend, the position of the year, bank holidays, and percentage of four types of clients (residential, professional, industrial, high-voltage clients) are used as side information. Portuguese electricity consumption [37] daily consumption of 370 Portuguese clients from 2010 to 2014 (n 1 ¼ 1461; n 2 ¼ 369). The daily temperature in Portugal and calendar variables are used as side information. MovieLens 100k [38] an anonymized public dataset with 100,000 movie scores for 1,682 movies from 943 users (n 1 ¼ 943; n 2 ¼ 1;682). This is a standard public dataset for matrix completion. Note that the data matrix is not complete. Error rates are calculated on the vector of available scores. The genres of the movies and gender, age, and profession of the users are used as side information.
Validation Procedure
For each data matrix, we apply a linear measurement operator on an upper-left submatrix to obtain the measures (Fig. 1) . More precisely, the upper-left submatrix is of dimension 100-by-130 for Synthetic data, 730-by-270 for French data, 731-by-369 for Portuguese data, and 666-by-1,189 for MovieLens data. A random shuffle between columns is done before dividing the matrix into sub-matrices. On time series datasets (the first three), temporal aggregates are generated by choosing some observation dates (more details in Section 4.5). On the MovieLens dataset, observations are random entries sampled uniformly on the upperleft matrix, as in matrix completion.
We use a reference method or HALSX to estimate the whole data matrix. We then report the matrix recovery error on the sampled upper-left submatrix and the prediction error rates on the rest of the data matrix. The error rates on the lower-left, upper-right, and lower-right sub-matrices are called respectively row prediction error, column prediction error, and row-column (RC) prediction error (Fig. 1) .
We report the relative root-mean-squared error (RRMSE) metric:
for electricity datasets, RRMSEðV;
, for MovieLens, we calculate the RRMSE on the vector of all available movie scores with the Euclidean distance. In preliminary tests, other error metrics were also evaluated, and were not qualitatively different from this metric.
Compared Methods
Several methods that can be used for matrix recovery and time series prediction are compared to the HALSX algorithm.
Among these methods, the following methods are used to compare the matrix recovery performance.
interpolation For temporal aggregates only: to recover the target matrix, temporal aggregates are interpolated equally on the covered periods. HALS [30] , NeNMF [39] , softImpute [40] State of art nonnegative matrix factorization and matrix completion methods.
The following methods use side information, and can be used for predicting new columns and/or rows from incomplete data:
individual_gam Estimating separate GAMs on each column or row, on the matrix obtained from interpolation or on the whole data matrix when it is available. factor_gam Estimating GAMs on the factors obtained by HALS or NeNMF. rrr [41] Applying reduced-rank regression on the matrix obtained from interpolation or on the whole data matrix when it is available. grmf [2] A matrix completion algorithm using graphbased side information to enhance collaborative filtering performance. trmf [42] A matrix completion algorithm tailored to time series, by adding three penalization terms to the matrix factorization quadratic error. When only temporal aggregate measurements are available, we apply this method on the matrix obtained from interpolation. HALSX and HALSX2 Algorithms 1 and 3. For all methods relying on matrix factorization (HALS, NeNMF, rrr, factor_gam, grmf, trmf, HALSX), we use the Fig. 1 . Dividing the data matrix into four sub-matrices: one for generating observations to estimate the model, the other three for prediction.
1. This dataset and the code to generate a similar one can be downloaded at https://www.dropbox.com/s/ftq7602qx1x406v/simulation_ data.zip?dl=0 method with several ranks, then choose the best rank (k 2 f2; 3; . . . ; 20g for Synthetic and Portuguese data, k 2 f2; 3; . . . ; 10g for French and MovieLens data). For trmf, we do a grid search on the three penalization parameters and choose the best combination.
As explained in the previous section, a regression method needs to be specified to use HALSX. This regression method specifies the functional spaces F r and F c in which the link functions are to be searched (line 7 and 13 of Algorithm 1). In our experiments, we use four regression methods with HALSX: linear model (lm in standard R), GAM (gam in the R package mgcv [35] ), support vector regression with linear kernel, and Gaussian process regression with radial basis kernel (svmLinear and gaussprRadial of the R package kernlab [43] , through the caret API [44] ).
Comparison between HALSX and HALSX2
To show-case the computational complexity difference discussed in Section 3.6, we run HALSX and HALSX2 on random temporal aggregate masks, with no side information. The per iteration execution time is shown in Fig. 2 . The difference in complexity discussed in Section 3.6 is confirmed by the experiments. In HALSX2, the execution time per iteration increases both with the rank and the number of samples in data, at least for sampling rate over 14.3 percent. For low sampling rates, HALSX2 often diverges, whereas HALSX is always stable.
Although the execution time per iteration is longer, if it had fewer iterations, HALSX2 could still be more efficient than HALSX. In Fig. 3 , we can see that this is not the case:
for problems with high sampling rates, HALSX2 indeed does fewer iterations to converge. However, the total execution time is still larger than HALSX. For lower sampling rates, HALSX2 has troubles converging, and only stops after reaching the maximal execution time allowed (300 seconds). This is also confirmed in Fig. 4 , where HALSX2 has much worse recovery error than HALSX.
Given these results, we will only use the HALSX (Algorithm 1) in the following tests.
Performance on Temporal Aggregate Measurements
On the time series datasets, that is Synthetic, French and Portuguese, we use HALSX and the reference methods to perform matrix recovery and prediction on temporal aggregate measurements. Every method except for grmf is used in this setting. We use two types of temporal aggregate measurements: periodic and random. In periodic measurements, each scalar measure covers a fixed number of periods of one individual. In random measurements, the temporal aggregates are generated by choosing a fixed number of observation dates uniformly at random on the whole matrix (see [5] for more details). In electricity consumption data, periodic measurements are closer to the actual meter reading schedules of utility companies, while matrix recovery with random measurements is an easier problem. For both sampling types, we sample 10, 20 percent, . . ., 50 percent of the data to show-case the matrix recovery performance of HALSX.
For Synthetic, we use the true row and column features used to produce the simulations. For the French electricity data, the row features are variables known to influence electricity consumption: the temperature, the day type (weekday, weekend, or holiday), the position of the year. The column features are the percentage of residential, professional, or industrial usages in the group of users for each column. For the Portuguese electricity data, as no individual features are available, we only use the same row features as for the French dataset (temperature, day type, the position of the year). Fig. 5 shows the matrix recovery error. For most of the scenarios, HALSX (solid red lines with symbols) are comparable or better than the other methods without side information. The only case where HALSX is a little worse is when compared with HALS and NeNMF (two NMF methods without side information) in Synthetic data with random 4 . The reconstitution precision of HALSX and HALSX2 without exogenous variables. The percentages in the headers are sampling rates. In many cases, HALSX2 has trouble converging, hence the absence of blue lines, where the recovery error is orders of magnitude larger. Given the variability of of the values, we preferred to truncate the y-axis to make the figure more informative. measurements, which is the least close to the real application. The softImpute [40] method is not well adapted to temporal aggregate measurements, and has much higher error (higher than the maximal value in these graphics). When comparing the four regression methods used in HALSX, we see that gam and gaussprRadial (GAM and Gaussian process regression) are the best for Synthetic data, linear model (lm) is the best for Portuguese data, and Gaussian process regression (gaussprRadial) is the best for French data. Figs. 6, 7, and 8 show the prediction error on the three datasets. We can see that trmf [42] and rrr [41] are not well adapted to temporal aggregate measurements. When they are applicable (trmf is only applicable to row prediction, rrr only applicable to row or column predictions, not RC predictions), they have much worse performance than the other methods, except in Synthetic data with complete observations.
In most cases, HALSX are comparable to or better than factor_gam and individual_gam, which shows that using side information while estimating the factorization model produces factors more adapted for prediction. It is interesting to note that in some cases, using HALSX with incomplete data (sampling rate less than 100 percent) is actually better than individual_gam with complete data, which models each individual separately with an independent GAM. Compared to traditional regression methods, the proposed method achieves better prediction models using much less data, by exploiting the low-rank structure of the problem. When comparing the regression methods used with HALSX in prediction, gam is consistently the best for Synthetic and Portuguese data, gaussprRadial best for the French dataset.
Moreover, the performance HALSX is the least sensitive to sampling rates: it is mostly constant from the sampling rate of 30 percent. This shows that using side information is supplementary to observing more data.
Performance on Matrix Completion Mask
On the MovieLens dataset, we use HALSX and reference methods to perform matrix recovery and prediction with uniformly sampled matrix entries. The sampling rates are 10, 20, 30, 40, 50, 90 percent. As is the case for time series datasets, we use samples from the upper-left submatrix to estimate a model, evaluate matrix recovery on that submatrix, and evaluate row and/or column prediction errors. Every method except for trmf is used in this setting.
As side information, we use the gender, the age, and the occupation of the users and the genre of the movies Fig. 5 . Recovery performance on time series datasets. The line for sof-tImpute is sometimes missing because of much higher error rates. Fig. 6 . Prediction performance on Synthetic data. trmf is only available for row predictions. Only factor_gam and HALSX are available for RC predictions. (a 19-dimensional binary vector), which are often used in studies on these datasets [2] .
For grmf, we produce a graph where each individual is connected to its ten nearest neighbors with Euclidean distance with the features, as suggested in the reference [2] . As the parameters estimated in grmf is per user/movie, it can not be used to predict new individuals, even though it uses side information. Fig. 9 shows the recovery error on MovieLens data. We can see that in the low sampling rate case (10 percent), HALSX with lm and gam works the best. In higher sampling rate cases, the NMF methods without side information (HALS and NeNMF) work the best, while HALSX with lm, gam or svmLinear are second to best. HALSX with gaussprRadial does not work very in this case, as is the case with the other comparison methods (grmf and softImpute) Fig. 10 shows the prediction error on MovieLens data for new users and/or new movies. The order of the variants of the HALSX is conserved: gam and lm are the best, svmLinear is not very good for 10 percent, but better with higher sampling rates, and gaussprRadial does not work well in this problem. Otherwise, the factor_gam method is slightly better for column predictions (new movies) in higher sampling rate cases but worse in other cases. Both individual_gam and rrr are much worse than HALSX.
CONCLUSION
Motivated by electricity consumption estimation, we proposed a general approach for including side information on the columns and row in nonnegative matrix factorization methods, with general linear measurements. Based on a generative model, the framework we propose generalizes many prior works in multivariate regression and matrix factorization.
To explore the identifiability of the model, we established a sufficient condition on the features for the factorization to be unique. We deduced the HALSX algorithm to estimate the generative model and showed that the limiting points of HALSX are guaranteed to be stationary points with rather mild conditions.
The proposed algorithm was tested on Synthetic and real datasets, both in electricity consumption and recommendation systems. In various sampling scenarios, HALSX produced better or equivalent performance both in matrix recovery and in prediction, compared to reference methods. Jiali Mei is working toward the PhD degree in statistics at the Universit e Paris-Sud Orsay and EDF R&D, in 2015. Her main research interests are statistics and machine learning techniques applied to electricity consumption modeling.
Yohann De Castro received the PhD degree from the Institut de Math ematiques de Toulouse, in 2011. Since 2012, he has been an assistant professor with the Institut de Math ematique dOrsay, Universit Paris-Sud and invited researcher with INRIA, Paris since 2017.
Yannig Goude received the PhD degree in statistics and probability from the Universit e Paris-Sud, Orsay, in 2008. He is a research-engineer/ project manager with EDF R&D and an associate professor with the Universit e Paris-Sud Orsay, France. His research interests are electricity load forecasting, time series analysis, non-parametric models, and expert aggregation.
Jean-Marc Aza€ ıs is a professor of statistics and probability with the Institut de Math ematiques de Toulouse. His research themes range from extremes and level sets of stochastic processes and random fields to sparse models, and the application of statistics to biology and global change.
Georges H ebrail is a senior researcher with EDF R&D. His background is in business intelligence covering many aspects from data storage and querying to data analytics. From 2002 to 2010, he was a professor of computer science with Telecom ParisTech, teaching and doing research in the field of information systems and business intelligence, with a focus on time series management, stream processing and mining. His current research interest is on distributed and privacy-preserving data mining on electric power related data.
