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Abstract Context: Software Engineering (SE) experiments suffer from threats
to validity that may impact their results. Replication allows researchers build-
ing on top of previous experiments’ weaknesses and increasing the reliability
of the findings. Objective: Illustrating the benefits of replication to increase
the reliability of the findings and uncover moderator variables. Method: We
replicate an experiment on Test-Driven-Development (TDD) and address some
of its threats to validity and those of a previous replication. We compare the
replications’ results and hypothesize on plausible moderators impacting re-
sults. Results: Differences across TDD replications’ results might be due to
the operationalization of the response variables, the allocation of subjects to
treatments, the allowance to work outside the laboratory, the provision of
stubs, or the task. Conclusion: Replications allow examining the robustness
of the findings, hypothesizing on plausible moderators influencing results, and
strengthening the evidence obtained.
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1 Introduction
Isolated experiments are being run in Software Engineering (SE) to assess
the performance of different treatments (i.e., tools, technologies or processes).
However, isolated experiments suffer from several shortcomings [19]: (1) re-
sults may be imprecise (as the number of participants is typically low in SE
experiments); (2) results might be artifactual (e.g., influenced by the program-
ming environment rather than the treatments themselves); (3) results cannot
be generalized to different contexts rather than those of the experiment; (4)
results may be impacted by the materialization of unforeseen threats to valid-
ity (e.g., rivalry threat, when the effectiveness of the less ”desirable” treatment
gets penalized by the participants’ disinterest).
Replication of experiments may help to overcome such limitations [33].
For example, replications’ designs can be tweaked to overcome the threats to
validity of previous experiments. This allows comparing the replications’ re-
sults and hypothesizing on whether the replications’ threats to validity might
have materialized or not. Besides, replications allow the systematic variation
of specific elements from baseline experiments’ configurations (e.g., the ex-
perimental task). This allows studying the effect of such changes on results,
and thus, elicit moderator variables (i.e., variables rather than the treatments
impacting the results [22]).
As an illustrative example, here we show how we run a replication that over-
came the weaknesses of a series of experiments on Test-Driven-Development
(TDD) [3]. TDD is an agile software development process that enforces the
creation of software systems by means of small testing-coding-refactoring cy-
cles [3]. TDD advocates have attributed it several benefits, being the most
claimed its ability to deliver high quality1 software [3]. This is because, ac-
cording to TDD advocates, TDD’s continuous in-built testing and refactoring
cycles create an ever growing safety net (i.e., a test bed) on which software
systems rest [3]. Learning about TDD’s effectiveness in terms of quality may
assist practitioners when deciding which development approach to use in their
daily practice.
Specifically, we run a replication of Erdogmus et al.’s experiment on TDD
[14]. Erdogmus et al.’s experiment has already been replicated by Fucci et al.
[16] retaining the same experimental design, but changing the operationaliza-
tion of the response variable (i.e., quality). Even though it is not possible to
rule out all the validity threats in any experiment [34], here we illustrate how
it is possible increasing the robustness of the findings by running replications
that overcome previous experiments’ threats to validity.
Specifically, by means of an illustrative case here we show how to:
1 Along this article we focus on external quality as it is the most researched quality
attribute across the literature on TDD [32]. We will use the terms ”external quality” and
”quality” interchangeably along the rest of the article.
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– Build on top of previous results and increase the reliability of the findings of
a series of replications—by addressing several threats to validity of earlier
experiments.
– Assess whether potential threats to validity may have materialized in pre-
vious experiments, and observe the stability of the findings.
– Identify moderator variables and propose further lines of research based on
such findings.
This paper is organized as follows. In Section 2 we show the related work
on replication in SE, and also the related work on the effectiveness of TDD
in terms of quality. In Section 3 we provide an overview of the characteristics
and results of the baseline experiment and its close replication. In Section 4
we report the characteristics and results of the replication on TDD that we
run. In Section 5 we compare the results and settings of the experiments and
uncover potential moderators. Finally, Section 6 concludes.
2 Related Work
First, we show the related work on replication (see Section 2.1). Then, we show
the related work on the empirical studies on TDD (see Section 2.2).
2.1 Replication in SE
The role of replication in SE has been largely argued [19][24][25][12][4]. Phrases
such as ”...replication is the repetition of an experiment to double-check its
results...” [22], or ”...a replication is a study that is run,..., whose goal is to
either verify or broaden the applicability of the results of the initial study...”
[36] are common in the literature. Summarizing, replications are traditionally
seen in SE as a way of either increasing the reliability of the original findings,
or generalizing baseline experiments’ results to different contexts.
Different types of replications may serve better than others for certain pur-
poses [19][24]. For example, identical replications [19] may serve for verifying
previous experiments’ results. On their side, conceptual replications (i.e., repli-
cations only sharing baseline experiment’s research questions and objectives)
may serve for demonstrating ”that an effect is robust to changes with subjects,
settings, and materials...” [24].
Even though many classifications have been proposed in SE to categorize
the different types of replications that can be run [19], Gomez et al. [19] propose
to classify replications according to the the dimensions that they changed with
regards to baseline experiments:
– Operationalization: refers to the operationalization of the treatments,
metrics and measurement procedures (e.g., response variables, test cases,
etc.).
– Population: refers to the participants’ characteristics (e.g., skills and
backgrounds, etc.).
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– Protocol: refers to the ”apparatus, materials, experimental objects, forms
and procedures” used (e.g., tasks, session length, etc.).
– Experimenters: refers to the personnel involved (e.g., the trainer, the
analyst, etc.).
We will use such classification to categorize the replication on TDD we
report along this article.
2.2 Empirical studies on TDD
Empirical studies on TDD have studied different quality attributes [32][28][35].
However external quality seems the most researched so far [32][28][35]. Exter-
nal quality is typically measured by means of acceptance test cases. The larger
the number of acceptance test cases passed by an application, the larger its
external quality [32].
Munir et al. classified the empirical studies on TDD according to their
rigour and relevance [28]. Rigour was defined as the adherence to good re-
search and reporting practices. Relevance as the practical impact and realism
of the setup. Based on rigor and relevance, Munir et al. mapped the studies on
TDD into a 2x2 grid classification (high rigour/high relevance, etc.) [28]. The
nine studies in the high rigour and relevance category (industry and academic
case studies and surveys) show improvements in external quality. Studies with
high relevance and low rigour (industry and academic case studies) obtained
similar results. Studies with low relevance and high rigour (experiments and
one case study with students) mostly show no differences in terms of exter-
nal quality between TDD and other development approaches. The results of
studies with low relevance and rigour (experiments, a survey and a case study
with students) show both positive and neutral effects for TDD.
On their side, Shull et al. classified the studies on TDD in three categories
[35]: (1) controlled experiments; (2) pilot studies or small studies in industry;
and (3) industry studies (i.e., studies on real projects under commercial pres-
sures). After classifying the studies, Shull et al. claim that there is moderate
evidence that TDD tends to improve external quality [35]. However they note
that the inconclusive—and at times contrary—results reached in the stud-
ies might arise due to the different constructs used to measure the response
variables, the different control treatments (waterfall, iterative test last, etc.),
differences across environments, or the varying participants’ expertise.
The above reviews include different types of empirical studies on TDD
(surveys, case studies, experiments etc.). This might have had an impact on
the conclusions reached. However, a systematic literature review performed by
Rafique and Misic [32], including only experiments on TDD—and a series of
meta-analyses [5]—show that TDD appears to result in quality improvements
(being such improvement much larger in industry than in academia [32]). Also,
Rafique and Misic mention that differences across experiments’ results might
be due to the different control treatments applied (Waterfall, iterative test
last, etc.).
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These observations seem to point towards the necessity of running experi-
ments on TDD relying on similar technological environments, participant ex-
pertise, control treatments, and response variables’ operationalizations. A sys-
tematic approach towards replication on TDD’s experiments may strengthen
the reliability of the findings, and shed light on plausible reasons for the con-
tradictory results observed in the literature.
3 Baseline Experiment and Previous Replication
Along this section we provide an overview of the settings and results of the
baseline experiment on TDD (i.e., Erdogmus et al. [14], BE onwards), and
its close replication (i.e., Fucci et al. [16], RE1 onwards). We follow Carver’s
guidelines for reporting experimental replications [7].
3.1 Research Question and Response Variable
The independent variable across the replications is development approach
(with TDD or ITL as the treatments). Both TDD and ITL follow the same
iterative steps (i.e., decomposing the specification into small programming
tasks, coding, test generation, execution, and refactoring). The only difference
is the order in which the tests are created: before coding in TDD and after
coding in ITL.
BE and RE1 share the same research question:
– RQ: Do programmers produce higher quality programs with TDD than
with ITL?
The same response variable is studied in BE and RE1: quality. The calcu-
lation of quality in BE and RE1 is based on ”user stories”. User stories do not
follow the traditional notion of XP’s user story (i.e. a short, high-level feature
scenario written from the perspective of a particular user role, in the language
of the user, with a series of success criteria typically tested with black-box
acceptance test cases at the application level). Instead, user stories refer to
small chunks of functionality that need implementing from a task. User stories
are tested in BE and RE1 with user stories’ test suites. A user story’s test
suite contains multiple test cases. A test case is comprised by one or more as-
sert statements. Again, test cases do not follow the traditional notion of XP’s
acceptance test case (i.e., typically a black box test). Instead, test cases refer
to small white box test cases that may overlap with the functionality being
tested in traditional acceptance test cases.
As an example, let us imagine a task where the participants have to code
some functionality that simulates a robot’s behaviour in a multi-dimensional
grid. A user story included within such task may be related to the ”Movement
of the robot along the grid”. Test cases such as ”test the movement of a robot
to the upper left limit of the grid” or ”test the movement of the robot to the
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upper right limit of the grid” may be testing the correct implementation of
such user story. The test case to ”test the movement of a robot to the upper
right limit of the grid” might be comprised by two assert statements:
1. Asserting whether the robot can perform multiple movements up until the
upper part of the grid:
robot.init("(0,0)");
robot.move("N",10);
assert.equals(robot.getPosition(), "(10,0)").
2. Asserting whether the robot can perform movements to the right:
robot.move("R",10);
assert.equals(robot.getPosition(), "(10,10)").
Quality is considered in BE and RE1 as the average quality of the deliv-
ered functionality. However, slightly different criteria has been considered for
measuring QLTY across the replications. Such criteria follows.
BE’s calculation for QLTY requires the calculation of the quality metric of
each user story (QLTYi). The quality of each user story (QLTYi) is given by
the percentage of asserts from the user story’s test suite that pass. A user story
is considered as delivered if at least 50 per cent of the assert statements from
such user story’s test suite pass. In the computation of QLTY, only delivered
user stories are taken into account. In particular, QLTY is obtained from
averaging all user stories’ QLTY (QLTYi) by their respective weight (being
each weight a proxy of the user stories’ difficulty based on the total number
of asserts in the global test suite).
RE1’s researchers decided to drop the weights associated to each user
story. However, as in BE, RE1’s researchers consider a user story as delivered
if at least 50 per cent of the user story’s tests pass. Overall quality (QLTY) is
calculated as the average quality of the delivered user stories.
Table 1 shows a summary of the metrics used across the replications.
Table 1 Quality across replications.
ID Formula
BE
QLTY =
∑#u.s
i=1 QLTYi ∗ weighti
delivered amount of user stories
QLTYi =
∑#asserts
j=1 QLTYij
#total asserts QLTYi
∗ 100%, QLTYi > 50%
RE1
QLTY =
∑#u.s
i=1 QLTYi
delivered amount of user stories
;
QLTYi =
∑#asserts
j=1 QLTYij
#total asserts QLTYi
∗ 100%, QLTYi > 50%
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3.2 Participants
BE’s participants were twenty-four third-year undergraduate students taking
an eight-week Java course at Politecnico di Torino, Italy. The course was part
of the BSc. in Computer Science programme. During the course, all the stu-
dents learned object oriented and Java programming, basic design concepts
(including UML), and unit testing with JUnit.
In RE1 a total of 33 graduate and 25 undergraduate students took part.
The participants were from the department of Information Processing Science
at the University of Oulu, Finland, and they were participating at a graduate-
level course about software quality and testing. The course was comprised by
six three-hour lab sessions, where the participants learned about the Eclipse
IDE, JUnit, Java, refactoring tools, and TDD.
3.3 Design
BE’s experiment was structured as a 2 groups between-subjects design. The
treatment group applied TDD, whereas the control group applied ITL.
BE’s participants’ skills were measured with a questionnaire delivered be-
fore the experiment took place. Afterwards, BE’s participants were stratified
into three groups attending to their skills (low, medium, high) and then as-
signed to either ITL or TDD. 13 subjects ended up programming with ITL
and 11 with TDD, totalling 24 experimental units.
BE’s participants were allowed to work on the task inside and outside the
laboratory. The participants were only trained on the development approach
they needed to apply (either ITL or TDD). Subjects were encouraged to ad-
here to the assigned development approach as closely as possible during the
experiment. When the experiment concluded, the subjects were trained in the
other development approach (ITL if they applied TDD, and viceversa).
RE1’s experiment was also set up as a 2 groups between-subjects design.
Some subjects were grouped in pairs (11 in total) due to space restrictions.
Subjects were randomly distributed to either ITL or TDD. Four pairs and 16
individuals ended up in the ITL group. Seven pairs and 20 individuals ended
up in the TDD group. This totals to 47 experimental units. Subjects were
trained in both ITL and TDD before the experimental session. Subjects were
allowed to work on the task only in the laboratory.
3.4 Artifacts
BE’s and RE1’s task was a modified specification of Robert Martin’s Bowling
Score Keeper (BSK) [26]. BSK was already used in previous experiments on
TDD [18][29][17]. BSK’s goal is calculating the score of a single bowling game.
BSK is algorithm-oriented and greenfield. It does not involve the creation of a
graphic user interface (GUI). BSK does not require prior knowledge of bowling
scoring rules; this knowledge is embedded in the specification.
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BE’s participants were given 8 hours (or more if needed) to finalize the
task. Some functionality related to data input and output was dropped from
RE1’s task to adapt its length to the experimental session time. However,
the rest of RE1’s task specification was identical to BE’s. RE1’s participants
were given 3 hours to finalize the task. Despite the use of toy tasks—such as
BSK—undermines the realism of the settings (at least compared to case stud-
ies, where fully fledged applications are typically developed over the course
of months with TDD [32]), this allows studying the effectiveness of TDD in
a controlled environment. This translates into greater control over external
variables that may impact the results (such as the use of different IDEs, pro-
gramming languages, etc.). In sum, this translates into sacrificing external
validity for the sake of internal validity.
BE’s test suite was comprised by 105 test cases consisting of over 350
asserts. RE1’s test suite was formed by 48 test cases consisting of 56 asserts
covering 13 user stories.
3.5 Context Variables
BE’s laboratory was comprised by computers with Internet access, the Eclipse
IDE [13], JUnit [27], and an in-built CVS client [8]. Subjects were not given a
Java stub to quick-start the experimental task.
RE1’s laboratory was similar to BE’s, but without a CVS client. Besides,
a Java stub was delivered to the subjects so they could reduce the burden of
setting up the environment before beginning the actual task implementation.
3.6 Summary of Results
The difference in quality between TDD and ITL was not statistically significant
in BE or RE1. However, ITL slightly outperformed TDD in BE, and the
opposite happened in RE1.
4 Replication
Along this section we report the replication on TDD that we run (i.e., RE2,
onwards). Again, we follow Carver’s guidelines for reporting replications [7].
4.1 Motivation for Conducting the Replication
RE2’s motivation was overcoming the potential limitations posed by BE’s
and RE1’s threats to validity on results. Also, learning the effect of systematic
experimental design changes on results. For this, we went over the replications’
designs and reflected on their shortcomings and points for improvement.
Increasing Validity Through Replication: An Illustrative TDD Case 9
For example, BE’s and RE1’s research question (i.e., Do programmers pro-
duce higher quality programs with TDD than with ITL?) tests the hypothesis
that TDD is superior to ITL. However, to the best of our knowledge, there is
no theory stating so. Besides, the evidence in the literature is conflicting (i.e.,
as positive, negative, and neutral results have been obtained). Thus, to avoid
running into a threat to conclusion validity due to the directionality of the ef-
fect (as the difference in performance between TDD and ITL with a one-tailed
test is more likely to be statistically significant than with a two-tailed test if
TDD outperforms ITL [11]), we removed the directionality of the effect in the
research question.
Asides, BE’s subjects were divided into three groups (low, medium, or high)
based on their skills before being randomized to either ITL or TDD. This was
made to balance out the distribution of the subjects’ skills to the treatments.
Unfortunately, BE’s authors did not report which skills they measured—or
how they measured them. Besides, there were no clear cut-off points between
the different categories (low, medium, or high), nor a clear definition of how
skills’ levels were combined to classify a subject within a specific category.
RE1 overcame this threat to internal validity by assigning the subjects to the
treatments without considering a preliminary set of skills (i.e., by means of
full randomization). However, they incurred into another threat to internal
validity (i.e., confounding), as some participants were grouped into pairs due
to a lack of computer stations. We avoided both threats to validity by making
the participants code alone, and apply both treatments twice.
Nuisance factors outside the researchers’ control could have affected BE’s
results—as the participants were allowed to work outside the laboratory. RE1
overcame this threat to internal validity by only allowing the participants to
work inside the laboratory. Our replication follows such improvement.
Another difference across the replications is the maximum allowed time
given to the participants to implement the task: eight hours or more in BE,
three in RE1 and two hours twenty-five minutes in RE2. By reducing the
experimental session’s length it is possible avoiding fatigue’ potential effect on
results. Such time reduction was possible due to the provision of stubs in RE1
and RE2.
BE’s and RE1’s thresholds for considering a user story as delivered (i.e.,
50 per cent of the user story’s assert statements) are artificial and may have
impacted quality results. We address this threat to construct validity in RE2
as we set no threshold for measuring quality (see below).
BE’s user stories’ weighting is another threat to construct validity—as such
weights are subjective and dependent upon the test suite implementer. User
stories’ weighting were removed in RE1 and R2.
BE’s and RE1’s participants only code one task. This results in a low
external validity of results. In RE2 we improve the external validity of the
results by using four tasks. This will allow studying the effectiveness of TDD
for different tasks.
BE’s and RE1’s participants only apply one treatment. A threat to internal
validity named compensatory rivalry threat might have materialized (i.e., loss
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of motivation due to the application of the less desirable treatment, in this
case ITL). RE2’s subjects applied both treatments (ITL and TDD) instead
of only one. This rules out the possible influence of the compensatory rivalry
threat.
RE1’s subjects were trained in both TDD and ITL before the experimen-
tal session. This might pose a threat to internal validity: leakeage from one
development approach to another may materialize if subjects apply a mixed
development approach in either the TDD or ITL group. This issue was ad-
dressed in BE (as subjects were only trained in their assigned treatment before
the experimental session). We also addressed such threat to validity in RE2
by training the subjects only in the treatment to be immediately applied af-
terwards.
BE’s participants are undergraduate students. This poses a threat to the
generalization of the results to other types of developers. RE1’s participants
are a mixture of undergraduate and graduate students. Although this affords
greater external validity, it poses an threat to internal validity due to con-
founding with subject type. All RE2’s participants were graduate students
instead of undergraduate students: this may increase the external validity of
results.
Table 2 shows the threats to validity of the experiments that were over-
come in further replications. Rows with (+) represent improvements upon the
experimental settings marked with (-).
Table 2 Baseline experiment and replications’ threats to validity.
Validity Threat BE RE1 RE2
Conclusion Directionality One-tailed (-) One-tailed (-) Two-tailed (+)
Internal
Compensatory rivalry TDD/ITL (-) TDD/ITL (-) TDD and ITL (+)
Confounding No (+) Pair Programming (-) No (+)
Confounding No (+) Graduate / Undergraduate (-) No (+)
Task Execution Lab and remote work (-) Lab (+) Lab (+)
Stubs No (-) Yes (+) Yes (+)
Task Duration +8 hours (-) 3 hours (+) 2.25h (+)
Allocation Stratified (i.e., skill) (-) Full-randomization (+) Full-randomization (+)
Leakage No (+) Yes (-) No (+)
Construct
Operationalization 50% threshold (-) 50% threshold (-) - (+)
Operationalization Weighting (-) None (+) None (+)
External
Mono-operation bias BSK (-) BSK (-) BSK, MR, MF, SDK (+)
Subject type Undergraduate (-) Graduate / Undergraduate (-) Graduate (+)
As Table 2 shows, RE1 still suffers from threats to validity present in BE.
Besides, RE1 also falls into a construct and internal threat that was not present
in BE. RE2 overcame validity issues from both experiments [19].
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4.2 Level of Interaction with Original Experimenters
We used Fucci et al.’s BSK task and its test suite. We had no interaction with
Erdogmus et al.
4.3 Changes to the Previous Replications
According to the classification suggested by Gomez et al. [19], RE2 modified
all BE’s and RE1’s dimensions:
– Opertationalization: because the response variable’s (i.e., quality) oper-
ationalization was changed.
– Population: because the population changed from undergraduate to grad-
uate students.
– Protocol: because the tasks and session lengths were modified.
– Experimenter: because the replications were run and analyzed by differ-
ent researchers.
In the following we provide greater detail on the changes made.
4.3.1 Research Question and Response Variable
We are not aware of any theory indicating that TDD produces higher quality
software than ITL. Thus, we removed the directionality of BE’s and RE1’s
RQ. In particular, we restate RE2’s RQ as:
– RQ: Do programmers produce equal quality programs with TDD and ITL?
RE2’ response variable is quality. We measured quality with acceptance
test suites that we (i.e., the experimenters) developed. We used a standardized
metric to measure quality: functional correctness. Functional correctness is one
of the sub-characteristics of quality defined in ISO 25010 and is described as
’the degree to which a system provides the correct results with the needed
degree of precision’ [1]. We measure functional correctness as the proportion
of passing assert statements (#Assert(pass)) over the total number of assert
statements (#Assert(All)). Specifically:
QLTY =
#Assert(Pass)
#Assert(All)
∗ 100
We regard this metric as more straightforward than that used in BE and
RE1. First, because it does not require any subjective threshold (e.g., 50%
of assert statements passing to consider a functionality as delivered). Second,
because QLTY is no longer bounded between 50 and 100 per cent, and instead,
can vary across the whole percentage interval (0%-100%). Third, because our
metric measures overall quality, and not the quality of the delivered function-
ality. Thus, subjects delivering smaller amounts of high quality functionality
are ”penalized” compared to those delivering larger amounts of high quality
functionality.
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4.3.2 Participants
A one-week seminar on TDD was held at the Universidad Polite´cnica de
Madrid (UPM) in March 2014. A total of 18 graduate students took part
in the seminar. They all had a varying degree of experience in software de-
velopment and unit testing skills. All subjects were studying for a MSc. in
computer science or software engineering at the Universidad Polite´cnica de
Madrid (UPM). Master’s students were free to join the seminar to earn extra
credits for their degree programme. The seminar was not graded.
Participants were informed that they were taking part in an experiment,
that their data were totally confidential, and that they were free to drop out
of the experiment at any time.
Before the experiment was run the participants filled in a questionnaire.
Such questionnaire asked the participants about their previous experience with
programming, Java, unit testing, JUnit and TDD. Specifically, subjects were
allowed to select one of four experience values: No experience (< 2 years);
Novice (≥ 2 and < 5 years); Intermediate (≥ 5 and < 10 years); Expert (≥10
years). We code such experience levels with numbers between 1 to 4 (novice,...,
expert). Table 3 shows RE2’s participants’ experience levels.
Table 3 RE2 subjects’ experience.
Variable Median Mode Min Max
Programming Experience 2 3 1 3
Unit Testing Experience 1 1 1 3
Java Experience 2 2 1 3
JUnit Experience 1 1 1 2
TDD Experience 1 1 1 2
As Table 3 shows, most of the subjects had five to ten years of experience
with programming (mode=3) and from two to five years of experience with
Java (mode=2). Besides, the participants had little experience with unit test-
ing or JUnit: fewer than two years (mode=1). Their experience with TDD was
also limited (fewer than two years).
4.3.3 Design
RE2’s experiment was structured as a 4 sessions within-subjects design. Within-
subjects designs offer advantages over between-subjects designs [6]: (1) reduced
variance, and thus, greater statistical power because of the study of within-
subjects rather than across-subjects differences; (2) increased number of data
points, and thus, greater statistical power as each subject has as many mea-
surements as experimental sessions; (3) subject abilities—over or below the
norm—have the same impact on all the treatments (as all subjects are ex-
posed to all the treatments).
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RE2’s 18 subjects applied ITL and TDD twice in non-consecutive sessions
(ITL was applied on the first and third day, whereas TDD on the second
and fourth). Thus, up to a total of 18 experimental units multiplied by four
sessions (72 experimental units) could be potentially used to study ITL vs.
TDD. Subjects were given training according to the order of application of
the treatments. Subjects only worked in the laboratory.
4.3.4 Artifacts
The participants coded four different tasks (i.e., BSK, SDK, MR and MF).
BSK’s specifications were reused from Fucci et al. [16]. Appendix A shows
BSK’s specification.
SDK is a greenfield programming exercise that requires the development of
various checking rules against a proposed solution for a Sudoku game. Specif-
ically, subjects must deal with string and matrix operations and with embed-
ding such functionalities inside a single API method. We provide the SDK’s
specifications in Appendix B.
MR is a greenfield programming exercise that requires the development of
a public interface for controlling the movement of a fictitious vehicle on a grid
with obstacles. MR is a popular exercise used by the agile community to teach
and practise unit testing. Appendix C contains MR’s specifications.
MF is an application intended to run on a GPS-enabled, MP3-capable
mobile phone. It resembles a real-world system with a three-tier architecture
(graphical user interface, business logic, and data access). The system consists
of three main components that are created and accessed using the Singleton
pattern. Event handling is implemented using the Observer pattern. Subjects
were given a description of the legacy code, including existing classes, their
APIs, and a diagram of the system architecture (see Appendix D).
Table 4 shows the number of user stories, test cases, and asserts for each
task’s test suite.
Table 4 Number of user stories, test cases, and asserts per task.
Task Test suite
Name User stories Test cases Asserts
SDK 6 11 13
BSK 13 48 56
MR 11 52 89
MF 11 45 123
4.3.5 Context Variables
The experiment was run in a laboratory with computers running a virtual
machine (VM) [31] with the Eclipse IDE [13], JUnit [27], and a web browser.
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Due to time restrictions, subjects received a Java stub to help them jump start
with the implementation.
4.4 Analysis Approach
We run the data analysis with IBM SPSS Statistics Version 24. First, we pro-
vide descriptive statistics and box-plots for QLTY. Then, we analyze the data
with a Linear Marginal Model (LMM). LMMs are linear models in which he
residuals are not assumed to be independent of each other or have constant
variance [38]. Instead, LMMs can accommodate different variances and co-
variances across time points (i.e., each of the experimental sessions). LMMs
require normally distributed residuals. In the absence of normality, data trans-
formations can be used (e.g., Box-Cox transformations [37]).
Particularly, we fitted a LMM with the following factors: development ap-
proach, task, and development approach by task. We included the factor task
and its interaction with the development approach to reduce the unexplained
variance of the model. After fitting various LMMs with different variance-
covariance matrix structures, we selected the unstructured matrix2 as the best
fit to the data. This was done according to the criterion of lower 2 log likeli-
hood, and to West et al.’s suggestion [38].
We report the differences in quality across development approaches, tasks
and development approaches within tasks. Afterwards, we check the normality
assumption of the residuals with the Kolmogorov-Smirnov test and the skew-
ness and kurtosis z-score [15].3 Finally, we use QQ-plots to check the residuals’
normality assumption.
We complement the statistical results with Hedge’s g effect sizes [10][20]
(Cohen’s d small sample size correction [9]) and their respective 95 percent
confidence intervals (95% CIs). This may facilitate the incorporation of the
results in further meta-analyses [5]. We report Hedge’s g due to its widespread
use in SE [23] and its intuitive interpretation: the amount of standard devia-
tions that one experimental group’s mean deviates from another.
4.5 Data Analysis
In this section we show the results of RE2’s data analysis. Beware that two
subjects dropped from the experiment after the first experimental session,
which left us with a drop-out rate of 12.5 per cent. Another two subjects did
not deliver any working solution along the experimental sessions, and thus we
2 With different within-subject variances and covariances across residuals.
3 Remember that the skewness and kurtosis values should be zero in a normal distribution.
These scores can be converted to z-scores by dividing them by their standard error; if the
resulting score is greater than 1.96, the result is significant [15]. However, a significant test
does not necessarily indicate whether the deviation from normality is enough to bias the
statistical procedure applied to the data [15], as the significance level depends heavily on
sample size (lower p-values for larger sample size).
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removed their data from the final dataset. In sum, after pre-processing, a total
of 14 subjects made it to the analysis phase.
4.5.1 Descriptive Statistics
Table 5 shows the descriptive statistics for QLTY with TDD and ITL. As Table
5 shows, TDD has a lower mean and standard deviation for QLTY than ITL.
This can also be seen in the box-plot for QLTY with TDD and ITL (Figure
1). However, the 95% CIs for the means overlap. Thus, quality seems similar
for TDD and ITL.
Table 5 QLTY by development approach: descriptive statistics.
Treatment N Mean 95% CI SD
ITL 27 37.92 (25.674, 50.161) 30.95
TDD 28 35.79 (24.633, 46.962) 28.792
Fig. 1 QLTY by development approach: box-plot.
Table 6 reports the descriptive statistics for QLTY grouped by task and
development approach. Figure 2 shows the corresponding box-plot.
As Table 6 shows, MR is the task with the lowest mean QLTY regardless of
the development approach. Furthermore, there seems to be a large variability
in the QLTYmeans across development approaches within tasks. As we can see
in Table 6, mean quality within MR varies across development approaches with
a 1:2.4 ratio (i.e., 15.168/6.367), whilst such variation seems smaller for BSK,
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MF and SDK (ratios of 1:1.24, 1:1.47 and 1:1.66 respectively). Furthermore,
ratios reverse depending upon the task (i.e., ITL’s mean QLTY score is lower
than TDD’s in MR and BSK, and the opposite in MF and SDK). Thus, an
interaction may be taking place.
Table 6 QLTY by task and development approach: descriptive statistics.
Task Treatment N Mean 95% CI SD
MR
ITL 6 6.367 (-3.713, 16.446) 9.605
TDD 8 15.168 (-1.347, 31.684) 19.755
BSK
ITL 7 53.063 (29.927, 76.198) 25.016
TDD 7 65.817 (44.108, 87.525) 23.472
MF
ITL 9 32.34 (11.286, 53.394) 27.39
TDD 5 21.952 (14.038, 29.866) 6.374
SDK
ITL 5 64.616 (29.137, 100.095) 28.57
TDD 8 38.812 (15.507, 62.117) 27.876
Fig. 2 QLTY by task and development approach: box-plot.
4.5.2 Hypothesis Testing
We fitted a LMM to analyze the data. According to the Kolmogorov-Smirnov
test (p-value=0.007 ) and the skewness z-score (Zskewness = 2.10) the residuals
seem to depart from normality. However, the normality Q-Q plot suggests that
the residuals follow a normal distribution—despite a few outlying scores at the
extremes of the distribution (see Appendix E).
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Due to the stability of the results after applying the Box-Cox transforma-
tion, the observation that most of the residuals seem to be following a normal
distribution, and the heightened complexity of interpreting the results after
data transformations [21], here we continue interpreting the statistical results
of the LMM fitted with the untransformed data. Table 7 shows the statistical
significance of the factors fitted in the LMM.
Table 7 Factor significance in the LMM for QLTY.
Factor F p-value
Development Approach 0.644 0.432
Task 53.032 0.000
Development Approach*Task 2.573 0.086
As Table 7 shows, Task has a statistically significant effect on QLTY
at the 0.05 level (p < 0.05). Development Approach*Task has a sta-
tistically significant effect on QLTY at the 0.1 level (p-value=0.086). De-
velopment approach has not a statistically significant effect on QLTY. As a
summary of the results:
Development approaches seem to behave similarly in terms of QLTY. However,
the task under development seems to moderate the effect of the development
approach for QLTY. In other words, the task being developed seems to influence
the difference in effectiveness between TDD and ITL.
4.5.3 Effect sizes
To ease the comparison of results with BE and RE1 here we report the effect
sizes for each task. Table 8 shows that effect sizes vary from medium
to large across the tasks. The largest effect size was obtained for SDK,
while MF has the smallest effect size (in terms of magnitude). TDD appears
to outperform ITL for MR and BSK, whilst the opposite happens for MF
and SDK. As a summary, even though none of the effect sizes are statistically
significant (as all the 95% CIs of the effect sizes cross 0), there is an observable
heterogeneity of effect sizes across the tasks (as already noticed in the data
analysis).
Table 8 Hedge’s g by tasks for QLTY.
Task Effect Size Hedge’s g 95% CI Magnitude
MR TDD-ITL 0.51 (-0.508, 1.529) Medium
BSK TDD-ITL 0.497 (-0.51, 1.505) Medium
MF TDD-ITL -0.433 (-1.479, 0.613) Medium
SDK TDD-ITL -0.863 (-1.96, 0.239) Large
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4.6 Threats to Validity
In this section we report RE2’s threats to validity following Wohlin et al.’s
conventions [39]. We prioritize the threats to validity according to Cook and
Campbell’s guidelines [10].
Conclusion validity concerns the statistical analysis of results [39].
We provide visual and numerical evidence with regard to the validity of
the required statistical assumptions. We performed data transformations (i.e.,
Box-Cox transformations) so as to assess the robustness of the findings. As
the results were consistent across statistical analyses, for simplicity’s sake we
interpreted the untransformed data’s statistical analysis. Interested readers in
the analysis of the transformed data may request them contacting the authors.
The random heterogeneity of the sample threat might have materialized,
since the software development experience of the participants ranged from a
few months to 10 years. This might have biased the results towards the average
performance in both populations, thus resulting in non-significant results.
Internal validity is the extent to which the results are caused by the
treatments and not by other variables beyond researchers’ control [39].
A threat to internal validity results from the participants usage of a non-
familiar programming environment (e.g. OS and IDE). However, we tried to
mitigate this threat by making all the participants use the same environment
during the experiment. We expect, thus, that the environment has an equal
impact on both treatments—and thus, does not affect results.
There is a potential maturation threat: the course was a five-day intensive
course on TDD and contained multiple exercises and laboratories. As a result,
factors such as tiredness or inattention might be at work. To minimize this
threat we offered the students to choose the schedule that best suited their
needs before starting the experiment. We also ensured that subjects were given
enough breaks. However, this threat might have materialized due to the drop
in quality observed with TDD in the last session (Friday).
Training leakage effect may have distorted results. Even though this train-
ing leakage effect was out of the question in the first session (as the subjects
were only trained in the development approaches when necessary), it was a
possibility in the second, third, and fourth sessions. In particular, subjects
might have applied a mixed development approach when they had knowledge
of both development approaches. They may have also applied their preferred
technique. To mitigate this threat to validity we encouraged subjects to ad-
here to the development approaches as closely as possible in every experimental
session.
There was also the possibility of a diffusion threat: since subjects perform
different development tasks in each experimental session, they could compare
notes at the end of the sessions. This would give them knowledge in advance
about the tasks to code in the following days. This could lead to an improve-
ment in their performance. To mitigate this threat we encouraged subjects
not to share any information on the tasks until the end of the five-day train-
ing course. Furthermore, we informed the subjects that their performance was
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not going to have an impact on their grades. Thus, we believe that the par-
ticipants did not share any information as requested. Since quality dropped
in the second application of TDD, we are confident that this threat did not
materialize.
Additionally, our experiment was exposed to the attrition threat (loss of
two participants).
Construct validity refers to the correctness in the mapping between the
theoretical constructs to be investigated and the operationalizations of the
variables in the study.
The study suffers from the mono-method bias threat since only one met-
ric was used to measure the response variable (i.e., quality). This issue was
mitigated by interpreting the results jointly with BE and RE1 (see below).
The concepts underlying the cause construct used in the experiment appear
to be clear enough to not constitute a threat. The TDD cycle was explained
according to the literature [3]. However, some articles point out that TDD
is a complex process and might not be consistently applied by developers
[2]. Conformance to the development approaches is one of the big threats
to construct validity that might have materialized in this and most (if not
all) other experiments on TDD. However, we tried to minimize this threat to
validity by supervising the students while they coded, and encouraging them
to adhere as closely as possible to the development approaches taught during
the laboratory.
There are no significant social threats, such as evaluation apprehension: all
subjects participated on a voluntary basis in the experiment and were free to
drop out of the sessions if they so wished.
External validity relates to the possibility of generalizing the study re-
sults beyond the study’s objects and subjects [39].
The experiment was exposed to the selection threat since we could not
randomly select participants from a population; instead, we had to rely on
convenience sampling. Convenience sampling is an endemic threat in SE ex-
periments. This issue was taken into account when reporting the results, ac-
knowledging that the findings are only valid for developers with no previous
experience in TDD.
Java was used as the programming language for the experimental sessions
and measuring the response variable with acceptance test suites. This way,
we addressed possible threats regarding the use of different programming lan-
guages to measure the response variable. However, this limits the validity of
our results to this language only.
Three out of the four tasks (MR, BSK, and SDK) used in the experiment
were toy greenfield tasks. This affects the generalizability of the results and
their applicability in industrial settings. The task domain might not be rep-
resentative of real-life applications, and the duration of the experiment (two
hours and 15 minutes to perform each task) might have had an impact on the
results. We acknowledge that this might be an obstacle to the generalizability
of the results outside the artificial setting of a laboratory. We take this into
account when reporting our findings, as they are only valid for toy tasks.
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We acknowledge as a threat to validity the use of students as subjects: how-
ever, this threat was minimized as they are graduate students close to the end
of their educational programmes. Even so, this still limits the generalization
of our results beyond novice developers.
5 Comparison of Results Across Replications
Table 9 shows the results achieved across the replications for the research
question—both in terms of statistical significance and effect size.
Table 9 Results for TDD vs. ITL across replications: statistical significance and effect size.
BE RE1 RE2
Significance ITL=TDD ITL=TDD ITL=TDD
Effect size ITL>TDD (BSK) ITL<TDD (BSK) ITL<TDD (BSK, MR)
ITL>TDD (MF, SDK)
As Table 9 shows, RE1’s and RE2’s results are consistent for BSK (ITL<TDD).
However, such results are inconsistent with BE’s (ITL>TDD). This may be
due to differences between BE’s settings and both RE1’s and RE2’s common
settings. Let us focus on the differences among BE, RE1 and RE2 and their
settings, and discuss whether such differences may have impacted the results
(i.e., let us look for moderator variables).
The directionality of the statistical test in BE and RE1 seems not to have
affected the results. This is because the difference in effectiveness between TDD
and ITL was not statistically significant in any replication. This suggests that
the threat to conclusion validity did not materialize neither in BE nor RE1.
We hypothesized that the participants applying ITL in BE and RE1 might
be less motivated than those applying TDD—perhaps due to ITL’s lower de-
sirability in an experiment on TDD. This may have distorted results. RE2
overcame such shortcoming as we made the participants apply both develop-
ment approaches twice. RE2’s results were similar to RE1’s. However, as BE’s
results are the opposite, we cannot assess whether the disagreement comes
from the materialization of such threat, or because other confounding factors.
This could be studied in posterior replications.
In RE1 there were two confounding factors that might have affected the
results: pair-programming (as some subjects were paired due to space restric-
tions), and the participation of a mixture of graduate and undergraduate stu-
dents. After eliminating such confounding factors in RE2, we noticed that
RE2’s results were similar to RE1’s. However, we cannot ascertain whether
such confounding factors affected RE1’s results. This is because RE1’s results
do not match BE’s—where no confounding is in place either. We pose the
disagreement between BE’s and RE2’s results to the different populations in
the experiments—undergraduates in BE and graduates in RE2. However this
is only an hypothesis that needs further studying.
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While BE’s participants could work inside and outside the laboratory,
RE1’s and RE2’s participants were only allowed to work inside the labora-
tory. The differences in results observed across BE and both RE1 and RE2
suggest that this threat to validity may have materialized in BE. This suggests
that TDD seems to outperform ITL in controlled environments, while TDD’s
performance tends to deteriorate to a larger extent than ITL’s in uncontrolled
environments. The stubs provided in RE1 and RE2 may have had a positive
impact on the quality achieved with TDD. We make such observation because
TDD outperforms ITL whenever stubs are provided—and viceversa when not,
as in BE. However, we should be cautious making such interpretation. This
is because the experimental session length also varied along the provision of
stubs. Besides, the influence of such time reduction could not be assessed be-
cause the experimental session length was changed across all the replications.
Thus, no combination of replications allowed assessing the stability of the find-
ings after fixing session length. Again, the impact of session length on results
shall be assessed in subsequent replications.
BE’s participants were assigned to either the ITL or TDD groups based
on an ad-hoc skill set. RE1 overcame this threat to validity by assigning the
participants to the treatments by means of full-randomization. RE2 by making
all the participants apply both development approaches twice. As BE’s results
and those of RE1 and RE2 do not match, this may suggest BE’s participant
assignment based on skills may have had an impact on results.
We noticed that leakage was possible from one treatment to another in
RE1. In particular, RE1’s participants might apply a mixed development
approach in the experiment—as they were trained in both development ap-
proaches before the experimental session. This was solved in BE and in RE2
by only training the participants in the development approach to be applied
in the immediate experimental session. However, while RE2’s results match
RE1’s, they disagree with BE’s results. Such contradicting results may point
towards the presence of other confounding variables impacting the results.
RE2’s within-subjects design materialized an additional threat to validity:
carry-over (i.e., the impact of the application of one treatment over another).
In particular, as the participants already applied ITL before TDD, this may
have boosted TDD’s effectiveness. Even though RE2’s results match RE1’s—
where carry-over is not possible—both disagree with BE’s—where carry-over is
neither possible. Again, such contradicting results shall be further investigated
in posterior replications.
Despite RE1 used an arbitrary threshold for considering a user story as
delivered (i.e., 50 per cent of assert statements passed), RE1’s results and
RE2’s agree. However, we do not know whether the variation of such element
impacted the results—as the 50 per cent threshold was also used in BE, and
contradictory results were reached with regards to RE1. This issue shall be
investigated in posterior replications.
BE’s user story weights may have had an impact on results because RE1’s
and RE2’s results match (and they do not use such weights for measuring
QLTY), and they are contrary to BE’s.
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Mono-operation bias materialized in BE and RE1 because the participants
only coded BSK. RE2’s different tasks (MR, MF and SDK) made it possible
studying TDD’s and ITL’s performance under a larger array of coding prob-
lems. RE2’s results suggested that the direction and magnitude of the effect
size depend upon the task. In other words, some tasks favour TDD (MR and
BSK) and others ITL (MF and SDK). This was not previously noticed in BE
and RE1, and adds to the body of evidence.
Table 10 shows the threats to validity of the replications—grouped by the
dimension to which they belong—and an assessment of their possible impact
on results. As we can see, five different sources of variability may have impacted
the replications’ results: the allowance to work outside the laboratory in BE,
the allocation of subjects to treatments (assignment attending to skills in BE),
the lack of stubs in BE, the weighting element used in the construct for QLTY
in BE and mono-operation bias in BE and RE1. The directionality of the
statistical tests seem not to have any impact on the results, while the impact
of the rest of the elements could not be assessed.
Table 10 Elements potentially influencing results across the replications.
Impact Element Source Threat to validity
No Directionality Statistical tests BE, RE1 Conclusion validity
- Compensatory rivalry bias BE, RE1
Internal validity
- Confounding: pair programming and subject type RE1
Yes Experimental Task Execution BE
Yes Stubs Provision RE1, RE2
- Experimental Task Duration BE, RE1, RE2
Yes Subjects to Treatment Allocation BE
- Training leakeage RE1
- Carry-over RE2
- QLTY operationalization (50% threshold) BE, RE1
Construct validity
Yes QLTY operationalization (Weighting) BE
Yes Mono-Operation Bias BE, RE1
External validity
- Population BE, RE1
6 Conclusions and Future Work
Experiments on TDD tend to provide conflicting results (i.e., positive, nega-
tive, and neutral) in terms of external quality. This could be due to the many
dimensions in which the experiments vary (e.g., experimental design, artifacts,
context variables, etc.). A systematic approach towards replication may help
to stabilize the experiments’ results, and facilitate the discovery of previously
unknown moderator variables.
We run a replication of Erdogmus et al.’s experiment on TDD [16]. Such
experiment was already replicated by Fucci et al. [16]. We tweaked our replica-
tion’s design to overcome the threats to validity of the previous experiments.
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We also purposely varied our replication’s tasks to increase the external va-
lidity of results (i.e., by making the participants code four, instead of one
task). This strengthened the evidence obtained, and allowed us to see that the
allowance to work outside the laboratory, the provision of stubs, the alloca-
tion of subjects to treatments, the operationalization of the response variable,
and the task being developed may be affecting TDD experiments’ results on
software quality.
As others did before [30], we propose as a further line of research to conduct
replications studying other response variables rather than external quality
(e.g., internal quality, maintainability, etc.). We also propose to study which
tasks’ characteristics make them more suitable to be developed with TDD.
This may assist practitioners when choosing development methods to create
new pieces of software.
In sum, by means of an illustrative example we showed how replications
allow increasing the reliability of the findings and hypothesizing on moderator
variables. By reflecting upon previous experiment’s limitations it is possible
tweaking replications’ designs and overcoming previous experiments’ weak-
nesses. This may aid to strengthen the evidence of the results, and to uncover
yet to explore lines of research.
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