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A new family of continuous multivariate distributions is introduced, gener- 
alizing the canonical form of the multivariate normal distribution. The well- 
known univariate version of this family, as developed by Box, Tiao and Lund, 
among others, has proven a valuable tool in Bayesian analysis and robustness 
studies, as well as serving as a unified model for least 6’s and maximum likelihood 
estimates. The purpose of the family introduced here is to extend, to a degree of 
generality which will permit practical applications, the useful role played by the 
univariate family to a multidimensional setting. 
I. INTRODUCTION 
There has been much past, as well as current, interest in the family of univariate 
d-generalized normal (or power) distributions represented by the probability 
density function 
f(y) = (1/2F(l + (l/S)) . u) . d-@)‘@ (1.1) 
for all real y, where g, 0 > 0 and p are fixed real numbers. 
The density becomes Laplace (CL, U) (or double exponential) for 13 = 1, normal 
(p, u2/2) for 6’ = 2, and approaches uniform (p - 0, y + 0) as 0 approaches + CO. 
(As 0 approaches 0, the distribution approaches an improper uniform one over the 
real line J?.) It can be easily verified for any B > 0, that if U is distributed 
gamma (I/@, then We will have the density given by (1 .I), appropriately 
modified by being restricted to R+. 
This family of distributions has proven useful in Bayesian analysis and 
robustness studies (see e.g., [l, 5, 6, 16, 171 and [S, Chap. 23, Section 51). 
Received July 17, 1972; revised February 14, 1973. 
AMS subject classification: Primary 6OElO. 
Key words and phrases: Generalized multivariate normal; &matrices; estimation; 
maximal entropy; linear regression model; Rao-Cram&r bounds 
204 
Copyright 0 1973 by Academic Press, Inc. 
Al1 rights of reproduction in any form reserved. 
GENERALIZED NORMAL DISTRIBUTIONS 205 
It follows from the exponential form of (1.1) that the maximum likelihood 
estimate of p for random sampling (with possibly different u’s) coincides with 
the weighted least B’s estimate of CL. This generalizes the well-known equivalence 
of the maximum likelihood estimator and the least-squares estimator of TV when 
normality holds (0 = 2). This also generalizes the equivalence of the maximum 
likelihood estimator and the least absolute deviations estimator of p when the 
underlying distribution is Laplace (0 = I), and the equivalence of the maximum 
likelihood estimator and the least maximal deviations estimator of ,U when 
the distribution is uniform (@ = +co) (see [2, 18, 191, and the references in 
[3, PP. 60-W. 
De Simoni [14] has considered a multivariate extension of (1.1). The exponent 
of his density is of the form ((Y - k)r * A-l . (Y - P))~/~, a direct generalization 
of the multivariate normal density. He investigates certain basic properties of the 
resulting distribution. 
In this paper a more natural extension of (1.1) is presented analogous to the 
classical canonical form of the multivariate normal distribution. An alternative 
equivalent definition is given for integer values of 8, using the concept of d-way 
matrices. Basic probabilistic and statistical properties are presented, including 
maximum likelihood estimators of parameters of the family. The latter (derived 
by a matrix differentiation technique) can be put into iterative forms, suitable for 
computations. 
2. BASIC DEFINITIONS AND RELATIONS 
DEFINITION 1. X is a univariate d-generalized normal random variable iff 
its p.d.f. is given byfin Eq. (1.1). 
DEFINITION 2. The standardized n x 1 multivariate e-generalized normal 
random variable (T.v.) 
consists of n independent identically distributed (marginal) univariate 
o-generalized normal random variables. 
DEFINITION 3. Y is an n x 1 multivariate e-generalized normal random 
variable with distribution denoted by N(~.L, C, 0) iff 
Y=c*x+r*, P-1) 
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where X is the standardized 71 x 1 multivariate B-generalized normal T.v., 
C is a fixed n x n nonsingular matrix, p, is a fixed 71 x 1 column vector, and 
e > 0. 
Using the above notation, X has distribution N(0, I, 0), where I is the n x n 
identity matrix. It follows immediately that the p.d.f. of Y is given by 
f(Y) = K(n, C, 0) . exp (-i: 1 f ci’ * (k; - &) 13, (2.2) 
i=l i=l 
where 
C = (Cii)lS-i,Gz > 8 > 0, K(n, C, 0) = [(2P(l + (l/e)))“(det C)]-l, and 
Yl 
Y= i . ( 1 Y, 
THEOREM 1. (N( it, C, 2) 1 C is nonsingutur n X nj = (NO( p, Z) 1 C is positiwe 
definite n x n], where N,,( y, C) designates the multivariate normal distribution with 
mean p and covariunce matrix C. 
Proof. The result follows from the decomposition C = &CC, for some 
nonsingular C (always valid when Z is positive definite). u 
(i) As an application of Definition 3 consider now Y = B * U + a, where B 
is a known n x k matrix of rank K, U is unknown K x 1 and e is an n x 1 
random variable with E(e) = 0 and COV(E) = u2 . A, u2 > 0 unknown and A 
known (positive definite). 
The well known BLUE estimator of U is U = (Br * A-l . B)-lBrA-lY and 
an unbiased quadratic estimator of u2 (with the minimal variance property 
when certain additional assumptions are imposed on e) is 
t? = (l/(n - k))(Y - B * 6)r . A-r * (Y - B * 6) 
(see, e.g., Rao [13]). 
(ii) Suppose in (i) e is distributed N(0, C, 0). Then it is easily verified that 
COV(E) = T(0) * C . CT, where $0) =dr r(3/0)/F(l/e) is a monotone decreasing 
function of 8. Note that us can be identified with T(0) and A with C * Cr. Thus, 
a natural estimator of 0 is furnished by 8 = +(g2), as an alternative to any 
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iterative algorithm given by the maximum likelihood approach. (For the 
univariate case, see [6 and 191.) 
An alternative definition for the family of r.v.‘s introduced above is given via 
the concepts of positive definite &way matrices and e-degree forms (6 a positive 
even integer). These are generalizations of the more familiar ordinary matrices 
and quadratic forms. (See Sokolov [15] and Oldenberger [ll, 121.) 
DEFINITION 4a. Let fl and n be positive integers. Analogously to the definition 
of an n x it matrix (of order n), we call Z 2 (u~,,...,~~)~~~~,...,~~~~ a e-way 
(n x **. x n) matrix (of order n), where uil,...,ig is a real number. 
0 times 
DEFINITION 4b. Given a &way matrix C, we call 
a e-degree homogeneous form in n real variables XI ,..., X, . 
DEFINITION 5. Let TV, be a fixed n x 1 vector, C a fixed &way matrix, and S, , 
the corresponding e-degree homogeneous form. Then, Y with a p.d.f. given by 
f(y) = const * e --s~:(Y-Id (2.3) 
is defined to have a multivariate e-generalized normal distribution, %(a Z, t9), 
in the second sense. 
THEOREM 2. Let 8 be a positive even integer. Then: 
(i) If Y has a multivariate &generalized normal distribution in the second sense, 
the constant in Eq. (2.3) is uniquely determined and Z is a positive definite e-way 
matrix. 
(ii) Y has a multivariate 0-generalized normal distribution in the second sense if f  
it has the distribution given by Eq. (2.2). 
Proof (i). Unless I: is positive definite, 
I 
,-~&I’) dy = +m 9 
%a 
as in the case 0 = 2. (The constant is given by l/JR* e-sxo’+) dy.) 
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Proof (ii). X is positive definite iff X = (bi,,,..,is)lci,,,,,,is4n , where 
bil.....ie = i (Xi - Pi1 --. cj’y, A, )..., A, > 0, 
and where C = (Cdj)r~~,i~n (and C-l = (Cii)I~i,i& is nonsingular. In this case, 
Sz(y - F) = x9:, hj . (CE1 P . (yl - P~))~. Absorbing each A:” into the j-th 
row of C-l, we may assume without loss of generality that all the hi’s are equal 
to one. By a comparison with Eq. (2.2), the equivalence between Def. 4 and 
Def. 3 is established. Thus, for the above X and C, %( p, C, 0) = N(p, C, 0). i 
Remark 1. For B = 2, we have from the proof of Theorem 2 that 
C = (~QJ, where 
b,l,i2 = i pi1 * p. 
j=l 
Matrix-wise, C = Cr. C-1 = (C . CT)-l. Thus, %( p, Z, 2) = N( I*, C, 2) = 
&(I% &CT) = N,(P, P-l). 
For 19 > 2, construction of C’s corresponding to Z in the above proof can be 
found in Oldenberger [ll]. 
Unless 0 = 2, in which case C is determined up to a post-multiplicative 
orthonormal matrix, C is unique (up to post-multiplicative signed permutation 
matrices). This is shown in the next theorem. 
THEOREM 3. For 0 > 0, 0 # 2, C, D arbitrary n x n nonsingular matrices, 
and p an n x 1 vector, the equation N(p, C, 6) = N(p, D, 0) implies that C 
differs from D by at most a post-multiplicative signed permutation matrix. 
Proof. Solving for the standardized distribution of X (Def. 2) in terms of the 
two transformed distributions (Def. 3), the proof follows as a corollary to 
Lancaster’s theorem (see, e.g., [9, p. 3651). i 
THEOREM 4. (i) Let Y be an n x 1 r.v. distributed as N(p, C, 0). Let 
A = (aij)l~i,i~.n be a jxed n x n nonsingular matrix and B a fixed n x 1 vector. 
Then, Z =df A . Y + B is distributed as N(Ap + B, Aa C, 0). 
(ii) Let 0 be a positive men integer and Y be distributed as %( p, Z, 0). Let Z be 
deJned as in (i). 
Then: Z is distributed as ‘%(Ap + B, E’, O), where 
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Proofs of (i) and (ii) follow straightforwardly from the appropriate 
definitions. 1 
Remark 2. It can be shown for 6 # 2 (see [7, Appendix A]) that the univariate 
marginal r.v.‘s of “nondiagonal” multivariate O-generalized normal r.v.‘s are 
not O-generalized normal r.v.‘s. More generally, if the nonsingular matrix C 
in Def. 3 is replaced by a nonsquare matrix, the resulting random variables (Y) 
will not, in general, have a multivariate O-generalized normal distribution, 
THEOREM 5. Let Y be distributed as N(r, C, d), and define for any X > 0, 
Yt E A, i = I,..., n, and f i Cij . (Yj - pj) 
i-1 .j=1 
the n-dimensional e-degree C-ellipsoid centered at p with parameter A. (The boundary 
of H(X) describes a corresponding isoprobabihty contour for Y.) Then, 
Pr(Y is in H(h)) = P(n/0, Ae), (2.4) 
where P is the incomplete gamma function, 
b 
P(a, b) !! & . o e-t 
s 
. P-1 dt . 
Proof is analogous to the normal case 0 = 2, using integration by shells. i 
3. SOME ESTIMATION RESULTS 
We first consider the linear regression model when randomness is distributed 
B-generalized normally. 
THEOREM 6. Let Y = B * U + e, where B is a known Jixed n x k matrix of 
rank k, U (k x 1) is distributed N(E(U), C, 19), E (n x 1) is distributed N(0, D, O), 
independent of U. (C, D, 13 are known where required.) Then, (Y 1 U) is distributed 
as N(B . U, D, 0), and 
Y 
( 1 U 
is distributed as 
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Moreover, the four basic estimators of U are: 
(4 
where 
0, g conditional MLE of U 
= weighted (by 8,) lea.+lYs estimator of U 
= (BTfilB)-lB=fllY, 
D-l.(y-BU) 2 T 
0 
, 
Vu, 
ES! 1 R, g (DEIDf)-‘, 
$ is El with U replaced by 0,; and similarly for fil . 
(b) a‘, is an iterative estimator of U with an initialization 6, being: 
6, Z!! conditional BLUE estimator of U 
= weighted (by R,) least-squares estimator of U 
= (BwB)-‘BTREY 
where R, =df (DD*)-l (6, is not Jirnctionally dependent on f3.) 
w fr, 2 unconditional MLE of U 
wetghted (by s, and s,) least B’s estimator of U 
1 (BTf&B + $)-l * (B=$, . Y + s2 * E(U)), 
where 
c-1 * (U - E(U)) E (I:). E, c [k’“ii”, 
wh 
(3.1) 
(3.2) 
(3.3) 
and El isfmmdy the same as in (3.1); S, =df (D . EIDT)-I, Sa =df (C * Ez . CT)-1. 
$ , $ , $ , s, , simikzrly to (3. I), result from the replacement of U by 0, . 
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(d) 0, is un iterative estimator with an initiukzation 6, being: 
cu = unconditional BLUE estimator of U 
= weighted by R2 and S3 least-squares estimators of U 
= (B=R2B + Ss)-l(BTRzY + S, * E(U)), 
where S, 2 (C(Y)--1 (6, is not functionally dependent on 0.) 
Proof. For any 6’ > 0 and 
define 
Then 
d”Z ‘le ( 
4 z 11~ ali Z I/e 
--IF-= --B-- - 1 '-*' azm ) 
= 6 * (I Z, le-l - sign Z, ,..., 1 Z, le-l * sign Z,) 
= e * (I z, p-z, ,..., 1 z, p-2,) 
= e * ZT * E(Z), 
where 
We have for the probability densities of (Y ) U) and U: 
f  (y 1 U) = K@, D, 0) . e-lID-“(y-Bu) Ile 
,@) = qh, c, 0) . e- 11 C-‘*(U-E(U)) 11 es 
Thus, we obtain 
o=- akf(YIU) = 4lD-‘*(Y-B-WIe 
au au 
(3.4) 
(3.5) 
(3.6) 
= a(lD-‘.(Y-B*U)(le. aD-l*(Y--B*U) 
aD-l* (Y - B * U) 
= 0 - (D-1 - (Y - Bv>)= . E(D-1 - (;L B . U) . (-D-l . B). 
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Letting El =df E(D-l * (Y - B . U) we solve (iteratively) for U as in the 
ordinary (6 = 2) conditional normal equations and obtain Eq. (3.1). 
Equation (3.3) is obtained analagously from the product off(Y / U) and <q(U) 
(Eqs. (3.5) and (3.6)). 
Again, solving for U (iteratively), as in the ordinary unconditional normal 
equations, where we let E2 =df E(C-l . (U - E(U))), we obtain the required 
result. 
Equations (3.2) and (3.4) follow from the classical results (see, e.g. Rao [13]), 
using the fact that Cov(a) = ~(0) . R, and Cov(U) = ~(0) . S, (the scalar 
factor ~(0) does not appear in the final result). I 
Remark 3. UnlTs 6 = 2, U, f 6, and U, # 6, . The two conditional 
estimators 6, and U, are both generalized translation type estimators, i.e., 
o,(Y + B . U,) = 6(Y) + U, , 
for any fixed Y and IJo; and similarly for U, . Since these estimators are also 
sntisymmetric in Y, while E has a symmetric distribution, it follows that not only 
U, , but 0, as well, is a conditionally unbiased estimator of U for all B > 0. 
The problem of obtaining the minimal error estimator among the class of all 
generalized translation type estimators presents computational difficulties even 
in the case B = 1 and 77s a scalar kv. (see, e.g., Rao [13] and Box and Tiao [I].) 
For comparisons between 6, and U, for this special case, see [19]. 
The following theorem presents Rao-Cramer lower bounds when the 
randomness in the linear regression model is distributed e-generalized normally. 
(It can be verified that regularity conditions hold here for all 0 > 1.) 
THEOREM 7. Let Y = B . U + E as in Theorem 6 where 6 > 1. Then: 
(i) The covariance matrix of any (regular) conditional unbiased estimator of U 
is greater than OY equivalent to (in the positive de$nite matrix ordering sense) 
v(O) . (BTR,B)-l, (3.7) 
where v(O) =df r(l/d)/02 . T(2 - l/S). 
(ii) The covariance matrix of any (regular) unconditionally unbiased estimator 
of U is greater than or equivalent to (in the positive dej&ite matrix ordering sense) 
v(O) . (BTR2B + S&l (3.8) 
where v(B) is as above. 
Proof. It follows from the proof of Theorem 6 that if we let 
a hf(Y I U) = (z*) SEY(( au ) .( alOggIUyU), 
GENERALIZED NORMAL DISTRIBUTIONS 213 
then letting 
(Z 1 U) is distributed N(0, I, e), and since the (Zi ( U)‘s are independent 
identically distributed as N(0, 1, f3), and since moreover 
s +co Z28-2 - e--@ dZ z w!~ - 1)/e) 0 e ' 
we have 
Z = 02.BT.D-lT. E(I Z, I29.1 .D-1 .B. 
Computing I-l, we obtain (3.7). 
The derivation of (3.8) follows analagously. 1 
Remark 4. Although the regularity conditions in Theorem 7 can be verified 
only for B > 1, the formal computation of the lower bound holds for all B > +. 
The function ~(0) for 0 > $ increases from 0 to a maximum at 0 w 0.8 and 
then decreases to 0 as 0 -+ +co. If ~(0) is replaced by ~(6) = r(3/0)/r(l/e) in 
(3.7) and (3.8), we obtain the covariance matrices of 6, and U, . 
Rao-Cramer efficiency is attained (in both conditional and unconditional 
cases) iff 0 = 2, the only value of 0 for which a sufficient statistic for U exists. 
(The latter result is a consequence of the exponential family characterization of 
sufficiency.) 
We next present two iterative MLE’s of the parameters in Def. 3. 
THEOREM 8. Let 
(1) 
ycz, g 
0 
y:' 
iz) ’ 
Y7& 
where 1 = I,..., p, and Y be p -j- 1 independent identically distributed n 1 r.v.‘s 
WP, C, 6). Then 
ycu 
i: Y(I)) 1 is jointly distributed N 
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with p.d.f. given by 
= [K(n, C, e)lp * exp 
P II Z II0 = i I zi 1’9 as before . 
id 
i 
Moreover, we have the following two MLE’s 
(i) If C and 19 are known: Then the maximum likelihood estimator E; of p is given 
by the iterative formula 
@ = c i E(1) ( j 
-l * .f jq,,, . c-1 * yw, 
Z-1 1=1 
(3.10) 
where EC,, = E(C-1 . (Y(O - p)) (see Theorem 6), and &, is EC,) with I* replaced 
by 6. (For initialization, we let i; = (l/p) Cr=, Y(r).) 
(ii) If p and 0 are known: The maximum likelihood estimator e of C is given by 
the iterative formula 
(3.11) 
where Et,, is as before and l?c,, is Et,) with C replaced by c. (For initialization, we let 
c = I.) 
Proofs. We follow the technique and notation of the proof of Theorem 6. 
From (3.9), we have: 
o = i ali C-l * (YCZ) - I& = 8 f (C-1 . (Y(Z) - p))T * E(z) * (-C-l). 
I=1 ap Z=l 
Cancelling 0 and -C-l, and solving for p we obtain the required result. From 
(3.10), we have 
o=p* a w: c I + f 4 c-1 - wg - 14~ . (3.12) 
Z==l 
We now utilize a matrix differentiation technique similar to one developed by 
Dwyer [4]. Let A =dr (A, ,..., A,), where Aj is its i-th column, and let 
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For any differentiable matrix-valued function H of a matrix S (i.e., for which 
all first order partial scalar derivatives exist), Wtmxn) = HtPx,j(S), we define 
(*) dW/dS d=t, di%/di$ h x P!l> 
The right-hand side expression is the ordinary derivative of a vector function 
of a vector. 
We also define for any matrix A and any matrix B = (bif)l~;i(p,l~~, 
A o B =dr the partitioned matrix (bii * A)l~.i~9,1~j(a . The operations 0 and u 
possess several easily verifiable properties such as 
(AoB)$=M; (AoB).(CoD)=(A.CoB.D), 
(AoB)~ = AT.BT; 
provided all multiplications are well defined. 
We can show directly that the chain rule for differentiation defined in (*) holds 
as well as the following rules 
-T 
and 
8 det C/X = det C . C-lT , 
ac-qac = -(c-lot-1'1, 
BACB/X = A 0 B=. 
Using the calculus developed above, we obtain from Eq. (3.12) 
’ = 1 de:C [ 
-T 
sign(det C) * det C * C-l’ 
+ (j . i ((C-1 * (Y(Z) - p))T * &) * (I 0 (Y(Z) - p)T) * (-C-l 0 C-1’)). 
Z=l (3.13) 
Taking transposes in (3.13) and transfering the first summand to the left-hand 
side, we obtain 
zzz e f (C-IT 0 c-1 - (Y(l) - p)Z 
Z=l 
= e i (C-1' . E(,) - (C-1 * (Ycr) - p))(C-1 . (vr) - 4)') 
I=1 
= 8 c-1’ . 2 q,, . C-1 . (y(l) _ F)(y(f) - p)TC-lT. 
I=1 
216 GOODMAN AND KOTZ 
From the above equation we may remove the U’S (after cancelling C-t’ as a 
premultiplicative factor) and finally solve for C to obtain (3. II). fl 
Remark 5. It can be checked directly that when 0 = 2, EC,) =-= I, and & in 
(3.10) reduces to the ordinary sample mean estimator for p. Similarly, C in (3.11) 
reduces to 
c = f . $ (Y(Z) - & . (ylz) - g . &l', 
21 
and thus 
cov(Y) = (l/2) * (68) = (1/2)2e = -‘p i (Y(l) - Ir) . (YCZJ - PIT, 
1=1 
the ordinary sample covariance matrix when p is known. 
(For estimation of 0 when C and p are known, see the discussion after 
Theorem 1.) 
A noniterative estimator for C in the distribution ‘%( p, Z, 0) when p and 0 are 
known can be obtained as follows: Let Z = (b. zl,, , , .i,)l<i,, , , , ,i,<n be a positive 
definite &way matrix, with bil,,,,si, = Cj”=, (C’jil ..a Ci@), where C = (C’&C~,~<~ 
is a nonsingular matrix. (See Oldenberger [l l] for the construction of such a C 
when Z is given.) Let 
using the notation of Theorem 8. Then, 
Let 
E(jii, ,..., d = i cil,j ..* ci,,j g Yi, ..., ig . 
j=l 
y qy. tl, . . . ,iJISil . . . . .ioSn . 
Then y and c are reciprocal &way matrices (see Oldenberger [ll]), and thus 
C “ =” y-r (in o-way matrix sense). 
When 8 = 2, y-1 = (CCT)--I (=S,) = C = + cov(Y), 
p = ; g (Y(Z) - p)(Y(l) - CLy-3 
11 
and finally, 2 = 4-l. 
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4. CHARACTERIZATIONS 
In this section two maximal entropy characterizations of the family are 
presented, generalizing the familiar one for the multivariate normal distribution 
(see, e.g., [8, Chapter 351). 
THEOREM 9. Let 
be a $xed vector, u, 0 Jixed positive real numbers, C = (Cij)l<i,j<n a j;xed non- 
singular matrix, and A(p, C, a, 8) the class of all p.d.f.‘s of n x 1 multivariate 
r.v.‘s Y, where Y = CX + p, and 
Xl 
x= ; 
t 1 XT& 
is an n x 1 r.v. such that XI ,..., X, are independent identicazly distributed with 
E(X,) = 0 and E(J Xi 1”) = ue. 
Then, the unique probability density function having maximal entropy within the 
class A(P, C, U, 0) is the one corresponding to the distribution N(P, We . UC!, 0). 
The corresponding maximal entropy is 
c,(e,~,C;n) 2 iog(em/8 - 0" . [K(n,C,e)]-1) + n/e. 
Proof. (i) Let Y and Z be any two n x 1 r.v.‘s with p.d.f.‘s, f andg respec- 
tively. Then the “fundamental inequality of information theory” (see, e.g., 
Kullback [lo]) states: 
Entropy ( f > =df J%---logfW G &(--log g(Y)), 
where equality holds iff f = g, a.e. 
(ii) In the above inequality, let f be arbitrary E A(~.L, C, U, 0) with 
Y=C-x+p; 
let the density g correspond to the distribution N(p, el/@ . u . C, e), where we 
can write for Z, Z = C * V + I*, where 
is distributed N(0, We . u . I, 0). This implies g E A(P, C, U, 0). 
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(iii) Using the easily verified relation Evil C-1 * (U -- p)jle = n/B when U is 
distributed N(p, C, Q, we can show 
Ey(--logg(Y)) = Ez(--log@)) = Entropy(g) = C,,(O, Q, C; n), 
which completes the proof. 1 
THEOREM 10. Let 
be a jixed vector, 6 a fixed positive even integer, y = (yi, ,..., &Q.. . ,ig(n a fixed 
positive dejnite B-way matrix and B(p, y, 6) the class of all p.d.f.‘s of n x 1 
multivariate r.v.‘s 
Yl 
y= ; 
i i Ytl 
with E(Y) = p and (i1 ,..., i,)-th central momentsgiven by 
-W’iI - pi,> *a* We - pieI = 8-l - yil.....ig . 
Then the unique probability density function having maximal entropy within 
the class B(p., y, 0) is the one corresponding to the distribution %(r, C, 8) where 
Z is the reciprocal O-way matrix of y (see Remark 6). 
Proof. Using any canonical C corresponding to Z, the proof of Theorem 9 
becomes analagous to that of the preceding theorem. 1 
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