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(Perfect) Integer Codes Correcting Single Errors
Aleksandar Radonjic
Abstract: This letter presents a class of integer codes capable
of correcting single errors. Unlike Hamming codes, the presented
codes are constructed with the help of a computer. Among all
codes of length up to 4096 bits, a computer search has found four
perfect codes: (15, 10), (63, 56), (1023, 1012), and (4095, 4082).
In addition, it is shown that, for practical data lengths up to
4096 bits, the proposed codes require only one check bit more
compared to Hamming codes.
Keywords: Integer codes, error correction, single errors,
perfect codes.
I. INTRODUCTION
Codes correcting single errors  always  drew  attentionof coding theoreticians. The reason for this mostly
lies in the fact that the first single error correcting (SEC)
codes (Hamming codes) were also perfect [1]. Thus, it was
very challenging to construct codes with rate better than
R = (2u − u − 1)/(2u − 1), where u ≥ 3.
However, even after 67 years, researchers have not found
codes with lower redundancy than the Hamming ones
(see [2], [3] and references therein). Moreover, almost all pro-
posed codes were either more complicated than the Hamming
codes or required more check-bits. Among the rare exceptions
were the Varshamov-Tenengolt’s (VT) codes constructed in the
mid 1960s [4]. Although these codes did not have the ability
to correct symmetric errors, they were easier to encode/decode
than the Hamming codes. Thanks to this feature, the VT codes
were generalized by several authors [5]–[7], including Vinck
and Morita [8]. In their paper, these authors developed the
concept of coding over the ring Zm of integers modulo m.
The key idea of this concept was to construct codes capable
of correcting single errors of specific types (single peak-shifts,
single cross errors, single square errors, etc.). Such codes were
subsequently suggested for use in almost all applications at the
physical layer except those related to channel coding (see [9]
and references therein).
Motivated by this fact, this letter presents a class of integer
codes capable of correcting single errors within a codeword.
The presented codes belong to the family of integer error
control codes (IECCs), which means that they share many
similarities with the codes proposed in [10]–[13]. However,
unlike these codes, the presented codes are very efficient in
terms of redundancy. In addition, for some rates, they are also
perfect. Both these features make them unique among IECCs,
and consequently, the most interesting from a theoretical point
of view.
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II. INTEGER SEC CODES
A. Codes Construction
As already mentioned, the concept of integer codes is
developed by Vinck and Morita in the late 1990s. According
to their definition, an integer code C(d, ω) is defined by
C(d, ω) =
{
v ∈ Znm :
n∑
i=1
ωi · vi ≡ d (mod m)
}
(1)
where v = (v1, v2, . . . , vn) ∈ Znm is the codeword vector, ω =
(ω1, ω2, . . . , ωn) ∈ Znm is a fixed-weight coefficient vector and
d ∈ Zm is a fixed integer. So, n is the length of the code and
m is the size of the code alphabet. The concept of IECCs is
not so general. This can be seen from the following definition.
Definition 1: Let Z2b−1 = {0, 1, . . . , 2b − 2} be the ring
of integers modulo 2b − 1 and let Bi = ∑b−1n=0 an · 2n be the
integer representation of a b-bit byte, where an ∈ {0, 1} and
1 ≤ i ≤ k. Then, the code C (b, k, c), defined as
C(b, k, c) =
{
x ∈ Zk+12b−1 :
k∑
i=1
Ci ·Bi ≡ CB (mod 2b−1)
}
(2)
is an (kb + b, kb) IECC, where x = (B1, B2, . . . , Bk, CB) ∈
Zk+12b−1 is the codeword vector, c = (C1, C2, . . . , Ck) ∈ Zk2b−1
is a fixed-weight coefficient vector and CB ∈ Z2b−1 is a fixed
integer.
To understand this definition, suppose that a codeword
x = (B1, B2, . . . , Bk, CB) ∈ Zk+12b−1 is sent through a noisy
channel. Then, the received vector can be written in the form
y = (B1, B2, . . . , Bk, CB) = (B1 ± e1, B2 ± e2, . . . , Bk ± ek ,
CB±ek+1) ∈ Zk+12b−1, where e = (e1, e2, . . . , ek, ek+1) ∈ Zk+12b−1
is the error vector. To identify this vector it is necessary to
choose the coefficients Ci ∈ Z2b−1\ {0, 1} in such a way that
the syndrome S
S=
k∑
i=1
Ci ·Bi −C B(mod 2b−1) =
k+1∑
i=1
± ei ·Ci (mod 2b−1) (3)
is unique, where Ck+1 = −1. Bearing this in mind, we can
state the following definition and theorem.
Definition 2: The set of syndromes corresponding to single
errors is defined as
ξ b,k =
{k+1⋃
i=1
(± 2r · Ci) (mod 2b − 1) : 0 ≤ r ≤ b − 1
}
(4)
Theorem 1: The codes defined by (2) can correct all single
errors iff there exists k different coefficients Ci ∈ Z2b−1\ {0, 1}
such that ∣∣ξ b,k∣∣ = 2 · b · (k + 1),
where
∣∣ξ b,k∣∣ denotes the cardinality of ξ b,k .
Proof: Observe that the set ξ b,k can be expressed as
ξ b,k =
k+1⋃
i=1
si
where
s1 =
{(± 2r · C1) (mod 2b − 1) : 0 ≤ r ≤ b − 1}
...
sk =
{(± 2r · Ck) (mod 2b − 1) : 0 ≤ r ≤ b − 1}
sk+1 =
{(∓ 2r) (mod 2b − 1) : 0 ≤ r ≤ b − 1}
From this it is easy to see that the syndromes caused by single
errors will be nonzero and mutually different iff there exists
k different coefficients Ci ∈ Z2b−1\ {0, 1} such that
s1 ∩ · · · ∩ sk ∩ sk+1 = ∅
|s1| = · · · = |sk | = |sk+1| .
In that case, the set ξ b,k will have∣∣ξ b,k∣∣ = |s1| + · · · + |sk | + |sk+1|
= |sk+1| · (k + 1) = 2 · b · (k + 1)
nonzero elements. 
Based on the above theorem, we can establish a condition
for existence of a perfect code.
Theorem 2: An (kb + b, kb) integer SEC code is perfect iff
for some b > 0 and k > 0 it holds that
k = 2
b−1 − b − 1
b
.
Proof: From coding theory we know that a code is called
perfect if it uses all available nonzero syndromes. In the case
of IECCs, the number of available nonzero syndromes is equal
to 2b −2. Combining this with Theorem 1, we get the equality∣∣ξ b,k∣∣ = 2 · b · (k + 1) = 2b − 2
wherefrom it follows that
k = 2
b−1 − b − 1
b
. 
Remark: From Theorem 2 we see that perfect integer SEC
codes have a rate of R = (2b−1 − b − 1)/(2b−1 − 1).
A computer search has shown that for smaller values
of b the condition of Theorem 2 is not only necessary, but
also sufficient. Namely, for each “perfect” value of b less
than or equal to 13 (b = 5, 7, 11 and 13) there is exactly k
coefficients Ci ∈ Z2b−1\ {0, 1} such that
∣∣ξ b,k∣∣ = 2b−2. These
coefficients, listed in Table 1, allow us to construct four perfect
codes: (15, 10), (63, 56), (1023, 1012) and (4095, 4082).
As far as “non-perfect” values of b are concerned (b = 6, 8,
9, 10 and 12), the number of coefficients Ci ∈ Z2b−1\ {0, 1}
varies between 	(2b−1− b − 1)/b
−5 and 	(2b−1− b−1)/b

(Table 1). This means that, even in these cases, we can
construct codes requiring only one check bit more compared
to the Hamming ones. This result, obviosly, is quite better
than that obtained by modifying Fletcher’s code [14], [15]
(Table 2) (the codes from [15] are also defined over the ring
of integers modulo 2b − 1).
TABLE I
COEFFICIENTS FOR INTEGER SEC CODES WITH PARAMETERS 5 ≤ b ≤ 13
TABLE II
NUMBER OF CHECK-BITS FOR VARIOUS SEC CODES
TABLE III
THE SYNDROME TABLE FOR THE PERFECT (63, 56) INTEGER SEC CODE
Fig. 1. Bit-width of one syndrome table entry.
Example 1: Let b = 5, k = 2 and c = (3, 5). Using
Definition 2, it is easy to show that the syndrome values
{± 3,± 6,± 12,± 24,± 48,± 5,± 10,± 20,± 40,± 80,∓ 1,
∓ 2,∓ 4,∓ 8,∓ 16} are different modulo 31.
B. Error Correction Procedure
The error correction procedure for integer SEC codes is
very similar to those described in [10]–[13]. More precisely,
it consists of two steps: obtaining the error correction data
from the syndrome table (Fig. 1) and executing one of the
following operations:
• for single errors within the i-th data byte
Bi = [Bˆi + e] (mod 2b − 1), 1 ≤ i ≤ k; (5)
e = [± 2r ] (mod 2b − 1), 0 ≤ r ≤ b − 1;
• for single errors within the check-byte
CB = [CˆB + e] (mod 2b − 1); (6)
e = [± 2r ] (mod 2b − 1), 0 ≤ r ≤ b − 1;
To perform the second step correctly, the decoder must find
the entry where the first b bits match that of the syndrome S. If
the data are protected with non-perfect codes, this task will be
completed after n1 (1 ≤ n1 ≤
⌊
log2
∣∣ξ b,k∣∣⌋ + 2) or n2 (1 ≤
n2 ≤
∣∣ξb,k∣∣) comparisons (depending on whether the elements
of ξ b,k are sorted or not [16]). However, if the data are pro-
tected with perfect codes, the comparisons are not necessary.
In that case, the syndrome value directly indicates the location
of the corresponding entry.
Example 2: Let b = 7, k = 8 and c = (3, 5, 7, 9, 11, 13, 19,
21). According to Theorems 1 and 2, the syndrome table will
have
∣∣ξ 7,8∣∣ = 126 entries (Table 3). Given this, let us assume
that we want to transmit 56 bits of data, D = 0110111 1111011
0011001 1010101 0001111 1100110 0101010 1110001. In that
case, after calculating the value of check-byte CB
CB =
∑8
i=1 Ci · Bi (mod 127) = 32 = 01000002
the codeword will have the form: x = (B1, B2, B3, B4, B5, B6,
B7, B8, CB) = (55, 123, 25, 85, 15, 102, 42, 113, 32).
Scenario 1: Suppose that during data transmission an error
on the 25th bit has occurred. In that case, the received vector
will have the form: y = (B1, B2, B3, B4, B5, B6, B7, B8, CB)
= (55, 123, 25, 93, 15, 102, 42, 113, 32). As explained above,
after calculating the syndrome S
S =
∑8
i=1 Ci · Bi − C B (mod 127) = 72
the decoder will instantly know the location of the appropriate
table entry (Table 3). As a result, the following procedure will
take place:
B4 = [B4 + e] (mod 127) = [93 + 119] (mod 127) = 85.
Scenario 2: Assume that during data transmission an error
on the 62th bit has occurred. In that case, the received vector
will have the form: y = (B1,B2,B3,B4,B5,B6,B7,B8,CB) =
(55, 123, 25, 85, 15, 102, 42, 113, 34). Again, after calculating
S =
∑8
i=1 Ci · Bi − C B (mod 127) = 125
the decoder will instantly know the location of the appropriate
table entry (Table 3). Hence, in the next step, it will perform
error correction by using
CB = [C B + e] (mod 127) = [34 + 125] (mod 127) = 32.
C. Potential Application
Although the proposed codes have weak error correcting
capabilities, they could be useful in protocols for delivering
multimedia content. For instance, it is known that multimedia
applications mostly use UDP at the transport layer. One of the
features of this protocol is that it drops errored packets even if
one bit is wrong. By using the proposed codes, instead of the
UDP checksum (UDPC) [17], the number of dropped packets
can be significantly reduced. Of course, to achieve this it is
necessary to perform some changes in router software (note
that the UDPC is a special case of IECCs where b = 16 and
c = (1, 1, . . . , 1) ∈ Zk216−1).
III. CONCLUSION
This letter proposed a class of integer codes capable of
correcting single errors. Unlike Hamming codes, the proposed
codes are constructed with the help of a computer. The
obtained results have shown that for practical data lengths
up to 4096 bits, the proposed codes require one check bit
more compared to Hamming codes. In addition, it has been
shown that, for some values of b and k, the proposed codes are
perfect. The parameters of these codes are (2b−1 − 1, 2b−1 −
b − 1), which makes them unique among all perfect codes.
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