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In this paper, we consider the problem of expressing a term of a given non-
degenerate binary recurrence sequence as a sum of factorials. We show that if one
bounds the number of factorials allowed, then there are only finitely many effec-
tively computable terms which can be represented in this way. As an application, we
also find the largest members of the classical Fibonacci and Lucas sequences which
can be written as a sum or a difference of two factorials. © 2002 Elsevier Science (USA)
1. INTRODUCTION
Let r and s be non-zero integers such that r2+4s ] 0. A binary recurrence
sequence (un)n \ 0 is a sequence of integers such that
un+2=run+1+sun for all n \ 0. (1)
Let a and b be the two roots of the characteristic equation
x2−rx−s=0. (2)
It is well known that there exist two constants a and b such that
un=aan+bbn for all n \ 0. (3)
In practice, the constants a and b can be easily computed in terms of a, b,
u0, and u1. The sequence (un)n \ 0 is called non-degenerate if abab ] 0 and
a/b is not a root of unity.
Erdo˝s and Obláth [6] have investigated the equation xp=m!±n!, where
p \ 2 is a prime. Erdo˝s and Burr (see [5, p. 79]) also asked for all solutions
of the equation
2m=n1!+n2!+· · ·+nk!, where n1 < n2 < · · · < nk. (4)
They conjectured that the largest solution of (4) is
27=2!+3!+5!.
This was indeed proved to be the case by Lin [8]. Lin [8] found also all
solutions of Eq. (4) when the power of 2 is replaced by a power of 3. The
largest solution in this case is 36=1!+2!+3!+6!. In [9], it was shown that
if (un)n \ 0 is a non-degenerate binary recurrence sequence, then the equa-
tion
um=n1!n2! ...nk!, where 1 < n1 [ n2 [ · · · [ nk (5)
has only finitely many effectively computable solutions. In particular, if
(Fn)n \ 0 and (Ln)n \ 0 are the classical Fibonacci and Lucas sequences given
by recurrence (1) with r=s=1 and with initial values F0=0, F1=1,
L0=2 and L1=1, then the largest solution of
Fm=n1!n2! ...nk!, 1 < n1 [ n2 [ · · · [ nk (6)
is
F12=(2!)2(3!)2=3! 4!. (7)
The largest solution of Eq. (6) when Fm is replaced by Lm is L3=(2!)2.
In this paper, we investigate Eq. (4) when 2m is replaced by a member of
a given non-degenerate binary recurrence sequence. In a certain sense, the
question asked by Erdo˝s and Burr is the degenerate case of our problem.
We have the following result:
Theorem 1. Let A > 1 be a real number, k be a fixed positive integer and
(un)n \ 0 be a given non-degenerate binary recurrence sequence. Then, there
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exists an effectively computable constant C depending on A, k and the
sequence (un)n \ 0, such that if
um=a1n1!+· · ·+aknk!, ai ¥ Z, |ai | < A for i=1, ..., k, (8)
where ni are arbitrary non-zero integers for i=1, 2, ..., k, then m < C.
It seems reasonable to conjecture that Eq. (8) has only finitely many
solutions in k as well if one further requires that n1 < n2 < · · · < nk. Unfor-
tunately, we have not been able to establish such a result.
The method of proof of Theorem 1 uses lower bounds for linear forms in
logarithms of algebraic numbers. In practical applications (that is, if one
really wants to compute all the solutions of Eq. (8) for given (un)n \ 0, A and
k), this method does not work too well because of the large size of the
returned constant C. When k [ 2 and (un)n \ 0 happens to be a Lucas
sequence of the first or second kind, then one may instead of lower bounds
for linear forms in logarithms use the primitive divisor technique to get a
much better upper bound C for the size of the largest solution m. To illus-
trate this procedure, we present the following result.
Theorem 2. Let (Fn)n \ 0 and (Ln)n \ 0 be the classical Fibonacci and
Lucas sequences, respectively. These sequences are given by F0=0, F1=1,
L0=2, L1=1 and they both satisfy the recurrence relation (1) with
r=s=1. Then, the largest solution of the equation
Fm=n1!±n2! (9)
is
F12=5!+4!. (10)
The largest solution of the equation
Lm=n1!±n2! (11)
is
L6=4!−3!. (12)
2. LOWER BOUNDS FOR LINEAR FORMS IN LOGARITHMS
OF ALGEBRAIC NUMBERS
In this section, we state two results concerning lower bounds for linear
forms in logarithms of algebraic numbers which will be used in the proof of
Theorem 1.
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Suppose that z1, ..., zl are algebraic numbers, not 0 or 1, of heights not
exceeding A1, A2, ..., Al. We assume Am \ e for m=1, 2, ..., l. Put W=
log A1...log Al. Let F=Q(z1, ..., zl) and dF be the degree of the field F. Let
n1, n2, ..., nl be integers, not all 0, and let B \max{|nm | | m=1, 2, ..., l}. We
assume B \ e. The following result is due to Baker and Wüstholz.
Theorem BW [1]. If zn11 ...z
nl
l ] 1, then
|zn11 ...z
nl
l −1| > exp(−(17(l+1) dF)
2l+7 W log B). (13)
In fact, Baker and Wüstholz showed that if log z1, ..., log zl are any fixed
values of the logarithms, and L=n1 log z1+...+nl log zl ] 0, then
log |L| > −(16ldF)2(l+2) W log B. (14)
Now (13) follows easily from (14) via an argument similar to the one used
by Shorey et al. in their paper [10].
We will also need a p-adic analogue of Theorem BW which is due to Yu,
see [12, Theorem 4]. First of all, for any non-zero rational number r and
any prime ideal p in a finite extension of Q let mp be the order at which p
appears in the prime factor decomposition of the numerator of r when r is
written in reduced form. With this notation, Yu proved the following
result.
Theorem Y. Let p be a prime ideal of F lying above a prime integer p.
Assume that ordp zi=0 for i=1, ..., l. If z
n1
1 ...z
nl
l ] 1, then there exist
absolute computable constants C1 and C2 such that
mp(z
n1
1 ...z
nl
l −1) < (C1ldF)
C2l
pdF
log2 p
W log(d2FB). (15)
A sharp version of Theorem Y for the case l=2 can be found in [2].
3. PRELIMINARY RESULTS
In this section, we collect a few results on factorials and on non-degen-
erate binary recurrence sequences.
We start with a couple of results on factorials.
Lemma 1. Let p be a prime number and let n be a positive integer. Then,
mp(n!) <
n
p−1
. (16)
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Moreover, if n \ p, then
mp(n!) >
n
2p
. (17)
Also,
mp(n!) \
n
p−1
−
log(n+1)
log p
. (18)
Proof. For any real number x let NxM be the largest integer less than or
equal to x. It is well known that
mp(n!)=#np$+# np2$+·· ·+# np t$+·· · . (19)
Hence,
mp(n!) <
n
p
+
n
p2
+·· ·+
n
p t
+·· ·=
n
p−1
, (20)
which is inequality (16).
If n \ p, then n/p \ 1. Now inequality (17) follows from formula (19)
and from the fact that NxM > x/2 for all x \ 1.
Finally, inequality (18) is Lemma 1 in [2].
Lemma 2. Let A > 0 be a given real number. Then, the equation
C
k
i=1
aini!=0, |ai | < A for i=1, ..., k and n1 < n2 < · · · < nk,
(21)
where not all the ai’s are zero has only finitely many effectively computable
solutions.
Proof. Let
Bn=
1
n
+
1
n(n−1)
+· · ·+
1
n!
for n \ 1.
Notice that B1=B2=1 and B3=2/3. In particular, Bn [ 2/n for n [ 3. We
now show that Bn < 2/n for n \ 4. Indeed, by induction, we have
Bn=
(1+Bn−1)
n
[
1
n
11+ 2
n−1
2 < 2
n
for n \ 4.
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Assume now that relation (21) holds for some n1 < · · · < nk. We may as
well assume that none of the ai’s are zero. We show that nk < 2A. Indeed,
assume that nk \ 2A. Then
: Ck
i=1
aini! : \ |ak | nk!− : Ck−1
i=1
aini! : > nk!−A Cnk −1
i=1
i!=nk!(1−ABnk )
\ nk! 11−2Ank 2 \ 0
for nk \ 2A. This contradicts (21).
The next few lemmas are some more or less well known facts on binary
recurrence sequences.
Lemma 3. Let (un)n \ 0 be a non-degenerate binary recurrence sequence.
Let a and b be the roots of the characteristic equation and assume that
|a| \ |b|. Then, there exist two effectively computable constants C1 and C2
depending only on the sequence (un)n \ 0, such that
|un | > |a|n−C1 log n for n > C2. (22)
Proof. This is well known. See, for example, [11, Theorem 3.1, p. 64].
The method of proof uses Theorem BW and formula (3) for expressing un
in terms of the roots of the characteristic Eq. (2).
Lemma 4. Let (un)n \ 0 be a non-degenerate binary recurrence sequence
and let p be a prime such that p h s where r, s are as given in (1). Then, there
exist two effectively computable constants C1 and C2 depending on p and on
the sequence (un)n \ 0, such that
mp(un) < C1 log2 n for n > C2. (23)
Proof. This is also well known. See, for example, [11, p. 77]. The
method of proof uses Theorem Y and formula (3).
In what follows, for two given integers m and n we use (m, n) to denote
their largest common divisor.
Lemma 5. Let (un)n \ 0 be a non-degenerate binary recurrence sequence
and let p be a prime divisor such that p | (r, s). Then,
mp(un) \ #n2$ for all n \ 3. (24)
Proof. This follows immediately by induction via formula (1).
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4. THE PROOF OF THEOREM 1
We proceed by induction on k. When k=0, we simply get the equation
um=0 which, by Lemma 3, has only finitely many effectively computable
solutions. When k=1, we get the equation um=an! for some integer a such
that |a| < A. By a result from [9], this equation has only finitely many
effectively computable solutions.
From now on, assume that k \ 2. By replacing A with kA, we may cer-
tainly assume that n1 < n2 < · · · < nk. Indeed, if some of the ni’s are equal,
we can group them together obtaining a representation of um of the form
(8) with fewer terms whose new coefficients are bounded by kA in absolute
value. Finally, by induction and Lemma 2, we may assume that represen-
tation (8) is irreducible in the sense that
C
j ¥ J
ajnj! ] 0 for all non-empty subsets J of I.
By C1, C2, C3, ... we denote effectively computable constants larger than 1
depending only on k, A and the sequence (un)n \ 0.
First of all, notice that if m > C1, then, by Lemma 3, it follows that
|a|m−C2 log m < |um | < kA |nk!| < kAn
nk
k =kAe
nk log nk. (25)
This shows that
nk > C3
m
log m
for m > C1. (26)
In order to finish the proof, we use divisibility arguments to conclude that
nk is bounded above by a polynomial in log m.
We start with an upper bound on n1. Choose q to be the smallest prime
larger than s. Employing Lemma 4 we obtain
mq(um) < C4 log2 m for m > C5. (27)
By Lemma 1, we know that either n1 < q or
mq(n1!) >
n1
2q
. (28)
Since n1! | um, we get
mq(n1!) [ mq(um) < C4 log2 m for m > C5.
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Hence,
n1 < 2qC4 log2 m for m > C5. (29)
We may as well assume that C5 >max(e, C1) and that C4 > 1. Let C6=
max(C5, e2qC4). Inequality (29) then yields
n1 < log3 m for m > C6. (30)
We now distinguish three cases:
Case 1. (r, s) ] 1. Let p be a prime divisor of (r, s). We use induction
to show that nj < log j+2 m provided that m is large enough. The case j=1
is precisely formula (30). Assume that
ni < log i+2 m for i=1, ..., j, (31)
where 1 [ j < k. Since
: Cj
i=1
aini! : < kAnj! < kAnnjj ,
it follows that
mp 1 Cj
i=1
aini!2 < nj log nj+log(kA)log p =C7 log j+2 m log log m+C8, (32)
where C7=(j+2)/log p and C8=log(kA)/log p. Let C9=C7+C8 and
assume that m > ee. From inequality (32), we obtain
mp 1 Cj
i=1
aini!2 < C9 log j+2 m log log m. (33)
By Lemma 5, we know that
mp(um) \
m−1
2
. (34)
If
m−1
2
[ C9 log j+2 m log log m < C9 logk+2 m log log m,
then m < C10 and Theorem 1 is proved. Thus, assume that
m−1
2
> C9 log j+2 m log log m
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so that
mp(um) > mp 1 Cj
i=1
aini!2 .
Since
nj+1! | um−1 Cj
i=1
aini!2 ,
it follows that
mp(nj+1!) [ mp 1 Cj
i=1
aini!2 < C9 log j+2 m log log m. (35)
By Lemma 1, it follows that
nj+1 < 2pC9 log j+2 m log log m. (36)
Choosing now
C11=max(C6, (4pC9)4pC9),
yields
nj+1 < log j+3 m for m > C11. (37)
The induction is therefore complete and Theorem 1 follows by comparing
the upper bound on nk given by formula (37) with the lower bound on nk
given by formula (26).
Case 2. s ] 1. From the arguments employed at Case 1, it follows that
we may assume that r and s are coprime. Since s ] 1, it follows that one of
the numbers a or b is not a unit. Assume, for example, that a is not a unit
and let p be a prime ideal dividing [a]. Let p be the norm of p in K=Q(a).
We show by induction that nj < log3j m for m enough large. The case j=1
is guaranteed by formula (30). Assume that
ni < log3i m for i=1, ..., j, (38)
for some 1 [ j < k.
Assume that um is given by formula (3). Let
Nj=C
j
i=1
aini!. (39)
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Clearly,
|Nj | < kAn
nj
j ,
therefore
log |Nj | < nj log nj+log kA < 3j log3j m log log m+log kA
< C12 log3j m log log m, (40)
where C12=2·max(3k, log(kA)). We assume again that m > ee. Rewrite
Eq. (8) as
aam+bbm−Nj= C
k
i=j+1
aini!. (41)
Notice that although a and b are not necessarily algebraic integers, p does
not divide the denominator of either a or b. Indeed, this follows because
(a−b) a and (a−b) b are algebraic integers and p does not divide (a−b).
Hence,
mp(aam) \ m. (42)
Employing Theorem Y, we obtain
mp(bbm−Nj) < C13 log2 m log |Nj |. (43)
From inequalities (40) and (43), we find that
mp(bbm−Nj) < C14 log3j+2 m log log m, (44)
where C14=C12 ·C13. If
m [ C14 log3j+2 m log log m < C14 log3k+2 m log log m,
then m < C15 and Theorem 1 is proved. Thus, assume that
m > C14 log3j+2 m log log m. (45)
From inequalities (42), (44), and (45), we get that
mp(aam) > mp(bbm−Nj). (46)
The relation
nj+1! | um−Nj
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yields that
mp(nj+1!) [ mp(bbm−Nj) < C14 log3j+2 log log m. (47)
Since mp(nj+1!) [ mp(nj+1!), it follows, by inequality (47) and Lemma 1, that
nj+1 < 2pC14 log3j+2 m log log m. (48)
If one sets
C16=max(C6, (4pC14)4pC14),
it follows, by inequality (48), that
nj+1 < log3(j+1) m for m > C16. (49)
The induction is therefore complete and Theorem 1 follows by comparing
the upper bound on nk given by formula (49) with the lower bound on nk
given by formula (26).
Case 3. s=±1. By working separately with each one of the two binary
recurrence sequences (u2m)m \ 0 and (u2m+1)m \ 0, we may assume that s=1.
Hence, b=a−1. Assume that um is given by formula (3) and let p be any
prime number which does not divide the numerator of the rational number
NK(ab), where K=Q(a). We show by induction that nj < log3j m for m
enough large. The case j=1 is just inequality (30). Assume that
ni < log3i m for i=1, ..., j, (50)
for some 1 [ j < k. Let
Nj=C
j
i=1
aini!. (51)
We investigate again the expression um−Nj. Notice that
um−Nj=aam+bbm−Nj=abm 1a2m−Nja am+ba2=abm(am−z1)(am−z2),
(52)
where z1 and z2 are the roots of the equation
z2−
Nj
a
z+
b
a
. (53)
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Let p be any prime ideal lying above p in K1=Q(a, z1). By employing
again Theorem Y, we obtain that
mp(am−zi) < C17 log2 m logNj, for i=1, 2. (54)
Hence,
mp(um−Nj)=mp(am−z1)+mp(bm−z2) < 2C17 log2 m logNj. (55)
Using inequality (40), yields
mp(um−Nj) < C18 log3j+2 m log log m, (56)
where C18=2C12C17. Arguments similar to the ones employed previously
lead to the conclusion that
nj+1 < 2pC18 log3j+2 m log log m. (57)
Choosing
C19=max(C6, (4pC18)4pC18),
it follows that
nj+1 < log3(j+1) m for m > C19. (58)
The induction is again complete and the conclusion of Theorem 1 follows
again by comparing the upper bound on nk given by formula (58) with the
lower bound on nk given by formula (26).
Theorem 1 is therefore completely proved.
Remark 1. The assertion of Theorem 1 remains also valid when (un)n \ 0
is an unbounded binary recurrence whose characteristic equation has a
double root r with |r| > 1. Indeed, for such sequences one may just apply
the arguments employed at Case 1 of the proof of Theorem 1. In particu-
lar, Theorem 1 applies to unbounded geometrical progressions as well.
Remark 2. The proof of Theorem 1 cannot be obviously extended to
the case when k is no longer bounded. However, the arguments employed
at the proof of Theorem 1 show that if um can be written as a sum of k fac-
torials with some bounded coefficients for m large enough, then k±
log m/log log m where here the symbol ± depends on the initial data
(that is, on the sequence (un)n \ 0 and A).
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The Proof of Theorem 2
We begin with a couple of well known facts.
Lemma 6.
(1) 2n! < 1n
2
2n for all n \ 9. (59)
(2) n! < 1n
2
2n for all n \ 6. (60)
Proof. By Stirling’s formula, we know that
2n! < 2 1n
e
2n e1/(6n)`2pn for all n \ 1. (61)
One can now check that the function appearing in the right side of (61) is
smaller than the function appearing in the right side of (59) for n \ 9.
We also recall the following well known facts concerning the Fibonacci
and the Lucas numbers.
Lemma 7. (1) If 2 s | Fn for some s \ 3, then 3 · 2 s−2 | n.
(2) If 3 t | Fn for some t \ 1, then 4 · 3 t−1 | n.
(3) If Fn — ±1 (mod 2s) for some s\ 3, then n— ±1, ±2 (mod 3·2s−1).
Proof. This is well known. See, for example, [3, 7].
Lemma 8.
(1) Fn > 2n/2 for all n \ 10. (62)
(2) Ln < 2an for all n \ 1, (63)
where a=(1+`5)/2 is the golden section.
Proof. This follows easily by induction.
Recall that a primitive divisor of Fn is a prime divisor P of Fn such that
P hFm for any non-zero m < n.
Lemma 9. Fn has a primitive divisor for n > 12.
Proof. See [4] for a more general result.
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The Proof of Theorem 2: The Fibonacci Sequence
Write
Fm=±n1!+n2! for some n1 [ n2. (64)
If n1=n2, then we either get Fm=0 or Fm=2n1!. The first equation forces
m=0 while the only solution of the second equation is F2=2·1! (see [9]).
From now on, assume that n1 < n2. We show that m [ 12. Assume that
this is not the case. We first show that n1 cannot be too large.
Step 1. n1 [ 16.
Assume that n1 \ 17. In this case,
n1 > 2 log2(n1+1)+4 (65)
and
n1 > 2 log3(n1+1)+4. (66)
Let s=m2(n1!) and t=m3(n1!). By Lemma 1 and inequalities (65) and (66),
we obtain
s \ log2(n1+1)+2 > 4 (67)
and
t \ 2. (67Œ)
By Lemma 7, we find that 2 s−2 · 3 t−1 | m. Hence, by Lemma 8, we get
Fm \ F2s−23t−1 > 22
s−33t−1,
or
log Fm > 2 s−33 t−1 log 2. (68)
Since n2 > n1 \ 17, it follows, by Lemma 6, that
Fm=±n1!+n2! < 2n2! < 1n22 2n2,
or
log Fm < n2 log 1n22 2 . (69)
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By Lemma 1, we know that
s \ n1− log2(n1+1)
and
t \ n1/2− log3(n1+1).
Combining these inequalities with (68) and (69), we get
n2 log 1n22 2 > 2n1 −3− log2(n1+1) · 3n1/2− log3(n1+1)−1 log 2,
or
n2 log 1n22 2 > (2`3)
n1 log 2
24(n1+1)2
. (70)
Let now k be the first integer such that k > log2(n1+1). Certainly,
k [ log2(n1+1)+1 < n− log2(n1+1)−3 [ s−3.
In particular,
2k | 2 s−3 | m.
Since 2k > n1+1 > 12, it follows that
F2k=F2k−1L2k−1
has a primitive divisor P. It is well known that P \ 2k−1 > n1. In particu-
lar, P h n1!. Since P | F2k | Fm, we obtain P h n2!. Hence, P > n2.
However, since P | L2k−1, it follows that
P [ L2k−1 [ Ln1+1
(notice that 2k−1 [ n1+1 from the definition of k). Hence, we get
n2 < Ln1+1 < 2a
n1+1. (71)
Combining inequalities (70) and (71), we get
2an1+1(n1+1) log a >
(2`3)n1 log 2
24(n1+1)2
,
BINARY RECURRENCE SEQUENCES 101
or
48a(n1+1)3 log2 a > 12`3
a
2n1. (72)
Inequality (72) forces n1 < 17, which is the desired contradiction.
Step 2. If m ] 12, then n1 [ 2. We continue the previous argument.
Assume first that n1 \ 11. Since
s=m2(n1!) \ m2(11!)=8
and
t=m3(n1!) \ m3(11!)=4,
it follows that 26 · 33 divides m. Since 17 | F18, it follows that 17 | Fm. Since
n1 < 17, it follows that n2 < 17. Hence,
±n1!+n2! < 2 · 16!.
The contradiction comes from the fact that
Fm \ F26 · 33 > 2 ·16!.
Assume now that n1 ¥ {5, 6, ..., 10}. Since
s=m2(n1!) \ m2(5!)=3
and
t=m3(n1!) \ m3(5!)=1,
it follows that 4 · 3 | m. Moreover, since 5 | (±n1!+n2!), it follows that
5 | Fm; hence 5 | m. In conclusion, 60 | m. Since 11 | F10 | Fm but n1 < 11, we
get n2 < 11. Hence,
±n1!+n2! < 2 · 10!.
The contradiction comes from the fact that
Fm \ F60 > 2 ·10!.
Assume now that n1=4. In this case 4!=24 | Fm. We conclude that 12 | m.
In particular, 16 | Fm. Since 16 | 6! but 16 h 4!, then n2 < 6. Hence, n2=5 and
one obtains the solution F12=5!+4! (notice that 5!−4! does not belong to
the Fibonacci sequence).
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Assume now that n1=3. We show that n2 [ 5. Indeed, assume that
n2 \ 6. In this case, 16 | n2!. Thus
Fm — ±6 (mod 16). (73)
The sequence (Fn)n \ 0 is periodic modulo 16 with period 24. One may list
the first 24 members of the Fibonacci sequence modulo 16 and convince
oneself that congruence (73) is impossible. One can now check that n2!±6
is never a member of the Fibonacci sequence for n2 ¥ {4, 5}.
We now treat the case n1=1 and we shall come back to the case n1=2
later. We show that n2 [ 7. Indeed, assume that n2 \ 8. Let
k=m2(n2!) \ n2− log2(n2+1). (74)
On the one hand, since n2 \ 8, it follows that k=m2(n2!) \ m2(8!) \ 7. On
the other hand, since
n2− log2(n2+1) >
n2
2
for n2 \ 8,
it follows that n2 < 2k. Hence, n2 [ 2k−1. Now,
Fm — ±1 (mod 2k).
By Lemma 7, we have that
m — ±1, ±2 (mod 3 · 2k−1).
The cases m=1, 2 give Fm=1=2!−1!. From now on, we assume that
m \ 3 · 2k−1−2. By Lemma 8, it follows that
Fm \ 2m/2 \ 2 (3 · 2
k−2−1),
or
log Fm \ (3 · 2k−2−1) log 2. (75)
However,
Fm=±n1!+n2! [ 2+n2! [ 2+(2k−1)! < (2k)! < k2k,
where the last inequality follows from Lemma 6. Hence,
log Fm < 2k log k. (76)
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Combining inequalities (75) and (76), we get that
(3 · 2k−2−1) log 2 < 2k log k,
which is impossible for k \ 7. Hence, n2 [ 7.
Finally, assume that n1=2. We show that n2 [ 7 in this case as well.
Indeed, assume that n2 \ 8. Since the congruence
Fm — −2 (mod 25)
is impossible, we find that Fm=2+n2!. Since 2 | Fm but 4 hFm, we also
obtain m=3m1, where m1 is odd. Reducing Eq. (64) modulo 9, it follows
that m — ±3 (mod 72). Hence, m1 — ±1 (mod 3 · 23). Let again k be
m2(n2!). Certainly, k \ 7. Now
Fm — 2 (mod 2k),
so that
2 — Fm — F3m1 — Fm1 (5F
2
m1 −3) (mod 2
k)
or
(Fm1 −1)(5F
2
m1+5Fm1+2) — 0 (mod 2
k).
Also m1 — ±1 (mod 3 · 23), so that Fm1 — 1 (mod 2
4). One can now check
that in this case
4 || (5F2m1+5Fm1+2).
Hence, Fm1 — 1 (mod 2
k−2), which yields m1 — ±1 (mod 3 · 2k−3). We may
certainly assume that m1 ] 1, otherwise m=3 and Fm=2=1!+1! is a case
already treated. We now have that
m=3m1 \ 3(3 · 2k−3−1)=9·2k−3−3.
We now employ an argument similar to the one used for n1=1, to
conclude that
(9 · 2k−4−1.5) log 2 < 2k log k,
which is impossible for k \ 7. Hence, n2 [ 7 is this case too. One may now
check all the values of n2!±n1! for n2 [ 7 and n1 [ 2 and conclude that
indeed the largest solution of Eq. (9) is the one claimed by Theorem 2.
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Let
Lm=±n1!+n2! (77)
for some n1 [ n2. If n1=n2, we get either Lm=0 or Lm=2n1!. The first
equation has no solutions. The only solutions of the second equation (see
[9]) are L0=2·1! and L3=2·2!.
From now on, we assume that n1 < n2.
We follow the same procedure as the one used to deal with the Fibonacci
sequence.
Step 1. If m ] 6, then n1 [ 2.
First notice that n1 [ 3. Indeed, if n1 \ 4, then 8 | Lm. The sequence
(Ln)n \ 0 is periodic modulo 8 with period 12. By listing the first 12 members
of the Lucas sequence one notices that none of them is a multiple of 8.
Hence, n1 [ 3.
Assume that n1=3. We show that n2 [ 5. Indeed, assume that n2 \ 6.
Equation (77) now implies that
Lm — ±6 (mod 16). (78)
The period of (Ln)n \ 0 modulo 16 is 24. One may now list the first 24
members of (Ln)n \ 0 and convince oneself that congruence (78) is impos-
sible. So, n2 [ 5. One can now check that the only solution of Eq. (77) with
n1=3 and n2={4, 5} is L6=4!−3!.
Assume now that n1 ¥ {1, 2}. We show that n2 [ 16. Indeed, assume that
n2 \ 16 and let k=m2(n2!). Then, k \ m2(16!)=15. Since Lm — ±1, ±2
(mod n2!) and
L2m−5F
2
m=±4,
then either
5F2m — −3, 5 (mod 2n2!), (79)
or
5F2m — 0, 8 (mod 4n2!). (80)
The congruence
5F2m — −3 (mod 2n2!)
BINARY RECURRENCE SEQUENCES 105
is impossible modulo 7 because (−15 | 7)=(−1 | 7)=−1. Here, we used
(a | p) for the Legendre symbol of a with respect to p. The other con-
gruence (79) yields Fm — ±1 (mod 2k), therefore m — ±1, ±2 (mod 3 ·2k−1).
The congruence 5F2m — 8 (mod 4n2!) is certainly impossible modulo 16. The
other congruence (80) implies that Fm — 0 (mod 2 Nk/2M+1). In this case,
3 · 2 Nk/2M | m. We conclude that
m \min(3 · 2k−1−2, 3 · 2 Nk/2M).
Arguments similar to the ones employed previously lead to
min(3 · 2k−2−1, 3 · 2 Nk/2M−1) log 2 < 2k log k,
which is impossible for k \ 15. Hence, n2 [ 16. One may now list all the
values of ±n1!+n2! for n1 [ 2 and n2 [ 11 and convince oneself that the
largest solution of Eq. (11) is indeed the one claimed by Theorem 2.
Theorem 2 is therefore completely proved.
Remark 3. The arguments used to prove Theorem 2 can be used to
solve Eq. (8) when k [ 2 and (un)n \ 0 is any Lucas sequence with real roots
a and b. Indeed, in order to get a bound on n1, it suffices to choose
p1, p2, ..., pt to be the first t primes such that
p1/(p1 −1)1 · · · · · p
1/(pt −1)
t >max(|a|, |b|). (81)
Inequality (81) is equivalent to
C
t
i=1
log pi
pi−1
> log (max(|a|, |b|)). (82)
Such a t always exists because the sum appearing on the left hand side of
formula (82) goes to infinity with t.
Once n1 is bounded, one can work with the residues of (un)n \ 0 modulo
powers of some prime p. In practice, one may choose p=2 as the beha-
viour of most non-degenerate binary recurrence sequences is pretty well
understood (see [3, 7]).
Open Problems
Problem 1. Let (un)n \ 0 be any non-degenerate binary recurrence
sequence and let A be any fixed positive constant. Prove that Eq. (8) has
only finitely many solutions m if the numbers ni are required to be distinct.
A much easier problem is:
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Problem 2. Let (Fn)n \ 0. Find all solutions of the equation
Fm=n!+(n+1)!+· · ·+(n+k)! (83)
either for a given n, or for all n, both cases with k varying. The former is of
specific interest while the latter involves varying n and k and comprises a
more general problem.
Note. We mention that recently Mark Bollman has made some
progress on Problem 2 above.
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