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ABSTRACT
Experimental Study of Rocking Motion of Rigid Bodies on Deformable Medium
via Monocular Videogrammetry
Raphael Judah Yakir Greenbaum
The study of rigid body rocking is applicable to a wide variety of structural and non-structural
elements. The current applications range from bridge pier and shallow footing design to hospi-
tal and industrial equipment, even art preservation. Despite the increasing number of theoretical
and simulation studies of rocking motion, few experimental studies exist. Of those that have been
published, most are focused on a constrained version of the complete problem introducing modi-
fications to the physical problem with the purpose of eliminating either sliding, uplift or the three
dimensional response of the body. However, all of these phenomena may affect the response of an
unrestrained rocking body. Furthermore, the majority of the experimental studies that have been
published have used methods that are ill-suited to comprehensive three dimensional experimental
analysis of the problem.
The intent of this work is two-fold. First, to present a computer vision method that allows
for the experimental measurement of the rigid body translation and rotation time histories in three
dimensions. Experimental results obtained with this method will be presented to demonstrate that
it obtains greater than 97% accuracy when compared against National Institute of Standards and
Technology traceable displacement sensors. The experimental results highlight important phe-
nomena predicted in some state-of-the-art models for 3D rocking behavior. Second, to present
experimental evidence of the importance of characterizing the support medium as deformable in-
stead of the commonly assumed rigid model. It will be shown in this work that this assumption of a
rigid support may in some cases lead to non-conservative analysis that is unable to predict rocking
motion and, in some cases, even failure.
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1.1 Review of Existing Research
Rocking dominates the response of several structural and non-structural elements when subjected
to ground motions. While there have been increasingly many analytical and numerical efforts
to model the response of non-structural rocking bodies, few experimental studies exist. This is
partially because the measurement of the rocking motion of rigid blocks is a topic that poses
challenges to conventional sensing methods.
One of the early modern experimental studies of rocking was performed by Priestley et al. [58]
which included free vibration tests as well as shake table experiments. All measurements in the
study were taken with accelerometers placed on the rocking body. Despite their relatively simple
adaptation to these experiments, accelerometers are not an ideal measurement device for rocking
motion. Their data is often complicated to analyze due to the block impacts, as will be discussed
shortly. They are also unable to capture drifts and rigid body motions associated with zero or
low frequencies [64], which are essential to the study of rocking. Notwithstanding these issues,
a significant impact of this study is its conclusion that the coefficient of restitution of the inverted
pendulum model (IPM) does not match experimental data. A few other studies also rely entirely
on acceleration measurements. Hinzen [32] performed free vibration tests on a laboratory sliding
1
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table in which he measured two dimensional (2D) rocking accelerations. Baratta et al. [8] studied
the rocking of a hollow aluminum block on a shake table. A single uni-axial accelerometer on the
top of the block to measure the semi-rigid body motions was used. An important contribution of
this paper is the realization that filtering the acceleration data to remove high frequency noise also
affects the data from the impact of the body with the support medium. Tobita and Sawada [68] used
uni-axial accelerometers and a camera to measure planar rocking and twist about the vertical axis
of rigid bodies. However, no measurements taken with the camera are included in the published
article.
Some published studies also included displacement sensors in addition to accelerometers.
Aslam et al. [5, 6] performed rocking experiments on the University of California’s Richmond
Field Station shake table involving 2D rocking. The base was designed to have sufficient fric-
tion to prevent sliding of the body. The displacement of the top of the block was measured with
two potentiometers and used to estimate the angle of planar rotation about the transverse axis.
The table acceleration was measured with an accelerometer. Similar to Priestley et al. [58], this
study also brought to question the validity of the coefficient of restitution of the IPM. Kafle et al.
[39] performed shake table experiments with rigid frames that rested on little adjustable feet. The
study included uni-axial accelerometer measurements as well as one dimensional (1D) displace-
ment measurements of the top of the block. Cheng [16] performed free vibration rocking tests of
rigid bodies tied to the test foundation plate to simulate bridge pier rocking. In this study, 1D body
rotations were determined using two parallel displacement transducers. Body accelerations were
also measured. Mouzakis et al. [53] studied multi-body block rocking of a model of a classical
Greek stone column using accelerometers on each drum and displacement transducers on the col-
umn capital. The body rotations were not measured. Additionally, the authors concluded that their
acceleration measurements did not accurately portray the body motions due to the gravitational
component of the acceleration measurements. Also, this study attempted to use a stereoscopic
photogrammetric method, however, the results were not included in the publication due to the al-
gorithm’s unsatisfactory accuracy, as noted by the authors. Finally, Drosos and Anastasopoulos
[22] performed a similar study of multi-drum columns in which every drum was instrumented with
2
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a uni-axial accelerometer, aligned with the axis of excitation, and two wire displacement transduc-
ers to measure the drum displacement along the axis of excitation and rotations about the transverse
axis. The study also included a planar photographic correlation technique to measure the initial
and final displacement of the drums. These experimental configurations are a slight improvement
over the previously mention studies as they compensated for the issues mentioned above. How-
ever, the data recovered from the experiments measured at most 2D rocking of an admittedly three
dimensional (3D) problem [14, 19]. In some situations, this was justified by physical constraints
on the motion of the rocking body, in others, the non-planar components of the motion were simply
ignored.
Some experimental studies do not even include experimental measurements of the response
motion. For example, Anooshehpoor et al. [3] performed rocking experiments on rocks in their
natural environment and on a laboratory shake table. However, the study only included the binary
topple/not topple data and the force required to topple the rocks. No characterization of the body
motion was included.
On the other hand, a few studies utilized creative experimental techniques to measure the more
elusive elements of the response mechanics. Lipscombe and Pellegrino [43] performed free block
rocking experiments on a series of steel blocks with a novel method based on light sensitive wires
on the block. They found that the blocks experienced significant uplift, i.e. completed detachment
from the ground, a phenomenon often neglected in rocking models. Taniguchi [65] used a rigid belt
connected to the rocking block on one end and to a small displacement transducer target block on
the other. This allowed for the measure of the slip of the rocking block. A uni-axial accelerometer
was also used to measure the block rotations. Peña et al. [56] measured the rigid body rocking of
stone blocks on a shake table, with earthquake and random input, as well as free vibration studies.
In this study, two light emitting diodes (LEDs) were used to measure the 2D rotations of the blocks
via their angle of reflection. Wolf and Kurama [72] marked white lines on black board firmly
attached to the rocking block and used two flat bed scanners mounted parallel to the desired plane
of rocking. This allowed them to record the two locations where the white line intersected with the
two scanners to calculate the planar rotation angle. These last two methods have the advantage of
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being non-contact measurement techniques.
A few researchers have utilized fully 3D videogrammetric methods to measure dynamic motion
of bodies in large and small scale laboratory experiments. Doerr et al. [20, 21] have developed a
method that uses multiple cameras to record 3D body displacements and rotations. Similarly,
Fujita et al. [27] used a multi-camera approach to measure the motion of various 3D shake table
experiments which included nine cameras. However, these methods rely on multiple camera with
different views of the subject. This adds significant cost to the experimental setup, complicates the
image acquisition process, and may result in poor performance if the cameras views are inadequate
[21].
In summary, previous rocking motion experiments were often constrained to prevent sliding
and uplift, two phenomena that have been shown to significantly affect the response of rocking
bodies [14, 36, 43], and were limited to planar rocking. This is partially due to the limitations
imposed by traditional measurement devices. Additionally, the published research relies on sub-
optimal data sources and data collection. Even studies which utilized photographic methods, a
technology that has much promise for this field of research, often assume purely planar motion and
neglect lens distortion, a phenomenon which, in the preparation of this work, was found to cause
perceptible error. Nonetheless, other fields have successfully adopted accurate videogrammetric
methods for experimental research [71]. However, these methods are limited to 2D measurements
and are known to fail when rigid body motion occurs [55]. A handful of studies have successfully
implemented 3D videogrammetric methods.
Furthermore, the majority of the analytical studies and experimental work in the field, from the
seminal work of Housner [35] up to the most recent works, have focused on the rocking of rigid
blocks on a rigid support medium. A few studies, notably those of Chatzis and Smyth [13], Koh
et al. [41], Yuan [74], consider deformable foundations. However, these are clearly the minority.
The experimental research on deformable support media is almost non-existent.
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1.2 Scope of Present Work
The research contained in this work was pursued on the heels of the analytical work performed
by Chatzis and Smyth [13] in the Department of Civil Engineering and Engineering Mechanics at
Columbia University with the intent to experimentally assess the validity of the existing analytical
models of rocking motion while simultaneously addressing the two issues mentioned above; the
sub-optimal experimental measurement techniques for measuring rocking motion and the lack of
experimental research in the rocking response of rigid bodies on deformable foundations. Addi-
tionally, this work will focus on three dimensional (3D) motion of rocking bodies, another area that
is neglected in the research. Furthermore, it is intended that this research will ease the experimental
design and setup for future researchers to do the same.
In the pursuit of these goals, Chapter 2 will begin with a quick review of some salient points
from analytical studies of rocking motion.
Chapter 3 will present a novel 3D videogrammetric algorithm. It will be developed in full from
basic principles to algorithmic steps.
Next, numerous experimental examples will be presented to with the primary goal of demon-
strating the accuracy of the method in Chapter 4.
The following chapter, Chapter 5, will shift the focus of this work from the experimental
method to the importance of the characterization of the support medium. It will begin the dis-
cussion with the experimental process of and important considerations in generating input time
histories for the shake table to test the existing analytical research in block rocking.
Chapter 6 will present the experiments performed to test the existing analytical research in
block rocking and discuss their results.
Finally, this work will conclude by summarizing its significant contributions and outlining the
course of future research in Chapter 7.
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Chapter 2
Review of the Theory of Block Rocking
Motion
2.1 Introduction
Despite the apparent simplicity of the problem, the analytical study of rocking motion is a chal-
lenging field involving non-linear dynamics and complex mechanics. As such, a full review of the
subject is beyond the scope of this document. Nonetheless, this chapter will attempt to present a
brief summary of analytical conclusions regarding the motion of non-structural rigid bodies due to
ground motions that are important for this work.
2.2 Rocking Motion of a Rigid Body on a Rigid Foundation
The majority of analytical studies of rocking motion have focused on the problem of a rigid body
on a rigid support medium. For simplicity, the body is usually assumed to be a 2D rectangular
block of height H and width B, with radial measure R =
√
(H/2)2 + (B/2)2, and characteristic
angle α = atan (B/H). The behavior of the body may be described by five general modes of
response to the ground acceleration; rest, slide, rock, slide-rock and free flight [60].
6
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2.2.1 Rest Response
The rest response of a rigid block is characterized by the absence of a response motion. Consider
a block of mass m with a horizontal force F applied to its center of mass when at rest, as shown in
Figure 2.1. The vertical and horizontal force equilibrium of the body require:
Fv = mg (2.1a)
Fh = F (2.1b)
where Fv is the vertical reaction, Fh is the horizontal reaction, and g is the gravitational constant.





where λ is the horizontal distance of the vertical reaction from the centroid. In the rigid support
medium model, the support cannot provide tensile stresses in the vertical direction, therefore the
maximum moment occurs when λ is at its maximum value of λ = B/2. Applying this condition to
Equation 2.2 gives the critical applied force required to initiate rocking motion. Therefore, if the





the body will remain at rest. In the case of ground accelerations, the applied force is F = mag,








In the preceding analysis, it was assumed that there is sufficient friction to prevent the block from
sliding. Assuming a Coulomb description of the frictional force, and assuming that the static and
dynamic coefficients of friction are equal (µ = µs = µk), this amounts to limiting the applied force
according to F ≤ mgµ, where µ is the coefficient of friction. If, however, there is insufficient
frictional force to hold the block in place, i.e. F > mgµ, the block will enter into a slide response,
7









Figure 2.1: Schematic drawing of a rectangular block at rest or sliding on a rigid surface.
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which is characterized by pure horizontal motion. Thus, the well known condition for the initiation





Considering the effect of friction further, if the block is in static equilibrium, vertical and hori-
zontal equilibrium require that:
Fv = mg (2.6a)
Fh = µmg (2.6b)





The constraint λ ≤ B/2 leads to the condition for a body in a zero acceleration mode (rest or





It should be noted that this condition is independent of the applied force or the horizontal ground
acceleration. Furthermore, this condition can be derived even if the body has a non-zero horizontal
acceleration by considering the dynamic equilibrium about the center of mass of the body.
In summary, for a body which is initially at rest on a surface with µ ≤ B/H, the magnitude
of the input force or ground acceleration only determines whether the body will remain in rest
mode (ag/g ≤ µ) or slide (ag/g > µ). On the other hand, if the body is initially at rest on a
surface with µ > B/H, the block will enter a rocking motion only if ag/g > B/H. Thus, it is
the relative magnitude of the coefficient of friction and the characteristic angle of the block that
determines whether the body will enter into a rocking motion. In other words, the IPM as described
in [35, 36, 57, 60, 75] would prescribe that a body initially at rest would not experience any rocking
if µ < B/H.
9







Figure 2.2: Schematic drawing of a rectangular block rocking on a rigid surface.
10
CHAPTER 2. REVIEW OF THE THEORY OF BLOCK ROCKING MOTION
2.2.3 Rock Response
As explained in the previous section, rocking will occur only if the two conditions, µ > B/H and
ag/g > B/H, are satisfied. Additionally, for a pure rocking motion, the block should not slide,
which produces a third constraint: ag/g < µ.
In his seminal paper, Housner [35] modeled the rocking motion of a 2D rigid block as an
inverted pendulum which oscillates about its two lower corners, O and O′, as shown in Figure
2.2. He described the problem with the general dynamic equation given in Equation 2.9 (without
a forcing function) and subsequently with linearized forms for free vibrations, constant ground




= −WRsin (α − θ) (2.9)
where W is the weight of the block and I0 is the moment of inertia of the block about the corner O.
Housner also included in his model a ‘coefficient of restitution’ to model the kinetic energy














where θ1 is the angle before impact, and θ2 is the angle after impact.
Subsequent analytical studies, for example [36, 60], have improved the formulation of the block
dynamics and the energy loss during impact. Additionally, some studies [5, 6, 58] have found that
the coefficient of restitution of Equation 2.10 does not match experimental observations.
2.2.4 Slide-Rock Response
Building from the discussion of Section 2.2.2, a block would enter a slide-rock response only if
three conditions are satisfied; the ground acceleration is sufficient to overcome friction (ag/g > µ),
the ground acceleration is sufficient to initiate rocking (ag/g > B/H), and there is sufficient friction
for the block to rock (µ > B/H). However, the first and third conditions imply the second. [57].
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The subsequent slide rock response is characterized by a rocking motion of the block in which the
block slides between rocking about the two corner points, as depicted in Figure 2.3.
The analysis of the motion of a rigid block in this response mode is more complex and is
beyond the scope of this document [60, 61].
2.2.5 Free Flight Response
If the block is not constrained to remain attached to the support medium, the dynamic vertical
equilibrium of a block is given by Equation 2.11.
mÿc = Fv − mg (2.11)
where yc is the vertical displacement of the block, ¨ represents the double time derivative, and Fv
is the vertical reaction, given by the normal force. In this model, a rocking block will enter a free
flight mode only if ‖ÿc‖ > g and ÿc < 0 [57].
A schematic of a rigid block in free flight is shown in Figure 2.4.
2.3 Rocking Motion of a Rigid Body on a Deformable Founda-
tion
The important conclusions mentioned in the above section are only correct if the foundation is
assumed to be undeformable. This is often not the case in rocking applications, however. For ex-
ample industrial equipment can be more rigid than the surface on which it rests. In these instances,
the rocking motion will be considerably different [14, 41, 74].
A direct consequence of a flexible foundation is in the importance of the rigid body support
scheme. In the previous section, it was assumed that the body could only rock on its two corners.
Therefore, it was inconsequential if the rigid body sat on discrete rigid legs or directly on the
foundation. However, with the introduction of a flexible foundation, the support scheme of the
body would significantly alter the response of the rigid body [14, 74]. One study has shown that
12














Figure 2.4: Schematic drawing of a rectangular block in a free-flight motion on a rigid surface.
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a body resting on short legs is less prone to overturning than a body that is in continuous contact
with the foundation, if the support medium is not extremely soft [14].
As mentioned above in Section 2.2.1, according to the rigid foundation model there is a mini-
mum ground acceleration required in order to initiate rocking motion. If the foundation is flexible,
however, a vibrational response will occur for any non-zero ground acceleration. In some cases
this may even result in rocking motion. In fact, a few analytical studies have shown that a block
may even rock and topple in instances where the ground acceleration is below the threshold of the
rigid foundation model given sufficient cycles of input [14, 74]. This observation has significant
practical implications to the design of rigid bodies on elastic media.
2.4 Three Dimensional Models of Rocking Motion
The majority of analytical studies of rocking motion have only involved planar models. A survey
of the literature suggests that there is only a handful of studies dedicated to 3D rocking motion.
Some of these studies were found to ignore crucial components of the rocking response, such as
impact, sliding and uplift [13]. Of the available analytical studies only the study by Chatzis and
Smyth [13] considers a flexible foundation. This is disappointing as it was found that modeling 3D
rocking with 2D models is non-conservative approach [14, 19].
2.5 Conclusion
This chapter quickly reviewed some important aspects of rocking motion that have been illumi-
nated through analytical studies. Particular attention was given to the initiation criteria of 2D
rocking motion under the IPM. This topic will be revisited with experimental research in Chapter
6. The chapter also includes a short discussion of 2D and 3D rocking, which will be revisited with
experimental research in Chapter 4.
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The purpose of this chapter is to present a truly 3D videogrammetric algorithm to measure rigid
body translation and rotation. The chapter will begin with rigid body dynamics and the pin hole
camera model. It will proceed to review in depth a state-of-the-art pose estimation algorithm.
Finally, a tracking algorithm suitable for laboratory experiments will be presented. Together, these
components may be used to capture measured rocking motion in 3D.
3.2 Pose Estimation
3.2.1 Observation of a body in Three Dimensions
Consider a free, rigid body B in space with a right-handed coordinate system fixed to the body
at a point b. Also consider an observer O in space at a distance from the body, with a right-
handed coordinate system fixed to the observer at a point o. The position of the origin of the body
coordinate system, point b, in the observer’s coordinate system is described by the column vector
Orb/o, whose coefficients are defined as:
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where rb/o is the Euclidean vector from o to b, Oei are the basis vectors of the system fixed to the
observer, and i = 1, 2, 3. Similarly, the position of the origin of the observer system, point o, in the






where ro/b is equal to rb/o, with opposite direction, Bei are the basis vectors of the system fixed to




Oe1 · Be1 Oe1 · Be2 Oe1 · Be3
Oe2 · Be1 Oe2 · Be2 Oe2 · Be3
Oe3 · Be1 Oe3 · Be2 Oe3 · Be3
 (3.3b)
ORB is the transformation instrument rotation matrix from the orientation of the system attached to
the body to the orientation of the system attached to the observer. This matrix must be orthonormal
to describe a unique rotation and prevent scaling of the vector it transforms. For ease of notation,
ORB will be denoted as R. Some authors prefer to use the inverse rotation matrix, Rt, where t
denotes the transpose, to describe the transformation from one system to the other. This alternate
formulation is termed a passive transformation as it rotates the basis vectors, as opposed to the
former, active, formulation which rotates the point itself.
Finally, consider any point p on body B. Its position from the origin of the body system, in
the system fixed to the body, is described by the column vector Brp/b, which is defined in a similar
manner to the two column vectors above. This point can also be described by a vector in the
observer’s coordinate system, from the origin of the observer system, by:
Orp/o = RBrp/b + Orb/o (3.4)
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3.2.2 Pose Estimation in Three Dimensions
Suppose one has a set of n non-collinear points pi, n ≥ 3, on body B with known positions in both
the body coordinate system and the observer coordinate system, i.e., Brpi/b and Orpi/o are known,
but the mapping between the two is unknown, i.e., R and Orb/o are unknown. This problem is
known as pose estimation or PnP, pose from n points.
There are numerous approaches to the closed form solution of the problem in the literature,
such as those given in [4, 34, 37]. However, this work will focus on the algorithm by Arun et al.
[4]. For ease of notation in this section, the vectors describing the coordinates of the points pi in
the body system, Brpi/b, will be denoted as xi, and the vectors describing the coordinates of the
points in the observer system, Orpi/o, will be denoted as yi.





‖Rxi + Orb/o − yi‖2, subject to RRt = I (3.5)
To find the solution, we first describe the points, pi, from their centroid in both the body system








And the vectors describing the points from their centroids are given by:
xi′ = xi − x̄
yi′ = yi − ȳ
(3.7)
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It has been shown [4] that the R∗ that minimizes the least squares error of Equation 3.5 is given
by:
R∗ = VUt (3.9)
where V and U are found through the singular value decomposition of M:
M = UΣVt (3.10)
It has also been shown [4, 38], however, that this may result in an improper rotation if det (R∗) <










Finally, the coordinate vector Orb/o that corresponds to the minimum least squares error in
Equation 3.5 is found by [4]:
Orb/o = ȳ − R∗x̄ (3.12)
3.2.3 Observation of a Body in a Two Dimensional Projection
The previous section considered an observer that measured the position of points on a free, rigid
body with the same dimensionality of the body. This section will increase the complexity of the
problem by considering an observer that measures the position of the points on the body with a
reduced dimensionality.
3.2.3.1 Homogeneous Coordinates
Before describing the reduced dimensionality model, it is convenient to first introduce the ho-
mogeneous coordinates notation [48]. In homogeneous coordinate notation, a position vector is
appended by 1. This is equivalent to positioning a vector in <m on the plane in <m+1 where the
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written in homogeneous coordinates as r̃ =
[
x y z 1
]t









. In this work,
homogenous coordinates will be designated by the ˜ symbol.
The first advantage of this notation is that the affine transformation in Equation 3.4 can be
rewritten as the matrix transformation:
Or̃p/o =
 R Orb/o0t 1
 Br̃p/b (3.13)
3.2.3.2 Pin-Hole Camera Model
Now, consider that the observer views the free, rigid body, B, through a simple projective trans-
formation in which all observed rays of light pass through a single point, called the center of
projection. For convenience, the center of projection is considered to be at the origin of the ob-
server coordinate system. This transformation is called a pin-hole camera model. Using similar
triangles, the depth scaling of this projective transformation is found to be the distance of the point
on the body from the observer along the projected axis, i.e. Orp/o3 . Therefore, using this model, the
















 R Orb/o0t 1
 Br̃p/b (3.14)
where the lower left index P of OP r̃
p/o
normalized denotes that the vector is in a projected space. Although









is a vector representation in homogeneous coordinates of the
projection of Orp/o onto the normalized image plane.
Equation 3.14 assumes the most simple pin-hole camera model. Usually, however, a lens is
inserted at the center of projection, which introduces another transformation, from the normalized
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image plane to the camera image plane. The lens adds the affect of scaling the projection by the











1 0 0 0
0 1 0 0
0 0 1 0

 R Orb/o0t 1
 Br̃p/b (3.15)
In the computer vision literature [48], Orp/o3 is usually denoted by λ and called the scaling
factor, OP r̃p/o is usually denoted as x̃ and called the unscaled image coordinates, the projection onto
the normalized image plane, OP r̃
p/o





 is denoted by K,
called the intrinsic parameter matrix, the vector Orb/o is denoted as t, called the translation vector,
1 0 0 0
0 1 0 0
0 0 1 0

 R Orb/o0t 1
 is simplified to [ R t ], called the extrinsic parameter matrix, and








Equations 3.15 and 3.16 assume the simplest transformation from the normalized image plane to
the camera image plane. Traditionally, however, the origin of the camera image plane is in the up-
per left corner of the projection, not along the axis of projection. Therefore, scalar offsets, denoted
o1 and o2, are required. Additionally, when dealing with digital cameras, there is a conversion
factor to pixels, the units of the camera image sensor. This is achieved through scaling coefficients,
denoted s1 and s2. Finally, if the elements of the camera image sensor are not rectilinear, a skew
parameter sθ is added to the intrinsic parameter matrix. Thus, the general form of the intrinsic
parameter matrix is [48]:
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K =

f · s1 f · sθ o1




Finally, the lens may distort the image. The effects of distortion are usually applied to the normal-
ized image plane before projecting onto the camera image plane. According to the Brown-Conrady
model, there are two additive components of distortion that need to be accounted for; radial distor-
tion and tangential distortion. The radial distortion is given by [12]:
∆r = k1r3 + k2r5 + k3r7 + . . . (3.18)
For which, ∆v1 =
v1
r ∆r and ∆v2 =
v2



















1 + P3r2 + P4r4 + . . .
] (3.19)
where r2 = v21 + v
2
2, v1 and v2 are the first and second components of the location of the point in the
normalized image plane. In most applications the linear tangential distortion model is sufficient
[26]. Assuming a fifth order radial model (two terms) and a linear tangential model, these equations
can be rewritten in matrix form as: vd1vd2
 =
 v2t 0t0t v1t











1 . . .
]t
is a polynomial of v1, and similarly for v2, the superscript d denotes
distorted coordinates on normalized image plane, and the matrices A1 and A2 are the coefficients
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of the distortion model, given by:
A1 =

0 1 3P1 k1 0 k2
0 2P2 0 0 0 0
P1 k1 0 2k2 0 0
0 0 0 0 0 0
0 k2 0 0 0 0




0 1 3P2 k1 0 k2
0 2P1 0 0 0 0
P2 k1 0 2k2 0 0
0 0 0 0 0 0
0 k2 0 0 0 0
0 0 0 0 0 0

(3.21)
Denoting Equation 3.20 as a function D (v), the projection of a world coordinate to an image









With this formulation, the process of undistorting image coordinates can easily be performed
using a non-linear root finding algorithm, such as fsolve in Matlab [66].
3.2.4 Two Dimension to Three Dimension Pose Estimation
Suppose one has a set of n non-collinear points pi, n ≥ 3 on the body B with known world coordi-





. This is a 2D to 3D pose estimation problem.
There are numerous published methods to solve the 2D to 3D pose estimation problem. Closed
form solutions are available if the problem has only 3 [30] or 4 points [33]. However, since the
algorithms are limited to few points, they are susceptible to noise and outliers [46]. Other methods
involve relaxing some of the constraints on the extrinsic parameter matrix, such as the POSIT
algorithm [18], which relaxes the ortho-normal constraint on R. Yet others, simplify the pin-hole
camera model, such as [1]. In this work, the focus will be on the Orthogonal Iterations Algorithm
[46] which is an iterative application of the algorithm described above in Section 3.2.2 to the 2D
to 3D problem. This method is considered to be accurate and robust in the presence of noise, with
minimal computational time [42].
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3.2.4.1 Orthogonal Iterations Algorithm
In the pin-hole camera model, all light rays pass through the center of projection. Therefore, a ray
of light that reflects from a point on the object to the normalized image plane also passes through
the center of projection. Thus, the three points, RX + t, ṽ, and o, all in the observer coordinate
system, are collinear. Alternatively, this can be phrased as the projection of the vector from o to
RX + t onto the vector from o to ṽ is equal to the vector from o to RX + t.
RX + t = projṽ (RX + t) (3.23)
Solving Equation 3.23, produces the object space collinearity equation:
RXi + t = Vi (RXi + t) (3.24)




Rearranging Equation 3.24, and posing it as a minimization of the least squares error gives the





‖ (I − Vi) (RXi + t) ‖2 (3.25)












V j − I
)
RX j (3.26)
This formulation effectively creates 3D coordinates yi (R) = Vi (RXi + t) that incorporate the
image data which are to be used together with the Xi for 3D-3D pose estimation. Therefore, R∗ can
be found using the algorithm described in Section 3.2.2 above. However, in the two dimensional
case, the matrix M =
∑n
i=1 yi′ (R∗) X′i
t (Equation 3.8) is dependent on R∗. Therefore, this algorithm
is implemented iteratively, as described in Algorithm 3.1.
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Algorithm 3.1 Orthogonal Iterations Algorithm




X′i = Xi − X̄
Vi = ṽi ṽi
t
ṽit ṽi
Require: initialize R0, t0
while error > tolerance do



















Calculate the optimal Rk using Equations 3.9 & 3.11
Calculate tk with Equation 3.26
Determine the current error using Equation 3.25
end while
3.2.4.2 Weak Perspective Model Initialization of Orthogonal Iterations Algorithm
As an iterative procedure, the Orthogonal Iterations Algorithm, requires initialization of the values
of R0 and t0 that are close to the optimal solution. Lu et al. [46] found that the weak perspective
model with the actual measured image coordinates provides the best initialization, providing that
the ratio of the size of the object in the direction of the optical axis to the distance to the lens is
greater than or equal to 3.5.
The weak perspective model can be described, in homogeneous coordinates, by a projective
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This approximation is valid when all the coordinates in the unprojected observer space are
close to the principle depth and the optical axis of the lens.





‖RXi + t − sx̃i‖2 (3.28)





t = s ¯̃x − RX̄
(3.29)
R is determined as above (Section 3.2.2), with sx̃ and X as the two sets of coordinates.
3.2.5 Post Processing
The results of the pose estimation process are the rotation matrix from the body coordinate system
to the camera observer coordinate system, R = ORB, and a translation vector from the origin of
the body system to the origin of the observer system, in the camera observer system t = Orb/o.
This is not an informative data set. The observer system, which is fixed to the camera, is unlikely
to be aligned with a physically meaningful coordinate system. Therefore, these results need to be
transformed.
To do so, a rotation matrix that maps from the camera observer coordinate system to a refer-










The rotation matrix form BRR, which transforms the basis vectors, is used in Equation 3.30a instead
of the inverse form RRB, which transforms the points, as explained above in Section 3.2.1, because
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this formulation is more common in the literature [13, 15].
3.2.6 Algorithm Analysis
Although a few studies have included error analysis of the Orthogonal Iterations Algorithm [46,
42], an additional study is presented here to demonstrate the effect of measurement error in the
world coordinates, X, and the scaled image coordinates, λx, on the absolute error of the translation
vector, t, and the rotation matrix, R. To perform the error analysis, real data from experiments
was used to determine the parameters of the intrinsic parameter matrix, K, the number of targets,
the target locations, and to generate uniform distributions for simulation of random poses. Thus,
the information shown here, despite its random generation, is representative of the experimental
situations considered in this study.
Random measurement error generated from a uniform distribution with mean radial error was
applied to the world coordinates, X, and to the scaled image coordinates, λx. Each target location
was corrupted with a unique error from this distribution for each simulation, which consisted of
1000 random poses, generated as described above. It is important to emphasize that the radial
measurement errors applied to the targets in the camera image plane were within ±2 pixels of
the selected mean error value for image tracking errors and within ±0.5 mm on the body for the
selected mean body measurement error. Thus, for every simulation with a mean radial error above
2 pixels in the image coordinates, or 0.5 mm in the world coordinates, it is guaranteed that none
of the targets locations are correct. This creates a slightly artificial simulation with increased error.
However, it highlights how the error propagates with increasing mean radial error, which may not
be apparent if the radial errors were generated with zero mean.
The results of two error analyses are presented. Figures 3.1 and 3.2 show the results of ap-
plying tracking measurement error to the scaled image coordinates, λx. In this analysis, the mean
radial error is in the range of (0, 20) pixels. Figures 3.3 and 3.4 show the results of applying mea-
surement error to the world coordinates, X. In this analysis, the mean radial error is in the range of
(0, 3.5) mm. These figures are plotted using the boxplot command in Matlab [66], which plots the
median value of each simulation as a bullseye, the full extent of the distribution with a narrow line,
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the extent of the data from the 25th percentile to the 75th percentile with a wide line, and the data
considered to be outliers as points. Each simulation of 1000 random poses for a given mean radial
error is plotted with its own boxplot. In these analyses, the axes are as defined in Section 4.2. For
increased clarity, the rotation error is shown as absolute error of Euler angles about the axes.
As can be seen from the figures, there is a clear positive correlation between the mean radial
error and the absolute errors of the translation vector components and the Euler rotation angles.
Additionally, the effect of error on the measurement of the six degrees of freedom of the simu-
lation is acceptable, with the exception of the effect of tracking measurement error in the image
coordinates on the displacement along the transverse axis. With respect to this degree of freedom,
small tracking errors induce large measurement errors. It is expected that this axis would be the
most sensitive to measurement error as it roughly corresponds to the depth of the image, which is
the most challenging component to determine from images.
Experimental experience, with the setup used in this study, has shown that typical errors are in
the range of (0, 5) pixels for the image coordinates and (0, 0.5) mm for the world coordinates. As
such, Figure 3.5 shows the results of a simulation with measurement and tracking errors randomly
generated in these ranges with zero mean. The resultant errors in pose are acceptable, with transla-
tional errors along the primary and vertical axes below 5 mm, and rotational errors below 0.04 rad.
The exception, however, is again the translational error along the transverse axis, whose median er-
ror is approximately 7 mm, but may be as large as 25 mm. It should be noted that an absolute error
of 25 mm, despite its large magnitude, is approximately equivalent to a relative error of 0.01, since
in this analysis the rocking body was placed at a distance in the range of (2342, 3216) mm away
from the camera along the axis of projection. However, these poses were generated randomly, such
that each pose is unrelated to any of the others, however, in a real experiment, each pose should be
related to the prior. The use of the prior pose as an initial guess to the current pose should reduce
the pose estimation error in this degree of freedom.
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Mean Radial Tracking Error (pixels)













(a) Error along the Primary Axis























Translation Error along the Vertical Axis
(b) Error along the Vertical Axis



















Translation Error along the Transverse Axis
(c) Error along the Transverse Axis
Figure 3.1: Simulation results of the effect of tracking error on the translation vector.
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Euler Rotation Angle Error about the Primary Axis
(a) Error about the Primary Axis























Euler Rotation Angle Error about the Vertical Axis
(b) Error about the Vertical Axis























Euler Rotation Angle Error about the Transverse Axis
(c) Error about the Transverse Axis
Figure 3.2: Simulation results of the effect of tracking error on the rotational component of pose.
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Translation Error along the Primary Axis
(a) Error along the Primary Axis




















Translation Error along the Vertical Axis
(b) Error along the Vertical Axis























Translation Error along the Transverse Axis
(c) Error along the Transverse Axis
Figure 3.3: Simulation results of the effect of measurement error on the translation vector.
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Euler Rotation Angle Error about the Primary Axis
(a) Error about the Primary Axis
























Euler Rotation Angle Error about the Vertical Axis
(b) Error about the Vertical Axis






















Euler Rotation Angle Error about the Transverse Axis
(c) Error about the Transverse Axis
Figure 3.4: Simulation results of the effect of measurement error on the rotational component of
pose.
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Euler Rotation Angle Error
(b) Rotational Errors
Figure 3.5: Simulation results of the effect of 5 pixel tracking error of the image coordinates and
0.5 mm measurement error of the world coordinates.
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3.3 Tracking
3.3.1 Algorithm Selection
Given a set of points on a body with known coordinates in a system that is fixed to the body, BXi,
the goal of target tracking for this application is to best determine the projection of the points,
λi
Oxi, on to a series of images obtained from a single camera, programmatically. Additionally,
there should be sufficient points to achieve the desired level of accuracy for the pose estimation.
These two properties of the problem, that the tracked points be associated with known physical
coordinates, and the multitude of points, restrict the applicability of many tracking algorithms.
The first constraint rules out many tracking and detection algorithms. For example, algorithms
based on blob detection or background subtraction [73], are not readily applicable because they
locate image regions, not points. The use of detection algorithms based on image registration are
also not readily useful. These algorithms operate by scanning a template image for salient feature
points and locating those points in other images. Once the features are located, the algorithm de-
termines their position relative to the reference [76]. However, the selection of the feature points is
based on image properties, which may not correlate well with physical properties. These methods
include KLT [7, 62], SIFT [45], SURF [10], and most corner detection algorithms, such as [31]
and [63].
Therefore, the approach taken here is to attach targets with desirable tracking features to the
body at BXi. While there are a few libraries of printable targets and their corresponding detection
algorithms available, which are used in augmented reality applications, such as ARTag [24] and
AprilTag [54], due to the second constraint and the optimal size of these targets, these libraries are
difficult to implement in this application.
In summary, these two constraints severely limit the applicability of available off-the-shelf
detection and tracking algorithms. Therefore, a simple color based tracker was developed for this
application. Patterns of square, solid color targets are attached to the body and each target is
tracked with its red-green-blue (RGB) color light intensities.
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3.3.2 Unsupervised Tracking
The RGB color light intensities of each target are assumed to be constant with some added white
noise to account for lighting conditions, angle of reflection, and camera sensor noise. Under these
assumptions, the RGB light intensities of each target may be modeled using the following formu-
lation:
Ii (k) =Ii (k − 1) + η (k − 1) (3.31a)
zi (k) =Ii (k) + ξ (k) (3.31b)
where Ii (k) is the column vector of the RGB color light intensities of a target i in pixel k, η (k) is the
column vector of the process white noise, zi (k) is the column vector of the measurements in pixel k,
and ξ (k) is column vector of the measurement white noise. Further assuming that the distribution
of the target color light intensity is Gaussian, the mean and variance of the process described by
Equation 3.31 may be estimated with the linear Kalman filter, as used in [29]. The advantage of the
Kalman filter over simpler mean and variance estimation methods is its resistance to outliers [70].
This provides a compact description of a template target with six values; the means and variances
of the RGB color light intensities. Using the Gaussian distribution description of the target light
intensities, each region of interest (ROI) is filtered for pixels whose color light intensities are within
a predefined range of the means. These pixels are then grouped into regions of connected pixels
whose means and variances are determined using the linear Kalman filter.
Now, consider a random variable, D, defined on the space Ω = (0,∞), which denotes the
distance between the distribution of a color component of an observed image region with the
distribution of the corresponding color component of a template region. For any positive real
number d, there exists the probability Pc {Dc ≥ d}, where c is the color component, which is the
probability that the distance between the two distributions is greater than the value d. Assuming
that the three color components are independent, the probability that the distance of all three color
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P {D ≥ d} = P {DR ≥ dR ∩ DG ≥ dG ∩ DB ≥ dB} (3.32a)
= PR {DR ≥ dR} PG {DG ≥ dG} PB {DB ≥ dB} (3.32b)
The measure used to determine the distance between two distributions is the Bhattacharyya
distance, which measures the overlap of two distributions on a scale of 0 to ∞, where a measure
of 0 indicates that the two distributions overlap entirely. The probability Pc {Dc ≥ dc} is deter-
mined using the Bhattacharyya coefficient, which maps the Bhattacharyya distance into the range
of [0, 1] [40]. For two normal distributions, p (x) and q (x), the simplest method to calculate the
Bhattacharyya distance and coefficient is given in Equations 3.33a and 3.33b.




















CBh (p, q) =e−DBh(p,q) (3.33b)
where σ denotes the standard deviation and µ denotes the mean. Substituting Equation 3.33b in
Equation 3.32, the probability that the distance between the distributions of the two regions is
greater than the Bhattacharyya distance is:




The region with the highest probability above a predetermined threshold, TP, is assumed to be the
correct region. The centroid of the matched region is assumed to be the projection, λiOxi, of the
known body point, BXi. Finally, the means and variances of the target are updated.
In addition to the core components of the tracking algorithm, there are some lesser details for
improved performance and target recovery. These mainly consist of varying the size of the ROI and
alternating between the initial distribution of the target and the current target distribution. For ex-
ample, if the target has been tracked from the first frame to the current frame with high probability
and without missing any frames, the ROI will be a very small window about the target, just large
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Algorithm 3.2 Unsupervised Tracking Algorithm
Require: Image sequence
Require: Initialized target distributions Φi (µi, νi), initialized target locations λix̃i
Generate target color light intensity bounds bimin , bimax in RGB
for Each image in sequence do
for Each target in image do
Obtain region of interest, ROI, around previous target location
Locate pixels in ROI whose color light intensities are within the bounds bimin < Ii < bimax
Group the located pixels into continuous regions, R j
for Each R j do
Estimate µ j and ν j using linear Kalman filter
Calculate Bhattacharyya coefficients CBhc




Threshold P j and choose best region
Calculate centroid
Update µi and νi using linear Kalman filter
end for
end for
enough to allow for some motion, but not large enough to include other targets. Additionally, the
distribution of the template will be taken as the distribution of the previous frame. If, however, the
algorithm has difficultly matching a region to the template, the ROI will grow to include multiple
targets and the template distribution will be varied to either the initial or current distribution, or the
envelope of the two. Varying these two components allows for increased computation efficiency
when minimal difficulty is encountered and increased chance of recovery in the event of difficulty.
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3.3.2.1 Algorithm Analysis
The algorithm described in Section 3.3.2 performs sufficiently well for this application. Usually,
the targets are tracked within a 5 pixels radius of the true target centroid. The biggest drawbacks
of this algorithm are the jitter and drift.
The jitter is the slight variation in the location of a tracked target when no motion is expected. It
is caused by tracking noise, numerical errors, and physical motion of the observed body relative to
the camera due to slab vibrations, which excite the camera tripod, or other phenomena. However,
the amplitude of the jitter is very small and the tracked target locations will eventually be used as
inputs to the pose estimation algorithm, which acts as a filter to remove much of the jitter.
Tracking drift, however, is a significant problem. In this algorithm, tracking drift occurs when
the RGB light intensity distributions are very similar to those of the background. For example,
a dark blue target that is insufficiently illuminated will often drift into the dark background of
the image sequence. Another cause for drift is blur. As the body rotates in space, for example,
some portions of the body become occluded. As the target in that region is passing from fully
visible to occluded, it will become smaller in each successive image and it will slowly blur into
the background. Since the algorithm updates the RGB light intensity distributions to account for
changes in illumination, eventually the target distributions will approach those of the background.
This causes the tracked target to drift from the actual target, which is occluded, to the background.
In either event, if the algorithm drifts to track an image point that is not correlated to a point on the
body, the pose estimation will be entirely incorrect, as is illustrated in Figure 3.6.
It is imperative, therefore, that the tracking results be checked to ensure that drift does not
occur. A straightforward method to determine if the tracked location has drifted from the intended
target is to monitor the pixel count of the tracked target. Sudden large variations and moving
averages in the pixel count of a tracked target are good indicators of drift.
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(a) Properly calculated pose (b) Improperly calculated pose
Figure 3.6: The effect of drift on pose estimation. The red squares highlight the tracked target
locations and the cyan stars are the reprojected points using the results of the pose estimation. In
this image, all the targets except two are sufficiently tracked. In Figure 3.6a the two targets which
were not tracked accurately are ignored in the pose estimation. In Figure 3.6b all of the targets are
used to calculate the pose. Notice that none of the targets are reprojected correctly and most are
out of view.
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3.3.3 Semi-supervised Tracking
The tracking algorithm described in the previous section, Section 3.3.2, is unsophisticated in the
sense that it uses the previously tracked location of a target to determine the ROI in the next frame
for the target. This, together with the causes mentioned above in Section 3.3.2.1, is responsible
for the problem of drift because the algorithm simply follows its tracked history without self-
correcting. In this section, a self-correcting improvement to the unsupervised tracking algorithm
will be introduced. Furthermore, the concept of correctly locating new targets that were previously
occluded is considered.
3.3.3.1 Self-Correction Algorithm
Consider the rigid body, B, to have t targets affixed to f faces of the body. Assume that only
fo faces and their targets, to, where fo ⊂ f and to ⊂ t, are visible from the point of view of the
observer. Additionally, assume that the tracking algorithm correctly identifies some targets, tcorrect,
and fails to correctly identify others, tincorrect, where tcorrect and tincorrect are mutually exclusive and
collectively exhaustive subsets of to. Finally assume that the tcorrect alone are sufficient in number to
determine a good pose estimation of fo. Under these conditions it is possible to use the reprojection
error to determine which targets were incorrectly tracked.
Consider a single face, fi, with ni targets, ti, with coordinates on the rigid body BXi and Oxi.
Using all ti the algorithm described in Section 3.2.4 can be used to estimate a rotation matrix Ri
and translation vector ti of fi. This pose estimate may not be correct for the entire rigid body since,
by definition, the ti are co-planar, however, the estimate is sufficient to map the BXi onto the image
plane. This mapping, called the reprojection, is determined from Equation 3.22. The reprojection
error is given by:
εri =
∥∥∥Oxreprojectedi − Oxtrackedi ∥∥∥ (3.35)
If the mean reprojection error, ε̄ri , is such that ε̄ri ≤ T , where T is a threshold of acceptable error,
then the tincorrect do not significantly affect the pose of fi.
If, however, ε̄ri > T , then the t






, where nk < ni and tkj is the set of targets in a permutation j of size k,39
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where tkj ⊂ ti. The subset t
k
j that minimizes the reprojection error below the threshold, T , produces
an acceptable pose estimation of the targets on the face and is taken to be the tcorrect. It is impractical,





. Therefore it is assumed that if a face can be
reprojected correctly, it must have no more than three incorrectly tracked targets, i.e. ni − nk ≤ 3.
Additionally, not all permutations are considered simultaneously; nk is iteratively decreased and
if there exists a permutation that minimizes the reprojection error below the threshold, T , in the
current iteration, the algorithm is satisfied and does not continue with further iterations. In other
words, the algorithm makes the assumption that targets are correctly tracked unless it is necessary
to test otherwise. Repeating this procedure for all fo allows the algorithm to determine which
targets have been incorrectly identified and belong to the set tincorrect.
To determine the ROI of the next frame, the pose estimation of the entire rigid body using all
of the correctly identified targets, tcorrect, is calculated to reproject all of the to. This estimate should
be the true pose estimation of the rigid body B. These reprojections are used to determine where
to center the ROI of the next frame.
This procedure reduces the need to check the results of the tracking algorithm for drift. An
outline of this algorithm is given in Algorithm 3.3
3.3.3.2 Occlusion Determination and Recovery
The previous section only dealt with faces of the body that are visible to the observer, however, it
is expected that as the rigid body rotates, some faces that were previously not visible will become
visible and vice versa. The faces that are not visible to the observer in any frame of video can
be generally classified as belonging two categories; those faces that are not visible because they
are opposite a visible side, and those faces that are not visible due to the orientation of the body
relative to the observer. A face that falls into the former category can not be visible as long as
its opposing face is visible. The visibility of a face of the latter category is not dependent on the
visibility of other faces. The distinction between the two categories of faces is significant because
it reduces the set of potentially visible faces.
Now, considering a visible face fi, it was assumed in the last section that there exists a per-
40






, where ni − nk ≤ 3, that minimizes the reprojection error so that ε̄kr j < T . However,
it is possible that this is not the case. Therefore, if a permutation that minimizes the reprojection
error so that ε̄kr j < T can not be found, or if there are too few correctly tracked targets on the
face to calculate a pose, ni − nk > 3, then the face is considered to be fully or partially occluded,
hence untrackable. This is an important designation for a face since it allows opposing faces to be
considered potentially visible.
Conversely, consider a face focc which had been designated occluded but is not opposite a
visible face, focc may become visible in any future observation. To determine if focc is visible in
a current observation is a difficult task, especially if focc has not yet been designated visible, and
hence lacking Gaussian RGB distributions.
Nonetheless, it is possible to calculate where the targets tocc on focc would reproject onto an
image using the pose estimation determined with the correctly identified targets of the visible
faces, tcorrect. Furthermore, using the tcorrect it is possible to determine the areas of those visible
faces which do not correspond to targets and reproject them onto the image plane, as in Figure 3.7.
These areas may be designated as the local background on the body. Therefore, it is straightforward
to generate Gaussian RGB distributions of the local background. Furthermore, it is possible to
determine the outline of the body and reproject this outline and consider the areas of the image
which are immediately adjacent to the body, but not on it. These areas may be designated as the
non-local background. It is also straightforward to determine the Gaussian RGB distributions of
the non-local background.
Armed with descriptions of both the local and non-local background and the reprojection lo-
cations of the targets on focc, i.e. Oxocc, it is possible to determine if the color light intensities of
the reprojection of the targets on the occluded faces match the background, or if they are distinct
from the background. Consider a threshold, Tb, which is a lower bound on the Bhattacharyya co-
efficient. For any target, if P {D ≥ DBh} ≥ Tb, where D is the distance between the distributions
of the background and the distribution of the reprojection of the target, then the reprojection of
the target match the background. In this case, a distinct target is not visible and the target remains
occluded. However, if P {D ≥ DBh} < Tb, the reprojection of the target is distinct from the back-
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ground. Therefore, even though there is no prior knowledge of the Gaussian RGB distributions
for this target, as is the case with the initially visible targets, to, it is known that the reprojection
of the target corresponds to a region of the image that is distinct from the background. The Gaus-
sian RGB distributions of this region may be taken as the distributions of the target to be used for
subsequent tracking and the target may be considered potentially visible. Furthermore, if sufficient
targets on the occluded face, focc are visible, the face may be considered visible for future tracking.
With this logic and processing it is possible to recover from the occlusion of a face or initiate the
tracking of faces which were previously occluded.
3.3.3.3 Algorithm Analysis
The semi-supervised algorithm presented in this section is a more conservative approach to track-
ing than the unsupervised approached presented in Section 3.3.2 as this algorithm relies on the
consensus of multiple targets for any individual target to be tracked while the earlier method treats
each target individually. The great advantage of this approach is the automatic detection of drifted
targets. However, the disadvantage is that the algorithm needs to track the majority of the targets
on a face in order to track any of the targets on the face. The consequence being that if too many
targets on a face are lost, the pose estimation cannot rely on the remaining targets on the face to
supplement the other targets to form a non-coplanar set. Thus, the pose estimation of the semi-
supervised tracking will fail if too many faces are deemed occluded. This does not occur with the
unsupervised tracking algorithm as each target is independent of the others.
Shown in Figure 3.8 is a sample comparison of the two algorithms as applied to one of the
experiments of Section 4.3 with an Euler rotation angle of the block as a general indicator of the
block’s motion. The results of the figure are more or less as expected. The raw unsupervised
tracking algorithm tracks the most targets, however, this had to be manually corrected to achieve
quality results as can be seen by the corrected unsupervised results. The semi-supervised tracking
algorithm without occlusion recovery does not perform as well as corrected unsupervised results,
but its pre-failure performance is comparable with reduced effort and increased automation. The
semi-supervised tracking algorithm with occlusion recovery, performed similarly, however, it in-
42
CHAPTER 3. VIDEOGRAMMETRIC MEASUREMENT ALGORITHM
nz = 8316
Figure 3.7: Sample reprojection of the local background. The red squares show the locations of
the tracked targets. The local background is highlighted in cyan
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cluded some minor losses and gains of targets during the experiment. It should be noted that in this
experiment the body did not rotate in manner such that faces became occluded and subsequently
observable.
3.4 Conclusion
This chapter reviewed the general theory of computer vision from the first principles of general
dynamics and the basics of image formulation. It also included a review of a theoretically pleasing
state-of-the-art pose estimation algorithm. Furthermore, the chapter includes a simple unsuper-
vised machine learning classification algorithm that is based on the color light intensity of artificial
targets for the tracking of rocking bodies. A semi-supervised improvement to the algorithm, based
on the principles derived earlier in the chapter, which allows for the automatic determination of
drift and designation and recovery of occluded faces is also included.
44






















Semi−supervised without occlusion recovery
Semi−supervised with occlusion recovery
Figure 3.8: Comparison of unsupervised and semi-supervised algorithms by percentage of targets
tracked. The rocking angle is included as a general indicator of the block’s motion.
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Algorithm 3.3 Semi-Supervised Tracking Algorithm
The algorithm is the same as Algorithm 3.2, with the following changes:
Replace “Obtain region of interest, ROI, around previous target location” with “Obtain region of interest, ROI,
around previous reprojected location”
The follow algorithm is to be inserted in the penultimate line of Algorithm 3.2
for Each face on body do
if Currently face, fi, is visible then
Calculate Ri and ti from BXi and Oxi using Algorithm 3.1
Calculate Oxreprojectedi using Equation 3.22
Calculate εri using Equation 3.35
if ε̄ri > T then
while ε̄ri > T and ni − n j ≤ 3 do







for Each permutation do
Calculate R j and t j from BX j and Ox j using Algorithm 3.1
Calculate Oxreprojectedj using Equation 3.22






















CHAPTER 4. SHAKE TABLE EARTHQUAKE EXPERIMENTS
Chapter 4
Shake Table Earthquake Experiments
4.1 Introduction
This chapter will present experimental research on rigid body rocking motion due to ground ac-
celerations from a scaled shake table simulation of the Kobe earthquake. The acceleration and
displacement time histories of the shake table Kobe earthquake command signals are shown in
Figure 4.1. Also, shown in Figure 4.2 is a power spectral density estimate of the simulation com-
mand acceleration as a qualitative illustration of the frequency content of the signal. As can be
seen in the figures, this simulation is characterized by numerous low frequency pulses that are very
close in time. These features should present interesting rocking responses from the rigid bodies,
serving as a general experimental introduction and a test of the videogrammetric method.
4.2 Experimental Setup
All rocking motion experiments were performed on the shake table in Columbia University’s Car-
leton Laboratory. The shake table is a uni-axial horizontal ANCO R-142 with a 10 tonnes hydraulic
actuator controlled by an MTS 793 FlexTest SE configured for displacement control. The table has
a maximum stroke of ±0.127 m, maximum velocity of 1.524 m/s, and maximum acceleration of 3 g
at the maximum payload of 2 tonnes and operates in the range of 0 Hz to 100 Hz. Additionally,
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Kobe Earthquake Acceleration Command Signal
(a) Acceleration time history.

















Kobe Earthquake Displacement Command Signal
(b) Displacement time history.
Figure 4.1: Command acceleration and displacement time histories of the Kobe Earthquake simu-
lation. Only the displacement signal is sent to the shake table as a command.
48
CHAPTER 4. SHAKE TABLE EARTHQUAKE EXPERIMENTS
the table is equipped with a Data Physics SignalStar outer loop acceleration controller and a ar-
bitrary function generator for displacement signal generation. A rubber mat, 0.94 m × 1.2 m and
0.0254 m thick, was placed on top of the shake table surface to serve as an elastic foundation.
Lumber was installed around the rubber mat to prevent the block from falling off the table. The
coefficient of friction between the rubber mat and the experimental rocking bodies was measured
to be approximately 0.50. The coefficient of friction will be discussed in greater detail in Section
6.2.2.
The camera used for all videogrammetry is an AVT Bonito 400CL-200 full color machine
vision camera with a 2320 × 1726 pixel resolution. The maximum data acquisition rate (frame
rate) at full resolution is 193 frames per second (fps), the minimum exposure length is 1.5 µs, and
the camera features global shuttering. A Tamron lens with a variable focal length ranging from
28 mm to 75 mm and a minimum focal length to aperture diameter ratio (f-stop) of 2.8 was used
for all experiments. For most experiments, the frame rate was either 120 fps or 190 fps for optimal
data acquisition. The exposure length was between 0.75 ms and 1 ms to reduce motion blur. The
focal length was set to approximately 28.5 mm to decrease the image distortion. The aperture
was opened to its maximum diameter (minimum f-stop) to allow for the most light on the image
sensor in each exposure. To further increase the amount of light on the image sensor, up to 10
tubular halogen lights, each with a brightness of approximately 9500 lumens were focused on the
experimental setup, as required. To determine the unknown parameters of the intrinsic parameter
matrix and the lens distortion coefficients, the Matlab Camera Calibration Toolbox [11] was used.
Experimental studies of the rocking motion of two sample rigid bodies were performed. The
first body is a rectangular block which had been cut from solid steel stock to 0.281 m × 0.145 m ×
0.464 m. There are 2 tapped holes in the steel block to permit the threading of an eye-bar for easier
lifting, one on the top of the block and the other on one side. These holes shift the center of mass
of the block approximately 0.002 m lower and 0.007 m towards the untapped side from the gross
geometric centroid. It has a mass of 147.5 kg. The second body is a hollow steel cylinder 0.38 m
tall with a radius of 0.07775 m and 0.030 m wall thickness. It has a mass of 33.2 kg. All the
displacements results shown in this work are of the gross geometric centroids of the bodies.
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The color targets for video tracking were printed with the greatest available precision on sheets
of heavy card stock. Three non-coplanar sheets, with approximately 10 targets each, were placed
on the block. The cylinder was equipped with two sheets with a total of 32 targets. This setup
reduced the measurement error of the coordinates of the targets in the system fixed to the body.
It also contained sufficient targets to produce low error data even if many targets were occluded.
The targets vary in size from 100 mm2 to 625 mm2 as required by spacial constraints. The error
in center to center distance and length of each target side is less than 0.1 mm. It is of utmost
importance for accuracy of the algorithm that the physical target coordinates are measured with
minimal error.
As mentioned above in Section 3.2.5, it is necessary to map the results of the pose estimation
to a physically meaningful system. For these experiments, a reference system fixed to the shake
table is used, as shown in Figure 4.3. To determine the rotation matrix from the camera (observer)
system to the shake table (reference) system, RRO, an additional set of targets was fixed to the
shake table. The axes of the body systems are shown in Figure 4.4.
Additionally, three traditional sensors were used to record the table motion. A uni-axial ac-
celerometer, with a sensitivity of 982 mV/g and frequency range 0.06 Hz to 450 Hz, was attached
to the table along the direction of excitation. A National Institute of Standards and Technology
(NIST) traceable linear variable differential transformer (LVDT) and a Keyence LKG-400 laser
displacement sensor were used to measure the shake table displacement along the axis of excita-
tion. A photograph of the experimental setup is shown in Figure 4.5.
The location and angle of the camera shown in Figure 4.5 was approximately used for all ex-
periments. This pose was chosen to maximize the number of visible targets in any reasonably
expected rotation of the block or cylinder. The height of the camera allowed for greater resolution
and better light reflection from the top face. Unlike other methods [71], which require the camera
sensor plane to be parallel to the scene of the experiment, such an orientation could be detrimental
to the outcome of this algorithm. It may reduce the number of visible targets, thereby negatively
influencing the accuracy of the pose estimation. Furthermore, the alignment of the axes of the cam-
era image plane with the axes of the shake table or the block would not affect the pose estimation.
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Figure 4.2: Power spectral density estimate of the acceleration command as a qualitative illustra-
tion of its frequency content.
Primary Axis (1) 
Transverse Axis (3) 
Vertical Axis (2) 
Figure 4.3: A photograph of the shake table with the axes of the shake table coordinate system
included. Note: Axes are not shown at the origin.
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Primary Axis (1) 
Transverse Axis (3) 
Vertical Axis (2) 
Transverse Axis (3) 
Vertical Axis (2) 
Primary  
Axis (1) 
(a) A photograph of the block with the axes
of the block coordinate system included.
Primary Axis (1) 
Transverse Axis (3) 
Vertical Axis (2) 
(b) A photograph of the cylinder with the
axes of the cylinder coordinate system in-
cluded.
Figure 4.4: Photographs of the rocking blocks and their local axes. Note: Axes are not shown at
the origin.
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Figure 4.5: A photograph of the experimental setup. The LVDT is behind the dunnage that protects
the hydraulic actuator. The block as shown is rotated π/2 rad from its most slender orientation
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Figure Initial Orientation Experimental Run
4.6 & 4.7 Slender 1
4.8 & 4.9 Slender 2
4.10 & 4.11 Slender 3
4.12 & 4.13 Slender 4
4.14 & 4.15 π/6 rad 1
4.16 & 4.17 π/6 rad 2
4.18 & 4.19 π/4 rad 1
4.20 & 4.21 π/2 rad 1
Table 4.1: Initial block orientation for each experiment
This is an extremely useful feature of this method; the camera’s position is flexible and its precise
location and orientation are insignificant. No errors are introduced to the measurement from the
possible misalignment between the camera axes and the axes of the problem.
Moreover, since we are interested in 3D problems where the rotations of the body changes,
aligning the camera axes to the axes fixed on the bodies would be impossible anyway. One should
note, that in a case where the body is initially twisted, for example with respect to its vertical axis,
even if its response is indeed planar, the rocking plane is not necessarily parallel to any of the planes
defined by the axes of the table. Even this simple case results in a 3D pose estimation problem and
requires the use of an algorithm with capabilities similar to the one presented in Chapter 3.
4.3 Experimental Results
4.3.1 Rocking Block Experimental Results
Presented in Figures 4.6 through 4.21 are the results of a series of rocking motion shake table
experiments with the rectangular block. The shake table input for all of these experiments is a
simulation of a 1g PGA Kobe acceleration time history, as shown in Figures 4.6a, 4.8a, 4.10a,
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4.12a, 4.14a, 4.16a, 4.18a, and 4.20a. The experiments differ, however, in the initial orientation of
the block, i.e., its initial twist with respect to the vertical axis. Table 4.1 lists the initial orientation
of the block for each experiment. In the baseline orientation (’slender’), the axes of the block and
the shake table are initially aligned. In this orientation, the aspect ratio of the block is H/B =
0.464 m/0.145 m = 3.2. In the final experiment, the block is initially rotated π/2 rad from the
baseline orientation, thus aligning the plane defined by the transverse and vertical axes of the body
to the plane defined by the primary and vertical axes of the table. In this configuration, the body is
less slender with an aspect ration of H/B = 0.464 m/0.281 m = 1.65. Euler angles were calculated
from the rotation matrix output using Fuller’s SpinCalc algorithm [28].
4.3.1.1 Shake Table Motion
In these eight experiments the shake table rigid body motions were measured using the videogram-
metric algorithm in order to achieve two goals. The primary goal is to establish the shake table
coordinate system as a physically meaningful reference system in which to present the motion of
the rocking block. The final result of this goal is the determination of the rotation matrix from
the camera observer system to the reference system, RRO. The secondary goal is to learn the ac-
curacy of the method. The shake table translations and rotations are every bit as arbitrary to the
videogrammetric algorithm as the block motion, but are easily verified by traditional sensors and
measurement techniques. Thus, the shake table motion is an ideal test of the algorithm accuracy
Shown in Figures 4.6c, 4.8c, 4.10c, 4.12c, 4.14c, 4.16c, 4.18c, and 4.20c are the Euler angle
time histories of the transformation from the shake table reference system to the camera observer
system derived from the rotation matrices ORtable. Clearly, the rotation angles are invariant for
the duration of each experiment as expected because the shake table has no rotational degrees of
freedom. Furthermore, in all of the figures, the Euler angles feature a rotation of approximately
−0.5 rad about the vertical axis, 0.5 rad about the primary axis, and a π rad or −π rad rotation
about the transverse axis. The similarity of these results is again expected because the camera was
placed in approximately the same position and orientation for all of the experiments. Although
no measurements of the camera orientation were taken using traditional tools, these results of the
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(a) Acceleration time history























(b) Displacement time history























(c) Euler rotation angles time histories
Figure 4.6: Experimental results of the shake table motion during the first run of Kobe earthquake
1g PGA with the block in its most slender orientation.
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(a) Displacement time history


























(b) Euler rotation angles time histories
Figure 4.7: Experimental results of the block motion during the first run of Kobe earthquake 1g
PGA with the block in its most slender orientation.
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(a) Acceleration time history























(b) Displacement time history























(c) Euler rotation angles time histories
Figure 4.8: Experimental results of the shake table motion during the second run of Kobe earth-
quake 1g PGA with the block in its most slender orientation.
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(a) Displacement time history



























(b) Euler rotation angles time histories
Figure 4.9: Experimental results of the block motion during the second run of Kobe earthquake 1g
PGA with the block in its most slender orientation.
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(a) Acceleration time history























(b) Displacement time history























(c) Euler rotation angles time histories
Figure 4.10: Experimental results of the shake table motion during the third run of Kobe earthquake
1g PGA with the block in its most slender orientation.
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(a) Displacement time history
























(b) Euler rotation angles time histories
Figure 4.11: Experimental results of the block motion during the third run of Kobe earthquake 1g
PGA with the block in its most slender orientation.
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(a) Acceleration time history























(b) Displacement time history























d) Vertical Axis (2)
Primary Axis (1)
Transverse Axis (3)
(c) Euler rotation angles time histories
Figure 4.12: Experimental results of the shake table motion during the fourth run of Kobe earth-
quake 1g PGA with the block in its most slender orientation.
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(a) Displacement time history




















(b) Euler rotation angles time histories
Figure 4.13: Experimental results of the block motion during the fourth run of Kobe earthquake
1g PGA with the block in its most slender orientation.
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(a) Acceleration time history























(b) Displacement time history



























(c) Euler rotation angles time histories
Figure 4.14: Experimental results of the shake table motion during the first run of Kobe earthquake
1g PGA with the block initially oriented at π/6 rad.
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(a) Displacement time history



























(c) Euler rotation angles time histories
Figure 4.15: Experimental results of the block motion during the first run of Kobe earthquake 1g
PGA with the block initially oriented at π/6 rad.
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(a) Acceleration time history























(b) Displacement time history























d) Vertical Axis (2)
Primary Axis (1)
Transverse Axis (3)
(c) Euler rotation angles time histories
Figure 4.16: Experimental results of the shake table motion during the second run of Kobe earth-
quake 1g PGA with the block initially oriented at π/6 rad.
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(a) Displacement time history





















(b) Euler rotation angles time histories
Figure 4.17: Experimental results of the block motion during the second run of Kobe earthquake
1g PGA with the block initially oriented at π/6 rad.
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(a) Acceleration time history























(b) Displacement time history



























(c) Euler rotation angles time histories
Figure 4.18: Experimental results of the shake table motion during the Kobe earthquake 1g PGA
with the block initially oriented at π/4 rad.
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(a) Displacement time history























(b) Euler rotation angles time histories
Figure 4.19: Experimental results of the block motion during the Kobe earthquake 1g PGA with
the block initially oriented at π/4 rad.
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(a) Acceleration time history























(b) Displacement time history























(c) Euler rotation angles time histories
Figure 4.20: Experimental results of the shake table motion during the Kobe earthquake 1g PGA
with the block initially oriented at π/2 rad.
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(a) Displacement time history























(b) Euler rotation angles time histories
Figure 4.21: Experimental results of the block motion during the Kobe earthquake 1g PGA with
the block initially oriented at π/2 rad.
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videogrammetric algorithm are in the range of the expected measurement. For each experiment,
the inverse of the temporal mean of the rotation matrix time history is used as the transformation
from the camera system to the reference system, RRO.
The 3D shake table displacement time histories in Figures 4.6b, 4.8b, 4.10b, 4.12b, 4.14b,
4.16b, 4.18b, and 4.20b, which are also derived from the videogrammetric algorithm, display ex-
cellent agreement with the measurements of the NIST traceable LVDT along the primary axis. The
mean relative peak error of the motion along the primary axis for each experiments is in the range
of (0.005, 0.025). The discrepancy is due to errors in the physical measurements of BXi and the
camera calibration. Along the vertical and transverse axes, the algorithm measured minimal mo-
tion. This is as expected, however, the exact displacement of the table in these directions was not
measured with traditional sensors for numerical comparison. It is assumed that the measured mo-
tion along these axes is due to pose estimation error and possibly slab vibrations which excite the
camera tripod, which are neglected here. Three exceptions occur in Figures 4.6b, 4.14b, and 4.18b
at the time of peak ground displacement (acceleration) . At these three instances the algorithm
measured perceptible motion along the vertical and transverse axes. These errors all occurred dur-
ing the first day of experimentation and were all caused by a poorly designed target layout on the
shake table and inaccuracies in the coordinates of these targets in the reference system, RXtablei . In
chronologically subsequent experiments the target layout was improved and the target coordinates
were determined with increased precision. Thus these errors do not occur in the other experiments.
It should be recalled here that the camera axes have intentionally not been aligned with any of
the axes that are fixed on the table. While the motion of the table is of course predominantly along
the primary axis fixed on it, this information has not been imposed to the algorithm. The method
calculates the motion of the table, which could in general be a 3D displacement and rotation, with
no assumptions other than the correspondence of the BXi with the λiOxi and the image formation
model. Figures 4.6, 4.8, 4.10, 4.12, 4.14, 4.16, 4.18, and 4.20 show that the algorithm correctly
identifies that the table does not rotate, that the displacement of the table is constantly parallel
to a space vector, that this space vector is parallel to the primary axis fixed on the table and the
magnitude to the displacement is correct when compared to the LVDT measurement. In other
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words, the method has correctly identified the motion of the table, the rotation between the camera
axes and the axes fixed on the table, and the correct scale of the motion.
4.3.1.2 Block Motion
The block motion of these experiments highlights a few important elements of 3D rocking motion.
First, a cursory study of the results of the experiments with the block in its most slender orien-
tation verifies that the mechanics of the block rocking motion depend on the initial conditions and
that the videogrammetric method presented here is able to capture these effects. Figures 4.7a and
4.7b are almost identical to Figures 4.9a and 4.9b. Similarly, Figures 4.11a and 4.11b are almost
identical to Figures 4.13a and 4.13b. Thus demonstrating that the experiments and measurements
are reproducible. The two sets differ, however, in the direction of overturning. In the former set,
the block topples with a positive rotation about the transverse axis, while in the latter the block
topples with a negative rotation about the transverse axis. A closer inspection shows that they di-
verge after the large positive rotation about the transverse axis that occurs approximately 2.5 s after
the rocking motion begins when the rotation angle is approximately atan (B/H), i.e. when the body
passes through an unstable equilibrium with the diagonal of the block being practically vertical.
For these specific experiments this transition occurs at a practically zero rotational velocity. This
results in the body being very sensitive to the exact excitation force at that time instance, which is
inevitably different for different experiments.
In Figures 4.15 and 4.17 the initial twist of the body is approximately equal to π/6 rad . For this
initial twist the response of the body is truly 3D, as indicated by the time variations in all three
Euler angles. The relative deviations of the measured initial angle from the desired value of π/6 rad
are 0.022 and 0.026, respectively. It should be noted, however, that the larger of these two relative
deviations amounts to 0.7 degrees of rotation, which is approximately the measurement error of
the protractor used to align the block and the error in physically aligning the block. The deviation
between the initial conditions for this set, together with the inevitable non-exact repeatability of
the motion of the shake table results in different behaviors of the block. Most notably the block
survives the earthquake in Figure 4.15 and topples in Figure 4.17. Another interesting phenomenon
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observed in these experiments is the tendency of the block to revert closer to the slender orientation.
These fully 3D examples of rocking motion demonstrate the ability of the measurement algorithm
to measure multi-dimensional rotations.
Figure 4.19, which shows the results of the experiment in which the block was initially oriented
at an angle of π/4 rad, is another demonstration that a misalignment of an object with the axis of
excitation causes truly 3D rocking. This experiment resulted in the largest displacements before
overturning along all three axes. It also demonstrates that the videogrammetric method can mea-
sure completely 3D displacements and rotations. In this experiment, the relative deviation of the
initial measured twist of the block from the desired angle of π/4 rad is 0.002.
Presented in Figure 4.21 are the results of the experiment in which the block was initially
oriented at an angle of π/2 rad. As mentioned above, in this orientation the aspect ratio of the
block is H/B = 0.464 m/0.281 m = 1.65. As expected theoretically, the body experiences almost
planar motion as indicated by the fact that the angle with respect to the vertical axis varies less than
0.074 rad from π/2 rad. It should be noted that the coefficient of friction is less than α = atan (B/H).
According to the IPM model [35, 60, 75], in this situation, when the ratio of ground acceleration to
the gravitational constant, ag/g, becomes greater than the coefficient of friction the body will enter
a pure sliding mode. In practice however, as can be seen in Figure 4.21 the body does initially
experience substantial sliding between the time interval of 21.6 s and 22.3 s, followed by the
presence of rocking rotations from 22.3 s through 26 s with a maximum angle of 0.127 rad. Hence,
despite the predictions of the IPM the body does experience some rocking in the form of slide-
rocking. This behavior can be explained by the fact that the support medium is not rigid, unlike
the IPM assumptions, and the deformability has an effect on rocking and sliding [14]. This is a
particularly interesting result, which would be quite difficult to discern with only accelerometers
and the displacement of a single point on the block due to the large sliding displacements. This
experiment was repeated multiple times with similar results.
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4.3.2 Rocking Cylinder Experimental Results
Presented in Figures 4.22 through 4.29 are the results of a series of rocking motion shake table
experiments with the cylinder. The shake table input for the four experiments is again a simulation
of a 1g PGA Kobe acceleration time history, shown in Figures 4.22a, 4.24a, 4.26a, and 4.28a. In
all four of these experiments the cylinder was positioned in the same approximate location on the
shake table with approximately the same orientation. There is some small variation in the initial
rotation of the cylinder about the vertical axis, which should be immaterial due to the rotational
symmetry of the cylinder.
4.3.2.1 Shake Table Motion
In these experiments the shake table motion was measured for the same reasons as above, with
similar results. The rotation angles of the camera relative to the table, shown in Figures 4.22c,
4.24c, 4.26c, and 4.28c, are once again invariant with time and similar across all experiments. Once
again, for each experiment, the inverse of the temporal mean of the rotation matrix time history is
used as the transformation from the camera system to the reference system, RRO. The 3D shake
table displacement time histories are shown in Figures 4.22b, 4.24b, 4.26b, and 4.28b. Once again
there is excellent agreement between the measurements of the NIST traceable LVDT and the results
of the videogrammetric method. The mean relative peak error of these experiments is in the range
of (0.005, 0.025) for each experiment. These are again due to errors in the physical measurements
of BXi and the camera calibration. In these experiments, there is less measured motion along the
vertical and transverse axes. This is likely due to the third iteration of the target arrangement fixed
to the shake table which was better designed than the earlier layouts and measured with increased
precision, thus reducing the pose estimation error.
4.3.2.2 Cylinder Motion
The cylinder rocking motion of the four experiments, shown in Figures 4.23, 4.25, 4.27, and 4.29
are all very similar until about 2.5 s after the response begins. However, beyond that point the
experiments have very little in common. In the first run of the experiment, results shown in Figure
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(a) Acceleration time history























(b) Displacement time history























(c) Euler rotation angles time histories
Figure 4.22: Experimental results of the shake table motion during the first run of the Kobe earth-
quake 1g PGA with the cylinder.
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(a) Displacement time history




















(b) Euler rotation angles time histories
Figure 4.23: Experimental results of the cylinder motion during the first run of Kobe earthquake
1g PGA with the cylinder. Note: In Figure 4.23a the experiment appears to end with a positive
vertical displacement after toppling. The actual final result of the experiment was a negative ver-
tical displacement. However, the measurements cease prior to the end of the experiment when
insufficient targets were visible to continue.
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(a) Acceleration time history























(b) Displacement time history























(c) Euler rotation angles time histories
Figure 4.24: Experimental results of the shake table motion during the second run of the Kobe
earthquake 1g PGA with the cylinder.
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(a) Displacement time history



























(b) Euler rotation angles time histories
Figure 4.25: Experimental results of the cylinder motion during the second run of Kobe earthquake
1g PGA with the cylinder.
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(a) Acceleration time history























(b) Displacement time history























(c) Euler rotation angles time histories
Figure 4.26: Experimental results of the shake table motion during the third run of the Kobe
earthquake 1g PGA with the cylinder.
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(a) Displacement time history


























(c) Euler rotation angles time histories
Figure 4.27: Experimental results of the cylinder motion during the third run of Kobe earthquake
1g PGA with the cylinder.
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(a) Acceleration time history























(b) Displacement time history























(c) Euler rotation angles time histories
Figure 4.28: Experimental results of the shake table motion during the fourth run of the Kobe
earthquake 1g PGA with the cylinder.
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(a) Displacement time history


























(b) Euler rotation angles time histories
Figure 4.29: Experimental results of the cylinder motion during the fourth run of Kobe earthquake
1g PGA with the cylinder.
83
CHAPTER 4. SHAKE TABLE EARTHQUAKE EXPERIMENTS
4.23, the block toppled with negative rotations about the primary and transverse axes. Conversely,
in the second run of the experiment, results shown in Figure 4.25, the block toppled with positive
rotations about the primary and transverse axes. In the third run of the experiment, results shown
in Figure 4.27, the block did not topple at all. Finally, in the fourth run of the experiment, results
shown in Figure 4.29, the block fell in the same direction as in the second run.
These four experiments once again stress the sensitivity of the problem, as well as the need
for a multi-dimensional algorithm capable of measuring the displacement and rotation of the body,
such as the one presented in this work, for experimental validation of theoretical rocking motion
analyses.
4.4 Conclusion
This chapter presented twelve shake table earthquake experiments in all. All of the experiments
performed in the chapter use the same input acceleration time history but differ in the rocking body
and body orientation.
These experiments serve to validate the videogrammetric algorithm presented in Chapter 3
by demonstrating that it accurately measures the displacements and rotations of the shake table
during all twelve experiments with minimal error. Furthermore, these experiments also serve to
demonstrate certain known characteristics of rocking motion, such as its sensitivity and that the
problem requires 3D analysis. On the other hand, the results of one experiment presented suggest
that using a rigid support medium model is not valid when the foundation is elastic. This will
be discussed further in Chapter 6. Finally, the rocking cylinder experiments demonstrate that the
videogrammetric algorithm is not limited by the body geometry.
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Chapter 5
Shake Table Sinusoidal Pulse Generation
5.1 Introduction
In the analytical rocking motion literature, simulations and stability analyses are generally per-
formed with simple acceleration input time histories. Housner [35] considered half-sine pulses,
however, these are not physically realizable pulses and over-estimate the minimum overturning
condition [3] . Shenton considered sinusoidal input motions of the form ẍ = Acos (ωt) [61]. In the
numerous studies performed by Makris et al. sine and cosine acceleration pulses are considered
(see, for example [49, 51, 75]).
Makris and Chang [49] prescribe six conditions on a cycloidal acceleration pulse for it to be
physically realizable; its displacement and velocity signals must be continuous and differentiable
with zero initial conditions. Additionally, they propose three pulses for the study of rocking mo-
tion; denoted type A for a forward motion pulse, type B for a forward-and-back motion pulse, and
type Cn for an n-cycle pulse. A type A pulse is described by a sine acceleration pulse and the initial
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(c) Displacement time history



































(c) Displacement time history






































(c) Displacement time history
Figure 5.3: Type C (Continuous) pulse time histories for n = 2. The amplitudes of the velocity
time history are V1 = − Aω
[
1 + sin (φ)
]
and V2 = Aω
[
1 − sin (φ)
]
. The amplitudes of the displacement
time history are x1 = −4πAω2 sin (φ), x2 = −
2πA
ω2
sin (φ), x3 = Aω2
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conditions x (t = 0) = ẋ (t = 0) = 0. It is fully described in Equation 5.1 and shown in Figure 5.1.
ẍ (t) = Asin (ωt) (5.1a)














0 ≤ t ≤ T (5.1d)
Similarly, a type B pulse is described by a cosine acceleration pulse and zero initial conditions, as
fully described in Equation 5.2 and shown in Figure 5.2.








[1 − cos (ωt)] (5.2c)
0 ≤ t ≤ T (5.2d)
Finally, a type Cn pulse is described by an n-cycle cosine acceleration wave with zero initial
conditions, as fully described in Equation 5.3 and shown in Figure 5.3.








x (t) = −
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where A is the acceleration amplitude of the pulse, ω is the radial frequency of the pulse, T = 2π/ω
is the period of the pulse, φ is the phase angle which ensures that a type Cn pulse has zero final
displacement, and n is the number of cycles of a type Cn pulse. The phase angle of the Cn pulse
is calculated by restricting the pulse to have zero final displacement, which results in the condition
imposed by Equation 5.4.
cos ([2n + 1] π − φ) +
[
(2n + 1) π − 2φ
]
sin (φ) − cos (φ) = 0 (5.4)
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These pulses are intended to capture many of the significant dynamic characteristics of real
earthquakes.
In this chapter, the sinusoidal acceleration pulses of Makris et al. will be reviewed and experi-
mentally recreated. The results will be analyzed for suitability of experimental testing.
5.2 Sinusoidal Pulse Generation
All experimental sinusoidal pulses in this section were generated on the shake table in Columbia
University’s Carleton Laboratory, which was described earlier in Section 4.2.
Before continuing to explore this topic in detail, it should be noted that the shake table is
controlled by displacement due to controllability and observability constraints. However, for the
study of physical phenomena that are modeled according to Newtonian physics, it is important to
experimentally produce appropriate acceleration time histories. This misalignment of the state of
the control signal and the state of the desired output is the underlying cause of the majority of
difficulties encountered in this chapter.
In order to experimentally recreate the sinusoidal pulses mentioned above, the shake table
actuator’s PIDFS (Proportional, Integral, Derivative, Feed forward, and Stability) controller was
initially manually calibrated for displacement square waves. The goals of the calibration were to
reduce rise time and minimize overshoot. The resultant gains of the calibration are listed in Table
5.1 and the table motion and command are shown in Figure 5.4. The derivative and feed-forward
gains were set to zero as these gains cause a ringing effect in this system.
5.2.1 Type A - Sine Pulse Generation
5.2.1.1 Sine Pulse Generation via a Displacement Signal
For the production of sine pulses with the shake table, a Matlab code capable of generating sine
pulse displacement curves of arbitrary amplitude and frequency was developed. Given the desired
parameter values, the code writes a command signal to the function generator. The signal sent is the
sequential composition of three signals; a sine pulse displacement signal, a constant displacement
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Table 5.1: Gains of the shake table controller calibration used to produce the square wave shown
in Figure 5.4.
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signal, and a gradual return to zero displacement. The constant displacement component of the
signal allows a body on the table to respond to the input ground motion before the shake table
accelerates to return to its datum at the end of the input. A sample sine pulse command, generated
with the square wave gains of Table 5.1, and its resultant acceleration signal are shown in Figure
5.5.
As is evident from Figure 5.5a, the result of this attempt to generate an acceleration time history
via a displacement command is not perfect. Although the frequency of the output is approximately
the same as the ideal, the amplitude of the trough and peak do not match what is expected. Further
analysis of the signal reveals that the frequency of the disturbance at the peak and trough of the
signal in the acceleration time history is approximately 35 Hz.
According to Conte and Trombetti [17], the frequency of the oil column resonance of a shake








Where A is the cross sectional area of the piston, βe is the effective bulk modulus of the oil, V is
the total volume of actuator load chamber, and mt is the mass of the piston and table. According to

















Where βc is the bulk modulus of the container (hose or pipe), βl is liquid bulk modulus of the
fluid, Vg/Vt is the ratio of entrapped air, and βg is the gas bulk modulus of the entrapped air. Merritt
states that the bulk modulus of most reinforced rubber hoses is in the range of (10, 50) ksi, or
equivalently (68, 345) MPa. He also states that an effective bulk modulus of βe = 100 ksi, or
equivalently βe = 690 MPa, has yielded reliable results. Using the physical parameters of the
shake table in the Carleton Laboratory, listed in Table 5.2, and assuming βc = 354 MPa and
Vg/Vt = 0.0001 Equation 5.5 obtains an approximate oil column resonance frequency of foil =
32 Hz at operating pressure. The similarity of this result to the frequency of the disturbance in
the sine pulse acceleration suggests that the cause of the performance issue of the shake table in
reproducing the sine pulse is the transient response to the command of the oil in the actuator.
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5hz 1.3g Sine Pulse
Output
Ideal
(a) Acceleration time history
























(b) Displacement time history
Figure 5.5: Experimental 5 Hz 1.3 g sine pulse time histories. The displacement plot is shown at a
different time scale to capture the entire command.
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Table 5.3: Gains of the shake table controller to reduce the transient response of a 5 Hz 1.3 g sine
pulse.
In fact, by introducing measures to decrease the transient response the reproduction of the sine
pulse is improved. Figure 5.6 shows the same signal with the new gains listed in Table 5.3. These
results show better performance was achieved by increasing the stability (S) gain of the controller,
decreasing the proportional (P) gain, and with the addition of a small amplitude pre-signal to the
command. However, the trough of the signal remains too shallow. This problem was not solved
through ad hoc tuning.
Despite the improvement in the performance of the shake table in producing a 5 Hz 1.3 g sine
pulse, the controller gains listed in Table 5.3 did not improve the performance of sine pulses of
different frequency and amplitude. Figures 5.7 and 5.8 show the acceleration time histories of two
other signals which demonstrate that the gains optimized for the 5 Hz, 1.3 g sine pulse are not
optimized for other signals. The results of the 5 Hz 1.55 g in Figure 5.7 show increased transient
response in the trough and peak and some overshooting at the peak. The results of the 10 Hz
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(a) Acceleration time history





















(b) Displacement time history
Figure 5.6: Experimental 5 Hz 1.3 g sine pulse time histories with the shake table tuned to reduce
the transient response. The displacement plot is shown at a different time scale to capture the entire
command.
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1.3 g pulse are significantly worse, however. The measured acceleration achieves only 70% of the
desired amplitude at the trough and peak. Additionally, the frequency of the output does not match
that of the desired signal. Therefore, if the sine pulses were to be generated using this displacement
wave based method each and every sine pulse would have to be calibrated individually: a very
tedious endeavor which is not guaranteed to succeed.
5.2.1.2 Sine Pulse Generation via the Outer Loop Acceleration Controller
As an alternative to generating the sine pulses using the displacement signal, an attempt to generate
acceleration sine pulses with the Data Physics Signal Star outer loop acceleration controller was
undertaken. The outer loop controller works by performing successive experimental runs of in-
creasing amplitude of the input time history. After each run, a proprietary algorithm optimizes the
command signal so that the output acceleration signal will match the input acceleration signal in
both the temporal and spectral domains. Input files with appropriate sine pulse acceleration pulses
were generated with Matlab and imported to the Data Physics software. Example input time his-
tories and their corresponding output acceleration time histories are shown in Figures 5.9 through
5.10.
Examining the results shown in Figures 5.9 and 5.10, it is clear that this method of generat-
ing experimental sine pulses using the outer loop acceleration controller as a black box does not
produce superior results when compared with the displacement signal generation method. In both
figures significant transient behavior is present at the peak of the output and the command and
output do not match in amplitude at the trough. This suggests that the shake table would have to
be tuned for each input signal when using this method, similar to the previous method.
Moreover, this method has significant disadvantages that did not arise with the displacement
signal method. In Figure 5.9 there is an initial signal added to the pulses. Further testing showed
that this occurs when the frequency of the desired pulse is low, i.e. f < 10 Hz. This initial
pulse could have a negative affect on the outcome of a rocking motion experiment as it may cause
a rocking response, inhibiting the ability of the analyst to properly study the phenomenon. In
Figure 5.10, the initial signal is no longer present, however, the transient response of the table to
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(a) Acceleration time history





















(b) Displacement time history
Figure 5.7: Experimental 5 Hz 1.55 g sine pulse time histories with the shake table tuned to reduce
the transient response of a 5 Hz 1.3 g sine pulse. The displacement plot is shown at a different time
scale to capture the entire command.
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(a) Acceleration time history





















(b) Displacement time history
Figure 5.8: Experimental 10 Hz 1.3 g sine pulse time histories with the shake table tuned to reduce
the transient response of a 5 Hz 1.3 g sine pulse. The displacement plot is shown at a different time
scale to capture the entire command.
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Sine Pulse 8Hz 1g
Output
Command
(a) Acceleration time history of a 8 Hz 1 g sine pulse


















Sine Pulse 8Hz 2g
Output
Command
(b) Acceleration time history of a 8 Hz 2 g sine pulse
Figure 5.9: Experimental 8 Hz sine pulse acceleration time histories produced using the outer loop
acceleration controller. The signal labeled ‘Command’ refers to the input to the controller software
and is artificially aligned with the output.
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(a) Acceleration time history of a 15 Hz 1 g sine pulse





















(b) Acceleration time history of a 15 Hz 2 g sine pulse
Figure 5.10: Experimental 15 Hz sine pulse acceleration time histories produced using the outer
loop acceleration controller. The signal labeled ‘Command’ refers to the input to the controller
software and is artificially aligned with the output.
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the command beyond the sine pulse is much larger than those of both the 8 Hz signal generated
with the outer loop controller and those produced using the displacement signal method. This was
found to be a characteristic of the acceleration output of sine pulses with a high frequency, i.e.
f > 10 Hz, generated with this method. Therefore, using the outer loop acceleration controller is
not a recommended method for the generation of sine acceleration pulse acceleration signals.
5.2.2 Type B - Cosine Pulse
5.2.2.1 Cosine Pulse Generation via a Displacement Signal
Similar to the experimental production of acceleration sine pulses, in order to produce cosine
pulse motions with the shake table, a Matlab code capable of generating cosine pulse displacement
curves for arbitrary amplitude and frequency was developed. Given the desired parameter values,
the code writes a command signal to the function generator that is composed of a cosine pulse
displacement followed by a constant displacement. The constant displacement component of the
signal allows a body on the table to respond to the input ground motion before the shake table
returns to its datum at the end of the input. A sample cosine pulse, generated with the square wave
gains, and its command signal are shown in Figure 5.11.
Comparing the output acceleration with the ideal cosine pulse, there are two problems that need
to be addressed. The first issue is the plateauing of the signal at the zero crossings. The second,
and more significant, issue is the presence of a large pulse at the peak of the measured acceleration.
The first issue can be solved by increasing the S gain of the shake table controller. Figure 5.12
shows the results of a 5 Hz 1 g cosine pulse with the stability gain set to S = 8. The plateaus at the
zero crossings have disappeared, however, the large pulse at the peak remains. In both Figures, the
large pulse at the peak has approximately the same magnitude.
Similarly, Figures 5.13 and 5.14 show the results of two 5 Hz 3 g cosine pulses. The results
shown in Figure 5.13 were produced with the square wave tuning, of Table 5.1, and the results
shown in Figure 5.14 were produced with the square wave tuning with the stability gain increased
to S = 18. Again, both phenomena occur with the lower S gain, however, even with the six fold
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(a) Acceleration time history




















(b) Displacement time history
Figure 5.11: Experimental 5 Hz 1 Hz cosine pulse time histories with the square wave calibration.
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(a) Acceleration time history




















(b) Displacement time history
Figure 5.12: Experimental 5 Hz 1 g cosine pulse time histories with increased S gain.
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increase in the S gain, the large pulse occurs, albeit greatly distorted. In fact, despite the increase
in the stability gain the magnitude of the pulse increased. This suggests, along with the similar
result above, that the large pulse cannot be diminished merely by tuning the stability gain.
Upon further research, this large acceleration pulse was found to occur in many acceleration
time histories of the shake table motion when the table reverses displacement direction. Therefore,
this pulse can be characterized as a sudden reduction in the shake table acceleration when the table
reverses direction. Figure 5.15, which shows the change in pressure across the piston head of the
5 Hz 1 g cosine pulse of Figure 5.12, demonstrates that this sudden reduction in acceleration is
also a sudden reduction in the oil pressure. A working hypothesis of the cause of this sudden
acceleration and pressure drop is the waterhammer effect. According to Merritt, a waterhammer
occurs when fluid flowing in a conduit is suddenly stopped due to a rapid valve closure. It has
the potential to result in a large pressure transient in the conduit [52]. The waterhammer effect
is a well understood and documented phenomenon, which the designers of the shake table surely
considered in the design process of the hydraulic fluid lines. However, this working hypothesis is
that the instantaneous effects of the waterhammer reduce the performance of the oil in the actuator
manifold in addition to its potentially disastrous consequences upstream in the fluid lines. In this
situation, the cause of the waterhammer would be the closure of the forward chamber pressure port
when the piston reverses direction. Due to the inertia of the fluid in the manifold, this would result
in pressure wave that travels back towards the fluid source, effectively reducing the oil pressure
available to the return chamber to push the piston head. According to Merritt, the maximum
pressure rise in the conduit, or equivalently the maximum drop in pressure in the manifold is given
by Equation 5.7 and is subject to a reduction factor given by Quick’s chart (not reproduced here)
for short fluid lines [52].
PIC = ρcv0 (5.7)
where ρ is the mass density of the fluid, c is the velocity of sound in the fluid, and v0 is the initial
fluid velocity. The hydraulic fluid used in the Carleton laboratory has a specific gravity of 0.876
and c = (β/ρ)2. The fluid velocity is given by v0 = Q0/A, where Q0 is the initial flow rate, which
is 113.5 litres per minute and A is the cross-sectional area of the conduit. Unfortunately, the shake
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(a) Acceleration time history
























(b) Displacement time history
Figure 5.13: Experimental 5 Hz 3 g cosine pulse time histories with the square wave tuning.
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(a) Acceleration time history
























(b) Displacement time history
Figure 5.14: Experimental 5 Hz 3 g cosine pulse time histories with S = 18.
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table manual contains insufficient information to determine the cross-sectional area of the conduit
in the manifold and the parameters needed to determine the reduction factor. If the theoretical
pressure drop could be determined, the resulting loss of acceleration would be aIC = αPICAph
where α is the reduction factor from Quick’s chart and Aph is the area of the piston head. However,
this cannot be determined, leaving the explanation as a working hypothesis. A schematic diagram
of the actuator is shown in Figure 5.16.
Since the issue with producing experimental cosine pulses is not believed to be remediable
via control, an attempt to produce cosine pulses with the Data Physics outer loop acceleration
controller was not undertaken.
5.2.3 Type C - n Cycle Pulse
The type Cn pulse defined by Markis and Chang and reviewed above in Section 5.1 is an odd pulse
whose resultant rocking motions, to the best of the author’s knowledge, have not been studied
beyond n = 2 [50]. Therefore, and in light of the difficulties encountered in experimentally repro-
ducing the sine and cosine pulses, no attempt was made to exactly reproduce the type Cn pulse.
Instead, tapered sinusoidal displacement waves (TSDW) are considered because they are available
as a built-in function of the MTS controller.
A TSDW is a zero mean signal that consists mainly of a displacement sine wave. However, a
simple sinusoidal displacement wave has a jump discontinuity in the velocity at t = 0, as shown
in Figure 5.17. Due to this discontinuity, simple sinusoidal displacement waves are not physically
realizable, as discussed above in Section 5.1. Therefore, TSDWs, which do not have the initial
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5Hz 1g Cosine Pulse
Figure 5.15: Change in Pressure across the piston head during the 5 Hz 1 g cosine pulse of Figure








Figure 5.16: Schematic drawing of the shake table actuator piston chamber
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for Tn2 ≥ t ≥ Tn3
(5.8c)
where Tn1 , Tn2 , and Tn3 are predefined.
A sample experimental production of a TSDW is shown in Figure 5.19. As the name implies,
a TSDW is defined by a displacement amplitude, however, the magnitude of the peak ground
acceleration of a TSDW can easily be determined from Equation 5.8 to be ‖ẍ (t)‖ = ω2A. In
practice, however, the magnitude of the peak ground acceleration of an experimentally produced
TSDW is actually much larger as it is also subject to the drop in oil supply phenomenon discussed
above in Section 5.2.2.1. Figure 5.20, which focuses on the first few cycles of the TSDW shown
in Figure 5.19, clearly shows the large pulses that occur at every inversion of actuation direction.
5.2.4 Advanced Tuning and Control
Recently, researchers such as Luco et al. [47] and Thoen and Laplace [67], have succeeded in
experimentally producing accurate reproductions of sine pulses with a shake table. It is unclear
from their published works if they have succeeded in producing cosine pulses. However, these
researchers had access to shake tables whose controllers included rate feedback and control of the
first three derivatives of the displacement which, unfortunately, is not available at the Carleton
Laboratory shake table, which is only capable of controlling the first derivative through numerical
differentiation. Considering that the goal is the hi-fidelity reproduction of acceleration signals, this
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(a) Acceleration time history









(b) Velocity time history












(c) Displacement time history
Figure 5.17: A 10-cycle sinusoidal displacement wave












(a) Acceleration time history









(b) Velocity time history












(c) Displacement time history
Figure 5.18: A 10-cycle tapered sinusoidal displacement wave
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(a) Acceleration time history


















2Hz 0.0508m Tapered Sinusoidal Displacement Wave
(b) Displacement time history
Figure 5.19: Experimental 17-cycle 2 Hz 0.0508 m tapered sinusoidal displacement wave time
histories with S = 18
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is a significant advantage. Furthermore, Luco et al. [47], whose results are more impressive, had
access to advanced proprietary tuning algorithms, again not available at the Carleton shake table.
However, Luco et al. [47] state regarding the proprietary method used to achieve hi-fidelity accel-
eration tracking “The current tuning process is labor intensive and the results are highly dependent
on the level of expertise of the operator.” Implying that the desired results are not guaranteed.
5.3 Modeling and Simulation
In light of the difficulties encountered in the ad hoc tuning of the shake table for all three types of
pulses and the success reported by tuning via simulation, an attempt to simulate the shake table dy-
namics was undertaken to improve the shake table performance. Initially, modeling and simulation
was attempted via forward modeling and simulation, and later via basic system identification.
5.3.1 Forward Analysis
In their seminal paper, Conte and Trombetti, describe a linearized dynamic model of a shake table
hydraulic system as given in Equations 5.9 and 5.10 [17].













1/sKint + Kpro + s
(
K f f + Kder
)]
1 + S (s)
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where the variables of Equation 5.10 are described in Table 5.4 and the parameters are described
in Table 5.5 along with their known or assumed values ( a ∗ denotes an assumed value).
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Figure 5.20: Acceleration time history of Figure 5.19 enlarged to show the effects of the drop in
oil supply phenomenon.
Variable Value Description
s variable of the Laplace transform space
T (s) shake table transfer function
Ht (s) servovalve transfer function
B (s) 0∗ base transfer function
S (s) servovalve - actuator transfer function
H (s) control transfer function
xc (s) command signal
qs (s) oil flow rate
xb (s) base displacement
xt (s) actuator piston rod displacement
xd (s) desired table displacement
Table 5.4: Description of variables used in Equation 5.10.
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Parameter Value Description
k1 1∗ flapper gain
k2 1∗ second stage gain
kxq 7.36 flow-gain coefficient
Kipro 0.947 inner loop proportional gain
Kider 0.000679 inner loop derivative gain
τ controller time delay
mt 907 kg mass of table
mT 907 kg total mass of table and base
ζb damping ratio of the base
ωb base radial natural frequency
A 0.010 m2 cross-sectional area of the actuator head
V 0.0031 m3 inner volume of the actuator chamber
β 286 MPa effective oil bulk modulus
kle actuator leakage coefficient
Kint 0.5 integral gain
Kpro 0.75 proportional gain
K f f 0 feed-forward gain
Kder 0 derivative gain
Kdp 3 stability gain
Table 5.5: Description and values of parameters used in Equation 5.10.
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The effective bulk oil modulus was calculated according to Equation 5.6 with the assumptions
given above in Section 5.2.1.1. The effective leakage coefficient is given by Merritt [52] to be
Kle = Cip +Cep/2 where Cip is the internal cross port leakage coefficient of the piston head and Cep
is the external leakage coefficient of the piston chamber.
According to the shake table manual from the manufacturer, the piston rods and head both
have labyrinth type bearings as high pressure seals [2]. The leakage coefficient of labyrinth seals is
subject to considerable discussion in the literature and there does not seem to be much consensus
of the best analytical method to determine their properties. A recent dissertation on the topic of
leakage coefficients of labyrinth seals cites no less than 11 possible models [23]. Nonetheless, for
this model of the shake table, Vermes’ leakage equation was chosen to model the seals, mostly
because the model does not require more information than what is available from the shake table











where ṁi is the oil mass flow rate, Pin is the oil inflow pressure, Pout is the oil outflow pressure, A
is the clearance area, ρ is the oil weight density, n is the number of labyrinth blades, and µi is a












where si is the blade distance, ti is the blade tip thickness, Cri is the radial clearance, and the
constants are determined from boundary layer theory. For the leakage coefficient in the Conte
and Trombetti model, however, the volumetric flow rate per unit of pressure is desired, therefore,
Cp = ṁi/ (ρPin). The results of the calculation are given in Table 5.6, accordingly the leakage
coefficient of the actuator is Kle = Cip + Cep/2 = 6.9 × 10−9 m3/s/MPa.
Using these calculated values a simulation of the shake table response to a 5 Hz 1.3 g sine
pulse was performed using the Matlab ordinary differential equation solver [66]. In order for the
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Symbol Internal Leakage Value External Leakage Value
Pin 20.7 MPa 20.7 MPa
Pout 0.3 MPa 0.3 MPa
A 0.000006 m2 0.00017 m2
ρ 0.876γw 0.876γw
n 12 4
si 0.01 m 0.01 m
ti 0.00002 m 0.00002 m
Cri 0.001 m 0.001 m
C 2.5 × 10−9 m3/s/MPa 8.76 × 10−9 m3/s/MPa
Table 5.6: Leakage coefficient calculation values
simulation to remain stable, the stability gain, Kdp was set to zero. The results of the simulation are
plotted in Figure 5.21. Comparing the simulation results with the experimental results in Figure
5.6, this forward simulation did not succeed at capturing the dynamics of the shake table.
5.3.2 Inverse Analysis
As expected, the attempt at simulating the shake table motion with forward analysis produced
poor results. Therefore, an attempt to simulate the shake table motion using inverse analysis to
determine the table parameters was undertaken. In a later paper, Trombetti and Conte [69] use a
spectral technique, common in system identification, to identify the parameters of a shake table.
First, they assume that subject to a stochastic excitation, F (t), the input-output relationship of a
shake table can be expressed in the frequency domain according to Equation 5.13.
ΦFX (ω) = ΦFF (ω) · T (ω) (5.13)
where ω is the radial frequency, ΦFF (ω) is the power spectral density (PSD) function of the input
process, ΦFX (ω) is the cross-PSD function of the input and output processes, and T (ω) is the
system transfer function. Then they use Bartlett’s procedure [9] to estimate the PSD functions and
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(a) Acceleration time history





















(b) Displacement time history
Figure 5.21: Results of the simulation of a 5 Hz 1.3 g sine pulse using the parameters determined
through a forward analysis of the shake table.
115
CHAPTER 5. SHAKE TABLE SINUSOIDAL PULSE GENERATION




where ˆB denotes the Bartlett estimate. Finally, they use a non-linear least-squares fit to match the
magnitude of the calculated transfer function with that of an analytically determined one to match
the parameters.
The problem with this approach, however, is that it assumes that the input of the shake ta-
ble F (t) is uncorrelated with whatever noise or disturbances may occur V (t). While in fact, the
shake table is subject to a closed loop control algorithm so that input and the noise are very much
correlated. In this instance, the model given in Equation 5.13 is incorrect and consequently the
identification using the spectral method is also incorrect [44]. A more accurate model in the spec-
tral domain would be the one given in Equation 5.15.
ΦFX (ω) = ΦFF (ω) · T (ω) + ΦFV (ω) · H (ω) (5.15)
where ΦFV (ω) is the cross-PSD of the input process and the noise process and H (ω) is the transfer
function of the noise process. Instead of the open-loop approach used by Trombetti and Conte, an
identification algorithm that is designed for closed loop processes, or which makes no assumptions
about the correlation of the noise and the input, should be used.
In this study, the system identification of the shake table parameters was conducted with the
compensated least squares ARX method developed by Forssell using periodic excitation [25]. This
method was chosen because it should have sufficient complexity to model the shake table dynam-
ics, is simple to implement, and was show by Forssell to have minimal error compared to other
methods [25].
For the study, a periodic randomly generated white noise signal with maximum acceleration
of 1.5 g that it is persistently exciting in the range of (5, 50) Hz was used as an input to the
shake table. The PSD of the white noise is shown in Figure 5.22. The ARX model of the shake
table was assumed to be of the same order as the Conte and Trombetti linear dynamic model;
na = 6 for the output, and nb = 4 for the input. Additionally, the input and output signal were
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decimated so that the sample rate would be of the same order as the Nyquist frequency of the
system. Since the purpose of this system identification is ultimately for control and the acceleration
signal is uncontrollable given the current hardware, the input to the ARX model consisted of only
the displacement signal.
As an initial test, the identification and validation were performed on the same data set. The
results were not very positive. As shown in Figure 5.23, the displacement results are moderately
successful. The model correctly identifies the parameters of the shake table to scale the input,
however, it does not capture the finer details of the dynamic response. Furthermore, the simulated
acceleration of the shake table, which is ultimately the more important signal, fails to capture the
extremes of the table acceleration. When the parameters identified from the white noise signal
were applied to a sine pulse displacement input signal, the results were quite horrible. As shown
in Figure 5.24, the modeled displacement is not of the right amplitude and the acceleration is
completely erroneous. These results suggest that either this model is not appropriate, that the
identification method is not appropriate, that the input needs to include the acceleration to properly
model the shake table dynamics, or a combination of all three. Unfortunately, due to time and
funding constraints this was not pursued further.
5.4 Conclusion
This chapter reviewed an attempt to experimentally produce three types of sinusoidal pulses which
are significant for the experimental study of rocking motion and which have been explored in
analytical simulation studies. The production of each pulse type presents unique difficulties which
have yet to be overcome.
The production of the type A, or sine, pulse is impeded by the general problem of accurately
tuning the shake table for an exact output. This affects both the frequency and amplitude of the ac-
celeration of the sine pulse. However, it can potentially be resolved with advanced tuning method-
ologies.
The production of the type B, cosine, and type C, multi-cycle, pulses is impeded by a large
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pulse which disturbs the signal when the direction of displacement reverses. This generally affects
the amplitude of the pulses, but has no overall affect on the frequency of the pulse. The large
disturbance was proposed to be a side effect of the known waterhammer phenomenon, which is
best solved by changing the conduit size and flow rate of the fluid, parameters which are not
adjustable given the existing hardware.
Finally, in an attempt to use advanced tuning methodologies to improve the sine pulse produc-
tion, both forward and an inverse identification methods were employed to model the shake table
motion. Both attempts failed. However, more complex system identification methods which do
not make assumptions regarding the noise correlation may yield better results. Unfortunately, this
has not yet been pursued due to time and funding constraints.
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Welch Power Spectral Density Estimate of White Noise Signal
Figure 5.22: PSD of the white noise signal used for identification and simulation of the shake table
motion.
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(a) Acceleration time history




















(b) Displacement time history
Figure 5.23: Results of the simulation of the shake table response motion to a white noise displace-
ment input using the compensated least squares ARX method.
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(a) Acceleration time history





















(b) Displacement time history
Figure 5.24: Results of the simulation of the shake table response motion to a sine pulse displace-
ment input using the identification obtained from a white noise signal with the compensated least
squares ARX method.
121
CHAPTER 6. SHAKE TABLE SINUSOIDAL PULSE EXPERIMENTS
Chapter 6
Shake Table Sinusoidal Pulse Experiments
6.1 Introduction
The previous chapter entered into great detail regarding the experimental production of sinusoidal
pulses that are common in the analytical study of rocking motion. The original intent to produce
those pulses was to experimentally test many of the simulations that have been performed to date
to determine their validity. However, due to the difficulties in accurately reproducing those pulses,
as described in the previous chapter, it was decided that the experimental focus would shift to
testing general observations of analytical rocking motion studies instead. Specifically, two impor-
tant conditions for the planar rocking of a rigid body on a rigid foundation are to be tested in this
chapter.
The first condition is regarding the required minimum ground acceleration to cause a body at








The second condition is regarding the required minimum friction between the rocking body and
the support medium for a body to enter a rock mode, which was derived earlier in Section 2.2.2
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6.2 Experimental Setup
6.2.1 Equipment
All rocking motion experiments were performed on the shake table in Columbia University’s Car-
leton Laboratory. The shake table and camera setup were identical to what was described earlier
in Section 5.2.
6.2.2 Coefficient of Friction
In order to properly test the second condition for the rocking of a rigid body on a rigid founda-
tion it is important to accurately determine the coefficient of friction between the rocking body
and the rubber mat. This was accomplished by pulling a solid steel block, which was initially at
rest, along the rubber mat and recording the maximum applied tensile force. The load cell used
for this measurement is a Mark-10 Series 5 digital load cell with a maximum capacity of 200 lbf,
or equivalently 0.890 kN. The load cell is equipped with the ability to record the maximum load
without the need for a connection to a computer. The steel block intended for the rocking exper-
iments was not used to measure the coefficient of friction because the force required to pull the
block is estimated to approach or exceed the capacity of the load cell. Instead a similar block, cut
from the same steel stock as the one used for the rocking experiments and machined with the same
equipment, weighing 0.942 kN (211.8 lbs), was used. In pulling the block across the rubber mat
great care was taken to ensure that the block motion remained parallel to the load cell at all times,
even during slip. Additionally, great care was taken to ensure that the load cell was parallel to the
plane of friction. Furthermore, the coefficient of friction was tested along both the primary and
transverse axes of the shake table. The recorded measurements of the maximum applied force are
given in Tables 6.1 and 6.2 . The mean values of the coefficient of friction are 0.492 along the
primary axis and 0.533 along the transverse axis. A photograph of the test procedure is including
in Figure 6.1.
The large variations in the measured maximum force are due to two issues. The first issue is
the existence of occasional scratches, dents, and rough patches. These surely add to the variability
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Table 6.2: Recorded maximum applied force and coefficient of friction along the transverse axes
of the shake table.
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Figure 6.1: Photograph of the friction measurement experiment.
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of the coefficient of friction of the interface. The second issue is the process to tare the load cell.
To measure the load in this experiment it is necessary to first attach a rod and hook to the load cell,
hook it to the block, and properly orient the load cell, as can be seen in Figure 6.1. In order to
distinguish between the tensile force applied to the body and the effect of this bulk on the sensor
and to reset the maximum recorded force, the load cell is tared for every measurement in this
configuration. This creates a variable force datum for each measurement and obviously adds to the
increased spread of the measurements.
Nonetheless, the conditions described by these measurements are favorable for planar rocking
experiments as they imply that the block is less likely to slip out of the planar rocking plane than to
slide within the plane. Furthermore, the coefficient of friction along the primary axis is sufficiently
above the B/H ratio of the block in its slender orientation, with the block’s primary axis aligned
with the shake table’s primary axis, for which B/H = 145 mm/464 mm = 0.313, for testing the
first condition. And in the stockier orientation, with the block’s transverse axis aligned with the
shake table’s primary axis, for which B/H = 281 mm/464 mm = 0.605, the coefficient of friction
is sufficiently above the block’s B/H ratio.
6.3 Experimental Results
6.3.1 First Rocking Condition: ag/g > B/H
Presented in Figures 6.2 and 6.3 are the results of a 1 Hz 67.3 mm TSDW experiment in which
the block was aligned on the table in its slender orientation. Ideally, the peak ground acceleration
(PGA) of this input motion should be ω2A = 0.27 g and according to the rigid foundation model,
the block should not rock as B/H > ag/g.
As with the experiments in Section 4.3, the displacement of the shake table as measured by the
camera matches very well with the measurements of the same motion with the LVDT in Figure
6.2b. Also presented in the same figure, the motion along the other axes is measured to be almost
zero as expected. Again, much like in Section 4.3, no shake table rotation is measured in Figure
6.2c.
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(a) Acceleration time history






















(b) Displacement time history


























(c) Euler rotation angles time histories
Figure 6.2: Experimental results of the shake table motion during the 1 Hz 67.3 mm TSDW with
the block.
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(a) Displacement time history


























(b) Euler rotation angles time histories
Figure 6.3: Experimental results of the block motion during the 1 Hz 67.3 mm TSDW with the
block.
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Figures Frequency (Hz) Displacement Amplitude (mm) Expected Acceleration (g)
6.5 & 6.6 2 66 1.06
6.7 & 6.8 1.5 95.25 0.863
6.9 & 6.10 1.5 90 0.817
Table 6.3: Parameters and figures of the TSDW experiments to test the second condition.
However, Figure 6.2a shows that the PGA of the shake table was well above 0.27 g, and even
well above the block’s B/H ratio, which for this experiment is B/H = 0.313. The PGA of this
experiment was 0.88 g and almost every cycle has a peak above 0.5 g. In this experiment, the large
discrepancy between the expected PGA and the measured PGA is mostly due to the large pulse
phenomenon, described at length in Section 5.2.2.1, as can be seen in Figure 6.4. This phenomenon
precludes the testing of the first rocking condition with the current block and the current state of
the shake table control.
Nonetheless, the results of the block response are shown in Figure 6.3. Figure 6.3b shows the
Euler rotation angles of the block. It can be seen that the block moved in a fairly planar trajectory.
Additionally, there is a clear pattern of rocking that is visible in the time history despite its tiny
magnitude. However, as mentioned above, the PGA of this experiment was above the threshold
and this experiment is not a valid test of the condition.
6.3.2 Second Rocking Condition: µ > B/H
Presented in Figures 6.5 through 6.8 are the results of a series of rocking motion shake table
TSDW experiments with the rectangular block oriented in its stockier orientation, for which B/H =
281 mm/464 mm = 0.605. Table 6.3 describes the parameters of each experiment and lists the
corresponding figures.
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6.3.2.1 Shake Table Motion
As is now expected, the monocular videogrammetric algorithm accurately measures the translation
and rotation of the shake table as shown in Figures 6.5, 6.9, and 6.7.
Additionally, as now expected, the acceleration time histories of the TSDW shake table motion
do not agree with the expected values. However, here it is not entirely attributable to the large
pulse phenomenon of Section 5.2.2.1. In Figure 6.5a at approximately 9.5 s and in Figure 6.7a
at approximately 8.75 s there are large impulses followed by a slow curve down to zero. These
represent large impacts from the block with the shake table. The subsequent low frequency curves
are the effects of the reinitialization of the accelerometer. Therefore, the peak represents a physical
phenomenon, however, the slow trend back to zero does not. Furthermore, many of the large peaks
in all three acceleration time histories are due to impacts from the rocking block on the shake
table and are not indicative of the actual performance of the shake table. Regardless, for these
experiments, the true magnitude of the input acceleration is insignificant. It is only important that
it exceeds the threshold of ag/g = B/H, which it most certainly does in all of these experiments.
6.3.2.2 Block Motion
In the first experiment, a 2 Hz 66 mm TSDW whose block motion results are shown in Figure
6.6, the block clearly entered into a sustained rocking motion. However, the motion of the block
was not purely planar, as the block rotated about the vertical axis and experienced significant
displacement along the transverse axis. In fact, the rotations about the vertical axis begin more
or less at the same time that the rocking rotations begin. Therefore, although the block did rock
about the transverse axis of the shake table, in a strict sense, this experiment is not a valid test
of the second condition for planar rocking motion. In order to reduce the likelihood of the block
slipping along the transverse axis of the shake table, for the next two experiments, the input motion
parameters were chosen so as to produce a reduced expected PGA.
In the second experiment, a 1.5 Hz 95.25 mm TSDW whose block motion results are shown
in Figure 6.8, the block again clearly entered into a rocking motion. In this experiment, the block
experiences less rotation about the vertical axis than in the previous experiment. As the block
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begins to rock about the transverse axis, it also starts to rotate slightly about the vertical axis.
These rotations are fairly small, with a maximum twist from the initial rotation of only 0.0370 rad
before the block overturns. It is a fair assessment to characterize this motion as planar. In the
time histories shown, the block begins to move along the primary table axis at approximately 6.5 s.
In the interval between 6.5 s and 7.5 s, Figure 6.8a shows that the body experiences substantial
displacements along the primary axis with minimal rotations, a situation that would be considered
as pure sliding according to a rigid foundation model. During this period it experienced a maximum
sliding displacement of 44.6 mm. From 7.5 s until 8.7 s, Figure 6.8b shows that the body first
rotates slightly about the axis that is effectively the transverse axis of the shake table with a negative
rotation. Then it experiences significant positive rotations that exceed 0.76 rad. The block begins to
rock back at approximately 8.2 s, however when it reaches a rotation of 0.62 rad it again reverses
direction and rocks to overturning. A rigid foundation model would have to characterize this
behavior of the body as rocking.
In the third experiment, a 1.5 Hz 90 mm TSDW whose block motion results are shown in
Figure 6.10, the block again clearly entered into a rocking motion. In this experiment, the block
experiences even less rotation about the vertical axis; the maximum rotation from the initial π/2 rad
angle before impact is 0.0355 rad. As such, this experiment can safely be considered a planar
rocking experiment. In the time histories shown, the block begins to move along the primary
table axis at approximately 6.5 s. In the interval between 6.5 s and 7.1 s, Figure 6.10a shows that
the body experiences substantial displacements along the primary axis with minimal rotations, a
situation that would be considered as pure sliding according to a rigid foundation model. During
this period it experienced a maximum sliding displacement of 45 mm. From 7.1 s until 8.6 s,
Figure 6.10b shows that the body again initially rocks with a negative rotation, then experiences
significant rotations up to approximately 0.69 rad at 7.72 s. At approximately this time, the body
reverses its angular velocity and rotates to approximately 0.39 rad at 8 s. At this point the body
once again reverses directions and rotates to an overturned position. Again, a rigid foundation
model would have to characterize this behavior of the body as rocking.
Considering the parameters of the problem, µ = 0.49, and B/H = 0.605, the rigid support
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rocking model would have predicted that regardless of the acceleration of the table, the body should
not rock, since µ < B/H. However, since ag/g > µ the model would predict the body to experience
a pure sliding motion without transitioning to either a rock or slide-rock mode. The results of
these two experiments demonstrate that not only is rocking possible, but that the block may even
rock to the point of toppling. Clearly, the assumption of a rigid support for this experiment would
have failed to predict the rocking motion and overturning of the block. Hence, it would be a
non-conservative model for these situations.
6.4 Conclusion
This chapter presented results from two sets of rocking motion experiments. In the first set, an
attempt was made to test whether a block would rock on an deformable medium if the PGA of the
input motion was less than required by a rigid foundation model. The results of the one experiment
presented indicate that due to the current state of the dynamics of the shake table it is very difficult
to sustain input with low PGA. Therefore the requirements of the rigid foundation model in this
regard cannot be tested until further advancements are made in the control of the shake table mo-
tion. In the second set, two experiments of almost perfectly planar rocking were presented which
demonstrated that the friction requirement of the rigid foundation model are not valid if the foun-
dation is flexible. Furthermore, if the support medium is flexible, these experiments showed that
the assumption of a rigid foundation is potentially non-conservative and may result in unexpected
failure of the rocking body.
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Figure 6.4: A closer look at the acceleration of the first full cycle of the 1 Hz 67.3 mm TSDW
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(a) Acceleration time history
























(b) Displacement time history



























(c) Euler rotation angles time histories
Figure 6.5: Experimental results of the shake table motion during the 2 Hz 66 mm TSDW with the
block.
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(a) Displacement time history























(b) Euler rotation angles time histories
Figure 6.6: Experimental results of the block motion during the 2 Hz 66 mm TSDW with the block.
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(a) Acceleration time history






















(b) Displacement time history


























(c) Euler rotation angles time histories
Figure 6.7: Experimental results of the shake table motion during the 1.5 Hz 95.25 mm TSDW
with the block.
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(a) Displacement time history


























(b) Euler rotation angles time histories
Figure 6.8: Experimental results of the block motion during the 1.5 Hz 95.25 mm TSDW with the
block.
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(a) Acceleration time history























(b) Displacement time history


























(c) Euler rotation angles time histories
Figure 6.9: Experimental results of the shake table motion during the 1.5 Hz 90 mm TSDW with
the block.
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(a) Displacement time history


























(b) Euler rotation angles time histories






7.1 Summary and Contributions
Presented in the preceding chapters is a successful attempt to experimentally measure uncon-
strained 3D rocking motions. Prior to this work, many researchers had attempted to use a variety
of different experimental means and methods to record the motion of rocking bodies, however, as
described in the first chapter, many of those methods suffered from significant limitations. The
research presented herein resolves many of those limitations. Thus allowing experimentation to
provide better, and more complete, data to assess the validity of existing rocking models.
In Chapter 3 the algorithmic backbone of the experimental method is discussed at length. This
includes a novel unsupervised online learning algorithm that is capable of tracking bodies in a
laboratory setting subject to large 3D rotations based on the locations of color targets. Additionally,
a semi-supervised update to the learning algorithm is presented which tracks faces of the body
instead of the targets. This is accomplished through a co-training structure in which each color
target represents an distinct view of a component of a face. This update significantly improves
the classification process of the tracking algorithm. These algorithms allow for the application of
a pose estimation algorithm to measure the 3D rigid body rotations and translations of a rocking
body.
Chapter 4 presents a series of rocking motion experiments measured with the algorithm pre-
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sented in Chapter 3 and demonstrates that it is capable of achieving considerable accuracy when
compared against trusted traditional sensing methodologies. Furthermore, the experiments in-
cluded motions that were unmeasurable with all of the previously published experimental config-
urations, but were confidently measured with this one.
Chapter 5 is a first step towards the advancement of another important component of the ex-
perimental study of rocking motions: the quality of the input signal. The unsuccessful attempts
discussed highlight the major issues that exist and focus the direction of further research of exper-
imental study to validate previously performed simulation studies of rocking motion.
Finally, in Chapter 6, all of the research of the earlier chapters is combined to demonstrate
the significance of this research. In this chapter, it is shown through experimental measurements
that the majority of rocking models do not adequately consider the characteristics of the support
medium. It is also shown through the failure of the rocking body that this could lead to potentially
non-conservative predictions.
7.2 Future Research
The future of this experimental research in rocking motions will address two topics that are relevant
to the material contained in this work.
The first area of research is to utilize the experimental data measured during the tests mentioned
in Chapter 4 to experimentally validate the existing rocking models.
The second area of research is the improvement of the fidelity of the output acceleration of dis-
placement controlled shake tables to the input signal. This research will likely focus on advanced
identification and simulation methods in order to produce input signals that effectively manipulate
the shake table dynamics. This will provide researchers with a necessary tool to expand the scope
of experimental rocking motion model validation.
Finally, the third topic of research is to perform additional experimental research, making use
of the monocular videogrammetric technique described herein, to further validate rocking models
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