We investigate the applicability of large-scale Granger Causality (lsGC) for extracting a measure of multivariate information flow between pairs of regional brain activities from resting-state functional MRI (fMRI) and test the effectiveness of these measures for predicting a disease state. Such pairwise multivariate measures of interaction provide high-dimensional representations of connectivity profiles for each subject and are used in a machine learning task to distinguish between healthy controls and individuals presenting with symptoms of HIV Associated Neurocognitive Disorder (HAND). Cognitive impairment in several domains can occur as a result of HIV infection of the central nervous system. The current paradigm for assessing such impairment is through neuropsychological testing. With fMRI data analysis, we aim at non-invasively capturing differences in brain connectivity patterns between healthy subjects and subjects presenting with symptoms of HAND. To classify the extracted interaction patterns among brain regions, we use a prototype-based learning algorithm called Generalized Matrix Learning Vector Quantization (GMLVQ). Our approach to characterize connectivity using lsGC followed by GMLVQ for subsequent classification yields good prediction results with an accuracy of 87% and an area under the ROC curve (AUC) of up to 0.90. We obtain a statistically significant improvement (p<0.01) over a conventional Granger causality approach (accuracy = 0.76, AUC = 0.74). High accuracy and AUC values using our multivariate method to connectivity analysis suggests that our approach is able to better capture changes in interaction patterns between different brain regions when compared to conventional Granger causality analysis known from the literature.
INTRODUCTION
Patients living with Human Immunodeficiency Virus (HIV) infection are susceptible to develop symptoms of HIV Associated Neurocognitive Disorder (HAND) as a result of the virus entering the central nervous system. The impact on the cognitive abilities of a patient is assessed using neuropsychological tests, which are often subjective and cannot be used to diagnose early infection of the brain before symptoms manifest. In this analysis, we investigate the presence of HAND by studying the ability of multivariate resting-state fMRI analysis to recognize differences in interaction patterns among different brain regions with the end goal of developing a framework to characterize disease progression more objectively. To this end, we study changes of patterns in resting-state brain activity to reveal differences between diseased and healthy subjects. Previous studies have used a framework, referred to as Multi-voxel Pattern Analysis (MVPA) [1] , which extracts patterns from the functional connectivity profiles of subjects with and without a neurological disease, such as major depression [2] . Conventionally, such studies use cross-correlation to obtain functional connectivity profiles for every subject. In this work, we study the use of large-scale Granger causality (lsGC) [3] analysis to extract such profiles.
Large-scale Granger causality [3] was developed to circumvent the ill-posed problem faced by traditional conditional Granger causality analysis (cGC) [4] while trying to obtain a voxel-wise measure of multivariate causal interaction. The ill-posed problem arises because the number of recorded voxels is much larger than the number of volumes of the brain recorded, i.e. the length of the voxel time-series. In this study, although we do not encounter this problem since we perform a region-wise time-series analysis, we demonstrate the usability and effectiveness of lsGC over cGC for conditions where an ill-posed problem is not faced. This is demonstrated by examining lsGC model parameters that gives it an edge over cGC. To this end, we investigate the effectiveness of lsGC, under different parameter settings, to extract connectivity profiles, following which MVPA is performed to distinguish between healthy individuals and individuals presenting with symptoms of HIV Associated Neurocognitive Disorder (HAND). We carry out MVPA using Generalized Matrix Learning Vector Quantization (GMLVQ) [5] , which is a prototype-based learning algorithm that can handle high-dimensional discriminative tasks without requiring an explicit feature extraction step prior to classification. Furthermore, we also compare how lsGC performs against traditional cGC [4] . This work is embedded in our group's endeavor to expedite 'big data' analysis in biomedical imaging by means of advanced machine learning and pattern recognition methods for computational radiology and radiomics, e.g. .
DATA

Functional MRI data
Functional MRI (fMRI) scans from 29 subjects (14 with symptoms of HAND and 15 healthy controls) were acquired at the Rochester Center for Brain Imaging (Rochester, NY, USA) using a 3T MRI scanner. The cohort consisted of subjects aged 32-53 years. The resting-state fMRI scan parameters were: Echo time (TE) = 23 ms, repetition time (TR) = 1650 ms, flip angle (FA) = 84°, 96 x 96 acquisition matrix. A total of 250 temporal scan volumes with 25 slices at a slice distance of 5 mm were acquired from each subject. High-resolution structural T1-weighted magnetizationprepared rapid gradient echo (MPRAGE) scans were used to co-register the functional sequences to the standard MNI152 template [37] . The MPRAGE sequence parameters were as follows: TR = 2530 ms, TE = 3.44 ms, isotropic voxel size 1mm, FA = 7°, acquisition time ~ 3 minutes. Written consent was given by the scanned individuals according to an IRB-approved study protocol.
To correct for motion during scan, for interleaved acquisition, and to extract the brain, the fMRI data was processed using the FMRIB's Software Library (FSL version 5.0) [38] . The MNI152 template was used to register the data to a standardized brain atlas space, and removal of the whole brain time-series was done using a nuisance regressor. In addition, high-pass filtering was performed to remove signal drifts, and the first 10 volumes temporal scan volumes were discarded to eliminate initial saturation effects. The voxel time-series were normalized to unit standard deviation and zero mean to focus on signal dynamics rather than amplitude [39] . Finally, the brain activity was represented by 90 regions, where the regions were defined by using the Automated Anatomic Labelling (AAL) template [40] . Each regional time-series was represented by the average time-series of all voxels included in the region.
METHODS
Large-scale Granger causality analysis
We use large-scale Granger causality (lsGC) [3] to obtain a measure of directed multivariate information flow between every pair of regional time-series in the resting-state human brain. The principle of lsGC is derived from that of Granger causality [5, 41] , which states that if the prediction quality of time-series x s improves in the presence of time-series x r , then x r Granger causes x s . Large-scale Granger causality comprises of estimating a time point in the future, using vector auto-regressive (VAR) modelling (of order d), in a dimension-reduced space defined by retaining the first c Principal Components (PC) of the time-series ensemble. These predictions are transformed back to the original time-series ensemble space using the inverse of the linear transformation function in the initial rotation of the axes to the PC space. The prediction errors, i.e. residuals, are used to obtain the lsGC coefficients. We calculate the variance of the residuals, when the full ensemble was used for obtaining the PCs, and compare these with those residuals obtained when information of one time-series is removed. We thus obtain a matrix of lsGC coefficients, containing measures of directed multivariate information flow scores for every pair of time series.
Consider an ensemble of time-series X ∈ ℝ × , where N and T are the number of time-series and the number of temporal samples respectively. Let X = (x 1 , x 2 , x 3 , …, x N )
T be the whole multidimensional system, x n ∈ ℝ a single time-series with n ∈ {1,2, …, N}, where x n = (x n (1), x n (2), …, x n (T)). Large-scale Granger causality differs from cGC by performing Granger causality analysis in an embedded lower dimension space. This is carried out by obtaining a multivariate GC score by first decomposing X into its first c high-variance principal components Z ∈ ℝ × using Principal Component Analysis (PCA), i.e.,
Z = WX.
Subsequently, Z is modelled using Vector Auto-Regressive (VAR) modelling of order d and the estimate is computed by using the d auto-regression parameter matrices, each of size c × c. To obtain the influence of time-series x r on all other time-series, we remove the information of x r from the transformation matrix W, obtain \ and model \ as its VAR estimate.
The two estimates and \ are projected into the original high-dimensional space using the respective inverse PCA transformation. Following this, the errors, in the original high dimensional space, E and \ , are computed after which we quantify the prediction quality by comparing the variance of the prediction errors obtained with and without consideration of x r . If the variance of the prediction error of a given time series, say x s , decreases with using x r , then we say that x r Granger-causes x s [4] .
→ is the GC index for the influence of x r on x s , which is stored in the affinity matrix A at position A (s, r). , \ is the error in predicting x s , when x r was not considered, and is the error when x r was used.
To quantitatively evaluate the performance of our lsGC method, we compare this approach to a conditional Granger causality method (referred to as cGC here) [4] from the literature, which does not require any low-dimensional embedding and obtains GC coefficients in the original ensemble space. For cGC, Z = X where W is the identity matrix. However, the need for lsGC becomes relevant, when N and T are very similar or when N > T, where N is the size of the ensemble, i.e. the number of time-series, and T is the length of the series. The quantities N and d both increases the number of parameters to be computed, whose estimation is limited by length T. The lsGC method alleviates this problem, as it incorporates a reversible dimension reduction step by decreasing the number of free parameters to be estimated for time-series modelling.
MVPA -Classification using GMLVQ
Subsequent to obtaining the connectivity profiles, i.e. affinity matrices, from every subject using lsGC and cGC, we symmetrized and vectorized them into high-dimensional feature vectors and use them as input to the Generalized Matrix Learning Vector Quantization (GMLVQ) classifier and test its ability to classify between the two subject groups.
GMLVQ is a prototype-based locally linear distance learning approach, which shows good generalizability for highdimensional data [5] . The GMLVQ classifier does not require an explicit feature extraction step prior to classification. The classifier was trained with the following restrictions: the training data received equal number of instances from both groups and the independent test set had at least one instance from each group. A 90%/10% training/test separation was used for this study in an iterative cross-validation scheme, where the robustness was validated over 100 iterations of training/test split.
All procedures were implemented using MATLAB 8.4 (MathWorks Inc., Natick, MA, 2014). The MATLAB implementation of GMLVQ was taken from [42] . Wilcoxon signed-rank test was used to test for significant differences between the methods. A flow chart of the steps involved in this analysis is shown in Figure 1 . Figure 2 shows the symmetrized connectivity profiles constructed using lsGC and cGC from the fMRI sequence of one of the subjects. These matrices are converted to high-dimensional feature vectors and used for classification between healthy and diseased subjects. We use the Area Under the Receiver Operator Characteristic Curve (AUC) and accuracy of classification to evaluate the ability of both approaches to predict the disease state. An AUC = 1 indicates a perfect classification and AUC = 0.5 indicates random classification. Flowchart of the steps involved to classify controls from patients using resting-state fMRI. First, resting-state fMRI data is preprocessed following which regional time-series are extracted. Subsequently, we obtain the lsGC connectivity matrix. Such matrices are obtained for every subject. The vectorized matrices represent every subject as the resting-state connectivity of their brain. Since HIV associated Neurocognitive Disorder (HAND) causes neurodegeneration, we use machine learning to classify the two groups. The results in Figure 3 show that, as the number c of retained PCs increase, the classification results initially improve. This would be because the ensemble is better represented with a higher c. However, increasing c to 20 results in a slight decrease in classification performance, because with increasing number c of PCs, the number of parameters to be estimated increases as well. A similar argument may explain why cGC performs poorly when compared to lsGC for EV > 0.60. With cGC even for an order of 2, the number of parameters to be estimated is very large, since N = 90, when compared to lsGC that can have c « N. This also suggests that most of the relevant information required to separate the two cohorts is present in the first few time-series of the ensemble.
RESULTS
NEW AND BREAKTHROUGH WORK
We investigate the use of large-scale Granger causality (lsGC) in establishing meaningful connectivity profiles and test its ability to predict a neurological disease state, such as HAND. We compare our approach to cGC, which is a commonly used conditional GC method. However, effectiveness of cGC, is limited by the length of the time-series, i.e. the amount of recorded brain activity, as effective estimation of the VAR model parameters improves with increase in time-series length, i.e. number of samples. The high AUC and accuracy values using lsGC derived feature vectors (connectivity profiles) suggest that lsGC can be more useful than cGC in effectively capturing the disease state of subjects with and without any cognitive impairment as a result of HAND. We also use Generalized Matrix Learning Vector Quantization (GMLVQ) to classify connectivity patterns between the two cohorts. The results indicate that our multivariate directed connectivity analysis approach, lsGC, with embedded dimension reduction permits to predict neurological disease state from fMRI connectivity analysis with high accuracy.
CONCLUSION
We present an approach for classifying subjects presenting with HIV Associated Neurocognitive Disorder (HAND) from healthy controls by first establishing a measure of multivariate interaction between different regional brain activities in resting-state fMRI using lsGC. To ensure that every subject is represented by a set of features (connectivity profiles) that represent interactions between the same pair of regions, the data from all the subjects were registered to a standard space and regional time-series were extracted using a standard template. We then train a classifier to recognize patterns that discriminate between the two subject groups based on such connectivity information, and test its performance in an iterative cross-validation scheme. The high AUC and accuracy values obtained using lsGC demonstrates the applicability of such a multivariate method for effective connectivity analysis in fMRI data. In conclusion, lsGC has potential to provide neuroimaging derived biomarkers and clinically useful information about how the underlying dynamics of the resting human brain differs between healthy subjects and subjects presenting with symptoms of HAND.
This work is not being and has not been submitted for publication or presentation elsewhere. Proc. of SPIE Vol. 10133 101330M-6
