Face-pose estimation aims at estimating the gazing direction with two-dimensional face images. It gives important communicative information and visual saliency. However, it is challenging because of lights, background, face orientations, and appearance visibility. Therefore, a descriptive representation of face images and mapping it to poses are critical. In this paper, we use multimodal data and propose a novel face-pose estimation framework named multitask manifold deep learning (M 2 DL). It is based on feature extraction with improved convolutional neural networks (CNNs) and multimodal mapping relationship with multitask learning. In the proposed CNNs, manifold regularized convolutional layers learn the relationship between outputs of neurons in a low-rank space. Besides, in the proposed mapping relationship learning method, different modals of face representations are naturally combined by applying multitask learning with incoherent sparse and low-rank learning with a least-squares loss. Experimental results on three challenging benchmark datasets demonstrate the performance of M 2 DL.
critical in human activity analysis, human-computer interfaces, and some other applications [4] [5] [6] [7] . It is also applied to improve the performance of face detection and recognition [8] , [9] .
Generally speaking, according to the routine of face-pose estimation by mapping images to poses, current methods focus on feature representation of head images and mapping the representation to head poses [10] , [11] . Feature representation is the key to the problem of face-pose estimation and feature mapping often depends on it. Therefore, a descriptive representation is critical. The pioneering work on face-pose estimation was proposed by Robertson and Reid [12] , which used a detector based on template training to classify face poses in eight directional bins. This approach is heavily reliant on skin color model. Subsequently, this template-based technique was extended to a color-invariant technique by Benfold et al. [13] . Based on the template features, they proposed a randomized fern classifier for hair face segmentation for matching. This work was later improved by Siriteerakul et al. [10] using pairwise local intensity and color differences. However, in keeping with all templatebased techniques in head-pose estimation, these suffer from two major problems: First, it is nontrivial to localize the head in lowresolution images; second, different poses of the same person may appear more similar compared to the same head pose of different persons. Recently, some researchers propose to represent face images in different feature spaces that have more discriminatory property for face pose independent of people. Chen et al. [14] proposed unconstrained coupled face-pose and body-pose estimation in surveillance videos. They used a multilevel histogram of oriented gradients (HOG) to represent face and body poses for adaptive classification using high-dimensional kernel space methods. A similar idea is applied by Flohr et al. to jointly estimate face and body poses [15] . However, face poses are complex and uncertain, which makes these methods unsuitable for fine-grained human interaction or saliency detection.
Even with descriptive representation, human-face-pose estimation is still difficult since human faces are usually captured at a very low resolution and appear blurred. In addition, the rotation of human faces is complicated and some facial features are often invisible. Therefore, researchers need to define a reasonable mapping from images to poses. Previous methods usually employ regression. The regression methods used for face pose are Gaussian process regression [16] , support vector regression [17] , partial least-squares (PLS) [18] , and kernel PLS [19] . The drawback of these methods is that they need to design regression functions with the corresponding hyperparameters, which must be either manually selected or properly estimated using nonconvex optimization techniques. Besides, they have not taken multiple views into consideration. Employing only a single camera view or a single type of input is often insufficient to study people's behavior in wild environments. A number of approaches [20] [21] [22] have exploited multiple views to achieve robust pose estimation. For example, Rajagopal et al. proposed a method to estimate face poses while people freely move around in naturalistic scenarios [23] . Inspired by previous multiview ideas, Mukherjee and Robertson further proposed a multimodal method [24] . It uses both RGB and depth images to improve the performance of pose estimation. Yan et al. defined classification in different views as different tasks. In this way, face-pose classification based on multitask learning is applied in an environment captured by multiple, large field-of-view surveillance cameras [25] .
In a word, current trend of face-pose estimation is using multiview images or multimodal data. In traditional methods, multiview integration is often oversimplified and the mapping function is assumed to be linear. However, in reality, the correspondence between face images and poses is complicated. It is often ambiguous or even arbitrary. Therefore, we try to improve feature description and mapping by deep learning and multitask learning, respectively. Despite some exciting results with classification or recognition from the related deep learning approaches, the performance can be further improved with the structural information of data considered [26] . To learn the structural information, manifold learning has been widely used [27] . In this way, we develop a big data-driven strategy for face-pose estimation in this paper. Specifically, we design a novel deep architecture named multitask manifold deep learning (M 2 DL) for multimodal human face data. Different from existing face-pose estimation methods, the proposed method applies deep convolutional neural network (DCNN) based feature extraction to represent face images and multitask learningbased model to construct the mapping relationship from images to poses. The contributions of this paper are summarized as follows.
1) First, we propose a new multitask learning framework based on DCNN. In this framework, DCNN-based feature mapping and multitask learning is connected to obtain a DCNN-based regression for face-pose estimation, which unified the multiview problem and multimodal problem in a single model. 2) Second, in the proposed framework, convolutional layers are improved with manifold regularization, which is called manifold regularized convolutional layers (MRCL). In the proposed MRCL, the inner relationship of neurons is utilized. In this way, locality properties of neurons can be kept and better feature representation can be learnt. 3) Finally, the proposed framework introduces multitask learning to combine different networks. These networks can handle data from different views, different modals, and different tasks. Therefore, it is naturally multimodal and can be used in different scenarios. We conduct comprehensive experiments to analyze our method on three challenging benchmark datasets. The experimental results validate the effectiveness. Fig. 1 . Flowchart of the proposed framework is shown. Without loss of generality, we use the dataset with color images and depth images as an example. The proposed framework consists of three stages. First, we extract clear faces from the images to capture features of clean faces. Second, we use deep neural networks to compute features. In this stage, we propose MRCL to compute more descriptive features for face images. Finally, we connect multitask learning with output features of neural networks to compute the regression model for face-pose estimation. In this stage, the model with each type of features is considered as a task. With this model, we can map image features to estimated poses.
The remainder of this paper is organized as follows. The proposed M 2 DL is presented in Section II. After that, we demonstrate the effectiveness of M 2 DL by experimental comparisons with other state-of-the-art methods in Section III. We conclude in Section IV.
II. MULTITASK MANIFOLD DEEP LEARNING

A. Overview of the Proposed Method
The flowchart of the proposed framework is shown in Fig. 1 . To get rid of the influences of background, we extract faces in images first. This process depends on the definitions of different datasets. In some datasets, the positions and sizes are provided and they can be used directly. However, in some other datasets and application scenarios, we need face detection or face tracking to get the face area. Then, we use three convolutional layers, one full connected layer in the MRCL-based deep networks. Different models are trained to compute the features. Finally, multitask learning is applied to learn the mapping models from images to poses. In different datasets, the definitions of tasks are also different. For multiview image datasets, we set a view as a task. For datasets with different modals, we set a modal as a task.
B. Feature Representation With MRCL
Deep convolutional neural networks (CNNs) have proven successful in image description due to their high-level semantic abstraction capabilities [28] [29] [30] [31] [32] [33] . CNNs have also been widely used in applications related to faces, such as three-dimensional (3-D) gaze tracking [34] , face alignment [35] , etc. Lathuili et al. had proposed deep mixture of linear inverse regressions for head-pose estimation [36] . Therefore, we are inspired by previous methods and describe input image x with inherent representation of CNNs. Different from previous methods, we impose locality constraints on neurons. To achieve it, we define the forward output as
where (W ) l and (b) l are the mapping parameters of the lth layer. They are computed by the process of optimizing CNNs. f (·) is called the activation function. In computational networks, the activation function of a neuron defines how its output is activated. In the scenario of the deep neural network, activation functions project x to higher level representation gradually by learning a sequence of nonlinear mappings. For a CNN with L layers, (1) will be concatenated L times. To reduce the size of tensors computed by convolutional layers, pooling layers are usually used. In this way, we can get the output δ L with L convolutional layers.
To optimize the weighted matrix W that contains the mapping parameters, we use a back-propagation strategy. For each echo of this process, the weighted matrix is updated by ΔW , which is defined by
η is the learning rate and Z is the energy loss of neural networks. Equation (5) can be further defined as
where R is the mapping function from input to estimated output.
In this way, we try to minimize the differences between the groundtruth y and the estimated output R(x). To achieve it, we need to compute the backward output, which is defined by
In this way, W can be updated by
Classic convolutional neuron networks consist of alternatively stacked convolutional layers and spatial pooling layers. The convolutional layers generate feature maps by linear convolutional filters followed by nonlinear activation functions (rectifier, sigmoid, tanh, etc.). Rectified linear units (ReLU) is defined by
With ReLU, the feature map can be calculated as follows:
where w is the element in W corresponding to the output weights of x i . Usually, the training data used in neural network are overcomplete. It means that the number of neurons is much larger than the features' dimensionality. The reconstruction errors of coefficients can be guaranteed from the overcomplete characteristic of the neurons. However, the overcompleteness will cause the loss in the locality of the features to be represented. This makes similar face images to be described by totally different coefficients and causes unstable performance in head-pose estimation. Lin et al. indicates that traditional CNNs implicitly assume that the latent concepts are linearly separable. However, the data for the same concept often live on a nonlinear space; therefore, the hidden representations capturing these concepts are generally nonlinear functions of the inputs [37] . In this way, manifold learning or subspace learning has been widely used to exploit the correlations among data [38] . In the proposed MRCL, we add manifold regularization to impose the locality constraints, which is shown in Fig. 2 .
In MRCL, the output is defined as
where x v represents all the samples in task v and M (x v ) is the output of R(x v ) with manifold structure.
To learn the manifold structure of R(x v ) and compute M(·), many existing methods can be used, such as subspace learning and manifold learning. Recently, low-rank sparse learning attracts plenty of attention. In order to recover the low-rank matrix X 0 from the given observation matrix X corrupted by errors E 0 (X 0 + E 0 ), it is straightforward to consider the following regularized rank minimization problem:
where λ > 0 is a parameter and · l indicates certain regularization strategy, such as Frobenius form, the l 0 norm, and the l 2,0 norm. To better handle the mixed data, Liu et al. suggested a more general rank minimization problem defined as follows:
where A is a dictionary that linearly spans the data space and the minimized Z * (with regard to the variable Z) is the lowest rank representation of data X with respect to a dictionary A. To solve (10), we use the l 2,1 norm since it ensures the row sparsity. In this way, a low-rank recovery to X 0 is obtained by solving the following convex optimization problem:
To solve it, the augmented Lagrange multiplier method can be used. In this way, it can be converted to the following equivalent problem:
It can be solved by the augmented lagrangian method (ALM) method, which minimizes the following augmented Lagrangian function:
The aforementioned problem is unconstrained. So, it can be minimized with respect to J, Z, and E, respectively, by fixing the other variables and then updating the Lagrange multipliers Y 1 and Y 2 , where μ > 0 is a penalty parameter. With L, we can compute the low-rank mapping parameter by solving the standard eigendecomposition and define M(·) as
where Υ is the result of the standard eigendecomposition.
C. Feature Mapping With Multitask Learning
As mentioned before, the traditional routine to achieve facepose estimation is mapping images to poses with precomputed regression models. Therefore, the key is computing a welldefined regression model. In data mining and machine learning, a common paradigm for classification and regression is to minimize the penalized empirical loss arg min
where Ψ is the parameter to be estimated from the training samples, (Ψ) is the loss function, and Φ(Ψ) is the regularization term that encodes task relatedness. In our application, multiview face-pose estimation with V views can be considered as a multitask process with V tasks. The training data for vth task can be denoted by 
There are several existing choices of (·). In the proposed framework, we use incoherent sparse and low-rank learning with least squares loss (LeastSparseTrace) in the mapping process [39] . In LeastSparseTrace, the loss function is defined as
where Q * = (SV D(Q, 0)) is the trace norm.
. . . ; ω v N } is the weighted matrix for the vth view with the same meaning as (15) and task relatedness is encoded by summing the weights. By combining (17) with (14) , we can get the final loss function arg min
In this way, Υ can be optimized. The first convolutional layer, with 32 kernels of size 5 × 5 × 1, followed by 2 × 2 max pooling; 4:
The second convolutional layer, with 32 kernels of size 3 × 3 × 32, followed by 2 × 2 max pooling; 5:
The third convolutional layer, with 24 kernels of size 3 × 3 × 32, followed by 2 × 2 max pooling; 6:
The fully connected layer that has 512 neurons and get output (X v ) L ; 7: end for 8: Stage 2: 9: Computing low-rank Laplacian with (13); 10: Computing the low-rank mapping parameter Υ with the standard eigendecomposition; 11: Optimizing Υ by solving (18); 12: Mapping testing images to poses with optimized Υ; 13: return mapped face poses;
D. Implementation Details
In the implementation of multitask deep learning with MRCL, we use three convolutional layers and each is followed by max pooling. Finally, a fully connected layer that has 512 neurons is used to get feature mapping. In the multitask learning stage, we optimize (3) with the least trace method. With this key structure of deep convolutional network, we train CNNs until convergence. Then, low-rank learning and multitask learning are applied. The details of algorithms are shown in Algorithm 1. To implement the proposed deep neural network, Caffe is used and works on a workstation with 4 Titan X (Pascal) GPUs.
III. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. Benchmark Datasets
In this section, we demonstrate the effectiveness of the proposed approach by conducting experiments on three face-pose benchmark datasets: dynamic head pose (DPOSE) multiview dataset [40] , head pose image database (HPID) [41] , and Biwi kinect head pose database (BKHPD) [42] . Overview of them is shown in Table I .
To evaluate the performance of different methods, we estimate head pan and compute the differences between the estimation and the ground truth. For the methods that cannot support multiview data, we compute the average performance. In model training and testing, all the face images are resized to 64 × 64 and used as the inputs of training models. Then, pan degrees are used as the outputs. Experiments are repeated 20 times to get the average performance. Besides, we make use of SeetaFace [43] to locate the position of faces in DPOSE since it is not provided by the dataset. To solve (18), we set λ = 0.3, μ = 0.5, η = 0.3, and γ = 0.2.
B. Comparison of Different Activation Functions
As notated in Section III-C, there are several activation functions, such as sigmoid and tanh. They define the mapped output of a node in different ways and may influence the performance. Therefore, we have tried ReLU, sigmoid, and tanh. The results of three datasets are shown in Fig. 3 . We can figure out that ReLU achieves the best performance on all the datasets, which matches recent publications.
C. Comparison of Different Multitask Loss Functions
Multitask loss functions may also influence the performance of face-pose estimation. Until now, a number of multitask loss functions have been proposed to define the relationship among tasks. In our experiments, we compare the following loss functions:
1) trace-norm regularized learning with least squares loss (LeastTrace); 2) L21 joint feature learning with least squares loss (LeastL21); and 3) sparse structure-regularized learning with least squares loss (LeastLasso). We make use of multi-task learning via structural regularization (MALSAR) to conduct the performance evaluation [44] . The results are shown in Fig. 4 . We can clearly figure out that LeastSparseTrace outperforms the other loss functions. Due to the sparse constraints, LeastSparseTrace can improve the descriptive ability with features from different tasks. In our experiments, we use LeastSparseTrace. 
D. Comparison of Different Dimensionality Reduction Methods
To demonstrate the effectiveness of low-rank representation, we compare it with existing dimensionality reduction methods, such as linear discriminant analysis (LDA), discriminative locality alignment (DLA), locality preserving projection (LPP), neighborhood preserving embedding (NPE), locality sensitive discriminant analysis (LSDA), and isometric feature mapping (ISOMAP) [45] . The results are shown in Fig. 5 . Low-rank learning achieves the best performance under 500d to 600d, although it is not always the best under each dimensionality. According to the results, we can see that low-rank representation is capable of discovering the nonlinear degree of freedom that underlies complex natural observations.
E. Effectiveness of Applying Manifold Learning and Multitask Learning
In this part, we show the performance without manifold learning or multitask learning to emphasize the effectiveness of the proposed M 2 DL. Four different configurations are used. They are M 2 DL, single-task manifold deep learning (without multitask learning), multitask deep learning (without manifold learning), and traditional deep learning (without manifold learning and multitask learning). For the single-task configuration, we compute the average performance of each task. The performance is shown in Fig. 6 . It can be seen that M 2 DL achieves the best performance, which indicates the effectiveness of the proposed method with manifold learning and multitask learning.
With low-rank learning, more computational time is needed in the training process. We show the comparison of training time with and without low-rank learning is shown in Fig. 7 . The increase of computational time is about 15%, which is used in low-rank learning described in Steps 9 and 10 of Algorithm 1. According to the results shown in Fig. 6 , compared with stateof-the-art methods, the performance is increased by about 25%.
F. Effectiveness of Applying Deep Learning
In this part, we compare the proposed method with different regression methods to indicate the contribution of deep learning. 
1) Deep learning: Regression based on deep learning is used
to map images to poses. 2) Linear regression [46] : LR recovers poses by direct LR against shape descriptor vectors extracted automatically from image silhouettes. Ridge regression and relevance vector machine (RVM) regression are applied; however, comprehensive experiments show that their performance is quite similar. We use RVM. 3) Twin Gaussian processes [47] : TGP adopts Gaussian process priors on both covariates and responses, and estimates outputs by minimizing the Kullback-Leibler divergence between two Gaussian processes, which are Fig. 8 . We can clearly figure out the performance of traditional mapping learning methods such as LR and TGP cannot achieve satisfactory performance. Due to the descriptive power and concept abstraction ability of deep learning, face-pose estimation based on it is better than previous methods.
G. Influences of Face Detection
According to previous experiments, the results obtained on the DPOSE database are much worse than for the other databases. In this way, we try to determine whether this worse performance owes to the face estimation method, or simply to differences across databases. We show the results of HPID and BKHPD with and without face detection in Fig. 9 . Since face detection cannot always provide face positions as accurately as the bounding boxes provided by datasets, the performance is reduced. Besides, the faces in DPOSE are much smaller than HPID and BKHPD, which also results in worse performance.
H. Comparison With State-of-the-Art Methods
For face-pose estimation, we compare the following methods including the proposed M 2 DL. 1) M 2 DL: The proposed method using multitask learning and MRCL. ReLU is used as the activation function in the convolutional layer and LeastSparseTrace is used as the loss function in the multitask learning. 2) Salient facial structures (SFS) [41] : This is the baseline provided by HPID. In this method, the image containing the face is normalized in scale and orientation using moments provided by a face tracker. Each pixel in the face image is associated with an appearance cluster. One particular cluster stands for salient robust face structures, which are eyes, nose, mouth, and chin. 3) Transfer learning for head pose classification (TLHPC) [23] : In this paper, the authors propose transfer learning solutions to overcome the adverse impact of changing attributes between the source and target data on face-pose classification performance. 4) Probabilistic high-dimensional regression (PHDR) [48] :
This method maps HOG-based descriptors, extracted from face bounding boxes, to corresponding face poses.
To account for errors in the observed bounding-box position, the authors learn regression parameters mapped onto the union of a face pose and an offset. 5) Random regression forests (RRF) [49] : Similar to many existing methods, pose estimation is formulated as a regression problem in this method. 6) Head-pose estimation using perspective-N-point (PnP) [50] : In this method, PnP is used to get the 6 DOF pose of the head from point correspondences. 3-D objects' orientation is computed by solving a PnP problem. In the original implementation, roll, pitch, and yaw are computed. The definition of yaw is the same as pan in the proposed method. Therefore, we can use it in the comparison. 7) HyperFace [51] : In this method, a multitask learning framework with CNN is proposed to simultaneously solve face detection, landmarks localization, pose estimation, and gender recognition. We use the pose estimation results as a reference in the comparison. Similar to PnP, among the three degrees, yaw is used in the comparison. The results are shown in Fig. 10 . Based on which, we can make the following summarizations.
1) The methods that look into the structure of faces such as SFS achieves good performance. 2) Deep-learning-based methods such as HyperFace and the proposed M 2 DL are better than traditional methods. 3) According to bar figures and error bars, both the performance and the stability of the propose M 2 DL are better than state-of-the-art methods.
I. Estimating Results
In this part, we still use the optimized combination of activation functions and multitask loss functions to estimate the poses and show some samples in Fig. 11 . In these images, face poses can be correctly estimated, which indicates the effectiveness of the proposed method.
IV. CONCLUSION
In this paper, we propose a novel human face-pose estimation method. It improves previous methods by employing deep learning and multitask learning. Thanks to the application of manifold learning, we term better intrinsic representations with the inner relationship for neurons. Besides, utilization of multimodal features with multitask learning further improves the performance. Compared with state-of-the-art methods, recovery errors have been reduced by about 25%. However, computational time has been increased by about 15% due to the additional computation of manifold matrices. In the future, we will consider different levels of neural networks to improve the performance, such as better definitions of neurons, improved network layers, and more reasonable ways to fuse different networks.
