This project aims to increase understanding of the meteorological conditions which lead to extreme ground level ozone conditions. Our approach focuses only on the tail behavior by utilizing the framework of regular variation. Our approach has two parts. The first is an optimization problem: given a set of meteorological covariates, we aim to find the linear combination which has the highest degree of tail dependence with ozone. The second is a data mining problem: given a long list of possible meteorological covariates, we seek to find the ones which are linked to extreme ozone.
Introduction and Motivation
Ground level ozone (O 3 ) is known to be detrimental to the human respiratory system (U.S. EPA, 2006, Section 5.2). Research indicates that acute exposure to ozone can lead to a decline in lung function and increased inflammation (U.S. EPA, 2006, Section 7.2.8). Bell et al. (2004) report that there is a relationship between increases in ozone and mortality in urban areas. Wilson et al. (2014) find that the effect of ozone is non-linear and that extremely high levels of ground level ozone could be especially harmful. For these reasons, it is important to understand what are the contributing factors which lead to the most extreme ozone levels.
Ozone is a secondary pollutant, created via a chemical reaction which occurs when nitrogen oxides (NO x ) and volatile organic compounds (VOCs) are exposed to ultraviolet radiation from sunlight. The meteorological drivers which are associated with high ozone levels (high temperature, low wind speed, high solar radiation) are well known (Jacob and Winner, 2009) . However, it is less well known what meteorological conditions distinguish an extreme ozone day from one with merely high ozone levels.
The left panel of Figure 1 partially illustrates this idea. Ground level ozone is plotted versus air temperature for Atlanta, Georgia from 1992 to 2010 (April-October). This scatterplot shows that extreme levels of ozone occur when the air temperature is high; however, days with the highest ozone readings do not correspond to the days with the highest temperatures. Motivated by a larger project which aims to understand how atmospheric chemistry models represent extreme ozone, this study aims to better understand the meteorological drivers of extreme ozone.
We aim to find functions of meteorological covariates that have a high degree of tail dependence with ground level ozone. That is, we want to find functions of covariates which tend to be very large when ground level ozone is extreme. As is typical for an extreme value (EV) analysis, we only analyze data which are considered to be extreme and disregard that which is non-extreme. Our approach consists of two linked tasks. The first is an optimization problem: for a given a set of covariates (which may be transformed from or functions of the original meteorological covariates), we want to find the coefficients in the linear combination of meteorological covariates that optimize tail dependence with ozone. The second is a data mining problem:
we aim to find which of many possible meteorological covariates are associated with extreme ozone conditions. Here, data mining is a model selection problem where the model space is too large to search exhaustively. We perform data mining in a series of steps, which concludes with an automated search of the model space. As this work is exploratory, we don't expect to find one function which perfectly describes the formation of extreme ozone. Rather, by examining the functions which exhibit the strongest tail dependence with ozone, we aim to expose meteorological variables which contribute to extreme behavior and which warrant further investigation by atmospheric chemists.
We model the bivariate relationship between a linear combination of (functions of) covariates and ozone via the framework of multivariate regular variation. Defined only in terms of the joint tail, multivariate regular variation allows one to model multivariate threshold exceedences, thus focusing only on extreme behavior. We employ a bivariate tail dependence measure to quantify the dependence between the function of covariates and the response, and this measure is optimized subject to a constraint which imposes a marginal condition required by the regular variation framework. Our study is quite different in aim from a typical multivariate extremes study. The goal of most multivariate extremes analyses is to assess risk, and the quantity of interest is the estimated probability of an extreme event occuring simultaneously for multiple responses. We are unaware of any previous work which use extremes methods to optimize dependence or perform data mining.
When modeling a response in terms of covariates, it is common to consider a type of regression analysis. Standard linear regression models the expected response (and thus the conditional distribution's center), and consequently it tends to be a poor method for describing extremes. Approaches such as quantile regression or logistic regression can be tailored to focus on large values of the response. Our EV approach focuses on only the most extreme values of the response and is fundamentally different from regression approaches. However, one can make an analogy between our approach and standard regression: standard regression aims to find the linear combination of covariates which optimizes correlation with the response (in terms of R-squared), and our approach aims to find the coefficients which optimize a measure of limiting tail dependence.
Our method also differs from conditional or regression approaches for extremes (Beirlant et al., 2004, Ch. 7) which model the parameters of a univariate extremes model (e.g., generalized extreme value (GEV) or generalized Pareto distribution (GPD)) as functions of covariates. Conditional models have often been applied when the covariate is measured on a longer time scale (e.g. annual) than the response, thus allowing the researcher to extract data (e.g. annual maxima or threshold exceedances) which are considered extreme for the given the covariate. Conditional models for extremes have been used in atmospheric science studies to study trends by conditioning on year, or to study the relationship with slowly-evolving climatological regimes (Sillmann et al., 2011; Maraun et al., 2011) . However, threshold exceedance approaches have successfully been applied when the covariates vary on the same time scale as the response (e.g., Reich et al. (2013) ), and we will compare the conditional approach to our approach in Section 3.2.3. Our approach is specifically designed for covariates which vary on the same time scale as the response, and would not seem well suited to modeling non stationary behavior such as a time trend or seasonality. Importantly, there is a subtle difference between the questions answered by a conditional extremes approach and our proposed approach. Because it models the tail conditional on the covariates, the conditional approach answers the question "Given certain conditions, what is the extreme behavior?" By optimizing tail dependence, our approach answers a slightly different question of "What conditions are most strongly associated with the extreme observations?" There are several noteworthy previous studies which have used EV methods to model ground level ozone. Smith (1989) uses a conditional approach to model seasonality and a trend in extreme ozone. Heffernan and Tawn (2004) develop a conditional approach for multivariate modeling and model the joint tail of several air pollutants, including ozone. Eastoe and Tawn (2009) apply a preprocessing method to account for a nonstationarity ozone response. Eastoe (2009) combines the preprocessing method of Eastoe and Tawn (2009) with the model of Heffernan and Tawn (2004) to jointly model ozone, NO, and NO 2 . This paper is organized in the following manner. In Section 2 we review the concepts of multivariate regular variation and tail dependence. We discuss tail dependence parameters and their estimators, and discuss why some estimators are better suited for optimization. We introduce tail dependence estimators that utilize a smooth threshold and show consistency. In Section 3 we turn our attention to optimization, discussing parameter estimation, and a model comparison procedure based on cross-validation. A simulation study demonstrates our approach's ability to detect complicated conditions which lead to extreme behavior. In Section 4, we apply a multistep data mining procedure to data from Atlanta, Georgia and Charlotte, North Carolina, and list meteorological covariates which exhibit a relationship with extreme ozone levels. Daily High Surface Air Temp (Celcius) Daily Peak 8−Hour Surface Ozone (ppb)
Extremes and Dependence in the Tail
Multivariate regular variation implies that the joint tail decays like a power function.
Since the framework is defined only in terms of the joint tail, it is useful for modeling threshold exceedances. Like other models for multivariate extremes, multivariate regular variation makes assumptions about the marginal distributions in order that dependence in the tail can be described.
Regular Variation and Multivariate Exceedences
where v denotes vague convergence on E = [0, ∞] d \{0} and · is any norm (Resnick, 2007) . A useful polar coordinate representation follows by defining a radial component, R = Z and angular component,
where S d−1 = {z ∈ E : z = 1} is the unit sphere under any norm, and H is a finite measure S d−1 for any H−continuity Borel subset B of S d−1 . Because the right hand side of (2) is a product measure, the radial and angular components become independent in the limit. We can characterize the tail behavior via ν, or alternatively via α and the angular measure H. H contains all dependence information, and b(n) can be chosen so that H is a probability measure. Resnick (1987, Proposition 5.10) shows that monotone transformations of the univariate marginal distributions do not change the fundamental nature of the tail dependence, in the sense that the domain of attraction is preserved. Thus, the framework can be used to model multivariate data with differing tail behavior, which may or may not be heavy-tailed. If the data come from Y which is not regularly varying, we assume that there exist probability integral transformations T i , such that
T is regular varying. Statistical practice for multivariate extremes typically requires transforming marginals to a common, convenient distribution under which the dependence structure is more easily described. When dealing with real data, an analyst will typically transform each margin usingT i , wherê T i is a probability integral transformation based on an estimated distribution function. We choose to transform our marginals to the unit Fréchet distribution which
The unit Fréchet is regularly varying with α = 1, therefore our transformed data will be very heavy-tailed. The unit Fréchet is also a max-stable distribution, but this fact is unimportant for our purposes as we model threshold exceedances rather than block maxima. Since α = 1, we find it convenient to use the L 1 norm:
In our method, we only need to consider tail dependence for bivariate vectors.
T be a bivariate regular-varying α = 1 random vector with common marginal distributions. H is a probability measure on S 1 = {z ∈ R 2 + : z 1 + z 2 = 1}.
Informally, as dependence increases, the mass of H concentrates toward the center of S 1 , and consequently large realizations of Z will tend to occur closer to the 45-degree line. As dependence decreases, the large observations of Z will tend to occur near the axes. When exploring data, a scatterplot after transformation to a heavy tailed distribution can help one to understand tail dependence. The plot in the center panel of figure 1 gives a scatterplot of air temperature versus ozone in Atlanta, where both variables are transformed to have unit Fréchet marginals via rank transformations.
Due to the heavy tail, the majority of the points have congregated near the origin, and one is left to view the behavior of the large points. As many of the large points occur near the axes, it indicates that the level of tail dependence is relatively weak; that is, temperature alone does not describe extreme ozone conditions.
Tail Dependence Summary Parameters and Estimators
Within the regular variation framework, tail dependence is completely described by ν or H. However, neither of these quantities is easily summarized. In order to perform a numerical optimization, we must summarize tail dependence with a single number.
Several summary measures given in terms of ν have been proposed. For example, if Z is bivariate regularly varying, a summary measure proposed by Coles et al.
. Equivalently, χ = lim u→∞ P (Z 2 > u|Z 1 > u), yielding nice interpretability. An estimator of χ can be obtained by selecting a high u and replacing ν with the observed counts:
Other tail dependence summary measures based on ν with similar estimators have been proposed; the extremogram of (Davis and Mikosch, 2009) can be viewed as a generalization of χ applied in the time series context. Tail dependence summary measures with 'counting estimators' similar to (3) cannot serve as the objective function in numerical optimization. In (3) for a fixed u,χ(u) gives the number of points that exceed u in both components divided by the number of points that exceed in the first component. In our optimization method, any function of meteorological covariates which results in the same number of exceedances would yield the same value ofχ(u) regardless of the exceedances' values, causing the optimization to fail.
Alternatively, summary measures can be derived from H. Larsson and Resnick (2012) consider dependence summary parameters of the form
for κ : S 1 → [0, ∞). Larsson and Resnick (2012) propose estimators and show consistency by relying on the intermediate asymptotics common to EVT. Let k := k(n) be a sequence such that k → ∞ and k/n → 0, and let
where x (A) = 1 if x ∈ A and 0 otherwise, and b is defined as in (2). It can be shown thatν ⇒ ν (Resnick, 2007, Theorem 4.1) . Then, for sets in S 1 , definê
The superscript (H) denotes a 'hard' threshold at 1 which is standard for extremes. Letting W t = Z t / Z t , we obtain the estimator for the tail dependence measurê
As they are functions ofν,Ĥ We use a dependence summary parameter based on |Z 1 −Z 2 |, the L 1 distance to the 45-degree line. The madogram (Cooley et al., 2006) similarly used the L 1 difference of variates, but assumed Z was max-stable rather than regular-varying. After converting to psuedo-polar coordinates,
We require a function that is not dependent upon R, so we choose κ(w) = |2w − 1|, noting
Define the parameter
Note that 0 ≤ γ ≤ 1, and that a smaller value of γ implies a higher degree of tail dependence. When γ = 1 we have asymptotic independence (Ledford and Tawn, 1996) , whereas γ = 0 shows perfect tail dependence. The right panel of Figure 1 shows estimates ofγ between the ozone response and temperature for increasing thresholds. Asγ achieves a level of about 0.72 shows that these two variables appear to exhibit asymptotic dependence, but the level of dependence is relatively weak.
Tail Dependence Estimation with a Smooth Threshold
As we wish to perform optimization, the hard threshold typically used in EVT is problematic as points would move back and forth across the threshold during optimization, likely not allowing the optimizer not to converge. Chaudhuri and SolarLezama (2011) propose using 'smooth interpretations' of discontinuous functions in numeric optimization. We use these techniques for EVT by replacing the hard threshold with a smoothed one, which gradually increases the weights from 0 to 1 as the radial component increases.
where δ (S) n is a function which converges pointwise to δ (H) on (0, 1) ∪ (1, ∞). In the appendix, we show that sufficient conditions on δ
n ⇒ H are:
Consistency of
follows by the continuous mapping theorem from the weak convergence of H
n to H.
The sufficient conditions for δ (S) n can be understood by considering the sequence of processes given by n t=1 Zt/b(n/k) . Informally, as n → ∞, points with radial components near 0 pile up with rate n, and points pile up with rate k for regions bounded away from 0.Ĥ (H) behaves nicely since all points with radial components less than 1 get weights of zero because of the hard threshold. When considering the smooth threshold, one needs δ (S) n to go to zero fast enough to keep mass from accumulating near zero (thus requiring condition 2), and one needs δ (S) n to converge to δ (H) (less rapidly) for regions bounded away from 0. As condition 2 is more stringent than 3, it is more critical. For example, the function δ
n (z) = π −1 arctan(a n (z −1))+ 1/2 will meet condition 2 if n −1 a n → ∞ as n → ∞.
In practice, since n is fixed, the convergence rate of δ (S) n is irrelevant. In the simulation study in Section 3.2, we test the optimization procedure's sensitivity to different degrees of smoothness. Also, as is typical of extremes procedures, in equations (6) and (7) b(n/k) is replaced by a suitably chosen threshold r.
Optimizing Tail Dependence
We now develop the method to find the linear combination of functions of covariates that optimizes tail dependence with the response variable in terms ofγ. We restrict our attention to linear combinations as we feel the model space would become unsearchable otherwise. As γ = 1 for any asymptotic independent bivariate distribution, we note thatγ is a sensible estimator only under asymptotic dependence. However, γ can also be viewed as a nonparametric measure of tail dependence:γ measures the distance of the large observations from a bivariate distribution with common marginals to the 45-degree line. As observations with perfect dependence would lie on the 45-degree line due to their common marginal, we argue thatγ remains a sensible optimization metric even in the setting of asymptotic independence.
Let the response at time t ∈ N be given by the continuous random variable Y t (on its original scale). Also, assume (for now) that its distribution function F Y (y) is known. Furthermore, assume that there exists a k−dimensional random vector of continuous covariates at time t given by X t = (X t,1 , X t,2 , X t,3 , . . . , X t,k ) T . Assume that the distribution function for the i th covariate,
To make use of the bivariate regular variation framework, we would like the response variable and the linear combination of covariates to have regularly varying marginal distributions. We can easily transform Y t to the unit Fréchet scale. We define Y * *
where G is the unit Fréchet distribution function.
To ensure that our linear combination has a marginal which is approximately unit Fréchet, we do a two-step transformation procedure. We first transform each covariate to the N (0, 1) scale using a probability integral transformation, X *
where Φ represents the Gaussian distribution function with mean 0 and variance 1.
Define the vector X * t = (X * t,1 , X * t,2 , . . . , X * t,k ) T , letting Σ * denote its covariance matrix.
We investigate functionals of the form
where β is constrained such that β T Σ * β = 1. For modeling purposes, we assume that
, and then apply the second transformation
which is assumed to be approximately unit Fréchet.
In practice, we observe (x t , y t ) for t = 1, 2, . . . , n without any knowledge of the underlying distribution functions. We proceed by using the above procedure using estimated marginal distributions and the estimated covariance matrixΣ * . Letting
as our weight function, where σ determines the amount of smoothness and r 0 is a selected threshold. Chaudhuri and Solar-Lezama (2011) comment that a large standard deviation will help with convergence, but can cause the optimizer to converge to a local optimum that is far from the global optimum.
We explore the sensitivity to the choice of σ in the simulation study.
Numerical Optimization and Model Comparison
Even with the implementation of the smoothed threshold, the optimization is nontrivial. Given k covariates, the constraint β T Σ * β = 1 makes the optimization k − 1 dimensional. One can perform optimization directly on β 1 , . . . , β k using a constrained optimizer like the 'alabama' package (Varadhan, 2011) in R (R Development Core
Team, 2011), but we found that this optimization required good starting values.
After transforming to standard polar coordinates:
T which has box constraints θ j ∈ (0, π) for j = 1, 2, . . . , k − 2 and θ k−1 ∈ (0, 2π). We found that the differential evolution algorithm in 'DEoptim' (Mullen et al., 2011) and the generalized simulated annealing algorithm in 'GenSA' (Yang Xiang et al., 2013) performed equally well in optimizing θ.
For model comparison, we need a criterion to compare two subsets of covariates in terms of their ability to optimize tail dependence with ozone. Usingγ as a criterion could lead to overfitting as models would not be penalized for unnecessary covariates.
We employ the following 10-fold cross-validation procedure. Given a particular set of covariates, we first obtain y * * t and x * t,i as described in Section 3.1. We then randomly partition these transformed observations into 10 equally sized subsets. Let the observation numbers corresponding to the i th partition be given by Γ i ⊂ {1, 2, . . . , n}.
Similarly, let the indices corresponding to all observations except the i th partition be given by Γ −i = {1, 2, . . . , n}\Γ i . At the i th iteration (for i = 1, . . . , 10), we obtain the parameter estimates using all observations except those in the i th partition:
After obtainingβ (−i) , we calculateγ (−i) by applyingβ (−i) to the held out data:
After iterating over the 10 partitions, we calculate CV = 10
Simulation Study
In order to illustrate and test our method we undertake a simulation study.
Description of Simulated Data
We randomly generate 5,000 independent realizations of five covariates, X 1 , X 2 , X 3 , X 4 , X 5 .
The first four covariates are four-dimensional Gaussian with non-identity covariance matrix. The fifth covariate is drawn independently of the first four covariates uniformly on the unit interval, i.e. X 5 ∼ U (0, 1). The response, Y , is a linear combination of functions of the five covariates plus noise:
where X 1;.95 represents the .95 quantile of X 1 and ε t ∼ iid N(0, .00125). 
Model Selection, Estimation, and Sensitivity
To test our model selection procedure, we consider the models M1-M6 listed below.
The first model includes all five covariates. The models M2-M4 each leave out a single covariate: X 3 , X 2 , X 1 respectively. Model five leaves out X 3 but adds an interaction between X 1 and X 5 . Model six adds (X 2 ) 2 to model five. Note that none of these models corresponds exactly to equation (9), but that M6 is closest that it includes some type of interaction between X 1 and X 5 and the quadratic behavior of X 2 .
M1: We optimize the tail dependence with a smooth threshold where σ = 1.25 and r 0 = 40, the .95 quantile of the radial components z t . Marginal transformations from the original scale were based on the rank transform. Table 1 givesγ and the CV value for each of the six models. Comparing models M1 and M2 shows that the CV method is effective in selecting covariates which influence extreme responses. The overall scoreγ is higher (worse) for M2 as it is a submodel of M1; however, the CV score for M2 is better indicating that X t,3 is not useful for describing extreme response values. The CV score for M4 shows that leaving out X 1 is clearly not a good idea as the CV value is by far the highest of the six models. M5, which adds the interaction of X 1 and X 5 , gives a noticeably improved CV value, and M6, which is closest to the generating model has the best CV score. Figure 3 gives a visual way to assess tail dependence associated with each model.
For each model, x * * t (β * ) is plotted versus y * * t . Note that the large points for the models with lowerγ scores and CV values, like M5 and M6, occur in the interior of the positive orthant, whereas models with lowγs (M4) have more points near the axes. We note that not all large points are shown in these plots as we have tried to find a plotting range which best displays the differences in the model fits, but expanding the plotted range does not change the described qualitative behavior.For each of the six models we consider in the simulation study, the scatterplot of x * * t (β * ) versus y * * t is given. Models that yield a linear combination with a higher degree of tail dependence with the response will result in a scatterplot with large points closer to the identity line. Table 2 reports the parameter estimates with nonparametric bootstrap (Efron and Tibshirani, 1993) standard errors for M6. Due to the constraint and the marginal transformations, only the relative magnitude and sign of the parameter estimates are interpretable. The estimate with largest magnitude corresponds to X 1 , indicating that it plays an important role in describing extreme levels of the response. Standard errors indicate that theβ X 1 ,β X 4 ,β X 1 X 5 andβ (X 2 ) 2 terms are significant, and the signs of these agree with the behavior shown in Figure 2 . To explore sensitivity to the smoothing parameter, we fit M6 with σ = .3125, .625, 1.25, 2.5, and 5.0. Table 3 gives the parameter estimates for model 6 for the various smoothing levels, and the optimization seems to be robust to the choice of standard deviation for values close to σ = 1.25. 
Comparison to Other Methods
We compare our tail dependence method to several other approaches: (standard) multiple regression, logistic regression, quantile regression, a conditional extremes approach, and the preprocessing approach of Eastoe and Tawn (2009 To follow the preprocessing approach of Eastoe and Tawn (2009) , we perform a BoxCox transformation of the response using λ = 3.5, which is suggested by the plot of the profile log-likelihood versus λ. We define y spectively. Although it could be considered an unfair comparison since our method optimizesγ, after rank transformation of both marginals to unit Fréchet, our method also outperforms all other methods in terms of this metric. Figure 4 shows scatterplots for the response versus predicted values for logistic regression, the conditional extremes approach, the preprocessing method, and our tail dependence method. Points which exceed the .97 quantile in either marginal are marked with black circles, while nonexceedances are marked with gray crosses.
Logistic regression only does a fair job modeling the most extreme events, as the 0/1 coding yields no information about the actual response values above the .95 quantile.
The scatterplots for standard multiple regression and quantile regression (not shown)
are similar. The conditional extremes approach offers an improvement over logistic regression as presumably the conditional GPD helps to further describe the behavior of the response given the covariate conditions. The preprocessing approach shows an increased number of 'false alarms': points whose predicted values are large when the actual response is not. Contrary to the previous methods which all do a fair job of modeling the bulk of the distribution even though the methods themselves are extremes-focused, our tail dependence method only models the relationship between the covariates and the response at extreme levels.
Obviously, the generating function (9) was designed to have interesting extreme behavior, which would tend to favor our approach over methods which model the entire distribution. Although inference for the tail dependence approach is involved, it is a one-step process, and two step procedures such as the conditional extremes or preprocessing methods could be challenging for a data-mining application as we describe in the next section. 
Application to Ground Level Ozone Pollution
We now employ our method in a data mining capacity in order to better understand the meteorological drivers of extreme ground level ozone. We analyze ozone data for Atlanta, Georgia and Charlotte, North Carolina because of their geographical proximity and consistent data records for ozone.
Data
An EPA website 1 provides ground level ozone data as well as data on other pollutants.
We selected station 13-121-0055 in Atlanta and station 37-119-1005 in Charlotte because of their long data records and relative lack of missing values. Although the ozone level is measured hourly at each station, the response variable we use is the maximum eight hour average ozone as it is a value on which United States National Ambient Air Quality Standards are based. The EPA-defined ozone season for North Carolina is April through October while the ozone season for Georgia is March through October.
In our analysis, we use daily responses from April through October for both locations.
Our analysis is based on data from the years 1992 through 2010, providing a total of 4,037 observations for Atlanta and 4,055 observations for Charlotte.
Ground level ozone readings have been decreasing over most of the United States in recent years. On its website, the EPA reports that "nationally, average ozone levels declined in the 1980s, leveled off in the 1990s, and showed a notable decline after
2002."
2 This is a trend that we notice in our exploratory data analysis. To account for non-stationarity, we transform the response variable by partitioning the data into nonoverlapping four-year blocks. In each block, we fit a gamma distribution to the observations below the .95 quantile and a generalized Pareto distribution for observations above the .95 quantile. We then use these estimated distribution functions to transform the response to unit Fréchet via a probability integral transformation. We employ a parametric model for marginal transformation as a rank transform resulted in common values in the tail if blocks have the same number of observations. Not surprisingly, a seasonal effect is also apparent in the ozone data. Because our aim is to link extreme ozone levels to meteorological conditions, we do not de-seasonalize the ozone data. Rather, we assume that by conditioning on the relevant meteorological variables by including them in the model, we are able to account for the seasonal behavior in the ozone response.
We obtain meteorological covariates from the North American Regional Reanalysis (NARR) 3 (Mesinger et al., 2006) . The data are in gridded cells, approximately 30km
by 30km in size, differing from our ozone data which correspond to point locations.
Understanding the relationship between ozone and meteorological variables of large spatial scales is motivated by the larger project's goal of investigating the simulation of air quality extremes in atmospheric chemistry models. The NARR provides a large number of meteorological variables. Based on guidance from the collaborating atmospheric chemists, we initially use 18 NARR covariates in our models; however, we also consider these variables on different spatial scales and transformations of these variables leading to a longer overall list of possible covariates. We expect that many of these variables will be irrelevant in terms of explaining extreme ozone behavior.
Furthermore, we aim to explore whether any interactions between covariates are useful to explain extreme ozone behavior. Hence, covariate selection is a primary goal of this study.
We do not include information about the ozone precursors NO x and VOCs among our covariates. The EPA monitors NO and NO 2 , and although the NO x data record is not as extensive as it is for ozone, many studies (e.g., Eastoe (2009)) have found NO x measurements to be helpful when modeling ozone. The larger aim of our project is to provide information to improve atmospheric chemistry models which require information about NO x emissions, rather than measurements. NO x emissions are not known at the daily level, and are presumed by modelers to be relatively constant. Our aim is to link extreme ozone to meteorological conditions, and we believe that the daily variability found in NO x measurements is largely attributable to meteorology rather than fluctuations in emissions.
Handling a Non-continuous Covariate: Precipitation
The method described in Section 3 requires continuous covariates to perform the two-step marginal transformation leading to X * * t (β). We wish to investigate precipitation's effect on extreme ozone, but precipitation has a positive probability of being exactly zero. Exploratory analysis indicates that the presence of precipitation likely affects extreme ozone, but the amount of precipitation may not be important.
Thus, we extend the method to account for variables like precipitation by including a precipitation indicator and interactions with this indicator.
In section 3, it was critical that the distribution of X * t T β be known for any β, which we achieved with the constraint. Let X t,P be the amount of precipitation at time t, where P (X t,P = 0) > 0. Assume there are k + l − m total covariates included:
k 'main effects' as before, and l effects to be included in the precipitation interaction term, m of which were already included as main effects. Including the precipitation covariate and interactions and letting X t,1 , . . . , X t,m be the overlapping covariates changes equation (8) 
which is distributed N (β X * T t β has a distribution which is a known mixture of Gaussians for any β and we can proceed with the second transformation as before, employing sample covariance matrices and the observed mixture proportion.
Data Mining Procedure and Results
To describe the model space, we consider binary strings ω in the space {0, 1} k , where k is the total number of covariates (including interactions and transformations). In these strings, a 1 (or 0) in the j th position indicates the presence (or absence) of the j th covariate. Thus, ω corresponds to the unique representation of one particular model. We denote the CV value for the model given by ω by CV (ω) and want to find models for which CV (ω) is small. As we are not able to fit all possible models, we approach the task of data mining in a multiple-step procedure, and we will discuss results at each step. We use the Yellowstone computing system (Computational and Information Systems Laboratory, 2012) to perform computations. Also, based on exploratory analysis, we employ a smooth threshold with mean equal to the .95 quantile of the radial components and σ = 1.25.
Model Exploration: Four Variable Models
As a first step, we fit all possible models with up to four covariates because an exhaustive search of such models is possible. There are nearly 35,000 models of this type, and we fit all of the approximately 10,000 models that do not include highly correlated covariates. We allow the models to include the precipitation indicator and interactions between continuous covariates and the precipitation indicator, but do not consider interactions between continuous covariates. We define the precipitation indicator to be I{X t,P > .01in.}. Table 4 reports the covariates in the five models with the lowest CV scores for Atlanta and Charlotte. In Atlanta, variables such as temperature, wind speed, downward shortwave radiative flux (dswrf, a measure of sunshine), the precipitation indicator, height of the planetary boundary layer (hpbl) at different times of day, and relative humidity seem to be in the best fitting models. In Charlotte, similar variables appear along with northwest or west (shown as a negative coefficient on east) wind directions. Most of these variables are not surprising, as one would suspect high ozone to be associated with hot sunny days with low wind speeds. We view the results from this first step mostly as confirmatory: the approach is choosing sensible covariates when limited to only four variables at a time. That the precipitation indicator appears is somewhat interesting as Jacob and Winner (2009) noted that precipitation has little effect on ground level ozone pollution. While precipitation may have little effect on mean levels of ground level ozone, it seems reasonable that the most extreme ozone levels do not occur on days where there is precipitation.
We also note that the four-covariate models with the best CV scores are identical for Atlanta and Charlotte, and this allows us to compare the parameter estimates for these common models. It is clear that since we are able to include only four variables at a time, we have limited ability to explore the model space. However, results from this first step suggest a method for further exploration of the model space.
'Core Plus Four' Model Search
The main result from the first model search stage is that necessary conditions for extreme ozone are high temperature, high sunshine, low wind speed, and lack of precipitation. These conditions are largely explained by the four 'core' variables which appear in the best fitting models for Atlanta and Charlotte: temperature, wind speed, dswrf, and the precipitation indicator. We continue our model search by fitting all possible models which include these four variables, plus up to four additional main effects. A total of 534 models were fit at this stage.
Results from the first stage also suggested slightly altering our list of covariates.
One change that was made was to include only the minimum and maximum hpbl values rather than the 8 values recorded throughout each day.
We also introduce a new cloud covariate that is a linear combination of cloud variables from the NARR. Looking at a longer list of good-fitting four variable models showed that many of these models would swap out dswrf and replace it with one of several cloud variables. The various cloud variables and dswrf were mutually strongly we find the parameter vector of unit length, a such that V ar(a T x) = a T Σa is maximized and Cov(x dswrf , a T x) = 0. We estimate a via constrained optimization at several locations in the East and Southeast United States (including Atlanta and Charlotte) and find a to be similar at all locations. Thus, we define the new cloud variable:
x new.cloud = .47x cdcon − .45x cdlyr − .37x lcdc + .46x mcdc + .48x hcdc . Table 5 compares the top five 'core-plus-four' models at Atlanta and Charlotte to the core-only model. In Atlanta, we see a convincing drop in the CV scores of the best fitting core-plus-four models compared to the core-only model. The top models tend to include minimum planetary boundary layer height (in 5 of the top 5 and 9 of the top 10), relative humidity (5/5 and 9/10), tropospheric height (3/5 and 5/10) and NE wind direction (3/5 and 4/10). The negative coefficients indicate that lower levels of planetary boundary layer height and relative humidity tend to be associated with extreme ozone, and the negative coefficient of the NE wind direction would indicate that extreme ozone tends to occur in Atlanta when wind is from the southwest.
In Charlotte, we see a less convincing drop in the CV scores when we compare the best fitting core-plus-four models to the core only model. However, there are some variables which are associated with most of the best fitting models. The top models in Charlotte tend to include the new cloud variable (in 3 of the top 5 and 7 of the top 10), tropospheric height (3/5 and 6/10), and E wind direction (3/5 and 6/10). The differences in the two cities' variables may illustrate that different factors lead to extreme ozone in the two cities, and the difference in the predominant wind direction may illustrate local differences in emissions sources. That the tropospheric height variable has a negative coefficient in Charlotte and a positive coefficient in Atlanta illustrates some of the difficulty in interpreting the parameter estimates. The difference in sign between the two cities may be due to the fact that in Atlanta, tropospheric height appears in models which also include planetary boundary layer height, whereas this was not the case in Charlotte. Table 6 gives bootstrapped standard errors for the best fitting models in Atlanta and Charlotte. Because we are using a small subset of extreme data, and because these models include a large number of covariates which are likely dependent, it is not surprising that the standard errors are quite large. Because our aim is to uncover possible covariates for further exploration rather than to give a definitive model, we
are not overly concerned with the large standard errors. 
Automated Model Search Procedure
Our model search procedure thus far has been limited to at most eight main effects.
We would like to further explore the model space to investigate whether interactions or a larger number of covariates would show even stronger tail dependence. Because a systematic model search becomes infeasible, we perform an automated model search.
We implement a slightly modified version of the simulated annealing procedure utilized in the R optim function (using the SANN method). We begin with an initial value, ω 0 ∈ {0, 1} k and rely on a function f : {0, 1} k → {0, 1} k to choose a new string. We can construct f to exclude certain undesired models, such as models with highly correlated covariates. At the i th step we calculate CV (f (ω i−1 )). If CV (ω i−1 ) > CV (f (ω i−1 )) then we define ω i := f (ω i−1 ) and proceed to the next iteration. If . The global temperature is a parameter that is lowered throughout the optimization according to a cooling schedule. As in the R function optim using the SANN method, we use the logarithmic cooling schedule outlined in Bélisle (1992) . When the global temperature is high the process is more likely to move to ωs with higher CV values, reducing the chances of finding a local optimum. When the global temperature is low, the process is unlikely to move to ωs with higher CV values.
Possible covariates include all the main effects considered in the previous 'core plus four' exploration, 77 interactions between continuous covariates, and 15 interactions between continuous covariates and the precipitation indicator. We include the four core variables in all considered models, as this reduces the search to a region of the model space where extremes are known to occur. Starting values are chosen by using the best core plus four models at each location. We perform 640 runs at each location.
The covariates in the top five models at each location are given in Table 7 . In Atlanta, and to a greater extent in Charlotte, we see a convincing drop between the CV scores of the best fitting models found during the model search and the best core-plus-four model from the previous section. In both cities, we see relative humidity appears in many of the top models, although in Charlotte it tends to appear in an interaction. We further notice that many of the interactions in these top models include include a core variable such as wind speed or downward short wave radiative flux, and a planetary boundary layer height or pressure variable. Interestingly, few of these interactions include air temperature. We also notice that just one of these top models contains an interaction with the precipitation indicator, which may suggest that the presence of precipitation, regardless of other variables, is enough to discourage the most extreme ozone events. 
Summary and Discussion
In this work, we present an atypical multivariate EV study. Rather than aiming to assess the probability associated with rare events, we use EV methods to learn about the processes which lead to extreme behavior. Specifically, we use the framework of multivariate regular variation to find functions of covariates which exhibit strong tail dependence with the response. We employ a multistep data mining procedure where We apply our method to investigate the meteorological conditions associated with the most extreme ozone levels, which in turn will help atmospheric chemists understand what distinguishes an extreme ozone day from a day with merely high ozone levels. Not surprisingly, our results show that high air temperature, low wind speed, and high sunlight are influential in producing extreme ozone events. However, it appears that covariates besides these likely ones also play a role in distinguishing extreme ozone days. The models we found that exhibited the strongest tail dependence tended to include interactions between the likely covariates and other covariates such as tropospheric or boundary layer height, pressure, or relative humidity. Our analysis uncovers local effects such as which wind direction seems to be associated with extreme ozone levels in each of the cities. We do not end up with a single best model, as there is not likely one unique set of conditions which leads to extreme behavior.
Rather, we provide our collaborating atmospheric chemists with a list of contributing factors. That our approach is entirely data-driven and does not include any of the physical and chemical mechanisms which lead to ozone creation means that it provides a view of the drivers of extreme ozone independent from the view given by current atmospheric chemistry models.
There are several avenues for further development. The meteorological covariates we consider are quite dependent and issues similar to the notion of colinearity warrant further consideration. We would like to investigate methods which pool information across stations, as the standard errors show that extracting a signal from individual locations is not easy. A spatial extension to our model could reduce uncertainty and provide additional understanding of how the meteorological drivers of extreme ozone differ over a larger spatial domain. As our data mining procedure is closely tied to model selection, one could consider extending the optimization procedure to penalize for complexity (e.g. LASSO Tibshirani (1996) ). However, since our aim is to tease out potential meteorological drivers of extreme ozone for further study, penalizing model complexity is not a primary concern in the optimization phase. n (a)nP
n (a)(n−ka −1 ) → 0,
