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Abstract. We propose here a multidimensional generalisation of the notion of link
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0. Introduction
Let X1; X2; : : : ; Xn be non-empty sets and let  D X1 X2   Xn be their Cartesian
product. For each i; 1  i  n, 5
i
will denote the canonical projection of  onto X
i
.
A subset S   is said to be good if every complex valued function f on S is of the
form:
f .x1; x2; : : : ; xn/ D u1.x1/ C u2.x2/ C    C un.xn/; .x1; x2; : : : ; xn/ 2 S;
for suitable functions u1; u2; : : : ; un on X1; X2; : : : ; Xn respectively.
A necessary and sufficient condition for a subset S of X1  X2      Xn to be good
was derived in our paper [7] and some consequences for simplicial measures and sums of
algebras were discussed. For n D 2 these questions are well-discussed in [1–3,5–7,10–
14,17]. The notion of a link or path between two points plays a crucial role in all these
papers. For n > 2 a natural notion of link between two points of S was so far not available,
a difficulty mentioned on p. 82 and 84 of [7]. So natural analogues of results for n D 2
were not available for the case n > 2. This paper attempts to remove this difficulty. Here
we define, for n  2, what we call full sets in terms of which a notion of geodesic between
two points of a good set is formulated. This allows us to prove some results on simplicial
measure and sums of algebras in terms of geodesics in analogy with the case n D 2. For
n D 2 a geodesic between two points is a link as defined in [3], and for n > 2 a geodesic
has nearly all the properties of this object. For question concerning sums of algebras for
n > 2 we refer to the papers [18,19] where the notions of uniformly separating families
and uniformly measure separating families are introduced and applied both for questions
of sums of algebras and in dimension theory, and to paper [16].
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1. Examples
(1) A singleton subset of  is always a good set. Also any subset of  no two points of
which have a coordinate in common is a good set.
(2) The subset S D f.0; 0/; .1; 0/; .0; 1/g of f0; 1g  f0; 1g is a good set. For let f
be any function on S and let u1.0/ be given an arbitrary value, say c, and define
u2.0/ D f .0; 0/ − c. With u2.0/ thus defined, we write u1.1/ D f .1; 0/ − u2.0/.
Finally we get u2.1/ D f .1; 1/ − u1.1/. Clearly u1 C u2 D f on S. Note that once
u.0/ is fixed, the solution is unique.
(3) Let S  X1  X2. Say that two points .x; y/; .z; w/ in S are linked if there
is a finite sequence .x1; y1/; .x2; y2/; : : : ; .xn; yn/ in S such that (i) .x1; y1/ D
.x; y/; .x
n
; y
n
/ D .z; w/, (ii) for each i; 1  i  n − 1, exactly one of the two
inequalities holds x
i
6D x
iC1; yi 6D yiC1, (iii) if for any i, xi 6D xiC1 then xiC1 D xiC2
and if y
i
6D y
iC1 then yiC1 D yiC2, 1  i  n − 2. If .x; y/ and .z; w/ are linked we
write .x; y/L.z; w/ and observe that L is an equivalence relation. If there is only one
link between two points .x; y/ and .z; w/ 2 S, then we say that .x; y/ and .z; w/ are
uniquely linked. We note that S is good if and only if any two linked points in S are
uniquely linked. If S is good and C is a set which meets each equivalence class of
L in exactly one point, then the solution of u1.x1/ C u2.x2/ D f .x1; x2/ is unique
once we prescribe the values of u1 on 51C (see [3]).
(4) The set f.0; 0; 0/; .1; 0; 0/; .1; 1; 0/; .1; 1; 1/; .2; 1; 1/; .2; 2; 1/; : : : g where starting
at .0; 0; 0/ one moves one unit at a time, first along the x-axis, then along the y-
axis and then along the z-axis and continuing similarly with the next movement
along the x-axis, is a good set. For any f on this set, the solution of u1.x1/ C
u2.x2/Cu3.x3/ D f .x1; x2; x3/ is unique once we prescribe the values of u1.0/ and
u2.0/.
(5) S D f.0; 0; 0/; .1; 0; 0/; .0; 1; 0/; .0; 0; 1/g is a good set in f0; 1g3 while the set
S [ f.1; 1; 1/g is not a good set.
(6) S D f.1; 1; 0/; .1; 0; 1/; .0; 1; 1/; .0; 0; 0/g is a good set in f0; 1g3. This example is
different from example 4 in that no two elements of S differ from each other in only
one coordinate, yet for any f , the solution of u1.x1/Cu2.x2/Cu3.x3/ D f .x1; x2; x3/
is unique once we prescribe the values of u1.0/ and u2.0/.
(7) f.1; 2; 3/; .4; 5; 6/; .7; 8; 9/; .1; 5; 9/g is a good set. For a given f on S, the equation
u1.x1/Cu2.x2/Cu3.x3/ D f .x1; x2; x3/; .x1; x2; x3/ 2 S gives four linear equations
in nine variables. If we fix the values of some suitable five variables, then the solution
is unique, but not any choice of five variables would do.
(8) Let a
i
2 X
i
, i D 1; 2; 3. Then
S D X1  fa2g  fa3g [ fa1g  X2  fa3g [ fa1g  fa2g  X3
is a good set in X1  X2  X3.
(9) The embedding of the n-dimensional unit cube En into R2nC1 obtained in Kol-
mogorov’s solution of Hilbert’s thirteenth problem [8] is a good set.
(10) If S is a good set in X1 X2 and .x0; y0/ 2 S then U; V which satisfy u.x/Cv.y/ D
1
f.x0;y0/g.x; y/; .x; y/ 2 S, u.x0/ D 0 are necessarily bounded in absolute value by 1.
However, this can fail if n > 2 as the following example, obtained jointly with Gowri
Navada, shows: Consider the set f.x0; y0; z0/, .x1; y0; z0/, .x0; y1; z0/, .x1; y1; z1/,
.x2; y0; z1/, .x0; y2; z1/, .x2; y2; z2/,: : : , .xn; yn; zn/, .xnC1; y0; zn/, .x0; ynC1; zn/,
.x
nC1; ynC1; znC1/, : : : g in XY Z, where X, Y , Z are infinite sets. This is a good
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set since each point admits a coordinate which does not appear as a coordinate of any
of the points preceding it. Further it is easily seen that the solution U; V; W of
u.x/ C v.y/ C w.z/ D 1
f.x0;y0;z0/g.x; y; z/; .x; y; z/ 2 S;
satisfying u.x0/ D 0; v.y0/ D 0, is given by, W.z0/ D 1 and for n > 0, U.xn/ D
V .y
n
/ D −2n−1; W.z
n
/ D 2n.
2. Characterisation of good sets; consequences
Given any finitely many symbols t1; t2; : : : ; tk with repetitions allowed and given any
finitely many integers n1; n2; : : : ; nk , we say that the formal sum n1t1 Cn2t2 C  Cnktk
vanishes if for every t
j
the sum of the coefficients of t
j
vanishes.
DEFINITION
An element .x1; x2; : : : ; xn/ of  will be denoted by Ex. A non-empty finite subset L D
fEx1; Ex2; : : : ; Exkg of  is called a loop if there exist non-zero integers n1; n2; : : : ; nk such
that the sum
∑
k
iD1 ni Exi vanishes in the sense that the formal sum vanishes coordinatewise,
and no strictly smaller non-empty subset of L has this property.
We have S   is good if and only if there are no loops in S. This characterisation of a
good set, proved in [7], implies:
(1) S is good if and only if every finite subset of S is good,
(2) union of any directed family of good sets is a good set, where a family of sets is said
to be directed if given any two sets in the family there is a third set in the family which
includes both. In particular, any union of a linearly ordered (under inclusion) system
of good sets is a good set,
(3) in view of (2), by Zorn’s lemma, we conclude that every good set is contained in a
maximal good set, where a good subset in  is said to be maximal if it is not contained
in a strictly larger good subset of .
Note that if S   is maximal then, for each i, 5
i
S D X
i
, for if X
i
−5
i
S is non-empty for
some i, and if Ex 2  has ith coordinate not in 5
i
S, then S[fExg is a good set bigger than S.
3. Full sets
The following refined notion of maximal set, called full set, will be crucial for our discus-
sion.
DEFINITION
A subset S of  is said to be full if S is a maximal good set in 51S  52S      5nS.
Clearly every good set S is contained in a full good set S0 such that the canonical
projections of S and S0 on the coordinate spaces coincide.
Theorem 1. Let S   be given. Assume that there exist x01 2 51S; x
0
2 2 52S; : : : ; x
0
n−1
2 5
n−1S such that for all f : S ! C the equation
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S; (1)
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subject to
u1.x
0
1 / D 0; u2.x
0
2 / D 0; : : : ; un−1.x
0
n−1/ D 0 (2)
admits a unique solution. Then S is full.
Proof. Before we proceed with the proof we remark that the solution is unique only in the
sense that the functions u
i
j
5
i
S
; 1  i  n, are uniquely determined and how any of the u
i
defined outside X
i
− 5
i
S is immaterial.
Clearly S is a good set since for all f : S ! C, (1) admits a solution by assumption.
We show that under the given hypothesis S is full. If S is not full, then there exists Ea D
.a1; a2; : : : ; an/ in the Cartesian product of 5iS; 1  i  n, such that S0 D S [ fEag is a
good set. Consider the function f on S0 which vanishes everywhere on S and equals one
at Ea. Let U
i
, 1  i  n, be a solution of
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S
0
: (3)
Then the system of functions
V
i
D U
i
− U
i
.x
0
i
/; 1  i  n − 1; V
n
D U
n
C
n−1
∑
iD1
U
i
.x
0
i
/;
is also a solution of (3). In particular, this system, when restricted to S, is the unique
solution of (1) subject to (2) for the identically null function on S (observe that f vanishes
on S), whence we have V
i
.x
i
/ D 0; x
i
2 5
i
S; 1  i  n. Since a
i
2 5
i
S; 1  i  n we
see that
∑
n
iD1 Vi.ai/ D 0 6D 1, which is a contradiction. So S is full, and the theorem is
proved.
Theorem 2. Let S   be full and fix x0
i
2 5
i
S; 1  i  n − 1. Then the equation
u1.x1/ C u2.x2/ C    C un.xn/ D 0; .x1; x2; : : : ; xn/ 2 S; (4)
subject to
u1.x
0
1 / D 0; u2.x
0
2 / D 0; : : : ; un−1.x
0
n−1/ D 0 (5)
admits a unique solution which is necessarily the trivial solution U
i
.x
i
/ D 0; x
i
2 5
i
S,
1  i  n.
Proof. We have to show that any solution U1; U2; : : : ; Un of (4) subject to (5) is necessarily
the trivial solution U
i
.x
i
/ D 0; x
i
2 5
i
S; 1  i  n. If not there is a non-trivial solution
V
i
; 1  i  n, of (4) along with (5), which means that there exists an element Ea D
.a1; a2; : : : ; an/ 2 S with at least one (hence two or more) V1.a1/; V2.a2/; : : : ; Vn.an/
non-zero and
∑
n
iD1 Vi.ai/ D 0.
Without loss of generality assume that V
n
.a
n
/ 6D 0. Since
∑
n−1
iD1 Vi.x
0
i
/ C V
n
.a
n
/ 6D 0,
E
b D .x
0
1 ; x
0
2 ; : : : ; x
0
n−1; an/ =2 S. Also Eb is in the Cartesian product of 5iS; 1  i  n.
Consider S0 D S [ fEbg. Note that S0 and S have the same canonical projections on the
coordinate spaces. We show that S0 is a good set, conflicting with the fact that S is full.
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To this end let f : S0 ! C be given. Write f .Eb/ D k and let W1; W2; : : : ; Wn be a solu-
tion of
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S;
subject to u1.x01 / D 0; u2.x02 / D 0; : : : ; un−1.x0n−1/ D 0 which exists since S is good.
Write c D k−Wn.an/
V
n
.a
n
/
. Then
R1 D W1 C cV1; R2 D W2 C cV2; : : : ; Rn D Wn C cVn
is a solution of
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S
0
;
which shows that S0 is a good set, a contradiction. The theorem is proved.
We can combine Theorems 1 and 2 as:
Theorem 3. A good set S   is full if and only if for any choice of x0
i
2 5
i
S; 1  i 
n − 1, the equation
u1.x1/ C u2.x2/ C    C un.xn/ D 0; .x1; x2; : : : ; xn/ 2 S;
subject to u1.x01 / D 0; u2.x02 / D 0; : : : ; un−1.x0n−1/ D 0 has a unique solution, namely
the trivial solution.
Note that in Theorem 3 the words ‘any choice’ can be replaced by ‘some choice’.
COROLLARY 1
Let S   be given. Then S is full if and only if for any choice of x0
i
2 5
i
S; 1  i  n−1,
for all complex valued functions f on S, for all complex c1; c2; : : : ; cn−1, the equation
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S;
subject to u1.x01 / D c1; u2.x02 / D c2; : : : ; un−1.x0n−1/ D cn−1 has a unique solution.
Remark 1. There is nothing special about the choice of the first n − 1 coordinates
x
0
1 ; x
0
2 ; : : : ; x
0
n−1 in the sense that we could just as well have chosen any n−1 coordinates
x
i
2 5
i
S; i 6D i0, and modified the ‘boundary condition’ accordingly.
COROLLARY 2
Let S   be full and let U1; U2; : : : ; Un be a solution of
u1.x1/ C u2.x2/ C    C un.xn/ D 0; .x1; x2; : : : ; xn/ 2 S
then U1; U2; : : : ; Un are constant on 51S; 52S; : : : ; 5nS respectively with the sum of
the constants equal to zero.
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A corollary of the above corollary is:
COROLLARY 3
Let S   be full. Let f1; 2; : : : ; ng D A [ B, A \ B D ;. Let U1; U2; : : : ; Un be a
solution of
u1.x1/ C u2.x2/ C    C un.xn/ D 0; .x1; x2; : : : ; xn/ 2 S;
subject to u
i
.x
0
i
/ D 0; i 2 A. Then U
i
.x
i
/ D 0 for all x
i
2 5
i
S; i 2 A, while if c
j
D
U
j
.x
j
/; x
j
2 5
j
S, for j 2 B, then ∑
j2B
c
j
D 0. More generally, if U1; U2; : : : ; Un
and V1; V2; : : : ; Vn are two solutions of
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S;
subject to u
i
.x
0
i
/ D c
i
; i 2 A, then U
i
.x
i
/ D V
i
.x
i
/ for all x
i
2 5
i
S; i 2 A, while U
j
.x
j
/
−V
j
.x
j
/ is constant on 5
j
S for j 2 B, and if this constant be d
j
, then,
∑
j2B
d
j
D 0.
If A and B are two subsets of  and if 5
i
A \ 5
i
B 6D ; then we say that A and B have
a common coordinate of the ith kind.
DEFINITION
Two subsets S1; S2 of  are said to have a common coordinate if at least one of the n
intersections 5
i
S1 \ 5iS2, 1  i  n, is non-empty. We say that S1; S2 have k distinct
coordinates in common or k different kinds of coordinates in common, if at least k of the
above n intersections are non-empty.
We now make a series of set theoretic observations on full sets:
(1) If S1 and S2 are full, S1 [ S2 is good, and S1 and S2 have n − 1 distinct coordinates in
common, then S1 [ S2 is full.
(2) If S

,  2 I , is an indexed family of full sets such that (i) [
2I
S

is a good set, (ii)
given S

; S

in the family, there exist S1; S2; : : : ; Sn in the family such that S1 D
S

; S
n
D S

, and for each i, 1  i  n−1, S
i
and S
iC1 have n−1 distinct coordinates
in common, then [
2I
S

is a full set.
(3) The union of a totally ordered (under inclusion) family of full sets is a full set.
(4) If S is a good set and Ex 2 S, then the union of all full subsets of S containing Ex
is a full set. It is the largest full subset of S containing Ex. We denote it by F.Ex/ or
F.x1; x2; : : : ; xn/.
(5) If Ey 2 F.Ex/ then F.Ey/ D F.Ex/, for then F.Ex/ and F.Ey/ have n coordinates in common
all of different kind.
(6) For Ex; Ey 2 S, either F.Ex/ D F.Ey/ or F.Ex/ \ F.Ey/ D ;. Further, since Ex is always
an element of F.Ex/, we see that the collection F.Ex/, Ex 2 S, is a partition of S,
which we call the partition of S into full components and call F.Ex/ a full component
of S.
(7) Two distinct full components of a good set S can have at most n − 2 different kinds of
coordinates in common.
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4. Boundary set and its existence
As a matter of convenience we will assume henceforth that the sets X
i
; 1  i  n, are
pairwise disjoint.
DEFINITION
Let S   be a good set. A subset B  [n
iD15iS is said to be a boundary set for S if for
any complex valued function U on B and for any f : S ! C the equation
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S;
subject to u
i
j
B\5
i
S
D U j
B\5
i
S
; 1  i  n, admits a unique solution.
Examples
(1) If S is full then any set of n − 1 different kinds of coordinates of S is a boundary set
of S.
(2) If no two distinct full components of S have a common coordinate then B D [n−1
iD1 5iC
is a boundary set for S, where C is any set which intersects each full component in
exactly one point.
(3) In case n D 2, the full components of S are the same as the equivalence classes of
the relation L defined in Example 3 of §1, the so-called linked components in the
terminology of [3]. In this case two distinct linked components have disjoint canonical
projections and the boundary set is easily described as 51C where C is a cross-section
of the linked components. The difficulty for the higher dimensional case .n > 2/
results from the fact that two distinct full components can admit common coordinates
(although no more than n − 2 of distinct kind).
PROPOSITION 1
Let S   be a good set which is not full. Assume that there exists a full set F; S  F ,
such that F − S is full, 5
i
S D 5
i
F; 1  i  n. Then B D [n
iD15i.F − S/ is a boundary
set for S.
Proof. Let U
i
; 1  i  n, be any complex valued functions on 5
i
.F − S/; 1  i  n,
respectively. Let f : S ! C be arbitrary and extend f to all of F by setting
f .x1; x2; : : : ; xn/ D U1.x1/ C U2.x2/ C    C Un.xn/;
.x1; x2; : : : ; xn/ 2 F − S:
Fix .x01 ; x
0
2 ; : : : ; x
0
n
/ 2 F − S. Since F is full, the equation
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 F; (6)
subject to
u1.x
0
1 / D U1.x
0
1 /; u2.x
0
2 / D U2.x
0
2 /; : : : ; un−1.x
0
n−1/ D Un−1.x
0
n−1/;
(7)
188 A Kłopotowski, M G Nadkarni and K P S Bhaskara Rao
admits a unique solution, say, V1; V2; : : : ; Vn. Since Ui; 1  i  n, is already a solution of
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 .F − S/;
subject to u1.x01 / D U1.x01 /; u2.x02 / D U2.x02 /; : : : ; un−1.x0n−1/ D Un−1.x0n−1/, and
since F − S is full, this solution is unique and we see that
V
i
j
5
i
.F−S/
D U
i
; 1  i  n:
We now show that V
i
j
5
i
S
; 1  i  n, is the unique solution of
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/; .x1; x2; : : : ; xn/ 2 S;
(8)
subject to
u
i
j
5
i
.F−S/
D U
i
; 1  i  n: (9)
For, if W
i
; 1  i  n, is another solution of (8) subject to (9) distinct from V
i
; 1  i  n,
then W
i
; 1  i  n, is also a solution of (6) subject to (7), which is a contradiction, since
this system has a unique solution as F is full. The theorem follows.
We see from this theorem that to prove the existence of a boundary set B for a non-full
good set S  , it is enough to prove the existence of a full set F containing S, having
the same canonical projections as S, and such that F − S is also full. We have:
Theorem 4. Let S   be a good set which is not full. Then there exists a full set F
containing S such that (i) 5
i
.S/ D 5
i
F; 1  i  n, (ii) F − S is full.
Proof. Since S is not full there exists a Eb D .b1; b2; : : : ; bn/ =2 S, bi 2 5iS; 1  i  n,
such that S0 D S [ fEbg is good. Note that S0 − S is a singleton, so a full set, and the
canonical projections of S and S0 on coordinate spaces agree.
Let F be the collection of good supersets F of S such that
(i) 5
i
.F / D 5
i
S; 1  i  n,
(ii) F − S is full.
Note that F is non-empty since S0 belongs to it. We partially order F under inclusion
and observe that every chain inF admits an upper bound, namely the union of the members
of the chain. By Zorn’s lemma F admits a maximal set. Let F be one such maximal set.
Clearly F satisfies conclusions (i) and (ii) of the theorem since F is inF . What remains to
be proved is that F is full. If F is not full, there exist a non-trivial solution U1; U2; : : : ; Un
of
u1.x1/ C u2.x2/ C    C un.xn/ D 0; .x1; x2; : : : ; xn/ 2 F;
subject to u1.x01 / D 0; u2.x02 / D 0; : : : ; un−1.x0n−1/ D 0 .hence also Un.x0n/ D 0/, where
.x
0
1 ; x
0
2 ; : : : ; x
0
n
/ 2 .F −S/ is fixed. Let Ea D .a1; a2; : : : ; an/ be a point in F such that for
some i, U
i
.a
i
/ 6D 0. Such a point exists since U
i
’s form a non-trivial solution. Moreover, Ea
cannot be in F −S since F −S is full and there the solution is the trivial solution. Assume
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without loss of generality that U1.a1/ 6D 0. Consider the point Eb D .a1; x02 ; : : : ; x
0
n
/,
which is not in F . The set H D F [ fEbg can be shown to be a good set as in Theorem 2.
Also 5
i
H D 5
i
F D 5
i
S for 1  i  n. Finally H − S is a full set for if V1; V2; : : : ; Vn
is a solution of
u1.x1/ C u2.x2/ C    C un.xn/ D 0; .x1; x2; : : : ; xn/ 2 H − S;
subject to u1.x01 / D 0; u2.x02 / D 0; : : : ; un−1.x0n−1/ D 0 .hence also Un.x0n/ D 0/, then
it is also a solution on F − S, and since F − S is full, the V
i
’s are identically zero on
5
i
.F − S/; 1  i  n. Clearly, since V
i
.x
0
i
/ D 0, for 2  i  n, we see that V1.a1/ D 0,
so that V
i
; 1  i  n is a trivial solution on H −S as well, so that H −S is a full set. Thus
H belongs to the family F , and is strictly bigger than the maximal F , a contradiction. So
F is a full set. The theorem is proved.
Remarks
(1) Let B be a boundary of a good set S which is not full and assume that for each i,
B
i
D 5
i
B\X
i
6D ;. Such a boundary always exists for a non-full good set S. For each i
choose a b
i
2 B
i
, and let R D [n
iD1fb1gfb2g  fbi−1gfBigfbiC1g  fbng.
It is easy to verify that (1) R is a full set, (2) F D S [ R is a full set with 5
i
F D
5
i
S; 1  i  n. We will denote the full set F thus obtained by F.S; B/ and call
F.S; B/ a full set associated to S.
(2) If B is a boundary of S then no proper subset of B can be a boundary of S, hence also
no proper superset of B can be a boundary of S.
(3) Corollary 3 suggests an equivalence relation E
i
on 5
i
S, which is related to the notion
of boundary.
Write xE
i
y if there exists a finite sequence R1; R2; : : : ; Rk of related components such
that x 2 R1; y 2 Rk and 5iRj \5iRjC1 6D ; for 1  j  k −1. We call the equivalence
classes of E
i
the E
i
-components of 5
i
S. It is clear that a boundary B of S can intersect
an E
i
-component of 5
i
S in at most one point.
We will write E for the equivalence relation on [n
iD15iS which, for each i, agrees with
E
i
on 5
i
S. For any set A  5
i
S we write s
i
.A/ for the saturation of A with respect to
the equivalence relation E
i
, the symbol s.A/ denotes the saturation of A with respect to
the equivalence relation E.
In a discussion with Gowri Navada it emerged that the boundary of a good set S can be
described in terms of the equivalence relations E
i
; i D 1; 2; : : : ; n as follows:
Let S be a good set and R

;  2 I be its related components. Let J1; J2; : : : ; Jn denote
the set of equivalence classes of E1; E2; : : : ; En. Let C be a set which meets each R
in exactly one point and let .x1 ; x

2 ; : : : ; x

n
/ denote this point in R

\ C. Note that
J
i
D fs
i
.x

i
/ :  2 I g.
Let U1; U2; : : : ; Un be a solution for the zero function on S. Then Ui is a constant
on s
i
.x

i
/ and if we denote this constant by a
i
, then we can identify a
i
with s
i
.x

i
/ and
think of s
i
.x

i
/ as a variable, which satisfies the relations
∑
n
iD1 a

i
D 0. The set of formal
finite linear combinations (with complex coefficients) of s
i
.x

i
/’s, which is the same as the
finite linear combinations of a
i
’s is a linear space for which a
i
, i D 1; 2; : : : ; n, form a
generator but not a basis in view of the relations
∑
n
iD1 a

i
D 0. But we can choose a basis
from among the generators and if B denotes such a basis, a selection of one point from
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each element of B forms a boundary of S. This way of getting the boundary is more in
line with the case n D 2, since C plays a role here.
Let D be a set which meets each element of B in exactly one point. We show that D
forms a boundary for S. Let U be any function on D and U
i
the restriction of U to D\5
i
S.
We show that zero function on S has a unique solution U1; U2; : : : ; Un which agrees with
U
i
on D \ 5
i
S. If x
i
2 D \ 5
i
S and y
i
2 s
i
.x
i
/ then define U
i
.y
i
/ D U
i
.x
i
/. We may
view U as defined on B. Let z D z
j
2 5
j
S and suppose s
j
.z
j
/ D
∑
c
k
b
k
where b
k
2 B.
We define U
j
.z
j
/ D
∑
c
k
U
k
.b
k
/. This extends U to all of [5
i
S.
Now formal relation,
∑
n
iD1 si.x

i
/ D 0, implies that when we replace s
i
.x

i
/ by a finite
linear combination of b
j
’s, that sum of the coefficients vanishes, this in turn implies that
∑
U
i
.x

i
/ D 0, and this solution of the zero function is unique subject to the prescribed
boundary values.
5. Relation, paths and geodesics
DEFINITION
Two points Ex; Ey in a good set S are said to be related if there exists a finite subset of S
which is full and contains both Ex and Ey. If Ex and Ey are related then we write ExREy.
The relation R is obviously symmetric and reflexive. It is transitive in view of observation
1 about full sets, so that R is an equivalence relation, whose equivalence classes we call
the R-components of S. Note that R-components of S are full subsets of S. However we
do not know if R-components are the same as full components. Gowri Navada [15] has
shown that if S has finitely many related components then these components are also the
full components.
DEFINITION
Let Ex; Ey be two related points of a good set S. Any finite full set F  S containing both Ex
and Ey is called a path joining Ex and Ey. Any path joining Ex and Ey of the smallest cardinality
is called a geodesic. Cardinality of a path joining Ex and Ey is called the length of the path.
Lemma. A; B; A [ B are full sets and A \ B 6D ;, then A \ B is full.
Proof. If A \ B D A or A \ B D B then there is nothing to prove since A and B are
full. Assume therefore that A − B 6D ; and B − A 6D ;: Let Ex0 D .x01 ; x
0
2 ; : : : ; x
0
n
/ be an
element of A \ B. Let f be a complex valued function on A \ B. Let U1; U2; : : : ; Un be
a solution of
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/; Ex 2 A \ B; (10)
subject to
u1.x
0
1 / D 0; u2.x
0
2 / D 0; : : : ; un−1.x
0
n−1/ D 0: (11)
We show that this solution is unique. Recall that the uniqueness (to be proved) of
U
i
; 1  i  n, is only with regard to its values on the sets 5
i
.A \ B/; 1  i  n. Define
g.x1; x2; : : : ; xn/ D U1.x1/ C U2.x2/ C    C Un.xn/;
.x1; x2; : : : ; xn/ 2 B:
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Define h.Ex/ D f .Ex/; Ex 2 A \ B; h.Ex/ D 0; Ex 2 A − A \ B. Note that h depends only on
f and not on the U
i
’s. Note that g and h agree on A \ B, so we can define a function  on
A [ B which equals h on A and equals g on B. Let W1; W2; : : : ; Wn be a solution of
u1.x1/ C u2.x2/ C    C un.xn/ D .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 A [ B;
subject to u1.x01 / D 0; u2.x02 / D 0; : : : ; un−1.x0n−1/ D 0.
This solution is unique since A[B is full. The functions W
i
; 1  i  n, when restricted
to 5
i
B; 1  i  n, form a solution of
u1.x1/ C u2.x2/ C    C un.xn/ D g.x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 B;
subject to u1.x01 / D 0; u2.x02 / D 0; : : : ; un−1.x0n−1/ D 0.
Since B is full, this solution is unique, and so if agrees with the already known solution,
namely U
i
on 5
i
B, 1  i  n.
Now W
i
; 1  i  n, when restricted to 5
i
A; 1  i  n, is the solution of
u1.x1/ C u2.x2/ C    C un.xn/ D h.x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 A; (12)
subject to
u1.x
0
1 / D 0; u2.x
0
2 / D 0; : : : ; un−1.x
0
n−1/ D 0; (13)
and this solution is unique since A is full. Moreover, since h depends only on f and
not on U
i
’s, we see that W
i
j
5
i
A
; 1  i  n, remain the same no matter what solution
U1; U2; : : : ; Un of (10) subject to (11) is chosen. Let Wi j5
i
.A/
D V
i
; 1  i  n. We have
for any x
i
2 5
i
.A \ B/
U
i
.x
i
/ D W
i
.x
i
/ D V
i
.x
i
/; 1  i  n:
We see therefore that for each i, the original function U
i
defined on 5
i
.A \ B/; 1 
i  n, is unique being the restriction of the unique solution V
i
; 1  i  n, of (12) subject
to (13). This proves the lemma.
Note that we have proved that, under the hypothesis of the lemma, [n
iD15i.A \ B/ is a
boundary of A − .A \ B/, B − .A \ B/, and also of .A − A \ B/ [ .B − A \ B/.
Theorem 5. If two points Ex and Ey in a good set are related, then there is only one geodesic
joining them.
Proof. Let k be the minimum of the cardinalities of the paths joining Ex to Ey, and let A and
B be two paths of cardinality k joining Ex to Ey. By the lemma above we see that A \ B is a
full set containing Ex and Ey, hence a path joining Ex and Ey. If A 6D B, then A \ B will be a
path of smaller cardinality than k, a contradiction. This proves the theorem.
Remark. It is interesting to note that the full set f.1; 0; 1/; .1; 1; 0/; .0; 1; 1/; .0; 0; 0/g has
the property that any two distinct points are at a geodesic distance four from each other, a
situation which does not arise when n D 2.
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6. Procedure for solution
We now discuss a procedure for obtaining a solution U
i
; 1  i  n, of the equation
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S;
for a given function f on a good set S.
Case 1. Assume that any two points in S are related so that S is itself the R-component of
S. Let f : S ! C be given. Fix Ex0 D .x01 ; x
0
2 ; : : : ; x
0
n
/ 2 S. Let Ey D .y1; y2; : : : ; yn/ 2 S.
Set U1.x01 / D 0; U2.x
0
2 / D 0; : : : ; Un−1.x
0
n−1/ D 0. We would like to obtain, U1.y1/,
U2.y2/; : : : ; Un.yn/, so that
U1.y1/ C U2.y2/ C    C Un.yn/ D f .y1; y2; : : : ; yn/:
To this end let
G D fEx
1
; Ex
2
; : : : ; Ex
k
g; Ex
0
D Ex
1
; Ey D Ex
k
;
be a geodesic joining Ex0 to Ey. Let .xj1 ; xj2 ; : : : ; xjn/denote the coordinates of Exj ; 1  j  k.
Let
A
i
D 5
i
G; 1  i  n; C D .[n
iD1Ai/ − fx
0
1 ; x
0
2 ; : : : ; x
0
n−1g:
A function defined on G  C will be called G  C matrix. Consider the G  C matrix M
defined by
M.Ex
i
; c/ D 1 if c 2 fxi1; x
i
2; : : : ; x
i
n
g \ C; M.Ex
i
; c/ D 0 otherwise:
To solve
u1.x
j
1 / C u2.x
j
2 / C    C un.x
j
n
/ D f .x
j
1 ; x
j
2 ; : : : ; x
j
n
/; 1  j  n;
subject to u1.x11/ D 0; u2.x12/ D 0; : : : ; un−1.x1n−1/ D 0, means to solve for a function g
on C which satisfies
∑
c2C
M.Ex
j
; c/g.c/ D f .Ex
j
/.
Since the solution is known to exist and is unique (since G is a full set), we see that C
has the same number of points as G, namely k, and the k  k matrix M is invertible (since
the solution exists for all f on G). Finally U
i
.y
i
/ D g.y
i
/ D g.x
k
i
/; 1  i  n: If we
write M for the system of G  C matrices where G runs over the geodesics beginning at
Ex
0
, and C the associated set as above, then we may write the solution of
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S;
subject to u1.x01 / D 0; : : : ; un−1.x0n−1/ D 0, formally as M−1f .
Case 2. If no two distinct related components of S admit a common coordinate, then we
could repeat the above procedure in each related component and get a solution.
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Case 3. If there is a pair of related components of S with a common coordinate then the
solution as in Case 2 will yield solutions only on related components, but solutions on
different related components may not match on a common coordinate. We therefore make
use of the boundary and the full set associated to S (see Remark 1, §4).
Let S be a good set and let B be the boundary of S, and F D F.S; B/ the full set
associated to S. If f is a complex valued function on S, we extend it to F by setting it
equal to zero on R D F − S. If F , which is a full set, is also its own related component
then we can solve for
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 F;
subject to u1.x01 / D 0; u2.x02 / D 0; : : : ; un−1.x0n−1/ D 0 with .x01 ; x02 ; : : : ; x0n/ 2 F , and
restrict the solution to S.
7. Remarks on convergence
Let S be a good set in which any two points are related. If f
k
; k D 1; 2; : : : is a sequence
of functions on S converging pointwise to a function f and if, for each k, U
k;i
; 1  i  n,
is a solution of
u1.x1/ C u2.x2/ C    C un.xn/ D fk.x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S;
then, in general the functions U
k;i
; k D 1; 2; : : : need not converge as k ! 1. However, it
is clear from the above discussion that if the solutions are required to satisfy the boundary
condition U
k;i
.x
0
i
/ D 0; 1  i  n − 1; 1  k < 1, then for each i, the sequence
U
k;i
; k D 1; 2; : : : converges pointwise on the set 5
i
S to a function U
i
and these U
i
; 1 
i  n give the unique solution of
u1.x1/ C u2.x2/ C    C un.xn/ D f .x1; x2; : : : ; xn/;
.x1; x2; : : : ; xn/ 2 S; (14)
subject to
u1.x
0
1 / D 0; u2.x
0
2 / D 0; : : : ; un−1.x
0
n−1/ D 0: (15)
If f
k
; k D 1; 2; : : : converge uniformly to f and if there is a uniform bound, say l, for the
lengths of geodesics in S, then, for each i, the convergence of U
k;i
; k D 1; 2; : : : is also
uniform assuming of course that the solutions U
k;i
; 1  i  n, satisfy for each i and k,
U
k;i
.x
0
i
/ D 0. (Note that for a fixed l there are only finitely many l  l zero-one invertible
matrices, so their norms are bounded away from zero.)
Thus, if S is its own related component and geodesics are of bounded length then for
bounded f the solution of (14) subject to (15) consists of bounded u
i
; 1  i  n. If S is not
a related component but the set F associated to S is a related component whose geodesics
are of bounded length, then also (14) admits bounded solution whenever f is bounded.
This sufficient condition for bounded solution is more in line with the condition for two-
dimensional case, than the necessary and sufficient condition of uniform separability due
to Sternfeld [18] or conditions discussed by Sproston and Strauss [16].
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8. Descriptive set theoretic considerations
Now let X1; X2; : : : ; Xn be Polish spaces equipped with their respective Borel  -algebras.
Let  D X1  X2      Xn be equipped with the product Borel structure. Let S  
be a good Borel set. We will show that the equivalence relation R is a Borel equivalence
relation. To this end let Sk D Sf1;2;::: ;kg be the k-fold Cartesian product of S with itself.
Let .Ex1; Ex2; : : : ; Exk/ 2 Sk , Exi D .xi1; x
i
2; : : : ; x
i
n
/; 1  i  n,
G D fEx
1
; Ex
2
; : : : ; Ex
k
g; C D [
n−1
iD1 .5iG − fx
1
i
g/ [ 5
n
G:
Let M.Ex1; Ex2; : : : ; Exk/ denote the G  C matrix (see §6)
M.Ex
i
; c/ D 1 if c 2 fxi1; x
i
2; : : : ; x
i
n
g \ C; M.Ex
i
; c/ D 0 otherwise:
The mapping
K: .Ex1; Ex2; : : : ; Exk/ ! M..Ex1; Ex2; : : : ; Exk//
is a Borel map from Sk into the space of finite matrices. An element .Ex1; Ex2; : : : ; Exk/ 2 Sk
is called an ordered geodesic of length k between Ex1 and Exk if fEx1; Ex2; : : : ; Exkg is a geodesic
between Ex1 and Exk .
For a proper subset J of f1; 2; : : : ; kg, 5
J
will denote the canonical projection of Sk
onto SJ . In the definition of M
k
below, J runs over all proper subsets of f1; 2; : : : ; kg
which contain 1 and k.
M
k
D f.Ex
1
; Ex
2
; : : : Ex
k
/ 2 S
k : 8J; M.5
J
.Ex
1
; Ex
2
; : : : ; Ex
k
// is not invertibleg;
L
k
D f.Ex
1
; Ex
2
;    Ex
k
/ 2 S
k : M.Ex1; Ex2;    Exk/ is invertibleg;
G
k
D L
k
\ M
k
:
We note that G
k
is the set of vectors in Sk which are ordered geodesics of length k between
its first and the last coordinates. It is a Borel set since M
k
and L
k
are Borel sets. Since
there are .k−2/! ordered geodesics between two points when the geodesic length between
them is k, the maps defined by (for k D 1; 2; : : : )

k
.Ex
1
; Ex
2
; : : : ; Ex
k
/ D .Ex
1
; Ex
k
/; k  2; 1.Ex1/ D .Ex1; Ex1/
from G
k
to S  S are finite to 1 Borel maps, so that for each k, 
k
.G
k
/ is a Borel set. The
equivalence relation R D [1
kD1k.Gk/ is thus a Borel equivalence relation.
We mention here some observations due to S M Srivastava and H Sarbadhikari on the
nature of the relations R and E
i
.
Let S be compact, second countable and good. Then
(1) The decomposition R of S into related components as well as the equivalence relations
E
i
defined in terms of related components are  -compact.
(2) If for each related component L there is a positive integer N
L
such that every geodesic
in L is of length at most N
L
, then L is compact. Hence, in this case, there is a G

cross-section for equivalence classes of R.
Assume, moreover, that N
L
is independent of L. Then R is compact. Further, let C be an
E
i
equivalence class that is of bounded type, in the sense that there is a positive integer M
C
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such that for every x; y 2 C, one needs at most M
C
many related components to witness
that xE
i
y. Then C is compact. Hence, if each C is of bounded type, then E
i
equivalence
classes admit a G

cross-section. Further, if M
C
is independent of C, then E
i
equivalence
classes itself is compact.
It is not clear how to combine these facts with the second description of the boundary
given at the end of §4 to give a good sufficient condition for the existence of a Borel
measurable boundary, a hypothesis needed in the discussion that follows. Of course if there
are only countably many R equivalence classes then the boundary is countable too, hence
Borel measurable.
If S is a good Borel set and if f a complex valued Borel function on S, the question
whether one can choose the functions U
i
; 1  i  n; in (14) in a Borel fashion has, in
general, a negative answer [6]. We discuss conditions under which an affirmative answer
is possible.
Assume now that the related components of S admit a Borel cross-section 0. The set
R
k
of ordered geodesics of length k beginning at a point in 0 is a Borel set since
R
k
D f.Ex
1
; Ex
2
; : : : ; Ex
k
/ 2 G
k
: Ex1 2 0g D .5−11 0/ \ Gk:
The set C
k
D 5
k
R
k
is the Borel set of points in S which are joined to some point in 0
by a geodesic of length k. Clearly S D [1
kD1Ck , the union being pairwise disjoint, where
C1 D 0.
It is clear from the procedure given for the solution of (14) that
(1) if f is a Borel function and S has only one related component, then the solution is
made of Borel functions,
(2) if S admits a Borel measurable boundary and the full set F associated to S is its own
related component, then the solution of (14) is made of Borel functions whenever f
is Borel,
(3) if no two related components of S admit a common coordinate and the related com-
ponents of S admit a Borel cross-section then the solution is made of Borel functions
whenever f is Borel.
9. Simplicial measures and sums of algebras
Let X1; X2; : : : ; Xn be Polish spaces, and  their Cartesian product equipped with the
product Borel structure. A probability measure  on  is called simplicial if it is an extreme
point of the convex set of all probability measures on  whose one-dimensional marginals
are the same as those of . Let 
i
denote the marginal of  on X
i
, 1  i  n. A basic
theorem of Lindenstrauss [9] and Douglas [4] states that a probability measure on  is
simplicial if and only if the collection of functions of the form
u1.x1/ C u2.x2/ C    C un.xn/; ui 2 L1.Xi; i/; 1  i  n;
is dense in L1.; /.
A Borel set E   is called a set of marginal uniqueness (briefly an MU-set) if every
probability measure  supported on E is an extreme point of the convex set of all probability
measures on  with one-dimensional marginals same as those of . Clearly any Borel
subset of an MU-set is an MU-set and since a loop is not an MU-set, an MU -set cannot
contain a loop, whence an MU-set is a good set.
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If S is a good Borel set in which any two points are related and there is a uniform
upper bound for the lengths of geodesics, then every bounded Borel function on S is a
sum of bounded Borel functions on X1; X2; : : : ; Xn respectively and since bounded Borel
functions are dense in L1, we see that S is a set of marginal uniqueness.
More generally it can be shown, as in the case n D 2 (see [5,6]), that if S is a good
Borel set in which any two points are related and there is a uniform upper bound for
U1; U2; : : : ; Un which form the solution of (14) subject to (15) for f which are indicator
functions of singletons, then S is an MU-set. Of course one can replace the hypothesis on
S by a similar hypothesis on F.S; B/ and claim that S is an MU-set.
Assume now that X1; X2; : : : ; Xn are compact metric spaces. Let S   be a compact
set with 5
i
S D X
i
, for i D 1; 2; : : : ; n. It is easy to see, by considering annihilators,
that C.X1/ C C.X2/ C    C C.Xn/ is dense in C.S/ if and only if S is a set of marginal
uniqueness. We see therefore that if any two points of the set F D F.S; B/ are related, S
has a Borel measurable boundary and if geodesics lengths in F are bounded above then
C.X1/ C C.X2/ C    C C.Xn/ is dense in C.S/. In fact we also have
C.X1/ C C.X2/ C    C C.Xn/ D C.S/:
We see this as follows: Let f 2 C.S/, and let U1;k; U2;k; : : : ; Un;k; k D 1; 2; : : : be a
sequence of continuous functions on X1; X2; : : : ; Xn respectively, such that U1;k CU2;k C
   C U
n;k
converges to f uniformly. Fix Ex0 D .x01 ; x
0
2 ; : : : ; x
0
n
/ 2 S. Let
V
i;k
D U
i;k
− U
i;k
.x
0
i
/; 1  i  n − 1; V
n;k
D U
n;k
C
n−1
∑
jD1
U
j;k
.x
0
j
/:
Then V
i;k
; 1  i  n, are continuous and their sum converges to f uniformly. But since
V
i;k
.x
0
i
/ D 0; 1  i  n− 1, we see from our remarks on convergence that each sequence
V
i;k
; k D 1; 2; : : : of continuous functions converges uniformly to a continuous function
V
i
on X
i
and that f is the sum of these functions.
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