Background
In developed economies the manufacture of high added-value critical components is rapidly shifting to the design and fabrication of microstructure and nanostructure and free-form surfaces [1, 2] . The market for components that possess these surfaces is huge, is growing by 25% per year (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) , and is receiving significant investment worldwide [3] .
The increased use of nanoscale and ultraprecision structured surfaces is wide ranging and covers optics, silicon wafers, hard disk drives, microelectromechanical systems and nanoelectromechanical systems (MEMS/NEMS), microfluidics, and micromolding industries. These industries all rely critically on ultraprecision surfaces. There is, however, a fundamental limiting factor to the manufacture of such surfaces, namely, the ability to measure the product quickly and easily within the manufac-turing environment. It has been reported that currently the quality of fabrication depends largely on the experience of process engineers backed by an expensive trial-and-error approach. Consequently, many of these manufactured items suffer from scrap rates as high as 50-70% [4] .
Optical interferometry has been widely explored for surface measurement because of the advantages of noncontact and high accuracy interrogation. However, conventional optical interferometry techniques are extremely sensitive to environmental noise such as mechanical vibration, air turbulence, and temperature drift. These noises cause errors in surface measurement and can produce invalid results. To overcome this problem there are a number of ways to reduce the effect of these noises. Although controlling the environment by using a vibration isolation stage and maintaining a fixed temperature is an effective way of reducing noise for laboratory and offline applications, it is not practical in a manufacturing situation, for example, when the target is too large to be mechanically isolated. Another method is to acquire the data as fast as possible by employing a high speed camera and fast phase-shifting method or even taking all the required data simultaneously [5] [6] [7] [8] . Complete common-path interferometers such as the scatterplate interferometer are also insensitive to noise [9] [10] [11] . These noise reduction methods are usually reserved for laser-based phase-shifting interferometry, which is limited to the measurement of relatively smooth surfaces that are due to the well-known phase ambiguity problem of monochromatic interferometry.
White-light vertical scanning interferometry can overcome the 2π phase ambiguity problem and extend the field of application of interferometric profilometry to rough surfaces and structured surfaces with large step heights [12] [13] [14] [15] [16] . It enables the absolute measurement of the optical path difference (OPD) by determining the peak position from the interferogram. It can be used to measure both optically smooth and rough surfaces. Optically smooth surfaces are defined as having height variations within the resolution cell of the imaging system not exceeding one-eighth of the wavelength of the light used; optically rough surfaces are defined as having height variations within the resolution cell of the imaging system exceeding one-fourth of the wavelength of the light used, although the evaluation methods of the measurement signal differ [12, 15, 17, 18] . However, the need to perform mechanical scanning of a heavy probe head or the specimen stage limits the measurement speed. In addition, the data acquisition procedure and processing are more complicated than for monochromatic interferometry.
Wavelength scanning interferometry (WSI) using a two-dimensional CCD detector has been reported by many researchers worldwide in the field of areal surface measurement [19] [20] [21] [22] [23] [24] [25] [26] . In comparison with white-light vertical scanning interferometry, surface topography measurements of WSI are based on the phase shifts that are due to wavelength variations, thus avoiding any scanning by mechanical movement. Absolute OPD can still be measured without any 2π phase ambiguity. WSI advanced itself to dispersive white-light interferometry [27] [28] [29] [30] [31] [32] by measuring the full field of a surface instead of a single point or a profile of the surface by means of spectrometry.
We propose a fast, environmentally robust, surface measurement system using wavelength scanning interferometry and active servo control techniques. The phase and surface measurement principle is described. Measurement results from two step height standard samples and a structured surface of a semiconductor daughterboard are presented. In comparison with the standard step height specimens, the system achieved nanometer measurement accuracy. The measurement results on the semiconductor daughterboard under mechanical disturbance show that the system can withstand environmental noise. The proposed measurement system can be used in online or in-process measurement to measure and characterize free-form structured surfaces.
Experimental Setup
The basic configuration of the proposed surface measurement system is illustrated in Fig. 1 . The measurement system is composed of two Linnik interferometers that share a common optical path. The measurement interferometer, illuminated by a white-light source, is used to acquire a threedimensional surface of the sample. The reference interferometer, illuminated by a near-infrared superluminescent light-emitting diode (SLED), is used to monitor and compensate for the environmental noise, e.g., temperature drift, mechanical vibration, and air turbulence. As the two interferometers suffer similar environmental noise, the measurement interferometer will be capable of measuring surface information after the reference interferometer is locked into the compensation mode.
The light beams from the white light and the SLED are coupled by the dichroic beam splitter that is highly reflective at the infrared SLED wavelength and transmissive in the visible light wavelength range. After passing through the dichroic beam splitter, the light beam is coupled to an optical fiber path cable by a fiber coupling lens. The light beam is transmitted to the interferometer system and is collimated by lens 3. The system adopts a Linnik configuration that has the ability to compensate for chromatic dispersion and other optical aberrations. Light reflected by the sample and the reference mirror are combined by a beam splitter to generate an interferogram.
A key feature of this experimental setup is the acousto-optic tunable filter (AOTF), which is placed behind the white-light source to select a specific wavelength thus producing an interferogram at the CCD source only at that specific wavelength. The selected light wavelength is determined by
where Δn is the birefringence of the crystal used as the diffractive material, α is a complex parameter that depends on the design of the AOTF, and v a and f a are the propagation velocity and frequency of the acoustic wave, respectively. The wavelength of the light that is selected by this diffraction can therefore be varied simply by changing driving frequency f a . Different wavelengths of light pass through the AOTF in sequence so that a series of interferograms are detected by the CCD. The absolute OPD can be calculated by analyzing these interferograms. Current AOTFs have a typical resolution of from 1 to 10 nm, which is determined by design parameters. This results in a coherence length of approximately 30-400 μm for the diffracted light. Thus no interferogram will be detected when the OPD of the measurement interferometer is larger than the coherence length. The particular AOTF in our experimental setup restricts the vertical measurement range of this technique to approximately 200 μm.
Surface measurement in a workshop and manufacturing environment has been difficult to achieve with interferometric methods because they are so sensitive to vibrations, in particular, axial (vertical) vibration [33] . In addition, measurement noise can also be induced by temperature drift and air turbulence. In this experiment, the reference interferometer is illuminated by a single wavelength laser and is employed together with a servo feedback electronic unit to effectively compensate for the environmental noise. Light output from the laser is combined with the measurement light and travels almost the same optical path as the measurement interferometer. The interference signal of the reference interferometer is acquired with a photodiode after it has been filtered by beam splitter 3. As a result of the shared optical path, it is envisioned that, if the noise that occurs in the reference interferometer is monitored and compensated for, the measurement interferometer will not observe noise during measurement. A compensating piezoelectric translator (PZT) attached to the reference mirror is driven by servo electronics and is used to compensate for any environmentally induced noise. A control voltage is fed to the PZT which then moves the reference mirror to create an optical path change that opposes any optical path change resulting from environmental disturbance. In this way, the environmental noise in the measurement interferometer is compensated for. The reference interferometer will be locked at around quadrature to maximize sensitivity to environmental disturbance. Most normal floor vibration occurs in the range from 20 to 200 Hz [33] . Modern PZTs have a resolution up to 0:05 nm and a frequency response of 35 kHz (e.g., P-249.10, Physik Instrumente, Karlsruhe, Germany), the noise compensation can be quick and accurate provided that the load is light. This technique has been effectively tested and proved in our previous research [34, 35] .
Phase Calculation Principle
Intensities detected by pixels ðx; yÞ of the CCD camera that correspond to one point on the test surface can be expressed by Iðx; y; kÞ ¼ aðx; y; kÞ þ bðx; y; kÞ cosð2πkhðx; yÞÞ; ð2Þ where aðx; y; kÞ and bðx; y; kÞ are the background intensity and fringe visibility, respectively; k is the wavenumber, which is the reciprocal of the wavelength; and hðx; yÞ is the absolute OPD of the interferometer. The phase of interference signal φðx; y; kÞ is given by φðx; y; kÞ ¼ 2πkhðx; yÞ: ð3Þ
The phase shift of the interference signal owing to the wavenumber shift is given by
The phase change of the interference signal is proportional to the wavenumber k change. Then the OPD, hðx; yÞ, is given by
Since the change of k can be calibrated first by using an optical spectrum analyzer, the main issue here is how to calculate the phase change. There are many phase calculation methods that can be employed in spectral scanning interferometry. These algorithms include phase demodulation by a lock-in amplifier [36] , phase calculation by a seven-point method used in classical phase-shifting interferometry [28] , extremum position counting [27] , and Fourier transform based techniques [37] . We use phase calculation by Fourier transform because it is fast, accurate, and insensitive to intensity noise.
In Eq. (2), as mentioned, aðx; y; kÞ and bðx; y; kÞ are slowly variable with respect to k because of the spectrum intensity of the light source and the response of the CCD camera. The path difference of the interferometer is adjusted to be large enough so that the frequency of the cosine term is higher than the variation frequency of aðx; y; kÞ and bðx; y; kÞ so that they can be easily separated from each other. Equation (2) where the uppercase letters denote the Fourier spectra of the signal expressed by the corresponding lowercase letters. If hðx; yÞ were chosen to be higher than the variation of aðx; y; kÞ and bðx; y; kÞ, the three spectra could be separated from one another. from which the imaginary part is precisely the phase distribution to be measured. Following the above procedures, the phase distribution of each CCD pixel and the height map of the surface to be measured can be acquired. Since the main operation here is FFT and IFFT, the data processing is fairly fast.
Measurements and Results
The method described in Section 3 was used to measure two step height standard specimens. In the experiment, the radio frequency applied to the AOTF (Model LSGDN-1, SIPAT Company, Chongqing, China) was scanned from 80 to 110 MHz in steps of 10 kHz, corresponding to a wavelength interval of 0:48 nm. This radio frequency range provides a scanning wavelength range of from 680.8 to 529:4 nm. During the wavelength scanning process, 300 interferograms were recorded by a high speed CCD camera (Model OK-AM1131, JoinHope Image Technology, Beijing, China) at a rate of 100 frames/s. Figure 2(a) shows the intensity distribution recorded by one of the CCD pixels; Fig. 2(b) shows the corresponding retrieved phase of this intensity distribution, as determined by the data processing procedure described by Eqs. (7)-(9). Figure 2 (b) suffers from discontinuities, that is, the values are in the range from −π to π. These discontinuities were corrected by adding 2π at the discontinuous points to obtain continuous phase distribution as shown in Fig. 2(c) . Finally, by using the continuous phase distribution and Eq. (5), the surface height can be calculated for that pixel. Two experiments were carried out. Figure 3 is a 2:970 μm step height standard as supplied by the National Physical Laboratory (NPL), UK. This sample was processed according to the above proposed measurement procedure and an areal surface view was obtained as shown in Fig. 3(a) . Figure 3(b) shows a cross-sectional view of the grooves. The measured average step height is 2:971 μm; the measurement error is 1 nm. All the calculations on step height are calculated according to ISO standard 5436-1 using Talymap as supplied by Taylor-Hobson. Leicester, UK. Figure 4 shows a 292 nm step height standard specimen that was calibrated by Physikalisch-Technische Bundesanstalt. The areal surface measurement result of this sample is shown in Fig. 4(a) . Figure 4 (b) illustrates the cross-sectional plot of the step. The measured average step height is 291:1 nm; the measurement error is 0:9 nm.
The effectiveness of the vibration compensation was investigated by carrying out the following experiments. First, a semiconductor daughterboard sample was measured without inducing mechanical disturbance as shown in Fig. 5(a) . One profile of the sample is shown in Fig. 5(b) and illustrates the surface step with height 4:7564 μm. Next, a 40 Hz and 400 nm peak-to-peak sinusoidal mechanical disturbance using a PZT was applied to the reference mirror. During the disturbance, the sample was measured as shown in Fig. 6 . Figure 6(a) shows that the measured signals are suppressed by the mechanical vibration signal, although the step height of the sample can still be recognized. One profile of the sample is shown in Fig. 6(b) and illustrates the surface step with height 11:711 μm. However, the surface roughness signal is completely distorted.
When the vibration compensation is switched on, a reduction in the disturbance movement of the fringe pattern is clearly observed. The measurement of the sample at this stage is carried out; see Fig. 7 . Figure 7 (a) shows that the data were retrieved as the original measurement and illustrates that the compensation vibration can be used to overcome environmental disturbance. One profile of the sample cross-sectional plot in Fig. 7(b) shows that the step height is 4:7429 μm. The difference between the two measured step height values is 13:5 nm in compari-son with the two measured results as shown in Figs. 5(b) and 7(b). The observed disturbance attenuation between the second and the third parts of the experiment was 12:2 dB according to the reference interferometer signal output as shown in Fig. 8 , which is in agreement with the measured sample error.
Conclusion
We have proposed a surface measurement technique with active control of environmental noise that utilizes wavelength scanning interferometery. Nanometer accuracy surface measurement results were carried out for micrometer step height samples. There is no need for optical path (mechanical) scanning as found in conventional white-light vertical scanning interferometery. An 850 nm wavelength laser diode shares the same optical path of the measurement interferometer to introduce a vibration compensation feedback loop. The experiment shows that disturbance was reduced by 12:2 dB at a vibration frequency of 40 Hz.
The measurement speed is restricted only by the frame rate of the CCD camera and the data processing speed. A CCD with a higher frame rate could reduce the data acquisition time to less than 1 s. In contrast, the data processing speed for 320 × 320 pixels takes 9 s when calculated with an Intel Pentium D945 processor. It is not ideally fast since general CPUs do not support parallel computing. Stream computing based on GPU parallelization techniques is currently under investigation and could significantly improve the data processing speed by as much as 100 times at an affordable price. Fast areal surface measurement results will be available at high speed when this computing algorithm is realized during the next stage of research. 
