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The high-order least-squares method is associated with complex linear algebra and thus complicated implementation 
issues. In this study, a population balance problem describing bubbly flows is solved using the least-squares 
technique within the spectral framework. The aim of this paper is to outline the numerical solution algorithm. 
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1. Introduction 
In gas–liquid systems such as bubble column reactors [1] the dispersed phase plays a major role in 
determining the hydrodynamic behavior of the system. The complex dynamics of the dispersed phase and 
its influence in the hydrodynamics of the system is a challenging problem which is still not sufficiently 
understood. In bubble columns, the complexity of the hydrodynamics relates to evolution of phenomena 
such as breakage, coalescence, growth and advective transport of the bubbles. Such events affect the 
bubble size distribution in the bubble columns; and consequently, set the interfacial momentum, heat, and 
mass transfer fluxes through the contact area. Thus, the bubble size distribution is important for the 
operation of the bubble columns in order to obtain optimal process performance. Both experimental 
studies and modeling work are needed to achieve extended understanding of the important mechanisms of 
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    Boundary operator  
b    Breakage frequency (1/s) 
c    Coalescence frequency (1/s) 
f    Unknown function 
fd,V   Volume density function (1/m) 
fd,M   Mass density function (kg/m/m3) 
fd,N   Number density function (#/m3/m) 
fpdf   Probability density function (-) 
"     Functional 
g    Gravitational acceleration (m/s2) 
g    Source term 
h0    Initial film thickness (m) 
hf    Critical film thickness  for rapture (m) 
hb     Daughter size redistribution (1/m) 
k1    Breakage kernel parameter (s) 
k2    Breakage kernel parameter (-) 
$    Linear operater 
L    Problem matrix     
N    Number of bubbles (1/m3) 
N    Number of collocation points 
p    Pressure (Pa) 
Pz    Polynomial order, z-coordinate 
Pȟ     Polynomial order, ȟ-coordinate 
R    Gas constant (J/kmol/K) 
r    Coordinate in physical space (m) 
rc    Equivalent radius (m) 
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t    Time (s) 
T    Temperature (K) 
V    Volume of bubble (m3) 
vr    Gas-phase size dependent velocity (m/s) 
vz     Gas-phase velocity; axial direction (m/s) 
vȟ     Growth velocity (m/s) 
W    Quadrature weights 
0(ȍ)   Function space 
0s(ȍ)  Subspace; space of trial functions 
z    Axial coordinate; physical space (m) 
Greek Letters 
Ȟ    Scale parameter of log-normal distribution 
Ȗ    Scale parameter of log-normal distribution 
Į    Basis coefficient 
ĳ    Basis (or trial) function 
ǃ    Parameter in static turbulence theory 
ȟ    Generalized coordinate in property space, i.e. bubble diameter (m) 
ȗ    Generalized coordinate in property space, i.e. bubble diameter (m) 
İ    Turbulent kinetic energy dissipation rate per unit mass (m2/s3) 
İ    Amplitude variable; variational analysis 
ı    Gas–liquid surface tension (N/m) 
Ȝ    Coalescence probability (-) 
ȍ    Computational domain 
Ƚ    Boundary of computational domain 
ȡ    Density (kg/m3) 
Subscript 
d    Dispersed phase; gas phase 
l    Liquid phase 
jz    Local index; z-coordinate 
jȟ    Local index; ȟ-coordinate 
I    Global index 
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J    Global index    
Iq    Quadrature points; global numbering 
iq    Quadrature points; local numbering 
z    Axial direction 
ȟ    Property space coordinate 
M    Mass 
N    Number 
Pdf   Probability density function 
0    Atmospheric pressure 
ȝ     Mean value 
ȗ    Property space coordinate 
V     Volume 
Superscript 
ref   Reference 
*     Dimensionless 
T     Transpose 
Ȟ     Iteration 
Abbrevation 
GLL   Gauss–Lobatto–Legendre 
GL   Gauss–Legendre 
 
flows within bubble columns. In the mathematical modeling framework, the population balance model  
[1-4] is considered a concept for describing the evolution of populations of countable entities such as the 
bubbles in the bubble column reactors.  
The population balance equation describing the evolution of the dispersed phase by means of a 
probability density function is a non-linear partial integro–differential equation which must be solved by a 
suitable numerical method. In the literature, various numerical techniques are applied for the solution of 
the integro–differential equation. The method of moments (MOM) is one of the earliest and most 
widespread technique for solving the population balance equation. The essence of the method of moments 
is to transform the integro–differential equation into a set of ordinary differential equations. Such an 
approach involves an inherent loss of information as the distribution is not retrieved, but only some 
integral properties of the distribution [5]. Developments based on the MOM exist, e.g., quadrature method 
of moments (QMOM) [6] and direct quadrature method of moments (DQMOM) [7]. Several examples of 
the application of high order methods for solving population balance problems are given in the literature, 
e.g., [8–13] illustrate the use of the collocation, tau and Galerkin approximation methods. The high order 
least-squares method is suggested as a good technique in resent work [4,14–17]. However, the least-
squares method is associated with high theoretical complexity. Therefore, in this study, we outline the 
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numerical solution algorithm of the least-squares method applied to a population balance problem 
describing bubbly flows.  
 
2. The population balance model 
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Equation (1) can be simplified adopting the following assumptions: (i) steady state, (ii) cross-sectional 
area averaging giving one independent spatial coordinate, and (iii) prescribed flow velocity field of the 
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The set of closure equations in terms of the dimensionless variables (2) is represented in Section 2.1. 
Noticeable, the bubble growth velocity equation (17) is used to simplify the LHS of equation (1). 
Moreover, the boundary condition in the non-dimensionalized form is given by (4) and (5): 
 
 * * * * * *, min( , ) 0 for ford Mf z zξ ξ ξ= ∀ =  (4) 
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2.1. Constitutive equations 
The set of closure equations in terms of the dimensionless variables (2) is given in the sequent. 
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Daughter size redistribution function: 
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Swept volume rate: 
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Coalescence rate model: 
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3. Weighted residual methods 
Given a two-dimensional problem in the following abstract formulation [4]:  
 
 min max min max( , ) ( , ) in [ , ] [ , ]f z g z z zξ ξ ξ ξ= Ω = ×$  (20) 
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 min max min min( , ) ( , ) on [ , ] at andf z f z z z zξ ξ ξ ξ ξΓΩ Γ Γ= Ω = = Ω = ∀  (21) 
 
Spectral methods are based on using a representation of the solution f(z,ȟ) in 0(ȍ) throughout the  domain 
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where ĳjzPz(z) and ĳjȟPȟ(ȟ) are the basis or trial functions which span the subspace 0s(ȍ); the subset of 
0(ȍ). Nodal basis functions are commonly adopted for implementation of spectral methods due to the 
resulting simplicity of the method. The nodal basis functions are generally defined based upon the 
Lagrange polynomials which are associated with a set of nodal points. The Lagrange polynomial can be 
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Hence, in the nodal basis approximation, the basis coefficients are the solution function value at the nodal 
points, i.e., Įjzjȟ = fjzjȟ. 
The two-dimensional problem may be assembled on the conventional form Af = F expressing the 
solution approximation based on a global index numbering procedure. In terms of the global index 
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Following the indices numbering as in Fig. 1 the relation between the local and global indices is given as: 
 
 ( 1)zJ j j Pξ ξ= + +  (27) 
 
where  jȟ =0,..., Pȟ and jz=0,..., Pz. Following the global numbering procedure as given in Fig. 1, the vector 
notations for the z and ȟ coordinates are given by: 
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 0 1 0 0 0local global    
T T
P Pξ ξ ξ ξξ ξ ξ ξ ξ ξ ξ ξ ξ ξ ξª º ª º= → =¬ ¼ ¬ ¼" " " " "( (  (28) 
 
 0 1 0 0 1 1local global    z z z
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Hence, the solution vector is expressed as: 
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Fig. 1. Global grid labeling procedure considering a two-dimensional case. A GL–GLL-grid where xI is the global numbering, and ȟ 
j and zj denote the two local one-dimensional numberings. 
 
4. The least squares method 
The least-squares formulation is based on the minimization of a norm-equivalent functional. Considering 
the abstract problem defined by equations (20) and (21) the norm-equivalent least-squares functional is 
defined as: 
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Hence, by minimizing the functional (31) the integral of the square of the residual is minimized over the 
computational domain. Based on variational analysis, the minimization statement is equivalent to: Find f 
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Inserting approximation (25) and choosing systematically: 
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the following algebraic system  is achieved: 
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where the matrix and vector are defined as; following the global numbering procedure:  
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The inner products (37) and (38) are approximated by a quadrature rule: 
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where the global quadrature is defined in terms of the local quadrature weights by (figure 1): 
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In equations (40) and (41), matrix and vector element notations are introduced, i.e.: 
 
 [ ] ( )
qq
I II I
L = xA$  (43) 
5. The numerical solution algorithm 
Considering the population balance equation (3), the following approximations are introduced: 
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Due to the non-linear nature of the population balance equation, Picard iteration was used. Hence 
interpolation is required between the ȗ*iqȗ and ȟ*iqȟ points. The source vector in Eq. (41) is given as: 
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6. Simulation result and concluding remarks 
 A two-dimensional population balance problem describing the population of bubbles within a bubble 
column is numerically solved using the high-order least-squares technique. The least-squares method is 
associated with high theoretical complexity; hence the aim of the present paper is to outline the numerical 
solution algorithm solving the population balance problem. That is, the linear algebra of the least-squares 
method is described for the bubble column model considered in this study.  
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The reactor operation conditions and numerical parameters used in the simulation are given in table 1.  
Moreover, the simulation result of the bubble diameter distribution as a function of the bubble column 
















Fig. 2. Numerical solution of the population balance problem describing bubbly flow. Bubble diameter distribution as a function of 
column height. 
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ȡdref,  ȡd,0 (kg/m3) 1.188
ȡl (kg/m3) 103
ȟmin  (m) 0.4ǜ10-4
ȟmax (m) 4ǜȟȝ
¨ȟ, ¨ȗ  (m) ȟmax- ȟmin
zmin (m) 0
zmax  (m) 4
¨z  (m) zmax- zmin
Nz  (-) 10
Nȟ  (-) 10
Ȗ  (-) 0.44
Įd  (-) 0.1492
Ĳ ln(5.5ǜ10-3/ ȟȝ 
ȟȝ  (m) 8.74ǜ10-4
 
References 
[1] Jakobsen HA. Chemical reactor modeling: Multiphase reactive flows. Berlin Heidelberg: Springer–Verlag; 2008. 
[2] Randolph AD, Larson MA. Theory of particulate processes. Analysis and techniques of continuous crystallization. 2nd ed. 
San Diego: Academic Press; 1988. 
[3] Ramkrishna D. Population balance: Theory and applications to particulate systems in engineering. San Diego: Academic 
Press; 2000. 
[4] Dorao CA. High order methods for the solution of the population balance equation with applications to bubbly flows. Ph.D. 
thesis: Norwegian University of Science and Technology (NTNU); 2006. 
[5] Rigopoulos S. Population balance modelling of polydispersed particles in reactive flows. Prog Energy Combust Sci 
2010;36:412–443. 
[6] McGraw R. Description of aerosol dynamic by the quadrature method of moments. Aerosol Sci Tech 1997;27:255–265. 
[7] Marchisio DL, Fox RO. Solution of population balance equations using the direct quadrature method of moments. J Aerosol 
Sci 2005;36:43–73. 
[8] Wulkow M, Gerstlauer A, Nieken U. Modeling and simulation of crystallization processes using parsival. Chem Eng Sci 
2001;56:2575–2588. 
665 J. Solsvik and H. A. Jakobsen /  Procedia Engineering  42 ( 2012 )  651 – 665 
[9] Gelbard F, Seinfeld JH. Numerical solution of the dynamic equation for particulate systems. J Comp Physics 1978;28:  
357–375. 
[10] Nicmanis M, Hounslow MJ. Finite-element methods for steady-state population balance equations. AIChE J 1998;44: 
2258–2272. 
[11] Chen MQ, Hwang C, Shih YP. A wavelet-Galerkin method for solving population balance equations. Computers Chem Eng 
1995;20:131–145. 
[12] Mantzaris NV, Daoutidis P, Srienc F. Numerical solution of multi-variable cell population balance models. II. Spectral 
methods. Comp Chem Eng 2001;25:1441–1462. 
[13] Subramanian G, Ramkrishna D. On the solution of statistical models of cell populations. Math Biosci 1971; 10:1–23. 
[14] Zhu Z. The least-squares spectral element method solution of the gas–liquid multi-fluid model coupled with the population 
balance equation. Ph.D. thesis: Norwegian University of Science and Technology (NTNU): 2009. 
[15] Patruno LE. Experimental and numerical investigations of liquid fragmentation and droplet generation for gas processing 
at high pressures.  Ph.D. thesis: Norwegian University of Science and Technology (NTNU); 2010. 
[16] Nayak AK, Borka Z, Patruno LE, Sporleder F, Dorao CA, Jakobsen HA. A combined multifluid-population balance model 
for vertical gas–liquid bubble-driven flows considering bubble column operating conditions.  Ind Eng Chem Res 2011;50:  
1786–1798. 
[17] Sporleder F. Simulation of chemical reactors using the least-squares spectral element method. Ph.D. thesis: Norwegian 
University of Science and Technology (NTNU); 2011. 
 
