Abstract. Synaptic depression is a common form of short-term plasticity in the central and peripheral nervous systems. We show that in a network of two reciprocally connected neurons a single depressing synapse can produce two distinct oscillatory regimes. These distinct periodic behaviors can be studied by varying the maximal conductance,ḡ inh , of the depressing synapse. For smallḡ inh , the network has a short-period solution controlled by intrinsic cellular properties. For largeḡ inh , the solution has a much longer period and is controlled by properties of the synapse. We show that in an intermediate range ofḡ inh values both stable periodic solutions exist simultaneously. Thus the network can switch oscillatory modes either by changingḡ inh or, for fixedḡ inh , by changing initial conditions.
Introduction.
Although synapses are commonly modeled to be linear transfer functions between two neurons, it is now widely recognized that synapses are nonlinear dynamic devices. Chemical synapses express various forms of short-term dynamics such as use-dependent facilitation and depression (reviewed in [39] ). Usedependent synaptic depression is ubiquitous in all nervous systems. This form of synaptic plasticity is usually defined as a reduction in the amplitude of the synaptic conductance in response to the firing of action potentials (spikes) in the presynaptic neuron: the synaptic current in response to each spike within a burst is smaller than the previous one. Although the mechanisms underlying synaptic depression have been studied extensively, its functional significance is mostly unknown. Several computational and theoretical studies have proposed that synaptic depression can be used in various tasks, such as dynamic gain control [1, 34] , burst detection [21] , sequence determination [7] , and rhythmogenesis [32] .
The dynamics of synaptic depression were recently characterized in an experimental study of the rhythmically active pyloric network of the spiny lobster [22] . This study showed that, because of depression, synaptic efficacy in a rhythmic network depends nonlinearly on the frequency of the network and the duty cycles of the neurons involved. Using these results, Nadim et al. [27] demonstrated that synaptic depression can be used as a switch mechanism between two modes of oscillation in reciprocally inhibitory rhythmic networks: a high-frequency oscillation controlled by intrinsic neuronal properties (cell-dominated) and a low-frequency oscillation controlled by the dynamics of depression (synapse-dominated).
Nadim et al. [27] provide a heuristic explanation for the mechanism that enables or disables the depressing synapse to control the network oscillations and produce bistability. There are, however, several questions that remain unanswered, the most important of which are as follows: What switches the network from one mode to the other? What parameters are important in each of the two modes? What mechanism gives rise to the bistability of periodic orbits? What values of parameters support bistability? Is the switch mechanism specific to inhibitory-inhibitory circuits, or can it be extended to other circuits as well? In this manuscript, we address these questions directly by using analytical tools.
Excitatory-inhibitory (EI) pairs of neurons are common elementary circuits in the mammalian brain. Such circuits are found in the sensory-motor cortex [16] , the visual cortex [2] , the hippocampus [3] , the olivo-cerebellar system [36] , the nucleus reticularis thalami [30] , and so on. Often these circuits show rhythmic activity generated by intrinsic properties or emerging from network interactions. Due to the ubiquity of EI circuits, it is important to obtain a good understanding of the processes that control their output. This, together with the proposed role of synaptic depression in inhibitory-inhibitory loops [27] , led us to address the existence of a switch mechanism and bistability of rhythmic activity in EI circuits that involve synaptic depression.
Our model consists of a reciprocally coupled pair of neurons: an oscillatory excitatory neuron E and a nonoscillatory inhibitory neuron I. We address the situation where the synapse from I to E is depressing and the synapse from E to I is strong and fast. We show that, depending on the maximal conductance,ḡ inh , of the depressing synapse, two distinct oscillation modes emerge. Whenḡ inh is small, the depressing synapse remains weak, the rhythm is fast, and its frequency is controlled by the intrinsic properties of the E neuron. Alternatively, whenḡ inh is large, the synapse is strong, the rhythm is slow, and its frequency is controlled byḡ inh and the time courses of the depressing synapse. Our analysis shows that the two modes coexist for an intermediate range of values ofḡ inh if the intrinsic time constants of the neurons are much smaller than the decay and depression time courses of the synapse. Thus the network exhibits bistability of periodic orbits. The results of this work apply to more general EI networks, such as the case where the E to I synapse is depressing or when E is not an intrinsic oscillator.
The paper is organized as follows. In section 2, we describe the model of the depressing synapse and give the equations for the E and I cells. Here the geometric techniques that are used throughout the paper are described. In section 3, we prove that the EI network is bistable. We show that if the maximal conductance of the depressing synapse is too large or too small, then only a single stable solution persists. We also elaborate on how depression can be useful in other network architectures. In section 4, we compare our model of synaptic depression to previously proposed models. We then discuss implications of bistability and how the mechanism described in this work may be exploited by modulators of the activity of neuronal networks.
2. The model. The cells are modeled using standard biophysical current-balance equations. The rate of change of the membrane potential v is proportional to the sum of ionic currents flowing through the cell. Each ionic current is given as a product of a conductance and a driving force, the difference between v and a fixed equilibrium potential being associated with that current. Each cell in our model has a single non- linear intrinsic current in which the conductance is gated by the membrane potential of the cell. The "gating variable" w follows a simple differential equation given below. The biophysical equations and parameter values used for simulations are provided in the appendix. For the analysis below, we focus on the qualitative form of these equations. The qualitative behavior is extracted from the shape and position of the nullclines in the phase space of each cell.
The basic properties of our model of synaptic depression are shown schematically in Figure 1 . Traces shown are the membrane potential v i of the I neuron and the synaptic conductance of the depressing synapse (from I to E). When v i crosses the threshold for synaptic release v thresh , the conductance g inh rapidly rises to a peak and then decays with a time course given by τ β . The value of the peak is dependent not only on the maximum synaptic conductanceḡ inh but also on the intrinsic and synaptic time constants. When v i falls below the threshold for transmission, g inh decays with time constant τ κ . For the duration that v i remains below the threshold, g inh recovers from depression with time constant τ α . The time constant τ α is long compared to the intrinsic time constants of the I neuron. Therefore, if v i is below the transmission threshold for a short duration, g inh does not fully recover from depression, and the subsequent peak of g inh will be smaller.
The neurons.
Both the excitatory and the inhibitory neurons are modeled as two-dimensional singularly perturbed systems and have an active (high voltage) and a silent or inactive state. In dimensionless form, the neuron E is described using the equations
where v e denotes the voltage and w e is the gating variable for the cell. The nonlinearity f e consists of the sum of currents which are intrinsic to the cell. The parameter 1 is the singular perturbation parameter and the derivative is with respect to t. The v e -nullcline, given by C e = {(v e , w e ) : f e (v e , w e ) = 0}, is cubic shaped, whereas the w e -nullcline, given by S e = {(v e , w e ) : w ∞ (v e ) − w e = 0}, is sigmoidal. We assume that these two curves intersect along the middle branch of the cubic C e , thus ensuring that an isolated E cell is oscillatory [29] (Figure 2) . We denote the local minimum point, or left knee, of C e by (v LK , w LK ) and the local maximum point, or right knee, of C e by (v RK , w RK ). The time constant τ e is given by that f e > 0 (< 0) below (above) the cubic and w ∞ (v e ) − w e > 0 (< 0) below (above) the sigmoid S e .
We shall study the network dynamics in the phase space by exploiting the fact that the parameter is small, allowing us to use techniques of geometric singular perturbation theory. We first construct singular solutions by analyzing the reduced equations which are appropriately scaled versions of (2.1) when = 0. Solutions of the reduced equations are pieced together to obtain a singular periodic orbit. Each piece of this orbit is a valid trajectory when = 0. It is then necessary to show that for small and positive there is a periodic solution of (2.1) near the singular solution.
The reduced equations and singular periodic orbit for the isolated E cell are constructed as follows. The slow reduced equations are obtained by setting = 0 in (2.1) to obtain
These equations govern the evolution of E during its active or silent state. The first equation is algebraic and constrains E to lie on the cubic C e . The second equation gives the direction and speed of the flow on the cubic.
The fast reduced equations are obtained by rescaling time in (2.1) by letting ξ = t/ and then setting = 0. This yieldṡ
Here the derivative is with respect to ξ. These equations govern the fast jumps between the active and silent states of the cell. Because of the second equation, w e acts as a parameter in the first equation. Note that both the slow and the fast reduced equations are scalar differential equations. For the fast equations (2.4), the left and right branches of C e are attracting, and the middle branch is repelling. The left knee is attracting from the left and repelling from the right; the opposite is true for the right knee. The singular periodic orbit for E can now be described as the union of the following four pieces ( Figure 2 ). Starting at the left knee of C e , the first piece is a solution of (2.4) which connects (v LK , w LK ) on the left branch of C e to (v R , w LK ) on the right branch of C e . The second piece is a solution of (2.3) which connects (v R , w LK ) to (v RK , w RK ) on the right branch of C e . Notice that on the right branch of C e ,ẇ e > 0. The third piece is a solution of (2.4) which connects (v RK , w RK ) on the right branch of C e to (v L , w RK ) on the left branch of C e . The fourth and final piece is a solution of (2.3) which connects (v L , w RK ) to (v LK , w LK ) on the left branch of C e whereẇ e < 0. The jumps between branches happen instantaneously with respect to the slow time scale t. Using results from [26] , it is possible to show that for > 0 small enough there is a periodic solution for (2.1) that is O( ) (as → 0) close to the singular periodic orbit described above.
The intrinsic dynamics of I are governed by the equations
Defining C i and S i analogously to the above, we choose parameters such that these two curves intersect along the left branch of C i , thus forcing the (synaptically isolated) I cell to have a global stable fixed point on the left branch of the cubic C i (Figure 3 ). The cell I is therefore not capable of intrinsic oscillations [29] . Fast and slow reduced equations can be defined similarly to those of E described above.
The synaptic coupling.
We now describe how the synaptic coupling between cells is modeled. E has a fast excitatory synapse to I: when E is in its active state, it causes a synaptic current to be added to the right-hand side of the v i equation:
where H is the Heaviside function. For simplicity we have assumed that the E to I synapse is instantaneous in its effect. The Heaviside function is also used for simplicity and may be replaced by a smooth sigmoidal function in the analysis. v thresh is the threshold for activation of the synapse. The parametersḡ exc and E exc are the maximal conductance and reversal potential of the excitatory synapse, respectively. In order to simplify the bookkeeping in our analysis, we shall make the assumption that I is active if and only if E is active. This can be achieved by making E exc positive enough so that the excitatory synapse raises the cubic C i in the phase plane,ḡ exc large enough so that this raised cubic intersects S i along its right branch somewhere above the right knee of C i (Figure 3) , and τ i (v i ) small enough for v i > v thresh . This ensures that excitation from E to I forces the I trajectory to jump to the right branch of the cubic C i and that the I cell stays in the active state as long as E does.
The coupling from I to E is a depressing, slowly decaying inhibitory synapse. The reversal potential E inh is negative enough so that inhibition lowers the cubic C e in the phase plane. This synaptic current is described using two variables s and d; the former models the effect of the inhibitory current on E; the latter models the dynamics of depression. The equations which govern E become
Note that d recovers towards 1 whenever I is silent and decays towards 0 whenever I is active. s decays towards 0 whenever I is silent and is reset (in the fast time scale) to the current value of d whenever I becomes active ( Figure 4 ). Only the variable s (and not d) directly affects the behavior of E. However, since s = d in the singular limit when I is active, d influences the behavior of E during the active phase. Note that, except in the transition to the active state, the inhibition to E is always decaying. On the right branch the decay is controlled by τ β , and on the left branch the decay is controlled by τ κ . Note also that the extent of recovery of d depends on the ratio of τ L and τ R (see (2.3)) and on the time constants τ α and τ β .
The coupled singular equations.
We now define the singular equations which will be the focus of the analysis for the rest of this paper. These are equations obtained from (2.7) as above but in which we shall make a few simplifications. First, since we assume that I is active if and only if E is active, we will not explicitly track the I trajectory. We are concerned only with whether or not v i is above or below the threshold v thresh . Further, to ease the analysis, we assume that w ∞ (v e ) = 0 when E is in the silent state (v e < v LK ) and w ∞ (v e ) = 1 when E is active (v e > v RK ). Thus when E is in the silent state it obeys the following set of slow equations:
Alternatively, when E is in the active state it obeys the following set of slow equations:
The fast equations that govern the transition from the silent to the active state arė and the fast equations that govern the transition from the active to the silent state arė Our main focus will be on how the network output changes with changes of the maximal conductanceḡ inh of the depressing synapse. We shall choose and fix the other parameters in section 3.
3.
Results. We will prove the existence of two distinct oscillatory regimes for the model (2.6)-(2.7) with small and positive. The analyses of this section, however, will be performed on the reduced ( = 0) equations (2.8)-(2.11). Using the results of [26] on singular perturbations for the types of solutions discussed in this section, it follows that (2.6)-(2.7) have solutions that are O( )-close to their singular counterparts.
The main results of this paper are shown in Figure 5 . This figure shows the bifurcation diagram of the periodic solutions of (2.6)-(2.7), where the maximum conductanceḡ inh of the depressing synapse is varied. The solid curves correspond to stable periodic solutions. In the region of bistability, these curves are separated by an unstable periodic orbit denoted by the dashed curves. Figure 5 (a) shows the minimum and maximum of v e on the periodic orbits.
The upper branch in Figure 5 (b) corresponds to stable long-period solutions, while the lower branch corresponds to stable short-period solutions. The period on the upper branch is determined by the properties of the depressing synapse, whereas on the lower branch it is largely determined by the intrinsic properties of E. We will show that for fixed τ R , τ L , τ β and for τ α and τ κ sufficiently large there exist two maximal conductances of the depressing synapse g * and g * , such that if g * <ḡ inh < g * , (2.8)-(2.11) has two stable and one unstable periodic solutions. One of the stable solutions has a period O(τ L + τ R ). The other has much longer period of O(τ κ ). Alternatively, ifḡ inh < g * , there is a unique, stable periodic solution of (2.8)-(2.11) whose period is O(τ L + τ R ), and if g * <ḡ inh , there is a unique stable periodic solution of (2.8)-(2.11) whose period is O(τ κ ).
Bistability of solutions.
To construct the periodic orbits, we will define a one-dimensional Poincaré map and show that its fixed points correspond to the periodic orbits. First, we will prove that for some value ofḡ inh the system is bistable. We will then show that forḡ inh small enough, or large enough, only one stable solution persists.
We stated earlier that inhibition lowers the cubic C e in the E-phase plane. For the sake of simplicity, let us assume that inhibition from I lowers only the left branch of C e (Figure 3 ). This assumption affects the results only minimally as we discuss below. Thus, no matter what the level of inhibition, when E is in its active state, it lies on C e and makes the transition to the silent state from (v RK , w RK ), the right knee of C e . Therefore, at the moment E makes the transition to the silent state, v e = v RK , w e = w RK , but the values of s and d, while equal, are unknown. This simplifying assumption enables us to define a one-dimensional Poincaré map Π at the right knee. The map Π records the value of d each time E jumps down to the silent state.
The map Π is defined by following the trajectory from the right knee back to the right knee. Start at the right knee of C e with d(0) = d 0 . From this point, E jumps down to the silent state. Let t = T 1 be the time at which E jumps back up to the active state, and let t = T 2 be the time at which E returns to the right knee of C e . The map Π :
is a fixed point of Π, corresponding to a singular periodic solution of (2.8)-(2.11). In sections 3.2 and 3.3 we will show that for an appropriate choice ofḡ inh , there are two
corresponds to the periodic orbit on the lower (upper) branch of Figure 5 . The time that E spends in the silent phase is the primary determinant of whether the solution tends towards the higher or lower fixed points. If E spends a short time in the silent state, then d does not have enough time to recover toward 1 to compensate for its decay toward 0 in the active state. In this case, Π(d) is attracted to d lo . Alternatively, if the time spent in the silent state is relatively long, then d will recover to a value which is sufficiently large to overcome its decay in the active state. In this case,
The ratio of the time duration that E spends in its silent versus active phase is crucial in determining the evolution of d. One factor that determines the silent duration of E is the slowly decaying inhibition on the left branch of C e . Let g inh =ḡ inh s and φ(v e , w e , g inh ) = f e (v e , w e ) −ḡ inh s[v e − E inh ]. Since s is slowly decaying in the silent state (because τ κ is large), φ(v e , w e , g inh ) = 0 defines a two-dimensional slow manifold M in the (w e , g inh ) plane as shown in Figure 6 . When E jumps down to the silent state, its trajectory on M starts at w e = w RK and g inh =ḡ inh d 0 . E then moves left (because w e < 0) and down (because s < 0) on M.
There are two important curves on M: K L , the set of points for which ∂φ/∂v e = 0 and F L , the set of points defined by w e = 0. K L is the curve of (left) knees representing points from which E leaves M and jumps back to its active state. The second curve F L represents a curve of stable fixed points of the reduced system (2.8) for the w e variable. These points are not actual fixed points on M because on F L , dg inh /dt < 0. For small values of g inh , E is oscillatory, and hence, for these values, w e does not have a fixed point on M. Therefore, F L exists only for g inh sufficiently large. Because g inh is always decreasing on M, E will always reach the curve of knees K L and jump back up to the active state.
Without the above assumption concerning the effect of inhibition on the right branch of C e , we would still be able to define a one-dimensional Poincaré map. However, the right branches of the E cubic would now also define a two-dimensional slow manifold, U. We would need to track the position of E as it evolves along U. As before, we could define a one-dimensional Poincaré map at w e = w RK on U. Now we would also need to measure the time it takes for the cell to evolve from w e = w RK on U to the curve of knees on U from which it could jump down to the silent state. This time is an increasing function of d. However, for the long-period orbit, it is small compared to the time spent in the silent state, and thus the added time for which the synapse would depress would be negligible compared to the long time spent recovering. For the short-period orbit, the time is small since the time goes to zero as d → 0. Thus the above assumption about the effect of inhibition on the right branch of C e does not affect the qualitative results. , when E is silent we obtain
and, when E is active, we obtain
To find an appropriate d * we need a bit more notation. Letĝ be the intersection point of K L and F L (Figure 6 ), satisfying φ(v e , 0,ĝ) = 0 and (∂φ/∂v)(v e , 0,ĝ) = 0. Thuŝ g = g inh implies that s =ĝ/ḡ inh . We choose d * to be strictly less thanĝ/ḡ inh , say, d * =ĝ/(2ḡ inh ). The choice of d * appears to be arbitrary, but later we will discuss how various parameters depend on d * .
We need to show that Π(d * ) < d * . The time T 2 − T 1 is bounded from below by T A , the active time duration of the isolated E cell. Note that
If the right-hand side of (3.3) is less than d * , then so is d(T 2 ). After rearranging terms, this condition can be written as We note that the left-hand side of (3.5) is less than 1 and is independent of τ α . In contrast, the right-hand side of (3.5) evaluated as τ α → ∞ tends to 1. Moreover, we show below that T 1 is independent of τ α and is in fact O(τ L ). Thus if τ α is sufficiently large, then (3.5) holds.
Suppose that the inhibition is 0 and thus, on M, E travels on the curve g inh = 0. From this curve, E jumps to the active state at w e = w LK with T 1 = T S , where An upper bound on T λ is the time it takes E to go from (w LK , g inh (T S )) to the point on K L where g inh still equals g inh (T S ). Thus T λ is bounded above by the time it takes w e to evolve from w LK to w LK − g inh (T S )/λ. Solving (2.9), we obtain
The argument of the log term is bounded from above independent of τ L . Thus T λ and therefore
We have shown that the endpoints of the interval [0, d * ] are mapped by Π into [0, d * ]. This implies the existence of at least one fixed point within the interval. Later we will show that this interval contains exactly one fixed point and that this point is stable. We call this fixed point d lo . The period of the orbit associated with d lo is O(τ L + τ R ) and is therefore largely determined by the intrinsic properties of E. We call this a cell-controlled orbit (Figure 7 ).
The long-period orbit.
We now assume that τ α is fixed at a large enough value so that d lo exists, and we show that if τ κ is sufficiently large, d hi also exists.
Recall that none of the analysis of the previous section involved τ κ ; therefore, fixing τ κ does not affect the existence of d lo .
As before, we will show that a certain interval, in this case [ we need an analogue of (3.5). As seen from the slow phase space M, w e = 0 is the lowest value of w from which E can jump to the active state. Therefore, T 2 − T 1 is bounded above by T max = τ R log[1/(1 − w RK )], which is the time from w e = 0 to w e = w RK on the right branch of C e . A calculation similar to that of (3.3)-(3.4) shows that Π(d
We now choose d * = 2ĝ/ḡ inh , where we assume that 2ĝ <ḡ inh . Evaluating (3.7) at d * = 2ĝ/ḡ inh , we findḡ
Note that the left-hand side of (3.8) is again a quantity that is less than one but bounded away from zero, and is independent of T 1 . The right-hand side of (3.8) can be made arbitrarily small by making T 1 large. It is easy to make T 1 large by making τ κ large. Suppose for the sake of argument that τ κ → ∞. In this case, g inh does not decay and E is attracted to F L and must remain in the silent state. In this case, T 1 → ∞ as τ κ → ∞. Clearly then, if τ κ is sufficiently large, then T 1 will also be. 
Stability of orbits. We have shown that Π(d
. This gives a uniform result which also implies uniqueness of the fixed points.
Using (3.2), we find that
where T 1 and T 2 both depend on d 0 . In the following argument, let denote the derivative with respect to d 0 . A straightforward calculation using (3.1)-(3.2) and the chain rule shows that . We showed earlier that T 1 = T S + T λ , where T S is the time it takes E to evolve in the silent state along g inh = 0 and T λ is the extra time E evolves due to the slope of the curve of knees. Clearly, T 1 = T λ since T S is independent of d 0 . There are several ways to show that T λ can be made small. One way is to use the slope of the curve of knees −λ. If λ → ∞, then the curve of knees K L becomes vertical, and T λ → 0. In this case, clearly, T 1 = T λ → 0 since T 1 will equal T S which is independent of d 0 . This also implies that [T 2 − T 1 ] = 0 in this limit as T 2 − T 1 will equal T A , which is also independent of d 0 . Therefore, if we make the curve of knees more vertical, we can make |Π | < 1.
Recall that the curve of knees is given by φ = 0 and φ v = 0, where
denote the curve of knees. Plugging this into φ = 0 and differentiating with respect to g inh , we find
Using φ ve = 0 and rearranging terms, we find that the slope of the curve of knees satisfies
The slope is negative since ∂f e /∂w e < 0 and v K − E inh > 0 since the synapse is inhibitory. The slope can be made large in magnitude by making |∂f e /∂w e | large. This quantity is solely determined by the intrinsic properties of the cell. 
Existence of an interval of bistability.
To complete the bifurcation diagram, we show that ifḡ inh is too small, the system has only a single short-period orbit. Alternatively, ifḡ inh is too large, the system has only a single large-period orbit.
Recall thatĝ is defined by φ(v e , 0,ĝ) = 0, φ ve (v e , 0,ĝ) = 0. Thus ifḡ inh <ĝ, the curve of fixed points F L will not exist on the manifold M. This implies that the time T 1 is largely determined by the intrinsic dynamics of the isolated E cell and there is no chance that (3. (d med , 1) . This contradicts the lack of existence of d hi . This finally implies that there exists a g * such that ifḡ inh < g * , then a single small period orbit exists.
Similarly, ifḡ inh is too large, then d lo cannot exist. Suppose thatḡ inh → ∞. Then the left-hand side of (3.5) tends to 1, while the right-hand side remains less than 1. Clearly, ifḡ inh is sufficiently large, (3.5) fails to hold. For the same reason as above, once d lo disappears, d med must also. Therefore, there exists a g * such that if g inh > g * , then there exists a single long-period orbit. The analysis above provides sufficient but not necessary conditions on the time constants and conductances for the existence of an interval of bistability of solutions. In particular, the methods that we have employed show the existence of g * and g * but do not provide lower and upper bounds for these values.
Dependence on parameters and simulations.
The existence and stability of solutions depends on the relative values of several of the time constants present in the equations. As we showed above, the short-period orbit is controlled by intrinsic parameters, while the long-period orbit is controlled by synaptic parameters. In particular, for the short-period orbit, in which the synapse remains depressed, it is important that τ L is small relative to τ α . Alternatively, for the long-period solution, it is important that τ L is small relative to τ κ . Thus the range of bistability can be expanded by varying τ α and τ κ . Specifically, increasing τ α increases g * so that the cell-controlled range is larger. Increasing τ κ has the effect of decreasing g * . A slower decay of inhibition gives the synapse more time to recover in the silent state, thus allowing smaller values of the maximal conductanceḡ inh to produce a long-period solution. By decreasing τ α the short-period solution can be destroyed, while decreasing τ κ destroys the long-period solution. Similar results can be obtained by fixing τ α and varying τ L . In section 3, we chose d * and d * in a seemingly ad hoc fashion. These values also depend on the parameters in much the same way as g * and g * . Namely, for fixedḡ inh , increasing τ α implies that d * also increases, while increasing τ κ decreases d * . These changes will affect the values of the fixed points d hi and d lo but will not change which parameters control the existence of these fixed points.
The results shown in Figure 5 were obtained using the differential equation solver XPP together with the bifurcation continuation program AUTO. (Information on both XPP and AUTO is available at http://www.pitt.edu/˜phase.) The maximal conductanceḡ inh = 1.56 nS for both the cell-and synapse-dominated orbits. Other parameter values appear in the appendix. In Figure 8 , we illustrate one way of instigating the switch mechanism withḡ inh = 1.56 nS. The oscillations start out in the cell-dominated regime in which the synapse is depressed. At t = 525 ms, we transiently inhibit I for 100 ms. As can be seen in the figure, the interburst interval steadily grows over the remainder of the simulation. The transient hyperpolarization initiates a regenerative loop in the dynamics whereby the additional time spent in the silent state allows the inhibitory synapse to recover more from depression. This added recovery strengthens the inhibitory synapse so that the next time E returns to the silent state more inhibition is present, and the loop repeats. The resulting orbit is synapse-controlled in which the synapse operates in the nondepressed regime. We note that the same result could be obtained by transiently hyperpolarizing E instead of I since, by our model assumptions, hyperpolarization of E effectively prohibits I from firing.
The mechanism for bistability that we described above is robust over a large set of parameter values. The analysis dictates certain relationships between the time constants but does not require specific values. To this end, the cell-dominated solutions are largely insensitive to the parameter τ κ . The period of high-frequency oscillations was invariant to changes of at least 50% in τ κ (simulations not shown). Alternatively, the synapse-dominated solution is insensitive to τ L and τ R . For τ κ andḡ inh sufficiently large, the period of low-frequency oscillations is also invariant to changes of at least 50% in τ L and τ R .
Discussion.
Depressing synapses are often viewed as weak or inactive synapses that are expressed only transiently when the activity rate of the presynaptic cell decreases. We showed that, in a recurrent network driven by a pacemaker cell, a transient input can initiate a regenerative process that permanently changes a depressed and insignificant synapse into a strong and influential component of the neuronal network. This process provides a switch between two mechanisms for the control of network frequency: one where the synapse is not effective and the frequency is set by the dynamics of the pacemaker and a second mechanism where the synapse is the major determinant in oscillation frequency.
We focused on a specific EI circuit where the inhibitory synapse is depressing. Because of our assumption that I is active if and only if E is active, our system is equivalent to an oscillatory I cell with a depressing inhibitory autapse. We showed that for the simple two-cell EI network, the depressing synapse is necessary for the ex- istence of bistability. Indeed, if synapses are nondepressing, whenever I is in its active phase, E receives the same synaptic inhibition, independent of the initial conditions or previous perturbations, and therefore remains in the same functional state.
In our analysis, we have assumed that the participating neurons make fast transitions between low (hyperpolarized) and high (depolarized) potentials. This assumption facilitated the use of geometric singular perturbation techniques that readily allowed us to dissect the model into slow and fast subsystems of lower dimension. Each of these reduced systems is controlled by a subset of the parameters of the original model. The analysis of the reduced systems, therefore, enabled us to determine which parameters control what aspects of the network output (e.g., period).
Models of synaptic depression.
In the past few years, several models of synaptic depression have been proposed. Noteworthy are the models of Abbott et al. [1] and Tsodyks and Markram [34] . In both studies, the cells were modeled as integrate-and-fire neurons. Abbott et al. model synaptic depression as follows: when the presynaptic neuron produces a spike, the synaptic conductance rises instantaneously to a value gα, and it decays to zero with a preset time constant. g is the maximal synaptic conductance, and α describes depression. The variable α recovers between presynaptic spikes and is instantaneously scaled down (depresses) by a fixed ratio whenever a spike occurs. The model of Tsodyks and Markram is based on the idea that synaptic resources are partitioned into 3 states: active, inactive, and recovered. A presynaptic spike instantaneously transfers a fixed fraction of the resources from the recovered to the active state. The active resources quickly decay to the inactive state. The inactivate resources, in turn, change to recovered resources with a slower time constant.
In both models, synaptic strength is a function of interspike interval only and is totally independent of the presynaptic voltage during these intervals. However, in some neuronal systems the extent of synaptic recovery is a function of the presynaptic voltage [22] . Moreover, the models of Abbott et al. and Markram and Tsodyks assume that the synaptic transmission terminates almost immediately after the presynaptic spike. When the sole activity of neurons is spiking, this assumption is reasonable. However, in many cases the electrical activity of neurons is more complex. For example, spiking activity may be modulated by subthreshold activity or ride on top of slow waves. In some cases, synaptic transmission can even occur in the absence of spikes but just as a result of slow variations in membrane potentials [5, 11, 22] .
As in the models of Abbott et al. and Tsodyks and Markram, we view the dynamics of the synapse and the effect on the postsynaptic neuron as related but separate processes. In our model, these two processes are identical when the presynaptic cell is active but behave differently when the presynaptic cell is silent. We therefore define two variables d and s, respectively, describing the depression dynamics and the effect on the postsynaptic cell. d and s evolve with different kinetics during the silent phase: d increases (the synapse recovers), whereas s decreases (the effect on the postsynaptic cell decays). In the active phase, however, d and s are nearly identical and follow the same dynamics. Our model of synaptic depression thus lies between the model of Abbott et al., which consists of a single dynamic variable, and the model of Tsodyks and Markram, which uses two variables. Our model is, in fact, more general than these models since it takes into account factors other than the interspike interval. In particular, synaptic transmission is not dependent just on the length of the silent phase, but also on the duration of the active phase. Moreover, in our model, recovery from depression can also be dependent on the presynaptic voltage. In this work, we made the simplifying assumption that the synaptic threshold V thresh is all or none. However, in the more general case, the synaptic transfer function may be smooth, and therefore the extent of d recovery could be voltage-dependent.
Bistability in neuronal systems.
Both experimental and theoretical work have shown that brief perturbations (such as a short current pulse, short synaptic input, or brief exposure to a neuromodulator) can induce long-lasting changes in neuronal networks. These changes may be in the membrane potential of neurons [14] , patterns of activity [8, 20] , responses to input signals [15] , phasing [37] , coupling versus decoupling [12] , firing frequency [10] , or period of network oscillation [27] . Bistability in neuronal systems has been associated with a variety of functions, such as motor control [10, 18, 20] , visual perception [9, 35] , memory [4, 17] , and representation of temporal durations [28] . In view of the wide range of behaviors attributed to neuronal bistability in its different forms, it is important to understand how bistability arises.
Bistability can be created by intrinsic neuronal properties such as voltage-gated ionic currents. For example, voltage-gated calcium currents have been associated with bistability of membrane potential in several experimental [15, 38] and theoretical [6] studies. Bistability in firing patterns can also be generated by time delays in feedback loops [19] . In rhythmic networks, bistability may be inherent to the network architecture [31, 33] . In our model, bistability of the oscillation period arises from synaptic depression. This form of bistability differs from those described in other rhythmic networks in that it involves a switch in the controlling mechanism of the periodic orbits. For example, Somers and Kopell [31] obtain bistability between synchronous and antiphase solutions in mutually coupled excitatory networks. However, in their model the periods of both solutions are completely determined by the intrinsic properties of the cells. In our model, the bistability of periodic orbits does not merely imply that the network can be switched from one periodic solution to the other by a transient input. The interesting and perhaps more profound result of the switch is that a component of the network that was previously ineffective is now in control of the network frequency. This may have important implications for neuromodulation, as discussed below.
4.3.
The role of network parameters. The cell-dominated regime, or shortperiod orbit, is controlled by the intrinsic neuronal properties, such as the time constants τ L and τ R that govern the time intervals spent on the left and right branches in the absence of synaptic input. This mode of oscillation persists as long as the depressing synapse is prevented from recovering. For example, if the time constant of synaptic recovery τ α is much larger than τ L (or the time constant of depression τ β is much smaller than τ R ), the oscillation will be cell-dominated, unless the maximal synaptic conductanceḡ inh is unrealistically large. Because the depressing synapse is weak in this regime, the oscillation period is mostly insensitive to changes in the synaptic time constants τ κ , τ α , or τ β . However, sufficient decrease of τ α relative to τ L (or increase of τ β relative to τ R ) will switch the system to the synapse-dominated regime, where these synaptic parameters are the most important factors in determining the oscillation period. In the synapse-dominated regime, τ L and τ R do not affect the oscillation period.
The range of the bistable regime is determined by the synaptic time constants τ κ , τ β , and τ α . An increase in τ α will weaken the synapse by slowing down recovery from depression and hence push g * (the turning point of the cell-dominated branch) to the right. A similar effect is obtained by decreasing τ β and hence speeding up depression. Alternatively, increasing τ κ enables the synapse to remain effective for a longer time when the cells are in their inactive state. Thus increasing τ κ will push g * (the turning point of the synapse-dominated branch) to the left. Decreasing τ κ or τ α (or increasing τ β ) sufficiently could cause the two turning points g * and g * to coalesce, thereby destroying the bistable regime.
The mechanism for bistability that we described applies quite generally to a variety of network architectures. For example, if the excitatory synapse is the one that shows depression, or if both synapses are depressing, the two modes of oscillation may still be present and overlap to produce bistability. In fact, a network with two depressing synapses with distinct time scales may have a separate switch mechanism for each synapse, potentially providing multiple oscillatory regimes (dominated by the intrinsic properties of the cells, by one synapse, or by both synapses).
Significance for modulation of rhythmic networks.
The rhythmic network that we have analyzed has the capability to regulate its frequency upon arrival of the appropriate signal. Long-lasting changes in oscillation period can be triggered by an appropriately timed, brief synaptic, or modulatory input. For instance, if the system is operating in the cell-dominated regime, an inhibitory input that occurs during and prolongs the silent phase can have a large impact on the system because it will allow recovery from depression and switch the system to the synapse-dominated regime. However, the same input during the active phase of the cell-dominated oscillation will be mostly ignored because the depressed synapse cannot recover during this phase. In this case, the perturbation will merely generate a time shift of the oscillation.
Our work also demonstrates that some parameters affect the oscillation period orbit only in the synapse-dominated regime and not in the cell-dominated regime. For example, in the cell-dominated regime the network is largely insensitive to changes in the decay time constant of synaptic inhibition. In contrast, in the synapse-dominated regime this parameter is important and determines the duration of the interburst phase. This allows the neuronal circuit to be primed (for example, by a modulatory effect that prolongs the decay time constant) for the change in control, without any apparent change in output, prior to the occurrence of a triggering event. Hence a neuronal circuit in the cell-dominated regime would switch to the synapse-dominated regime in two steps. A similar mechanism has been described in the endogenous burster R15 in Aplysia, where electrical activity changes from bursting to beating following a brief perturbation but only in the presence of serotonin [20] . This procedure could be used as a safety mechanism to prevent the system from accidentally switching from one activity mode to another, for example, as a result of synaptic noise.
Neural networks are largely controlled by neuromodulation. Often, neuromodulation is used for fine tuning of functional circuits [23] . However, in many cases neuromodulation can produce far more extensive changes. For instance, neuromodulation can switch neurons to participate at different times in distinct functional circuits [13, 25] . Also, neuromodulation can reconfigure neuronal circuits [24] so that the same hardware can be used to produce different outputs, thereby adding to the flexibility of neural networks. Despite the wide impact of neuromodulation on neural activity, many aspects of neuromodulatory action are not well understood. For example, in most cases it is not known whether modulators affect neural networks by targeting cellular and/or synaptic components directly or whether they modify the networks by changing one component of the network, thereby triggering a cascade of events that leads to a new network output. We propose that in a neuronal network that includes depressing synapses, modulatory effects that change the dynamics of these synapses are sufficient to reconfigure the entire network. Such a mechanism could allow the network to utilize components that were previously functionally insignificant or to remove components that were previously important.
Appendix. The equations that we used for the simulations in 
