Introduction
Iterative learning control ͑ILC͒ refers to a class of self-tuning controllers where the system performance of a specified task is gradually improved or perfected based on the previous performances of identical tasks. The concept of ''practice'' to improve performance is emphasized in all areas of human endeavor such as gymnastics or musical performances. In the same way, learning controllers attempt to tune the performance of a system on a given trajectory by learning through practice. Additionally, learning control can be used effectively when the plant cannot be modeled accurately. The most commonly seen applications of learning control are in the area of robot control in manufacturing and production industries. Typically, a robot is required to perform a single task, say pick-and-place an object along a given trajectory, repetitively. With a feedback controller alone, the same tracking error would persist in every repeated trial. In contrast, a learning controller can use the information from the previous executions to improve the tracking performance in the next execution. While in some applications, the need to repeat a trajectory multiple times for learning may be a distinct disadvantage, in many other applications, repetitive tasks are commonly performed making learning control a very natural solution. For more than a decade researchers have defined and analyzed iterative learning control ͑ILC͒ schemes. First introduced in 1984 by Arimoto et al. ͓1͔ and Craig ͓2͔ and later modified by many others including Kawamura et al. ͓3͔, Atkeson et al. ͓4͔, and Bondi et al. ͓5͔ , ILC schemes strive to improve the performance of repetitive tasks using the information of the previous trial of the same task. Modifications of the basic ILC algorithm, such as p-type, PD-type and PID-type have evolved in the process. The robustness of the ILC algorithms to disturbances, uncertainties, and initialization errors is still an active area of research. Arimoto ͓6͔ analyzed the robustness of a PI-type ILC algorithm to errors in initialization, measurement and fluctuation during operation, and introduced a forgetting factor into the ILC to enhance it. It is shown in ͓7͔ that the model-based learning scheme in ͓4͔ is a special case of this more general approach. Sugie and Ono ͓8͔ demonstrate the necessity of the use of the error derivative in the learning control process for plants that do not have a direct transmission term. Based on the time-varying nonlinear extension result of Hauser ͓7͔, Heinzinger et al. ͓9͔ showed that under certain assumptions, the asymptotic tracking errors are bounded and the bounds are continuous functions of the initial errors, uncertainties and disturbances. Chen et al. ͓10͔ proposed a way to adjust the final tracking error bound to a prescribed level with the use of the current iteration tracking error, in the presence of uncertainties, disturbances, and initialization errors. Gao and Chen ͓11͔ have illustrated with counter examples the limitations of some of these learning algorithms with regard to nonminimum phase systems. To remove the minimum phase requirement, they developed a new learning algorithm for linear systems based on ''stable inversion.'' Based on the algorithm of Gao and Chen, we developed an iterative learning control algorithm in ͓12͔ for nonlinear nonminimum phase plants with input disturbances. A modification of the iterative learning control algorithm presented in ͓12͔ is presented in ͓13͔ so that it can be applied to a more generic class of nonlinear nonminimum phase plants with input disturbance and output sensor noise.
In this paper we propose an extension to the iterative learning control algorithm presented in ͓12,13͔ so that it can be applied to a nonminimum phase plant with neglected and unmodeled dynamics. Either through deliberate neglect or because of the lack of understanding or the lack of proper measurement of the physical process. Usually, at high frequencies, any model of a real system will contain some unmodeled dynamics. In Sec. 2, an update law for the learning control is proposed for a linear plant with uncertainty. A learning controller ͑Fig. 1͒ based on a pseudo-inverse of the nominal model of the plant is applied as proposed in ͓13͔. A proof of convergence of the input trajectory to a neighborhood of the desired one is provided. In Sec. 3, simulation examples are presented to show the performance of the proposed learning controller. Finally, Sec. 4 concludes the paper.
Linear Nonminimum Phase Plant With Model Uncertainty
In this section we present a robust iterative algorithm for SISO stable linear plants with model uncertainty. Let H be a nominal model of a stable SISO linear plant.
In the state-space form H is given as:
H:u‫ۋ‬y; L ϱ ͓0,ϱ ͒→L ϱ ͓0,ϱ ͒. Consider the I-O map for the adjoint system H*:
Since A is Hurwitz, ϪA T is hyperbolic and has all eigenvalues on the right-half plane. Furthermore, Eq. (2) defines a unique noncausal mapping as shown by Devasia et al. [14] :
The adjoint system satisfies the property ͗Hu,v͘ϭ͗u,H*v͘ ͓15͔.
Defining H †,␣
Motivated by the concept of a pseudo-inverse ͓16,17͔ we define learning controller by the following linear operator:
for ␣ 0. We call this ''approximate inverse'' the ␣-pseudo inverse of H. For simplicity the ␣-pseudo-inverse is referred to as simply a pseudo-inverse in the rest of this paper.
In time-domain (␣IϩH*H): ␦u→␦ỹ is:
Since H is stable, the above system Eq. ͑4͒ is hyperbolic with eigenvalues (A)ഫ(ϪA T ). Hence, by ͓14͔ (␣IϩH*H):
␦u‫␦ۋ‬ỹ ; L ϱ →L ϱ and is noncausal. Solving Eq. ͑4͒ for ␦u, we see that the inverse operator (␣IϩH*H) Ϫ1 is:
The eigenvalues of the above system are continuous functions of ␣. 
Using initial conditions at tϭϪϱ rather than tϭ0 allows us to control x(0) via ␦y over the interval (Ϫϱ,0͔. Thus tracking performance can be improved relative to assumptions of uϵ0 on ͑Ϫϱ,0 and x(0)ϭ0. Now the update law of the ILC is written in terms of the operators H, (␣IϩH*H) Ϫ1 H* and a low pass zerophase filter ␥ as follows:
where i is the index of iteration of ILC. Transactions of the ASME
2.1 Convergence Analysis. In this section we present a theorem for the convergence of the input sequence to the neighborhood of the desired input solution u d . Condition 1: ͉H*͑ ͒⌬͑ ͒␥͑ ͉͒Ͻ͉H*͑ ͒H͑ ͉͒.
Theorem 1: Given a SISO stable linear plant with uncertainty, if Condition 1 is satisfied, the update law Eq. ͑8͒ produces a sequence of inputs which converges to a neighborhood of the desired input solution u d if there are no disturbances and no initialization error. Proof: In frequency domain the update law Eq. ͑8͒ can be written for any particular frequency as follows:
If Condition 1 is satisfied then from Eq. ͑9͒ we can show in the following way that ͉͓␣ϩH*()H()͔ Ϫ1 ͓␣ ϪH*()⌬()͔␥()͉Ͻ1 and hence u i converges pointwise in the frequency domain. The argument is as follows:
⇒␣͉␥͑ ͉͒ϩ͉H*͑ ͒⌬͑ ͒␥͑ ͉͒Ͻ͉␣ ϩH*͑ ͒H͑ ͉͒ Since, H*͑ ͒H͑ ͒Ͼ0.
(10) ⇒͉͓␣ϪH*͑ ͒⌬͑ ͔͒␥͑ ͉͒Ͻ␣ϩH*͑ ͒H͑ ͉͒ ⇒͉͓␣ϩH*͑ ͒H͑ ͔͒ Ϫ1 ϫ ͓␣ϪH*͑ ͒⌬͑ ͔͒␥͑ ͉͒Ͻ1.
Discussion.
This ILC scheme has some advantages over that presented in Refs. ͓12͔, ͓13͔, though in this paper only application to linear plant is addressed. In ͓12͔ the inverse of the plant, H Ϫ1 is considered to be the learning operator. This necessitates taking the derivative of the output to invert the system. Sugie and Ono ͓8͔ demonstrated the need for differentiation in the learning operator of most of the existing ILC schemes for systems without direct feedthrough terms in output equations of plants. In practice, derivatives cannot be reliably computed in the presence of output sensor noise. Furthermore, the plant may itself produce an output signal that is not differentiable. In the learning algorithm based on a pseudo-inverse ͓13͔ however, it is not necessary to take the derivative of the output in order to calculate the update term of the system input at every iteration. ͑Note that ␣ should be nonzero͒.
The frequency responses of the linearized plant H ͓as given by Eq. ͑1͔͒ and its exact inverse H Ϫ1 and pseudo-inverse H †,␣ ͑with ␣ϭ0.001͒ are shown in Figs. 2͑a͒ and 2͑b͒ . In the ILC scheme presented in ͓12͔, the learning operator H Ϫ1 has high gain at high frequency as shown in Fig. 2͑b͒ . Therefore, the high frequency noise is amplified by the learning operator. The frequency response of the learning controller H †,␣ proposed in ͓13͔, is shown in Fig. 2͑b͒ ͑with ␣ϭ0.001͒ . From Fig. 2͑b͒ we see that the frequency response of H †,␣ behaves similarly to H Ϫ1 at low frequencies, but rolls off at high frequencies demonstrating a lowpass nature. Thus the high frequency sensor noise is filtered out. The phase responses of the exact inverse and the pseudo-inverse are identical ͓see Fig. 2͑b͔͒ . Note that (␣ϩH*H) is a zero-phase filter. Excellent tracking of the low frequency components is achieved after a few iterations, while the high frequency components of the output error signal converge more slowly but in order to design the controller an exact model of the linearized plant is used in ͓12,13͔. In this paper we demonstrate that for the linear plant if ͉⌬()͉Ͻ͉H()͉, ᭙, the learning algorithm as presented in ͓13͔ will still converge. Otherwise, we need to design a zerophase filter ␥͑͒ such that Condition 1 is met to achieve convergence.
3 Simulation Results 3.1 Simulation Results With Additive Uncertainty. In this section we perform simulation studies with a SISO stable plant whose nominal model is given by H(s)ϭ1/sϩ1 and additive unmodeled dynamics ⌬(s)ϭ5/(sϩ25). The reference output trajectory is given by:
The learning controller H †,␣ is given by Eq. ͑12͒ with ␣ϭ0.001, AϭϪ1, Bϭ1, and Cϭ1, as:
Eigenvalues of A c are Ϫ31.6386, 31.6386, 1.0. Since the linear controller is unstable, we apply noncausal stable inversion ͓14͔.
Since Condition 1 is not satisfied ͑see Fig. 3͒ at high frequencies, the high frequency error spikes are still present after five iterations, though the low frequency components converge to zero ͑Fig. 4͒. Now we include a zero-phase filter ␥ as shown in Fig. 5 . We consider a low pass filter ␥ f (s)ϭ10/(sϩ10). After filtering through ␥ f (s) in the forward direction, the filtered sequence is then time reversed and run back through the filter. The output of the second filtering operation is then time reversed to produce the output of ␥. The result has precisely zero phase distortion and magnitude modified by the square of the filter's magnitude response. The effective filter is given as ␥(s)ϭ␥ f (s)•␥ f (Ϫs). Tracking performance for the high frequency components improves when the filter is added.
Conclusion
The learning algorithm presented in this paper guarantees learning, under quite general assumptions. Theoretical assertions are Transactions of the ASME corroborated by simulation results which demonstrate tracking in the presence of unmodeled dynamics. Extension of this algorithm to nonlinear plants is a topic of future research.
