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Chapitre 1
Introduction
Dans cette thèse nous traitons deux sujets. Le premier sujet concerne l'apprentissage
statistique en grande dimension, i.e., les problèmes où le nombre de paramètres potentiels est
beaucoup plus grand que le nombre de données à disposition. Dans ce contexte, l'hypothèse
généralement adoptée est que le nombre de paramètres intervenant eﬀectivement dans le
modèle est petit par rapport au nombre total de paramètres potentiels et aussi par rapport
au nombre de données. Cette hypothèse est appelée sparsity assumption. Nous étudions
les propriétés statistiques de deux types de procédures :
 les procédures basées sur la minimisation du risque empirique muni d'une pénalité l1
sur l'ensemble des paramètres potentiels.
 les procédures à poids exponentiels.
Le second sujet que nous abordons concerne l'étude de procédures d'agrégation dans
un modèle de densité. Notre but est d'établir des inégalités d'oracle pour la norme Lpi,
1 6 pi 6 ∞. Nous proposons ensuite une application à l'estimation minimax et adaptative
en la régularité de densité. La construction d'une procédure d'estimation minimax nécessite
la connaissance de la régularité de la densité. Or cette quantité est très souvent inconnue
en pratique. L'approche que nous adoptons dans ce cas est de calculer tous les estimateurs
pour une grille suﬃsamment ﬁne de valeurs du paramètre inconnu. Puis nous appliquons
nos procédures d'agrégation pour construire un nouvel estimateur qui se comportera aussi
bien que le meilleur estimateur de base. Nous construisons ainsi un estimateur minimax et
adaptatif en la régularité de la densité à estimer.
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1.1 Grande dimension, sparsité
1.1.1 Problème d'optimisation stochastique général
De nombreux problèmes en statistique peuvent se reformuler sous la forme d'un problème
d'optimisation stochastique. Soit (Z,A) un espace mesurable, Θ ⊂ RM un sous-ensemble de
RM avec M > 2. Soit Z une variable aléatoire à valeurs dans Z. Soit Q : Z ×Θ→ R+ une
fonction de perte telle que Q(z, ·) est convexe pour tout z ∈ Z. Le risque intégré est déﬁni
par
R(θ) = E(Q(Z, θ)).
Soit
Θ∗ = arg min
θ∈RM
R(θ)
l'ensemble des minimiseurs de R. Si l'ensemble Θ∗ n'est pas réduit à un élément se pose la
question délicate de l'identiﬁabilité du minimiseur θ∗ d'intérêt. La réponse dépend à la fois
de conditions sur la loi de la variable aléatoire Z, de la fonction de perte Q, de la procédure
d'estimation employée (poids exponentiels, mininisation du risque empirique avec pénalité
l1) et enﬁn de la parcimonie (nombre de composantes non nulles) du vecteur θ
∗ recherché.
Nous verrons ainsi que sous certaines hypothèses sur la loi de Z, les vecteurs θ∗ ∈ Θ∗
parcimonieux, i.e., avec peu de composantes non nulles, peuvent être reconstruits par les
estimateurs Lasso et Dantzig Selector. Pour l'instant, nous faisons l'hypothèse simpliﬁcatrice
que le minimiseur de R le plus parcimonieux, i.e., avec le nombre minimal de composantes
non nulles, est unique. Soit donc θ∗ ∈ Θ∗ le vecteur avec le nombre minimal de composantes
non nulles.
Dans un problème statistique donné, nous pouvons considérer que la quantité d'intérêt
est T (θ∗) où T : Θ→ T est une application mesurable et T est un sous-ensemble de Rm où
m > 1. Comme la loi de Z est inconnue, la quantité T (θ∗) n'est pas accessible directement.
Néanmoins nous disposons d'un échantillon i.i.d. Zn = (Z1, . . . , Zn) de variables Zi à valeurs
dans Z et de même loi que Z. Nous allons donc construire un estimateur θˆ à partir de cet
échantillon tel que T (θˆ) estime T (θ∗).
Nous nous intéresserons dans la suite à trois types de résultats distincts.
 Problème de prédiction. Dans ce cas T = R et T (θ) = R(θ). Le but est de construire
un estimateur θˆ à partir de Zn tel que
P
(
R(θˆ) 6 R(θ∗) + ∆(s, n,M, )
)
> 1− , 0 <  < 1 (1.1)
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où le terme ∆(s, n,M, ) > 0 est raisonnablement petit et s ∈ N désigne le nombre de
composantes non nulles de θ∗.
 Problème d'estimation. Dans ce cas T = Θ et T (θ) = θ. Le but est de construire
un estimateur θˆ à partir de Zn tel que
P
(
|θˆ − θ∗|p 6 ∆′(s, n,M, , p)
)
> 1− , ∀0 <  < 1 (1.2)
où p ∈ [1,∞], pour tout vecteur u = (u1, . . . , uM) ∈ RM , la norme lp de u est |u|p =(∑M
j=1 |uj|p
)1/p
si p <∞ et |u|∞ = max16j6M |uj| et le terme ∆′(s, n,M, , p) > 0 est
raisonnablement petit.
 Sélection de variables. Dans ce cas T = {−1, 0, 1}M et T (θ) = −−→sign(θ), où pour
tout vecteur θ ∈ RM , −−→sign(θ) = (sign(θ1), . . . , sign(θM))T et pour tout t ∈ R,
sign(t) =

1 if t > 0,
0 if t = 0,
−1 if t < 0.
Le but est de construire un estimateur θˆ à partir de Zn tel que
P
(−−→
sign(θˆ) =
−−→
sign(θ∗)
)
> 1− , (1.3)
où  > 0 est aussi petit que possible.
Ce formalisme est très souple. De nombreux problèmes rentrent dans le cadre formulé
précédemment. Nous en présentons quelques exemples ci-dessous. Le cadre stochastique que
nous proposons ci-dessus peut être facilement modiﬁé pour traiter le cas où les observations
sont indépendantes mais non identiquement distribuées. Nous établissons d'ailleurs dans
cette thèse des résultats sous cette hypothèse plus faible d'observations indépendantes.
Nous insistons aussi sur le fait qu'en grande dimension, il est crucial d'obtenir des inéga-
lités oracle qui exploitent la parcimonie du modèle, i.e., telles que les termes ∆(s, n,M, ) et
∆′(s, n,M, , p) soient linéaires en s et logarithmiques en M . Nous préciserons ce point dans
la section 1.1.3.
1.1.2 Exemples
 Régression. Soit Z = X ×R où X est un sous-ensemble de Rd où d > 1. La variable
Z = (X, Y ) vériﬁe
Y = f(X) +W,
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où le bruit W est centré de variance σ2 et f : X → R est la fonction de régression
inconnue. Soit D = {f1, . . . , fM} un dictionnaire de fonctions fj : X → R. Soit Θ
un sous-ensemble de RM . Pour tout θ = (θ1, . . . , θM) ∈ Θ, notons fθ =
∑M
j=1 θjfj la
combinaison linéaire des élements du dictionnaire D. Soit l : R → R+ une fonction
convexe. Nous déﬁnissons la fonction de perte Q : Z ×Θ→ R+ par
Q(z, θ) = l(y − fθ(x)), z = (x, y)
Nous pouvons considérer par exemple la perte quadratique avec l(x) = x2 ou bien la
perte de Huber avec l(x) = 1
2
x21I|x|61 + (|x| − 12)1I|x|>1.
 Régression transformée. Soit Z = X × {−1; 1} où X est un sous-ensemble de Rd.
Soit la probabilité conditionnelle
P (Y = 1|X = x) = pi(x),
où pi est une fonction inconnue de la forme
pi(x) = φ′(f(x)),
où la fonction f : X → R est inconnue et la fonction φ : R → R est connue et
diﬀérentiable sur R. Nous considérons la fonction de perte
Q(z, θ) = −yfθ(x) + φ(fθ(x)), z = (x, y).
Un exemple de fonction φ est la fonction logit déﬁnie par φ(x) = log(1 + ex). Dans ce
cas, nous obtenons le modèle de régression logistique.
 Estimation de densité. Dans ce cas Z = X . Nous supposons que la variable aléatoire
X ∈ X admet la densité de probabilité inconnue f par rapport à la mesure de Lebesgue.
La norme L2(X ) est déﬁnie par ‖g‖ = (∫X g(x)2dx)1/2 où g ∈ L2(X ). Etant donné le
dictionnaire D, nous souhaitons trouver la combinaison linéaire fθ qui minimise
‖f − fθ‖2 =
∫
X
(f − fθ)2(x)dx = ‖f‖2 + ‖fθ‖2 − 2E(fθ(X)).
Par conséquent, minimiser ‖f − fθ‖2 revient à minimiser la quantité
R(θ) = −2E(fθ(X)) + ‖fθ‖2.
La fonction de perte Q : X ×Θ→ R+ est déﬁnie par
Q(x, θ) = −2fθ(x) + ‖fθ‖2.
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 Régression linéaire multi-tâches. Soit Z = (X × R)T où X est un sous-ensemble
de RM et T > 2. La variable Z = ((X1, Y1), . . . , (XT , YT )) vériﬁe
Yt = X
T
t θ
∗
t +Wt, ∀1 6 t 6 T,
où les variables de bruit Wt sont centrées de variance σ
2 et les vecteurs de paramètres
inconnus θ∗t ∈ RM , 1 6 t 6 T , ont des caractéristiques communes, notamment il est
raisonnable dans certaines applications de supposer que l'ensemble des composantes
non nulles est le même pour tous les vecteurs θ∗t , 1 6 t 6 T . Nous donnons dans le
chapitre 4 des exemples d'applications où cette hypothèse est naturelle.
Soit l : R → R+ une fonction convexe. Soit Θ = ⊗Tt=1Θt où Θt ⊂ RM , ∀1 6 t 6 T .
Nous déﬁnissons la fonction de perte Q : Z ×Θ→ R+ par
Q(z, θ) =
1
T
T∑
t=1
l(yt −XTt θt), z = ((xt, yt))16t6T .
1.1.3 Compromis entre performances statistiques et algorithmiques
Les problèmes actuels en biologie ou en informatique nécessitent de traiter des données de
très grande dimension. C'est-à-dire que le nombre de paramètres inconnus M est beaucoup
plus grand que la taille n de l'échantillon à disposition. Les puces à ADN, par exemple, sont
des tableaux contenant les expressions de milliers de gènes mesurées sur quelques dizaines
d'individus. Dans ce cas, les ordres de grandeurs sont M ' 104 paramètres inconnus contre
une taille d'échantillon n . 102.
Pour bien comprendre les diﬃcultés soulevées par ce type de données en grande dimen-
sion, considérons le modèle de régression linéaire
Y = Xθ∗ +W, (1.4)
où X est une matrice déterministe de taille n × M , le bruit W = (W1, . . . ,Wn) est un
vecteur de variables gaussiennes i.i.d. N (0, σ2) et θ∗ = (θ∗1, . . . , θ∗M) ∈ RM est le vecteur de
paramètres inconnus à estimer à partir des observations (X, Y ). L'estimateur des moindres
carrés est
θˆ ∈ arg min
θ∈RM
|Y −Xθ|22,
où pour tout x = (x1, . . . , xn) ∈ Rn, |x|2 = (
∑n
i=1 x
2
i )
1/2. Supposons, dans un premier temps,
que M 6 n et que X est de rang plein. Dans ce cas, l'estimateur des moindres carrés est
unique et vaut
θˆ = (XTX)−1XTY = θ∗ + (XTX)−1XTW.
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L'erreur moyenne intégrée de prédiction pour la perte l2 vaut
1
n
E|X(θˆ − θ∗)|22 = σ2
M
n
. (1.5)
Supposons maintenant que le vecteur inconnu θ∗ est s-sparse, c'est-à-dire que le nombre
de composantes non nulles de θ∗ est égal à s où 1 6 s 6M . Si nous connaissons le support
J∗ = {j : θ∗j 6= 0}, nous pouvons considérer le modèle réduit suivant :
Y = XJ∗θ
∗
J∗ +W,
où XJ∗ est une sous-matrice de X de taille n× s et θ∗J∗ ∈ Rs est obtenu en ne gardant que
les composantes non nulles de θ∗. L'erreur moyenne intégrée de prédiction de l'estimateur
des moindres carrés θˆJ∗ pour le modèle réduit vaut dans ce cas
1
n
E|XJ∗(θˆJ∗ − θ∗J∗)|22 = σ2
s
n
. (1.6)
Désormais, nous appellerons θˆJ∗ estimateur oracle et le risque (1.6) associé risque oracle.
Si le vecteur θ∗ est s-sparse, alors la connaissance de son support permet de passer
d'une erreur de prédiction de σ2M/n pour l'estimateur des moindres carrés θˆ à σ2s/n pour
l'estimateur oracle θˆJ∗ . Nous constatons sur cet exemple l'importance de l'hypothèse de
parcimonie. En eﬀet, si M = n et s = o(n) quand n→∞, alors l'erreur de prédiction (1.5)
de θˆ est constante et égale à σ2 pour tout n tandis que l'erreur de prédiction (1.6) de θˆJ∗
tend vers 0 lorsque n→∞.
En pratique, le support J∗ est inconnu. La question naturelle est alors la suivante :
Pouvons-nous construire un estimateur θˆ qui soit approximativement aussi performant
que l'estimateur oracle θˆJ∗ au sens de (1.6) lorsque le support J
∗ est inconnu et le nombre
de paramètres M peut être plus grand que la taille n de l'échantillon à disposition ?
Etonnament, la réponse est oui. Nous pouvons proposer des estimateurs θˆ tels que
1
n
E|X(θˆ − θ∗)|22 6 Cσ2
s
n
logM, (1.7)
où C > 0. Le seul prix à payer pour la non connaissance du support J∗ est la présence du
terme logarithmique logM .
Schwarz [93] a proposé l'estimateur BIC dans un contexte de sélection de modèle sur
une classe ﬁnie de modèles (mγ)γ∈Γ. Cet estimateur est déﬁni comme le minimum du risque
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empirique muni de la pénalité dim(mγ)σ
2(log n)/n où dim(mγ) désigne la dimension du
modèle mγ. Foster et George [40] propose une formulation plus générale de l'estimateur BIC
qui englobe [93] et la variante ci-dessous :
θˆBIC = arg min
θ∈RM
(
1
n
|Y −Xθ|22 + AM(θ)σ2
logM
n
)
, (1.8)
où A > 0 et M(θ) désigne le nombre de composantes non nulles de θ. Bunea, Tsybakov et
Wegkamp [15] ont montré que cet estimateur possède de très bonnes propriétés statistiques
pour le problème de prédiction puisqu'il vériﬁe (1.7). En revanche, le problème de minimisa-
tion (1.8) est diﬃcile à résoudre en pratique à cause de la présence du terme de pénalisation
l0 : M(θ). Il s'agit en eﬀet d'un problème d'optimisation non convexe et donc calculable que
pour de très petites valeurs de la dimension, soit M de l'ordre de quelques dizaines.
Cet exemple permet d'appréhender la problématique de la grande dimension, à savoir
l'intérêt de construire des estimateurs qui réalisent un compromis acceptable entre perfor-
mances statistiques au sens de (1.7) et bonnes performances algorithmiques, c'est-à-dire
s'assurer que les estimateurs proposés sont calculables pour des valeurs de M grandes.
1.1.4 Estimateurs étudiés
Etant donné l'échantillon Zn, nous déﬁnissons le risque empirique par
Rn(θ) =
1
n
n∑
i=1
Q(Zi, θ).
Dans cette thèse, nous étudions les estimateurs suivants :
 Lasso :
θˆL = arg min
θ∈Θ
{Rn(θ) + 2r|θ|1} ,
où r = Aσ
√
logM
n
, A > 0 et pour tout θ = (θ1, . . . , θM) ∈ Θ, |θ|1 =
∑M
j=1 |θj|.
 Dantzig Selector :
θˆD = arg min
θ∈Θ
{|θ|1 : |∇Rn(θ)|∞ 6 r} ,
où r est déﬁni ci-dessus et pour tout θ = (θ1, . . . , θM) ∈ Θ, |θ|∞ = max16j6M |θj|.
 Group Lasso : dans ce cas que Θ = ⊗Tt=1Θt et
θˆGL = arg min
θ∈Θ
{
Rn(θ) + 2r
M∑
j=1
‖θj‖
}
,
15
où r = 2σ√
nT
√
1 + A logM√
T
, A > 0, θj = (θjt )16t6T ∈ RT et ‖θj‖ = (
∑T
t=1(θ
j
t )
2)1/2, pour
tout 1 6 j 6M .
 Mirror averaging : Fixons β > 0. Soit P0 et Π des lois de probabilité sur Θ. Pour
toute fonction ψ continue bornée sur Θ la mesure de Gibbs Gβ,Π(ψ) sur Θ est la mesure
de probabilité admettant la densité e
−ψ/β∫
Θ e
−ψ/βdΠ par rapport à la mesure de probabilité
Π. Soit la mesure de probabilité
Pˆn =
1
n
(
P0 +
n−1∑
k=1
Gβ,Π
(
k∑
i=1
Q(Zi, ·)
))
L'estimateur à poids exponentiels avec moyennage est déﬁni par
θˆMA =
∫
θ∈Θ
θdPˆn(θ).
L'estimateur θˆMA peut s'interpréter d'un point de vue bayésien comme étant la moyenne
par rapport à la loi a posteriori Pˆn correspondant à la loi a priori Π. Les estimateurs Lasso,
Dantzig Selector et Group Lasso sont les solutions de problèmes de minimisation convexe.
En grande dimension, ces problèmes peuvent admettre plusieurs solutions distinctes, ce qui
complique l'analyse de ces estimateurs.
1.1.5 Etat de l'art
Le Lasso.
L'estimateur Lasso apparaît peut-être pour la première fois dans la littérature statis-
tique dans Franck et Friedman [41] comme un cas particulier de l'estimateur Bridge. Cet
estimateur a été introduit ensuite en théorie du signal par [21] sous le nom de Basis Pursuit
De-noising. Le nom Lasso a été introduit par Tibshirani [94]. Il existe une importante
littérature sur cet estimateur. Les premiers résultats obtenus concernent le cas où la dimen-
sion M est ﬁxée et n → ∞. Knight et Fu [61] établissent la consistance de l'estimateur
Lasso pour le problème d'estimation et pour des asymptotiques spéciﬁques du paramètre
λ = λn. Zou [117] démontre la consistance en sélection de variables sous une hypothèse
d'irreprésentabilité.
Nous citons seulement les travaux récents qui concerne le cas où la dimension M est
grande. Nous renvoyons à Hebiri [51] pour une présentation exhaustive des résultats exis-
tants. Bunea, Tsybakov et Wegkamp [14] établissent des inégalités oracles pour le problème
de prédiction dans un modèle de régression non paramétrique sous une hypothèse de cohé-
rence mutuelle. Zhang et Huang [114] considère le modèle de régression linéaire et établissent
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une inégalité oracle pour le problème de prédiction sous une hypothèse de design incohé-
rent plus restrictive que celle de [6]. Koltchinskii [62] et Van de Geer [99] démontrent des
inégalités oracles pour les problèmes de prédiction et d'estimation avec la norme l1 dans
un cadre stochastique général avec une fonction de perte lipschitzienne sous des conditions
similaire à celle de valeurs propres restreintes positives de Bickel, Ritov et Tsybakov [6].
Zhao et Yu [116] démontrent pour le modèle de régression linéaire et la perte quadratique la
consistance en sélection de variables du Lasso sous une hypothèse d'irreprésentabilité forte.
Meinshausen et Bühlmann [80] établissent un résultat similaire dans un cadre de modèles
graphiques. Wainwright [103] démontre sous une hypothèse d'irreprésentabilité forte un ré-
sultat de sélection de variables non asymptotique. Bunea [12] démontre la consistance du
Lasso sous une hypothèse de cohérence mutuelle.
Un inconvénient du Lasso est qu'il nécessite des hypothèses assez contraignantes pour
établir les résultats de consistance. L'hypothèse d'irreprésentabilité couramment employée
pour établir les résultats de sélection de variables dans le modèle de régression linéaire exclue
le cas où les variables explicatives sont fortement corrélées, ce qui est typiquement le cas
en pratique. Ceci motive l'introduction par Zou [117] du Lasso adaptatif. Cet estimateur
est obtenu par minimisation du risque empirique muni de la pénalité λ
∑M
j=1Wj|βj|, où les
poids Wj dépendent des données. Typiquement, ils sont de la forme Wj = 1/|β˜j|, où β˜ est
un estimateur préliminaire. Zou a montré que si l'estimateur préliminaire est consistant en
estimation, alors le Lasso adaptatif sera lui aussi consistant en estimation et de plus en
sélection de variables sans aucune hypothèse supplémentaire sur la matrice X que celles
nécessaires pour établir la consistance de β˜. Lorsque la dimension M est ﬁxée, le choix
courant pour β˜ est l'estimateur des moindres carrés. En grande dimension, nous pouvons
choisir comme estimateur préliminaire l'estimateur ridge. Néanmoins, le choix de l'estimateur
préliminaire en grande dimension est une question ouverte.
Une conséquence du fait que les conditions de consistance du Lasso sont rarement sa-
tisfaites en pratique est la propension de cet estimateur à sélectionner des variables non
pertinentes. Plusieurs travaux proposent des extensions de l'estimateur Lasso visant à cor-
riger ce défaut. Ainsi, Bach [4] propose l'estimateur Bolasso pour Bootstrapped Lasso. Cette
procédure consiste en le tirage d'un certain nombre de réplications bootstraps de l'échantillon
de départ, puis du calcul de l'estimateur Lasso et de l'ensemble des variables sélectionnées
pour chacun de ces échantillons bootstraps. Les variables sélectionnées ﬁnales sont obtenues
par intersection des ensembles de variables sélectionnées pour chaque réplication bootstrap.
Bach démontre la consistance en sélection de variables de l'estimateur Bolasso. De plus,
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cet estimateur se comporte mieux en pratique puisqu'il sélectionne moins de variables non
pertinentes. Meinshausen et Bülhmann [81] propose une méthode similaire basée sur la re-
plication bootstrap de l'échantillon initial avec une randomisation supplémentaire dans la
déﬁnition de la pénalité. Une autre stratégie consiste à seuiller l'estimateur Lasso. Meinshau-
sen et Yu [82], Zhang et Huang [114] établissent la consistance d'estimation en norme l∞ de
l'estimateur Lasso sous une hypothèse de design incohérent avec des vitesses de convergence
sous-optimales. Ils exploitent ensuite ce résultat pour démontrer la consistance en sélection
de variables du Lasso seuillé.
Du point de vue algorithmique, le Lasso est solution d'un problème de minimisation
convexe. Nous pouvons calculer une solution par programmation quadratique. Il existe
d'autres algorithmes plus performants pour calculer l'estimateur Lasso qui sont réalisables
même en grande dimension. Un algorithme populaire est le LARS, proposé par Efron, Has-
tie, Johnstone et Tibshirani [37], essentiellement parce qu'il permet d'approximer le chemin
de régularisation de l'estimateur Lasso, i.e., l'ensemble des solutions Lasso θˆL(r) lorsque le
paramètre de pénalisation r varie dans [0,∞[.
Le Dantzig Selector.
L'estimateur Dantzig Selector a été introduit plus récemment par Candès et Tao [16]
dans un modèle de régression linéaire. Dans [16], les auteurs établissent des inégalités oracles
pour la prédiction et l'estimation en norme l2 sous une hypothèse d'isométrie restreinte sur la
matrice de design. Bickel, Ritov et Tsybakov [6] établissent le lien entre le Dantzig Selector
et le Lasso. Ils montrent notamment simultanément pour le Lasso et le Dantzig Selector
des inégalités oracles pour la prédiction et l'estimation avec la norme lp, 1 6 p 6 2 sous
une condition de valeurs propres restreintes similaire mais moins restrictive que la condition
d'isométrie restreinte de [16]. Koltchinskii [63] considère le modèle de régression avec design
aléatoire et prouve des résultats similaires sous une hypothèse proche de celle de [6]. Le
seul résultat sur la sélection de variables pour le Dantzig Selector est [71] qui est l'objet du
chapitre 1 de cette thèse.
Du point de vue algorithmique, le Dantzig Selector est solution d'un problème de mi-
nimisation convexe sous contraintes linéaires. Nous pouvons calculer une solution par pro-
grammation linéaire. James et Radchenko [55] proposent un algorithme de type LARS pour
approximer le chemin de régularisation du Dantzig Selector, i.e., l'ensemble des solutions
θˆD(r) lorsque le paramètre de pénalisation r varie dans [0,∞[.
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Le Group Lasso.
L'estimateur Group Lasso que nous étudions dans le chapitre 4 est une version particu-
lière adaptée au cadre multi-tâches de l'estimateur Group Lasso initialement introduit par
Yuan et Lin [112]. Plusieurs articles analysent les propriétés statistiques du Group Lasso
[4, 22, 54, 64, 78, 79, 83, 88]. La plupart de ces articles se concentrent sur le Group Lasso
dans les modèles additifs [54, 64, 79, 88] ou bien les modèles additifs généralisés : Meier,
van de Geer et Bühlmann [78]. Nardi et Rinaldo [83] établissent des inégalités d'oracles
pour le Group Lasso dans un cadre général. Cependant, les bornes qu'ils obtiennent sont
sous-optimales. Bach [4] démontre la consistance asymptotique en sélection de variables de
l'estimateur Group Lasso. Notons aussi les travaux de Obozinski et al. [86] sur la sélection de
variables avec le Group Lasso dans un modèle de régression multi-tâches plus restrictif que
celui que nous considérons dans le chapitre 4 ( [86] considère le cas particulier où Xt ≡ X
pour tout t). Dans le chapitre 4, nous mettons en évidence plusieurs avantages théoriques
du Group Lasso sur le Lasso usuel pour la prédiction et l'estimation. Nous montrons no-
tamment que l'inﬂuence de la dimension M devient négligeable pour une taille des groupes
T suﬃsamment grande (logarithmique en la dimension M).
Du point de vue algorithmique, le Group Lasso est solution d'un problème de minimi-
sation convexe. Liu, Ji et Ye [69] proposent une méthode de projection pour calculer une
solution du problème Group Lasso avec une complexité algorithmique linéaire. Nous ren-
voyons à Argyriou, Evgeniou et Pontil [1] pour plus de détails sur l'aspect algorithmique.
L'estimateur à poids exponentiels moyennés.
L'estimateur à poids exponentiels moyennés est une version particulière des algorithmes
de descente miroir introduits par Nemirovski et Yudin [85]. Juditsky et al. [113] établissent
une inégalité oracle pour l'estimateur θˆMA dans le problème de prédiction lorsque Θ est
le simplexe de RM avec un terme de reste optimal ∆(n,M,Θ)  √(logM)/n. Juditsky,
Rigollet et Tsybakov [57] considèrent l'estimateur θˆMA sur un ensemble Θ de cardinal ﬁni
M > 2 et démontrent une inégalité oracle en moyenne pour le problème de prédiction avec
un terme de reste de l'ordre ∆(n,M)  (logM)/n. Ces résultats sont liés aux travaux sur la
prédiction on-line de suites individuelles déterministes [20, 50, 60, 102] et aussi aux avancées
récentes sur la théorie PAC-Bayésienne [2, 13, 77]. Dalalyan et Tsybakov [25] établissent des
inégalités oracles pour l'estimateur à poids exponentiels sans moyennage dans un modèle de
régression avec design déterministe avec un terme de reste ∆(θ∗, n,M)  M(θ∗)(logM)/n.
Il n'existe pas de résultats pour l'estimation du paramètre θ∗ et la sélection de variables
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pour les estimateurs à poids exponentiels.
Du point de vue algorithmique, l'estimateur à poids exponentiels est extrêmement rapide
à calculer lorsque l'ensemble Θ est ﬁni. Il est en revanche plus délicat à calculer lorsque Θ
est un ensemble indénombrable. Dalalyan et Tsybakov [24] montrent qu'il est possible d'ap-
proximer cet estimateur en simulant une diﬀusion de Langevin pour des valeurs modérément
grandes de la dimension.
1.1.6 Contributions
Dans le chapitre 2, nous considérons le modèle de régression linéaire avec une matrice de
design déterministe X. Notons Ψ = XTX/n la matrice de Gram associée. Nous supposons
que Ψ = (Ψi,j)16i,j6M vériﬁe une condition de cohérence mutuelle
max
i 6=j
|Ψi,j| 6 1
cs
.
Nous établissons simultanément pour les estimateurs Lasso et Dantzig Selector une inégalité
oracle pour l'estimation en norme l∞ avec la vitesse optimale
P
(
|θˆ − θ∗|∞ 6 Cr, ∀θˆ ∈ Θˆ
)
> 1−M1−A2/8, r = Aσ
√
logM
n
, A > 0
où C est une constante absolue et Θˆ désigne soit l'ensemble des estimateurs Lasso ou Dantzig
Selector. Ensuite nous prouvons la propriété de sélection de variables pour les estimateurs
Lasso et Dantzig Selector seuillés sous l'hypothèse supplémentaire couramment utilisée que
les composantes non nulles sont suﬃsamment grandes. Si ρ = minj∈J∗ |θ∗j | > 2Cr, alors
P
(−−→
sign(θ˜) =
−−→
sign(θ∗), θ˜ ∈ Θ˜
)
> 1−M1−A2/8,
où Θ˜ désigne l'ensemble des estimateurs Lasso ou Dantzig Selector seuillés.
Dans le chapitre 3, nous présentons plusieurs conditions suﬃsantes sur la matrice de
design X utilisées dans la littérature sur les propriétés statistiques des estimateurs Lasso
et Dantzig Selector. Donoho et Tanner [31] ont établi la condition nécessaire et suﬃsante
de reconstruction parfaite du vector θ∗ par minimisation l1 sous contrainte dans un modèle
de régression linéaire sans bruit. Juditsky et Nemirovski [56] prouvent un résultat similaire
et proposent des conditions suﬃsantes vériﬁables en pratique. Nous étudions les relations
entre ces diﬀérentes conditions. Nous proposons une preuve directe du résultat sur la condi-
tion nécessaire et suﬃsante de reconstruction parfaite par minimisation l1 de Juditsky et
Nemirovski [56]. En présence de bruit aléatoire, nous établissons une inégalité oracle pour
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l'estimation en norme l1 pour le Dantzig Selector sous l'hypothèse de [31, 56] et pour le
Lasso sous une hypothèse plus restrictive.
Dans le chapitre 4, nous considérons le même modèle de régression linéaire avec design
déterministe. Nous montrons sous une condition d'irreprésentabilité sur la matrice de design
que le problème de minimisation Lasso admet une unique solution avec probabilité proche de
1 et nous donnons sa forme explicite. Nous établissons une inégalité oracle pour l'estimation
l∞ et la sélection de variables. Prenons r = Aσ
√
(logM)/n avec A > 2
√
2. Suposons que
le bruit est gaussien. Si les composantes non nulles du vecteur cible θ∗ sont suﬃsamment
grandes (cf. l'hypothèse 4.3) et si M(θ∗) 6 s, alors nous avons, avec probabilité au moins
1− 2M1− (ηA)
2
2 − sM−A22 où 0 < η < 1/2, que
 la solution Lasso θˆL est unique et égale à θ˜0 déﬁni dans (4.6)-(4.7).
 De plus, nous avons
|θˆL − θ∗|∞ 6 rd∗,
où d∗ est déﬁni dans (4.15) et
−−→
sign(θˆL) =
−−→
sign(θ∗).
Nous discutons de l'optimalité de la borne d'estimation obtenue sous cette hypothèse plus
faible.
Dans le chapitre 5, nous étudions les propriétés statistiques du Group Lasso dans un
modèle de régression multi-tâches. Sous des hypothèses similaires à celles utilisées dans
[6, 71] pour le Lasso et le Dantzig Selector, nous établissons que, avec probabilité au moins
1−M1−q où q = min{8 logM,A√T/8},
R(θˆGL)−R(θ∗) 6 Cσ s
n
(
1 +
A logM√
T
)
1√
T
M∑
j=1
‖(θˆGL − θ∗)j‖ 6 C
2
σ
s√
n
√
1 +
A logM√
T
,
où C > 0 est une constante qui dépend de la condition sur la matrice de design. Nous
constatons que pour un nombre de tâches T > (logM)2, l'eﬀet de la grande dimension
M est annulé. Le Lasso non groupé ne jouit pas d'une telle propriété. Nous établissons
des résultats pour l'estimation en norme l∞ et la sélection de variables sous une hypothèse
de cohérence mutuelle. Pour traiter le cas où le bruit n'est pas gaussien, nous démontrons
notamment une généralisation de l'inégalité de Nemirovski qui présente un intérêt propre.
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Dans le Chapitre 6, nous considérons un problème d'optimisation stochastique général.
Nous étudions une généralisation de l'estimateur Dantzig Selector dans ce cadre. Nous éta-
blissons pour ce nouvel estimateur des inégalités oracles en prédiction et en estimation pour
la norme l1 de type (1.1) et (1.2). Nous considérons des applications à la régression logis-
tique et la régression linéaire avec une perte lipschitzienne. Pour ce dernier modèle, nous
démontrons aussi un résultat d'estimation en norme l∞ et un résultat sur la sélection de
variables pour l'estimateur Dantzig généralisé et Dantzig usuel.
Dans le chapitre 7, nous considérons l'estimateur à poids exponentiels moyenné θˆMA
dans notre cadre d'optimisation stochastique général. Les performances de l'estimateur θˆMA
dépendent de manière cruciale de la loi a priori Π utilisée pour le calculer. Nous proposons
plusieurs choix possibles pour Π et nous établissons notamment des inégalités oracles pour
la prédiction de la forme
E(R(θˆMA)) 6 min
θ∈Θ
{
R(θ) + C
M(θ)
n
log
(
Mn
eM(θ)
)}
,
où Θ est une boule l1 de RM .
1.2 Aggrégation d'estimateurs de densité pour la norme
Lpi, 1 6 pi 6∞
Nous nous intéressons à l'agrégation d'estimateurs dans le cadre de l'estimation d'une
densité de probabilité. Les inégalités oracles existantes concernent majoritairement la perte
L2 par des procédures de poids exponentiels dans Juditsky, Rigollet et Tsybakov [57] ou
bien par minimisation du risque empirique dans Samarov et Tsybakov [92]. Il existe aussi
des résultats pour la perte L1 : Birgé [7] et Devroye et Lugosi [28] mais leurs procédures
d'agrégation sont diﬃcilement réalisables en pratique.
Nous proposons d'adapter une procédure d'agrégation initialement proposée par Gol-
denshluger [46] pour le modèle de bruit blanc au modèle de densité. Nous établissons des
inégalités oracle pour la norme Lpi, 1 6 pi 6 ∞. Puis nous exploitons cette procédure pour
construire un estimateur de la densité adaptatif en la régularité et minimax pour la norme
Lpi avec 1 6 pi 6 2.
Nous adaptons ensuite la procédure de Goldenshluger et Lepski [47] à notre cadre d'es-
timation de densité pour construire une procédure d'estimation minimax et adaptative en
la régularité sur une classe de Besov pour la norme L∞.
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1.2.1 Agrégation pour la norme Lpi
Soit X1, . . . , Xn des variables aléatoires i.i.d. à valeurs dans Rd de densité f ∈ Lpi(Rd),
avec 1 6 pi 6 ∞. Pour une fonction g ∈ Lpi(Rd) et pi < ∞, nous déﬁnissons ||g||pi =(∫
Rd |g(x)|pidx
)1/pi
. Si pi =∞, nous posons ||g||∞ = ess supx∈Rd |g(x)|.
La performance d'un estimateur fˆ construit à partir de Xn = (X1, . . . , Xn) est mesurée
par le risque Lpi :
Rn,pi(fˆ , f) = E
⊗n
f ‖fˆ − f‖pipi,
où E⊗nf désigne l'espérance par rapport à la loi P
⊗n
f de l'échantillon Xn.
Soit une famille de fonctions FM = {f1, . . . , fM} sur Rd. Notons que les fonctions de
l'ensemble FM peuvent être aussi bien des fonctions déterministes que des estimateurs de
la densité f construits à partir d'un échantillon préliminaire. Le but de notre procédure
d'agrégation est de contruire un estimateur fˆ tel que
Rn,pi(fˆ , f) 6 C(pi) min
16j6M
Rn,pi(fj, f) + ∆(n,FM),
où C(pi) > 1 et ∆(n,FM) est un terme de reste qui ne dépend pas de f . Le terme
min16j6M Rn,pi(fj, f) est appelé risque oracle. Désormais, nous appelerons agrégat l'esti-
mateur agrégé fˆ .
1.2.2 Estimation adaptative
L'inégalité d'oracle ci-dessus est un résultat non asymptotique qui peut être exploité
pour construire des estimateurs adaptatifs au sens minimax. Considérons le cas où FM est
une famille d'estimateurs. Selon la densité f à estimer, un estimateur donné fj aura des
performances d'estimation plus ou moins bonnes. Néanmoins, si pour toute densité f dans
une classe F , il existe un estimateur fj ∈ FM qui possède de bonnes performances pour
l'estimation de cette densité particulière f , alors l'agrégat fˆ sera performant uniformément
sur la classe F si le terme de reste ∆(n,FM) est suﬃsamment petit.
Nous précisons maintenant la notion de performance d'un estimateur selon le critère
minimax. Soit F une classe de densités de probabilité.
Deﬁnition 1.1. Une suite positive (vn) est appelée vitesse de convergence minimax sur la
classe F si
 Il existe une constante c > 0 telle que
lim inf
n→∞
v−1n [inf
Tn
sup
f∈F
Rn,pi(Tn, f)] > c, (1.9)
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où infTn désigne l'inﬁmum sur l'ensemble de tous les estimateurs.
 Il existe une constante C > 0 et un estimateur fˆn tels que
lim sup
n→∞
v−1n [sup
f∈F
Rn,pi(fˆn, f)] 6 C. (1.10)
Un estimateur vériﬁant (1.10) lorsque (1.9) est vériﬁé est appelé estimateur optimal en
vitesse de convergence.
Notons que la vitesse minimax (vn) est déﬁnie à une constante multiplicative près. Pré-
cisons de plus que cette vitesse dépend à la fois de la classe de densités étudiée F et du
critère de risque choisi.
Supposons maintenant que la classe de densité F inconnue appartient à une famille de
classes {Fγ}γ∈Γ.
Deﬁnition 1.2. Un estimateur fˆn est dit adaptatif en vitesse de convergence sur la famille
{Fγ}γ∈Γ s'il existe une constante C > 0 telle que
lim sup
n→∞
sup
γ∈Γ
[v−1n (γ) sup
f∈Fγ
Rn,pi(fˆn, f)] 6 C.
Nous proposons dans le chapitre 7 d'agréger des estimateurs par ondelettes avec seuillage
[26] pour construire une procédure adaptative en la vitesse de convergence quand la densité
f appartient à un espace de Besov.
1.2.3 Bibliographie
Le problème d'agrégation d'estimateurs de densité a été étudié dans [8, 18, 57, 92, 109,
115] avec la divergence de Kullback-Leibler et le risque L2. Devroye et Lugosi [28] et Birgé
[7] ont obtenu des résultats pour le risque L1. L'optimalité des vitesses d'agrégation au sens
de [97] a été établie dans Rigollet et Tsybakov [89] pour le risque L2 et dans Lecué [65] pour
la divergence de Kullback-Leibler et le risque L1.
La littérature sur le problème d'estimation de densité par ondelettes est vaste. Nous
ne prétendons pas être exhaustif sur le sujet. Donoho, Johnstone, Kerkyacharian et Picard
[32, 33] établissent les vitesses minimax d'estimation sur les classes de Besov et proposent une
procédure d'estimation par ondelettes avec seuillage minimax et adaptative en la régularité à
un terme logarithmique près. Delyon et Juditsky [26] proposent un estimateur par ondelettes
avec seuillage minimax mais non adaptatif en la régularité. Chesneau et Lecué [23] proposent
une procédure minimax et adaptive en la régularité pour la perte L2 basée sur l'agrégation
à poids exponentiels des estimateurs à ondelettes seuillés de [26].
24
1.2.4 Contributions
Dans le chapitre 8, nous étudions deux procédures d'agrégation dans un modèle de den-
sité. Pour la première procédure, FM est constitué de fonctions déterministes. Nous établis-
sons l'inégalité oracle intégrée suivante pour l'agrégat fˆ construit à partir de l'échantillon
Xn :
E⊗nf
(
||fˆ − f ||αpi
)
6C1 min
16j6M
||fj − f ||αpi
+ C2
(
Q2(pi)
logM
n
)α
+ C3
(
Q1(pi)
√
||f ||∞ logM
n
)α
, (1.11)
où α > 0,
Q1(pi) = max
i 6=j
||fj − fi||pi−12pi−2
||fj − fi||pi−1pi
, (1.12)
Q2(pi) = max
i 6=j
||fj − fi||pi−1∞
||fj − fi||pi−1pi
, (1.13)
et les constantes Cj, 1 6 j 6 3 sont explicitées. Nous montrons que les vitesses d'agrégation
obtenues sont optimales en établissant les bornes inférieures. Ainsi les termes Qj(pi), j = 1, 2,
qui dépendent explicitement du dictionnaire, ne peuvent être supprimés. Par conséquent,
ces procédures sont diﬃciles à exploiter pour construire des estimateurs adaptatifs puisque
cela nécessite l'étude délicate des ratios Qj(pi), j = 1, 2. Nous pouvons néanmoins pour
certaines familles d'estimateurs, notamment les estimateurs à ondelettes, démontrer des
bornes supérieures sur les termes Qj(pi) et aboutir à des résultats d'adaptivité.
Nous adaptons la procédure de Goldenshluger et Lepski [47] au problème d'estimation de
densité en norme L∞. Dans ce cas, FM = {fˆ1, . . . , fˆM} est constitué d'estimateurs linéaires
construit à partir de l'échantillon Xn. Soit fˆ l'agrégat construit par cette procédure à partir
du même échantillon Xn. Nous obtenons l'inégalité oracle suivante :
E⊗nf ‖fˆ − f‖∞ 6 C(κ)
(
E⊗nf ( min
16j6M
‖fˆj − f‖∞) + P⊗nf (Acκ)
)
,
où C(κ) > 1 et Aκ est un évènement de probabilité proche de 1.
Nous exploitons ensuite ces procédures d'agrégation pour construire des estimateurs mi-
nimax et adaptifs en la régularité lorsque la densité inconnue f appartient à une boule d'un
espace de Besov. Dans un premier temps, nous considérons comme dictionnaire les estima-
teurs minimax et non adaptatifs de Delyon et Juditsky [26]. A partir de ce dictionnaire et de
la première procédure d'agrégation, nous construisons un estimateur minimax et adaptatif
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en la régularité pour la norme Lpi avec 1 6 pi 6 2. Le cas pi > 2 est en cours d'investigation.
Puis nous considérons les estimateurs à ondelettes linéaires et la seconde procédure et nous
montrons un résultat similaire pour la norme L∞.
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Avertissement : Chaque chapitre de cette partie se présente avec ses propres nota-
tions et peut être lu indépendamment des autres. Néanmoins, la plupart des notations sont
communes à tous les chapitres.
foreword :
Each chapter of this thesis has its own system of notations and can be read independently
of the others. However, most of the notations is common to all the chapters.
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Chapter 2
Sup-norm convergence rate and sign
concentration property of the Lasso and
the Dantzig Selector
We derive the l∞ convergence rate simultaneously for Lasso and Dantzig estimators in
a high-dimensional linear regression model under a mutual coherence assumption on the
Gram matrix of the design and two diﬀerent assumptions on the noise: Gaussian noise and
general noise with ﬁnite variance. Then we prove that the thresholded Lasso and Dantzig
estimators with a proper choice of the threshold simultaneously enjoy a sign concentration
property provided that the non-zero components of the target vector are not too small.
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2.1 Introduction
The Lasso is an l1 penalized least squares estimator in linear regression models proposed
by Tibshirani [94]. The Lasso enjoys two important properties. First, it is sparse by con-
struction, i.e., it has a large number of zero components. Second, it is computationally
feasible even for high-dimensional data (Efron et al. [37], Osborne et al. [87]) whereas
classical procedures such as BIC are not feasible when the number of parameters becomes
large. The ﬁrst property raises the question of model selection consistency of Lasso, i.e., of
identiﬁcation of the subset of non-zero parameters. A closely related problem is the one of
sign consistency, or diﬀerently put, the problem of identiﬁcation of the non-zero parameters
and their signs (cf. Bach [3], Bunea [12], Meinshausen and Bühlmann [80], Meinshausen
and Yu [82], Wainwright [104], Zhao and Yu [116] and the references cited therein).
Zou [117] has proved estimation and variable selection results for the adaptive Lasso: a
variant of the Lasso where the weights on the diﬀerent components in the l1 penalty vary
and are made data dependent. We also mention the works on the convergence of the Lasso
estimator under the prediction loss: Bickel, Ritov and Tsybakov [6], Bunea, Tsybakov and
Wegkamp [14], Greenshtein and Ritov [48], Koltchinskii [62, 63], Van der Geer [99, 100].
Knight and Fu [61] have proved the estimation consistency of the Lasso estimator in
the case where the number of parameters is ﬁxed and smaller than the sample size. The l2
consistency of Lasso with convergence rate has been proved in Bickel, Ritov and Tsybakov
[6], Meinshausen and Yu [82], Zhang and Huang [114]. These results trivially imply the
lp consistency, with 2 6 p 6 ∞, however with a suboptimal rate (cf., e.g., Theorem 3 in
[114]). Bickel, Ritov and Tsybakov [6] have proved that the Dantzig selector of Candes and
Tao [16] shares a lot of common properties with the Lasso. In particular they have shown
simultaneous lp consistency with rates of the Lasso and Dantzig estimators for 1 6 p 6 2.
To our knowledge, there is no result on the l∞ convergence rate and sign consistency of the
Dantzig estimator.
The notion of l∞ and sign consistency should be properly deﬁned when the number of
parameters is larger than the sample size. We may have indeed an inﬁnity of possible target
vectors and solutions to the Lasso and Dantzig minimization problems. This diﬃculty is
not discussed in [12, 80, 82, 104, 114] where either the target vector or the Lasso estimator
or both are assumed to be unique. We show that under a sparsity scenario, it is possible to
derive l∞ and sign consistency results even when the number of parameters is larger than
the sample size. We refer to Theorem 6.3 and the Remark 1, p. 21, in [6] which suggest a
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way to clarify the diﬃculty mentioned above.
In this chapter, we consider a high-dimensional linear regression model where the number
of parameters can be much greater than the sample size. We show that under a mutual
coherence assumption on the Gram matrix of the design, the target vector which has few
non-zero components is unique. We do not assume the Lasso or Dantzig estimators to
be unique. We establish the l∞ convergence rate of all the Lasso and Dantzig estimators
simultaneously under two diﬀerent assumptions on the noise. The rate that we get improves
upon those obtained for the Lasso in the previous works. Then we show a sign concentration
property of all the thresholded Lasso and Dantzig estimators simultaneously for a proper
choice of the threshold if we assume that the non-zero components of the sparse target vector
are large enough. Our condition on the size of the non-zero components of the target vector
is less restrictive than in [104, 114, 116]. In addition, we prove analogous results for the
Dantzig estimator, which to our knowledge was not done before.
The chapter is organized as follows. In Section 2.2, we present the Gaussian linear
regression model, the assumptions, the results and we compare them with the existing
results in the literature. In Section 2.3, we consider a general noise with zero mean and
ﬁnite variance and we show that the results remain essentially the same, up to a slight
modiﬁcation of the convergence rate. In Section 2.4, we provide the proofs of the results.
2.2 Model and Results
Consider the linear regression model
Y = Xθ∗ +W, (2.1)
where X is an n×M deterministic matrix, θ∗ ∈ RM andW = (W1, . . . ,Wn)T is a zero-mean
random vector such that E[W 2i ] 6 σ2, 1 6 i 6 n for some σ2 > 0. For any θ ∈ RM ,
deﬁne J(θ) = {j : θj 6= 0}. Let M(θ) = |J(θ)| be the cardinality of J(θ) and ~sign(θ) =
(sign(θ1), . . . , sign(θM))
T where
sign(t) =

1 if t > 0,
0 if t = 0,
−1 if t < 0.
For any vector θ ∈ RM and any subset J of {1, . . . ,M}, we denote by θJ the vector in
RM which has the same coordinates as θ on J and zero coordinates on the complement J c
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of J . For any integers 1 6 d, p < ∞ and z = (z1, . . . , zd) ∈ Rd, the lp norm of the vector z
is denoted by |z|p ∆=
(∑d
j=1 |zj|p
)1/p
, and |z|∞ ∆= max16j6d |zj|.
Note that the assumption of uniqueness of θ∗ is not satisﬁed if M > n. In this case, if a
vector θ∗ = θ0 satisﬁes (2.1), then there exists an aﬃne space Θ∗ = {θ∗ : Xθ∗ = Xθ0} of
dimension larger than M − n of vectors satisfying (2.1). So the question of sign consistency
becomes a problem when M > n because we can easily ﬁnd two distinct vectors θ and
θ′ satisfying (2.1) such that ~sign(θ) 6= ~sign(θ′). However we will show that under our
assumptions, the vector θ∗ is unique.
The Lasso and Dantzig estimators θˆL, θˆD solve respectively the minimization problems
min
θ∈RM
1
n
|Y −Xθ|22 + 2r|θ|1, (2.2)
and
min
θ∈RM
|θ|1 subject to
∣∣∣∣ 1nXT (Y −Xθ)
∣∣∣∣
∞
6 r, (2.3)
where r > 0 is a constant. A convenient choice in our context will be r = Aσ
√
(logM)/n,
for some A > 0. We denote respectively by ΘˆL and ΘˆD the set of solutions to the Lasso and
Dantzig minimization problems (2.2) and (2.3).
The deﬁnition of the Lasso minimization problem we use here is not the same as the one
in [94], where it is deﬁned as
min
θ∈RM
1
n
|Y −Xθ|22 subject to |θ|1 6 t,
for some t > 0. However these minimization problems are strongly related, cf. [21]. The
Dantzig estimator was introduced and studied in [16]. Deﬁne Φ(θ) = 1
n
|Y −Xθ|22 + 2r|θ|1.
A necessary and suﬃcient condition for a vector θ to minimize Φ is that the zero vector in
RM belongs to the subdiﬀerential of Φ at point θ, i.e.,{
1
n
(XT (Y −Xθ))j = sign(θj)r if θj 6= 0,∣∣ 1
n
(XT (Y −Xθ))j
∣∣ 6 r if θj = 0.
Thus, any vector θ ∈ ΘˆL satisﬁes the Dantzig constraint∣∣∣∣ 1nXT (Y −Xθ)
∣∣∣∣
∞
6 r. (2.4)
The Lasso estimator is unique if M < n, since in this case Φ(θ) is strongly convex.
However, for M > n it is not necessarily unique. The uniqueness of Dantzig estimator is
not granted either. From now on, we set Θˆ = ΘˆL or ΘˆD and θˆ denotes an element of Θˆ.
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Now we state the assumptions on our model. The ﬁrst assumption concerns the noise
variables.
Assumption 2.1. The random variables W1, . . . ,Wn are i.i.d. N (0, σ2).
We also need assumptions on the Gram matrix
Ψ
4
=
1
n
XTX.
Assumption 2.2. The elements Ψi,j of the Gram matrix Ψ satisfy
Ψj,j = 1, ∀1 6 j 6M, (2.5)
and
max
i 6=j
|Ψi,j| 6 1
α(1 + 2c0)s
, (2.6)
for some integer s > 1 and some constant α > 1, where c0 = 1 if we consider the Dantzig
estimator, and c0 = 3 if we consider the Lasso estimator.
The notion of mutual coherence was introduced in [34] where the authors required that
maxi 6=j |Ψi,j| were suﬃciently small. Assumption 2.2 is stated in a slightly weaker form in
[6]-[15].
Consider two vectors θ1 and θ2 satisfying (2.1) such that M(θ1) 6 s and M(θ2) 6 s.
Denote θ = θ1 − θ2 and J = J(θ1) ∪ J(θ2). We clearly have Xθ = 0 and |J | 6 2s. Assume
that θ 6= 0. Under Assumption 2.2, similarly as we derive the inequality (2.11) in Section
2.4 below and using the fact that |θ|1 6
√
2s|θ|2, we get that
|Xθ|22
n|θ|22
> 0.
This contradicts the fact that Xθ = 0. Thus we have θ1 = θ2. We have proved that under
Assumption 2.2 the vector θ∗ satisfying (2.1) with M(θ∗) 6 s is unique.
Our ﬁrst result concerns the l∞ rate of convergence of Lasso and Dantzig estimators.
Theorem 2.1. Take r = Aσ
√
(logM)/n and A > 2
√
2. Let Assumptions 2.1,2.2 be satis-
ﬁed. If M(θ∗) 6 s, then
P
(
sup
θˆ∈Θˆ
∣∣∣θˆ − θ∗∣∣∣
∞
6 c2r
)
> 1−M1−A2/8,
with c2 =
3
2
(
1 + (1+c0)
2
(1+2c0)(α−1)
)
.
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Theorem 2.1 states that in high dimensions (M large), the set of estimators Θˆ is neces-
sarily well concentrated around the vector θ∗. A similar phenomenon was already observed
in [6], cf. Remark 1, page 21, for concentration in lp norms, 1 6 p 6 2. Note that c2 in The-
orem 2.1 is an absolute constant. Using Theorem 2.1, we can easily prove the consistency
of the Lasso and Dantzig estimators simultaneously when n→∞. We allow the quantities
s, M , Θˆ, θ∗ to vary with n. In particular, we assume that
M →∞ and lim
n→∞
logM
n
= 0,
as n→∞, and that Assumptions 2.1,2.2 hold true for any n. Then we have
sup
θˆ∈Θˆ
∣∣∣θˆ − θ∗∣∣∣
∞
→ 0 (2.7)
in probability, as n→∞. The condition (logM)/n→ 0 means that the number of param-
eters cannot grow arbitrarily fast when n → ∞. We have the restriction M = o(exp(n)),
which is natural in this context.
A result on l∞ consistency of Lasso has been previously stated in Theorem 3 of [114],
where θˆL was assumed to be unique and under another assumption on the matrix Ψ. It is
not directly related to our Assumption 2.2, but can be deduced from a restricted version of
Assumption 2.2 where α is taken to be substantially larger than 1. The result in [114] is a
trivial consequence of the l2 consistency, and has therefore the rate |θˆL − θ∗|∞ = OP(s1/2r)
which is slower than the correct rate given in Theorem 2.1. In fact, the rate in [114] depends
on the unknown sparsity s which is not the case in Theorem 2.1. Note also that Theorem
3 in [114] concerns the Lasso only, whereas our result covers simultaneously the Lasso and
Dantzig estimators.
We now study the sign consistency. We make the following assumption.
Assumption 2.3. There exists an absolute constant c1 > 0 such that
ρ
∆
= min
j∈J(θ∗)
|θ∗j | > c1r.
We will take r = Aσ
√
(logM)/n. We can ﬁnd similar assumptions on ρ in the work on
sign consistency of the Lasso estimator mentioned above. More precisely, the lower bound
on ρ is of the order s1/4r1/2 in [82], n−δ/2 with 0 < δ < 1 in [104, 116],
√
(logMn)/n in [12]
and
√
sr in [114]. Note that our assumption is the less restrictive.
We now introduce the thresholded Lasso and Dantzig estimators. For any θˆ ∈ Θˆ the
associated thresholded estimator θ˜ ∈ RM is deﬁned by
θ˜j =
{
θˆj, if |θˆj| > c2r,
0 elsewhere.
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Denote by Θ˜ the set of all such θ˜. We have ﬁrst the following non-asymptotic result that we
call sign concentration property.
Theorem 2.2. Take r = Aσ
√
(logM)/n and A > 2
√
2. Let Assumptions 2.1-2.3 be satis-
ﬁed. We assume furthermore that c1 > 2c2, where c2 is deﬁned in Theorem 2.1. Then
P
(
~sign(θ˜) = ~sign(θ∗), ∀θ˜ ∈ Θ˜
)
> 1−M1−A2/8.
Theorem 2.2 guarantees that every vector θ˜ ∈ Θ˜ and θ∗ share the same signs with high
probability. Letting n and M tend to ∞ we can deduce from Theorem 2.2 an asymptotic
result under the following additional assumption.
Assumption 2.4. We have M →∞ and limn→∞ logMn = 0, as n→∞.
Then the following asymptotic result called sign consistency follows immediately from
Theorem 2.2.
Corollary 2.1. Let the assumptions of Theorem 2.2 hold for any n large enough. Let
Assumption 2.4 be satisﬁed. Then
P
(
~sign(θ˜) = ~sign(θ∗), ∀θ˜ ∈ Θ˜
)
→ 1,
as n→∞.
The sign consistency of Lasso was proved in [80, 116] with the Strong Irrepresentable
Condition on the matrix Ψ which is somewhat diﬀerent from ours. Papers [80, 116] assume
a lower bound on ρ of the order n−δ/2 with 0 < δ < 1, whereas our Assumption 2.3 is
less restrictive. Note also that these works assume θˆL to be unique. Wainwright [104]
does not assume θˆL to be unique and discusses sign consistency of Lasso under a mutual
coherence assumption on the matrix Ψ and the following condition on the lower bound:√
(logM)/n = o(ρ) as n → ∞, which is more restrictive than our Assumption 2.3. In
particular Proposition 1 in [104] states that as n → ∞, if the sequence of θ∗ satisﬁes the
above condition for all n large enough, then
P
(
∃θˆL ∈ ΘˆL s.t. ~sign(θˆL) = ~sign(θ∗)
)
→ 1.
This result does not guarantee sign consistency for all the estimators θˆL ∈ ΘˆL but only
for some unspeciﬁed subsequence that is not necessarily the one chosen in practice. On the
contrary, Corollary 2.1 guarantees that all the thresholded Lasso and Dantzig estimators and
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θ∗ share the same sign vector asymptotically. It follows from this result that any solution
selected by the minimization algorithm is covered and that the caseM > n, where the set Θˆ
is not necessarily reduced to an unique estimator, can still be treated. We note also that the
articles mentioned above treat the sign consistency for the Lasso only, whereas we prove it
simultaneously for Lasso and Dantzig estimators. An improvement in the conditions that we
get is probably due to the fact that we consider thresholded Lasso and Dantzig estimators.
In addition note that not only the consistency results, but also the exact non-asymptotic
bounds are provided by Theorems 2.1 and 2.2.
2.3 Convergence rate and sign consistency under a gen-
eral noise
In the literature on Lasso and Dantzig estimators, the noise is usually assumed to be
Gaussian [6, 16, 80, 104, 114] or admitting a ﬁnite exponential moment [12, 82]. The
exception is the paper by Zhao and Yu [116] who proved the sign consistency of the Lasso
when the noise admits a ﬁnite moment of order 2k where k > 1 is an integer. An interesting
question is to determine whether the results of the previous section remain valid under
less restrictive assumption on the noise. In this section, we only assume that the random
variables Wi, i = 1, . . . , n, are independent with zero mean and ﬁnite variance E[W 2i ] 6 σ2.
We show that the results remain similar. We need the following assumption
Assumption 2.5. The matrix X is such that
1
n
n∑
i=1
max
16j6M
|Xi,j|2 6 c′,
for a constant c′ > 0.
For example, if all Xi,j are bounded in absolute value by a constant uniformly in i, j,
then Assumption 4 is satisﬁed. The next theorem gives the l∞ rate of convergence of Lasso
and Dantzig estimators under a mild noise assumption.
Theorem 2.3. Assume that Wi are independent random variables with E[Wi] = 0, E[W 2i ] 6
σ2, i = 1, . . . , n. Take r = σ
√
(logM)1+δ
n
, with δ > 0. Let Assumptions 2.2-2.5 be satisﬁed.
Then
P
(
sup
θˆ∈Θˆ
∣∣∣θˆ − θ∗∣∣∣
∞
6 c2r
)
> 1− c
(logM)δ
,
where c2 is deﬁned in Theorem 2.1, and c > 0 is a constant depending only on c
′.
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Therefore the l∞ convergence rate under the bounded second moment noise assumption
is only slightly slower than the one obtained under the Gaussian noise assumption and the
concentration phenomenon is less pronounced. If we assume that limn→∞(logM)1+δ/n = 0
and that Assumptions 2.2,2.3 and 2.5 hold true for any n with r = σ
√
(logM)1+δ/n, then the
sign consistency of thresholded Lasso and Dantzig estimators follows from our Theorem 2.3
similarly as we have proved Theorem 2.2 and Corollary 2.1. Zhao and Yu [116] stated in their
Theorem 3 a result on the sign consistency of Lasso under the ﬁnite variance assumption
on the noise. They assumed θˆL to be unique and the matrix X to satisfy the condition
max16i6n(
∑M
j=1X
2
i,j)/n → 0, as n → ∞. This condition is rather strong. It does not
hold if M > n and all the Xi,j are bounded in absolute value by a constant. In addition,
[116] assumes that the dimension M = O(nδ) with 0 < δ < 1, whereas we only need that
M = o(exp(n1/(1+δ))) with δ > 0. Note also that [116] proves the sign consistency for the
Lasso only, whereas we prove it for thresholded Lasso and Dantzig estimators.
2.4 Proofs
We begin by stating and proving two preliminary lemmas. The ﬁrst lemma originates
from Lemma 1 of [14] and Lemma 2 of [6].
Lemma 2.1. Let Assumption 2.1 and (2.5) of Assumption 2.2 be satisﬁed. Take r =
Aσ
√
(logM)/n. Here Θˆ denotes either ΘˆL or ΘˆD. Then we have, on an event of probability
at least 1−M−A2/8, that
sup
θˆ∈Θˆ
∣∣∣Ψ(θ∗ − θˆ)∣∣∣
∞
6 3r
2
, (2.8)
and for all θˆ ∈ Θˆ,
|∆J(θ∗)c|1 6 c0|∆J(θ∗)|1, (2.9)
where ∆ = θˆ − θ∗, c0 = 1 for the Dantzig estimator and c0 = 3 for the Lasso.
Proof. Deﬁne the random variables Zj = n
−1∑n
i=1Xi,jWi, 1 6 j 6M . Using (2.5) we get
that Zj ∼ N (0, σ2/n), 1 6 j 6M . Deﬁne the event
A =
M⋂
j=1
{|Zj| 6 r/2}.
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Standard inequalities on the tail of Gaussian variables yield
P (Ac) 6 MP (|Z1| > r/2),
6 M exp
(
− n
2σ2
(r
2
)2)
6 M1−A
2
8 .
On the event A, we have ∣∣∣∣ 1nXTW
∣∣∣∣
∞
6 r
2
. (2.10)
Any vector θˆ in ΘˆL or ΘˆD satisﬁes the Dantzig constraint (2.4). Thus we have on A that
sup
θˆ∈Θˆ
∣∣∣Ψ(θ∗ − θˆ)∣∣∣
∞
6 3r
2
.
Now we prove the second inequality. For any θˆD ∈ ΘˆD, we have by deﬁnition that |θˆD|1 6
|θ∗|1, thus
|∆J(θ∗)c|1 =
∑
j∈(J(θ∗))c
|θˆDj | 6
∑
j∈J(θ∗)
|θ∗j | − |θˆDj | 6 |∆J(θ∗)|1.
Consider now the Lasso estimators. By deﬁnition, we have for any θˆL ∈ ΘˆL
1
n
|Y −XθˆL|22 + 2r|θˆL|1 6
1
n
|W |22 + 2r|θ∗|1.
Developing the left hand side on the above inequality, we get
2r|θˆL|1 6 2r|θ∗|1 + 2
n
(θˆL − θ∗)TXTW.
On the event A, we have for any θˆL ∈ ΘˆL
2|θˆL|1 6 2|θ∗|1 + |θˆL − θ∗|1,
Adding |θˆL − θ∗|1 on both side, we get
|θˆL − θ∗|1 + 2|θˆL|1 6 2|θ∗|1 + 2|θˆL − θ∗|1
|θˆL − θ∗|1 6 2(|θˆL − θ∗|1 + |θ∗|1 − |θˆL|1),
Now we remark that if j ∈ J(θ∗)c, then we have |θˆLj − θ∗j | + |θ∗j | − |θˆLj | = 0. Thus we have
on the event A that
|∆J(θ∗)c|1 − |∆J(θ∗)|1 6 |∆|1 6 2|∆J(θ∗)|1
|∆J(θ∗)c |1 6 3|∆J(θ∗)|1,
for any θˆL ∈ ΘˆL.
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Lemma 2.2. Let Assumption 2.2 be satisﬁed. Then
κ(s, c0)
4
= min
J⊂{1,··· ,M},|J |6s
min
λ 6=0:|λJc |16c0|λJ |1
|Xλ|2√
n|λJ |2 >
√
1− 1
α
> 0.
Proof. For any subset J of {1, . . . ,M} such that |J | 6 s and λ ∈ RM such that |λJc|1 6
c0|λJ |1, we have
|XλJ |22
n|λJ |22
= 1 +
λTJ (Ψ− IM)λJ
|λJ |22
> 1− 1
α(1 + 2c0)s
M∑
i,j=1
|λ(i)J ||λ(j)J |
|λJ |22
> 1− 1
α(1 + 2c0)s
|λJ |21
|λJ |22
, (2.11)
where we have used Assumption 2.2 in the second line, IM denotes the M ×M identity
matrix and λJ = (λ
(1)
J , . . . , λ
(M)
J ) denotes the components of the vector λJ . This yields
|Xλ|22
n|λJ |22
> |XλJ |
2
2
n|λJ |22
+ 2
λTJX
TXλJc
n|λJ |22
> 1− 1
αs(1 + 2c0)
|λJ |21
|λJ |22
− 2
αs(1 + 2c0)
|λJ |1|λJc|1
|λJ |22
> 1− 1
αs
|λJ |21
|λJ |22
> 1− 1
α
> 0.
We have used Assumption 2.2 in the second line, the inequality |λJc|1 6 c0|λJ |1 in the third
line and the fact that |λJ |1 6
√|J ||λJ |2 6 √s|λJ |2 in the last line.

Proof of Theorem 2.1. For all 1 6 j 6M , θˆ ∈ Θˆ we have
(Ψ(θ∗ − θˆ))j = (θ∗j − θˆj) +
M∑
i=1,i 6=j
Ψi,j(θ
∗
i − θˆi).
Assumption 2.2 yields
|(Ψ(θ∗ − θˆ))j − (θ∗j − θˆj)| 6
1
α(1 + 2c0)s
M∑
i=1,i 6=j
|θ∗i − θˆi|, ∀j.
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Thus we have
|θ∗ − θˆ|∞ 6
∣∣∣Ψ(θ∗ − θˆ)∣∣∣
∞
+
1
α(1 + 2c0)s
|θ∗ − θˆ|1. (2.12)
Set ∆ = θˆ − θ∗. Lemma 2.1 yields that on an event A of probability at least 1 −M1−A2/8
we have for any θˆ ∈ Θˆ
|Ψ∆|∞ 6
3r
2
, (2.13)
and
|∆|1 = |∆J(θ∗)c|1 + |∆J(θ∗)|1 6 (1 + c0)|∆J(θ∗)|1 6 (1 + c0)
√
s|∆J(θ∗)|2.
Thus we have, on the same event A,
1
n
|X∆|22 = ∆TΨ∆
6 |Ψ∆|∞|∆|1
6 3r
2
(1 + c0)
√
s|∆J(θ∗)|2, (2.14)
for any θˆ ∈ Θˆ. Lemma 2.2 yields
1
n
|X∆|22 >
(
1− 1
α
)
|∆J(θ∗)|22, (2.15)
for any θˆ ∈ Θˆ. Combining (2.14) and (2.15), we obtain that
|∆|1 6 3
2
r(1 + c0)
2 α
α− 1s, (2.16)
for any θˆ ∈ Θˆ. Combining (2.12), (2.13) and (2.16) we obtain that
sup
θˆ∈Θˆ
|θˆ − θ∗|∞ 6 3
2
(
1 +
(1 + c0)
2
(1 + 2c0)(α− 1)
)
r.
Proof of Theorem 2.2. Theorem 2.1 yields supθˆ∈Θˆ |θˆ − θ∗|∞ 6 c2r on an event A of
probability at least 1−M1−A2/8. Take θˆ ∈ Θˆ. For j ∈ J(θ∗)c, we have θ∗j = 0, and |θˆj| 6 c2r
on A. For j ∈ J(θ∗), we have by Assumption 2.3 that |θ∗j | > c1r and |θ∗j | − |θˆj| 6 |θ∗j − θˆj| 6
c2r on A. Since we assume that c1 > 2c2, we have on A that |θˆj| > (c1 − c2)r > c2r. Thus
on the event A we have: j ∈ J(θ∗) ⇔ |θˆj| > c2r. This yields sign(θ˜j) = sign(θˆj) = sign(θ∗j )
if j ∈ J(θ∗) on the event A. If j 6∈ J(θ∗), sign(θ∗j ) = 0 and θ˜j = 0 on A, so that sign(θ˜j) = 0.
The same reasoning holds true simultaneously for all θˆ ∈ Θˆ on the event A. Thus we get
the result. 
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Proof of Theorem 2.3. The proof of Theorem 2.3 is similar to the one of Theorem 2.1 up
to a modiﬁcation of the bound on P (Ac) in Lemma 2.1. Recall that Zj = n−1
∑n
i=1Xi,jWi,
1 6 j 6M and the event A is deﬁned by
A =
M⋂
j=1
{|Zj| 6 r/2} = { max
16j6M
|Zj| 6 r/2}.
The Markov inequality yields that
P (Ac) 6 4E[max16j6M Z
2
j ]
r2
.
Then we use Lemma 2.3 given below with p =∞ and the random vectors
Yi = (Xi,1Wi/n, . . . , Xi,MWi/n) ∈ RM , i = 1, . . . , n.
We get that
P (Ac) 6 c˜ logM
r2
σ2
n∑
i=1
max
16j6M
X2i,j
n2
,
where c˜ > 0 is an absolute constant. Taking r = σ
√
(logM)1+δ/n and using Assumption
2.5 yields that
P (Ac) 6 c
(logM)δ
,
where c > 0 is an absolute constant. 
The following result is Lemma 5.2.2, page 188 of [84].
Lemma 2.3. Let Y1, . . . , Yn ∈ RM be independent random vectors with zero means and ﬁnite
variance, and let M > 3. Then for every p ∈ [2,∞], we have
E
[
|
n∑
i=1
Yi|2p
]
6 c˜min[p, logM ]
n∑
i=1
E
[|Yi|2p] ,
where c˜ > 0 is an absolute constant.
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Chapter 3
Assumptions on the design matrix for
the estimation problem
In this chapter, we review some commonly used assumptions on the design matrix X
in linear regression to derive estimation and variable selection consistency of the Lasso and
the Dantzig Selector. We establish the connections between these assumptions. Juditsky
and Nemirovski [56] establish the necessary and suﬃcient condition for exact reconstruction
of the target vector in the noiseless case by constrained l1 minimization. We provide in
this chapter a direct proof of this result diﬀerent from that in [56]. We also derive an l1-
estimation result for the Lasso and the Dantzig Selector in the presence of noise under this
condition.
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3.1 Introduction
Consider the linear regression model
Y = Xθ∗ +W, (3.1)
where X is an n ×M deterministic design matrix, θ∗ ∈ RM and W = (W1, . . . ,Wn)T is a
zero-mean random vector such that E[W 2i ] 6 σ2, 1 6 i 6 n for some σ2 > 0. The Gram
matrix of the design is deﬁned as follows
Ψ =
1
n
XTX.
For any θ ∈ RM , deﬁne J(θ) = {j : θj 6= 0}. Let M(θ) = |J(θ)| be the cardinality of
J(θ). We say a vector θ is s-sparse if M(θ) 6 s. Deﬁne the sign vector of θ by −−→sign(θ) =
(sign(θ1), . . . , sign(θM))
T where
sign(t) =

1 if t > 0,
0 if t = 0,
−1 if t < 0.
For any vector θ ∈ RM and any subset J of {1, . . . ,M}, we denote by θJ the vector in
RM which has the same coordinates as θ on J and zero coordinates on the complement J c of
J and by θJ the vector in RJ obtained by keeping only the components θj with index j ∈ J .
For any subset J of {1, . . . ,M}, we denote by XJ the n× |J | sub-matrix of X obtained by
keeping only the columns of X with their index in J . For any j ∈ {1, . . . ,M}, we denote by
Xj the j-th column of X. For any integers 1 6 d, p < ∞ and z = (z1, . . . , zd) ∈ Rd, the lp
norm of the vector z is denoted by |z|p ∆=
(∑d
j=1 |zj|p
)1/p
, and |z|∞ ∆= max16j6d |zj|.
In this chapter, we study the question of possibility to recover the vector θ∗ by the Lasso
and the Dantzig Selector. Note that the assumption of uniqueness of θ∗ is not satisﬁed if
M > n. In this case, if a vector θ∗ = θ0 satisﬁes (3.1), then there exists an aﬃne space
Θ∗ = {θ∗ : Xθ∗ = Xθ0} of dimension larger thanM−n of vectors satisfying (3.1). However
we will see that under some proper assumption on the Gram matrix of the design, any s-
sparse vector θ∗ satisfying (3.1) is identiﬁable and can be recovered by the Lasso and the
Dantzig Selector.
Recall that the Lasso and the Dantzig Selector θˆL, θˆD solve respectively the minimization
problems
min
θ∈RM
1
n
|Y −Xθ|22 + 2r|θ|1, (3.2)
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and
min
θ∈RM
|θ|1 subject to
∣∣∣∣ 1nXT (Y −Xθ)
∣∣∣∣
∞
6 r, (3.3)
where r = Aσ
√
(logM)/n, for some A > 0. We denote respectively by ΘˆL and ΘˆD the set
of solutions to the Lasso and Dantzig minimization problems (3.2) and (3.3).
We state now Lemma 1 from Rosenbaum and Tsybakov [91].
Lemma 3.1. Let θˆ be a solution of the problem minθ∈Θ′ |θ|1, where Θ′ is a subset of RM .
Let θ∗ be any element of Θ′ and J any subset of {1, . . . ,M}. Then for ∆ = θˆ − θ∗ we have
|∆Jc |1 6 |∆J |1 + 2|θ∗Jc |1. (3.4)
Consider the Dantzig Selector. In this case, the set Θ′ is given by the constraint in (3.3)
and if we consider J = J(θ∗) we obtain that
|∆J(θ∗)c|1 6 |∆J(θ∗)|1.
This property of the Dantzig Selector is well known, see e.g. [6, 16]. More generally, following
[6], we can state a similar result for the Lasso estimator. We have, with probability close to
1, that for any solution θˆL of the Lasso minimization problem
|∆J(θ∗)c|1 6 c0|∆J(θ∗)|1,
with typically c0 > 1, where ∆ = θˆL − θ∗ (see also Lemma 1 in Chapter 1 for a proof
with c0 = 3). The two above inequalities are key arguments in the proof of the exact
reconstruction property of the Lasso and the Dantzig Selector as we will see it in Section
3.3.
Accurate estimation of the vector of unknown parameters via l1 minimization requires
conditions on the design matrix. Numerous suﬃcient conditions were proposed in the liter-
ature. In Section 3.2, we present some of them and overview the state of the art. In Section
3.3, we state the necessary and suﬃcient condition for exact reconstruction of any s-sparse
vector θ∗ in the noiseless case, see [30, 56, 35]. We also provide a direct proof of this result
diﬀerent from that in [56]. In Section 3.4, we treat the presence of noise. In this case, the
exact reconstruction of the s-sparse vectors is no longer guaranteed but we can prove the
estimation consistency of the Lasso and Dantzig estimators to any s-sparse vector θ∗ under
the same necessary and suﬃcient assumption on the design matrix as in the noiseless case.
45
3.2 Some suﬃcient assumptions on the design matrix
For any j ∈ {1, . . . ,M}, denote by Xj the j-th column of X. For any J ⊂ {1, . . . ,M},
denote by XJ the n × |J | sub-matrix of X obtained by keeping the columns Xj of X with
index j ∈ J . For 1 6 u 6M deﬁne the following restricted eigenvalues:
φmin(u) = min
x∈RM :16M(x)6u
xTΨx
|x|22
.
We will call the ﬁrst condition we consider the Sparse Positive Deﬁniteness Condition.
Actually this condition is not suﬃcient to prove that any s-sparse vector can be recovered
by l1 minimization procedures such as the Lasso or the Dantzig Selector.
Assumption 3.1. Let s > 1 be an integer. The n×M matrix X satisﬁes the Sparse Positive
Deﬁniteness Condition SPD(s) if there exists a constant c > 0 such that
φmin(s) > c > 0.
We prove in Lemma 3.2 below that condition SPD(2s) is necessary to ensure recovery
of any s-sparse vector satisfying (3.1) with the Lasso and the Dantzig Selector. Note that
condition SPD(2s) guarantees the identiﬁability of any s-sparse vector θ∗ satisfying (3.1).
The second important condition is the Irrepresentable Condition.
Assumption 3.2. Let s > 1 be an integer. The n×M matrix X satisﬁes the Irrepresentable
Condition IC(s, η) if for any subset I of {1, . . . ,M} with |I| 6 s
 the matrix XI has trivial kernel,
 for any vector z in {−1, 1}|I|, we have
|XTIcXI(XTI XI)−1z|∞ < η. (3.5)
The Strong Irrepresentable Condition, i.e., the condition IC(s, η) with 0 6 η < 1 was
used in many papers, see [3, 82, 116, 104], to derive asymptotic variable selection consistency
of the Lasso. This condition appeared earlier in the articles on compressed sensing [35, 42].
In Chapter 4, we derive non-asymptotic rates of l∞ estimation and sign concentration under
the Strong Irrepresentable Condition IC(s, 1− γ), for some γ > 0.
The next condition is called the Restricted Eigenvalue Condition RE(s, c0). It was
introduced in [6].
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Assumption 3.3. Let s > 1 be an integer and c0 > 0. The n × M matrix X satisﬁes
condition RE(s, c0) if
κ(s, c0)
4
= min
J0⊂{1,...,M}:|J0|6s
min
∆ 6=0:|∆Jc0 |16c0|∆J0 |1
|X∆|2√
n|∆J0|2
> 0.
For 1 6 m,m′ 6M introduce the restricted correlations
γm,m′ = max
J∩J ′=∅, |J |6m, |J ′|6m′
{
1
n
θTXTJ XJ ′θ
′ : θ ∈ Rm, θ′ ∈ Rm′ , |θ|2 6 1, |θ′|2 6 1
}
.
Assumption 3.4. Let s > 1 be an integer and c0 > 0. The n × M matrix X satisﬁes
condition RI(s, c0) if for any θ ∈ RM with at most s nonzero components, we have
φmin(2s) > c0γs,2s
for some integer 1 6 s 6M/2.
The condition RI(s, c0) reduces to the Restricted Isometry condition of [16] when c0 = 1.
This condition is similar to the RE(s, c0) condition but is more restrictive.
The last condition we present is the mutual coherence condition MC(s, c0). It was ﬁrst
introduced in [34]. We state here the version of [71]. Denote by Ψ = 1
n
XTX the Gram
matrix of the design.
Assumption 3.5. Let s > 1 be an integer and c0 > 0. We say that the mutual coherence
condition MC (s, c0) is satisﬁed if the elements Ψi,j of the Gram matrix Ψ satisfy
Ψj,j = 1, ∀1 6 j 6M, (3.6)
and
max
i 6=j
|Ψi,j| 6 1
α(1 + 2c0)s
, (3.7)
for some integer s > 1 and some constant α > 1.
For any integer d > 1 and any d × d matrix A, the standard minimum and maximum
eigenvalues of A are deﬁned respectively by
Φmin(A) = min
x∈Rd
xTAx
|x|22
,
and
Φmax(A) = max
x∈Rd
xTAx
|x|22
.
For any subset J ⊂ {1, . . . ,M} deﬁne ΨJ,J = X
T
J XJ
n
. We now give some implications between
these conditions.
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Theorem 3.1. For any integer s such that 1 6 s 6 n, we have
MC (s, c0)⇒ RI (s, c0)⇒ RE(s, c0), (3.8)
RE(s, c0)⇒ SPD(2s), if c0 > 1, (3.9)
MC (s, c0)⇒ IC
(
s,
1
α(1 + 2c0)− 1
)
, (3.10)
where α > 0 is deﬁned in MC (s, c0), and
IC(s, η)⇒ SPD(2s), ∀0 6 η 6 1. (3.11)
In addition, if
η <
1
2c0(1 + α)s
min
J⊂{1,...,M}:|J |6s
(
Φmin(ΨJ,J)
Φmax(ΨJ,J)
)
, (3.12)
for some α > 0, then
IC(s, η)⇒ RE(s, c0).
Proof. We prove that MC(s, c0)⇒ RI(s, c0).
For any θ 6= 0 with at most s nonzero components, we have
|Xθ|22
n|θ|22
=
θTΨθ
|θ|22
= 1 +
θT (Ψ− IM)θ
|θ|22
.
Thus
|Xθ|22
n|θ|22
> 1− 1
cs
|θ|21
|θ|22
,
where c = α(1 + 2c0). The Cauchy-Schwarz inequality yields
|Xθ|22
n|θ|22
> 1− 1
c
.
Next, by deﬁnition of γs,2s we have for any subsets of indices J and J
′ such that J ∩ J ′ = ∅,
|J | 6 s and |J ′| 6 2s
c0γs,2s 6
c0
cs
max{|θJ |1|θJ ′ |1 : θ ∈ RM , |θJ |2 6 1, |θJ ′ |2 6 1, |J | 6 s, |J ′| 6 2s}
6
√
2c0
c
6 1− 1
c
,
by deﬁnition of c and Assumption 3.5. This yields the ﬁrst result.
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Next, it is proved in [6] that RI (s, c0)⇒ RE(s, c0), see Lemma 3 in [6]. The implication
(3.9) is also proved in [6] page 1710.
We prove now the implication (3.10). Assume that MC (s, c0) is satisﬁed. Then, com-
bining (3.8) and (3.9) yields the ﬁrst point of IC(s, η). Next, for any subset J in {1, . . . ,M}
such that |J | 6 s and any vector z ∈ {−1,+1}|J | we have
|ΨJc,JΨ−1J,Jz|∞ 6
1
α(1 + 2c0)s
|Ψ−1J,Jz|1. (3.13)
Deﬁne the matrices U = Ψ − IM where IM is the M ×M identity matrix. Denote the
components of the matrix U by Ui,j, 1 6 i, j 6 M . We have that maxi,j |Ui,j| 6 1α(1+2c0)s .
We have ΨJ,J = I|J | + UJ,J where I|J | denotes the |J | × |J | identity matrix. We have
Ψ−1J,J = (I|J | + UJ,J)
−1 = I|J | + U˜ ,
where U˜ =
∑∞
k=1(−1)kUkJ,J . Note that this series converges since for any k ∈ N, the elements
of UkJ,J are bounded in absolute value by
1
(α(1+2c0))ks
< 1 if the condition MC (s, c0) holds.
Assumption MC (s, c0) yields that
max
i,j
|U˜i,j| 6 1
s(α(1 + 2c0)− 1) . (3.14)
Combining (3.13), (3.14) yields
|ΨJc,JΨ−1J,Jz|∞ 6
1
α(1 + 2c0)− 1 .
The implication (3.11) is obtained by combining Lemma 3.2 and Theorem 3.3 below.
We now prove the last implication. For any subset J of {1, . . . ,M} such that |J | 6 s
and ∆ ∈ RM \ {0} such that |∆Jc |1 6 c0|∆J |1 we have
∆TΨ∆
|∆J |2 =
∆
T
JΨJ,J∆J
|∆J |2 + 2
∆
T
JcΨJc,J∆J
|∆J |2 +
∆
T
JcΨJc,Jc∆Jc
|∆J |2
> Φmin(ΨJ,J)− 2 max
∆J∈R|J|
(
|∆TJcΨJc,J∆J |
|∆J |22
)
> Φmin(ΨJ,J)− 2 max
∆J∈R|J|
( |∆Jc |1|ΨJc,J∆J |∞
|∆J |22
)
> Φmin(ΨJ,J)− 2c0
√
s max
∆J∈R|J|
(
|ΨJc,JΨ−1J,JΨJ,J∆J |∞
|∆J |2
)
. (3.15)
Denote by u the vector of RM such that uJc = 0 and
uj =
Ψj,J∆J
|ΨJ,J∆J |1
, ∀j ∈ J.
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We have
max
∆J∈R|J|
(
|ΨJc,JΨ−1J,JΨJ,J∆J |∞
|∆J |2
)
= max
∆J∈R|J|
(
|ΨJc,JΨ−1J,JuJ |∞|ΨJ,J∆J |1
|∆J |2
)
6 max
uJ∈R|J| : |uJ |161, |uJ |∞61
(|ΨJc,JΨ−1J,JuJ |∞) max
∆J∈R|J|
( |ΨJ,J∆J |1
|∆J |2
)
6
√
s max
uJ∈R|J| : |uJ |∞61
(|ΨJc,JΨ−1J,JuJ |∞) max
∆J∈R|J|
( |ΨJ,J∆J |2
|∆J |2
)
6
√
s max
z∈{−1,1}|J|
(|ΨJc,JΨ−1J,Jz|∞)Φmax(ΨJ,J)
6
√
sηΦmax(ΨJ,J), (3.16)
where we have used that maxuJ∈R|J| : |uJ |∞61
(|ΨJc,JΨ−1J,JuJ |∞) = maxz∈{−1,1}|J| (|ΨJc,JΨ−1J,Jz|∞)
and the inequality (3.12) in the last line. Combining (3.15) and (3.16) yields
∆TΨ∆
|∆J |2 > Φmin(ΨJ,J)− 2c0sηΦmax(ΨJ,J)
> Φmin(ΨJ,J)
α
1 + α
> 0.
Unfortunately, we cannot fully describe the relations between the conditions RE(s, c0)
and IC(s, 1). Zou [117] gives a counter-example showing that condition IC(s, η) may not
be satisﬁed for a positive deﬁnite Ψ. On the other hand, positive deﬁniteness of Ψ implies
RE(s, c0). We believe that conditions RE(s, c0) and IC(s, 1) are not related in a simple
way.
3.3 Necessary and suﬃcient condition for exact recon-
struction in the noiseless case
In the noiseless case, i.e., when Y = Xθ∗, the Lasso and Dantzig minimization problems
are replaced by the following problem:
min
θ∈RM
|θ|1 subject to Y = Xθ.
It will be more convenient to write this minimization problem in the form:
min
θ∈RM
|θ|1 subject to Xθ∗ = Xθ. (3.17)
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Deﬁnition 3.1. We say that the matrix X is s-good if, for any vector θ∗ in RM with at
most s non-zero components, the unique solution of the problem (3.17) is θ∗.
Finding the sparsest vector θ∗ ∈ RM satisfying Y = Xθ∗ is of interest in practical
applications. This motivates the study of the following problem in [21]:
min
θ∈RM
M(θ) subject to Y = Xθ. (3.18)
This is a non-convex combinatorial optimization problem because of the presence of the
term M(θ). Hence, it is not computationally tractable when the dimension is high. Clearly
the solution θ∗ of (3.18) is also solution of (3.17) if X is s-good and if the vector θ∗ has
at most s nonzero components. This property is interesting because (3.17) is a convex
optimization problem computationally tractable even when the dimension is high. Therefore,
it is important to obtain characterizations of the property that X is s-good.
We introduce now some deﬁnitions. Fix 1 6 s 6M . Deﬁne the polytope
Ps =
{
u ∈ RM : |u|1 6 s, |u|∞ 6 1
}
,
and the quantity
αs(X) = max
u,θ∈RM
{
uT θ : u ∈ Ps, |θ|1 6 1, Xθ = 0
}
.
An interpretation of this quantity is in order. For any θ ∈ RM and any integer 1 6 s 6M
deﬁne
|θ|max(s) = max
J⊂{1,...,M} : |J |6s
∑
j∈J
|θj|.
The quantity |θ|max(s) is the sum of the s largest absolute values of the components of θ.
The quantity αs(X) is the maximum of the sums of the s largest absolute values of the
components of the l1-normalized vectors θ ∈ ker(X). We have
αs(X) = max
θ : |θ|161, Xθ=0
{|θ|max(s)}.
We say that a s-sparse vector θ∗ satisfying (3.1) is identiﬁable if there is no s-sparse
vector θ′ diﬀerent from θ∗ such that Xθ′ = Xθ∗. This property is satisﬁed if condition
SPD(2s) is satisﬁed. The next lemma ensures that any s-sparse vector θ∗ satisfying (3.1)
is identiﬁable if the matrix X is s-good.
Lemma 3.2. Assume that X is s-good with 1 6 s 6 n. Then Assumption SPD(2s) is
satisﬁed.
51
Proof. Let I be a subset of {1, . . . ,M} such that |I| = 2s. Assume that XI has a non-trivial
kernel, i.e., there exists a nonzero vector θ in RM such that J(θ) ⊆ I and Xθ = 0. We
consider the case where M(θ) > s+ 1 (if M(θ) 6 s, then θ = 0 since X is s-good). Consider
arbitrary sets I1 and I2 in {1, . . . ,M} such that |Ij| = s and Ij ∩ J(θ) 6= ∅ for j = 1, 2,
I1 ∩ I2 = ∅ and I = I1 ∪ I2. Deﬁne θ(j) = θIj for j = 1, 2. Note that θ = θ(1) + θ(2) and
Xθ(1) = X(−θ(2)),
since Xθ = 0. Set θ∗ = θ(1). Since M(θ(1)) 6 s and X is s-good, the unique solution of the
problem (3.17) is θ∗. This yields |θ∗|1 < |θ′|1 for any s-sparse vector θ′ ∈ RM satisfying the
constraint in (3.17). Note that the s-sparse vector −θ(2) satisﬁes the constraint in (3.17).
Thus we have |θ(1)|1 < |θ(2)|1. We set now θ∗ = θ(2). The same reasoning as above yields
|θ(2)|1 < |θ(1)|1. Thus XI has trivial kernel.
Donoho and Tanner [31] and Juditsky and Nemirovski [56] derived the necessary and
suﬃcient condition for θ∗ to be the unique solution of the problem (3.17). This condition
can be formulated as follows.
Theorem 3.2. Fix 1 6 s 6M . The matrix X is s-good if and only if αs(X) < 1/2.
This condition says that for any l1-normalized vector θ in ker(X), the sum of the s largest
absolute values of the components of θ must be strictly smaller than 1/2. Heuristically, this
means that ker(X) cannot contain vectors whose l1-norm is concentrated on a small set
of components. Juditsky and Nemirovski [56] proved this result in their Theorem 2.2 and
Corollary 2.1 by establishing that condition αs(X) < 1/2 is in fact a reformulation of the
classical Karush-Kuhn-Tucker (KKT) condition for any s-sparse vector θ∗ to be the unique
solution of the minimization problem (3.17). For the sake of completeness, we provide below
a simple and direct proof of Theorem 3.2 diﬀerent from that in [56].
Proof. Assume that αs(X) < 1/2. Fix an arbitrary θ
∗ ∈ RM with at most s nonzero
components. Let there exist a solution θ˜ ∈ RM of the problem (3.17) distinct from θ∗. Set
∆ = θ˜ − θ∗ and J∗ = J(θ∗). By deﬁnition of θ˜ and using Lemma 3.1 with J = J∗ we get
|∆J∗c|1 6 |∆J∗ |1.
By deﬁnition of θ˜ we have Xθ˜ = Xθ∗. Thus, ∆ ∈ ker(X). This combined with the deﬁnition
of αs(X) yields
|∆|1 6 2|∆J∗ |1 6 2|∆|max(s) 6 2αs(X)|∆|1 < |∆|1,
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since we assumed αs(X) < 1/2. This yields θ˜ = θ
∗. Thus, X is s-good.
Assume now thatX is s-good and that αs(X) > 1/2. The set Ps×{θ : |θ|1 6 1, Xθ = 0}
is compact and the mapping (u, θ) 7→ uT θ is continuous. Then, by deﬁnition of αs(X) there
exists a couple (u0, θ0) ∈ Ps × {θ : |θ|1 6 1, Xθ = 0} with M(θ0) > s such that uT0 θ0 > 1/2
( indeed, M(θ0) 6 s is impossible because it implies θ0 = 0 since X is s-good). This yields
|θ0|max(s) > uT0 θ0 > 1/2. Denote by J the set of the s largest in absolute value components
of θ0. Set θ
∗ = (θ0)J . We have |θ∗|1 = |θ0|max(s). Consider the vector θ′ = θ∗ − 12θ0. Note
that θ′ 6= θ∗, Xθ′ = Xθ∗ and |θ′|1 = 12 |(θ0)J − (θ0)Jc |1 6 12 6 |θ∗|1. This contradicts the fact
that X is s-good.
Now we prove that the Irrepresentable Condition is a suﬃcient condition for exact re-
construction with the procedure (3.17).
Theorem 3.3. Fix 1 6 s 6 M . Let Assumption IC(s, 1) be satisﬁed. Then the n ×M
matrix X is s-good.
Proof. Let θ∗ ∈ RM be a s-sparse vector. If θ∗ = 0, then it is trivially the unique solution
of (3.17). Thus, it suﬃces to consider that θ∗ 6= 0. Set I = J(θ∗), s′ = |I| 6 s and
I = {j1, . . . , js′}. Deﬁne z = (sign(θ∗j1), . . . , sign(θ∗js′ ))T and u = XI(XTI XI)−1z. Since
condition IC(s, 1) is satisﬁed we have
XTj u =
{
sign(θ∗j ), if j ∈ I,
vj, with |vj| < 1, if j ∈ Ic,
(3.19)
where Xj is the jth column of X. Deﬁne the function f : RM → R by
f(θ) = |θ|1 − uTX(θ − θ∗)
=
∑
j∈I
[|θj| − sign(θ∗j )(θj − θ∗j )] +
∑
j∈Ic
[|θj| − vjθj].
Now, assume that there exists a solution θ′ of the problem (3.17) diﬀerent from θ∗. Obviously,
we have f(θ′) = f(θ∗), i.e.,
0 = f(θ′)− f(θ∗) =
∑
j∈I
[|θ′j| − sign(θ∗j )(θ′j − θ∗j )− |θ∗j |] +
∑
j∈Ic
[|θ′j| − vjθ′j].
In the above display, the ﬁrst sum on the right-hand-side is nonnegative by convexity of the
function x → |x|. Thus, we cannot have that J(θ′) ∩ Ic 6= ∅, since then the second term is
strictly positive in view of the condition |vj| < 1 for any j ∈ Ic. Hence, we have J(θ′) ⊆ I.
Then, we use that X(θ∗ − θ′) = 0 and XI has trivial kernel to conclude that θ∗ = θ′.
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Note that the Irrepresentable Condition IC(s, 1) is more restrictive than the necessary
and suﬃcient condition of exact recovery in the case s < n. Indeed, if s < n then ker(XTI )
is non trivial where I = J(θ∗). Juditsky and Nemirovski [56] proved that a necessary and
suﬃcient condition for the s-sparse vector θ∗ to be the unique solution of (3.17) is that there
exists a vector u ∈ Rn satisfying (3.19). W.l.o.g. we can suppose that XTI XI is positive
deﬁnite, see Lemma 3.2 and Theorem 3.3. Note that the vector u satisfying (3.19) can be
expressed in the form
u = XI(X
T
I XI)
−1z + u′,
with z = (sign(θ∗j1), . . . , sign(θ
∗
j|I|))
T and u′ ∈ ker(XTI ). In other words, the necessary and
suﬃcient condition can be rewritten as:
∃u′ ∈ ker(XTI ) s.t. |XTIcXI(XTI XI)−1z +XTIcu′|∞ < 1. (3.20)
We see that (3.20) does not imply IC(s, 1) since u′ can be diﬀerent from 0 if s < n. On the
other hand, IC(s, 1) implies (3.20). Note that Dossal [35] speciﬁes additional assumptions
on X and z such that condition IC(s, 1) is the necessary and suﬃcient assumption for exact
reconstruction with the procedure (3.17).
3.4 Estimation with Lasso and Dantzig Selector in the
presence of noise
We now come back to the noisy model (3.1). In the presence of noise, exact reconstruction
of the target vector θ∗ is impossible. However, an interesting question is what kind of
results can be obtained under the necessary and suﬃcient condition αs(X) < 1/2. The next
theorem shows that for the Dantzig Selector an l1 estimation result can be obtained under
this condition. We also propose an l1 estimation result for the Lasso under a more restrictive
condition.
Theorem 3.4. Take r = Aσ
√
(logM)/n and A > 2
√
2. Fix 1 6 s 6 n. Deﬁne the quantity
β = max
z∈{−1,0,1}M :M(z)6s
min
y∈RM
{|y|1 : |Ψy − z|∞ 6 αs(X)}. (3.21)
Assume that αs(X) < 1/2. If M(θ
∗) 6 s, then we have, with probability at least 1−M1−A28 ,
sup
θˆD∈ΘˆD
|θˆD − θ∗|1 6 3β
1− 2αs(X)r.
54
Assume now that αs(X) < 1/4. If M(θ
∗) 6 s, then we have, with probability at least
1−M1−A28 ,
sup
θˆL∈ΘˆL
|θˆL − θ∗|1 6 6β
1− 4αs(X)r.
Theorem 3.4 provides an oracle inequality for l1 estimation of θ
∗ in the presence of
noise under the weakest possible condition αs(X) < 1/2 for the Dantzig Selector and the
more restrictive condition αs(X) < 1/4 for the Lasso. Unfortunately, the quantity β is not
explicitly given. However, it is possible to compute numerical bounds on β. Indeed, we have
max
z∈{−1,0,1}M :M(z)6s
min
y∈RM
{|y|1 : |Ψy− z|∞ 6 αs(X)} 6 max
u∈Ps
min
y∈RM
{|y|1 : |Ψy− u|∞ 6 αs(X)}.
Using the computationally feasible bounds from above and below for the quantity αs(X)
of Juditsky and Nemirovski [56] and the fact that the constraints in the above display are
convex, we can compute bounds from above on β. Note that when the matrix Ψ is diagonal,
we have the obvious bound β 6 s. In the general case we believe that β depends also linearly
on s.
The proof of Theorem 3.4 is inspired by [56] which considers the problem (3.17) in the
presence of non-stochastic noise. The non-stochastic noise can be interpreted as bias and
does not cover the case of stochastic noise considered here.
Proof. First, by Lemma 3.2 the condition αs(X) < 1/2 implies the condition SPD(2s) on
X. Thus, Ψ−1J,J is well deﬁned for any J ⊂ {1, . . . ,M} with |J | 6 s.
Next, for any β > 0 deﬁne the following quantities
α˜s(Ψ, β) = max
u,θ∈RM
{uT θ − β|Ψθ|∞, : u ∈ Ps, |θ|1 6 1},
and
α˜s(Ψ) = max
u,θ∈RM
{uT θ, : u ∈ Ps, |θ|1 6 1, Ψθ = 0}.
Note that since ker(X) = ker(XTX) we have α˜s(Ψ) = αs(X
TX) = αs(X).
We have that α˜s(X, β) is the inﬁmum of α > 0 such that for every vector z ∈ {−1, 0, 1}M
with s nonzero components, there exists a vector y ∈ RM such that
|y|1 6 β, and |Ψy − z|∞ 6 α. (3.22)
This follows from Theorem 2.2 in [56] applied to the matrix Ψ instead of the matrix X.
Similarly, we have that α˜s(Ψ) is the inﬁmum of α > 0 such that for every vector z ∈
{−1, 0, 1}M with s nonzero components, there exists a vector y ∈ RM such that
|Ψy − z|∞ 6 α. (3.23)
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Thus the quantity β is well deﬁned and ﬁnite since the maximum is taken on a ﬁnite set in
(3.21). By deﬁnition of α˜s(Ψ, β) and α˜s(Ψ) we have
α˜s(Ψ, β) > α˜s(Ψ), ∀β > 0.
Next, (3.22) and (3.23) imply that
α˜s(Ψ, β) = α˜s(Ψ), ∀β > β.
Next, let the set Θˆ denote either the set of Lasso solutions ΘˆL or Dantzig solutions ΘˆD.
For any θˆ ∈ Θˆ set ∆ = θˆ − θ∗ and J∗ = J(θ∗).
It is proved in Lemma 2.1 of Section 2.4 that, with probability at least 1−M1−A28 ,
sup
θˆ∈Θˆ
∣∣∣Ψ(θ∗ − θˆ)∣∣∣
∞
6 3r
2
, (3.24)
and for all θˆ ∈ Θˆ
|∆J∗c |1 6 c0|∆J∗|1, (3.25)
with c0 = 1 for the Dantzig Selector and c0 = 3 for the Lasso. Thus we have
|∆|1 = |∆J∗c|1 + |∆J∗|1
6 (1 + c0)|∆J∗|1
6 (1 + c0)(|∆J∗|1 − β|Ψ∆|∞) + (1 + c0)β|Ψ∆|∞
6 (1 + c0)αs(X)|∆|1 + (1 + c0)β|Ψ∆|∞. (3.26)
Combining (3.24) and (3.26) yields the results.
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Chapter 4
Sup-norm convergence rate of the Lasso
under the Irrepresentable Condition
We derive the l∞ convergence rate and the sign concentration property of the Lasso in a
high-dimensional Gaussian linear regression model under the Irrepresentable Condition on
the Gram matrix of the design.
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4.1 Introduction
In this chapter, we derive some properties of the Lasso estimator under the Strong Ir-
representable Condition IC(s, 1− γ) on the Gram matrix of the design for some γ > 0. We
prove in particular that the solution of the Lasso minimization problem is unique with over-
whelming probability and give its explicit form. We also establish the sup-norm convergence
rate and variable selection properties of the Lasso estimator under this condition.
Consider the linear regression model
Y = Xθ∗ +W, (4.1)
where X is a n×M deterministic matrix, θ∗ ∈ RM and W = (W1, . . . ,Wn)T is a zero-mean
random vector such that E[W 2i ] 6 σ2, 1 6 i 6 n for some σ2 > 0. For any θ ∈ RM ,
deﬁne J(θ) = {j : θj 6= 0}. Let M(θ) = |J(θ)| be the cardinality of J(θ) and −−→sign(θ) =
(sign(θ1), . . . , sign(θM))
T where
sign(t) =

1 if t > 0,
0 if t = 0,
−1 if t < 0.
For any j ∈ {1, . . . ,M}, denote by Xj the j-th column of X. For any vector θ ∈ RM and
any subset J of {1, . . . ,M}, we denote by θJ the vector in RM which has the same coordinates
as θ on J and zero coordinates on the complement J c of J , by θJ the vector in RJ obtained
by keeping only the components θj with index j ∈ J and by XJ the n × |J | sub-matrix of
X obtained by keeping the columns of X with index j ∈ J . For any integers 1 6 d, p <∞
and z = (z1, . . . , zd) ∈ Rd, the lp norm of the vector z is denoted by |z|p ∆=
(∑d
j=1 |zj|p
)1/p
,
and |z|∞ ∆= max16j6d |zj|.
Recall that in the case M > n, if a vector θ∗ = θ0 satisﬁes (4.1), then there exists an
aﬃne space Θ∗ = {θ∗ : Xθ∗ = Xθ0} of dimension larger than M − n of vectors satisfying
(4.1). However, we proved in Theorem 3.3 in Section 3.3 that if the Gram matrix of the
design satisﬁes Assumption IC(s, 1), then the s-sparse vector θ∗ satisfying (4.1) is the unique
solution of the l1-minimization problem (3.17). This settles the identiﬁability problem when
M > n since IC(s, 1− γ) is more restrictive than IC(s, 1).
The Lasso estimators θˆL solve the minimization problem
min
θ∈RM
1
n
|Y −Xθ|22 + 2r|θ|1, (4.2)
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where r > 0 is a constant. A convenient choice in our context will be r = Aσ
√
(logM)/n,
for some A > 0. We denote by ΘˆL the set of solutions to the Lasso minimization problem
(4.2).
Deﬁne Φ(θ) = 1
n
|Y − Xθ|22 + 2r|θ|1. The necessary and suﬃcient condition for θˆL to
minimize Φ is that the zero vector in RM belongs to the subdiﬀerential of Φ at point θˆL, i.e.,{
1
n
(XT (Y −XθˆL))j = sign(θˆLj )r if θˆj 6= 0,∣∣∣ 1n(XT (Y −XθˆL))j∣∣∣ 6 r if θˆLj = 0. (4.3)
The Lasso estimator is unique if M < n, since in this case Φ(θ) is strongly convex.
However, for M > n it is not necessarily unique. However when M > n, we show that
the Lasso solution is unique with probability close to 1 under the Strong Irrepresentable
Condition IC(s, 1− γ).
Now we state the assumptions on our model. The ﬁrst assumption concerns the noise
variables.
Assumption 4.1. The random variables W1, . . . ,Wn are i.i.d. N (0, σ2).
Deﬁne the Gram matrix of the design by
Ψ
4
=
1
n
XTX.
For any subsets J, J ′ of {1, . . . ,M}, denote by ΨJ,J the following submatrix of Ψ
ΨJ,J ′
4
= (Ψi,j)i∈J,j∈J ′ .
We assume w.l.o.g. that
Ψj,j = 1, ∀1 6 j 6M.
If this is not the case we can prove exactly the same results considering the following Lasso
minimization problem
min
θ∈RM
1
n
|Y −Xθ|22 + r
M∑
j=1
Ψ
1/2
j,j |θj|. (4.4)
We recall below the Irrepresentable Condition IC(s, η) on Ψ.
Assumption 4.2. Let s > 1 be an integer and ﬁx an arbitrary η ∈ (0, 1/2). The n ×M
matrix X satisﬁes the Irrepresentable Condition IC(s, η) if for any subset I of {1, . . . ,M}
with |I| 6 s we have:
 the matrix XI has trivial kernel,
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 for any vector z in {−1, 1}|I|, we have
|XTIcXI(XTI XI)−1z|∞ < η. (4.5)
In the presence of noise, we need the following assumption on the nonzero components
of θ∗. Set J∗ = J(θ∗) and Ψ∗ = ΨJ∗,J∗ .
Assumption 4.3. We have
ρ
∆
= min
j∈J(θ∗)
|θ∗j | > rmax
j∈J∗
(√
(Ψ−1∗ )j,j + |(Ψ−1∗
−−→
sign(θ∗J∗))j|
)
.
This assumption says that the nonzero components of θ∗ cannot be arbitrarily small.
This is needed to prove the l∞-estimation rate or the sign concentration property. We
can ﬁnd similar assumptions on ρ in the work on sign consistency of the Lasso estimator
mentioned above. More precisely, the lower bound on ρ is of the order s1/4r1/2 in [82], n−δ/2
with 0 < δ < 1 in [104, 116],
√
(logMn)/n in [12],
√
sr in [114] and r in [71]. Note that in
our assumption, the quantity maxj∈J∗ |(Ψ−1∗
−−→
sign(θ∗J∗))j| can be bounded from above by an
absolute constant or can be of the order s, depending on the considered Gram matrix Ψ. In
Section 4.2 we prove some preliminary results. In Section 4.3 we derive the uniqueness and
the l∞ estimation rate of the Lasso under the irrepresentable condition and we compare our
result to the existing results in the literature.
4.2 Preliminary results
Let θˆ0 ∈ RM(θ∗) be the least squares estimator of θ∗J∗ if the set of nonzero components of
θ∗ were known in advance. Since we assumed that M(θ∗) 6 s, the ﬁrst point of Assumption
4.2 ensures that the matrix Ψ∗ is positive deﬁnite. Thus
θˆ0 =
1
n
Ψ−1∗ X
T
J∗Y ∼ N
(
θ∗J∗ ,
σ2
n
Ψ−1∗
)
.
Consider the vector θ˜0 ∈ RM such that
θ˜0j = 0, ∀j 6∈ J∗, (4.6)
and
θ˜0J∗ = θˆ
0 − rΨ−1∗
−−→
sign(θ∗J∗). (4.7)
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Lemma 4.1. Assume that the diagonal elements of Ψ are equal to 1 and that M(θ∗) 6 s.
Fix arbitrary A > 0 and η > 0. Deﬁne r = Aσ
√
(logM)/n and the event
A =
⋂
j∈J∗c : Ψj,J∗ 6=0
 1√
Ψj,J∗Ψ
−1∗ ΨJ∗,j
|Ψj,J∗(θˆ0 − θ∗J∗)| 6 ηr

⋂
j∈J∗
 1√
(Ψ−1∗ )j,j
|θˆ0j − θ∗j | 6 r
⋂
{
1
n
|XTW |∞ 6 ηr
}
. (4.8)
Then, we have P(A) > 1− 2M1− (ηA)
2
2 − sM−A22 .
Proof. Deﬁne the random variables Zj = n
−1∑n
i=1Xi,jWi, 1 6 j 6 M . We have that
Zj ∼ N (0, σ2/n), 1 6 j 6M . By deﬁnition of θˆ0, we get for any j ∈ J∗
Z ′j =
1√
(Ψ−1∗ )j,j
(θˆ0j − θ∗j ) ∼ N
(
0, σ2/n
)
,
and for any j ∈ J∗c such that Ψj,J∗ 6= 0
Z ′′j =
1√
Ψj,J∗Ψ
−1∗ ΨJ∗,j
Ψj,J∗(θˆ
0 − θ∗) ∼ N (0, σ2/n) ,
Then
A =
⋂
j∈J∗c:Ψj,J∗ 6=0
{|Z ′′j | 6 ηr} ∩
⋂
j∈J∗
{|Z ′j| 6 r} ∩
M⋂
j=1
{|Zj| 6 ηr}.
Set Z,Z ′, Z ′′ ∼ N (0, σ2
n
). Standard inequalities on the tail of Gaussian variables yield
P (Ac) 6 MP (|Z ′′| > ηr) +M(θ∗)P (|Z ′| > r) +MP (|Z| > ηr),
6 2M exp
(
− n
2σ2
(ηr)2
)
+M(θ∗) exp
(
− n
2σ2
r2
)
6 2M1−
(ηA)2
2 + sM−
A2
2 .
We now state that θ˜0 satisﬁes a slightly stronger condition than (4.3) on the event A.
Lemma 4.2. Let s > 1 be an integer. Fix an arbitrary η ∈ (0, 1/2). Let the event A be
deﬁned in (4.8). Let Assumptions 4.1, 4.3 be satisﬁed. Assume that X satisﬁes the condition
IC(s, 1− 2η). If M(θ∗) 6 s, then the vector θ˜0 deﬁned above satisﬁes the following relations
on the event A {
1
n
XTj (Y −Xθ˜0) = rsign(θ˜0j ), if θ˜0j 6= 0,
| 1
n
XTj (Y −Xθ˜0)| < r, if θ˜0j = 0.
(4.9)
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Proof. Since θˆ0 is the least squares estimator of θ∗J∗ , we have
1
n
XTJ∗(Y −XJ∗ θˆ0) = ~0.
Thus,
1
n
XTJ∗(Y −Xθ˜0) = r
−−→
sign(θ∗J∗).
We now prove that on the event A, sign(θ∗j ) = sign(θ˜0j ) for any j ∈ J∗ . Clearly, we have on
the event A
|θˆ0j − θ∗j | 6 r
√
(Ψ−1∗ )j,j,
for any j ∈ J∗. This yields by deﬁnition of θ˜0
|θ˜0j − θ∗j | 6 r
(√
(Ψ−1∗ )j,j +
∣∣∣(Ψ−1∗ −−→sign(θ∗J∗))j∣∣∣) , ∀j ∈ J∗. (4.10)
Then, Assumption 4.3 implies that sign(θ˜0j ) = sign(θ
∗
j ) for any j ∈ J∗.
Next, we have for any j 6∈ J∗
1
n
XTj (Y −XJ∗ θ˜0J∗) =
1
n
XTj W + Ψj,J∗(θ
∗
J∗ − θ˜0J∗)
=
1
n
XTj W + Ψj,J∗(θ
∗
J∗ − θˆ0) + rΨj,J∗Ψ−1∗
−−→
sign(θ∗J∗). (4.11)
On the event A, we have
|Ψj,J∗(θ∗J∗ − θˆ0)| 6 (Ψj,J∗Ψ−1∗ ΨJ∗,j)1/2ηr, (4.12)
and
1
n
|XTj W | 6 ηr. (4.13)
Combining equations (4.11)-(4.13) with Assumption IC(s, 1− 2η) we obtain on the event A
1
n
∣∣∣XTj (Y −XJ∗ θ˜0J∗)∣∣∣ 6 ηr + (Ψj,J∗Ψ−1∗ ΨJ∗j)1/2ηr + r(1− 2η), ∀j ∈ J∗c.
Next, we have
Ψj,J∗Ψ
−1
∗ ΨJ∗j 6 |Ψj,J∗Ψ−1∗ |1|ΨJ∗,j|∞ 6 |Ψj,J∗Ψ−1∗ |1,
since |Ψj,k| 6 1 for any j 6= k. Set uj = Ψj,J∗Ψ−1∗ in R|J∗|. Consider the sign vector
z =
−−→
sign(uj) in R|J
∗|. We have
|uj|1 = Ψj,J∗(Ψ∗)−1z < 1− 2η,
since Ψ satisﬁes Assumption IC(s, 1− 2η). The three above displays yield
1
n
∣∣∣XTj (Y −XJ∗ θ˜0J∗)∣∣∣ 6 r(η + (1− 2η)1/2η + (1− 2η)) < r, ∀j ∈ J∗c.
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We will need the following simple lemma [95].
Lemma 4.3. Let θˆL be a Lasso solution such that
1
n
|XTj (Y −XθˆL)| < r, ∀j ∈ Sˆc,
where Sˆ = {j : θˆLj 6= 0}. Then for any other solution θ˜ ∈ ΘˆL we have
θ˜Sˆc = θˆ
L
Sˆc
= 0, and X(θ˜ − θˆL) = 0.
Proof. For any θ ∈ RM deﬁne
Φ(θ) =
1
n
|Y −Xθ|22 + 2r|θ|1.
For any h ∈ RM we have
Φ(θˆL + h) =
1
n
|Y−XθˆL|22 −
2
n
hTXT (Y −XθˆL) + 1
n
|Xh|22
+ 2r|θˆL
Sˆ
+ hSˆ|1 + 2r|θˆLSˆc + hSˆc |1.
Note that, by convexity of | · |1,
|θˆL
Sˆ
+ hSˆ|1 > |θˆLSˆ |1 +
−−→
sign(θˆL
Sˆ
)ThSˆ.
This yields
Φ(θˆL + h) >Φ(θˆL) + 2r|hSˆc |1
+ 2r
−−→
sign(θˆL
Sˆ
)ThSˆ −
2
n
hTXT (Y −XθˆL) + 1
n
|Xh|22.
Since θˆL is a minimizer of Φ, it satisﬁes
1
n
XT(j)(Y −XθˆL) = rsign(θˆLj ), ∀j ∈ Sˆ.
We also have by our assumption that∣∣∣∣ 1nXTj (Y −XθˆL)
∣∣∣∣ < r, ∀j ∈ Sˆc.
This yields
2
n
hTXT (Y −XθˆL) = 2
n
∑
j∈Sˆ
hjX
T
j (Y −XθˆL) +
2
n
∑
j∈Sˆc
hjX
T
j (Y −XθˆL)
= 2r
∑
j∈Sˆ
hjsign(θˆ
L
j ) + 2r
∑
j∈Sˆc
hjj,
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where the j =
1
n
XTj (Y −XθˆL) are such that |j| < 1 for all j ∈ Sˆc.
Thus
Φ(θˆL + h) = Φ(θˆL) + 2r|hSˆc |1 − 2r
∑
j∈Sˆc
hjj +
1
n
|Xh|22.
Now let θ˜ be a minimizer of Φ distinct from θˆL. Set h = θ˜ − θˆL. The above display yields
the result since |j| < 1 for all j ∈ Sˆc.
4.3 Sup-norm estimation and variable selection with the
Lasso
We state now our main result of the chapter concerning the Lasso estimator.
Theorem 4.1. Let s > 1 be an integer. Fix an arbitrary η ∈ (0, 1/2). Take r = Aσ√(logM)/n
and A >
√
2/η. Let Assumptions 4.1, 4.3 be satisﬁed. Assume that X satisﬁes the condition
IC(s, 1− 2η). If M(θ∗) 6 s, then we have, with probability at least 1− 2M1− (ηA)
2
2 − sM−A22 :
1. the Lasso solution θˆL is unique and equal to θ˜0 deﬁned in (4.6)-(4.7),
2.
|θˆL − θ∗|∞ 6 rmax
j∈J∗
(√
(Ψ∗−1)j,j +
∣∣∣(Ψ−1∗ −−→sign(θ∗J∗))j∣∣∣) , (4.14)
3.
−−→
sign(θˆL) =
−−→
sign(θ∗).
Proof. We prove the ﬁrst point. Lemma 4.2 guarantees that θ˜0 satisﬁes the necessary and
suﬃcient conditions to be a Lasso solution on the event A. Assume there exists a solution
θˆ1 in ΘˆL distinct from θ˜0. Lemma 4.3 implies that on the event A
J(θˆ1) ⊂ J(θ˜0) = J∗, and Xθ˜0 = Xθˆ1.
Then, since Xθ˜0 = Xθˆ1, |J∗| 6 s and XJ∗ has trivial kernel, by the ﬁrst point of Assumption
4.2 we have θ˜0 = θˆ1.
The second point is immediate by deﬁnition of θ˜0 and the inequality (4.10). We apply
Lemma 4.1 to conclude.
We now comment on some results similar to Theorem 4.1. Dossal [35] established the
uniqueness of the Lasso solution in the noiseless case under Assumption IC(s, 1) and some
additional conditions on the design matrix X and
−−→
sign(θ∗J∗), which can be compared to
1 of Theorem 4.1. Wainwright [103] derived recently a result which is quite similar to
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ours. However, unlike our results, [103] did not give the explicit representation of the Lasso
estimator. Note also that the bound in (4.14) is better than that obtained in Theorem 1 of
[103]. Indeed, the leading term in (4.14) is maxj∈J∗
∣∣∑
k∈J∗(Ψ
−1
∗ )j,ksign(θ
∗
k)
∣∣ as compared to
the leading term in the bound obtained in [103]:
|||Ψ−1∗ |||∞ = max
j∈J∗
∑
k∈J∗
|(Ψ−1∗ )j,k|,
where (Ψ−1∗ )j,k are the elements of the matrix Ψ
−1
∗ . Note that the result of the type (4.14)
is stated in [103] without the condition that the nonzero components of θ∗ are suﬃciently
large. However, [103] overlooked that this condition is actually needed. Indeed, [103] built
the solution estimator, that is the estimator satisfying (4.9), under the following condition
(see Lemma 3 (b)):
sign(θ∗j + ∆j) = sign(θ
∗
j ), ∀j ∈ J(θ∗),
where the ∆j ∈ R are similar to the quantities appearing on the right-hand-side of (4.10).
Thus, the condition in the above display is satisﬁed if and only if the nonzero components
of θ∗ are large enough. The restriction on ρ = minj∈J(θ∗) |θ∗j | to be large enough is inevitable
when we try to exploit the optimality conditions (4.9) to establish the sup-norm estimation
result. However, we would like to emphasize that we do not need any condition on the
nonzero components of θ∗ to obtain the same sup-norm estimation result under the mutual
coherence condition for the Lasso and the Dantzig Selector, see Theorem 2.1.
In Chapter 2, we proved that the Lasso and Dantzig estimators achieve the optimal rate
of sup-norm convergence under a mutual coherence assumption on the Gram matrix of the
design. We say that a sup-norm estimation rate is optimal if it is of the form ασ
√
logM
n
where α > 0 is an absolute constant as in the case of gaussian sequence model (n = M and
Ψ = IM where IM denotes the M ×M identity matrix). Deﬁne
d∗ = |Ψ−1∗
−−→
sign(θ∗J∗)|∞. (4.15)
In view of Theorem 4.1, we see that d∗ is the important quantity to determine whether the
obtained sup-norm convergence rate is optimal. Note that this quantity can be linear in s
for some vectors θ∗ and some matrices X. In this case, we do not get the optimal rate.
Assume now that Ψ satisﬁes a mutual coherence condition maxi 6=j |Ψi,j| 6 1cs for some
c > 0. Then, similarly as we proved (3.10), we get that
max
i 6=j
|(Ψ−1∗ )i,j| 6
1
s(c− 1) .
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This yields that Ψ−1∗ also satisﬁes a mutual coherence condition and that
d∗ = |Ψ−1∗
−−→
sign(θ∗J∗)|∞ 6 c
c− 1 .
Note that if we take c = 7α with α > 0 (we have 7 = 1 + 2c0 with c0 = 3 since we consider
the Lasso estimator), then condition IC (s, 1− 2η) is satisﬁed for
α > 3− 4η
7(1− 2η) .
For η 6 1/4, we have the condition α > 4/7. Thus, we improve upon the results of Chapter
2 where the restriction α > 1 was imposed in Assumption 2.2.
Note also that in this case, the restriction on ρ takes the form ρ > Cr where C > 0 is
a constant independent of s. This is coherent with the results obtained directly under the
mutual coherence assumption in Chapter 2.
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Chapter 5
Taking Advantage of Sparsity in
Multi-Task Learning
This chapter contains the results of the article [74], written in collaboration with M.
Pontil, A.B. Tsybakov and S.A. van de Geer.
We study the problem of estimating multiple linear regression equations for the purpose
of both prediction and variable selection. Following recent work on multi-task learning [1],
we assume that the regression vectors share the same sparsity pattern. This means that the
set of relevant predictor variables is the same across the diﬀerent equations. This assump-
tion leads us to consider the Group Lasso as a candidate estimation method. We show that
this estimator enjoys nice sparsity oracle inequalities and variable selection properties. The
results hold under a certain restricted eigenvalue condition and a coherence condition on the
design matrix, which naturally extend recent work in [6, 71]. In particular, in the multi-task
learning scenario, in which the number of tasks can grow, we are able to remove completely
the eﬀect of the number of predictor variables in the bounds. Finally, we show how our
results can be extended to more general noise distributions, of which we only require the
fourth moment to be ﬁnite.
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5.1 Introduction
We study the problem of estimating multiple regression equations under sparsity as-
sumptions on the underlying regression coeﬃcients. More precisely, we consider multiple
Gaussian regression models,
y1 = X1β
∗
1 +W1
y2 = X2β
∗
2 +W2
...
yT = XTβ
∗
T +WT
(5.1)
where, for each t = 1, . . . , T , we let Xt be a prescribed n×M design matrix, β∗t the unknown
vector of regression coeﬃcients and yt an n-dimensional vector of observations. We assume
that W1, . . . ,WT are i.i.d. zero mean random vectors.
We are interested in estimation methods which work well even when the number of
parameters in each equation is much larger than the number of observations, that is,M  n.
This situation may arise in many practical applications in which the predictor variables are
inherently high dimensional, or it may be costly to observe response variables, due to
diﬃcult experimental procedures, see, for example [1] for a discussion.
Examples in which this estimation problem is relevant range from multi-task learning
[1, 19, 76, 86] and conjoint analysis (see, for example, [38, 67] and references therein) to
longitudinal data analysis [29] as well as the analysis of panel data [53, 108], among others.
In particular, multi-task learning provides a main motivation for our study. In that setting
each regression equation corresponds to a diﬀerent learning task (the classiﬁcation case
can be treated similarly); in addition to the requirement that M  n, we also allow for
the number of tasks T to be much larger than n. Following [1] we assume that there are
only few common important variables which are shared by the tasks. A general goal of this
chapter is to study the implications of this assumption from a statistical learning view point,
in particular, to quantify the advantage provided by the large number of tasks to learn the
underlying vectors β∗1 , . . . , β
∗
T as well as to select common variables shared by the tasks.
Our study pertains and draws substantial ideas from the recently developed area of
compressed sensing and sparse estimation (or sparse recovery), see [6, 16, 34] and references
therein. A central problem studied therein is that of estimating the parameters of a (single)
Gaussian regression model. Here, the term sparse means that most of the components of
the underlying M -dimensional regression vector are equal to zero. A main motivation for
sparse estimation comes from the observation that in many practical applicationsM is much
larger than the number n of observations but the underlying model is sparse, see [16, 34] and
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references therein. Under this circumstance ordinary least squares will not work. A more
appropriate method for sparse estimation is the `1-norm penalized least squares method,
which is commonly referred to as the Lasso method. In fact, it has been recently shown by
diﬀerent authors, under diﬀerent conditions on the design matrix, that the Lasso satisﬁes
sparsity oracle inequalities, see [6, 15, 14, 99] and references therein. Closest to our study in
this chapter is [6], which relies upon a Restricted Eigenvalue (RE) assumption. The results
of these works make it possible to estimate the parameter β even in the so-called p much
larger than n" regime (in our notation, the number of predictor variables p corresponds to
MT ).
In this chapter, we assume that the vectors β∗1 , . . . , β
∗
T are not only sparse but also have
their sparsity patterns included in the same set of small cardinality s. In other words, the
response variable associated with each equation in (5.1) depends only on some members of a
small subset of the corresponding predictor variables, which is preserved across the diﬀerent
equations. This assumption, that we further refer to as structured sparsity assumption, is
motivated by some recent work on multi-task learning [1]. It naturally leads to an extension
of the Lasso method, the so-called Group Lasso [112], in which the error term is the average
residual error across the diﬀerent equations and the penalty term is a mixed (2, 1)-norm.
The structured sparsity assumption induces a relation between the responses and, as we
shall see, can be used to improve estimation.
The chapter is organized as follows. In Section 5.2 we deﬁne the estimation method and
comment on previous related work. In Section 5.3 we study the oracle properties of this
estimator when the errors Wt are Gaussian. Our main results concern upper bounds on the
prediction error and the distance between the estimator and the true regression vector β∗.
Speciﬁcally, Theorem 5.1 establishes that under the above structured sparsity assumption
on β∗, the prediction error is essentially of the order of s/n. In particular, in the multi-
task learning scenario, in which T can grow, we are able to remove completely the eﬀect
of the number of predictor variables in the bounds. Next, in Section 5.4, under a stronger
condition on the design matrices, we describe a simple modiﬁcation of our method and
show that it selects the correct sparsity pattern with an overwhelming probability (Theorem
5.2). We also ﬁnd the rates of convergence of the estimators for mixed (2, 1)-norms with
1 ≤ p ≤ ∞ (Corollary 5.1). The techniques of proofs build upon and extend those of [6]
and [71]. Finally, in Section 5.5 we discuss how our results can be extended to more general
noise distributions, of which we only require the fourth moment to be ﬁnite. Speciﬁcally, we
prove a generalization of Nemirovski's moment inequality which is interesting by itself.
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5.2 Method and related work
In this section we ﬁrst introduce some notation and then describe the estimation method
which we analyze in the chapter. As stated above, our goal is to estimate T linear regression
functions identiﬁed by the parameters β∗1 , . . . , β
∗
T ∈ RM . We may write the model (5.1) in
compact notation as
y = Xβ∗ +W (5.2)
where y and W are the nT -dimensional random vectors formed by stacking the vectors
y1, . . . , yT and the vectorsW1, . . . ,WT , respectively. Likewise β
∗ denotes the vector obtained
by stacking the regression vectors β∗1 , . . . , β
∗
T . Unless otherwise speciﬁed, all vectors are
meant to be column vectors. Thus, for every t ∈ NT , we write yt = (yti : i ∈ Nn)> and
Wt = (Wti : i ∈ Nn)>, where, hereafter, for every positive integer k, we let Nk be the set
of integers from 1 and up to k. The nT ×MT block diagonal design matrix X has its t-th
block formed by the n ×M matrix Xt. We let x>t1, . . . , x>tn be the row vectors forming Xt
and (xti)j the j-th component of the vector xti. Throughout the chapter we assume that xti
are deterministic.
For every β ∈ RMT we introduce (β)j ≡ βj = (βtj : t ∈ NT )>, that is, the vector formed
by the coeﬃcients corresponding to the j-th variable. For every 1 ≤ p < ∞ we deﬁne the
mixed (2, p)-norm of β as
‖β‖2,p =
 M∑
j=1
(
T∑
t=1
β2tj
) p
2
 1p = ( M∑
j=1
‖βj‖p
) 1
p
and the (2,∞)-norm of β as
‖β‖2,∞ = max
1≤j≤M
‖βj‖,
where ‖ · ‖ is the standard Euclidean norm.
If J ⊆ NM we let βJ ∈ RMT be the vector formed by stacking the vectors (βjI{j ∈ J} :
j ∈ NM), where I{·} denotes the indicator function. Finally we set J(β) = {j : βj 6= 0, j ∈
NM} and M(β) = |J(β)| where |J | denotes the cardinality of set J ⊂ {1, . . . ,M}. The set
J(β) contains the indices of the relevant variables shared by the vectors β1, . . . , βT and the
number M(β) quantiﬁes the level of structured sparsity across those vectors.
We have now accumulated the suﬃcient information to introduce the estimation method.
We deﬁne the empirical residual error
Sˆ(β) =
1
nT
T∑
t=1
n∑
i=1
(x>tiβt − yti)2 =
1
nT
‖Xβ − y‖2
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and, for every λ > 0, we let our estimator βˆ be a solution of the optimization problem [1]
min
β
Sˆ(β) + 2λ‖β‖2,1. (5.3)
In order to study the statistical properties of this estimator, it is useful to derive the
optimality condition for a solution of the problem (5.3). Since the objective function in (5.3)
is convex, βˆ is a solution of (5.3) if and only if 0 (the MT -dimensional zero vector) belongs
to the subdiﬀerential of the objective function. In turn, this condition is equivalent to the
requirement that
−∇Sˆ(βˆ) ∈ 2λ∂
(
M∑
j=1
‖βˆj‖
)
,
where ∂ denotes the subdiﬀerential (see, for example, [10] for more information on convex
analysis). Note that
∂
(
M∑
j=1
‖βj‖
)
=
{
θ ∈ RMT : θj = β
j
‖βj‖ if β
j 6= 0, ‖θj‖ ≤ 1, if βj = 0, j ∈ NM
}
.
Thus, βˆ is a solution of (5.3) if and only if
1
nT
(X>(y −Xβˆ))j = λ βˆ
j
‖βˆj‖ , if βˆ
j 6= 0 (5.4)
1
nT
‖(X>(y −Xβˆ))j‖ ≤ λ, if βˆj = 0. (5.5)
We now comment on previous related work. Our estimator is a special case of the
Group Lasso estimator [112]. Several papers analyzing statistical properties of the Group
Lasso appeared quite recently [4, 22, 54, 64, 78, 79, 83, 88]. Most of them are focused
on the Group Lasso for additive models [54, 64, 79, 88] or generalized linear models [78].
Special choice of groups is studied in [22]. Discussion of the Group Lasso in a relatively
general setting is given by Bach [4] and Nardi and Rinaldo [83]. Bach [4] assumes that the
predictors xti are random with a positive deﬁnite covariance matrix and proves results on
consistent selection of sparsity pattern J(β∗) when the dimension of the model (p = MT in
our case) is ﬁxed and n→∞. Nardi and Rinaldo [83] consider a setting that covers ours and
address the issue of sparsity oracle inequalities in the spirit of [6]. However, their bounds
are too coarse (see comments in Section 5.3 below). Obozinski et al. [25] consider the case
where all the matrices Xi are the same and all their rows are independent Gaussian random
vectors with the same covariance matrix. They show that the resulting estimator achieves
consistent selection of the sparsity pattern and that there may be some improvement with
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respect to the usual Lasso. Except for this very particular example, theoretical advantages
of the group Lasso as compared to the usual Lasso were not featured in the literature. Note
also that Obozinski et al. [25] focused on the consistent selection, whereas it remained
unclear whether there is some improvement in the prediction properties as compared to the
usual Lasso.
One of the aims of this chapter is to show that such an improvement does exist. In
particular, our Theorem 5.1 implies that the prediction bound for the Group Lasso esti-
mator that we use here is better than for the standard Lasso under the same assumptions.
Furthermore, we demonstrate that as the number of tasks T increases the dependence of the
bound on M disappears, provided that M grows at the rate slower than exp(
√
T ).
5.3 Sparsity oracle inequality
Let 1 ≤ s ≤ M be an integer that gives an upper bound on the structured sparsity
M(β∗) of the true regression vector β∗. We make the following assumption.
Assumption 5.1. There exists a positive number κ = κ(s) such that
min
{ ‖X∆‖√
n‖∆J‖ : |J | ≤ s,∆ ∈ R
MT \ {0}, ‖∆Jc‖2,1 ≤ 3‖∆J‖2,1
}
≥ κ,
where J c denotes the complement of the set of indices J .
To emphasize the dependency of Assumption 5.1 on s, we will sometimes refer to it as
Assumption RE(s). This is a natural extension to our setting of the Restricted Eigenvalue
assumption for the usual Lasso and Dantzig selector from [6]. The `1 norms are now replaced
by the mixed (2,1)-norms. Note that, however, the analogy is not complete. In fact, the
sample size n in the usual Lasso setting corresponds to nT in our case, whereas in Assumption
5.1 we consider
√
∆>X>X∆/n and not
√
∆>X>X∆/(nT ). This is done in order to have
a correct normalization of κ without compulsory dependence on T (if we use the term√
∆>X>X∆/(nT ) in Assumption 5.1, then κ ∼ T−1/2 even in the case of the identity
matrix X>X/n).
Several simple suﬃcient conditions for Assumption 5.1 with T = 1 are given in [6].
Similar suﬃcient conditions can be stated in our more general setting. For example, it
is enough to suppose that each of the matrices X>t Xt/n is positive deﬁnite or satisﬁes a
Restricted Isometry condition as in [16] or the coherence condition (cf. Lemma 5.2 below).
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Lemma 5.1. Consider the model (5.1) for M ≥ 2 and T, n ≥ 1. Assume that the random
vectors W1, . . . ,WT are i.i.d. Gaussian with zero mean and covariance matrix σ
2In×n, all
diagonal elements of the matrix X>X/n are equal to 1 and M(β∗) ≤ s. Let
λ =
2σ√
nT
(
1 +
A logM√
T
)1/2
,
where A > 8 and let q = min(8 logM,A
√
T/8). Then with probability at least 1−M1−q, for
any solution βˆ of problem (5.3) and all β ∈ RMT we have
1
nT
‖X(βˆ − β∗)‖2 + λ‖βˆ − β‖2,1 ≤ 1
nT
‖X(β − β∗)‖2 + 4λ
∑
j∈J(β)
‖βˆj − βj‖, (5.6)
1
nT
max
1≤j≤M
‖(X>X(β∗ − βˆ))j‖ ≤ 3
2
λ, (5.7)
M(βˆ) ≤ 4φmax
λ2nT 2
‖X(βˆ − β∗)‖2, (5.8)
where φmax is the maximum eigenvalue of the matrix X
>X/n.
Proof. For all β ∈ RMT , we have
1
nT
‖Xβˆ − y‖2 + 2λ
M∑
j=1
‖βˆj‖ ≤ 1
nT
‖Xβ − y‖2 + 2λ
M∑
j=1
‖βj‖
which, using y = Xβ∗ +W , is equivalent to
1
nT
‖X(βˆ − β∗)‖2 ≤ 1
nT
‖X(β − β∗)‖2 + 2
nT
W>X(βˆ − β) + 2λ
M∑
j=1
(‖βj‖ − ‖βˆj‖). (5.9)
By Hölder's inequality, we have that
W>X(βˆ − β) ≤ ‖X>W‖2,∞‖βˆ − β‖2,1
where
‖X>W‖2,∞ = max
1≤j≤M
√√√√ T∑
t=1
(
n∑
i=1
(xti)jWti
)2
.
Consider the random event
A =
{
1
nT
‖X>W‖2,∞ ≤ λ
2
}
.
Since we assume all diagonal elements of the matrix X>X/n to be equal to 1, the random
variables
Vtj =
1
σ
√
n
n∑
i=1
(xti)jWti,
73
t = 1, . . . , T , are i.i.d. standard Gaussian. Using this fact we can write, for any j = 1, . . . ,M ,
Pr
 T∑
t=1
(
n∑
i=1
(xti)jWti
)2
≥ λ
2(nT )2
4
 = Pr(χ2T ≥ λ2nT 24σ2
)
= Pr
(
χ2T ≥ T + A
√
T logM
)
,
where χ2T is a chi-square random variable with T degrees of freedom. We now apply Lemma
5.4, the union bound and the fact that A > 8 to get
Pr(Ac) ≤M exp
(
−A logM
8
min
(√
T ,A logM
))
≤M1−q.
It follows from (5.9) that, on the event A.
1
nT
‖X(βˆ − β∗)‖2 + λ
M∑
j=1
‖βˆj − βj‖ ≤
1
nT
‖X(β − β∗)‖2 + 2λ
M∑
j=1
(‖βˆj − βj‖+ ‖βj‖ − ‖βˆj‖)
≤ 1
nT
‖X(β − β∗)‖2 + 4λ
∑
j∈J(β)
‖βˆj − βj‖,
which coincides with (5.6). To prove (5.7), we use the inequality
1
nT
max
1≤j≤M
‖(X>(y −Xβˆ))j‖ ≤ λ, (5.10)
which follows from (5.4) and (5.5). Then,
1
nT
‖(X>(X(βˆ − β∗)))j‖ ≤ 1
nT
‖(X>(Xβˆ − y))j‖+ 1
nT
‖(X>W )j‖,
where we have used y = Xβ∗ + W and the triangle inequality. The result then follows by
combining the last inequality with inequality (5.10) and using the deﬁnition of the event A.
Finally, we prove (5.8). First, observe that, on the event A,
1
nT
‖(X>X(βˆ − β∗))j‖ ≥ λ
2
, if βˆj 6= 0.
This fact follows from (5.4), (5.2) and the deﬁnition of the event A. The following chain
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yields the result:
M(βˆ) ≤ 4
λ2(nT )2
∑
j∈J(βˆ)
‖(X>X(βˆ − β∗))j‖2
≤ 4
λ2(nT )2
M∑
j=1
‖(X>X(βˆ − β∗))j‖2
=
4
λ2(nT )2
‖X>X(βˆ − β∗)‖2
≤ 4φmax
λ2nT 2
‖X(βˆ − β∗)‖2,
where, in the last line we have used the fact that the eigenvalues of X>X/n are bounded
from above by Φmax.
We are now ready to state the main result of this section.
Theorem 5.1. Consider the model (5.1) for M ≥ 2 and T, n ≥ 1. Assume that the random
vectors W1, . . . ,WT are i.i.d. Gaussian with zero mean and covariance matrix σ
2In×n, all
diagonal elements of the matrix X>X/n are equal to 1 and M(β∗) ≤ s. Furthermore let
Assumption 5.1 hold with κ = κ(s) and let φmax be the largest eigenvalue of the matrix
X>X/n. Let
λ =
2σ√
nT
(
1 +
A logM√
T
)1/2
,
where A > 8 and let q = min(8 logM,A
√
T/8). Then with probability at least 1−M1−q, for
any solution βˆ of problem (5.3) we have
1
nT
‖X(βˆ − β∗)‖2 ≤ 64σ
2
κ2
s
n
(
1 +
A logM√
T
)
(5.11)
1√
T
‖βˆ − β∗‖2,1 ≤ 32σ
κ2
s√
n
√
1 +
A logM√
T
(5.12)
M(βˆ) ≤ 64φmax
κ2
s. (5.13)
If, in addition, Assumption RE(2s) holds, then with the same probability for any solution βˆ
of problem (5.3) we have
1√
T
‖βˆ − β∗‖ ≤ 8
√
10σ
κ2(2s)
√
s
n
√
1 +
A logM√
T
. (5.14)
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Proof. We act similarly to the proof of Theorem 6.2 in [6]. Let J = J(β∗) = {j : (β∗)j 6= 0}.
By inequality (5.6) with β = β∗ we have, on the event A, that
1
nT
‖X(βˆ − β∗)‖2 ≤ 4λ
∑
j∈J
‖βˆj − β∗j‖
≤ 4λ√s‖(βˆ − β∗)J‖. (5.15)
Moreover by the same inequality, on the event A, we have∑Mj=1 ‖βˆj − β∗j‖ ≤ 4∑j∈J ‖βˆj −
β∗j‖, which implies that ∑j∈Jc ‖βˆj − β∗j‖ ≤ 3∑j∈J ‖βˆj − β∗j‖. Thus, by Assumption 5.1
‖(βˆ − β∗)J‖ ≤ ‖X(βˆ − β
∗)‖
κ
√
n
. (5.16)
Now, (5.11) follows from (5.15) and (5.16). Inequality (5.12) follows again by noting that
M∑
j=1
‖βˆj − β∗j‖ ≤ 4
∑
j∈J
‖βˆj − β∗j‖ ≤ 4√s‖(βˆ − β∗)J‖
and then using (5.11). Inequality (5.13) follows from (5.8) and (5.11).
Finally, we prove (5.14). Let ∆ = βˆ − β∗ and let J ′ be the set of indices in J c corre-
sponding to s maximal in absolute value norms ‖∆j‖. Consider the set J2s = J ∪ J ′. Note
that |J2s| 6 2s. Let ‖∆(k)Jc ‖ denote the k-th largest norm in the set {‖∆j‖ : j ∈ J c}. Then,
clearly,
‖∆(k)Jc ‖ ≤
∑
j∈Jc
‖∆j‖/k = ‖∆Jc‖2,1/k.
This and the fact that ‖∆Jc‖2,1 ≤ 3‖∆J‖2,1 on the event A implies∑
j∈Jc2s
‖∆j‖2 ≤
∞∑
k=s+1
‖∆Jc‖22,1
k2
≤ ‖∆Jc‖
2
2,1
s
≤ 9‖∆J‖
2
2,1
s
≤ 9
∑
j∈J
‖∆j‖2 ≤ 9
∑
j∈J2s
‖∆j‖2.
Therefore, on A we have
‖∆‖2 ≤ 10
∑
j∈J2s
‖∆j‖2 ≡ 10‖∆J2s‖2 (5.17)
and also from (5.15):
1
nT
‖X∆‖2 ≤ 4λ√s‖∆J2s‖. (5.18)
76
In addition, ‖∆Jc‖2,1 ≤ 3‖∆J‖2,1 easily implies that
‖∆Jc2s‖2,1 ≤ 3‖∆J2s‖2,1.
Combining (5.18) with Assumption RE(2s) we ﬁnd that on the event A it holds that
‖∆J2s‖ ≤
4λ
√
s T
κ2(2s)
.
This inequality and (5.17) yield (5.14).
Theorem 5.1 is valid for any ﬁxed n,M, T ; the approach is non-asymptotic. Some re-
lations between these parameters are relevant in the particular applications and various
asymptotics can be derived as corollaries. For example, in multi-task learning it is natural
to assume that T ≥ n, and the motivation for our approach is the strongest if also M  n.
The bounds of Theorem 5.1 are meaningful if the sparsity index s is small as compared to
the sample size n and the logarithm of the dimension logM is not too large as compared to√
T .
Note also that the values T and
√
T in the denominators of the right-hand sides of (5.11),
(5.12), and (5.14) appear quite naturally. For instance, the norm ‖βˆ − β∗‖2,1 in (5.12) is a
sum of M terms each of which is a Euclidean norm of a vector in RT , and thus it is of the
order
√
T if all the components are equal. Therefore, (5.12) can be interpreted as a correctly
normalized error per coeﬃcient" bound.
We now state several important conclusions. They are all valid for the general Group
Lasso, and not only in the multi-task learning setup. They key point for their validity is the
structured sparsity assumption.
1. Theorem 5.1 applies to the general Group Lasso setting. Indeed, the proofs in this
section do not use the fact that the matrixX>X is block-diagonal. The only restriction
onX>X is given in Assumption 3.1. For example, Assumption 3.1 is obviously satisﬁed
if X>X/(nT ) (the correctly normalized Gram matrix of the regression model (5.2))
has a positive minimal eigenvalue.
2. The dependence on the dimension M is negligible for large T . Indeed, the bounds of
Theorem 5.1 become independent ofM if we choose the number of tasks T larger than
log2M . A striking fact is that no relation between the sample size n and the dimension
M is required. This is quite in contrast to the previous results on sparse recovery where
the assumption logM = o(n) was considered as sine qua non constraint. For example,
Theorem 5.1 gives meaningful bounds if M = exp(nγ) for arbitrarily large γ > 0,
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provided that T > n2γ. This is due to the structured sparsity assumption, and is not
conditioned by the block-diagonal (multi-task) structure of the regression matrices.
3. Our estimator admits better risk bounds than the usual Lasso. Let us explain this point
considering the example of the prediction error bound (5.11). Indeed, for the same
multi-task setup, we can apply a usual Lasso estimator βˆL, that is a solution of the
following optimization problem
min
β
S(β) + 2λ′
T∑
t=1
M∑
j=1
|βtj|
where λ′ > 0 is a tuning parameter. We will use the bounds of [6] for the prediction
error of βˆL. For a fair comparison with Theorem 5.1, we assume that we are in the
most favorable situation whereM < n, each of the matrices 1
n
XTt Xt is positive deﬁnite
and has minimal eigenvalue greater than κ2. This implies both Assumption 3.1 and
the Restricted Eigenvalue assumption as stated in [6]. Next, we assume, as in Theorem
5.1, that the diagonal elements of the matrix X>X/n are equal to 1.
To use the results of [6], we note that the parameters n, M , s therein correspond to
n′ = nT , M ′ = MT , s′ = sT in our setup, and the minimal eigenvalue of the matrix
1
n′X
TX = 1
nT
XTX is greater than (κ′)2 ≡ κ2/T . Another particularity is that, due to
our normalization, the diagonal elements of the matrix 1
nT
XTX are equal to 1/T , and
not to 1, as in [6]. This results in the fact that the correct λ′ is by a
√
T factor smaller
than that given in [6]:
λ′ = A′
σ√
T
√
log(MT )
nT
,
where A′ > 2
√
2. We can then act as in the proof of inequality (7.8) from [6] (cf.
(B.31) in [6]) to obtain that, with probability at least 1− (MT )1− (A
′)2
8 , it holds
1
nT
||X(βˆL − β∗)||2 6 16s
′(λ′)2
(κ′)2
(5.19)
=
16(A′)2
κ2
σ2s
log(MT )
n
.
Comparing with (5.11) we conclude that if logM is not too large as compared to
√
T
the rate of prediction bound (5.11) for the Group Lasso is by a factor of log(MT )
better than for the usual Lasso under the same assumptions. Let us emphasize that
the improvement is only due to the property that β∗ is structured sparse.
Finally, we note that [83] follow the scheme of the proof of [6] to derive similar in spirit to
ours but coarse oracle inequalities. Their results do not explain the advantages discussed in
78
the points 13 above. Indeed, the tuning parameter λ chosen in [83], pp. 614615, is larger
than our λ by at least a factor of
√
T . As a consequence, the corresponding bounds in the
oracle inequalities of [83] are larger than ours by positive powers of T .
5.4 Coordinate-wise estimation and selection of sparsity
pattern
In this section, we show how from any solution of the problem (5.3) we can reliably
estimate the correct sparsity pattern with high probability.
We ﬁrst introduce some more notation. We deﬁne the Gram matrix of the design Ψ =
1
n
X>X. Note that Ψ is a MT × MT block-diagonal matrix with T blocks of dimension
M ×M each. We denote these blocks by Ψt = 1nX>t Xt ≡ (Ψtj,tk)j,k=1,...,M .
In this section we assume that the following condition holds true.
Assumption 5.2. The elements Ψtj,tk of the Gram matrix Ψ satisfy
Ψtj,tj = 1, ∀1 6 j 6M, 1 6 t 6 T,
and
max
16t6T,j 6=k
|Ψtj,tk| 6 1
7αs
,
for some integer s > 1 and some constant α > 1.
Note that the above assumption on Ψ implies Assumption 5.1 as we prove in the following
lemma.
Lemma 5.2. Let Assumption 5.2 be satisﬁed. Then Assumption 5.1 is satisﬁed with κ =√
1− 1
α
.
Proof. For any subset J of {1, . . . ,M} such that |J | 6 s and any ∆ ∈ RMT such that
‖∆Jc‖2,1 6 3‖∆J‖2,1, we have
∆>JΨ∆J
‖∆J‖2 = 1 +
∆>J (Ψ− IMT×MT )∆J
‖∆J‖2
> 1− 1
7αs
(∑
j∈J
∑T
t=1 |∆tj|
)2
‖∆J‖2
> 1− 1
7α
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where we have used Assumption 5.2 and the Cauchy-Schwarz inequality. Next, using con-
secutively Assumption 5.2, the Cauchy-Schwarz inequality and the inequality ‖∆Jc‖2,1 6
3‖∆J‖2,1 we obtain
|∆>JcΨ∆J |
‖∆J‖2 6
1
7αs
∑T
t=1
∑
j∈J
∑
k∈Jc |∆tj||∆tk|
‖∆J‖2
6 1
7αs
∑
j∈J,k∈Jc ‖∆j‖‖∆k‖
‖∆J‖2
6 3
7αs
‖∆J‖22,1
‖∆J‖2
6 3
7α
.
Combining these inequalities we ﬁnd
∆>Ψ∆
‖∆J‖2 >
∆>JΨ∆J
‖∆J‖2 +
2∆>JcΨ∆J
‖∆J‖2 > 1−
1
α
> 0.
Note also that, by an argument as in [71], it is not hard to show that under Assumption
5.2 the vector β∗ satisfying (5.2) is unique.
Theorem 5.1 provides bounds for compound measures of risk, that is, depending simul-
taneously on all the vectors βj. An important question is to evaluate the performance of
estimators for each of the components βj separately. The next theorem provides a bound of
this type and, as a consequence, a result on the selection of sparsity pattern.
Theorem 5.2. Consider the model (5.1) for M > 2 and T, n > 1. Let the assumptions of
Lemma 5.1 be satisﬁed and let Assumption 5.2 hold with the same s. Set
c =
(
3 +
32
7(α− 1)
)
σ.
Let λ, A and W1, . . . ,WT be as in Lemma 5.1. Then with probability at least 1 −M1−q,
where q = min(8 logM,ByA
√
T/8), for any solution βˆ of problem (5.3) we have
1√
T
‖βˆ − β∗‖2,∞ 6 c√
n
√
1 +
A logM√
T
. (5.20)
If, in addition,
min
j∈J(β∗)
1√
T
‖(β∗)j‖ > 2c√
n
√
1 +
A logM√
T
, (5.21)
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then with the same probability for any solution βˆ of problem (5.3) the set of indices
Jˆ =
{
j :
1√
T
‖βˆj‖ > c√
n
√
1 +
A logM√
T
}
(5.22)
estimates correctly the sparsity pattern J(β∗), that is,
Jˆ = J(β∗).
Proof. Set ∆ = βˆ − β∗. We have
‖∆‖2,∞ 6 ‖Ψ∆‖2,∞ + ‖(Ψ− IMT×MT )∆‖2,∞. (5.23)
Using Assumption 5.2 we obtain
‖(Ψ− IMT×MT )∆‖2,∞ = max
16j6M
 T∑
t=1
(
M∑
k=1:k 6=j
|Ψtj,tk||∆tk|
)21/2
6 max
16j6M
 max
16t6T,j 6=k
|Ψtj,tk|2
T∑
t=1
(
M∑
k=1:k 6=j
|∆tk|
)21/2
6 1
7αs
 T∑
t=1
(
M∑
k=1
|∆tk|
)21/2 . (5.24)
By the Minkowski inequality for the Euclidean norm in RT , T∑
t=1
(
M∑
k=1
|∆tk|
)21/2 6 ‖∆‖2,1. (5.25)
Combining the three above displays we get
‖∆‖2,∞ 6 ‖Ψ∆‖2,∞ + 1
7αs
‖∆‖2,1.
Thus, by Lemma 5.1 and Theorem 5.1, with probability at least 1−M1−q,
‖∆‖2,∞ 6
(
3
2
+
16
7ακ2
)
λT.
By Lemma 5.2, ακ2 = α− 1, which yields the ﬁrst result of the theorem. The second result
follows from the ﬁrst one in an obvious way.
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Assumption of type (5.21) is inevitable in the context of selection of sparsity pattern. It
says that the vectors (β∗)j cannot be arbitrarily close to 0 for j in the pattern. Their norms
should be at least somewhat larger than the noise level.
The second result of Theorem 5.2 (selection of sparsity pattern) can be compared with [4,
83] who considered the Group Lasso. There are several diﬀerences. First, our estimator Jˆ is
based on thresholding of the norms ‖βˆj‖, while [4, 83] take instead the set where these norms
do not vanish. In practice, the latter is known to be a poor selector; it typically overestimates
the true sparsity pattern. Second, [4, 83] consider speciﬁc asymptotic settings, while our
result holds for any ﬁxed n,M, T . Diﬀerent kinds of asymptotics can be therefore obtained
as simple corollaries. Finally, note that the estimator βˆ is not necessarily unique. Though
[83] does not discuss this fact, the proof there only shows that there exists a subsequence
of solutions βˆ of (5.3) such that the set {j : ‖βˆj‖ 6= 0} coincides with the sparsity pattern
J(β∗) in some speciﬁed asymptotics (we note that the if and only if" claim before formula
(23) in [83] is not proved). In contrast, the argument in Theorem 5.2 does not require
any analysis of the uniqueness issues, though it is not excluded that the solution is indeed
unique. It guarantees that simultaneously for all solutions βˆ of (5.3) and any ﬁxed n,M, T
the correct selection is done with high probability.
Theorems 5.1 and 5.2 imply the following corollary.
Corollary 5.1. Consider the model (5.1) for M > 2 and T, n > 1. Let the assumptions
of Lemma 5.1 be satisﬁed and let Assumption 5.2 holds with the same s. Let λ, A and
W1, . . . ,WT be as in Lemma 5.1. Then with probability at least 1 − M1−q, where q =
min(8 logM,A
√
T/8), for any solution βˆ of problem (5.3) and any 1 ≤ p <∞ we have
1√
T
‖βˆ − β∗‖2,p 6 c1σs
1/p
√
n
√
1 +
A logM√
T
, (5.26)
where
c1 =
(
32α
α− 1
)1/p(
3 +
32
7(α− 1)
)1− 1
p
.
If, in addition, (5.21) holds, then with the same probability for any solution βˆ of problem
(5.3) and any 1 ≤ p <∞ we have
1√
T
‖βˆ − β∗‖2,p 6 c1σ |Jˆ |
1/p
√
n
√
1 +
A logM√
T
, (5.27)
where Jˆ is deﬁned in (5.22).
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Proof. Set ∆ = βˆ − β. For any p > 1 we have
1√
T
‖∆‖2,p 6
(
1√
T
‖∆‖2,1
) 1
p
(
1√
T
‖∆‖2,∞
)1− 1
p
.
Combining (5.12), (5.20) with κ =
√
1− 1
α
and the above display yields the ﬁrst result.
Inequalities (5.20) and (5.27) provide conﬁdence intervals for the unknown parameter β∗
in mixed (2,p)-norms.
For averages of the coeﬃcients βtj we can establish a sign consistency result which is
somewhat stronger than the result in Theorem 5.2. For any β ∈ RM , deﬁne −−→sign(β) =
(sign(β1), . . . , sign(βM))
>
where
sign(t) =

1 if t > 0,
0 if t = 0,
−1 if t < 0.
Introduce the averages
a∗j =
1
T
T∑
t=1
β∗tj, aˆj =
1
T
T∑
t=1
βˆtj.
Consider the threshold τ = c√
n
√
1 + A logM√
T
and deﬁne a thresholded estimator
a˜j = aˆjI
{|aˆj| > τ}.
Let a˜ and a∗ be the vectors with components a˜j and a∗j , j = 1, . . . ,M , respectively. We need
the following additional assumption.
Assumption 5.3. It holds that
min
j∈J(a∗)
|a∗j | ≥
2c√
n
√
1 +
A logM√
T
.
This assumption says that we cannot recover arbitrarily small components. Similar
assumptions are standard in the literature on sign consistency (see, for example, [71] for
more details and references).
Theorem 5.3. Consider the model (5.1) for M > 2 and T, n > 1. Let the assumptions of
Lemma 5.1 be satisﬁed and let Assumption 5.2 hold with the same s. Let λ and A be deﬁned
as in Lemma 5.1 and c as in Theorem 5.2. Then with probability at least 1 −M1−q, where
q = min(8 logM,A
√
T/8), for any solution βˆ of problem (5.3) we have
max
16j6M
|aˆj − a∗j | 6
c√
n
√
1 +
A logM√
T
.
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If, in addition, Assumption 5.3 holds, then with the same probability, for any solution βˆ of
problem (5.3), a˜ recovers the sign pattern of a∗:
−−→
sign(a˜) =
−−→
sign(a∗).
Proof. Note that for every j ∈ NM
|aˆj − a∗j | ≤
1√
T
‖βˆ − β∗‖2,∞ ≤ c√
n
√
1 +
A logM√
T
.
The proof is then similar to that of Theorem 5.2.
5.5 Non-Gaussian noise
In this section, we only assume that the random variables Wti, i ∈ Nn, t ∈ NT , are
independent with zero mean and ﬁnite fourth moment E[W 4ti] 6 σ4. In this case the results
remain similar to those of the previous sections, though the concentration eﬀect is weaker.
We need the following technical assumption
Assumption 5.4. The matrix X is such that
max
t∈NT
(
1
n
n∑
i=1
max
j∈NM
|(xti)j|4
)
6 c′4,
for a constant c′ > 0.
This assumption is quite mild. It is satisﬁed for example, if all (xti)j are bounded in
absolute value by a constant uniformly in i, t, j. We have the two following theorems.
Theorem 5.4. Consider the model (5.1) for M ≥ 3 and T, n ≥ 1. Assume that the random
vectors W1, . . . ,WT are independent with zero mean and ﬁnite fourth moment E[W 4ti] 6
σ4, all diagonal elements of the matrix X>X/n are equal to 1 and M(β∗) ≤ s. Let also
Assumption 5.4 be satisﬁed. Furthermore let κ be deﬁned as in Assumption 5.1 and φmax be
the largest eigenvalue of the matrix X>X/n. Let
λ =
c′σ√
nT
(
1 +
(logM)3+δ√
T
)1/2
,
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with δ > 0. Then with probability at least 1 − (2e logM−e)(8 log(14M))2
(logM)3+δ
, for any solution βˆ of
problem (5.3) we have
1
nT
‖X(βˆ − β∗)‖2 ≤ 16
κ2
c′2σ2
s
n
(
1 +
(logM)3+δ√
T
)
, (5.28)
1√
T
‖βˆ − β∗‖2,1 ≤ 16
κ2
c′σ
s√
n
(
1 +
(logM)3+δ√
T
)1/2
, (5.29)
M(βˆ) ≤ 64φmax
κ2
s. (5.30)
If, in addition, Assumption RE(2s) holds, then with the same probability for any solution βˆ
of problem (5.3) we have
1√
T
‖βˆ − β∗‖ ≤ 4
√
10c′σ
κ2(2s)
√
s
n
(
1 +
(logM)3+δ√
T
)1/2
.
Theorem 5.5. Consider the model (5.1) for M > 3 and T, n > 1. Let the assumptions of
Theorem 5.4 be satisﬁed and let Assumption 5.2 hold with the same s. Set
c =
(
3
2
+
16
7(α− 1)
)
c′σ.
Let λ be as in Theorem 5.4. Then with probability at least 1− (2e logM−e)(8 log(14M))2
(logM)3+δ
, for any
solution βˆ of problem (5.3) we have
1√
T
‖βˆ − β∗‖2,∞ 6 c 1√
n
(
1 +
(logM)3+δ√
T
)1/2
.
If, in addition, it holds that
min
j∈J(β∗)
1√
T
‖(β∗)j‖ > 2c 1√
n
(
1 +
(logM)3+δ√
T
)1/2
,
then with the same probability for any solution βˆ of problem (5.3) the set of indices
Jˆ =
{
j :
1√
T
‖βˆj‖ > c 1√
n
(
1 +
(logM)3+δ√
T
)1/2 }
estimates correctly the sparsity pattern J(β∗):
Jˆ = J(β∗).
Proof. The proofs of these theorems are similar to those of Theorems 5.1 and 5.2 up to a
modiﬁcation of the bound on P (Ac) in Lemma 5.1. We consider now the event
A =
 Mmaxj=1
√√√√ T∑
t=1
(
n∑
i=1
(xti)jWti
)2
≤ λnT
 .
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Deﬁne the random variables
Ytj =
(
n∑
i=1
(xti)jWti
)2
−
n∑
i=1
|(xti)j|2E[W 2ti], ∀j, t.
We have
P (Ac) = P
 max
16j6M
T∑
t=1
(
n∑
i=1
(xti)jWti
)2
> (λnT )2

6 P
(
max
16j6M
T∑
t=1
Ytj > c′2σ2n
√
T (logM)3+δ
)
6
E
(
max16j6M
∣∣∣∑Tt=1 Ytj∣∣∣2)
c′4σ4n2T (logM)3+δ
,
where we have used the Markov inequality in the last line. Lemma 5.5 below yields
E
 max
16j6M
∣∣∣∣∣
T∑
t=1
Ytj
∣∣∣∣∣
2
 6 (2e logM − e) T∑
t=1
E
(
max
16j6M
|Ytj|2
)
.
Applying Lemma 5.3 below with the constant c(4) = 7 when M > 3 yields
E
(
max
16j6M
|Ytj|2
)
6 E
 max
16j6M
∣∣∣∣∣
n∑
i=1
(xti)jWti
∣∣∣∣∣
4

6 (8 log(14M))2E
(
n∑
i=1
max
16j6M
(xti)
2
jW
2
ti
)2
6 (8 log(14M))2n
n∑
i=1
max
16j6M
(xti)
4
jσ
4
Combining the above three displays yields
P (Ac) 6 (2e logM − e)(8 log(14M))
2
(logM)3+δ
.
5.6 Nemirovski moment inequality
In this section, we prove an inequality for the m-th moment of maxima of sums of inde-
pendent random variables. The case m = 2 is - modulo constants - Nemirovski's inequality
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(see [36], Corollary 2.4 page 5). The latter actually concerns the second moment of `p-norms
(1 6 p 6∞) of sums of independent random variables in RM , whereas we only consider the
case p =∞.
Lemma 5.3. (Nemirovski moment inequality) Let Z1, . . . , Zn be independent vectors
in RM . Then for m > 1, there exists a constant c(m) > 2 such that for any M > 1, we have
E max
16j6M
∣∣∣∣∣
n∑
i=1
(
Zi,j − EZi,j
)∣∣∣∣∣
m
≤
[
8 log(2c(m)M)
]m/2
E
[ n∑
i=1
max
16j6M
Z2i,j
]m/2
.
Proof. Let (ε1, . . . , εn) be a Rademacher sequence independent of Z :=
(Z1, . . . , Zn). Let EZ denote conditional expectation given Z. By Hoeﬀding's inequality,
for all L > 0 and all i and j,
EZ exp[Zi,jεi/L] 6 exp[Z2i,j/(2L2)].
Deﬁne
ζ = max
16j6M
∣∣∣∣ n∑
i=1
Zi,jεi
∣∣∣∣.
In view of Jensen's inequality, and by the independence assumption,
EZζm 6 LmEZ logm
{
exp [ζ/L]− 1 + em−1
}
6 Lm logm
{
EZ exp [ζ/L]− 1 + em−1
}
6 Lm logm
{
2M exp
[ n∑
i=1
max
16j≤M
Z2i,j/(2L
2)
]
+ em−1 − 1
}
There exists a constant c(m) > 2 such that for any M > 1 we have em−1 − 1 6 c(m)M .
This yields
EZζm 6 Lm logm
{
c(m)M
(
exp
[ n∑
i=1
max
16j≤M
Z2i,j/(2L
2)
]
+ 1
)}
6 Lm
{
log(2c(m)M) +
∑n
i=1 max16j6M Z
2
i,j
2L2
}m
.
Choosing
L =
√∑n
i=1 max16j6M Z
2
i,j
2 log(2c(m)M)
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gives
EZ max
16j≤M
∣∣∣∣ n∑
i=1
Zi,jεi
∣∣∣∣m 6
[
2 log(2c(m)M)
n∑
i=1
max
16j6M
Z2i,j
]m/2
.
Hence,
E max
16j6M
∣∣∣∣ n∑
i=1
Zi,jεi
∣∣∣∣m 6 [2 log(2c(m)M)]m/2E
[
n∑
i=1
max
16j6M
Z2i,j
]m/2
.
Finally, we de-symmetrize:(
E max
16j6M
∣∣∣∣ n∑
i=1
(Zi,j − EZi,j)
∣∣∣∣m
)1/m
6 2
(
E max
16j6M
∣∣∣∣ n∑
i=1
Zi,jεi
∣∣∣∣m
)1/m
5.7 Auxiliary results
Here we collect two auxiliary results which are used in the above analysis. The ﬁrst
result is a useful bound on the tail of the chi-square distribution.
Lemma 5.4. Let χ2T be a chi-square random variable with T degrees of freedom. Then
Pr(χ2T > T + x) ≤ exp
(
−1
8
min
(
x,
x2
T
))
for all x > 0.
Proof. By the Wallace inequality [105] we have
Pr(χ2T > T + x) ≤ Pr(N > z(x)),
where N is the standard normal random variable and z(x) = √x− T log(1 + x/T ). The
result now follows from inequalities Pr(N > z(x)) ≤ exp(−z2(x)/2) and
u− log(1 + u) ≥ u
2
2(1 + u)
≥ 1
4
min
(
u, u2
)
, ∀u > 0.
The next result is a version of Nemirovski's inequality (see [36], Corollary 2.4 page 5).
Lemma 5.5. Let Y1, . . . , Yn ∈ RM be independent random vectors with zero means and ﬁnite
variance, and let M > 3. Then
E
[
|
n∑
i=1
Yi|2∞
]
6 (2e logM − e)
n∑
i=1
E
[|Yi|2∞] ,
where | · |∞ is the `∞ norm.
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Chapter 6
Sparsity oracle inequalities for the
generalized Dantzig Selector
We propose a generalized version of the Dantzig selector. We show that it satisﬁes
sparsity oracle inequalities in prediction and estimation. We consider then the particular
case of high-dimensional linear regression model selection with the Lipschitz continuous loss
function and the quadratic loss. In these cases we derive the sup-norm convergence rate
and the sign concentration property of the generalized and usual Dantzig Selector under a
mutual coherence assumption on the dictionary.
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6.1 Introduction
Let Z = X × Y be a measurable space. We observe a set of n i.i.d. random pairs
Zi = (Xi, Yi), i = 1, . . . , n where Xi ∈ X and Yi ∈ Y . Denote by P the joint distribution
of (Xi, Yi) on X × Y , and by PX the marginal distribution of Xi. Let Z = (X, Y ) be a
random pair in Z distributed according to P . For any real-valued function g on X , deﬁne
||g||∞ = ess supx∈X |g(x)|, ‖g‖ =
(∫
X g(x)
2PX(dx)
)1/2
and ||g||n =
(
1
n
∑n
i=1 g(Xi)
2
)1/2
. Let
D = {f1, . . . , fM} be a set of real-valued functions on X called the dictionary where M > 2.
We assume that the functions of the dictionary are normalized, so that ‖fj‖ = 1 for all
j = 1, . . . ,M . We also assume that ||fj||∞ 6 L for some L > 0. For any θ ∈ RM , deﬁne
fθ =
∑M
j=1 θjfj and J(θ) = {j : θj 6= 0}. Let M(θ) = |J(θ)| be the cardinality of J(θ) and−−→
sign(θ) = (sign(θ1), . . . , sign(θM))
T where
sign(t) =

1 if t > 0,
0 if t = 0,
−1 if t < 0.
For any vector θ ∈ RM and any subset J of {1, . . . ,M}, we denote by θJ the vector in RM
which has the same coordinates as θ on J and zero coordinates on the complement J c of J .
For any integers 1 6 d, p < ∞ and w = (w1, . . . , wd) ∈ Rd, the lp norm of the vector w is
denoted by |w|p ∆=
(∑d
j=1 |wj|p
)1/p
, and |w|∞ ∆= max16j6d |wj|.
Consider a function γ : Y × R→ R+ such that for any y in Y and u, u′ in R we have
|γ(y, u)− γ(y, u′)| 6 |u− u′|.
We assume furthermore that γ(y, ·) is convex and diﬀerentiable for any y ∈ Y . We assume
that for any y ∈ Y the derivative ∂uγ(y, ·) is absolutely continuous. Then ∂uγ(y, ·) admits
a derivative almost everywhere which we denote by ∂2uγ(y, ·). Consider the loss function
Q : Z × RM → R+ deﬁned by
Q(z, θ) = γ(y, fθ(x)). (6.1)
The expected and empirical risk measures at point θ in RM are deﬁned respectively by
R(θ)
4
= E (Q(Z, θ)) ,
where E is the expectation sign, and
Rˆn(θ)
4
=
1
n
n∑
i=1
Q(Zi, θ).
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Deﬁne the target vector as a minimizer of R(·) over RM :
θ∗
4
= arg min
θ∈RM
R(θ).
Note that the target vector is not necessarily unique. From now on, we assume that there
exists a s-sparse solution θ∗, i.e., a solution with M(θ∗) 6 s, and that this sparse solution
is unique. We will see that this is indeed the case under the coherence condition on the
dictionary (cf. Section 6.4 below).
Deﬁne the excess risk of the vector θ by
E(θ) = R(θ)−R(θ∗),
and its empirical version by
En(θ) = Rn(θ)−Rn(θ∗).
Our goal is to derive sparsity oracle inequalities for the excess risk and for the risk of θ∗ in
the l1 norm and in the sup-norm.
We consider the following minimization problem:
min
θ∈Θ
|θ|1 subject to
∣∣∣∇Rˆn(θ)∣∣∣∞ 6 r, (6.2)
where ∇Rˆn 4= (∂θ1Rˆn, . . . , ∂θM Rˆn)T , r > 0 is a tuning parameter deﬁned later and Θ is
a convex subset of RM speciﬁed later. Solutions of (6.2), if they exist, will be taken as
estimators of θ∗. Note that we will prove in Lemma 6.3 below that under Assumption 6.2
the set {θ ∈ Θ :
∣∣∣∇Rˆn(θ)∣∣∣∞ 6 r} is non-empty with probability close to one. Then Θˆ the
set of all solutions of (6.2) is non-empty with probability close to one since the objective
function in (6.2) is coercive.
The deﬁnition of our estimator (6.2) can be motivated as follows. Since the loss function
Q(z, ·) is convex and diﬀerentiable for any ﬁxed z ∈ Z, the expected risk R is also a convex
function of θ and it is diﬀerentiable under mild conditions. Thus, minimizing R is equivalent
to ﬁnding the zeros of ∇R. The quantity ∇Rˆn(θ) is the empirical version of ∇R(θ). We
choose the constant r such that the vector θ∗ satisﬁes the constraint |∇Rˆn(θ∗)| 6 r with
probability close to 1. Then among all the vectors satisfying this constraint, we choose
those with minimum l1 norm. Note that if we consider the linear regression problem with
the quadratic loss, we recognize in (6.2) the Dantzig minimization problem of Candes and
Tao [16]. From now on, we will call (6.2) the generalized Dantzig minimization problem.
One may argue that considering general loss function, instead of the quadratic loss,
we loose the computational tractability of the original Dantzig Selector. However, in the
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applications considered in Section 6.4, the estimators can be computed eﬃciently. Indeed,
concerning the logistic regression model, James and Radchenko [55] propose a modiﬁcation
of LARS to compute a solution of (6.2) and, even more, the whole solution path. For the
regression model with a Lipschitz continuous loss function Φ such that Φ(2) > 0, a solution
can be computed by a similar modiﬁcation of the LARS algorithm.
Note that [55] considers only the logistic regression model and does not contain analysis
of statistical properties of (6.2). In this chapter, we derive theoretical prediction, estima-
tion and sign concentration results for the generalized Dantzig selector in a general setup
including the logistic regression model. We also note that some of our results, for example
the sign concentration property in random design setting are new even for the usual Dantzig
Selector with random Xi and bounded noise are new (cf. Section 6.7).
Previous work on the Dantzig selector with the quadratic loss is due to Bickel et al. [6],
Candes and Tao [16] and Koltchinskii [62, 63]. They proved sparsity oracle inequalities on
the excess risk and for the estimation of θ∗ for the lp norm with 1 6 p 6 2.
The problem (6.2) is closely related to the minimization problem:
min
θ∈Θ
Rˆn(θ) + r|θ|1, (6.3)
which is a generalized version of the Lasso. For the Lasso estimator, Bunea et al [15] proved
similar results in high-dimensional regression problems with the quadratic loss under a mu-
tual coherence assumption [34] and Bickel et al [6] under a weaker Restricted Eigenvalue
assumption. Koltchinskii [62] derived similar results for the Lasso in the context of high-
dimensional regresssion with twice diﬀerentiable Lipschitz continuous loss functions under
a restricted isometry assumption. Van de Geer [99, 100] obtained similar results for the
Lasso in the context of generalized linear models with Lipschitz continuous loss functions.
Wegkamp [107] analyzed the Lasso type estimators under hinge loss in classiﬁcation. Lounici
[71] derived sup-norm convergence rates and sign consistency of the Lasso and Dantzig esti-
mators in a high-dimensional linear regression model with the quadratic loss. The techniques
of our proofs are close to those in [6, 15, 62, 71, 99, 107].
The chapter is organized as follows. In Section 6.3 we derive sparsity oracle inequalities
for the excess risk and for estimation of θ∗ for the generalized Dantzig estimators deﬁned by
(6.2) in a stochastic optimization framework. In Section 6.4 we apply the results of Section
6.3 to the linear regression model with Lipschitz continuous loss and to the logistic regression
model. In Section 6.5 we prove the sup-norm estimation consistency with rates under a
mutual coherence assumption for the linear regression model with Lipschitz continuous loss.
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In Section 6.6 we show a sign concentration property of the thresholded generalized Dantzig
estimators for the linear regression model. In Section 6.7 we prove similar results as in
the previous sections for the linear regression model with the quadratic loss and the usual
Dantzig Selector.
6.2 Sparsity oracle inequalities for prediction and esti-
mation with the l1 norm
We need an assumption on the dictionary to derive prediction and estimation results for
the generalized Dantzig estimators. We ﬁrst state the Restricted Eigenvalue assumption [6].
Assumption 6.1.
ζ(s)
4
= min
J0⊂{1,...,M}:|J0|6s
min
∆ 6=0:|∆Jc0 |16|∆J0 |1
||f∆||
|∆J0 |2
> 0.
It implies an equivalence between the two norms |∆|2 and ‖f∆‖ on the subset {∆ 6= 0 :
|∆J(∆)c|1 6 |∆J(∆)|1} of RM .
We need the following assumption on ‖fθ∗‖∞.
Assumption 6.2. There exists a constant K > 0 such that ‖fθ∗‖∞ 6 K.
From now on we take for Θ the set
Θ = {θ ∈ RM : ‖fθ‖∞ 6 K}.
The following assumption is a version of the margin condition (cf. [96]). It links the
excess risk to the functional norm ‖ · ‖.
Assumption 6.3. For any θ ∈ Θ there exits a constant c > 0 depending possibly on K such
that
‖fθ − fθ∗‖ 6 c(R(θ)−R(θ∗))1/κ,
where 1 < κ 6 2.
We will prove in Section 6.4 below that this condition is always satisﬁed with the constant
κ = 2 for the regression model with any Lipschitz continuous loss satisfying Φ(2) > 0 and
for the logistic regression model. We also need the following technical assumption.
Assumption 6.4. The constants K and L satisfy
1 6 K,L 6
√
n
logM
.
93
Deﬁne the quantity
r = 24
√
2L
logM
n
+ 12
√
6
√
logM
n
. (6.4)
We assume from now on that r 6 1. Note that we take the parameter r of the above form
such that θ∗ satisﬁes the constraint |∇Rn(θ∗)| 6 r with overwhelming probability.
The main results of this section are the following sparsity oracle inequalities for the excess
risk and for estimation of θ∗ in the l1 norm.
Theorem 6.1. Let Assumptions 6.1 - 6.4 be satisﬁed. Take r as in (6.4). Assume that
M(θ∗) 6 s. Then, with probability at least 1−M−1 −M−K − 3M−2K log n
logM
, we have
sup
θˆ∈Θˆ
E(θˆ) 6
(
2(1 + 2K)cr
√
s
ζ(s)
) κ
κ−1
+
κ
3(κ− 1)r
2, (6.5)
and
sup
θˆ∈Θˆ
|θˆ − θ∗|1 6
(
2c
√
s
ζ(s)
) κ
κ−1
((1 + 2K)r)
1
κ−1
+
K
3(κ− 1)(1 + 2K)r. (6.6)
Note that the regularization parameter r does not depend on the variance of the noise if
we consider the regression model with non-quadratic loss. In this case, the use of Lipschitz
losses enables us to treat cases where the noise variable does not admit a ﬁnite second
moment, e.g., the Cauchy distribution. The price to pay is that we need to assume that
‖fθ∗‖∞ 6 K with known K.
Proof. For any θˆ ∈ Θˆ deﬁne ∆ = θˆ − θ∗. Set r˜ = r/6. We have
E(θˆ)− En(θˆ) = E(θˆ)− En(θˆ)|∆|1 + r˜ (|∆|1 + r˜)
6 sup
θ∈Θ:θ 6=θ∗
(E(θ)− En(θ)
|θ − θ∗|1 + r˜
)
(|∆|1 + r˜). (6.7)
By Lemma 6.1 it holds on an event A1 of probability at least 1 −M−K − 3M−2K log nlogM
that
sup
θ∈Θ:θ 6=θ∗
E(θ)− En(θ)
|θ − θ∗|1 + r˜ 6 2Kr. (6.8)
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For any θˆ ∈ Θˆ, we have by deﬁnition of the Dantzig estimator that |θˆ|1 6 |θ∗|1. Thus
|∆J(θ∗)c|1 =
∑
j∈J(θ∗)c
|θˆj|
6
∑
j∈J(θ∗)
|θ∗j | − |θˆj|
6 |∆J(θ∗)|1. (6.9)
Deﬁne the function g : t→ Rn(θ∗+ t∆). Clearly g is convex and diﬀerentiable on [0, 1].
Thus, the function g′ is nondecreasing on [0, 1] with derivative g′(t) = ∇Rn(θ∗ + t∆)T∆.
The constraint
∣∣∣∇Rˆn(θ)∣∣∣∞ 6 r in (6.2) and Lemma 6.3 yield, on an event A2 of probability
at least 1−M−1,
En(θˆ) = Rn(θˆ)−Rn(θ∗)
=
∫ 1
0
∇Rn(θ∗ + t∆)T∆dt
6 r|∆|1, (6.10)
for some numerical constant C > 0.
Combining (6.7)-(6.10) yields that on the event A1 ∩ A2
E(θˆ) 6 (2 + 4K)r|∆J(θ∗)|1 + K
3
r2. (6.11)
Set C = 2(1 + 2K). We have
Cr|∆J(θ∗)|1 6 Cr
√
s|∆J(θ∗)|2
6 Ccr
√
s
ζ(s)
‖f∆‖
c
6 1
κ′
(
Ccr
√
s
ζ(s)
)κ′
+
1
κ
(‖f∆‖
c
)κ
6 1
κ′
(
Ccr
√
s
ζ(s)
)κ′
+
1
κ
E(θˆD), (6.12)
where we have used the Cauchy-Schwarz inequality in the ﬁrst line, the inequality xy 6
|x|κ/κ+|y|κ′/κ′ that holds for any x, y in R and for any κ, κ′ in (1,∞) such that 1/κ+1/κ′ = 1
in the third line, and Assumption 2 in the last line. Combining (6.11) and (6.12) and the
fact that r˜ 6 1 yields the ﬁrst inequality. The second inequality is a consequence of (6.5)
and (6.12).
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We state below intermediate results used in the proof of Theorem 6.1. These results can
be proved using standard results of the theory of empirical processes. Lemma 6.1 proposes
a bound on a the supremum of a weighted empirical process obtained via a peeling device
technique. Lemma 6.2 is a standard Bernstein-type inequality on supremum of Rademacher
averages. Lemma 6.3 uses similar techniques to bound the supremum of a gradient function.
Lemma 6.1. Let Assumptions 6.2 and 6.4 be satisﬁed. Then, with probability at least
1−M−K − 3M−2K log n
logM
, we have
sup
θ∈Θ
|E(θ)− En(θ)|
|θ − θ∗|1 + r/6 6 2Kr, (6.13)
where r is deﬁned in (6.4).
Proof. For any A > 0, deﬁne the random variable
TA = sup
θ∈Θ:|θ−θ∗|16A
|En(θ)− E(θ)|.
For any θ in Θ and (x, y) in Z we have
|γ(y, fθ(x))− γ(y, fθ∗(x))| 6 (L|θ − θ∗|1) ∧ (2K),
and
E
(|γ(Y, fθ(X))− γ(Y, fθ∗(X))|2) 6 E(|fθ(X)− fθ∗(X)|2)
6 ((θ − θ∗)TG(θ − θ∗)) ∧ (4K2)
6 (2|θ − θ∗|21) ∧ (4K2),
since for any θ ∈ RM
θTGθ = |θ|22 +
∑
j 6=k
θjθkGj,kθ
6 |θ|22 +
∑
j 6=k
|θj||θk|
6 |θ|22 + |θ|21
6 2|θ|21,
where we have used that ‖fj‖ = 1, ∀j and |Gj,k| = |E(fj(X)fk(X))| 6 1 in the second line.
We consider the quantity E(TA). By standard symmetrization and contraction arguments
(cf. [101] p. 108 and [66] p. 95) we obtain
E(TA) 6 4E
(
sup
θ∈Θ : |θ−θ∗|16A
∣∣∣∣∣ 1n
n∑
i=1
ifθ−θ∗(Xi)
∣∣∣∣∣
)
.
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Then, observe that the mapping u → 1
n
∑n
i=1 ifu(Xi) is linear, thus its supremum on a
simplex is attained at one of its vertices. This yields
E(TA) 6 4AE
(
max
16j6M
∣∣∣∣∣ 1n
n∑
i=1
ifj(Xi)
∣∣∣∣∣
)
.
Combining Assumption 6.4 and Lemma 6.2 we obtain
E(TA) 6
2
3
Ar.
Assumption 6.2 and Bousquet's concentration inequality (cf. Theorem 2.3 in [11]) with
x = (A ∨ 2K) logM , c = 2(AL ∧ 2K) and σ = √2(A ∧ 2K) yield
P
(
TA > E(TA) +
√
2x
n
v +
cx
3n
)
6M−(2K)∨A,
where v = σ2 + 2cE(TA). By Assumption 6.4 and the deﬁnition of r we get√
2x
n
v +
cx
3n
6 AK
3
(
2
√
42
√
logM
n
+ 4L
logM
n
)
6 AK
3
r.
Thus we get
P (TA > AKr) 6M−(2K)∨A. (6.14)
Recall that r˜ = r/6. Deﬁne the following subsets of Θ
Θ(I) = {θ ∈ Θ : |θ − θ∗|1 6 r˜} ,
Θ(II) = {θ ∈ Θ : r˜ < |θ − θ∗|1 6 2K} ,
Θ(III) = {θ ∈ Θ : |θ − θ∗|1 > 2K} .
For any t > 0 deﬁne the probabilities
PI = P
(
sup
θ∈Θ(I)
|E(θ)− En(θ)|
|θ − θ∗|1 + r˜ > t
)
PII = P
(
sup
θ∈Θ(II)
|E(θ)− En(θ)|
|θ − θ∗|1 + r˜ > t
)
PIII = P
(
sup
θ∈Θ(III)
|E(θ)− En(θ)|
|θ − θ∗|1 + r˜ > t
)
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For any t > 0 we have
P
(
sup
θ∈Θ
|E(θ)− En(θ)
|θ − θ∗|1 + r˜ > t
)
6 PI + PII + PIII .
Now, we bound from above the three probabilities on the right hand side of the above
expression. Take t = 2Kr. Applying (6.14) to PI yields that
PI 6 P
(
Tr˜ > Kr2
)
6M−2K ,
since we have r˜ 66 1 6 K by Assumption 6.4.
Consider now PII . We have
Θ(II) ⊂
j0⋃
j=0
{θ ∈ Θ : Aj+1 6 |θ − θ∗|1 6 Aj} ,
where Aj = 2
1−jK, j = 0, . . . , j0 and j0 is chosen such that 21−j0K > r˜ and 2−j0K 6 r˜.
Thus
PII 6
j0∑
j=0
P
(
TAj > 2Aj+1Kr
)
6
j0∑
j=0
P
(
TAj > AjKr
)
6 (j0 + 1)M−2K
6
(
3
(
log
n
logM
)
− 1
)
M−2K .
Consider ﬁnally PIII . We have
Θ(III) ⊂
∞⋃
j=0
{
θ ∈ Θ : Aj−1 < |θ − θ∗|1 6 Aj
}
,
where Aj = 2
1+jK, j > 0. Thus
PIII 6
∞∑
j=1
P
(
TAj > 2Aj−1Kr
)
6
j0∑
j=0
P
(
TAj > AjKr
)
6
∞∑
j=1
M−Aj
6 M−K .
98
We now study the quantity E
(
max16j6M
∣∣ 1
n
∑n
i=1 ifj(Xi)
∣∣). This is done in the next
lemma.
Lemma 6.2. We have
E
(
max
16j6M
∣∣∣∣∣ 1n
n∑
i=1
ifj(Xi)
∣∣∣∣∣
)
6 r˜, (6.15)
where r˜ is deﬁned in (6.4).
Proof. Deﬁne the random variables
Uj =
1√
n
n∑
i=1
ifj(Xi).
The Bernstein inequality yields, for any j = 1, . . . ,M and t > 0,
P (|Uj| > t) 6 exp
(
− t
2
2(t‖fj‖∞/(3
√
n) + ‖fj‖2)
)
. (6.16)
Set bj = ‖fj‖∞/(3
√
n). Deﬁne the random variables Tj = Uj1I|Yj |>‖fj‖2/bj and T
′
j =
Uj1I|Yj |6‖fj‖2/bj . For all t > 0 we have
P (|Tj| > t) 6 2 exp
(
− t
4bj
)
, P
(|T ′j| > t) 6 2 exp(− t24‖fj‖2
)
.
Deﬁne the function hν(x) = exp(x
ν) − 1, where ν > 0. This function is clearly convex for
any ν > 0. We have
E
(
h1
( |Tj|
12bj
))
=
∫ ∞
0
etP(|Tj| > 12bjt)dt 6 1,
where we have used Fubini's Theorem in the ﬁrst equality. Since the function h1 is convex
and nonnegative, we have
h1
(
E
(
max
16j6M
|Tj|
12bj
))
6 E
(
h1
(
max
16j6M
|Tj|
12bj
))
6 E
(
M∑
j=1
h1
( |Tj|
12bj
))
6 M,
where we have used the Jensen inequality. Since the function h−11 (x) = log(1 +x) is increas-
ing, we have
E
(
max
16j6M
|Tj|
12bj
)
6 log(1 +M)
E
(
max
16j6M
|Tj|
)
6 4log(1 +M)√
n
max
16j6M
‖fj‖∞. (6.17)
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Applying the same argument to the function h2, we prove that
E
(
max
16j6M
|T ′j|
)
6 2
√
3
√
log(1 +M) max
16j6M
‖fj‖. (6.18)
Combining (6.17) and (6.18) yields the result.
Lemma 6.3. Let Assumptions 6.2 and 6.4 be satisﬁed. Then, with probability at least
1−M−1, we have
|∇Rˆn(θ∗)|∞ 6 r,
where r is deﬁned in Theorem 6.1.
Proof. For any 1 6 j 6M deﬁne
Zj =
1
n
n∑
i=1
∂uγ(Yi, fθ∗(Xi))fj(Xi).
Since the function θ → γ(y, fθ(x)) is diﬀerentiable w.r.t. θ and |∂uγ(y, fθ(x))fj(x)| 6
‖∂uγ‖∞L for any (x, y) ∈ X × Y and θ ∈ RM , we have
E(Zj) =
∂R(θ∗)
∂θj
= 0.
Next, similarly as in Lemmas 6.1 and 6.2, we prove that
E(|∇Rˆn(θ∗)|∞) 6 4‖∂uγ‖∞r˜.
Finally Bousquet's concentration inequality (cf. Theorem 6.7 in Section 6.7 below) yields
that, with probability at least 1−M−1,
|∇Rˆn(θ∗)|∞ 6 E(|∇Rˆn(θ∗)|∞)
+
√
2
logM
n
(
‖∂uγ‖2∞ + 2‖∂uγ‖∞LE(|∇Rˆn(θ∗)|∞)
)
+
‖∂uγ‖∞L logM
3n
6 6‖∂uγ‖∞r˜.
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6.3 Examples
6.3.1 Robust regression with Lipschitz continuous loss
We consider the linear regression model
Y = fθ∗(X) +W, (6.19)
where X ∈ Rd is a random vector, W ∈ R is a random variable independent of X whose
distribution is symmetric w.r.t. 0 and θ∗ ∈ RM is the unknown vector of parameters. Assume
that the function φ is Lipschitz continuous and φ(2) > 0. Deﬁne τ(R) = inf |u|6R φ(2)(u). The
loss function is deﬁned by
Q(z, θ) = φ(y − fθ(x)), (6.20)
where z = (x, y) ∈ Rd × R and θ ∈ Θ.
In the following lemma we prove that for this loss function Assumption 6.3 is satisﬁed
with κ = 2 and c = P(|W | 6 α)τ(2K + α) where the constant α > 0 is chosen such that
c > 0.
Lemma 6.4. Let Q be deﬁned by (6.20). Then for any θ ∈ Θ we have
P(|W | 6 α)τ(2K + α)
2
‖fθ − fθ∗‖2 6 E(θ).
Proof. Set ∆ = θ − θ∗. Since φ′ is absolutely continuous, we have for any θ ∈ Θ
Q(Z, θ)−Q(Z, θ∗) = φ′(W )f−∆(X)
+
[∫ 1
0
φ(2)(W + tf−∆(X))(1− t)dt
]
f∆(X)
2
> φ′(W )f−∆(X) +
1
2
P(|W | 6 α)τ(2K + α)f∆(X)2,
since ‖fθ‖∞ 6 K for any θ ∈ Θ. Taking the expectations we get
R(θ)−R(θ∗) > P(|W | 6 α)τ(2K + α)
2
‖f∆‖2,
for any α > 0 since φ′ is odd and the distribution of W is symmetric w.r.t. 0.
We have the following corollary of Theorem 6.1.
Corollary 6.1. Let Assumptions 6.1, 6.2 and 6.4 be satisﬁed. If M(θ∗) 6 s, then, with
probability at least 1−M−1 −M−K − 3M−2K log n
logM
, we have
sup
θˆ∈Θˆ
E(θˆ) 6 8(1 + 2K)
2
P(|W | 6 α)τ(2K + α)ζ(s)2 sr
2 +
2
3
r2,
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and
sup
θˆ∈Θˆ
|θˆ − θ∗|1 6 8(1 + 2K)P(|W | 6 α)τ(2K + α)ζ(s)2 sr +
K
3(1 + 2K)
r.
6.3.2 Logistic regression and similar models
We consider Z = (X, Y ) ∈ X × {0, 1} where X is a Borel subset of Rd. The conditional
probability P(Y = 1 |X = x) = pi(x) is unknown where pi is a function on X with values in
[0, 1]. We assume that pi is of the form
pi(x) = Φ′(fθ∗(x)), (6.21)
where the function Φ : R→ R∗ is convex, twice diﬀerentiable, of derivative Φ′ with values
in [0, 1] and the vector θ∗ ∈ RM is unknown. Consider, e.g., the logit loss function Φ(u) =
log(1 + eu). We assume that Φ is known. Deﬁne the quantity
τ(R) =
1
2
inf
|u|6R
Φ(2)(u), (6.22)
for any R > 0. We want to estimate θ∗ with the procedure (6.2) and the convex loss function
Q(z, θ) = −yfθ(x) + Φ(fθ(x)), (6.23)
where z = (x, y) ∈ Rd × {0, 1}. Thus we need to check Assumption 6.3 to apply Theorem
6.1.
Lemma 6.5. Let the loss function be of the form (6.23) where Φ satisﬁes the above assump-
tions. Then for any θ ∈ RM we have
τ(K)‖fθ − fθ∗‖2 6 E(θ).
Proof. For any θ ∈ Θ, we have
Q(Z, θ)−Q(Z, θ∗) = ∇Q(Z, θ∗)T (θ − θ∗)
+
[∫ 1
0
Φ(2)(H(X)T (θ∗ + t(θ − θ∗)))(1− t)dt
]
f∆(X)
2
> ∇Q(Z, θ∗)T (θ − θ∗) + τ(‖fθ‖∞ ∨ ‖fθ∗‖∞)f∆(X)2.
Since ‖∇Q(·, ·)‖∞ <∞, we can diﬀerentiate under the expectation sign, so that
E(∇Q(Z, θ∗)T (θ − θ∗)) = ∇R(θ∗) = 0.
Thus
E(θ) > τ(‖fθ‖∞ ∨ ‖fθ∗‖∞)‖fθ − fθ∗‖2.
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Thus Assumption 6.3 is satisﬁed with the constants κ = 2 and c = 1√
τ(K)
. We have the
following corollary of Theorem 6.1.
Corollary 6.2. Let Assumptions 6.1, 6.2 and 6.4 be satisﬁed. If M(θ∗) 6 s, then, with
probability at least 1−M−1 −M−K − 3M−2K log n
logM
, we have
sup
θˆ∈Θˆ
E(θˆ) 6 4(1 + 2K)
2
τ(K)ζ(s)2
sr2 +
2
3
r2,
and
sup
θˆ∈Θˆ
|θˆ − θ∗|1 6 4(1 + 2K)
τ(K)ζ(s)2
sr +
K
3(1 + 2K)
r.
6.4 Sup-norm convergence rate for the regression model
with Lipschitz continuous loss
In this section, we derive the sup-norm convergence rate of the Dantzig estimators to
the target vector θ∗ in the linear regression model under a mutual coherence assumption
on the dictionary and general Lipschitz continuous loss function φ such that φ(2) > 0 on
R. The proof relies on the fact that the Hessian matrix of the risk also satisﬁes the mutual
coherence condition for this particular model. Unfortunately, we cannot proceed similarly
in the general case because the Hessian matrix of the risk at point θ∗ does not necessarily
satisfy the mutual coherence condition even if the Gram matrix of the dictionary does.
Denote by Ψ(θ) the Hessian matrix of the risk R evaluated at θ. With our assumptions
on the dictionary D and on the function φ, for any θ ∈ RM we have
Ψ(θ)
4
= ∇2R(θ) = (E (φ(2)(Y, fθ(X))fj(X)fk(X)))16j,k6M .
Note that for the quadratic loss we have Ψ(·) ≡ 2G where G is the Gram matrix of the
design. For Lipschitz loss functions the Hessian matrix Ψ varies with θ.
We consider the linear regression model (6.19). For any functions g, h : X → R, denote
by < g, h > the scalar product E(g(X)h(X)). Deﬁne the Gram matrix G by
G = (< fj, fk >)16j,k6M .
From now on, we assume that G satisﬁes a mutual coherence condition.
Assumption 6.5. The Gram matrix G = (< fj, fk >)16j,k6M satisﬁes
Gj,j = 1, ∀1 6 j 6M,
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and
max
j 6=k
|Gj,k| 6 1
3βs
,
where s > 1 is an integer and β > 1 is a constant.
This assumption is stronger than Assumption 6.1. We have indeed the following Lemma
(cf. Lemma 2 in [71]).
Lemma 6.6. Let Assumption 6.5 be satisﬁed. Then
ζ(s)
4
= min
J⊂{1,··· ,M},|J |6s
min
∆ 6=0:|∆Jc |16|∆J |1
‖f∆‖
|∆J |2 >
√
1− 1
β
> 0.
Note that Assumption 6.5 the vector θ∗ satisfying (6.19) such thatM(θ∗) 6 s is unique.
Consider indeed two vectors θ1 and θ2 satisfying (6.19) such thatM(θ1) 6 s andM(θ2) 6 s.
Denote θ = θ1 − θ2 and J = J(θ1) ∪ J(θ2). Clearly we have fθ(X) = 0 a.s. and M(θ) 6 2s.
Assume that θ1 and θ2 are distinct. Then,
‖fθ‖22
|θ|22
= 1 +
θT (G− IM)θ
|θ|22
> 1− 1
3βs
M∑
i,j=1
|θi||θj|
|θ|22
> 1− 1
3β
> 0,
where we have used the Cauchy-Schwarz inequality. This contradicts the fact that fθ(X) = 0
a.s.
For the linear regression model, the Hessian matrix Ψ at point θ is
Ψ(θ) = E(φ(2)(fθ∗−θ(X) +W )fj(X)fk(X))16j,k6M .
We observe that
Ψ(θ∗) = Eφ(2)(W )G.
Thus Ψ(θ∗) satisﬁes a condition similar to Assumption 6.5 but with a diﬀerent constant if
Eφ(2)(W ) > 0. The empirical Hessian matrix Ψˆ at point θ ∈ RM is deﬁned by
Ψˆj,k(θ) =
1
n
n∑
i=1
φ(fθ∗−θ(Xi) +Wi)fj(Xi)fk(Xi), 1 6 j, k 6M.
We will prove that the empirical Hessian matrix Ψˆ(θ) satisﬁes a mutual coherence con-
dition for any θ in a small neighborhood of θ∗ under some additional assumptions given
below.
First, we need an additional mild assumption on φ.
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Assumption 6.6. The function φ is such that φ(2) is Lipschitz continuous and bounded
from above by 1.
We impose a restriction on the sparsity s.
Assumption 6.7. The sparsity s satisﬁes s 6 1√
r
.
This implies that we can recover the sparse vectors with at most O
(
(n/ logM)1/4
)
nonzero components.
Deﬁne Vη = {θ ∈ Θ : |θ − θ∗|1 6 η} where η = C1rs and
C1 =
8(1 + 2K)β
P(|W | 6 α)τ(2K + α)(β − 1) +
1
6
. (6.24)
Consider the event
E =
{
sup
16j,k6M,θ∈Vη
∣∣∣Ψˆj,k(θ)−Ψj,k(θ)∣∣∣ 6 8L3η + 4Lr˜ + C2√
ns2
}
, (6.25)
where
C2 = 2
√
1 + (1 + L2)
(
8C1L3 +
4L
s
)
+
1 + L2
3
.
We have the following intermediate result.
Lemma 6.7. Let Assumptions 6.2- 6.6 be satisﬁed. Then P(E) > 1− exp(−√logM).
Proof. Deﬁne the variable
Z = sup
16j,k6M, θ∈Vη
∣∣∣Ψˆj,k(θ)−Ψj,k(θ)∣∣∣ .
Applying the Bousquet concentration inequality (cf. Theorem 6.7 in Section 6.7) with the
constants c = (1 + L2)/n, σ2 = 2/n2 and x =
√
n
s2
yields that, with probability at least
1− e−x,
Z 6 E (Z) + 2√
ns
√
1 + (1 + L2)E (Z) +
1 + L2
3
√
ns2
. (6.26)
We study now the quantity E(Z). A standard symmetrization and contraction argument
yields
E(Z) 6 2E
(
sup
16j,k6M, θ∈Vη
∣∣∣∣∣ 1n
n∑
i=1
iφ(fθ∗−θ(Xi) +Wi)fj(Xi)fk(Xi)
∣∣∣∣∣
)
6 2E
(∣∣∣∣∣ 1n
n∑
i=1
iφ
(2)(Wi)fj(Xi)fk(Xi)
∣∣∣∣∣
)
+ 2E
(
sup
16j,k6M, θ∈Vη
∣∣∣∣∣ 1n
n∑
i=1
i(φ
(2)(fθ∗−θ(Xi) +Wi)− φ(2)(Wi))fj(Xi)fk(Xi)
∣∣∣∣∣
)
. (6.27)
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Denote by (I) and (II) respectively the ﬁrst term and the second term on the right hand
side of the above expression. The contraction principle yields
(I) 6 4E
(
max
16j,k6M
∣∣∣∣∣ 1n
n∑
i=1
ifj(Xi)fk(Xi)
∣∣∣∣∣
)
. (6.28)
Then, similarly as in the proof of Lemma 6.2 we get
E
(
max
16j,k6M
∣∣∣∣∣ 1n
n∑
i=1
ifj(Xi)fk(Xi)
∣∣∣∣∣
)
6 Lr˜.
For (II) we have
(II) 6 2L2E
(
sup
θ∈Vη
1
n
n∑
i=1
|φ(2)(f∆(Xi) +Wi)− φ(2)(Wi)|
)
6 8L3η. (6.29)
Assumptions 6.4 and 6.7 yield that s 6
(
n
logM
)1/4
. Combining (6.26)-(6.29) yields the
result.
We need an additional technical assumption.
Assumption 6.8. We have 9L3η + 4Lr˜ + C2√
ns2
6 Eφ(2)(W )
2
.
This is a mild assumption. It is indeed satisﬁed for n large enough if we assume that
Eφ(2)(W ) > 0 since Assumption 6.4 implies that r → 0 as n→∞.
We have the following result on the empirical Hessian matrix.
Lemma 6.8. Let Assumptions 6.2-6.8 be satisﬁed. Then, with probability at least 1 −
exp(−√logM), for any θ ∈ Vη, we have
min
16j6M
|Ψˆj,j(θ)| > Eφ
(2)(W )
2
,
max
j 6=k
|Ψˆj,k(θ)| 6 C3
s
, (6.30)
where C3 =
1
3β
+ 9L3C1 + 4Lr˜ +
C2√
ns
.
Proof. For any θ in Vη and any j, k in {1, . . . ,M} we have
|Ψj,k(θ)−Ψj,k(θ∗)| = |E
(
(φ(2)(f∆(X) +W )− φ(2)(W ))fj(X)fk(X)
) |
6 L2E|f∆(X)|
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where ∆ = θ − θ∗.
For any θ ∈ Vη we have |f∆(X)| 6 Lη. Then
|Ψj,k(θ)−Ψj,k(θ∗)| 6 L3η, (6.31)
We have for any j, k, θ
Ψˆj,k(θ) = Ψj,k(θ
∗) + Ψˆj,k(θ)−Ψj,k(θ) + Ψj,k(θ)−Ψj,k(θ∗).
Lemma 6.7 and (6.31) yield that, on the event E, for any θ ∈ Vη,
min
16j6M
Ψˆj,j(θ) > Eφ(2)(W )− 9L3η − 4Lr˜ − C2√
ns2
,
and
max
j 6=k
|Ψˆj,k(θ)| 6 C3
s
.
Now we can derive the optimal sup-norm convergence rate of the Dantzig estimators.
Theorem 6.2. Let Assumptions 6.2-6.8 be satisﬁed. If M(θ∗) 6 s, then, on an event of
probability at least 1−M−1 −M−K − exp(−√logM)− 3M−2K log n
logM
, we have
sup
θˆ∈Θˆ
|θˆ − θ∗|∞ 6 C4r,
where r is deﬁned in Theorem 6.1,
C4 =
4 + 2C1C3
Eφ(2)(W )
,
with C1 and C3 deﬁned respectively in (6.24) and Lemma 6.8.
Proof. For any θˆ in Θˆ we have
∇Rn(θˆ)−∇Rn(θ∗) =
[∫ 1
0
Ψˆ(θ∗ + t∆)dt
]
∆,
where ∆ = θˆ − θ∗.
The deﬁnition of our estimator, Lemma 6.3 and Corollary 6.1 yield that, on an event A1
of probability at least 1−M−1− exp(−√logM)−3M−2K log n
logM
, we have that θˆ ∈ Vη and∣∣∣∣[∫ 1
0
Ψˆ(θ∗ + t∆)dt
]
∆
∣∣∣∣
∞
6 2r.
107
Lemma 6.8 yields that, on the event A1 ∩ E,
P(|W | 6 2K + α)
2
|∆|∞ 6 2r +
C3
s
|∆|1,
so that
|∆|∞ 6 C4r.
Note that Theorem 6.2 holds true for the Lasso estimators (2) with exactly the same
proof, provided that a result similar to Theorem 6.1 is valid for the Lasso estimators. This
is in fact the case (cf. [99, 62]).
6.5 Sign concentration property with Lipschitz continu-
ous loss
Now we study the sign concentration property of the Dantzig estimators. We need an
additional assumption on the magnitude of the nonzero components of θ∗.
Assumption 6.9. We have
ρ
∆
= min
j∈J(θ∗)
|θ∗j | > 2C4r,
where r is deﬁned in Theorem 6.1 and C4 is deﬁned in Theorem 6.2.
We can ﬁnd similar assumptions on ρ in the work on sign consistency of the Lasso esti-
mator mentioned above. More precisely, the lower bound on ρ is of the order (s(logM)/n)1/4
in [82], n−δ/2 with 0 < δ < 1 in [104, 116],
√
(logMn)/n in [12],
√
s(logM)/n in [114] and
r in [71].
We introduce the following thresholded version of our estimator. For any θˆ ∈ Θˆ the
associated thresholded estimator θ˜ ∈ RM is deﬁned by
θ˜j =
{
θˆj, if |θˆj| > C4r,
0 elsewhere.
(6.32)
Denote by Θ˜ the set of all such θ˜. We have ﬁrst the following non-asymptotic result that we
call sign concentration property.
Theorem 6.3. Let Assumptions 6.2 and 6.5-6.9 be satisﬁed. If M(θ∗) 6 s, then
P
(−−→
sign(θ˜) =
−−→
sign(θ∗), ∀θ˜ ∈ Θ˜
)
> 1−M−1 −M−K − exp(−
√
logM)
− 3M−2K log n
logM
.
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Theorem 6.3 guarantees that the sign vector of every vector θ˜ ∈ Θ˜ coincides with that
of θ∗ with probability close to one.
Proof. Theorem 6.2 yields supθˆ∈Θˆ |θˆ − θ∗|∞ 6 C3r on an event A of probability at least
1− 6M−1. Take θˆ ∈ Θˆ. For j ∈ J(θ∗)c, we have θ∗j = 0, and |θˆj| 6 c2r on A. For j ∈ J(θ∗),
we have |θ∗j | > 2C3r and |θ∗j |− |θˆj| 6 |θ∗j − θˆCj| 6 C3r on A. Since we assume that ρ > 2C3,
we have on A that |θˆj| >> c2r. Thus on the event A we have: j ∈ J(θ∗)⇔ |θˆj| > c2r. This
yields sign(θ˜j) = sign(θˆj) = sign(θ
∗
j ) if j ∈ J(θ∗) on the event A. If j 6∈ J(θ∗), sign(θ∗j ) = 0
and θ˜j = 0 on A, so that sign(θ˜j) = 0. The same reasoning holds true simultaneously for all
θˆ ∈ Θˆ on the event A. Thus, we get the result.
6.6 Sup-norm estimation and sign concentration prop-
erty with the quadratic loss
Consider the regression model of Section 6.4
Yi = fθ∗(Xi) +Wi, 1 6 i 6M,
where the noise variables Wi are now assumed i.i.d. such that E(Wi) = 0 and |Wi| 6 K a.s.
for some K > 1. Note that this condition is not necessary, we can prove similar results under
a sub-gaussian assumption on Wi. Koltchinskii [63] considered the usual Dantzig Selector
min
θ∈RM
{
|θ|1 : max
16j6M
∣∣∣∣∣n−1
n∑
i=1
(fθ(Xi)− Yi)fj(Xi)
∣∣∣∣∣ 6 r
}
, (6.33)
where r is now deﬁned as follows
r = K
(
4
√
3
√
logM
n
+ 8L
logM
n
)
. (6.34)
From now on we assume that r 6 1. Denote by Θˆ the set of solutions of (6.33).
Koltchinskii [63] derived in Theorem 7.5 p.134 a result similar to Theorem 6.1 in Section
6.3 above under the Assumption 6.1 on the dictionary and the following additional condition
‖fθ‖L1(PX) 6 ‖fθ‖ 6 B‖fθ‖L1(PX), ∀θ ∈ RM (6.35)
for some constant B > 0, where for any function g : X → R, ‖g‖L1(PX) =
∫
X |g(x)|PX(dx).
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Theorem 6.4 (Koltchinskii [63] p. 134). Suppose condition (6.35) holds. Let Assumption
6.1 be satisﬁed. If M(θ∗) 6 s, then with probability at least 1−M−1, we have
sup
θˆ∈Θˆ
‖fθˆ − fθ∗‖2 6 C
B4
ζ(s)2
sr2 (6.36)
sup
θˆ∈Θˆ
|θˆ − θ∗|2 6 C B
2
ζ(s)2
√
sr, (6.37)
where C > 0 is a numerical constant .
Condition (6.35) is always satisﬁed for any two norms on ﬁnite dimensional spaces for
some constant B > 0. However, as pointed out in [63], the constant B may depend on M
for arbitrary dictionary of functions D = {f1, . . . , fM}. As a consequence, the rates in (6.36)
and (6.37) may be sub-optimal for arbitrary dictionary D. Note that we do not use condition
(6.35) to prove our results in Theorem 6.1. Consequently the rates derived in Section 6.4
for the regression model with Lipschitz continuous loss and the logistic regression model
are optimal for any dictionary D satisfying Assumption 6.1. In fact the condition (6.35) is
not necessary. We can indeed prove a result similar to Theorem 6.1 with the optimal rates
for the regression model with random design and the quadratic loss for any dictionary D
satisfying Assumption 6.1.
Recall that G = (< fj, fk >)16j,k6M . Denote by
Gˆ =
(
1
n
n∑
i=1
fj(Xi)fk(Xi)
)
16j,k6M
the empirical Gram matrix.
Lemma 6.9. Assume that 1 6 L 6 r−1, where r is deﬁned in (6.34). Then, with probability
at least 1−M−1,
max
16j,k6M
|Gˆj,k −Gj,k| 6 3L
2
r.
Proof. We have
‖fj(·)fk(·)− < fj, fk > ‖ 6 1 + (E(fj(X)2fk(X)2))1/2 6 1 + L,
and
‖fj(·)fk(·)− < fj, fk > ‖∞ 6 1 + L2,
since ‖fj‖ = 1 and ‖fj‖∞ 6 L, ∀1 6 j 6M . Consider the random variable
Z = max
16j,k6M
|Gˆj,k −Gj,k|.
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A standard symmetrization argument yields
E(Z) 6 2E
(
max
16j,k6M
|n−1
n∑
i=1
ifj(Xi)fk(Xi)|
)
,
where 1, . . . , n is a Rademacher sequence. Then similarly to the proof of Lemma 6.2, we
get
E(Z) 6 L
(
4
√
3
√
logM
n
+ 8L
logM
n
)
6 Lr.
Applying Bousquet's version of Talagrand's inequality to Z with x = logM , c = (1+L2)
and σ = 1 + L yields, with probability at least 1−M−1,
Z 6 E(Z) +
√
2x
n
(σ2 + cE(Z)) +
c
3
logM
n
6 3
2
Lr.
We state an additional technical assumption.
Assumption 6.10. We have Lrs 6 ζ(s)2
12
where ζ(s) is deﬁned in Assumption 6.1.
This assumption imposes the additional restriction s = O(r−1) due to randomness of
the design as compared to [71] where the deterministic design is considered and no such
restriction on s is needed.
Theorem 6.5. Let r be deﬁned in (6.34). Let Assumptions 6.1 and 6.10 be satisﬁed. If
M(θ∗) 6 s, then with probability at least 1− 2M−1,
sup
θˆ∈Θˆ
‖fθˆ − fθ∗‖2 6 144
sr2
ζ(s)2
(6.38)
sup
θˆ∈Θˆ
‖θˆ − θ∗‖1 6 24 sr
ζ(s)2
. (6.39)
Proof. For any θˆ ∈ Θˆ, set ∆ = θˆ− θ∗ and J∗ = J(θ∗). By deﬁnition of the Dantzig Selector
we have
|Gˆ∆|∞ 6 r + Z,
where Z = max16j6M |n−1
∑n
i=1Wifj(Xi)|. Similarly to the proof of Lemma 6.2 we get
E(Z) 6 r. Then, using Theorem 6.7 we get, with probability at least 1−M−1
Z 6 E(Z) +
√
logM
n
(K
2
+ LKE(Z)) +
LK
3
logM
n
6 2r.
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Thus with the same probability |Gˆ∆|∞ 6 3r. By Lemma 6.9 we have with probability at
least 1− 2M−1
‖f∆‖2 = ∆TG∆
= ∆T (G− Gˆ)∆ + ∆T Gˆ∆
6 3
2
Lr|∆|21 + 3r|∆|1.
We have
|∆|2 6 |∆|1 6 2|∆J∗|1 6 2
√
s|∆J∗ |2 6 2
√
s
ζ(s)
‖f∆‖,
where we have used that |∆J∗c|1 6 |∆J∗|1 for the Dantzig Selector, the Cauchy-Schwarz
inequality and Assumption 6.1. The last two displays and Assumption 6.10 yield
1
2
‖f∆‖2 6
(
1− 6 Lrs
ζ(s)2
)
‖f∆‖2 6 r|∆|1 6 2r
√
s
ζ(s)
‖f∆‖.
This yields the results.
We now state the main result of this section.
Theorem 6.6. Let s > 2 and r be deﬁned in (6.34). Let Assumptions 6.5 and 6.10 be
satisﬁed. Deﬁne c =
(
72
7
+ 64
7(β−1)
)
. If M(θ∗) 6 s, then with probability at least 1− 2M−1
sup
θˆ∈Θˆ
|θˆ − θ∗|∞ 6 cr (6.40)
In addition, if minj∈J(θ∗) |θ∗j | > 2cr, then with the same probability for any θ˜ ∈ Θ˜ deﬁned as
in (6.32) but with the threshold cr instead of C4r we have
−−→
sign(θ˜) =
−−→
sign(θ∗). (6.41)
Proof. For any θˆ ∈ Θˆ, set ∆ = θˆ − θ∗. We have
Gˆj,j|∆j| 6 max
j 6=k
|Gˆj,k||∆|1 + |Gˆ∆|∞, ∀1 6 j 6M.
Then, with probability at least 1− 2M−1 ∀1 6 j 6M(
1− 3
2
Lr
)
|∆j| 6
(
1
3βs
+
3
2
Lr
)
24
sr
ζ(s)2
+ 3r. (6.42)
If Assumption 6.5, then Assumption 6.1 is satisﬁed with ζ(s) =
√
1− 1
β
(cf. Lemma 6.6).
Assumption 6.10, (6.40) and (6.42) yield(
1− β − 1
4sβ
)
|∆j| 6
(
1
3βs
+
β − 1
4sβ
)
24srβ
β − 1 + 3r, ∀j.
Since s > 2 and β > 1, this yields the ﬁrst result. The second result on the thresholded
estimators follows in an obvious way.
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6.7 Appendix
We recall here some well-known results of the theory of empirical processes.
Theorem 6.7. [Bousquet's version of Talagrand's concentration inequality [11]] Let Xi be
independent variables in X distributed according to P , and F be a set of functions from
X to R such that E(f(X)) = 0, ‖f‖∞ 6 c and ‖f‖2 6 σ2 for any f ∈ F . Let Z =
supf∈F
∑n
i=1 f(Xi). Then with probability 1− e−x, it holds that
Z 6 E(Z) +
√
2x(nσ2 + 2cE(Z)) +
cx
3
.
Theorem 6.8. [Symmetrization theorem [101], p. 108] Let X1, . . . , Xn be independent ran-
dom variables with values in X , and let 1, . . . , n be a Rademacher sequence independent of
X1, . . . , Xn. Let F ba a class of real-valued functions on X . Then
E
(
sup
f∈F
∣∣∣∣∣
n∑
i=1
(f(Xi)− E(f(Xi)))
∣∣∣∣∣
)
6 2E
(
sup
f∈F
∣∣∣∣∣
n∑
i=1
if(Xi)
∣∣∣∣∣
)
.
Theorem 6.9. [Contraction theorem [66], p. 95]. Let x1, . . . , xn be nonrandom elements of
X , and let F be a class of real-valued functions on X . Consider Lipschitz functions γi :→ R,
that is,
|γi(s)− γi(s′)| 6 |s− s′|, ∀s, s′ ∈ R.
Let 1, . . . , n be a Rademacher sequence. Then for any function f
∗ : X → R, we have
E
(
sup
f∈F
∣∣∣∣∣
n∑
i=1
i(γi(f(xi))− γi(f ∗(xi)))
∣∣∣∣∣
)
6 2E
(
sup
f∈F
∣∣∣∣∣
n∑
i=1
i((f(xi)− f ∗(xi))
∣∣∣∣∣
)
.
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Chapter 7
Generalized Mirror Averaging and
D-convex Aggregation
We study the problem of aggregation of estimators. Given a collection of M diﬀerent
estimators, we construct a new estimator, called aggregate, which is nearly as good as
the best linear combination over a l1-ball of RM of the initial estimators. The aggregate
is obtained by a particular version of the mirror averaging algorithm. We show that our
aggregation procedure satisﬁes sharp oracle inequalities under general assumptions. Then
we apply these results to a new aggregation problem: D-convex aggregation. Finally we
implement our procedure in a Gaussian regression model with random design and we prove
its optimality in a minimax sense up to a logarithmic factor. The results of Sections 7.1-7.6
are published in [70].
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7.1 Introduction
We study the problem of aggregation in the framework introduced by Nemirovski [84],
Catoni [17, 18] and Yang [109]. Given a collection of M > 2 diﬀerent estimators, we would
like to combine them to construct an improved estimator for a certain risk criterion. This new
estimator is called aggregate. There exist three main aggregation problems: model selection
(MS) aggregation, linear (L) aggregation and convex (C) aggregation. The objective of
(MS) aggregation is to build an aggregate which is nearly as good as the best one among
the M initial estimators ; that of (L) (respectively (C)) aggregation is to build an aggregate
which is nearly as good as the best linear (respectively convex) combination of the M initial
estimators. Consider the simplex ΛM = {λ ∈ RM : ∑Mj=1 λ(j) 6 1, λ(j) > 0, j = 1, . . . ,M}.
Let ΛMD be the set of all λ ∈ ΛM such that λ has at most D nonzero components where D is
an integer satisfying 1 6 D 6M . In this chapter, we treat a new aggregation problem: D-
convex aggregation which aims at constructing an aggregate which is nearly as good as the
best convex combination of at most D of theM initial estimators. If D = 1, we recognize the
(MS) aggregation problem ; if D = M , this is the (C) aggregation problem. The motivation
of D-convex aggregation is twofold. First the approach is "sparse" if D is small and thus
only a small number of estimators is selected among the M initial estimators. Second, as
we will see it later, the rate of D-convex aggregation is faster than that of (C) aggregation.
In a regression framework, Tsybakov [97] deﬁnes a notion of optimal rate of aggregation via
a minimax approach and determines the optimal rates for (MS), (L) and (C) aggregation
problems under strong assumptions on the design. This deﬁnition and the results of [97] will
be recalled later. The literature on the aggregation of arbitrary estimators is quite extensive.
We mention here only some recent works on the subject [5, 15, 68, 75, 92, 106, 110, 115].
Aggregation problems can be viewed as stochastic optimization problems, see [113, 57].
Let Z be a random variable with values in Z, where (Z,A) is a measurable space. The
unknown distribution of Z is denoted by P and the corresponding expectation by E. Let
Dn = {Z1, . . . , Zn} be an i.i.d sample of random variables Zi taking their values in Z and
distributed as Z. The distribution of Dn is denoted by Pn, the corresponding expectation
by En. Let Λ be a bounded subset of RM . Consider a loss function Q: Z × Λ → R+. The
corresponding risk function A : Λ→ R+ is deﬁned by A(λ) = EQ(Z, λ), assuming that the
expectation exists for all λ ∈ Λ. Direct minimization of A over λ ∈ Λ is not possible since
P is unknown. The problem of stochastic optimization consists in the construction of an
estimator λ˜n measurable function of the sample Dn mimicking the oracle risk minλ∈ΛA(λ),
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i.e., such that
EnA(λ˜n) 6 min
λ∈Λ
A(λ) + ∆Λn,M , (7.1)
where the remainder term ∆Λn,M > 0 should be as small as possible.
Mirror descent algorithms have been introduced by Nemirovski and Yudin [85]. In [113]
a mirror averaging algorithm is implemented for the (C) aggregation problem and an ora-
cle inequality of type (7.1) is obtained with a remainder term ∆Λn,M 
√
log(M)/n. The
paper [57] implements a particular version of the mirror averaging algorithm for the (MS)
aggregation problem and obtains an oracle inequality of type (7.1) with a remainder term
∆Λn,M  log(M)/n. These results are stronly related to previous work on the online predic-
tion of individual deterministic sequences [20, 50, 60, 102] and also to the recent advances
in the PAC-Bayesian theory [2, 18, 77].
In this chapter we consider a "continuous" version of the mirror averaging algorithm.
This method for the squared loss has been studied in [17, 18] and [13] and recently for the
general loss in [90]. We obtain oracle inequalities of type (7.1) over any l1-ball of RM . As
a consequence, we get an oracle inequality for the D-convex aggregation problem with the
optimal rate of aggregation
∆Λn,M 
D
n
(
log
(
eM
D
)
+ log(n)
)
. (7.2)
The chapter is organized as follows. In Section 7.2, we present our "continuous" mirror
averaging algorithm. In Section 7.3, we derive some preliminary results. In Section 7.4, we
prove general oracle inequalities of type (7.1) satisﬁed by our procedure. In Section 7.5, we
apply the results of the previous section to a regression model. In Section 7.6, we derive
lower bounds on the optimal rate of D-convex aggregation for the considered regression
model. Finally in Section 7.7, we investigate the use of diﬀerent prior distribution to derive
sparsity oracle inequalities of type:
EnA(λ˜n) 6 min
λ∈Λ
{
A(λ) + C
M(λ)
n
log (Mn)
}
,
where C > 0 and for any λ ∈ RM , M(λ) denotes the number of nonzero components of λ.
7.2 Generalized mirror averaging
Juditsky, Rigollet and Tsybakov [57] propose a mirror averaging algorithm working on a
ﬁnite set. Here we propose a generalization of their mirror averaging algorithm that works
on any bounded set Λ ⊂ RM .
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Consider the following auxiliary stochastic optimization problem. LetM1(Λ) be the set
of all probability measures on a bounded subset Λ of RM . Consider P ′ ∈M1(Λ), denote by
EP ′ the corresponding expectation. Deﬁne the averaged loss Q : Z ×M1(Λ)→ R+ by
Q(Z, P ′) = EP ′(Q(Z, λ)) =
∫
Λ
Q(Z, λ)dP ′(λ). (7.3)
The corresponding averaged risk A : M1(Λ)→ R+ is deﬁned by
A(P ′) = E(Q(Z, P ′)). (7.4)
Clearly
A(P ′) = EP ′(A(λ)) =
∫
Λ
A(λ)dP ′(λ). (7.5)
Direct minimization of A over P ′ ∈ M1(Λ) is not possible since the distribution P of Z is
unknown. The new stochastic optimization problem consists in minimization of A(P ′) over
P ′ ∈M1(Λ), given the sample Dn.
We now deﬁne our algorithm. Let Cb(Λ) be the space of real continuous bounded functions
on Λ. For Π ∈ M1(Λ), β > 0 and ψ ∈ Cb(Λ), consider the distribution Gβ,Π(ψ) ∈ M1(Λ)
admitting the density e
−ψ/β∫
Λ e
−ψ/βdΠ w.r.t. the distribution Π.
 Fix the initial distribution Π ∈M1(Λ) and take ξ0 = 0 ∈ Cb(Λ).
 for i = 1, . . . , n, do the recursive update
ξi(·) = ξi−1(·) +Q(Zi, ·), (7.6)
P i = Gβ,Π(ξi). (7.7)
 Compute the averaged distribution
P˜n =
1
n
n∑
i=1
P i−1 (with P0 = Π). (7.8)
 Compute λ˜n
λ˜n =
∫
Λ
λdP˜n(λ). (7.9)
The procedure depends on two parameters, the "temperature" β and the prior distribution
Π. It uses the sample Dn to update sequentially the prior distribution Π and computes the
estimator λ˜n under the a posteriori distribution P˜n. We will see later how the parameters
are tuned depending on the problem to solve.
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7.3 Preliminary results
We recall that the Kullback divergence between two distributions P and Q is deﬁned by
K(P,Q) =
{∫
log(dP
dQ
)dP, if P  Q
+∞, elsewhere.
Let λ = (λ(1), . . . , λ(M)) be a vector of RM and denote the l1-norm of λ by ||λ||1 =
∑M
j=1 |λ(j)|.
We denote by BM1 (0, c) the l1-ball of RM of radius c centered at 0. We make the following
assumption on the risk function A
Assumption 7.1. (A) There exists a constant L1 > 0 such that ∀λ, λ′ ∈ Λ,
|A(λ)− A(λ′)| 6 L1||λ− λ′||1.
Lemma 7.1. Consider the subset Λ = BM1 (0, c) for a constant c > 1 and assume that (A)
is satisﬁed on Λ. Then for all  such that 0 <  6 1, there exist a bounded subset Λ ⊂ RM
and a probability distribution P ∗ over Λ such that
Λ ⊂ Λ,
K(P ∗,Π) 6M log
(
1+

)
,
A(P ∗) 6 minλ∈ΛA(λ) + C ′,
(7.10)
where Π is the uniform distribution over Λ and 0 < C
′ < ∞ is a constant independent of
M and .
Note that for any integer d > 1 and a > 0 the volume of the l1 ball Bd1(0, a) in Rd is
C(d)ad with
C(d) =
√
d+ 1
d!2
d
2
.
Proof. Take Λ = B
M
1 (0, c(1 + )) and for Π the uniform probability distribution over Λ.
Then Π admits the following density
p(x) =
1
C(M)(c(1 + ))M
1IΛ(x), ∀x ∈ RM ,
w.r.t. the Lebesgue measure on RM . Note that ||p||∞ 6 1 since c > 1. Let λ∗ ∈
arg minλ∈ΛA(λ). Take for P ∗ the distribution admitting the following density
p∗(x) =
1
C(M)(c)M
1IBM1 (λ∗,c)(x), ∀x ∈ RM ,
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w.r.t. the Lebesgue measure. We have then that
K(P ∗,Π) =
∫
Λ
p∗(λ) log
(
p∗(λ)
p(λ)
)
dλ
6 M log
(
1 + 

)
.
Clearly
min
λ∈Λ
A(λ) 6 A(P ∗) =
∫
Λ
A(λ)p∗(λ)dλ.
Next
A(P ∗)− A(λ∗) =
∫
Λ
A(λ)p∗(λ)dλ− A(λ∗)
=
∫
Λ
(A(λ)− A(λ∗))p∗(λ)dλ
=
∫
BM1 (λ
∗,c)
(A(λ)− A(λ∗))p∗(λ)dλ
because the support of p∗ is BM1 (λ
∗, c). Assumption (A) yields
A(P ∗)− A(λ∗) 6 L1
∫
BM1 (λ
∗,c)
||λ− λ∗||1p∗(λ)dλ
6 L1c,
which yields the result with C ′ = L1c.
In most of the interesting problems, we have M  n. If we take the prior distribution
Π as in Lemma 7.1, then we will obtain an oracle inequality of type (7.1) with a remainder
term of the order M/n. We can improve this upper bound if we exploit the sparsity of the
minimizer λ∗. Suppose the number of non zero components of λ∗ , say D, satisﬁes D 6 n.
If we know D, then we can estimate A(λ∗) up to a remainder of the order D log(eM/D)/n.
For 1 6 j 6 M , denote by ej the vector (0, . . . , 1, . . . , 0) ∈ RM where 1 appears in jth
position. Denote by EM the set {e1, . . . , eM}. Consider the set I of all subsets of EM of
cardinality D. This is a ﬁnite set of cardinality
|I| =
(
M
D
)
6
(
eM
D
)D
.
Denote I = {I1, . . . , I|I|}. Every nonzero element λ ∈ ΛMD can be associated with a pair
(Ij, λ˜), where Ij = {ej1 , . . . , ejD} is such that λ(k) = 0 if k does not belong to Ij and
λ˜ = (λ˜(1), . . . , λ˜(D)) with λ˜(i) = λ(ji), ∀1 6 i 6 D. This representation is not unique but this
is not important for further considerations. From now on, we take ΛMD = I × ΛD, where
ΛD = {λ ∈ RD : ∑Dj=1 λ(j) 6 1, λ(j) > 0, j = 1, . . . , D}.
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Lemma 7.2. Assume that (A) holds on ΛMD . Then for all  > 0, there exist a bounded
subset Λ of RM and a probability distribution P ∗ on Λ such that
ΛMD ⊂ Λ,
K(P ∗,Π) 6 D log
(
eM
D
)
+D log
(
1+

)
,
A(P ∗) 6 minλ∈ΛMD A(λ) + L1,
(7.11)
where Π is the uniform distribution over Λ.
Proof. Let λ ∈ RD, the l1-norm of λ is deﬁned by ||λ||1 =
∑D
j=1 |λ(j)|. Let λ∗ = arg minΛMD A(λ).
We note λ∗ = (I∗, λ˜), where I∗ ∈ I and λ˜ ∈ ΛD.
For  > 0, take Λ = I × BD1 (0, 1 + ). Clearly ΛMD ⊂ Λ. The distribution Π is uniform
over Λ, so it admits the density
p(Ij, λ
′) =
1
|I|1II(Ij)
1
C(D)((1 + ))D
1IBD1 (0,1+)(λ
′), ∀(Ij, λ′) ∈ I × RD,
w.r.t. the measure product δ× ν, where δ is the counting measure on I and ν the Lebesgue
measure on RD.
Consider now the probability distribution P ∗ admitting the density
p∗(Ij, λ′) = 1II∗(Ij)
1
C(D)()D
1IBD1 (λ˜,c)(λ
′)∀(Ij, λ′) ∈ I × RD
w.r.t. the measure δ × ν. Easy computation yields
K(P ∗,Π) 6 log (|I|) +D log
(
1 + 

)
.
Since |I| 6 ( eM
D
)D
, we have
K(P ∗,Π) 6 D log
(
eM
D
)
+D log
(
1 + 

)
.
Under Assumption (A), following the proof of Lemma 7.1 yields
0 6 A(P ∗)− min
λ∈ΛMD
A(λ) 6 L1.
7.4 General oracle risk inequalities
For Π ∈M1(Λ) and β > 0, deﬁne the functional Wβ,Π : Cb(Λ)→ R by
Wβ,Π(ψ) = β log(EΠ[e−ψ/β]) = β log
(∫
Λ
e−ψ(λ)/βdΠ(λ)
)
, ∀ψ ∈ Cb(Λ). (7.12)
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For all P ′ ∈M1(Λ) and ψ ∈ Cb(Λ),
βK(P ′,Π) +Wβ,Π(ψ) > −
∫
Λ
ψdP ′. (7.13)
This result can be found in [27] page 264. This is a direct application of the Jensen's
inequality. If P ′ is absolutely continuous w.r.t. Π, denote p = dP ′/dΠ,
log
(∫
Λ
e−ψ(λ)/βdΠ(λ)
)
>
∫
Λ
log
(
1
p
e−ψ(λ)/βdP ′(λ)
)
= −K(P ′,Π)− 1
β
∫
Λ
ψdP ′.
If P ′ is not absolutely continuous w.r.t. Π, the inequality is trivial since K(P ′,Π) =∞.
Consider the function Q1 deﬁned on Z × Λ × Λ by Q1(z, λ, λ′) = Q(z, λ) − Q(z, λ′) for
all z ∈ Z and all λ, λ′ ∈ Λ.
Theorem 7.1. Consider Λ = BM1 (0, c) for a constant c > 1 and a loss function Q such
that the associated risk A satisﬁes Assumption (A). Then for all 0 <  6 1, the aggregate
λ˜n obtained by the implementation of the mirror averaging algorithm over Λ with the prior
distribution Π, where Λ and Π are deﬁned in Lemma 7.1, satisﬁes
En−1A(λ˜n) 6 min
λ∈Λ
A(λ) + C ′+
βM
n
log
(
1 + 

)
+ Sn, (7.14)
where
Sn , βEn log
(∫
Λ
exp
[
−Q1(Zn, λ, λ˜n)
β
]
P˜n(dλ)
)
.
Proof. By deﬁnition of Wβ,Π(.), for i = 1, . . . , n,
Wβ,Π(ξi)−Wβ,Π(ξi−1) = β log
( ∫
Λ
e−ξi(λ)/βdΠ(λ)∫
Λ
e−ξi−1(λ)/βdΠ(λ)
)
= β log
(∫
Λ
e−Q(Zi,λ)/βdP i−1(λ)
)
. (7.15)
Taking the expectation on both sides of (7.15), summing up over i, using the fact that
(P i−1, Zi) has the same distribution as (P i−1, Zn) for i = 1, . . . , n and applying the concavity
of the logarithmic function, we get
En[Wβ,Π(ξn)−Wβ,Π(ξ0)]
n
= En
[
β
n
n∑
i=1
log
(∫
Λ
e−Q(Zn,λ)/βdP i−1(λ)
)]
6 βEn log
(∫
Λ
e−Q(Zn,λ)/βdP˜n(λ)
)
, S. (7.16)
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Since Q1(z, ω,EP˜n [ω]) = Q(z, ω)−Q(z,EP˜n [ω]) and EP˜n [ω] = λ˜n, S satisﬁes
S = βEn log
(
EP˜n exp
[
−Q(Zn, ω)
β
])
= βEn log
(
exp
[
−Q(Zn,EP˜n [ω])
β
])
+ βEn log
(
EP˜n exp
[
−Q1(Zn, ω,EP˜n [ω])
β
])
= −En−1A(λ˜n) + Sn. (7.17)
By (7.13), we have
−Wβ,Π(ξn) 6
∫
Λ
ξndP
∗ + βK(P ∗,Π)
En[−Wβ,Π(ξn)]
n
6 En
∫
Λ
ξn
n
dP ∗ +
β
n
K(P ∗,Π)
En[−Wβ,Π(ξn)]
n
6 A(P ∗) + β
n
K(P ∗,Π). (7.18)
We used Fubini-Tonelli Theorem on the right-hand side at the last line. Combining Lemma
7.1, (7.16), (7.17) and (7.18) gives the result.
If Λ is a ﬁnite set, we can suppress the term βM
n
log(1+

) in (7.1) and we get an inequality
as in [57]. Similar result in a diﬀerent context has been proved in [90].
Theorem 7.2. For all  > 0 and any loss function Q such that the associated risk A satisﬁes
Assumption (A), the aggregate λ˜n obtained by the implementation of the mirror averaging
algorithm on the set Λ with the prior distribution Π, where Λ and Π are deﬁned in Lemma
7.2, satisﬁes the inequality
En−1A(λ˜n) 6 min
λ∈ΛMD
A(λ) + L1+ β
D
n
(
log
(
1 + 

)
+ log
(
eM
D
))
+ Sn, (7.19)
where
Sn , βEn log
(∫
Λ
exp
[
−Q1(Zn, λ, λ˜n)
β
]
P˜n(dλ)
)
.
Proof. The proof is exactly the same as that of Theorem 7.1 until the inequality (7.18). It
suﬃces then to apply Lemma 7.2, (7.16), (7.17) and (7.18) to get the result.
7.5 Oracle inequalities for Gaussian regression with ran-
dom design
Let X be a Borel subset of Rd, (X, Y ) a random vector such that X ∈ X , Y ∈ R and
Y = f(X) + ξ, (7.20)
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where the regression function f is unknown. Suppose that the error ξ is a gaussian random
variable N (0, σ2) independent of X. Let Pf (respectively PX) be the distribution of (X, Y )
(respectivelyX). Suppose ||f ||∞ 6 L for a ﬁnite constant L where ||f ||∞ = inf{C : |f(x)| 6
C a.s. on X}. Let ||f || = (∫X f 2(x)dPX(x))1/2. Let fˆn be an estimator of f built from the
i.i.d sample {(X1, Y1), . . . , (Xn, Yn)}, where (Xi, Yi) is distributed as (X, Y ). Let P nf be the
distribution of {(X1, Y1), . . . , (Xn, Yn)} and Enf the corresponding expectation. The risk L2
of fˆn is E
n
f ||fˆn − f ||2.
Consider M Borel functions f1, . . . , fM : X → R satisfying ||fj||∞ 6 L, 1,6 j 6 M .
Let Λ be a Borel subset of RM , let λ = (λ(1), . . . , λ(M)) ∈ Λ, we denote by fλ the linear
combination
∑M
j=1 λ
(j)fj. We recall the deﬁnition of the optimal rate of aggregation given
in [97].
Deﬁnition 7.1. Consider the gaussian regression model with random design (7.20), let Λ
be a bounded subset of RM and F0 the space of Borel functions g : X → R bounded by a
ﬁnite constant L. A positive sequence of numbers ψΛn,M is called optimal rate of aggregation
for (Λ,F0) if
 for all distributions PX and any set of functions {fλ, λ ∈ Λ} indexed by Λ and con-
tained in F0, there exists an estimator f˜n of f (aggregate) such that
sup
f∈F0
[Enf ||f˜n − f ||2 − inf
λ∈Λ
||fλ − f ||2] 6 CψΛn,M , ∀n > 1, (7.21)
for a constant C <∞ independent of n and M .
 There exists a distribution PX and a set of functions {fλ, λ ∈ Λ} indexed by Λ and
contained in F0 such that for all estimators Tn of f ,
sup
f∈F0
[Enf ||Tn − f ||2 − inf
λ∈Λ
||fλ − f ||2] > cψΛn,M , ∀n > 1, (7.22)
for a constant c > 0 independent of n and M .
Tsybakov [97] determines the optimal rate of aggregation ψΛn,M for the (L), (C), (MS)
aggregation problems under some strong assumptions on PX
ψΛn,M 

M
n
for (L) aggregation,
M
n
for (C) aggregation, if M 6 √n,√
{log(eM/√n)}/n for (C) aggregation, if M > √n,
log(M)
n
for (MS) aggregation.
(7.23)
Although these rates do not satisfy Deﬁnition 7.1 since they were not derived for all dis-
tributions PX , they serve as a benchmark for more general problems. In this chapter, the
124
aggregation procedures we propose work for all distributions PX . Furthermore we prove
they are optimal up to a logarithmic factor in the sense of Deﬁnition 7.1.
We now apply Theorems 7.1 and 7.2 to treat (C) and D-convex aggregation with the
L2 loss in the regression case. Take Z = X × R and Z = (X, Y ) with X ∈ X and Y ∈ R
satisfying (7.20). Here P = Pf and E = Ef . Deﬁne the loss function Q : Z × Λ→ R+ by
Q(z, λ) = (y − fλ(x))2, ∀λ ∈ Λ,
where z = (x, y) ∈ X × R and H(x) = (f1(x), . . . , fM(x))T . To apply theorems 7.1 and 7.2,
we need ﬁrst to check assumption (A).
Lemma 7.3. The risk A satisﬁes Assumption (A) on Λ = BM1 (0, c) with constant L1 =
2L2(1 + c).
Proof. The risk A satisﬁes
A(λ)− A(λ′) = E[(Y − fλ(X))2 − (Y − fλ′(X))2]
= E[(2Y − (fλ(X) + fλ′(X))) (fλ(X)− fλ′(X))]
= E[(2f(X)− (fλ(X) + fλ′(X))) (fλ(X)− fλ′(X))]
|A(λ)− A(λ′)| 6 E[(2|f(X)|+ L(||λ||1 + ||λ′||1))]L||λ− λ′||1.
Recall ||f ||∞ 6 L and ||λ||1 6 c, ∀λ ∈ Λ. Thus,
|A(λ)− A(λ′)| 6 2L2(1 + c)||λ− λ′||1.
The following lemma is a result of [57]. For the sake of completeness, we reproduce the
proof in the appendix up to some minor modiﬁcations to ﬁt our model.
Lemma 7.4. For the regression model (7.20) and Λ = BM1 (0, c), we have Sn 6 0, ∀β >
2(σ2 + ((c+ 1)L)2).
Now we deﬁne our convex aggregate f˜Cn . We consider two cases M 6
√
n and M >
√
n.
In the case M 6 √n, then f˜Cn = fλ˜n where λ˜n is deﬁned in Theorem 7.1. Note that in this
case, λ˜n is built using the continuous mirror averaging algorithm introduced in Section 7.2.
In the case M >
√
n, let m be deﬁned by
m =
⌈√
n/
√
log(eM/
√
n)
⌉
. (7.24)
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Clearly 1 6 m 6M . Denote by G the ﬁnite set of functions h of the form
h(x) =
1
m
M∑
j=1
kjfj(x), kj ∈ {0, . . . ,m},
M∑
j=1
kj 6 m.
We have
|G| =
m∑
j=1
(
M + j − 1
j
)
6
(
e
M +m− 1
m
)m
,
see for instance [39] page 38. Consider the (MS) aggregation problem over G. Let λˆn be the
discrete mirror averaging estimator introduced in [57]. Then for M >
√
n, f˜Cn = fλˆn . So the
convex aggregate is given by
f˜Cn (x) =
{
fλ˜n(x) if M 6
√
n,
fλˆn(x) if M >
√
n.
(7.25)
Theorem 7.3. For any distribution PX , the aggregate f˜Cn satisﬁes the following oracle
inequality
Enf ||f˜Cn − f ||2 6 min
λ∈ΛM
||fλ − f ||2 + C(σ, L)∆Cn,M , (7.26)
where C(σ, L) is a constant depending only on σ and L and
∆Cn,M =
{
M
n
log(n) if M 6 √n,√
{log(eM/√n)}/n if M > √n.
∆Cn,M is the optimal rate of (C) aggregation up to the logarithmic factor log(n).
Proof. If M 6 √n, take  = 1/n and apply Theorem 7.1 along with Lemmas 7.3 and 7.4. If
M >
√
n, the following approximation result can be obtained by the Maurey argument (see
[84], pages 192,193)
min
g∈G
||g − f ||2 6 min
λ∈ΛM
||fλ − f ||2 + L
2
m
, (7.27)
the above formula means that the minimum over the ﬁnite set G approximates the minimum
over the convex combinations of the functions f1, . . . , fM up to the term L
2/m. Apply
Corollary 4.5 of [57] along with (7.27) to get the result. For the lower bounds, see [97].
We deﬁne now the D-convex aggregate f˜Dn . We recall that the D-convex aggregate
is motivated by the fact that M can be much larger than n in some applications. So
we suppose now that M  n. We consider two cases D 6
√
n/ log(eM/
√
n) and D >√
n/ log(eM/
√
n). In the ﬁrst case, f˜Dn = fλ˜n where λ˜n is deﬁned in Theorem 7.2. In the
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second case, f˜Dn = fλˆn , where we use the same λˆn as the one deﬁned for the convex aggregate
above. So, the D-convex aggregate f˜Dn is deﬁned by
f˜Dn (x) =
fλ˜n(x) if D 6
√
n
log(eM/
√
n)
,
fλˆn(x) if D >
√
n
log(eM/
√
n)
.
(7.28)
Theorem 7.4. For any distribution PX , the aggregate f˜Dn satisﬁes the following oracle
inequality
Enf ||f˜Dn − f ||2 6 min
λ∈ΛMD
||fλ − f ||2 + C(σ, L)∆n,M,D, (7.29)
where C(σ, L) is a constant depending only on σ and L and
∆n,M,D =

D
n
(
log
(
eM
D
)
+ log(n)
)
if D 6
√
n
log(eM/
√
n)
,√
{log(eM/√n)}/n if D >
√
n
log(eM/
√
n)
.
If M > n, then ∆n,M,D is the optimal rate of D-convex aggregation.
Proof. If D 6
√
n
log(eM/
√
n)
, take  = 1/n and apply Theorem 7.2 along with Lemmas 7.3
and 7.4. If D >
√
n
log(eM/
√
n)
, then M >
√
n. The result follows from Theorem 7.3 and the
inclusion ΛMD ⊂ ΛM . The lower bounds are derived in the next section.
Like for (C) aggregation, we observe an elbow eﬀect. For D 6
√
n
log(eM/
√
n)
the rate of
D-convex aggregation is better than the one of (C) aggregation. For D >
√
n
log(eM/
√
n)
the
rates of D-convex and (C) aggregation are equal.
7.6 Lower bounds for D-convex aggregation in Gaussian
regression model with random design
Now we derive lower bounds for D-convex aggregation in the regression model (7.20).
Theorem 7.5. Consider the Gaussian regression model with random design (7.20), the
optimal rate of D-convex aggregation denoted ψn,M,D satisﬁes the following inequalities
ψn,M,D >
c
D
n
log
(
eM
D
)
if D 6
√
n
log(eM/
√
n)
,
c
√
{log(eM/√n)}/n if D >
√
n
log(eM/
√
n)
,
(7.30)
for a constant c > 0 independent of n, M and D.
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Thus in the regression setup (7.20), the rate of D-convex aggregation ∆n,M,D in Theorem
7.4 is optimal if we suppose that M  n. The proof of Theorem 7.5 uses Lemma 4 of [9]
and Lemma 1 of [97].
Proof. Consider a cube S ⊂ X . Take for PX the uniform distribution over S, then
L2(X , PX) = L2(S, dx). Let (φj)j=1,...,M be an orthogonal set of functions of L2(S, dx)
such that ||φj||∞ 6 A < ∞, ∀1 6 j 6 M . Take φj(x) = A cos(ajx1 + b), for x ∈ S and for
proper constants A, a, b, where x1 is the ﬁrst coordinate of x. Deﬁne the functions fj(x) =
γφj(x)1S(x), 1 6 j 6M , where γ is chosen small enough so that ||fj||∞ 6 L, ∀1 6 j 6M .
If D 6
√
n/ log (eM/
√
n), consider the ﬁnite set
C ′ =
{
1√
3
√
log(eM/D)
n
M∑
j=1
ωjfj : ω ∈ {0, 1}M and
M∑
j=1
ωj 6 D
}
. (7.31)
We check that C ′ ⊂ {fλ, λ ∈ ΛMD }. The function x → x
√
log eM/x is nondecreasing on
[1,∞). Next, for D 6
√
n
log(eM/
√
n)
we have
D√
3
√
log(eM/D)
n
6 1√
3
√
n
log(eM/
√
n)
1√
n
√√√√log(eM√
n
√
log
(
eM√
n
))
. (7.32)
Using that for all y > 0, we have log(y
√
log(y)) 6 3 log(y), we obtain
D√
3
√
log(eM/D)
n
6 1.
Let fλ and fλ′ be in C ′. Then
||fλ − fλ′||2 = γ
2
3
ρ(λ, λ′)
n
log(eM/D), (7.33)
with ρ(λ, λ′) 6 2D. If M > 6D, Lemma 4 of [9] guarantees the existence of a subset N ⊂ C ′
such that {
log(|N |) > c˜D log( eM
D
),
ρ(λ, λ′) > c˜D, ∀λ, λ′ ∈ N . (7.34)
For all λ and λ′
K(P nfλ , P
n
fλ′
) =
n
2σ2
||fλ − fλ′ ||2, (7.35)
thus
K(P nfλ , P
n
fλ′
) 6 cγ2 log (|N |).
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Take γ small enough so that C ′ ⊂ F0. Then minλ∈ΛM ||fλ − f ||2 = 0 for all f ∈ C ′. Lemma
1 of [97] yields
sup
f∈C′
Enf ||Tn − f ||2 > c
D
n
log(eM/D).
If D 6 M 6 6D, we have a lower bound cM
n
for a constant c > 0 independent of M , see
[97]. Then it remains to note that for these values of M M
n
 D
n
log( eM
D
).
If D >
√
n/ log (eM/
√
n), deﬁne an integer m by
m =
c2
√
n
log( eM√
n
)
 ,
where the constant c2 is chosen small enough so that M > 6m and m 6 D. Consider the
ﬁnite set C ′′ of convex combinations of f1, . . . , fM such that m coeﬃcients equal 1/m and
the remaining M −m equal zero. Clearly C ′′ ⊂ {fλ, λ ∈ ΛMD }.
Let fλ and fλ′ be in C ′′, ||fλ − fλ′ ||2 6 2γ2m . Take γ small enough so that C ′′ ⊂ F0 and
minλ∈ΛM ||fλ− f ||2 = 0 for all f ∈ C ′′. We then have to bound from below supf∈C′′ Enf ||Tn−
f ||2 by c
√
1
n
log( eM√
n
). Lemma 4 of [9] guarantees the existence of a ﬁnite subset N of C ′′
such that
log(|N |) > cm log
(
eM
m
)
, (7.36)
for a constant c > 0 and such that for all functions g1, g2 ∈ N ,
||g1 − g2||2 > cγ2/m, (7.37)
where c > 0 is a diﬀerent constant. In view of (7.35), we have K(P ng1 , P
n
g2
) 6 cγ2n/m 6
cγ2 log(|N |). Take γ small enough such that cγ2 < 1/16 and apply Lemma 1 of [97].
7.7 Sparsity oracle inequality and choice of the prior Π
In Theorem 7.4, we derived an oracle inequality of the form
EnA(λ˜n) 6 min
λ∈Λ
A(λ) + C(L, c)
D
n
log
(
eM
D
)
log(n),
for the mirror averaging estimator in a Gaussian regression model. A drawback of this
procedure is that the choice of the prior Π requires that the number of nonzero components
of the target vector λ∗ satisﬁes M(λ∗) 6 D with known D. In this section, we want to
build an estimator λ˜n satisfying the following sparsity oracle inequality
EnA(λ˜n) 6 min
λ∈Λ
{
A(λ) + C(L, c)
M(λ)
n
log (Mn)
}
, (7.38)
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where Λ = BM1 (0, c) and M(λ) = |{j : λj 6= 0}|. Dalalyan and Tsybakov [25] proved a
sparsity oracle inequality of this type in a ﬁxed design regression model when the set of
parameters is a l2 ball of RM for the exponential weight aggregate. Dalalyan and Tsybakov
[24] derive sparsity oracle inequalities for the mirror averaging in the same stochastic opti-
mization problem with a Cauchy type choice for the prior distribution Π. They also provide
practical rules for the tuning of the parameters such as the temperature β and the radius c
of the simplex Λ. Here we derive the sparsity oracle inequality (7.38) in a general stochastic
framework for the mirror averaging algorithm as in [24]. The diﬀerence from [24] is that
we propose two other ways to choose the prior distribution Π. The ﬁrst way is to take Π
as a mixture of probability distributions on Λ instead of the uniform distribution on a Λ
considered in Section 7.4. The second way is to put a prior distribution on the number D
of nonzero components with more weight on the small values of D. The latter choice for
Π is related to penalized model-selection techniques where models with a large number of
parameters are more penalized than models with a small number of parameters.
7.7.1 Taking Π as a mixture of probability distributions
Fix  > 0. Recall that Λ = B
M
1 (0, c(1 + )). Deﬁne the function pi0 : R→ R by
pi0(t) = (1− γ) 1
2cη
1I[−cη,cη](t) + γ
1
2c(1 + )
1I[−c(1+),c(1+)](t), ∀t ∈ R,
where η, γ > 0 are some parameters to be tuned. We consider the prior distribution Π
admitting the following density w.r.t. the Lebesgue measure on RM :
pi(x) =
1
CN
M∏
j=1
pi0(xj)1IΛ(x), x = (x1, . . . , xM) ∈ RM (7.39)
where CN is the normalizing constant. We have the following result.
Lemma 7.5. Assume that M > 2. Take η = γ = 1/M . Consider the sets Λ = BM1 (0, c)
and Λ = B
M
1 (0, c(1+ )) for a constant c > 1 and the prior distribution Π deﬁned in (7.39).
Let Assumption (A) be satisﬁed on Λ. Then, for any λ∗ ∈ Λ and any  such that 0 <  < 1,
there exists a probability distribution P ∗ supported on Λ such that
K(P ∗,Π) 6 M(λ∗)
(
2(logM) + log
(
1 + 

))
+ 2
(
1− M(λ
∗)
M
)
,
|A(P ∗)− A(λ∗)| 6 2L1c.
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Proof. Let P ∗ be equal to the probability distribution Pλ∗,cη admitting the following density
w.r.t. the Lebesgue measure:
pλ∗(x) =
1
(2cη)M
M∏
j=1
1I[λ∗j−cη,λ∗j+cη](xj), ∀x ∈ RM .
Since λ∗ ∈ Λ and η = 1/M , we have P ∗ << Π. Next,∣∣∣∣∫
Λ
A(λ)pλ∗(λ)dλ− A(λ∗)
∣∣∣∣ 6 2L1cMη = 2L1c.
For any j set pλ∗j (xj) =
1
2cη
1I[λ∗j−cη,λ∗j+cη](xj). We have
K(P ∗,Π) =
∫
Λ
pλ∗(λ) log
(
pλ∗(λ)
pi(λ)
)
dλ
=
∫
BM∞ (λ∗,cη)
pλ∗(λ) log
(
pλ∗(λ)
pi(λ)
)
dλ
=
M∑
j=1
∫ λ∗j+cη
λ∗j−cη
pλ∗j (λj) log
(
pλ∗j (λj)
pi0(λj)
)
dλj +
∫
BM∞ (λ∗,cη)
pλ∗(λ) log(CN)dλ, (7.40)
where for any λ ∈ RM and a > 0, BM∞ (λ, c) denotes the l∞-ball in RM of radius a centered
at λ. Next, we easily have∫ λ∗j+cη
λ∗j−cη
pλ∗j (λj) log
(
pλ∗j (λj)
pi0(λj)
)
dλj =
(
1− |λ
∗
j |
2cη
)
+
log
(
1 + 
(1− γ)(1 + ) + γη
)
+ min
(
1,
|λ∗j |
2cη
)
log
(
1 + 
γη
)
.
Since 0 < γ, η,  < 1 we have that∫ λ∗j+cη
λ∗j−cη
pλ∗j (λj) log
pλ∗j (λj)
pi0(λj)
dλj 6
{
log
(
1+
γη
)
if λ∗j 6= 0,
γ
1−γ , if λ
∗
j = 0,
(7.41)
where we have used the inequality log(1 + x) 6 x true for any x > −1.
We now treat the normalizing constant CN . We have
CN =
∫
BM∞ (0,cη)
M∏
j=1
pi0(xj)dx+
∫
Λ∩BM∞ (0,cη)c
M∏
j=1
pi0(xj)dx
6
(
1− γ
2cη
+
γ
2c(1 + )
)M
(2cη)M +
(
γ
2c(1 + )
)M
C(M)(c(1 + ))M
6
(
1− γ + γη
1 + 
)M
+
(γ
2
)M
C(M)
6 1, (7.42)
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where C(M) =
√
M+1
M !2
M
2
is the volume of the unit l1 ball in RM . Combining (7.40),(7.41) and
(7.42) yields
K(P ∗,Π) 6M(λ∗) log
(
1 + 
γη
)
+
γ
1− γ (M −M(λ
∗)).
With our choice of the parameters η = γ = 1
M
, we get
K(P ∗,Π) 6M(λ∗) log
(
M2
1 + 

)
+ 2
(
1− M(λ
∗)
M
)
.
We have the following result.
Theorem 7.6. For all  > 0 and any loss function Q such that the associated risk A satisﬁes
Assumption (A), the aggregate λ˜n obtained by the implementation of the mirror averaging
algorithm on the set Λ with the prior Π, where Λ and Π are deﬁned in Lemma 7.5, satisﬁes
the inequality
En−1A(λ˜n) 6 min
λ∈Λ
{
A(λ) + β
M(λ)
n
[
2(logM) + log
(
1 + 

)
+ 2
(
1
M(λ)
− 1
M
)]}
+ 2L1c+ S1,
where
S1 , βEn log
(
EP˜n exp
[
−Q1(Zn, ω, λ˜n)
β
])
,
and ω is a random variable with values in Λ and distributed with the law P˜n.
Proof. The proof is exactly the same as that of Theorem 7.1 until the inequality (7.18). It
suﬃces then to apply Lemma 7.5, (7.16), (7.17) and (7.18) to get the result.
For the Gaussian regression model with random design considered in Section 7.5, we
proved in Lemma 7.4 that S1 6 0 for β > β = 2(σ2 + (c+ 1)2L2). Thus, applying Theorem
7.6 to this case with β = β and  = 1/n, we obtain the following corollary:
Corollary 7.1. Let the assumptions of Theorem 7.6 be satisﬁed. Take  = 1/n and β =
β = 2(σ2 + (c+ 1)2L2). Then, for any distribution PX , the aggregate fˆn = fλ˜n satisﬁes the
following oracle inequality:
Enf ||fˆn − f ||2 6 min
λ∈Λ
{
||fλ − f ||2 + βM(λ)
n
[
2(logM) + log(n+ 1) + 2
(
1
M(λ)
− 1
M
)]}
+
2L1c
n
.
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7.7.2 Taking Π as a distribution on the number of nonzero param-
eters of the model
The deﬁnition of the prior distribution Π used here is similar to the deﬁnition of the
prior distribution used in Section 7.3 where we considered D-convex aggregation. Fix c > 0
and  > 0. Deﬁne Λ = BM1 (0, c) and Λ = B
M
1 (0, c(1 + )). Every element λ ∈ Λ can
be associated to the following triplet (M(λ), J(λ), λJ(λ)) where λJ(λ) denotes the vector of
RM(λ) obtained by keeping only the nonzero components of λ, with the convention that the
zero vector is associated to the null triplet (0, 0, 0). From now on, we redeﬁne, w.l.o.g.,
Λ =
{
(s, I, λ˜) : 1 6 s 6M, I ⊆ {1, . . . ,M}, |I| = s, λ˜ ∈ Bs1(0, c(1 + ))
}
∪ {(0, 0, 0)}.
We also consider the similar representation for Λ. We introduce ﬁrst some probability
distributions. Deﬁne the probability distribution Π1 admitting the density pi1 w.r.t the
counting measure on {0, . . . ,M} deﬁned as follows:
pi1(j) =
1− e−1
1− e−(M+1) e
−j, ∀j ∈ {0, . . . ,M}.
For any s ∈ {1, . . . ,M}, denote by Is the set of all subsets of EM of cardinality s. We have
|Is| =
(
M
s
)
6
(
eM
s
)s
.
Denote by Π2,s the uniform probability measure on Is. Its density pi2,s w.r.t. the counting
measure on Is is given by
pi2,s(J) =
1(
M
s
) , ∀J ⊆ {1, . . . ,M} : |J | = s.
For any s ∈ {1, . . . ,M}, denotes by Π3,s the uniform probability distribution on Bs1(0, c(1 +
)). Its admits the density pi3,s w.r.t. the Lebesgue measure on Rs deﬁned as follows:
pi3,s(λ) =
1
C(s)(c(1 + ))s
1IBs1(0,c(1+))(λ), ∀λ ∈ Rs,
where C(s) =
√
s+1
s!2
s
2
is the volume of the unit l1 ball in Rs.
We consider the prior distribution Π on Λ as the product of the above three probability
measures. Its density w.r.t. the corresponding dominating measure is given by:
pi(λ) = pi1(M(λ))pi2,M(λ)(J(λ))pi3,M(λ)(λJ(λ)). (7.43)
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Lemma 7.6. Consider the sets Λ = BM1 (0, c) and Λ = B
M
1 (0, c(1 + )) for a constant c > 1
and the prior distribution Π deﬁned in (7.43). Let Assumption (A) be satisﬁed on Λ. Then,
for any λ∗ ∈ Λ and any  such that 0 <  6 1, there exists a probability distribution P ∗
supported on Λ such that
K(P ∗,Π) 6 M(λ∗)
(
1 + log
(
eM
M(λ∗)
)
+ log
(
1 + 

))
|A(P ∗)− A(λ∗)| 6 L1cM(λ∗).
Proof. Set s = M(λ∗) and J∗ = J(λ∗). Let P ∗ be the probability distribution admitting the
following density
pλ∗(λ) = 1IM(λ)=s1IJ(λ)=J∗
1
C(s)(c)s
1IBs1(λ∗J∗ ,c)(λJ
∗), ∀λ ∈ RM .
We have ∣∣∣∣∫
Λ
A(λ)pλ∗(λ)dλ− A(λ∗)
∣∣∣∣ 6 L1cM(λ∗).
Next, we have
K(P ∗,Π) = log
(
1
pi1(s)
)
+ log
(
1
pi2,s(J∗)
)
+ s log
(
1 + 

)
6 s+ s log
(
eM
s
)
+ s log
(
1 + 

)
.
This yields the result.
We have the following result.
Theorem 7.7. For all  > 0 and any loss function Q such that the associated risk A satisﬁes
Assumption (A), the aggregate λ˜n obtained by the implementation of the mirror averaging
algorithm on the set Λ with the prior distribution Π, where Λ and Π are deﬁned in Lemma
7.6, satisﬁes the inequality
En−1A(λ˜n) 6 min
λ∈Λ
{
A(λ) + L1cM(λ)+ β
M(λ)
n
[
1 + log
(
eM
M(λ)
)
+ log
(
1 + 

)]}
+ S1,
where
S1 , βEn log
(
EP˜n exp
[
−Q1(Zn, ω, λ˜n)
β
])
,
and ω is a random variable with values in Λ and distributed with the law P˜n.
Proof. The proof is exactly the same as that of Theorem 7.1 until the inequality (7.18). It
suﬃces then to apply Lemma 7.6, (7.16), (7.17) and (7.18) to get the result.
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7.8 Appendix
Deﬁnition 7.2. A function T : RM → R is exponentially concave if the composite function
exp ◦T is concave.
Proposition 4.1 of [57] gives a simple suﬃcient condition for exponential concavity
Proposition 7.1. Let g be a function twice diﬀerentiable on ΛM with gradient ∇g(λ) and
Hessian matrix ∇2g(λ), λ ∈ Λ. If there exists β > 0 such that for any λ ∈ Λ, the matrix
β∇2g(λ)−∇g(λ)(∇g(λ))T ,
is semi-positive, then −g(.)/β is exponentially concave on Λ.
Proof. Since g is a twice diﬀerentiable on Λ, then exp(−g(·)/β) is also twice diﬀerentiable
with Hessian matrix
H(λ) = 1
β
exp
(
−g(λ)
β
)[∇g(λ)(∇g(λ))T
β
−∇2g(λ)
]
.
For any x ∈ RM , λ ∈ Λ, we have
xTH(λ)x = 1
β
exp
(
−g(λ)
β
)[
(xT∇g(λ))2
β
− xT∇2g(λ)x
]
6 0.
Hence exp
(
−g(·)
β
)
has a negative semi-deﬁnite Hessian and is therefore concave.
Let prove now Lemma 7.4.
Proof. Fix λ′ ∈ Λ, consider the mapping
λ→ E exp(−Q1(Z, λ, λ′)/β) = E exp
(
− 1
β
[
(Y − fλ(X))2 − (Y − fλ′(X))2
])
.
We have
E exp(−Q1(Z, λ, λ′)/β) = E exp
(
− 1
β
[
(Y − fλ(X))2 − (Y − fλ′(X))2
])
= E exp
(
− 1
β
[−2ξ(U(X,λ)− U(X,λ′)) + U2(X,λ)− U2(X,λ′)]) ,
where U(X,λ) , f(X)− fλ(X). Since |2(U(X,λ)− U(X,λ′))| = 2|(fλ−λ′(X)| 6 4Lc and ξ
is gaussian N (0, σ2) , taking the expectation conditionally on X ﬁrst, we get
E exp(−Q1(Z, λ, λ′)/β) = ψβ(λ, λ′),
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where
ψβ(λ, λ
′) , E exp
(
2σ2
β2
(fλ−λ′(X))2 − 1
β
[U2(X,λ)− U2(X,λ′)]
)
. (7.44)
Clearly
ψβ(λ, λ) = 1, ∀λ ∈ Λ. (7.45)
For any x ∈ Rd and λ′ ∈ Λ ﬁxed, consider the function
λ→ Q˜(x, λ, λ′) ,
(
−1 + 2σ
2
β
)
(fλ(x))
2 − 4σ
2
β
(fλ(x))(fλ′(x)) + 2f(x)fλ(x).
We give now a suﬃcient condition for Q˜(x, ·, λ′) to be exponentially concave. Denote γ =
1− 2σ2
β
and H(x) = (f1, · · · , fM)(x)T , we have
∇λQ˜(x, λ, λ′) =
(
−2γ(HT (x)λ)− 4σ
2
β
(HT (x)λ′) + 2f(x)
)
H(x),
∇2λλQ˜(x, λ, λ′) = −2γH(x)HT (x).
By assumption ||f ||∞ 6 L and since λ ∈ Λ, we have |HT (x)λ| 6 Lc, |HT (x)λ′| 6 Lc. If
β > β0 , 2(σ2 + ((c+ 1)L)2), (7.46)
then β∇2λλQ˜(x, λ, λ′)− (∇λQ˜(x, λ, λ′))(∇λQ˜(x, λ, λ′))T is semi-deﬁnite. Proposition 7.1 en-
sures that Q˜(x, ·, λ′)/β is exponentially concave in λ. So is ψβ(·, λ′)/β for any λ′ ∈ Λ ﬁxed.
Consider a random variable ω with values in Λ and distributed as P˜n. Denote EP˜n the
distribution w.r.t. P˜n, we have λ˜n = EP˜n [ω]. We have for β > β0
Sn = En log
(
EP˜n exp
[
−Q1(Zn, ω, λ˜n)
β
])
Sn 6 En−1 log
(
EEP˜n exp
[
−Q1(Zn, ω, λ˜n)
β
])
= En−1 log
(
EP˜nE exp
[
−Q1(Zn, ω, λ˜n)
β
])
= En−1 log
(
EP˜nψβ(ω, λ˜n)
)
6 En−1 log
(
ψβ(EP˜n [ω], λ˜n)
)
= En−1 log
(
ψβ(λ˜n, λ˜n)
)
= 0.
In the second line, we used Jensen inequality w.r.t. the expectation E of the random variable
Zn. In the third line, we used Fubini's Theorem. In the fourth line, we used the fact that
Zn and λ˜n are independent and the deﬁnition of ψβ(λ, λ
′) (Recall that λ˜n is a measurable
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function of Z1, . . . , Zn−1). In the last line, we used the fact that for any ﬁxed λ′ ∈ Λ, ψβ(·, λ′)
is concave if β > β0 and (7.45).
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Chapter 8
Oracle inequalities for the Lpi norm in a
density estimation problem
We study the Goldenshluger and Goldenshluger-Lepski model selection procedures in a
density estimation framework. We derive oracle inequalities for the Lpi risk with 1 6 pi 6∞.
Then, we exploit these oracle inequalities to propose minimax rate adaptive procedures.
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8.1 Introduction
Consider i.i.d. random vectors X1, . . . , Xn with values in a Borel subset X of Rd having
an unknown common probability density f ∈ Lpi(X ) that we want to estimate, where pi > 1.
For a function g ∈ Lpi(X ) and pi < ∞, deﬁne ||g||pi =
(∫
X |g(x)|pidx
)1/pi
. If pi = ∞, set
||g||∞ = ess supx∈X |g(x)|. For an estimator fˆ of f based on the sample Xn = (X1, . . . , Xn),
deﬁne the Lpi risk E⊗nf (||fˆ − f ||αpi), where α > 0 and E⊗nf denotes the expectation w.r.t.
the distribution P⊗nf of Xn. Consider the dictionary F = {f1, . . . , fM} where M > 2
and fj, 1 6 j 6 M , are some estimators of the density f . We study the model selection
type aggregation problem: given Xn we want to construct a new estimator f˜n of f , called
aggregate, which is approximately at least as good as the best estimator among f1, . . . , fM ,
in the sense that it satisﬁes the oracle inequality
E⊗nf (||f˜n − f ||αpi) 6 C min
16j6M
E⊗nf (||fj − f ||αpi) + ∆(n,M, pi, α), (8.1)
where C > 1 is an absolute constant and the remainder term ∆(n,M, pi, α) called the rate
of aggregation does not depend on f and should be as small as possible. This problem is
called (MS) aggregation problem.
The literature on aggregation in regression and Gaussian white noise models is extensive.
We mention here only some recent works [15, 57, 68, 70, 97, 106] and the references cited
therein. Most of the results concern the L2 risk. Hengartner and Wegkamp [52] derive an
oracle inequality of the form (8.1) in a regression model under the Lpi risk with 1 6 pi 6 2. In
the Gaussian white noise model, Goldenshluger [46] establishes an oracle inequality for the
Lpi risk with 1 6 pi 6 ∞. The aggregation procedure proposed in [52] and [46] is based on
the minimization of the supremum of a linear functional on an appropriate set of functions .
Aggregation of density estimators has been considered in [8, 18, 57, 92, 109, 115] with the
Kullback-Leibler divergence and L2 risks. Devroye and Lugosi [28] and Birgé [7] obtained
results under the L1 risk. Optimality of the rates of aggregation in the sense of [97] have
been proved in [89] for the L2 risk and in [65] for the Kullback-Leibler divergence and the
L1 risk.
In this chapter, we extend the procedure of Hengartner and Wegkamp [52], Goldenshluger
[46] and Goldenshluger and Lepski [47] to the problem of aggregation of density estimators.
For pi = 1, the procedure of Devroye and Lugosi [28] appears as a particular case of our
procedure. We will discuss this point in more detail in Section 8.2. The procedure of Gold-
enshluger and Lepski is related to Lepski's method. This procedure is adapted to a speciﬁc
class of linear estimators including the linear wavelet estimators. Goldenshluger and Lepski
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[47] considered the white noise model and established a model selection oracle inequality for
the sup-norm. In Section 8.3, we consider the density estimation framework and we derive a
model-selection oracle inequality for the sup-norm. Note that the adaptation of the result of
Goldenshluger and Lepski to the density estimation problem is straightforward. We decided
to write it down since we exploit this result later. In Section 8.4, we exploit the results of
Sections 8.2 and 8.3 to build minimax rate adaptive density estimators for the Lpi norm,
with 1 6 pi 6 2 and the sup-norm.
8.2 The Goldenshluger procedure
In this section, f1, . . . , fM are deterministic functions.
8.2.1 The aggregation procedure
The procedure is based on estimation of linear functionals over an appropriately chosen
set of functions Ω on X with values in R. Consider the linear functional
lf (ω) =
∫
X
ω(t)f(t)dt, ω ∈ Ω.
A natural estimator of lf (ω) is
lˆf (ω) =
1
n
n∑
i=1
ω(Xi).
Consider the following functionals
lfj(ω) =
∫
X
ω(t)fj(t)dt, j = 1, . . . ,M,
and the diﬀerences between these two quantities
∆j(ω) = lˆf (ω)− lfj(ω), j = 1, . . . ,M.
The aggregation procedure is deﬁned as follows. Set
Mˆj = sup
ω∈Ω
|∆j(ω)|
||ω||q , j = 1, . . . ,M, (8.2)
where 1
pi
+ 1
q
= 1, with the convention q = 1 if pi =∞. Consider
ˆ = arg min
16j6M
Mˆj. (8.3)
Deﬁne the aggregate f˜n by
f˜n = fˆ. (8.4)
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Since E⊗nf (∆j(ω)) = lf−fj , Mˆj is the empirical estimate of the supremum of |lf−fj(ω)|/||ω||q
over Ω. If fj is close to f in the L
pi norm, then by Hölder's inequality, Mˆj should be small.
The choice of the set of functions Ω is crucial for the performance of the procedure.
Following Goldenshluger [46], we consider the following choice. Given the dictionary F =
{f1, . . . , fM}, deﬁne the set G = {g : X → R|g = gi,j = fi − fj, ∀i 6= j}. Let pi ∈ [1,∞).
From now on, we consider the following set of functions
Ω = {ω|ω(·) = ωg(·) = |g(·)|pi−1||g||−pi+1pi sign{g(·)}, g ∈ G}. (8.5)
It is easy to see that for all g ∈ G, there exists ωg ∈ Ψ such that∫
X
ωg(t)
||ωg||q g(t)dt = ||g||pi. (8.6)
Note that ||ω||q = 1 for all ω in the set Ω. So our aggregation procedure is easily imple-
mentable since it amounts to the estimation of empirical linear functionals and a minimization-
maximization step over a ﬁnite set.
The aggregation procedure considered by Devroye and Lugosi [28] is the minimum dis-
tance estimate initially proposed by Yatracos [111]:
ˆY = arg min
16j6M
sup
A∈A
∣∣∣∣∫
A
fj − µn(A)
∣∣∣∣ , f˜Yn = fˆY ,
where µn(A) = (1/n)
∑n
i=1 1IXi∈A is the empirical measure of an event A based on the data
X1, . . . , Xn, 1IB is the indicator function of the event B and A is the Yatracos class
A =
{
Ai,j
4
= {x : fi(x) > fj(x)} ; 1 6 i, j 6M
}
.
With this estimation procedure, Devroye and Lugosi [28] proved an oracle inequality of the
form (8.1) under the L1 risk. Consider now our procedure under the L1 risk with the set of
functions of (8.5). In this case, any function ω ∈ Ω is of the form ω(x) = 21Ifi(x)>fj(x) − 1
for i, j ∈ {1, . . . ,M}. Thus our estimation procedure can be rewritten as
ˆ = arg min
16j6M
sup
A∈A
∣∣∣∣2(∫
A
fj − µn(A)) + 1−
∫
X
fj
∣∣∣∣ , f˜n = fˆ,
If the functions fj, j = 1, . . . ,M , are densities, then our procedure under the L
1 risk is
exactly the Yatracos procedure. So we can say that our procedure is a generalization of the
Yatracos procedure to the Lpi risk with 1 6 pi <∞.
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8.2.2 Oracle inequalities for the Lpi risk with 1 6 pi <∞
In this section, we prove the main results of the chapter. These are oracle inequalities
in expectation and in probability for the density aggregation problem. The next theorem
states the main oracle inequality in expectation under the Lpi risk for the aggregate f˜n.
Theorem 8.1. Fix pi ∈ [1,∞) and α > 0. Consider a dictionary F = {f1, . . . , fM}. Let Ω
be the ﬁnite set of functions (8.5) associated with F . Assume that bΩ 4= maxω∈Ω ||ω||∞ <∞.
Then the aggregate f˜n deﬁned in (8.4) satisﬁes the oracle inequality
E⊗nf
(
||f˜n − f ||αpi
)
6C1 min
16j6M
||fj − f ||αpi + C2
(
bΩ
log(1 + |Ω|)
n
)α
+ C3
(
σ2Ω
log(1 + |Ω|)
n
)α
2
, (8.7)
where σ2Ω
4
= maxω∈Ω
∫
X ω
2(x)f(x)dx <∞, |Ω| denotes the cardinality of Ω, C1 = 3α(2α∨1−1),
C2 = 8
α(2α∨1−1) and C3 = 24α(2α∨1−1).
Proof. For all 1 6 j 6M we have
Mˆj = max
ω∈Ω
|∆j(ω)|
6 max
ω∈Ω
(|lˆf (ω)− lf (ω)|+ |lf (ω)− lfj(ω)|)
6 ||fj − f ||pi + max
ω∈Ω
|lˆf (ω)− lf (ω)|, (8.8)
where we have used the Hölder inequality in the third line. Deﬁne ∗ = arg min16j6M ||fj −
f ||pi. We have
||f˜n − f ||pi = ||fˆ − f ||pi
6 ||fˆ − f∗||pi + ||f∗ − f ||pi
6 |lfˆ−f∗ (ψfˆ−f∗ )|+ ||f∗ − f ||pi
6 Mˆˆ + Mˆ∗ + ||f∗ − f ||pi
6 2Mˆ∗ + ||f∗ − f ||pi
6 3||f∗ − f ||pi + 2 max
ω∈Ω
|lˆf (ω)− lf (ω)|,
where we have used (8.6) in the second line and (8.8) in the last line. Consider ﬁrst the case
α > 1. We have by convexity of the application x→ xα that
||f˜n − f ||αpi 6 C1||f∗ − f ||αpi + 22α−1 max
ω∈Ω
(
|lˆf (ω)− lf (ω)|α
)
. (8.9)
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Taking the expectation in the above inequality, we get that
E⊗nf
(
||f˜n − f ||αpi
)
6 C1||f∗ − f ||αpi + 22α−1E⊗nf
(
max
ω∈Ω
(
|lˆf (ω)− lf (ω)|α
))
.
We rewrite this result as follows:
E⊗nf
(
||f˜n − f ||αpi
)
6C1 min
16j6M
||f − f ||αpi+
+ 22α−1E⊗nf
(
max
ω∈Ω
(∣∣∣∣∣ 1n
n∑
i=1
ω(Xi)−
∫
X
ω(t)f(t)dt
∣∣∣∣∣
)α)
. (8.10)
Now we study the expectation in the right hand term. Deﬁne the random variables
Yi,ω = ω(Xi)−
∫
X
ω(t)f(t)dt,
and
Zω =
1√
n
n∑
i=1
Yi,ω, (8.11)
for any 1 6 i 6 n and ψ ∈ Ω. The Yi,ω's are independent, zero mean random variables
of ﬁnite variance σ2ω =
∫
X ω(t)
2f(t)dt − (∫X ω(t)f(t)dt)2 and bounded by 2||ω||∞. For any
ω ∈ Ω, we can apply the Bernstein inequality and we get that
P⊗nf (|Zω| > t) 6 2 exp
(
− t
2
2σ2ω + 2t||ω||∞/(3
√
n)
)
,
for any t > 0. Deﬁne the quantity bω = ||ω||∞/(3
√
n). We have that
P⊗nf (|Zω| > t) 6
2 exp
(
− t2
4σ2ω
)
, if t < σ2ω/bω,
2 exp
(
− t
4bω
)
, if t > σ2ω/bω.
Deﬁne the random variables Tω = Zω1I|Zω |>σ2ω/bω and T
′
ω = Zω1I|Zω |6σ2ω/bω . For all t > 0 we
have
P⊗nf (|Tω| > t) 6 2 exp
(
− t
4bω
)
, P⊗nf (|T ′ω| > t) 6 2 exp
(
− t
2
4σ2ω
)
.
Deﬁne the function hν(x) = exp(x
ν) − 1, where ν > 0. This function is clearly convex for
any ν > 0. We have that
E⊗nf
(
h1/α
(( |Tω|
12bω
)α))
=
∫ ∞
0
etP⊗nf (|Tω| > 12bωt)dt 6 1,
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where we have used Fubini's Theorem in the ﬁrst equality. Since the function h1/α is convex
and nonnegative, we have that
h1/α
(
E⊗nf
(
max
ψ∈Ω
( |Tω|
12bω
)α))
6 E⊗nf
(
h1/α
(
max
ω∈Ω
( |Tω|
12bω
)α))
6 E⊗nf
(∑
ω∈Ω
h1/α
(( |Tω|
12bω
)α))
6 |Ω|,
where we have used the Jensen inequality in the ﬁrst line. Since the function h−11/α(x) =
(log(1 + x))α is increasing, we have that
E⊗nf
(
max
ω∈Ω
( |Tω|
12bω
)α)
6 (log(1 + |Ω|))α
E⊗nf
(
max
ω∈Ω
(|Tω|)α
)
6 (12bΩ log(1 + |Ω|))α . (8.12)
By the same arguments with the function h2/α, we prove that
E⊗nf
(
max
ω∈Ω
(|Tω|)α
)
6
(
12σ2Ω log(1 + |Ω|)
)α
2 . (8.13)
Combining (8.10), (8.12) and (8.13), we get the result for α > 1.
Consider now the case 0 < α < 1. The oracle inequality is an immediate consequence
of the case α = 1 by the Jensen inequality and the inequality (x + y)α 6 xα + yα for all
x, y > 0.
Now we state an oracle inequality in probability. Theorem 8.2 below yields an analog of
Theorem 8.1 with an oracle inequality "in probability".
Theorem 8.2. Fix pi ∈ [1,∞) and α > 0. Consider a dictionary F = {f1, . . . , fM}. Let Ω
be the ﬁnite set of functions (8.5) associated with F . Assume that bΩ 4= maxω∈Ω ||ω||∞ <∞.
Fix δ ∈ (0, 1). Then on an event Aδ of probability P⊗nf (Aδ) > 1− δ, the aggregate f˜n deﬁned
in (8.4) satisﬁes the following oracle inequality
||f˜n − f ||αpi 6C1 min
16j6M
||fj − f ||αpi
+ C2
(
2bΩ
log (2|Ω|/δ)
3n
+ σΩ
√
log (2|Ω|/δ)
n
)α
,
where σ2Ω
4
= maxω∈Ω
∫
X ω
2(x)f(x)dx <∞, C1 = 3α(2α∨1−1) and C2 = 2α(2α∨1−1).
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Proof. The proof is similar to that of Theorem 8.1 until the inequality (8.9). Deﬁne the
event
Aδ =
{
max
ω∈Ω
|Zω| 6 tδ
}
,
where the random variables are deﬁned in (8.11) and the quantity tδ is speciﬁed later.
P⊗nf (A
c
δ) 6
∑
ω∈Ω
P⊗nf (|Zω| > tδ)
6
∑
ω∈Ω
P⊗nf (|Zω| > tδ, |Zω| > σ2ω/bω) + P⊗nf (|Zω| > tδ, |Zω| 6 σ2ω/bω),
where σ2ω =
∫
X ω(t)
2f(t)dt−(∫X ω(t)f(t)dt)2 and bω = ||ω||∞/(3√n). Thus by the Bernstein
inequality, we have
P⊗nf (A
c
δ) 6 2
∑
ω∈Ω
exp
(
− tδ
4bω
)
+ exp
(
− t
2
δ
4σ2ω
)
.
Take tδ =
4bΩ
3
√
n
log
(
2|Ω|
δ
)
+ 2σΩ
√
log
(
2|Ω|
δ
)
to get the result.
The following two corollaries are immediate consequences of Theorems 8.1 and 8.2 re-
spectively if we assume that ||f ||∞ <∞.
Corollary 8.1. Let the assumptions of Theorem 8.1 hold. Assume that ||f ||∞ <∞. Then
the aggregate f˜n deﬁned in (8.4) satisﬁes the oracle inequality
E⊗nf
(
||f˜n − f ||αpi
)
6C1 min
16j6M
||fj − f ||αpi
+ C2
(
Q2(pi)
logM
n
)α
+ C3
(
Q1(pi)
√
||f ||∞ logM
n
)α
, (8.14)
where
Q1(pi) = max
i 6=j
||fj − fi||pi−12pi−2
||fj − fi||pi−1pi
, (8.15)
Q2(pi) = max
i 6=j
||fj − fi||pi−1∞
||fj − fi||pi−1pi
, (8.16)
C1 = 3
α(2α∨1−1), C2 = 16α(2α∨1−1) and C3 = (24
√
2)α(2α∨1−1).
Proof. For the set of functions given in (8.5), we have |Ω| = M(M − 1)/2. Clearly we have
that bΩ = Q2(pi) and σ
2
Ω 6 ||f ||∞Q1(pi). Theorem 8.1 yields the result.
In a similar way, we get the following corollary of Theorem 8.2.
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Corollary 8.2. Let the assumptions of Corollary 8.1 hold. Fix δ ∈ (0, 1). Then on an event
Aδ of probability P
⊗n
f (Aδ) > 1 − δ, the aggregate f˜n deﬁned in (8.4) satisﬁes the following
oracle inequality
||f˜n − f ||αpi 6C1 min
16j6M
||fj − f ||αpi
+ C2
(
2Q2(pi)
log(M2/δ)
3n
+Q1(pi)
(
||f ||∞ log(M
2/δ)
n
)1/2)α
, (8.17)
where Qj(pi), j = 1, 2 are deﬁned in Corollary 8.1 and Cj, j = 1, 2 in Theorem 8.2.
Proof. For the set of functions given in (8.5), we have |Ω| = M(M − 1)/2. Clearly we have
that bΨ = Q2(pi) and σ
2
Ω 6 ||f ||∞Q1(pi). Theorem 8.2 yields the result.
We observe that if pi = 1 our results coincide with those obtained by Devroye and Lugosi
[28] for density aggregation under the L1 risk. Our results are more general since they cover
the Lpi risk for 1 6 pi < ∞. It is interesting to compare our results with Goldenshluger
[46] where aggregation in the Gaussian white noise model has been considered. As in [46],
the aggregation rates in Corollaries 8.1 and 8.2 contain the term Q1(pi)
√
(logM)/n. For
1 6 pi 6 2, we have Q1(pi) 6 1. For pi > 2, this term depends explicitly on the dictionary
and can be very large. In the density aggregation problem, the rate of aggregation contain
an additionally term Q2(pi)(logM)/n which does not appear in the Gaussian white noise
aggregation problem [46]. We can see that the quantity Q2(pi) depends explicitly on the
dictionary and can be large even for 1 6 pi 6 2. In the next section, we prove that these
bounds cannot be improved.
8.2.3 Lower bounds
We show that the oracle inequalities (8.14) and (8.17) cannot be improved in a minimax
sense. We recall that the Kullback-Leibler divergence between two probability measures P
and Q is deﬁned by
K(P,Q) =
{∫
log(dP
dQ
)dP, if P  Q
+∞, elsewhere.
The following lemma can be proved by combining Theorems 2.2 and 2.5 in [98].
Lemma 8.1. Let w : R+ → R+ be a nondecreasing function such that w(0) = 0. Let
(rn)n∈N be a sequence of positive numbers. Let C be a ﬁnite set of densities on X such that
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|C| > 2,
||f − g||pi > crn > 0, ∀f, g ∈ C, f 6= g,
for some c > 0. If the Kullback-Leibler divergence K(P⊗nf , P
⊗n
g ) between probability distri-
butions P⊗nf and P
⊗n
g associated with the densities f and g satisﬁes
∀f, g ∈ C, K(P⊗nf , P⊗ng ) 6
1
16
log |C|,
then,
inf
Tn
sup
f∈C
E⊗nf
(
w
(
r−1n ||Tn − f ||pi
))
> c1,
where infTn denotes the inﬁmum over all the estimators and c1 > 0 is a constant.
The following theorem implies that the upper bounds derived in Section 8.2 are the
optimal rates of aggregation.
Theorem 8.3. Let the integers M > 2 and n > 1 be such that M logM 6 c0n where
c0 > 4(1 + 2 log(4/3)). Fix pi ∈ [1,∞]. Let P be the set of all the probability densities
f ∈ Lpi(Rd) such that ||f ||∞ 6 L for some L > 0. Then there exist probability densities
fj ∈ Lpi(Rd), j = 1, . . . ,M , such that for all estimators Tn of f , we have
sup
f∈P
E⊗nf
(
w(r−1n (‖Tn − f‖αpi − min
16j6M
‖fj − f‖αpi))
)
> c,
for any integer n > 1, for some constant c > 0, where
rn =
(
Q1(pi)
√
L
logM
n
∨Q2(pi) logM
n
)α
,
and the quantities Q1(pi) and Q2(pi) are deﬁned in Corollary 1.
Proof. Deﬁne the functions f˜0 and g˜ on R by
f˜0(x1) =
2L
3
1I[0, 3
2L
](x1), g˜(x1) =
L
3
1I[0, 3
4L
](x1)−
L
3
1I[ 3
4L
, 3
2L
](x1),
where x1 ∈ R and 1IA denotes the indicator function of a set A. Consider the functions
g˜j(x1) = g˜(Mx1 − 3(j − 1)/2L), 1 6 j 6 M . Clearly for any j ∈ {1, . . . ,M}, the function
g˜j is compactly supported on [3(j − 1)/(2LM), 3j/(2LM)]. Deﬁne the functions f0 and gj
on Rd by
f0(x) = f˜0(x1)
d∏
k=2
1I[0,1](xk), gj(x) = g˜j(x1)
d∏
k=2
1I[0,1](xk),
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where x = (x1, . . . , xd) ∈ Rd. Consider now the set of functions
F =
(
fj
4
= f0 +
√
M logM
c0n
gj, ∀1 6 j 6M
)
.
Since we have that
∫
Rd gj(x)dx = 0 and M logM 6 c0n the elements of F are probability
densities on Rd. Then the elements of F are uniformly bounded by L, thus we have that
F ⊂ P . If we take f ∈ F , then we have min16j6M ‖fj − f‖pi = 0. Thus it is suﬃcient to
bound from below supf∈F E
⊗n
f (w(r
−1
n ‖Tn − f‖αpi)). For any j, j′ ∈ {1, . . . ,M} distinct, we
have
||fj − fj′||pi =
(
L
3
)1− 1
pi
M−
1
pi
√
M logM
c0n
, if pi <∞
and
||fj − fj′||∞ = L
3
√
M logM
c0n
.
Thus
Q1(pi) =
(
LM
3
)1/2−1/pi
Q2(pi) =
√
LM
3
Q1(pi).
Since M logM 6 c0n, we have
||fj − fj′||pi =
√
L
3
Q1(pi)
√
logM
c0n
> Q2(pi)
logM
c0n
.
We have ||fj−fj′ ||pi > crn for any j, j′ ∈ {1, . . . ,M}, j 6= j′, where c is an absolute constant.
Deﬁne bn =
√
(M logM)/(c0n). For any j, j
′ ∈ {1, . . . ,M}, j 6= j′, we have
K(P⊗nfj , P
⊗n
fj′
) = nK(Pfj , Pfj′ )
= n
∫
[0,1]d
log
(
fj(x)
fj′(x)
)
fj(x)dx
=
n
2M
((
1 +
bn
2
)
log
(
1 +
bn
2
)
+
(
1− bn
2
)
log
(
1− bn
2
))
+
n
2M
(
− log
(
1− b
2
n
4
))
6 nb
2
n
4M
(
1 + 2
∞∑
k=1
1
k4k
)
6
(
1
4
+
log(4/3)
2
)
)
1
c0
logM
6 logM
16
, since c0 > 4(1 + 2 log(4/3)).
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We have used the inequality log x 6 x−1, ∀x > 0, the equality− log(1−x) = ∑∞k=1 xk/k, ∀x ∈
[−1, 1) and the fact that bn 6 1 in the third line. We use Lemma 8.1 to conclude.
We obtain the lower bounds corresponding to the upper bounds given by the oracle
inequalities (8.14) and (8.17) if we take respectively w(x) = x and w(x) = 1I[c,∞)(x) for a
constant c > 0.
It is interesting to compare Theorem 8.3 with [92, 89] where lower bounds for the ag-
gregation of densities were derived under the L2 risk. For pi = 2 we have Q1(2) = 1
and Q2(2) =
√
LM/3 and the resulting lower bound in Theorem 8.3 is of the order
(L(logM)/n)α/2 as in [92, 89] with α = 2. Considering the Gaussian white noise model,
Goldenshluger [46] analyzed that for pi > 2 the quantity Q1(pi) becomes large. Therefore,
Aggregation of arbitrary estimators is impossible when pi > 2 . We consider here the density
estimation framework and we obtain similar oracle inequalities with the presence of the addi-
tional quantity Q2(pi). Whereas Q1(pi) 6 1 when 1 6 pi 6 2, the quantity Q2(pi) can be large
and Theorem 8.3 states that the upper bounds obtained in Section 8.3 cannot be improved.
Thus aggregation of arbitrary estimators under the Lpi risk is impossible with the Golden-
shluger procedure even when 1 6 pi 6 2. However, in Section 8.4 we propose to aggregate a
particular family of wavelet thresholded estimators. For this particular case, we prove that
the quantities Qj(pi), j = 1, 2, can be controlled nicely, thus leading to improvement of some
known results on rate adaptive estimation.
8.3 The Goldenshluger-Lepski procedure
This procedure was proposed in [47] to aggregate particular classes of linear estimators
such as wavelet estimators. It does not work for arbitrary class of estimators.
8.3.1 The aggregation procedure
Denote by
Pn =
1
n
n∑
i=1
1IXi
the empirical measure associated to the observations Xn. Consider the following linear
estimators:
fˆj(·) =
∫
Kj(t, ·)dPn(t), ∀j ∈ J ,
where J is a ﬁnite subset of N and the kernels Kj : R2 → R are integrable functions.
The next assumption is crucial to derive oracle inequality for this procedure.
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Assumption 8.1. The kernels Kj satisfy the following condition∫
Kj(t, y)Kv(y, x)dy = Kj∧v(t, x), ∀j, v ∈ J .
We need another assumption on the kernels Kj.
Assumption 8.2. The kernels Kj satisfy
max
y∈R
∫
R
|Kj(y, t)|dt 6 K <∞,∀j ∈ J .
Deﬁne the event
Aκ =
n⋂
j=1
{
‖fˆj − E⊗nf (fˆj)‖∞ 6 κγ(j)
}
, (8.18)
where γ(j) = γ(j, n, ‖f‖∞) > 0 for any j ∈ J . The quantities (γj)j∈J are taken such that
the event Aκ holds with high probability.
Deﬁne
Bˆj =
maxv>j, v∈J
{
‖fˆj − fˆv‖∞ − 2κγ(v)
}
K
, ∀j ∈ J .
(8.19)
The model selection procedure is given by the following formulas:
ˆ = arg min
j∈J
{
Bˆj + 2κγ(j)
}
f˜n = fˆˆ, (8.20)
where κ > 0 is a parameter.
8.3.2 Oracle inequality for the sup-norm
Deﬁne
Bj = E
⊗n
f (fˆj)− fˆj, ∀j ∈ J .
The following oracle inequality is a straightforward adaptation to the density estimation
model of the result of [47] obtained in the Gaussian white noise model.
Theorem 8.4. Assume that ‖f‖∞ < ∞ and that the estimators (fˆj)j∈J are ordered such
that the sequence (γ(j))j∈J is non-decreasing. Let Assumptions 8.1-8.2 be satisﬁed. Then
the estimator (8.19) satisﬁes on the event Aκ
‖f˜n − f‖∞ 6 (1 + 2(1 ∨K)) min
j∈J
{‖Bj‖∞ + 2κγ(j, n, ‖f‖∞)}.
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Proof. We have on the event Aκ for any integers j, v ∈ J such that v > j
‖fˆj − fˆv‖∞ 6 ‖E⊗nf (fˆj)− E⊗nf (fˆv)‖∞ + ‖fˆj − E⊗nf (fˆj)‖∞ + ‖fˆv − E⊗nf (fˆv)‖∞
6 ‖E⊗nf (fˆj)− E⊗nf (fˆv)‖∞ + 2κγ(v).
Next, for any v > j
E⊗nf (fˆj)− E⊗nf (fˆv) =
∫
(Kj(t, x)−Kv(t, x))f(t)dt
=
∫
Kv(y, x)
(∫
Kj(t, y)f(t)dt− f(y)
)
dy
=
∫
Kv(y, x)Bj(y)dy,
where we have used that Kj(t, x) = Kj∧v(t, x) =
∫
Kj(t, y)Kv(y, x)dy for any v > j and the
Fubini Theorem in the second line. Assumption 8.2 yields
E⊗nf (fˆj)− E⊗nf (fˆv) 6
(∫
|Kv(y, x)|dy
)
‖Bj‖∞
6 K‖Bj‖∞.
Combining the above two displays yields that, on the event Aκ,
Bˆj 6 ‖Bj‖∞, ∀j ∈ J . (8.21)
Next we have
‖f˜n − f‖∞ 6 ‖fˆˆ − fˆj∗‖∞ + ‖fˆj∗ − f‖∞.
For the second term on the RHS we have, on the event Aκ,
‖fˆj∗ − f‖∞ 6 ‖Bj∗‖∞ + κγ(j∗). (8.22)
For the ﬁrst term, we consider two cases. If ˆ 6 j∗, then on the event Aκ
‖fˆˆ − fˆj∗‖∞ = ‖fˆˆ − fˆj∗‖∞ − 2κγ(j∗) + 2κγ(j∗)
6 KBˆˆ + 2κγ(j∗).
If ˆ > j∗, then
‖fˆˆ − fˆj∗‖∞ 6 KBˆj∗ + 2κγ(ˆ).
Thus we get
‖fˆˆ − fˆj∗‖∞ 6
(
KBˆj∗ + 2κγ(ˆ)
)
1Iˆ6j∗ +
(
KBˆˆ + 2κγ(j
∗)
)
1Iˆ>j∗
6 (1 ∨K)
[
Bˆj∗ + 2κγ(j
∗) + Bˆˆ + 2κγ(ˆ)
]
6 2(1 ∨K)
[
Bˆj∗ + 2κγ(j
∗)
]
, (8.23)
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where we have used the deﬁnition of Bˆˆ in the last line. Combining (8.21), (8.22) and (8.23)
yields the result.
8.4 An application to rate adaptive density estimation
8.4.1 Wavelets, Besov spaces
We recall some well-known facts on wavelet expansions, see, e.g., the monograph [49].
Let φ ∈ L2(R) be a father wavelet, i.e., the family {φ(· − k) : k ∈ Z} is an orthonormal
system in L2(R), and the linear spaces V0 = {fx =
∑
k ckφ(x − k) : (ck)k∈Z ∈ l2}, Vj =
{hx = f(2jx) : f ∈ V0}, j > 1 are nested, that is Vj−1 ⊂ Vj for j ∈ N, and their union is
dense in L2(R):
⋃∞
j=0 Vj = L
2(R). We assume from now on that φ is bounded and compactly
supported. Then the series
K(y, x) =
∑
k∈Z
φ(y − k)φ(x− k),
is a ﬁnite sum for any x, y ∈ R and
|K(y, x)| 6 Φ(|y − x|), sup
x∈R
∑
k∈Z
|φ(x− k)| <∞, (8.24)
where Φ : R+ → R+ is bounded and compactly supported. Deﬁne
Kj(y, x) = 2
jK(2jy, 2jx), j ∈ N.
For any f ∈ Lp(R), 1 6 p 6∞, the projection of f onto Vj is
Kj(f)(y) =
∫
Kj(x, y)f(x)dx =
∑
k∈Z
2jφ(2jy − k)
∫
φ(2jx− k)f(x)dx, ∀y ∈ R.
Note that the above series converges pointwisely. If f ∈ L1(R), then the convergence of the
series takes place in Lp(R), 1 6 p 6∞. Let ψ be a mother wavelet associated to the father
wavelet φ. Fix j0 ∈ N. The family {2j0/2φ(2j0(·)− k), 2l/2ψ(2l(·)− k) : k ∈ Z, l ∈ N} is an
orthonormal basis of L2(R). Any function f ∈ Lp(R) admits the wavelet decomposition
f(y) =
∑
k
αj0,k(f)φj0,k(y) +
∞∑
j=j0
2j−1∑
k=0
βj,kψj,k(x),
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where φj0,k(y) = 2
j0/2φ(2j0y − k), ψj,k(y) = 2j/2φ(2jy − k), αj0,k =
∫
R f(x)φj0,k(x)dx and
βj,k =
∫
f(x)ψj,k(x)dx. The projection of f onto Vj is then given by
Kj(f)(y) =
∑
k
αj0,kφj0,k(y) +
∞∑
l=j0
2j−1∑
k=0
βl,kψl,k(y). (8.25)
If φ and Ψ are bounded and compactly supported, then (8.25) holds pointwise. If f ∈ L1(R),
then (8.25) also holds in Lp(R), 1 6 p 6∞.
The following properties are immediate consequences of the deﬁnition of the projections
Kj when φ is bounded and compactly supported:∫
Kj(t, y)Kv(y, x)dy = Kj∧v(x),
since the spaces Vj are nested, and
sup
j
sup
x
∫
|Kj(x, y)|dy 6 sup
j
sup
x
∫
2j|Φ(2j|x− y|)|dy =
∫
R+
Φ(|x|)dx.
Thus Assumptions 8.1 and 8.2 are satisﬁed with the constant K =
∫
R+ Φ(|x|)dx.
Assumption 8.3. The father and mother wavelets φ and ψ have N ﬁrst vanishing moments
and N continuous derivatives for some integer N > 1.
Let L ∈ (0,∞), s ∈ (0, N), p ∈ [1,∞) et r ∈ [1,∞). In this setting, the Besov spaces
Bsp,r are characterized by the behavior of the wavelet coeﬃcients. In particular, we say that
a function f =
∑
αj0,kφj0,k +
∑
βj,kψj,k belongs to the Besov ball B
s
p,r(L) if and only if the
associated wavelet coeﬃcients satisfy2j0−1∑
k=0
|αj0,k|p
1/p +
 ∞∑
j=j0−1
2j(s+1/2−1/p)
2j−1∑
k=0
|βj,k|p
1/p

r
1/r
6 L.
We say that a function f belongs to the Besov ball Bsp,∞(L) if and only if the associated
wavelet coeﬃcients satisfy2j0−1∑
k=0
|αj0,k|p
1/p + sup
j>j0−1
2j(s+1/2−1/p)
2j−1∑
k=0
|βj,k|p
1/p 6 L.
We say that a function f belongs to the Besov ball Bs∞,∞(L) if and only if the associated
wavelet coeﬃcients satisfy
max
06k62j0−1
|αj0,k|+ sup
j>j0−1
2j(s+1/2) max
06k62j−1
|βj,k| 6 L.
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Note that the above deﬁnitions are based on the wavelet coeﬃcient characterization of the
Besov spaces which holds true only under some ﬁnite moment conditions on the father
wavelet φ and Φ (see Theorem 9.6 page 118 in [49]). These conditions are typically satisﬁed
if φ is bounded, compactly supported and satisﬁes Assumption 8.3.
From now on, we consider the classes of functions:
B˜sp,r(L,L0) = {f ∈ Bsp,r(L), supp(f) ⊂ [−A,A], ||f ||∞ < L0},
where supp(f) denotes the support of f and A and L0 <∞ are given positive constants.
We assume that ψ is compactly supported on R. It is known that compactly supported
wavelet bases are unconditional bases for Lpi spaces on R with 1 < pi < ∞ and satisfy the
Temlyakov property (cf. [58] for more details and references). Deﬁne I = Ij0 = {(j, k) :
j > j0, k ∈ {0, . . . , 2j − 1}}.
1. Property of unconditionality. For any 1 < pi < ∞, there exist some constants cpi and
Cpi such that, for any subset F ⊂ I and any sequence u = (uj,k)(j,k)∈F we have
cpi
∥∥∥∥∥∥
∑
(j,k)∈F
uj,kψj,k
∥∥∥∥∥∥
pi
6
∥∥∥∥∥∥∥
 ∑
(j,k)∈F
|uj,kψj,k|2
1/2
∥∥∥∥∥∥∥
pi
6 Cpi
∥∥∥∥∥∥
∑
(j,k)∈F
uj,kψj,k
∥∥∥∥∥∥
pi
2. Temlyakov's property. For any 0 < pi <∞, there exist some constants c′pi and C ′pi such
that for any subset F ⊂ I we have
c′pi
∑
(j,k)∈F
||ψj,k||pipi 6
∥∥∥∥∥∥∥
 ∑
(j,k)∈F
|ψj,k|2
1/2
∥∥∥∥∥∥∥
pi
pi
6 C ′pi
∑
(j,k)∈F
||ψj,k||pipi.
These two properties will be crucial in the control of the quantity Q2(pi) in the proof of
Theorem 8.7.
8.4.2 Minimax wavelet estimators
The Minimax criterion
The Lpi risk of any arbitrary estimator fˆn based on the sample Xn over a functional space
B is
Rn,pi(fˆn, B) = sup
f∈B
E⊗nf (||fˆn − f ||pipi), 1 6 pi <∞.
The minimax Lpi risk over B is deﬁned by
rn(B,L
pi) = inf
fˆn
Rn,pi(fˆn, B), (8.26)
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where the inﬁmum is taken over all estimators fˆn (measurable functions taking their values
in a space containing B) of f . We recall that for two nonnegative sequences (an)n∈N, (bn)n∈N,
an  bn means that
0 < lim inf
n→∞
an
bn
6 lim sup
n→∞
an
bn
<∞.
We state below Theorem 10.3 page 146 of [49]. This theorem gives the minimax risk on the
classes B˜sp,r(L,L0).
Theorem 8.5. Let 1 6 p 6 ∞, 1 6 r 6 ∞, s > 1/p and 1 6 pi < ∞. Let φ satisfy
Assumption 8.3. Assume also that φ is bounded and compactly supported. Then
rn(B˜
s
p,r(L,L0), Lpi) 
{(
1
n
) pis
1+2s , if p > pi
1+2s
,(
logn
n
)pis′
, if p < pi
1+2s
,
(8.27)
where s′ =
(s− 1p+ 1pi )
2(s− 1
p
)+1
. For the boundary case p = pi
1+2s
there exist constants 0 < c < C and
δ > 0 such that for n large enough
c
(
log n
n
)pis′
6 rn(B˜sp,r(L,L0), Lpi) 6 C
(
log n
n
)pis′
(log n)δ. (8.28)
This theorem was proved in Donoho, Johnstone, Kerkyacharian and Picard [33]. They
also proposed a wavelet thresholding procedure which is rate adaptive for the case p <
pi/(1 + 2s) and adaptive up to a logarithmic factor if p > pi/(1 + 2s). Delyon and Juditsky
[26] proposed a nonadaptive wavelet thresholding procedure achieving the minimax rates
for the cases p > pi/(1 + 2s) and p < pi/(1 + 2s). For further details about the minimax Lpi
risks, see the monograph [49] where one can ﬁnd more references.
Linear wavelet estimators
Consider the following estimator of the projection of f onto Vj
pˆn(y) = pˆn(y, j) =
∫
Kj(y, x)dPn
=
∑
k
αˆj0,kφj0,k(y) +
j∑
l=j0
2l−1∑
k=0
βˆl,kψl,k(x),
where αˆj0,k =
∫
φj0,k(x)dPn(x), βˆl,k =
∫
ψl,k(x)dPn(x) are the empirical wavelet coeﬃcients.
For the sake of completeness, we state below Theorem 3 of Giné and Nickl [43].
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Theorem 8.6. Fix an integer N > 1. Let 0 < s < N and Assumption 8.3 be satisﬁed.
Assume also that φ and ψ are compactly supported. Consider the estimator pˆn deﬁned above
where the the resolution j = j∗ is such that(
n
log n
) 1
1+2s
6 2j∗ 6 2
(
n
log n
) 1
1+2s
,
Then, we have for n large enough
sup
f∈B˜s∞,∞(L,L0)
E⊗nf (||pˆn − f ||∞) 6 C
(
log n
n
) s
2s+1
,
where C > 0 is a constant depending only on L, L0 and ‖Φ‖2.
Proof. For the sake of simplicity, we denote by E the expectation E⊗nf . We have
‖pˆn − f‖∞ 6 ‖E(pˆn)− f‖∞ + ‖pˆn − E(pˆn)‖∞
6 ‖Kj(f)− f‖∞ + ‖pˆn − E(pˆn)‖∞,
since E(pˆn) = Kj(f). Recall that φ and ψ satisﬁes Assumption 8.3. Since f ∈ Bs∞,∞(L)
with s < N , we have
‖Kj(f)− f‖∞ 6 C12−js, (8.29)
where C1 depends only on L. see, e.g., Theorem 9.4 page 117 in [49].
We treat now the variance term ‖pˆn − E(pˆn)‖∞. Deﬁne the random variables
Zj∗ = sup
y∈R
|pˆn(y)− E(pˆn(y))|,
and
Zj∗,i(y) = i(Kj∗(Xi, y)− E(Kj∗(Xi, y))), ∀1 6 i 6 n.
For any i, y we have E(Zj∗,i(y)) = 0,
(Zj∗,i(y)
2) 6 2j∗‖Φ‖22‖f‖∞ 4= σ2j∗ ,
and
sup
y∈R
|Zj∗,i(y)| 6 2j∗‖Φ‖∞ 4= Uj∗ .
Deﬁne the set of functions
Fj∗ = {Kj∗(·, y)− E(Kj∗(X1, y)), y ∈ R}.
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It is a known fact that the entropy number of the class Fj∗ satisﬁes for any δ < Uj∗
N(Fj∗ , L2(Q), δ) 6
(
AUj∗
δ
)v
,
where A, v depend only on Φ. See, e.g., Lemma 2 in [43] for compactly supported wavelets.
Inequality (38) in [45] yields
E(Zj∗) 6 30
√
2v
√
σ2j∗
n
log
5AUj∗
σj∗
+ 15225v
Uj∗
n
log
5AUj∗
σj∗
.
The above inequality is obtained by standard arguments of the theory of empirical processes:
Symmetrization, Dudley integral and Contraction principle.
The above display yields for n large enough that
E‖pˆn − E(pˆn)‖∞ 6 C2
√
2j∗j∗
n
, (8.30)
where the constant C2 > 0 depends only on L0 and ‖Φ‖2. Using (8.29) and (8.30) we get
the result.
In view of Theorems 8.5 and 8.6, the estimator pˆn(·, j∗) achieves the minimax rate of
convergence. However, this estimator is not rate-adaptive since the choice of the optimum
resolution j∗ depends on the unknown regularity s. In Subsection 8.4.3 below, we exploit
the aggregation procedure studied in Section 8.3 to build a minimax rate-adaptive estimator
for the sup-norm.
Thresholded wavelet estimator
Consider the hard-thresholded estimator
pˆHn (x) =
∑
k
αˆj0,k(f)φj0,k(y) +
jmax∑
l=j0
2l−1∑
k=0
βˆl,k1I|βˆlk|>λ(l)ψl,k(x), (8.31)
j0 and jmax are integers satisfying
n1/(1+2N) 6 2j0 6 2n1/(1+2N),
and
n/ log n 6 2jmax 6 2n/ log n,
the thresholds λ(j) = λ
(j)
u j = j0, . . . , jmax are deﬁned as follows
λ(j)u =
(
ρ(j − u)+
n
)1/2
, j = j0, . . . jmax, (8.32)
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where u satisﬁes
n1/(1+2s) 6 2u 6 2n1/(1+2s), (8.33)
with s the regularity of the unknown density f and the parameter ρ is taken such that
ρ2 > (4 log 2)(8‖f‖∞ + (8ρ/(3
√
2))(||ψ||∞ + ‖f‖∞)). (8.34)
We assume that n is large enough so that there exist integers j0 and j1 satisfying the above
conditions.
This estimator was proposed by Delyon and Juditsky in [26]. They proved that for
the choice (8.33) of the value of u depending on the unknown regularity s of the density
f , the estimator achieves the minimax Lpi rate without extra logarithmic factor for all
conﬁgurations of (p, pi, s) except the boundary case p = pi/(1 + 2s) where the estimator is
suboptimal by a logarithmic factor. However, the estimator of [26] is nonadaptive since it
requires the knowledge of the regularity s of the unknown density.
In Subsection 8.4.3 below, we propose to build a rate adaptive minimax estimator based
on the above estimator and our aggregation procedure deﬁned in Sections 8.2 and 8.3.
8.4.3 Rate adaptive minimax wavelet estimators
Rate adaptive estimation for the Lpi-norm with 1 6 pi 6 2
We now deﬁne the estimator fˆn. We propose to use our aggregation procedure deﬁned
in Section 8.2 on a particular class of wavelet estimators deﬁned below to build an adaptive
estimator for the Lpi risk with 1 6 pi 6 2. Consider two integersm and l such that l =
⌈
n
logn
⌉
andm = n−l., and split the initial sample Xn into two independent subsamples Xm (training
sample) and Xl (validation sample) respectively of size m and l. SetM = dlogme+1. With
the training sample Xm, we build the estimators fu, u = 1, . . . ,M , as follows
fu(x) =
2j0−1∑
k=0
αˆj0,kφj0,k(x) +
j1∑
j=j0
2j−1∑
k=0
βˆj,k1I|βˆj,k|>λ(j)u ψj,k(x), (8.35)
where
αˆj0,k =
1
m
m∑
i=1
φj0,k(Xi), βˆj,k =
1
m
m∑
i=1
ψj,k(Xi), (8.36)
j0 and j1 are integers satisfying
m1/(1+2N) 6 2j0 6 2m1/(1+2N),
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and
m/(logm) 6 2j1 6 2(m/(logm)),
the thresholds λ
(j)
u are
λju =
(
ρ(j − u+ 1)+ ∨ 1
m
)1/2
, j = j0, . . . j1, u = 1, . . . ,M, (8.37)
where ρ is a parameter taken such that
ρ2 > (4 log 2)(8‖f‖∞ + (8ρ/(3
√
2))(||ψ||∞ + ‖f‖∞)). (8.38)
We assume that n is large enough so that there exist integers j0 and j1 satisfying the above
conditions.
Now we freeze the subsample Xm. Then f1, . . . , fM are considered as deterministic func-
tions. We ﬁx pi ∈ [1, 2] and we consider the set of functions Ψ given in (8.5) associated
with F = {f1, . . . , fM}. With the validation sample Xl, we build the aggregate f˜l via the
aggregation procedure (8.2)-(8.4). So our ﬁnal estimator is
fˆn = f˜l. (8.39)
The wavelet estimator deﬁned in (8.35)-(8.38) for a ﬁxed integer u is a slight modiﬁcation
of the estimator of [26] where the authors considered (8.35) with j1  n/ log n and λ(j)u =
(ρ[(j − u)+]/m)1/2. Inspection of the proof in [26] shows that our slightly modiﬁed version
of the estimator of [26] still achieves the minimax Lpi rate. But as we will see it in the proof,
these modiﬁcations are necessary to control the terms Qj(pi), j = 1, 2.
The estimator fˆn is rate adaptive for the L
pi risk with pi ∈ [1, 2].
Theorem 8.7. Fix N > 1 and pi ∈ [1, 2]. Let Assumption 8.3 be satisﬁed. We assume
also that φ and ψ are compactly supported and that ψ satisﬁes the unconditional basis and
Temlyakov properties. Consider the estimator fˆn deﬁned in (8.35)-(8.39). Then for all
s ∈ (1/p,N ], p ∈ [1,∞], r ∈ [1,∞], L,L0 <∞ and n suﬃciently large we have
sup
f∈B˜sp,r(L,L0)
E⊗nf (||fˆn − f ||pipi) 6

C
(
1
n
) pis
1+2s , if p > pi
1+2s
,
C
(
logn
n
)pi(s− 1p+ 1pi )
2(s− 1p )+1 , if p < pi
1+2s
,
C
(
logn
n
)pi(s− 1p+ 1pi )
2(s− 1p )+1 (log n)δ, if p = pi
1+2s
,
where δ is a positive constant depending only on pi, s, p, r and C > 0 is a constant depending
only on pi, s, p, r, L, L0.
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As compared with Theorem 8.5, our procedure adaptively achieves the optimal rate on
the scale of classes
{B˜sp,r(L,L0), (s, p, r) ∈ (1/p,N)× [1,∞]\{pi/(1 + 2s)} × [1,∞]}.
Thus we improve upon the previously known results [23, 33, 59]. In particular, we cover the
case pi/(1 + 2s) 6 p 6 pi where the adaptive estimators of [33, 59] achieve logarithmically
suboptimal rates. Chesneau and Lecué [23] constructed a rate adaptive estimator under the
L2 risk whereas our estimator fˆn is rate adaptive under the L
pi risk with pi ∈ [1, 2]. For the
boundary case p = pi/(1 + 2s), our procedure is within a logarithmic factor of the minimax
rate.
Proof. Assume w.o.l.g. that the functions f1, . . . , fM are distinct. Consider the set (8.5) of
functions Ψ associated with F = {f1, . . . , fM} where the estimators fu, u = 1, . . . ,M are
deﬁned in (8.35). Corollary 8.1 yields that
E⊗lf
(
||fˆn − f ||pipi
)
6C1 min
16u6M
||fu − f ||pipi
+ C2
(
Q2(pi)
logM
l
)pi
+ C3
(
Q1(pi)
√
L0 logM
l
)pi
, (8.40)
where E⊗lf denotes the expectation w.r.t. the sample Xl and the constants Cj, 1 6 j 6 3,
given in Corollary 1 depend only on pi and
Q1(pi) = max
16u6=u′6M
‖fu − fu′‖pi−12pi−2
‖fu − fu′‖pi−1pi
Q2(pi) = max
16u6=u′6M
‖fu − fu′‖pi−1∞
‖fu − fu′‖pi−1pi
.
For n large enough, we have that (m/ logm)1/(1+2N) > 1/2, so that for any s ∈ (1/p,N ],
there exists an integer us such that(
m
logm
) 1
1+2s
6 us 6 2
(
m
logm
) 1
1+2s
. (8.41)
It follows from (8.41) that the integer us satisﬁes us 6 M for any s ∈ (1/p,N ] since m > 3
for n large enough. As mentioned above, in an analogous way as in [26], it follows that
if f ∈ B˜sp,r(L,L0) with s ∈ (1/p,N ] and if we choose ρ satisfying the relation (8.38) and
the integer us satisfying (8.41), then the resulting estimator fus deﬁned in (8.35)-(8.38)
is rate minimax on B˜sp,r(L,L0) if p 6= pi/(1 + 2s). So we have for m large enough that
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min16u6M E
⊗m
f [||fu − f ||pipi] 6 crm(B˜sp,r(L,L0), Lpi) for any f ∈ B˜sp,r(L,L0), s ∈ (1/p,N ]
where c is a constant depending only on p, s, pi. Taking now the expectation w.r.t. the
sample Xm in the oracle inequality (8.40), we get, for n large enough, that
E⊗nf
(
||fˆn − f ||pipi
)
6C4crm(B˜sp,r(L,L0), Lpi)
+ C2E
⊗m
f (Q1(pi)
pi)
(
L0
√
logM
l
)pi
(8.42)
+ C3E
⊗m
f (Q2(pi)
pi)
(
logM
l
)pi
, (8.43)
for any conﬁguration (s, p, q, pi) such that p 6= pi/(2s+ 1) where C4 is a constant depending
only on p, s, pi, L, L0.
Observe that Q1(pi) 6 1 when pi 6 2, so that E⊗mf [Q1(pi)pi] 6 1. To control the
value E⊗mf [Q2(pi)
pi] in (8.42), we now show that the quantity Q2(pi)
√
(logM)/l is uniformly
bounded by powers of log n. If pi = 1, then Q2(pi) = 1. If pi > 1, we use the unconditional
basis and Temlyakov's properties. Let u < u′ be integers in {1, . . . ,M}. Deﬁne the set
∆u,u′ = {(j, k), j0 6 j 6 j1, 0 6 k 6 2j − 1 : λ(j)u′ 6 |βˆj,k| 6 λ(j)u }.
We consider the case 1 < pi 6 2. The unconditional property of the wavelet basis yields
||fu − fu′ ||pi 
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
 ∑
(j,k)∈∆u,u′
|βˆj,kψj,k|2
1/2
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
pi
, Iu,u′ .
Since the wavelet basis satisﬁes the Temlyakov property, we have√
ρ
m
 ∑
(j,k)∈∆u,u′
||ψj,k||pipi
1/pi 6 Iu,u′ 6√ρj1
m
 ∑
(j,k)∈∆u,u′
||ψj,k||pipi
1/pi .
We consider now the case 1 < pi <∞. Deﬁne the sets
Ju,u′ = {j : ∃k, (j, k) ∈ ∆u,u′},
and for j ﬁxed
Kj,u,u′ = {k : (j, k) ∈ ∆u,u′}.
Since ψ is compactly supported on [−A′, A′] for some A′ > 0, there exists a constant C7 > 0
depending only on A′ such that
||fu − fu′||∞ 6 C7
∑
j∈Ju,u′
max
k∈Kj,u,u′
|βˆj,k|2j/2||ψ||∞. (8.44)
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Then the unconditional basis and Temlyakov properties yield
||fu − fu′||∞
||fu − fu′||pi 6 C8
√
j1
∑
j∈Ju,u′ 2
j/2(∑
(j,k)∈∆u,u′ 2
j(pi/2−1)
)1/pi ,
for some constant C8 depending only on pi, ψ. The Jensen inequality yields that
||fu − fu′||∞
||fu − fu′||pi 6 C7
√
j1|Ju,u′ |(pi−1)/pi[ ∑
j∈Ju,u′ 2
jpi/2∑
(j,k)∈∆u,u′ 2
j(pi/2−1)
]1/pi
.
Since |Ju,u′| 6 j1 we have [ ∑
j∈Ju,u′ 2
jpi/2∑
(j,k)∈∆u,u′ 2
j(pi/2−1)
]1/pi
6 c2j1/pi,
where c > 0 is an absolute constant. This yields
Q2(pi) 6 C92
pi−1
pi
j1j
(pi−1)2
pi
+(pi−1)/2
1 ,
for some constant C9 depending only on pi, ψ. Since 2
j1  m/(logm) and 1 6 pi 6 2, we
have, for n large enough, that
Q2(pi)
√
logM
l
6 C92
pi−1
pi
j1j
(pi−1)2
pi
+(pi−1)/2
1
√
logM
l
6 C9
(
m
logm
) 1
2
(
log
(
m
logm
))(pi−1)(pi−1
pi
+ 1
2
)
√
log((logm) + 1)
l
6 C10(log n)pi,
where the constant C10 depends only on pi, ψ. Combining the bounds on Qj(pi), j = 1, 2 and
(8.42) yields
E⊗nf
(
||f˜n − f ||pipi
)
6C4rm(B˜sp,r(L,L0), Lpi)
+ C11
(
L0
(log n)pi log(1 + (log n))√
n
)pi
, (8.45)
where the constant C11 depends only on s, pi, ψ. For n large enough, the second term on the
right hand side of (8.45) is smaller than rm(B˜
s
p,r(L,L0), Lpi). We treat now the ﬁrst term on
the right hand side. For the case p > pi/(1 + 2s) we have that
rm(B˜
s
p,r(L,L0), Lpi) 6 C12
(
1
n(1− 1/ log n)
) pis
1+2s
6 C13rn(B˜sp,r(L,L0), Lpi)
(
1− 1
log n
)− pis
1+2s
6 2C13rn(B˜sp,r(L,L0), Lpi),
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for n large enough, where the constants C12, C13 depend only on p, s, pi, ψ. Finally we use
[26] to get the result. The cases p < pi/(1 + 2s) and p = pi/(1 + 2s) are treated similarly.
Rate adaptive estimation for the sup-norm
Let the integers jmin and jmax be such that(
n
log n
)1/(1+2N)
6 2jmin 6 2
(
n
log n
)1/(1+2N)
,
and
n
log n
6 2jmax 6 2 n
log n
.
Set J = [jmin, jmax] ∩ N. Recall that the class of functions Fj = {Kj(·, y) − E(Kj(X1, y))}
is such that for any δ < Uj = 2
j‖Φ‖∞
N(Fj, L2(Q), δ) 6
(
AUj
δ
)v
,
for any probability distribution Q, where A, v depend only on φ and σj = 2
j/2‖Φ‖2‖f‖∞.
Set
γ(j) = γ(j, n, ‖f‖∞) = 30
√
2v
√
σ2j
n
log
5AUj
σj
+ 15225vUj log
5AUj
σj
,
κ = 1 +N log 2.
Consider the class of linear estimators (pˆn(·, j))j∈J . Recall that
Bˆj =
maxv>j, v∈J {‖pˆn(·, j)− pˆn(·, v)‖∞ − 2κγ(v)}
K
, ∀j ∈ J .
Deﬁne the aggregate f˜n as follows
ˆ = arg min
j∈J
{
Bˆj + 2κγ(j)
}
f˜n = pˆn(·, ˆ). (8.46)
We have the following result on f˜n.
Theorem 8.8. Fix N > 1. Let Assumption 8.3 be satisﬁed. We assume also that φ and ψ are
compactly supported. Consider the estimator f˜n deﬁned in (8.46). Then for all 0 < s < N
and n large enough, we have
sup
f∈B˜s∞,∞(L,L0)
E⊗nf (||f˜n − f ||∞) 6 C
(
log n
n
) s
2s+1
,
where C > 0 is a constant depending only on L, L0, ‖Φ‖2 and N .
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Giné and Nickl [43] proposed an estimator diﬀerent from ours and proved its minimax
rate adaptive property under the same assumptions as ours. The estimator of [43] is obtained
by applying a model selection procedure close to Lepski's method. A signiﬁcant diﬀerence
from the original Lepski's method is that the biases are estimated by suprema of Rademacher
processes in [44]. The construction of the estimator f˜n and the proof of our result are simpler
since they do not involve such processes.
Proof. For the sake of simplicity, we denote respectively by E and P the expectation E⊗nf
and the probability measure P⊗nf . Recall that
Aκ =
⋂
j∈J
{‖pˆn(·, j)− E(pˆn(·, j))‖∞ 6 κγ(j)} .
For any j ∈ J set
Bj = E(pˆn(·, j))− f, Vj = E‖pˆn(·, j)− E(pˆn(·, j))‖∞.
Theorem 8.4 yields on the event Aκ
‖f˜n − f‖∞ 6 [1 + 2(1 ∨K)] min
j∈J
{‖Bj‖∞ + 2κγ(j)} . (8.47)
On the event Acκ we have
E‖f˜n − f‖∞ =
∑
j∈J
E(‖pˆn(·, j)− f‖∞ · 1Iˆ=j)
6
∑
j∈J
E(‖pˆn(·, j)− f‖∞)
6
∑
j∈J
Vj + ‖Bj‖∞.
Applying Inequality (38) in [45] yields
∑
j∈J
Vj 6
∑
j∈J
c
√
2jj
n
+ c′
2jj
n
,
for some constants c, c′ > 0 depending only on ‖f‖∞, ‖Φ‖2 and ‖Φ‖∞. Simple computations
yield
jmax∑
j=jmin
Vj 6 c
√
jmax
n
2
jmax
2 − 2 jmin2√
2− 1 + c
′ jmax
n
(2jmax − 2jmin) 6 C, (8.48)
for some constant C > 0 depending only on ‖f‖∞, ‖Φ‖2 and ‖Φ‖∞.
165
We have
jmax∑
j=jmin
‖Bj‖∞ 6 C ′
jmax∑
j=jmin
2−js 6 C
′2−jmins
1− 2−s , (8.49)
where C ′ > 0 depends only on L and Φ. Next, we bound P(Acκ) from above. Deﬁne
Zj = sup
y∈R
|pˆn(y, j)− E(pˆn(y, j))|.
Recall that
E(Zj) 6 γ(j).
Applying Bousquet's version of Talagrand's concentration inequality, we get for any x > 0
P
(
Zj > E(Zj) +
√
x
n
(σ2j + 2UjE(Zj)) +
Ujx
3n
)
6 e−x.
Simple computations yield for x = 1 +N(log 2)
P(Zj > (1 +N(log 2))γ) 6 2−Nj, ∀j ∈ J .
We have by the union bound
P(Acκ) 6
∑
j∈J
2−Nj 6 2
−Njmin
1− 2−N . (8.50)
Combining (8.48)-(8.50) yields
E(‖f˜n − f‖∞) 6 C min
j∈J
E(‖pˆn(·, j)− f‖∞) + C ′
(
log n
n
) N
1+2N
,
where the constants C,C ′ are possibly diﬀerent from the ones in (8.48)-(8.49) but depend
only on L, L0, Φ and N . Now It is suﬃcient to remark that for n large enough, there exists
an integer j∗ ∈ J such that 2j∗  n 11+2s and to combine the last display with Theorem
8.6.
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Résumé : Dans cette thèse nous traitons deux sujets. Le premier sujet concerne l'apprentissage
statistique en grande dimension, i.e. les problèmes où le nombre de paramètres potentiels est beau-
coup plus grand que le nombre de données à disposition. Dans ce contexte, l'hypothèse généralement
adoptée est que le nombre de paramètres intervenant eﬀectivement dans le modèle est petit par
rapport au nombre total de paramètres potentiels et aussi par rapport au nombre de données. Cette
hypothèse est appelée sparsity assumption. Nous étudions les propriétés statistiques de deux types
de procédures : les procédures basées sur la minimisation du risque empirique muni d'une péna-
lité l1 sur l'ensemble des paramètres potentiels et les procédures à poids exponentiels. Le second
sujet que nous abordons concerne l'étude de procédures d'agrégation dans un modèle de densité.
Nous établissons des inégalités oracles pour la norme Lpi, 1 6 pi 6∞. Nous proposons ensuite une
application à l'estimation minimax et adaptative en la régularité de la densité.
Mots-clés : Inégalités d'oracle, optimisation stochastique, agrégation, apprentissage statistique,
grande dimension, sparsité, sélection de variables, Lasso, Dantzig Selector, estimation adaptative
minimax.
Discipline : Mathématiques
Abstract : We treat two subjects. The ﬁrst subject is about statistical learning in high-dimension,
that is when the number of paramaters to estimate is larger than the sample size. In this context,
the generally adopted assumption is that the number of true parameters is much smaller than the
number of potential paramaters. This assumption is called the sparsity assumption. We study the
statistical properties of two types of procedures : the penalized risk minimization procedures with
a l1 penalty term on the set of potential parameters and the exponential weights procedures. The
second subject is about the study of two aggregation procedures in a density estimation problem.
We establish oracle inequalities for the Lpi norm, 1 6 pi 6∞. Next, we exploit these results to build
minimax rate adaptive estimators of the density.
Key words : Oracle inequalities, stochastic optimization, aggregation, statistical learning, high
dimension, sparsity, variable selection, Lasso, Dantzig Selector, minimax rate adaptive estimation.
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