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The relational Gompertz model is often used to obtain fertility estimates for sub-Saharan Africa
populations. This indirect estimation technique is dependent on a fertility standard - the Booth
standard. This standard was developed in 1979 using a selection of 33 Coale-Trussell schedules
congruent with high fertility patterns. However, evidence from 61 Demographic and Health Surveys
of sub-Saharan countries shows that fertility has decreased to levels that were considered medium
fertility at the time the standard was developed. This raises concerns about the continued relevance
of the (high fertility) Booth standard. In particular, the standard would appear to consistently
underestimate fertility among African women aged 45-49. This understatement occurs irrespective
of the level of total fertility and suggests that fertility may be generally higher at the older ages in
Africa than can be constructed with the Coale-Trussell schedules. In addition, further investigation
of the understatement highlighted that the patterns of fertility for 61 African DHS are broadly
similar. This result has two important implications: First, a pattern of fertility that is distinctly
African can be identified. Second, it suggests that an African standard be developed to utilize with
the relational Gompertz model in the analysis of fertility data. To this end a number of alternatives
are considered: 1) Two reworks of the Coale-Trussell model, 2) the Brass polynomial and 3) the
Hadwiger function. Of these, the two restatements of the Coale-Trussell model are dismissed due to
a continued misfit in the 45-49 age group. The appropriateness of the two remaining alternatives is
assessed using least squares methodology and graphical graduation and both yield apparently
reasonable results. However, the Brass polynomial has the advantage of being simpler than the
Hadwiger function and allows the direct calculation of cumulative fertility rates. Furthermore,
statistical tests show that the Brass polynomial is superior to the Hadwiger function, since the latter
fails both the smoothness and goodness-of-fit graduation tests. As a result, the Brass polynomial is
deemed to be the most suitable to model the African fertility pattern and is used to develop an
African fertility standard.
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Demographic research focuses on the study of three variables - mortality, fertility and migration. As
such, demography is essentially concerned with the effect of these variables on population dynamics
and development.
For centuries the human fear of death focussed research on epidemiology and cause of death.
This focus on death - added to a strong influence from the actuarial profession - centred
demographic analysis primarily on modelling and understanding mortality until the 1950's. Such
studies resulted in the production of model life tables such as the Coale-Demeny families (Coale and
Demeny 1983).
However, during the 1960's and 1970's the high fertility rates and falling mortality rates
resulted in high population growth rates (Bongaarts 1994; Demeny 2003). This lead to neo-
Malthusian concerns of poverty resulting from over-population, further motivating research into
fertility - the second significant demographic determinant (Livi-Bacci 1968; Merrick 2002). We now
know that the population and poverty fears were never realised (Lam 2005), but many attempts were
made to model fertility during this period.
Many of these models are based on standards such as the one developed by Booth (1979). In
the period since the development of this standard, the levels and patterns of fertility have changed
dramatically across the developing world. For example, in the late 1970s and early 1980s high fertility
meant a total fertility rate (TFR) of 7 to 8 children per woman. However, by current standards a
TFR of 5 to 6 constitutes high fertility which would have been a medium fertility population at the
time Booth developed her standard.
Furthermore, other important factors have come to the fore: social and economic
development in developing countries (particularly Africa) has gathered pace (Cohen 1993, 1998;
Garenne and Joseph 2002) and HIV/AIDS has emerged as a global threat severely affecting both
mortality and fertility (Lewis, Ronsman, Ezeh and Gregson 2004; Zaba and Gregson 1998).
These changes in the demographic landscape raise questions about the validity of the
assumptions underlying the standard and the accuracy of methods based on the standard if these
assumptions are violated. Specifically, investigation is required into the systematic underestimation
of 45-49 fertility observed when using the Coale-Trussell schedules and the Booth standard to
model African populations.










As a result, this dissertation focuses on maintaining and enhancing the relevance and utility of
the relational Gompertz model. It re-evaluates the Booth standard and, in particular, considers the
validity of the standard in different settings, the methodology used by Booth, the assumptions made
and the relevance of the underlying data from the Coale-Trussell model.
To this end, a series of programs were developed allowing the automated production of
fertility schedules using the Coale-Trussell fertility model. These programs are then evaluated to
determine their usefulness in deriving new standards for low and medium fertility populations,
particularly, in African societies.
Booth envisioned that each country or region may someday have an "internal" fertility
standard or a standard appropriate to the area (Booth 1984, p. 496). This has not happened. This
thesis renews research in this area as a step towards this vision. It specifically highlights the
differences between African fertility and the current standard and emphasizes the need for a new
standard to capture the shape, distribution and characteristics of fertility in sub-Saharan populations.
In order to achieve these aims the dissertation first reviews the available literature on data
quality, fertility estimation techniques, the Coale-Trussell model and alternative fertility functions
(Chapter 2). Chapter 3 discusses the use, limitations and restrictions of the Booth Standard within
the framework of the relational Gompertz model and identifies an African fertility pattern. Attempts
at addressing these problems and alternatives to the Booth standard are considered in Chapter 4 and
an African fertility standard is developed. Chapter 5 draws conclusions from the preceding chapters
and suggests possible areas of future research.










2 FERTILITY MEASURES IN DEVELOPING COUNTRIES
2.1 Direct Methods and Data Quality
Demographic work is largely focussed on the analysis, understanding and interpretation of
quantitative data, although important qualitative information is collected. Since quantitative analysis
lies at the core of demography, the first question that arises in all demographic research pertains to
the quality of the data used (Brass 1996; United Nations 1983). The issue of data quality is so
important that all substantial research work should assess and discuss the integrity of the data used
in the analysis. According to Cleland (1996), the initial focus in developing countries was on
improving data collection methods and not data analysis. The reason for this emphasis on data
quality is not only to limit (and hopefully eliminate) errors and bias in the results, but good data also
eases calculation of estimates.
In the case of perfect (or near-perfect) data the use of direct methods of analysis enable easy
calculation and yield accurate results (Shryock and Siegel 1976). For example, directly calculated
fertility rates at age a, are obtained by dividing the number of births to women aged a by the person-
years lived by women age a in a given period.
Ideally data for measuring fertility would come from vital registration systems, but such
registers are typically incomplete in developing countries and especially in sub-Saharan Africa.
Consequently, data are usually obtained either from censuses or surveys (e.g. the Demographic and
Health Surveys and the World Fertility Surveys) in the form of women's responses to questions on
births in the last year and children ever born. Such data are also subject to many possible problems
that may introduce bias into the fertility estimates. Generally, these errors will either affect lifetime
fertility (parity) estimates or current fertility estimates.
2.1.1 Errors in lifetime fertility
Errors in lifetime fertility are characterised by increasing underreporting of parity as age increases.
This is seen in the frequently severe underreporting - observed by many authors - for the 45-49
cohort and frequently, also, the 40-44 cohort (Brass 1996; Cohen 1993; Potter 1977; Sloggett 1994;
Zaba 1981). Some authors argue that older women forget how many children they have had and that
this causes the observed underreporting of parity (Potter 1977; Cohen 1993). Others, for example
Zaba (1981) and Brass (1996), suggest the alternative - and possibly more plausible - explanation that










the underreporting may result from age exaggeration among women in combination with other
factors.
The omission of dead or absent children will reduce the reported lifetime fertility whereas the
inclusion of adopted or step children and stillbirths will increase parity estimates (Brass 1996; Zaba
1981; Moultrie and Timæus 2002). In addition, the impact of other problems may be unknown save
to say that there will be an effect. For example, the effect of the omission of the fertility of dead
women from a survey will depend on whether the deceased had a higher or lower parity than the
population surveyed. Similarly, the exclusion of emigrant women and the inclusion of immigrant
women will alter parity, but the size and direction of the impact will depend on the relative fertility
of migrant and non-migrant women. Excess mortality among women of higher parity will result in
reported lifetime fertility decreasing with age. By contrast, excess mortality (and emigration) of lower
parity women will increase reported lifetime fertility.
The last problem affecting parity is that census enumerators often mistakenly record parity
zero as not stated, especially in the youngest age groups (El-Badry 1961; Sloggett 1994). There are
primarily three methods of addressing this problem. The first is to exclude the not stated group
from the analysis. However, if the group is large relative to the total number of women interviewed
then relevant information may have been ignored and sample sizes could become an issue. Further,
ignoring this group is equivalent to assuming that the women in the not stated category experience
the same mean parity distribution as the remainder of the population. The second method of
resolving the problem, proportional reallocation of the not stated group, has an essentially similar
outcome. In most cases this assumption is probably not true and valuable information (of interest to
demographers and policy-makers alike) may be hidden in the social forces guiding response.
El-Badry (1961) proposes a third method of resolving the problem which is useful when
dealing with a large number of women with parity not stated. He argues that there is a linear
relationship between the women who are true not stated cases and those with parity zero. Using this
linear relationship the not stated group can be more suitably allocated and, in so doing, additional
information is gained (El-Badry 1961).
The net-result of parity-affecting errors is that the shape of lifetime fertility is distorted since
older women underreport lifetime fertility, whereas younger women are believed to accurately report
parity .










2.1.2 Errors in current fertility
There are also numerous problems impacting the data on current fertility. First, younger children -
those under 5 years old - are frequently and disproportionately omitted from censuses, surveys and
vital registration (Cohen 1993; Heaton and Stanecki 2003; Potter 1977). The omission of these
children will result in an underestimation of current fertility distorting both fertility estimates and
trends. It also affects other demographic measures such as age structures, sex ratios and dependency
ratios. Second, and similarly, the omission of twins and second births during the last year will
understate the current fertility.
A third concern is the interpretation of the question on births during the last 12 months. This
may be interpreted as births during "this year" which will result in underestimation since the year of
census has not been completed yet. An alternative interpretation is births during the "last year". This
will result in an underestimation if fertility is increasing and an overestimation if fertility is
decreasing.
The errors altering current fertility are believed to result in net-underreporting that is constant
across all ages, affecting only the level of fertility estimates but not the shape.
2.2 Indirect Techniques
The problems discussed above illustrate that, in almost every instance, the data are not perfect and
the direct analysis techniques usually cannot be correctly applied (Brass 1996; Cleland 1996; Potter
1977). Fortunately, many indirect techniques of estimation have been developed to analyse imperfect
data and, although these methods do not explicitly address the data problems, they provide methods
of estimation using the available information (Brass 1996). However, it must be stressed that the
existence of better analytical techniques applied to poor data can never replace good quality data.
The problems in the data remain irrespective of the method used and these techniques merely
attempt to utilise the available information to obtain fertility estimates in the absence of better
quality data.
These indirect techniques of fertility analysis have a long history. Brass developed the P/F
ratio method to analyse fertility using data on children ever born and births in the last year (Brass
1968). The method compares lifetime fertility with information on current fertility in order to
evaluate the internal consistency of the data based on the assumption that fertility is not changing
(Brass 1968; United Nations 1983).










As discussed, the errors affecting parity alter the shape of the parity distribution, but the level
is assumed to be correctly reported for younger women. Given the assumption of constant fertility,
the level implied by the parity of younger women can be used to ascertain an indication of true
lifetime fertility in the population. By contrast, the errors impacting current fertility change the level,
but not the shape of the fertility distribution. Hence, by using the level implied by the parity data and
the pattern from the current fertility data a more accurate estimate is derived than by using only a
single data set.
Following on the development of the Brass P/F ratio Hobcraft, Goldman and Chidambaram
(1982) applied the method to birth histories demonstrating its versatility. In order to maintain the
relevance of the technique, in times of falling fertility, it was restated by Feeney to relax the
underlying assumption of constant fertility required in the original formulation (Feeney 1998).
However, Moultrie and Dorrington (2008) show that the Feeney restatement does not work well
when fertility is falling. Instead, they suggest using the adjustment recommended in Manual X
(United Nations 1983) whereby reported fertility is scaled using the P/F ratio at 20-24.
A more recent successor to the P/F method is the relational Gompertz model proposed by
Brass and further developed by Booth (1979) and Zaba (1981). As one of the most powerful
techniques available to estimate fertility from limited or defective data, the relational Gompertz
model continues the long history of analysis techniques based upon the ratio of lifetime fertility (or
parity), P, to cumulative fertility, F, and benefits from the use of a schedule capturing a standard
fertility pattern (Booth 1984; Brass and Airey 1988; Zaba 1981). It is this standard that is the
principle focus of this dissertation.
2.3 The Use of Standards
The use of a standard population is a common theme in demographic research since it is often
necessary to compare the experiences of different populations or population groups. Two methods
of using a standard stand out.
The first, is to use a standard to eliminate the effects of confounding factors - through
standardisation - as explained by Shryock and Siegel (1976). According to Shryock and Siegel, a
suitable standard must reflect a large, clearly defined population. This population can be real or
theoretical provided it is constant and known (Shryock and Siegel 1976). An example of a physical
standard population is the fertility experience of women in the British National Healthcare System










while that of a hypothetical (constructed) standard is the Coale-Demeny family of schedules (often
used in mortality analysis).
The second, an alternative to standardisation (and the one of greater importance in this
research), is the idea of comparing a population with a standard. Using this relational logic, one can
express the observed population in terms of its correspondence to (or deviation from) the standard.
This idea, of relating populations to a standard, lies at the core of many indirect methods of
estimation. For example, the Coale-McNeil nuptiality function (Coale and McNeil 1972) is widely
used to determine first marriage frequencies and the cumulative proportion married by age.
The Coale-Trussell model is an example of both a procedure to develop a standard as well as a
method using a standard. The Coale-Trussell model uses the Coale-McNeil nuptiality function to
derive a series of standard marital fertility distributions (Coale and Trussell 1974). The Coale-Trussell
schedules were subsequently used to derive a standard for use with the relational Gompertz model
(Booth 1979; Brass and Airey 1988).
In the case of the Coale-Trussell model the model relates age-specific (marital) fertility, f(a), to
the cumulative proportion ever married, G(a), derived from the standard Coale-McNeil function
using a multiplicative equation. By contrast, in other settings the idea of this relational construct is to
express the population rates as a linear transform of the standard rates of the form
where F,(x) and F(x) are the standard and (modelled) population rates respectively, a is the intercept
parameter and p the slope parameter. The principle behind this formulation is that - if such a
transform exists - the selection of different intercept and slope parameters can express the entire
range of possible populations.
2.4 The Coale-Trussell Model
The Coale-Trussell schedules are frequently used as standards in fertility analysis, for example to
parameterise coefficients in the P/F method. They were developed - using the model proposed by
Coale and Trussell - to capture human fertility patterns (Coale and Trussell 1974). The schedules
describe various fertility patterns but do not attempt to represent fertility levels, since these can be
found by multiplying the standard rates at each age by the actual population TFR. Coale and Trussell










reason that age-specific marital fertility, f(a), can be modelled as the product of the cumulative
proportion ever married, G(a), and the probability of married women having a live birth, r(a), both at
age a (Equation 2.2).
The relationship in Equation 2.2 assumes homogeneity in marital fertility rates and the proportion
ever married at age a. It is also implicitly assumed that marriage rates are high and out-of-marriage
(illegitimate) fertility is trivial relative to total fertility.
According to Coale and Trussell, the formulation in Equation 2.2 allows the model to be
parameterised by three variables. Two parameters define the model schedule of marriage, G(a), and
the third parameter specifies the model marital fertility schedule, r(a). They deem it reasonable to
define G(a) by only two parameters on the basis that first-marriage frequencies tend to have the
same shape, but vary in respect of the age at which first marriage begins, ao, and the pace at which
first marriage occurs as indicated by the scale factor, k. Although no explicit expression of G(a)
exists, Coale and Trussell state that it can be found by integrating McNeil's equation, ,g(a), which is











Coale and Trussell (1974) explain that the scaling factor, k, models the deviation in the pace of
first marriage from the pace of the 19 th century Swedish population used as basis. The model is
constructed so that k = 1 signifies the same pace of marital progression - in the modelled population
- as the Swedish base-population. Similarly, k = 0.5 indicates twice the pace observed in the standard
population. Furthermore, Coale and Trussell note that the pace of marriage in the Swedish
population determines that 50 per cent of the population ever-married will do so within 10 years of
the starting age, a0. As a result, they assert that k = 0.5 implies that "one-half the cohort has
experienced marriage five years after a," (Coale and Trussell 1974, p. 187).
The second function, r(a), is the schedule of marital fertility. Coale and Trussell argue that
marital fertility can be parameterised by one parameter, m, where in is the extent of departure from
natural fertility and is treated as constant for all ages in a modelled population. In the absence of
voluntary birth control r(a) follows natural (marital) fertility. However, in populations practising
deliberate birth limitation fertility deviates from natural fertility according to a typical pattern as age
increases (Coale and Trussell 1974). This pattern of deviation is captured by the vector, v(a), in
Equation 2.5. Coale and Trussell give the ratio at each age of marital fertility, r(a), to natural fertility,
n(a), as:
The scale factor, M, is constant at a level such that 1),(4 = 0.0 for age 20-24 for each schedule i. This
means that M equals the ratio r(20-24)/ n(20-24). Since m is constant for all ages, the selection of M at
age a, equates v(a) - the propensity to reduce fertility at age a - to zero for that age.
Given that M is a constant scale factor applicable at all the relevant ages it is not important
when determining the fertility schedules (Coale and Trussell 1974). The scale variable can be
removed from each age - as a common factor - resulting in a pattern of fertility independent of level.
The two constant vectors, n(a) and v(a), are derived by Coale and Trussell from empirical data 2 .
The vector n(a) is obtained - for the age groups 20-24 to 45-49 - from ten of the schedules identified
as natural by Henry (1961). Table 2.1 reproduces the data from Henry (1961 p. 148).
' The values of n(a) and U(C1) are presented in Table A 1 in Appendix A.










Table 2.1: Age-Specific Legitimate Fertility Rates per 1000
Included in
Population 20-24 25-29 30-34 35-39 40-44 45-49 n(a) 
Hutterites marriages 1921-1930 550 502 447 406 222 61
Canada 509 495 484 410 231 30
Hutterites marriages before 1921 475 451 425 374 205 29
Bourgeoisie of Geneva wives of
men born 1600-1649 525 485 429 287 141 16
Europeans of Tunis 468 430 402 324 190 13
Sotteville-les-Rouen 480 450 410 315 125 10
Crulai 440 420 375 280 140 10
Norway 396 380 341 289 180 41
Iran 395 370 325 255 130 20
Bourgeoisie of Geneva wives of
men born before 1600 389 362 327 275 123 19
Taiwan 365 334 306 263 114 8
India 323 288 282 212 100 33
Guinea 357 320 273 183 74 32 
Source: Henry (1961), 1).148
Coale and Trussell (1974) do not state which 10 schedules were used to determine n(a). However,
investigation of these schedules indicates that averaging the rows marked by "t" very closely
approximates the results by Coale and Trussell. Table 2.2 below compares the rates calculated from
the schedules identified in Table 2.1 with the n(a)-values reported by Coale and Trussell (1974, p.
188). The differences are trivial and no other combination of 10 schedules yields more accurate
results.
Table 2.2: Comparison of Coale-Trussell n(a) with Calculated Average
Age Group 20-24 25-29 30-34 35-39 40-44 45-49 
Average of rows marked 0.460 0.431 0.395 0.322 0.167 0.024
n(a) from Coale-Trussell (1974) 0.460 0.431 0.396 0.321 0.167 0.024 
To determine v(a) Coale and Trussell (1974) state that the marital fertility schedules from the 1965
United Nations Demographic Yearbook (United Nations 1966) were assessed to determine if they
were subject to errors such as age misreporting. The vector v(a) - also for the age groups 20-24 to
45-49 - was then calculated as an average of the 43 schedules believed to be free of such errors. For
both vectors the values derived were then extended to the two lower age groups - 10-14 and 15-19.
According to Coale and Trussell (1974, p. 190) the downward extension of n(a) is based on










biomedical information. They contend that the dominant role of G(a) means that the specific n(a)-
values selected for ages 20 years is of little significance. Also, they state that non-zero values of v(a)
start at age 20 in order to avoid sudden changes around age 25 (Coale and Trussell 1974, p. 190).
That is, the propensity to limit or control fertility effectively begins at age 20.
Finally, the relational formulation (discussed in section 2.3) produces a family of standard
schedules by inserting different values of the three parameters into the FORTRAN program
provided by Coale and Trussell (1974). The benefit of this family of schedules is that it models a
wide range of fertility experience using demographic reasoning and features. By modelling such a
wide range of experience the schedules can be used, as Coale and Trussell suggested, to approximate
single-year fertility rates when only five-year rates are available. However, the Coale-Trussell
schedules can also be put to other uses such as basis for comparison or as a standard to be used with
indirect techniques like the relational Gompertz model. This is discussed in greater detail in the next
chapter.
2.5 Restatements of the Coale-Trussell Model
The model developed by Coale and Trussell (1974) depends on the accuracy of the two vectors n(a)
and v(a). However, Henry (1961) and Coale and Trussell (1974) are both subject to mounting
criticism. Blake (1985) and Wilson, Oeppen and Pardoe (1988) question the original formulation of
natural fertility and the manner in which the Coale-Trussell model is used. Faced by these criticisms
Xie (1990) and Xie and Pimentel (1992) attempt to maintain the relevance of the Coale-Trussell
model by reformulating the method.
Both investigations focus on the manipulation of the r(a)-ffinction to bring about changes to
the model. More specifically, since Al and m are assumed constant in the Coale-Trussell model (for a
particular schedule), a change in r(a) can only be affected by adjusting the vectors n(a) and v(a).
2.5.1 Coale-Trussell using Xie n(a)
Xie (1990) addresses the concept of natural marital fertility, n(a), introduced by Henry (1961). Henry
argued that although the levels can differ the age pattern of natural fertility should be fairly constant.
However, Xie notes that this hypothesis, although reasonable, had not been tested before. Coale and
Trussell (1974) used the Henry data to determine the standard natural marital fertility pattern, n(a), as
discussed in section 2.4. Their development of a natural fertility standard exacerbated the problem










of the unverified theory since, as Xie states, n(a) has subsequently "been treated as exactly known"
(Xie 1990, p. 656).
To test the data identified by Henry, Xie uses log-linear methods and maximum-likelihood
estimation. Three models were developed: 1) A Homogeneity model, 2) an Independence model and
3) a Fertility Control model (Xie 1990).
The homogeneity model argues that the levels and patterns are the same for all the populations
under investigation and that differences can be ascribed to random error. However, Xie echoes
Henry in rejecting this hypothesis (Xie 1990).
The second model assumes that a population-specific (level) factor exists that is independent
of age. This independence model is contrasted with the fertility control model which postulates that
the natural fertility populations from Henry (1961) are ordinary populations. The comparison of
these models by Xie shows that the independence version provides a good fit to the data and Xie
notes that the additional benefit gained by the fertility control model is negligible. As such, the
independence version is accepted as the final form of the log-linear model (Xie 1990).
Xie, like Henry, concludes from the independence model that a common age pattern exists
between the identified natural fertility populations but that these populations have different levels
(Xie 1990, p. 662). He further argues that the maximum likelihood method of parameter estimation
gives weighting to larger samples making estimates derived superior to those derived by the simple
average used by Coale and Trussell (1974). The new n(a) values derived for the age groups 20-24, 25-
29, ..., 40-44 and 45-49 are given in Table 2.3.
Table 2.3: Standardized n(a) values for the Xie Independence and Coale-Trussell models
Age Group 20-24 25-29 30-34 35-39 40-44 45-49 
Xie n(a) 0.460 0.436 0.392 0.333 0.199 0.043
Coale-Trussell n(a) 0.460 0.431 0.395 0.322 0.167 0.024 
Obtained from Table 2 by Xie (1990, p. 660)
It is clear from Table 2.3 that the differences between the Coale-Trussell n(a)-levels and the value
derived by Xie (1990) are only large at the oldest ages. The effect of this increase in n(45-49) is
expected to result in an increase in f(45-49).










2.5.2 Coale-Trussell with alternative v(a)
Xie and Pimentel (1992) reformulate the Coale-Trussell model as a statistical method and deriving a
new series of v(a)-values (Xie and Pimentel 1992, p. 982). They use data from the World Fertility
Surveys (WFS) to obtain the revised v(a). This has two benefits: a) the WFS includes more recent
data - 1974 to 1982 - than used by Coale and Trussell and b) are of higher quality than preceding
surveys (Xie and Pimentel 1992)
To establish a new v(a)-series, Xie and Pimentel compare the results from a natural fertility
schedule, a log-linear and a log-multiplicative model. They applied these models to the natural
fertility standard developed by Coale and Trussell (1974) and the n(a) determined by Xie (1990). The
results were then compared using the Bayesian criterion, Log-likelihood statistic and the Pearson
Chi-square statistic. Xie and Pimentel (1992) establish that the log-multiplicative model using the Xie
n(a)-values yields better estimates of 1)(a) (given in Table 2.4) than were originally derived by Coale
and Trussell.
Table 2.4: Standardized v(a) values for the Coale-Trussell and Xie-Pimentel models
Age Group 20-24 25-29 30-34 35-39 40-44 45-49 
Xie-Pimentel v(a) 0 0.329 0.713 1.194 1.671 1.082
Coale-Trussell v(a) 0 0.279 0.677 1.042 1.414 1.671 
Notably, the v(a) are not monotonic over the entire age range as originally found by Coale and
Trussell (1974). Instead the v(a) increases over the age range 25-44, but decreases again for 45-49.
Xie and Pimentel attribute this to the fact that more recent data are used to determine the new v(a)-
estimates (Xie and Pimentel 1992, p.982). Like the n(a) derived by Xie (1990), the lower fertility
control at the oldest ages is expected to increase 45-49 fertility.
2.6 Alternatives to the Coale-Trussell Model
When developing or testing a standard it is important to also consider other options. For example,
Hoem et al. (1981) analyse Danish fertility data using a number of different fertility distributions.
They use the Coale-Trussell model, cubic splines, the Gamma density function, the Hadwiger
function, and the Brass polynomial and conclude that the cubic spline provides the best fit. The
Hadwiger function, Gamma density and Coale-Trussell model are determined joint second best and
the Brass polynomial is deemed less accurate (Hoem, et al. 1981).










Gage (2001) also considers cubic splines, the Gamma density, the Brass polynomial and the
Hadwiger function for the analysis of seven mammalian populations. However, he dismisses cubic
splines for mammalian population since it "requires good underlying empirical data" (Gage 2001,
p.490). By the same argument cubic splines are dismissed for the sub-Saharan populations due to the
enduring problems around data quality.
Among the seven mammalian populations investigated by Gage are two human populations -
Sweden 1967 and Costa Rica 1966. Using the remaining three methods Gage concludes that all three
yield good fits, but that the Gamma function appears to fit best based on absolute mean square error
(Gage 2001, p. 492). However, Gage proceeds to conduct other tests of fit since mean square error
does not allow for the relative differences in complexity arising from the different parameterisations
of the methods. From the additional statistical tests Gage concludes that, for six of the seven
populations, the Brass polynomial cannot be rejected (at a 5 per cent level) in favour of the more
complex Gamma or Hadwiger functions (Gage 2001). He further states that if the Bonferroni
adjustment is applied then the simpler Brass polynomial cannot be rejected even for the seventh
population. However, Hoem et al. (1981) successfully used the Hadwiger function to model early
Danish fertility and Gage (2001) found a good fit for the 1967 Swedish data.
Another alternative is one of the two mathematical formulae modelling age-specific fertility
rates that Pevistera and Kostaki (2007) proposed. They find that the exponential formulae proposed
perform better than the Hadwiger function, Gamma density model, Beta function and cubic splines
on data from the United States and European countries like the United Kingdom, Denmark, Spain,
Italy, Norway and Sweden. However, these countries all have fertility rates far below those currently
observed in sub-Saharan Africa and different patterns of fertility to those under consideration
throughout this thesis.
As a result, only the Brass polynomial and Hadwiger functions are investigated in this research
for its usefulness in measuring and capturing African fertility patterns.
2.6.1 Brass polynomial
Brass (1975) suggests using the polynomial given in Equation 2.6 to model fertility.
F(z) = c
s 
(x - s) s + 33 - x) 
2 
dx Equation 2.6










Here c is a constant relating to the total fertility rate, s is the starting age and  is the age to which
fertility is cumulated. Brass explains that the constant 33 arises from the length of the fertility period
which tends to range between 30 and 36 years with an average of about 33 years (Brass 1975).
Gage (2001) generalises this polynomial by replacing the constant 33 with a parameter, w,
representing the length of the fertility period for the population or sub-population under
observation (Equation 2.7).
The Hadwiger function has four parameters - a, b, c and x. The parameter x is age and allowed to
vary between starting age s and maximum age u. The parameter, a, is a measure of total fertility.
According to Hoem et al. (1981) and Gage (2001) the other two parameters, b and c, have no clear
demographic interpretation. In addition, unlike the Brass polynomial discussed in section 2.6.1, the
more complex Hadwiger function does not have a convenient simplification to ease calculation.
However, despite these drawbacks the Hadwiger function is investigated since both Hoem et
al. and Gage have successfully used the Hadwiger function to model human populations.










3 THE BOOTH STANDARD IN THE RELATIONAL GOMPERTZ MODEL
As discussed in Chapter 2, the indirect techniques of fertility analysis are of great importance since it
gives access to important information even when faced with limited, incomplete or poor quality
data.
3.1 The Brass Relational Gompertz Model
While working on indirect techniques of fertility analysis, Brass proposed the use of a relational
model to represent fertility (Brass 1974). This challenge was subsequently taken up by Booth (1979)
- a PhD supervised by Brass and further elaborated by Brass and Airey (1988). Brass hoped that the
method could be applied to poor quality data to yield reasonable fertility estimates. He found that
the ratio of cumulative fertility at age x to the total fertility rate can be quite well represented by the
Gompertz distribution as in Equations 3.1.
F(x) is the cumulative fertility up to age T is the total fertility rate, x„ is the origin of the age range
and two constants, A and B, describe the pattern of fertility. A fertility function, Y(x), is generated
by performing a Gompertz transformation on Equation 3.1 and identifying the resulting equation as










where a = - In (-1n (A)) and b = -In B and Y(x) is a linear function of age only.
However, Brass further refines the method. He notes that Y(x) fits observed fertility well over
the middle ages (25-39) but not for the tails of the distribution. For the younger age groups Y(x) is
too high and for the oldest ages Y(x) is too low (Figure 3.1).
Figure 3.1: Divergence in the tails of transformed cumulative fertility, Y(x), from a straight
line fitted to the middle ages
Brass argues that a better fit is possible by transforming the age scale (Brass 1974, Brass and Airey
1988). That is, by replacing the natural age scale with a stretched age scale, Z(x), will result in a better
tit, since Y(x) will lie on a straight line as shown by Equation 3.5 (Booth 1979).
Y x = a + bZ (x) Equation 3.5
Figure 3.2 illustrates this graphically. It shows the transformed cumulative fertility, Y(x), plotted
against age with the stretched age scale, Z(x), on the right hand y-axis.










According to Booth, the quantity by which to expand the age scale is equivalent to the distances
between the ages on the right hand axis (Booth 1979, p. 30). However, each of the ages of the
expanded age scale, Z(x), intersects the original age scale at the point Y(x). That is, Z(x) = Y(x) at
the point of intersection for each age,  Therefore, since Y(x) is the transformed fertility pattern,
the expanded age scale is itself also equal to the transformed fertility pattern.
Booth (1979) states that if F(x) is the standard pattern of cumulative fertility then this
transformed age scale can be represented by the Gompertz  transform of cumulative fertility, Y,(x).
Then, in any population, the transformed observed fertility rates, Y(x), are linearly related to the










In these equations, a and p are the location and spread parameters, respectively. Changes in these
two parameters reflect the timing and distribution of fertility for the population. A change in a varies
the timing of childbirth in a population (Figure 3.3).
For example, a negative a is equivalent to delaying births and a positive a brings childbearing
forward. However, the shape of the fertility distribution is also modified, since an early start to










fertility is associated with a fast rise in ASFR at younger ages and delayed fertility steepens old-age
rates.
By contrast, Figure 3.4 shows that a rise in p narrows the spread of the fertility distribution and a
decrease flattens it. Clearly, this also has the effect of changing the shape of the fertility distribution.
3.2 Zaba's Restatement of the Relational Gompertz Model
A drawback of this formulation is that the original model requires knowledge of the total fertility
rate which will, in most applications of the method, not be known. This drawback resulted in Zaba
(1981) formulating the relational Gompertz model such that the TFR need not be known. Zaba
suggests two modifications to the relational Gompertz model. The first restated model is expressed
in terms of the ratio of cumulative fertility at ages  and 1v+5 (Equation 3.9 below).










Equation 3.9 does not depend on a known TFR. Brass and Airey (1988) note that the Gompertz
transformation relating F(x)/F (x+5) to the standard, Y(x), is not exactly linear, but generally offers a





























As for cumulative fertility above, Equation 3.21 follows directly for mean parities and the functions
e(i and g(i) are tabulated in Table A 4 in Appendix A. Again, the caveat holds that the parameters a
and p must fall within the specified ranges, -0.3 < a < 0.3 and 0.8 < p < 1.25, to prevent the third
and subsequent differences becoming significant.
Applying this method and using the parity ratios that lie on a straight line, we can find an
estimate of the unknown TFR. The strength of this method lies in the fact that it uses the best
properties of both the fertility and parity data, thereby allowing the strengths of one data set to
correct errors in the other. Further, this method provides more flexibility since the analyst can
decide which data set to use thereby allowing the investigator to give preference to the data source
believed to be superior in quality. This results in better estimates and additional flexibility.










3.3 Development of the Booth Standard
Both variants of the relational Gompertz model still require a standard fertility pattern when
deriving estimates. Brass envisioned using the method in high fertility populations where data quality
is poor (Brass 1974). This application of the relational Gompertz model to high fertility populations
is later reaffirmed by Booth (1979; 1984) and Zaba (1981). In fact, Booth states that the method will
be employed "to detect and correct the kinds of errors that are found in data from such (high fertility )
populations" (Booth 1984, p. 496). Given this emphasis - on high fertility populations - Booth
(1979) develops a standard pattern for use with the Brass variant of the relational Gompertz model
and this standard is also the foundation for the work by Zaba (1981). This section describes in detail
the methodology used to develop this standard - as well as the results obtained - so that it may be
analysed, modified and improved on in Sections 3.4 to 3.7 and Chapter 4.
In order to develop the standard, Booth uses the Coale-Trussell model since it provides a
method of easily obtaining a wide range of fertility patterns (Booth 1979; 1984). She sets out a
number of criteria to distinguish between the high and the low fertility patterns. First, she allows the
three parameter inputs required by the Coale-Trussell model to vary within specified ranges. The age
at first marriage, ao, is started at 10 years and increased in steps of 0.5 years to a maximum of 15
years. The parameter ranges for k and m - which determine the shape of the fertility distribution -
were set to 0.1 < k < 1.3 and 0 < Pi < 1. However, Booth notes that m can be restricted further to m
0.6, since, according to Booth, the other combinations of m and k are unlikely (Booth 1979, p.
49).
She also restricts the singulate mean age at marriage, M, to 21 years and uses the simplification,
M = a„ + 11.37k, given by Coale and McNeil (1972). This restriction further constrains k for any
selected value of a, and, in particular, k must be less than 1 since a, has a starting value of 10 years.
The resulting schedules produced have mean, p, and standard deviation, a, such that 27c p 29 and
6.75< o- < 8.
These criteria result in a selection of 33 Coale-Trussell schedules. Table 3.3 lists the parameter
combinations and derived statistics for each of these schedules (Booth 1979, p. 55).










Table 3.3: Parameters and derived statistics of schedules identified by Booth
Generating Parameters Derived Statistics
No. a0 k m P a M 
1 10.0 0.7 0.2 28.65 7.54 17.96
2 10.0 0.7 0.6 27.41 7.21 17.96
3 10.0 0.9 0.4 28.79 7.25 20.23
4 10.5 0.6 0.2 28.45 7.56 17.32
5 10.5 0.6 0.6 27.20 7.22 17.32
6 10.5 0.8 0.4 28.63 7.24 19.60
7 11.0 0.5 0.2 28.22 7.59 16.68
8 11.0 0.6 0.6 27.42 7.14 17.82
9 11.0 0.8 0.4 28.85 7.16 20.10
10 11.5 0.4 0.4 27.34 7.46 16.05
11 11.5 0.5 0.6 27.19 7.16 17.18
12 11.5 0.6 0.2 28.87 7.39 18.32
13 12.0 0.4 0.2 28.18 7.56 16.55
14 12.0 0.5 0.6 27.41 7.08 17.68
15 12.0 0.7 0.4 28.91 7.07 19.96
16 12.5 0.3 0.2 27.93 7.62 15.91
17 12.5 0.4 0.6 27.17 7.10 17.05
18 12.5 0.5 0.2 28.86 7.33 18.18
19 13.0 0.2 0.4 27.03 7.51 15.27
20 13.0 0.4 0.2 28.61 7.37 17.55
21 13.0 0.5 0.6 27.90 6.91 18.69
22 13.5 0.2 0.2 27.87 7.61 15.77
23 13.5 0.3 0.6 27.13 7.06 16.91
24 13.5 0.4 0.2 27.84 7.27 18.05
25 14.0 0.2 0.2 28.07 7.51 16.27
26 14.0 0.3 0.6 27.37 6.97 17.41
27 14.0 0.5 0.4 28.99 6.89 19.69
28 14.5 0.1 0.2 27.80 7.62 15.64
29 14.5 0.2 0.6 27.08 7.03 16.77
30 14.5 0.3 0.2 28.81 7.23 17.91
31 15.0 0.1 0.4 27.37 7.33 16.14
32 15.0 0.2 0.2 28.52 7.31 17.27
33 15.0 0.3 0.6 27.88 6.78 18.41
Source: Booth (1979, p 55); reproduced by the author
The cumulative fertilities, F(x), of these schedules are transformed to Y(x) - using the Brass variant
of the relational Gompertz model (Equation 3.22) - for each of the five-year age bands.



















Table 3.4: Cumulative Fertility, F(x), by age group for the 33 schedules identified by Booth
10-14 15-19 20-24 25-29 30-34 35-39 40-44 45-49 
1 0.01150 0.13846 0.35821 0.58006 0.77254 0.91884 0.98991 1
2 0.01371 0.16504 0.41974 0.65328 0.82882 0.94442 0.99373 1
3 0.00792 0.11728 0.34164 0.57956 0.78016 0.92475 0.99106 1
4 0.01147 0.14707 0.37133 0.59086 0.77892 0.92119 0.99020 1
5 0.01362 0.17454 0.43340 0.66354 0.83433 0.94627 0.99394 1
6 0.00728 0.12159 0.35202 0.58951 0.78638 0.92707 0.99135 1
7 0.01165 0.15778 0.38555 0.60176 0.78513 0.92345 0.99049 1
8 0.00976 0.16106 0.42114 0.65576 0.83043 0.94500 0.99380 1
9 0.00513 0.10976 0.33826 0.57950 0.78090 0.92516 0.99112 1
10 0.01327 0.18599 0.43248 0.64933 0.81937 0.93860 0.99273 1
11 0.00941 0.17235 0.43642 0.66664 0.83610 0.94687 0.99401 1
12 0.00549 0.12295 0.34739 0.57413 0.76970 0.91789 0.98979 1
13 0.00785 0.15816 0.38991 0.60548 0.78727 0.92422 0.99058 1
14 0.00591 0.15750 0.42355 0.65869 0.83215 0.94559 0.99386 1
15 0.00275 0.10181 0.33539 0.58001 0.78192 0.92565 0.99119 1
16 0.00812 0.17368 0.40551 0.61607 0.79302 0.92628 0.99084 1
17 0.00533 0.17121 0.44050 0.67006 0.83790 0.94747 0.99408 1
18 0.00279 0.11887 0.34926 0.57713 0.77171 0.91866 0.98989 1
19 0.01003 0.20747 0.45255 0.66220 0.82603 0.94087 0.99300 1
20 0.00221 0.13034 0.36591 0.58961 0.77868 0.92116 0.99020 1
21 0.00163 0.12594 0.39443 0.64049 0.82310 0.94265 0.99353 1
22 0.00398 0.17820 0.41058 0.61944 0.79484 0.92692 0.99092 1
23 0.00192 0.17182 0.44553 0.67359 0.83969 0.94805 0.99414 1
24 0.00086 0.11542 0.35233 0.58057 0.77379 0.91942 0.98999 1
25 0.00106 0.16392 0.40010 0.61267 0.79119 0.92562 0.99076 1
26 0.00050 0.15388 0.43195 0.66554 0.83573 0.94677 0.99400 1
27 0.00017 0.08499 0.33242 0.58317 0.78478 0.92680 0.99133 1
28 0.00053 0.18374 0.41498 0.62228 0.79637 0.92747 0.99099 1
29 0.00013 0.17506 0.45103 0.67700 0.84136 0.94859 0.99420 1
30 0.00005 0.11319 0.35662 0.58425 0.77586 0.92016 0.99008 1
31 0.00000 0.18434 0.43686 0.65252 0.82105 0.93917 0.99280 1
32 0.00000 0.13139 0.37577 0.59695 0.78272 0.92260 0.99038 1
33 0.00000 0.11498 0.40070 0.64693 0.82658 0.94380 0.99366 1 
Source: Booth (1979, p. 58); reproduced by the author










Table 3.5: Y(x) values by 5 year age groups of the 33 schedules used by Booth
10-14 15-19 20-24 25-29 30-34 35-39 40-44 45-49 
1 -1.49636 -0.68167 -0.02629 0.60766 1.35452 2.46931 4.59114
2 -1.45620 -0.58866 0.14143 0.85390 1.67263 2.86148 5.06884
3 -1.57658 -0.76230 -0.07139 0.60608 1.39329 2.54808 4.71273
4 -1.49695 -0.65068 0.00938 0.64212 1.38691 2.49995 4.62045
5 -1.45773 -0.55710 0.17901 0.89119 1.70856 2.89630 5.10301
6 -1.59384 -0.74531 -0.04312 0.63778 1.42580 2.58063 4.74586
7 -1.49345 -0.61332 0.04805 0.67748 1.41921 2.53026 4.65064
8 -1.53244 -0.60212 0.14527 0.86284 1.68302 2.87227 5.08010
9 -1.66253 -0.79275 -0.08060 0.60589 1.39712 2.55376 4.71950
10 -1.46378 -0.52002 0.17648 0.83976 1.61335 2.75883 4.92035
11 -1.54030 -0.56431 0.18735 0.90262 1.72033 2.90784 5.11466
12 -1.64959 -0.74002 -0.05573 0.58897 1.34035 2.45716 4.57926
13 -1.57841 -0.61202 0.05992 0.68969 1.43052 2.54078 4.66019
14 -1.63532 -0.61428 0.15189 0.87347 1.69422 2.88336 5.08985
15 -1.77430 -0.82621 -0.08843 0.60750 1.40241 2.56059 4.72745
16 -1.57141 -0.55992 0.10246 0.72486 1.46142 2.56944 4.68831
17 -1.65525 -0.56807 0.19864 0.91532 1.73242 2.91951 5.12645
18 -1.77185 -0.75599 -0.05063 0.59840 1.35036 2.46700 4.58915
19 -1.52653 -0.45284 0.23211 0.88628 1.65483 2.79770 4.95833
20 -1.81071 -0.71178 -0.00535 0.63810 1.38567 2.49956 4.62045
21 -1.85929 -0.72849 0.07223 0.80851 1.63641 2.82920 5.03734
22 -1.70955 -0.54514 0.11633 0.73618 1.47135 2.57850 4.69712
23 -1.83345 -0.56606 0.21259 0.92853 1.74456 2.93092 5.13667
24 -1.95424 -0.76973 -0.04228 0.60928 1.36080 2.47679 4.59914
25 -1.92417 -0.59243 0.08769 0.71350 1.45151 2.56017 4.67958
26 -2.02827 -0.62678 0.17501 0.89856 1.71786 2.90591 5.11299
27 -2.16099 -0.90228 -0.09654 0.61753 1.41736 2.57679 4.74354
28 -2.02057 -0.52723 0.12837 0.74578 1.47976 2.58634 4.70490
29 -2.19143 -0.55539 0.22788 0.94139 1.75599 2.94165 5.14699
30 -2.29289 -0.77872 -0.03061 0.62096 1.37127 2.48642 4.60822
31 undefined -0.52530 0.18857 0.85117 1.62368 2.76846 4.93006
32 undefined -0.70783 0.02145 0.66180 1.40658 2.51876 4.63908
33 undefined -0.77149 0.08933 0.83122 1.65832 2.85006 5.05770 
Source: Booth (1979, p. 59); reproduced by the author










Table 3.6: AY(x) by 5 year age groups as calculated by Booth
10-14 15-19 20-24 25-29 30-34 35-39 40-44 45-49 
1 undefined 0.81469 0.65538 0.63395 0.74686 1.11479 2.12183
2 undefined 0.86754 0.73008 0.71248 0.81873 1.18884 2.20736
3 undefined 0.81428 0.69091 0.67747 0.78722 1.15478 2.16465
4 undefined 0.84626 0.66006 0.63274 0.74479 1.11304 2.12050
5 undefined 0.90064 0.73611 0.71218 0.81737 1.18774 2.20671
6 undefined 0.84853 0.70219 0.68091 0.78802 1.15483 2.16522
7 undefined 0.88013 0.66137 0.62943 0.74173 1.11105 2.12038
8 undefined 0.93032 0.74738 0.71758 0.82018 1.18925 2.20783
9 undefined 0.86979 0.71214 0.68649 0.79123 1.15664 2.16574
10 undefined 0.94376 0.69650 0.66328 0.77359 1.14548 2.16152
11 undefined 0.97599 0.75166 0.71527 0.81771 1.18751 2.20682
12 undefined 0.90957 0.68429 0.64469 0.75138 1.11681 2.12210
13 undefined 0.96639 0.67194 0.62977 0.74084 1.11025 2.11941
14 undefined 1.02104 0.76617 0.72158 0.82075 1.18915 2.20649
15 undefined 0.94809 0.73778 0.69594 0.79491 1.15818 2.16686
16 undefined 1.01148 0.66239 0.62239 0.73656 1.10802 2.11888
17 undefined 1.08718 0.76671 0.71668 0.81710 1.18710 2.20694
18 undefined 1.01586 0.70536 0.64904 0.75196 1.11664 2.12216
19 undefined 1.07369 0.68495 0.65416 0.76856 1.14286 2.16064
20 undefined 1.09893 0.70642 0.64346 0.74757 1.11388 2.12090
21 undefined 1.13080 0.80072 0.73628 0.82790 1.19279 2.20814
22 undefined 1.16441 0.66147 0.61985 0.73517 1.10714 2.11863
23 undefined 1.26739 0.77864 0.71595 0.81603 1.18636 2.20575
24 undefined 1.18452 0.72745 0.65156 0.75153 1.11599 2.12235
25 undefined 1.33174 0.68012 0.62580 0.73801 1.10866 2.11940
26 undefined 1.40148 0.80180 0.72354 0.81930 1.18805 2.20708
27 undefined 1.25871 0.80574 0.71407 0.79984 1.15943 2.16674
28 undefined 1.49334 0.65560 0.61740 0.73399 1.10658 2.11855
29 undefined 1.63603 0.78327 0.71352 0.81460 1.18566 2.20534
30 undefined 1.51416 0.74811 0.65157 0.75031 1.11514 2.12181
31 undefined undefined 0.71387 0.66260 0.77251 1.14477 2.16161
32 undefined undefined 0.72928 0.64035 0.74478 1.11218 2.12032
33 undefined undefined 0.86083 0.74189 0.82710 1.19174 2.20764 
Source: Booth (1979, p. 6()); reproduced by the author










However, Booth like Brass (1974) - discussed in section 3.1 - finds that Y(x) for the middle age
groups (20-24, 25-29, 30-34 and 35-39) lies on a fairly straight line, but that there is a divergence in
the tails of the distribution (Figure 3.5).
As a result of this misfit in the tails, Booth recognizes the need to weight the tails of the fertility
distributions to ensure that the resulting standard will more adequately reflect patterns observed for
high fertility populations. She notes that, given the close fit over the central ages, any transformation
should leave the values in this range relatively unchanged while still altering the tails (Booth 1979).
To do so, Booth follows a three step procedure. First, she determines the correct level for the
central ages. She calculates the average AY(x) of all 33 schedules identified for the age groups 25-29,
30-34 and 35-39. These average values are then used as the standard for each age group - AY,(25-
29), AY,(30-34) and AY,(35-39).
Second, Booth determines the schedules to be used for the upper and lower tails and calculate
the AY(x) of these schedules. She sets out two criteria to determine which of the schedules to use
for calculating the lower and upper tails. Booth reasons that, since f(10-14) and f(45-49) are small,










the age groups must be grouped to ensure that at least ten percent of fertility will occur in each
categorisation (Booth 1979, p. 61). As a result, for the first criterion Booth combines the 10-14 and
15-19 age groups and determines that a schedule must have f(10-19) > 0.15 to qualify for the lower
tail.
Similarly, Booth groups the fertility for the 40-44 and 45-49 age group to obtain f(40-49).
However, f(40-49) is still less than 10 per cent of total fertility and, consequently, the 35-39 fertility
must also be included in the grouping for the upper tail. This allows Booth to set the second
condition - f(35-49) > 0.21 (Booth 1979, p. 56).
Based on the criteria, 17 schedules are chosen for use in the lower tail and 16 schedules are
used for the upper tail. Table 3.7 below shows the values of f(10-19) and f(35-49) for the 33 Coale-
Trussell schedules as well as the tail that the schedule was used for as indicated in column 7.










Table 3.7: Identifying the schedules used in each tail
Schedule ao k m f(10-19) f(35-49) Used For 
1 10 0.7 0.2 0.1385 0.2275 Upper Tail
2 10 0.7 0.6 0.1650 0.1712 Lower Tail
3 10 0.9 0.4 0.1173 0.2198 Upper Tail
4 10.5 0.6 0.2 0.1471 0.2211 Upper Tail
5 10.5 0.6 0.6 0.1745 0.1657 Lower Tail
6 10.5 0.8 0.4 0.1216 0.2136 Upper Tail
7 11 0.5 0.2 0.1578 0.2149 Both Tails
8 11 0.6 0.6 0.1611 0.1696 Lower Tail
9 11 0.8 0.4 0.1098 0.2191 Upper Tail
10 11.5 0.4 0.4 0.1860 0.1806 Lower Tail
11 11.5 0.5 0.6 0.1724 0.1639 Lower Tail
12 11.5 0.6 0.2 0.1230 0.2303 Upper Tail
13 12 0.4 0.2 0.1582 0.2127 Both Tails
14 12 0.5 0.6 0.1575 0.1679 Lower Tail
15 12 0.7 0.4 0.1018 0.2181 Upper Tail
16 12.5 0.3 0.2 0.1737 0.2070 Lower Tail
17 12.5 0.4 0.6 0.1712 0.1621 Lower Tail
18 12.5 0.5 0.2 0.1189 0.2283 Upper Tail
19 13 0.2 0.4 0.2075 0.1740 Lower Tail
20 13 0.4 0.2 0.1304 0.2213 Upper Tail
21 13 0.5 0.6 0.1259 0.1769 Neither Tail
22 13.5 0.2 0.2 0.1782 0.2052 Lower Tail
23 13.5 0.3 0.6 0.1718 0.1603 Lower Tail
24 13.5 0.4 0.2 0.1154 0.2262 Upper Tail
25 14 0.2 0.2 0.1639 0.2088 Lower Tail
26 14 0.3 0.6 0.1539 0.1643 Lower Tail
27 14 0.5 0.4 0.0850 0.2152 Upper Tail
28 14.5 0.1 0.2 0.1838 0.2036 Upper Tail
29 14.5 0.2 0.6 0.1751 0.1586 Lower Tail
30 14.5 0.3 0.2 0.1132 0.2241 Upper Tail
31 15 0.1 0.4 0.1844 0.1789 Lower Tail
32 15 0.2 0.2 0.1314 0.2173 Upper Tail
33 15 0.3 0.6 0.1150 0.1734 Neither Tail 
Source: Booth (1979, p. 58); reproduced by the author
Once the schedules were selected the average AY(x) were calculated. Table 3.8 gives the average
AY(x) values for all 33 schedules - used for the middle section of the standard - in column 2. The 17
lower tail schedules are listed in column 3 and the 16 upper tail schedules are shown in column 4.










Table 3.8: Average AY(x) values by 5 year age groups
All Schedules Lower Tail Upper Tail 
AY (10-14)
AY (15-19) 1.07356 1.09120 1.03088
AY (20-24) 0.72354 0.72320 0.70338
\Y (25-29) 0.67436 0.67976 0.65492
\Y (30-34) 0.77872 0.78638 0.76042
\Y (35-39) 1.14730 1.15692 1.12689
AY (40-44) 2.15989 2.17299 2.13486
AY (45-49) 00 00 00
It is clear from the table that the AY(x) values are different for the three columns. Of particular
concern are the differences in the middle age groups where fertility should be relatively constant and
this indicates disparity in the fertility levels and distribution.
Since the intention was to alter the tails while leaving the middle age groups largely unchanged,
Booth uses adjustment factors to bring the middle age groups of all three columns (2, 3 and 4) to the











The adjustment factor k, is used to adjust the average AY(15-19) and AY(20-24) values, whilst k, is
used to adjust AY(40-44) to give the standard values AY,(15-19), AY,(20-24) and AY,(40-44) in Table
3.9 (Booth 1979, p.61).
In order to convert the standard AY,(x) values into a useful age-specific fertility schedule a
fixed starting point is required and Booth selects Y,(30) = 0.7. She states that the selection of Y,(30)
= 0.7 is "arbitrary" (Booth 1979, p. 63) and that other selections will result in other age-specific
schedules being obtained (Booth 1979; 1984). The standard Y,(x) is derived from AY,(x) using the
fixed starting point - Y s (30) = 0.7 - and recursive Equations 3.27(for ages under 30) and 3.28 (for
ages over 30).
The Y,(x) values obtained are then converted back to a standard cumulative fertility schedule, F,(x),
by means of an anti-gompit (columns 6 and 7 in Table 3.9). These are then differenced to obtain the
standard fertility schedule, fs (x), by five year age group (column 8). The standard obtained in this
fashion applies to exact ages 15, 20, ..., 45 and 50.










Booth (1979), however, generalizes the five-year standard by producing a single-year standard in the
same fashion. Finally, after calculating both the 5-year and single-year standards, Booth provides a
function' (given in Equation 3.29) to obtain average parity values, Fs (x, x + 4) . This average parity
function yields values that, according to Booth, "refer to the ages at which average and actual
parities are equal" and not to the exact midpoint of the usual age intervals (Booth 1979, p.80).
3.4 Apparent Anomalies
As discussed in section 3.3, Booth (1979) identifies 33 Coale-Trussell schedules with high fertility
patterns and recognises that the tails need to be weighted to more accurately reflect the pattern of
fertility observed for high fertility populations.
She splits the 33 schedules into two groups using the predefined criteria f(10-19) > 0.15 for
the lower tail and f(35-49) > 0.21 for the upper tail (Booth 1979, p. 56). That is, Booth uses
schedules with the highest early fertility to model the lower tail and the highest late fertility for the
upper tail. The first impression is that this methodology (of using the schedules with the highest
early fertility to model the fertility for the 10-14, 15-19 and 20-24 age groups) will inflate early
fertility rates. Further, seeing as fertility rates are cumulative, an early inflation of fertility must be
3 This function can be derived from the trapezium rule approximation to an integral (Zaba 1981).










offset by later compression. That is, the fertility rates for the older age groups - in particular the 45-
49 ASFR - must be suppressed below what would otherwise have been the case.
If this is the case then the impact of Booth's procedure defeats her reasons for using the high
fertility schedules to calculate the upper tail. However, contrary to first impressions, Table 3.10
shows that the method results in lower ASFR for the age groups below 25.
By contrast, there is an increase in ASFR for the age groups above 25 and negligible effect in the 45-
49 age group. That is, the method shifts fertility slightly from the earlier ages to the later age groups.
This shift results from the selection of Y(30) = 0.7 which is lower than the average value observed
for the 33 schedules used by Booth - Y(30) = 0.74208. The lower Y(30) translates into a smaller
portion of fertility completed by age 30. Put differently, there is a larger portion of fertility remaining
after age 30 for lower values of Y(30) which means higher levels of fertility in the older age groups. 4
Despite the seemingly reasonable nature of the results in Table 3.10, some apparent
irregularities came to light while replicating Booth's results and these are recorded here. Table 3.11
shows the values of f(10-19) and f(35-49) for the 33 Coale-Trussell schedules used by Booth.
4 The effect of alternative selections of Y(30) is discussed more fully later.










Table 3.11: The 33 Coale-Trussell Schedules and the f(10-19) and f(35-49) values
Schedule ao K M f(10-19) f(35-49) Based on Criteria Used by Booth
(1) (2) (3) (4) (5) (6) (7) (8) (9) 
1 10 0.7 0.2 0.1385 0.2275 Upper Tail Upper Tail
2 10 0.7 0.6 0.1650 0.1712 Lower Tail Lower Tail
3 10 0.9 0.4 0.1173 0.2198 Upper Tail Upper Tail
4 10.5 0.6 0.2 0.1471 0.2211 Upper Tail Upper Tail
5 10.5 0.6 0.6 0.1745 0.1657 Lower Tail Lower Tail
6 10.5 0.8 0.4 0.1216 0.2136 Upper Tail Upper Tail
7 11 0.5 0.2 0.1578 0.2149 Both Tails Both Tails
8 11 0.6 0.6 0.1611 0.1696 Lower Tail Lower Tail
9 11 0.8 0.4 0.1098 0.2191 Upper Tail Upper Tail
10 11.5 0.4 0.4 0.1860 0.1806 Lower Tail Lower Tail
11 11.5 0.5 0.6 0.1724 0.1639 Lower Tail Lower Tail
12 11.5 0.6 0.2 0.1230 0.2303 Upper Tail Upper Tail
13 12 0.4 0.2 0.1582 0.2127 Both Tails Both Tails
14 12 0.5 0.6 0.1575 0.1679 Lower Tail Lower Tail
15 12 0.7 0.4 0.1018 0.2181 Upper Tail Upper Tail
16 12.5 0.3 0.2 0.1737 0.2070 Lower Tail Lower Tail
17 12.5 0.4 0.6 0.1712 0.1621 Lower Tail Lower Tail
18 12.5 0.5 0.2 0.1189 0.2283 Upper Tail Upper Tail
19 13 0.2 0.4 0.2075 0.1740 Lower Tail Lower Tail
20 13 0.4 0.2 0.1304 0.2213 Upper Tail Upper Tail
21 13 0.5 0.6 0.1259 0.1769 Neither Tail Neither Tail
22 13.5 0.2 0.2 0.1782 0.2052 Lower Tail Lower Tail
23 13.5 0.3 0.6 0.1718 0.1603 Lower Tail Lower Tail
24 13.5 0.4 0.2 0.1154 0.2262 Upper Tail Upper Tail
25 14 0.2 0.2 0.1639 0.2088 Lower Tail Lower Tail
26 14 0.3 0.6 0.1539 0.1643 Lower Tail Lower Tail
27 14 0.5 0.4 0.0850 0.2152 Upper Tail Upper Tail
28 14.5 0.1 0.2 0.1838 0.2036 Lower Tail Upper Tail
29 14.5 0.2 0.6 0.1751 0.1586 Lower Tail Lower Tail
30 14.5 0.3 0.2 0.1132 0.2241 Upper Tail Upper Tail
31 15 0.1 0.4 0.1844 0.1789 Lower Tail Lower Tail
32 15 0.2 0.2 0.1314 0.2173 Upper Tail Upper Tail
33 15 0.3 0.6 0.1150 0.1734 Neither Tail Neither Tail 
Column 7 in the table indicates the schedules that qualify for inclusion in the tails based on the
criteria set out above. Column 8 reproduces the results from Table 3.4 in Booth (1979, p. 57) and
shows the tail to which Booth allocates each schedule - 17 for the lower tail and 16 for the upper
tail.
The inclusion of 17 schedules for the lower tail and 16 for the upper tail creates the impression
that all 33 schedules are used for the tails. However, as can be seen from column 8 of the table, this
is not case. Two schedules (7 and 13 marked with t in column 9) are used for both tails and two










schedules (21 and 33 indicated by t) are not used for either tail. In addition, schedule 28 (marked *)
is included by Booth for the upper tail although it does not meet the pre-defined criterion since f(35-
49) 0.204. Moreover, seeing as f(10-19) 0.184, schedule 28 should be included in the group used
to calculate the standard fertility for the age bands 10-14, 15-19 and 20-24 i.e. for the lower tail'. The
reasons for these inclusions and omissions are never explained, but the effect is negligible
Once the schedules were selected, the transformations were applied and the AY s (x) values
were calculated. As stated before, the method requires a fixed starting point Y,(x) in order to
transform the AY, (x) into Y,(x) and, finally, calculate a useful ASFR. This raises a question about
how the selection of the fixed Y,(x) affects the resulting ASFR and how this starting point was
determined.
Booth (1979) asserts that changing the value of Y,(x) is the same as changing the origin of the
standard. She demonstrates that a change of origin amounts to a vertical movement of the Y-curve
such that Equation 3.30 holds at all ages.
Carrying this through to the Gompertz function implies that the cumulative fertility (under the new
origin) is related by a constant power function to the cumulative fertility of the original standard (see
Equation 3.31).
In order to determine the standard, Booth selects the starting point Y s (30) = 0.7 (Booth, 1979).
However, alternative selections of a starting point will give rise to different distributions in
5 Appendix B shows the impact of correctly using schedule 28 for the lower tail










accordance with Equation 3.31. Such an alternative selection can dramatically change the pattern of
standard fertility as shown by Tables 3.12 and 3.13 and Figures 3.6 and 3.7
Table 3.12: Comparative standards arising from alternative starting values
Standard Schedule if Y(30) is:
Age Group Y(30) = 1.2 Y(30) = 0.7 Y(30) = 0.2
10 - 14 0.02811 0.00277 0.00006
15 - 19 0.26984 0.13307 0.03714
20 - 24 0.25572 0.24147 0.16329
25 - 29 0.18626 0.23130 0.24050
30 - 34 0.13095 0.18757 0.24575
35 - 39 0.08617 0.13401 0.20079
40 - 44 0.03801 0.06169 0.09912
45 - 49 0.00493 0.00812 0.01335 
Table 3.13: Cumulative fertility arising from alternative starting values
Standard Cumulative Fertility if Y(30) is:
Age Group Y(30) = 1.2 Y(30) = 0.7 Y(30) = 0.2
10 - 14 0.02811 0.00277 0.00006
15 - 19 0.29795 0.13583 0.03720
20 - 24 0.55368 0.37731 0.20049
25 - 29 0.73993 0.60861 0.44099
30 - 34 0.87088 0.79618 0.68675
35 - 39 0.95706 0.93019 0.88753
40 - 44 0.99507 0.99188 0.98665
45 - 49 1 1 1 



















The selection of starting point Y,(30) = 0.7 indicates that Booth believes about 60 per cent of
fertility will occur by age 30. By contrast, Y,(30) = 0.2 and Y,(30) = 1.2, respectively, imply that 44
and 74 per cent of fertility will occur by age 30 (Figure 3.7).
Once the 5-year standard was determined it was extended to single years and a third apparent
irregularity is noticed. Booth (1979, p. 65) states that the "same adjustment factors" are used when
calculating the single-year standard as were used for the five-year standard. The factors derived by
Booth are k, = 0.99135 and k, = 1.02287. As discussed in section 3.3, Booth multiplies the AY
values - for all ages below 25 - with the adjustment factor k,.
Consequently, one would expect that the standard AY's (in column 3 of Table 3.14) divided by
the average AY's (in column 2) will give implied k, values equal to the k, value calculated by Booth.
From the table it is clear that the implied k, values (in column 4) for the ages 15 to 19 do not equal
the value of k, calculated by Booth. Although this may initially be perceived as an irregularity, Booth
explains that this inconsistency is necessary. In particular, it ensures that cumulating the single-year
standard (in five -year age groups) gives the same result as the derived five-year standard (Booth
1979, p. 65).










Finally, after calculating both the 5-year and single-year standards, Booth calculates the average
parity values corresponding "to the ages at which average and actual parities are equal" and not to
the exact midpoint of the age intervals (Booth 1979, p.80).
The above equation for P,(x to x+4) is derived through a linear approximation of the integral over
each age range. Although the equation is mathematically correct, the coefficients derived using this
linear approximation have the effect of weighting parity-estimates towards the first age in the age
group. Although this may be reasonable for the middle and older ages, it seems inappropriate for the
10-14 and 15-19 age bands where most of the fertility occurs towards the end of the age category.
As a result, the parities for the lower age groups are too low.
3.5 Problems of Misfit
According to Booth (1979; 1984) and Brass and Airey (1988), the standard was designed for use with
the relational Gompertz model in order to correct data problems commonly found in high fertility
populations. As such, the standard should be particularly useful in Africa and especially sub-Saharan
Africa, since this is the region with the highest total fertility rates and arguably the poorest quality
data in the world. According to Guengant and May (2001), about a third of African countries were
vet to experience large fertility declines by the 1990's.
Evidence from the sub-Saharan Demographic and Health Surveys (DHS) show that, although
the TFR is still high by developed countries' standards, fertility in the region has indeed declined and
is still declining, supporting the findings by Cohen (1993; 1998), Garenne and Joseph (2002) and
Caldwell and Caldwell (2002). In particular, the data exhibits widespread declines in total fertility
rates for the region starting two decades ago.
Irrespective of the cause of these declines the result remains that fertility rates can no longer
be termed high by 1980 standards. Given this decline one must consider that Booth (1979; 1984)
warns against using the standard if the high fertility assumption is not met. She and others (notably,
Zaba (1981) and Brass and Airey (1988)) argue that differences in the shapes of fertility will result in
poor estimates if the standard is incorrectly used. The reason is that the Relation Gompertz Model is










based on the premise that the standard fertility pattern adequately represents the fertility pattern of
the population being modelled.
By contrast to Booth, Brass and Zaba, some authors and analysts (e.g. Udjo 2003) consistently
apply the relational Gompertz model, using the Booth standard, with disregard for these specified
restrictions. By using the relational Gompertz model for analysis despite these warnings, it is argued
implicitly that the magnitude of the location parameter a and spread parameter p does not adversely
affect the accuracy of the analysis. This would be true if the age-specific fertility patterns were the
same in high and low fertility settings, since the problem will reduce merely to an estimation of the
differences in level. In addition, since Zaba's restatement already eliminates the effect of differences
in level, the Booth standard may be used if the patterns of fertility are consistent among all











As a result, the appropriateness of the Booth standard for different populations is more completely
investigated in sections 3.5.1 to 3.5.3.
3.5.1 The Booth standard and low fertility populations
The degree of deviation observed in Figure 3.8 between the standard and the low fertility population
is strongly suggestive that the Booth standard cannot be used to model this population. The reason
is that the misfit between the schedules will impose bias upon the fertility estimates, since an
inappropriate pattern of fertility is forced upon the analysis.
In particular, as already discussed, Booth and others warn that estimates derived using the
relational Gompertz model with the Booth standard when the underlying pattern of fertility differs
will result in poor and biased estimates. If the parameters fall outside the ranges specified by Zaba
(1981) then the assumption that limits the Taylor expansion to two difference terms is violated and
the third and subsequent terms of the expansion become significant.
An example of this occurs in the handling of the South African fertility data by Udjo (2003).
He applies the relational Gompertz model to both the high and low fertility populations. However,
Udjo's results (p. 422-423) show that 5 of the 16 current estimates and 9 of the 24 period estimates
have the p-parameter outside the critical range specified by Zaba. Significantly, all these estimates are
for the two low fertility populations — Indian and White. In fact, for the two low fertility populations
5 of the 8 current estimates and 9 of the 12 period estimates fall outside Zaba's range.
Undoubtedly, it is the lack of statistical correspondence observed in the patterns of fertility -
illustrated by Figure 3.8 - that results in these significant ß-estimates . This strongly suggests that the
relational Gompertz model cannot be applied to such dissimilar distributions since the conclusions
drawn and estimates derived must be flawed even if the results seem reasonable.
3.5.2 The Booth standard and high fertility
By contrast, there is fair correspondence between the South African high fertility population and the
standard. The similarity in shape immediately suggests that the Booth standard may be appropriate
when modelling this population.
However, the overstatement of 20-24 fertility and severe underestimate for 45-49 fertility
raises concerns. These discrepancies may come from differences in timing, location and tilt between
the high fertility population and the standard and this could result in significant a-values in the
relational Gompertz model. Although significant a-values still affect the shape of the fertility










distribution the problem is less serious, since the simplification applied to the Taylor expansion
remains valid.
Despite the large difference in the upper tail there is a much closer fit between the standard
and the high fertility population than for the low fertility population discussed in section 3.5.1. This
close tit; ß-estimates within an acceptable range; and the fact that Booth (1979; 1984), Zaba (1981)
and Brass and Airey (1988) all state the model should be used to correct errors in high fertility
populations create the impression that the standard is applicable to all high fertility settings. In
addition, the standard has been used for high fertility populations - and, on occasion, inappropriately
for low fertility populations - for more than two decades. This supports the belief that the standard
is appropriate for analysis in high fertility settings.
Investigations were undertaken on 61 sub-Saharan Demographic and Health Surveys in order
to establish if the standard can be employed in these high fertility populations. Figure 3.9 compares










From Figure 3.9 one could deduce that the standard is indeed applicable to all high fertility settings.
The large number of schedules plotted in Figure 3.9, however, obscures actual differences. Also,
looking at the 45-49 age group it appears that the understatement in old age fertility persists for the
sub-Saharan DHS.
3.6 The African Pattern and the Booth Standard
The consistent underestimate of 45-49 fertility and the broadly similar patterns of fertility observed
in Figure 3.9 suggest that a distinct African pattern exists among the sub-Sahara African DHS. In
addition, deriving an African pattern will ease comparison within the region as well as with the
Booth standard. Although the standard will clearly understate 45-49 fertility for the African pattern,
since it understates f(45-49) for the individual DHS schedules, it will nevertheless allow a more
practical quantification of this disparity.
3.6.1 Developing an African pattern
In order to investigate and develop an African pattern it is important to determine which schedules
to include. The age-specific fertility rates were ranked for each of the seven age groups. For each
survey a value of one was given to the age group with the highest ASFR and a value of seven to the










14 Cameroon 1998 4 1 2 3 5 6 7 3
15 Congo 2005 5 2 1 3 4 6 7 3
16 Eritrea 2002 5 2 1 3 4 6 7 3
17 Botswana 1988 4 1 2 3 5 6 7 3
18 Kenya 2003 3 1 2 4 5 6 7 3
19 Cameroon 2004 5 2 1 3 4 6 7 3
20 CAR 1994/95 5 1 2 3 4 6 7 3
21 Cote
d'Ivoire 1998/99 5 1 2 3 4 6 7 3
22 Ghana 1993 5 1 2 3 4 6 7 3
23 Madagascar 2003/
2004 4 2 1 3 5 6 7 3
24 Mozambique 1997 4 1 2 3 5 6 7 3
25 Togo 1998 5 1 2 3 4 6 7 3
26 Cote d'Ivoire 1994 4 1 2 3 4 6 7 3
27 Senegal 2005 5 2 1 3 4 6 7 3
28 Kenya 1993 5 1 2 3 4 6 7 3
29 Zimbabwe 1988 4 1 2 3 5 6 7 3
30 Ethiopia 2005 5 1 2 3 4 6 7 3
31 Namibia 1992 5 1 2 3 4 6 7 3
32 Guinea 1999 5 1 2 3 4 6 7 3
33 Mozambique 2003 5 1 2 3 4 6 7 3
34 Ethiopia 2000 4 1 2 3 5 6 7 3
35 Benin 2001 5 1 2 3 4 6 7 3
36 Tanzania 1999 5 2 1 3 4 6 7 3
37 Guinea 2005 5 2 1 3 4 6 7 3
38 Tanzania 2004 5 2 1 2 4 6 7 3
39 Nigeria 2003 5 2 1 3 4 6 7 3
40 Senegal 1997 5 1 2 3 4 6 7 3
41 Cameroon 1991 5 1 2 3 4 6 7 3
42 Tanzania 1996 4 1 2 3 5 6 7 3
43 Rwanda 2000 4 1 2 3 5 6 7 3
44 Burkina Faso 2003 5 1 2 3 4 6 7 3
45 Zambia 2001/02 (2) 4 1 2 3 5 6 7 3
46 Ondo State 1986 5 2 1 3 4 6 7 3
47 Benin 1996 5 2 1 3 4 6 7 3
48 Madagascar 1997 5 2 1 3 4 6 7 3
49 Malawi 2004 5 2 1 3 4 6 7 3
50 Nigeria 1990 5 1 2 3 4 6 7 3
51 Senegal 1992/93 5 1 2 3 4 6 7 3
52 Eritrea 1995 4 1 2 3 5 6 7 3
53 Madagascar 1992 5 1 2 3 4 6 7 3
54 Zambia 1996 5 1 2 3 4 6 7 3
55 Rwanda 2005 5 1 2 3 4 6 7 3 










56 Tanzania 1992 4 1 2 3 5 6 7 3
57 Rwanda 1992 5 1 2 3 4 6 7 3
58 Chad 2004 4 1 2 3 5 6 7 3
59 Malawi 2000 4 1 2 3 5 6 7 3
60 Burkina
Faso 1998/99 4 1 2 3 5 6 7 3
61 Chad 1996/97 5 2 1 3 4 6 7 3
62 Ghana 1988 5 3 1 2 4 6 7 4
63 Senegal 1986 6 3 1 2 4 5 7 4
64 Togo 1988 5 3 1 2 4 6 7 4
65 Burkina
Faso 1992/93 6 3 1 2 4 5 7 4
66 Zambia 1992 6 3 1 2 4 5 7 4
67 Kenya 1989 5 3 1 2 4 6 7 4
68 Liberia 1986 5 3 1 2 4 6 7 4
69 Malawi 1992 5 3 1 2 4 6 7 4
70 Mali 1995/96 5 3 1 2 4 6 7 4
71 Mali 2001 5 3 1 2 4 6 7 4
72 Uganda 1995 6 3 1 2 4 5 7 4
73 Uganda 2000/01 6 3 1 2 4 5 7 4
74 Burundi 1987 6 3 1 2 4 5 7 4
75 Niger 1992 6 3 1 2 4 5 7 4
76 Mali 1987 7 3 1 2 4 5 6 4
77 Niger 1998 6 3 2 1 4 5 7 5
78 Uganda 1988 5 3 2 1 4 6 7 5 
Source: Measure DHS STATCompiler
For 61 of the 78 surveys, the sum of the ranks for these two age groups (given in the last column) is
equal to three. That is, fertility was highest between ages 20 and 29 years while exhibiting the same
flat distribution over the remaining age ranges. For this reason these 61 schedules (78 per cent) are
believed to represent sub-Saharan African fertility. By contrast, the majority of the schedules
excluded are West African and, in particular, Sahelian - Ghana, Burkina Faso, Mali, Niger and
Senegal.'
From the 61 selected schedules a mean and variance are calculated for the standardised fertility
rates in each age group. These statistics are then used to identify the 11 schedules containing outliers
in one or more age groups. However, only two of these have outliers in more than one age group
and the exclusion of these schedules has a negligible effect on the calculated pattern of age-specific
7 This suggests the presence of a second pattern pertaining specifically to the Sahelian region. However, this thesis
focuses only on the 61 surveys that have a similar shape.










fertility. Given that no schedules are excluded the mean fertility rates for each group can be used to
obtain an average age-specific fertility schedule (Table 3.17 and Figure 3.10).
The schedule given in Table 3.17 also minimises the sum of squared deviations and gives the
maximum likelihood estimates for each age group. As a result, it is believed to best represent the
pattern of African fertility.
3.6.2 Misfit of the Booth standard to the African pattern
As expected, given that the Booth standard understated 45-49 fertility for the individual DE-IS
schedules, the Booth standard also underestimates the African pattern (Figure 3.10).










Figure 3.10: Standardised ASFR of the Booth standard compared to the African fertility
pattern'
In fact, f(45-49) in the Booth standard is only 31 per cent of the average DHS fertility level. This
casts serious doubts over the appropriateness of the Booth standard for sub-Saharan African
settings.
Figure 3.10, combined with the results from section 3.5, demonstrates that problems can arise
for both high and low fertility populations. It is observed that there are differences between the
shapes of the Booth standard and the populations discussed irrespectively of the fertility level.
Critically, the conclusion must then be reached that it is the pattern of fertility that determines the
appropriateness of the standard and not the level of fertility. Although, of course, pattern and level
are not separate from each other or independent. As such, it seems inappropriate to refer to a high
fertility pattern and reference should instead be made to the African pattern observed for these
populations.
Figure 3.9 shows that the Booth standard not only understates f(45-49) but f(40-44) is also low and lies near the
bottom of the cluster of DHS schedules. Figure 3.10 shows that the African pattern has a slightly higher f(40-44) than
the Booth standard. Although this difference appears small it is significant. In particular, only 13 of the 61 DI IS
schedules have f(40-44) smaller than the Booth standard but 32 schedules lie below the African standard.










3.7 Data and Criteria Concerns
As a result of the misfits observed in sections 3.5.2 and 3.6.2, the standard must be further
investigated to ascertain the reason for the consistent understatement. It is reasonable to begin by
interrogating the data and criteria upon which the standard is based. As discussed in section 3.3,
Booth selected 33 Coale-Trussell schedules as basis for the development of the standard, but
recognised the need to increase fertility in the tails of the distribution. Two criteria were set to
achieve this - f(10-19) > 0.15 and f(35-49) > 0.21. The former ensures that schedules with high early
fertility are used to determine fertility at the youngest ages. Similarly, the latter criterion guarantees
that schedules with high old age fertility are used to obtain the standard levels for the older age
groups.
These two conditions are compared to the age-group specific fertility rates observed for the 61
DI-IS populations (Table 3.18).
The table results suggest that the criterion f(10-19) > 0.15 is too high. This is evidenced by Booth
schedules with a 17 per cent higher average and approximately 25 per cent higher maximum than
the DHS schedules. This higher average level of early fertility will suppress 45-49 fertility since
fertility is cumulative and must always reach its maximum by age 50 (the accepted end of the fecund
period).
By contrast, the second criterion - f(35-49) > 0.21 - would appear to be too low. As can be
seen in the table the maximum of the DHS populations is 29.5 per cent above the Booth equivalent.
The disparity is further emphasised by the fact that even the average of the DHS schedules is higher
than the maximum of the 33 Coale-Trussell schedules. Although the criterion states "greater than" -
leaving the upper end open - the starting value of 0.21 clearly allows the inclusion of too many low
values and, consequently, 45-49 fertility is further restricted.
9 The DHS data does not include f(10-14) and it is assumed to be negligible with the result that f(10-14) 0.0.
Consequently, f(10-19) = f(15-19) for these populations.










These results suggest that the problem lies not with the methodology Booth employed, but
with the dataset upon which the standard is based. As such, it becomes important to assess the
dataset used by Booth. She sets the criteria 10 < a„‹ 15, 0.1 < k < 1, 0 < m < 0.6 and SMAM 1 " <
21 to select a sub-set of 33 Coale-Trussell schedules believed to capture high fertility patterns (Booth
1979, p. 49).
Exploration of the data in Sections 3.5.2 and 3.6.2 reveal that the disparity between the DHS
and Booth data is most evident in the 45-49 age group. Table 3.19 compares the average, minimum
and maximum values of fertility for the 45-49 age group.
The table shows that the Coale-Trussell values are significantly lower than the equivalent measures
for the 61 surveyed populations. The average and maximum of the sub-Saharan populations are
respectively 220 per cent and 420 per cent higher than the equivalents for the data used by Booth.
Critically, the maximum of the 33 Coale-Trussell schedules - f(45-49) = 0.01021 - is barely higher
than the minimum for the DHS populations - f(45-49) = 0.00949.
Figure 3.11, similarly, illustrates the disparity between the fertility rates of the 61 DHS surveys
and the Booth standard for the 45-49 age group.
" 1 SMANI is a frequently used abbreviation for the Singulate Mean Age at Marriage.










Having removed the level effect - by standardising the data to a TFR of one - inspection of Figure
3.11 shows that the difference between the Booth standard and sub-Saharan fertility rates for the 45-
49 age group ranges from 17 per cent (Gabon 2000) to 555 per cent (Nigeria 1990) with an average
difference of 224 per cent.
This supports the finding that it is the pattern of fertility - and not the fertility level - that
determines if a standard is appropriate. In addition, from Tables 3.18 and 3.19 as well as Figures 3.10
and 3.11, one must conclude that the Booth standard does not and cannot capture the effect of old
age fertility for these African populations.










4 ALTERNATIVES TO THE BOOTH STANDARD
Chapter 3 showed that the Booth standard is not appropriate for use in the analysis of sub-Saharan
Africa populations and that the data used by Booth cannot be employed to develop an alternative
standard for African settings. However, the Coale-Trussell model cannot be summarily rejected as a
data source based on evidence from only 33 schedules. As a result, the Coale-Trussell model must
be reinvestigated to establish if an alternative data set can be found that will yield a standard fertility
pattern more appropriate to the African DHS populations.
4.1 Automating the Coale-Trussell Model
Booth (1979) reworks the original Coale-Trussell model, written in FORTRAN, to include two more
ages at the bottom end in order to fully capture high fertility patterns. This meant extending v(a) and
n(a) by two more values and Booth uses the logical (linear) extensions: v(10) = 0.0, v(11) = 0.0, n(10)
= 0.005 and n(11) = 0.100 (Booth 1979, p. 232).
In order to assess the appropriateness of the Coale-Trussell model, Booth's extended version
was reprogrammed using MS Excel. The problem is that this model only produces one schedule at a
time and identifying sufficient schedules to analyse takes considerable time and effort. To avoid this,
the coding has been automated using the macro functionality in MS Excel'' and the constraints
Booth places on the three input parameters (a„, k and m) are dropped to ensure the capture of a
broader, more inclusive range of fertility distributions.
To this end, the value of a() is allowed to vary within the range [9.25, 19] in increments of 0.25
years. Similarly, the parameters k and m are both allowed to take values between 0.05 and 2
(inclusive) in intervals of 0.05. This yields 40 categories for each parameter and results in a total of
64000 (40x40x40) schedules.
Each of these schedules includes a 10-14 age category that is not included in the DI IS which
starts at the 15-19 age group. In order to accurately compare the model schedules with the observed
DHS populations this irregularity must be addressed. There are two possible ways of dealing with
this. First, the fertility for the 10-14 age group can be proportionately reallocated to all other age
groups. The alternative method - adopted here - is to include the 10-14 fertility in the 15-19 fertility.
It is intuitively reasonable, since f(10-14) is part of early fertility, to include it with other early
" The automated MS Excel code is included in Appendix C.










fertility. However, since f(10-14) is small, the effect of its inclusion in f(15-19) is negligible as regards
the shape of fertility for these schedules. After this alteration the model schedules and the DHS
populations both apply to the same age groups (15-19, 20-24, ..., 45-49) and can be compared
sensibly.
4.2 Comparing the Coale-Trussell Model and DHS Populations
The comparison begins by applying the procedure, discussed in section 3.5, for ranking the age-
group specific fertility rates. It was observed that for 61 of the 78 DHS for sub-Saharan Africa
populations the majority of fertility occurs in the 20-24 and 25-29 age groups. Put differently, if the
age-group specific fertility rates are ranked in decreasing order, then the sum of the ranks for f(20-
24) and f(25-29) equal three.
This methodology is extended in an analogous manner to the age-specific fertility rates of the
64000 schedules produced using the automated version of the model. The ranks of the 20-24 and
25-29 age groups are added and the totals recorded. Only schedules with a total sum of ranks of
three are included for analysis resulting in a subset of 23864 schedules. These schedules form the
complete set that can possibly be used to establish a new standard for sub-Saharan populations.
Investigation of these schedules shows that the understatement of f(45-49) observed for the
Booth schedules is not an artefact of the selection criteria. Instead, this underestimate exists for all
23864 Coale-Trussell schedules. In fact, the subset maximum of f(45-49) = 0.0135 is only 52 per
cent of the average level observed for the 61 DHS populations - f(45-40) = 0.0262.
Furthermore, the schedule with the highest 45-49 fertility does not reflect the pattern of the
African fertility pattern (Figure 4.1). By contrast, the Coale-Trussell schedule defined by the
parameters a, = 12.5, k = 0.45 and m = 0.15 provides the closest fit to the African pattern based on
minimising the sum of squared error.
However, as seen in Figure 4.1, despite the remarkably close fit over the ages 15 to 44 a
dramatic underestimate is observed for the 45-49 age group. In fact, the best-fitting schedule
understates 45-49 fertility by more than 150 per cent.



















As can be seen, the differences between the n(a)-values derived by Xie and Coale-Trussell values are
only large in the last age group. This increase suggests that fertility modelled using the revised n(a)
will have higher fertility for the 45-49 age group. In particular, it must be tested if this increase will
result in a sufficient increase in f(45-49) to adequately model the African pattern.
However, to test this the n(a)-values need to be extended to include the 10-14 and 15-19 age
groups. Examination of the sub-Saharan DHS population fertility rates suggests a value for the 15-
19 age group of 57 per cent of the ASFR for the 20-24 is reasonable. By contrast, the fertility for the
10-14 age range is small and a value of 0.05 is used.
Since the Coale-Trussell model requires age-specific values of n(a) the values derived for the
age groups must be separated into single year values. This extension to single years was done using











Figure 4.2: Natural fertility schedule, n(a), as derived by Xie (1990)
Next, the new n(a) standard - listed in Table 4.2 - is included in the automated Coale-Trussell model.
Using the same process as before establishes an alternative dataset of 64000 schedules based on
these revised values. Although the resulting schedules are unlikely to be too different the hope is
that the schedules will be sufficiently different in the last age group to overcome the misfit observed
for the original Coale-Trussell model.
Following the same procedure as before the age-group specific fertility rates are ranked from
large to small and the ranks are summed. Of the 64000 schedules 27144 have a sum of three for the
ranks of the 20-24 and 25-29 age groups.
Not only do more schedules meet the sum of ranks criterion but, as expected given the higher
n(45-49), f(45-49) is also higher for the second model than in the original formulation. Inspection of
the new subset shows that the maximum ASFR in the oldest age category has increased by 32 per
cent from f(45-49) = 0.0135 to f(45-49) 0.0178 . However, this is still only about 68 per cent of the
average African level - f(45-49) = 0.0262.










In addition, as before, the population with the highest 45-49 fertility rate (given by the
parameters a, = 18.5, k = 0.2 and m = 0.05) does not reflect the African pattern. A better overall fit
can be achieved by an alternative parameterisation (a, = 10.5, k = 0.55 and m = 0.15) but with a
disparity of 90 per cent for the oldest age group (Figure 4.3).
Figure 4.3: Comparison of the African pattern with two schedules using changed n(a)
Consequently, the modified Coale-Trussell model still cannot accurately model the African fertility
pattern and the problem clearly persists for the oldest age group despite the increases recorded in
f(45-49).
4.3.2 Coale -Trussell with alternative v(a)
The improvement in old age fertility is encouraging since the second rework by Xie and Pimentel
(1992) - discussed in section 2.5.2 - is also expected to increase f(45-49). The reformulation by Xie
and Pimentel tries to rescue the Coale-Trussell model by restating it as a statistical method and
deriving a new series of v(a)-values. Table 4.3 compares the v(a)-values derived by Xie and Pimentel
(1992) with the original v(a) determined by Coale and Trussell (1974).










By contrast to the original v(a)-values, the v(a) schedule derived by Xie and Pimentel decreases over
the age range 25-44, but increases again for 45-49. The upshot of the increase in v(a) for the 45-49
age group is that fertility schedules derived using these v(a) should show higher 45-49 fertility since
the reduction effect - fertility control - is smaller.
To test this, the Coale-Trussell model utilized in section 4.2.1 is extended further to include
the new estimates of v(a). This is achieved by, first, converting the v(a)-values listed in Table 4.3 to
single year values' ? (Table 4.4 and Figure 4.4) and, second, replacing the original v(a) in the Coale-










This latest revision incorporates both the revised n(a) and v(a) and produces another dataset of
64000 schedules. As before, the sum of ranks criterion is used to identify a subset of schedules most
likely to be appropriate for African populations. Using the sum of ranks constraint reduces the
dataset to 29570 schedules for analysis.
Examination shows that these schedules have a maximum f(45-49) of approximately 0.0195
obtained for the schedule given by a,= 11, k = 2 and m = 1.3. This is a further increase of 9.6 per
cent over the maximum recorded in section 4.2.1. Despite the improvement of almost 44 per cent
over the original 45-49 fertility, this maximum is about 35 per cent below the equivalent African
level and the problem clearly persists. In addition, this schedule - like the schedules in sections 4.2
and 4.3.1 - must be rejected for the African populations since it does not sufficiently resemble the
African fertility pattern (Figure 4.5).
As with the two models discussed in sections 4.1 and 4.2.1, a better overall fit to the African
pattern can be found with an alternative parameterisation. The schedule with the best overall fit (i.e.
the lowest sum of squared error) is defined by the parameters a, = 9.5, k = 0.65 and in = 0.15.










Despite the improvements by Xie (1990) and Xie and Pimentel (1992) the model continues to
understate fertility in the oldest age group. Although successfully adjusting r(a) and increasing
fertility in the oldest age group, even the best-fitting schedule understates f(45-49) by more than 70
per cent.
4.4 Problems with the Coale-Trussell Model
The systematic underestimation of the 45-49 fertility observed in all three formulations of Coale-
Trussell model indicates problems underlying the model. As discussed in section 2.4, the model
calculates age-specific fertility rates using Equation 4.1.
f (a) = G (a) * r(a) Equation 4.1










That is, fertility at age a is the product of the marital fertility, r(a), and the proportion of women
married by that age, G(a). However, this formulation assumes that fertility occurs mostly within
marriage and that the proportion ever-married is high. Critically, Coale and Trussell state that
problems can be expected "when nuptiality is changing rapidly" suggesting that the method is highly
dependent on nuptiality (Coale and Trussell 1974, p. 193).
4.4.1 Emphasis on marital fertility
The initial emphasis on marital fertility was appropriate because marriage acted as a proxy for
entrance into sexual activity and exposure to fertility. However, since the 1960s there has been an
increase in non-marital fertility. In particular, Anderson and Silver (1992) and Hinde (1998) report
high non-marital fertility in the United Kingdom (30 per cent reported by Hinde) and the rest of
Europe. In addition, Tomasson finds that 54 per cent of Swedish fertility occurred out-of-marriage
in 1996 (Tomasson 1998). These results suggest that marriage is no longer a good indicator of
fertility (Anderson and Silver 1998; Tomasson 1998; Department of Health 2007).
Hinde argues that the legal definition of marriage is too narrow and that fertility analysis
should rather consider cohabitation (Hinde 1998, p. 122). This reformulation appears to be
strengthened by the results obtained by Tomasson (1998) which shows that single-parenting is much
lower (below 16 per cent) than non-marital fertility demonstrating a shift in attitudes towards
marriage and the timing of marriage. Regarding Africa, Budlender, Chobokoane and Simelane (2004)
show that marriage in South Africa is not clear owing to differences in definition between cultures
and religions. Similar differences can be expected in many other African countries since the same
problems - as described by Budlender, Chobokoane and Simelane (2004) - exist for these
populations.
In terms of the Coale-Trussell method, the observed increase in illegitimate births, difficulty in
defining marriage and changing attitudes towards marriage violate the core assumptions of the
method. This necessitates the re-evaluation of the model formulation and the functions G(a) and
r(a).
One alternative is to build on Hinde's reasoning and possibly recast G(a) and r(a) in terms of
sexual exposure rather than marriage. Although outside the scope of the current project - which
emphasises the use of alternative methods to the Coale-Trussell model for analysis of African data -
this will require a reassessment of both r(a) and the Coale-McNeil function G(a).










Conversely, it can be argued that people are still marrying but that this occurs later - as implied
by the results from Tomasson (1998) - yet they are still exposed to the same risk of fertility through
sexual activity (possibly while cohabiting or in stable sexual relationships). Using this reasoning the
progression into "stable sexual union" or "sexual activity" could conceivably follow the same pattern
as was previously used for marriage - the Coale-McNeil G(a).
With such a large portion of fertility occurring out of marriage one can, further, reason that
fertility occurs at the desired time. That is, the timing of births are no different to what it would have
been had the persons been married. Again, although outside the scope of this project, this
hypothesis should be tested. However, if the hypothesis is accepted, then one can conclude that the
same control as before, v(a), is exercised to restrict fertility below natural levels, n(a). As a result, the
Coale-Trussell model can be used unchanged except for the interpretation of the functions G(a) and
r(a) and vectors n(a) and v(a). This hypothesis, then, would imply that the Coale-Trussell method can
be used to model fertility and develop a fertility standard.
However, the fundamental problem with the continued use of the Coale-Trussell method is
that it does not address the misfit observed between the model and empirical data. In particular, r(a)
has already been altered by Xie (1990) and Xie and Pimentel (1992), through changes to n(a) and v(a),
with little impact on the underestimate of f(45-49). This necessitates an investigation of the function
G(a).
4.4.2 Small values of k
According to Coale and Trussell (1974) the function G(a) depends on two variables a () and k. As
explained in section 2.4, a () is the starting age and k represents the deviation in the pace of first
marriage from that of the 19t h century Swedish population used as a standard.
In particular, a value of k = 0.5 is equivalent to stating that 50 per cent - of those who will
eventually marry - do so within 5 years after the starting age. Similarly, k = 0.3 and k = 0.1 imply 50
per cent are married within 3 years and 1 year, respectively.
This is of concern since, to obtain a reasonable fit over the majority of the age intervals, the
value of k must be small. For example 23 of the 33 schedules identified by Booth as having high
fertility patterns report k .5 0.5. Of these, 12 have k 5 0.3 with two schedules giving k = 0.1.
Likewise, the best-fitting schedules from the three models discussed in sections 4.1 and 4.2 give two
k-values of 0.45 and one of 0.65.










The problem is illustrated graphically in Figure 4.2 where the small k-values result in a sharp
increase of marriage rates. In particular, the figure shows a rapid progression to marriage as
demonstrated by schedule 28 from Booth (defined by parameters a, = 14.5, k = 0.1 and in = 0.2).
This schedule goes from 0 per cent married at age 14 to more than 90 per cent married at age 16.
The majority of the other schedules Booth identified experience similarly quick marital rates.
4.4.3 Shape of G(a)
Figure 4.6 shows the high early marriage rates that result from small values of k, but also reflects the
S-shape of G(a). Figure 4.7 further demonstrates the differences in shape of the nuptiality curve,
G(a), for different levels of k for a, = 10.



















The asymptotic approach to 50 resulting from the S-shape, combined with the rapid
progression to marriage, makes it virtually impossible to achieve the appropriate level of 45-49
fertility. The reason is that given the cumulative nature of fertility the inflated early fertility will
suppress later fertility. In addition, the gradual approach to the maximum occurs in small, decreasing
increments further suppressing 45-49 fertility.
4.5 Alternatives to the Coale-Trussell Model
The misfit of 45-49 fertility observed in section 4.2 and the problems leading to these
underestimates (discussed in section 4.3) necessitate an analysis of alternative methods of
representing sub-Saharan Africa data, particularly if a different standard is to be developed.
Hoem et al. (1981) analyse Danish fertility data using a number of different fertility
distributions. They conclude that the cubic spline provides the best fit and that the Brass polynomial
is less accurate. They also find that the Hadwiger function, Gamma density and Coale-Trussell
model produce equally good results for human populations and deem these functions joint second
best (Hoem, et al. 1981). As a result, the Gamma density is dismissed for the purposes of analysing
the sub-Saharan populations since it provides no additional benefit over the Coale-Trussell model
and Hadwiger function.
However, section 4.2 has already shown that the Coale-Trussell model is not appropriate for
the sub-Saharan populations being considered. Gage also dismisses cubic splines for mammalian
populations since it "requires good underlying empirical data" (Gage 2001, p.490). Hence, by the
same argument cubic splines are dismissed for the sub-Saharan populations due to the enduring
problems around data quality.
Gage further shows that the Brass polynomial cannot be rejected in favour of other, more
complex, methods (Gage 2001). Consequently, both the Brass polynomial and Hadwiger functions
are investigated for the usefulness in measuring and capturing African fertility patterns. These
functions will then be evaluated against each other using graduation methods.
4.5.1 Brass polynomial
As shown in Section 2.6.1 and Appendix E, the Brass polynomial can be generalised and simplified
to express the age-specific cumulative fertility rates in terms of the starting age, s, and the length of
the fertility period, iv.










In order to determine the appropriateness of the Brass polynomial to an African pattern this
generalised equation was applied to the DHS  data. As before, a macro in MS Excel 2007 was used to
automate the production of these schedules. The parameters were allowed to vary such that 9 < s <
21 and 22 5_ w < 52. This produced 36000 schedules for analysis and the resultant age-specific
fertility rates are ranked using the same procedure as before. Investigation shows that 11055 meet
the criterion that the sum of the ranks for the 20-24 and 25-29 age groups equals three. The average
DHS fertility rates are then compared to the approximately 11000 remaining schedules by
minimising the sum of squared differences (SSE).
The best fit is achieved by the schedule with parameters s = 13.2 and w = 38.9 (SSE =
0.00034). However, like the Booth standard and the Coale-Trussell models discussed above, this
schedule still understates 45-49 fertility by almost 27 per cent. Although this is an improvement, a
closer match to f(45-49) is achieved with the parameters s = 13 and n) = 39.8 while maintaining good
overall fit (SSE = 0.00040). Table 4.5 compares the African pattern to the latter model schedule.
Table 4.5: Model schedule using the Brass polynomial
x African f(x,x+4) Model Schedule f(x,x+4) Percentage Error 
15-19 0.12707 0.13285 4.5%
20-24 0.22663 0.20925 -7.7%
25-29 0.22020 0.22360 1.5%
30-34 0.18969 0.19410 2.3%
35-39 0.13968 0.13899 -0.5%
40-44 0.07053 0.07646 8.4%
45-49 0.02621 0.02475 -5.6% 










Using the Brass polynomial has reduced the error in the fertility for the oldest age group to 5.6 per
cent. This is a significant improvement over the Coale-Trussell schedules which showed under-
estimates of 151, 90 and 72 per cent, respectively, for the original, Xie and Xie and Pimentel
formulations discussed earlier.
4.5.2 Hadwiger function
As discussed in section 2.6.2, Hoem et al. (1981) and Gage (2001) indicate that a reasonable
alternative to the Coale-Trussell model may be the Hadwiger function. Despite having two
parameters, b and t; with no clear demographic interpretation and being more complex than the
Brass polynomial, the Hadwiger function must be considered. The reason for this is that both Hoem
et al. and Gage show that the Hadwiger function consistently provides higher estimates of 45-49
fertility than the Coale-Trussell model.
As with the Brass polynomial and Coale-Trussell models a procedure was set up in MS Excel
to automate the production of fertility schedules using the Hadwiger function. Since the
investigation is concerned with pattern rather than level the total fertility parameter, a, is given a










value of one. The remaining parameters — b, c, s and u — were allowed to take values within
predefined ranges: 1.7 b 5 3.4 with step-size 0.1, 23 c 5- 34 in steps of 0.25, 47 5 u 5 53 where u
takes only integer values and 11 s 5 17 at half-year ages. However, analysis showed that no
additional benefit is gained by including half-year ages for s or incrementing c by 0.25.
As a result, the parameter c was set to increase by steps of 0.5 and starting age, s, takes on
integer ages. This process results in 20286 schedules to be compared with the sub-Saharan Africa
experience and the average fertility derived from the 61 DHS populations. Of these schedules,
10731 satisfied the ranking criterion that fertility must be highest between ages 20 and 30.
A number of Hadwiger schedules may be used to describe the average DHS fertility pattern.
Some of these schedules slightly overstate and some understate 45-49 fertility. However, the best
fitting schedule is defined by the parameters b = 1.9, c = 31 and 17c x 5_ 47. That is, x starts at age s
= 17 and ends at the maximum u = 47. Table 4.6 and Figure 4.5 compare this model schedule to
the DHS average age-group specific fertility rates.
Table 4.6: Model schedule using the Hadwiger function
x DHS Average f(x,x+4) Model Schedule f(x,x+4) Percentage Error 
15-19 0.12707 0.13020 2.5%
20-24 0.22663 0.22570 -0.4%
25-29 0.22020 0.22538 2.4%
30-34 0.18969 0.18143 -4.4%
35-39 0.13968 0.12872 -7.8%
40-44 0.07053 0.08440 19.7%
45-49 0.02621 0.02417 -7.8% 










As with the Brass polynomial, there is an improvement in the estimates of f(45-49) on those
obtained from the Coale-Trussell schedules discussed in sections 4.1 and 4.2. The Hadwiger-based
standard understates 45-49 fertility by 7.8 per cent and has SSE  0.00042.
4.6 Comparing the Brass Polynomial and Hadwiger Function
Both the Brass polynomial and the Hadwiger function show improvements over the Coale-Trussell
based models. Seeing as both methods yield reasonable results a decision must be made on which
method to use.
The Brass polynomial has two mathematical advantages over the Hadwiger function. First, the
polynomial requires one fewer parameter and the parameters have clear demographic interpretations
- cis a measure of TFR whilst s is the starting age and w the length of the fertility period.
Second, the Brass cumulative fertility function can be simplified using the properties of
integrals. This allows the direct calculation of cumulative and age-specific fertility rates once s and w
are set. By contrast, the Hadwiger function cannot be explicitly evaluated and numerical methods or
statistical packages are required to obtain the cumulative and age-specific fertility rates.










Although both these arguments favour the Brass polynomial neither is sufficient to dismiss
the Hadwiger function. As such, graduation tests must be conducted on both standards to consider
both smoothness and goodness-of-fit to the African fertility pattern (Appendix F). The results of the
goodness-of-fit tests are summarised in Table 4.7.
First, both tests show good overall fit to the data as a result of minimising the squared difference
terms. The Brass polynomial has lower SSE than the Hadwiger function over the entire age range.
The second test is for consistent over- or underestimation identified by excessive numbers of
deviations with the same sign. For both standards there is no evidence of a consistent under- or
overestimation since both have three deviations of one sign and four with the other sign. The third
check tests for correlation between deviations and looks for runs of the same sign. Again, both
fertility schedules give no evidence to indicate correlation between differences.
As shown in Appendix F, despite meeting the goodness-of-fit criterion both schedules must
still be tested for smoothness. Smoothness is defined as smooth third differences. Based on this
measure of smoothness the standard derived using the Brass polynomial is smooth whereas the
Hadwiger-based standard is not. As such, the Hadwiger schedule is dismissed based on lack of
smoothness.
In addition, although both series have good overall fit, it is the fit in the older age groups that
has consistently been the problem (Sections 3.5 to 4.3). Critically, the Brass polynomial fits the older
age groups better than the Hadwiger function as illustrated by the lower SSE for the 35-49 age
group.










So, in terms of simplicity, goodness-of-fit and smoothness the Brass polynomial with
parameters s = 13 and iv =39.8) yields a better standard for the African pattern than the Hadwiger
function.
4.7 The African Standard and the Relational Gompertz Model Coefficients
The chosen standard was derived to assist in the analysis of African fertility data and, in particular,
when using the relational Gompertz model. The relational Gompertz model requires cumulative
fertility rates without a half-year shift, cumulative fertility with a half-year shift and average parities
(Table 4.8). In addition, the single-year standardised age-specific fertility rates of this standard are
presented in Table 4.9.
Table 4.8: P(i), f(x, x+4) and F(x) for standard excluding the 10-14 age group
Age F(x) without shift F(x) with shift i Age Group f(x,x+4) P(i) 
20 0.13285 0.11535 1 15-19 0.13285 0.07548
25 0.34210 0.31974 2 20-24 0.20925 0.24084
30 0.56570 0.54395 3 25-29 0.22360 0.45302
35 0.75980 0.74232 4 30-34 0.19410 0.66640
40 0.89879 0.88740 5 35-39 0.13899 0.83427
45 0.97525 0.96998 6 40-44 0.07646 0.94186
50 1.00000 0.99903 7 45-49 0.02475 0.99087 
Table 4.9: Single-year ASFR for standard excluding the 10 -14 age group
Age f(x) Age f(x) Age f(x) 
15 0.01687 27 0.04507 39 0.02277
16 0.02237 28 0.04445 40 0.02021
17 0.02721 29 0.04350 41 0.01768
18 0.03141 30 0.04226 42 0.01521
19 0.03499 31 0.04076 43 0.01282
20 0.03799 32 0.03903 44 0.01055
21 0.04043 33 0.03709 45 0.00842
22 0.04235 34 0.03497 46 0.00647
23 0.04377 35 0.03271 47 0.00472
24 0.04472 36 0.03033 48 0.00320
25 0.04524 37 0.02786 49 0.00194
26 0.04534 38 0.02533 










However, the standard rates in Table 4.8 sand 4.9 are applicable to populations, like the 61 sub-
Saharan DHS, where no data are available for the 10-14 age group. By contrast to the DHS data,
some fertility data includes the 10-14 age group. The inclusion of this age group means that the
standard rates in Tables 4.8 and 4.9 cannot be used without the loss of potentially valuable
information about early fertility.
Tables 4.10 and 4.11 give the cumulative fertility rates, age-specific fertility rates and parity for
the standard when data are available for the 10-14 age group. As before, the Brass polynomial with
parameters s = 13 and iv = 39.8 is used and ensures consistency between the standards.
Table 4.10: P(i), f(x, x+4) and F(x) for standard including the 10-14 age group
Age x F(x) without shift F(x) with shift i Age Group f(x,x+4) P(i) 
15 0.01417 0.00892 0 10-14 0.01417 0.01202
20 0.14514 0.12789 1 15-19 0.13097 0.08858
25 0.35142 0.32938 2 20-24 0.20628 0.25160
30 0.57185 0.55041 3 25-29 0.22043 0.46250
35 0.76321 0.74597 4 30-34 0.19135 0.67113
40 0.90022 0.88900 5 35-39 0.13702 0.83662
45 0.97560 0.97040 6 40-44 0.07538 0.94268
50 1.00000 0.99904 7 45-49 0.02440 0.99100 
Table 4.11: Single -year ASFR for standard including the 10 -14 age group
Age f(x) Age f(x) Age f(x) 
10 0 24 0.04409 37 0.02746
11 0 25 0.0446 38 0.02497
12 0 26 0.0447 39 0.02245
13 0.00367 27 0.04443 40 0.01992
14 0.01051 28 0.04382 41 0.01743
15 0.01663 29 0.04288 42 0.01499
16 0.02206 30 0.04166 43 0.01264
17 0.02683 31 0.04018 44 0.01040
18 0.03096 32 0.03847 45 0.00830
19 0.03449 33 0.03656 46 0.00638
20 0.03745 34 0.03447 47 0.00465
21 0.03986 35 0.03224 48 0.00315
22 0.04175 36 0.0299 49 0.00192
23 0.04315 










The relational Gompertz model requires the calculation of the coefficients e(x) and g(x) from the
cumulative fertility rates (with and without 1/2-year shift). Similarly, the average parities require that
e(i) and g(i) be calculated. Table 4.12 lists the coefficients of the relational Gompertz model
associated for the African pattern where the 10-14 age group is excluded.
Table 4.12: Standard relational Gompertz model parameters (10-14 age group excluded)
No Shift IA-year Shift Parity
Age e(x) g(x) Age e(x) g(x) Age Group e(i) g(i) 
20 1.4750 -1.4193 19 % 1.4651 -1.4844 15-19 1.5321 -1.6807
25 1.4741 -0.7869 24 ½ 1.4825 -0.8502 20-24 1.5475 -1.0884
30 1.3374 -0.1166 29 ½ 1.3570 -0.1888 25-29 1.4214 -0.4694
35 1.0924 0.6915 34 Y2 	1.1239 0.5991 30-34 1.2418 0.2513
40 0.7123 1.7930 39 
1/2
	0.7625 1.6569 35-39 0.9480 1.1615
45 0.0000 3.6865 44 1A 	0.1459 3.3772 40-44 0.5054 2.4758
45-49 0 4.6917 
For the standard including the 10-14 age group, the model coefficients are recalculated and given in
Table 4.13.
Table 4.13: Standard relational Gompertz model parameters (10-14 age group included)
No Shift 1/2-year Shift Parity
Age e(x) g(x) Age e(x) g(x) Age Group e(i) g(i) 
15 1.2603 -2.1046 14 1/2 1.2138 -2.1932 10-14 1.0628 -2.645
20 1.5052 -1.3822 19 1/2 1.4999 -1.4444 15-19 1.2897 -1.7438
25 1.4837 -0.764 24 1/2 1.4931 -0.8265 20-24 1.4252 -1.0157
30 1.341 -0.0985 29 1/2 1.361 -0.1703 25-29 1.3726 -0.3355
35 1.0937 0.7074 34 1/ 1.1254 0.6152 30-34 1.1421 0.4391
40 0.7127 1.8079 39 1/2 0.7629 1.6719 35-39 0.7061 1.5117
45 0.0001 3.701 44 1/2 0.1459 3.3917 40-44 0.2765 3.2104
45-49 0 6.0547 
4.8 Comparison of Relational Gompertz Results from the Booth and African Standards
The final test of the revised African standard is to apply the relational Gompertz model - with the
African standard - to actual data from sub-Saharan populations. The results can then be compared
to those obtained using the Booth standard. Two populations were selected from the available sub-










Saharan censuses and assessed (Appendix G. In particular, it was decided not use Demographic and
Health Survey data since: a) There is little need to use relational Gompertz models on DHS data and
b) this may lead to incorrect conclusions about the appropriateness of the African standard given
that the standard was derived using this data. Furthermore, the Kenya Census 1979 was chosen to
represent old surveys (before the onset of HIV) whereas the Botswana Census 2001 represents more
recent censuses and surveys.
Table 4.14 shows the original census data for Kenya 1979 and the standardised results
obtained from the Booth and African standards. The last column of the table shows the percentage
difference between the Booth estimates and the African estimates.
Table 4.14: Standardised relational Gompertz model results for Kenya Census 1979
% Difference between Booth
Age Group Original Booth African and African standards 
15-19 0.08416 0.10957 0.11865 8%
20-24 0.22580 0.22991 0.21251 -8%
25-29 0.23589 0.23629 0.23417 -1%
30-34 0.19329 0.19960 0.20139 1%
35-39 0.14771 0.14656 0.13942 -5%
40-44 0.07757 0.06885 0.07253 5%
45-49 0.03558 0.00923 0.02133 131% 
As can be seen from Table 4.14 the Kenya census exhibits the classic, African uptick in 45-49
fertility. A look at the estimates derived using the Booth and African standard show that the Booth
standard dramatically understates f(45-49) by almost 75 per cent. By contrast, the estimate based on
the African standard is much higher at 60 per cent of the observed level. This constitutes a 35 per
cent reduction in the understatement and an increase of 131 per cent over the Booth estimate for
the oldest age group.
Table 4.15, in an analogous fashion to Table 4.14, presents the census data for Botswana 2001
as well as the relational Gompertz estimates derived using the Booth and African standards.










Table 4.15: Standardised relational Gompertz model results for Botswana Census 2001
% Difference between Booth
Age Group Original Booth African and African standards 
15-19 0.07812 0.09800 0.11080 13%
20-24 0.22759 0.21085 0.19101 -9%
25-29 0.20620 0.22887 0.21944 -4%
30-34 0.19616 0.20532 0.20289 -1%
35-39 0.16087 0.16147 0.15410 -5%
40-44 0.09459 0.08284 0.09010 9%
45-49 0.03647 0.01266 0.03164 150% 
As with the Kenyan data, the Botswana census exhibits high fertility in the 40-44 and, particularly,
45-49 age groups. The African standard again yields estimates of 45-49 fertility that are markedly
higher than those obtained when using the Booth standard while still maintaining comparable levels
over the remainder of the age range. In fact, the estimates of f(45-49) based on the Booth standard
are only about 35 per cent of the observed levels in the Botswana population. By contrast, the
estimates derived from the African standard are 150 per cent higher than those derived using the
Booth standard and at about 87 per cent of the observed rate.
For both censuses the relational Gompertz model using the Booth standard understates
fertility in the oldest age group. As explained in previous chapters this results not from Booth's
methodology, but from the data upon which the standard is based.
Nevertheless, both the models using the Booth standard are found to provide slightly better
overall fit to the data than the models using the African standard (0.0015 against 0.0017 for Kenya
and 0.0020 against 0.0027 for Botswana). The reason for this lies in the relative magnitude of the
age-specific fertility rates. In particular, a 10 per cent error in the 15-24 age group has a much larger
effect of the sum of squared error than a 10 per cent deviation in the 40-49 age group.
The difference in the overall error is, however, small and the estimates obtained using the
African standard are more representative of the African fertility pattern.











In all demographic enquiries, it is preferable that direct methods of analysis be used to obtain
fertility rates. Unfortunately, the data collected in sub-Saharan Africa censuses are generally of such
poor quality that direct techniques cannot be used. One might question why censuses in this region
are not abandoned completely and substituted by, for example, the demographic and health surveys.
The reason is that demographic and health surveys have relatively small sample sizes and are subject
all the statistical problems related to small samples. Censuses, by contrast, provide full enumeration
and large sample sizes (with all the associated benefits). In addition, the DHS sometimes do not
work well, for example South Africa 2003.
Hence indirect techniques are required to obtain reasonable estimates of fertility and the
foremost among these is the relational Gompertz model. As discussed in Chapter 2, the main
drawback to this model is that it requires the use of a standard fertility pattern appropriate to the
population under investigation and, since 1979, the Booth standard has been the benchmark most
widely (and sometimes incorrectly) used.
However, the preceding chapters have described how changes in the demographic landscape
since the development of the standard affect the way it is used. In particular, it necessitated an
investigation into the applicability of the Booth standard - for sub-Saharan populations - in order to
maintain the relevance of the relational Gompertz model as analysis tool.
To this end the DF-IS data for sub-Saharan Africa was analysed and an African fertility pattern
was identified to ease the testing of possible standards for use in African settings. The findings in
Chapter 3 showed that the Booth standard does not produce good fits to the individual DHS
populations nor the identified African pattern. In particular, the standard understates the fertility in
the 45-49 age group and fails to capture the observed uptick at the oldest ages. As a consequence,
estimates derived using this standard may be biased with the result that vital statistics and population
growth rates are incorrect. In addition, decisions relating to reproductive health, intervention
programmes, economic and social development are all based on biased results.
5.1 Methodology
In order to overcome the observed underestimation of fertility at older ages and its associated
problems, a number of alternative fertility distributions were considered to develop an African










fertility standard for use with the relational Gompertz model: Three versions of the Coale-Trussell
model, the Brass polynomial, the Hadwiger function, cubic splines and the Gamma density. In
addition, the possibility that G(a) and r(a) in the Coale-Trussell model be reformulated in terms of
sexual exposure rather than marriage was investigated.
However, three of these alternatives were dismissed. First, the method of cubic splines was
rejected because it requires good quality data and introduces unnecessary complexity into the model.
The second method dismissed is the Gamma function, since both the Coale-Trussell model and the
Hadwiger function has been found to deliver equally good results for human populations. Finally,
the recasting of the Coale-Trussell r(a) and G(a) in terms of sexual exposure was set aside for two
reasons: a) It falls outside the scope of the current thesis which focuses on methods other than the
Coale-Trussell model and b) the data are currently not available in terms of sexual exposure and
exposure to marriage is the generally accepted approximation.
The remaining five alternatives were extensively investigated and for each of these models a
minimum of 20000 model schedules were produced. This means that every model had a large
sample from which an African standard can be developed if an appropriate schedule (or schedules)
can be identified. The sum of squared error method - which is statistically appropriate - was used to
analyse these schedules and test overall goodness-of-fit.
Once suitable schedules were identified they had to be compared and assessed to determine
which schedule best represents African fertility. The comparison was done using graduation tests to
check for adherence-to-data as well as smoothness of progression of standard rates. Finally, the
selected African standard was tested on empirical data from two DHS to ascertain its
appropriateness by compare estimates derived using the relational Gompertz model based on the
new standard with estimates based on the Booth standard.
This methodology guarantees the appropriateness of the standard and the Brass polynomial,
with parameters s = 13 and w = 39.8, was identified as the most suitable schedule. In particular, it
has good overall adherence to the data and it reduces the understatement in the 45-49 age group
from almost 70 per cent to less than 6 per cent. The closer match in the oldest age group and the
superior overall fit is indicative of a standard more appropriate to the sub-Saharan populations.
5.2 Uses and Benefits of African Standard
Using the identified schedule as the African standard goes some way to addressing the misfit
observed for the Booth standard and mitigating the problems that it causes. In particular, the use of










the Booth standard for sub-Saharan populations can impose an incorrect shape on the analysis and
introduce error and bias into the estimates derived. By contrast, the African standard was developed
for use in these populations and has the appropriate shape. As such, it does not introduce the bias
associated with the Booth estimates, but produces improved rates - particularly for the oldest age
group.
The elimination of this bias does not merely lead to more accurate statistics, but generally
more accurate information about fertility and population changes. Having access to accurate,
unbiased fertility estimates allows decision makers to make informed choices regarding reproductive
health programs, schools, healthcare and social development. The improved estimates also allow
researchers to better understand trends in fertility, the factors affecting it and the social dynamics
surrounding childbearing in a particular population.
In addition, the development of a distinctly African fertility standard is the first step towards
Booth's vision of region specific standards. It is a move away from a single standard that is
indiscriminately applied to all situations and towards multiple standards that are suitable for the
populations being analysed. The existence of a region-specific standard, such as the African pattern,
eases comparison of fertility rates within the region and provides a benchmark for comparison in the
absence of more information.
The development of this standard thus ensures the continued relevance of the relational
Gompertz method as an important tool in fertility analysis. In particular, since data in the sub-
Saharan region is of such poor quality.
5.3 Limitations
Despite these improvements the African standard developed in Chapter 4 has a number of
limitations. Foremost among these is the fact that the standard does not explicitly address the issue
of HIV. This is of specific concern since HIV is likely to be the greatest single determinant of the
future demographic composition of populations in Sub-Saharan Africa, in particular, since these
countries are currently experiencing the most severe HIV epidemics.
Figure 5.1 reproduces the distinctive distribution of age-specific fertility observed by Zaba
and Gregson (1998) for the HIV-positive population and contrasts this with the African standard.










The figure shows that at the youngest ages, the fertility of the sero-positive population can be seen
to be higher than the African standard. By contrast, for the oldest the HIV-positive population has
lower fertility rates than the standard.
In particular, the difference for the youngest age group results from a selection effect at these
ages (Lewis, Ronsman, Ezeh and Gregson 2004). That is, the women falling pregnant in the
youngest age group are also those exposed to HIV at an early age due to their sexual activities. For
this group the risk behaviour - resulting in exposure to pregnancy and HIV - dominates the
debilitating biological effects of the disease. In particular, the impact of the biological factors is
limited because duration since infection is relatively short and, consequently, the burden that the
disease places on the body is still minor.
Given that standardised fertility rates are cumulative, the inflated early fertility - in conjunction
with the debilitating effects of the illness - results in the low ASFR observed for the oldest age
group. The dissimilarity in the shape of fertility, as shown in Figure 5.1, means that the standard
cannot be used to model the HIV population and derive reasonable, unbiased fertility estimates.










A major drawback of not being able to model the fertility for the HIV-positive population
separately is that the impact of interventions or changes in the disease prevalence cannot be catered
for. However, despite this restriction the changes at population level can be observed and modelled
using the developed African fertility pattern since it models the total population including data for
the HIV-positive sub-population.
The second limitation is that one standard can never be appropriate to all populations.
Although the African standard developed in Chapter 4 is a step towards Booth's vision of region
specific standards, as a single standard it cannot capture all possible fertility patterns. The caveat
remains that the standard used in the relational Gompertz model must be appropriate to the
population under investigation. If this is not the case, then the same limitations and problems apply
to this standard as was observed for the Booth standard when the latter was incorrectly used. So, for
example, the African standard cannot be used for the low fertility sub-populations of South Africa
despite being suitable for the high fertility group. Similarly, the standard is also not appropriate for
the Sahelian countries that demonstrate a different fertility pattern reflecting differences in attitudes
towards fertility.
Finally, some critics may argue that the uptick observed for the African populations stems
from age misreporting and that the standard - being based on empirical (DHS) data - incorrectly
tracks and models an error in the data. In a sense, these critics are correct as there, surely, is an
element of age misreporting present. In particular, it may be the case that 45-49 fertility is overstated
as a result of the grandmother effect whereby the child is incorrectly matched to the grandmother
(United Nations 1983, p. 183). This is particularly likely where mothers are absent due to migration
or the effect of AIDS.
However, the uptick is too consistent among the African populations to be explained away by
one factor (age misreporting). The belief that the uptick disappears the moment better data becomes
available also appears flawed on two counts. First, the sub-Saharan DHS data does not seem to
show this. For example, the South African fertility data from the 1996 Census and 1998 DHS also
exhibits this fertility pattern despite relatively reliable data. Second, the DHS is designed to minimise
age reporting errors and, as such, if the uptick is present it is likely to be an actual feature of the
fertility pattern and should be reflected by the standard. Finally, if the uptick disappears when better
quality data are available this may be the result of other factors. Although it is true that improved
education and socio-economic circumstances will eliminate age misreporting, these factors will also
affect fertility through the proximate determinants. As a result, this may lead to a change in fertility










preferences and, consequently, the fertility pattern which could - just as easily as the elimination of
age misreporting - account for the disappearance of the uptick.
In addition, the standard developed in Chapter 4 slightly understates 45-49 fertility relative to
the average African pattern and slightly overstates the 40-44 fertility. As a result, the standard allows
for both an element of age misreporting as well as reflecting the consistent uptick in 45-49 fertility.
5.4 Looking to the Future
Despite these limitations the standard provides a means of improving fertility estimation using the
relational Gompertz model in sub-Saharan Africa, whilst the limitations indicate possible areas of
future research. For example, some evidence exists to suggest that there is more than one fertility
pattern present in sub-Saharan African. Evidence from the sub-Saharan DHS suggests that the
pattern of fertility may be linked to geographic location and the level of fertility. As already
discussed, the Sahelian countries exhibit a different pattern to other sub-Saharan populations and a
standard needs to be developed for these West African populations.
Apart from the Sahelian countries, the DHS data also hints at other potential patterns related
to region and total fertility. In particular, this means that future research may possibly result in a
family of sub-Saharan fertility standards being developed (for example consisting of North, South,
East and West standards) in much the same way as the Coale-Demeny mortality patterns.
The second significant area for future research is HIV. Given the debilitating effects of HIV
and its importance when looking into the future, further research is imperative to gain information
on the factors driving the disease and the impacts of intervention campaigns and ART (anti-
retroviral therapy). Specifically, a method is required to explicitly model fertility of the HIV-positive
population and develop a sub-Saharan HIV standard. This will enable better understanding,
planning and analysis of the disease and its effects on fertility.
A blending function is then envisioned to obtain population age-specific fertility rates by using
the age-specific HIV prevalence rates in combination with the HIV standard and a non-HIV
standard (Equation 5.1).
Where p is the HIV prevalence for age group (x, x+4) and fl (x, x+4), f, (x, x+4) and f„(x, x+4) are
the ASFRs for the total, HIV-negative and HIV-positive populations, respectively. The standard for










the HIV-positive population and this blending function can then be extended to incorporate the
duration since infection and the availability of anti-retroviral drugs as more data becomes available.
Finally, and critically, attention must be given and emphasis placed on improving data
collection methods. It is clear that the enduring problem in demographic analysis remains the quality
of the data available and - no matter what other future research is conducted to improve estimation
procedures - the results will remain constrained by the data quality.
However, until such time as better quality data are collected in the sub-Saharan countries the
only alternative remains estimating fertility rates using indirect techniques like the relational
Gompertz model, but ensuring that an appropriate standard fertility pattern - like the African
standard for sub-Saharan populations - is used.











Table A 1: Single-year values of n(a) and v(a)
Age n(a) v(a) Age n(a) v(a) 
0 0.000 0.000 21 0.420 -0.520
1 0.005 0.000 22 0.410 -0.600
2 0.100 0.000 23 0.400 -0.680
3 0.175 0.000 24 0.389 -0.760
4 0.225 0.000 25 0.375 -0.830
5 0.275 0.000 26 0.360 -0.900
6 0.325 0.000 27 0.343 -0.970
7 0.375 0.000 28 0.325 -1.040
8 0.421 0.000 29 0.305 -1.110
9 0.460 0.000 30 0.280 -1.180
10 0.475 0.000 31 0.247 -1.250
11 0.477 -0.004 32 0.207 -1.320
12 0.475 -0.030 33 0.167 -1.390
13 0.470 -0.060 34 0.126 -1.460
14 0.465 -0.100 35 0.087 -1.530
15 0.460 -0.150 36 0.055 -1.590
16 0.455 -0.200 37 0.035 -1.640
17 0.449 -0.250 38 0.021 -1.670
18 0.442 -0.310 39 0.011 -1.690
19 0.435 -0.370 40 0.003 -1.700
20 0.428 -0.440 
Source: Coale and Trussell 1979
Table A 2: Standard e(x) and g(x) values (no shift)







45 -- 4.8097 
Table 3 in Brass (1988) and Table 3A in /.aba (1981)










Table A 3: Standard e(x) and g(x) values (1/2-year shift)









Source: Brass (1988) and Zaba (1981)
Table A 4: Standard e(i) and g(i) values









Source: Brass (1988) and Zaba  (1981)











As discussed in section 3.5.1 Booth incorrectly uses schedule 28 in Table 18 for the upper tail when
it should have been used for the lower tail. Tables B 1 to B 6 below illustrates the steps in the
procedure used by Booth as well as showing the impact of correctly classifying schedule 28 in the
lower tail. In each of the tables the first column is the age group, the second column the values as
derived by Booth and the third column the calculated after including schedule 28 in the lower tail
and excluding it from the upper tail. Table B 1 compares the AY(x) values derived by Booth with the
AY(x) based on the criteria. Table B 2 gives the adjustment factors calculated by Booth and those
based on the criteria.
Table B 1: Comparison of the Booth and Criteria AY(x)









Table B 2: The Adjustment Factors used by Booth and based on the Criteria
Adjustment Factors Booth Criteria 
k1 0.99135 0.99494
k2 1.02287 1.02074 
Table B 3 shows the Y(x) values after back-transforming the AY(x) values and B 4 shows the Y(x)
values after applying the adjustment factors in Table B 2.










Table B 3: Y(x) for Booth and Criteria









Table B 4: Adjusted Y(x) for Booth and Criteria









Finally, the cumulative fertility, F(x), values are derived by reversing the Gompertz transform (Table
B 5) and these are differenced to obtain the age-group specific fertility rates, f(x), in Table B 6.
Table B 5: Derived cumulative fertility, F(x)
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Table B 6: Derived standard age-group specific fertility, f(x)
Age Group Booth Criteria 
10 - 14 0.00277 0.00237
15 - 19 0.13307 0.13378
20 - 24 0.24147 0.24117
25 - 29 0.23130 0.23129
30 - 34 0.18757 0.18763
35 - 39 0.13401 0.13398
40 - 44 0.06169 0.06165
45 - 49 0.00812 0.00814 











Included in this appendix is the VBA code used to generate the three Coale-Trussell models (section
C.1), the Brass polynomial data (section C.2) and the Hadwiger function schedules (section C.3) in
MS Excel 2007. The code for the Coale-Trussell model utilizes the original n(a) and v(a) values given


























































































































































































































The two standards developed in Chapter 4 can be interpreted as graduated rates. In order for a
graduation (in this case the standards) to be appropriate a balance must be found between two often
conflicting ideals: 1) adherence-to-data and 2) smoothness.
On the one hand 100 per cent adherence-to-data implies following the data exactly. This may
lead to fluctuating rates and erratic progression. By contrast, smoothing observed rates may remove
vital information. For example, if mortality rates are smoothed too much then the "accident hump"
may be flattened out as a data anomaly.
In fact, the consistent understatement of f(45-49) for African populations arises from the
mistaken belief that the observed uptick in 45-49 fertility is a data problem. In particular, poor data
quality resulting from illiteracy and enumerator error, amongst others, has been blamed. However,
evidence from the sub-Saharan Africa DI-IS indicates that this upwards trend is not an anomaly to
be ignored and smoothed away.
A good standard must satisfactorily meet both of these contrasting goals. As such, to
formalise the comparison of the standards with the average DHS fertility rates a number of
graduation tests are used.
F.1 Goodness-of-Fit
Normally, four tests are required to check goodness-of-fit: a) A test for overall adherence to data, b)
a test checking for a few large discrepancies offset by many small ones, c) the signs or cumulative
deviations test for overall bias and d) a check for runs of over- or underestimation (Benjamin and
Pollard 1992, p. 222 — p. 227)
The Chi-square statistic, test a), is normally used to check adherence-to-data, that is, to
compare how closely the graduation fits the observed data. Similarly, the individual standardised
deviations test is used to expose problem b). However, it came to light during the comparison of the
standards that tests for a) and b) cannot be used in this analysis. A caveat of the Chi-square test -
used in both a) and b) above - is that it does not work for small values (Benjamin and Pollard 1992).
Fortunately, the method used to obtain the two standards being investigated minimises the
sum of squared error (abbreviated SSE) thus identifying the best-fitting schedules. These schedules
are then investigated and a small observed error indicates a relatively close overall adherence to the










data (fable F.1). If the observed squared-error is sufficiently small then this methodology
approximates the Chi-square test.
The second test looks for a few large differences offset by many small differences. In such a
case, the overall goodness-of-fit test may well be passed when, in fact, there is a significant misfit in
one (or more) ages or age groups. Since the individual standardised deviations test cannot be used
with these small values an alternative method must be found. Given that the problem with the
Booth standard and the Coale-Trussell model is an understatement of fertility in the oldest age
group, it is particularly important to check adherence in the 35-39, 40-44 and 45-49 age group.
As a result, the same procedure is followed as for overall goodness-of-fit and the sum of
squared differences for the last three age groups are compared (Table F.1).
Table F. 1: Brass and Hadwiger differences used in the Signs and Grouping of Signs tests
Age African Hadwiger Squared Brass Squared
Group ASFR standard Error % Difference standard Error % Difference 
15-19 0.12707 0.13020 0.00001 2.5% 0.13285 0.00003 4.5%
20-24 0.22663 0.22570 0.00000 -0.4% 0.20925 0.00030 -7.7%
25-29 0.22020 0.22538 0.00003 2.4% 0.22360 0.00001 1.5%
30-34 0.18969 0.18143 0.00007 -4.4% 0.19410 0.00002 2.3%
35-39 0.13968 0.12872 0.00012 -7.8% 0.13899 0.00000 -0.5%
40-44 0.07053 0.08440 0.00019 19.7% 0.07646 0.00004 8.4%
45-49 0.02621 0.02417 0.00000 -7.8% 0.02475 0.00000 -5.6% 
SSE (15-49) 0.00042 0.00040
SSE (35-49) 0.00032 0.00004 
The results in Table F.1 show that the Brass-based standard has better overall adherence-to-data and
superior fit to the 35-49 age groups.
Since the least squares methodology uses squared error it ignores the direction of the
differences. As such, it is possible that the majority of the age groups could have errors is the same
direction - all positive or all negative - resulting in problem b). Two tests can be used to identify
overall bias - the signs test and the cumulative deviations test. However, the cumulative deviations
test has a zero value by design, since the standards and the DHS average population rates
accumulate to one.
As a result, the signs test must be used. Table F.2 shows the differences between the derived
standards and the DHS average population (columns 5 and 6 respectively).










Table F. 2: Brass and Hadwiger differences used in the Signs and Grouping of Signs tests
Brass Hadwiger Brass Hadwiger
Age DHS based based Difference Difference Brass Hadwiger
Group Average Standard Standard Values Values Signs Signs 
15-19 0.12707 0.13285 0.13020 0.00578 0.00313 + +
20-24 0.22663 0.20925 0.22570 -0.01738 -0.00093 - -
25-29 0.22020 0.22360 0.22538 0.00340 0.00518 + +
30-34 0.18969 0.19410 0.18143 0.00441 -0.00826 + -
35-39 0.13968 0.13899 0.12872 -0.00069 -0.01096 - -
40-44 0.07053 0.07646 0.08440 0.00593 0.01387 + +
45-49 0.02621 0.02475 0.02417 -0.00146 -0.00204 - - 
Table F.2 shows that there are four positive signs and three negatives signs for the Brass-based
standard. Conversely, there are four negative signs and three positives for the Hadwiger-based
standard. In both cases logic dictates that three values of a particular sign and four of the other sign
demonstrates no consistent bias above or below the DHS population. In addition, the p-value
calculated using a binomial test confirms these results. In both cases the p-value of 0.5 far exceeds
the critical level of 0.05. As such the null hypothesis that there is no overall bias cannot be rejected.
Table F.2 would, usually, also be used for the grouping of signs test for runs of the same sign,
but the low number of age groups makes the test unreliable. Similarly, the alternative test for runs or
clumps - serial correlations test - cannot be used either. However, no clear evidence exists in
columns 7 and 8 of Table F.2 to suggest that runs of the same sign exist.
Based on the above results, both standards appear to adhere well to the data. However, the
standard derived using the Brass polynomial is superior in both the overall adherence and the
adherence to the data for the oldest age groups. As such, the Brass based standard is favoured based
on goodness-of-fit.
F.2 Third Differences
The second requirement of a good graduation is that the rates should progress smoothly. The test
commonly used for smoothness is to analyse third differences. So, the standard rates calculated
using the Brass polynomial and the Hadwiger function should show a regular progression in third
differences. Tables F.3 and F.4 show the Brass polynomial and Hadwiger results respectively.










Table F. 3: First, second and third differences for Brass-based standard














Table F. 4: First, second and third differences for Hadwiger -based standard














The standard derived using the Brass polynomial shows smooth third differences (Table F.3). By
contrast, the standard derived using the Hadwiger function exhibits an irregular progression in third
differences (Table F.4).
As with the adherence to data, the standard derived using the Brass polynomial meets the
criterion. By contrast the Hadwiger-based standard fails the smoothness test. Consequently, the
standard based on the Hadwiger function can be rejected for the average African population because
it fails both the smoothness and the goodness-of-fit criteria (greater misfit to 35-49 fertility than the
Brass polynomial). By contrast, the Brass-based standard is accepted as the most appropriate for use
in sub-Saharan Africa settings.











In order to test the suitability of the African standard in sub-Saharan settings, two census
populations - Kenya 1979 and Botswana 2001 - were analysed. The relational Gompertz model was
used without half-year shift for both populations.
Table G.1 gives the original data for the Kenya population.
Table G. 1: Original data from the 1979 Kenya Census







45-49 7.1735 0.0416 
Applying the standard relational Gompertz model as set out by Zaba (1981) and using the Booth
standard gives the results in Table G.2.
Table G. 2: Summary results using the Booth Standard
ASFRs Parities
Age Group Shift No Shift
10-14 0.0016 0.0029 0.0016
15-19 0.1482 0.1767 0.3201
20-24 0.3615 0.3709 1.7917
25-29 0.3837 0.3812 3.7150
30-34 0.3294 0.3220 5.4916
35-39 0.2459 0.2364 6.8966
40-44 0.1253 0.1111 7.7858
45-49 0.0202 0.0149 8.0584 
TFR 8.0712 8.0653










Applying the African standard developed in Chapter 4 and using the recalculated e(x), z(x), e(i) and
z(i) values yields the results in Table G.3 for the 1979 Kenya Census.
Table G. 3: Summary results using the African Standard
ASFRs Parities
Age Group Shift No Shift 
10-14 0.0081 0.0139 0.0574
15-19 0.1671 0.1881 0.5779
20-24 0.3269 0.3369 1.8664
25-29 0.3720 0.3713 3.6287
30-34 0.3270 0.3193 5.3839
35-39 0.2318 0.2210 6.7457
40-44 0.1250 0.1150 7.5814
45-49 0.0403 0.0338 7.9372 
TFR 7.9504 7.9268 
Similarly, the 2001 Botswana Census data (Table G.4) can be analysed using the relational Gompertz
model with the Booth standard (Table G.5) and the African standard (Table G.6).
Table G. 4: Original data from the 2001 Botswana Census







45-49 5.27185 0.01970 










Table G. 5: Summary results using the Booth Standard
ASFRs Parities
Age Group Shift No Shift 
10-14 0.0008 0.0015 0.0009
15-19 0.0663 0.0790 0.1451
20-24 0.1649 0.1699 0.8063
25-29 0.1846 0.1844 1.7109
30-34 0.1682 0.1655 2.5958
35-39 0.1343 0.1301 3.3411
40-44 0.0745 0.0668 3.8493
45-49 0.0136 0.0102 4.0211 
TFR 4.0320 4.0294 
Table G. 6: Summary results using the African Standard
ASFRs Parities
Age Group Shift No Shift 
10-14 0.0054 0.0088 0.0370
15-19 0.0806 0.0895 0.2924
20-24 0.1496 0.1544 0.8821
25-29 0.1766 0.1773 1.7027
30-34 0.1666 0.1640 2.5693
35-39 0.1292 0.1245 3.2990
40-44 0.0781 0.0728 3.7948
45-49 0.0296 0.0256 4.0356 
TFR 4.0517 4.0409 
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