Business cycle synchronization is one of the crucial conditions for a currency union to be successful. Frankel and Rose (1998) argued that increased trade after euro adoption would increase business cycle synchronization ex-ante. However, the fallout of the Eurozone forcefully demonstrated that their optimistic prediction did not turn out to be true. One thing Frankel and Rose (1998) did not examine is how different types of trade (inter vs. intra, vertical vs. horizontal, etc.) intensify/dampens business cycle synchronization. In this light, this paper empirically examines how different types of trade affect business cycle synchronization in what way. This study takes two major economic blocs that have been going under rapid economic integrations: The original Eurozone members and East Asia -integration of former mainly developing by European government initiative and the latter naturally forming by the global supply chain and associated product segmentation. Comparing these two very different economic blocs with very different factor endowment structures would give us a more convincing answer to how different types of trade can influence business cycle synchronization differently. Our key finding is that, on the contrary to Frankel and Rose (1998) , the impact of increased trade intensity on business cycle comovement is ambiguous. The impact of trade on business cycle synchronization depends on types of trade. Intra-industry trade, especially vertical intra-industry trade which is rapidly growing in East Asia, has a strong positive effect on business cycle synchronization while inter-industry trade does not.
Introduction
more specialization in certain industries (based on traditional trade theory), countries will be subject to different kinds of shocks, so such trade should dampen business cycle co-movement (Krugman 1993) . On the other hand, if patterns of specialization occur within an industry -e. g., trading similar goods and/or products (Krugman, 1979) , or product fragmentation and global supply chain would amplify the business cycle co-movement between countries.
To fill this void, in this study we first investigate some stylized factors of business cycle co-movement of two regions our interest -East Asia and the Eurozone, which are undergoing economic integration and comprised of by the group of geographically close countries, but in a very different manner. Then, we examine the link between the business cycle synchronization and different types of trade. To be more precise, inter-industry trade, intra-industry trade (IIT), the latter further disaggregated into vertical IIT (V-IIT) and horizontal IIT (HIIT). Intra-industry trade is simultaneous exports and imports of goods classified in the same sector, and vertical intra-industry trade is IIT at different stages of processing (as a result of product segmentation and global supply chains). Since V-IIT is largely a result of product segmentation, countries that are connected with V-IIT is likely to experience common shocks, thus higher business cycle synchronization.
The East Asian integration via V-IIT has proceeded much faster than that in the Eurozone over the last few decades (Ando 2006) . This unprecedented trade integration over the last few decades occurred largely via the development of the world's biggest global supply chain. The two regions -East Asia and the Eurozone -are undergoing economic integration in quite different manners: thus, comparing these two may shed some light on what is the important determinant of business cycle co-movement. While Frankel and Rose (1998) examine the linkage between business cycles and trade intensity, they do not differentiate which type of trade (intra vs. inter, etc.) is likely to intensify business cycle synchronization, for which we are trying to fill the gap.
To understand specific channels on how trade integration affects business cycles, we analyze two regional groups -the Eurozone and East Asia, both of which are deeply integrated economically. 4 We chose East Asia because it is the most rapidly integrating region globally and increase in business cycle co-movement in the last few decades (Moneta and Ruffer 2006) despite the lack of institutional framework such as EC, let alone common currency, such as that in the Eurozone. Therefore, by comparing East Asia and the Eurozone, we can examine how business cycle co-movement become increased/dampened because of (types of) trade.
Our empirical findings suggest that business cycle co-movement increased in both the Eurozone and East Asia over time, but the speed of increase is faster in East Asia where there is a significant jump in correlation since the 1997 Asian Crisis due most likely to contagion. More notably, we find that the impact of bilateral trade intensity on business cycles is ambiguous, contrary to the conclusion in Frankel and Rose (1998) . Finally, by disaggregating types of trade, we find that intra-industry trade (IIT) and especially vertical intra-industry trade (V-IIV) unambiguously increase business cycle co-movement. In East Asia, the role of IIT, V-IIT in particular, in business cycle co-movement is quite significant compared to the Eurozone where there is the only modest V-IIT. One explanation is that differences in factor endowments and supply chain segmentation in East Asia contributes to a large portion of V-IIT in total trade, which generates similar business cycles in the region. In addition, we find that the adoption of the euro positively and significantly contributes to business cycle co-movement in the Eurozone, perhaps via a financial integration channel than a trade channel. While some studies Jansen and Stokman 2014; Baldwin, Skudelny, and Daria 2005) find significant and positive effect of the euro on trade and FDI, many studies find that the euro's impact on trade is rather modest, around 20 % at most. This is substantially lower than Rose's (2000) prediction (300 % increase). 5 However, as the recent financial crisis in the Eurozone forcefully demonstrates, financial integration is much less straightforward and involves much higher risk especially in the downturn. This paper is organized as follows. In the following section, we survey the literature. Section 3 presents stylized facts about both regions' business cycle synchronization as well as trade integration. In Section 4, we conduct a formal empirical analysis to assess which type of trade integration amplifies or dampens business cycle co-movement. Section 5 concludes the paper with policy implications for the Eurozone.
Related Literature
The theoretical relationship between trade integration and business cycle synchronization remains ambiguous. Heckscher-Ohlin model predicts that trade would occur between two countries with different factor endowments, leading to specialization based on comparative advantages and low cross-country business cycle comovement. On the other hand, Krugman (1979) predicts that trade can occur within industries due to economies of scale and consumers' preference for variety, which would lead to IIT. Such trade can increase the business cycle co-movement. At the same time, Krugman (1991) implied that the economies of scale could also lead to regional concentration of production so it should have an opposite impact (dampening) on business cycle co-movement. However, he did not specifically consider vertical fragmentation of trade.
However, Kose and Yi (2001) hypothesize that an increasing product or vertical fragmentation of "backand-forth" trade can lead to high business cycle co-movement. On the empirical front, Frankel and Rose (1998) show that, based on the data of 10 industrial countries, increased trade leads to increased business cycle comovement. Baxter and Kouparitsas (2005) find that the relationship between business cycle co-movements and bilateral trade has a robust relationship, but the relationship with currency union is not robust.
More recent studies find that the pattern of trade is equally important as the volume or bilateral trade intensity in determining business cycle co-movements. 6 Calderon, Chong, and Ernesto (2007) show that differences in the pattern of specialization generate a negative relationship between bilateral trade intensity and business cycle co-movement, whereas IIT positively affects business cycle co-movement. Traistaru (2004) finds that sectoral specialization is negatively associated with business cycle synchronization.
For The Eurozone business cycle before the global financial crisis, De Haan, Inklaar, and Jong-a-Pin (2008) provide a comprehensive summary of the empirical literature. According to their study, empirical evidence on business cycle co-movement in the Eurozone is highly sensitive to the methodology and indicators employed. Some studies (i. e., Artis and Zhang 2007; find a high level of business cycle co-movement in the euro area. On the other hand, Inklaar and De Haan (2001) and show that European business cycles vis-à-vis Germany exhibit large fluctuations, independent of exchange rate regime of the Eurozone members. Giannone, Lenza, and Reichlin (2009) find that business cycle linkages between the Eurozone periphery countries and the rest of the euro area are relatively weak. They also find that there is no significant change in both business cycle fluctuations and patterns of cross-country correlations after the inception of the euro. Overall, the majority seem to support an increasing trend in business cycle co-movement in the Eurozone over-time, although if that is due to a currency union remains an issue. After the global financial crisis, however, Lukmanova and Tondl (2017) find that business cycle co-movement has weakened in the post-crisis The Eurozone (during the crisis it intensified due to contagion).
For East Asian countries, several papers study the empirical relationship between trade and business cycles using the data of Asia including Shin and Wang (2003) , Rana (2008) , and Cortinhas (2007) . They all conclude that an increase in IIT increases business cycle co-movement in ASEAN and other Asian countries. Imbs (2011) finds that an upward-shift of business cycle synchronization occurred in East Asia in the late 1990s, in particular since the 1997 Asian crisis. Kim and Kim (2013) provide empirical evidence of a significant increase in cross-country output correlation in East Asian and ASEAN countries since the 1990s. Hirata, Kose, and Otrok (2013) provide a comprehensive survey of empirical studies on the synchronization of business cycles in different regions including Asia. Also, Dai (2014) documents trade and financial linkages' positive impact on business cycle comovement in East Asia. More recent research includes Hirata and Otsu (2016) which showed the increasing cross-country business cycle co-movement between Japan and Asian Tigers.
Stylized Facts of Trade and Business Cycle Co-Movement in the Eurozone and East Asia

Business cycle co-movement
This section discusses the patterns of business cycle synchronization in ten East Asia and ten The Eurozone countries (the list of countries and their GDP per capita can be found in Appendix Table 7 ) using data that covers the period between 1970 and 2011. 7 For the output series, we use real GDP (base year = 2005) in local currencies. In order to calculate the average degree of business cycle co-movement for a country, we first calculate a simple pairwise correlation of a country's cycle component using HP-filtered 8 growth rate with the rest of countries in the region with a rolling window length of 10 years (40 observations). Then, we take the average of these pairwise correlations for each country ( . Finally, we take the average business cycle co-movement for a region by taking a simple average of for all member countries as follows
(REGION = Asia or The Eurozone) where i represents a country, k is the index for the rest of countries in the region, and n is the number of countries in the region. Figure 1 shows the average of pairwise correlation in the region . We can confirm the findings in Imbs (2011) that there is a significant increase in business cycle co-movement in Asia, in particular since the Asian crisis in 1997. Currently, the level of synchronization in Asia (0.68) is approaching that of the Eurozone (0.77). In the Eurozone, the increase in business cycle co-movement is rather modest and occurred mostly during the 1980s, the not in the 1990s. In Table 1 , to more formally measure business cycle co-movement, we use three measures to extract business cycle to measure the bilateral co-movement. The average is reported in bold letters, and the standard deviation is reported. Below the average (AVG). The data is 1990Q1 and 2012Q4. Three measures are: (i) year-on-year (y-o-y) GDP growth rates; (ii) output series filtered by HP filter 9 ; and (iii) output series filtered by Baxter and King (1999) bandpass filter. Table 1 summarizes the average of bilateral business cycle co-movement in each region and how they evolved over-time. The basic finding is robust to different filtering methods. Notably, in East Asia, there are substantial increases in business cycle co-movement in all three measures (net increase of between 0.31 and 0.44). In comparison, The Eurozone's business cycles do increase, but by the much smaller amount (net increase of between 0.01 and 0.16). Despite the fact that the Eurozone started from much higher business cycle co-movement, business cycle co-movement of East Asia is now not so far off from the level of the Eurozone. A higher cross-country correlation in the Eurozone in the second half is perhaps due to various policy initiatives that progressed The Eurozone integration (e. g., the implementation of the Growth and Stability Pact in 1997, and the creation of European Central Bank (ECB) in 1998 . On the contrary, there was no political initiative per se for economic integration, so Asia's business cycle co-movement occurred as a natural economic outcome of various factors. For example, China's joining WTO in December 2001, as well as a subsequent increase in regional trade as a result of rapidly growing Asian global supply chain, now the regional largest supply chain in the world, driven by Japanese outward FDI.
11 As we will show later, Asia's business cycle co-movement is largely driven by supply chain segmentation or vertical intra-trade integration, especially in machinery and transportation equipment sectors. The disaggregated production process has resulted in the faster growth of intra-regional and intra-industry trade (Panagiotopoulos 2012) , which positively contributed to cross-country output correlation since they are producing the similar product but at a different stage, thus likely to be susceptible to similar types of economic shocks.
Regional trade intensity
Next, we look at the simple trade intensity (i. e., how much of a country trade with another in the same region). Figure 2 presents several indicators of regional trade intensity defined as such. In the first measure (% of total trade), the Eurozone's intra-regional trade has been falling whereas East Asia's regional trade intensity has been increasing, especially since the late 90s. In the second measure (% of GDP), the Eurozone's trade intensity is increasing modestly, whereas the level and growth are much more evident in East Asia. The factors we described in the earlier section are obvious candidates for this phenomenon. In addition, many European economies are now increasingly trading (mainly importing from) with China, which is probably behind the decline in intraregional trade share. 
Vertical intra-industry trade (V-IIT)
This section provides a detailed investigation of trade flows in the Eurozone and East Asia. Specifically, we examine the extent of IIT and V-IIT. To measure IIT, we use the modified Grubel-Lloyd (GL) index. 12 The original form of GL index of a country is expressed as:
Where g is industry, and X and M are export and import volumes of a country. The index is very intuitive in the sense that if a pair of countries imports or exports goods and service only within the same industry, the GL index will be 1. However, as with many indicators, this indicator has some drawbacks. The basic GL index assumes balanced trade. Since many of our sample countries exhibit trade imbalances (especially China and Germany), we modify the Grubel-Lloyd index to account for trade imbalances (Gabrisch and Segnana 2002) , keeping the same intuition as eq. [2] 13 :
Where subscript i stands for industry (total number of industries is n), X and M are export and import volumes of each country in industry i. We apply eq. [3] for bilateral trade of country i in another country in the same region (e. g., Taiwan and Korea, Germany and France, etc.) . This index is sensitive to the disaggregation method of industries. We choose the SITC (rev.2) 4-digit level because the 4-digit level is known to represent industries the best (Gabrisch and Segnana 2002) . We use the SITC 3-8 chapters to focus on manufacturing sectors. Next, we construct the Vertical IIT (V-IIT) index. Vertical IIT is defined as an intra-industry trade that is differentiated by its quality. Vertical IIT is largely driven by global supply-chain and associated trade for product segmentation (Wakasugi 2007) . The global supply chain is a network of producers across borders which are specialized in a certain segment of production. Machinery and electronics are the major industry which utilizes global supply chains. Trade involved global supply-chain and product segmentation and can be classified as V-IIT since the value creation occurs during the production segmentation process. To determine if the IIT is vertical or horizontal, we need to know the difference in the unit value between when it is imported and exported. Since there is no actual value data of each traded product category, we use the following criteria based on the unit value of export and import to determine if certain industry's IIT measure can be considered as vertical or horizontal, following Greenway, Hine, and Chris (1995) and many others:
Where subscript i stands for industry, RUV is relative unit value, UVX is the unit value of exports, and UVM is the unit value of imports. The unit value of trade is measured by quantity (US$) divided by weights (kilos) of trade in each industry (this definition is from United Nations' UN Comtrade 14 ). In other words, if condition eq. [4] is satisfied, the bilateral trade is classified as horizontal (not much value difference between imports and exports of a particular product), and otherwise vertical. Greenway et al. (1995) suggested the parameter α be 0.15 or 0.25, but following many recent studies (Gabrisch and Segnana, 2003; Yoshida, Leitão, and Faustino 2008) , we choose to use 0.15. 15 When the relative unit value falls within the range of 0.85 and 1.15 as shown in eq. [4] , the IIT measure for this industry is considered as horizontal IIT. If RUV falls outside of this range, it is classified as V-IIT. 16 Finally, we exclude (near-) one-way trade by eliminating trade which satisfies the following criteria 17 :
where i denotes industry and j denotes a country. V-IIT is calculated as a ratio of IIT that can be classified as vertical trade. 
Empirical Results
Model
In this section, we examine the relationship between three types of trade integration (trade intensity, intraindustry trade, vertical integration) and business cycle co-movements. We build on Frankel and Rose (1998) , which used the following regression to investigate how trade intensity affects the cross-country output correlation:
Where ρ i,j denotes output correlation between countries i and j at time t and Trade(w) -where w refers to different trade intensity concept -is the measure of trade intensity between the two countries, i and j at time t. In Frankel and Rose (1998) , trade intensity is defined as (i) bilateral trade volume divided by total trade volume of two countries; and (ii) bilateral trade volume divided by nominal GDP of two countries. 19 We follow the first definition of trade intensity in this regression and use the second definition as a robustness check later.
Second, we extend the basic model by adding IIT (defined in eq. [3] ) and V-IIT (defined in eq. [4] ), which is defined as a cross-term of the ratio of V-IIT and Grubel-Lloyd index 20 :
where ρ represent business cycle co-movements, and IIT represents the percentage share of intra-industry trade in total bilateral trade, and V-IIT is the percentage share of V-IIT in IIT.
We use three sub-periods for the analysis. In this analysis, we use quarterly data, and due to a data limitation, we use different time periods: (i) 1980Q1 to 1989Q4; (ii) 1990Q1 to 1999Q4 and (iii) 2000Q1 to 2007Q4. We exclude the data after 2007Q4 to avoid the period of the global financial crisis for the reason we discussed earlier.
Further, in an earlier analysis, we excluded the period of Asian Financial Crisis: for the sake of comparisons, we use the same set of periods for both East Asia and Europe. First, we run these regressions separately for two regions of our interest, The Eurozone, and East Asia. Then, we pool the two regions in a single regression with dummy variables -regional dummy and Euro dummy. The Euro dummy in addition to EU dummy: the purpose for this is to distinguish the two periods (before and after) that the Eurozone countries adopted the euro as their home currency (2001 for Greece, and 1999 for rest of the Eurozone economies). We focus on "core" The Eurozone countries, and exclude countries that joined the euro later -e. g., Cyprus, Estonia, etc., for the data availability issue and also to focus on key The Eurozone economies. For trade intensity data, we use the data of 1985, 1995, and 2005 for the three sub-period regressions. That is, business cycle co-movement in the period of 1980Q1-1989Q4 is regressed on trade variables (trade intensity, IIT, and V-IIT) from 1985, a period of 1990Q1-1999Q4 on 1995 trade data, and so on. In this way, we can circumvent reverse causality to some extent: e. g., country pairs with similar business cycle may be more likely to trade each other, and country pairs that adopt the euro may experience trade increase and business cycle co-movement simultaneously. To extract cyclical components from the output series, we use the Baxter-King filter as the baseline exercise instead of HP filtering, as business cycles extracted by using HP filter tend to cause spurious correlation (Harvey and Jager 1993) . We try another filtering methods, namely HP filter and GDP growth in the robustness check section. In Appendix B, we present the correlation of business cycles extracted by these three measures. Table 2 presents the baseline results of panel regressions with country fixed effects. The dependent variable is business cycle synchronization (filtering method: Baxter-King filter). The explanatory variables are the trade intensity variable (bilateral pair's trade volume as the ratio of the total trade of the two countries). EMU is a dummy variable that is set to one when countries adopt the euro as their home currency (after 2001 for Greece, and 1999 for other countries in The Eurozone). Aside from that, the Eurozone Dummy is included in the pooled regression to control for the regional effect (i. e., Eurozone countries takes the value of one before the euro adoption). We report the regression results by regional, and by pooled data. There are three notable findings. First, trade intensity does not necessarily increase business cycle synchronization. The regression model used for first columns of each group (column 1, 5, 9) is similar to Frankel and Rose (1998) . As they show in their study, for the Eurozone (column 5), total trade intensity positively affects business cycle, but not for East Asia. For East Asia (column 1): the coefficient on trade intensity has the expected sign but is not significant. One potential explanation is that the standard deviation of our sample East Asian countries' GDP per capita (Appendix Table 7 ) is large, so trade as a whole is likely to have a mixed effect (inter-industry trade is likely to dampen business cycle synchronization if it leads to different trade/economic structure via specialization in agriculture as opposed to machinery, etc.).
Results
The second columns of each group (column 2, 6, 10) reports the results of regression analyses of business cycle correlation on IIT as defined by Global Lloyd index explained earlier. As predicted, IIT has a positive impact on business cycle synchronization of both East Asia (column 2) and the Eurozone (column 6). Notably, for East Asia, when we include IIT as an explanatory variable, trade as a whole gets a negative sign, although statistically insignificant. For the Eurozone, IIT is also significant but the coefficient is less than half of the one for East Asia, and statistical significance is weaker (10 %, as opposed to 1 % in East Asia).
Finally, the third columns of each group (columns 3-4. 7-8. 11-12) reports the effect of V-IIT on business cycle synchronization. V-IIT is significant for East Asia but insignificant in the Eurozone (column 7). However, if we include only V-IIT (column 8), without controlling for trade intensity, it is statistically significant at 5 % level: however, the size is about the half and statistical significance is weaker, indicating the less importance of V-IIT in the Eurozone in business cycle synchronization. There are several potential explanations for this. V-IIT in the Eurozone is different in nature than the one in East Asia, i. e. the former is driven by consumer's different choice of different quality of products (apparel from Spain is much less expensive than the one for France; foods of different quality and variety is widely available, etc.), which is quite possible given the similarity of factor endowment and variety of goods within the original members of the Eurozone. On the contrary, the V-IIT in Asia is, although it is impossible to identify precisely, the high impact of V-IIT on business cycle synchronization is mainly driven by global supply chain which takes advantage of the cheap labor force and dynamic economic development and technology transfer within East Asia. 21 For reference, the pooled regression (9-12) also supports our hypothesis that it is a vertical intra-industry trade that enhances business cycle synchronization, not trade per se.
One another noteworthy observation is that the EMU dummy (which takes the value of 1 after a country adopts the common currency) is significantly and positively affects business cycle synchronization in both regressions (specification 5-12) -regression with European data only and pooled regression with The Eurozone dummy. This indicates that the adoption of a single currency increased business cycle synchronization in the Eurozone, but not via trade channel. One obvious candidate is financial integration which increased rapidly since the 90s but had a temporary dip during the sovereign debt crisis (European Central Bank 2017). While euro's impact on trade integration is found to be quite limited in the literature (i. e. Maurice and , the common currency's positive impact on financial integration is quite strong. 22 For example, Kalemli-Ozcan, Papaioannou, and Peydró (2009) find that the degree of financial integration, measured as bilateral bank holdings and transactions, increased by 40 % more amongst the Eurozone member countries than countries that had opted-out (Lane 2008). However, we have to be careful in interpreting the impact of financial integration on the business cycle, as theoretical and empirical support for financial integration's positive impact on business-cycle synchronization is mixed also. 23 
Robustness Checks
In this section, we conduct three robustness checks. First, we use alternative business cycles extraction measures: HP filter and y-o-y growth. Second, we use different definitions for trade intensity -bilateral trade volume divided by total GDP of the two countries. Third, we extend our sample into 2012, when business cycle comovement significantly increases in the Eurozone. Table 3 and Table 4 present results with business cycles extracted by different filters. 24 Using HP-filtered data (Table 3) does not significantly change baseline results from the Baxter-King filter. The fit of the model is good in all three models with R-square being around 0.4. One exception is that V-IIT is no longer significant in the Eurozone data while it is still significant in East Asia in the pooled regression. When we use y-o-y growth rates for cycles (Table 4) , most results are similar to the baseline case except that the effects of IIT and V-IIT become insignificant even in the pooled regression: this could be explained by the weakness of GDP growth as an indicator of business cycle measure, because of the existence of the upward trend growth in East Asia unlike the Eurozone. In summary, choosing different filtering methods does not make a significant difference in our main results -V-IIT is the driving factor of business cycle synchronization, an increase in business cycle synchronization in East Asia is due to the growth of V-IIT driven by global supply chain development.
Alternative filtering method
Trade intensity defined as bilateral trade volume as a ratio of GDP
Next, we use a different definition of trade intensity -trade per GDP (bilateral trade value divided by the sum of two countries' GDP). The results are presented in Table 5 . Again, the baseline regression results hold, except that the Eurozone dummy yields a negative but insignificant: coefficients on EMU dummy are significantly positive as in the previous regression. 
Including the data up to 2012
Our data in three sub-periods cover the years up to 1990, 2000, and 2007 . We intentionally exclude the data after 2007 because the sovereign debt crisis may change the dynamics of business cycle co-movement and change the results. While it is beyond the scope of this paper to completely distinguish between common shocks and contagion, we repeat the regressions after including the data up to 2012.
26 Table 6 shows the results. The basic story holds, except that for The Eurozone IIT and V-IIT measures become more significant even in the regression with Europe only. Changes in cyclical correlation alter the effects of trade intensity in the regression. However, this conjecture warrants further investigation. 
Conclusions
We find that, contrary to Frankel and Rose (1998) , trade's impact on business cycle co-movement is ambiguous, and it crucially depends on types of trade. Intra-industry trade (IIT), particularly vertical intra-industry trade (V-IIT) unambiguously increases the business cycle co-movement significantly. The result is robust to different business cycle extraction methods, different measurement of trade intensity, and sample period (with or without the sovereign debt crisis period). The impact of V-IIT on business cycle synchronization was particularly strong in East Asian economies. This result is plausible given that V-IIT in East Asia mainly represents product segmentation (global supply chain), as opposed to Western European countries, which V-IIT is consisted more by trade similar products of different qualities such as wines, chocolates, apparels, etc. (Kawecka-Wyrzykowska 2009). Product segmentation places trading partners in a supply channel of the same or very similar products. Thus, countries face similar shocks, and eventually, business cycle synchronization will follow. Another interesting finding is that the adoption of the euro has a significant and positive impact on the correlation of business cycles via something other than trade channel. One potential explanation is the financial integration, as the euro promoted financial market integration (ECB 2017): however, the more close empirical examination is necessary about the relationship with business cycle synchronization and financial integration as theoretical prediction is still mixed as discussed above.
Finally, we find that the degree of business cycle co-movement in East Asia, although rapidly increasing, is still at the same level as the one of the Eurozone's (except during the period of the sovereign debt crisis, when the business cycle synchronization in the Eurozone jumped). Since there is a wide consensus now that the business cycle synchronization was insufficient to adopt a common currency in the Eurozone, adopting a single currency in East Asia is not a good idea. Managed floating system, as shown by Frankel (2017) is a preferable exchange rate regime for the region at the current juncture. 
