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Résumé
Dans cette thèse, nous prouvons des résultats de théorie spectrale, directe et inverse,
dans la limite semi-classique, pour les opérateurs de Toeplitz autoadjoints sur les surfaces.
Pour les opérateurs pseudo-différentiels, les résultats en question sont déjà connus, et il
est naturel de vouloir les étendre aux opérateurs de Toeplitz. Les conditions de Bohr-
Sommerfeld usuelles, qui caractérisent les valeurs propres proches d’une valeur régulière
du symbole principal, ont été obtenues il y a quelques années seulement pour les opérateurs
de Toeplitz. Notre contribution consiste en l’extension de ces conditions près de valeurs
critiques non dégénérées. Nous traitons le cas d’une valeur critique elliptique à l’aide
d’une technique de forme normale ; l’opérateur modèle est la réalisation de l’oscillateur
harmonique sur l’espace de Bargmann, dont le spectre est bien connu. Dans le cas d’une
valeur critique hyperbolique, la forme normale ne suffit plus et nous complétons l’étude
en faisant appel à des arguments dus à Colin de Verdière et Parisse, à qui l’on doit
le résultat analogue dans le cas pseudo-différentiel. Enfin, nous établissons un résultat de
théorie spectrale inverse pour les opérateurs de Toeplitz autoadjoints sur les surfaces ; plus
précisément, nous montrons que sous certaines hypothèses génériques, la connaissance du
spectre à l’ordre deux dans la limite semi-classique permet de retrouver le symbole principal
à symplectomorphisme près. Ce résultat s’appuie en grande partie sur l’écriture des règles
de Bohr-Sommerfeld.
Abstract
In this thesis, we prove some direct and inverse spectral results, in the semiclassical
limit, for self-adjoint Toeplitz operators on surfaces. For pseudodifferential operators,
these results are already known, and it is natural to expect their extension to the Toeplitz
setting. The usual Bohr-Sommerfeld conditions, characterizing the eigenvalues close to
a regular value of the principal symbol, have been obtained a few years ago for Toeplitz
operators. Our contribution consists in extending these conditions near nondegenerate
critical values. We handle the case of an elliptic value thanks to a normal form technique;
the model operator is the realization of the harmonic oscillator in the Bargmann space,
whose spectrum is well-known. In the case of a hyperbolic value, the normal form is no
longer sufficient and we conclude by using additional arguments due to Colin de Verdière
and Parisse, who derived the analogous result for pseudodifferential operators. Finally,
we write an inverse spectral result for self-adjoint Toeplitz operators on surfaces; more
precisely, we show that under some generic hypotheses, the knowledge of the spectrum
up to order two in the semiclassical limit allows to recover the principal symbol up to
symplectomorphism. This result essentially relies on Bohr-Sommerfeld rules.
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2 CHAPITRE 1. INTRODUCTION
1.1 Cadre général
Le sujet principal de cette thèse est la théorie spectrale (directe et inverse) des opé-
rateurs de Toeplitz. Ceux-ci ont fait l’objet d’intenses recherches au cours des quarante
dernières années, depuis leur introduction par Berezin [4], et apparaissent dans des do-
maines variés des mathématiques tels que la physique mathématique, comme par exemple
en théorie quantique des champs topologique (voir [1, 25, 26, 77], etc.), ou encore les géo-
métries algébrique et kählérienne (par exemple [41, 75, 87]). Leur étude fait intervenir des
outils mathématiques divers comme la géométrie kählérienne, l’analyse microlocale, les
systèmes intégrables.
Dans le formalisme hamiltonien de la mécanique classique, on a l’habitude de travailler
sur le fibré cotangent de l’espace des positions. Par exemple, pour une particule de masse 1
à un degré de liberté soumise à une force dérivant d’un potentiel V , l’espace des phases est
T ∗R ' R2 et le hamiltonien est H(x, ξ) = ξ2/2 + V (x). La dynamique de la particule est
alors donnée par le flot hamiltonien associé à H. Du point de vue quantique, on représente
ce hamiltonien par l’opérateur de Schrödinger −~2d2/dx2 + V agissant sur L2(R). Dans
cette description, le spectre de cet opérateur correspond aux gammes d’énergies possibles
du système. Sous certaines hypothèses sur le potentiel, le spectre de l’opérateur est com-
posé d’une suite de valeurs propres ; les énergies sont quantifiées. Le carré du module d’une
fonction propre normalisée correspond alors à la densité de probabilité de présence de la
particule.
De manière plus générale, l’espace des phases de la mécanique classique est le fibré
cotangent T ∗X d’une variété X qui contient les positions possibles du système. Les états
quantiques sont des éléments de l’espace de Hilbert L2(X). Par exemple, si (X, g) est une
variété riemannienne, on peut considérer l’opérateur de Schrödinger −~2∆g + V agissant
sur L2(X), où ∆g est l’opérateur de Laplace-Beltrami associé à la métrique g. La dyna-
mique hamiltonienne sous-jacente est alors celle de H(x, ξ) = ∑i,j gijξiξj +V (x) sur T ∗X.
On peut effectuer un pas supplémentaire et inclure l’opérateur de Schrödinger dans une
classe plus générale, à savoir celle des opérateurs pseudo-différentiels. Ceux-ci ont été, et
sont toujours, très largement étudiés depuis leur introduction et leur développement par
Duistermaat et Hörmander [61, 43] dans les années 70, puis par Maslov [78], Leray [74],
Helffer et Robert [55] dans le cadre d’une théorie avec petit paramètre.
Néanmoins, il peut arriver de rencontrer des espaces de phases qui ne sont pas des fi-
brés cotangents, mais des variétés symplectiques compactes, dans des contextes physiques
assez naturels. On peut par exemple penser aux systèmes contraints, au spin classique
dont l’espace des phases est la sphère de dimension deux, ou encore aux systèmes obtenus
par réduction symplectique de systèmes définis sur des cotangents et possédant des sy-
métries. Dans ce cas, la théorie pseudo-différentielle n’est plus adaptée ; la quantification
de ces espaces est alors donnée par la procédure de quantification géométrique, introduite
par Kostant, afin d’étudier les représentations des groupes de Lie [68], et Souriau [90],
dans les années 70. L’espace d’états est alors l’espace des sections holomorphes d’un fi-
bré préquantifiant L au-dessus de la variété M supposée kählérienne, autrement dit un
fibré en droites complexes holomorphe, hermitien et dont la connexion de Chern a pour
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courbure −iω avec ω la 2-forme fondamentale de M . Les opérateurs pertinents sont les
opérateurs de Toeplitz, introduits par Berezin [4] et dont l’analyse microlocale a été ini-
tiée par Boutet de Monvel et Guillemin [12]. Remarquons que l’espace d’états est dans ce
cas de dimension finie ; le spectre de ces opérateurs est donc constitué d’un nombre fini
de valeurs propres. Enfin, précisons que la quantification géométrique du plan complexe,
faisant intervenir des espaces L2 à poids exponentiels, et les opérateurs de Toeplitz, jouent
un rôle dans d’autres circonstances comme par exemple l’étude de certains opérateurs
pseudo-différentiels non-autoadjoints (voir [89, 60] entre autres).
On a parlé jusqu’ici de systèmes classiques et de leur quantification. Une question
naturelle est de savoir en quelle mesure les propriétés d’un système quantique permettent
de comprendre celles du système classique sous-jacent, quand celui-ci existe. C’est l’une
des motivations de l’analyse semi-classique (voir les livres [86, 99, 106] par exemple), qui
consiste à considérer la constante de Planck ~ comme un petit paramètre que l’on peut faire
tendre vers zéro et à étudier le comportement asymptotique des objets quantiques (spectre,
états propres, etc.) dans cette limite. Dans le contexte de la quantification géométrique, on
étudie cette limite en introduisant un grand paramètre k, qu’on voit comme l’inverse de
la constante de Planck, et on remplace l’espace d’états par l’espace des sections du fibré
L⊗k → M . Les opérateurs de Toeplitz sont donc représentés par des matrices de taille
croissante. Les opérateurs de Toeplitz avec paramètre semi-classique ont connu un essor
récent, notamment à travers les travaux de Borthwick, Paul et Uribe [10], Charles [19],
Ma et Marinescu [76], entre autres.
1.2 Opérateurs de Toeplitz
Soit M une variété kählérienne compacte, connexe, et de 2-forme fondamentale ω.
Supposons M munie d’un fibré préquantifiant L, c’est-à-dire un fibré en droites complexes
holomorphe et hermitien dont la connexion de Chern a pour courbure −iω. Soit K un
autre fibré en droites complexes holomorphe et hermitien ; on définit l’espace de Hilbert
Hk comme l’espace des sections holomorphes du fibré L⊗k⊗K, pour tout entier positif k.
Celui-ci est équipé du produit scalaire :
〈φ, ψ〉 =
∫
M
hk(φ, ψ)µM
avec hk le produit hermitien sur Lk ⊗K induit par ceux de L et K, et µM = ω∧n/n! la
forme de Liouville sur M . Puisque M est compacte, Hk est de dimension finie.
Les opérateurs de (Berezin-)Toeplitz, introduits par Berezin [4] et dont l’analyse mi-
crolocale a été initiée par Boutet de Monvel et Guillemin [12] (voir aussi [10, 19, 76]),
agissant sur Hk sont les opérateurs de la forme
Tk = ΠkMf(.,k)Πk +O(k−∞),
avec Πk : L2(M,L⊗k ⊗ K) → H0(M,L⊗k ⊗ K) le projecteur orthogonal de l’espace des
sections de carré intégrable sur le sous-espace des sections holomorphes, Mf l’opérateur
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de multiplication par f , et où f(., k) est une suite de fonctions de C∞(M) admettant un
développement asymptotique de la forme f(., k) ∼ ∑`≥0 k−`f` pour la topologie C∞. Le
premier terme f0 dans ce développement est le symbole principal de Tk, et reflète certaines
propriétés de Tk comme par exemple le fait d’être autoadjoint ou unitaire, etc. Le noyau
de Πk, appelé noyau de Szegő, est un élément très important de la théorie des opéra-
teurs de Toeplitz ; les propriétés de ceux-ci découlent de son comportement asymptotique,
notamment étudié par Boutet de Monvel et Sjöstrand [13], ou encore Zelditch [104]. Rap-
pelons que la limite semi-classique est k → +∞ ; moralement, k correspond à l’inverse ~−1
de la constante de Planck. Quand nous évoquerons des résultats spectraux ou de théorie
spectrale inverse, cela sera à comprendre, sauf mention contraire explicite, dans un sens
semi-classique, c’est à dire asymptotiquement quand k tend vers l’infini.
Il est également possible de définir les opérateurs de Toeplitz sur le plan complexe (la
difficulté résidant dans le défaut de compacité), en s’inspirant du cas des opérateurs ~-
pseudo-différentiels (le récent livre de Zworski [106] constitue une référence très complète
sur la théorie pseudo-différentielle ; on pourra également voir [29, 40] entre autres). Nous
y reviendrons plus en détails dans un chapitre ultérieur.
1.3 Problématique
On voudrait établir un résultat de théorie spectrale inverse pour les opérateurs de
Toeplitz autoadjoints à un degré de liberté. Une telle théorie a été développée par Vu˜ Ngo.c
dans [100] pour les opérateurs (~-)pseudo-différentiels. La démarche repose essentiellement
sur la description du spectre donnée par les conditions de Bohr-Sommerfeld. Ces dernières
sont bien comprises pour les opérateurs pseudo-différentiels en dimension 2, que ce soient
les conditions usuelles, qui caractérisent le spectre près d’une valeur régulière du symbole
principal, ou leur pendant singulier, qui permet de trouver le spectre près d’une valeur
critique non dégénérée de ce dernier.
Au niveau des opérateurs de Toeplitz, les conditions de Bohr-Sommerfeld usuelles ont
été obtenues par Charles [20, 21]. Le comportement du spectre près de valeurs critiques du
symbole principal en dimension 2, en revanche, était resté inexploré jusqu’à notre travail.
Il est cependant raisonnable de s’attendre à ce que les résultats connus sur les opéra-
teurs pseudo-différentiels se transposent dans le contexte des opérateurs de Toeplitz, étant
donné que ces deux classes d’opérateurs ont les mêmes propriétés microlocales. Néanmoins,
si on peut espérer que la forme des règles de Bohr-Sommerfeld reste la même, les objets
géométriques intervenant dans celles-ci (actions, indice de Maslov), eux, sont assez diffé-
rents. Ainsi, il s’agit de comprendre comment adapter les raisonnements et techniques du
contexte pseudo-différentiel au cadre Toeplitz.
Enfin, une fois la description du spectre obtenue, il reste à voir en quelle mesure les
invariants que l’on peut ainsi détecter permettent de retrouver le système classique sous-
jacent. Une classification des systèmes intégrables en dimension 2 est donnée par le travail
de Dufour, Molino et Toulet [42] et doit normalement permettre de conclure.
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1.4 Plan de la thèse
Ce manuscrit s’organise de la manière suivante. Nous commençons par rappeler les
définitions et principaux résultats concernant la quantification géométrique des variétés
kählériennes compactes et les opérateurs de Toeplitz dans le chapitre 2. Nous en profitons
pour évoquer la méthode des orbites et donner des exemples d’opérateurs de Toeplitz sur
le tore, la sphère, le plan complexe. Dans le cas de ce dernier, nous adaptons la définition
usuelle pour tenir compte du défaut de compacité.
Dans le chapitre 3, nous rappelons les conditions de Bohr-Sommerfeld usuelles, c’est-
à-dire décrivant les valeurs propres d’un opérateur de Toeplitz autoadjoint près d’une
valeur régulière du symbole principal. Nous donnons une preuve de celles-ci par le biais
du langage des faisceaux, ce qui permet de traiter plus facilement les cas singuliers.
Le chapitre 4 présente le premier résultat principal de ce travail, à savoir l’écriture des
conditions de Bohr-Sommerfeld près d’une valeur critique elliptique. Celles-ci s’obtiennent
à l’aide d’un résultat de forme normale ; l’opérateur modèle est la réalisation de l’oscillateur
harmonique dans l’espace de Bargmann, dont la théorie spectrale est très simple.
Nous obtenons une description du spectre près d’une valeur critique hyperbolique dans
le chapitre 5. Dans ce cas, l’étude du modèle local ne permet pas d’acquérir toute l’in-
formation nécessaire à la sélection des valeurs propres, et nous concluons en utilisant des
techniques dues à Colin de Verdière et Parisse.
Dans le chapitre 6, nous proposons un résultat de théorie spectrale inverse pour les opé-
rateurs de Toeplitz autoadjoints à un degré de liberté. Nous montrons que, sous certaines
hypothèses sur le symbole principal, la connaissance du comportement asymptotique du
spectre par rapport au paramètre semi-classique entraîne celle du symbole principal à
symplectomorphisme près (et donc de la dynamique hamiltonienne sous-jacente).
Enfin, dans le chapitre 7, nous quittons les opérateurs de Toeplitz et proposons de
retrouver des formules d’Euler-MacLaurin pour des « coins » en dimension quelconque et
des polytopes de Delzant en dimension 1, 2 et 3. Signalons que ce chapitre a été écrit en
collaboration avec Álvaro Pelayo.
Nous concluons par un bref chapitre évoquant les perspectives de recherche et les
questions soulevées par ce travail.
Dans le reste de ce chapitre introductif, nous allons maintenant détailler les principaux
résultats de cette thèse.
1.5 Conditions de Bohr-Sommerfeld
Soit Ak un opérateur de Toeplitz autoadjoint sur la variété kählérienne compacte
connexe (M,ω) de dimension 2. Étant donnée une valeur E ∈ a0(M) du symbole principal
a0 de Ak, les conditions de Bohr-Sommerfeld décrivent l’intersection du spectre de Ak
et d’un voisinage de E en termes de quantités géométriques (actions et indices « à la
Maslov »). Cependant, leur formulation peut varier considérablement en fonction du type
topologique de E. Le cas usuel est celui où E est une valeur régulière de a0, et a été traité
par Charles dans [20, 21] ; le résultat est qu’il existe η > 0 tel que Sp(Ak)∩ [E − η,E + η]
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est, modulo O(k−∞), la réunion de N familles σj , où N est le nombre de composantes
connexes du niveau a−10 (E), caractérisées par des équations de la forme
λ ∈ σj ⇐⇒ f (j)(λ, k) ∈ 2pik−1Z, (1.1)
où f(., k) est une suite de fonctions de classe C∞ admettant un développement asymp-
totique en puissances négatives de k dont les coefficients contiennent les invariants géo-
métriques liés au symbole de Ak : par exemple, f (j)0 est l’action principale associée à la
composante connexe d’indice j, tandis que f (j)1 contient l’action sous-principale associée à
cette composante connexe ainsi qu’un indice provenant des demi-formes. Nous définissons
ces termes et rappelons ce résultat dans le chapitre 3 en donnant de celui-ci une démons-
tration s’appuyant sur la théorie des faisceaux, inspirée du travail de Vu˜ Ngo.c dans le cas
pseudo-différentiel [98, 97].
Dans le contexte des opérateurs pseudo-différentiels, les conditions de Bohr-Sommerfeld
ont constitué un domaine de recherche actif au cours de ces dernières décennies. Le cas
régulier a été examiné par Helffer et Robert dans [56]. Le cas elliptique, quant à lui, a été
étudié par Colin de Verdière dans [30]. Finalement, Colin de Verdière et Parisse ont tout
d’abord résolu le cas d’un niveau hyperbolique contenant un seul point critique [34], avant
de traiter quelques années plus tard le cas d’un nombre arbitraire de points hyperboliques
[35], tout ceci en dimension deux. En ce qui concerne les autres types de singularités, il
reste encore beaucoup de travail à effectuer ; on peut par exemple mentionner l’étude des
singularités de type foyer-foyer en dimension 4 (on s’intéresse alors à deux opérateurs de
Toeplitz qui commutent) due à Vu˜ Ngo.c [98].
Dans cette thèse, nous étendons les conditions de Bohr-Sommerfeld afin de décrire
le spectre près des singularités non dégénérées du symbole principal d’un opérateur de
Toeplitz autoadjoint en dimension deux.
1.5.1 Près d’une valeur critique elliptique
Dans le chapitre 4, nous obtenons les conditions de Bohr-Sommerfeld pour un opérateur
de Toeplitz autoadjoint près d’une singularité elliptique en dimension 2, par le biais d’une
réduction à un opérateur modèle, qui est la réalisation de l’oscillateur harmonique dans les
espaces de Bargmann. Cela nous a amené à introduire des classes générales d’opérateurs de
Toeplitz sur le plan complexe et à généraliser les désormais classiques opérateurs intégraux
de Fourier, qui avaient été transposés par Boutet de Monvel et Guillemin [12] (pour le cas
homogène) puis Zelditch [102] suivi par Charles [20, 21] (pour le cas semi-classique) au
cadre Toeplitz, dans le but de nous servir d’une méthode de forme normale. Le résultat
est que les conditions de Bohr-Sommerfeld elliptiques peuvent s’interpréter comme une
« limite » des conditions usuelles, au sens où les valeurs propres proches de la valeur
singulière sont sélectionnées par une équation analogue à (1.1) et dont les deux premiers
coefficients (les termes principal et sous-principal dans le développement) sont les mêmes
que dans celle-ci. Signalons que dans le contexte des opérateurs (~-)pseudo-différentiels,
ce cas a été traité par Colin de Verdière dans [30].
Plus précisément, soit Ak un opérateur de Toeplitz autoadjoint sur M ; son symbole
(normalisé) a0 + ~a1 + . . . est à valeurs réelles. Supposons que le symbole principal a0
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admet un minimum global au point m0 ∈M , avec a0(m0) = 0. Notons λ(1)k ≤ λ(2)k ≤ . . . ≤
λ
(j)
k ≤ . . . les valeurs propres de Ak. Le résultat principal de ce chapitre est le suivant.
Théorème (Théorème 4.6.2). Il existe E0 > 0, une suite g(., k) de fonctions de C∞(R,R)
admettant un développement asymptotique de la forme g(., k) ∼ ∑`≥0 k−`g` pour la topo-
logie C∞, et un entier positif k0 tel que pour tout entier N ≥ 1 et pour tout E ≤ E0, il
existe une constante CN > 0 telle que pour k ≥ k0 :(
λ
(j)
k ≤ E ou E(j)k ≤ E
)
⇒
∣∣∣λ(j)k − E(j)k ∣∣∣ ≤ CNk−N
où
E
(j)
k = g
(
k−1
(
j + 12
)
, k
)
, j ∈ N.
Dès lors qu’on sait expliciter les g`, ` ≥ 0, cela permet d’obtenir des développements
asymptotiques à tout ordre pour les valeurs propres de Ak plus petites que E0. Il s’avère
que g(., k) est construite comme l’inverse local d’une suite f(., k) qui admet également un
développement asymptotique f(., k) ∼ ∑`≥0 k−`f` pour la topologie C∞, et les premier
termes f0, f1 sont les mêmes que ceux du développement asymptotique de f (1) (il n’y
a qu’une seule composante connexe ici) dans l’équation (1.1). Nous retrouvons ainsi les
conditions de Bohr-Sommerfeld usuelles loin de la singularité, jusqu’à l’ordre O(k−2).
1.5.2 Près d’une valeur critique hyperbolique
Dans le chapitre 5, nous traitons le cas d’une singularité hyperbolique avec plusieurs
points critiques (toujours pour un opérateur de Toeplitz autoadjoint en dimension 2),
étendant à cette occasion des techniques dues à Colin de Verdière, Parisse et Vu˜ Ngo.c
[34, 35, 37] au cas des opérateurs de Toeplitz. Les formes normales jouent encore un rôle
crucial dans ce contexte, mais ne sont plus suffisantes pour écrire les règles de Bohr-
Sommerfeld, à cause du fait que les états propres ne sont pas localisés dans un voisinage
du point critique où l’on peut écrire la forme normale. Ces conditions impliquent des
régularisations des quantités géométriques qui apparaissent dans le cas régulier. Au cours
de ce travail, nous avons été amené à étendre l’approche faisceautique proposée par Vu˜
Ngo.c [98] pour les opérateurs pseudo-différentiels au cadre des opérateurs de Toeplitz.
Un autre outil important pour obtenir les conditions de Bohr-Sommerfeld singulières a
été la transformée de Bargmann, qui fait le lien entre les opérateurs pseudo-différentiels
et de Toeplitz sur le plan complexe ; pour cette étude, nous nous sommes donc penché
sur quelques-unes de ses propriétés microlocales. Signalons que l’opérateur modèle qui
apparaît dans ce travail a fait l’objet d’une étude de la part de Nonnenmacher et Voros
[79].
Soit Ak un opérateur de Toeplitz autoadjoint sur M ; son symbole (normalisé) a0 +
~a1 + . . . est à valeurs réelles. Supposons que 0 est une valeur critique du symbole principal
a0, que le niveau Γ0 = a−10 (0) est connexe et que tous les points critiques sur Γ0 sont non
dégénérés et de type hyperbolique. Soit S = {sj}1≤j≤n l’ensemble de ces points critiques.
Γ0 est un graphe compact plongé dans M , et chacun de ses sommets est de degré 4. À
8 CHAPITRE 1. INTRODUCTION
chaque sommet sj , on note em, m = 1, 2, 3, 4, les arêtes locales, étiquetées en suivant
l’ordre cyclique (1, 3, 2, 4) (par rapport à l’orientation de M près de sj) et de sorte que
e1, e2 (respectivement e3, e4) correspondent aux variétés instables (respectivement stables)
locales. On coupe n + 1 arêtes de Γ0, chacune correspondant à un cycle γi d’une base
(γ1, . . . , γn+1) de H1(Γ0,Z), de sorte que le graphe final soit un arbre maximal T . Notre
résultat principal est le suivant :
Théorème (Théorème 5.6.1, théorème 5.6.4). 0 est une valeur propre de Ak à O(k−∞)
près si et seulement si le système suivant de 3n+ 1 équations linéaires d’inconnues
(xα ∈ Ck)α∈{arêtes de T} possède une solution non triviale :
1. si les arêtes (α1, α2, α3, α4) se rencontrent au sommet sj, alors(
xα3
xα4
)
= Tj
(
xα1
xα2
)
,
2. si α et β sont les extrémités d’un cycle coupé γi, alors
xα = exp (ikθ(γi, k))xβ,
avec l’orientation suivante : γi peut être représenté par un chemin fermé commençant
sur l’arête α et se terminant sur l’arête β.
En outre, Tj est une matrice dépendant seulement d’un invariant semi-classique εj(k)
du système au point singulier sj, et θ(γ, k) admet un développement asymptotique en
puissance négatives de k. Les deux premiers termes de ce développement impliquent des
régularisations des invariants géométriques (les actions et les indices) apparaissant dans
les conditions de Bohr-Sommerfeld usuelles.
Pour l’analyse spectrale de Ak près de la valeur singulière, on utilise ce théorème en
remplaçant Ak par Ak−E pour E variant dans un voisinage de taille fixe de celle-ci. Loin
de l’énergie critique, on retrouve les conditions de Bohr-Sommerfeld régulières.
Ce résultat est très similaire à celui obtenu par Colin de Verdière et Parisse [35] dans
le cas des opérateurs pseudo-différentiels, mais la nouveauté réside dans le cadre de travail
que nous avons mis en place afin d’étendre leurs techniques au cas des Toeplitz, et bien
sûr dans les invariants géométriques spécifiques à ce contexte.
1.5.3 Résumé des résultats précédents
Les résultats précédents concernant les cas elliptique et hyperbolique peuvent se ré-
sumer de la manière suivante, en incluant les conditions de Bohr-Sommerfeld énoncées
dans le cas régulier. Soit E ∈ a0(M) tel que le niveau a−10 (E) ne contienne que des points
réguliers, elliptiques ou hyperboliques. Désignons par Cj(E), 1 ≤ j ≤ N , les composantes
connexes de a−10 (E). Alors il existe un réel ε > 0 tel que Sp(Ak)∩ [E− ε, E+ ε] est proche
à O(k−∞) de l’union des N familles σj , 1 ≤ j ≤ N , décrites ci-après :
1. si Cj(E) ne contient que des points réguliers, alors les éléments de σj sont donnés
par l’équation (1.1),
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2. si Cj(E) est réduite à un point elliptique, alors les éléments de σj sont donnés par le
théorème 4.6.2,
3. si Cj(E) contient des points hyperboliques, les λ appartenant à σj sont sélectionnés
en appliquant le théorème 5.6.1 à Ak − λ.
1.6 Problème inverse
Les problèmes inverses constituent un sujet très populaire, et un nombre croissant de
mathématiciens se sont penchés sur ces questions depuis le célèbre article de Kac [64] et
son titre accrocheur : “Can one hear the shape of a drum?” De nombreux aspects ont été
explorés, depuis la question originelle à propos du laplacien sur un domaine du plan ou
une variété riemannienne, étudiée notamment par Zelditch et ses collaborateurs [103, 59]
jusqu’au cas des opérateurs pseudo-différentiels [83, 82], en passant par la reconstruction
du potentiel pour les opérateurs de Schrödinger [32, 51, 50].
Dans le contexte des opérateurs de Toeplitz, seulement quelques résultats ont été
obtenus jusqu’à maintenant. Dans [27], les auteurs ont prouvé que le spectre conjoint
d’un système intégrable quantique torique d’opérateurs de Toeplitz détermine le sys-
tème intégrable classique sous-jacent. Le résultat de [82] est que l’enveloppe convexe du
spectre conjoint d’un système intégrable quantique (d’opérateurs de Toeplitz ou pseudo-
différentiels) converge vers l’enveloppe convexe du spectre du système classique associé, ce
qui fournit une nouvelle preuve du théorème d’isospectralité pour les systèmes intégrables
toriques.
Dans l’article [100], Vu˜ Ngo.c a récemment démontré que sous des hypothèses géné-
riques, étant donné un opérateur pseudo-différentiel autoadjoint à un degré de liberté, dont
le symbole principal est une fonction de Morse simple, on peut retrouver la dynamique
classique à partir de la donnée du spectre modulo O(~2). La preuve repose essentiellement
sur les conditions de Bohr-Sommerfeld ; dès lors, une fois celles-ci démontrées, ce résul-
tat peut être étendu sans effort particulier aux opérateurs de Toeplitz. C’est l’objet du
chapitre 6, dont nous rappelons le résultat principal.
Soit (M,ω) une variété kählérienne compacte connexe de dimension 2, munie d’un fibré
préquantifiant et éventuellement d’un fibré en droites holomorphe et hermitien auxiliaire.
Soit Ak un opérateur de Toeplitz autoadjoint sur M , dont le symbole principal a0 est
une fonction de Morse simple, c’est-à-dire que tous les points critiques de a0 sont non
dégénérés et que deux d’entre eux ne peuvent pas avoir la même image par a0. On appelle
type symplectique de (M,a0) la classe d’équivalence de ce couple pour la relation « (M,a0)
équivaut à (M˜, a˜0) si et seulement s’il existe un symplectomorphisme ϕ : M → M˜ tel que
a0 = a˜0 ◦ ϕ ». Nous démontrons le théorème suivant.
Théorème (Théorème 6.4.3). Sous certaines hypothèses génériques, la connaissance du
spectre de Ak modulo O(k−2) détermine le type symplectique de (M,a0).
En particulier, la connaissance du spectre approché entraîne celle de la dynamique
classique sous-jacente.
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1.7 Formules d’Euler-MacLaurin pour les polytopes
Notre dernier résultat sort du cadre des opérateurs de Toeplitz pour se concentrer sur
les formules d’Euler-MacLaurin. Il y a récemment eu un regain d’intérêt pour celles-ci,
principalement à cause des applications à la théorie spectrale des opérateurs différentiels
et la géométrie kählérienne ; on renvoie par exemple aux articles récents de Zelditch [105],
Guillemin-Wang [52], et Burns-Guillemin-Wang [16]. Les formules d’Euler-MacLaurin sont
des expressions qui servent à approcher des sommes de Riemann de fonctions de classe
C∞ f : Rn → R de la forme
1
Nn
∑
k∈Zn∩N∆
f
( k
N
)
(1.2)
où ∆ est un polytope, en termes de f et de ses dérivées, et qui remontent à L. Euler
et C. MacLaurin dans la première moitié du XIXe siècle. Ce sujet a attiré beaucoup
d’attention ces dernières années ; citons par exemple les travaux de Berline et Vergne [5],
Brion et Vergne [14], Cappell et Shaneson [17], Guillemin et Sternberg [49], Guillemin et
Stroock [54], Guillemin, Sternberg et Weitsman [53], Karshon, Sternberg et Weitsman [65],
Shaneson [88], et Tate [91].
Dans un travail en collaboration avec Álvaro Pelayo [73], nous avons obtenu des for-
mules d’Euler-MacLaurin asymptotiques pour des polytopes de Delzant (i.e. simples et
réguliers) en dimensions 1, 2 et 3. Plus précisément, en partant des résultats de [49], nous
avons montré que si f est lisse et à support compact, la quantité (1.2) admet un dévelop-
pement asymptotique en puissances négatives de N , dont les coefficients sont des sommes
d’opérateurs intégro-différentiels appliqués à f , impliquant uniquement les dérivées de f
dans des directions normales aux faces de ∆. Nous avons ainsi retrouvé une partie des
résultats de Tate [91], qui avait obtenu des formules d’Euler-MacLaurin asymptotiques gé-
nérales pour une classe de polytopes plus grande (pas forcément de Delzant), la différence
étant que notre méthode utilise seulement de l’analyse élementaire. Le théorème principal
du chapitre 7 est le suivant.
Théorème (Théorème 7.2.1). Soit f ∈ C∞0 (Rn). Alors
(i) Si W est un coin régulier de dimension n dans Rn, la somme de Riemann
1
Nn
∑
k∈Zn∩NW
f
( k
N
)
est égale modulo O(N−∞) à
∑
q≥0
N−q
∑
α∈Nn
|α|=q
C(W,α)
∫⋂
1≤i≤d
αi>0
Hi
Dq−ν(α)f · vα−r(α),
où l’intégrale est prise sur W si l’intersection est vide, et l’intégrale sur un point
signifie l’évaluation en ce point (nous renvoyons au chapitre 7 pour les définitions
des termes de cette formule).
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(ii) Si ∆ ⊂ Rn, n ∈ {1, 2, 3}, est un polytope de Delzant de dimension n à sommets
dans Zn, alors pour tout q ≥ 1 et toute face F ∈ Fm (ensemble des faces de codi-
mension m de ∆) avec m ≤ q, il existe un opérateur différentiel linéaire Rq(F, .) de
degré q −m dépendant seulement de F et impliquant uniquement des dérivées de f
dans des directions normales à F tel que
1
Nn
∑
k∈Zn∩N∆
f
( k
N
)
=
∫
∆
f +
∑
q≥1
N−q
∑
1≤m≤q
F∈Fm
∫ ?
F
Rq(F, f) +O(N−∞).
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Chapitre 2
Opérateurs de Toeplitz
Le but premier de ce chapitre est de rappeler la définition des opérateurs de Toeplitz
sur une variété kählérienne compacte, ainsi que les principaux résultats utiles concernant
ceux-ci. La quantification géométrique est maintenant devenue standard et a fait l’objet
de nombreuses présentations (citons [68, 90] comme références historiques, [101] pour une
synthèse relativement récente), mais sa version semi-classique, plus jeune, l’est sans doute
un peu moins ; c’est pourquoi nous commençons par expliquer brièvement cette procédure.
Celle-ci peut s’appliquer à l’étude des représentations irréductibles des groupes de Lie
compacts ; c’est l’objet de la fameuse « méthode des orbites », que nous évoquons dans
un second temps. Enfin, nous illustrons le propos à l’aide de quelques exemples simples
d’opérateurs de Toeplitz en dimension deux, qui nous serviront pour tester numériquement
nos résultats tout au long de ce travail : il s’agit d’opérateurs sur le tore, la sphère, l’espace
de Bargmann. Concernant ce dernier, l’espace des phases est le plan complexe, qui n’est
pas compact, ce qui nous a amené, afin de pouvoir y travailler avec des opérateurs de
Toeplitz, à introduire des classes de symboles appropriées, très proches de celles utilisées
dans le cas pseudo-différentiel.
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2.1 Quantification géométrique des variétés kählériennes
compactes
Soit M une variété kählérienne compacte connexe, dont la 2-forme fondamentale sera
notée ω. Cela signifie que M est une variété munie d’une structure complexe intégrable,
c’est-à-dire la donnée d’une section J du fibré End(TM) vérifiant J2 = −Id, et d’une forme
symplectique ω, ces deux structures étant compatibles au sens où pour tout point m sur
M et tous vecteurs X,Y ∈ TmM , on a ωm(JmX, JmY ) = ωm(X,Y ) et ωm(X, jX) > 0 dès
que X est non nul. Nécessairement, la dimension de M est paire, égale à 2n. On suppose
que M est munie d’un fibré préquantifiant, autrement dit d’un fibré en droites complexes
L → M holomorphe, hermitien et dont la connexion de Chern ∇ a pour courbure −iω.
L’existence d’un tel fibré n’est pas automatique ; elle est assurée si et seulement si la classe
de cohomologie de ω/(2pi) dans H2(M,R) est entière.
Dans la formulation hamiltonienne de la mécanique classique, l’objet central est la
forme symplectique qui permet d’encoder les équations de la dynamique, et c’est la seule
structure pertinente. Cependant, à la différence du cas où l’espace des phases est un fibré
cotangent T ∗X, il n’existe pas dans le cas compact de variables préférentielles (base/fibre),
et on perd ainsi un moyen de sélectionner, au niveau quantique, une représentation (po-
sition/moment) pour les fonctions d’onde ayant un sens physique. L’ajout de la structure
complexe permet de remplacer celui-ci, en se substituant à la polarisation verticale de
T ∗X ; elle permet de sélectionner des sections holomorphes d’un fibré, comme on l’expli-
quera plus loin. Il existe des constructions permettant de travailler dans le cas où l’on
suppose que la variété est symplectique mais non kählérienne, que ce soit en partant de la
quantification du fibré cotangent T ∗M de la variété symplectique compacte M [12, 18] ou
bien de la donnée d’une structure presque complexe [11], ou en remplaçant le sous-espace
des sections holomorphes par le noyau d’un opérateur de Dirac spinc [76, 75]. Cependant,
nous nous restreindrons dans ce travail au cadre kählérien, une des raisons étant que
dans le cas des surfaces, qui nous intéressera dans les chapitres suivants de ce manuscrit,
cela n’entraîne aucune restriction, puisqu’une structure complexe est automatiquement
intégrable.
Dans les prescriptions usuelles de la quantification géométrique, on se contente des
données de la structure kählérienne et du fibré préquantifiant. Cependant, il s’est avéré
(voir par exemple [101, chapitre 10]) que cette procédure est plus naturelle si on la cor-
rige par un fibré de demi-formes (c’est ce qu’on appelle la correction métaplectique de la
quantification géométrique). Un fibré de demi-formes est la donnée d’un couple (δ, ϕ) où
δ → M est un fibré en droites et ϕ : δ2 → Λn,0T ∗M est un isomorphisme de fibrés en
droites. Un tel fibré existe si et seulement si la première classe de Chern de M est paire ;
lorsqueM est une surface compacte connexe, cette condition est automatiquement vérifiée
grâce à la formule de Riemann-Hurwitz [39, corollaire 10.10]. En général, on introduit un
fibré en droites complexes holomorphe hermitien auxiliaire K, qui servira notamment à
contenir la donnée d’un fibré de demi-formes (on écrira K = δ ou K = L1 ⊗ δ avec L1 un
fibré en droites complexes holomorphe et hermitien).
Soit k un entier supérieur à 1, qui jouera le rôle de paramètre semi-classique (la limite
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semi-classique étant k → +∞) ; moralement, k correspond à l’inverse de la constante de
Planck ~. On considère l’espace Hk = H0(M,Lk ⊗K) des sections holomorphes du fibré
Lk ⊗K →M , et on définit le produit scalaire hermitien
〈φ, ψ〉 =
∫
M
hk(φ, ψ)µM
où hk désigne la forme hermitienne sur Lk⊗K induite par celles de L etK et µM = |ω∧n|/n!
est la mesure de Liouville associée à ω surM . PuisqueM est compacte,Hk est de dimension
finie et est donc muni d’une structure hilbertienne par la donnée de ce produit scalaire.
Notons qu’un des premiers résultats semi-classiques est l’estimation de la dimension de
cet espace
dim(Hk) ∼
(
k
2pi
)n
vol(M)
quand k tend vers +∞. Celle-ci est à rapprocher de la formule de Weyl pour les opéra-
teurs pseudo-différentiels (voir [40, théorème 10.1] par exemple). Revenant au cadre de
la quantification géométrique, on peut donner, à l’aide des théorèmes de Riemann-Roch-
Hirzebruch et d’annulation de Kodaira (voir [63] pour les énoncés de ces résultats et les
définitions des classes caractéristiques) une formule exacte pour cette dimension quand k
est suffisamment grand, à savoir
dim(Hk) =
∫
M
[
ch(Lk ⊗K) ∧ td(M)
]
2n
avec ch(Lk ⊗K) le caractère de Chern du fibré Lk ⊗K →M et td(M) la classe de Todd
de M . Si on introduit la forme ωK de sorte que −iωK soit la courbure de la connexion de
Chern du fibré auxiliaire K, la formule précédente se réécrit :
dim(Hk) =
n∑
j=0
(
k
2pi
)j ∫
M
(ω + k−1ωK)∧j
j! ∧ tdn−j(M)
avec tdj(M) la classe de Todd d’ordre j deM . Puisque td0(M) = 1, on a bien l’équivalent
annoncé. Dans le cas oùM est une surface, il n’est pas difficile de développer cette dernière
formule. Introduisant la forme ωc telle que la courbure de la connexion de Chern du fibré
canonique Λ1,0T ∗M est égale à −iωc, on a td1(M) = −ωc/(4pi) et donc
dim(Hk) = k2pivol(M) +
1
2pi
∫
M
(
ωK − ωc2
)
.
Ainsi, si K = δ est un fibré de demi-formes, le second terme du membre de droite s’annule
et il vient
dim(Hk) = k2pivol(M), (2.1)
qui est bien un entier grâce à la condition assurant l’existence du fibré préquantifiant.
En termes physiques, M est l’espace des phases de la mécanique classique, tandis que
Hk est l’espace d’états de la mécanique quantique. La seconde étape est la quantification
des observables : à une fonction f ∈ C∞(M), on veut associer un opérateur Opk(f) : Hk →
Hk, de sorte que Opk(f) est symétrique si f est à valeurs réelles, et si possible en vérifiant
les conditions de Dirac :
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1. l’application Opk est linéaire,
2. si f est constante, Opk(f) est la multiplication par cette constante,
3. pour f, g ∈ C∞(M), [Opk(f),Opk(g)] = (ik)−1Opk({f, g}).
Il est communément admis qu’une quantification raisonnable ne saurait vérifier ces trois
conditions à la fois (voir par exemple les résultats du type des théorèmes de Groenewold-
Van Hove [46, 95, 94], en particulier [45] pour le cas de la quantification géométrique). Une
façon de résoudre ce problème est de ne plus demander à ce que la troisième condition
soit vraie de manière exacte, mais plutôt au sens semi-classique : [Opk(f),Opk(g)] =
(ik)−1Opk({f, g}) +Rk où Rk est un opérateur dont la norme subordonnée à 〈., .〉 est un
O(k−2).
Supposons que K = L1 ⊗ δ, avec (δ, ϕ) un fibré de demi-formes et L1 un fibré en
droites complexes holomorphe et hermitien. Si le flot hamiltonien de f ∈ C∞(M) préserve
la structure complexe de M , alors la formule
Opk(f) = f +
1
ik
(
∇Lk⊗L1Xf ⊗ Id + Id⊗ LXf
)
,
où ∇Lk⊗L1 est la connexion induite par les connexions de Chern de L et L1 et LX agit sur
les demi-formes de sorte que 2ϕ((LXs)⊗s) = LXϕ(s⊗2), avec LX la dérivée de Lie usuelle
sur les formes, définit un opérateur de Hk dans Hk. Cette formule est à rapprocher de
la prescription originelle de Kostant et Souriau. Maintenant, si on considère f ∈ C∞(M)
quelconque, LXf n’a aucune raison de préserver le fibré canonique, et il convient d’intro-
duire
DX : Ωn,0(M)→ Ωn,0(M), α 7→ p(LXα),
avec p la projection de ΛnT ∗M sur Λn,0T ∗M de noyau ⊕n`=1 Λn−`,`T ∗M . Comme précé-
demment, on définit alors un opérateur DX agissant sur les demi-formes tel que
2ϕ((DXs)⊗ s) = DXϕ(s⊗2). On pose
Opk(f) = Πk
(
f + 1
ik
(
∇Lk⊗L1Xf ⊗ Id + Id⊗DXf
))
, (2.2)
où Πk désigne le projecteur orthogonal de L2(M,Lk ⊗ K) sur Hk. On peut donner une
écriture de Opk(f) ne dépendant que de K [21, section 1.4] :
Opk : f 7→ Πk
(
f − i
k
∇Lk⊗KXf +
1
2k∆f
)
Πk, (2.3)
avec ∆ le laplacien holomorphe agissant sur C∞(M). En adaptant un argument dû à
Tuynman [93] (voir aussi [21]), on obtient
Opk(f) = Πk
(
f − 12k∆f
)
. (2.4)
Ainsi, Opk(f) agit comme la projection de la multiplication par une fonction de C∞(M)
dépendant de k.
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2.2 Opérateurs de Toeplitz, calcul symbolique
Bien évidemment, on voudrait pouvoir composer deux tels opérateurs ; la question
qui se pose alors est la suivante : si f et g sont deux fonctions de classe C∞ sur M ,
a-t-on en général Opk(f) ◦ Opk(g) = Opk(h) pour une certaine fonction h ∈ C∞(M) ?
Sur la formule (2.4), on voit d’une part qu’il est plus raisonnable d’espérer que Opk(f) ◦
Opk(g) = Opk(h(., k)), avec h(., k) dépendant de k d’une manière restant à préciser, et
d’autre part que le projecteur Πk pose problème ; c’est justement l’étude du comportement
asymptotique du noyau de ce projecteur, menée dans [47] dans le cas homogène (voir
aussi [104]), qui se révèle cruciale. On peut montrer, via des arguments de type phase
stationnaire tirant parti de cette asymptotique, que le composé Opk(f) ◦Opk(g) est de la
forme
Tk = Πkf(., k)Πk +Rk (2.5)
où f(., k) est une suite de C∞(M) admettant un développement asymptotique de la forme∑
`≥0 k−`f` pour la topologie C∞ et la norme de Rk est un O(k−∞). On appelle opérateur
de Toeplitz tout opérateur du type (2.5) ; le résultat essentiel suivant est une conséquence
des travaux de Boutet de Monvel et Guillemin [12] (voir aussi [9, 19, 47]).
Théorème 2.2.1. L’ensemble T des opérateurs de Toeplitz est une ∗-algèbre admettant
Πk comme unité. L’application symbole
σcont : T → C∞(M)[[~]],
qui envoie Tk sur la série formelle
∑
`≥0 ~`f` est bien définie, surjective, et de noyau l’idéal
des opérateurs de Toeplitz qui sont un O(k−∞). Plus précisément, pour tout entier ` ≥ 0,
‖Tk‖ = O(k−`) si et seulement si σcont(Tk) = O(~`).
Le symbole σcont est appelé symbole contravariant. On peut définir d’autres symboles,
dont le symbole normalisé
σnorm(Tk) =
(
Id + ~2∆
)
σcont(Tk).
C’est le symbole que nous utiliserons systématiquement : quand nous parlerons de « sym-
bole sous-principal », nous sous-entendrons le terme sous-principal du symbole normalisé.
Ce symbole possède notamment la bonne propriété suivante : si Sk, Tk sont deux opé-
rateurs de Toeplitz de symboles normalisés respectifs f(., k) et g(., k), alors SkTk est un
opérateur de Toeplitz de symbole principal f0g0 et de symbole sous-principal
f0g1 + f1g0 +
1
2i {f0, g0} .
De plus, le quantifié Opk(f) d’une fonction f ∈ C∞(M) défini par la formule (2.3) est
un opérateur de Toeplitz de symbole principal f et de symbole sous-principal nul, comme
on peut le vérifier facilement grâce à l’équation (2.4). En outre, le symbole σnorm possède
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les bonnes propriétés usuelles : un opérateur de Toeplitz est autoadjoint (respectivement
unitaire) si et seulement si son symbole est à valeurs réelles (respectivement à valeurs dans
S1). Pour plus de détails sur le calcul symbolique, on renvoie aux articles [19, 21]. Citons
néanmoins un dernier résultat très utile concernant le calcul fonctionnel des opérateurs de
Toeplitz.
Proposition 2.2.2 ([19]). Soit Tk un opérateur de Toeplitz autoadjoint de symbole∑
`≥0 ~`t` et g une fonction de C∞(R,C). Alors g(Tk) est un opérateur de Toeplitz de
symbole principal g(t0).
L’algèbre d’opérateurs ainsi construite dépend du choix des données de la préquantifi-
cation. Une question naturelle est de savoir jusqu’à quel point, et des éléments de réponse
sont donnés par Charles dans [23] ; un fibré préquantifiant étant fixé, au niveau princi-
pal, la classe d’isomorphisme de l’algèbre des opérateurs de Toeplitz ne dépend que de la
classe d’isomorphisme du fibré auxiliaire K. C’est-à-dire que si ja, jb sont deux structures
complexes compatibles avec ω, si Ka → (M,ω, ja), Kb → (M,ω, jb) sont deux fibrés en
droites complexes holomorphes et hermitiens et si on note Hk(a) = H0ja(M,Lk ⊗Ka) et
Hk(b) = H0jb(M,Lk ⊗Kb) les espaces de Hilbert correspondants, alors il existe un opéra-
teur intégral de Fourier Uk : Hk(a) → Hk(b) vérifiant U∗kUk = IdHk(a) et UkU∗k = IdHk(b)
pour k suffisamment grand si et seulement si les fibrés Ka et Kb sont isomorphes en tant
que fibrés hermitiens. Pour un tel opérateur Uk, si T ak est un opérateur de Toeplitz agis-
sant sur Hk(a), alors UkT akU∗k est un opérateur de Toeplitz agissant sur Hk(b) de même
symbole principal. Le fait remarquable est que le choix de la structure complexe n’inter-
vient pas. Si on veut comprendre ce qu’il se passe au niveau sous-principal, il convient
de s’intéresser aux fibrés de demi-formes. Supposons que M admet au moins un fibré de
demi-formes et que H1(M,Z/2Z) = {0} (ce qui assure que tous les fibrés de demi-formes
au-dessus de M sont équivalents) ; si δa → M , δb → M sont deux fibrés de demi-formes,
et si Hk(a) = H0ja(M,Lk ⊗ δa) et Hk(b) = H0jb(M,Lk ⊗ δb), alors il existe un opérateur
intégral de Fourier Uk : Hk(a)→ Hk(b) vérifiant les mêmes propriétés que précédemment.
En outre, les symboles principaux et sous-principaux de T ak et T bk coïncident.
Enfin, notons que, comme l’avaient déjà exploité Boutet de Monvel et Guillemin [12]
dans le cadre de la théorie homogène (sans petit paramètre), les opérateurs de Toeplitz
ont les mêmes propriétés microlocales que les opérateurs pseudo-différentiels, au sens où il
existe localement des opérateurs intégraux de Fourier « presque unitaires » (nous donne-
rons une véritable définition plus loin) dont l’action par conjugaison envoie les opérateurs
de Toeplitz sur les opérateurs pseudo-différentiels. Dans un cadre semi-classique, on peut
trouver une discussion de cette équivalence dans [24]. En outre, nous étudions celle-ci
dans le cas particulier des opérateurs de Toeplitz définis sur les espaces de Bargmann (qui
apparaissent dans la quantification géométrique du plan complexe) dans la section 5.3,
en tirant profit des propriétés de la transformée de Bargmann, qui définit un opérateur
de Fourier unitaire global. Dans le cas général, on peut construire localement des opéra-
teurs intégraux de Fourier pour se ramener aux espaces de Bargmann (c’est d’ailleurs la
démarche de départ des chapitres 4 et 5).
Grâce à cette équivalence microlocale, on s’attend à ce que les résultats obtenus pour
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les opérateurs pseudo-différentiels s’etendent aux opérateurs de Toeplitz. Néanmoins, les
invariants géométriques qui entrent en jeu (actions, indices de Maslov) ne sont pas de même
nature et les techniques employées, si elles peuvent s’adapter au cadre de la quantifica-
tion géométrique, ne se transposent pas telles quelles. Ainsi, l’analyse semi-classique des
opérateurs de Toeplitz n’est pas une conséquence triviale de celle des opérateurs pseudo-
différentiels.
2.3 La méthode des orbites coadjointes
Il est particuliérement intéressant d’étudier les orbites sous l’action coadjointe d’un
groupe de Lie sur le dual de son algèbre de Lie. D’une part, celles-ci fournissent une vaste
classe d’exemples de variétés symplectiques (et même kählériennes dans le cas compact).
D’autre part, il existe une philosophie générale, qui se traduit par des résultats concrets
dans un certain nombres de cas, appelée « méthode des orbites », qui prédit qu’on peut
comprendre les représentations irréductibles des groupes de Lie à travers la quantification
de leurs orbites coadjointes. Pour une introduction à cette méthode et une synthèse des
divers résultats qu’elle a permis d’obtenir mais aussi de ses écueils, nous renvoyons à
l’article [67]. Enfin, les calculs dans le cas de G = SU(2) donnent un éclairage sur la
quantification géométrique de la sphère.
2.3.1 Représentation coadjointe
Soit G un groupe de Lie compact d’élément neutre e et g = TeG son algèbre de Lie.
Le groupe G agit sur lui-même par conjugaison :
G×G→ G, (g, x) 7→ Ag(x) = gxg−1;
e est un point fixe pour cette action. On obtient donc une action de g sur g, appelée action
adjointe, donnée par
Adg : g→ g, ξ 7→ dAg(e)ξ = d
dt
∣∣∣∣
t=0
g exp(tξ)g−1,
où exp : g → G désigne l’application exponentielle. On peut alors en déduire une action
de G sur le dual g∗ de g en posant pour g ∈ G, Ad∗g = (Adg−1)∗ (avec g−1 pour avoir une
action à gauche), c’est-à-dire
∀(`, ξ) ∈ g∗ × g
〈
Ad∗g(`), ξ
〉
=
〈
`,Adg−1(ξ)
〉
avec 〈., .〉 : g × g∗ → K = R ou C l’appariement naturel donné par 〈`, ξ〉 = `(ξ). Il peut
être utile de considérer les versions infinitésimales de ces actions, autrement dit les actions
adη et ad∗η, η ∈ g définies par
∀ξ ∈ g adη(ξ) = d
dt
∣∣∣∣
t=0
Adexp(tη)(ξ)
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et
∀` ∈ g∗ ad∗η(`) =
d
dt
∣∣∣∣
t=0
Ad∗exp(tη)(`).
On peut fournir une expression simplifiée de celles-ci. Introduisons le crochet de Lie [., .]
sur g provenant des champs de vecteurs invariants à gauche. Plus précisément, si ξ ∈ g,
le champ de vecteurs invariant à gauche associé à ξ est XLξ (g) = dLg(e)ξ où Lg est la
multiplication à gauche par g dans G : Lg(h) = gh ; le crochet de Lie est alors donné par
[ξ, η] = LXL
ξ
XLη .
Lemme 2.3.1. Soit η ∈ g. Alors :
1. ∀ξ ∈ g, adη(ξ) = [η, ξ],
2. ∀` ∈ g∗, ∀ξ ∈ g,
〈
ad∗η(`), ξ
〉
= 〈`, [ξ, η]〉.
Démonstration. Rappelons tout d’abord qu’on peut également définir le champ de vecteurs
invariant à droite engendré par ξ ∈ g en remplaçant la multiplication à gauche Lg par la
multiplication à droite Rg. En outre, le flot de XLξ est donné par φ
ξ
t (g) = g exp(tξ) et
satisfait (φξt )−1(h) = h exp(−tξ) = Rexp(−tξ)(h).
Par définition, adη(ξ) = ddt
∣∣∣
t=0
dAexp(tξ)(e)ξ. Mais pour g ∈ G, on a Ag = Rg−1 ◦Lg et
donc dAg(e) = dRg−1(g) ◦ dLg(e). On en déduit
adη(ξ) =
d
dt
∣∣∣∣
t=0
dRexp(−tη)(exp(tη))
(
dLexp(tη)(e)ξ
)
= d
dt
∣∣∣∣
t=0
d(φηt )−1(φt(e))XLξ (φt(e))
= (LXLη XLξ )(e)
et on obtient la formule annoncée dans le premier point. Le second est une conséquence
directe de celle-ci.
2.3.2 Structure symplectique des orbites
Il s’avère que les orbites pour l’action coadjointe sont des variétés symplectiques ;
attachons-nous à démontrer ce fait. Soit Ω ⊂ g∗ une orbite pour l’action coadjointe,
c’est-à-dire qu’il existe ` ∈ g∗ tel que Ω est l’ensemble des Ad∗g(`) pour g parcourant G.
On note Stab(`) =
{
g ∈ G,Ad∗g(`) = `
}
⊂ G le stabilisateur de ` ∈ g∗. Si ` ∈ Ω, on a une
suite exacte
0→ Stab(`)→ G→ Ω→ 0
dont découle la suite exacte
0→ stab(`) = Te Stab(`)→ g→ T`Ω→ 0.
Le quotient g/ stab(`) s’identifie à l’espace tangent T`Ω via l’application ξ 7→ ad∗ξ(`). Pour
construire une forme bilinéaire sur T`Ω, il suffit donc de trouver une forme bilinéaire sur
g dont le noyau contient stab(`).
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Lemme 2.3.2. L’application B` : g× g→ K, (ξ, η) 7→ 〈`, [η, ξ]〉 est une forme bilinéaire
antisymétrique sur g dont le noyau est stab(`). De plus, elle vérifie
∀g ∈ Stab(`), ∀ξ, η ∈ g, B`(Adg(ξ),Adg(η)) = B`(ξ, η). (2.6)
Démonstration. B` est clairement bilinéaire antisymétrique. En outre, son noyau est l’en-
semble des ξ ∈ g tels que pour tout η ∈ g,
〈
ad∗ξ(`), η
〉
= 0 ; c’est la caractérisation de
l’espace tangent stab(`). Maintenant, soit g ∈ Stab(`) ; on a
B`(Adg(ξ),Adg(η)) = 〈`, [Adg(η),Adg(ξ)]〉 .
Or on vérifie que [Adg(η),Adg(ξ)] = Adg ([η, ξ]) ; cela implique que
B`(Adg(ξ),Adg(η)) =
〈
Ad∗g−1(`), [η, ξ]
〉
,
ce qui permet de conclure que B`(Adg(ξ),Adg(η)) = B`(ξ, η) car g ∈ Stab(`).
On obtient donc une forme bilinéaire antisymétrique non dégénérée sur chaque espace
tangent T`Ω qui s’exprime ainsi :
ω`(ad∗ξ(`), ad∗η(`)) = B`(ξ, η).
Lemme 2.3.3. La 2-forme ω est fermée.
Démonstration. Si on pose X = ad∗ξ(`), Y = ad∗η(`) et Z = ad∗ζ(`), on a :
(dω)`(X,Y, Z) = LXω`(Y, Z)− LY ω`(X,Z) + LZω`(X,Y )
−ω` ([X,Y ] , Z) + ω` ([X,Z] , Y )− ω` ([Y, Z] , X) .
(2.7)
Or ω`(ad∗η(`), ad∗ζ(`)) = 〈`, [ζ, η]〉 donc
Lad∗ξ(`)ω`(ad∗η(`), ad∗ζ(`)) =
〈
ad∗ξ(`), [ζ, η]
〉
= 〈`, [[ζ, η] , ξ]〉 ;
on en déduit que la somme des trois premiers termes du membre de droite dans (2.7) est
égale à
〈`, [ξ, [η, ζ]] + [ζ, [ξ, η]] + [η, [ζ, ξ]]〉
qui est nul grâce à l’identité de Jacobi. En outre, on a
ω`
([
ad∗ξ(`), ad∗η(`)
]
, ad∗ζ(`)
)
= ω`
(
ad∗[ξ,η](`), ad∗ζ(`)
)
= 〈`, [ζ, [ξ, η]]〉
ce qui permet de montrer que la somme des trois derniers termes s’annule.
Ainsi, l’orbite coadjointe Ω est munie de la forme symplectique ω, dite forme de Kirillov-
Kostant-Souriau.
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2.3.3 Application moment
On a même encore mieux : les orbites sont des variétés symplectiques munies de la
G-action donnée par l’action coadjointe, et cette action est en fait hamiltonienne. Soit Ω
une orbite coadjointe munie de la forme ω de Kirillov-Kostant-Souriau.
Lemme 2.3.4. L’action coadjointe de G sur Ω s’effectue par symplectomorphismes.
Démonstration. Soient ` ∈ Ω et g ∈ Stab(`). Alors le pullback de ω par Ad∗g est donné par
((Ad∗g)∗ω)`(ad∗ξ(`), ad∗η(`)) = ω`(Ad∗g(ad∗ξ(`)),Ad∗g(ad∗η(`)))
car g ∈ Stab(`) et Ad∗g est linéaire. Mais〈
Ad∗g(ad∗ξ(`)), ζ
〉
=
〈
ad∗ξ(`),Adg−1(ζ)
〉
=
〈
`,
[
Adg−1(ζ), ξ
]〉
=
〈
`,Adg−1([ζ,Adg(ξ)])
〉
=
〈
Ad∗g(`), [ζ,Adg(ξ)]
〉
= 〈`, [ζ,Adg(ξ)]〉 ,
donc Ad∗g(ad∗ξ(`)) = ad∗Adg(ξ)(`) ; par conséquent, il vient que
((Ad∗g)∗ω)`(ad∗ξ(`), ad∗η(`)) = B`(Adg(ξ),Adg(η)), et on conclut par la propriété (2.6).
Définition 2.3.5. Soit (M,ω) une variété symplectique sur laquelle agit un groupe de
Lie G par symplectomorphismes (on dit que l’action est symplectique). L’action est dite
hamiltonienne s’il existe une application µ : M → g∗ qui vérifie
1. ∀ξ ∈ g, dµξ + iξ#ω = 0 où µξ = 〈µ, ξ〉 et ξ# est le champ de vecteurs sur M donné
par ξ#(m) = ddt
∣∣∣
t=0
exp(tξ).m,
2. µ est équivariante par rapport à l’action de G sur M et l’action coadjointe de G sur
g∗, en d’autres termes
∀(g,m) ∈ G×M µ(g.m) = Ad∗g(µ(m)).
Une telle application µ est appellée application moment pour l’action de G sur M .
Proposition 2.3.6. L’action coadjointe de G sur Ω est hamiltonienne, et l’inclusion
µ : Ω→ g∗ est une application moment pour celle-ci.
Démonstration. Dans ce cas, le champ de vecteur engendré par ξ sur M est ξ# = ad∗ξ ,
ce qui implique que (iξ#ω)`(ad∗η(`)) = ω`(ad∗ξ(`), ad∗η(`)) = 〈`, [η, ξ]〉. D’autre part, on a
µξ(`) = 〈`, ξ〉 donc dµξ(`) ad∗η(`) = 〈`, [ξ, η]〉.
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2.3.4 Le cas de SU(2)
Les exemples typiques de groupes de Lie sont les groupes matriciels ; on traite ici le cas
du groupe spécial unitaire SU(2), qui permet d’illustrer ce qui précède et intervient dans
la quantification de la sphère. Dans ce paragraphe, on va identifier les orbites coadjointes
et expliciter la forme de Kirillov-Kostant-Souriau.
Le groupe de Lie SU(2) est formé des matrices carrées de taille 2 qui sont unitaires et
de déterminant 1 ; c’est l’ensemble des matrices de la forme(
α −β¯
β α¯
)
, α, β ∈ C, |α|2 + |β|2 = 1.
L’algèbre de Lie su(2) est formée des matrices du type(
iα β
−β¯ −iα
)
, α ∈ R, β ∈ C;
elle s’identifie avec R3 à travers l’isomorphisme
ϕ : su(2)→ R3,
(
iα β1 + iβ2
−β1 + iβ2 −iα
)
7→ (β2,−β1, α),
de sorte que ϕ(J`) = e`, ` = 1, 2, 3, où
J1 =
(
0 i
i 0
)
, J2 =
(
0 −1
1 0
)
, J3 =
(
i 0
0 −i
)
et (e1, e2, e3) est la base canonique de R3. Le crochet de Lie dans su(2) est le commutateur
[A,B] = AB − BA ; un calcul direct (en raisonnant sur les éléments de base J1, J2, J3)
démontre le lemme suivant :
Lemme 2.3.7. Soient A,B ∈ su(2) ; alors ϕ([A,B]) = 2ϕ(A) ∧ ϕ(B), le symbole ∧
désignant le produit vectoriel.
En outre, su(2) est munie du produit hermitien
〈.|.〉 : su(2)× su(2)→ C, (A,B) 7→ 12 Tr(A
∗B)
qui est invariant par l’action adjointe de SU(2). Il permet donc d’identifier su(2)∗ à su(2)
et les actions adjointe et coadjointe. De plus, la base (J1, J2, J3) est orthonormale pour ce
produit scalaire. Encore une fois, un calcul direct donne :
Lemme 2.3.8. Soient A,B ∈ su(2) ; alors 〈A|B〉 = (ϕ(A)|ϕ(B)) avec (.|.) le produit
scalaire usuel sur R3.
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On est alors en mesure de comprendre à quoi ressemblent les orbites coadjointes. En
effet, le produit scalaire 〈.|.〉 étant invariant par l’action coadjointe, deux matrices A et
B appartenant à la même orbite vérifient ‖ϕ(A)‖2 = ‖ϕ(B)‖2. On en déduit que l’image
de l’orbite de A ∈ su(2) par ϕ est contenue dans la sphère de R3 centrée à l’origine et de
rayon ‖ϕ(A)‖. Reste à montrer que l’action est transitive sur les sphères. Il suffit de se
rappeler qu’une matrice de su(2) est conjuguée par une matrice de SU(2) à une matrice
diagonale dont les entrées sont iλ et −iλ pour un certain λ ∈ R, et qu’alors 〈A|A〉 = λ2.
Intéressons-nous dorénavant au cas R = 1. Remarquons que SU(2) agit de manière
naturelle sur C2 ; on en déduit une action sur la droite projective complexe CP1. Or CP1
s’identifie à la sphère S2 = {(x, y, z) ∈ R3, x2 + y2 + z2 = 1} ⊂ R3 via la projection
stéréographique piN : S2 → CP1 (de pôle nord sur le plan équatorial).
Lemme 2.3.9. L’action naturelle de SU(2) sur CP1 correspond à l’action coadjointe de
SU(2) sur Ω = ϕ−1(S2) :
∀A ∈ SU(2),∀u ∈ CP1, (ϕ−1 ◦ pi−1N )(A.u) = A(ϕ−1 ◦ pi−1N )(u)A−1.
Démonstration. Soit z ∈ C ∪ {∞} et posons Z = (ϕ−1 ◦ pi−1N )([1 : z]). Puisque
pi−1N ([1 : z]) = 11+|z|2 (2<(z), 2=(z), |z|2 − 1), on a
Z = i1 + |z|2
(
1− |z|2 2z¯
2z |z|2 − 1
)
.
Soit donc A =
(
α −β¯
β α¯
)
, |α|2 + |β|2 = 1, un élément de SU(2). Après calcul, on obtient
que AZA−1 = i(1 + |z|2)−1B avec
B =
(
(|α|2 − |β|2)(1− |z|2)− 4<(αβz¯) 2(αβ¯(1− |z|2) + α2z¯ − β¯2z)
2(α¯β(1− |z|2) + α¯2z − β2z¯) 4<(αβz¯)− (|α|2 − |β|2)(1− |z|2)
)
.
D’autre part, A.[1 : z] = [1 : w] avec w = (β + α¯z)/(α− β¯z). Il vient alors
(ϕ−1 ◦ pi−1N )(A.[1 : z]) = i(|α− β¯z|2 + |β + α¯z|2)−1C où
C =
(
|α− β¯z|2 − |β + α¯z|2 2(α− β¯z)(β¯ + αz¯)
2(α¯− βz¯)(β + α¯z) |β + α¯z|2 − |α− β¯z|2
)
.
On conclut en remarquant que
|α− β¯z|2 + |β + α¯z|2 = (|α|2 + |β|2)(1 + |z|2) = 1 + |z|2
et
|α− β¯z|2 − |β + α¯z|2 = (|α|2 − |β|2)(1− |z|2)− 4<(αβz¯).
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On peut se servir de cette propriété pour montrer que l’action naturelle de SU(2) sur
CP1 est hamiltonienne et calculer son application moment. La droite projective complexe
est munie de la forme symplectique ωFS associée à la structure kählérienne de Fubini-Study,
qui vérifie pi∗NωFS = −12ωS2 , où ωS2 est la forme symplectique standard sur S2 :
∀u ∈ S2,∀v, w ∈ TuS2 (ωS2)u(v, w) = (u|v ∧ w).
D’autre part, Ω = ϕ−1(S2) est munie de la forme symplectique de Kirillov-Kostant-Souriau
qui s’écrit ici
∀X ∈ Ω,∀A,B ∈ TXΩ (ωKKS)X([A,X] , [B,X]) = 〈X| [B,A]〉.
Lemme 2.3.10. Le pullback par ϕ de ωS2 est égal à −2ωKKS.
Démonstration. ϕ étant linéaire, on a (ϕ∗ωS2)X([A,X] , [B,X]) = ωS2(ϕ([A,X]), ϕ([B,X])).
En utilisant le lemme 2.3.7, cela donne
(ϕ∗ωS2)X([A,X] , [B,X]) = 4 (ϕ(X)|(ϕ(A) ∧ ϕ(X)) ∧ (ϕ(B) ∧ ϕ(X))) ;
or on a en toute généralité l’égalité (u ∧ w) ∧ (v ∧ w) = (u ∧ w|v)w qui fait intervenir le
produit mixte des trois vecteurs u, v, w. Comme ϕ(X) appartient à S2, on en déduit
(ϕ∗ωS2)X([A,X] , [B,X]) = 4 (ϕ(X)|ϕ(A) ∧ ϕ(B))
et finalement, grâce aux lemmes 2.3.7 et 2.3.8
(ϕ∗ωS2)X([A,X] , [B,X]) = 2〈X| [A,B]〉.
Corollaire 2.3.11. L’action naturelle de SU(2) sur CP1 est hamiltonienne par rapport à
ωFS, d’application moment µ = ϕ−1 ◦ pi−1N .
Démonstration. On sait que l’action coadjointe de SU(2) sur Ω = µ(CP1) munie de la
forme de Kirillov-Kostant-Souriau est hamiltonienne d’application moment l’inclusion I :
Ω → su(2). Or µ∗ωKKS = ωFS et l’action naturelle de SU(2) sur CP1 est transformée par
µ en l’action coadjointe.
2.3.5 La méthode des orbites dans le cas compact
Terminons en évoquant un des premiers résultats positifs de la méthode des orbites, le
cas d’un groupe de Lie compact. Dans ce cas, on peut obtenir toutes les représentations ir-
réductibles unitaires de G comme espaces de sections holomorphes de fibrés préquantifiants
au-dessus de certaines orbites coadjointes.
Par la suite, on supposera plus précisément que G est compact et de centre fini ; il
est alors relativement simple de montrer que les orbites coadjointes sont munies d’une
structure kählérienne dont la 2-forme fondamentale est la forme symplectique de Kirillov-
Kostant-Souriau. La quantification géométrique d’une orbite préquantifiable fournit alors
une représentation irréductible unitaire de G.
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2.3.5.1 La forme de Killing
On définit la forme de Killing comme l’application bilinéaire
Kil : g× g→ R, (ξ, η) 7→ −Tr(adξ ◦ adη)
Notons que cette définition de la forme de Killing diffère d’un signe de la définition clas-
sique ; notre choix se justifie par le fait qu’alors cette forme sera positive et non négative
comme c’est le cas avec la définition usuelle.
Lemme 2.3.12. Kil est une forme bilinéaire symétrique invariante par l’action adjointe.
Démonstration. Kil est clairement linéaire à gauche et symétrique. Soient g ∈ G et ξ, η ∈
g ; on a Kil(Adg(ξ),Adg(η)) = −Tr(adAdg(ξ) ◦ adAdg(η)). Or, pour ζ ∈ g, on a(
adAdg(ξ) ◦ adAdg(η)
)
(ζ) = [Adg(ξ), [Adg(η), ζ]]
= Adg
([
ξ,Adg−1 ([Adg(η), ζ])
])
= Adg
([
ξ,
[
η,Adg−1(ζ)
]])
= (Adg ◦ adξ ◦ adζ ◦Ad−1g )(ζ).
Les traces de adAdg(ξ) ◦ adAdg(η) et adξ ◦ adζ sont donc égales, ce qui prouve que
Kil(Adg(ξ),Adg(η)) = Kil(ξ, η).
On suppose maintenant que G est compact, connexe et que son centre est fini (ce qui
implique que le centre de l’algèbre de Lie g est trivial).
Proposition 2.3.13. La forme de Killing de g est définie positive.
Démonstration. Soit (.|.) n’importe quel produit scalaire sur g, et soit µ une mesure de
Haar à droite sur G. On pose, pour ξ, η dans g,
B(ξ, η) =
∫
G
(Adg(ξ)|Adg(η))dµ(g).
Par construction, B est une forme bilinéaire symétrique définie positive invariante pour
l’action adjointe, ce qui signifie que l’image de l’application Ad : G→ GL(g) est contenue
dans le groupe orthogonal O(g, B). Par suite, l’image de l’application ad : g→ GL(g) est
contenue dans l’algèbre de Lie Lie(O(g, B)), c’est-à-dire l’ensemble des endomorphismes
anti-adjoints pour B. Si on étend B en un produit scalaire hermitien sur g ⊗ C, et si
ξ appartient à g, d’après le théorème spectral, on peut trouver une base orthonormale
de g ⊗ C dans laquelle l’action de adξ est diagonale à coefficients imaginaires purs. Par
conséquent, la trace de ad2ξ est négative, et donc Kil(ξ, ξ) ≥ 0.
Si Kil(ξ, ξ) = 0, alors toutes les valeurs propres de adξ sont nulles, d’où adξ = 0. ξ est
donc un élément du noyau de ad, qui est réduit à {0} puisque le centre de g est trivial.
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2.3.5.2 Structure complexe des orbites coadjointes
Soient Ω une orbite coadjointe, ` ∈ Ω et ω la forme de Kirillov-Kostant-Souriau sur Ω.
Rappelons que l’application G/S → Ω, [g] 7→ Ad∗g(`), où S = Stab(`), est un difféomor-
phisme équivariant, qui induit un difféomorphisme g/s→ T`Ω, [ξ] 7→ ad∗ξ(`), où s = Lie(S).
Si on désire obtenir une structure complexe linéaire sur T`Ω, il suffit donc de la construire
sur g/s ' m = s⊥.
D’après le théorème de représentation de Riesz, il existe un unique endomorphisme Γ`
de m tel que
∀ξ, η ∈ m ω`(ξ, η) = Kil(Γ`ξ, η).
Γ` est anti-adjoint par antisymétrie de ω`, et inversible puisque cette dernière est non-
dégénérée. Soit Γ` = |Γ`|J` la décomposition polaire de Γ`, avec |Γ`| autoadjoint défini
positif, et J` dans O(m,Kil). Comme Γ` est anti-adjoint, |Γ`| est inversible et J` et |Γ`|
commutent, J` est également anti-adjoint. Finalement, on a J2` = −Id, ce qui signifie que
J` est une structure complexe sur m.
2.3.5.3 Structure kählérienne des orbites
Il s’avère que la structure complexe définie précédemment est compatible avec la struc-
ture symplectique.
Lemme 2.3.14. Pour ξ, η ∈ m, on a ω`(J`ξ, J`η) = ω`(ξ, η). De plus, la forme bilinéaire
symétrique ω`(., J`.) est définie positive.
Démonstration. Pour le premier point, on a
ω`(J`ξ, J`η) = Kil(Γ`J`ξ, J`η)
= Kil(J`Γ`ξ, J`η)
= Kil(Γ`ξ, η) car J` ∈ O(m,Kil)
= ω`(ξ, η).
Pour montrer la deuxième propriété, on calcule
ω`(ξ, J`ξ) = Kil(Γ`ξ, J`ξ)
= Kil(J∗` Γ`ξ, ξ)
= Kil(|Γ`|ξ, ξ)
et on conclut en se rappelant des propriétés de Kil et |Γ`|.
Pour montrer que Ω est kählérienne, il reste à vérifier que la structure complexe J ainsi
obtenue est intégrable. Ce résultat est vrai, mais nous n’en ferons pas la démonstration
ici ; pour une preuve (utilisant le théorème de Newlander-Nirenberg), on peut se référer à
[6, proposition 8.39].
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2.3.5.4 Quantification et représentations irréductibles
Pour clore cette partie, nous allons brièvement expliciter la relation entre les repré-
sentations irréductibles unitaires du groupe G (qui est, rappelons-le, supposé compact,
connexe et de centre fini) et la quantification de ses orbites coadjointes. Nous ne voulons
pas rentrer dans les détails de la théorie des représentations, et supposerons donc connus
les définitions et résultats classiques de celle-ci. En outre, nous ne donnerons aucune preuve
dans cette section. Pour plus de détails, nous renvoyons à [66, 67, 68].
Soit T un tore maximal de G et t son algèbre de Lie. Soit
X(T ) = {` ∈ it∗, ∀ξ ∈ L 〈`, ξ〉 ∈ 2ipiZ}
le réseau des caractères de T , où L ⊂ t est le noyau de l’application exponentielle de t
dans T . On peut montrer que X(T ) est isomorphe au groupe Tˆ des caractères de T , plus
précisément, que tout caractère est de la forme
∀t ∈ t, χ(exp(t)) = exp(〈`, t〉) (2.8)
pour un certain ` dans X(T ).
De plus, soit gC la complexification de g, et R ⊂ it∗ le système de racines de gC. Si
α appartient à R, on note α∨ la coracine associée. On fixe une base de racines simples
α1, . . . , αr ∈ R ; un poids ` ∈ X(T ) est dit dominant si pour toute racine simple αi, la
quantité 〈`, α∨i 〉 appartient à N. On note X+(T ) l’ensemble des poids dominants.
D’une part, il est standard qu’il existe une bijection entre les représentations irréduc-
tibles unitaires de G et l’ensemble X+(T ). D’autre part, il s’avère qu’on peut construire
toutes ces représentations comme espaces de sections holomorphes de fibrés en droites
complexes au-dessus d’orbites coadjointes. Expliquons rapidement pourquoi.
Soit M un G-espace homogène, c’est-à-dire une variété munie d’une action lisse et
transitive σ : G ×M → M . Un fibré en droites complexes L → M est dit homogène s’il
existe une action lisse transitive σL : G× L→ L telle que pour tout g ∈ G et m ∈M
1. σL(g)Lm = Lσ(g)m,
2. σL(g)|Lm : Lm → Lσ(g)m est un isomorphisme C-linéaire.
Si de plus L est hermitien, on demandera également que pour tout g ∈ G, σL(g) soit une
isométrie.
Pour commencer, toutes les orbites coadjointes peuvent s’écrire sous la forme Ω` avec
` ∈ t∗. Maintenant, pour un tel ` ∈ t∗, (Ω`, ωKKS) admet un fibré préquantifiant homogène
si et seulement si l’élément i` de it∗ appartient à X(T ) (voir par exemple [68, section
5.7]). Plus précisément, si i` ∈ X(T ), on note τ` le caractère donné par la formule (2.8).
Il est possible de montrer qu’on peut étendre τ` en un caractère χ` de Stab(`). Le groupe
Stab(`) agit alors sur G× C à droite par
∀(g, z) ∈ G× C, ∀h ∈ G, (g, z).h = (gh, χ`(h−1)z).
On note G×χ` C l’espace des orbites pour cette action. On définit la projection
pi : G×χ` C→ G/ Stab(`), [g, z] 7→ g Stab(`).
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Alors (L` = G×χ` C, pi) est un fibré homogène préquantifiant au-dessus de
(G/ Stab(`) = Ω`, ωKKS). Le groupe G agit alors sur l’espace H0(Ω`, L`) des sections ho-
lomorphes de ce fibré par
∀s ∈ H0(Ω`, L`),∀m ∈M, (σ˜(g)s) (m) = σL`(g)
(
s(σ(g−1)m)
)
où σ : G× Ω` → Ω` est donnée par σ(g)[h, z] = [gh, z].
Théorème 2.3.15 (Borel-Weil). L’espace H0(Ω`, L`) est non réduit à zéro si et seulement
si i` ∈ X+(T ), et dans ce cas le procédé décrit ci-dessus fournit une représentation irréduc-
tible unitaire de G de plus haut poids `. En outre, toutes les représentations irréductibles
unitaires de G peuvent être obtenues de cette manière.
2.4 Exemples d’opérateurs de Toeplitz en dimension 2
Nous allons maintenant donner des exemples concrets d’opérateurs de Toeplitz, en
dimension 2. L’intérêt de se restreindre à cette dimension est double. D’une part, c’est la
plus simple à traiter, et on peut construire explicitement un certain nombre d’exemples.
D’autre part, les résultats principaux de cette thèse concernent les opérateurs de Toeplitz
sur les surfaces.
La plupart de ces exemples ont été utilisés pour vérifier numériquement nos résultats
théoriques, aussi bien les conditions de Bohr-Sommerfeld elliptiques (chapitre 4 ; hamilto-
nien de Harper) que la version hyperbolique de ces conditions (chapitre 5 ; hamiltonien de
Harper et fonction hauteur sur le tore, xy sur la sphère).
2.4.1 Le plan complexe et l’espace de Bargmann
L’exemple le plus simple est sans doute celui du plan complexe, puisque sa géométrie
est élémentaire. Néanmoins, il n’entre pas strictement dans le cadre de cette étude puisqu’il
n’est pas compact.
On considère C ' R2 avec les coordonnées (x, ξ), z = (x−iξ)/√2, la structure complexe
standard et la forme symplectique ω0 = dξ∧dx = idz∧dz¯. Soit L0 = R2×C→ R2 le fibré
trivial équipé de sa métrique hermitienne standard h0 et de la connexion ∇0 de 1-forme
−iα, où α est la primitive de ω0 donnée par la formule αu(v) = 12ω0(u, v) ; on munit L0
de l’unique structure holomorphe compatible avec h0 et ∇0. Soit k un entier strictement
positif ; pour tenir compte de la non-compacité, on choisit comme espace d’états
Hk = H0(R2, Lk0) ∩ L2(R2, Lk0).
Introduisons les champs de vecteurs ∂z = (∂x+i∂ξ)/
√
2 et ∂z¯ = (∂x−i∂ξ)/
√
2 de sorte que
la base (dz, dz¯) de Ω1(R2)⊗C soit duale à (∂z, ∂z¯). Les sections holomorphes de L0 →M
satisfont
0 = ∇0∂z¯Ψ =
∂Ψ
∂z¯
− iα(∂z¯) = ∂Ψ
∂z¯
+ z2Ψ;
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une solution ne s’annulant pas est Ψ(z) = exp(−|z|2/2). Il s’ensuit que les sections holo-
morphes du fibré Lk0 →M sont les éléments de la forme fΨk, avec f : C→ C holomorphe.
On en déduit que
Hk =
{
fΨk; f : C 7→ C holomorphe,
∫
R2
|f(z)|2 exp(−k|z|2) dλ(z) < +∞
}
coïncide avec Bk, l’espace de Bargmann [2, 3] d’ordre k. Il est bien connu que Bk est un
espace de Hilbert, dont une base orthonormale est donnée par les éléments
ϕk,n(z) =
√
kn+1
2pin! z
nΨk, n ≥ 0.
On reviendra plus en détail sur les opérateurs de Toeplitz dans ce contexte dans la section
2.5.
2.4.2 Sur le tore
2.4.2.1 Données de la quantification
Comme précédemment, on munit R2 de la forme symplectique linéaire ω0 et du fibré
trivial L0 → R2 de connexion ∇0 et de forme hermitienne h0. Soit
K =
{
α ∈ (R2)∗ ⊗ C; α(J.) = iα
}
la droite canonique de R2 équipé de sa structure complexe standard J . On choisit une
droite de demi-formes, autrement dit une droite complexe δ telle qu’on ait un isomorphisme
ϕ : δ⊗2 → K. K possède un produit scalaire naturel tel que le carré de la norme de α est
i(α ∧ α¯)/ω0 ; δ hérite alors du produit scalaire 〈., .〉δ tel que ϕ est une isométrie. Dans la
suite, on travaillera avec le fibré de demi-formes, toujours noté δ, qui est le fibré trivial de
fibre δ.
On se donne un réseau Λ de volume symplectique 4pi. Le groupe d’Heisenberg
H = R2 × U(1) de loi
(x, u).(y, v) =
(
x+ y, uv exp
(
i
2ω0(x, y)
))
agit sur le fibré L0 → R2, et l’action est exprimée par la même formule. Cette action pré-
serve les données de la préquantification, et le réseau Λ s’injecte dans H ; par conséquent,
le fibré L0 descend en un fibré préquantifiant L→ T2 = R2/Λ. En outre, l’action s’étend
au fibré Lk0 par la formule
(x, u).(y, v) =
(
x+ y, ukv exp
(
ik
2 ω0(x, y)
))
.
On fait agir le groupe d’Heisenberg trivialement sur δ. On obtient finalement une action
T ∗ : Λ→ End
(
C∞
(
R2, Lk0 ⊗ δ
))
, u 7→ T ∗u .
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L’espace de Hilbert Hk = H0(M,Lk ⊗ δ) s’identifie alors naturellement à l’espace HΛ,k
des sections holomorphes de Lk0 ⊗ δ → R2 invariantes sous l’action de Λ, muni du produit
scalaire
〈ϕ,ψ〉 =
∫
D
〈ϕ,ψ〉δ |ω0|
où D est le domaine fondamental du réseau. De plus, on montre que Λ/2k agit sur HΛ,k.
Soient alors (e, f) une base de Λ vérifiant ω0(e, f) = 4pi ; on peut montrer qu’il existe une
base orthonormale (ψ`)`∈Z/2kZ de HΛ,k telle que
∀` ∈ Z/2kZ,
{
T ∗e/2kψ` = w`ψ`
T ∗f/2kψ` = ψ`+1
avec w = exp (ipi/k). Les sections ψ` s’expriment à l’aide de fonctions Θ (voir [25] pour
plus de détails). Comme prévu à l’aide de la formule (2.1), la dimension de l’espace d’états
vaut 2k.
2.4.2.2 Opérateurs de Toeplitz
Soient Mk = T ∗e/2k et Lk = T ∗f/2k. Soient (q, p) des coordonnées sur R2 associées à la
base (e, f) et [q, p] la classe d’équivalence de (q, p) dans R2/Λ. Alors Mk et Lk sont des
opérateurs de Toeplitz, de symboles principaux respectifs [q, p] 7→ exp(2ipip) et [q, p] 7→
exp(2ipiq), et dont les symboles sous-principaux sont identiquement nuls. À partir de ces
opérateurs, on peut déjà construire un certain nombre d’exemples intéressants d’opérateurs
de Toeplitz.
2.4.2.3 Fonction hauteur
Le premier est celui de la fonction hauteur sur le tore ; il s’agit d’un des tous premiers
exemples en théorie de Morse, sans doute parce qu’il constitue l’exemple le plus simple
et le plus visuel d’une fonction de Morse présentant des singularités de chaque type en
dimension deux.
x
y
z
r R
Figure 2.1 – Fonction hauteur sur le tore
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Le tore T2 est difféomorphe à la surface représentée dans la figure 2.1 ci-dessus, obtenue
par la rotation d’un cercle de rayon r atour d’un cercle de rayon R > r contenu dans le
plan yz ; le difféomorphisme est donné par les formules explicites
x = r sin(2piq), y = (R+ r cos(2piq)) cos(2pip), z = (R+ r cos(2piq)) sin(2pip).
On souhaite donc quantifier le hamiltonien
a0(q, p) = (R+ r cos(2piq)) sin(2pip),
plus précisément construire un opérateur de Toeplitz Ak autoadjoint, de symbole principal
a0 et de symbole sous-principal identiquement nul. Dans cette optique, remarquons que
les opérateurs de Toeplitz
Bk =
1
2i(Mk −M
∗
k ), Ck = RΠk +
r
2(Lk + L
∗
k)
sont autoadjoints et ont pour symboles respectifs
σnorm(Bk) = sin(2pip) +O(~2), σnorm(Ck) = R+ r cos(2piq) +O(~2).
Il s’ensuit que Ak = 12(BkCk+CkBk) est un opérateur de Toeplitz autoadjoint de symbole
normalisé a0 +O(~2). Sa matrice dans la base (ψ`)`∈Z/2kZ s’écrit
Rα0
r
4(α0 + α1) 0 . . . 0
r
4(α2k−1 + α0)
r
4(α0 + α1) Rα1
r
4(α1 + α2) 0 . . . 0
0 r4(α1 + α2) Rα2
. . . . . . ...
... . . . . . . . . . . . . 0
... . . . . . . . . . Rα2k−2 r4(α2k−2 + α2k−1)
r
4(α0 + α2k−1) 0 . . . 0
r
4(α2k−2 + α2k−1) Rα2k−1

avec α` = sin(`pi/k). On étudie les valeurs propres proches de 0 de cette matrice dans la
limite k → +∞ dans la section 5.7.1.
2.4.2.4 Hamiltonien de Harper
On s’intéresse maintenant au hamiltonien
a0(q, p) = 2(cos(2pip) + cos(2piq)),
quelquefois appelé hamiltonien de Harper puisqu’il fût introduit par Helffer et Sjöstrand
dans [57] afin d’étudier l’équation de Harper. Avec les notations précédentes, l’opérateur
Ak = Mk + M∗k + Lk + L∗k est un opérateur de Toeplitz de symbole a0 et de symbole
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sous-principal nul. Sa matrice dans la base (ψ`)`∈Z/2kZ s’écrit
2α0 1 0 . . . 0 1
1 . . . . . . . . . 0
0 . . . . . . . . . . . .
...
... . . . . . . . . . . . . 0
0 . . . . . . . . . 1
1 0 . . . 0 1 2α2k−1

où
α` = cos
(
`pi
k
)
, 0 ≤ ` ≤ 2k − 1.
Une étude plus détaillée est disponible dans la section 4.7, dans laquelle on s’intéresse aux
premières valeurs propres de Ak. Dans la section 5.7.3, on étudie les valeurs propres de Ak
proches du niveau hyperbolique 0.
2.4.3 Sur la sphère
2.4.3.1 Quantification de la droite projective complexe
Commençons par appliquer la procédure de quantification géométrique à la droite
projective complexe CP1. On note L = O(1) le fibré dual du fibré tautologique
O(−1) =
{
(u, v) ∈ CP1 × C2; v ∈ u
}
muni de la projection naturelle. L est un fibré en droites complexes holomorphe et her-
mitien ; soit ∇ sa connexion de Chern. Celle-ci est représentée dans les trivialisations
U1 = CP1 \ {0}, U2 = CP1 \ {∞}, munies respectivement des coordonnées homogènes
[1 : z] et [z : 1], par les 1-formes
βj =
−z¯dz
1 + |z|2 , j = 1, 2.
La 2-forme ω = i curv(∇) est une forme symplectique sur CP1 ; on le vérifie directement
sur la formule :
ω = i dz ∧ dz¯(1 + |z|2)2 .
ω est la 2-forme fondamentale de la structure kählérienne de Fubini-Study sur CP1 ; de
plus, L → CP1 est un fibré préquantifiant. De surcroît, le fibré canonique s’identifie na-
turellement au fibré O(−2), et on peut donc choisir le fibré δ = O(−1) comme fibré de
demi-formes.
Lemme 2.4.1. Pour m ≥ 0, on a un isomorphisme canonique Φ entre H0(CP1,O(m)) et
l’ensemble Cm[z1, z2] des polynômes homogènes de degré m de deux variables complexes.
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Démonstration. Une preuve est donné dans [39], mais nous la rappelons brièvement pour
fixer les idées. On commence par considérer l’application
Φ : C∞(CP1,O(m))→ C∞m (C2 \ {0},C)
donnée par la formule
Φ(s)(v) =
〈
s([v]), v⊗m
〉
O(m)[v],O(−m)[v]
où C∞m (C2 \ {0},C) désigne l’ensemble des fonctions de classe C∞ sur C2\{0} homogènes de
degré m. Φ est clairement linéaire et injective. En outre, si f appartient à C∞m (C2 \ {0},C),
on définit une section s de O(m) par la formule s(u) = (u, f(v)(v∗)⊗m) où v ∈ C2 est
n’importe quel représentant de u (s(u) ne dépend pas de ce choix par homogénéité de f).
On obtient Φ(f) = s.
Φ est donc un isomorphisme, qui se restreint en un isomorphisme entre H0(CP1,O(m))
et Cm[z1, z2]. En effet, si s est une section holomorphe de O(m), Φ(s) est une fonction
holomorphe sur C2 \ {0}, et s’étend donc en une fonction holomorphe sur C. Or une
fonction entière homogène de degré m est un polynôme homogène de degré m.
L’espace d’états Hk = H0(CP1, Lk ⊗ δ) s’identifie donc à l’espace Cpk [z1, z2] des po-
lynômes homogènes de degré pk = k − 1 de deux variables ; le produit scalaire est donné
par
〈P,Q〉 = 2
∫
R2
P (1, z)Q(1, z)
(1 + |z|2)k+1 dλ(z) = 2
∫
R2
P (z, 1)Q(z, 1)
(1 + |z|2)k+1 dλ(z).
Les polynômes
P`(z1, z2) =
√
(pk + 1)
(pk
`
)
2pi z
`
1z
pk−`
2 , 0 ≤ ` ≤ pk,
forment une base orthonormale de Cpk [z1, z2]. La dimension de cet espace est égale à k,
ce qui correspond bien au résultat (2.1), étant donné que le volume symplectique de CP1
vaut 2pi.
2.4.3.2 Coordonnées sur la sphère
Les données de la quantification se transportent sur la sphère par la projection stéréo-
graphique piN . Reprenons les notations de la partie 2.3.4 et notons (x, y, z) les coordonnées
usuelles sur R3. On fait agir SU(2) sur
– C2 par son action naturelle, et CP1 par l’action induite,
– le dual (C2)∗ par 〈G.`, v〉 = 〈`,G−1v〉,
– C∞(CP1,O(m)) par (G.s)(u) = G.s(G−1u),
– et sur C∞(C2 \ {0},C) par (G.f)(v) = f(G−1v).
Lemme 2.4.2. L’isomorphisme Φ introduit dans le lemme 2.4.1 commute avec les actions
de SU(2).
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Démonstration. Soient s ∈ C∞(CP1,O(m)) et f = Φ(s). Pour G ∈ SU(2) et v ∈ C2 \ {0},
on a
(G.f)(v) =
〈
s([G−1v]), (G−1v)⊗m
〉
=
〈
G.s([G−1v]), v⊗m
〉
=
〈
(G.s)([v]), v⊗m
〉
,
ce qui montre que G.f = Φ(G.s).
Maintenant, on considère l’action dérivée ρk de su(2) sur Cpk [z1, z2], et on pose
Xk =
i
k
ρ(J1), Yk =
i
k
ρ(J2), Zk =
i
k
ρ(J3).
Ainsi, l’action de ces opérateurs sur la base (P`)0≤`≤pk est donnée par
XkP` =
1
k
√
`(k − `+ 1)P`−1 + 1
k
√
(k − `)(`+ 1)P`+1
ainsi que
YkP` =
i
k
√
`(k − `+ 1)P`−1 − i
k
√
(k − `)(`+ 1)P`+1
et enfin
ZkP` =
(2`
k
− 1
)
P`,
avec la convention P−1 = 0 = Ppk+1 pour alléger l’écriture.
Puisque [J1, J2] = 2J3, on a [Xk, Yk] = 2ik−1Zk. Or, sur S2 munie de la forme sym-
plectique ω = −ωS2/2, le crochet de Poisson de x et y est donné par {x, y} = −2z. On
peut donc s’attendre à avoir Xk = Opk(x) + O(k−2), et ainsi de suite. Effectivement, on
vérifie par le calcul (voir par exemple [7, lemme 3.4]) que Xk (respectivement Yk, Zk)
est un opérateur de Toeplitz sur S2 de symbole principal x (respectivement y, z) et de
symbole sous-principal nul. On voit alors immédiatement qu’on peut trouver un opérateur
de Toeplitz de symbole principal P (x, y, z) pour tout polynôme P en les coordonnées. On
peut en fait obtenir un peu mieux [7, section 3], mais nous n’en dirons pas plus ici.
Dans la section 5.7.2, on étudie plus particulièrement le quantifié du hamiltonien xy
sur la sphère.
2.5 Opérateurs de Toeplitz sur le plan complexe
Comme on l’a vu plus haut, on peut construire des espaces d’états pour le plan com-
plexe en ajoutant une condition d’intégrabilité de type L2 à la construction usuelle ; on n’a
toutefois pas encore évoqué la quantification des observables. On pourrait se contenter de
travailler avec des opérateurs à symbole borné indépendant de ~ [106, section 13.4] ou à
noyau compactement supporté ; cependant, on raterait alors le cas simple de l’oscillateur
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harmonique. On commence donc par introduire des classes de symboles plus générales,
très proches de celles utilisées dans le cadre pseudo-différentiel (voir par exemple [40]).
Cette partie est tirée de l’article [72], plus particulièrement de la section 4.3.3 ainsi que
de l’annexe de celui-ci. Cet article est retranscrit presque intégralement dans le chapitre
4 de ce manuscrit (l’annexe qui détaillait les preuves des résultats de la section 4.3.3 a été
enlevée, et les preuves en question ont été déplacées dans la présente section).
2.5.1 Classes de symboles
Soit d un entier positif. On définit la fonction poids m par m(u) =
(
1 + ‖u‖2) 12 pour
u dans Cd ' R2d. Pour tout entier j, on introduit la classe de symboles Sdj comme l’en-
semble des suites de fonctions appartenant à C∞(Cd) qui admettent un développement
asymptotique de la forme a(., k) = ∑`≥0 k−`a` au sens suivant :
– ∀` ∈ N ∀α, β ∈ N2d ∃ C`,α,β > 0 |∂αz ∂βz¯ a`| ≤ C`,α,βmj ,
– ∀L ∈ N∗ ∀α, β ∈ N2d ∃ CL,α,β > 0
∣∣∣∂αz ∂βz¯ (a−∑L−1`=0 k−`a`)∣∣∣ ≤ CL,α,βk−Lmj .
On pose alors Sd = ⋃j∈Z Sdj . Si, dans cette définition, on ne considère que des symboles ne
dépendant pas de z, on obtient la classe Ck des symboles constants ; on parlera également
des « constantes admissibles ». Enfin, signalons qu’il est possible de travailler avec d’autres
fonctions poids comme dans le contexte des opérateurs pseudo-différentiels, mais on se
contentera de celle-ci.
2.5.2 Opérateurs de Toeplitz
Soit maintenant a(., k) un symbole de la classe S1j , et considérons l’opérateur
Ak = Op(a(., k)) = Π0kMa(.,k)Π0k (2.9)
agissant sur le sous-espace
Sk =
{
ϕ ∈ Bk; ∀j ∈ N sup
z∈C
(
|ϕ(z)|(1 + |z|2)j/2
)
< +∞
}
de l’espace de Bargmann Bk. Comme remarqué dans [3], Sk est l’image de l’espace de
Schwartz par la transformée de Bargmann, un opérateur unitaire de L2(R) dans Bk que
nous étudierons plus en détails ultérieurement. Le résultat suivant est donc à rapprocher
des propriétés des opérateurs pseudo-différentiels agissant sur l’espace de Schwartz.
Lemme 2.5.1. L’opérateur Ak est continu Sk → Sk. En outre, si j = 0, alors Ak est
continu Bk → Bk et sa norme est majorée par sup |a(., k)|.
Démonstration. Soit ϕ ∈ Sk. Pour tout entier positif p, il existe une constante Cp > 0
telle que
∀z ∈ C |ϕ(z)| ≤ Cp(1 + |z|2)−p/2. (2.10)
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En outre, il existe une constante Kj > 0 telle que
∀z ∈ C |a(z, k)| ≤ Kj(1 + |z|2)j/2,
et donc pour q ≥ −j
∀z ∈ C |a(z, k)ϕ(z)| ≤ KjCq+j(1 + |z|2)−q/2.
Maintenant, soit ψ ∈ L2(C, Lk0) vérifiant des conditions de décroissance du type (2.10).
On utilise la forme du noyau du projecteur Π0k donnée par la proposition 2.5.2, et on écrit
∀z1 ∈ C, (Π0kψ)(z1) =
k
2pi
∫
C
F k0 (z1, z2) · ψ(z2) dλ(z2).
Soit donc j ∈ N ; on a pour z1 ∈ C
|(Π0kψ)(z1)| ≤
Cjk
2pi
∫
C
exp
(
−k2 |z1 − z2|
2
)(
1 + |z2|2
)−j/2
dλ(z2).
En effectuant le changement de variable w = z2 − z1, on obtient
|(Π0kψ)(z1)| ≤
Cjk
2pi
∫
C
exp
(
−k2 |w|
2
)(
1 + |z1 + w|2
)−j/2
dλ(w).
Or 1 + |w + z1|2 ≥ 1 + (|w| − |z1|)2, ce qui livre
1 + |w + z1|2 ≥ (1 + |z1|2)
(
1 + |w|
( |w| − 2|z1|
1 + |z1|2
))
.
En étudiant la fonction d’une variable réelle f donnée par f(t) = |w|−2t1+t2 , on trouve que
|w| − 2|z1|
1 + |z1|2 ≥
|w| −√4 + |w|2
2 ,
ce qui entraîne
1 + |w + z1|2 ≥ (1 + |z1|2)
(
1 + 12
(
|w|2 − |w|
√
4 + |w|2
))
.
On en déduit que
|(Π0kψ)(z1)| ≤
KjCjk
2pi
(
1 + |z1|2
)−j/2
,
avec
Kj =
∫
C
exp
(
−k2 |w|
2
)(
1 + 12
(
|w|2 − |w|
√
4 + |w|2
))−j/2
dλ(w),
ce qui démontre la première assertion.
Si j = 0, alors a(., k) est bornée et la multiplication par a(., k) est continue
L2(C, exp(−k|z|2)dλ(z))→ L2(C, exp(−k|z|2)dλ(z)) de norme inférieure à sup |a(., k)| ; or
Π0k est borné Bk → Bk de norme inférieure à 1.
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Soit t la section de L0 → R2 de valeur constante égale à 1. Soit F0 la section de L0L−10
donnée par
F0(z1, z2) = exp
(
−12
(
|z1|2 + |z2|2 − 2z1z¯2
))
t(z1)⊗ t−1(z2),
ou de manière équivalente, si u = (x, ξ) quand z = 1√2(x− iξ),
F0(u, v) = exp
(
−14‖u− v‖
2 − i2ω0(u, v)
)
t(u)⊗ t−1(v).
En adaptant le résultat de la section 1.c de [2], en utilisant la bonne normalisation pour
le poids définissant nos espaces de Bargmann, on a la propriété suivante :
Proposition 2.5.2. Π0k admet un noyau de Schwartz, qui est k2piF k0 .
Cette proposition nous permet de donner une expression pour le noyau de Schwartz de
n’importe quel opérateur de Toeplitz. Notons que dorénavant, on utilisera la même lettre
pour désigner un opérateur et son noyau de Schwartz.
Lemme 2.5.3. Soit a(., k) un symbole de S1j ; alors Ak = Op(a(., k)) admet un noyau de
Schwartz donné par
Ak(z1, z2) =
k
2piF
k
0 (z1, z2)a˜(z1, z2, k) +Rk exp
(
−Ck|z1 − z2|2
)
, (2.11)
où a˜(., ., k) est un élément de S2j , Rk est négligeable (au sens où Rk et ses dérivées suc-
cessives sont des O(k−∞) sur tout compact) et C est une constante strictement positive.
De plus, on a
a˜(z, z, k) =
(
exp
(
k−1∆
)
a
)
(z, k) (2.12)
avec ∆ = ∂∂z
∂
∂z¯
le laplacien holomorphe agissant sur C∞(C2), au sens où le développement
asymptotique de a˜(., ., k) est obtenu en appliquant le développement asymptotique formel
de l’opérateur exp
(
k−1∆
)
au développement asymptotique de a(., k).
Démonstration. Le noyau de Schwartz de Ak s’écrit explicitement
Ak(z1, z2) =
∫
C
Πk(z1, z3)a(z3, k)Πk(z3, z2) dλ(z3),
expression égale à(
k
2pi
)2 ∫
C
exp
(
−k2
(
|z1|2 + |z2|2 + 2|z3|2 − 2z1z¯3 − 2z3z¯2
))
a(z3, k) dλ(z3). (2.13)
Cela peut se réécrire sous la forme
Ak(z1, z2) =
(
k
2pi
)2 ∫
C
exp(ikφ(z1, z2, z3))a(z3, k) dλ(z3),
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la phase φ étant donnée par la formule
φ(z1, z2, z3) =
i
2
(
|z1|2 + |z2|2 + 2|z3|2 − 2z1z¯3 − 2z3z¯2
)
.
Il est plus commode d’utiliser des variables réelles : on note uj = (xj , ξj) le point de R2
d’affixe zj = 1√2 (xj − iξj). Avec ces nouvelles notations, la phase φ devient
φ(u1, u2, u3) =
i
4
(
‖u1 − u3‖2 + ‖u3 − u2‖2 + 2iω0(u1 − u2, u3)
)
.
En se servant de l’identité
‖u1 − u3‖2 + ‖u3 − u2‖2 = 12
(
‖u1 − u2‖2 + ‖2u3 − u1 − u2‖2
)
,
on peut mettre φ sous la forme
φ(u1, u2, u3) =
i
8‖u1 − u2‖
2 + ϕ(u1, u2, u3)
avec
ϕ(u1, u2, u3) =
i
4
(1
2‖2u3 − u1 − u2‖
2 + 2iω0(u1 − u2, u3)
)
.
On a donc Ak(u1, u2) = exp
(
−k8‖u1 − u2‖2
)
Ik(u1, u2) avec
Ik(u1, u2) =
(
k
2pi
)2 ∫
R2
exp(ikϕ(u1, u2, u3))a(u3, k) dλ(u3);
un changement de variable livre finalement
Ik(u1, u2) =
(
k
2pi
)2 ∫
R2
exp(ikψ(u1, u2, u3)) a
(
u3 +
(
u1 + u2
2
)
, k
)
dλ(u3),
où
ψ(u1, u2, u3) =
i
2
(
‖u3‖2 + iω0(u1 − u2, u3) + iω0(u1, u2)
)
.
Pour évaluer cette intégrale, on ne peut pas appliquer tel quel le lemme de la phase
stationnaire car a(., k) n’est pas nécessairement à support compact. Néanmoins, nous allons
pouvoir adapter ce lemme à notre situation. Pour ce faire, commençons par expliciter le
lieu critique
Cψ =
{
(u1, u2, u3) ∈ C3; du3ψ(u1, u2, u3) = 0 et =(ψ)(u1, u2, u3) = 0
}
de ψ. Il est clair que =(ψ)(u1, u2, u3) = 0 si et seulement si u3 = 0 ; de plus, la différentielle
partielle de ψ par rapport à u3 est
du3ψ(u1, u2, u3) = i〈u3, .〉 −
1
2ω0(u1 − u2, .),
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et donc Cψ est l’ensemble des points de la forme (u, u, 0), u ∈ R2. Choisissons une fonction
χ ∈ C∞(R2,R+) à support compact et valant 1 sur l’ensemble {‖x3‖ ≤ δ} pour un certain
δ > 0 donné, et décomposons l’intégrale Ik comme Ik =
(
k
2pi
)2
(Jk +Kk), avec
Jk(u1, u2) =
∫
R2
exp(ikψ(u1, u2, u3)) a
(
u3 +
(
u1 + u2
2
)
, k
)
χ(u3) dλ(u3)
et Kk(u1, u2) s’écrivant sous la même forme en remplaçant χ par 1−χ. En premier lieu, on
montre que Kk est négligeable. Soit R > 0 et considérons les points (u1, u2) appartenant
à la boule de R4 de rayon R et centrée en l’origine. En passant en coordonnées polaires,
on a
Kk(u1, u2) =
∫ 2pi
0
∫ +∞
δ
exp (ikΨ(ρ, θ))A(ρ, θ, k) dρ dθ
où Ψ(ρ, θ) = ψ(u1, u2, (ρ cos θ, ρ sin θ)) et
A(ρ, θ, k) = ρ a
(
(ρ cos θ, ρ sin θ) +
(
u1 + u2
2
)
, k
)
(1− χ(ρ cos θ, ρ sin θ)).
Par intégrations par partie successives, il est facile de prouver que pour tout entier stric-
tement positif N
Kk(u1, u2) = k−N
∫ 2pi
0
∫ +∞
δ
exp (ikΨ(ρ, θ))DNA(ρ, θ, k)dρ dθ
où D est l’opérateur différentiel agissant sur C∞([δ,+∞[×[0, 2pi]) par
Df = i ∂
∂ρ
((
∂Ψ
∂ρ
)−1
f
)
.
Par ailleurs, en remarquant que
∂Ψ
∂ρ
(ρ, θ) = iρ+ 12(x1 − x2) sin θ −
1
2(ξ1 − ξ2) cos θ,
est de module plus grand que ρ, que DNA est une combinaison linéaire de termes de la
forme ∂pΨ∂ρp
∂qA
∂ρq divisée par une puissance de
∂Ψ
∂ρ et que a(., k) appartient à S1j , on obtient
l’estimation∣∣∣∣∫ +∞
δ
exp (ikΨ(ρ, θ))DNA(ρ, θ, k)dρ
∣∣∣∣ ≤ CN ∫ +∞
δ
exp
(
−k2ρ
2
)
w(ρ, θ) dρ
avec
w(ρ, θ) = ρj1
(
1 +
∥∥∥∥ρ(cos θ, sin θ) + u1 + u22
∥∥∥∥2
)j2
pour certains CN > 0 et j1, j2 ∈ Z (qui dépendent aussi de N). Si j2 < 0, cette intégrale
peut être majorée par ∫ +∞
δ
ρj1 exp
(
−k2ρ
2
)
dρ = O(k−1/2);
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si j2 > 0, on a∥∥∥∥ρ(cos θ, sin θ) + u1 + u22
∥∥∥∥2 ≤ 2(ρ2 + 14 ‖u1 + u2‖2
)
≤ 2ρ2 + ‖u1‖2 + ‖u2‖2,
ce qui mène à (
1 +
∥∥∥∥ρ(cos θ, sin θ) + u1 + u22
∥∥∥∥2
)j2
≤
(
1 + 2ρ2 +R2
)j2
Ainsi ∫ +∞
δ
exp
(
−k2ρ
2
)
w(ρ, θ) dρ ≤ C˜N
∫ +∞
δ
exp
(
−k2ρ
2
)
ρj3 dρ = O(k−1/2).
Cela montre que |Kk| ≤ cNk−N dans la boule de rayon R pour une certaine constante
cN > 0. On traite le cas des dérivées successives de Kk de la même manière.
Reste à estimer Jk. Puisque la différentielle seconde de ψ par rapport à u3 vaut i Id,
et comme
ψ(u1, u2, u3) =
i
8‖u1 − u2‖
2 − 12ω0(u1, u2)
+ 14 (i(ξ1 − ξ2) + 2x3) ∂x4ψ(u1, u2, u3)
+ 14 (i(x2 − x1) + 2ξ3) ∂ξ4ψ(u1, u2, u3),
le lemme de la phase stationnaire [62, section 7.7] donne
Jk(u1, u2) =
2pi
k
exp
(
i
8‖u1 − u2‖
2 − 12ω0(u1, u2)
)
a˜(u1, u2, k) + Sk(u1, u2),
où a˜(., ., k) appartient à S2j et Sk est négligeable ; les coefficients a˜`(u1, u2, k) de son dé-
veloppement asymptotique, que l’on n’écrira pas ici, sont des combinaisons linéaires des
dérivées successives de am,m ≥ 0, évaluées en (u1 + u2)/2. Par ailleurs, les valeurs de
a(., ., k) le long de la diagonale de C2 peuvent être facilement calculées, parce qu’un cer-
tain nombre de termes s’annule : pour z dans C, on a
a˜(z, z, k) =
∑
`≥0
k−`
`! ∆
`a
 (z, k) = (exp(k−1∆)a) (z, k).
En ajoutant ce résultat au fait que Kk est négligeable, on obtient le résultat attendu.
Ce résultat nous suggère la définition suivante.
Définition 2.5.4. Un opérateur de Toeplitz est un opérateur de Sk dans Sk de la forme
Π0kMa(.,k)Π0k + Sk, (2.14)
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où a(., k) est un symbole de S1 et le noyau de Sk satisfait
Sk(z1, z2) = Rk(z1, z2) exp
(
−Ck|z1 − z2|2
)
(2.15)
avec Rk négligeable et C une constante strictement positive. À l’instar du cas compact,
σcont(Ak) =
∑
`≥0 ~`a` est appelé symbole contravariant de Ak. On désigne par Tj l’en-
semble des opérateurs de Toeplitz dont le symbole contravariant appartient à S1j .
Il s’avère que le lemme 2.5.3 définit le symbole covariant de l’opérateur de Toeplitz
Ak :
σcov(Ak)(z) =
∑
`≥0
~`a˜`(z, z).
Le lemme suivant livre une propriété importante de ce dernier.
Lemme 2.5.5. Si le symbole covariant de Ak s’annule, alors le noyau de Schwartz de Ak
est de la forme (2.15).
Démonstration. La formule (2.13) montre que le noyau de Ak est une section holomorphe
de Lk0  L−k0 ; en dérivant l’équation (2.11), cela implique que les suites de fonctions
z ∈ C 7→ ∂a˜
∂z¯1
(z, z, k) et z ∈ C 7→ ∂a˜
∂z2
(z, z, k)
sont négligeables. Dès lors, on a pour ` ≥ 0 et z ∈ C
∂a˜`
∂z¯1
(z, z) = 0 = ∂a˜`
∂z2
(z, z).
Grâce à ces conditions d’holomorphie, le fait que a˜` s’annule sur la diagonale implique que
cette fonction s’annule à tout ordre le long de la diagonale (voir par exemple le lemme
4 de [19]). On peut aisément adapter le lemme 1 de l’article [19] pour montrer que cela
force la négligeabilité de exp
(
−k4 |z1 − z2|2
)
a˜(z1, z2, k). Au regard de la formule (2.11),
cela permet de conclure.
Comme corollaire des lemmes 2.5.3 et 2.5.5, on obtient la stabilité de l’ensemble des
opérateurs de Toeplitz par composition.
Corollaire 2.5.6. Soient Ak ∈ Tj et Bk ∈ Tj′ deux opérateurs de Toeplitz. Alors le
composé Ck = AkBk appartient à Tj+j′ ; plus précisément, son symbole contravariant est
donné par
σcont(Ck)(z) =
(
exp
(
−~ ∂
∂z1
∂
∂z¯2
)
σcont(Ak)(z1)σcont(Bk)(z2)
)
|z1=z2=z
, (2.16)
au sens précisé dans le lemme 2.5.3.
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Démonstration. Le noyau de Ck s’écrit
Ck(z1, z2) =
∫
C
Ak(z1, z3)Bk(z3, z2) dλ(z3).
En utilisant les représentations de Ak et Bk données par le lemme 2.5.3, ceci livre
Ck(z1, z2) =
(
k
2pi
)2 ∫
C
exp (ikφ(z1, z2, z3)) a˜(z1, z3, k)b˜(z3, z2, k) dλ(z3)
+Rk exp
(
−Ck|z1 − z2|2
)
,
avec C > 0, Rk négligeable et
φ(z1, z2, z3) =
i
2
(
|z1|2 + |z2|2 + 2|z3|2 − 2z1z¯3 − 2z3z¯2
)
.
En utilisant la même technique que dans la démonstration du lemme 2.5.3, on montre que
Ck(z1, z2) =
k
2pi exp
(
−k2
(
|z1|2 + |z2|2 − 2z1z¯2
))
c˜(z1, z2, k) +R′k exp
(
−C ′k|z1 − z2|2
)
avec C ′ > 0, R′k négligeable, et c˜(., ., k) ∈ S2j+j′ . Maintenant, considérons la fonction cˇ(., k)
définie par cˇ(z, k) = c˜(z, z, k) pour z dans C, et posons c(., k) =
(
exp
(−k−1∆) cˇ) (., k).
Alors c(., k) appartient à S1j+j′ et, d’après le lemme 2.5.3, l’opérateur de Toeplitz
Dk = Op(c(., k)) admet un noyau de Schwartz de la forme
Dk(z1, z2) =
k
2pi exp
(
−k2
(
|z1|2 + |z2|2 − 2z1z¯2
))
d˜(z1, z2, k)
+R′′k exp
(
−C ′′k|z1 − z2|2
)
,
où d˜(., ., k) appartient à S2j , R′′k est négligeable, C ′′ est une constante strictement positive
et pour tout nombre complexe z, d˜(z, z, k) = c˜(z, z, k). Le lemme 2.5.5 livre alors que
Ck = Dk +R′′′k exp
(−C ′′′k|z1 − z2|2) pour un certain C ′′′ > 0 et R′′′k négligeable.
Il reste à calculer le symbole contravariant de Ck. Pour z et w dans C, on pose
a˘(z, w, k) = a˜(z, z + w, k) et b˘(z, w, k) = b˜(z + w, z, k). On a
cˇ =
(
exp
(
k−1∆w
)
a˘b˘
)
|w=0
avec ∆w le laplacien holomorphe par rapport à la variable w ; en se servant du lemme
2.5.5, on trouve
cˇ(z, k) =
(
exp
(
k−1
∂
∂u¯
∂
∂v
)
aˇ(u, k))bˇ(v, k)
)
|u=v=z
à un terme négligeable près. Puisque c(., k) =
(
exp
(−k−1∆) cˇ) (., k), il en découle que
c(z, k) =
(
exp
(
−k−1 ∂
∂u
∂
∂v¯
)
a(u, k)b(v, k)
)
|u=v=z
à un terme négligeable près.
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On définit finalement le symbole normalisé comme dans le cas compact :
σnorm =
(
Id + ~2∆
)
σcont.
Grâce à la formule (2.16), on trouve que
σnorm(AkBk) = a0b0 + ~
(
a0b1 + a1b0 +
1
2i {a0, b0}
)
+O(~2)
si σnorm(Ak) = a0 + ~a1 +O(~2) et σnorm(Bk) = b0 + ~b1 +O(~2).
Définition 2.5.7. Un opérateur de Toeplitz Ak ∈ Tj de symbole principal a0 est dit
elliptique à l’infini s’il existe un c > 0 tel que pour tout z dans C, |a0(z)| ≥ c(1 + |z|2)
j
2 .
En s’inspirant par exemple de la proposition 12 de [19] et du théorème 39 de [29], on
peut montrer le fait suivant :
Proposition 2.5.8 (Calcul fonctionnel). Si Ak appartient à Tj pour un certain j ≥ 1, est
autoadjoint et elliptique à l’infini et si η : R→ R est une fonction de classe C∞ à support
compact, alors η(Ak) est un opérateur de Toeplitz qui appartient à Tj′ pour tout j′ < 0.
Démonstration. Comme indiqué précédemment, on se réfère à la proposition 12 de [19] ;
comme dans celle-ci, on étend η en une fonction G de C∞(C) à support compact telle que
∂z¯G s’annule à tout ordre le long de la droite réelle. D’après la formule d’Helffer-Sjöstrand
[58, proposition 7.2], on a
η(Ak) =
1
2pi
∫
C
∂z¯G(z)(z −Ak)−1dλ(z).
Lorsque =(z) 6= 0, on introduit la série formelle ∑`≥0 ~`b`(z, .) inverse de la série formelle
z −∑`≥0 ~`a` dans C∞(C)[[~]] munie du produit ∗cov associé au symbole σcov. On peut
montrer que pour tout ` ≥ 0, il existe une fonction P`(z, w) polynomiale en z à coefficients
dans C∞(C) telle que
b`(z, w) = P`(z, w)(z − a0(w))−(`+1)
et donc |b`(z, w)| = O(|=(z)|−(`+1)) quand z tend vers zéro, ce qui implique que les fonc-
tions f` : (z, w) 7→ =(z)−1b`(z, w)∂z¯G(z) sont de classe C∞ puisque |∂z¯G(z)| = O(|=(z)|N )
quand z tend vers zéro, pour tout N ≥ 0. En outre, les coefficients de P`(., w) sont des
combinaisons linéaires des am,m ≤ `. Comme il existe C > 0 telle que
∀z, w ∈ C, 1|z − a0(w)| ≤
1
||z| − C(1 + |w|2)j/2| ,
on en déduit que pour w assez grand |f`(z, w)| ≤ C ′ et de même pour ses dérivées par
rapport à w. Par un procédé de Borel, on peut donc construire un symbole f˜(z, w1, w2, k)
dans S20 admettant le développement asymptotique
∑
`≥0 k−`f˜`(z, w1, w2) de sorte que
f˜`(z, w,w) = f`(z, w), ∂w¯1 f˜` = O(|w1 − w2|∞) et ∂w2 f˜` = O(|w1 − w2|∞) uniformément
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par rapport à z. On considère alors l’opérateur Sk(z) de noyau k2piF k0 f˜ . Par construction,
on a
Sk(z)(z −Ak) = =(z)−1∂z¯G(z)Π0k +Rk(z)
avec Rk(z) de la forme (2.15), d’où
∂z¯G(z)(z −Ak)−1 = =(z)Sk(z)−=(z)Rk(z)(z −Ak)−1.
Ainsi, η(Ak) est un opérateur de Toeplitz de T0 de symbole
∑
`≥0
~`
2pi
∫
C
∂z¯G(z)b`(z, .)dλ(z).
Pour se convaincre que cet opérateur est dans Tj′ pour tout j′ < 0, on peut montrer, en
écrivant le développement de Taylor de G en a0(z), que les fonctions dans le développe-
ment de son symbole s’expriment comme combinaisons linéaires de termes de la forme
η(p)(a0)∂αz ∂
β
z¯ a`.
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Chapitre 3
Conditions de Bohr-Sommerfeld
usuelles
Dans ce chapitre, qui est une version légèrement développée de la section 5.4, nous
rappelons les conditions de Bohr-Sommerfeld au voisinage d’un point régulier du symbole
principal d’un opérateur de Toeplitz autoadjoint sur une surface. Plus précisément, soit
Tk un opérateur de Toeplitz autoadjoint sur une variété kählérienne compacte connexe
M de dimension deux, de symbole normalisé f(., ~) = ∑`≥0 ~`f `. En nous inspirant de
Vu˜ Ngo.c [97, 98], nous introduisons le faisceau des solutions microlocales de l’équation
Tkψk = Eψk quand E est une valeur régulière du symbole principal f0. Nous retrouvons
les conditions de Bohr-Sommerfeld en calculant l’holonomie de ce faisceau, obtenue en
étudiant une famille de solutions microlocales particulièrement commodes : les sections
lagrangiennes. Enfin, nous rappelons le comportement de ces conditions par rapport au
paramètre spectral. Cette formulation dans le cadre de la théorie des faisceaux permet
de travailler plus facilement dans le cas où E n’est plus forcément une valeur régulière,
particulièrement dans le cas hyperbolique (voir le chapitre 5).
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3.1 Solutions microlocales
Soit U un ouvert de M ; une suite de sections ψk ∈ C∞(U,Lk ⊗K) sera appelée état
local au-dessus de U .
Définition 3.1.1. On dit d’un état local ψk qu’il est une solution microlocale de
Tkψk = 0 (3.1)
sur U s’il est admissible et que pour tout x ∈ U , il existe une fonction χ ∈ C∞(M) à
support contenu dans U , valant 1 sur un voisinage de x et telle que
Πk(χψk) = ψk +O(k−∞), Tk(Πk(χψk)) = O(k−∞)
près de x.
On peut montrer que si ψk ∈ Hk est admissible et vérifie Tkψk = 0, alors la restriction
de ψk à U est une solution microlocale de (3.1) sur U (en utilisant la description du
noyau du projecteur Πk). De plus, l’ensemble S(U) des solutions microlocales de cette
équation sur U est un Ck-module dont l’ensemble des états locaux négligeables forme un
sous-module. On désigne par Sol(U) le module obtenu comme quotient de S(U) par les
états locaux négligeables ; la notation [ψk] représente la classe d’équivalence de ψk ∈ S(U)
dans ce quotient.
Lemme 3.1.2. La collection des modules Sol(U), U ouvert de M , conjointement avec les
applications de restriction naturelles rU,V : Sol(V )→ Sol(U) pour U, V ouverts de M tels
que U ⊂ V , définissent un préfaisceau complet.
On obtient de la sorte un faisceau Sol au-dessus de M , appelé faisceau des solutions
microlocales sur M .
3.2 Le faisceau des solutions microlocales
On peut prouver que si le symbole principal f0 de Tk ne s’annule pas sur U , alors
Sol(U) est réduit à {0} [19, proposition 9]. De manière équivalente, si ψk ∈ Hk satisfait
Tkψk = 0, alors son microsupport est contenu dans le niveau Γ0 = f−10 (0). Ce fait implique
le lemme suivant.
Lemme 3.2.1. Soit Ω un ouvert de Γ0 ; on écrit Ω = U ∩ Γ0 où U est un ouvert de M .
Alors la restriction
rU : Sol(U)→ FU (Ω) = rU (Sol(U))
est un isomorphisme de Ck-modules.
On désire définir un nouveau faisceau F→ Γ0 qui décrit toujours les solutions microlo-
cales de (3.1). Pour ce faire, on va vérifier que le module FU (Ω) ne dépend pas de l’ouvert
U tel que Ω = Γ0 ∩ U . On montre premièrement :
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Lemme 3.2.2. Soient U, U˜ deux ouverts de M tels que Ω = U ∩ Γ0 = U˜ ∩ Γ0. Alors
il existe un isomorphisme entre Sol(U) et Sol(U˜) qui commute avec les applications de
restriction.
Démonstration. Supposons U et U˜ distincts et posons V = U ∩ U˜ ; on a bien sûr Ω ⊂ V .
Écrivons U˜ = V ∪W , où l’ouvert W est tel qu’il existe un ouvert X ⊂ V contenant Ω
tel que W ∩X = ∅. Soit χV , χWune partition de l’unité subordonnée à la décomposition
U˜ = V ∪W ; en particulier, χV (x) = 1 dès que x ∈ X. On montre que la classe FχV (ψk) =
[χV ψk] appartient à Sol(U˜) pour ψk dans S(U). En effet, puisque le support de χV est
contenu dans Ω, φk = χV ψk est un élément de C∞(U˜ , Lk⊗K). De plus, étant donné x ∈ U˜ ,
alors soit x n’appartient pas à U et alors φk est identiquement nulle sur un voisinage de
x par définition de χV , soit x appartient à U et alors deux cas se présentent : si x ∈ Γ0,
φk = ψk sur un voisinage de x, sinon ψk est négligeable sur un voisinage de x et φk l’est
également. Dans ces trois situations, il est alors aisé de trouver une fonction de troncature
qui vérifie les propriétés de la définition 3.1.1.
Il est clair que l’application FχV commute avec les applications de restriction, puisque
χV vaut 1 près de Ω. En outre, l’injectivité de celle-ci est immédiate. Montrons la surjec-
tivité ; on se donne un élément [φk] de Sol(U˜). On écrit U = V ∩ W˜ comme précédemment
et on construit une partition de l’unité ηV , ηW˜ subordonnée à cette décomposition. Alors
on vérifie que [η
W˜
φk] appartient à Sol(U) et que FχV ([ηW˜φk]) = φk.
De ces deux lemmes, on déduit la :
Proposition 3.2.3. Soient U, U˜ deux ouverts de M tels que Ω = U ∩ Γ0 = U˜ ∩ Γ0. Alors
FU (Ω) = FU˜ (Ω).
Cela permet de définir un faisceau F→ Γ0, que nous appellerons faisceau des solutions
microlocales au-dessus de Γ0. Signalons que jusqu’à présent, nous n’avons fait aucune
hypothèse sur la structure du niveau Γ0 (on n’a pas supposé qu’il s’agit un niveau régulier).
3.3 Le cas régulier
Considérons un point m ∈ Γ0 régulier pour le symbole principal f0. Alors il existe
un symplectomorphisme χ d’un voisinage de m dans M vers un voisinage de l’origine
dans R2 tel que (f0 ◦ χ−1)(x, ξ) = ξ. On peut quantifier ce symplectomorphisme par
le biais d’un opérateur intégral de Fourier : il existe une suite admissible d’opérateurs
U
(m)
k : C∞(R2, Lk0)→ C∞(M,Lk ⊗K) tels que
U
(m)
k
(
U
(m)
k
)∗ ∼ Πk près de m;(
U
(m)
k
)∗
U
(m)
k ∼ Π0k,
(
U
(m)
k
)∗
TkU
(m)
k ∼ Sk près de 0,
où Sk est l’opérateur de Toeplitz :
Sk =
i√
2
(
z − 1
k
d
dz
)
.
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Considérons l’élément Φk de C∞(R2, Lk0) donné par
Φk(z) = exp
(
kz2/2
)
ψk(z), ψ(z) = exp
(
−12 |z|
2
)
;
celui-ci vérifie SkΦk = 0. En choisissant une fonction de troncature adéquate η et en posant
Φ(m)k = Π0k(ηΦk), on obtient une suite admissible Φ
(m)
k d’éléments de Bk microlocalement
égale à Φk près de l’origine et engendrant le Ck-module des solutions microlocales de
Skuk = 0 près de l’origine. On en déduit le résultat suivant.
Proposition 3.3.1. Le Ck-module des solutions microlocales de l’équation (3.1) près de
m est libre de rang 1, engendré par U (m)k Φ
(m)
k .
Il s’agit d’une version légèrement modifiée de la proposition 3.6 de [20], dans laquelle
la forme normale est réalisée sur le tore au lieu du plan complexe.
Ainsi, si Γ0 ne contient que des points réguliers du symbole principal f0, alors F→ Γ0
est un faisceau en Ck-modules libres de rang 1 ; en particulier, cela implique que F → Γ0
est un faisceau plat, donc caractérisé par son holonomie de Čech holF.
3.4 Sections lagrangiennes
Afin de calculer l’holonomie holF, il est nécessaire de comprendre la structure des so-
lutions microlocales. Dans cette optique, une famille de solutions particulièrement intéres-
sante est celle des sections lagrangiennes ; rappelons la définition de celles-ci. Considérons
une courbe Γ ⊂ Γ0 ne contenant que des points réguliers, et notons j : Γ→M le plonge-
ment de Γ dans M . Soit U un ouvert de M tel que UΓ = j−1(U) est contractile ; il existe
une section plate unitaire tΓ de j∗L→ UΓ. Maintenant, considérons une série formelle∑
`≥0
~`g` ∈ C∞(UΓ, j∗K)[[~]].
Soit V un ouvert deM tel que V ⊂ U . Alors une suite Ψk ∈ Hk est une section lagrangienne
associée à (Γ, tΓ) de symbole
∑
`≥0 ~`g` si
Ψk(m) =
(
k
2pi
)1/4
F k(m)g˜(m, k) sur V,
où
– F est une section de L→ U telle que
j∗F = tΓ et ∂¯F = 0
modulo une section s’annulant à tout ordre le long de j(Γ), et vérifiant |F (m)| < 1
si m /∈ j(Γ),
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– g˜(., k) est une suite de C∞(U,K) admettant un développement asymptotique de la
forme g˜(., k) ∼∑`≥0 k−`g˜` pour la topologie C∞ qui vérifie
j∗g˜` = g` et ∂¯g˜` = 0
modulo une section s’annulant à tout ordre le long de j(Γ).
Supposons de plus Ψk admissible au sens où Ψk(m) est uniformément O(kN ) pour un
certain N et la même propriété est vérifiée par ses dérivées covariantes successives. Il est
toujours possible de construire une section lagrangienne de symbole donné∑`≥0 ~`g` (voir
[21, partie 3]). En outre, si Ψk est une section lagrangienne non nulle, alors les constantes
ck ∈ Ck telles que ckΨk est encore une section lagrangienne sont les éléments de la forme
ck = ρ(k) exp(ikφ(k)) +O(k−∞) (3.2)
où ρ(k), φ(k) ∈ R et ρ, φ sont des suites admettant des développements asymptotiques de
la forme ρ(k) = ∑`≥0 k−`ρ`, φ(k) = ∑`≥0 k−`φ`.
Les sections lagrangiennes sont importantes du fait qu’elles fournissent un procédé
pour construire des solutions microlocales. En effet, si Ψk est une section lagrangienne au-
dessus de V associée à (Γ, tΓ) de symbole
∑
`≥0 ~`g`, alors TkΨk est également une section
lagrangienne au-dessus de V associée à (Γ, tΓ), et on peut en principe obtenir les termes
gˆ`, ` ≥ 0 du développement asymptotique de son symbole en fonction des g`, ` ≥ 0 (grâce
à un développement du type phase stationnaire). Cela permet de résoudre l’équation (3.1)
en prescrivant le symbole de Ψk de sorte que pour tout ` ≥ 0, gˆ` s’annule. Donnons les
détails de cette procédure pour les deux premiers termes.
Introduisons un fibré de demi-formes (δ, ϕ), c’est-à-dire la donnée d’un fibré en droites
δ → M et d’un isomorphisme de fibré en droites ϕ : δ2 → Λ2,0T ∗M . Puisque la première
classe de Chern de M est paire, un tel couple existe. On introduit également l’unique fibré
en droites holomorphe hermitien L1 tel queK = L1⊗δ. On définit la forme sous-principale
κ comme la 1-forme sur Γ vérifiant
κ(Xf0) = −f1
où Xf0 désigne le champ de vecteurs hamiltonien associé à f0. On définit une connexion
∇1 sur j∗L1 → Γ par
∇1 = ∇j∗L1 + 1
i
κ,
avec ∇j∗L1 la connexion induite sur j∗L1 par la connexion de Chern de L1. Soit δΓ la
restriction de δ à Γ ; l’application
ϕΓ : δ2Γ → T ∗Γ⊗ C, u 7→ j∗ϕ(u)
est un isomorphisme de fibrés en droites. On définit une connexion ∇δΓ sur δΓ par la
formule
∇δΓX σ = LδΓX σ,
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dans laquelle LδΓX est l’opérateur différentiel du premier ordre agissant sur les sections de
δΓ de sorte que
ϕΓ
(
LδΓX g ⊗ g
)
= 12LXϕΓ
(
g⊗2
)
pour toute section g ; ici, L désigne la dérivée de Lie standard des formes différentielles.
Alors TkΨk est une section lagrangienne au-dessus de V associée à tΓ de symbole
(j∗f0)g0 + O(~) = O(~), et donc Ψk satisfait (3.1) à un reste O(k−1) près. De plus, le
symbole sous-principal de TkΨk est
(j∗f1)g0 +
1
i
(
∇j∗L1Xf0 ⊗ Id + Id⊗ L
δΓ
Xf0
)
g0.
Par conséquent, l’équation (3.1) est satisfaite par Ψk à O(k−2) près si et seulement si(
f1 +
1
i
(
∇j∗L1Xf0 ⊗ Id + Id⊗ L
δΓ
Xf0
))
g0 = 0 au-dessus de V ∩ Γ. (3.3)
Cette formule peut être interprétée comme une équation de transport parallèle : si on
munit j∗L1⊗ δΓ de la connexion induite par ∇1 et ∇δΓ , l’équation (3.3) signifie que g0 est
plate.
3.5 Holonomie
On suppose maintenant que Γ0 est connexe (sinon, on peut faire la même discussion en
considérant les composantes connexes de Γ0) et contient uniquement des points réguliers
de f0 ; c’est alors une courbe lisse fermée plongée dansM . On voudrait calculer l’holonomie
du faisceau F→ Γ0.
Proposition 3.5.1. L’holonomie holF(Γ0) est de la forme
holF(Γ0) = exp(ikΘ(k)) +O(k−∞) (3.4)
où Θ(k) est réel et admet un développement asymptotique de la forme Θ(k) = ∑`≥0 k−`Θ`.
En particulier, cela signifie que si l’on considère un jeu de solutions pour calculer
l’holonomie, on a seulement besoin de tenir compte des phases des constantes de transition.
Démonstration. Recouvrons Γ0 par un nombre fini d’ouverts Ωα dans lesquels la forme
normale introduite avant la proposition 3.3.1 s’applique, et soient Uαk et Φαk comme dans
cette proposition. On obtient une famille uαk de solutions microlocales ; observons que pour
chaque α, uαk est une section lagrangienne associée à Γ. Donc, si Ωα ∩ Ωβ est non vide,
l’unique (modulo O(k−∞)) constante cαβk ∈ Ck telle que uαk = cαβk uβk sur Ωα ∩Ωβ est de la
forme donnée dans l’équation (3.2) :
cαβk = ρ
αβ(k) exp(ikφαβ(k)) +O(k−∞).
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Or, si m appartient à Ωα∩Ωβ, alors près de m on a uαk ∼ Uαk Φ(m)k et uβk ∼ Uβk Φ(m)k où Φ(m)k
est une suite admissible d’éléments de Bk microlocalement égale à Φk près de l’origine.
Par conséquent, on a
cαβk Φ
(m)
k = (U
β
k )
−1Uαk Φ
(m)
k +O(k
−∞),
et le fait que les opérateurs Uαk , U
β
k sont microlocalement unitaires livre
∣∣∣cαβk ∣∣∣2 = 1 +
O(k−∞). Ceci implique que pour ` ≥ 1, ρ` = 0, ce qui fournit le résultat.
Essayons d’être plus précis et de calculer les premiers termes de ce développement
asymptotique. Considérons un recouvrement fini (Ωα)α de Γ0 par des ouverts contractiles
et munissons chaque Ωα d’une solution microlocale non-triviale Ψαk qui est une section
lagrangienne. Choisissons une section plate unitaire tα du fibré en droites j∗L→ j−1(Ωα)
et écrivons, pour m ∈ Ωα :
Ψαk (m) =
(
k
2pi
)1/4
gα(m, k)tkα(m)
où la section gα(., k) de j∗K → Ωα est le symbole de Ψαk , dont le symbole principal sera
noté g(0)α . Maintenant, supposons que Ωα∩Ωβ 6= ∅ ; il existe un unique (à un reste O(k−∞)
près) cαβk ∈ Ck tel que Ψαk ∼ cαβk Ψβk sur Ωα ∩ Ωβ.
Définition 3.5.2. Soient A,B ∈ M et γ une courbe lisse par morceaux reliant A et B ;
notons PA,B,γ : LA → LB l’isomorphisme linéaire donné par le transport parallèle de A à
B le long de γ. Étant données deux sections s, t de L→M , on définit le déphasage entre
s(A) et t(B) le long de γ comme le nombre
(Φs(A)− Φt(B))γ = arg(λA,B,γ)− c0([A,B]) ∈ R/2piZ,
où λA,B,γ est l’unique nombre complexe tel que PA,B,γ(s(A)) = λA,B,γt(B) et c0([A,B])
est (la phase de) l’holonomie de γ dans (L,∇). On définit de la même façon le déphasage
entre deux sections de K →M , en se servant de la connexion de Chern de K.
Maintenant, considérons trois points A,B,C ∈M et soit γ1 (resp. γ2) une courbe lisse
par morceaux reliant A et B (resp. B et C). Soit γ la concaténation de γ1 et γ2. On vérifie
facilement que
(Φs(A)− Φt(B))γ1 + (Φt(B)− Φu(C))γ2 = (Φs(A)− Φu(C))γ
pour trois sections s, t, u de L. En outre, si γ est une courbe fermée et A est un point de
γ, alors le déphasage entre s(A) et s(A) le long de γ est
(Φs(A)− Φs(A))γ = 0
par définition de l’holonomie c0. C’est pourquoi on se permet d’écrire ce nombre sous la
forme d’une différence.
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Revenant à notre problème, on note Φ(−1)α (A)−Φ(−1)β (B) le déphasage entre tα(A) et
tβ(B) le long de Γ0 dans L, et Φ(0)α (A) − Φ(0)β (B) le déphasage entre g(0)α (A) et g(0)β (B)
le long de Γ0 dans K. Soit ζ le chemin dans Γ0 commençant en un point A ∈ Ωα et se
terminant en B ∈ Ωα ∩Ωβ. Puisque tα est plate et le symbole principal g0 de Ψαk satisfait
l’équation (3.3), on a
arg
(
cαβk
)
= k
(
c0(ζ) + Φ(−1)α (A)− Φ(−1)β (B)
)
+c1(ζ) + holδΓ0 (ζ) + Φ
(0)
α (A)− Φ(0)β (B) +O(k−1).
Cependant, grâce à la discussion précédente, on sait que le terme
k
(
Φ(−1)α (A)− Φ(−1)β (B)
)
+ Φ(0)α (A) − Φ(0)β (B) est un cobord de Čech. Appelons c1(Γ0)
l’holonomie de Γ0 dans (L1,∇1). On peut vérifier que l’holonomie de ∇δΓ0 est un élément
de Z/2Z, représenté par (Γ0) ∈ {0, 1}. On obtient :
Proposition 3.5.3. Les deux premiers termes du développement asymptotique de la quan-
tité Θ(k) définie dans la proposition 3.5.1 sont donnés par les formules
Θ0 = c0(Γ0)
et
Θ1 = c1(Γ0) + (Γ0)pi.
Puisqu’on peut construire une solution microlocale non triviale au-dessus de Γ0 si et
seulement si Θ(k) ∈ 2piZ, on retrouve les conditions de Bohr-Sommerfeld usuelles.
On peut donner une autre interprétation de l’indice . Considérons une courbe fermée
lisse γ immergée dans M . Notons ι : γ → M l’immersion en question, et δγ = ι∗δ le fibré
image réciproque de δ au-dessus de γ. Soit ι˜ : δγ → δ le relevé naturel de ι, et définissons
ι˜2 : δ2γ → δ2 par la formule ι˜2(u⊗ v) = ι˜(u)⊗ ι˜(v). L’application
ϕγ : δ2γ → T ∗γ ⊗ C, u 7→ ι∗ϕ(ι˜2(u))
est un isomorphisme de fibrés en droites. L’ensemble{
u ∈ δγ ; ϕγ(u⊗2) > 0
}
possède une ou deux composantes connexes. Dans le premier cas, on pose (γ) = 1, et dans
le second cas, (γ) = 0. On peut vérifier que cette définition coïncide avec la précédente
quand γ est une courbe lisse fermée plongée. Notons que la valeur de (γ) ne dépend que
de la classe d’isotopie de la courbe γ dans M .
3.6 Dépendance par rapport au paramètre spectral
Quand on veut étudier la théorie spectrale, on a besoin d’effectuer le même travail que
ci-dessus en remplaçant l’opérateur Tk par Tk − E ; il est alors naturel de se demander
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si on peut utiliser les mêmes outils en tenant compte de la dépendance en le paramètre
spectral E.
Supposons qu’il existe un voisinage tubulaire Ω de Γ tel que pour E suffisamment
proche de 0, l’intersection ΓE ∩ Ω est régulière. Alors on peut construire des solutions
microlocales de (Tk−E)uk = 0 comme sections lagrangiennes dépendant de manière C∞ du
paramètre E (voir [20, section 2.6]) ; on obtient des solutions microlocales uniformément
par rapport à E. On peut alors définir tous les objets précédents en y ajoutant cette
dépendance C∞ en E. En procédant de cette manière, on obtient les conditions de Bohr-
Sommerfeld dépendant d’un paramètre, que l’on décrit ci-dessous.
Soit I un intervalle de valeurs régulières du symbole principal f0. Pour E ∈ I, on note
Cj(E), 1 ≤ j ≤ N , les composantes connexes de f−10 (E) de sorte que E 7→ Cj(E) soit
lisse. Observons que Cj(E) est une courbe lisse fermée plongée, équipée de l’orientation
dépendant continûment de E donnée par le flot hamiltonien de f0. On définit l’action
principale c(j)0 ∈ C∞(I) de sorte que le transport parallèle dans L le long de Cj(E) est
la multiplication par exp(ic(j)0 (E)). On définit l’action sous-principale c
(j)
1 de manière
analogue, en remplaçant L par L1 et en utilisant la connexion ∇1 (dépendant de E) décrite
plus haut. Finalement, on pose (j)E = (Cj(E)) ; en fait, (j)E est une constante (j)E = (j)
pour E dans I. Les conditions de Bohr-Sommerfeld (voir [21] pour davantage de détails)
spécifient qu’il existe η > 0 tel que l’intersection du spectre de Tk avec [E − η,E + η]
modulo O(k−∞) est la réunion de familles σj , 1 ≤ j ≤ N , où les éléments de σj sont les
solutions de
g(j)(λ, k) ∈ 2pik−1Z
avec g(j)(., k) une suite de fonctions de C∞(I) admettant un développement asymptotique
de la forme
g(j)(., k) ∼
∑
`≥0
k−`g(j)`
à coefficients g(j)` ∈ C∞(I). De plus, on a
g
(j)
0 (λ) = c
(j)
0 (λ) et g
(j)
1 (λ) = c
(j)
1 (λ) + (j)pi.
Remarque. En principe, on peut aussi donner une formule permettant de calculer
les quantités g(j)` , ` ≥ 2 qui interviennent dans l’expression des conditions de Bohr-
Sommerfeld, comme le signale Charles dans l’article [21]. Dans le contexte des opérateurs
pseudo-différentiels, un tel résultat à été obtenu par Colin de Verdière [31]. Sa méthode
s’appuie sur trois ingrédients : l’expression de la trace d’un opérateur comme intégrale
du noyau évalué sur la diagonale, le calcul symbolique (connaissance du star-produit),
et le fait de disposer d’un opérateur modèle qu’on comprend suffisamment bien (c’est-à-
dire dont on connaît le spectre ainsi que le symbole total de la résolvante) pour pouvoir
calculer explicitement certaines constantes qui apparaissent dans la preuve (dans le cas
pseudo-différentiel sur R2, c’est l’oscillateur harmonique qui joue ce rôle). En pratique,
on a bien l’expression voulue de la trace d’un opérateur de Toeplitz et il est sans doute
possible d’expliciter le star-produit sur des exemples simples comme celui de la sphère ou
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du tore ; une question qui reste pour l’instant en suspens est de savoir si on dispose dans
ces cas d’opérateurs pour lesquels on sait calculer explicitement les quantités citées plus
haut. Dans le cas de la sphère, nous pensons que l’opérateur Zk (défini dans la section
2.4.3.2) est un bon candidat ; il serait intéressant d’écrire les calculs en question.
Chapitre 4
Conditions de Bohr-Sommerfeld
dans le cas elliptique
Ce chapitre reprend intégralement l’article [72], hormis l’annexe contenant les preuves
des résultats de la section 4.3.3 qui a été déplacée dans la section 2.5. Nous y obtenons
les conditions de Bohr-Sommerfeld près d’un minimum global du symbole principal d’un
opérateur de Toeplitz autadjoint, en dimension deux. Pour ce faire, nous introduisons des
opérateurs intégraux de Fourier, qui nous permettent de quantifier une forme normale sym-
plectique près du point réalisant le minimum, c’est-à-dire d’en déduire une forme normale
microlocale au niveau des opérateurs. L’étude du modèle local (l’oscillateur harmonique
dans la représentation de Bargmann) fournit un développement asymptotique des valeurs
propres de l’opérateur dans un intervalle de taille fixe (ne dépendant pas de k) contenant
la valeur singulière. En outre, la technique employée nous permet de retrouver les condi-
tions de Bohr-Sommerfeld usuelles loin du point critique. Finalement, nous mettons en
évidence ces résultats sur un exemple (celui du hamiltonien de Harper sur le tore) via des
simulations numériques.
Nous nous restreignons au cas d’un minimum global afin d’éviter d’avoir à discuter
l’apport des différentes composantes connexes du niveau critique. Dans le cas général, il
faut rajouter à la description du spectre la contribution de celles-ci.
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4.1 Introduction
Let M be a compact, connected Kähler manifold of complex dimension 1, with fun-
damental 2-form ω. Assume M is endowed with a prequantum line bundle L. Let K be
another holomorphic line bundle and define the quantum Hilbert space Hk as the space
of holomorphic sections of Lk ⊗K, for every positive integer k. The operators acting on
Hk that we consider are Berezin-Toeplitz operators ([12, 10, 19, 76], and many others).
The semiclassical parameter is k, and the semiclassical limit is k → +∞. Formally, k is
the inverse of Planck’s constant ~.
Our aim is to understand the spectrum of a given self-adjoint Toeplitz operator, in
the semiclassical limit. In the setting of (~-)pseudodifferential operators, the similar study
was done by Colin de Verdière in [30]. In his article [21], Charles obtained the description
of the intersection of the spectrum of a self-adjoint Toeplitz operator with an interval
of regular values of its principal symbol, in the semiclassical limit: the eigenvalues are
selected by an integrality condition for some geometric quantities (actions) associated to
the symbol of the operator (these are the Bohr-Sommerfeld conditions).
In this article, we extend these conditions around a global minimum of the principal
symbol; since we work with only one degree of liberty, we expect to have a very precise
description of the eigenvalues near the critical point.
4.1.1 Main theorem
Let Ak be a self-adjoint Toeplitz operator on M ; its normalized symbol a0 + ~a1 + . . .
is real-valued. Assume that its principal symbol a0 admits a global minimum at m0 ∈M ,
with a0(m0) = 0. Denote by λ(1)k ≤ λ(2)k ≤ . . . ≤ λ(j)k ≤ . . . the eigenvalues of Ak. Our
main result is the following theorem.
Theorem (Theorem 4.6.2). There exist E0 > 0, a sequence g(., k) of functions of C∞(R,R)
which admits an asymptotic expansion of the form g(., k) = ∑`≥0 k−`g` in the C∞ topol-
ogy, and a positive integer k0 such that for every integer N ≥ 1 and for every E ≤ E0,
there exists a constant CN > 0 such that for k ≥ k0:(
λ
(j)
k ≤ E or E(j)k ≤ E
)
⇒
∣∣∣λ(j)k − E(j)k ∣∣∣ ≤ CNk−N
where
E
(j)
k = g
(
k−1
(
j + 12
)
, k
)
, j ∈ N.
Once we are able to compute the g`, ` ≥ 0, explicitly, this allows to compute asymptotic
expansions to all order for eigenvalues of Ak lower than E0. In fact, g(., k) is constructed as
the local inverse of a sequence f(., k) which also admits an asymptotic expansion f(., k) =∑
`≥0 k−`f` in the C∞ topology, and the first terms f0, f1 are related to geometric quantities
(actions) associated to Ak.
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4.1.2 Link with the usual Bohr-Sommerfeld conditions
Let I be a set of regular values of the principal symbol a0. For the sake of simplic-
ity, assume that for every E in I, the level set ΓE := a−10 (E) is connected; then it is
diffeomorphic to S1. Fix an orientation on ΓE depending continuously on E. Define the
principal action c0 ∈ C∞(I) in such a way that the parallel transport in L along ΓE is the
multiplication by exp(ic0(E)). Of course, c0(E) is defined up to an integer multiple of 2pi,
but we can always choose a determination of c0 that is smooth on I.
Let (δ, ϕ) be a half-form bundle, that is a line bundle δ → M together with an iso-
morphism of line bundles ϕ : δ2 → Λ2,0T ∗M . It is known that for any connected compact
Kähler manifold of complex dimension 1, such a couple exists. Introduce the hermitian
holomorphic line bundle L1 such that K = L1 ⊗ δ. For E in I, define the subprincipal
form κE as the 1-form on ΓE such that
κE(Xa0) = −a1
where Xa0 stands for the Hamiltonian vector field associated to a0. Denote by jE the
embedding ΓE →M , and introduce the connection ∇E on j∗EL1 → ΓE defined by
∇E = ∇j∗EL1 + 1
i
κE ,
with ∇j∗EL1 the connection induced by the Chern connection of L1 on j∗EL1. Define the
subprincipal action c1 ∈ C∞(I) like the principal action, replacing L by L1 endowed with
this connection.
Finally, define an index  from the half-form bundle δ as follows: the map
ϕE : δ2E → T ∗ΓE ⊗ C, u 7→ j∗Eϕ(u)
is an isomorphism of line bundles. The set{
u ∈ δE ;ϕE(u⊗2) > 0
}
has one or two connected components. In the first case, we set E = 1, and in the second
case E = 0. In fact, E is a constant E =  for E in I.
The (regular) Bohr-Sommerfeld conditions [21] state that there exists η > 0 such that
the eigenvalues of Ak contained in [E − η,E + η] are equal to the solutions of
S(λ, k) ∈ 2pik−1Z (4.1)
modulo O(k−∞), where S(., k) is a sequence of elements of C∞(R,R) admitting an asymp-
totic expansion S(., k) = ∑`≥0 k−`S`, with S0 = c0 and S1 = c1 + pi, with c0, c1 and 
defined as above.
With f0, f1, c0 and c1 defined as above, the following result holds.
Proposition (Proposition 4.6.4). Set I =]0, E0[. Then
f0 =
1
2pic0, f1 =
1
2pic1 (4.2)
on I.
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Furthermore, it is known that when ΓE is the boundary of a disk embedded in M ,
one has  = 1. Since this is the case when E belongs to I, we recover the regular Bohr-
Sommerfeld conditions away from the minimum.
4.1.3 Structure of the article
The paper is organized as follows: we start by recalling some properties of Toeplitz
operators on a compact manifold. Then, we briefly explain how to adapt the theory in the
case where the phase space is the whole complex plane. The fourth section is devoted to the
construction of Fourier integral operators that we use to construct our microlocal normal
form in the following part. In section 6, we state the Bohr-Sommerfeld conditions and
some consequences. In the last section, we investigate an example to give some numerical
evidence of our results.
4.2 Preliminaries and notations
First, we introduce the notations and conventions that we will adopt through this
whole article. They are already written in [21] for instance, but we recall them here for
the sake of completeness.
4.2.1 Quantum spaces
LetM be a connected compact Kähler manifold, with fundamental 2-form ω ∈ Ω2(M,R).
Assume M is endowed with a prequantum bundle L→ M , that is a Hermitian holomor-
phic line bundle whose Chern connection ∇ has curvature 1iω. Let K →M be a Hermitian
holomorphic line bundle. For every positive integer k, define the quantum space Hk as:
Hk = H0(M,Lk ⊗K) =
{
holomorphic sections of Lk ⊗K
}
.
The space Hk is a subspace of the space L2(M,Lk ⊗ K) of sections of finite L2-norm,
where the scalar product is given by
〈ϕ,ψ〉 =
∫
M
hk(ϕ,ψ)µM
with hk the hermitian product on Lk ⊗ K induced by those of L and K, and µM the
Liouville measure on M . Since M is compact, Hk is finite dimensional, and is thus given
a Hilbert space structure with this scalar product.
4.2.2 Geometric notations
Unless otherwise mentioned, “smooth” will always mean C∞, and a section of a line
bundle will always be assumed to be smooth. The space of sections of a bundle E → M
will be denoted by Γ(M,E).
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Let LP → P and LN → N be two prequantum bundles over Kähler manifolds, whose
fundamental 2-forms are denoted by ωP and ωN . Denote by p1 and p2 the projections of
P ×N on each factor, and LP  LN = p∗1LP ⊗ p∗2LN ; then, if P ×N is endowed with the
symplectic form p∗1ωP + p∗2ωN , LP  LN → P ×N is a prequantum bundle.
Let P op be the manifold P endowed with the symplectic form −ωP and the (almost)
complex structure opposed to the one of P , and let L−1P be the inverse (dual) bundle of
LP with induced hermitian and holomorphic structure and connection; then L−1P → P op is
a prequantum bundle. If k is a positive integer, we can identify the Schwartz kernel of an
operator T : Γ(P,LkP )→ Γ(N,LkN ) to a section of LkN L−kP → N ×P op via the following
formula:
Ts(x) =
∫
P
T (x, y).s(y)µP (y),
where µP is the Liouville measure on the manifold P .
4.2.3 Admissible and negligible sequences
Let M be a compact connected Kähler manifold. Let (sk)k≥1 be a sequence such that
for each k, sk belongs to Γ(M,Lk ⊗K). We say that (sk)k≥1 is
– admissible if for every positive integer `, for every vector fields
X1, . . . , X` on M , and for every compact set C ⊂ M , there exist a constant c > 0
and an integer N such that
∀m ∈ C ‖∇X1 . . .∇X`sk(m)‖ ≤ ckN ,
– negligible if for every positive integers ` and N , for every vector fields X1, . . . , X` on
M , and for every compact set C ⊂M , there exists a constant c > 0 such that
∀m ∈ C ‖∇X1 . . .∇X`sk(m)‖ ≤ ck−N .
We say that (sk)k≥1 is negligible over an open set U ⊂ M if the previous estimates
hold for every compact subset of U . We denote by O(k−∞) any negligible sequence
or the set of negligible sequences. The microsupport MS(sk) of an admissible sequence
(sk)k≥1 is the complement of the set of points of M which admit a neighbourhood where
(sk)k≥1 is negligible. Finally, we say that two admissible sequences (tk)k≥1 and (sk)k≥1
are microlocally equal on an open set U if MS(tk−sk)∩U = ∅; the symbol ∼ will indicate
microlocal equivalence. We can then define, via the sequences of their Schwartz kernels,
admissible and smoothing operators, and the microsupport and microlocal equality of
operators.
4.2.4 Toeplitz operators
Let Πk be the orthogonal projector of L2(M,Lk ⊗K) onto Hk. A Toeplitz operator is
any sequence (Tk : Hk → Hk)k≥1 of operators of the form
Tk = ΠkMf(.,k) +Rk (4.3)
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where f(., k) is a sequence of C∞(M) with an asymptotic expansion f(., k) = ∑`≥0 k−`f`
for the C∞ topology,Mf(.,k) is the operator of multiplication by f(., k) and Rk is a smooth-
ing operator. They are the semiclassical analogue of the Toeplitz operators studied by
Boutet de Monvel and Guillemin in [12].
We recall the following essential theorem about Toeplitz operators, which is a conse-
quence of the works of Boutet de Monvel and Guillemin [12] (see also [9, 19, 47]).
Theorem 4.2.1. The set T of Toeplitz operators is a star algebra whose identity is
(Πk)k≥1. The contravariant symbol map
σcont : T → C∞(M)[[~]]
sending Tk into the formal series
∑
`≥0 ~`f` is well defined, onto, and its kernel is the ideal
consisting of O(k−∞) Toeplitz operators. More precisely, for any integer `,
‖Tk‖ = O(k−`) if and only if σcont(Tk) = O(~`).
We will mainly work with the normalized symbol
σnorm =
(
Id + ~2∆
)
σcont
where ∆ is the holomorphic Laplacian acting on C∞(M); unless otherwise mentioned,
when we talk about a subprincipal symbol, this refers to the normalized symbol. This
symbol has the good property that, if Tk and Sk are Toeplitz operators with respective
principal symbols t0 and s0 and subprincipal symbols t1 and s1, then
σnorm(TkSk) = t0s0 + ~
(
t0s1 + t1s0 +
1
2i {t0, s0}
)
+O(~2).
Finally, we will need to apply functional calculus to Toeplitz operators.
Proposition 4.2.2 ([19]). Let Tk be a self-adjoint Toeplitz operator with symbol
∑
`≥0 ~`t`
and g be a function of C∞(R,C). Then g(Tk) is a Toeplitz operator with principal symbol
g(t0).
4.3 Toeplitz operators on the complex plane
4.3.1 Bargmann spaces
We consider the Kähler manifold C ' R2 with coordinates (x, ξ), standard complex
structure and symplectic form ω0 = dξ ∧ dx. Let L0 = R2 × C → R2 be the trivial
fiber bundle with standard hermitian metric h0 and connection ∇0 with 1-form 1iα, where
αu(v) = 12ω0(u, v); endow L0 with the unique holomorphic structure compatible with h0
and ∇0. For every positive integer k, the quantum space that we consider is
H0k = H0(R2, Lk0) ∩ L2(R2, Lk0);
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this means that in this case, we make the arbitrary choice that the auxiliary line bundle
K is the trivial bundle with flat connection. These spaces coincide with Bargmann spaces
[2, 3], which are spaces of square integrable functions with respect to a Gaussian weight.
More precisely, we choose the holomorphic coordinate z = x−iξ√2 and note
Bk =
{
fψk; f : C 7→ C holomorphic,
∫
R2
|f(z)|2 exp(−k|z|2) dλ(z) < +∞
}
with ψ : C→ C, z 7→ exp
(
−12 |z|2
)
, ψk its k-th tensor power, and λ the Lebesgue measure
on R2. It is easily shown that for k ≥ 1,H0k is precisely Bk. Sometimes, we will use the iden-
tification of the section fψ to the function f in abusive notations, such as talking about the
operator ∂∂z action on Bk, etc. It is standard that Bk is closed in L2
(
R2, exp(−k|z|2)dλ(z)),
and is thus a Hilbert space; moreover, we know an orthonormal basis of Bk.
Proposition 4.3.1. The family (ϕn,k)n∈N, where ϕn,k(z) =
√
kn+1
2pin! z
nψk, is an orthonor-
mal basis of Bk.
We denote by Π0k the orthogonal projector from L2(R2, Lk0) onto Bk.
4.3.2 Admissible and negligible sequences
Since we will only deal with C∞ sections, we can adopt the same definitions for admis-
sible and negligible sequences as in the previous section.
4.3.3 Toeplitz operators
To consider Toeplitz operators acting on Bargmann spaces without raising technical
issues, we could only work with operators with compactly supported kernels. However,
we would miss the simple case of the harmonic oscillator. So we need to introduce symbol
classes, very similar to the ones used when dealing with ~-pseudodifferential operators (see
for instance [40]). The proofs of the results of this part are collected in the appendix.
Let d be a positive integer. For u in Cd, set m(u) =
(
1 + ‖u‖2) 12 . For every integer j,
we define the symbol class Sdj as the set of sequences of functions of C∞(Cd) which admit
an asymptotic expansion of the form a(., k) = ∑`≥0 k−`a` in the sense that
– ∀` ∈ N ∀α, β ∈ N2d ∃ C`,α,β > 0 |∂αz ∂βz¯ a`| ≤ C`,α,βmj ,
– ∀L ∈ N∗ ∀α, β ∈ N2d ∃ CL,α > 0
∣∣∣∂αz ∂βz¯ (a−∑L−1`=0 k−`a`)∣∣∣ ≤ CL,α,βk−Lmj .
Set Sd = ⋃j∈Z Sdj . Now, let a(., k) be a symbol in S1j , and consider the operator
Ak = Op(a(., k)) = Π0kMa(.,k)Π0k (4.4)
acting on the subspace
Sk =
{
ϕ ∈ Bk; ∀j ∈ N sup
z∈C
(
|ϕ(z)|(1 + |z|2)j/2
)
< +∞
}
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of Bk. As shown in [3], Sk corresponds to the Schwartz space via a particular unitary
mapping between L2(R) and Bk, the Bargmann transform. It is easily seen that Ak sends
Sk into Sk; it is even continuous Sk → Sk. Note that if j = 0, then Ak is bounded
Bk → Bk, and its norm is lower than sup |a(., k)|.
Let t be the section of L0 → R2 with constant value 1. Let F0 be the section of
L0  L−10 given by
F0(z1, z2) = exp
(
−12
(
|z1|2 + |z2|2 − 2z1z¯2
))
t(z1)⊗ t−1(z2),
or equivalently, if u = (x, ξ) where z = 1√2(x− iξ),
F0(u, v) = exp
(
−14‖u− v‖
2 − i2ω0(u, v)
)
t(u)⊗ t−1(v).
Adapting the result of section 1.c of [2], with the good normalization for the weight defining
our Bargmann spaces, we have the following:
Proposition 4.3.2. Π0k admits a Schwartz kernel given by k2piF k0 .
In the rest of the paper, we will use the same letter to designate an operator and
its Schwartz kernel. This proposition allows us to compute the Schwartz kernel of any
Toeplitz operator.
Lemma 4.3.3. Let a(., k) be a symbol in S1j ; then Ak = Op(a(., k)) admits a Schwartz
kernel given by
Ak(z1, z2) =
k
2pi exp
(
−k2
(
|z1|2 + |z2|2 − 2z1z¯2
))
a˜(z1, z2, k)
+Rk exp
(
−Ck|z1 − z2|2
)
,
(4.5)
where a˜(., ., k) belongs to S2j , Rk is negligible and C is some positive constant. Moreover,
one has
a˜(z, z, k) =
(
exp
(
k−1∆
)
a
)
(z, k) (4.6)
where ∆ = ∂∂z
∂
∂z¯
is the holomorphic Laplacian acting on C∞(C2), in the sense that the
asymptotic expansion of a˜(., ., k) is obtained by applying the formal asymptotic expansion
of the operator exp
(
k−1∆
)
to the asymptotic expansion of a(., k).
This leads us to the following definition.
Definition 4.3.4. A Toeplitz operator is an operator from Sk to Sk of the form
Π0kMa(.,k)Π0k + Sk, (4.7)
where a(., k) is a symbol in S1 and the kernel of Sk satisfies
Sk(z1, z2) = Rk(z1, z2) exp
(
−Ck|z1 − z2|2
)
(4.8)
with Rk negligible and C some positive constant. As in the compact case, σcont(Ak) =∑
`≥0 ~`a` is called the contravariant symbol of Ak. We denote by Tj the set of Toeplitz
operators with contravariant symbol belonging to S1j .
4.4. FOURIER INTEGRAL OPERATORS 65
In fact, lemma 4.3.3 defines the covariant symbol of Ak:
σcov(Ak)(z) =
∑
`≥0
~`a˜`(z, z).
The following lemma gives an important property of the latter.
Lemma 4.3.5. If the covariant symbol of Ak vanishes, then the Schwartz kernel of Ak is
of the form (4.8).
As a corollary of lemmas 4.3.3 and 4.3.5, we obtain the stability under composition of
the set of Toeplitz operators.
Corollary 4.3.6. Let Ak ∈ Tj and Bk ∈ Tj′ be two Toeplitz operators. Then Ck = AkBk
belongs to Tj+j′; more precisely, its contravariant symbol is given by
σcont(Ck)(z) =
(
exp
(
−~ ∂
∂z1
∂
∂z¯2
)
σcont(Ak)(z1)σcont(Bk)(z2)
)
|z1=z2=z
, (4.9)
in the same sense as in lemma 4.3.3.
Define the normalized symbol as in the compact case:
σnorm =
(
Id + ~2∆
)
σcont.
From formula (4.9), we find that
σnorm(AkBk) = a0b0 + ~
(
a0b1 + a1b0 +
1
2i {a0, b0}
)
+O(~2)
if σnorm(Ak) = a0 + ~a1 +O(~2) and σnorm(Bk) = b0 + ~b1 +O(~2), as expected.
Definition 4.3.7. A Toeplitz operator Ak ∈ Tj with principal symbol a0 is said to be
elliptic at infinity if there exists some c > 0 such that for z in C, |a0(z)| ≥ c(1 + |z|2)
j
2 .
Adapting proposition 12 of [19] and theorem 39 of [29], one can show the following:
Proposition 4.3.8 (Functional calculus). If Ak belongs to Tj for some j ≥ 1, is essentially
self-adjoint and elliptic at infinity and if η : R→ R is a compactly supported C∞ function,
then η(Ak) belongs to Tj′ for every j′ < 0.
4.4 Fourier integral operators
The aim of this section is to construct microlocally unitary operators between Hk and
Bk, given a local symplectomorphism χ from M to R2. In [12], Boutet de Monvel and
Guillemin introduced Fourier integral operators in the homogeneous Toeplitz setting. In
the semiclassical Toeplitz theory, such operators between compact manifolds have been
introduced by Zelditch [102] and later used by Charles [20, 23], but some difficulties arise
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when dealing with a non compact manifold. Although some of the following material,
such as propositions 4.4.5 (see [102, Unitarization Lemma 1]) and 4.4.6 (which appears
in [102] as a direct consequence of the results in [12]), was already present in the work of
Zelditch in the compact case, the following constructions are rather adapted from those of
Charles. Let us mention that Toeplitz Fourier integral operators have also been studied
by authors such as Debernardi and Paoletti [38, 81] and have been applied for instance
to the analysis of the homogeneous complex Monge-Ampère equation in the article [87],
where the latter arises from a Kähler geometry problem.
Let χ : Ω1 ⊂ M → Ω2 ⊂ R2 be a symplectomorphism between the open sets Ω1 and
Ω2. Then the graph
Λχ = {(u, χ(u));u ∈ Ω1} ⊂ Ω1 × Ω2
of χ is a Lagrangian submanifold of the product M ×Cop. As in the previous section, let
t be the section of L0 → R2 with constant value 1. By definition of the connection on L0,
we have ∇0t = 1iα ⊗ t, where α is the primitive of ω0 given by αu(v) = 12ω0(u, v). The
following lemma is elementary.
Lemma 4.4.1. Taking Ω1 smaller if necessary, we can find a local gauge s of L → Ω1
such that ∇s = 1iχ∗α⊗ s.
We consider the section tΛχ of L L−10 over Λχ given by
tΛχ(u, χ(u)) = s(u)⊗ t−1(χ(u)).
Thanks to proposition 2.1 of [20], we can build a local section E of L L−10 → Ω1 × Ωop2
such that
– E is equal to tΛχ on Λχ,
– for every holomorphic vector field Z on Ω1×Ωop2 , the covariant derivative of E with
respect to Z¯ is zero modulo a section vanishing to infinite order along Λχ,
and this section is unique modulo a section vanishing to infinite order along Λχ. Further-
more, we can always assume that ‖E‖ < 1 outside Λχ, and we will make this assumption
until the end of this article.
We consider a sequence of functions of C∞(Ω1 × Ωop2 ), which admits an asymptotic
expansion ∑`≥0 k−`a` for the C∞ topology whose coefficients are all supported in a fixed
(independent of k) compact set C ⊂ Ω1×Ω2. Let Sk be the local section of (Lk⊗K)L−k0
given by
Sk(u, v) =
k
2piE
k(u, v)a(u, v, k),
and consider the operator Sk defined on Γ(C, Lk0) by
(Skφ)(u) =
∫
R2
Sk(u, v).φ(v) dλ(v),
which makes sense since Sk(., .) vanishes outside Ω1 × Ω2.
Proposition 4.4.2. The operator Rk = SkΠ0k maps Bk into Γ(M,Lk ⊗K).
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Proof. We must show that if ϕk is a smooth square integrable section of Lk0 → C, then
SkΠ0kϕk is a smooth section of Lk ⊗ K → M . It is enough to show that the Schwartz
kernel of SkΠ0k and its derivatives with respect to the first variable are rapidly decreasing
in the second variable. Let Rk be this kernel; one has
Rk(u, v) =
∫
p2(C)
Sk(u,w).Π0k(w, v)dw,
with p2 the projection from M × C to C. So
Rk(u, v) =
(
k
2pi
)2 ∫
p2(C)
f(u, v, w, k)Ek(u,w).tk(w)⊗ t−k(v)dw
with f(u, v, w, k) = a(u,w, k) exp
(
−k4‖w − v‖2 − ik2 ω0(w, v)
)
. This implies the estimate
‖Rk(u, v)‖ ≤
(
k
2pi
)2 ∫
p2(C)
|a(u,w, k)| exp
(
−k4‖w − v‖
2
)
‖Ek(u,w)‖dw.
Since ‖E‖ ≤ 1 and a(., ., k) is bounded by some constant ck > 0, this yields
‖Rk(u, v)‖ ≤
(
k
2pi
)2
ck
∫
p2(C)
exp
(
−k4‖w − v‖
2
)
dw.
Using ‖w − v‖2 ≥ ‖v‖2 − 2‖w‖‖v‖, we obtain
‖Rk(u, v)‖ ≤
(
k
2pi
)2
ck exp
(
−k4‖v‖
2
)∫
p2(C)
exp
(
k
2‖w‖‖v‖
)
dw.
Finally, an upper bound for the integral that appears in this inequality is pir2 exp
(
k
2r‖v‖
)
where p2(C) is included in the closed ball of radius r and centered at the origin. This
allows us to conclude that
‖Rk(u, v)‖ ≤
(
k
2pi
)2
ckpir
2 exp
(
−k4‖v‖
2 + kr2 ‖v‖
)
.
The same kind of estimates hold for the successive derivatives of Rk with respect to u;
we prove them by differentiating under the integral sign.
Unfortunately, Rk has no reason to map holomorphic sections to holomorphic sections;
to fix this problem, we set Tk = ΠkRk; defined in this way, Tk is an operator from Bk to
Hk.
Proposition 4.4.3. The Schwartz kernel of Tk reads
Tk(u, v) =
k
2piE
k(u, v)b(u, v, k) +O(k−∞) (4.10)
with b(., ., k) a sequence of smooth functions which admits an asymptotic expansion b(., ., k) =∑
`≥0 k−`b` for the C∞ topology satisfying
b0(u, χ(u), k) = µ(u)a0(u, χ(u), k)
where µ is a smooth, nowhere vanishing function which depends only on the section E.
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The proof is the same as the proof of proposition 4.2 of [20]; it is based on an application
of the stationary phase lemma.
An operator Vk : Bk → Hk admitting a Schwartz kernel of the form of equation (4.10)
and satisfying ΠkVkΠ0k = Vk will be called a Fourier integral operator associated to the
sequence b(., ., k); let us denote by FI(χ) the set of such operators. We define the full
symbol map
σ : FI(χ)→ C∞(M)[[~]], Vk 7→
∑
`≥0
~`b`(u, χ(u)).
One can show that its kernel consists of smoothing operators. In the same way, we define
FI(χ−1) : Hk → Bk. The following property is another application of the stationary
phase lemma.
Proposition 4.4.4. Let Rk ∈ FI(χ) and Sk ∈ FI(χ−1) with respective principal symbols
r0(u, χ(u)) and s0(v, χ−1(v)). Then there exists a smooth nowhere vanishing function
ν : R2 → R such that for every Toeplitz operator Tk on M with principal symbol t0,
SkTkRk is a Toeplitz operator on R2 with principal symbol equal to
ν(v)s0(v, χ−1(v))t0(χ−1(v))r0(χ−1(v), v)
on Ω2.
To conclude this section, we prove that we can find microlocally unitary operators
mapping Bk to Hk in the following sense.
Proposition 4.4.5. There exists a Fourier integral operator Uk : Bk → Hk such that
– U∗kUk ∼ Π0k on Ω2,
– UkU∗k ∼ Πk on Ω1,
reducing Ω1 and Ω2 if necessary, where we recall that the symbol ∼ stands for microlocal
equality.
Proof. Start from a Fourier integral operator Sk associated to s(., ., k) with principal sym-
bol s0(v, χ−1(v)) never vanishing on Ω1 × Ω2. The first step is to construct an operator
with the first property; we do it by induction, correcting Sk by Toeplitz operators. More
precisely, let Pk be a Toeplitz operator on R2, and denote by p0 its principal symbol.
Set U (0)k = SkPk; then U
(0)∗
k U
(0)
k is a Toeplitz operator on R2, with principal symbol
ν(v) |p0(v)|2
∣∣s0 (χ−1(v), v)∣∣2. Since ν(v) and s0(s, χ−1(v)) vanish in no point v, one can
choose p0 such that this principal symbol is equal to 1. Doing so, U (0)∗k U
(0)
k has the same
principal symbol as Π0k, so there exists a Toeplitz operator R
(0)
k such that
U
(0)∗
k U
(0)
k ∼ Π0k + k−1R(0)k
on Ω2. From now on, when there is no ambiguity, the equality between operators will
mean microlocal equality on Ω2. Let n ∈ N and assume that there exists an operator
U
(n)
k : Bk → Hk and a Toeplitz operator R(n)k (with principal symbol rn) such that
U
(n)∗
k U
(n)
k = Π
0
k + k−(n+1)R
(n)
k .
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Let Tk be a Toeplitz operator on R2 with principal symbol t0, and set
U
(n+1)
k = U
(n)
k
(
Π0k + k−(n+1)Tk
)
. One has
U
(n+1)∗
k U
(n+1)
k = Π
0
k + k−(n+1)
(
T ∗k +R
(n)
k + Tk
)
+ k−(n+2)R(n+1)k
with R(n+1)k a Toeplitz operator. This implies that if we choose t0 such that 2<(t0) = −rn,
then
U
(n+1)∗
k U
(n+1)
k = Π
0
k + k−(n+2)R
(n+1)
k .
So we can construct the operators U (n)k by induction; it remains to apply Borel’s summation
lemma to find the desired operator Uk.
Composing such a Uk by Uk on the left and U∗k on the right gives:
(UkU∗k )
2 ∼ UkU∗k on Ω1.
Since UkU∗k is an elliptic Toeplitz operator on Ω1 (its principal symbol vanishes nowhere),
it has a microlocal inverse at each point of Ω1; so the preceding equation yields UkU∗k ∼ Πk
on Ω1.
Of course, such operators satisfy the analogue of Egorov’s theorem:
Proposition 4.4.6. If Uk is as above, then, for every Toeplitz operator Tk on M with
principal symbol t0, Sk = U∗kTkUk is a Toeplitz operator on R2 with principal symbol equal
to t0 ◦ χ−1 on Ω2.
For a proof, see [29, theorem 47]. The action of a Fourier integral operator at the
subprincipal level is much more complicated to compute. Denote by σ0(Uk) the principal
symbol of Uk, and by γ the 1-form on Λχ such that
∇Hom(C,K)σ0(Uk) = −1
i
γ ⊗ σ0(Uk)
endowing C with the trivial connection and K with the one inherited from L1 and δ. Now,
notice that the symplectomorphism χ brings the complex structure of Cop to a positive
complex structure j on M . Introduce the section Ψ of Hom(Ω1,0(C),Ω1,0j (M))|Λχ → Λχ
such that for all α ∈ Λ1,0(TΩop2 )∗ and β ∈ Λ1,0(TΩ1)∗,
Ψ(α) ∧ β¯ = (χ∗α) ∧ β¯.
This map is well-defined because the sesquilinear pairing Λ1,0j (TmΩ1)∗ × Λ1,0(TmΩ1)∗ →
C, (α, β) 7→ (α ∧ β¯)/ωm is non-degenerate. Let δ be the 1-form on Λχ such that
∇Ψ = δ ⊗Ψ
where ∇ is the connection induced by the Chern connections of Ω2,0(C) and Ω2,0(M). In
[23, Theorem 3.3], Charles derived the following formula.
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Theorem 4.4.7. With the same notations as in the previous proposition and denoting by
t1 the subprincipal symbol of Tk, the subprincipal symbol s1 of Sk is given by:
s1(u) = t1(m) +
〈
γ(m,u) −
1
2δ(m,u),
(
Xt0(m), ((χ−1)∗Xt0)(u)
)〉
for u ∈ R2 and m = χ−1(u).
4.5 Microlocal normal form
4.5.1 The local model
Our local model will be the realization of the quantum harmonic oscillator in the
Bargmann representation: Qk = 1k
(
z ∂∂z +
1
2
)
, with domain C[z] which is dense is Bk. The
following lemma is easily shown.
Lemma 4.5.1. Qk is an essentially self-adjoint Toeplitz operator with normalized symbol
q0 defined below. Moreover, the spectrum of Qk is
Sp(Qk) =
{
k−1
(
n+ 12
)
, n ∈ N
}
.
4.5.2 A symplectic Morse lemma
Let (N,ω) be a two-dimensional symplectic manifold and f a function of C∞(N,R).
Assume f admits an elliptic critical point at n0 ∈ N , with f(n0) = 0. Replacing f by −f
if necessary, we can assume that this critical point is a local minimum for f . Define
q0 : R→ R2, (x, ξ) 7→ 12(x
2 + ξ2).
The following theorem is well-known.
Theorem 4.5.2. There exist a local symplectomorphism χ : (N,n0) → (R2, 0) and a
function g in C∞(R,R) satisfying g(0) = 0 and g′(0) > 0, such that
f ◦ χ−1 = g ◦ q0
where χ−1 is defined.
It can be viewed as a consequence of the isochore Morse lemma [36] or of Eliasson’s
symplectic normal form theorem [44], but this case is in fact easier than these two results.
4.5.3 Semiclassical normal form
We consider a self-adjoint Toeplitz operator Ak on M ; its normalized symbol
a(., ~) = a0 + ~a1 + . . .
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is real-valued. Assume that the principal symbol a0 admits a non-degenerate local min-
imum at m0 ∈ M . Assume also that a0(m0) = 0, so that a0 takes positive values on a
neighbourhood of m0. Hence, thanks to theorem 4.5.2, we get a neighbourhood Ω1 of m0
in M , a neighbourhood Ω2 of 0 in R2, a local symplectomorphism χ : Ω1 → Ω2 and a
function g0 of C∞(R,R) with g0(0) = 0 and g′0(0) > 0, such that:
a0 ◦ χ−1 = g0 ◦ q0
on Ω2. We denote by f0 the local inverse of g0. Our goal is to show:
Theorem 4.5.3. There exist a Fourier integral operator Uk : Bk → Hk and a sequence
f(., k) of functions of C∞(R,R) which admits an asymptotic expansion in the C∞ topology
of the form f(., k) = ∑`≥0 k−`f`, such that:
– U∗kUk ∼ Π0k on Ω2,
– UkU∗k ∼ Πk on Ω1,
– U∗kf(Ak, k)Uk ∼ Qk on Ω2.
Proof. We consider an operator U (0)k satisfying the two first points (see the previous sec-
tion). We will construct the operator that we seek by successive perturbations by unitary
Toeplitz operators on Bk. More precisely, we show by induction that for every positive
integer n, there exist an operator U (n)k : Bk → Hk satisfying the two first points, a sequence
f (n)(., k) of functions of C∞(R,R) of the form f (n)(., k) = ∑n`=0 k−`f`, with f` smooth,
and a Toeplitz operator R(n)k acting on Bk such that
U
(n)∗
k f
(n)(Ak, k)U (n)k = Qk + k
−(n+1)R(n)k on Ω2.
The first step is as follows: by the results of the previous section, the operator
U
(0)∗
k f0(Ak)U
(0)
k is a Toeplitz operator on Bk, whose principal symbol is equal to f0 ◦
a0 ◦ χ−1 = q0 on Ω2. Hence, there exists a Toeplitz operator R(0)k on Bk such that
U
(0)∗
k f0(Ak)U
(0)
k = Qk + k
−1R(0)k .
We look for U (1)k of the form U
(0)
k Pk with Pk a unitary Toeplitz operator on Bk. Moreover,
we choose f (1)(., k) = f0 +k−1θ1 ◦f0 with θ1 a smooth function that remains to determine.
Expanding, we get
U
(1)∗
k f
(1)(Ak, k)U (1)k = P
∗
kU
(0)∗
k f0(Ak)U
(0)
k Pk + k
−1P ∗kU
(0)∗
k (θ1 ◦ f0)(Ak)U (0)k Pk
which yields
U
(1)∗
k f
(1)(Ak, k)U (1)k = P
∗
k
(
Qk + k−1R(0)k
)
Pk + k−1P ∗kU
(0)∗
k (θ1 ◦ f0)(Ak)U (0)k Pk.
Consequently, we wish to have
P ∗k
(
Qk + k−1R(0)k
)
Pk + k−1P ∗kU
(0)∗
k (θ1 ◦ f0)(Ak)U (0)k Pk = Qk + k−2R(1)k
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where R(1)k is a Toeplitz operator; this amounts, remembering that Pk is unitary, to
QkPk + k−1
(
R
(0)
k Pk + U
(0)∗
k (θ1 ◦ f0)(Ak)U (0)k Pk
)
= PkQk + k−2PkR(1)k
which we can rewrite
[Qk, Pk] + k−1
(
R
(0)
k Pk + U
(0)∗
k (θ1 ◦ f0)(Ak)U (0)k Pk
)
= k−2PkR(1)k .
This will be true if and only if the subprincipal symbol of the operator on the left of the
equality vanishes, that is to say
1
i
{q0, p0}+ p0(r0 + θ1 ◦ q0) = 0
where p0 and r0 stand for the respective principal symbols of Pk and R(0)k . Set p0 =
exp(iϕ0) with ϕ0 a smooth, real-valued function (since Pk is unitary). The previous
equation then becomes
{ϕ0, q0} = r0 + θ1 ◦ q0.
This equation is standard and it is well-known that it can be solved. We recall a method
from [44] to find θ1 and ϕ0 smooth such that it is satisfied, since we will need to know
how to construct these in part 4.6.2. Consider the functions:
F (x, ξ) = − 12pi
∫ 2pi
0
r0(φtq0(x, ξ)) dt
and
ϕ0(x, ξ) = − 12pi
∫ 2pi
0
t r0(φtq0(x, ξ)) dt,
where φtq0 stands for the Hamiltonian flow of q0 taken at time t:
φtq0(x, ξ) = (x cos t+ ξ sin t,−x sin t+ ξ cos t).
Since we integrate on a compact set and the flow φt is smooth with respect to (x, ξ), both
F and ϕ0 are smooth. By construction, we have {F, q0} = 0. But we have the easy lemma
Lemma 4.5.4. Let f be a function of C∞(R2,R) such that {f, q0} = 0. Then the function
g such that
f = g ◦ q0
belongs to C∞(R,R).
So there exists a function θ1 of C∞(R,R) such that F = θ1 ◦ q0. Integrating by parts,
it is easy to show that
{ϕ0, q0} = θ1 ◦ q0 + r0
The next steps are practically the same; indeed, let n ≥ 1 and assume that we have
found U (n)k and f (n)(., k) satisfying the desired properties. We now look for U
(n+1)
k of the
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form U (n)k (Π0k+k−nVk) with Vk a Toeplitz operator on Bk such that Π0k+k−nVk is unitary.
Furthermore, we write f (n+1)(., k) = f (n)(., k) + k−(n+1)θn+1 ◦ f0 with θn+1 an unknown
smooth function. We want the existence of a Toeplitz operator R(n+1)k such that
U
(n)∗
k f
(n+1)(Ak, k)U (n)k
(
Π0k + k−nVk
)
= (Π0k + k−nVk)
(
Qk + k−(n+2)R(n+1)k
)
which gives, expanding,
Qk + k−nQkVk + k−(n+1)
(
R
(n)
k + U
(n)∗
k (θn+1 ◦ f0)(Ak)U (n)k
)
= Qk
+k−nVkQk + k−(n+2)R(n+1)k + k
−(2n+1)VkR
(n+1)
k .
Thus, we wish that
[Qk, Vk] + k−1
(
R
(n)
k + U
(n)∗
k (θn+1 ◦ f0)(Ak)U (n)k
)
= 0;
this will be verified if and only if
1
i
{q0, v0}+ rn + θn+1 ◦ q0 = 0
which is treated as before.
We conclude thanks to Borel’s summation lemma (applied to both f(., k) and Uk).
4.6 Bohr-Sommerfeld conditions
Let Ak be a self-adjoint Toeplitz operator on M as in the previous section. Moreover,
assume that a0(m0) is a global minimum of the principal symbol a0, and that m0 is the
unique point of M with this property. This implies that there exists E0 > 0 such that for
every E ≤ E0, the level set a−10 (E) is connected and contained in Ω1.
The maximum norm ‖Ak‖∞ of Ak tends to the L∞-norm ‖a0‖∞ of a0 as k goes to
infinity [9]; hence, for k large enough, the spectrum of Ak is included in the set
[−E1, E1],
where E1 = ‖a0‖∞ + 1.
4.6.1 Statement of the result
Before stating the Bohr-Sommerfeld conditions, it is convenient to show that the se-
quence f(., k) can be inverted, and that its inverse still has a good asymptotic expansion.
Lemma 4.6.1. For k large enough, the function f(., k) that appears in theorem 4.6.2 is a
bijection from
[−E1, E0] to its image; more precisely, it is strictly increasing. Moreover,
the inverse sequence g(., k) admits an asymptotic expansion in the C∞ topology of the form
g(., k) = ∑`≥0 k−`g` +O(k−∞), uniformly on [−E1, E0].
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Proof. The first assertion follows from the mean value inequality
∀k ≥ 1 ∀E, E˜ ∈
[
−E1, E0
]
|f(E, k)− f(E˜, k)| ≥ inf
[−E1,E0]
|f ′(., k)||E − E˜|
and the fact that f ′(., k) is bounded below by some positive constant. This implies that
for k sufficiently large, f(., k) is strictly monotone on
[−E1, E0]; since f ′0(0) > 0, f(., k)
is in fact strictly increasing. For the second part, the proof is once again based on Borel’s
summation lemma; it is done by induction thanks to Taylor’s formula with integral re-
mainder.
We can therefore introduce the sequences
E
(j)
k = g
(
k−1
(
j + 12
)
, k
)
, j ∈ N (4.11)
for k large enough and for j such that k−1
(
j + 12
)
belongs to the set
[
f(−E1, k), f(E0, k)].
Since g(., k) is also strictly increasing, the E(j)k are ordered:
∀j ∈ N, E(j)k < E(j+1)k .
We can be more precise; fix j ∈ N and write
E
(j)
k = g0
(
k−1
(
j + 12
))
+ k−1g1
(
k−1
(
j + 12
))
+O(k−2).
Then, applying Taylor’s formula with integral remainder, we get
E
(j)
k = g0(0)︸ ︷︷ ︸
=0
+k−1
(
g1(0) +
(
j + 12
)
g′0(0)
)
+O(k−2). (4.12)
One must be careful with this estimate: the O(k−2) remainder is no longer uniform with
respect to j. Denote by λ(1)k ≤ λ(2)k ≤ . . . ≤ λ(j)k ≤ . . . the eigenvalues of Ak. The main
result of this section is the following theorem.
Theorem 4.6.2. There exists a positive integer k0 ≥ 1 such that for every integer N ≥ 1
and for every E ≤ E0, there exist a constant CN > 0 such that for k ≥ k0:(
λ
(j)
k ≤ E or E(j)k ≤ E
)
⇒
∣∣∣λ(j)k − E(j)k ∣∣∣ ≤ CNk−N . (4.13)
Moreover, for k large enough, all the eigenvalues of Ak smaller than E0 are simple. In
particular, we obtain an asymptotic expansion to every order for the eigenvalues of Ak
smaller than E0.
We will need the following lemma, based on the min-max principle.
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Lemma 4.6.3 ([28, lemma 3.3]). Let A and B be two self-adjoint operators acting, re-
spectively, on the Hilbert spaces H′ and H, both bounded from below. Denote by ΠAI the
spectral projection of A on I and by λA1 ≤ λA2 ≤ . . . ≤ λAj ≤ . . . the increasing sequence
of eigenvalues below the essential spectrum of A; if there is a finite number jmax of such
eigenvalues, extend the sequence for j > jmax by setting λAj = λAess, where λAess is the
infimum of the essential spectrum of A. Introduce the same notations for B. Suppose
that there exist a bounded operator U : H → H′, an interval I = (−∞, E], and constants
C > 0, c ∈ (0, 1) such that UΠBI (H) ⊂ Dom(A) and∥∥∥(U∗AU −B)ΠBI ∥∥∥ ≤ C
and ∥∥∥U∗UΠBI −ΠBI ∥∥∥ ≤ c.
Then, for all j such that λBj ≤ E, one has
λAj ≤ (λBj + C)
(
1 + c1− c
)
.
Proof of theorem 4.6.2. Fix E in
[−E1, E0]. Let J be an open neighbourhood of [−E1, E]
such that the open set a−10 (J ) is contained in Ω1, and let η : R→ R be a smooth function
equal to 1 on
[−E1, E] and 0 outside J . Consider the Toeplitz operator Rk = η(Ak)
and set Bk = (f(Ak, k)− UkQkU∗k )Rk. By the choice of Rk, the microsupport of Bk is a
subset of Ω1. Moreover, f(Ak, k) is microlocally equal to UkQkU∗k on Ω1. These two facts
imply that Bk is negligible; since M is compact, this yields that for every N ≥ 1, there
exists a positive constant CN such that
‖Bk‖ ≤ CNk−N .
Now, let Πf(Ak,k)≤f(E,k) be the spectral projection associated to f(Ak, k) and corresponding
to the eigenvalues smaller than f(E, k). If (λ, ϕ) is an eigencouple for Ak with λ ≤ E,
then Rkϕ = η(λ)ϕ = ϕ. This implies that for every φ in Πf(Ak,k)≤f(E,k)(Hk), Rkφ = φ, and
consequently ∥∥∥(f(Ak, k)− UkQkU∗k ) Πf(Ak,k)≤f(E,k)∥∥∥ ≤ CNk−N .
Similarly, there exists cN > 0 such that∥∥∥(Πk − UkU∗k ) Πf(Ak,k)≤f(E,k)∥∥∥ ≤ cNk−N .
So lemma 4.6.3 shows that if f(λ(j)k , k) ≤ f(E, k), the inequality
k−1
(
j + 12
)
≤
(
1 + cNk
−N
1− cNk−N
)(
f(λ(j)k , k) + CNk
−N)
76 CHAPITRE 4. LE CAS ELLIPTIQUE
holds. So for k large enough (independently of E), we have k−1
(
j + 12
)
≤ f(E, k).
Now, let ρ be a smooth function equal to 1 on
[
f0(−E1), f0(E)
]
and vanishing out-
side an open neighbourhood K of [f0(−E1), f0(E)] such that q−10 (K) ⊂ Ω2. Thanks
to proposition 4.3.8, we can consider the Toeplitz operator Sk = ρ(Qk), and set Ck =
(U∗kf(Ak, k)Uk −Qk)Sk. Since Sk belongs to every Tj , j < 0, Ck belongs to T0 and is thus
a bounded operator Bk → Bk. Moreover, by construction, it is negligible. Hence there
exists a positive constant C˜N such that
‖Ck‖ ≤ C˜Nk−N ;
modifying CN if necessary, we can assume that C˜N is equal to CN . So, introducing the
spectral projection ΠQk≤f(E,k) corresponding to the eigenvalues of Qk smaller than f(E, k),
the inequality ∥∥∥(U∗kf(Ak, k)Uk −Qk) ΠQk≤f(E,k)∥∥∥ ≤ CNk−N
holds. Similarly, we have ∥∥∥(U∗kUk −Π0k)ΠQk≤f(E,k)∥∥∥ ≤ cNk−N .
Hence, applying again lemma 4.6.3, we obtain that
f(λ(j)k , k) ≤
(
1 + cNk
−N
1− cNk−N
)(
k−1
(
j + 12
)
+ CNk−N
)
as soon as k−1
(
j + 12
)
≤ f(E, k). This shows that if f(λ(j)k , k) ≤ f(E, k), then∣∣∣∣f(λ(j)k , k)− k−1 (j + 12
)∣∣∣∣ ≤ C ′Nk−N
for some positive constant C ′N . Exchanging the roles of Qk and Ak, and using lemma
4.6.1, this gives formula (4.13).
Using this result and the fact that there exists c > 0 such that for j ∈ N, E(j+1)k −E(j)k
is equivalent to ck−1, we obtain that the λ(j)k are simple for k large enough.
4.6.2 Computation of the principal and subprincipal terms
In order to exploit these results, it remains to compute a few first terms in the asymp-
totic expansion of the sequence f(., k). What we can do is relate the principal and sub-
principal terms to the actions introduced in section 4.1.2.
Proposition 4.6.4. Set I =]0, E0[. Then
f0 =
1
2pic0, f1 =
1
2pic1 (4.14)
on I.
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Proof. Let us first compute f0. Fix a level E in I. Let 1i β be the 1-form describing locally
the Chern connection on L; then c0(E) is given by
c0(E) =
∫
ΓE
β.
Using the relation a0 ◦ χ−1 = g0 ◦ q0, we can then write
c0(E) =
∫
CE
(χ−1)∗β
where CE is the circle centered at the origin and with radius
√
2f0(E). Using Stokes’
formula and the fact that χ is a symplectomorphism, this yields that c0(E) is the area
of the disk bounded by CE , that is, if the orientation that we chose is the one giving the
positive area (and this is what we will assume in the rest of this section)
c0(E) = 2pif0(E). (4.15)
Now, turn back to the proof of our normal form theorem 4.5.3, where f1 is constructed
from the subprincipal symbol r0 of U (0)∗k f(Ak, k)U
(0)
k . By uniqueness of f1, instead of
starting from any operator U (0)k , we can choose one with symbol u⊗v, where u is constant
and v is a square root of Ψ. Doing so, we can compute r0 thanks to theorem 4.4.7:
r0 = (a1 ◦ χ−1)( f ′0 ◦ a0 ◦ χ−1)− νχ−1(.)
(
Xf0◦a0 ◦ χ−1
)
where ν is the local connection 1-form associated to ∇L1 . We have f1 = θ1 ◦ f0 with θ1
such that for all (x, ξ) in R2
(θ1 ◦ q0) (x, ξ) = − 12pi
∫ 2pi
0
r0
(
φtq0(x, ξ)
)
dt
where φtq0 stands for the Hamiltonian flow of q0. Since q0 = f0 ◦ a0 ◦χ−1, this implies that
for (x, ξ) in R2
(
f1 ◦ a0 ◦ χ−1
)
(x, ξ) = − 12pi
∫ 2pi
0
(a1 f ′0 ◦ a0)
(
χ−1
(
φtq0(x, ξ)
))
dt
+ 12pi
∫ 2pi
0
νχ−1(φtq0 (x,ξ))
(
Xf0◦a0
(
χ−1(φtq0(x, ξ))
))
dt.
So, for m 6= m0 in Ω1, we have
(f1 ◦ a0)(m) = − 12pi
∫ 2pi
0
(a1 f ′0 ◦ a0)
(
χ−1
(
φtq0(χ(m))
))
dt
+ 12pi
∫ 2pi
0
νχ−1(φtq0 (χ(m)))
(
Xf0◦a0
(
χ−1
(
φtq0(χ(m))
)))
dt;
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thus, if E = a0(m),
f1(E) =
1
2pi
∫ 2pi
0
νχ−1(φtq0 (χ(m)))
(
Xf0◦a0
(
χ−1
(
φtq0(χ(m))
)))
dt
−f
′
0(E)
2pi
∫ 2pi
0
a1
(
χ−1
(
φtq0(χ(m))
))
dt.
But χ−1 ◦ φtq0 ◦ χ is the Hamiltonian flow of q0 ◦ χ = f0 ◦ a0, so
f1(E) =
1
2pi
∫ 2pi
0
νφt
f0◦a0 (m)
(
Xf0◦a0(φtf0◦a0(m))
)
dt
−f
′
0(E)
2pi
∫ 2pi
0
a1
(
φtf0◦a0(m)
)
dt.
Therefore, if TE is the period of the flow φta0 along ΓE , we have TE = 2pif
′
0(E) for E close
to 0, and a change of variable gives
f1(E) =
1
2pif ′0(E)
∫ 2pi
0
ν
φ
tf ′0(E)
f0◦a0 (m)
(
Xf0◦a0
(
φ
tf ′0(E)
f0◦a0 (m)
))
dt
− 12pi
∫ TE
0
a1
(
φ
tf ′0(E)
f0◦a0 (m)
)
dt
which yields, since the Hamiltonian vector field associated to f0◦a0 isXf0◦a0 = (f ′0◦a0)Xa0 ,
and hence φtf
′
0(E)
f0◦a0 (m) = φ
t
a0(m):
f1(E) =
1
2pif ′0(E)
∫ 2pi
0
νφta0 (m)
(
f ′0(E)Xa0(φta0(m))
)
dt
− 12pi
∫ TE
0
a1
(
φta0(m)
)
dt︸ ︷︷ ︸
=−
∫
ΓE
κE
and by linearity of ν
f1(E) =
1
2pi
∫ 2pi
0
νφta0 (m)
(
Xa0(φta0(m))
)
dt︸ ︷︷ ︸
=
∫
ΓE
ν
+ 12pi
∫
ΓE
κE .
The right term of this equality is precisely equal to 12pi c1(E); so we have on the interval I
c1 = 2pif1. (4.16)
To conclude, we can show that  = 1 on I, so the result of theorem 4.6.2 matches the
usual Bohr-Sommerfeld conditions on the set I of regular values.
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4.6.3 First terms of the asymptotic expansion of the eigenvalues
Theorem 4.6.2 and formula (4.12) give an asymptotic expansion for the eigenvalues of
Ak smaller than E0. Fix j ∈ N; for k large enough, one has
λ
(j)
k = k
−1
(
g1(0) +
(
j + 12
)
g′0(0)
)
+O(k−2).
We can be more precise, since we know the value of g1(0): by definition of g(., k), we
have g1 = −(f1 ◦ g0)g′0, and the computation made in the previous part leads to f1(0) =
−a1(0)f ′0(0); consequently, g1(0) = a1(0) and
λ
(j)
k = k
−1
(
a1(0) +
(
j + 12
)
g′0(0)
)
+O(k−2). (4.17)
But g′0(0) = 1f ′0(0) ; moreover, it is standard that the principal action c0 is smooth even at
the critical value E = 0. Hence, thanks to formula (4.15), one has
λ
(j)
k = k
−1
a1(0) + 2pi
(
j + 12
)
c′0(0)
+O(k−2). (4.18)
In particular, the gap between two consecutive eigenvalues is given by
λ
(j+1)
k − λ(j)k =
2pik−1
c′0(0)
+O(k−2). (4.19)
4.7 An example on the torus
The aim of this section is to give numerical evidence for our results by investigating
the case of a particular Toeplitz operator on the torus T of real dimension 2. One can find
the details of the quantization of T in [25], where the authors investigate some conjectures
on knot states; let us briefly recall its main ingredients.
4.7.1 The setting
Endow R2 with the linear symplectic form ω0 and choose a half-form bundle δ → R2,
that is a complex line bundle δ together with an isomorphism ϕ : δ⊗2 → K, where K is
the canonical line bundle
K = Λ1,0T ∗R2.
K has a natural scalar product such that the square of the norm of α is iα ∧ α¯/ω; endow
δ with the scalar product 〈., .〉δ such that ϕ is an isometry. Consider a lattice Λ with
symplectic volume 4pi. The Heisenberg group H = R2 × U(1) with product
(x, u).(y, v) =
(
x+ y, uv exp
(
i
2ω0(x, y)
))
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acts on the trivial bundle L0 → R2, with action given by the same formula. This action
preserves the prequantum data, and the lattice Λ injects into H; therefore, the fiber bundle
L0 reduces to a prequantum bundle L over T = R2/Λ. The action extends to the fiber
bundle Lk0 by
(x, u).(y, v) =
(
x+ y, ukv exp
(
ik
2 ω0(x, y)
))
.
We let the Heisenberg group act trivially on δ. We obtain an action
T ∗ : Λ→ End
(
Γ
(
R2, Lk0 ⊗ δ
))
, u 7→ T ∗u .
The Hilbert space Hk = H0(M,Lk) can naturally be identified to the space HΛ,k of
holomorphic sections of Lk0 → R2 which are invariant under the action of Λ, endowed with
the hermitian product
〈ϕ,ψ〉 =
∫
D
〈ϕ,ψ〉δ |ω0|
where D is the fundamental domain of the lattice. Furthermore, Λ/2k acts on HΛ,k. Let
e and f be generators of Λ satisfying ω0(e, f) = 4pi; one can show that there exists an
orthonormal basis (ψ`)`∈Z/2kZ of HΛ,k such that
∀` ∈ Z/2kZ
{
T ∗e/2kψ` = w`ψ`
T ∗f/2kψ` = ψ`+1
(4.20)
with w = exp
(
ipi
k
)
. The sections ψ` can be expressed in terms of Θ functions.
SetMk = T ∗e/2k and Lk = T ∗f/2k. Let (q, p) be coordinates on R2 associated to the basis
(e, f) and [q, p] be the equivalence class of (q, p). Both Mk and Lk are Toeplitz operators,
with respective principal symbols [q, p] 7→ exp(2ipip) and [q, p] 7→ exp(2ipiq), and vanishing
subprincipal symbols. Consequently
Ak = Mk +M−1k + Lk + L
−1
k
is a Toeplitz operator on T with principal symbol
a0(q, p) = 2 (cos(2pip) + cos(2piq)) (4.21)
and vanishing subprincipal symbol. Its matrix in the basis (ψ`)`∈Z/2kZ is
2α0 1 0 . . . 0 1
1 . . . . . . . . . 0
0 . . . . . . . . . . . .
...
... . . . . . . . . . . . . 0
0 . . . . . . . . . 1
1 0 . . . 0 1 2α2k−1

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where
α` = cos
(
`pi
k
)
.
The principal symbol a0 is known as Harper’s Hamiltonian. It admits a global minimum
at m0 = [1/2, 1/2], with a0 (m0) = −4. Figure 4.1 is a contour plot of this function on the
fundamental domain. In figure 4.2, we derived numerically the spectrum of Ak. Figure 4.3
shows the modulus of the eigenfunction associated to the eigenvalue closest to a prescribed
level E.
In this situation, we can express c′0(0), and so, by equation (4.18), the first eigenvalues
of Ak. Indeed, the symplectic form on T is ω = 4pidp ∧ dq and the hessian of a0 at
m0 = [1/2, 1/2] is given by:
d2a0(m0) = 8pi2I2
so it is easy to obtain
c′0(0) = 1.
Consequently, the first eigenvalues are given by:
λ
(j)
k = −4 + 2pik−1
(
j + 12
)
+O(k−2). (4.22)
This is exactly what our simulations show; we plotted the eigenvalues located in a window
of length 20pik−1 around the minimum (so we expect to see about ten eigenvalues) and
the result can be seen in figure 4.4.
4.7.2 Figures
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Figure 4.1: A few level sets of a0.
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Figure 4.2: Ordered eigenvalues of Ak, k = 50.
(a) Modulus of the eigenfunction associated to the
eigenvalue closest to E.
(b) Level set a−10 (E).
Figure 4.3: E = a0(0.7, 0.6), k = 500
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Figure 4.4: Eigenvalues in [−4,−4+20pik−1]; in red squares, the eigenvalues of Ak obtained
numerically; in blue diamonds, the theoretical eigenvalues up to order k−2 (i.e. forgetting
the O(k−2) in formula (4.22)).
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4.8 Remarque finale
Les résultats de ce chapitre, associés à l’énoncé des conditions de Bohr-Sommerfeld
usuelles, permettent de retrouver la dimension de l’espace de Hilbert Hk dans le cas où
les points critiques du symbole principal sont tous de type elliptique. Plus précisément,
soient (M,ω) une surface kählérienne compacte connexe, L → M un fibré préquantifiant
et δ →M un fibré de demi-formes. On construit l’espace de Hilbert Hk = H0(M,Lk ⊗ δ)
et on considère un opérateur de Toeplitz autoadjoint Ak agissant sur Hk, dont le sym-
bole principal a0 ne possède que des singularités elliptiques, et de symbole sous-principal
identiquement nul. Nécessairement,M est difféomorphe à la sphère S2 et a0 possède exac-
tement un minimum global et un maximum global (car la caractéristique d’Euler deM est
la différence entre le nombre de points critiques de type elliptique et le nombre de points
critiques de type hyperbolique). Nous allons calculer la dimension de Hk (avec k assez
grand) en dénombrant les valeurs propres de Ak.
Étant donné un intervalle J de R, nous noterons N (J, k) le nombre de valeurs propres
de Ak contenues dans J . Notons I = [E−, E+] = a0(M) l’image du symbole principal ; en
outre, soit E1 (respectivement E2 > E1) dans I tel que l’intersection du spectre de Ak avec
[E−, E1] (respectivement [E2, E+]) soit décrite par les conditions de Bohr-Sommerfeld el-
liptiques (théorème 4.6.2). Enfin, soient E′1, E′2 avec E− < E′1 < E1 et E2 < E′2 < E+.
Introduisons une suite (µ−k )k≥0 (respectivement (µ
+
k )k≥0) d’éléments de [E′1, E1] (respec-
tivement [E2, E′2]) telle que
c0(µ±k ) ∈ 2pik−1Z
avec c0 l’action principale (définie au chapitre 3).
E− E′1 µ
−
k E1 E2 µ
+
k E
′
2 E
+
conditions elliptiques valides conditions elliptiques valides
conditions usuelles valides
Figure 4.5 – Découpage de l’intervalle I.
Lemme 4.8.1. Il existe k0 ≥ 0 tel que pour tout k ≥ k0 :
N ([µ−k , µ+k ], k) =
k
2pivol
(
a−10 ([µ−k , µ
+
k ])
)
.
Démonstration. On peut sans perte de généralité supposer que c0 est strictement croissante
sur I. Rappelons que les valeurs propres deAk dans [E′1, E′2] sont àO(k−2) près les solutions
de l’équation
c0(λ) + k−1pi ∈ 2pik−1Z.
Ainsi, puisque c0(µ±k ) ∈ 2pik−1Z, on a pour k suffisamment grand l’égalité
N ([µ−k , µ+k ], k) =
k
2pi
(
c0(µ+k )− c0(µ−k )
)
.
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De plus, comme la courbure de la connexion ∇ sur L est −iω, la mesure image de ω par
a0 est c′0(λ)dλ. Ainsi, on a
c0(µ+k )− c0(µ−k ) =
∫
a−10 ([µ
−
k
,µ+
k
])
ω = vol
(
a−10 ([µ−k , µ
+
k ])
)
,
ce qui livre le résultat annoncé.
Nous pouvons obtenir une égalité similaire près du minimum et du maximum du sym-
bole principal.
Lemme 4.8.2. Il existe k1 ≥ 0 tel que pour tout k ≥ k1 :
N ([E−, µ−k ], k) =
k
2pivol
(
a−10 ([E−, µ−k ])
)
et
N ([µ+k , E+], k) =
k
2pivol
(
a−10 ([µ+k , E
+])
)
Démonstration. L’intersection du spectre de Ak avec [E−, E1] est décrite à O(k−2) près
par les solutions de
c0(λ) ∈ 2pik−1
(
N+ 12
)
.
Or c0(E−) = 0 ∈ 2pik−1N. On peut donc raisonner comme dans la preuve du lemme
précédent pour calculer N ([E−, µ−k ], k). On procède de même sur l’intervalle [µ+k , E+].
Finalement, en sommant les trois égalités ainsi obtenues, il vient pour k ≥ max(k0, k1) :
dim(Hk) = k2pivol(M),
ce qui correspond bien à l’équation (2.1).
Bien évidemment, ce cadre est très restrictif. Si on veut appréhender ce qu’il se passe
quand la topologie de M est plus complexe, il faut inclure une étude près des niveaux
hyperboliques. Dans cette situation, les conditions de Bohr-Sommerfeld (obtenues au cha-
pitre suivant) sont plus délicates à manipuler, et il conviendrait de comprendre comment
adapter la démarche de cette section.
86 CHAPITRE 4. LE CAS ELLIPTIQUE
Chapitre 5
Conditions de Bohr-Sommerfeld
dans le cas hyperbolique
Ce chapitre est la retranscription de la prépublication [71] 1. Nous y énonçons les
conditions de Bohr-Sommerfeld au voisinage d’une valeur singulière de type hyperbolique
du symbole principal d’un opérateur de Toeplitz autoadjoint en dimension deux, et ce quel
que soit le nombre de points hyperboliques sur le niveau critique. Nous obtenons ainsi la
description du spectre de l’opérateur dans un voisinage de taille fixe (indépendant de k) de
la singularité. Nous fournissons des simulations numériques pour corroborer nos résultats,
sur trois exemples, chacun étant associé à une topologie différente : la fonction hauteur sur
le tore (un seul point hyperbolique sur le niveau critique), xy sur la sphère (deux points
hyperboliques sur le niveau critique, qui divise la sphère en quatre composantes connexes)
et le hamiltonien de Harper sur le tore (deux points hyperboliques sur le niveau critique,
qui divise le tore en deux composantes connexes).
1. Pour des raisons de cohérence du texte, nous avons laissé telle quelle la section 5.4, qui est pratique-
ment identique au chapitre 3 de ce manuscrit.
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5.1 Introduction
Let M be a compact, connected Kähler manifold of complex dimension 1, with fun-
damental 2-form ω. Assume that M is endowed with a prequantum bundle L, that is
a Hermitian, holomorphic line bundle whose Chern connection has curvature −iω. Let
K be another Hermitian holomorphic line bundle and define the quantum Hilbert space
Hk as the space of holomorphic sections of L⊗k ⊗ K, for every positive integer k. We
consider (Berezin-)Toeplitz operators (see for instance [12, 10, 19, 76]) acting on Hk. The
semiclassical limit corresponds to k → +∞.
The usual Bohr-Sommerfeld conditions [21], recalled in section 5.4.6, describe the
intersection of the spectrum of a selfadjoint Toeplitz operator to a neighbourhood of any
regular value of its principal symbol, in terms of geometric quantities (actions). A natural
question is whether one can write Bohr-Sommerfeld conditions near a singular value of
the principal symbol. In the case of a nondegenerate singularity of elliptic type, it was
answered positively in [72], and the result is quite simple: roughly speaking, the singular
Bohr-Sommerfeld conditions are nothing but the limit of the regular Bohr-Sommerfeld
conditions when the energy goes from regular to singular. The hyperbolic case is much
more complicated, because the topology of a neighbourhood of the singular level is. For
instance, in the case of one hyperbolic point, the critical level looks like a figure eight,
and crossing it has the effect of adding (or removing) one connected component from the
regular level.
Let us mention that the case of Toeplitz operators is very close to the case of pseudodif-
ferential operators. In this setting, the problem of describing the spectrum of a selfadjoint
operator near a singular level of hyperbolic type was handled by Colin de Verdière and
Parisse in a series of articles [33, 34, 35]. In this article, we use analogous techniques to
write hyperbolic Bohr-Sommerfeld conditions in the context of Toeplitz operators. The
novelty is that they can be applied in this context.
5.1.1 Main result
Let Ak be a self-adjoint Toeplitz operator on M ; its normalized symbol a0 + ~a1 + . . .
is real-valued. Assume that 0 is a critical value of the principal symbol a0, that the
level set Γ0 = a−10 (0) is connected and that every critical point contained in Γ0 is non-
degenerate and of hyperbolic type. Let S = {sj}1≤j≤n be the set of these critical points.
Γ0 is a compact graph embedded in M , and each of its vertices has local degree 4. At
each vertex sj , we denote by em, m = 1, 2, 3, 4, the local edges, labeled with cyclic order
(1, 3, 2, 4) (with respect to the orientation of M near sj) and such that e1, e2 (resp. e3, e4)
correspond to the local unstable (resp. stable) manifolds. Cut n+ 1 edges of Γ0, each one
corresponding to a cycle γi in a basis (γ1, . . . , γn+1) of H1(Γ0,Z), in such a way that the
remaining graph is a tree T . Our main result is the following:
Theorem (theorem 5.6.1, theorem 5.6.4). 0 is an eigenvalue of Ak up to O(k−∞) if and
only if the following system of 3n+1 linear equations with unknowns (xα ∈ Ck)α∈{edges of T}
has a non-trivial solution:
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1. if the edges (α1, α2, α3, α4) connect at sj, then(
xα3
xα4
)
= Tj
(
xα1
xα2 ,
)
2. if α and β are the extremities of a cut cycle γi, then
xα = exp (ikθ(γi, k))xβ,
where the following orientation is assumed: γi can be represented as a closed path
starting on the edge α and ending on the edge β.
Moreover, Tj is a matrix depending only on a semiclassical invariant εj(k) of the system at
the singular point sj, and θ(γ, k) admits an asymptotic expansion in non-positive powers of
k. The first two terms of this expansion involve regularizations of the geometric invariants
(actions and index) appearing in the usual Bohr-Sommerfeld conditions.
For spectral purposes, we use this theorem by replacing Ak by Ak−E for E varying in
fixed size neighbourhood of the singular level. Away from the critical energy, we recover
the regular Bohr-Sommerfeld conditions.
This is very similar to the results of Colin de Verdière and Parisse [35], but the novelty
lies in the framework that had to be set in order to extend their techniques to the Toeplitz
setting, and also in the geometric invariants that are specific to this context.
5.1.2 Structure of the article
As said earlier, the case of Toeplitz operators is very close to the case of pseudodifferen-
tial operators; in mathematical terms, there is a microlocal equivalence between Toeplitz
operators and pseudodifferential operators. When the phase space is the whole complex
plane, this equivalence is realized by the Bargmann transform, and allows to use some of
the results obtained in the pseudodifferential setting. This is why the article is organized
as follows: first, we discuss microlocal properties of the Bargmann transform. Then, we
introduce the sheaf of microlocal solutions of the equation (Ak − E)uk = 0, explain its
structure and recall the usual Bohr-Sommerfeld conditions. In section 5.5, we construct a
microlocal normal form for Ak near each critical point sj , 1 ≤ j ≤ n, on Bargmann spaces,
and we use the properties of the Bargmann transform and the study of Colin de Verdière
and Parisse [29] to describe the space of microlocal solutions of Ak near sj . Finally, we
adapt the reasoning of Colin de Verdière and Parisse [35] and Colin de Verdière and Vu˜
Ngo.c [37] to obtain the singular Bohr-Sommerfeld conditions (in section 5.6). We give
numerical evidence in the last section.
5.2 Preliminaries and notations
5.2.1 Symbol classes
We introduce rather standard symbol classes. Let d be a positive integer. For u in
Cd ' R2d, let m(u) = (1 + ‖u‖2) 12 . For every integer j, we define the symbol class Sdj as
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the set of sequences of functions of C∞(Cd) which admit an asymptotic expansion of the
form a(., k) = ∑`≥0 k−`a` in the sense that
– ∀` ∈ N ∀α, β ∈ N2d ∃ C`,α,β > 0 |∂αz ∂βz¯ a`| ≤ C`,α,βmj ,
– ∀L ∈ N∗ ∀α, β ∈ N2d ∃ CL,α > 0∣∣∣∂αz ∂βz¯ (a−∑L−1`=0 k−`a`)∣∣∣ ≤ CL,α,βk−Lmj .
We set Sd = ⋃j∈Z Sdj . If, in this definition, we only consider symbols independent of z,
we obtain the class Ck of constant symbols; we will also sometimes speak of “admissible
constants”.
5.2.2 Function spaces
Using standard notations, we denote by S (R) the Schwartz space of functions f ∈
C∞(R) such that for all j, p ∈ N, supt∈R |tjf (p)(t)| < +∞, by D ′(R) the space of distri-
butions on R, and by S ′(R) the space of tempered distributions on R (the dual space of
S (R)). We recall that
S (R) =
⋂
j∈N
Sj(R),
where Sj(R) is the space of functions f of Cj(R) with ‖f‖Sj finite, with
‖f‖Sj = max0≤p≤j
(
sup
t∈R
∣∣∣(1 + t2)(j−p)/2f (p)(t)∣∣∣) .
The topology of S (R) is defined by the countable family of semi-norms ‖.‖Sj , j ∈ N.
We recall the definition of Bargmann spaces [2, 3], which are spaces of square integrable
functions with respect to a Gaussian weight:
Bk =
{
fψk; f : C 7→ C holomorphic,
∫
R2
|f(z)|2 exp(−k|z|2) dλ(z) < +∞
}
with ψ : C → C, z 7→ exp
(
−12 |z|2
)
, ψk : C → C⊗k its k-th tensor power, and λ the
Lebesgue measure on R2. Furthermore, we introduce the subspace
Sk =
{
ϕ ∈ Bk; ∀j ∈ N sup
z∈C
(
|ϕ(z)|(1 + |z|2)j/2
)
< +∞
}
(5.1)
of Bk, with topology induced by the obvious associated family of semi-norms.
5.2.3 Weyl quantization and pseudodifferential operators
We briefly recall some standards notations and properties of the theory of pseudodif-
ferential operators (for details, see e.g. [29, 40, 106]), replacing the usual small parameter
~ by k−1.
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5.2.3.1 Pseudodifferential operators
A pseudodifferential operator in one degree of freedom is an operator (possibly un-
bounded) acting on L2(R) which is the Weyl quantization of a symbol a(., k) ∈ S1:
Ak =
(
OpWk (a)u
)
(x) = k2pi
∫
R2
exp (ik(x− y)ξ) a
(
x+ y
2 , ξ, k)u(y) dy dξ
)
The sequence a(., k) is a sequence of functions defined on the cotangent space T ∗R ' R2;
the leading term a0 in its asymptotic expansion is the principal symbol of Ak. Ak is said
to be elliptic at (x0, ξ0) ∈ T ∗R if a0(x0, ξ0) 6= 0.
5.2.3.2 Wavefront set
Definition 5.2.1. A sequence uk of elements of D ′(R) is said to be admissible if for
any pseudodifferential operator Pk whose symbol is compactly supported, there exists an
integer N ∈ Z such that ‖Pkuk‖L2 = O(kN ).
We recall the standard definition of the wavefront set WF(uk) of an admissible sequence
of distributions.
Definition 5.2.2. Let uk be an admissible sequence of D ′(R). A point (x0, ξ0) does not
belong to WF(uk) if and only if there exists a pseudodifferential operator Pk, elliptic at
(x0, ξ0), such that ‖Pkuk‖L2 = O(k−∞).
One can refine these definitions in the case where uk belong to S (R).
Definition 5.2.3. A sequence (uk)k≥1 of elements of S (R) is said to be
– S -admissible if there exists N in Z such that every Schwartz semi-norm of uk is
O(kN ),
– S -negligible if it is admissible and every Schwartz semi-norm of uk is O(k−∞). We
write uk = OS (k−∞).
Now, instead of using the L2-norm in definition 5.2.2, one can actually consider the
semi-norms ‖.‖Sj .
Lemma 5.2.4. A point (x0, ξ0) does not belong to WF(uk) if and only if there exists a
pseudodifferential operator Pk, elliptic at (x0, ξ0), such that Pkuk = OS (k−∞).
Proof. The sufficient condition comes from the previous definition, so we only prove
the necessary condition. We only adapt a standard argument used when one wants to
deal with Cj-norms (see [86, proposition IV−8]). Assume that (x0, ξ0) does not belong
to WF(uk); there exists a pseudodifferential operator Pk, elliptic at (x0, ξ0), such that
‖Pkuk‖L2 = O(k−∞). Consider a compactly supported smooth function χ equal to one
in a neighbourhood of (x0, ξ0) and set Qk = OpW(χ)Pk. For every R ∈ R[X] and every
integer j > 0, k−j dj
dxj
ROpW(χ) is a pseudodifferential operator of order 0, hence bounded
L2(R)→ L2(R) by a constant C > 0 (by Calderon-Vaillancourt theorem). Thus, one has
‖k−j dj
dxj
RQkuk‖L2 ≤ C‖Pkuk‖L2 = O(k−∞). Hence, ‖RQkuk‖Hs = O(k−∞) for every
integer s > 0; Sobolev injections then yield that every Cj-norm of RQkuk is O(k−∞).
Since this holds for every polynomial R, we obtain the result.
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5.2.4 Geometric quantization and Toeplitz operators
We also recall the standard definitions and notations in the Toeplitz setting. Unless
otherwise mentioned, “smooth” will always mean C∞, and a section of a line bundle will
always be assumed to be smooth. The space of sections of a bundle E →M will be denoted
by C∞(M,E). Let M be a connected compact Kähler manifold, with fundamental 2-form
ω ∈ Ω2(M,R). Assume M is endowed with a prequantum bundle L → M , that is a
Hermitian holomorphic line bundle whose Chern connection ∇ has curvature −iω. Let
K →M be a Hermitian holomorphic line bundle. For every positive integer k, define the
quantum space Hk as:
Hk = H0(M,Lk ⊗K) =
{
holomorphic sections of Lk ⊗K
}
.
The space Hk is a subspace of the space L2(M,Lk ⊗ K) of sections of finite L2-norm,
where the scalar product is given by
〈ϕ,ψ〉 =
∫
M
hk(ϕ,ψ)µM
with hk the Hermitian product on Lk ⊗ K induced by those of L and K, and µM the
Liouville measure on M . Since M is compact, Hk is finite dimensional, and is thus given
a Hilbert space structure with this scalar product.
5.2.4.1 Admissible and negligible sequences
Let (sk)k≥1 be a sequence such that for each k, sk belongs to C∞(M,Lk ⊗K). We say
that (sk)k≥1 is
– admissible if for every positive integer `, for every vector fields
X1, . . . , X` on M , and for every compact set C ⊂ M , there exist a constant c > 0
and an integer N such that
∀m ∈ C ‖∇X1 . . .∇X`sk(m)‖ ≤ ckN ,
– negligible if for every positive integers ` and N , for every vector fields X1, . . . , X` on
M , and for every compact set C ⊂M , there exists a constant c > 0 such that
∀m ∈ C ‖∇X1 . . .∇X`sk(m)‖ ≤ ck−N .
In a standard way, one can then define the microsupport MS(uk) of an admissible sequence
uk and the notion of microlocal equality.
5.2.4.2 Toeplitz operators
Let Πk be the orthogonal projector of L2(M,Lk ⊗K) onto Hk. A Toeplitz operator is
any sequence (Tk : Hk → Hk)k≥1 of operators of the form
Tk = ΠkMf(.,k) +Rk
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where f(., k) is a sequence of C∞(M) with an asymptotic expansion f(., k) = ∑`≥0 k−`f`
for the C∞ topology, Mf(.,k) is the operator of multiplication by f(., k) and ‖Rk‖ =
O(k−∞). Define the contravariant symbol map
σcont : T → C∞(M)[[~]]
sending Tk into the formal series
∑
`≥0 ~`f`. We will mainly work with the normalized
symbol
σnorm =
(
Id + ~2∆
)
σcont
where ∆ is the holomorphic Laplacian acting on C∞(M); unless otherwise mentioned,
when we talk about a subprincipal symbol, this refers to the normalized symbol.
5.2.4.3 The case of the complex plane
Let us briefly recall how to adapt the previous constructions to the case of the whole
complex plane. We consider the Kähler manifold C ' R2 with coordinates (x, ξ), standard
complex structure and symplectic form ω0 = dξ∧dx. Let L0 = R2×C→ R2 be the trivial
fiber bundle with standard Hermitian metric h0 and connection ∇0 with 1-form 1iα, where
αu(v) = 12ω0(u, v); endow L0 with the unique holomorphic structure compatible with h0
and ∇0. For every positive integer k, the quantum space at order k is
H0k = H0(R2, Lk0) ∩ L2(R2, Lk0),
and it turns out that H0k = Bk (if we choose the holomorphic coordinate z = x−iξ√2 ). One
can define the algebra of Toeplitz operators and the various symbols in a similar way than
in the compact case; see [72] for details. We will call Tj the class of Toeplitz operators
with symbol in S1j .
Let us give more details about the microsupport in this setting. We start by recalling
the following inequality in Bargmann spaces [2, equation (1.7)].
Lemma 5.2.5. Let φk ∈ Bk. Then for every complex variable z
|φk(z)| ≤
(
k
2pi
)1/2
‖φk‖Bk .
Similarly, for every vector fields X1, . . . , Xp on C, there exists a polynomial P ∈ R[x1, x2]
with positive values such that for every z ∈ C
|(∇X1 . . .∇Xpφk)(z)| ≤ P (|z|, k)1/2‖φk‖Bk .
Proof. The first claim is proved in [2] in the case k = 1; the general case then comes from
a change of variables. The second claim can be proved in the same way.
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Lemma 5.2.6. Let uk be a sequence of elements of Bk and Ω a bounded open subset of
C. Assume that ‖uk‖L2(Ω) = O(k−∞); then for any compact subset K of Ω, uk and all its
covariant derivatives are uniformly O(k−∞) on K.
Proof. Choose a compactly supported smooth function η which is positive, vanishing out-
side Ω and with constant value 1 on K and set vk = Op(η)uk. One has
‖vk‖Bk = ‖Π0kηuk‖Bk ≤ ‖ηuk‖L2 ≤ ‖uk‖L2(Ω)
since Π0k is continuous L2 → L2 with norm smaller than 1. Hence, ‖vk‖Bk = O(k−∞). By
lemma 5.2.5, this implies that vk and its covariant derivatives are uniformly O(k−∞) on
K; since uk = vk +O(k−∞) on K, the same holds for uk.
Lemma 5.2.7. Let (uk)k≥1 be an admissible sequence of elements of Bk and z0 ∈ C. Then
z0 /∈ MS(uk) if and only if there exists a Toeplitz operator Tk ∈ T0, elliptic at z0, such that
‖Tkuk‖Bk = O(k−∞).
Proof. Assume that z0 /∈ MS(uk). There exists a neighbourhood U of z0 such that uk is
negligible on U . Choose a compactly supported function χ ∈ C∞(C,R) with support K
contained in U and such that χ(z0) = 1; and set Tk = Op(χ). One has for z1 ∈ C
(Tkuk)(z1) =
k
2pi
∫
K
exp
(
−k2
(
|z1|2 + |z2|2 − 2z1z¯2
))
χ(z2)uk(z2) dµ(z2),
which gives
|(Tkuk)(z1)| ≤ k2pi supK |uk|
∫
K
exp
(
−k2 |z1 − z2|
2
)
dµ(z2).
This allows to estimate the norm of Tkuk:
‖Tkuk‖2Bk ≤
(
k
2pi
)2 (
sup
K
|uk|
)2 ∫
C
∫
K
exp
(
−k|z1 − z2|2
)
dµ(z1)dµ(z2).
Hence
‖Tkuk‖2Bk ≤
(
k
2pi
)2 (
sup
K
|uk|
)2
µ(K)
∫
C
exp
(
−k|z1|2
)
dµ(z1)
and the necessary condition is proved since the integral is O(k−1/2).
Conversely, assume that there exists a Toeplitz operator Tk ∈ T0 elliptic at z0 such
that ‖Tkuk‖Bk = O(k−∞). There exists a neighbourhood of z0 where Tk is elliptic. Hence,
by symbolic calculus, we can find a Toeplitz operator Sk ∈ T0 such that SkTk ∼ Π0k near
(z0, z0). Thus, there exists a neighbourhood Ω of z0 such that SkTkuk ∼ uk on Ω; this
implies that ‖SkTkuk‖L2(Ω) = ‖uk‖L2(Ω) +O(k−∞). But, since Sk is bounded Bk → Bk by
a constant C > 0 which does not depend on k, one has ‖SkTkuk‖L2(Ω) ≤ C‖Tkuk‖Bk ; this
yields that ‖uk‖L2(Ω) is O(k−∞). Lemma 5.2.6 then gives the negligibility of uk on Ω.
Definition 5.2.8. A sequence (uk)k≥1 of elements of Sk is said to be
– Sk-admissible if there exists N in Z such that every Sk semi-norm of uk is O(kN ),
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– Sk-negligible if it is Sk-admissible and every Sk semi-norm of uk is O(k−∞). We
write uk = OSk(k−∞).
Lemma 5.2.9. Let (uk)k≥1 be an admissible sequence of elements of Bk and z0 ∈ C. Then
z0 /∈ MS(uk) if and only if there exists a Toeplitz operator Tk ∈ T0, elliptic at z0, such that
Tkuk = OSk(k−∞).
Proof. The proof is nearly the same as the one of lemma 5.2.4. One can show that if
z0 /∈ MS(uk), there exists a Toeplitz operator Tk ∈ T0, elliptic at z0, such that for every
polynomial function P (z) of z only, sup
z∈C
|P (z)(Tkuk)(z)| = O(k−∞), using the fact that the
multiplication by P (z) is a Toeplitz operator.
5.3 The Bargmann transform
5.3.1 Definition and first properties
The Bargmann transform is the unitary operator Bk : L2(R)→ Bk defined by
(Bkf)(z) =
((
k
pi
)1/4 ∫
R
exp
(
k
(
−12(z
2 + t2) +
√
2zt
))
f(t) dt
)
ψk(z).
The subspace Sk of Bk defined in (5.1) is the analog of the Schwartz space on the
Bargmann side. The case k = 1 is treated by the following theorem, due to Bargmann.
Theorem 5.3.1 ([3, theorem 1.7]). The Bargmann transform B1 is a bijective, bicontin-
uous mapping between S (R)and S1.
This allows us to handle the general case.
Proposition 5.3.2. The Bargmann transform Bk is a bijection between S (R) and Sk.
Proof. If f belongs to S (R), one has for z in C
(Bkf)(z) =
(
k
pi
)1/4 ∫
R
exp
(
k
(
−12(z
2 + t2) +
√
2zt
))
f(t) dt;
introducing the variables u and w such that z = k−1/2w and t = k−1/2u, this reads
(Bkf)(z) = (kpi)−1/4
∫
R
exp
(
−12(w
2 + u2) +
√
2wu
)
f(k−1/2u) du.
Hence, we have (Bkf)(z) = (kpi)−1/4 (B1g)(k1/2z), where g(t) = f(k−1/2t). Obviously, the
function g belongs to S (R); thus, by the previous theorem, B1g belongs to S1. Hence,
for j ∈ N, there exists a constant Cj > 0 such that for every complex variable w∣∣∣∣(B1g)(w) exp(−12 |w|2
)∣∣∣∣ ≤ Cj (1 + |w|2)−j/2 .
96 CHAPITRE 5. LE CAS HYPERBOLIQUE
This implies that for every z in C,∣∣∣∣(Bkf)(z) exp(−k2 |z|2
)∣∣∣∣ ≤ Cjk−j/2 (1 + k|z|2)−j/2
and since k ≥ 1, this yields∣∣∣∣(Bkf)(z) exp(−k2 |z|2
)∣∣∣∣ ≤ Cj (1 + |z|2)−j ,
which means that Bkf belongs to Sk. The converse is proved in the same way, using the
explicit form of the inverse mapping:
(B∗kg)(t) =
(
k
pi
)1/4 ∫
R
exp
(
k
(
−12(z¯
2 + t2) +
√
2z¯t− |z|2
))
g(z) dµ(z)
for g in Sk and t ∈ R.
5.3.2 Action on Toeplitz operators
The Bargmann transform has the good property to conjugate a Toeplitz operator to
a pseudodifferential operator, and conversely.
Lemma 5.3.3. Let Tk be a Toeplitz operator in the class Tj, with contravariant symbol
σcont(Tk) = f(., ~); then B∗kTkBk is a pseudodifferential operator with Weyl symbol
σW (B∗kTkBk)(x, ξ) = I(f(., ~))(x, ξ)
with
I(f(., ~))(x, ξ) = 1
pi~
∫
C
exp(−2~−1|w|2)f(w + z, ~)dλ(w),
where z = 1√2(x− iξ). The map I is continuous Sj → Sj. Moreover, for any f(., ~) ∈ Sj
and all p ≥ 1,
I(f(., ~)) =
p−1∑
j=0
(~
2
)j ∆jf(., ~)
j! + h
pRp(f(., ~)). (5.2)
where Rp is a continuous map from Sj to Sj.
Proof. Thanks to [28, theorem 5.2], we know that the result holds when Tk = Π0kfΠ0k,
f being a bounded function on C not depending on k. Now, using the stationary phase
method, one can prove that the map I is continuous Sj → Sj with the asymptotic expan-
sion (5.2), and conclude by a density argument.
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5.3.3 Microlocalization and Bargmann transform
Lemma 5.3.4. 1. Bk maps S -admissible functions to Sk-admissible sections, and B∗k
maps Sk-admissible sections to S -admissible functions.
2. Bk maps OS (k−∞) into OSk(k−∞), and B∗k maps OSk(k−∞) into OS (k−∞).
Proof. These results are proved by performing a change of variables, as in proposition
5.3.2.
We are now able to prove the link between the wavefront set and the microsupport via
the Bargmann transform.
Proposition 5.3.5. Let uk be an admissible sequence of elements ofS (R). Then (x0, ξ0) /∈
WF(uk) if and only if z0 = 1√2(x0 − iξ0) /∈ MS(Bkuk).
Proof. Assume that z0 = 1√2(x0 − iξ0) does not belong to MS(Bkuk); by lemma 5.2.9,
there exists a Toeplitz operator Tk, elliptic at z0, such that TkBkukψk = OSk(k−∞).
Thanks to lemma 5.3.3, Pk = B∗kTkBk is a pseudodifferential operator elliptic at (x0, ξ0).
Furthermore, thanks to lemma 5.3.4, Pkuk = B∗kTkBkukψk = OS (k−∞); we conclude by
lemma 5.2.4. The proof of the converse follows the same steps.
5.4 The sheaf of microlocal solutions
In this section, Tk is a self-adjoint Toeplitz operator on M , with normalized symbol
f(., ~) = ∑`≥0 ~`f `. Following Vu˜ Ngo.c [97, 98], we introduce the sheaf of microlocal
solutions of the equation Tkψk = 0.
5.4.1 Microlocal solutions
Let U be an open subset of M ; we call a sequence of sections ψk ∈ C∞(U,Lk ⊗K) a
local state over U .
Definition 5.4.1. We say that a local state ψk is a microlocal solution of
Tkψk = 0 (5.3)
on U if it is admissible and for every x ∈ U , there exists a function χ ∈ C∞(M) with
support contained in U , equal to 1 in a neighbourhood of x and such that
Πk(χψk) = ψk +O(k−∞), Tk(Πk(χψk)) = O(k−∞)
on a neighbourhood of x.
One can show that if ψk ∈ Hk is admissible and satisfies Tkψk = 0, then the restriction
of ψk to U is a microlocal solution of (5.3) on U . Moreover, the set S(U) of microlocal
solutions of this equation on U is a Ck-module containing the set of negligible local states
as a submodule. We denote by Sol(U) the module obtained by taking the quotient of
S(U) by the negligible local states; the notation [ψk] will stand for the equivalence class
of ψk ∈ S(U).
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Lemma 5.4.2. The collection of Sol(U), U open subset of M , together with the natural
restrictions maps rU,V : Sol(V ) → Sol(U) for U, V open subsets of M such that U ⊂ V ,
define a complete presheaf.
Thus, we obtain a sheaf Sol over M , called the sheaf of microlocal solutions on M .
5.4.2 The sheaf of microlocal solutions
One can show that if the principal symbol f0 of Tk does not vanish on U , then Sol(U) =
{0}. Equivalently, if ψk ∈ Hk satisfies Tkψk = 0, then its microsupport is contained in the
level Γ0 = f−10 (0). This implies the following lemma.
Lemma 5.4.3. Let Ω be an open subset of Γ0; write Ω = U ∩ Γ0 where U is an open
subset of M . Then the restriction map
rU : Sol(U)→ FU (Ω) = rU (Sol(U))
is an isomorphism of Ck-modules.
We want to define a new sheaf F → Γ0 that still describes the microlocal solutions of
(5.3). In order to do so, we will check that the module FU (Ω) does not depend on the
open set U such that Ω = Γ0 ∩ U . We first prove:
Lemma 5.4.4. Let U, U˜ be two open subsets of M such that Ω = U ∩Γ0 = U˜ ∩Γ0. Then
there exists an isomorphism between Sol(U) and Sol(U˜) commuting with the restriction
maps.
Proof. Assume that U and U˜ are distinct and set V = U ∩ U˜ ; of course Ω ⊂ V . Write
U˜ = V ∪W where the open set W is such that there exists an open set X ⊂ V containing
Ω such that W ∩X = ∅. Let χV , χW be a partition of unity subordinate to U˜ = V ∪W ;
in particular, χV (x) = 1 whenever x ∈ X. One can show that the class FχV (ψk) = [χV ψk]
belongs to Sol(U˜). We claim that the map FχV is an isomorphism with the required
property.
From these two lemmas, we deduce the:
Proposition 5.4.5. Let U, U˜ be two open subsets of M such that Ω = U ∩ Γ0 = U˜ ∩ Γ0.
Then FU (Ω) = FU˜ (Ω).
This allows to define a sheaf F → Γ0, which will be called the sheaf of microlocal
solutions over Γ0. Let us point out that so far, we have made no assumption on the
structure (regularity) of the level Γ0.
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5.4.3 Regular case
Consider a point m ∈ Γ0 which is regular for the principal symbol f0. Then there
exists a symplectomorphism χ between a neighbourhood of m in M and a neighbourhood
of the origin in R2 such that (f0◦χ−1)(x, ξ) = ξ. We can quantize this symplectomorphism
by means of a Fourier integral operator: there exists an admissible sequence of operators
U
(m)
k : C∞(R2, Lk0)→ C∞(M,Lk ⊗K) such that
U
(m)
k
(
U
(m)
k
)∗ ∼ Πk near m;(
U
(m)
k
)∗
U
(m)
k ∼ Π0k,
(
U
(m)
k
)∗
TkU
(m)
k ∼ Sk near 0,
where Sk is the Toeplitz operator
Sk =
i√
2
(
z − 1
k
d
dz
)
.
Consider the element Φk of C∞(R2, Lk0) given by
Φk(z) = exp
(
kz2/2
)
ψk(z), ψ(z) = exp
(
−12 |z|
2
)
;
it satisfies SkΦk = 0. Choosing a suitable cutoff function η and setting Φ(m)k = Π0k(ηΦk),
we obtain an admissible sequence Φ(m)k of elements of Bk microlocally equal to Φk near the
origin and generating the Ck-module of microlocal solutions of Skuk = 0 near the origin.
Proposition 5.4.6. The Ck-module of microlocal solutions of equation (5.3) near m is
free of rank 1, generated by U (m)k Φ
(m)
k .
This is a slightly modified version of proposition 3.6 of [20], in which the normal form
is achieved on the torus instead of the complex plane.
Thus, if Γ0 contains only regular points of the principal symbol f0, then F → Γ0 is a
sheaf of free Ck-modules of rank 1; in particular, this implies that F→ Γ0 is a flat sheaf,
thus characterised by its Čech holonomy holF.
5.4.4 Lagrangian sections
In order to compute the holonomy holF, we have to understand the structure of the
microlocal solutions. For this purpose, a family of solutions of particular interest is given
by Lagrangian sections; let us define these. Consider a curve Γ ⊂ Γ0 containing only
regular points, and let j : Γ → M be the embedding of Γ into M . Let U be an open
set of M such that UΓ = j−1(U) is contractible; there exists a flat unitary section tΓ of
j∗L→ UΓ. Now, consider a formal series∑
`≥0
~`g` ∈ C∞(UΓ, j∗K)[[~]].
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Let V be an open set of M such that V ⊂ U . Then a sequence Ψk ∈ Hk is a Lagrangian
section associated to (Γ, tΓ) with symbol
∑
`≥0 ~`g` if
Ψk(m) =
(
k
2pi
)1/4
F k(m)g˜(m, k) over V,
where
– F is a section of L→ U such that
j∗F = tΓ and ∂¯F = 0
modulo a section vanishing to every order along j(Γ), and |F (m)| < 1 if m /∈ j(Γ),
– g˜(., k) is a sequence of C∞(U,K) admitting an asymptotic expansion ∑`≥0 k−`g˜` in
the C∞ topology such that
j∗g˜` = g` and ∂¯g˜` = 0
modulo a section vanishing at every order along j(Γ).
Assume furthermore that Ψk is admissible in the sense that Ψk(m) is uniformly O(kN )
for some N and the same holds for its successive covariant derivatives. It is possible to
construct such a section with given symbol ∑`≥0 ~`g` (see [21, part 3]). Furthermore, if
Ψk is a non-zero Lagrangian section, then the constants ck ∈ Ck such that ckΨk is still a
Lagrangian section are the elements of the form
ck = ρ(k) exp(ikφ(k)) +O(k−∞) (5.4)
where ρ(k), φ(k) ∈ R admit asymptotic expansions of the form ρ(k) = ∑`≥0 k−`ρ`, φ(k) =∑
`≥0 k−`φ`.
Lagrangian sections are important because they provide a way to construct microlocal
solutions. Indeed, if Ψk is a Lagrangian section over V associated to (Γ, tΓ) with symbol∑
`≥0 ~`g`, then TkΨk is also a Lagrangian section over V associated to (Γ, tΓ), and one
can in principle compute the elements gˆ`, ` ≥ 0 of the formal expansion of its symbol as a
function of the g`, ` ≥ 0 (by means of a stationary phase expansion). This allows to solve
equation (5.3) by prescribing the symbol of Ψk so that for every ` ≥ 0, gˆ` vanishes. Let
us detail this for the two first terms.
Introduce a half-form bundle (δ, ϕ), that is a line bundle δ → M together with an
isomorphism of line bundles ϕ : δ2 → Λ2,0T ∗M . Since the first Chern class of M is
even, such a couple exists. Introduce the Hermitian holomorphic line bundle L1 such that
K = L1 ⊗ δ. Define the subprincipal form κ as the 1-form on Γ such that
κ(Xf0) = −f1
where Xf0 stands for the Hamiltonian vector field associated to f0. Introduce the connec-
tion ∇1 on j∗L1 → Γ defined by
∇1 = ∇j∗L1 + 1
i
κ,
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with ∇j∗L1 the connection induced by the Chern connection of L1 on j∗L1. Let δΓ be the
restriction of δ to Γ; the map
ϕΓ : δ2Γ → T ∗Γ⊗ C, u 7→ j∗ϕ(u)
is an isomorphism of line bundles. Define a connection ∇δΓ on δΓ by
∇δΓX σ = LδΓX σ,
where LδΓX is the first-order differential operator acting on sections of δΓ such that
ϕΓ
(
LδΓX g ⊗ g
)
= 12LXϕΓ
(
g⊗2
)
for every section g; here, L stands for the standard Lie derivative of forms.
Then TkΨk is a Lagrangian section over V associated to tΓ with symbol (j∗f0)g0 +
O(~) = O(~), so Ψk satisfies equation (5.3) up to order O(k−1). Moreover, the subprincipal
symbol of TkΨk is
(j∗f1)g0 +
1
i
(
∇j∗L1Xf0 ⊗ Id + Id⊗ L
δΓ
Xf0
)
g0.
Consequently, equation (5.3) is satisfied by Ψk up to order O(k−2) if and only if(
f1 +
1
i
(
∇j∗L1Xf0 ⊗ Id + Id⊗ L
δΓ
Xf0
))
g0 = 0 over V ∩ Γ. (5.5)
This can be interpreted as a parallel transport equation: if we endow the bundle j∗L1⊗δΓ
with the connection induced from ∇1 and ∇δΓ , equation (5.5) means that g0 is flat.
5.4.5 Holonomy
We now assume that Γ0 is connected (otherwise, one can consider connected compo-
nents of Γ0) and contains only regular points; it is then a smooth closed curve embedded
in M . We would like to compute the holonomy of the sheaf F→ Γ0.
Proposition 5.4.7. The holonomy holF(Γ0) is of the form
holF(Γ0) = exp(ikΘ(k)) +O(k−∞) (5.6)
where Θ(k) is real-valued and admits an asymptotic expansion of the form Θ(k) ∼∑`≥0 k−`Θ`.
In particular, this means that if we consider another set of solutions to compute the
holonomy, we only have to keep track of the phases of the transition constants.
Proof. Cover Γ0 by a finite number of open subsets Ωα in which the normal form introduced
before proposition 5.4.6 applies, and let Uαk and Φαk be as in this proposition. We obtain
a family uαk of microlocal solutions; observe that for each α, uαk is a Lagrangian section
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associated to Γ. Hence, if Ωα ∩ Ωβ is non-empty, the unique (modulo O(k−∞)) constant
cαβk ∈ Ck such that uαk = cαβk uβk on Ωα ∩ Ωβ is of the form given in equation (5.4):
cαβk = ρ
αβ(k) exp(ikφαβ(k)) +O(k−∞).
But if m belongs to Ωα ∩Ωβ, then near m we have uαk ∼ Uαk Φ(m)k and uβk ∼ Uβk Φ(m)k where
Φ(m)k is an admissible sequence of elements of Bk microlocally equal to Φk near the origin.
Therefore, we have
cαβk Φ
(m)
k = (U
β
k )
−1Uαk Φ
(m)
k +O(k
−∞),
and the fact that the operators Uαk , U
β
k are microlocally unitary yields
∣∣∣cαβk ∣∣∣2 = 1+O(k−∞).
This implies that for ` ≥ 1, ρ` = 0, which gives the result.
Let us be more specific and compute the first terms of this asymptotic expansion.
Consider a finite cover (Ωα)α of Γ0 by contractible open subsets and endow each Ωα with
a non-trivial microlocal solution Ψαk which is a Lagrangian section. Choose a flat unitary
section tα of the line bundle j∗L→ j−1(Ωα) and write, for m ∈ Ωα:
Ψαk (m) =
(
k
2pi
)1/4
gα(m, k)tkα(m)
where the section gα(., k) of j∗K → Ωα is the symbol of Ψαk , whose principal symbol will
be denoted by g(0)α . Now, assume that Ωα ∩Ωβ 6= ∅; there exists a unique (up to O(k−∞))
cαβk ∈ Ck such that Ψαk ∼ cαβk Ψβk on Ωα ∩ Ωβ.
Definition 5.4.8. Let A,B ∈ M and γ be a piecewise smooth curve joining A and B;
denote by PA,B,γ : LA → LB the linear isomorphism given by parallel transport from A
to B along γ. Given two sections s, t of L→M , define the phase difference between s(A)
and t(B) along γ as the number
(Φs(A)− Φt(B))γ = arg(λA,B,γ)− c0([A,B]) ∈ R/2piZ,
where λA,B,γ is the unique complex number such that the equality
PA,B,γ(s(A)) = λA,B,γt(B) holds and c0([A,B]) is the (phase of the) holonomy of γ in
(L,∇). Define in the same way the phase difference for two sections of K →M , using the
Chern connection of K.
Now, consider three points A,B,C ∈ M and let γ1 (resp. γ2 be a piecewise smooth
curve joining A and B (resp. B and C). Let γ be the concatenation of γ1 and γ2. It is
easily checked that
(Φs(A)− Φt(B))γ1 + (Φt(B)− Φu(C))γ2 = (Φs(A)− Φu(C))γ
for three sections s, t, u of L. Furthermore, if γ is a closed curve and A is a point on γ,
then the phase difference between s(A) and s(A) along γ is
(Φs(A)− Φs(A))γ = 0
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by definition of the holonomy c0. This is why we write this number as a difference.
Coming back to our problem, denote by Φ(−1)α (A) − Φ(−1)β (B) the phase difference
between tα(A) and tβ(B) along Γ0 in L, and by Φ(0)α (A) − Φ(0)β (B) the phase difference
between g(0)α (A) and g(0)β (B) along Γ0 in K. Let ζ be the path in Γ0 starting at a point
A ∈ Ωα and ending at B ∈ Ωα ∩ Ωβ. Since tα is flat and the principal symbol g0 of Ψαk
satisfies equation (5.5), we have
arg
(
cαβk
)
= k
(
c0(ζ) + Φ(−1)α (A)− Φ(−1)β (B)
)
+c1(ζ) + holδΓ0 (ζ) + Φ
(0)
α (A)− Φ(0)β (B) +O(k−1).
Thanks to the discussion above, we know that the term
k
(
Φ(−1)α (A)− Φ(−1)β (B)
)
+ Φ(0)α (A)− Φ(0)β (B)
is a Čech coboundary. Let us call c1(Γ0) the holonomy of Γ0 in (L1,∇1). One can check
that ∇δΓ0 has holonomy in Z/2Z, represented by (Γ0) ∈ {0, 1}. We obtain:
Proposition 5.4.9. The first two terms of the asymptotic expansion of the quantity Θ(k)
defined in proposition 5.4.7 are given by
Θ0 = c0(Γ0)
and
Θ1 = c1(Γ0) + (Γ0)pi.
Since one can construct a non-trivial microlocal solution over Γ0 if and only if Θ(k) ∈
2piZ, we recover the usual Bohr-Sommerfeld conditions.
Let us give another interpretation of the index . Consider a smooth closed curve γ
immersed in M . Denote by ι : γ → M this immersion, and by δγ = ι∗δ the pullback
bundle over γ. Let ι˜ : δγ → δ be the natural lift of ι, and define ι˜2 : δ2γ → δ2 by the
formula ι˜2(u⊗ v) = ι˜(u)⊗ ι˜(v). The map
ϕγ : δ2γ → T ∗γ ⊗ C, u 7→ ι∗ϕ(ι˜2(u))
is an isomorphism of line bundles. The set{
u ∈ δγ ;ϕγ(u⊗2) > 0
}
has one or two connected components. In the first case, we set (γ) = 1, and in the second
case (γ) = 0. One can check that this definition coincides with the one above when γ is a
smooth embedded closed curve. Notice that the value of (γ) only depends on the isotopy
class of γ in M .
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5.4.6 Spectral parameter dependence
For spectral analysis, one has to do the same study as above replacing the operator
Tk with Tk − E; then it is natural to ask if the previous study can be done taking into
account the dependence on the spectral parameter E.
Assume that there exists a tubular neighbourhood Ω of Γ such that for E close enough
to 0, the intersection ΓE ∩ Ω is regular. Then we can construct microlocal solutions of
(Tk − E)uk = 0 as Lagrangian sections depending smoothly on a parameter (see [20,
section 2.6]); these solutions are uniform in E. We can then define all the previous objects
with smooth dependence in E. Proceeding this way, we obtain the parameter dependent
Bohr-Sommerfeld conditions, that we describe below.
Let I be an interval of regular values of the principal symbol f0 of the operator. For
E ∈ I, denote by Cj(E), 1 ≤ j ≤ N , the connected components of f−10 (E) in such a
way that E 7→ Cj(E) is smooth. Observe that Cj(E) is a smooth embedded closed curve,
endowed with the orientation depending continuously on E given by the Hamiltonian flow
of f0. Define the principal action c(j)0 ∈ C∞(I) in such a way that the parallel transport in
L along Cj(E) is the multiplication by exp(ic(j)0 (E)). Define the subprincipal action c(j)1 in
the same way, replacing L by L1 and using the connection ∇1 (depending on E) described
above. Finally, set (j)E = (Cj(E)); in fact, (j)E is a constant (j)E = (j) for E in I. The
Bohr-Sommerfeld conditions (see [21] for more details) state that there exists η > 0 such
that the intersection of the spectrum of Tk with [E − η,E + η] modulo O(k−∞) is the
union of the spectra σj , 1 ≤ j ≤ N , where the elements of σj are the solutions of
g(j)(λ, k) ∈ 2pik−1Z
where g(j)(., k) is a sequence of functions of C∞(I) admitting an asymptotic expansion
g(j)(., k) =
+∞∑
`=0
k−`g(j)`
with coefficients g(j)` ∈ C∞(I). Furthermore, one has
g
(j)
0 (λ) = c
(j)
0 (λ) and g
(j)
1 (λ) = c
(j)
1 (λ) + (j)pi.
5.5 Microlocal normal form
5.5.1 Normal form on the Bargmann side
Let Pk be the operator defined by Pk = i2
(
z2 − 1
k2
∂2
∂z2
)
with domain C[z] ⊂ Bk; it is
a Toeplitz operator with normalized symbol p0(x, ξ) = xξ. We will use this operator to
understand the behaviour of Ak near each sj , 1 ≤ j ≤ n. More precisely, we study the
operator Ak − E, where E ∈ R is allowed to vary in a neighbourhood of zero.
Let j ∈ J1, nK. The isochore Morse lemma [36] yields a symplectomorphism χE from
a neighbourhood of sj in M to a neighbourhood of the origin in R2, depending smoothly
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on E, and a smooth function gEj , again depending smoothly on E, such that
((a0 − E) ◦ χ−1E )(x, ξ) = gEj (xξ)
and (gEj )′(0) 6= 0. Using a Taylor formula, one can write
gEj (t) = wEj (t) (t− fj(E))
with wEj smooth, depending smoothly on E, and such that wEj (0) 6= 0, and fj a smooth
function of E. This symplectic normal form can be quantized to the following semiclassical
normal form.
Proposition 5.5.1. Fix j ∈ J1, nK. There exist a smooth function fj, a Fourier integral
operator UEk : Bk → Hk, a Toeplitz operator WEk elliptic at 0 and a sequence of smooth
functions εj(., k) admitting an asymptotic expansion εj(E, k) =
∑+∞
`=0 k
−`ε(`)j (E) such that
(UEk )∗(Ak − E)UEk ∼WEk
(
Pk − fj(E)− k−1εj(E, k)
)
microlocally near sj. Furthermore,
– Uk and Wk depend smoothly on E,
– fj(E) is the value of xξ whenever (x, ξ) = χE(m) for m ∈ ΓE,
– and the first term of the asymptotic expansion of εj(0, k) is given by
ε
(0)
j (0) =
−a1(sj)
|det(Hess(a0)(sj))|1/2 ,
where Hess(a0)(sj) is the Hessian of a0 at sj.
The proof is an adaptation of the one in [33, section 3] to the Toeplitz setting; see also
[72] for a similar result in the elliptic case.
5.5.2 Link with the pseudodifferential setting
Now, we use the Bargmann transform to understand the structure of the space of
microlocal solutions of Pk − E = 0.
Lemma 5.5.2. For u ∈ S (R), one has
B∗kPkBku =
1
ik
(x∂x + 1)u.
From now on, we will denote by Sk the pseudodifferential operator 1ik (x∂x + 1). This
correspondence will allow us to understand the space of microlocal solutions of Pk −E on
a neighbourhood of the origin. Let us recall the results of [33, 34] that will be useful to
our study.
Proposition 5.5.3 ([33, proposition 3]). Let E be such that |E| < 1. The space of
microlocal solutions of (Sk − E)uk = 0 on Q = [−1, 1]2 is a free Ck-module of rank 2.
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Moreover, we know two bases of this module. Indeed, the tempered distributions v(j)k,E ,
j ∈ J1, 4K defined as:
v
(1),(2)
k,E (x) = 1R±∗(x) exp
(
(−12 + ikE) ln(|x|)
)
,
vˆ
(3),(4)
k,E (ξ) = 1R±∗(ξ) exp
(
(−12 + ikE) ln(|ξ|)
)
.
are exact solutions of the equation (Sk − E)v(j)k,E = 0; better than that, the couple
(v(1)k,E , v
(2)
k,E) (resp. (v
(3)
k,E , v
(4)
k,E)) forms a basis of the space of solutions of this equation.
Now, choose a compactly supported function χ ∈ C∞(R) with constant value 1 on I and
vanishing outside 2I. Define the pseudodifferential operator ΠQ by
ΠQu(x) =
k
2pi
∫
R2
exp (ik(x− y)ξ)χ(ξ)χ(y)u(y) dydξ.
Then ΠQ maps D ′(R) into S (R), and ΠQ ∼ Id on Q. Set
w
(j)
k,E = ΠQv
(j)
k ;
then the w(j)k,E , j ∈ J1, 4K, belong toS (R), and are microlocal solutions of (Sk−E)w(j)k,E = 0
on Q. The matrix of the change of basis from (w(3)k,E , w
(4)
k,E) to (w
(1)
k,E , w
(2)
k,E) is given by
Mk = µk(E)
(
1 −i exp(−ipikE)
−i exp(−ipikE) 1
)
+O(k−∞) (5.7)
with
µk(E) =
1√
2pi
Γ
(
1
2 − ikE
)
exp
(
pi
4 (2kE + i)− ikE ln(k)
)
.
5.5.3 Microlocal solutions of (Pk − E)uk = 0
Now, consider the Bargmann transforms of the sequences w(j)k,E : u
(j)
k,E = Bkw
(j)
k,E . Propo-
sitions 5.5.3 and 5.3.5 yield the:
Proposition 5.5.4. For E such that |E| < 1, the space of microlocal solutions of (Pk −
E)uk = 0 on Q = [−1, 1]2 ⊂ C is a free Ck-module of rank 2. Moreover, the couples(
u
(1)
k,E , u
(2)
k,E
)
and
(
u
(3)
k,E , u
(4)
k,E
)
are two bases of this module; the transfer matrix is given by
equation (5.7).
Remark. The sections u(j)k,E , j = 1, . . . , 4, can be written in terms of parabolic cylinder
functions. In the article [79], Nonnenmacher and Voros studied these functions in order to
understand the behaviour of the generalized eigenfunctions of Pk; the result of this subtle
analysis, based on Stokes lines techniques, was not exactly what we needed here, and this
is partly why we chose to use the microlocal properties of the Bargmann transform instead.
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5.6 Bohr-Sommerfeld conditions
To obtain the Bohr-Sommerfeld conditions, we will recall the reasoning of Colin de
Verdière and Parisse [35], and will also refer to the work of Colin de Verdière and Vu˜ Ngo.c
[37]. Since the general approach is the same, we only recall the main ideas and focus on
what differs in the Toeplitz setting.
5.6.1 The sheaf of standard basis
As in section 5.4, introduce the sheaf (F,Γ0) of microlocal solutions of Akψk = 0 over
Γ0; we recall that a global non-trivial microlocal solution corresponds to a global non-
trivial section of this sheaf. However, since the topology of Γ0 is much more complicated
than in the regular case, the condition for the existence of such a section is not as simple
as saying that a holonomy must be trivial. In particular, we have to handle what happens
at critical points. To overcome this difficulty, the idea is to introduce a new sheaf over Γ0
that will contain all the information we need to construct a global non-trivial microlocal
solution; roughly speaking, this new sheaf can be thought of as the limit of the sheaf
F→ ΓE of microlocal solutions over regular levels as E goes to 0.
Following Colin de Verdière and Parisse [35], we introduce a sheaf (L,Γ0) of free Ck-
modules of rank one over Γ0 as follows: to each point m ∈ Γ0, associate the free module
L(m) generated by standard basis atm. Ifm is a regular point, a standard basis is any basis
of the space of microlocal solutions near m. At a critical point sj , we define a standard
basis in the following way. The Ck-module of microlocal solutions near sj is free of rank 2;
moreover, it is the graph of a linear application. Indeed, number the four local edges near
sj with cyclic order 1, 3, 2, 4, so that the edges e1, e2 are the ones that leave sj . Let us
denote by Sol(e1e2) (resp. Sol(e3e4)) the module of microlocal solutions over the disjoint
union of the local unstable (resp. stable) edges e1, e2 (resp. e3, e4). Sol(e1e2) and Sol(e3e4)
are free modules of rank 2, and there exists a linear map Tj : Sol(e3e4) → Sol(e1e2) such
that u is a solution near sj if and only if its restrictions satisfy u|Sol(e1e2) = Tju|Sol(e3e4).
Equivalently, given two solutions on the entering edges, there is a unique way to obtain two
solutions on the leaving edges by passing the singularity. One can choose a basis element
for each F(ei), i ∈ J1, 4K, and express Tj as a 2× 2 matrix (defined modulo O(k−∞)); one
can show that the entries of this matrix are all non-vanishing. An argument of elementary
linear algebra shows that once the matrix Tj is chosen, the basis elements of the modules
F(ei) are fixed up to multiplication by the same factor. Moreover, we saw that there exists
a choice of basis elements such that Tj has the following expression:
Tj = exp
(
− ipi4
)
Ek(εj(0, k))
(
1 i exp(−piεj(0, k))
i exp(−piεj(0, k)) 1
)
, (5.8)
where
Ek(t) = 1√2piΓ
(1
2 + it
)
exp
(
t
(
pi
2 − i ln k
))
. (5.9)
This allows us to call the choice of the basis elements of F(ei) a standard basis whenever
Tj is given by equation (5.8).
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(L,Γ0) is a locally free sheaf of rank one Ck-modules, and its transition functions are
constants. Hence, it is flat, thus characterised by its holonomy
holL : H1(Γ0)→ Ck.
In terms of Čech cohomology, if γ is a cycle in Γ0, and Ω1, . . . ,Ω` is an ordered sequence
of open sets covering the image of γ, each Ωi being equipped with a standard basis ui,
then
holL(γ) = x1,2 . . . x`−1,`x`,1, (5.10)
where xi,j ∈ C~ is such that ui = xi,juj on Ωi ∩ Ωj .
Now, cut n+1 edges of Γ0, each one corresponding to a cycle γi in a basis (γ1, . . . , γn+1)
of H1(Γ0,Z), in such a way that the remaining graph is a tree T . Then the sheaf (L, T )
has a non-trivial global section. The conditions to obtain a non-trivial global section
of the sheaf (F,Γ0) of microlocal solutions on Γ0 are given in the following theorem.
They were already present in the work of Colin de Verdière and Parisse in the case of
pseudodifferential operators, but the fact that they extend to our setting is a consequence
of the results obtained in the previous sections.
Theorem 5.6.1. The sheaf (F,Γ0) has a non-trivial global section if and only if the
following linear system of 3n+ 1 equations with 3n+ 1 unknowns (xα ∈ Ck)α∈{edges of T}
has a non-trivial solution:
1. if the edges (α1, α2, α3, α4) connect at sj (with the same convention as before for the
labeling of the edges), then (
xα3
xα4
)
= Tj
(
xα1
xα2 ,
)
2. if α and β are the extremities of a cut cycle γi, then
xα = holL(γi)xβ,
where the following orientation is assumed: γi can be represented as a closed path
starting on the edge α and ending on the edge β.
Proof. It follows from propositions 5.4.6 and 5.5.4 that the proof can be directly adapted
from the one of [37, theorem 2.7].
5.6.2 Singular invariants
Of course, in order to use this result, it remains to compute the holonomy holL. For this
purpose, let us introduce some geometric quantities close from the ones used to express
the regular Bohr-Sommerfeld conditions. Let γ be a cycle in Γ0, and denote by sjm ,
m = 1, . . . , p the critical points contained in γ.
Definition 5.6.2 (singular subprincipal action). Decompose γ as a concatenation of
smooth paths and paths containing exactly one critical point; if A and B are the or-
dered endpoints of a path, we will call it [A,B]. Define the subprincipal action c˜1(γ) as
the sum of the contributions of these paths, given by the following rules:
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– if [A,B] contains only regular points, its contribution to the singular subprincipal
action is
c˜1([A,B]) = c1([A,B])
as in the regular case,
– if [A,B] contains the singular point s and is smooth at s, then
c˜1([A,B]) = lim
a,b→s
(c1([A, a]) + c1([b, B]))
where a (resp. b) lies on the same branch as A (resp. B),
– if [A,B] contains the singular point s and is not smooth at s, we set
c˜1([A,B]) = lim
a,b→s
(
c1([A, a]) + c1([b, B])± ε(0)s ln
∣∣∣∣∣
∫
Pa,b
ω
∣∣∣∣∣
)
(5.11)
where Pa,b is the parallelogram (defined in any coordinate system) built on the
vectors −→sa and −→sb, ± = + if [A,B] is oriented according to the flow of Xa0 , ± = −
otherwise and
ε(0)s =
−a1(s)
|det(Hess(a0)(s))|1/2
,
as before.
Pa,b
b
B
a A
s
Figure 5.1: Computation of c˜1([A,B]).
Definition 5.6.3 (singular index). Let (γt)t be a continuous family of immersed closed
curves such that γ0 = γ and γt is smooth for t > 0. Then the function t 7→ (γt), t > 0, is
constant; we denote by  its value. We define the singular index ˜(γ) by setting
˜(γ) = +
p∑
m=1
ρm
4 (5.12)
where ρm = 0 if γ is smooth at sjm , ρm = +1 if at sjm , γ turns in the direct sense with
respect to the cyclic order (1, 3, 2, 4) of the local edges, and ρm = −1 otherwise.
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Observe that both c˜1 and ˜ define Z-linear maps on H1(Γ0,Z).
Theorem 5.6.4. Let γ be a cycle in Γ0. Then the holonomy holL(γ) of γ in L has the
form
holL(γ) = exp(ikθ(γ, k)) (5.13)
where θ(γ, k) admits an asymptotic expansion in non-positive powers of k. Moreover, if
we denote by θ(γ, k) = ∑`≥0 k−`θ`(γ) this expansion, the first two terms are given by the
formulas:
θ0(γ) = c0(γ), θ1(γ) = c˜1(γ) + ˜(γ)pi. (5.14)
Proof. We just prove here that the holonomy has the claimed behaviour. It is enough to
show that one can choose a finite open cover (Ωα)α of γ and a section uαk of L → Ωα for
which the transition constants cαβk have the required form. On the edges of γ, this follows
from the analysis of section 5.4. At a vertex, we choose the standard basis U0ku
(j)
k,εj(0,k),
where u(j)k,E is defined in section 5.5.3 and UEk is the operator of proposition 5.5.1; to
conclude, we observe that the restrictions of these sections to the corresponding edge are
Lagrangian sections.
5.6.3 Computation of the singular holonomy
This section is devoted to the proof of the second part of theorem 5.6.4. We use the
method of [37], but of course, our case is simpler, because in the latter, the authors in-
vestigated the case of singularities in (real) dimension 4 (for pseudodifferential operators).
Let us work on microlocal solutions of the equation
(Ak − E)uk = 0 (5.15)
where E varies in a small connected interval I containing the critical value 0. The critical
value separates I into two open sets I+ and I−, with the convention I± = I ∩ {±a0 > 0}.
LetD± = I±∪{0}, and let C± be the set of connected components of the open set a−10 (I±).
The smooth family of circles in the component p± is denoted by Cp±(E), E ∈ I±.
As in section 5.4, for E 6= 0, we denote by (F,ΓE) the sheaf of microlocal solutions
of (5.15) on ΓE ; remember that it is a flat sheaf of rank 1 Ck-modules, characterised by
its Čech holonomy holF. The idea is to let E go to 0 and compare this holonomy to the
holonomy of the sheaf L→ Γ0.
Definition 5.6.5. Near each critical point sj , consider two families of points Aj(E) and
Bj(E) in C∞(D±, p¯±\{sj}) lying on Cp±(E) and such that Aj(0) and Bj(0) lie respectively
in the stable or unstable manifold. Endow a small neighbourhood of Aj (resp. Bj) with
a microlocal solution uAj (resp. uBj ) of (5.15) which is a Lagrangian section uniform in
E ∈ D±. Define the quantity Θ([Aj(E), Bj′(E)], k) as the phase of the Čech holonomy
of the path [Aj(E), Bj′(E)] joining Aj(E) and Bj′(E) in the sheaf (F,ΓE) computed with
respect to uAj and uBj′ .
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Note that if we change the sections uAj and uBj′ , the phase of the holonomy is mod-
ified by an additive term admitting an asymptotic expansion in k C∞(D±)[[k−1]]. The
singular behaviour of the holonomy is thus preserved; moreover, the added term is a Čech
coboundary, and hence does not change the value of the holonomy along a closed path.
Then, we consider continuous families of paths (ζE)E∈D± drawn on a circle Cp±(E)
and whose endpoints are some of the Aj(E) and Bj′(E) of the previous definition. We say
that ζE is
– regular if ζ0 does not contain any of the critical points sj ,
– local if ζ0 contains exactly one critical point,
and we consider only these two types of paths. We write ζE = [Aj(E), Bj′(E)]. The
following proposition implies that a path that is local in the above sense can always be
assumed to be local in the sense that it is included in a small neighbourhood of the critical
point that it contains.
s2
ζ loc2
ζ loc1
ζreg1
ζreg2
A2(E)
s1
B1(E)
A1(E)
B2(E)
Figure 5.2: Regular and local paths.
Proposition 5.6.6. If ζE = [Bj(E), Aj′(E)] is a regular path, then the map E 7→ Θ(ζE , k)
belongs to C∞(D±) and admits an asymptotic expansion in k C∞(D±)[[k−1]]. This expan-
sion starts as follows:
Θ(ζE , k) = k
(
c0(ζE) + Φ(−1)Bj(E)(Bj(E))− Φ
(−1)
Aj′ (E)
(Aj′(E))
)
+c1(ζE) + holδζE (ζE) + Φ
(0)
Bj(E)(Bj(E))− Φ
(0)
Aj′ (E)
(Aj′(E)) +O(k−1);
(5.16)
see section 5.4.5 for the notations.
In order to study the behaviour of the holonomy of a local path with respect to E, we
use the parameter dependent normal form given by proposition 5.5.1. Using the notations
of this proposition, we will write ej(E, k) = fj(E)+k−1εj(E, k). Introduce the Bargmann
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transform wik,E of vik,E , where
v1,2k,E(x) = 1±x>0|x|−1/2 exp(ikej(E, k) ln |x|);
v3,4k,E(ξ) = F−1k
(
1±ξ>0|ξ|−1/2 exp(ikej(E, k) ln |ξ|)
)
.
Let w˜ik,E be a sequence having microsupport in a sufficiently small neighbourhood of the
origin and microlocally equal to wik,E on it; then w˜ik,E is a basis of the module of microlocal
solutions of Pk−ej(E, k) near the image of the edge with label i by the symplectomorphism
χE . Consequently, the section φ(i)k,E = UEk w˜ik,E , where UEk is the operator used for the
normal form, is a basis of the module of microlocal solutions of equation (5.15) near the
edge ei. Moreover, it displays a good behaviour with respect to the spectral parameter.
Lemma 5.6.7. The restriction of φ(i)k,E to a neighbourhood of the edge number i is a
Lagrangian section uniformly for E ∈ D±.
Proof. First, we prove using a parameter dependant stationary phase lemma that wik,E
is a Lagrangian section associated to the image of the i-th edge, uniformly in E ∈ D±.
We conclude by the fact that the image of a Lagrangian section depending smoothly on a
parameter by a Fourier integral operator is a Lagrangian section depending smoothly on
this parameter.
We also recall the following useful lemma.
Lemma 5.6.8 ([37, lemma 2.18]). Set βj(E, k) = 12 + ikej(E, k) and
ν+j =
(
k
2pi
)1/2
Γ(βj) exp
(−βj ln k − iβj pi2 ) ;
ν−j =
(
k
2pi
)1/2
Γ(βj) exp
(−βj ln k + iβj pi2 ) .
Then for any E ∈ I±,
−i ln ν±j = k (fj(E) ln |fj(E)| − fj(E)) + ε(0)j (E) ln |fj(E)| ∓
pi
4 +OE(k
−1).
The following proposition shows that the holonomy Θ(ζE , k), which has a singular
behaviour as E tends to 0, can be regularized.
Proposition 5.6.9. Fix a component p± ∈ C±, and let ζE = [Aj(E), Bj(E)] be a local
path near the critical point sj. Assume moreover that ζE is oriented according to the
flow of a0. Then there exists a sequence of R/2piZ-valued functions gζ(., k) ∈ C∞(D±),
E 7→ gζE (k), admitting an asymptotic expansion in k C∞(D±)[[k−1]] of the form
gζ(E, k) =
+∞∑
`=−1
k−`g(`)ζ (E),
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such that
∀E ∈ I±, gζ(E, k) = Θ(ζE , k)− i ln(ν±j (E)) (mod 2piZ).
The first terms of the asymptotic expansion of gζ(., k) are given, for E ∈ I±, by:
g
(−1)
ζ (E) = c0(ζE) + (fj(E) ln |fj(E)| − fj(E))
+ Φ(−1)Bj(E)(Bj(E))− Φ
(−1)
Aj′ (E)
(Aj′(E)))
(5.17)
and
g
(0)
ζ (E) = c1(ζE) + holδζE (ζE)∓
pi
4 + ε
0
j (E) ln |fj(E)|
+ Φ(0)Bj(E)(Bj(E))− Φ
(0)
Aj′ (E)
(Aj′(E)).
(5.18)
Proof. We can assume that the paths ζE , E ∈ D± all entirely lie in the open set Ωsj where
the normal form of proposition 5.5.1 is valid. Endow each edge ei with the section φ(i)k,E
defined earlier; by lemma 5.6.7, these sections can be used to compute Θ(ζE , k). But we
know how the different sections φ(i)k,E are related: equation (5.7) shows that Θ(ζE , k) −
i ln ν±j microlocally vanishes. Now, if we choose another set of microlocal solutions, we
only add a term admitting an asymptotic expansion in k C∞(D±)[[k−1]].
Since the sections φ(i)k,E , i = 1 . . . 4 form a standard basis at sj , they can also be used to
compute the holonomy holL. Of course, for this choice of sections, one has holL(ζ locj (0)) = 1
and gζlocj (0) = 0; this allows to obtain the following result.
Proposition 5.6.10. Let γ be a cycle in Γ0, oriented according to the Hamiltonian flow of
a0, and of the form γ = ζ loc1 (0)ζ
reg
1 (0) . . . ζ locp (0)ζregp (0), where ζ locj and ζ
reg
j are respectively
local and regular paths in the sense introduced earlier. Define
g(0, k) ∼
+∞∑
`=−1
g(`)(0)k−`
as the sum
g(0, k) = gζloc1 (0) + gζreg1 (0) + . . .+ gζlocp (0) + gζregp (0),
where gζlocj is given by proposition 5.6.9 and gζregj = Θ(ζ
reg
j (E), k). Then
holL(γ) = exp (ig(0, k)) +O(k−∞).
This is enough to prove the second part of theorem 5.6.4.
Corollary 5.6.11. The first two terms in the asymptotic expansion of the phase of holL(γ)
are given by formula (5.14).
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Proof. We start by the case of a cycle γ oriented according to the Hamiltonian flow of a0.
Since e0j (0) = 0, formula (5.17) gives for j ∈ J1, pK
g
(−1)
ζlocj
(0) = c0
(
ζ locj (0)
)
+ Φ(−1)Aj (Aj(0))− Φ
(−1)
Bj
(Bj(0))
while proposition 5.6.6 shows that (identifying j = p+ 1 with j = 1)
g
(−1)
ζregj
(0) = c0
(
ζregj (0)
)
+ Φ(−1)Bj (Bj(0))− Φ
(−1)
Aj+1
(Aj+1(0)).
Consequently,
g(−1)(0) = c0(γ).
Let us now compute the subprincipal term g(0)
ζlocj
(0). Recall that it is equal to the limit
of
c1(ζ locj (E)) + holδζloc
j
(E)
(ζ locj (E))∓
pi
4 + ε
(0)
j (E) ln |fj(E)|
+ Φ(0)Aj(E)(Aj(E))− Φ
(0)
Bj(E)(Bj(E))
as E goes to 0, which is equal to
Φ(0)Aj(0)(Aj(0))− Φ
(0)
Bj(0)(Bj(0)) ∓
pi
4
+ lim
E→0
(
c1(ζ locj (E)) + holδζloc
j
(E)
(ζ locj (E)) + ε
(0)
j (E) ln |fj(E)|
)
.
First, we show that
lim
E→0
(
c1(ζ locj (E)) + ε
(0)
j (E) ln |fj(E)|
)
= c˜1(ζ locj (0)). (5.19)
Decompose
c1(ζ locj (E)) =
∫
ζlocj (E)
ν +
∫
ζlocj (E)
κE ,
where we recall that −iν stands for the local connection 1-form associated to the Chern
connection of L1, and κE is such that κE(Xa0) = −a1. Of course, the term
∫
ζlocj (E)
ν
converges to
∫
ζlocj (0)
ν as E tends to 0. Moreover, we have seen that there exists a sym-
plectomorphism χE and a smooth function gEj such that (gEj )′(0) 6= 0 and
(a0 ◦ χ−1E )(x, ξ)− E = gEj (xξ). (5.20)
Hence, if we denote by a˜0 (resp. a˜1, κ˜E) the pullback of a0 (resp. a1, κE) by χ−1E , we have
Xa˜0(x, ξ) = (gEj )′(xξ)Xxξ(x, ξ),
so that κ˜E is characterized by
κ˜E(Xxξ) =
−a˜1(x, ξ)
(gEj )′(xξ)
.
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Since (gEj )′(0) 6= 0, the function b(x, ξ) = −a˜1(x,ξ)(gEj )′(xξ) is smooth (considering a smaller neigh-
bourhood of sj for the definition of ζ locj if necessary). Moreover, from equation (5.20),
one finds that (gEj )′(0) = |det(Hess(a0)(s))|−1/2, which yields the fact that b(0) = ε(0)j (0).
Using a known result (see [48, theorem 2, p.175] for instance), we can construct smooth
functions F : R2 → R and K : R→ R such that
b(x, ξ) = K(xξ)− LXxξF (x, ξ);
since xξ = fj(E) whenever χ−1E (x, ξ) belongs to ΓE , this can be written b(x, ξ) = K(fj(E))−
LXxξF (x, ξ). Therefore, the function
G = K(fj(E)) ln |x| − F (or −K(fj(E)) ln |ξ| − F where x = 0)
restricted to χ(ΓE) is a primitive of κ˜E .This yields∫
ζlocj (E)
κE = G(B˜j)−G(A˜j) = K(fj(E))
(
ln |xBj | − ln |xAj |
)
+ F ((A˜j)− F (B˜j) (5.21)
where m˜ = χE(m) for any point m ∈M , and (xm, ξm) are the coordinates of m˜ (E being
implicit to simplify notations). Writing ln |xBj | − ln |xAj | = ln |xBjξAj | − ln |xAjξAj |, we
obtain ∫
ζlocj (E)
κE + ε(0)j (E) ln |fj(E)| = F (A˜j)− F (B˜j) +K(fj(E)) ln |xBjξAj |
+
(
ε
(0)
j (E)−K(fj(E))
)
ln |fj(E)|.
By definition of K, b(0) − K(0) = 0, hence K(fj(E)) = b(0) + O(fj(E)) = ε(0)j (0) +
O(fj(E)). Thus, the term
(
ε
(0)
j (E)−K(fj(E))
)
ln |fj(E)| tends to zero as E tends to
zero; this induces
lim
E→0
∫
ζlocj (E)
κE + ε(0)j (E) ln |fj(E)| = F (A˜j)− F (B˜j) +K(fj(E)) ln |xBjξAj |
(one must keep in mind that in this formula, we should write A˜j = A˜j(0), etc.). Now, if
a, b are points on ζ locj (0) located respectively in [Aj , smj ] and [smj , Bj ], then the term on
the right hand side of the previous equation is equal to
I = lim
a,b→sj
(
F (A˜j)− F (a˜) + F (b˜)− F (B˜j) +K(fj(E)) ln |xBjξAj |
)
.
Using equation (5.21), it is easily seen that
I = lim
a,b→sj
(∫
[Aj ,a]
κE +
∫
[b,Bj ]
κE + ε(0)j (0) ln |xbξa|
)
.
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Remembering definition 5.6.2, this proves equation (5.19). Since g(0)
ζlocj
and the quantities
Φ(−1)Aj (Aj)− Φ
(−1)
Bj
(Bj) and Φ(0)Aj (Aj)− Φ
(0)
Bj
(Bj) are continuous at E = 0, the term
holδ
ζloc
j
(E)
(ζ locj (E))
is continuous at E = 0. Hence, if we sum up all the contributions from regular and local
paths, we finally obtain
g(0)(γ) = c˜1(γ) +
p∑
m=1
ρmpi
4 + `(γ)
where ρm was introduced in definition 5.6.3 and `(γ) is the quantity
`(γ) =
p∑
j=1
(
holδ
ζ
reg
j
(0)
(ζregj (0)) + lim
E→0
holδ
ζloc
j
(E)
(ζ locj (E))
)
;
it is not hard to show that `(γ) is independent of the choice of the local and regular paths.
Furthermore, let  be the index of any smooth embedded cycle which is a continuous
deformation of γ. If the regular and local paths can be chosen so that they all lie in the
same connected component of ΓE , it is clear that `(γ) = . If it is not the case, we remove a
small path ηj(E) of ζregj (E) at any point Aj (resp. Bj) where there is a change of connected
component, and replace it by a smooth path νj(E) connecting ζregj (E) and ζ locj (E) (see
figure 5.3). We obtain a smooth path γ˜(E); on the one hand, one has (γ˜(E)) = . On
ηj(E)
ζ locj (E)
γ
νj(E)
Aj(0)
γ
Aj(0)
ζ locj (E)
τj(E)
ζregj (E)
τj(E)
Figure 5.3: Computation of `(γ).
the other hand, (γ˜(E)) is the sum of the holonomies of the paths composing γ˜(E). But,
if we denote by τj(E) the part of ζregj (E) that remains when we remove ηj(E), we have
holδτj(E)(τj(E)) = holδζregj (E)
(ζregj (E))− holδηj(E)(ηj(E))
which implies
holδτj(E)(τj(E)) + holδνj(E)(νj(E)) −→E→0 holδζregj (0)(ζ
reg
j (0))
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because
holδνj(E)(νj(E))− holδηj(E)(ηj(E)) −→E→0 0.
This shows that `(γ) = , which concludes the proof for this first case.
If the orientation of the cycle γ is opposite to the flow of Xa0 , just change the sign of
the holonomy.
It remains to investigate the case where γ can be smooth at some critical point s. We
can use the analysis above by introducing two local paths ζ loc1 and ζ loc2 at s as in figure 5.4
(we make a small move forwards and backwards on an edge added to γ); one can obtain
the claimed result by looking carefully at the obtained holonomies, remembering that the
two paths have opposite orientation on the added edge.
γs
ζ loc1
ζ loc2
Figure 5.4: Case of a cycle γ smooth at s.
Note that the choice of the added edge does not change the result.
5.6.4 Derivation of the Bohr-Sommerfeld conditions
The previous results allow to compute the spectrum of Ak in an interval of size O(1)
around the singular energy. Indeed, let γE , E ∈ I± be a connected component of the level
a−10 (E) and γ be the cycle in Γ0 obtained by letting E go to 0. Then one can choose the
local and regular paths used to compute the holonomy holL(γ) so that they all lie on γE ,
and define g(E, k) as the sum
g(E, k) = gζloc1 (E) + gζreg1 (E) + . . .+ gζlocp (E) + gζregp (E).
Furthermore, the matrix of change of basis associated to the sections φ(i)k,E is given by
Tj(E) = exp
(
− ipi4
)
Ek(kej(E, k))
(
1 i exp(−kpiej(E, k))
i exp(−kpiej(E, k)) 1
)
,
where the function Ek is defined in equation (5.9). To compute eigenvalues near E, apply
theorem 5.6.1 where Tj is replaced by Tj(E) and holL(γ) by exp (ig(E, k)). Applying
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Stirling’s formula, we obtain
Tj(E) = exp (ikθ(E, k))
(
1 0
0 1
)
+O(k−1), fj(E) > 0
and
Tj(E) = exp (ikθ(E, k))
(
0 i
i 0
)
+O(k−1), fj(E) < 0.
with θ(E, k) = fj(E) ln |fj(E)|−fj(E)+k−1
(
ε
(0)
j (E) ln |fj(E)| − pi4
)
. Together with equa-
tions (5.17) and (5.18), this ensures that we recover the usual Bohr-Sommerfeld conditions
away from the critical energy.
In the rest of the paper, we will look for eigenvalues of the form k−1e+O(k−2), where
e is allowed to vary in a compact set. Hence, we have to replace Ak by Ak − k−1e; this
operator still has principal symbol a0, but its subprincipal symbol is a1 − e. Thanks to
theorem 5.6.4, we are able to compute the singular holonomy and the invariants εj up to
O(k−2); hence, we approximate the spectrum up to an error of order O(k−2).
5.6.5 The case of a unique saddle point
In the case of a unique saddle point in Γ0, it is not difficult to write the Bohr-
Sommerfeld conditions in a more explicit form. The critical level Γ0 looks like a figure
eight. We choose the convention for the cut edges and cycles as in figure 5.5.
γ2
1
4
γ1
s
2
3
Figure 5.5: The singular level Γ0 = a−10 (0) and the choice of cut edges and cycles.
Let s be the saddle point, and let ε(e, k) be the invariant associated to the operator
Ak − k−1e at s; one has ε(0)(e) = ε(0)(0) + e| det(Hess(a0)(s))|−1/2. Denote by hj(e) =
exp(iθj(e)) the holonomy of the loop γj in L; remember that θj is given by
θj(e) = k c0(γj) + c˜1(γj) + ˜(γj)pi +O(k−1).
The Bohr-Sommerfeld conditions are given by the holonomy equations
x4 = h2x1, x3 = h1x2
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and by the transfer relation at the critical point(
x3
x4
)
= T
(
x1
x2
)
where T = T (ε) is defined in equation (5.8). Using lemma 2 of [34], the quantization rule
can in fact be written as a real scalar equation.
Proposition 5.6.12. The equation Akuk = k−1e uk + O(k−∞) has a normalized eigen-
function if and only if e satisfies the condition
1√
1 + exp(2piε)
cos
(
θ1 − θ2
2
)
= sin
(
θ1 + θ2
2 +
pi
4 + ε ln(k)− arg
(
Γ
( 1
2 + iε
))
.
)
(5.22)
5.7 Examples
We conclude by investigating two examples on the torus and one on the sphere; these
examples present various topologies. More precisely, using the terminology of Bolsinov,
Fomenko and Oshemkov [80, 8] for atoms (neighbourhoods of singular levels of Morse
functions), we provide an example of a type B atom–the only type in complexity 1 (here,
complexity means the number of critical points on the singular level) in the orientable
case–and two examples of atoms of complexity 2: one is of type C2 (xy on the sphere S2)
and the other is of type C1 (Harper’s Hamiltonian on the torus T2). It is a remarkable fact
that these two examples are natural not only as the canonical realization of the atom on
a surface but also because they come from the simplest possible Toeplitz operators with
critical level of given type.
Note that there are two other types of atoms of complexity 2 in the orientable case; it
would be interesting to realize each of them as a hyperbolic level of the principal symbol
of a selfadjoint Toeplitz operator and to complete this study. Note that in the context of
pseudodifferential operators, Colin de Verdière and Parisse [35] treated the case of a type
D1 atom (the triple well potential) among some other examples. More generally, one could
use the classification of Bolsinov, Fomenko and Oshemkov to write the Bohr-Sommerfeld
conditions for all cases in low complexity (≤ 3 for instance); however, the case of two
critical points already gives rise to rather tedious computations.
The details of the quantization of the torus and the sphere are quite standard. Never-
theless, for the sake of completeness, we will recall a few of them at the beginning of each
paragraph.
5.7.1 Height function on the torus
Firstly, we consider the quantization of the height function on the torus. This is
one of the first examples in Morse theory, perhaps because this is the simplest and most
intuitive example with critical points of each type. In particular, the description of the
two hyperbolic levels is quite simple.
Endow R2 with the linear symplectic form ω0 and let L0 → R2 be the complex line
bundle with Hermitian form and connection defined in section 5.2.4.3. Let K be the
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Figure 5.6: Height function on the torus.
canonical line of R2 with respect to its standard complex structure. Choose a half-form
line, that is a complex line δ with an isomorphism ϕ : δ⊗2 → K. K has a natural scalar
product such that the square of the norm of α is iα ∧ α¯/ω0; endow δ with the scalar
product 〈., .〉δ such that ϕ is an isometry. The half-form bundle we work with, that we
still denote by δ, is the trivial line bundle with fiber δ over R2.
Consider a lattice Λ with symplectic volume 4pi. The Heisenberg group H = R2×U(1)
with product
(x, u).(y, v) =
(
x+ y, uv exp
(
i
2ω0(x, y)
))
acts on the bundle L0 → R2, with action given by the same formula. This action preserves
the prequantum data, and the lattice Λ injects into H; therefore, the fiber bundle L0
reduces to a prequantum bundle L over the torus T2 = R2/Λ. The action extends to the
fiber bundle Lk0 by
(x, u).(y, v) =
(
x+ y, ukv exp
(
ik
2 ω0(x, y)
))
.
We let the Heisenberg group act trivially on δ. We obtain an action
T ∗ : Λ→ End
(
C∞
(
R2, Lk0 ⊗ δ
))
, u 7→ T ∗u .
The Hilbert space Hk = H0(M,Lk) can naturally be identified to the space HΛ,k of
holomorphic sections of Lk0 ⊗ δ → R2 which are invariant under the action of Λ, endowed
with the hermitian product
〈ϕ,ψ〉 =
∫
D
〈ϕ,ψ〉δ |ω0|
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where D is the fundamental domain of the lattice. Furthermore, Λ/2k acts on HΛ,k. Let
e and f be generators of Λ satisfying ω0(e, f) = 4pi; one can show that there exists an
orthonormal basis (ψ`)`∈Z/2kZ of HΛ,k such that
∀` ∈ Z/2kZ
{
T ∗e/2kψ` = w`ψ`
T ∗f/2kψ` = ψ`+1
with w = exp
(
ipi
k
)
. The sections ψ` can be expressed in terms of Θ functions.
SetMk = T ∗e/2k and Lk = T ∗f/2k. Let (q, p) be coordinates on R2 associated to the basis
(e, f) and [q, p] be the equivalence class of (q, p). Both Mk and Lk are Toeplitz operators,
with respective principal symbols [q, p] 7→ exp(2ipip) and [q, p] 7→ exp(2ipiq), and vanishing
subprincipal symbols.
It is a well-known fact that T2 is diffeomorphic to the surface shown in figure 5.6 above,
which is obtained by rotating a circle of radius r around a circle of radius R > r contained
in the yz plane; the diffeomorphism is given by the explicit formulas
x = r sin(2piq), y = (R+ r cos(2piq)) cos(2pip), z = (R+ r cos(2piq)) sin(2pip).
Hence, the Hamiltonian that we consider is
a0(q, p) = (R+ r cos(2piq)) sin(2pip)
on the fundamental domain D. We try to quantize it, id est find a Toeplitz operator Ak
with principal symbol a0. The Toeplitz operators
Bk =
1
2i(Mk −M
∗
k ), Ck = RΠk +
r
2(Lk + L
∗
k)
are selfadjoint and
σnorm(Bk) = sin(2pip) +O(~2), σnorm(Ck) = R+ r cos(2piq) +O(~2).
Hence Ak = 12(BkCk + CkBk) is a selfadjoint Toeplitz operator with normalized symbol
a0 +O(~2). Its matrix in the basis (ψ`)`∈Z/2kZ writes
Rα0
r
4 (α0 + α1) 0 . . . 0
r
4 (α2k−1 + α0)
r
4 (α0 + α1) Rα1
r
4 (α1 + α2) 0 . . . 0
0 r4 (α1 + α2) Rα2
. . . . . . ...
... . . . . . . . . . . . . 0
... . . . . . . . . . Rα2k−2 r4 (α2k−2 + α2k−1)
r
4 (α0 + α2k−1) 0 . . . 0
r
4 (α2k−2 + α2k−1) Rα2k−1

(5.23)
with α` = sin(`pi/k).
The level ΓR−r = a−10 (R − r) contains one hyperbolic point s = (1/2, 1/4). It is the
union of the two branches
p = 12pi arcsin
(
R− r
R+ r cos(2piq)
)
and p = 12 −
1
2pi arcsin
(
R− r
R+ r cos(2piq)
)
.
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The Hamiltonian vector field associated to a0 is given by
Xa0(q, p) =
1
2 (R+ r cos(2piq)) cos(2pip)
∂
∂q
+ r2 sin(2piq) sin(2pip)
∂
∂p
.
Moreover, one has
ε(0) = e
pi
√
r(R− r) (5.24)
We choose the cycles γ1 and γ2 with the convention given in section 5.6.5. We have to
compute the principal and subprincipal actions of γ1, γ2 and their indices ˜. Let us detail
the calculations in the case of γ1.
We parametrize γ1 by q 7→
(
q, 12 − 12pi arcsin
(
R−r
R+r cos(2piq)
))
. The principal action is
given by
c0(γ1) = 2I(R, r)− 2pi, (5.25)
where I(R, r) is the integral
I(R, r) =
∫ 1
0
arcsin
(
R− r
R+ r cos(2piq)
)
dq;
unfortunately, we do not know any explicit expression for this integral, so for numerical
computations, once fixed the radii R and r, we obtain the value of I(R, r) thanks to
numerical integration routines.
On γ1, the subprincipal form reads
κ0 =
−2e dq√
(R+ r cos(2piq))2 − (R− r)2) .
One can obtain an explicit primitive thanks to any computer algebra system. Furthermore,
some computations show that the symplectic area of the parallelogram Ra,b is equal to∫
Ra,b
ω = 8pi
√
r
R− r
(
qa − 12
)(1
2 − qb
)
.
This yields the following value for the subprincipal action:
c˜1(γ1) = ε(0) ln
(
32
pi
√
r
R
(
1− r
R
))
. (5.26)
Finally, the index associated to half-forms is ˜(γ1) = 1/4. For γ2, one can check that
c0(γ2) = 2I(R, r), c˜1(γ2) = ε(0) ln
(
32
pi
√
r
R
(
1− r
R
))
, ˜(γ2) = 1/4. (5.27)
With this data, one can test the Bohr-Sommerfeld condition for different couples (R, r).
We illustrate this with (R, r) = (4, 1) (note that we have tested several couples). We
compare the eigenvalues obtained numerically from the matrix (5.23) and the ones derived
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from the Bohr-Sommerfeld conditions (5.22) in the interval I = [R − r − 10k−1, R − r +
10k−1]. In figure 5.7, we plotted the theoretical and numerical eigenvalues; figure 5.8 shows
the error between the eigenvalues and the solutions of the Bohr-Sommerfeld conditions for
fixed k, while figure 5.9 is a graph of the logarithm of the maximal error in the interval I
as a function of log(k).
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Figure 5.7: Eigenvalues in [R−r−10k−1, R−r+10k−1]; in red diamonds, the eigenvalues of
Ak obtained numerically; in blue crosses, the theoretical eigenvalues derived from the Bohr-
Sommerfeld conditions. The results are indexed with respect to the eigenvalue closest to
the critical energy, labeled as 0. Observe that even for k = 10, the method is very precise.
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Figure 5.8: Absolute value of the difference between the numerical and theoretical eigen-
values; the error is smaller near the critical energy (R− r = 3 in this case).
124 CHAPITRE 5. LE CAS HYPERBOLIQUE
2 3 4 5 6 7
log(k)
14
12
10
8
6
4
lo
g(
er
ro
r)
Figure 5.9: Logarithm of the maximal error as a function of the logarithm of k; the error
displays a behaviour in O(k−2), as expected.
5.7.2 xy on the 2-sphere
Let us consider another simple example, but this time with two saddle points on the
critical level. We will quantize the Hamiltonian a0(x, y, z) = xy on the sphere S2. Let us
briefly recall the details of the quantization of this surface.
Start from the complex projective plane CP1 and let L = O(1) be the dual bundle of
the tautological bundle
O(−1) =
{
(u, v) ∈ CP1 × C2; v ∈ u
}
with natural projection. L is a Hermitian, holomorphic line bundle; let us denote by ∇ its
Chern connection. The 2-form ω = i curv(∇) is the symplectic form on CP1 associated
to the Fubini-Study Kähler structure, and L → CP1 is a prequantum bundle. Moreover,
the canonical bundle naturally identifies to O(−2), hence one can choose the line bundle
δ = O(−1) as a half-forms bundle. The state space Hk = H0(CP1, Lk⊗δ) can be identified
with the space Cpk [z1, z2] of homogeneous polynomials of degree pk = k−1 in two variables.
The polynomials
P`(z1, z2) =
√
(pk + 1)
(pk
`
)
2pi z
`
1z
pk−`
2 , 0 ≤ ` ≤ pk,
form an orthonormal basis of Hk. The sphere S2 = {(x, y, z) ∈ R3;x2 + y2 + z2 = 1} is
diffeomorphic to CP1 via the stereographic projection (from the north pole to the plane
z = 0). The symplectic form ω on CP1 is carried to the symplectic form ωS2 = −12Ω, with
5.7. EXAMPLES 125
Ω the usual area form on S2 (the one which gives the area 4pi). The operator Ak acting
on the basis (P`)0≤`≤pk by
AkP` =
i
p2k
(α`,kP`−2 − β`,kP`+2) ,
with
α`,k =
√
`(`− 1)(pk − `+ 1)(pk − `+ 2)
and
β`,k =
√
(`+ 1)(`+ 2)(pk − `− 1)(pk − `),
is a Toeplitz operator with principal symbol a0(x, y, z) = xy and vanishing subprincipal
symbol (for more details, one can consult [7, section 3] for instance). Note that α`,k =
βpk−`,k, which implies that if λ is an eigenvalue of Ak, then −λ also is.
The level a−10 (0) is critical, and contains two saddle points: the poles N (north) and
S (south). It is the union of the two great circles x = 0 and y = 0. We choose the cut
edges and cycles as indicated in figure 5.10. Set hj = holL(γj) = exp(iθj); remember that
x1
γ3
y2
y1
N
S
x4
y4 y3
x2
γ1
x3
γ2
Figure 5.10: Choice of the cycles and cut edges.
θj = kc0(γj) + c˜1(γj) + ˜(γj)pi +O(k−1). The holonomy equations read
y2 = x3, y4 = h1x1, y3 = h2x2, x4 = h3y1 (5.28)
while the transfer equations are given by(
x3
x4
)
= TS
(
x1
x2
)
,
(
y3
y4
)
= TN
(
y1
y2
)
. (5.29)
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The system (5.28) + (5.29) has a solution if and only if the matrix
U = TS
(
0 exp(−iθ1)
exp(−iθ2) 0
)
TN
(
0 exp(−iθ3)
1 0
)
admits 1 as an eigenvalue. The matrix U is unitary, and if we write U =
(
a b
c d
)
, a
straightforward computation shows that
|a|2 = |d|2 = 1− 2 cos(θ2 − θ1) exp(−pi(εS + εN )) + exp(−2pi(εS + εN ))(1 + exp(−2piεS))(1 + exp(−2piεN )) ;
hence, by lemma 2 of [34], 1 is an eigenvalue of U if and only if
|a| sin
(arg(ad)− pi
2 − arg(a)
)
= sin
(arg(ad)− pi
2
)
.
This amounts to the equation
|a| cos
(
arg(z)− arg(w)
2
)
= sin
(
arg(z) + arg(w)
2 + arg
(
Γ( 12 + iεN )
)
+ arg
(
Γ( 12 + iεS)
)− (εS + εN ) ln(k))
with
z = exp(−i(θ2 + θ3))− exp(−pi(εS + εN )− i(θ1 + θ3))
and
w = exp(−iθ1)− exp(−pi(εN + εS)− iθ2).
One has
ε
(0)
S = ε
(0)
N = ε
(0) = e2 . (5.30)
Moreover, the principal actions are
c0(γ1) = −pi2 , c0(γ2) =
pi
2 , c0(γ3) = pi. (5.31)
Then, one finds for the subprincipal actions
c˜1(γ1) = 2ε(0) ln 2 = c˜1(γ2), c˜1(γ3) = 0. (5.32)
Finally, the indices ˜ are the following:
˜(γ1) =
3
2 , ˜(γ2) =
1
2 , ˜(γ3) = 1. (5.33)
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Figure 5.11: Eigenvalues in [−2k−1, 2k−1]; in red diamonds, the eigenvalues of Ak obtained
numerically; in blue crosses, the theoretical eigenvalues derived from the Bohr-Sommerfeld
conditions.
5.7.3 Harper’s Hamiltonian on the torus
Keeping the conventions and notations of the first example, we consider the Hamilto-
nian (sometimes known as Harper’s Hamiltonian since it is related to Harper’s equation
[57])
a0(q, p) = 2(cos(2pip) + cos(2piq))
on the torus. The operator Ak = Mk +M∗k +Lk +L∗k is a Toeplitz operator with principal
symbol a0 and vanishing subprincipal symbol. Its matrix in the basis (ψ`)`∈Z/2kZ is
2α0 1 0 . . . 0 1
1 . . . . . . . . . 0
0 . . . . . . . . . . . .
...
... . . . . . . . . . . . . 0
0 . . . . . . . . . 1
1 0 . . . 0 1 2α2k−1

where
α` = cos
(
`pi
k
)
, 0 ≤ ` ≤ 2k − 1.
The critical level Γ0 = a−10 (0) contains two hyperbolic points: s1 = (0, 1/2) and s2 =
(1/2, 0). On the fundamental domain, it is the union of the four segments described in
figure 5.12; hence, its image on the torus it is the union of two circles that intersect at two
points. We choose the cycles and cut edges as in figure 5.13 (for a representation of the
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Figure 5.12: Critical level Γ0 on the fundamental domain; the arrows indicate the direction
of the Hamiltonian flow of a0.
two circles in a two-dimensional view) and 5.14 (for a representation of the cycles on the
fundamental domain). We write the holonomy equations
y1 = x3, y3 = h1x2, y4 = h2x1, x4 = h3y1 (5.34)
and the transfer equations(
x3
x4
)
= T2
(
x1
x2
)
,
(
y3
y4
)
= T1
(
y1
y2
)
(5.35)
where hj = holL(γj) = exp(iθj). Following the same steps as in the previous example, one
can show that the system (5.34) + (5.35) has a solution if and only if e is a solution of
the scalar equation
|a| cos
(
arg(w)− arg(z)
2
)
= cos
(
arg(z) + arg(w)
2 + arg
(
Γ( 12 + i ε1)
)
+ arg
(
Γ( 12 + i ε2)
)− (ε1 + ε2) ln(k))
with
|a|2 = exp(−2piε1) + exp(−2piε2) + 2 cos(θ2 − θ1) exp(−pi(ε1 + ε2))(1 + exp(−2piε1))(1 + exp(−2piε2)) ,
w = exp(−piε2 − i(θ2 + θ3)) + exp(−piε1 − i(θ1 + θ3))
and
z = exp(−piε1 − iθ2) + exp(−piε2 − iθ1).
Moreover, one has
ε
(0)
1 = ε
(0)
2 =
e
2pi := ε
(0). (5.36)
It remains to compute the quantities θj (up to O(k−1)). The principal actions are easily computed:
c0(γ1) = −pi, c0(γ2) = 3pi, c0(γ1) = −2pi. (5.37)
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Figure 5.13: Choice of the cycles and cut edges.
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Figure 5.14: Cycles on the fundamental domain.
Furthermore, one can check that the subprincipal actions are given by
c˜1(γ1) = 2ε(0) ln
(
8
pi
)
= c˜1(γ2), c˜1(γ3) = 0. (5.38)
Finally, one has
˜(γ1) = ˜(γ2) = ˜(γ3) = 0. (5.39)
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Figure 5.15: Eigenvalues in [−10k−1, 10k−1]; in red diamonds, the eigenvalues of Ak ob-
tained numerically; in blue crosses, the theoretical eigenvalues derived from the Bohr-
Sommerfeld conditions.
Chapitre 6
Théorie spectrale inverse
Dans ce chapitre, nous proposons une théorie spectrale inverse pour les opérateurs
de Toeplitz autoadjoints sur les surfaces, à la manière de l’article [100] qui traite du cas
pseudo-différentiel. Nous expliquons dans quelle mesure les conditions de Bohr-Sommerfeld
suffisent à obtenir le résultat, qu’on peut résumer ainsi : sous certaines hypothèses géné-
riques, le spectre modulo O(k−2) détermine la dynamique classique sous-jacente (autre-
ment dit la dynamique hamiltonienne du symbole principal de l’opérateur). Les techniques
employées dans le contexte pseudo-différentiel s’adaptent telles quelles au cadre Toeplitz ;
ce chapitre constitue donc un bref résumé de celles-ci, et on peut le voir comme un condensé
de l’article [100], mais écrit dans le langage des opérateurs de Toeplitz. Pour cette raison,
nous ne détaillerons pas systématiquement les preuves de ce chapitre.
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6.1 Introduction
Soit (M,ω) une variété kählérienne compacte connexe de dimension (réelle) 2, munie
d’un fibré préquantifiant et éventuellement d’un fibré en droites holomorphe et hermitien
auxiliaire. Soit Ak un opérateur de Toeplitz autoadjoint sur M , dont le symbole principal
a0 est une fonction de Morse simple, c’est-à-dire que tous les points critiques de a0 sont
non dégénérés et que deux d’entre eux ne peuvent pas avoir la même image par a0. En
particulier, si E est une valeur hyperbolique, le niveau a−10 (E) est la réunion d’un « huit »
avec un certain nombre de composantes connexes régulières (des cercles).
On veut établir un résultat de théorie spectrale inverse, c’est-à-dire expliquer dans
quelle mesure la connaissance du spectre de l’opérateur Ak nous renseigne sur la dynamique
classique du symbole principal a0. Idéalement, il s’agit de montrer que, sous certaines
conditions, le spectre de l’opérateur (dans un sens asymptotique) permet de retrouver
le type symplectique de (M,a0), c’est-à-dire la classe d’équivalence de ce couple pour la
relation « (M,a0) équivaut à (M˜, a˜0) si et seulement s’il existe un symplectomorphisme
ϕ : M → M˜ tel que a0 = a˜0 ◦ ϕ ».
Théorème (Théorème 6.4.3). Sous les hypothèses génériques (H1) (voir section 6.3.2) et
(H2) (voir section 6.4.1), la connaissance du spectre de Ak modulo O(k−2) détermine le
type symplectique de (M,a0).
Il s’avère que les conditions de Bohr-Sommerfeld sont l’ingrédient principal de la preuve
de ce résultat, qui est donc une conséquence des chapitres précédents. En outre, les tech-
niques de l’article [100], consacré au cas des opérateurs pseudo-différentiels, s’adaptent
parfaitement au contexte des opérateurs de Toeplitz.
6.2 Graphes de Reeb
La démarche s’appuie sur la classification des systèmes intégrables en dimension 2 pro-
posée par Dufour, Molino et Toulet [42]. Celle-ci s’effectue grâce à un objet combinatoire,
le graphe de Reeb. Le graphe de Reeb de (M,a0) est défini comme le quotient G de la va-
riété M par le feuilletage singulier défini par le symbole principal a0. L’image d’une feuille
régulière dans G est un point régulier du graphe, tandis que l’image d’un point critique
elliptique est appelée bout et l’image d’un « huit » est un point de bifurcation.
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Figure 6.1 – Le graphe de Reeb de la fonction hauteur sur le tore.
On dit que le système (M,a0) est topologiquement équivalent au système (M˜, a˜0) s’il
existe un homéomorphisme ϕ : M → M˜ tel que a0 = a˜0 ◦ϕ. Le graphe de Reeb détermine
le type topologique de a0, c’est-à-dire la classe d’équivalence de (M,a0) pour cette rela-
tion. Une manière simple et visuelle de construire un représentant (M˜, a˜0) de cette classe
d’équivalence consiste à « épaissir » les branches du graphe, ce qui donne M˜ , et prendre
pour a˜0 la fonction hauteur sur M˜ .
Si on souhaite retrouver la dynamique hamiltonienne associée à a0, cette notion d’équi-
valence topologique est insuffisante ; on a besoin d’introduire une notion d’équivalence
symplectique. On rappelle que (M,a0) et (M˜, a˜0) sont symplectiquement équivalents s’il
existe un symplectomorphisme ϕ : M → M˜ tel que a0 = a˜0 ◦ϕ. Le graphe de Reeb seul ne
suffit pas pour déterminer la classe d’équivalence de (M,a0) ; c’est pourquoi il est néces-
saire d’introduire sa version pondérée, c’est-à-dire le graphe de Reeb dont les arêtes sont
munies d’une longueur et les points de bifurcation de deux séries de Taylor formelles. La
longueur d’une arête est obtenue via la mesure µ induite sur G par la mesure naturelle
définie par ω sur M , tandis que les séries de Taylor associées à un point de bifurcation
proviennent de l’expression de µ dans un voisinage de celui-ci. Si deux systèmes (M,a0)
et (M˜, a˜0) ont le même graphe de Reeb pondéré, ils ne sont pas forcément symplectique-
ment équivalents, mais il existe un symplectomorphisme ϕ : M → M˜ tel que a0 et a˜0 ◦ ϕ
définissent le même feuilletage sur M .
La stratégie est donc la suivante : dans un premier temps, on détermine la topologie
globale du système grâce au graphe de Reeb « nu », c’est-à-dire en obtenant la position
relative des sommets de G (donc des points critiques surM) et le nombre d’arêtes (donc le
nombre de composantes connexes) entre deux sommets consécutifs. Ensuite, on retrouve
le symbole principal à symplectomorphisme près, ce qui nécessite de connaître, en plus
de ces informations, les longueurs des arêtes ainsi que les séries de Taylor aux points de
bifurcation.
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6.3 Topologie globale
6.3.1 Singularités
Soit I = a0(M) l’image de M par le symbole principal. On souhaite déterminer le
type de chaque élément E ∈ I ; en d’autre termes, on veut pouvoir décider si E est une
valeur régulière ou singulière pour a0 et, dans ce dernier cas, savoir s’il s’agit d’une valeur
elliptique ou hyperbolique.
Proposition 6.3.1. Soit γ ∈]1/2, 1[, c > 0 et posons, pour E ∈ I :
ργ,c(E, k) =
kγ−1
c
#
(
Sp(Ak)∩]E − ck−γ , E + ck−γ [
)
.
Alors, pour tout E ∈ I, la limite ργ,c(E) existe dans R+ ∪ {+∞} et
1. si E est une valeur régulière, alors ργ,c est de classe C∞ en E,
2. si E est une valeur critique elliptique, alors ργ,c est discontinue en E,
3. si E est une valeur critique hyperbolique, alors ργ,c(E) = +∞.
6 4 2 0 2 4 6
E
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
ρ
γ
,c
(E
,k
)
Figure 6.2 – Tracé de ργ,c(., k) pour la fonction hauteur sur le tore de rayons (R, r) =
(4, 1), avec γ = 0.7, c = 15 et k = 1000.
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Démonstration. Commençons par traiter le cas où E est une valeur régulière de a0. Dans
ce cas, les conditions de Bohr-Sommerfeld affirment qu’il existe une constante ε > 0 telle
que l’intersection du spectre de Ak et de l’intervalle [E − ε, E + ε] est à O(k−∞) près la
réunion de N familles σj , 1 ≤ j ≤ N , avec N le nombre de composantes connexes du
niveau a−10 (E), dont les éléments sont les solutions de
g(j)(λ, k) ∈ 2pik−1Z (6.1)
où g(j)(., k) est une suite de fonctions de classe C∞ admettant un développement asymp-
totique de la forme g(j)(λ, k) ∼ ∑`≥0 k−`g`(λ). De plus, le premier terme est g(j)0 (λ) =
c0(Cj(λ)) où c0 est l’action principale et Cj(λ) est la j-ème composante connexe de a−10 (λ),
choisie de sorte que λ 7→ Cj(λ) est C∞. Étant donné η > 0, pour k assez grand, l’équation
(6.1) donne
# (σj∩]E − η,E + η[) = k2pi
∣∣∣g(j)(E + η, k)− g(j)(E − η, k)∣∣∣+ ν(η, k)
où ν(η, k) ∈ [−1, 1] est introduite pour tenir compte de la partie entière qui intervient
dans le calcul. En utilisant le développement de Taylor de g(j)0 au voisinage de E et le
développement asymptotique de g(j)(., k), et en posant η = ck−γ , on obtient
kγ−1
c
#
(
σj∩]E − ck−γ , E + ck−γ [
) −→
k→+∞
1
pi
∣∣∣∣∣∂g
(j)
0
∂λ
(E)
∣∣∣∣∣ .
Ainsi, ργ,c(E, k) tend vers 1pi
∑N
j=1
∣∣∣∣∂g(j)0∂λ (E)∣∣∣∣ ; cette quantité dépend de manière C∞ de E
variant dans un intervalle de points réguliers car ∂g
(j)
0
∂λ (E) ne s’y annule pas.
Lorsque E est une valeur critique elliptique, on sait par hypothèse qu’il existe un seul
point critique s sur a−10 (E) ; notons j0 l’indice de la composante connexe qui contient
celui-ci. Encore une fois, il existe ε > 0 tel que Sp(Ak)∩]E−ε, E+ε[ est, modulo O(k−∞),
une réunion de familles σj , 1 ≤ j ≤ N , et, pour j 6= j0, σj est donnée par une équation
identique à (6.1). Sans perte de généralité, on peut supposer que s est un minimum local
de a0. Alors, pour λ proche de E, Cj0(λ) est vide si λ < E, un cercle si λ > E et égale à
{s} si λ = E. Dès lors, les éléments de σj0 sont les solutions de
f (j0)(λ, k) ∈ 2pik−1N
où f (j0)(., k) est une suite de fonctions lisses admettant un développement asymptotique
de la forme f (j0)(., k) ∼∑`≥0 k−`f` (voir chapitre 4). En outre, pour λ dans [E,E+ ε[, on
a f (j0)0 (λ) = c0(Cj0(λ)) = g(j0)0 (λ). On en déduit comme précédemment que ργ,c(λ, k) tend
vers 0 si λ appartient à ]E− ε, E[, 1pi
∣∣∣∣∂g(j)0∂λ (λ)∣∣∣∣ si λ appartient à ]E,E+ ε[, et 12pi ∣∣∣∣∂g(j)0∂λ (E)∣∣∣∣
si λ = E.
Enfin, près d’une valeur critique hyperbolique, on peut utiliser les conditions de Bohr-
Sommerfeld (voir chapitre 5) pour montrer comme dans [69] que le nombre de valeurs
propres dans un voisinage de taille k−γ est d’ordre k1−γ ln(k).
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6.3.2 Composantes connexes
Soit J un segment de valeurs régulières de a0. On souhaite déterminer le nombre N
de composantes connexes de a−10 (λ) pour λ dans J . On note τj(λ) la période primitive du
flot de Xa0 sur Cj(λ). Signalons que τj(λ) = ∂g
(j)
0
∂λ (λ) avec g
(j)
0 (λ) = c0(Cj(λ)).
Définition 6.3.2. Un point (λ, t) ∈ J ×R∗ est dit résonant s’il existe deux couples (j, p)
et (j′, p′) dans J1, NK× Z∗ avec j 6= j′ tels que pτj(λ) = p′τj′(λ) = −t.
On fait l’hypothèse suivante sur les points résonants.
(H1) L’ensemble des points résonants de J × R est discret.
Proposition 6.3.3. Sous l’hypothèse (H1), le nombre N de composantes connexes de
a−10 (λ), λ ∈ J , est déterminé par Sp(Ak) ∩ J modulo O(k−2).
On introduit le réseau de périodes
Lj(J) = {(λ, pτj(λ)), λ ∈ J, p ∈ Z} ,
puis L(J) = ⋃Nj=1 Lj(J). L(J) est la réunion de graphes de fonctions C∞ qui peuvent
s’intersecter ; les points d’intersection pour p 6= 0 sont les points résonants. La preuve de
la proposition précédente s’effectue alors en deux étapes : premièrement, on montre que
Sp(Ak)∩J modulo O(k−2) détermine L(J). Enfin, on prouve que grâce à l’hypothèse (H1),
la donnée de L(J) permet de retrouver N .
Le premier résultat provient de l’étude de la mesure spectrale
D0(λ, k) =
∑
E∈Sp(Ak)∩J
χ(E)δE(λ)
où χ ∈ C∞(R) est compactement supportée dans l’intérieur de J et vaut 1 sur un seg-
ment J ′ contenu dans l’intérieur de J . On peut montrer grâce aux conditions de Bohr-
Sommerfeld que le front d’onde de la transformée de Fourier semi-classique
Z(t, k) =
∑
E∈Sp(Ak)∩J
χ(E) exp(−itkE)
de cette mesure vérifie
WFk(Z(., k)) = L(J ′).
Une fois obtenu L(J), un simple raisonnement inductif (en se servant de l’hypothèse
(H1)) permet de retrouver le nombre N de composantes connexes. En effet, on peut se ra-
mener à un sous-intervalle J˜ ⊂ J et trouver R > 0 tels que l’ensemble J˜×]0, R] ne contient
aucun point résonant, puis compter les graphes des périodes dans ce dernier. Notons, et
c’est important pour la suite, qu’on retrouve par ce procédé les périodes τ1, . . . , τN dans
l’intervalle J˜ .
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6.3.3 Équivalence topologique
On dispose alors d’un moyen de connaître les sommets du graphe de Reeb, de préci-
ser s’ils correspondent à des valeurs elliptiques ou hyperboliques, et d’obtenir le nombre
d’arêtes entre deux quelconques d’entre eux. On en déduit le théorème suivant.
Théorème 6.3.4. En supposant qu’entre deux valeurs critiques, il existe toujours un
intervalle non vide J vérifiant l’hypothèse (H1), le spectre de Ak modulo O(k−2) détermine
le type topologique de a0.
6.4 Géométrie symplectique
6.4.1 Longueurs des arêtes
Soient c1 < . . . < cn les valeurs critiques de a0, et, pour 1 ≤ i ≤ n, Ji =]ci, ci+1[.
Définition 6.4.1. Soit (λ, t) ∈ Ji × R un point résonant pour a0, c’est-à-dire qu’il existe
des entiers p, p′, j et j′ 6= j tels que pτj(λ) = p′τj′(λ) = −t. On dit que la résonance est
faiblement transverse s’il existe un entier m ∈ N∗ tel que
jτ (m)p (λ) 6= j′τ (m)p′ (λ).
(H2) Tous les points résonants dans Ji × R sont faiblement transverses.
Proposition 6.4.2. Sous l’hypothèse (H2), la connaissance de Sp(Ak)∩Ji modulo O(k−2)
permet d’obtenir les longueurs des arêtes de G correspondant aux composantes connexes
de a−10 (Ji).
Démonstration. Notons Cr(Ji), 1 ≤ r ≤ N les composantes connexes de a−10 (Ji). Étant
donnée une variable d’action Kr,i ∈ C∞(Ji) (unique à un signe et une constante près), la
longueur de l’arête correspondante est donnée par
`r,i =
∣∣∣∣ limλ→ciKr,i(λ)− limλ→ci+1 Kr,i(λ).
∣∣∣∣
Il résulte de l’étude des modèles locaux près des points critiques que cette longueur est
finie. C’est simple près d’un point elliptique. Près d’un point hyperbolique s, il existe des
coordonnées locales symplectiques (x, ξ) telles que le feuilletage est défini par q = xξ, q > 0
sur les branches (les deux arêtes correspondant aux faces internes du « huit ») et q < 0 sur
le tronc (la troisème arête partant du sommet correspondant à s). Dans ces coordonnées
locales, la mesure µ s’exprime par les formules{
dµα(q) = (ln(q) + gα(q))dq sur chaque branche α = 1, 2,
dµ(q) = (2 ln |q|+ g(q))dq sur le tronc (6.2)
pour certaines fonctions lisses g, g1, g2 vérifiant
∀m ≥ 0 g(m)(0) = g(m)1 (0) + g(m)2 (0).
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Près du point critique, sur chaque arête, l’action est donc en q ln(q) + h(q) avec h une
fonction de classe C∞.
On a vu qu’on pouvait retrouver les périodes τr(λ), 1 ≤ r ≤ N , pour λ dans un sous-
intervalle de Ji pour lequel les graphes des périodes ne se croisent pas. Pour retrouver les
périodes sur tout Ji, la difficulté est de placer correctement les indices r à un croisement ;
cette difficulté est levée par l’hypothèse (H2). Maintenant, si on fixe une valeur λi ∈ Ji,
une action Kr,i est donnée par
∀λ ∈ Ji Kr,i(λ) =
∫ λ
λi
τr(λ) dλ.
On obtient alors la longueur `r,i.
6.4.2 Séries de Taylor aux points de bifurcation
Les séries de Taylor associées aux points de bifurcation sont celles des fonctions g1, g2
définies dans l’équation (6.2) en 0. Expliquons rapidement comment retrouver celles-ci ;
on montre en fait comment retrouver la série de Taylor de g en 0, mais la démarche est
identique. D’après le lemme de Morse isochore [36], il existe des coordonnées symplectiques
localement près du point hyperbolique s et une fonction lisse f : (R, Ec = a0(s))→ (R, 0)
avec f ′(Ec) 6= 0 telles que f ◦ a0 = xξ = q. En supposant que f ′(Ec) > 0, la formule (6.2)
livre alors, pour λ < Ec (c’est-à-dire sur le tronc) suffisamment proche de Ec :
dµ(λ) =
(
2 ln |f(λ)|+ g(f(λ))
)
f ′(λ)dλ.
D’autre part, si Cr(Ji) est la composante connexe correspondant au tronc, on a dµ(λ) =
τr(λ)dλ là où ceci a un sens. En utilisant des formules de Taylor pour développer le membre
de droite de l’égalité
τr(λ) =
(
2 ln |f(λ)|+ g(f(λ))
)
f ′(λ),
on déduit la série de Taylor de f en Ec, puis celle de g en 0, de la connaissance de la
période τr.
6.4.3 Équivalence symplectique
Théorème 6.4.3. En supposant que pour 1 ≤ i ≤ n, Ji vérifie les hypothèses (H1) et
(H2), le spectre de Ak modulo O(k−2) détermine le type symplectique de a0.
Démonstration. D’après ce qui précède, le spectre de Ak modulo O(k−2) détermine le
graphe de Reeb pondéré de (M,a0). Ainsi, si deux opérateurs Ak, A˜k définis sur M,M˜ et
de symboles principaux a0, a˜0 ont le même spectre à O(k−2) près, il existe un symplecto-
morphisme ϕ : M → M˜ tel que a0 et a˜0 ◦ ϕ définissent le même feuilletage sur M . Donc
pour chaque composante connexe Cr(Ji), il existe une fonction lisse inversible f : Ji → Ji
telle que a0 = f ◦ a˜0 ◦ ϕ sur Cr(Ji). Puisque ϕ fixe les niveaux p−1(ci), ϕ s’étend en un
homéomorphisme de Ji.
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D’après les preuves précédentes, on sait que pour λ dans Ji, on a l’égalité des périodes
τr(λ) = τ˜r(λ). En passant aux actions, cela permet d’obtenir que Kr,i(λ) = Kr,i(f(λ))
pour λ dans Ji ; puisque Kr,i est strictement monotone sur Ji, cela implique que f est
l’identité sur Ji, puis que a0 = a˜0 ◦ ϕ sur M par continuité.
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Chapitre 7
Formules d’Euler-MacLaurin pour
des polytopes
Ce chapitre, qui ne traite pas des opérateurs de Toeplitz, est la retranscription de
la prépublication [73], écrite en collaboration avec Álvaro Pelayo. Nous y retrouvons des
formules d’Euler-MacLaurin pour les fonctions f de classe C∞ à support compact sur des
intervalles, des polygones, et des polytopes en dimension trois, dans lesquelles les coeffi-
cients du développement asymptotique sont des sommes d’opérateurs intégro-différentiels
appliqués à f , qui ne font intervenir que les dérivées de f dans des directions normales
aux faces du polytope. Nous donnons également des formules pour les coins (wedge) en
dimension quelconque. De telles formules ont été écrites en toute dimension par Tate [91],
mais nous les obtenons ici d’une manière plus élémentaire. Ce travail s’appuie sur, et
est motivé par, les travaux de Guillemin, Sternberg, et d’autres auteurs, durant les dix
dernières années.
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7.1 Introduction
Let ∆ be a polytope in Rn. Euler-MacLaurin formulas are expressions which may be
used to approximate Riemann sums of smooth functions f : Rn → R such as
1
Nn
∑
k∈Zn∩N∆
f
( k
N
)
,
in terms of integrals involving f . Such formulas may be traced back to the work of L.
Euler and C. MacLaurin in the first half of the XIX century.
Partly due to its connections to other areas of mathematics, this topic has attracted
great interest recently, see for instance Berline-Vergne [5], Brion-Vergne [14], Cappell-
-Shaneson [17], Guillemin-Sternberg [49], Guillemin-Sternberg-Weitsman [53], Guillemin-
Stroock [54], Guillemin-Wang [52],
Karshon-Sternberg-Weitsman [65], Shaneson [88], Tate [91], and Vergne [96].
In this paper our goal is to obtain explicit Euler-MacLaurin formulas for compactly
supported functions f on wedges in Rn, intervals, polygons, and polytopes ∆ in R3 (Fig-
ure 7.1), where the coefficients in the asymptotic expansion are sums of differential opera-
tors involving only derivatives of f in directions normal to the faces of ∆. The only reason
to restrict ourselves to intervals, polygons and 3-polytopes, is because of technical difficul-
ties due to our method of proof. We plan to extend our techniques to higher dimensions
in future works. Our formulas apply to wedges (Figure 7.2) of any dimension. We will
recover several of the formulas which Tate [91] obtained for wedges and polytopes in any
dimension; however, our proof is different from Tate’s. Indeed, in [91], the author begins
applying general results of Berline-Vergne [5] and obtains his formulas through the study
of Szasz functions, whereas in our work, we start from a result of Guillemin-Sternberg [49]
and use only elementary freshman calculus to obtain our formulas. Since Guillemin and
Sternberg obtained their formulas (also) using only freshman calculus, the proofs (and the
general approach) we present in this paper may be considered elementary. In the case of
polygons ∆, our approach leads to formulas in which the coefficients in the asymptotic
expansion can be explicitly calculated, and we do so in Section 7.7.
In [28, Section 5, Theorem 5.9] Charles and Vu˜ Ngo.c obtained asymptotic expansions
for a sum over integral points of a convex polytope, and computed explicitly the first term
of this expansion.
Our interest in Euler-MacLaurin formulas originates mainly in the applications they
have in spectral theory of differential operators, see for instance the recent articles of Burns-
Guillemin-Wang [16] and Zelditch [105]. Euler-MacLaurin formulas are also connected to
major problems in number theory, see eg. Lagarias [70].
The structure of the paper is as follows: in Section 7.2 we will state our main result,
and the remaining sections of the paper are devoted to its proof and further refinements.
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(1,0)(0,0)
(1,1)(0,1)(1,1)(0,1)
(2,0)(0,0)(1,0)(0,0)
(0,1)
Figure 7.1: Delzant polygons.
7.2 Main Result
Let n ≥ 1 and let Zn be the integer lattice in Rn. Let (Zn)∗ and (Rn)∗ be the
corresponding dual spaces. Let 〈·, ·〉 denote the pairing of (Rn)∗ with Rn. The subset
W ⊂ Rn given by the inequalities
〈ui, x〉 ≤ ci, i ∈ {1, . . . ,m} (7.1)
is called an integer m-wedge if for every i ∈ {1, . . . ,m} the constant ci is an integer and the
vector ui is a primitive lattice vector in (Rn)∗. Let U be the subspace of (Rn)∗ spanned by
the ui’s. We say thatW is regular if {u1, . . . , um} is a lattice basis of the lattice U ∩(Zn)∗.
When m = n, define the diffeomorphism ϕ ∈ C∞(Rn,Rn), such that ϕ(x) = y has
coordinates yi := 〈ui, x〉− ci, i ∈ {1, . . . , n}, in the standard orthonormal basis of Rn. Let
Hi be the facet of W defined by
Hi := {x ∈W | 〈ui, x〉 = ci} .
For α = (αi)1≤i≤n ∈ Nn, set F = ⋂i,αi>0Hi and let Kα(W ) be the Jacobian of the
diffeomorphism ϕ|F , and ∫ ?
F
:= Kα(W )
∫
F
.
Let (vi)1≤i≤n be the dual basis of (ui)1≤i≤n. The constant Kα(W ) is the volume of the
parallelotope formed by the vectors vi for i such that αi = 0, that is, the primitive outwards
vectors defining the face F . We introduce the following notations:
– α! = α1! . . . αn!;
– r(α) ∈ Nn is given by r(α)i = 1 if αi > 0, r(α)i = 0 if αi = 0;
– if u1, . . . , un ∈ Rn, uα is the |α|-tuple of vectors
uα = (u1, . . . , u1︸ ︷︷ ︸
α1 times
, . . . , un, . . . , un︸ ︷︷ ︸
αn times
);
– ν(α) stands for the number of indices i such that αi > 0.
We define bn, n ≥ 0 as follows: b0 = 1, b1 = 1/2, b2p+1 = 0 if p ≥ 1 and b2p = (−1)p−1Bp,
with Bp the p-th Bernoulli number. Let
C(W,α) :=
(
1
α!
n∏
i=1
bαi
)
Kα(W ).
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A regular n-wedge is an example of an n-dimensional Delzant polytope. Let ∆ ⊂ Rn
be an n-dimensional polytope. We say that ∆ is Delzant if it is a simple and regular
polytope 1. Suppose that ∆ has d facets. Then ∆ is defined by d equations: 〈ui, x〉 ≤ ci,
where i ∈ {1, . . . , d}. For q ∈ J1, nK, we denote by Fq the set of faces of codimension q of
∆.
The following theorem gives asymptotic Euler-MacLaurin formulas for Riemann sums.
It holds in any dimension for wedges, and in dimensions 1, 2, and 3 for polytopes. The
case of 4-dimensional polytopes is more complicated to handle with our techniques, and
we leave it to future works (see the remark after theorem 7.5.4). The first assertion
of the theorem is similar to [91, Proposition 3.1], and the second one is similar to [91,
Theorem 5.3].
Theorem 7.2.1. Let f ∈ C∞0 (Rn). Then the following hold.
(i) If W if a regular n-dimensional wedge in Rn,
1
Nn
∑
k∈Zn∩NW
f
( k
N
)
is asymptotically ∑
q≥0
N−q
∑
α∈Nn
|α|=q
C(W,α)
∫⋂
1≤i≤d
αi>0
Hi
Dq−ν(α)f · vα−r(α),
where the integral is taken over W if the intersection is empty, and the integral over
a single point means evaluation at this point.
(ii) If ∆ ⊂ Rn, n ∈ {1, 2, 3}, is an n-dimensional Delzant polytope with vertices in Zn,
for every q ≥ 1 and every face F ∈ Fm with m ≤ q, there exists a linear differential
operator Rq(F, .) of degree q−m depending only on F and involving only derivatives
of f in directions normal to F such that
1
Nn
∑
k∈Zn∩N∆
f
( k
N
)
=
∫
∆
f +
∑
q≥1
N−q
∑
1≤m≤q
F∈Fm
∫ ?
F
Rq(F, f) +O(N−∞).
Theorem 7.2.1 will follow from combining several upcoming results:
– Proposition 7.4.1;
– Theorem 7.6.1;
– Theorem 7.5.4.
Some of the results of the paper are more general than Theorem 7.2.1, but we leave them
to later sections for simplicity. Our proof of Theorem 7.2.1 is different that the one given
in Tate’s general result [91, Theorem 5.2], self-contained, and elementary (in the sense
that it relies only on freshman calculus). We expect to extend part (ii) of Theorem 7.2.1
to higher dimensions in future works.
In the case where ∆ is a polygon, we give concrete expressions for the coefficients in
the formula in Theorem 7.2.1, see Theorem 7.7.2.
1. ∆ is simple if there are exactly n edges meeting at each vertex of ∆; it is regular if the primitive
vectors in the direction of the edges span a basis of Zn, i.e. for each vertex v of ∆, the edges of ∆ which
intersect at v lie on rays v + tαi, 0 ≤ t <∞, where α is a lattice basis of Zn.
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Figure 7.2: A 2-dimensional wedge.
7.3 Guillemin-Sternberg formulas for
regular wedges and Delzant polytopes
7.3.1 Formula for regular wedges
The following approximation result was recently proven by Guillemin-Sternberg [49].
Lemma 7.3.1. Let W be a regular integer m-wedge defined by (7.1). Let Wh be the
perturbed set defined by 〈ui, x〉 ≤ ci + hi, i ∈ {1, . . . ,m}, where h = (h1, . . . , hm). Then,
if f ∈ C∞0 (Rn), we have that
1
Nn
∑
k∈Zn∩NW
f
( k
N
)
∼
(
τ
( 1
N
∂
∂h
) ∫
Wh
f(x) dx
)
(h = 0),
where
τ(s1, . . . , sm) = τ(s1) . . . τ(sm)
and τ(si) is the Todd function, on the variable si, for every i ∈ {1, . . . ,m}. The sign ∼
indicates equality modulo O(N−∞).
7.3.2 Formula for Delzant (i.e. regular and simple) polytopes
Now let ∆ ⊂ Rn be an n-dimensional Delzant polytope with vertices in Zn and exactly
d facets. Then ∆ is defined by the inequalities 〈ui, x〉 ≤ ci, i ∈ {1, . . . , d} where ci is
an integer and ui ∈ (Zn)∗ is a primitive vector perpendicular to the ith-facet of ∆, and
pointing outwards from ∆.
Because ∆ is simple by assumption, every codimension k face of ∆ is defined by a
collection of equalities 〈ui, x〉 = ci, i ∈ F , where F is a subset of k elements of the set
{1, . . . , d}. Let WF denote the k-wedge 〈ui, x〉 ≤ ci, i ∈ F. Because ∆ is regular, each
k-wedge WF is regular.
Guillemin and Sternberg have recently shown [49] the following Euler-MacLaurin for-
mula.
Theorem 7.3.2. Let ∆ be a Delzant polytope with vertices in Zn. Let ∆h be the perturbed
polytope defined by the equations 〈ui, x〉 ≤ ci + hi, i ∈ {1, . . . , d}. Then, if f ∈ C∞0 (Rn),
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we have
1
Nn
∑
k∈Zn∩N∆
f
( k
N
)
∼
(
τ
( 1
N
∂
∂h
) ∫
∆h
f(x) dx
)
(h = 0),
where
τ(s1, . . . , sd) = τ(s1) . . . τ(sd)
and τ(si) is the Todd function on the variable si, for every i ∈ {1, . . . , d}.
Remark. A general asymptotic Euler-MacLaurin formula for Riemann sums over
lattice polytopes (simple or not) was given by Tate [91]. As far as we know, Theo-
rem 7.3.2 does not follow from Tate’s formula. Other Euler-MacLaurin formulas have
been obtained by Berline-Vergne [5], Brion-Vergne [14], Cappell-Shaneson [17], Karshon-
Sternberg-Weitsman [65], and Zelditch [105] among other authors.
7.4 Asymptotic expansion for regular wedges
Let W be a regular integer n-wedge defined by (7.1). Recall that (vi)1≤i≤n is the dual
basis of (ui)1≤i≤n and Hi is the facet of W defined by
Hi = {x ∈W | 〈ui, x〉 = ci} .
Then vi generates the edge
⋂
j 6=iHj . For any integer q, we introduce the operator Tq(W, .)
defined by
Tq(W, f) =
∑
α∈Nn
|α|=q
(
1
α!
n∏
i=1
bαi
)
Kα(W )
∫⋂
i,αi>0
Hi
Dq−ν(α)f · vα−r(α)
with the convention that the integral is taken over W if the intersection is empty, and
that integrating a function over the vertex means evaluating it at the vertex. Kα(W ) is a
constant depending only on the face ⋂i,αi>0Hi, of which we gave an interpretation earlier.
Proposition 7.4.1. If f ∈ C∞0 (Rn), we have that
1
Nn
∑
k∈Zn∩NW
f
( k
N
)
∼
∑
q≥0
N−qTq(f). (7.2)
Proof. The idea of the proof is the following: first, we compute the full asymptotic expan-
sion given by Lemma 7.3.1 in the case of the standard n-wedge {x ∈ Rn;x1 ≤ 0, . . . , xn ≤ 0}.
Then, we perform a change of variables to deal with the case of a general regular n-wedge.
We start by writing the expansion of τ(s1, . . . , sn) = τ(s1) . . . τ(sn); we recall that
τ(s) = s1− exp(−s) =
+∞∑
n=0
bn
sn
n! .
Write
τ(s1, . . . , sn) =
∑
α∈Nn
aαs
α,
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where sα = sα11 . . . sαnn . The coefficient Sq of N−q in τ
(
∂
∂h
)
is equal to
∑
α∈Nn,|α|=q
aα
∂α
∂hα
with
∂α
∂hα
= ∂
α1
∂hα11
. . .
∂αnf
∂hαnn
.
Hence
Sq(f) =
∑
α∈Nn,|α|=q
(
1
α!
n∏
i=1
bαi
)
∂α
∂hα
.
From this result, we deduce a formula for the case of the standard wedge. Remember
that ∫
Wh
f(x)dx =
∫ h1
−∞
. . .
∫ hn
−∞
f(x1, . . . , xn)dx1 . . . dxn;
thus (
∂
∂hi
∫
Wh
f(x)dx
)
|h=0
=
∫ 0
−∞
. . .
∫ 0
−∞
f(x̂i)d̂xi =
∫
{xi=0}
f
where x̂i = (x1, . . . xi−1, 0, xi+1, . . . , xn) and d̂xi = dx1 . . . dxi−1dxi+1 . . . dxn. From this
we obtain a general formula when αi ≥ 1:(
∂αi
∂hαii
∫
Wh
f(x)dx
)
|h=0
=
∫
{xi=0}
∂αi−1f
∂xαi−1i
.
This finally yields
∂α
∂hα
∫
Wh
f(x)dx =
∫⋂
i,αi>0
{xi=0}
∂α−r(α)f
∂xα−r(α)
. (7.3)
This gives the desired formula in the case of the standard wedge.
Let us now turn to the general case. Let W be the regular n-wedge defined by (7.1).
Define the diffeomorphism ϕ : Rn → Rn, such that ϕ(x) = y has the following coordinates
in the standard orthonormal basis of Rn:
∀i ∈ {1, . . . , n} yi = 〈ui, x〉 − ci.
Then ϕ(W ) is the standard wedge; moreover, ϕ is a diffeomorphism from ⋂i∈I Hi to⋂
i∈I{xi = 0} for each subset I of J1, nK. We have that∑
k∈Zn∩NW
f
(
k
N
)
=
∑
`∈ϕ(Zn)∩Nϕ(W )
g
(
`
N
)
ci integers=
∑
`∈Zn∩Nϕ(W )
g
(
`
N
)
with g = f ◦ ϕ−1. But we know from the previous case that∑
`∈Zn∩Nϕ(W )
g
(
`
N
)
∼
∑
q≥0
N−q Tq(ϕ(W ), g);
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therefore, it only remains to prove that for every q ≥ 0,
Tq(ϕ(W ), g) = Tq(W, f).
First, we have to express the quantity ∂mg∂ymi in terms of f . Since g = f ◦ ϕ
−1, we have
∂g
∂yi
(y) = Df(ϕ−1(y)) ·Dyi(ϕ−1)(y);
but
ϕ−1(y) =
n∑
j=1
(yj + cj)vj ,
so Dyi(ϕ−1)(y) = vi. It follows that
∂g
∂yi
(y) = Df(ϕ−1(y)) · vi.
By induction, we find
∂mg
∂ymi
(y) = Dmf(ϕ−1(y)) · (vi, . . . , vi).
Now, we have to understand integrals of the form
I =
∫⋂
i,αi>0
{yi=0}
∂α−r(α)g
∂yα−r(α)
.
From the previous discussion
I =
∫
ϕ
(⋂
i,αi>0
Hi
)D|α−r(α)|f(ϕ−1(y)) · vα−r(α).
Hence
I = Kα(W )
∫⋂
i,αi>0
Hi
Dq−ν(α)f · vα−r(α)
where Kα(W ) is the Jacobian of the diffeomorphism ϕ|⋂
i,αi>0
Hi , which was to be proved.
Another way to write this result is the following: we can eliminate the constants
Kα(W ) by normalizing the measure on the face F =
⋂
i,αi>0Hi; we set
∫ ?
F = Kα(W )
∫
F .
7.5 Explicit asymptotic expansion for regular
wedges
In order to deduce a formula for polygons and 3-dimensional polytopes, we need to
rewrite the asymptotic expansion in Proposition 7.4.1 in a suitable form. Some of the
results of this section apply for general n ≥ 1, and when this is the case we present the
most general version of the result. The final results require that we restrict to n = 1, 2, or
3.
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7.5.1 General results
Recall that for d ∈ J1, nK, Fd denotes the set of faces of codimension d of W . In order
to simplify the notations, we set
λα =
1
α!
n∏
i=1
bαi
for α ∈ Nn. Our objective is to write a formula of the following kind:
Tq(W, f) =
n−1∑
d=0
∑
F∈Fd
Sq(F, f)
where Sq(F, f) is a differential operator associated to the face F , with good properties in
a sense that we will precise later. Let F ∈ Fd. There exists a subset I = {i1, . . . , id} ofJ1, nK such that F = ⋂j∈I Hj ; the family (vi)i/∈I is a basis of the linear subspace spanned
by F . A first expression for Sq(F, f) is
Sq(F, f) =
∑
α∈Nn,|α|=q
{i, αi>0}=I
λα
∫ ?
F
Dq−df · vα−r(α).
Observe that if d > q, then Sq(F, f) = 0. If d = q, then Sq(F, f) involves the integral∫ ?
F
f.
When d < q, the situation is a little bit more complicated, because we integrate directional
derivatives of f involving the vectors vi, i ∈ I. But we would like to keep only quantities
that depend on the face F and nothing else; this is why we decompose the vectors vi, i ∈ I
as follows:
vi =
∑
j /∈I
µFijvj +
∑
j∈I
ζFijnj (7.4)
where nj is the outward primitive normal to the facet Hj . Next, we expand the quantity
Dq−df · vα−r(α) as a linear combination of nq−d terms involving the vectors vj , j /∈ I and
nj , j ∈ I.
More precisely, write equation (7.4) as
vi =
n∑
j=1
λFijwj
where λFij = µFij , wj = vj if j /∈ I and λFij = ζFij , wj = nj if j ∈ I. Moreover, set
β = α − r(α) and define integers k`, 1 ≤ ` ≤ q − d as follows: k` = i1 if 1 ≤ ` ≤ βi1 , . . . ,
k` = id if q − d− βid ≤ ` ≤ q − d. Then
Dq−df · vα−r(α) = Dq−df ·
 n∑
j1=1
λFk1j1wj1 , . . . ,
n∑
jq−d=1
λFkq−djq−dwjq−d

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which can be written by multilinearity as
Dq−df · vα−r(α) =
n∑
j1,...,jq−d=1
q−d∏
`=1
λFk`j`
Dq−df · (wj1 , . . . , wjq−d) .
We now want to get rid of the vectors vj , j /∈ I when they appear in the quantity
Dq−df ·
(
wj1 , . . . , wjq−d
)
.
If j1, . . . , jq−d all belong to I, then only the normal vectors nj appear, and we have nothing
to do; this constitutes dq−d favorable cases. In unfavorable cases, we use the following
lemma.
Lemma 7.5.1. For any function g ∈ C∞0 (Rn) and for every j /∈ I, we have∫ ?
F
Dg · vj =
∫ ?
Fj
g
where Fj is the face of codimension d+ 1 defined by Fj = F ∩Hj.
Proof. Let the elements of J1, nK \ I be denoted by xj , xid+2 , . . . , xin . One has∫ ?
F
Dg · vj =
∫
{xi1=···=xid=0}
Dg(ϕ−1(x)) · vj dxjdxid+2 . . . dxin
=
∫
{xi1=···=xid=0}
Dg(ϕ−1(x)) ·Dxj (ϕ−1)(x) dxjdxid+2 . . . dxin
=
∫
{xi1=···=xid=0}
∂
∂xj
(g ◦ ϕ−1)(x) dxjdxid+2 . . . dxin
=
∫
{xi1=···=xid=xj=0}
(g ◦ ϕ−1)(x) dxid+2 . . . dxin =
∫ ?
Fj
g.
7.5.2 Results for regular 2 and 3-dimensional wedges
When n = 1, 2, 3, applying Lemma 7.5.1 to functions of the form
g = Dq−d−1f,
and repeating this as many times as necessary, we can get rid of all the vectors vj , j /∈ I
in the expression of ∫ ?
F
Dq−df · vα−r(α),
and keep only integrals over faces of codimension greater than d of derivatives of f applied
to vectors that are normal to the hyperplanes defining the faces.
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Before we state and prove our result, let us introduce a few useful notations. Let
C(W,F ) be the cone generated by the set
{x− y, y ∈W,x ∈ F}.
If X is a non-empty subset of Rn, let L(X) be the vector subspace generated by the
elements of the form y − x, x, y ∈ X.
The following two lemmas hold in any dimension (not just 2 and 3).
Lemma 7.5.2. Decompose the vectors vi, i ∈ I, as in equation (7.4). Choose another set
of vectors (wi)i∈I such that
– ∀i ∈ I, wi belongs to
L
 ⋂
j∈J1,nK\{i}Hj
 ∩ C(W,F ),
– the family ((vj)j /∈I , (wj)j∈I) is a primitive lattice basis,
and write, for i ∈ I,
wi =
∑
j /∈I
µ˜Fijvj +
∑
j∈I
ζ˜Fijnj .
Then for j ∈ I, we have ζ˜Fij = ζFij .
In other words, this means that the scalars ζFij only depend on the face F ; when F will
be considered as a face of a polytope instead of a wedge, then the contribution coming
from each wedge will display the same coefficient.
Proof. By definition of the vectors vj , nj , 1 ≤ j ≤ n, one has
∀` ∈ I 〈vi, n`〉 =
∑
j /∈I
ζFij 〈nj , n`〉. (7.5)
Hence, the d coefficients ζFij , j ∈ I, are obtained by solving the linear system (7.5) of d
equations. Now, we express the vector wi in the basis B = (vj)1≤j≤n:
wi =
∑
j /∈I
αijvj +
∑
j∈I
βijvj .
Since the vector wi belongs to L(
⋂
j∈J1,nK\{i}Hj), all the scalar products 〈wi, nj〉, j ∈ I\{i},
vanish. This implies that for every j ∈ I \ {i}, βij = 0. Thus, the matrix M of change of
basis from B to
B′ = ((vj)j /∈I , (wj)j∈I)
is of the form
M =
(
In−d A
0 B
)
where
B = diag(β11, . . . , βdd).
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Since B and B′ are primitive lattice bases, we have det(M) = ±1, and hence for every
i ∈ I, βii = ±1. But vi and wi belong to C(W,F ), so βii = 1. This yields that for ` ∈ I,
we have 〈wi, n`〉 = 〈vi, n`〉.
Lemma 7.5.3. Decompose the vectors vi, i ∈ I, as in equation (7.4), and fix j /∈ I. Set
J = I ∪ {j}, and choose another set of vectors (wi)i∈J such that
– ∀i ∈ J , wi belongs to
L
 ⋂
k∈J1,nK\{i}Hk
 ∩ C(W,F ),
– the family ((vi)i/∈J , (wi)i∈J) is a primitive lattice basis.
and write, for i ∈ I,
wi = µ˜Fijwj +
∑
k/∈J
µ˜Fikvk +
∑
k∈I
ζ˜Fiknk.
Then we have µ˜Fij = µFij.
In other words, this means that the scalar µFij only depends on the face F ∩Hj .
Proof. By definition of the vectors vk, nk, 1 ≤ k ≤ n, one has
∀k /∈ I 〈vi, vk〉 =
∑
`/∈I
µFi`〈v`, vk〉,
which can be written in matrix form
Aν = V (7.6)
where V, ν are the column vectors given by
∀` /∈ I V` = 〈vi, v`〉, ν` = µFi`
and A is the symmetric matrix whose generic coefficient is Ak,` = 〈vk, v`〉, k, ` /∈ I.
Similarly, the constants µ˜Fi` satisfy the system of equations
∀k /∈ J 〈wi, vk〉 = µ˜Fij〈wj , vk〉+
∑
`/∈J
µ˜Fi`〈v`, vk〉 (Ek)
and
〈wi, wj〉 = µ˜Fij‖wj‖2 +
∑
`/∈J
µ˜Fi`〈v`, wj〉. (Ei)
Thanks to the proof of the previous lemma, we know that there exists scalars αk`, k ∈ J ,
` /∈ J such that
∀k ∈ J wk = vk +
∑
`/∈J
αk`v`.
Hence we have
〈wi, wj〉 = 〈vi, vj〉+
∑
`/∈J
αj`〈vi, v`〉+
∑
k/∈J
αik〈vj , vk〉+
∑
k,`/∈J
αikαj`〈v`, vk〉
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as well as
∀k /∈ J 〈wi, vk〉 = 〈vi, vk〉+
∑
`/∈J
αi`〈vk, v`〉
〈wj , vk〉 = 〈vj , vk〉+
∑
`/∈J
αj`〈vk, v`〉
and
‖wj‖2 = ‖vj‖2 + 2
∑
`/∈J
αj` +
∑
k,`/∈J
αj`αjk〈v`, vk〉.
Using these relations, equations (Ek) become
〈vi, vk〉+
∑
`/∈J
αi`〈v`, vk〉 = µ˜Fij〈vj , vk〉+
∑
`/∈J
(
µ˜Fi` + µ˜Fijαj`
)
〈v`, vk〉 (E′k)
while equation (Ei) becomes
〈vi, vj〉+
∑
`/∈J
αj`〈vi, vk〉+
∑
k/∈J
αik〈vj , vk〉+
∑
k,`/∈J
αikαj`〈vk, v`〉
= µ˜Fij‖vj‖2 + 2
∑
`/∈J
µ˜Fijαj`〈vj , v`〉+
∑
k,`/∈J
µ˜Fijαj`αjk〈vk, v`〉
+
∑
`/∈J
µ˜Fi`〈v`, vj〉+
∑
k,`/∈J
µ˜Fi`αjk〈vk, v`〉.
(E′i)
Considering the linear combination (E′i) -
∑
k/∈J αjk(E′k), we replace equation (E′i) by the
new equation (we do no write the details of the computations)
〈vi, vj〉+
∑
k/∈J
αik〈vj , vk〉 = µ˜Fij‖vj‖2 +
∑
`/∈J
(
µ˜Fi` + µ˜Fijαj`
)
〈vj , v`〉.
Together with equations (E′k), this means that the coefficients µ˜Fi` are solutions of the
system
AU + V = Aν˜
where A and V are as before, ν˜ is defined as ν but with the coefficients µ˜Fi` instead of µFi`,
and U is the column vector whose entries are Uj = 0,
U` = αi` − µ˜Fijαj`.
Comparing this to (7.6) yields ν = ν˜ − U , and in particular µFij = µ˜Fij .
Theorem 7.5.4. Assume that n ∈ {1, 2, 3}. For every q ≥ 1 and every face F ∈ Fd with
d ≤ q, there exists a linear differential operator Rq(F, .) of degree q− d depending only on
F (in the sense introduced in the previous lemmas) and involving only derivatives of f in
directions normal to the face F such that
Tq(W, f) =
n−1∑
d=0
∑
F∈Fd
∫ ?
F
Rq(F, f). (7.7)
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Proof. To compute Rq(F, .), we apply the previous technique to faces of codimension
smaller than d and gather their contribution as integrals over F . It follows from Lemma 7.5.2
and Lemma 7.5.3 that Rq(F, .) depends only on the face F ; let us briefly explain how.
If n = 2, we have to handle two types of faces: the two edges (d = 1) and the vertex
(d = 2) of the wedge. There is not much to say about the case of the vertex. When we
integrate over an edge, and we apply our technique, we will find
– constants µ in front of derivatives of f evaluated at the vertex, and there is nothing
to prove,
– constants ζ in front of integrals of derivatives of f on F , and Lemma 7.5.2 ensures
that it only depends on the face F .
If n = 3, we have three types of faces, namely planes (d = 1), edges (d = 2) and the
vertex (d = 3). The difference with the previous case is that when we consider integrals
over a plane, we obtain integrals over edges belonging to this plane, each one displaying a
factor µ; Lemma 7.5.3 ensures that it only depends on the given edge.
Remark.
1. In dimension 4 and higher, the situation is more complicated, and Lemma 7.5.2
and Lemma 7.5.3 are not enough to obtain a similar theorem. Indeed, think of the
following situation: we take n = 4 and want to evaluate
I =
∫ ?
H1
D2f · (v1, v1).
We start by expanding
v1 = µH112 v2 + µ
H1
13 v3 + µ
H1
14 v4 + ζ
H1
11 n1,
and we apply Lemma 7.5.1 to obtain
I = µH112
∫ ?
H1∩H2
Df · v1 + µH113
∫ ?
H1∩H3
Df · v1
+µH114
∫ ?
H1∩H4
Df · v1 + ζH111
∫ ?
H1
D2f · (v1, n1).
We have to apply the method one more time for each of these integrals. For instance,
we put
K =
∫ ?
H1∩H2
Df · v1
and to compute this integral, we write
v1 = µH1∩H213 v3 + µ
H1∩H2
14 v4 + ζ
H1∩H2
11 n1 + ζ
H1∩H2
12 n2
which yields, again thanks to Lemma 7.5.1
K = µH1∩H213
∫ ?
H1∩H2∩H3
f + µH1∩H214
∫ ?
H1∩H2∩H4
f+
ζH1∩H211
∫ ?
H1∩H2
Df · n1 + ζH1∩H212
∫ ?
H1∩H2
Df · n2
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Hence, in the expression of I, we obtain the term
µH112 µ
H1∩H2
13
∫ ?
H1∩H2∩H3
f ;
does the factor only depend on the face H1 ∩H2 ∩H3 ? We think that our previous
lemmas are not enough to give an answer to this question.
2. In principle, one should be able to obtain expressions for the operators Rq(F, f), but
this leads to computations involving a very large number of constants, so it is not
reasonable to try to write such an expression. However, if we restrict ourselves to
dimension 2, we can be fully explicit, as we will see later.
7.6 Asymptotic expansion for polygons and
3-dimensional polytopes
As in Section 7.1, let ∆ ⊂ Rn be a Delzant polytope with vertices in Zn in dimension
n ∈ {1, 2, 3} with equations 〈ui, x〉 ≤ ci, i ∈ {1, . . . , d}. Recall that for m ∈ J1, nK, Fm
denotes the set of faces of codimension m of ∆.
We introduce as in Theorem 7.5.4 the operators Rq(F, .) associated to a face F of the
polytope (remembering that it only depends on the face as part of the polytope). For any
integer q, we define the operator Tq(∆, .) by
Tq(∆, f) =
n−1∑
m=0
∑
F∈Fm
∫ ?
F
Rq(F, f). (7.8)
Theorem 7.6.1. If f ∈ C∞0 (Rn), we have that
1
Nn
∑
k∈Zn∩N∆
f
( k
N
)
=
∑
q≥0
N−qTq(∆, f).
Proof. Notice first that ∆ = ⋂pi=1Wi where p is the number of vertices of ∆ and Wi is the
regular wedge which is the intersection of the n facets Hij , 1 ≤ j ≤ n, intersecting at the
vertex vi. Cover ∆ by open sets Ωi, 1 ≤ i ≤ p, such that Ωi contains the vertex vi and
does not intersect any other facet than the Hij , 1 ≤ j ≤ n. Choose a partition of unity
associated to this open covering and write f = ∑pi=1 fi where fi ∈ C∞0 (Rn) has support
included in Ωi. Then
∑
k∈Zn∩N∆
f
( k
N
)
=
p∑
i=1
∑
k∈Zn∩NWi
fi
( k
N
)
.
Now, from formula (7.2), we know that for 1 ≤ i ≤ d
∑
k∈Zn∩NWi
fi
( k
N
)
∼
∑
α≥0
N−qTq(Wi, fi);
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hence it is enough to check that for all q
p∑
i=1
Tq(Wi, fi) = Tq(∆, f).
This amounts to show that for each face F of the polytope
p∑
i=1
Rq(F, fi) = Rq(F, f).
But this is clear because Rq(F, .) is linear and because
∑p
i=1 fi = f .
7.7 Explicit formula in dimension n = 2
We would like to compute explicitly the operators Rq(∆, .); unfortunately, as already
said, this seems to be quite complicated in all generality. However, we can give nice
formulas in dimension 2.
Let ∆ be a regular integer polygon defined by (7.1). In this case, we only have two
types of faces: vertices (codimension 2) and edges (codimension 1). Let E (resp. V ) be
the set of edges (resp. vertices) of ∆. If e belongs to E, let ne be the associated outward
primitive normal vector; if v belongs to V , let (w1(v), w2(v)) be the integral basis of Z
such that the two edges meeting at v are contained in the half-lines v+ λwi(v), λ ≥ 0; we
denote by ei the edge generated by wi(v). Define the quantities
η1(v) =
〈w1(v), w2(v)〉
||w1(v)||2 , η2(v) =
〈w1(v), w2(v)〉
||w2(v)||2 .
and µ(v) = η1(v) + η2(v).
Now, let e be an edge, and let C(∆, e) be the cone generated by the set {x − y, y ∈
∆, x ∈ e}. Given a generator v1 of e ∩ Z2, there exists a vector v2 ∈ C(∆, e) ∩ Z2 such
that (v1, v2) is a primitive lattice basis of Z2.
Lemma 7.7.1 (Easy version of Lemma 7.5.2). The quantity
ζ(e) = 〈v2, ne〉||ne||2
does not depend on the choice of v2 ∈ C(∆, e) ∩ Z2.
Proof. The lemma follows from Lemma 7.5.2, but its proof is very simple, so we present
it next. Choose another vector w2 ∈ C(∆, e) ∩ Z2 such that (v1, w2) is a primitive lattice
basis of Z2. Write w2 = αv1 + βv2; then, one has 〈w2, ne〉 = β〈v2, ne〉. The matrix of the
change of the basis is of the form
A =
(
1 α
0 β
)
;
because its determinant must be ±1, we have β = ±1. Since both v2 and w2 belong to
C(∆, e), the only possibility is β = 1.
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Theorem 7.7.2. In Theorem 7.6.1 the operators Tq(∆, .) are given by:
– T0(∆, f) =
∫
∆ f(x)dx;
– T1(∆, f) = 12
∑
e∈E
∫ ?
e f ;
– T2(∆, f) =
∑
v∈V
(
1
4+
µ(v)
12
)
f(v)− 112
∑
e∈E ζ(e)
∫ ?
e Df · ne;
– if p > 1, then
T2p(∆, f) =
∑
e∈E
R2p(e, f) +
∑
v∈V
R2p(v, f)
where
R2p(e, f) = (−1)p−1 Bp(2p)!ζ(e)
2p−1
∫ ?
e
D2p−1f · (ne, . . . , ne)
and R2p(v, f) is equal to
(−1)p−2
∑
m+`=p
m,`≥1
BmB`
(2m)!(2`)!D
2p−2f(v) · (w1(v), . . . , w1(v)︸ ︷︷ ︸
2m−1 times
, w2(v), . . . , w2(v)︸ ︷︷ ︸
2`−1 times
)
+(−1)p−2 Bp(2p)!η1(v)
2p−2∑
k=0
ζ(e1)kD2p−2f · (ne1 , . . . , ne1︸ ︷︷ ︸
k times
, w2(v), . . . , w2(v)︸ ︷︷ ︸
2p−2−k times
)
+(−1)p−2 Bp(2p)!η2(v)
2p−2∑
k=0
ζ(e2)kD2p−2f · (ne2 , . . . , ne2︸ ︷︷ ︸
k times
, w1(v), . . . , w1(v)︸ ︷︷ ︸
2p−2−k times
);
– if p > 1, T2p+1(∆, f) is equal to
Cp
∑
v∈V
(
D2p−1f(v) · (w1(v), . . . , w1(v)) + D2p−1f(v) · (w2(v), . . . , w2(v))
)
with Cp = (−1)
p−1Bp
2(2p)! .
Remark. Theorem 7.7.2 recovers the formula in [91, Corollary 5.4]. To compare the
two formulas, one may notice that Tate does not separate the even and odd cases, and
that in the odd case nearly every coefficient in Tate’s formula vanishes because of the
properties of the Bernoulli numbers.
Proof. We have to compute the operators Rq(F, .) as in Section 7.5. We start by the case
q = 2. Let v be a vertex and let W be the wedge formed by this vertex and the two
incident edges. Define the vectors w1(v), w2(v) as before, and let e1 (resp. e2) be the edge
generated by w1(v) (resp. w2(v)).
We have
T2(W, f) =
1
4f(v)−
1
12
(∫ ?
e1
Df · w2(v) +
∫ ?
e2
Df · w1(v)
)
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If ni is the outward primitive vector normal to the edge ei, we write
wi(v) = αiwj(v) + βinj
where j = 2 (resp. 1) if i = 1 (resp. 2). Taking the scalar product with nj and wj(v), we
find
αi =
〈wi(v), wj(v)〉
||wj(v)||2 = ηj(v), βi =
〈wi(v), nj〉
||nj ||2 = ζ(ej).
Now, thanks to lemma 7.5.1, we have (being careful that the vector wi(v) is the opposite
of the vector vj in this lemma)∫ ?
ej
Df · wi(v) = −αif(v) + ζ(ej)
∫ ?
ej
Df · nj .
Adding the contributions from each vertex, we obtain the desired formula.
Now, let p > 1; then
T2p(W, f) = (−1)p−1 Bp(2p)!
∫ ?
e1
D2p−1f · (w2(v), . . . , w2(v))
+(−1)p−1 Bp(2p)!
∫ ?
e2
D2p−1f · (w1(v), . . . , w1(v))
+(−1)p−2
∑
m+`=p,
m,`≥1
BmB`
(2m)!(2`)!D
2p−2f(v) · (w1(v), . . . , w1(v)︸ ︷︷ ︸
2m−1 times
, w2(v), . . . , w2(v)︸ ︷︷ ︸
2`−1 times
).
We write∫ ?
ej
D2p−1f · (wi(v), . . . , wi(v)) = ηj(v)
∫ ?
ej
D2p−1f · (wj(v), wi(v), . . . , wi(v))
+ ζ(ej)
∫ ?
ej
D2p−1f · (nj , wi(v), . . . , wi(v)).
By Lemma 7.5.1, we have∫ ?
ej
D2p−1f · (wj(v), wi(v), . . . , wi(v)) = −D2p−2f · (wi(v), . . . , wi(v))
and hence we obtain∫ ?
ej
D2p−1f · (wi(v), . . . , wi(v)) = −ηj(v)D2p−2f · (wi(v), . . . , wi(v))
+ζ(ej)
∫ ?
ej
D2p−1f · (nj , wi(v), . . . , wi(v)).
By a straightforward induction, this yields ∫ ?
ej
D2p−1f · (wi(v), . . . , wi(v))
= −ηj(v)
2p−2∑
k=0
ζ(ej)kD2p−2f · (nj , . . . , nj︸ ︷︷ ︸
k times
, wi(v), . . . , wi(v)︸ ︷︷ ︸
2p−2−k times
)
+ζ(ej)2p−1
∫ ?
ej
D2p−1f · (nj , . . . , nj).
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The case q = 2p+ 1 works in a similar way.
7.8 Example
Let us describe an example in the 2-dimensional case.
Let ∆ be the triangle with vertices (0, 0), (0, 1) and (1, 0) and let
f : R2 → R
be the function defined by
f(x1, x2) = x1
(multiplied by a cutoff function so that it is compactly supported). Then
Z2 ∩N∆ = {(k1, k2) ∈ Z2, 0 ≤ k1 ≤ N, 0 ≤ k2 ≤ N − k1}.
Therefore, we have
1
N2
∑
k∈N∆∩Z2
f
(
k
N
)
= 1
N2
N∑
k1=0
N−k1∑
k2=0
k1
N
= 1
N3
(N + 1) N∑
k1=1
k1 −
N∑
k1=1
k21.
 .
Using standard formulas for sums of integers and squares of integers, one can check that
1
N2
∑
k∈N∆∩Z2
f
(
k
N
)
= 16 +
1
2N +
1
3N2 .
Let us compare this with Theorem 7.7.2. With the notations of this lemma, we have
T0(∆, f) =
∫
∆
f =
∫ 1
0
(∫ 1−x1
0
dx2
)
x1dx1 =
1
6
so the zeroth order terms agree. Let us give names to the vertices and edges as follows:
we put v13 = (0, 0), v12 = (0, 1) and v23 = (1, 0), and we let ei denote the edge joining the
vertices vij (or vji) and vik (or vki). Then we have∫ ?
e1
f = 0,
∫ ?
e2
f = 12 ,
∫ ?
e3
f = 12 .
and hence
T1(∆, f) = 1/2.
Furthermore, we have
T2(∆, f) = S − T
with
S =
∑
v∈V
(1
4+
µ(v)
12
)
f(v),
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and
T = 112
∑
e∈E
ζ(e)
∫ ?
e
Df · ne.
We have f(v13) = 0, f(v12) = 0, f(v23) = 1. Moreover
w1(v23) =
(
−1
0
)
, w2(v23) =
(
−1
1
)
and thus µ(v23) = 3/2. This yields
S = 3/8.
Now, one can check that∫ ?
e1
Df · ne1 = −1,
∫ ?
e2
Df · ne2 = 1,
∫ ?
e3
Df · ne3 = 0
and ζ(e1) = −1, ζ(e2) = −12 . We obtain T = 1/24 and therefore
T2(∆, f) = 1/3.
Finally, we have
Tq(∆, f) = 0, q ≥ 2
because the derivatives of f of order greater than 2 vanish.
7.9 Final remarks
We believe that one should be able to prove item (ii) in Theorem 7.2.1 in dimensions
n ≥ 4 with the same elementary method we use in this paper (since a similar result was
already stated in Tate’s article in any dimension). However, in dimensions n ≥ 4 the
computations appear to be complicated (but still elementary) and will be the object of
future works (see also Remark 7.5.2).
Chapitre 8
Perspectives
Nous concluons ce manuscrit par l’évocation de quelques questions soulevées au cours
de cette thèse, qui pourraient constituer autant de futures pistes de recherche.
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8.1 Conditions de Bohr-Sommerfeld
Comme nous l’avons déjà signalé, la plupart des résultats déjà obtenus dans le cadre
pseudo-différentiel ont de très grandes chances de pouvoir être démontrés (ou adaptés)
pour les opérateurs de Toeplitz. Par exemple, il doit être possible d’écrire les conditions de
Bohr-Sommerfeld près d’une singularité de type foyer-foyer en dimension 4, en s’inspirant
de [98].
En outre, il serait intéressant de comprendre la théorie spectrale des opérateurs de
Toeplitz près d’autres types de singularités, par exemple des singularités dégénérées en
dimension 2, ou d’autres singularités non dégénérées en dimension supérieure.
Enfin, il pourrait également être intéressant de préciser les conditions de quantification ;
on peut vouloir remplacer les restes de la forme O(k−∞) par des restes exponentiellement
petits quand cela est possible.
8.2 Théorie spectrale inverse
Une question naturelle concernant la théorie spectrale inverse est de savoir jusqu’à
quel point on peut affaiblir certaines des hypothèses faites dans le chapitre 6. On peut
par exemple se demander ce qu’il peut se passer dans le cas où on autorise deux périodes
à être complètement résonantes sur tout un intervalle de valeurs régulières du symbole
principal a0 (par exemple en ayant en tête le problème du double puits symétrique pour
l’opérateur de Schrödinger). Dans ce cas, la bonne notion à considérer est sans doute celle
de « spectre avec multiplicités ». D’autre part, on peut supposer que le symbole principal a0
est une fonction de Morse non nécessairement simple, c’est-à-dire que les niveaux critiques
peuvent contenir plusieurs points critiques. Dans sa thèse [92], Toulet a donné un résultat
de classification dans ce contexte à l’aide du graphe de Reeb décoré. La détection des
valeurs régulières, elliptiques et hyperboliques paraît accessible, par exemple à l’aide de
formules de Weyl généralisées comme celles de [15]. Par contre, la classification nécessite
bien évidemment plus d’invariants que dans le cas d’une fonction de Morse simple. Par
exemple, un point de bifurcation doit être muni de la donnée du plongement du niveau
critique correspondant dans une surface orientable (un atome, dans le langage de [8]),
entre autres. Il n’est pas du tout clair a priori que le spectre d’un opérateur de Toeplitz
autoadjoint de symbole principal a0 permet de retrouver cet objet. Néanmoins, on dispose
d’une classification des atomes à petit nombre de points hyperboliques [8, tableau 2.1], ce
qui permet déjà d’établir des conjectures intéressantes.
On peut également s’intéresser à des résultats spectraux inverses en dimension supé-
rieure pour des systèmes complètement intégrables, comme dans les travaux [27, 83]. Bien
évidemment, ces résultats dépendent fortement de l’état des connaissances sur la théorie
spectrale elle-même, et ce point est donc très corrélé à la section précédente.
Enfin, un autre aspect qu’il conviendrait d’étudier est celui du calcul numérique. On
peut par exemple vouloir écrire un algorithme se basant sur la procédure du chapitre 6 qui,
étant donné le spectre d’un opérateur de Toeplitz pour une grande valeur de k fixée (ou un
certains nombres de valeurs de k), renverrait le graphe de Reeb de la variété sous-jacente.
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On peut facilement obtenir numériquement la densité spectrale ργ,c(., k) et, théoriquement,
on devrait également pouvoir calculer de manière approchée le front d’onde de la suite de
fonctions Z(t, k). Reste à voir dans quelle mesure on peut extraire des résultats numériques
les informations qui nous intéressent (valeurs critiques, nombre de composantes connexes).
8.3 Applications des opérateurs de Toeplitz
Les opérateurs de Toeplitz apparaissent naturellement dans un certain nombre de
problèmes concrets issus de la physique et de la chimie. Quand on procède à une réduction
symplectique, l’espace des phases réduit n’est plus un fibré cotangent en général, et l’outil
pertinent est donc la quantification géométrique et, par suite, les opérateurs de Toeplitz
[22]. On peut aussi penser au spin, pour lequel l’espace des phases est une sphère. En
outre, les opérateurs de Toeplitz ont récemment fait leur apparition en théorie quantique
des champs topologique ([1, 25, 26, 77], etc.).
D’autres applications sont pour l’heure apparemment inexplorées ; par exemple, nous
avons récemment rencontré la série d’articles [85, 84] concernant le spectre rotationnel
de certaines molécules possédant des symétries. D’après ce que nous en comprenons, ce
problème semble naturellement lié à la quantification du corps solide, et nous pensons que
la quantification géométrique et les opérateurs de Toeplitz constituent le cadre de travail
adéquat pour celle-ci. De plus, le hamiltonien en question, appelé hamiltonien de Hecht,
possède pas moins de 12 points critiques sur son niveau hyperbolique ! Essayer d’écrire
explicitement les conditions de Bohr-Sommerfeld dans cette situation mènerait donc à un
nombre déraisonnable d’équations. Néanmoins, le système possède des symétries, et on
peut essayer de le quotienter par rapport à celles-ci. Cependant, l’espace réduit n’est alors
plus une variété lisse, mais possède des singularités. C’est pourquoi le bon point de vue
semble être celui des orbifolds, et cet exemple nous donne une motivation pour écrire les
règles de Bohr-Sommerfeld dans ce contexte.
8.4 Formules d’Euler-MacLaurin
Il existe plusieurs suites naturelles au travail effectué dans le chapitre 7, la première
étant naturellement d’étendre nos résultats en dimension supérieure. De plus, on peut es-
sayer d’obtenir des formules d’Euler-MacLaurin pour des familles plus générales de poly-
topes (pas nécessairement de Delzant) avec notre approche. Enfin, il conviendrait d’étudier
les applications potentielles en théorie spectrale et géométrie kählérienne [16, 105].
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