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Perturbation Energy Production in Pipe Flow over a
Range of Reynolds Numbers using Resolvent Analysis
A. S. Sharma∗, B. J. McKeon†
The response of pipe flow to physically realistic, temporally and spatially continuous
(periodic) forcing is investigated by decomposing the resolvent into orthogonal forcing and
response pairs ranked according to their contribution to the resolvent 2-norm. Modelling
the non-linear terms normally neglected by linearisation as unstructured forcing permits
qualitative extrapolation of the resolvent norm results beyond infinitesimally small per-
turbations to the turbulent case. The concepts arising have a close relationship to input-
output transfer function analysis methods known in the control systems literature. The
body forcings that yield highest disturbance energy gain are identified and ranked by the
decomposition and a worst-case bound put on the energy gain integrated across the pipe
cross-section. Analysis of the spectral variation of the corresponding response modes re-
veals interesting comparisons with recent observations of the behavior of the streamwise
velocity in high Reynolds number (turbulent) pipe flow, including the importance of very
long scales of the order of ten pipe radii, in the extraction of turbulent energy from the
mean flow by the action of turbulent shear stress against the velocity gradient.
I. Introduction
Predicting the structure of turbulent wall-bounded flows is a topic of intense fundamental and applied
interest, yet, in general, understanding has advanced through experimental studies rather than theory due
to the multi-scale nature of these flows. This is especially true at high Reynolds numbers, where for example
recent work1–4 has revealed the previously unexplained contribution of very large streamwise scales to the
variance of the streamwise velocity and turbulent energy production via the shear stress, both of which
increase with increasing Reynolds number.
A. Non-normality and algebraic disturbance growth
In this paper, we explore the insight into turbulent energy production offered by an analysis of the non-
normal linear operator arising from linearization of the Navier-Stokes equations around the laminar velocity
profile, an exact solution. We examine the variation of the resolvent norm, a measure of the algebraic growth
of disturbances that is possible because of the non-normality, in wavenumber and temporal frequency space.
It is proposed that the volume forcing implied by the resolvent norm analysis of the system linearised about
the laminar velocity profile is supplied by the non-linearity ‘feeding back’ into the linearised equations. As
a result, we expect regions in wavenumber and frequency space that have high resolvent norms to dominate
the turbulent energy. This hypothesis provides a bridge from linear input-output analysis to experimental
studies.
An operator A is non-normal if AA∗ 6= A∗A where A∗ denotes the adjoint of A. Flows can yield highly
non-normal operators when linearised about a steady flow solution with shearing. In the past fifteen years,
significant progress has been made in understanding system non-normality as a mechanism for energy ampli-
fication in shear flows5–7 leading to non-linear breakdown in both linearly stable and unstable flows.8 It has
been shown9 that linear non-normality is required to sustain turbulence. Attempts have been made to use
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linear analysis to explain the dominant features of turbulent flow in terms of optimal transient modes5, 10 or
stochastic forcing.11, 12 The present analysis is closer to a resolvent or system norm analysis.13, 14 A different
approach by other authors15–17 has developed exact solutions of the Navier-Stokes equations, giving rise to
unstable coherent structures, as the foundations of transitional flow and/or near-wall turbulence.
If turbulence in pipe flows is to be a self-sustaining process, there must be a ready source of the turbulent
energy to counter dissipation, which is provided by the interaction of low speed fluid with higher speed
fluid. This process is captured by the linearised transport term in a linearisation around the laminar profile,
the equivalent action of the Reynolds shear stress against the turbulent mean velocity profile. This term
is entirely responsible for the non-normality of the linearised Navier-Stokes operator. As such, the energy
amplification, like the dissipation, is a understandable as a linear process, and can be quantified by the
non-normality of the linearised operator. In the sequel, this quantification is done via an analysis of the
operator norms. As such we analyse this linear amplification process not as an initial value problem, but
as a response to a body forcing provided by the discarded non-linear term. We do not seek here to model
this forcing in detail, but satisfy ourselves merely by analysing the linear response to plausible components
of that forcing that provide the greatest sustained energy production. It transpires that some modes have
responses many orders of magnitude above the lower-responding modes. Given the complexity of turbulent
flow, it seems reasonable to suppose that these modes will be excited and thus will be prominent in turbulent
flow, allowing for an as yet undetermined limitation on the input forcing.
The forcing due to the perturbation equation non-linearity serves to transfer energy between wavenumbers
but is not directly responsible for the energy gain (the non-normality). The non-normality comes from the
non-linear term linearised about the base flow, reflecting the energy gain attainable from transport between
areas of low steady flow velocity to those of high velocity. In this sense, saying that the energy gain available
in shear flows is a linear or non-linear effect can be confusing. This simple point results in a difference
of viewpoints about whether the non-normality is a linear versus non-linear effect that essentially can be
considered nothing more that a semantic difference.
Though it is also an analysis of non-normality, the initial value problem examines the growth in time of a
particular perturbation in the linearised equations. This approach assumes no continuous forcing from the
non-linearity or external disturbance. Del A´lamo & Jime´nez10 have shown that an initial value analysis
based on linearization around the turbulent mean profile in channel flow indicates large energy amplification
for solutions that resemble both the near-wall and large-scale structures observed in turbulent flows, and
their respective scaling.
The current approach does not capture structural dynamics, but does give a qualitative representation of
the scaling and distribution of energy production. Because the non-normality in the flow of interest is so
pronounced, however, the two methods may often present similar modes, despite their differing interpreta-
tions.
Given the availability of both a highly accurate and accessible linear code14 and experimental data,2, 18, 19
Hagen-Poiseuille (pipe) flow is chosen to illustrate this analysis. For their resolvent analysis the authors of
the code14 claim the code is sufficiently accurate even up to Re ∼ 107 given sufficient resolution. The current
authors have found no evidence to dispute this despite extensive use of the code.
B. Equations for laminar flow in a pipe
A sketch of the coordinate system is given in Figure 1. The Reynolds number in the pipe with diameter
D = 2a is defined by
Rel =
Πa3ρ
4µ2
(1)
in order to maintain unit centerline velocity, where −Π is the axial pressure gradient and ν = µ/ρ is the
kinematic viscosity. This expression is equivalent to the Reynolds number based on diameter and bulk
velocity, i.e. , Re = WD/ν = Rel. In what follows, it will be assumed that at a given condition constant
mass-flux is maintained in the pipe, independent of the laminar or turbulent state of the flow, such that Re
can be used to reference a particular flow condition.
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II. Methodology
A. Linearisation around the laminar velocity profile
We begin the mathematical treatment by considering perturbations v(x, t) with x a point in the pipe interior
Ω and time t, to a steady solution to Navier-Stokes equations V (x, t) subject to no-slip boundary conditions.
All variables are non-dimensionalised with respect to the centerline velocity, W , and the pipe radius.
The perturbation equations, with an externally applied forcing r that may be from acoustic forcing, wall
roughness, etc., can be written as20
v˙(x, t) = Lv(x, t) + ξ(x, t) + r(x, t) (2)
ξ(x, t) = −v(x, t) ·5v(x, t) (3)
where the pressure variable and divergence equation have been eliminated by projection of the velocity field
onto a divergence-free manifold and the linear operator L is given by


1
R
(D2 + 1
r
D − n2r−2 − k2 − r−2)− ikW¯ − 2inr−2 0
2inr−2 1
R
(D2 + 1
r
D − n2r−2 − k2 − r−2)− ikW¯ 0
−DW¯ 0 1
R
(D2 + 1
r
D − n2r−2 − k2)− ikW¯

 (4)
with the components of v(x, t) being radial, azimuthal and axial velocities respectively. Note that Equation 2
is linear in v. Non-linear effects are introduced through the action of ξ. We lump together ξ with the external
forcing r as f = r + ξ.
B. Spectral representation and resolvent
We analyze the amplification of traveling wave solutions. By Fourier transformation of Equation 2 in both
the streamwise and azimuthal directions and Laplace transformation in time, the velocity can be written as
a combination of orthogonal modes. The azimuthal constraints of the pipe mean that only integer azimuthal
wavenumber n must be considered, while we expect that downstream traveling disturbances experience much
larger amplification than upstream ones21 such that we consider streamwise wavenumber k and frequency ω
of opposite sign (but drop the negative sign in what follows).
v(x, t) =
1
2pii
∑
n
∫ i∞
−i∞
∫ ∞
−∞
vˆ(k, n, s)eikx+inθ+stdkds. (5)
Where relevant, the norm used is the usual perturbation energy (L2(Ω)) norm.
The linearisation and spectral representation allows
vˆ(k, n, s) = (sI −L)−1fˆ(k, n, s) (6)
where the operator of interest (sI−L)−1 is called the resolvent. The ·ˆ notation will be dropped in the sequel.
Note that reversal of sign of k has the same effect on the resolvent as the reversal of sign of ω, namely a
reflection of the eigenvalues of L on the real axis.
C. Choice of profile for linearisation
When performing linear stability analysis by perturbation, the linearisation must occur around a solution to
the equations that is steady (i.e. has zero time derivative or, if an approximation about differing timescales
of the profile and the dynamics is to be made, almost zero).22 This fixed point may or may not turn out to
be stable to infinitesimally small perturbations. A harmonic forcing analysis requires similar considerations
to linear stability arguments, so it is important that the flow is linearised around a steady solution to the full
equations. A laminar profile, even if unstable, satisfies this requirement. However a mean turbulent profile
does not, because were it ever instantaneously realised it would not be close to a steady solution.
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Since the turbulent mean profile is not a steady solution to the Navier-Stokes equations, it is likely that
any behaviour of a perturbation around that profile will be swamped by the dynamics of the profile itself
(note however the success of, e.g. del A´lamo & Jime´nez10 in predicting turbulent structure in channel flow
using temporal stability analysis of the turbulent mean profile). Indeed we expect the dominant modes of
the laminar profile to pick out the response to some posited unstructured forcing, which in a qualitative
sense should generate the features dominant in the turbulent flow. Consequently, for our analysis of energy
production we choose to linearise about the laminar profile. The results will differ between choice of profiles
to the extent that the coupling between the radial and axial velocities, specifically the term −DU in (4),
changes. In any case, in both profiles the shearing leading to production occurs predominantly close to the
wall, where the velocity gradient is largest.
The concept of Navier-Stokes as linear equations with non-linear ‘feedback’ has been raised in a control
theory context20 where passivity arguments were used for stability and control arguments. The emphasis
here differs and is more toward the receptivity of the flow, defined as the the magnitude of response to forcing.
In this view, the linear system receives some small forcing, resulting in an energetic velocity field. This flow
field provides new forcing via the non-linearity, some of which the flow may be particularly receptive to,
completing the cycle. In concept, it is similar to the ‘mother-daughter’ scenario of Boberg and Brosa,23
where a linear but non-normal process allows small disturbances to feed more energetic disturbances that
can dissipate the gained energy. Non-linear effects then transfer some of this energy to the smaller initial
disturbances.
The understandings differ to the extent that the ‘mother-daughter’ scenario considers the evolution of struc-
tural perturbations, and naturally leads to the transient growth problem of Butler and Farrell5 and others,
whereas the presented viewpoint considers the gain response to harmonic forcing, naturally leading to a
linear input-output analysis without a natural timescale.
D. Pseudospectra and the Schmidt decomposition of the resolvent
We seek a decomposition of the resolvent at a particular wavenumber pair and frequency which ranks the
response to forcing in some sense. Considering just harmonic forcing restricts us to positive real frequency,
s = iω, ω ∈ R+. We take the Schmidt decomposition (called the singular value decomposition in the discrete
case) of the resolvent
(iωI −L)−1 =
∞∑
j=1
ψj(k, n, y, ω)σj(k, n, ω)φ
∗
j (k, n, y, ω) (7)
with an orthogonality condition
∫
y
φl(k, n, y, ω)φm(k, n, y, ω)dy = δlm (8)
∫
y
ψl(k, n, y, ω)ψm(k, n, y, ω)dy = δlm (9)
σl ≥ σl+1 ≥ 0. (10)
The φj and ψj form the right and left Schmidt bases for the forcing and velocity fields. The real σj are the
singular values. This decomposition exists if there are no eigenvalues of L with zero real part and is unique
up to a pre-multiplying complex factor on both bases of magnitude unity, corresponding to a spatial phase
shift of both forcing and response, and up to the ordering of the σj ’s.
24
This basis pair can then be used to decompose arbitrary forcing and the resulting velocity at a particular
Fourier component
f(k, y, n, ω) =
∞∑
l=1
φl(k, n, y, ω)al(k, n, ω) (11)
v(k, n, y, ω) =
∞∑
l=1
σl(k, n, ω)ψl(k, n, y, ω)al(k, n, ω). (12)
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The energy of the same Fourier component of the resulting disturbance velocity is
E(k, n, ω) =
∫
y
v∗(k, n, y, ω)v(k, n, y, ω)dy =
∞∑
l=1
σ2l (k, n, ω)a
2
l (k, n, ω) (13)
Clearly the forcing shape that gives the largest energy at a particular frequency and wavenumber is given by
al6=1 = 0. This approach permits the investigation of the dependence of maximum energy amplification on
the form of the forcing in the wavenumber and frequency domain. Singular values for a given wavenumber
pair and frequency correspond to full volume, three component forcing and response modes ranked by the
receptivity of the linearized Navier-Stokes, which necessarily enforces zero (temporal) phase-shift between
input and output. There is no requirement on the radial spatial phase, that is, the velocity response has the
same k and n but not necessarily the same y distribution.
By Parseval’s theorem, the energy integrated over frequency and wavenumber is equal to that integrated
over time and the spatial domain (the spectral and physical spaces are isomorphic). As such, the 2-norm of
the resolvent is the leading singular value, σ1. This means that the normalised harmonic forcing that gives
the largest disturbance energy in the L2(Ω× [0,∞)) sense is f = φ1, with a ‘gain’ of σ1. The next largest is
f = φ2 and so on, at a particular wavenumber pair and frequency. The corresponding flow response modes
are given by the related v = ψ∗1 , ψ
∗
2 , etc. For σj near zero, the modes are not easily computed because they
are effectively degenerate. However for large σj the mode shapes are extremely robust to numerical error,
as would be expected if these mode shapes are to be dominant under experimental conditions. We justify
the use of this particular norm with the fact that the non-linear forcing is conservative in the perturbation
energy.20
These concepts may be best understood in the context of the pseudospectra analysis of Trefethen25 to
show what we call the particular forcing and response receptivity modes, associated with large non-modal
responses of a non-normal system. In this sense, this decomposition analyses the receptivity of the flow to
forcing. In another sense, this decomposition examines the mode shapes associated with perturbations to
the L operator (another pseudospectrum interpretation). Note that in the special case of a normal operator
L, the eigenvectors of the resolvent are coincident with the Schmidt bases found earlier.
The -pseudospectrum of L, Λ can be defined as
Λ(L) =
{
λ ∈ C : (λI −L)−1 ≥ −1
}
.
The pseudospectra are therefore the level curves of the resolvent. The spectrum of L is then the subset of
the field of complex numbers where the resolvent is unbounded. This is shown graphically in the left pane of
Figure 2. The pseudospectrum level curves are significant because they can be interpreted as bounds on the
complex plane within which the spectrum of the perturbed operator lies. Where the pseudospectrum intrudes
significantly on the right-half plane, significant perturbation growth with a nominally stable operator can
result.14 The resolvent norm, found as σ1 in Equation 7, is equal to 
−1 at a particular point in the complex
plane (i.e. the ‘height’ of a contour plot of the pseudospectrum).
By the maximum modulus principle, the maximum norm of the resolvent taken over the right half of the
complex plane of a stable operator must lie on the boundary between the left and right half planes (the
imaginary axis). Consequently we examine the value of the resolvent along the imaginary or iω axis (Re(s) =
0), corresponding to harmonic forcing. This is graphically interpreted as taking a slice of a pseudospectrum
contour plot along the imaginary axis, as shown in Figure 2 for k = n = 1.
The resolvent also relates to the linear initial value problem. It is a consequence of the Hille-Yosida theorem26
that the resolvent obeys
‖(λI −L)−1‖2 ≤
M
p− w
where p is the real part of λ, and M and w are real numbers and
‖eLt‖2 = Me
wt.
M characterises the transient behaviour, and w the asymptotic response. It is an important open problem
in control theory how to analytically determine M for a given w.27
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E. Numerical procedure and resolution issues
Comparing the spectra for Re = 10000, k = 0.5, n = 1, for two different resolutions (Figures 3–4), we see
that for N = 63 the spectrum is well resolved in the area shown and for N = 20 it is not. However the
part of the spectrum nearly impinging on the imaginary axis of the complex s-plane remains reasonably
well resolved even at this very low resolution. The third case (Figure 5) shows that for a more challenging
Re = 106, with k = 1, n = 1, at N = 300 numerical problems dominate the spectrum. Consequently the
resolvent norm evaluated over the imaginary axis s = iω is reasonably accurate without necessarily requiring
the full resolution of every eigenvalue. The main concern is numerical stability rather than under-resolution,
where calculating the resolvent norm is the goal. In any case, one can never resolve the whole spectrum,
since there are an infinitude of eigenvalues.
The magnitude and distribution with iω of the resolvent appears to be relatively insensitive to under-
resolution of the eigenvalue spectrum. While there is some variation at low values of σ (high and low ω),
there is little effect on the location of the peak σ or the value of the broad plateau of high resolvent lying
in the region 0.15 < iω < 0.95. However increasing resolution beyond that permitted by the numerical
accuracy leads to changes in the location and magnitude of peak values of the resolvent.
The effect of resolution on response/forcing mode shapes is less obvious than for the amplification. When
the system is under-resolved, this is observed in the smoothness of the low velocity contours in the forcing
mode and the spatial phase difference between forcing and response modes (and between components, with
implications for shear stress), but with little effect on the mode shapes. Similar effects are observed for
ω 6= 0.
At each point in (Re, k, n, ω) space, a straightforward search procedure was performed to determine a resolu-
tion at which the calculation for the resolvent norm has converged. The point of convergence varies over the
whole (Re, k, n, ω) space. Investigation shows that there is a plateau of convergence, before which the system
is not well resolved and beyond which numerical instability problems begin to dominate, caused by the very
non-normality we are trying to measure. For parameter values resulting in a less non-normal system these
problems are less severe and convergence comes more cheaply. Examination of the mode plots at resolutions
before, on and after the plateau confirm this view.
F. Classification of disturbances
Given some (unknown) forcing model for the real flow, as yet undetermined but perhaps derived from
the known non-linearity, we anticipate that many forcing modes will be present in a real flow. The modes
associated with high σi will be selected by the flow, as characterised by the resolvent (which is a linear process
in turbulence) with some limitations based on the physical range of scales that are observed in experiments.
The forcing due to the perturbation equation non-linearity (ξ) serves to transfer energy between wavenumbers
but is not directly responsible for the energy gain (the non-normality). Recall that the non-normality and
therefore the energy amplification, comes from the full non-linear term linearised about the base flow.
The longest energy-containing wavelengths that have been observed in turbulent pipe flow have been of order
kR ∼ 10−2 in the streamwise direction, with a noticeable peak occurring for kR ∼ 10−1.2 In this reference
is determined from a spectral decomposition of temporal experimental data, using the local mean velocity
as the convective velocity. This is equivalent to assuming a constant, linear dispersion relationship, often
stated as Townsend’s hypothesis of “frozen” turbulence in which the small scales are merely convected by
the large scale velocity fluctuations. The validity of this hypothesis at the largest scales is not clear.
Therefore, in order to compare our results to experimental data, we classify modes by constant convective
velocity, Uc(y), where
Uc =
ω
k
, (14)
which is effectively a mapping from velocity to wall-normal position (which varies with Reynolds number
and possibly also with scale k). Under this classification and assuming the validity of Taylor’s hypothesis,
the analysis determines the modes responsible for maximal energy gain at different wall-normal locations,
while the observed energy at a given wall normal distance will be the integration of the most amplified mode
shapes over all y. Note that a potential difficulty arises near the pipe centerline, since the laminar centerline
velocity is maintained equal to one at all Reynolds numbers (i.e. the kinematic viscosity is used to change the
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Reynolds number), while for turbulent flow under the constant-mass-flux assumption, the centerline velocity
must drop as the Reynolds number increases.
We present our results in terms of contour maps of the value of kσ21 , i.e. , the maximum energy amplification
corresponding to an input disturbance, vs. streamwise wavenumber and Reynolds number for given azimuthal
wavenumbers and convective velocities. We will justify the former in the following treatment; the latter leads
to the linear relationship between frequency and streamwise wavenumber. Note that in this premultiplied
form, integration over k at a given n,Re, Uc corresponds to equal energy.
III. Results
A. Structure of the most amplified disturbances
1. Amplification as k → 0 and Re dependence
Figures 6 and 7 show the forcing and response modes, respectively, for the streamwise constant k = 0, n = 1
case at Re = 3.2 × 104, which is highly amplified (σ1 ≈ 10
6). Clearly this mode pair corresponds to a
transfer and amplification of energy from the transverse velocity components to the axial velocity, in the
form of streaks that span half the pipe area. It is well-known that the highest non-normal mode amplification
occurs for streamwise constant modes and that this mechanism leads to cross-plane rolls and streamwise
streaks. Similar phenomena have been observed in analyses using other norms in different flows7, 12, 28 and
it can be hypothesized that their existence is confirmed by the natural persistence of very long structures
in observations – experimental and numerical – of, amongst other flows, turbulent pipe flow (see1 and.29)
Note, however, that the extent of these energetic structures observed from point measurements is closer to
10R, although planar measurements have suggested a spanwise meandering of similar structures in boundary
layer flow,30 which could suggest longer base structures subject to deformation by turbulent fluctuations at
other scales.
For all Uc = ω/k and all Re, we observe a region where σ ∼ Re
4 for all sufficiently low k, e.g. Figures 8(a-f).
In this regime, all disturbances for a given n and Re undergo the same amplification (that is, σ(ω, k, n,Re) =
σ(n,Re)). In the limit k → 0, ω must also → 0 to maintain a given phase speed, Uc and we approach the
idealised case of streamwise constant disturbances. The region of constant amplification at low k rolls off at
a wavenumber kRO that varies with Reynolds numbers as Re
−1 and n for all i investigated here.
There is no direct reason why we should expect the Re3 dependence found by, e.g., Bamieh and Dahleh12
for stochastically-forced channel flow. Jovanovic & Bamieh13 use a stochastic forcing model because it is
analytically tractable and also find an Re3 dependence. Because we are dealing with an unstructured forcing
model (the maximum or worst-case gain) the relevant operator norm is different and it is to be expected
that the Re dependence is different. Also the present work uses a pipe geometry rather than the channel
geometry of the other work.
2. Variation of amplified modes with convective velocity
For increasing convective velocity (loosely interpreted as distance from the wall), a second feature of the
amplification curves becomes apparent. A point of inflection in the contours of constant amplification
appears, following a wavenumber locus, kIN , with an inverse dependence on the Reynolds number at a given
height. For a given (n,Re) combination, this inflection first moves to lower wavenumber as the convection
velocity (distance from the wall) is increased, until it is indistinguishable from the change in slope caused
by the k → 0 roll-off when U ≈ 0.50. When the distance from the wall is further increased, the inflection
weakens and moves towards higher wavenumbers. Examination of the forcing and response mode shapes in
the wavenumber region associated with this inflection reveals that there is a transition in mode across the
inflection. For k < kIN , the mode shapes resemble the rolls and streaks observed for k → 0 (Figure 7),
becoming increasingly more localized in y when kRO < k < kIN (Figure 9). In the region of k = kIN
amplification is obtained by rotation of the forcing mode from the azimuthal component to a response in
the axial velocity, while for k > kIN , the forcing mode is increasingly dominated by the axial component for
increasing k, leading to a response in all three velocity components.
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We note that the maximum amplification indicated in Figures 8 across k is obtained when Uc = 0.50.
Equating this convective velocity to the local laminar velocity suggests that this amplification occurs for
y/R ≈ 0.3, which is approximately the wall-normal location at which the turbulent and laminar velocities
are equal for a range of Reynolds numbers for this constant mass-flux case.
We now perform a preliminary comparison of the most amplified modes to ‘wall-’ and ‘center-’ type modes.
For the case k = 1, n = 1 at Re = 105 with ω = 0.02, 0.75, 0.9999, give the mode shapes in Figures
10 to 12. The ω ∼ 0 case does indeed correspond to a near-wall mode, ω ∼ 1 is a center mode and
ω = 0.75 is somewhere in between, in support of Taylor’s hypothesis for this condition. Note however that
the amplification of the ω = 0.75 case (σ ∼ 2000) exceeds that of both the center mode (σ ∼ 500) and
the wall mode (σ ∼ 30), despite the proximity of the eigenvalue corresponding to the center mode to the
iω axis. For example, Meseguer’s values14 for the rightmost eigenvalues for the wall and center modes at
Re = 105 are given as, for the center mode, λRC = −0.0072023080 + 0.9846498289i and for the wall mode
λRW = −0.0292364601+ 0.1372143077i. However the resolvent norm indicates an approximately constantly
high σ (at least in a logarithmic sense) between the ω values corresponding to the wall and center modes.
This is at the heart of our study. It is not necessarily only the modes associated with eigenvalues closest to
the axis that lead to the largest amplification.
The comparison of the resolvent norm with the normal spectrum deals to first order with the variation
of amplification of a given wave number pair with varying wall-normal distance (through the relationship
between ω, k and the convective velocity), while the surface plots shown here detail the relationship between
convective velocity and peak amplification across k, hopefully of more relevance for extension to turbulent
flow.
3. Effect of azimuthal wavenumber
The contours of constant σ1 in the surface plots of figure 8 remain qualitatively the same shape for different
values of n, with slightly differing contour values. The influence of the azimuthal wavenumber on the peak
amplification is shown in Figure 13 for three different convective velocities at constant Reynolds number and
streamwise wavenumber, Re = 105 and k = 0.1, which span the mode regimes described above for the values
of Uc selected, and for four wavenumbers at constant Uc = 0.19 in figure 14. For constant Uc, the azimuthal
wavenumber for maximum amplification clearly decreases with decreasing streamwise wavenumber. For
constant k, n decreases with increasing convective velocity, with a clear maximum in the value of σ1 for
intermediate velocities.
B. Comparison with observed results
The analysis we present has shown the most geometrically-amplified disturbances to the laminar velocity
profile, in an algebraic sense. Assuming that the change in the mean velocity profile correspond to a
streamwise constant disturbance arising from the non-linearity, the question of the correspondence of the
amplified modes to those observed in turbulent flow remains to be determined.
Without solving the full problem and knowing the wavenumber distribution of the non-linear forcing, i.e. the
al’s of equations (11) and (12), we must invoke physical considerations that act as a filter to reduce the
response to the longest, non-physical wavelengths. As noted above, only finite length disturbances are
observed in experimental studies of pipe flow where the test sections have been designed with consideration
of the length required for the flow to be fully-developed, in the sense of vanishing streamwise gradient of
the statistics. For example, measurements in the test section of the Princeton/ONR Superpipe31 were all
taken downstream of length L ≈ 164D, corresponding to a wavelength klongR = 2pi/328 ≈ 2 × 10
−2, in
good agreement with the lowest wavenumber at which there is non-negligible energy in the one-dimensional
streamwise velocity spectrum at the higher Reynolds numbers.
The variation of peak amplification with azimuthal wavenumber and convective velocity for k > kIN agrees
favorably with the variation of spanwise wavelength inferred from the study of Monty et al ,19 who plotted
the variation of scale lz with y/δ, where lz is defined as the difference between the ∆z values at which the
correlation Ruu(∆z) = 0.05. Approximating the corresponding dominant spanwise wavelength, n, giving
rise to this correlation, as n ∼ 3lz, we see that the correct increase with wall-normal distance is given in
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Figure 13. That is, as the distance from the wall increases (and therefore so does the convective velocity,)
the n for maximum amplification decreases, assuming a constant k. Disturbances for high k are localized in
y.
That this analysis of the laminar profile does not yield a peak associated with the near-wall cycle (here and
Reddy & Henningson for the channel) suggests either that the amplification of k → 0 waves swamps the
response corresponding to those structures in this analysis or that a different origin must be considered, with
consideration of the change in the mean velocity profile. Another consequence of working with the laminar
profile, is that a question arises as to how the mapping from convective velocity to wall-normal location
changes because of the difference between the laminar and mean turbulent profiles.
IV. Conclusions
Analysis of the resolvent norm associated with the linearization about the laminar velocity profile in pipe
flow leads to large-scale structures that have characteristics resembling those observed in experiments and
simulations on turbulent pipe flow. We have modeled the non-linear terms as harmonic forcing of the linear
operator. By comparison with the eigenvalue spectrum, we confirm that the most amplified mode shapes
from the resolvent norm are not predictable from the proximity of the eigenvalues to the axis. However, for a
fixed convective velocity, distinct changes in mode shape occur, ranging from modes that lead to streamwise
streaks that span the pipe radius for k → 0 to a localized response in all three components for large k. For
k → 0, Re4 amplification is observed for this type of forcing.
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Figure 1. Schematic of pipe flow geometry.
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Figure 2. Spectrum, pseudospectrum and resol-
vent norm analysis for k = 1, n = 1, Re = 10000.
Level curves at (λI − L)−1 = 101 , 102, 103. . .
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Figure 3. Under-resolved resolvent norm analysis
for Re = 104 , k = 0.5, n = 1, N = 20.
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Figure 4. Well-resolved resolvent norm analysis
for Re = 104, k = 0.5, n = 1, N = 63.
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Figure 5. Poorly-resolved (due to numerical ac-
curacy) resolvent norm analysis for Re = 106, k =
1, n = 1, N = 300.
radial azimuthal axial
Figure 6. Forcing mode, φ1, corresponding to k = 0, n = 1, w = 0 at Re = 3.2× 104.
radial azimuthal axial
Figure 7. Response mode, ψ1, corresponding to k = 0, n = 1, w = 0 at Re = 3.2× 104. σ1 ≈ 106.
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(a) U = 0.02 (ylaminar = 0.01).
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(b) U = 0.19 (ylaminar = 0.1).
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(c) U = 0.51 (ylaminar = 0.3).
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(d) U = 0.75 (ylaminar = 0.5).
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(e) U = 0.84 (ylaminar = 0.6).
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(f) U = 0.99 (ylaminar = 0.9).
Figure 8. Variation of log kσ2
1
with streamwise wavenumber k and Reynolds number for azimuthal wavenumber
n = 1 and convective velocities U = 0.02, 0.19, 0.51, 0.75, 0.84 and 0.99, i.e. from close to the wall to close to the
centerline in the laminar velocity profile.
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radial azimuthal axial
Figure 9. Response mode, ψ1, corresponding to k = 0.01, n = 1, ω = 0 at Re = 104.
radial azimuthal axial
Figure 10. Response mode 1, k = 1, n = 1, ω = 0.02, σ ∼ 30, Uc = 0.02. ReD = 10
5.
radial azimuthal axial
Figure 11. Response mode 1, k = 1, n = 1, ω = 0.75, σ ∼ 2000, Uc = 0.75. ReD = 10
5.
radial azimuthal axial
Figure 12. Response mode 1, k = 1, n = 1, ω = 0.9999, σ ∼ 500, Uc = 0.99. ReD = 10
5.
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Figure 13. Effect of azimuthal wavenumber, n, on first singular value, σ1, at Re = 105 and k = 0.1: Uc = 0.01
(solid), Uc = 0.51 (dashed) and Uc = 0.99 (dash-dotted).
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Figure 14. Effect of azimuthal wavenumber, n, on first singular value, σ1, at Re = 105 and Uc = 0.19: k = 10−4
(solid), k = 10−3 (dashed), k = 10−2 (dash-dotted) and k = 10−1 (dotted), .
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