This study develops a stochastic model to capture developer learning dynamics in open source software projects (OSS). A Hidden Markov Model (HMM) is proposed that allows us to investigate (1) the extent to which individuals learn from their own experience and from interactions with peers, (2) whether an individual's ability to learn from these activities varies as she evolves/learns over time, and (3) to what extent individual learning persists over time. We calibrate the model based on six years of detailed data collected from 251 developers working on 25 OSS projects hosted at Sourceforge. Using the HMM, three latent learning states (high, medium, and low) are identified, and the marginal impact of learning activities on moving the developer between these states is estimated. Our findings reveal different patterns of learning in different learning states. Learning from peers appears to be the most important source of learning for developers across the three states. Developers in the medium learning state benefit the most through discussions that they initiate. On the other hand, developers in the low and the high states benefit the most by participating in discussions started by others. While in the low state, developers depend entirely upon their peers to learn, whereas in the medium or high state, they can also draw upon their own experiences. Explanations for these varying impacts of learning activities on the transitions of developers between the three learning states are provided. The HMM model is shown to outperform the classical learning curve model. The HMM modeling of this study contributes to the development of a theoretically grounded understanding of learning behavior of individuals. Such a theory and associated findings have important managerial and operational implications for devising interventions to promote learning in a variety of settings.
Introduction
Understanding how an individual's skills and efficiency evolve over time through learning is key to the strategic management of a firm. Learning has become an important construct to understand in business because of its effects on firm competitive advantage. The objective of this study is to present a model that captures the heterogeneous development of an individual's skill and expertise over time through learning activities and allows for the dynamic classification of individuals based on their unobserved learning patterns. We propose a Hidden Markov Model (HMM) 1 to offer an approach for capturing learning dynamics, and we apply the model to the case of open source software (OSS) projects to show model performance. This empirical application stresses the value of the suggested model as an addition to the existing learning curve literature and also as an introduction of a new approach to analyzing developer behavior in the field of information systems. Our modeling framework allows us to investigate the influence of developer participation history in the project on her code contribution behavior. Two types of participation, coding experience and peer interactions, are considered. We calibrate the model on six years of detailed data collected from 251 developers working on 25 OSS projects hosted at Sourceforge.
Most empirical efforts to date measure the impact of learning in the context of manufacturing (Argote et al. 2005) . This work makes the important contribution of studying learning dynamics in the context of OSS development. Many commercial firms today are inclined to utilize and contribute to OSS resources. Hence, there is huge potential to address managerial issues pertaining to increasing developer competence in OSS projects that are of value to firms. An underlying motivation behind OSS developers' participation is their desire to learn, i.e., to enhance their knowledge and skills through participation in OSS projects (Mehra et al. 2010) . Learning creates a growing stock of knowledge and skills that can be applied in the future in order to improve productivity Epple 1990, Mukhopadhyay et al 2010) . Developers build long-term capabilities through participation in OSS that can be transferred to new environments, resulting in increased job wages (Mehra et al. 2010, Lerner and Tirole 2002) . Hence, a 1 A Hidden Markov Model (HMM) is a model of a stochastic process that cannot be observed directly but can only be viewed through another set of stochastic processes that produce a set of observations (Rabiner 1989) .
potential way to influence developer behavior and motivate contributions is to provide a richer environment for developer learning in an OSS project.
Although learning from one's own experience and from peers has been studied in a commercial software development environment, prior research has not investigated learning in OSS environments.
The effects of experience on developer productivity may differ between commercial and OSS development environments for several reasons. First, in a commercial software development environment, goals are clear, the division of labor is pre-assigned, actions to follow are specified in advance, and support processes are clearly defined. In contrast, OSS represents an ambiguous organizational setting where goals are often vague and shift over time, and where code architecture evolves in an unstructured way, resulting in variation in the meaning and utility of knowledge across time and space, with no pre-set paths to solving a problem and ill-defined support processes (Raymond 1998) . Second, there is significant diversity in the knowledge and skills of developers attracted to OSS and their joining times. Hence, OSS developers may differ in their abilities and preferences regarding learning from different activities (Cohen and Levinthal 1990) . Third, whereas prior research does not account for the depreciation of learning in software development (Boh et al. 2007) , it is important to consider this in an OSS environment, as OSS development is a part-time activity for most developers. An OSS developer may remain absent for extended periods during her involvement in the project. This may lead not only to the depreciation of developer knowledge but also to changes in the relevance of the possessed knowledge and skills, as the code may evolve through the contributions of her peers during her absence.
The proposed HMM has several advantages over the conventional learning curve framework. First, the HMM allows the segmentation of developers according to their code contributions and learning abilities. This segmentation allows one to investigate the varying impacts of learning activities across groups of developers on subsequent learning and code contributions. It provides insight into the strategic targeting of developers at different skill or expertise levels to effectively induce higher coding competency. This cannot be done in the standard learning curve framework. Second, existing learning research assumes a static model of worker contribution behavior which may lead to erroneous estimates of the impact of participation in learning activities if code contribution behavior of developers evolves dynamically. The way the existing learning curve literature incorporates the learning effect is by allowing productivity to change with cumulative experience, which entails a static model of behavior. The parameters of the learning curve model are constant and are not allowed to vary over time. The HMM provides a simple and flexible way to account for the possibility of change in task-relevant behavior based on learning by explicitly specifying the structural dynamics. We compare our model with the standard learning curve framework. The results indicate that the HMM more appropriately explains the data.
Third, Dutton and Thomas (1984) did a meta-analysis of more than 200 learning curve studies and emphasized the importance of contingency variables that affect the learning rate. In our setting, the contingency is the amount of skills and knowledge that the developers possess at any point in time (Cohen and Levinthal 1990) . In a learning curve model, accounting for this contingency would require several interactions of a priori unknown structural form between the existing knowledge and skills of a developer and present participation levels in learning activities. HMM provides an easy and flexible way to account for this contingency by making the learning from an activity dependent on the learning state of the developer. Finally, our HMM model allows for depreciation of knowledge and skills, which is a critical aspect to incorporate into any learning model but hasn't been fully addressed in the context of software development.
The rest of the paper is organized as follows. In Section 2, we present the theoretical background.
The HMM for analyzing developer learning is laid out in Section 3. Section 4 explains the data collection methodology. The description of the variables and the estimation procedure are presented in Sections 5
and 6, respectively. The results from the HMM are discussed in Section 7. Section 8 offers concluding remarks.
Literature and Theory Development
In this section, we draw upon the vast prior literature to develop a theory of learning dynamics for OSS environments. We first determine the factors that affect developer productivity. Then, we build a theory to explain why participation in learning activities (one's own experience and peer interactions) have the potential to affect developer productivity. Rodney et al. (1994) state that relevant variance in worker productivity in a specific task environment can be explained by two factors: (1) declarative knowledge (DK) and (2) procedural knowledge and skills (PKS). DK represents knowing what to do: knowledge of facts, rules, principles and procedures. PKS represent knowledge about how to perform a task and the ability to do so (Kanfer 1990 ). According to this framework, a situation (activity) can influence differences in worker productivity only by influencing DK and PKS. The learning curve literature investigates how experience or training affects productivity by influencing DK and PKS ). Though learning curves have been found in many organizations (Epple et al. 1996 , Dutton and Thomas 1984 , Reagans et al. 2005 , the individuals in these organizations were involved in repetitive tasks.
Factors that Affect Developer Productivity
Software development activities, though not entirely repetitive, require a considerable amount of abstract, technical, theoretical and experiential knowledge (Sacks 1994) . Prior research suggests that the processes that lead to creation of new knowledge, embodied in complex artifacts such as software, most often involve a recombination of known conceptual and physical materials (Fleming 2001) . Critical inputs into these processes are understanding and knowledge of current design problems, existing related solutions, novel approaches to solve these problems, and failed approaches. Also essential are related technical skills in areas such as relationships among data-items, algorithms, the invocation of functions, and code architecture, among others (Fleming 2001 , Grewal et al. 2006 , Sacks 1994 , Singh 2011 , Singh et al. 2007 . Through involvement in software development activities, a developer may build her own knowledge repositories, which can be applied in related situations in the future (Basili and Caldiera 1995, Sacks 1994) . However, some knowledge may also become irrelevant because of new advancements or significant contributions to the code by peers. It may also depreciate because of forgetting as a result of inactivity on the part of a developer.
Effect of Learning Activities on Developer Productivity
Developers are endowed with a certain amount of DK and PKS when they join an OSS project. The initial endowment of an individual may be attenuated or accentuated by subsequent experiences with the same or related processes (Heckman 1991) . The DK and PKS of an individual may also affect her ability to identify and assimilate knowledge from the environment, which would further affect her productivity (Cohen and Levinthal 1990) . Furthermore, the knowledge and skills of an individual may influence the generation of task-specific behavior (Campbell and Prichard 1976).
Own Experience
One's own experience primarily affects both DK and PKS. Expertise in programming is known to produce an order of magnitude improvement in program efficiency (Brooks 1987) . In any innovative process like software development, technical problems are solved through an adaptive process (Sacks 1994 situation. The more a developer participates in such activities, the richer her repositories of such knowledge become, and this knowledge can be applied in future. Personal experience may also affect the knowledge of a developer by introducing her to datasets, relationships among data-items, algorithms, the invocation of functions, and code architecture, among others (Brooks 1987) .
Peer Interactions
Extant research on learning from others focuses on the facilitating role of transfer mechanisms, conduits or agents through which the transfer of knowledge takes place (Darr et al. 1995) . In general, the literature suggests that higher levels of use of transfer mechanisms are associated with increased levels of knowledge transfers. The transfer mechanism particularly relevant in the present study is interaction with peers. At the group level, information may be distributed across individuals, and individual members may draw upon social cognition to solve problems (Larson and Christensen 1993) . Several studies have identified that knowledge is shared through peer interactions among OSS developers (Grewal et al 2005 , Singh and Tan 2009 , Singh 2011 , Singh et al 2010 , Singh and Phelps 2009 ).
Interactions with peers are an important source of learning for developers in an OSS project for several reasons. First, these interactions allow opportunities for resource pooling, knowledge spillovers and sharing alternative interpretations of design problems. A developer can draw upon the knowledge repositories of her peers in solving a problem. Second, these interactions help in coordinating the development effort, which may minimize effort duplication, besides updating the community about recent advancements to the code (Kraut and Streeter 1995, Singh et al 2010) . Third, interaction with peers provides opportunities for a developer to apply her efforts or knowledge to different but related problem domains (in which her peers may be having problems) and, in the process, to develop a deeper cognitive understanding of both (Schilling et al. 2003 ). Our HMM works as follows. In period t, a developer probabilistically belongs to a learning state based on her skills and knowledge stock, 1 being the lowest learning state and n being the highest. The extent of her participation in learning activities in t determines whether she will either move up to a higher state, stay where she is, or move down to a lower state in the next period t+1. Then, her realized learning state in period t+1 probabilistically determine her levels of code contribution. She again engage in learning activities at t+1 that will lead her to move to the next learning state at t. In this way, the learning process is structurally modeled through an integrated framework that links the unobserved but evolving latent state of learning with the realized outcomes of learning-developer code contributions. Through this model, we investigate the impact of learning activities that affect the transitions of a developer between the hidden states. The model allows us to probabilistically identify the learning state of a developer and investigate the impact of learning activities in moving the developer to a different state without observing the direct measure of skill and knowledge levels (which would require primary data collection). This improved methodology utilizes massively available secondary data and effectively discovers learning dynamics.
Hidden Markov Model for Developer Learning in OSS
Figure 2 summarizes our conceptual research framework. Our framework consists of two parts. In part one, the learning activities determine the present learning state moderated by the past learning state.
In part two, the developer characteristics, project characteristics and project life cycle controls determine productivity moderated by the present learning state. The specific relationships and associations we test are depicted by arrows in Figure 2 . First, we investigate the extent to which developers' own coding experience in the project and interactions with peers impact learning across different states. Second, we estimate how the developer and project characteristics, as well as the project life cycle controls, determine developer productivity in the different learning states of the developers. Third, we segment developers based on their learning states. Neither the number of learning states nor which state a developer belongs to at any time are a priori defined; instead, they are empirically recognized post hoc.
. Given a set of learning states
 , where 1 is the lowest learning state and n the highest, and a sequence of observed contribution outcomes 
Then we obtain
a O S is the probability of observing contribution outcome it O given that developer i is in
a O S is an element of the contribution probability vector,  
The probability of a state sequence   S i is given by
where   
Hence, the probability of the observed outcome sequence   O i given the model parameter set  is the likelihood of observing this sequence and is obtained by summing Equation (1) 
The individual likelihood can be written in more compact matrix notation (MacDonald and Zucchini 1997). 
State Transition Matrix
In our HMM, the transition between states is modeled as a random walk where only transitions to the adjacent states are allowed. The random walk assumption keeps the model parsimonious. However, this assumption can be easily relaxed by assigning non-zero probabilities to transitions to non-adjacent states.
We allow transitions to lower states to account for forgetting and the temporal nature of the relevance of possessed knowledge and skills. Then the random walk state transition matrix is defined as follows:
, and for each state j,
This probabilistic transition is modeled by assuming that a propensity for transition (LST ijt 
, and 1 exp , 1 exp , 
State Dependent Code Contribution Probability
The extant software development research suggests the use of completions of modification requests (MRs) as a measure of productivity for projects that follow incremental software development approaches (Boh et al. 2007 ). MRs are similar in their concept to work orders and are used to add new functions and modify or repair old functions (Ibid). In OSS, the Concurrent Versioning System (CVS) commit transaction 2 represents a basic change similar to the MR in commercial development environments (Mockus et al. 2000) . Hence, we use number of CVS commits by a developer as a measure of her productivity. Because the number of CVS commits is a count measure, we employ the Negative Binomial distribution to model the state-dependent contribution probabilities. The probability of observing a particular number of CVS commits is:
where it O is the number of CVS commits made by developer i in period t;  is the error term that follows a log-gamma distribution (Greene 2007) . i  is the developer-specific random effects that capture the developer-specific unobserved heterogeneity. The probability that the developer i will contribute a given number of CVS commits O it at time t conditional on her learning state S it at time t is then
Here, j  and j  are the parameters to be estimated. j  is a dispersion parameter. The variables that constitute it W are explained in Section 5.2. We can rewrite the likelihood for developer i as
We allow the individual specific random effects for learning ( ) and coding () to be correlated.
Data
Data were collected from the projects hosted at Sourceforge.net (SF) (Madey 2006) . SF is the world's largest OSS project repository and accounts for approximately 90% of all OSS projects. It provides a good sample of the OSS community that is useful in studying the underlying dynamics. We considered only those projects that were begun at Sourceforge during the six-month period from January 1, 2000 to June 30, 2000. We further considered only those projects that satisfied three criteria: (1) the project must use CVS at Sourceforge, (2) all associated developers of the project should be authorized to commit to CVS, and (3) the project's email list at Sourceforge should be its only mentioned source of developer discussions. The first condition is required to ensure that the developer code contribution data are available. The second condition ensures that the developer code contributions are correctly tracked. In some projects, only a selected few are given the power to commit to the CVS. This hampers the tracking of development activity. The third condition ensures that complete peer interaction data are available.
Some of the projects use other platforms for discussion than the mailing lists at Sourceforge. Due to difficulty in matching the identity of developers at the two places (e.g. Sourceforge and homepage), we do not consider projects that have outside mailing lists or use Internet Relay Chat channels for discussion.
We collected the data for these projects for the period spanning from the registration date of each project until Dec 30, 2005. This process provided us with approximately 6 years of data for 25 projects.
The data about the code contributions of developers in a project is extracted through the CVS log entries.
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The peer interactions data were collected from the archives of the developer mailing lists 4 using web agents. In mailing lists hosted at Sourceforge, the emails that belong to a same original post are assigned the same thread ID. This helped us in retrieving the information about the starter of a thread and subsequent participants in the thread. The date, time, thread starter and participants were recorded.
Sometimes developers used different ID tags or names when communicating or committing in CVS.
Names/IDs of all the CVS committers and communicators were scanned and matched for each project by human effort. The email information we use is based on threaded correspondence, which ensures that the original post was not just an announcement and demanded a reply. Project-and developer characteristicrelated data were collected from the project homepages at Sourceforge.net. The CVS commit and developer mailing list data for developers who appear at least 10 times in the dataset are used to calibrate the HMM model. There were 251 developers who fit this criterion, and they provide us with a rich enough dataset for HMM analysis. During the time-span of our dataset, these 251 developers were working only on the considered OSS projects. Each developer was working on only one project at a time.
Variable Descriptions
In this section, we describe the variables that constitute Wit and Rit. A succinct definition of these variables is also provided in Table 1 .
Variables Impacting Learning
The variables in the vector it R are used to calculate the state-transition probabilities. They represent either of the two modes of learning for an OSS developer. These variables are recorded after the first observation of a developer in the project. The first observation of a developer is the first time she appears on the mailing list or in the CVS commit logs.
Learning curve studies have modeled learning as a function of cumulative experience performing a task ). In our model, learning by one's own experience is represented by the amount of developed code accumulated up to the previous time period. It is possible that more recent participation in learning activities has a stronger impact on learning than earlier participation. Hence, we modeled a timediscounted coding experience (TDC_coding_experience) as
Here, d 1 is a discount factor and is positive but less than or equal to 1. 
Here 
Variables Impacting Code Contribution
The variables in it W are used to calculate state-dependent code contribution probabilities. We categorize these variables as developer characteristics, project characteristics and or project life cycle effects.
Developer Characteristics. A developer's code contributions to an OSS project are determined by her DK, PKS, the presence (absence) of external situations that affect intrinsic motivations and availability.
The learning state-specific constant term in the contribution equation captures the differences in the code contributions of developers owing to differences in their capabilities (DK and PKS). The presence of extrinsic incentives such as status and future economic incentives may affect a developer's intrinsic motivation to contribute (Lerner and Tirole 2002) . Such extrinsic incentives are closely tied with a developer's and a project's visibility (Lerner and Tirole 2002) . Project managers receive greater visibility based on their higher status. We control for this effect through the computation of a variable 'Manager', representing whether a developer is a manager on the project or not. A project's visibility is tied to its performance. Sourceforge provides a composite measure of project performance ('Project Rank') by ranking the projects at the end of each month based on their activity and popularity among developers and users (Roberts et al. 2005 , Crowston et al. 2003 . Besides extrinsic incentives, long-time association with a project may make the developer more loyal to the project and, hence, may influence her contributions.
We account for such loyalty by controlling for a developer's level of past involvement in the project ('Involvement Quotient'). Because participation in OSS is not a full-time activity for most of the developers, they may not be available for code contributions in each period. We control for this effect by incorporating a variable called 'Availability' in period t as a dummy that equals 1 if the developer is involved in the project in period t or 0 otherwise. A developer's motivation to participate in OSS due to creative pleasure, altruism or intrinsic desire to fight against proprietary software may affect her contributions, but these elements are difficult to observe and hence are controlled for through the use of developer-specific unobserved random effect terms. 
Descriptive Statistics
The descriptive statistics for the variables described in Table 1 
Estimation Procedure and Model Selection Criteria

Some Econometric Issues
There are three main theoretical and statistical challenges that may lead to inconsistent estimates: unobserved heterogeneity, reverse causality and serial correlation (Greene 2007) . Unobserved heterogeneity may exist on two levels-learning state-specific and developer-specific. Furthermore, at each level, unobserved heterogeneity may exist for learning behavior and code contribution behavior. For instance, because they have more knowledge and greater skill, developers in the high state are more likely to be available, show involvement in, or participate in peer interactions. The HMM controls for these state-specific unobserved effects through the inclusion of state-specific constant terms in the contribution equations and state-specific threshold parameters in transition equations. This specification is similar to state-specific fixed effects estimation. In this study, developer-specific unobserved heterogeneity refers to the possibility that unmeasured (or immeasurable) differences (such as intrinsic motivation or external learning opportunities available to a developer) among observationally equivalent developers may affect their learning and their code contributions. This unobserved heterogeneity is controlled for in two ways in the model. The timevarying changes in the knowledge stocks, skill, and expertise of the developers are being captured by the learning states. The developer-specific inherent time-invariant unobserved effects are controlled for by explicit modeling using developer-specific random effects  and  (Altman 2007) . The problem of reverse causality is minimal in the present model, as participation in learning activities is lagged with respect to the code contributions. Finally, the state-space structure of our model accounts for the serial correlation, which leads to consistent and efficient estimates (MacDonald and Zucchini 1997).
Estimation Procedure
Maximum Likelihood Estimation (MLE) is used to estimate the HMM parameters in Equation (4).
Equation (2) is evaluated at a given value of  and  to obtain the value of   ( ) | ,
inserted into Equation (4). To avoid any misspecification of heterogeneity distributions G and H, we took a non-parametric approach (Heckman and Singer 1984) . This involves approximating the underlying unknown probability distribution by a finite number of support points for  and  , and the location and probability mass function associated with them. We relate two normalizing constants, C η and C ξ , with the support points, and set the bounds on each of the random effects as 0 and 1. We apply an iterative procedure and add support points until the inclusion of an additional point leads to a situation wherein two support points overlap. We used the sequential BFGS Newton-Raphson algorithm to maximize the likelihood given in Equation (4) One issue that remains to be considered is how to choose the number of states n. Greene and Hensher (2003) suggest the use of Bayesian Information Criterion (BIC) as a model selection measure for the comparison of models with different number of states estimated using MLE:
Here, size is the number of parameters in the model and D is the number of developers. We estimated multiple models imposing a different number of states at a time by increasing the number of states starting with the one-state model and stopped the estimation at the four-state model. These scenarios are run separately and their log-likelihood values are obtained. The log-likelihoods for all scenarios are shown in 
Comparison of HMM with other alternatives
We compared HMM with alternative models. Besides the HMM, we considered two other models. One of the alternative models is a standard learning curve model where along with the code contribution-specific variables, the learning activity-specific variables are also included as explanatory variables in a single The three models were compared in terms of BIC. The BICs for the models are given in Table 4 . HMM outperforms both of the other models. This indicates that developers are heterogeneous as well as that they transition from one state to another over time. Table 5 . .01). Furthermore, the difference between the contributions of a developer to a software developmentrelated versus a non-software development-related project increases as he moves from state 2 to 3. A similar change is observed for projects that are aimed at technical audiences or not. This confirms our belief that more skilled and knowledgeable developers would prefer to contribute to projects where the quality bars are higher. Furthermore, it would be tough for developers at a low skill level to contribute to such projects. Developers in all three states are less likely to contribute code as the project grows older.
Learning State -Code Contribution Behavior Relationship
As a developer's active involvement in the project grows, so do her contributions across the three states.
On average, a developer is likely to contribute the highest amount of code when in state 3 and the least amount of code when in state 1. For example, at the mean levels of all variables that go into W it , the mean number of CVS commits by a developer in state 1, state 2 and state 3 are 0.001, 3.064, and 41.169, respectively. 5 Note that there will be huge variation in the number of CVS commits around these mean values, as indicated by high values of state-specific dispersion parameters in Table 5 . For the ensuing analysis, we refer to states 1, 2 and 3 as low, medium and high, respectively. The variables were checked for problems of multicollinearity. The following scaling was performed to ensure solution stability and reduce correlation between variables. The Project age variable is mean-centered and divided by 100. The Project Age Squared variable is calculated as the square of scaled mean centered Project Age. This transformation is performed to reduce the correlation between the two age-related variables (Gelman and Hill 2007) . TDC_threads _start t and TDC_threads_part t are scaled down by a factor of 10. TDC_read_threads t , Involvement Quotient t , TDC_coding_experience t 1 and Project Rank t 1 are scaled down by factors of 100, 100, 100 and 100,000 respectively. We have used a non-parametric approach to account for unobserved heterogeneity. We have restricted η and ξto vary between zero and one. C η and C ξ are the corresponding normalizing constants. The developer-specific heterogeneities are η C η and ξ C ξ . *** p < 0.01, ** p < 0.05, * p < 0.1 (two tailed t test for all variables)
Learning State Transitions
The threshold for moving from the low to the medium state is 3.116 (p<0.01), that for moving from the medium to the low state is -1.908 (p<0.01), that for moving from medium to high is 3.497 (p<0.01), and that form moving from high to medium is -1.659 (p<0.05). As expected, the threshold for moving to higher (lower) states is positive (negative). Table 6 presents the intrinsic propensities toward transition for a developer. The probabilities in the transition matrices are calculated by plugging in the estimated thresholds and unobserved heterogeneity parameters to Equation (3), and a sample calculation is shown in an appendix to this paper. Table 6 shows that all the states are extremely 'sticky'. One implication of this finding is that once a developer moves up (down) to a higher (lower) learning state, she is more likely to stay there. This signifies the persistence of learning and, hence, a persistent change in code contribution behavior. Also note that the probability of intrinsically transitioning to a lower state is much higher than the probability of intrinsically transitioning to a higher state. These non-zero intrinsic probabilities of transitioning to adjacent states illustrate the temporal nature of the utility and relevance of possessed knowledge in OSS development.
The parameters corresponding to learning activities are all significant, except the parameter for learning from one's own experience in State 1 and the one for reading threads in State 3. From Table 5, if we compare the coefficients corresponding to coding experience across the three states, we can see that it benefits the developers in the highest state the most. Similarly, starting threads benefits the developer in the medium state the most, whereas reading threads and participation in threads started by others benefits the developers in the lowest state the most. 
Learning from Peers
Developers in all three learning states benefit from interactions with their peers. However, the results show that learning activities have differential impacts on the learning of the developers anchored in their current learning states. Starting threads benefit the developers in medium state (3.893, p<0.01) the most, followed by those in the high state (1.387, p<0.01) and the low state (0.479, p<0.05). This represents nonmonotonic behavior where the marginal impact of starting threads increases as the developer moves from the low to the medium state but decreases as he moves from a medium to a high state. Participation in threads started by others also reveals a non-monotonic effect, as it benefits the developers in the low state (3.854, p<0.01) the most, followed by high state (1.411, p<0.01) and medium state (0.1.032, p<0.05). It is these non-monotonic marginal impacts of learning activities on the learning of developers at different knowledge and skill levels that are very hard to reveal in a classical learning curve framework without a priori information regarding the shape of the impact. Reading threads helps the developer in the low state (0.709, p<0.1) the most, followed by the one in the medium state (0.291, p<0.1). Reading threads does not help a developer in the high state. To understand the true impact of mean level of participation in these activities they have to be combined with the threshold parameters to calculate the mean transition probabilities. Tables 7, 8 , and 9 indicate the impact of developer interactions at mean level for TDC_thread_start, TDC_thread_part, TDC_read_threads on learning, respectively. For a developer in medium state, asking questions by starting threads increase the probability of a transition to the high state from 3.02% to 6.74%, besides reducing her probability of a transition to the low state from 12.68% to 5.90%. A developer in the high state also increases her likelihood of staying in the same state from 84.29% to 87.87% by initiating threads. These changes are highly significant given the stickiness of the states and the amount of code contributions expected in the higher state. However, a developer in the low state does not learn much by starting threads. A possible explanation could be that a developer in the low learning state may not be able to frame her questions properly, resulting in other developers' either not understanding the question or finding it difficult to answer (Raymond and Moen 2001) . Besides, it also indicates that the developer in the low state may lack relevant knowledge required to comprehend others' responses to her questions. Table 8 shows, the probability that a developer in the low state will transition to the medium state increases from 4.37% to 14.76%. This increase is quite significant given the "stickiness" of the low state. While the coefficients corresponding to reading threads in Table 5 are positive and significant for developers in low and medium states, our results indicate that overall effect of reading threads is very small. A potential reason is that OSS projects are very broad and projects follow a modular architecture. Hence, many threads may be irrelevant to a developer's immediate work. learning from an activity she has little capacity left to learn more from the same activity in that area. Table 10 shows the transition matrix for the impact of mean level of TDC_coding_experience on the learning of a developer. Table 11 shows the transition matrix for a developer when she participates in all four activities at the mean level. As expected, participating in all of the learning activities has a huge impact on moving developers to or keeping developers in the higher states.
Learning from Own Experience
Accumulation and Depreciation of Learning
Now, we shift our focus to investigating how quickly or slowly knowledge accumulates or depreciates in OSS. Table 12 presents the transition matrices for situations where a developer has either been active for 6 months or stayed inactive for 6 months. The matrices in Table 12 are obtained using the ChapmanKolmogorov Equations. If a developer in a low learning state actively participates in all learning activities at average levels continuously for 6 months, then she has a probability of 16.21% of being in the high state in the 6th month. For the medium and high learning states, the probability of being in the high state after 6 months of continuous participation in learning activities is 37.63% or 71.87%, respectively.
To calculate the transition matrix of a developer who has been inactive for 6 months, we considered a situation in which the developer was involved in learning activities at the mean level before the start of the six-month period. The transition matrix shown above indicates her transition probabilities. If a developer in the high state does not participate in any of the activities for 6 continuous months, then she has a 50.10% chance of moving to a lower state (specifically, 11.44% for moving to the low state and 38.66% for moving to the medium state). Similarly, continuous inactivity for 6 months on the part of a developer in the medium state leads to a 34.56% chance of his transitioning to the low state. Note that the probability of being in the high state is lower than that of being in the low state. This confirms the persisting but dissipating effects of learning found in related research (e.g. Darr et al. 1995) . 
Posterior Analysis of Individual Behaviors
A developer's learning state in any given period can be probabilistically recovered using the filtering approach (Hamilton 1989) . The filtering approach utilizes only the information known up to time t to recover a developer's state in period t. The probability that a developer is in state s in period t is given by:
Here,
is the column of the transition matrix   , 1, Q i t t  corresponding to the state s.
is the likelihood of the observed outcome sequence up to time t.
In any given period, a developer can be classified as being in a particular state according to the posterior probability distribution calculated using Equation (5). Figure 3 (a) depicts the over-time trend of the distribution of developers in the three states, where the two curves plot the boundaries that separate the low, medium, and high states. Overall, about 5560% of the developers belong to the low state. The medium state accounts for roughly 2025%, and the remaining developers are in the high state over the time horizon under study. This observation is confirmed in Figure 2 (b), which shows that the state membership average is about 1.6 1.7.
At the individual level (Figure 4) , we find various types of switching behaviors. Some developers move reasonable quickly to the highest state, some take quite some time to make the transition, and others never move to the highest state. One interesting observation from Figure 4 is that once a developer transitions to a state, she stays there for quite some time before transitioning back. One concern regarding our results is the appropriateness of the period length specification. We employed alternative lengths for a period (2 months and 3 months) and re-performed the analysis. These alternate specifications did not produce qualitatively different results. A similar concern could be raised about the construction of Availability variable. We employed several different constructions of this variable (presence in period t or/and t  1, presence in period t or/and t  1 or/and t  2). Though the results for other variables were not substantively different, the use of presence in period t as Availability in Period t provides the better BIC. Another concern could be that some developers dropped out of the projects during the six-year period. In the current model, they will transition to the lowest state and stay there once they have dropped out. This may lead to over-stickiness for the lowest state. To address this concern, we added a fourth state (the drop-out state) in the model and estimated. The results from this estimation are similar to the ones reported in the paper.
Robustness Checks
Limitations and Future Research Directions
There are several limitations, and we do not want to overstate our findings. The latent state concept is an effective method of examining whether participation in code development and peer interactions improves developer productivity and learning, but the latency of the states does not allow us to determine the exact impact of learning activities on each of the latent factors, DK and PKS. Another limitation is that we do not consider the effect of learning from other programming jobs besides the OSS projects on the developers. Future research can also consider how much learning from OSS is transferable to commercial development projects and vice versa. Furthermore, because we are dealing with archival data, we cannot really distinguish whether all developers read threads or not. Our measure of reading threads may in fact be a better indicator of the amount of interaction going on in the project than it is a measure of developers' reading patterns regarding threads.
HMM is based on the notion that the present state of the system contains all the relevant information needed to predict the future in a probabilistic sense. The transition probabilities in our model depend on the current state only and not the prior history. We assumed that the experience gathered in previous
states is all present in the most recent state. We empirically tested whether this assumption is valid for our data, allowing the second-order Markov transition, and found that the states in t-2 don't have statistically significant impacts on state transition. Even though our data showed that the first-order Markov chain is sufficient, this assumption of the property of independence of the past could be a strong assumption. For example, we cannot distinguish the quality or content of learning occurred in the past. If a developer transitions from a higher state to a lower state, she is no different from one who has been in the lower state all the time. She forgot the knowledge and skills that she gained while in the higher state, and her current propensity to code is the same as that of someone who has been in the low state in the past. Finally, a simple replication of our research enriched with more detailed measures of aspects of peer interactions (such as communication network structure and better categorization of threads using text mining techniques) could potentially provide more insights. Each of these limitations represents an exciting area for future research.
Conclusions
In this paper, we develop a dynamic model of developer learning in OSS projects. We consider two modes of learning: coding experience and peer interactions. Publicly available data from CVS repositories and mailing lists are used for model estimation. This allows us to identify three states which are increasing in terms of learning and that are found to lead to progressively higher code contribution probabilities. We also examine the impacts of the two modes of learning on the transitioning of developers between these states. HMM reveals internal structures underlying learning dynamics and identifies the drivers of evolution that accelerate the rate of learning in each state.
Contributions
This study makes several contributions. First, this is the first study that investigates learning in an OSS environment. Second, this is the first study to model dynamics of developer productivity behavior. We have shown that past experience or peer interactions not only affect productivity directly but also shape a developer's code contribution behavior. This modeling framework is a significant addition to the learning curve literature . Our model allows for the segmentation of developers according to their code contribution and learning abilities, which is not possible in the existing learning curve framework. This segmentation provides a tool to help managers to predict developers' subsequent coding productivity for each segment and come up with effective strategies for each segment of developers to maximize learning and contributions. Third, whereas prior research that investigates learning in software development does not account for depreciation in learning, we provide a theoretical basis for this and account for it in our model. Fourth, prior research is silent on the mode of knowledge transfer involved in learning from one's peers, we find that the amount of learning from one's peers in OSS development is a function of the amount of use as well as different aspects of the mode (peer interactions). Finally, the HMM modeling of this study contributes to the development of a theoretically grounded understanding of the learning behavior of individuals. Such a theory and associated findings have important managerial and operational implications for devising interventions to promote learning in a variety of settings.
Managerial Implications
Our results have several implications for attracting and sustaining developer contributions in OSS projects. Our results provide ways in which a project can achieve better learning environment. A project can highlight the learning culture to attract and sustain developers.
Our model can be used by project managers to identify the learning states of developers at any time.
Once a state is identified, the manager can use appropriate learning activity to influence transition to higher states. Our results reveal that once a developer is engaged in a certain behavior, such behavior persists. The skill levels of the developers does not deteriorate quickly but, on the other hand, it is hard to raise their skill levels. This finding sends mixed messages. The positive message implies that a developer with more productive behavior is likely to persist with it without extraordinary effort. The negative message is that a developer engaged in less productive behavior would require significant effort to switch to a more productive behavior. Based on our findings, a manager can devise strategies to help transition the developers to a state that is more conducive to code contributions to the project.
Our findings also reveal that a developer in the high state sustains such behavior by participating in discussions started by others. An investigation of a select sample of threads participated in by developers in the high state revealed that the high state developers were involved in solving others' problems.
Anecdotal evidence also suggests that more advanced developers benefit by helping others to solve interesting and intriguing problems (Raymond and Moen 2006) . When in the low state, developers depend exclusively on their peers to learn. Hence, their code contributions are dependent upon the cooperativeness of their peers. Developers in the low state learn the most by participating in threads started by others. However, there is a subtle difference between the threads participated in by developers in the low and the high states. We found that the threads participated in by developers in the low state were directed toward getting help (compared to a focus on providing help, as was the case for high-state developers) for the same or closely related issues. Managers should help rephrase questions for low state developers to elicit help from higher state developers.
Once the developers states are identified, the within and across state knowledge sharing dynamics can be explored. We found that the threads posted by a developer are most often responded to by the developers in same state. This indicates a state divide, where the developers prefer to communicate with developers with similar skills and knowledge levels. This is unhealthy for the OSS community. A manager should encourage interaction among developers across states. She should encourage developers with higher skill levels and knowledge to respond to questions posted by low state developers or to help low state developers in better framing their questions. Overall, managerial initiative should be directed at ensuring that novice or low and medium state developers receive the help that would ensure their transition to higher states.
