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Abstract
A property of algebraic dependence between two commuting elements is shown to hold in a more general
setting than that in which it has previously been established. Key conditions are identified and some methods
for establishing them are given.
Moreover the class of algebras with a generalised Weyl structure, generalising the so-called Generalised
Weyl Algebras (GWAs) or hyperbolic rings, is introduced and studied. We also present an interesting class
of algebras which are not GWAs but share many of their properties by virtue of their generalised Weyl
structure. For these classes of algebras, centralisers and algebraic dependence are investigated.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Generalised Weyl Algebras; Generalised Weyl structure; Commuting elements; Algebraic dependence
1. Introduction
In the literature on algebraic dependence of commuting elements in the Weyl algebra and its
generalisations—a result which is fundamental for the algebro-geometric method of solving cer-
tain important nonlinear PDEs—one can find at least three different proofs of this fact, each with
its own advantages. The first proof [5] was found by Burchnall and Chaundy in the 1920s and
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in the 1950s, and recently (1990s) a third, more combinatorial method of proof has been found.
Our previous writings on the subject [10,11] have mostly employed the third method of proof,
but a paper [13] prompted us to take a closer look at the second method. We were then struck by
the fact that the proof could be carried out in a much greater generality than what had been done
in the existing literature, and that the more general setting also pointed out several generalisations
of the classical algebras that turn out to have very interesting properties. The plan of this paper is
to first give the generic proofs in full generality, and then take a closer look at particular algebras
where the general results can be applied.
In Section 2 the setting is that of an arbitrary Z-graded algebra, which is really all one needs
to carry out the generic parts of the Amitsur–Bavula proof. The key condition that it hinges upon
is that the algebra has Bounded Dimension Homogeneous Centralisers (BDHC), which is a well-
known property of for example many q-deformed Heisenberg–Weyl algebras [11, Theorem 5.13]
and also the key condition for the combinatorial proof [10]. Most of our original contributions
to the results in this section have gone into refining the proofs so that they do not require any
explicit description (e.g. a vector space basis) of the structure of the algebra, as was the case with
the previously published incarnations of these proofs, but the fact that we allow a bound greater
than 1 on the dimension also seems to be new.
In Section 3 we consider algebras with a generalised Weyl structure (GWS), which is a gener-
alised form of the class of Generalised Weyl Algebras (GWAs) that serve as framework in [3,13].
Although GWS algebras are not necessarily Z-graded, there is a natural candidate for what may
be such a gradation and we give several results linking the conditions of theorems in Section 2
to generic data defining the algebras. In particular it is shown how the BDHC condition can be a
consequence of ergodipotency of an endomorphism that defines the basic commutation relations
in these algebras.
Section 4 turns to the explicit class of GWS algebras D(d), whose defining relations are
AB = (BA)d . Since these do not fit the definition of a GWA algebra, results about GWAs need
not apply, but we find that the behaviour in many ways is similar; in particular we can apply
results in the previous sections to show that commuting elements are algebraically dependent.
We also find embeddings into these algebras of algebras whose defining relations are on the form
xy = yxd or xy = ydx and are thus able to prove algebraic dependence results also for these.
Another interesting aspect of the D(d) algebras is that multiplication by B on the left and A on
the right turns out to behave as a sort of formal d th root when applied to powers of BA. This
generates a large class of elements which can be identified with rational powers of BA and from
that a very slick description of arbitrary elements of D(d).
2. Centralisers in generic Z-graded algebras
Our aim in this section is primarily to prove results on algebraic dependence of commuting
elements, and secondarily to prove other results on centralisers that can be obtained at little extra
cost. The method used is basically that of the Amitsur–Bavula proof, but we have generalised it
a bit and taken care to replace parts of the proof that relied on explicit descriptions of algebra
elements by generic properties. A discussion of exactly how our result compares to those of
previous authors can be found after Theorem 2.6, where we reach the primary aim.
The natural setting in this section is that of a Z-graded algebra A=⊕n∈ZAn over a field K,
but since we in Section 3 will want to work with some things that are not necessarily gradations,
we define the next couple of concepts in the slightly larger generality of a pseudogradation.
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is said to be a pseudogradation of A if
(1) Am ·An ⊆Am+n for all m,n ∈ Z.
(2) A=∑n∈ZAn.
For {An}n∈Z to be a gradation, it is in addition required that this sum is direct, i.e., that A =⊕
n∈ZAn. Define
Cen(α) = {β ∈A | βα = αβ},
Cen(A) =
⋂
α∈A
Cen(α),
Cen(n,α) = {β ∈An | βα = αβ}
for all n ∈ Z and α ∈A. The set Cen(α) (a subalgebra of A) is called the centraliser of α, whereas
Cen(A) is called the centre of A. The set Cen(n,α) is called the n-homogeneous centraliser of α.
The algebra A is said to have l-bounded-dimension homogeneous centralisers, or l-BDHC for
short, if l ∈ N is such that for all n ∈ Z, nonzero m ∈ Z, and nonzero α ∈ Am it holds that
dim Cen(n,α) l.
The reason for excepting m = 0 in the definition of BDHC is that if α ∈A0 then any αk ∈A0
as well and thus dim Cen(0, α) = ∞ in many cases of practical interest. The conclusion in e.g.
Theorem 2.6 may well hold also for α ∈A0, but as a rule of thumb the proof of this has to be a
separate special case (cf. the proof of Theorem 4.14).
In the rest of this section we will only consider graded A. Denote by πn :A→An the projec-
tion of A onto An given by the direct sum A=⊕n∈ZAn. Define χ,χ :A \ {0} → Z through
χ(α) = max{n ∈ Z ∣∣ πn(α) = 0},
χ(α) = min{n ∈ Z ∣∣ πn(α) = 0}
and let χ(0) = −∞ but χ(0) = +∞. An α ∈ A is then homogeneous nonzero if and only if
χ(α) = χ(α). Also define
π(α) = πχ(α)(α) and π(α) = πχ(α)(α)
for all nonzero α ∈A, and set π(0) = π(0) = 0.
Lemma 2.2. The functions χ and χ are additive, i.e.,
χ(αβ) = χ(α) + χ(β), (2.1)
χ(αβ) = χ(α) + χ(β) (2.2)
for all α,β ∈A \ {0}, if and only if A has no zero divisors.
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χ(α + β)max{χ(α),χ(β)}, (2.3)
χ(α + β)min{χ(α),χ(β)}. (2.4)
Also note that these inequalities imply
χ(α + β) = χ(α) if χ(α) > χ(β), (2.5)
χ(α + β) = χ(α) if χ(α) < χ(β). (2.6)
Lemma 2.3. If A does not contain any zero divisors then every invertible element of A must be
homogeneous.
The remaining results in this section are stated with an assumption that χ(α) > 0 for some
α ∈A, but all of them have obvious counterparts where the assumption instead is χ(α) < 0. The
easiest way to prove these mirror results is to replace the gradation {An}n∈Z by the gradation
{A′n}n∈Z where A′n = A−n for all n ∈ Z, since this (amongst other things) replaces χ by −χ
throughout.
Lemma 2.4. Let α ∈A be arbitrary such that m = χ(α) > 0. If A has l-BDHC and there are no
zero divisors in A then π(α) is invertible or χ(β) 0 for all β ∈ Cen(α) \ {0}.
Proof. Assume that there is some β ∈ Cen(α) which has χ(β) = −n < 0. Then χ(βmαn) =
mχ(β) + nχ(α) = 0 and hence γ = π0(βmαn) = 0. By expanding πm−n([α,β]) one finds that
[πm(α),π−n(β)] = 0 and a similar expansion of π0(βmαn) leads to γ = π−n(β)mπm(α)n. Hence
γ ∈ Cen(0,πm(α)).
Since there are no zero divisors in A, the linear map
δ 	→ γ δ : Cen(0,πm(α))→ Cen(0,πm(α))
is injective. By l-BDHC the set Cen(0,πm(α)) is finite-dimensional, and hence the multi-
plication by γ map must be a bijection. In particular there must be some element which it
maps to 1, but then that element will be a multiplicative inverse of γ , i.e., γ−1 exists. Hence
γ−1π−n(β)mπm(α)n = 1 and thus γ−1π−n(β)mπm(α)n−1 is the required inverse of πm(α). 
Lemma 2.5. Assume A has l-BDHC and that there are no zero divisors in A. If α ∈ A \ A0
has χ(α) = m > 0 and π(α) is not invertible in A then there exist a finite K[α]-module basis
{β1, . . . , βk} for Cen(α), the elements of which satisfy
χ
(
k∑
i=1
ϕiβi
)
= max
1ik
(
χ(ϕi) + χ(βi)
) (2.7)
for all ϕ1, . . . , ϕk ∈K[α]. Furthermore the number of elements k in this basis is at most lm.
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remainder modulo χ(α) (Theorem 2.8, claim 1), and in that case (2.7) follows immediately. That
trick will however not work in the l-BDHC case for l > 1.
Proof. By Lemma 2.4 there are no β ∈ Cen(α) \ {0} with χ(β) < 0. Construct a sequence
β1, β2, . . . ∈ Cen(α) by picking the identity 1 as β1 and then inductively choosing βk+1 ∈ Cen(α)
such that χ(βk+1) is minimal under the restriction that βk+1 must not be in the K[α]-linear span
of {β1, . . . , βk}. It will be shown below that this sequence terminates after a finite number of
elements, but for now it must be treated as possibly infinite.
The first order of business is to show that (2.7) holds. This is done by induction on n =
max1ik(χ(ϕi)+χ(βi)). The minimal possible value of n is 0, and since no element of Cen(α)
has negative χ it follows that equality holds in this case. This constitutes the base for the induc-
tion.
For the induction step, assume (2.7) holds whenever the right-hand side is strictly less than n.
It is sufficient to verify (2.7) for cases where χ(ϕk)+χ(βk) = n, since other cases can be reduced
to this by dropping terms using (2.5). If ϕk ∈K then χ(βk) = n and it follows from the fact that
βk was picked for the sequence β1, β2, . . . that χ(
∑k
i=1 ϕiβi) n, as
∑k
i=1 ϕiβi would otherwise
have been picked instead; (2.7) holds. If ϕk ∈K[α]\K then χ(βk) < n and consequently χ(βi) <
n for all i = 1, . . . , k. Let r1, . . . , rk ∈ K and ξ1, . . . , ξk ∈ K[α] be such that ϕi = αξi + ri for
i = 1, . . . , k. By (2.5) and (2.1),
χ
(
k∑
i=1
ϕiβi
)
= χ
(
k∑
i=1
αξiβi +
k∑
i=1
riβi
)
= χ
(
α
k∑
i=1
ξiβi
)
= m+ χ
(
k∑
i=1
ξiβi
)
and similarly max1ik(χ(ϕi) + χ(βi)) = m + max1ik(χ(ξi) + χ(βi)). It is an instance of
the induction hypothesis that
χ
(
k∑
i=1
ξiβi
)
= max
1ik
(
χ(ξi) + χ(βi)
)
,
and this completes the induction step. (2.7) has now been proved.
The next step is to show that if χ(βi) = χ(βj ) for some i  j then j − i < l. Since every
βk ∈ Cen(α), π(βk) ∈ Cen(π(α)), and in particular for n = χ(βi) it follows that π(βi), . . . ,
π(βj ) are linearly independent elements of Cen(n,π(α)). By l-BDHC this implies that there
are at most l of them, and thus the difference in index has to be strictly less than l. Conversely,
if βi and βj have both been defined and i + kl  j then χ(βi) + k  χ(βj ). Hence either the
sequence of βk terminates or the sequence χ(βk) is unbounded from above, and in both cases
the βk span Cen(α) as a K[α]-module because the sequence picks up all elements of a given χ
before it proceeds to the next.
The final step is to show that the sequence of βk contains at most lm elements. Let Kn be
the set of all indices k such that χ(βk)  n and χ(βk) ≡ n (mod m). Pick some n ∈ N and let
δi = α(n−χ(βi ))/mβi for all i ∈ Kn. Then χ(δi) = n for all i ∈ Kn and thus χ(∑i∈Kn riδi) = n for
all {ri}i∈Kn ⊆ K that are not all zero. This implies that {π(δi)}i∈Kn is K-linearly independent.
Since furthermore dim Cen(n,π(α))  l by l-BDHC and π(δi) ∈ Cen(n,π(α)), it follows that
|Kn| l. Observe that Kn ⊆ Kn+m ⊆ Kn+2m ⊆ · · · for any n ∈ N. The set ⋃n∈N Kn thus has a
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more than l elements each. Hence |⋃n∈N Kn| lm. 
Theorem 2.6. Assume A has l-BDHC and that there are no zero divisors in A. If α ∈ A \ A0
and β ∈ A are such that αβ = βα, χ(α) > 0, and π(α) is not invertible in A then there exists
a nonzero polynomial P in two commuting variables and with coefficients from K such that
P(α,β) = 0.
Proof. By Lemma 2.5, there is a sequence of k elements (for some positive integer k) which
span Cen(α) as a K[α]-module. Hence the sequence β0, β1, . . . , βk of k + 1 elements in Cen(α)
must have a K[α]-linear dependence, i.e., there exists P0, . . . ,Pk ∈K[x], not all zero, such that∑k
i=0 Pi(α)βi = 0. Then the sought polynomial is P(x, y) =
∑k
i=0 Pi(x)yi . 
In the bibliographical discussion, we will start with what has formally been claimed. Then
the above theorem is probably a bit more general than the corresponding result of Amitsur [1,
Corollary 2], although the two are not logically comparable as neither setting is a special case
of the other; Amitsur considers an algebra with an formal derivation operator and makes use
of the corresponding filtration, but this algebra is in general not graded. Bavula [3] does not
state a result on algebraic dependence as such, but he states several results on centralisers that
get pretty close and in particular his Theorem 7 [3, p. 89] includes the sufficient claim from
Lemma 2.5 that Cen(α) is a free K[α]-module of finite rank, so we will compare the conditions
for this result instead. In this case the present result constitutes a vast generalisation, as we
do not assume the base field K to be algebraically closed and of characteristic zero, do not
assume the algebra A to be a GWA (see Definition 3.1), and even if it is so do not require
its spine to be the univariate polynomial algebra K[H ] and the defining automorphism on this
spine to satisfy σ(H) = H + 1. (Technically, Bavula writes σ(H) = H − 1 but that change just
corresponds to switching places between the Weylian generators.) Finally, when Mazorchuk [13]
generalised Bavula’s result he too dropped the conditions on the field and generalised the form
of the automorphism to σ(H) = qH + 1 for suitable q ∈K, but he kept the conditions about A
being a GWA and the structure of the spine. Such is the formal state of the matter.
If one instead considers what the methods in each paper can do then one gets a different
picture, especially with respect to Bavula’s work. After using the GWA structure, spine structure,
characteristic zero, and choice of automorphism to establish 1-BDHC in [3, Lemma 7.2], there
are actually very few references to other properties of the algebra in the rest of the proof of [3,
Theorem 7], so it works in much greater generality than the context may lead one to expect.
This discrepancy in itself is in our opinion a good reason to repackage the proof with a general
claim, so that other authors may refer to it directly rather than to some unwritten modification
of the proof. Our contribution here is however not only such a repackaging, we also extend
the argument to cover l-BDHC algebras for l > 1. A trivial application of this extension is the
following tweaking of the above theorem.
Remark 2.7. If A is a K-algebra which has l-BDHC and K is a degree d extension of some
field L, then A is also an L-algebra and has dl-BDHC over L. Applying Theorem 2.6 with L
instead of K one then finds that the coefficients in P can just as well be picked from L—there
will for commuting α,β ∈A as specified above be a nonzero polynomial P ∈ L[x, y] such that
P(α,β) = 0. In particular, if a straighforward application of Theorem 2.6 for K = C tells you
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tells you that there is also some such polynomial where all coefficients are real.
On the other hand, most of the steps in Bavula’s proof are present also in Amitsur’s proof, so
it is not the general outline that is Bavula’s contribution—rather, it seems to be the idea to use a
gradation as additional structure in the algebra. For the particular objects Bavula studies (GWAs)
it would probably have been possible to continue to use the same filtration as Amitsur (implicitly,
in that he speaks of leading coefficients and degree in the derivation operator) used, but for an
extension to the GWS algebras of the next section this switch to a gradation is essential; there
is always a natural candidate (Definition 3.4) for the gradation, whereas the D(d) algebras of
Section 4 do not have a counterpart of the filtration Amitsur used when d > 1, as the defining
identity AB = (BA)d makes it impossible to speak of “degree in A” or “degree in B .” Bavula’s
use of a gradation has thus turned out to be provident for our further development.
A few more remarks may be in order. First, Amitsur [1] cites Flanders [8] for having proved
the same thing as he does in a less elementary manner; we have not be able to check how much
of the methods that are the same. Second, Bavula [3] cites Dixmier [7] for some proofs; we
have not been able to check whether the gradation was used also by the latter, but suspect the
contrary to be more likely. Third, neither Amitsur nor Bavula aims primarily at proving things
about pairs of commuting elements; their focus is rather on proving things about centralisers.
The main theorem is then the following result, the proof of which we include here mostly for
completeness of presentation and the reader’s convenience.
Theorem 2.8. Assume A has 1-BDHC and that there are no zero divisors in A. If α ∈ A \A0
has χ(α) = m > 0 and π(α) is not invertible in A then:
(1) The K[α]-module Cen(α) has a finite basis {βg}g∈G, where G is a subgroup of Zm = Z/mZ
and χ(βg) ∈ g for all g ∈ G.
(2) The cardinality of the basis {βg}g∈G of Cen(α) divides m.
(3) Cen(α) is a commutative subalgebra of A.
Proof. By Lemma 2.5 for l = 1 there is a finite K[α]-module basis {β ′i}ki=1 of Cen(α), where
k m.
Let i and j be arbitrary such that χ(β ′i ) χ(β ′j ) and χ(β ′i ) ≡ χ(β ′j ) (mod m). Let γj = π(β ′j )
and γi = π(β ′iα(χ(β
′
j )−χ(β ′i ))/n). Clearly γi, γj ∈ Cen(χ(β ′j ),π(α)) and thus they are linearly
dependent. This would however contradict (2.7) if i = j , and hence i = j . It follows that no
two of these β ′i have the same χ modulo m, and thus there is a subset G of Zm and a sequence{βg}g∈G such that |G| = k and β ′i = βg if χ(β ′i ) ∈ g.
To see that G is a group it suffices (since Zm ⊇ G is a finite cyclic group) to verify that G
is closed under addition. Let g,h ∈ G be arbitrary and consider βgβh ∈ Cen(α). Since {βi}i∈G
is a K[α]-module basis of Cen(α) there exist {ϕi}i∈G ⊆ K[α] such that βgβh =∑i∈G ϕiβi . It
follows that
g + h ≡ χ(βg) + χ(βh) = χ(βgβh) = max
i∈G
(
χ(ϕi) + χ(βi)
)≡ χ(βj ) ≡ j (mod m)
for some j ∈ G, which demonstrates that G is closed under addition. It follows that the size of
G divides m = |Zm|, since every subgroup of Zm has that property.
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ment and let E be the subalgebra of A that is generated by α and βg . This is clearly a commutative
subalgebra containing α and thus it is a subset of Cen(α); in fact a sub-K-vector space. Hence the
quotient Cen(α)/E is a K-vector space as well. This quotient is furthermore finite-dimensional,
because if γ ∈ Cen(α) has χ(γ )  |G| · χ(βg) then there exist i < |G| and j ∈ N such that
χ(βigα
j ) = χ(γ ) and thus by 1-BDHC, γ = rβigαj + γ ′ for some r ∈ K and γ ′ ∈ Cen(α) with
χ(γ ′) < χ(γ ). The space E and the centraliser Cen(α) are both closed under multiplication by an
element of K[α], and hence multiplication by such an element is an action of K[α] on Cen(α)/E.
However since this quotient is finite-dimensional its endomorphism ring is finite-dimensional
too, whereas the algebra K[α] which the action maps into this endomorphism ring is not. Hence
there exists some nonzero ϕ ∈ K[α] which acts on Cen(α)/E by mapping the whole of it to 0.
Back in Cen(α) this implies that ϕ has the property that ϕγ ∈ E for all γ ∈ Cen(α).
Now let γ1, γ2 ∈ Cen(α) be arbitrary. Since E is commutative it follows that ϕ2γ1γ2 = ϕγ1 ·
ϕγ2 = ϕγ2 · ϕγ1 = ϕ2γ2γ1, and thus γ1γ2 = γ2γ1 since no element of A is a zero divisor. By the
arbitrariness of γ1 and γ2, the centraliser Cen(α) must be commutative in its entirety. 
Note that the proof of Theorem 2.8 makes use of 1-BDHC in several places, even though the
characterisation in Lemma 2.5 of Cen(α) as a free K[α]-module of finite rank manages with
l-BDHC. Clearly the first two claims of Theorem 2.8 stand little chance of surviving such a
generalisation, but what about the claim that Cen(α) is commutative? The next example shows
that this may fail as well.
Example 2.9. There exist 2-BDHC algebras where none of the claims of Theorem 2.8 hold. One
easy example is
A= R〈A,B, I ∣∣AB − (q0 + q1I )BA = 1, AI = −IA, BI = −IB, I 2 = −1〉
for some q0, q1 ∈ R, which is Z-graded with A ∈ A−1, B ∈ A1, and I ∈ A0. We will identify
the subalgebra R + IR generated by I with C, so that we may regard the combined parameter
q = q0 +q1I as a complex number. Note that while A (like the familiar q-deformed Heisenberg–
Weyl algebra) can be regarded as a complex vector space with basis {BkAl}k,l∈N, it is not a
C-algebra, since the imaginary unit I does not commute with for example A. As a real vector
space, the corresponding basis is {BkAl, IBkAl}k,l∈N.
To see that A is not 1-BDHC it suffices to observe that 1, I ∈ Cen(0,B2). To see that Cen(B2)
is not commutative, it similarly suffices to observe that B, I ∈ Cen(B2). The proof that A is 2-
BDHC for suitable q is less trivial, but can be carried out in the same way as for the q-deformed
Heisenberg–Weyl algebra. Sketching the highlights, the leading term of BiAj ·BkAl with respect
to the C-basis {BkAl}k,l∈N has the form qmq¯nBi+kAj+l where m + n = jk, so if the leading
terms of rBiAj · sBkAl and sBkAl · rBiAj are to be equal (as they have to be if rBiAj and
sBkAl are the leading terms of two commuting elements) then it must at least hold that |q|jk =
|q|il . For e.g. |q| > 1 this implies jk = il, which is precisely the relation between exponents of
leading terms of commuting elements which is used in e.g. [10, Section 4] to put a bound on the
dimension of the homogeneous centraliser. The bound comes out as 2 rather than 1 because there
is IBkAl as well as BkAl .
Finally, it should be observed that while a homogeneous α that is invertible surely violates
the conclusion of Lemma 2.5 and thus demonstrates that the condition about π(α) not being
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are algebras A which satisfy the conclusion in this theorem (as one can carry out the com-
binatorial proof from [10,11]) even though all homogeneous elements are invertible. A trivial
example of this is provided by the Laurent polynomials A = K[x, x−1], graded so that x ∈ A1
and x−1 ∈A−1.
3. Generalised Weyl structure algebras
The results in the previous section give a condition for algebraic dependence of (some) com-
muting elements that is valid in the generality of a graded algebra, but this BDHC condition is
rather distant from what may be apparent in the definition of an algebra. In this section we give
a result that can bridge this gap for a large class of algebras of practical interest, in particular for
the so-called Generalised Weyl Algebras.
Definition 3.1. (See Bavula [2,3].) Let a unital algebra R, some pairwise commuting algebra
automorphisms σ1, . . . , σn :R → R, and an equal number of elements C1, . . . ,Cn ∈ Cen(R) be
given. The Generalised Weyl Algebra (or GWA for short) W defined by these data is what one
gets by adjoining to R another 2n generators {Ai,Bi}ni=1 that are subject to the relations
Aiγ = σi(γ )Ai, γBi = Biσi(γ ), for all γ ∈R, (3.1a)
BiAi = Ci, AiBi = σi(Ci), (3.1b)
AiAj = AjAi, BiBj = BjBi, (3.1c)
AiBj = BjAi, if i = j, (3.1d)
for all i, j = 1, . . . , n (and only what follows from these relations).
In [14,15], GWAs are called hyperbolic algebras or rings. Such algebras have also been studied
in [4,6,9,16].
As an easy example of the GWA concept, one may consider how to define the q-deformed
Heisenberg–Weyl algebra
H(q) =K〈A,B | AB − qBA = 1〉
within this formalism: let R=K[C1] (polynomials in one variable) and define σ1 by σ1(C1) =
qC1 + 1; then A = A1 and B = B1 while AB = σ1(C1) = qC1 + 1 = qBA+ 1. More examples
can be found in [3], including one which describes the universal enveloping algebra of the Lie
algebra sl(2) as a GWA, exercising a bit more of the freedom available in the choice of R and σ1.
While Definition 3.1 constructs the GWA in one go, it is also possible to do this incrementally,
by adding one pair {Ai,Bi} of elements at a time. More concretely, let W′ be the subalgebra of the
above W that is generated by R∪ {Ai,Bi}n−1i=1 . Then there exists an automorphism σ ′ :W′ →W′
that is specified by σ ′(γ ) = σn(γ ) for all γ ∈ R, σ ′(Ai) = Ai for all i = 1, . . . , n − 1, and
σ ′(Bi) = Bi for all i = 1, . . . , n − 1. Furthermore
Anγ = σ ′(γ )An, γBn = Bnσ ′(γ ) for all γ ∈W′, (3.2a)
BnAn = Cn, AnBn = σ ′(Cn), (3.2b)
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that we wish to examine is what happens if σ is no longer required to be an automorphism, but
instead can be just any endomorphism. In order to reduce the notational clutter, we prefer to
pattern our definition on the incremental description of a GWA.
Definition 3.2. Let A be an associative unital K-algebra. Let R⊆A be a unital subalgebra of A,
and let an algebra endomorphism σ :R → R be given. Then the algebra A is said to have a
generalised Weyl structure (GWS) hung on the spine R if there are elements A,B ∈A \R such
that A is generated by R∪ {A,B} and
Aγ = σ(γ )A for all γ ∈R, (3.3)
γB = Bσ(γ ) for all γ ∈R, (3.4)
AB ∈R, (3.5)
σn(AB)γ = γ σn(AB) for all γ ∈R and n ∈ N. (3.6)
The distinguished elements A and B are called the Weylian generators of the algebra.
The only part of Definition 3.2 that is not immediate from Definition 3.1 is (3.6), but that too
follows rather quickly. The key observation is that the σ of a GWA is an automorphism and thus
maps central elements to central elements. This implies that not only AB = σ(C) is a central
element in R, but also any iterated image of it σn(AB) has to be central, which is precisely what
(3.6) claims.
From the above it is clear that every GWA W has a generalised Weyl structure hung on the
spine W′, and if n > 1 then W′ also has a GWS hung on some spine W′′, and so on all the
way down to the GWA spine R. Hence there is no loss of generality from only having one pair
of generators in the GWS definition, and one gains considerably in simplicity for algebras with
only one pair of Weylian generators.
Example 3.3. Our main example of a GWS algebra that is not a GWA is
D(d) =K〈A,B ∣∣AB = (BA)d 〉
for d  2, as discussed in Section 4. The spine R is in this case the unital subalgebra generated
by BA, and as it happens R∼=K[x] as an algebra; σ is the endomorphism sending BA to (BA)d .
Since the endomorphism σ :K[x] →K[x] which satisfies σ(x) = xd is not surjective, it follows
that this is not a GWA.
Another example, which actually turns out to have a simpler basis structure, is the algebra
K
〈
A,B,E
∣∣∣AE = A, EB = B, AB − qBA = E2 + q24 (BA)2
〉
where q ∈ K is arbitrary and K must have characteristic = 2. The subalgebra generated by
C = E + q2BA again turns out to be isomorphic to K[x], and works as a spine with σ defined by
σ(C) = q C2 + 1.2
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Weyl structure hung on a spine R.
Definition 3.4. For any algebra A with a generalised Weyl structure, let {An}n∈Z be the family
of subspaces defined by
An =
∑
k,l∈N
k−l=n
Bk ·R · Al (3.7)
where R is the spine and A and B are the Weylian generators as above. In particular note that
A ∈A−1, B ∈A1, and R⊆A0.
The relations in Definition 3.2 yield by induction the following useful formulae.
Lemma 3.5. For all n ∈ N and γ ∈R,
Anγ = σn(γ )An, (3.8)
γBn = Bnσn(γ ), (3.9)
AnBn = σn−1(AB) · · · · · AB =
n−1∏
l=0
σ l(AB) ∈R. (3.10)
Furthermore for all i, j, k, l ∈ N and γ, δ ∈R,
BiγAj · BkδAl =
{
Biγ ·∏j−1r=j−k σ r(AB) · σ j−k(δ)Al+j−k if j  k,
Bi+k−j σ k−j (γ ) ·∏k−1r=k−j σ r (AB) · δAl if j < k. (3.11)
Lemma 3.6. The family {An}n∈Z is a pseudogradation of A. Furthermore An = Bn · A0 and
A−n =A0 · An for all n ∈ N.
Proof. That Am · An ⊆ Am+n for all m,n ∈ Z follows from (3.11), since for any i, j, k, l ∈ N
and γ, δ ∈R such that i − j = m and k− l = n, the right-hand side of that equation is an element
of Am+n.
Next the subset
∑
n∈ZAn of A by the above is closed under multiplication, while it by de-
finition is closed under addition and multiplication by a scalar. Hence it is a subalgebra of A.
As it contains all the generators A ∈ A−1, B ∈ A1, and R ⊆ A0 of A, it must by definition of
generalised Weyl structure be the whole of A. Thus {An}n∈Z is a pseudogradation. For the two
final claims, it suffices to observe that BkγAl = Bk−l · BlγAl ∈ Bk−l ·A0 when k − l > 0 and
BkγAl = BkγAk · Al−k ∈A0 · Al−k when k − l < 0. 
Remark 3.7. If there exists an algebra A with generalised Weyl structure hung on the spine R,
then there also exists a generalised Weyl structure algebra A′ with spine R′ ∼=R that (after trans-
portation over the isomorphism) has the same endomorphism σ and identification of AB with
an element of R, and in addition has the property that {A′n}n∈Z is a gradation. The way to prove
this is simply to reinterpret the axioms of GWS as defining relations for the algebra A′ and then
observe that they all respect the wanted gradation.
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sided ideal in the free associative algebra K〈X〉 that is generated by ab − cAB , acγ − cσ(γ )a,
cγ b − bcσ(γ ), cγ + cδ − cγ+δ , cγ cδ − cγ δ , and rcγ − crγ for all γ, δ ∈ R and r ∈ K. Then I
is in the kernel of the homomorphism φ :K〈X〉 → A that satisfies φ(a) = A, φ(b) = B , and
φ(cγ ) = γ for all γ ∈ R; hence A′ = K〈X〉/I is a unital algebra. That A′ satisfies the GWS
axioms for being hung on the spine R′ = {cγ + I}γ∈R is obvious from the construction. That A′
is Z-graded follows from the observation that I is homogeneous with respect to the gradation of
K〈X〉 which assigns degree 1 to b, degree −1 to a, and degree 0 to all other elements of X.
Lemma 3.8. Unless A and B are both zero divisors, there exists a linear map σˆ :A0 →A0 which
satisfies
σˆ
(
BkγAk
)= {σ(γ ) if k = 0,
Bk−1σk−1(AB)γAk−1 if k > 0 (3.12)
for all k  0 and γ ∈R.
Proof. The general expression for an element of A0 is
∑n
k=0 BkγkAk with γ0, . . . , γn ∈R. From
combining (3.12) with linearity, it follows that σˆ should map this sum to
σ(γ0) +
n∑
k=1
Bk−1σk−1(AB)γkAk−1 = σ(γ0) + AB
n∑
k=1
Bk−1γkAk−1,
and thus σˆ is well defined if the latter sum is 0 whenever
∑n
k=0 BkγkAk = 0. From multiplication
by A on the left, one finds that
0 = A
n∑
k=0
BkγkA
k = Aγ0 + A
n∑
k=1
BkγkA
k
= σ(γ0)A + AB
n∑
k=1
Bk−1γkAk−1 · A =
(
σ(γ0) + AB
n∑
k=1
Bk−1γkAk−1
)
A
and similarly from multiplication by B on the right
0 = B
(
σ(γ0) +
n∑
k=1
Bk−1σk−1(AB)γkAk−1
)
.
Hence, unless A and B are both zero divisors, σ(γ0) + AB∑nk=1 Bk−1γkAk−1 = 0 and σˆ is
well-defined. 
Lemma 3.9. If there is a linear map σˆ :A0 →A0 which satisfies (3.12) for all k  0 and γ ∈R,
then this map is an algebra endomorphism on A0 which additionally satisfies σˆ (BA) = AB ,
Aγ = σˆ (γ )A, (3.13)
γB = Bσˆ (γ ) (3.14)
for all γ ∈A0.
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to do this for elements on the form BkγAk where γ ∈R. Define sn = σn(AB) for all n ∈ N. Then
by Lemma 3.5, for any β,γ ∈R it follows for k > l > 0 that
σˆ
(
BkβAk
) · σˆ (BlγAl)= Bk−1sk−1βAk−1Bl−1sl−1γAl−1
= Bk−1sk−1βAk−l · Al−1Bl−1 · sl−1γAl−1
= Bk−1sk−1βAk−l ·
l−2∏
i=0
si · sl−1γAl−1
= Bk−1sk−1β · σk−l
(
l−1∏
i=0
si · γ
)
Ak−1
= σˆ
(
Bkβ · σk−l
(
l−1∏
i=0
si · γ
)
Ak
)
= σˆ
(
BkβAk−l ·
l−1∏
i=0
si · γAl
)
= σˆ (BkβAk−l · AlBl · γAl)= σˆ (BkβAk · BlγAl),
and similarly for l  k > 0 that
σˆ
(
BkβAk
) · σˆ (BlγAl)= Bk−1sk−1βAk−1Bl−1sl−1γAl−1
= Bk−1sk−1β · Ak−1Bk−1 · Bl−ksl−1γAl−1
= Bk−1sk−1β ·
k−2∏
i=0
si · Bl−ksl−1γAl−1
= Bl−1sl−1σ l−k
(
β
k−2∏
i=0
si
)
sl−1γAl−1
= σˆ
(
Bl · σ l−k
(
β
k−2∏
i=0
si · sk−1
)
γAl
)
= σˆ
(
Bk · β
k−1∏
i=0
si · Bl−kγAl
)
= σˆ (BkβAkBk · Bl−kγAl)= σˆ (BkβAk · BlγAl).
That σˆ furthermore satisfies the commutation relations is likewise a matter of straightforward
calculations, as it holds for any γ ∈R and k > 0 that
A · BkγAk = AB · Bk−1γAk = Bk−1σk−1(AB)γAk−1 · A = σˆ (BkγAk) · A,
BkγAk · B = BkγAk−1 · AB = Bkγ σk−1(AB)Ak−1
= B · Bk−1σk−1(AB)γAk−1 = B · σˆ (BkγAk). 
Theorem 3.10. Let A be an algebra with a generalised Weyl structure such that {An}n∈Z is a
gradation. Then A has no zero divisors if and only if all of the following hold:
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(2) AB = 0.
(3) The map J :A0 →A0 defined by J (γ ) = BγA is injective.
(4) σˆ :A0 →A0 is injective.
Proof. With exception for the condition about σˆ , it is easy to see that the conditions are neces-
sary, and if σˆ maps some α ∈A0 to zero then by Lemma 3.9, αB = Bσˆ (α) = 0.
Conversely assume all conditions except that about A0 not having any zero divisors hold, and
let α,β ∈ A \ {0} be such that αβ = 0. Then in particular π(α)π(β) = 0, and by writing π(α)
and π(β) as a product of an element of A0 and a power of A or B it is possible to exhibit a zero
divisor in A0. The calculations for this are (using Lemmas 3.5 and 3.9) straightforward but a bit
tedious as each combination of signs of χ(α) and χ(β) leads to a different case, so we only show
one case here.
If m = χ(α) 0 and n = χ(β) 0 then there exist α′, β ′ ∈ A0 such that π(α) = Bmα′ and
π(β) = Bnβ ′. Hence 0 = Bmα′ · Bnβ ′ = Bm+nσˆ n(α′)β ′. Observe that the map Lm+n :A0 →
Am+n defined by Lm+n(γ ) = Bm+nγ is injective, since Lm+n(γ )Am+n = Bm+nγAm+n =
Jm+n(γ ). Thus σˆ n(α′)β ′ = 0 while σˆ n(α′) and β ′ both are nonzero.
The condition AB = 0 comes into play only in the case that χ(α) < 0 and χ(β) > 0. 
When a GWS algebra A is known not to have zero divisors, the next lemma gives an easy con-
dition to test for the existence of homogeneous invertible elements. This is useful when seeking
to apply Lemma 2.5.
Lemma 3.11. Assume A has no zero divisors. If some α ∈Am with m > 0 is invertible in A, then
B is invertible as well. If some α ∈Am with m < 0 is invertible in A, then A is invertible as well.
For our final result on GWS algebras in general, we observe that the method Mazorchuk used
in [13] to establish 1-BDHC for q-deformed Heisenberg algebras does carry over to more general
GWS algebras; by refining this result we pay our homage to the man who called our attention to
the Amitsur–Bavula proof. The particular condition on σˆ is a bit curious, but also interesting as
it suggests a connection to dynamical systems.
Definition 3.12. Let B be a unital K-algebra and σ :B → B a map. Then σ is said to be er-
godipotent if the fact that σn(α) = α for some n > 0 and α ∈B implies that α ∈K (i.e., such an
element α must be a scalar multiple of the multiplicative identity in B).
An easy example of an ergodipotent endomorphism σ of B = K[x] is that which has
σ(x) = x2, since this implies degσ(α) = 2 degα for all α ∈ B; a solution to α = σn(α) must
have degα = degσn(α) = 2n degα and thus degα = 0.
Ergodipotency is related to the concept of ergodic map, which in short is the property that a set
invariant under this map has to be either the whole space or the empty set; in particular ergodicity
rules out the possibility of any fixed points of the map. As a map c from a space X into itself by
c∗(f )(x) = f (c(x)) for all x ∈ X gives rise to a homomorphism c∗ of the algebra of functions
on that space, it is natural to consider such algebraic counterparts of the geometric ergodicity
property, especially since they stand a better chance of fitting into the framework of noncommu-
tative geometry. Since homomorphisms like c∗ necessarily must leave all scalars (corresponding
to constant functions) fixed, there is no harm in allowing the same for ergodipotent maps.
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of fractions of A0 then A has 1-BDHC.
Proof. Let n > 0 and consider an arbitrary nonzero α ∈An. Let m 0 and β1, β2 ∈ Cen(m,α) \
{0} be arbitrary. Let α′, β ′1, β ′2 ∈ A0 be elements for which α = Bnα′, β1 = Bmβ ′1, and β2 =
Bmβ ′2. It follows that
Bn+mσˆm(α′)β ′i = Bnα′ · Bmβ ′i = Bmβ ′i · Bnα′ = Bn+mσˆ n
(
β ′i
)
α′,
and hence σˆ m(α′)β ′i = σˆ n(β ′i )α′. From dividing the i = 1 equation by the i = 2 equation, it
follows that
β ′1
β ′2
= σˆ
n(β ′1)
σˆ n(β ′2)
= σˆ n
(
β ′1
β ′2
)
and thus by the ergodipotency of σˆ , it follows that β ′1/β ′2 ∈ K ⊆ A0. This has established that
two arbitrary elements of Cen(m,α) are linearly dependent.
For β1, β2 ∈ Cen(−m,a) with m > 0 it suffices to observe that αmβ1, αmβ2 ∈ Cen((n −
1)m,α) are linearly dependent by the above, since a nontrivial solution (r1, r2) ∈ K2 to 0 =
r1αmβ1 + r2αmβ2 = αm(r1β1 + r2β2) is also a solution to r1β1 + r2β2 = 0.
Finally, for n < 0 one factorises instead α = α′A−n and βi = β ′iA−m, then proceeds as above
with the obvious modifications. 
The 2-BDHC algebra A of Example 2.9 has a GWS for which the spine R is the subalgebra
generated by BA and I . σ satisfies σ(BA) = qBA + 1 and σ(I) = −I , which uniquely defines
it since R∼= C[x] and σ is an R-algebra endomorphism. It turns out A0 = R and A has no zero
divisors if q = 0, but A fails the ergodipotency condition of Theorem 3.13 since σ 2(I ) = I .
4. Power endomorphism algebras
In this section, we study a concrete example of an algebra which fits the GWS definition of the
previous section but not the more restrictive definition of a GWA, the difference being that the
defining endomorphism σ is not an automorphism. More precisely we consider the case where
the initial ring R is the polynomial ring K[C] in one variable C over some arbitrary field K and
σ(C) = Cd with AB = σ(C) and BA = C. This can be modelled as an algebra D(d) with two
generators A and B satisfying the relation AB = (BA)d , but we have found it more useful to
give the distinguished element C the same weight in the construction as the Weylian generators.
Definition 4.1. Given a field K consider the free associative algebra K〈a,b, c〉. Choose an integer
d > 1 and let I(d) be the two-sided ideal in this free algebra which is generated by ba − c,
ab − cd , cb − bcd , and ac − cda. Define D(d) to be the quotient K〈a,b, c〉/I(d) and denote
a + I(d), b + I(d), and c + I(d) by A, B , and C respectively.
It is clear from the definition that the relations
BA = C, AB = Cd, CB = BCd, AC = CdA (4.1)
32 L. Hellström, S.D. Silvestrov / Journal of Algebra 314 (2007) 17–41hold in D(d). More generally, for any polynomial P ∈K[x] it holds that
P(C) · B = B · P (Cd) and A · P(C) = P (Cd) · A (4.2)
and thus the unital subalgebra R of D(d) that is generated by C fits the conditions for being
the GWS spine of D(d). The defining endomorphism σ :R → R acts as σ(C) = Cd , or more
generally σ(P (C)) = P(Cd).
Next consider the Z-gradation {Fn}n∈Z such that a ∈ F−1, b ∈ F1, and c ∈ F0 of the free al-
gebra K〈a,b, c〉. Define Dn(d) = {α + I(d) | α ∈ Fn} for n ∈ Z. Since ba − c,ab − cd ∈ F0,
cb − bcd ∈ F1, and ac − cda ∈ F−1, the ideal I(d) is homogeneous with respect to the grada-
tion {Fn}n∈Z, and consequently {Dn(d)}n∈Z is a gradation of D(d). This gradation obviously
coincides with the pseudogradation that by Lemma 3.6 exists for arbitrary GWS algebras, since
the generating elements A, B , and C have the same degrees in both cases. Among other things
this implies by Lemma 3.9 that σ can be extended to an endomorphism on the whole of D0(d),
although the characterisation in Theorem 4.10 below gives a more straightforward formula for
this extension.
4.1. Basis structure
A clear difference to the q-deformed Heisenberg algebras H(q) is that the set {BkAl}k,l∈N
does not span the algebra D(d). Among other things this means that the writing of arbitrary H(q)
elements as
∑n
l=0 Pl(B)Al for some polynomials {Pl}nl=0, which is a common practice, will not
work for D(d). We therefore need to seek some other set of short products that span D(d); this
is where introducing C as a generator turns out to be useful.
Consider in what ways one might be able to simplify a product of A, B , and C. It is clear from
(4.1) that an A next to a B can always be rewritten as a power of C, so a set of products spanning
D(d) need not contain any where A and B are adjacent. (4.1) furthermore makes it clear that
a C to the left of a B or right of an A can always be moved to the other side of it. This leaves
us with the products on the form BkCmAl that apparently span D(d) and certainly constitute a
small enough family to be useful. It is however not a linearly independent set if one allows all
(k, l,m) ∈ N3, since for example
BCndA = BC(n−1)dAC = · · · = BACn = Cn+1 (4.3)
for all n ∈ N, but as it turns out this is the only additional dependence between such products.
Theorem 4.2. The set
{
BkCmAl
∣∣ k, l,m ∈ N and k = 0, l = 0, or d  m} (4.4)
is a K-vector space basis of the algebra D(d).
Before proving that theorem, it is convenient to introduce a little lemma.
Lemma 4.3. Let Y be the monoid of monomials in K〈a,b, c〉. Define functions X,Y,Z :Y→ Q
by letting X(1) = 1, Y(1) = 0, Z(1) = 1 and
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Y (aμ) = Y(μ) + 1
2
X(μ), Y (bμ) = Y(μ) + 1
2
X(bμ), Y (cμ) = Y(μ) + X(μ),
Z(aμ) = dZ(μ), Z(bμ) = Z(μ), Z(cμ) = Z(μ),
for all μ ∈ Y. Then the map φ :Y→ GL2(Q) defined by
φ(μ) =
(
X(μ) 0
Y(μ) 1
)
is a semigroup homomorphism that satisfies φ(ab) = φ(cd), φ(ac) = φ(cda), φ(cb) = φ(bcd),
and φ(bcnda) = φ(cn+1) for all n ∈ N. Furthermore degμ Y(μ)Z(μ) for all μ ∈ Y.
Proof. By definition
φ(a) =
(
d−1 0
1
2 1
)
, φ(b) =
(
d 0
1
2d 1
)
, φ(c) =
(
1 0
1 1
)
and thus
φ(a) ·
(
x
y
)
=
(
d−1x
x/2 + y
)
, φ(b) ·
(
d−1x
y
)
=
(
x
x/2 + y
)
, φ(c) ·
(
x
y
)
=
(
x
x + y
)
for all x, y ∈ Q. From comparing this with the definitions of X and Y it is clear that
(
X(νμ) 0
Y(νμ) 1
)
= φ(ν) ·
(
X(μ) 0
Y(μ) 1
)
for all μ ∈ Y and ν ∈ {a,b, c}. Hence φ(νnνn−1 · · ·ν1) = φ(νn) · · · · · φ(ν1) for arbitrary
ν1, . . . , νn ∈ {a,b, c} and thus φ is a semigroup homomorphism. Verifying that it satisfies the
four identities is a matter of straightforward calculations; for example
φ(ab) =
(
X(ab) 0
Y(ab) 1
)
=
(
1 0
d 1
)
=
(
1 0
1 1
)d
= φ(c)d = φ(cd)
and similarly for the other identities.
Finally, the claim that degμ  Y(μ)Z(μ) is shown by induction on degμ, but it is best
done in parallel with the claim that X(μ)Z(μ)  1 for all μ ∈ Y. If degμ = 0 then μ = 1
and indeed X(1)Z(1) = 1 and Y(1)Z(1) = 0 = deg 1 as claimed. If degμ > 0 then μ = νμ′
for some ν ∈ {a,b, c} and μ′ ∈ Y; it can be assumed that X(μ′)Z(μ′)  1 and Y(μ′)Z(μ′) 
degμ′ = degμ − 1. If ν = a then X(μ)Z(μ) = d−1X(μ′)dZ(μ′) = X(μ′)Z(μ′)  1. Further-
more Y(μ)Z(μ) − degμ = (Y (μ′) + 12X(μ′))dZ(μ′) − degμ′ − 1  12dX(μ′)Z(μ′) − 1 
0 since d  2. If ν = b then X(μ)Z(μ) = dX(μ′)Z(μ′)  X(μ′)Z(μ′)  1. Furthermore
Y(μ)Z(μ) − degμ = (Y (μ′) + 12X(μ))Z(μ′) − degμ′ − 1  12dX(μ′)Z(μ′) − 1  0. Finally
if ν = c then X(μ)Z(μ) = X(μ′)Z(μ′) 1 and Y(μ)Z(μ)− degμ = (Y (μ′)+X(μ′))Z(μ′)−
degμ′ − 1  X(μ′)Z(μ′) − 1  0. Thus by the principle of induction the claims hold for all
μ ∈ Y. 
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cd , ac → cda, cb → bcd , and bcnda → cn+1 for all n ∈ N. The set of monomials which are
unaffected by the first three rules is precisely those on the form bkcmal for k, l,m ∈ N. The
fourth family of rules act nontrivially on precisely those bkcmal for which k > 0, l > 0, and d | m.
Excepting also this set of exponents leaves us with the set in the theorem. Furthermore ab − cd ,
ac − cda, and cb − bcd were explicitly given as generators of the ideal I(d), whereas bcnda −
cn+1 ∈ I(d) for all n ∈ N follows from the equality BCndA = Cn+1 in D(d) =K〈a,b, c〉/I(d).
Hence the isomorphism as vector spaces of D(d) and the linear span in K〈a,b, c〉 of the set
{
bkcmal
∣∣ k, l,m ∈ N and k = 0, l = 0, or d  m}
will follow immediately when the above reduction system is shown to be confluent.
The ambiguities of the reduction system are at abcnda, acb, cbcnda, bcndab, and bcndac.
These can be resolved as follows:
abcnda−−−−−−−−−−−−−−−−−−−→ cnd+da,
abcnda → acn+1 → cdacn → ·· · → cnd+da,
acb → cdab → c2d ,
acb → abcd → c2d ,
cbcnda → bcnd+da → cn+2,
cbcnda−−−−−−−−−→ cn+2,
bcndab → cn+1b → cnbcd → ·· · → bcnd+d ,
bcndab−−−−−−−−−−−−−−−−−−−→bcnd+d,
bcndac−−−−−−−−−→ cn+2,
bcndac → bcnd+da → cn+2.
This leaves only the problem of finding an ordering of the monomials which satisfies the condi-
tions in the diamond lemma. This is not entirely trivial, since several rules increase the degree
of the monomials they act on, thus ruling out many of the more common orderings such as the
degree-lexicographic ones, but there are others which can serve in this particular case.
Let Y, X, Y , Z, and φ be as in Lemma 4.3. Define a binary relation  on Y by the following
three axioms. (i) If φ(μ) = φ(ν) for some μ,ν ∈ Y then μ and ν are unrelated by. This presents
no problem for the reduction rules, since φ(ab) = φ(cd), φ(ac) = φ(cda), φ(cb) = φ(bcd), and
φ(bcnda) = φ(cn+1) for all n ∈ N by Lemma 4.3. (ii) If φ(μ) = φ(ν) and Z(μ) > Z(ν), then
μ > ν. This implies ab > cd and bcnda > cn+1, thus establishing the compatibility with this
ordering of the first and fourth reduction rules. (iii) If φ(μ) = φ(ν) and Z(μ) = Z(ν) then μ and
ν compare according to the lexicographic order over b < c < a. This ensures ac > cda (since
a > c) and cb > bcd (since c > b), thus establishing the compatibility with this ordering of the
second and third reduction rules. This has satisfied all conditions in the diamond lemma that
involve the actual reduction system.
What remains is to check that the relation  defined by (i)–(iii) above is a partial order, is
compatible with the multiplicative structure of Y, and satisfies the descending chain condition.
L. Hellström, S.D. Silvestrov / Journal of Algebra 314 (2007) 17–41 35That it is a partial order is clear from the way it was constructed: (i) corresponds to an equiva-
lence relation, (ii) refines this relation, and (iii) applies a known total order in the cases where
the previous axioms did not distinguish the elements. That the relation is compatible with the
multiplicative structure is however not entirely obvious. Axioms (i) and (ii) respect this struc-
ture, but pure lexicographic orders may violate it in some cases when used for comparing words
of different length. More precisely, if ν = μν′ and λ > ν′λ lexicographically, then μ < ν and
μλ > νλ lexicographically (thus violating the multiplicative structure); this happens for the lex-
icographic ordering of interest here in for example the case that ν′ = b and λ = c. Such cases
can however not occur for the monomials that are subject to axiom (iii), since if μ is to be com-
pared to some μν′ using (iii) then it must be the case that φ(μ) = φ(μν′) = φ(μ)φ(ν′), i.e.,
φ(ν′) = 1, and hence Y(ν′) = 0. This implies degν′ = 0, in which case μ = μν′. A similar argu-
ment applies for the descending chain condition. In any descending chain μ0 > μ1 > μ2 > · · ·
it must be the case that φ(μn) = φ(μ0) and Z(μn)  Z(μ0) for all n = 0,1,2, . . . . Since then
degμn  Y(μn)Z(μn) = Y(μ0)Z(μn)  Y(μ0)Z(μ0) it follows that the degree of monomials
in a descending chain is bounded. Any subset Y in which the degree is bounded must however be
finite, and thus it follows that any descending chain is finite: precisely what the descending chain
condition requires. Now the diamond lemma implies that the reduction system is confluent, and
the theorem follows. 
Corollary 4.4. The algebras K〈x, y | yx = xyd〉 and K〈x, y | yx = xdy〉 can be embedded
into D(d).
Proof. In the first case, let x 	→ B and y 	→ C. In the second case, let x 	→ C and y 	→ A. In both
cases, the maps establishes a bijection between the basis {xkyl}k,l∈N of the algebra to embed and
a subset of the basis (4.4) of D(d). 
4.2. Homogeneous degree 0 elements
From the additivity of degree, it is clear that BkCmAl ∈ Dk−l (d), and hence all ele-
ments in the basis (4.4) are homogeneous. It follows that each Dn(d) has a basis {BkCmAl |
k, l,m ∈ N, k − l = n, and kl = 0 or d  m}. In particular, D0(d) has a basis where all ele-
ments are on the form BkCmAk . Furthermore any Dn(d) where n > 0 has a basis where all
elements are on the form Bk+nCmAk and any D−n(d) where n > 0 has a basis where all el-
ements are on the form BkCmAk+n. Therefore the maps Ln :D0(d) → Dn(d) :α 	→ Bnα and
Rn :D0(d) → D−n(d) :α 	→ αAn are bijections for all n ∈ N. Apparently the structure of the
homogeneous component D0(d) determines the structure of all other components, and thus also
the structure of D(d) as a whole.
We shall spend some time deriving formulae for elements of D0(d) and their products. To that
end, it is convenient to introduce the q-natural numbers {n}q = 1 + q + · · · + qn−1 =∑n−1k=0 qk
defined for positive integers n and arbitrary ring elements q . We furthermore define {0}q = 0, and
for invertible q and negative integers n define {n}q = −qn−qn+1 −· · ·−q−1 = −∑−1k=n qk . The
symbols {n}q so defined have the properties {n}q(q − 1) = qn − 1, {n + m}q = {n}qqm + {m}q ,
and q−n+1{n}q = {n}q−1 whenever both sides of the identities are defined.
Lemma 4.5. For all k,m ∈ N,
AkCmBk = Cn where n = d{k}d + mdk. (4.5)
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for some particular k, and consider Ak+1CmBk+1. Clearly ACmB = ACm−1BCd = · · · =
ABCmd = Cmd+d . Hence Ak+1CmBk+1 = AkCmd+dBk = CN where N = d{k}d + (md +d)dk
by the induction hypothesis. However N = d{k}d + d · dk · {1}d +mdk+1 = d{k + 1}d +mdk+1
as claimed, and thus the induction step goes through. The lemma follows. 
Lemma 4.6. For all k,m ∈ N,
(
Bk+1CmAk+1
)d = BkCm+dk+1Ak, (4.6)(
BkCmAk
)dk = Cm+n where n = d{k}d . (4.7)
Proof. By Lemma 4.5, it holds for N = d{k + 1}d that
(
Bk+1CmAk+1
)d = Bk+1Cm(Ak+1Bk+1Cm)d−1Ak+1
= Bk+1Cm(CNCm)d−1Ak+1 = Bk+1Cdm+(d−1)NAk+1.
Now (d − 1)N = d{k + 1}d(d − 1) = d(dk+1 − 1). Hence by (4.3),
Bk+1Cdm+(d−1)NAk+1 = Bk · BCd(m+dk+1−1)A · Ak = BkCm+dk+1Ak
as claimed. The second formula follows from iteration of the first. 
One particular observation one can make using the above lemma is that x = BCmA is a so-
lution to the equation xd = Cm+d , or to put it more directly, that BCmA is a d th root of Cm+d .
Would it then be reasonable to define C1+m/d := BCmA, or more generally, Cr := BkCmAk if
r = d−k(d{k}d + m) = {k}d−1 + md−k? At least this would, by the following lemma, be unam-
biguous.
Lemma 4.7. If k, l,m,n ∈ N are such that {k}d−1 + md−k = {l}d−1 + nd−l then BkCmAk =
BlCnAl .
Proof. By symmetry it may be assumed that k  l. If k = l then m = n and the claim
is trivial. The case that k > l = 0 is shown by induction on k. Assume that {k − 1}d−1 +
m′d−(k−1) = n′ for some m′, n′ ∈ N implies Bk−1Cm′Ak−1 = Cn′ . Then, for any m,n ∈ N
such that {k}d−1 + md−k = n, multiplication by dk yields d{k}d + m = ndk , i.e., m is di-
visible by d since {k}d is an integer. Let m′ = 1 + m/d . Then {k − 1}d−1 + m′d−(k−1) =
{k − 1}d−1 + d−(k−1) + md−k = {k}d−1 + md−k = n and hence by the induction hypothe-
sis BkCmAk = Bk−1BCd(m′−1)AAk−1 = Bk−1Cm′Ak−1 = Cn as claimed. Finally in the case
k > l > 0 one finds that nd−l = md−k + {k}d−1 − {l}d−1 = md−k + (d−1)l{k − l}d−1 and
hence n = {k − l}d−1 + md−(k−l). Thus Bk−lCmAk−l = Cn by the above and consequently
BkCmAk = BlCnAl as claimed. 
Definition 4.8. For any r ∈ Q such that r = {k}d−1 + md−k for some k,m ∈ N, define Cr :=
BkCmAk .
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r = {k}d−1 + md−k > dd−1 then m 2 and n = dm − d satisfies r = {k + 1}d−1 + nd−k−1. This
implies two things. One is that the set of exponents r for which the above defines Cr is dense
in the real interval [ d
d−1 ,∞[. The other is that any r > dd−1 for which Cr is defined can be
expressed as {k}d−1 + md−k for any sufficiently large k. This latter observation is convenient
when computing a product Cr · Cs of two powers of C where r, s > d
d−1 , since one can then
always assume that r = {k}d−1 +md−k and s = {k}d−1 +nd−k for some k,m,n ∈ N and conclude
that
Cr · Cs = BkCmAkBkCnAk = BkCm+d{k}d+nAk = Cr+s
since {k}d−1 + (m + d{k}d + n)d−k = 2{k}d−1 + md−k + nd−k = r + s. The general case does
however require a bit more care.
Lemma 4.9. Let k, l,m,n ∈ N be arbitrary. Let r = {k}d−1 +md−k and s = {l}d−1 +nd−l . Then
Cr · Cs = Cr+s . (4.8)
Proof. Consider first the case that k  l. Then
Cr · Cs = BkCmAk · BlCnAl = BkCmAk−l · AlBl · CnAl
= BkCmAk−lCd{l}d+nAl = BkCm · Cdk−l+1{l}d+ndk−lAk−l · Al
= BkCm+dk−l+1{l}d+ndk−lAk.
The claim Cr · Cs = Cr+s follows by Lemma 4.7, as
{k}d−1 + d−k
(
m + dk−l+1{l}d + ndk−l
)= {k}d−1 + d−km + d1−l{l}d + nd−l = r + s.
The case k  l is completely analogous. 
At this point, it is convenient to recall the definition of a semigroup algebra. For any semi-
group S there exists a corresponding semigroup algebra KS which has the basis {es}s∈S. The
product of two basis elements is obtained by applying the semigroup operation to their indices,
so that in the case below of a semigroup whose operation is written as +, the defining relations
in KS are that
er · es := er+s for all r, s ∈ S. (4.9)
Theorem 4.10. Let S= {{k}d−1 +md−k | k,m ∈ N} ⊂ Q. This set is an additive submonoid of Q
and hence in particular it is abelian. The algebra D0(d) is isomorphic to the semigroup algebra
KS (hence in particular it is commutative) and the isomorphism maps an es ∈KS to Cs ∈D0(d).
Consequently D0(d) is an integral domain. The extension σˆ of σ as in Lemma 3.9 to the whole
of D0(d) is given by σˆ (Cr) = Cdr for all r ∈ S.
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holds that r+s = {k}d−1 +md−k+d1−l{l}d +nd−l = {k}d−1 +(m+d1+k−l{l}d +ndk−l)d−k ∈ S
since m+d1+k−l{l}d +ndk−l ∈ N. Hence S is closed under addition and thus it is a subsemigroup
of Q. The Q identity element 0 = {0}d−1 + 0 · d0 ∈ S.
By Theorem 4.2, the definition of D0(d), and Lemma 4.7, D0(d) is isomorphic to KS as a
vector space over K. By Lemma 4.9 this isomorphism also preserves the multiplicative structure;
hence it is an isomorphism of K-algebras. KS is commutative since S is abelian, and the usual
leading term argument shows that it lacks zero divisors. Hence it is an integral domain, and thus
the same thing holds for D0(d).
Let r = {k}d−1 + md−k ∈ S be arbitrary. If k > 0 then by Lemmas 3.9 and 4.6,
σˆ
(
Cr
)= σˆ (BkCmAk)= Bk−1σk−1(AB)CmAk−1
= Bk−1σk(C)CmAk−1 = Bk−1Cdk+mAk−1
= (BkCmAk)d = (Cr)d = Crd
and otherwise σ(Cr) = σ(Cm) = σ(C)m = (Cd)m = Cdr . 
Corollary 4.11. Every α ∈D(d) can be written on the form
−1∑
k=m
∑
s∈Sk
ak,sC
sA−k +
∑
s∈S0
a0,sC
s +
n∑
k=1
∑
s∈Sk
ak,sB
kCs (4.10)
where m χ(α), n χ(α), all the ak,s ∈K, and each Sk is a finite subset of
{{l}d−1 + md−l ∣∣ l,m ∈ N}= {md−l ∣∣ l,m ∈ N and m d{l}d}.
4.3. Commuting elements in D(d)
Since D0(d) is an integral domain by Theorem 4.10, it has a field of fractions. We will de-
note this field by F(d). Since ker σˆ = {0} and β/γ = β ′/γ ′ for some β,γ,β ′, γ ′ ∈ D0(d) \ {0}
implies σˆ (β)/σˆ (γ ) = σˆ (β ′)/σˆ (γ ′) through σˆ (β)σˆ (γ ′) = σˆ (βγ ′) = σˆ (γβ ′) = σˆ (γ )σˆ (β ′), it fol-
lows that σˆ can be extended to a map F(d) → F(d) by defining σˆ (β/γ ) = σˆ (β)/σˆ (γ ) for all
β,γ ∈ D0(d) \ {0}. Since this extension remains a K-algebra homomorphism, we shall hence-
forth consider σˆ to be defined on the whole of F(d).
Lemma 4.12. If P,Q,S ∈K[x] are such that degS > 1, Q = 0, and
P(x)
Q(x)
= P(S(x))
Q(S(x))
as quotients of polynomials (4.11)
then P(x)/Q(x) ∈K.
Proof. Clearly (4.11) can be rewritten as P(x)Q(S(x)) = P(S(x))Q(x). Taking degrees
this becomes degP + degQ · degS = degP · degS + degQ and unless P = 0, this via
(degS − 1)degQ = (degS − 1)degP implies degP = degQ. Hence by polynomial division
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Inserting this into (4.11) yields
r + R(x)
Q(x)
= P(x)
Q(x)
= P(S(x))
Q(S(x))
= rQ(S(x)) + R(S(x))
Q(S(x))
= r + R(S(x))
Q(S(x))
and hence R(x)/Q(x) = R(S(x))/Q(S(x)) as well. As above this implies degR + degQ ·
degS = degR degS + degQ, but here it is known that degR < degQ. This is only possible
if R = 0, and thus P(x)/Q(x) = r ∈K as claimed. 
Lemma 4.13. The endomorphism σˆ :F(d) → F(d) is ergodipotent.
Proof. Let α ∈ F(d) and n > 0 such that σˆ n(α) = α be given. Since α is a quotient of two
elements of D0(d) it can by Theorem 4.10 be written as
α =
∑
k∈S akCkd
−m∑
k∈S′ a′kCkd
−m
for some finite S,S′ ⊂ N, coefficients {ak}k∈S, {a′k}k∈S′ ⊆ K, and m ∈ N. It can without loss
of generality be assumed that m = 0, because if m > 0 for the particular α chosen then α′ =
σˆ m(α) = (∑k∈S akCk)(∑k∈S′ a′kCk)−1 satisfies α′ = σˆ n(α′). Hence any α which is mapped to
itself by a positive iteration of σˆ gives rise to two polynomials P(x) =∑k∈S akxk and Q(x) =∑
k∈S′ a′kxk such that
P(C)
Q(C)
= σˆ n
(
P(C)
Q(C)
)
= P(σˆ
n(C))
Q(σˆ n(C))
= P(C
dn)
Q(Cd
n
)
.
The unital subalgebra of D0(d) that is generated by C is isomorphic to the polynomials in one
variable, so it follows that the polynomials P , Q, and S(x) = xdn are as in Lemma 4.12. Thus
α ∈K as required; the map σˆ has been shown to be ergodipotent. 
Theorem 4.14. There are no zero divisors in the algebra D(d) and this algebra has 1-BDHC.
The only invertible elements in D(d) are the nonzero elements of K. If α,β ∈D(d) satisfy αβ =
βα then there exists a nonzero polynomial P ∈ K[x, y] such that P(α,β) = 0—that is, two
commuting elements of D(d) are algebraically dependent.
Proof. That there are no zero divisors in D(d) follows from Theorem 3.10; that there are no zero
divisors in D0(d) and that σˆ is injective are parts of Theorem 4.10, whereas the other conditions
are trivial consequences of Theorem 4.2. From the above, Lemma 4.13, and Theorem 3.13 it
follows that D(d) has 1-BDHC.
By Lemma 2.3, an invertible element must be homogeneous. By Lemma 3.11, an element of
Dn(d) for n = 0 can only be invertible if A or B is invertible. An inverse of A or B would have
to be an element of D1(d) or D−1(d) respectively, and so it would have to have the form Bγ or
γA for some γ ∈ D0(d), but then 1 = A · Bγ = Cdγ or 1 = γA · B = γCd = Cdγ , so either
way it boils down to the question of what elements of D0(d) are invertible. From comparison
with the KS of Theorem 4.10 one sees that no element with a Cs term for s > 0 can be invertible
in D0(d), and thus the only invertible elements are indeed the nonzero scalars.
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and if χ(α) < 0 or χ(β) < 0 then this follows from mirror form of Theorem 2.6, so what re-
mains is the case α,β ∈D0(d). An element of D0(d) is a finite linear combination of elements
on the form Cs for some rational number s  0, so for any given pair of α,β ∈D0(d) there exists
an integer N such that α =∑ki=0 aiCi/N and β =∑li=0 biCi/N for some {ai}ki=0, {bi}li=0 ⊆K.
Assume for simplicity that k, l > 0 (add an extra zero term if they are not). The space of poly-
nomials on the form P(x, y) =∑2li=0∑2kj=0 pi,j xiyj ; is (2k + 1)(2l + 1)-dimensional. In the
expression P(α,β) the highest power of C that may occur is 4kl/N (in the α2lβ2k term), and
no two distinct powers of C may differ in exponent by more than 1/N . Hence each P such as
above maps (α,β) into a linear space with at most 4kl+1 dimensions, which is at least k+ l > 0
dimensions less than the space of polynomials. It follows that there is some nonzero polynomial
P on the above form for which P(α,β) = 0, as claimed. 
Corollary 4.15. Let d > 1 and A be either of the two algebras
K
〈
x, y
∣∣ yx = xyd 〉 and K〈x, y ∣∣ yx = xdy〉.
Then A has no zero divisors, the only invertible elements are the nonzero scalars, and if α,β ∈A
are such that αβ = βα then there exists some nonzero P ∈K[x, y] such that P(α,β) = 0.
Proof. By Corollary 4.4, the algebra A is isomorphic to a subalgebra of D(d). Hence the claims
follow from Theorem 4.14. 
Corollary 4.16. If α ∈D(d) has χ(α) = m > 0 then:
(1) The K[α]-module Cen(α) has a finite basis {βg}g∈G, where G is a subgroup of Zm = Z/mZ
and χ(βg) ∈ g for all g ∈ G.
(2) The cardinality of the basis {βg}g∈G of Cen(α) divides m.
(3) Cen(α) is a commutative subalgebra of D(d).
Proof. By the first part of Theorem 4.14, the conditions for Theorem 2.8 are satisfied in
D(d). 
The group generated by the S in Theorem 4.10 is G = {r − s | r, s ∈ S}, but a more concise
presentation is that G = {nd−k | n ∈ Z, k ∈ N}. Similarly the set of all Cr/Cs for r, s ∈ S span
a K-subalgebra E(d) of F(d), but it is more natural to express these spanning elements as those
on the form Cs for s ∈ G. Hence this subalgebra is isomorphic to the group algebra KG, again
via Cs 	→ es for arbitrary s ∈ G. A notable property of E(d) is that σˆ is invertible on it, since
σˆ (Cs/d) = Cs for all s ∈ G. Since E(d) contains D0(d), it too has F(d) as field of fractions and
hence σˆ is in fact invertible on the whole of F(d).
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