We present a stochastic variance-reduced heavy ball power iteration algorithm for solving PCA and provide a convergence analysis for it. The algorithm is an extension of heavy ball power iteration, incorporating a step size so that progress can be controlled depending on the magnitude of the variance of stochastic gradients. The algorithm works with any size of the mini-batch, and if the step size is appropriately chosen, it attains global linear convergence to the first eigenvector of the covariance matrix in expectation. The global linear convergence result in expectation is analogous to those of stochastic variancereduced gradient methods for convex optimization but due to non-convexity of PCA, it has never been shown for previous stochastic variants of power iteration since it requires very different techniques. We provide the first such analysis and stress that our framework can be used to establish convergence of the previous stochastic algorithms for any initial vector and in expectation. Experimental results show that the algorithm attains acceleration in a large batch regime, outperforming benchmark algorithms especially when the eigen-gap is small.
Introduction
Principal component analysis (PCA) is a fundamental tool for dimensionality reduction in machine learning and statistics. Given a data matrix A = [a 1 a 2 . . . a n ] ∈ R d×n consisting of n data vectors a 1 , a 2 , . . . , a n in R d , PCA finds a direction w onto which the projections of the data vectors have the largest variance. Assuming that the data vectors are standardized with a mean of zero and standard devia-1 Department of Industrial Engineering and Management Sciences, Northwestern University, Evanston, Illinois, USA. Correspondence to:
Cheolmin Kim <che-olminkim2019@u.northwestern.edu>. tion of one, the PCA problem can be formulated as maximize f (w) = 1 2n
subject to w 2 = 1.
(1)
Letting C = 1 n AA T ∈ R d×d be the covariance matrix, we can write the objective function as f (w) = 1 2 w T Cw. As the largest eigenvector u 1 of C maximizes f (w), one can solve (1) by computing the singular value decomposition (SVD) of A. However, the runtime of SVD is O(min{nd 2 , n 2 d}), which can be prohibitive in a largescale setting.
An alternative way to solve (1) is to use power iteration (Golub & Van Loan, 2012) which repeatedly applies the following update step at each iteration w t+1 = Cw t , w t+1 = w t+1 w t+1 2 .
Since the gradient ∇f (w t ) is equal to Cw t , the above update rule can be interpreted as obtaining the next iterate w t+1 by normalizing the gradient of the current iterate w t . A sequence of iterates {w t } generated by power iteration (2) is guaranteed to achieve an ǫ-accurate solution after O 1 ∆ log 1 ǫ iterations, exhibiting linear convergence where ∆ = λ 1 −λ 2 is the eigen-gap and λ 1 > λ 2 ≥ . . . ≥ λ d ≥ 0 are the eigenvalues of C. As each iteration involves multiplying a vector w t with the matrix C, the total runtime becomes O nd 1 ∆ log 1 ǫ . If n and d are both large, the runtime of power iteration is better than that of SVD. Nonetheless, it still largely depends on n and can be prohibitive when ∆ is small. In order to reduce the dependence on ∆ or n, the following variants of power iteration have been developed.
To reduce the dependence on ∆, (Xu et al., 2018) proposed power iteration with momentum (Power+M), which is a simple variant of power iteration utilizing the momentum idea of (Polyak, 1964) . With the additional momentum term, it can be written as w t+1 = 2Cw t − βw t−1 .
In heavy ball power iteration (3), we have On the other hand, a stochastic algorithm utilizing a stochastic gradient a it a T it w t rather than a full gradient Cw t is introduced in (Oja, 1982) . Since it requires just one data vector at a time, the computational cost per iteration is significantly reduced. However, due to the variance of stochastic gradients, a sequence of diminishing step sizes needs to be adopted in order to converge, making its progress slow near an optimum. Built on a recent stochastic variance-reduced gradient (SVRG) technique (Johnson & Zhang, 2013) , (Shamir, 2015) proposed a stochastic variance-reduced version of Oja's algorithm (VR-PCA). By utilizing stochastic variance-reduced gradients with a constant step size, this sophisticated stochastic algorithm attains linear convergence, reducing the total runtime required to obtain an ǫ-accurate solution to
Other works on the power method include the noisy (Hardt & Price, 2014) , coordinate-wise (Lei et al., 2016) , and shifted-and-inverted (Garber & Hazan, 2015; Garber et al., 2016) power methods. The noisy power method considers the power method in noise setting and (Balcan et al., 2016) extended it, providing an improved gap-dependency analysis. The shifted-and-inverted power method reduces the PCA problem to solving a series of convex least squares problems, which can be solved by optimization algorithms such as coordinate-descent (Wang et al., 2018 ), SVRG (Garber & Hazan, 2015 Garber et al., 2016) , accelerated gradient descent or accelerated SVRG (Allen-Zhu & Li, 2016) , and Riemannian gradient descent (Xu, 2018) . Due to the presence of fast least squares solvers, the shifted-and-inverted approach has received much attention. However, since it involves solving a series of optimization problems, it is not simple to implement and hard to parallelize while the variancereduced power methods are easy to implement and a single iteration can be parallelized in the obvious way.
In this paper, we present a stochastic variance-reduced algorithm (VR HB Power) for heavy ball power iteration (3). While a stochastic variance-reduced power iteration with momentum (VR Power+M) is introduced in (Xu et al., 2018) , it is not practical to use since it requires that the size of the mini-batch needs to be sufficiently large. In this work, we enhance the algorithm by adding a step size which turns out to have a big impact. By incorporating the step size, the proposed algorithm can work with any size of the mini-batch. Given that the step size is appropriately chosen depending on the size of the mini-batch, the algorithm attains linear convergence to the first loading vector as VR-PCA. Furthermore, if the size of the mini-batch is chosen to be large, it attains accelerated convergence, outperforming VR-PCA. Table 1 summarizes the state-of-theart.
For the algorithm, we provide a novel convergence analysis where the resulting convergence statement provides a bound for the ratio of two expectations that goes to zero at a linear rate. This result is analogous to those of stochastic variance-reduced gradient methods for convex optimization and stronger than probabilistic statements, appearing in (Shamir, 2015) and (Xu et al., 2018) in a sense that a probability parameter δ does not constraint the size of the mini-batch or the rate of convergence. Note that PCA studied herein is a non-convex problem and thus completely different techniques are needed. In order to obtain a convergence guarantee with high probability, the step size needs to be arbitrarily small in (Shamir, 2015) and the batch size needs to be arbitrarily large in (Xu et al., 2018) . Complementary to them, our analysis does not have such requirements and the convergence is deterministically guaranteed in terms of expectation terms.
Moreover, our analysis allows random initialization while VR-PCA and VR Power+M do not. Since random initialization ofw 0 results in |u
with high probability (Shamir, 2015) , it is not trivial to obtain an initial iteratew 0 such that |u T 1w 0 | ≥ 1/2, especially when d is large. To handle this issue, an initialization scheme that samples a point from the standard Gaussian distribution in R d and performs a single power iteration is presented in (Shamir, 2016) . After some stochastic iterations, this process yields an iteratew 0 satisfying |u T 1w 0 | ≥ 1/2 with high probability. However, such an initialization scheme is not essentially necessary since VR-PCA practically works well with random initialization, as observed in (Shamir, 2015) . Our convergence analysis resolves this gap, showing that the rate of convergence does not depend on how far an iterate is from u 1 but is kept the same across iterations, as in the case of deterministic power iteration. The framework used in the convergence analysis is not specific to the presented algorithm; it can be extended to analyze other stochastic variance-reduced PCA algorithms such as VR-PCA or VR Power+M, deriving in expectation bounds for them and resolving their initialization issues.
Our work has the following contributions.
1. We present a stochastic variance-reduced algorithm for heavy ball power iteration, which works with any size of the mini-batch and attains acceleration in a large-batch regime. Since there is no constraint on the size of the mini-batch, it is more practical than VR Power+M, and it outperforms VR-PCA in a large batch-setting, especially when the eigen-gap ∆ is small.
2. We provide a novel convergence analysis for the algorithm. The convergence result does not require a good initialization, yet provides a bound for the ratio of two expectation terms, which has a similar form to those of stochastic variance-reduced gradient methods for convex optimization. The framework for the convergence analysis is general, therefore can be used to analyze other stochastic variance-reduced PCA algorithms. To this end, we are the first to establish convergence of VR-PCA and VR Power+M for any initial vector and in expectation.
3. We report numerical experiments on diverse datasets to investigate the empirical performance of the algorithm. Experimental results show that our algorithm is more efficient than VR-PCA in a large-batch setting, especially when the eigen-gap is small and it outperforms VR-Power+M in all cases.
The paper is organized as follows. We present the algorithm in Section 2 and the convergence analysis is provided in Section 3. Some practical considerations regarding the implementation of the algorithm are discussed in Section 4 and the experimental results are followed in Section 5.
Algorithm
In this section, we develop a stochastic variance-reduced algorithm for heavy ball power iteration (3). For eigenvalues and eigenvectors of C, we assume that the eigenvalues λ 1 , λ 2 , . . . , λ d satisfy
and the eigenvectors u 1 , u 2 , . . . , u d form an orthonormal basis. Since a symmetric matrix is orthogonally diagonalizable, we can assume such eigenvectors exist without loss of generality.
Variance reduction algorithms periodically compute the exact gradient which is then used in the inner stochastic gradient type updates. This exact gradient reduces the variance of this inner loop. In summary, a variance reduction algorithm has an outer loop and an inner loop.
Letw s and w t denote an outer-loop and inner-loop iterate, respectively. To get a stochastic variance-reduced gradient of an inner loop iterate w t , we first decompose it into two parts as
using the outer loop iteratew s . In the above decomposition, the former term represents the projection of w t onw s while the latter term represents the remaining vector. Utilizing the exact gradientg atw s , the exact gradient at the first term can be computed as
On the other hand, a stochastic sample S is used to compute a stochastic gradient at the second term as
resulting in the following stochastic variance-reduced gradient g t at w t as
With the use of the stochastic variance-reduced gradient g t , we obtain a stochastic variance-reduced heavy ball power iteration as
where η ∈ (0, 1] is the step size and β is the momentum parameter. Note that the deterministic update formula (3) can be obtained from (5) when the step size η is set to 1 and the exact gradient g t = Cw t is used.
As pointed out in (Allen-Zhu, 2018), it is important to keep g t close to the exact gradient ∇f (w t ) to obtain stochastic acceleration. An obvious way to achieve this goal is to set the mini-batch size |S| large. If the size of the mini-batch is large, the variance of the stochastic part in (4) becomes small, so that more accurate g t can be obtained. Another way to control the variance of g t is to decrease the step size η. If the step size η is small, the angle between the outer iteratew s and the inner iterate w t can be kept close to 0. If the outer iteratew s is closely aligned with the inner iterate w t , the first term dominates the second term in (4) making g t close to the true gradient ∇f (w t ).
The mechanism of controlling the progress of the algorithm using the step size η is not present in Power+M. As a result, it fails to converge unless the mini-batch size |S| is sufficiently large. To the contrary, our algorithm works with any size of the mini-batch due to the presence of the step size η. If |S| is small, since the variance of the stochastic part is large, a small η needs to be chosen so that progress is made near the outer iteratew s , making the inner iterate w t closely aligned with the outer iteratew s . On the other hand, if |S| is large, g t has a small variance even when it is far from the outer iteratew s . Therefore, we can select a large η to make rapid progress.
Summarizing all the above, we obtain VR HB Power exhibited in Algorithm 1.
Algorithm 1 VR HB Power
Parameters: step size η, momentum β, mini-batch size |S|, epoch length m Input: data vectors a i , i = 1, . . . , n Randomly initialize an outer iteratew 0
Convergence Analysis
In this section, we provide a convergence analysis for VR HB Power. Before presenting the convergence analysis, we first introduce some notations.
We define the sample covariance matrix C t at inner iteration t and the projection matrix P to the space orthogonal to the outer iterate w 0 =w s as
Using (6), we can write g t as
Since S t is sampled uniformly at random, we have E[C t ] = C. Taking the expectation on the dot product of u k and (5), we obtain
Since an optimal solution of the PCA problem (1) is the first eigenvector u 1 of the covariance matrix C, the optimality gap is measured as
2 , representing how closely w t is aligned with u 1 (Golub & Van Loan, 2012) . Note that if w t = u 1 , this ratio is 0. Our analysis studies it in expectation by providing a bound for
Note that 1−η +ηλ k ≥ 0 holds for every k since η ∈ (0, 1] and λ k ≥ 0. In the above, 2(1 − η + ηλ k ) corresponds to 2λ k in the dot product of u k and (3). Taking the square of it, we define
Analogous to the optimal momentum parameter β = λ 2 2 in (3), we also consider
To characterize the variance of C t − C, we define constant K as
Furthermore, let P i,j (K) denote a polynomial having the form of
and let p t (α, β) and q t (α, β) be recurrence polynomials satisfying
for t ≥ 3 with 
In the following Lemmas 3.1, 3.2, and 3.3, we consider a single epoch, which corresponds to one inner loop iteration.
Lemma 3.1. For any 0 < η ≤ 1, we have
2 ] while the second sum consisting of E[w T t P M k P w t ] stems from the stochastic variance of g t − ∇f (w t ). Since the stochastic variance needs to be appropriately controlled to obtain convergence, we analyze it in the following lemma.
Lemma 3.2. For any 0 < η ≤ 1, we have
Lemma 3.2 provides an upper bound for E[w
which is a function of η, K, and
The upper bound can be interpreted in the following way. If the step size η or
2 ] is small, iterate updates are made near w 0 , and therefore w t is closely aligned with w 0 . Since this makes g t close to the exact gradient ∇f (w t ), the stochastic variance becomes small. On the other hand, when K is small (or |S| is large), the stochastic variance of C t − C becomes small, resulting in more accurate g t .
The next lemma establishes the error bound in expectation within a single epoch.
and
is a decreasing function of η on (0, 1] and it equals to
Moreover, there exists some 0 <η(K) such that for every η ∈ (0,η(K)], we have
While Lemmas 3.1, 3.2 and 3.3 deal with a single epoch, the next result establishes the convergence of the overall algorithm.
Theorem 3.4. Suppose we execute Algorithm 1 for s epochs starting from an initial unit vectorw 0 such that u
where 0 < ρ(η, K) < 1.
Lemma 3.3 provides a convergence rate for a single epoch where the rate of convergence ρ(η, K) consists of the expected rate g(η) and the additional variance term h(η, K) arising from stochastic errors. Owing to the momentum term in (5), g(η) depends inversely on the square root of the eigen-gap ∆, making it appealing when ∆ is small. In order to benefit from the √ ∆ term, η should not be too small. However, as increasing η also enlarges h(η, K), K must be controlled in order to achieve stochastic acceleration. Since decreasing K does not affect g(η) but reduces the stochastic variance term h(η, K), a large η can be tolerated with a small K. However, even if K is large, corresponding to a small mini-batch size, we can still obtain convergence by choosing a sufficiently small η. Since the stochastic variance term h(η, K) vanishes very quickly as η approaches 0, we can always make ρ(η, K) smaller than 1 by selecting a sufficiently small η as showed in Lemma 3.3. On the other hand, since g(η) is a decreasing function of η, ρ(η, K) is lower bounded by ρ(1, 0) for any η ∈ (0, 1].
Compared to VR-PCA and VR Power+M, VR HB Power is favorable since it works with any size of the mini-batch, yet enjoys acceleration when the mini-batch size is sufficiently large. Unlike VR Power+M, VR-PCA works with any size of the mini-batch size but does not accelerate when the size of the mini-batch is large since its rate does not depend inversely on the square root of ∆. On the other hand, although the convergence rate of VR Power+M has an inverse dependency on the square root of ∆, it lacks the measure to control the progress of the algorithm, making it fail to converge when the mini-batch size is not sufficiently large. Moreover, even when the mini-batch size is large, its performance cannot be superior to VR HB Power since it is a special case of VR HB Power with η being 1. By appropriately choosing the step size η, VR HB Power performs no worse than VR Power+M in all cases. Table 2 summarizes the convergence rates of these algorithms. Note that our convergence rate for VR Power+M is established by setting η = 1 in the rate for VR HB Power. The rate for VR-PCA is derived by using the recurrence polynomials without the momentum term.
Theorem 3.4 provides a convergence result for the entire algorithm. Specifically, it establishes the global linear convergence of the algorithm where the ratio of the expectation of the components orthogonal to u 1 to the expectation of the component aligned with u 1 goes to zero at a rate of ρ(η, K) < 1. Note that the rate of convergence ρ(η, K) does not depend on the epoch but is kept the same across the epochs. Although VR-PCA and VR Power+M practically converge regardless of the initial iteratew 0 , there has been no analysis proving their global convergence. However, by following the techniques developed in this section, their global convergence is proved by our framework for any initial iteratew 0 and in expectation (as opposed to the probabilistic statements in (Shamir, 2015) and (Xu et al., 2018) ).
Note that the condition η ∈ (0,η(K)] and ρ = ρ(η, K) can be changed to there exists 0 < η 2 (K) such that for every η 1 ∈ (0, η 2 (K)) and η ∈ [η 1 , η 2 (K)], inequality (7) holds for ρ = ρ(η 1 , K). This can be easily established based on the proof.
Practical Considerations
In this section, we discuss some practical considerations of the algorithm. First, to make the algorithm numerically stable, we consider w t ← w t / w t+1 2 , w t+1 ← w t+1 / w t+1 2 at the end of the inner loop after updating w t+1 as introduced in (Xu et al., 2018) . Since the above scaling scheme does not impact the sample path of w t / w t , the same result can be obtained with numerical stability.
Another important issue is the estimation of λ 2 , which is involved in determining the value of the momentum parameter. Using the two-loop structure of the algorithm and the fact that the gradients of the outer-loop iteratesw s are exactly computed, we estimate λ 2 using the two consecutive outer-loop iteratesw s−1 andw s at a regular interval.
Using the Rayleigh quotient and the second eigenvector u 2 of the covariance matrix C, the second eigenvalue λ 2 can be expressed as
In deterministic power iteration and its variants, an outeriteratew s first approaches the subspace spanned by u 1 and u 2 before converging to u 1 . After a number of outeriterations, vectorw s can be approximated by a linear combination of u 1 and u 2 and the component of u 1 becomes dominant as the iterations proceed.
Based on this observation, we estimate u 2 using two consecutive outer-loop iteratesw s andw s−1 aŝ
The idea of the above estimation is to projectw s−1 to the space orthogonal tow s . Ifw s ≈ u 1 andw s−1 ≈ α 1 u 1 + α 2 u 2 for some α 1 , α 2 ( = 0), we haveû 2,s ≈ u 2 . By substituting u 2 withû 2,s in (8), we obtain λ 2,s =w While two matrix-vector multiplications, Cw s−1 and Cw s , are involved in computing (10), they incur no extra computation since they are the exact gradients ofw s−1 andw s , which are computed regardless of the estimation. As a result, we can obtainλ 2 by only computing inner products. This update is repeated at the start of each outer-loop iteration after computingg followed by setting the momentum parameter β s at outer iteration s as
Numerical Experiments
In this section, we numerically compare the performance of VR HB Power with that of (i) Power, (ii) Power+M, (iii) VR-PCA, and (iv) VR Power+M on finding the first eigenvector u 1 of covariance matrix C constructed by data vectors a i , i = 1, . . . , n using real world datasets. We include variants of power iteration and other algorithms are excluded due to the complexity of implementation.
Datasets
The standardized with a mean of zero and standard deviation of one while the last two datasets are scaled to range between 0 and 1 to preserve their sparsity.
Settings
Since we consider the mini-batch setting of variance reduction methods (VR-PCA, VR Power+M, VR HB Power) which have the two-loop structure, it is necessary to choose the epoch length m and the mini-batch size |S|. For the choice of m and |S|, it is common to select m and |S| such that m · |S| = n. Following this principle, we consider |S| = 1% · n and m = 100 for the small-batch case and |S| = 5% · n and m = 20 for the large-batch case. For the momentum parameter β in VR HB Power, Power+M, and VR Power+M, we utilize the true value of λ 2 for Power+M and VR Power+M and consider both the true value of λ 2 (VR HB Power OM) and the adaptive estimation procedure of λ 2 (VR HB Power AM) presented in Section 4 for VR HB Power. For numerical stability, the scaling scheme from Section 4 is also used for VR HB Power and VR Power+M. To find the best performance, the step sizes η in VR HB Power OM and VR-PCA are chosen using grid search and the step size in VR HB Power AM is set to that of VR HB Power OM. Figure 2 display the experimental results for the small and large batch cases, respectively. In the figures, the x-axis represents the number of data points accessed over the number of total data points and the y-axis represents the error gap, 1 − (w T s u 1 ) 2 , in the log-scale. For each case, the stochastic algorithms are repeated 10 times by varying the random seed. The lines represent their means and the values within one standard deviation away from the means are shaded.
Results

Figure 1 and
As shown in the figures, with the true value of λ 2 , VR HB Power OM consistently outperforms the other algorithms in both cases. Particularly, it surpasses the other algorithms by a large margin when λ 2 /λ 1 is close to 1 as seen in the cases of ijcnn and cov. If λ 2 /λ 1 is not large, its performance is similar to that of VR-PCA in the small-batch setting and slightly better in the large-batch setting as shown in the cases of MNIST, sim, and rcv1. While VR-PCA is competitive to VR HB Power OM when λ 2 /λ 1 and |S| are small, VR Power+M always falls behind VR-PCA and VR HB Power OM. Moreover, it fails to converge in the small batch setting of ijcnn and is sometimes inferior to Power and Power+M.
On other hand, VR HB Power AM does not have the same performance as VR HB Power OM. However, asλ 2,s approaches λ 2 , it asymptotically attains the same rate of convergence. If λ 2 /λ 1 is close to 1, slow progress at the start can be compensated by asymptotic performance asλ 2,s approaches λ 2 . Also, the estimation of λ 2 becomes stable if the batch size is large. Therefore, it exhibits superior performance to VR-PCA and VR Power+M when λ 2 /λ 1 is close to 1 and the size of the mini-batch is large as seen in the cases of ijcnn and cov in Figure 2 .
Conclusion
In this paper, we present a stochastic heavy ball power iteration algorithm for solving PCA and present a convergence analysis for it. By incorporating a step size, the presented algorithm works with any size of the mini-batch and attains acceleration if the mini-batch size is large, making it attrac- Figure 1 . Experimental Results (small-batch) tive in parallel settings. In the convergence analysis, we show that our algorithm attains global linear convergence to the first eigenvector of the covarince matrix in expectation. This result is analogous to those of stochastic variancereduced gradient methods for convex optimization but has been never shown for previous stochastic power iteration algorithms since it requires completely different techniques. We stress that our analysis is the first such analysis and its framework can be applied to analyze previous stochastic power iteration algorithms, showing their global linear convergence in expectation. The experimental results show that if λ 2 is known, our algorithm consistently outperforms other algorithms, especially when the eigen-gap is small. Even if λ 2 is unknown, our algorithm can be run with the adaptive estimation procedure of λ 2 . The numerical experiments exhibit that it still outperforms the previous stochastic algorithms if the eigen-gap is small and the size of the mini-batch is large.
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Taking the expectation of the square of (11), we obtain
Next, from (5), we have
leading to
Taking the square of (14), we have
Since S t is sampled uniformly at random, C t is independent of S 1 , . . . , S t−1 and identically distributed with E[C t ] = C. Therefore,
Similarly, we have
As a result, we obtain
Using (11) and (12) for t = 1 in (17), we have
Moreover, by using (14) with t − 1, multiplying it with u T k w t−1 , taking expectation and using (16) with w t being w t−1 (which can be derived in the same way as (16)) , we have
Using (19), we can further write (17) as
With t − 1 in (17), we have
Adding (21) multiplied by β(η) to (20), we obtain
With t − 1 in (22), we finally have
for t ≥ 3. (12), (18), and (23) with
we have
Proof of Lemma 3.2. From Lemma A.1, we have
By the definition of P in (6), we have
Using Lemma A.3, we obtain
where we have used the fact that u 1 , . . . , u d form an orthonormal basis for the last equality.
For t ≥ 2, we consider
Taking the squared norm of (27), we have
Similarly to (16), we have
By the triangle inequality and (a + b) 2 ≤ 2(a 2 + b 2 ) for all a, b, we have
Using the definition of the spectral norm, we further have
From Lemmas A.2 and A.3, we have
where we again have used the fact that u 1 , . . . , u d form an orthonormal basis for the last equality.
On the other hand, by observing that P 2 = P , we have
Using (30), (31), (32), (33) in (29), we obtain
Using Lemma A.5 for E[ P w t 2 ] defined by (25), (26), and (34) with
we obtain
For 0 ≤ t − l − 1 ≤ t − 1, we have
where we use the fact that the power of η is bounded by 1 since η ∈ (0, 1].
Moreover, lettingc be defined asc
Taking the the squared Euclidean norm on the both sides of
Using (36) and (37) for (35), we have
Plugging (38) into (24), we finally obtain
Proof of Lemma 3.3. From Lemma 3.1, we have
Using
and (57) in Lemma A.4 since α 1 (η) > 4β(η), we have
On other hand, for 2 ≤ k ≤ d, using Lemma 3.1 and (58) in Lemma A.4 since α k (η) ≤ α 2 (η) = 4β(η), we have
Moreover, using Lemma 3.2, we further have
where we used the fact that β(n) > ǫ for a fixed small enough ǫ and any η ≥ 0.
Next, let
Using (55) and (56) in Lemma A.4, we have
where
By Lemma A.6, we have g(0) = 1, g
is a decreasing function of η on (0, 1]. Moreover, since g(η) is twice continuously differentiable on an open interval containing 0, by Taylor approximation at η = 0, we have
for any 1 < δ < 2. For all subsequent analysis, any such δ would do it and we pick δ = 3/2 arbitrarily.
Plugging (45) into ρ(η, K), we have
hold, there exist someη(K) > 0 such that for every 0 < η ≤η(K), we have
The lower bound follows the fact that g(η) is decreasing and c ′ η 4 K ≥ 0.
Proof of Theorem 3.4. By Lemma 3.3, there exists someη(K) such that for every η ∈ (0,η(K)], we have
By repeatedly applying Proof. By the cyclic property of the trace, we have w T P M P w = Tr[w T P M P w] = Tr[M P ww T P ].
Since P ww T P is positive semi-definite, we have
Again, by the cyclic property of the trace, we finally have
Lemma A.2. Let w be a vector in R d with w = 1 and let C be a d × d symmetric matrix. Then, for P = I − ww T , we have
Proof. Let U = P C − CP . Since the non-zero singular values of U are the square roots of the non-zero eigenvalues of U T U , we focus on U T U . By definition of P , we have
For any vector u in R d , we have
meaning that that U T U u lies in the span of w and Cw. This implies that any eigenvector u for U T U corresponding to a non-zero eigenvalue is of the form u = c 1 w + c 2 Cw.
By plugging (47) into (46), we have
We conclude that all eigenvalues of U T U are (w T C 2 w) − (w T Cw) 2 and possibly 0. Therefore, the spectral radius of U T U is |(w T C 2 w) − (w T Cw) 2 |. Since it is easy to check that P 2 = P and the expansion of P Cw 2 results in P Cw 2 = w T CP 2 Cw = w T CP Cw = (w T C 2 w) − (w T Cw) 2 ≥ 0,
we have Since γ ′ (η) > 0, γ(η) > 4 and h(η) > 0 implying g(η) > 0 for η ∈ (0, 1], we have g ′ (η) < 0 for any η ∈ (0, 1]. Fact h(η) > 0 can be established by using m instead of m − 1 in (68). Moreover, for η = 0, we have g ′ (0) = −2m 2 (λ 1 − λ 2 ).
