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Abstract
We discuss several generalizations of the classical Eckart and Young identity:
inf
{
‖A‖ : A + A is singular
}
= 1‖A−1‖ .
We show that a natural extension of this identity holds for rectangular matrices defining conic
systems of constraints, and for perturbations restricted to a particular block structure, such as
those determined by a sparsity pattern.
Our results extend and unify the classical Eckart and Young identity, Renegar’s characteriz-
ation of the distance to infeasibility [Math. Program. 70 (1995) 279], Rohn’s characterization
of the componentwise distance to singularity [Linear Algebra Appl. 126 (1989) 39], and
Cheung and Cucker’s characterization of the normalized distance to ill-posedness [Math.
Program. 91 (2001) 163].
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1. Introduction
The Eckart and Young identity for square non-singular matrices, namely
inf
{‖A‖ : A + A is singular}
= 1‖A−1‖ = sup
{
δ : ‖y‖  δ ⇒ y ∈ {Ax : ‖x‖  1}} (1)
is an elegant and useful characterization of the distance to singularity. It establishes
a clear connection between the conditioning of A and the distance to ill-posedness
of the system of equations Ax = b for any b ∈ Rn.
The identity (1) has a natural extension to conic linear systems (cf. Corollary 2.9
in Section 2), as it was proven by Renegar [9, Theorem 3.5]. Such an extension
can be proven by using a construction based on rank-one perturbations, as shown
in [7,8]. The rank-one perturbation approach has subsequently been used by Lewis
[4] and Dontchev et al. [3] to extend the Eckart and Young identity to more abstract
contexts. In particular, Lewis [4] showed that for a surjective convex process , the
following generalization of (1) holds
inf
{‖A‖ : + A is non-surjective} = 1‖−1‖ . (2)
(A convex process is a multifunction whose graph is a closed convex cone.)
Recently Cheung and Cucker [1] introduced a new condition number for poly-
hedral conic systems of constraints. Their condition number is defined in terms of
geometric properties of the feasible cone. They proved that such condition num-
ber is identical to the reciprocal of the normalized distance to ill-posedness (cf. [1,
Theorem 1] and Theorem 5.1 in Section 5).
The results above assume that the perturbations on the data are arbitrary and that
they are measured in some operator norm. The quest for a similar characterization
under restricted perturbations, such as those defined by some sparsity pattern, poses
an interesting challenge. For non-singular square matrices, Rohn [10] and Rump
[11,12] have studied the componentwise distance to singularity for perturbations
with a particular structure (for details, see [12, Sections 2 and 3]). In particular, Rohn
proved the identity (3) below. Before stating Rohn’s identity we introduce some key
notation. A signature matrix is a diagonal matrix with diagonal entries 1 or −1. Let
Sd denote the set of d × d signature matrices.
Assume E ∈ Rn×n with E  0 is a given matrix. Rohn [10] showed that for every
non-singular matrix A ∈ Rn×n the following holds
inf
{
δ : ∃A with |A|  E s.t. A + A is singular}
= 1
maxS∈Sn ρS0 (A−1SE)
, (3)
where the absolute value and inequality apply componentwise, and ρS0 (·) is the sign-
real spectral radius (see Section 3 for a detailed definition).
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In each of the cases described above, the characterizations of the distance to in-
feasibility, the distance to non-surjectivity, and the componentwise distance to sin-
gularity maintain the flavor of (1). These precedents naturally raise the question of
whether a suitable extension of the Eckart and Young identity exists for the distance
to infeasibility of conic systems, when the perturbations are restricted to a predefined
block structure. This paper provides an answer to such question. The key proof tech-
nique underlying our results is a low-rank construction, an extension of the rank-one
approach introduced in [7,8].
Our main result, namely Theorem 2.7, extends and unifies in a natural fashion
the previously known characterizations of the distance to infeasibility [8,9], the nor-
malized distance to ill-posedness [1], and the componentwise distance to singularity
[10,12].
As a preamble to our results, we next describe the special but particularly interest-
ing case of the componentwise distance to infeasibility. This is a natural step beyond
(3). Indeed, in Section 3 we show how (3) can be derived from Theorem 1.1 below.
Let C be a closed convex cone inRn. Given A ∈ Rm×n, consider the conic system
Ax = 0, x ∈ C. (4)
We say that (4) is a well-posed feasible system if
{Ax : x ∈ C} = Rm. (5)
LetP be the set of matrices A ∈ Rm×n such that (5) holds. In other words, A ∈ P if
the system
Ax = b, x ∈ C
is feasible for any b ∈ Rm. This naturally extends the notion of non-singularity for
square matrices. Indeed, if m = n and C = Rn then P is precisely the set of n × n
non-singular matrices.
Let C∗ be the dual cone of C, i.e., C∗ := {u ∈ Rn : uTx  0 ∀ x ∈ C}. Notice
that A ∈ P if and only if the alternative system
−ATy ∈ C∗ (6)
does not have non-zero solutions.
Assume E ∈ Rm×n with E  0 is given. Define the componentwise distance to
infeasibility relative to E of (4) as
distE(A) := inf
{
δ : ∃A with |A|  E such that A + A ∈ P}.
Here the absolute value and inequality apply componentwise.
Given a matrix B ∈ Rm×n, consider the optimization problem
φ(A,B) := inf
x,z
max
i
|xi |
zi
s.t. Ax = Bz,
x ∈ C, (7)
z > 0.
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The following theorem characterizes distE(A) in terms of φ(A, ·). By conven-
tion, set inf ∅ = 1/0 = +∞.
Theorem 1.1. Let E ∈ Rm×n, E  0 be given. Then for all A ∈ P
distE(A) = 1
maxS∈Sm φ(A, SE)
.
Proof. See Section 2. 
The paper is organized as follows. The remainder of this introduction discusses
the subsets of Rm×n determined by the feasibility status of (4) and (6). Section 2
develops our main results, namely Theorems 2.1, 2.5, and 2.7. Theorem 1.1 and
most of the results in [8] are immediate consequences of these theorems. Section 3
discusses the special case of the distance to singularity. We show that Rohn’s char-
acterization (3) can be recovered from our results. In Section 4 we discuss some
connections between the block-structured distance to singularity and the structured
singular value studied in µ-analysis [2,5,6]. In Section 5 we put Cheung and Cucker’s
condition number within the context of this paper. Section 6 concludes the paper.
A brief discussion on the subsets of Rm×n determined by the feasibility of the
alternative systems (4) and (6) is illuminating. Recall that P is the set of matrices
A ∈ Rm×n such that (4) is well-posed, i.e., such that
{Ax : x ∈ C} = Rm.
Proceeding analogously, letD be the set of matrices A ∈ Rm×n such that (6) is well-
posed, i.e., such that{
ATy : y ∈ Rm}+ C∗ = Rn.
Endow Rm×n with the operator norm with respect to the usual Euclidean norms in
Rn and Rm. It can easily be shown that both P and D are open subsets of Rm×n.
Furthermore, if m < n and C is a regular cone then both P and D are non-empty
and
P¯ = Rm×n \D, D¯ = Rm×n \P.
The set Rm×n \ (P ∪D)—i.e., the set of those matrices for which neither (4) nor
(6) is well-posed—is the set of ill-posed instances. It is easy to see that the set of
ill-posed instances has zero Lebesgue measure in Rm×n.
Notice how ill-posedness naturally extends the concept of singularity of square
matrices: if m = n and C = Rn, thenP = D is the set of n × n non-singular matrices,
and the set of ill-posed instances is precisely the set of n × n singular matrices. For
rectangular matrices: if m < n and C = Rn, then P is the set of m × n full-rank
matrices, D = ∅, and the set of ill-posed instances is precisely the set of m × n
rank-deficient matrices.
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The natural notions of distance to infeasibility of the conic systems (4) and (6)
are respectively
inf
{‖A‖ : A + A ∈ P} and inf {‖A‖ : A + A ∈ D}.
Our discussion will concern several notions of block-structured distance to infeasi-
bility for systems of the form (4). Although at first sight this may appear somewhat
restrictive, by adding slack variables, it can easily be seen that the relevant distance
to infeasibility of (6) can be obtained as a special case of block-structured distance
to infeasibility of a system of the form (4). Indeed, a special case of block-structured
distance to infeasibility readily extends our results to the more general conic system
Ax ∈ CY , x ∈ CX,
where CX and CY are closed convex cones in Rn and Rm, respectively.
2. Block-structured perturbations
2.1. Low-rank perturbations
Let Rn = X1 × · · · × Xk and B = [b1 · · · bk] ∈ Rm×k be given. Consider per-
turbations of the form
A = [ b1uT1 · · · bkuTk ], ui ∈ Xi. (8)
A perturbation matrix A of the form (8) is the concatenation of the k rank-one blocks
biu
T
i , i = 1, . . . , k. It corresponds to the linear map A : Rn → Rm defined by
x →
k∑
i=1
(
uTi xi
)
bi.
Define a norm on this type of perturbations by putting
‖A‖B := max
{‖ui‖ : i = 1, . . . , k},
where ‖ui‖ denotes the Euclidean norm of ui .
We shall address the following problem: given A ∈ P and Xi , bi as above, find
the size of the smallest perturbation A of the form (8) such that A + A ∈ P.
The following optimization problem is crucial in this quest. It is a general form
of (7).
φ(A,B) := inf
x,z
max
i
‖xi‖
zi
s.t. Ax = Bz,
x ∈ C, (9)
z > 0.
Notice that if A ∈ P, then φ(A,B) < ∞ for all B ∈ Rm×k , and the function φ(A, ·)
is upper semicontinuous, i.e., φ(A,B)  lim supB ′→B φ(A,B ′).
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To characterize the smallest low-rank perturbation above, we need to consider the
signed version of (9). Recall that Sk denotes the set of k × k signature matrices. Let
ψ(A,B) := max
S∈Sk
φ(A,BS).
The following result characterizes the minimal-size low-rank perturbation A of
the form (8).
Theorem 2.1. Let A ∈ P and B = [b1 · · · bk] be given. If ψ(A,B) = 0 then
for any perturbation A of the form (8), A + A ∈ P; otherwise there exists a A
of the form (8) such that A + A ∈ P and ‖A‖B = 1/ψ(A,B). Furthermore,
any A of the form (8) such that A + A ∈ P satisfies ‖A‖B  1/ψ(A,B).
The proof of Theorem 2.1 is constructive. It follows from Propositions 2.3 and
2.4 below. Before discussing them, we derive Theorem 1.1 from Theorem 2.1.
Proof of Theorem 1.1. Consider the direct decomposition of Rn = R× · · · × R,
i.e., take k = n and Xi = R, i = 1, . . . , k.
We first prove
distE(A) 
1
maxS∈Sm φ(A, SE)
. (10)
If φ(A, SE) = 0 for all S ∈ Sm then there is nothing to prove. Assume S ∈ Sm is
such that φ(A, SE) > 0. Since ψ(A, SE)  φ(A, SE) > 0, by Theorem 2.1 there
exists A such that
A + A ∈ P with |A|  1
ψ(A, SE)
|SE| = 1
ψ(A, SE)
|E|.
Thus
distE(A) 
1
ψ(A, SE)
 1
maxS∈Sm φ(A, SE)
.
We next show
distE(A) 
1
maxS∈Sm φ(A, SE)
. (11)
To prove (11), it suffices to show that for A and δ > 0 with A + A ∈ P and
|A|  E there exists S ∈ Sm such that
φ(A, SE)  1
δ
. (12)
Assume A + A ∈ P and |A|  E. Then there is a non-zero vector y ∈ Rm
such that −(A + A)y ∈ C∗. Let S = diag(sgn(y)). We now show that (12) holds
for this S. Let x ∈ C and z > 0 be such that Ax = SEz. Then premultiplying by yT
we get∑
i,j
|yi |zjEij = yTSEz = yTAx  −yT Ax 
∑
i,j
|yi ||xj ||Aij |.
(The first inequality holds because −(A + A)Ty ∈ C∗ and x ∈ C.)
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Hence, since |A|  E,
0 
∑
i,j
|yi |
(|xj ||Aij | − zjEij ) ∑
i,j
(
|xj | − zj
δ
)
|yi ||Aij |. (13)
This implies that
max
j
|xj |
zj
 1
δ
; (14)
for otherwise from (13) we would get
0  −
∑
i,j
|yi ||Aij | ⇒ ATy = 0 ⇒ −ATy = −(A + A)Ty ∈ C∗
with y /= 0, which contradicts the assumption A ∈ P.
Since (14) holds for any x ∈ C, z > 0 such that Ax = SEz, Eq. (12)
follows. 
Remark 2.2. The proof above actually shows the stronger identity
distE(A) = 1
maxS∈Sm φ(A, SE)
= 1
maxS∈Sm ψ(A, SE)
= 1
maxS1∈Sm,S2∈Sn φ(A, S1ES2)
.
Proposition 2.3. Let A ∈ P and B = [b1 · · · bk] be given. Suppose that
φ(A, B) > 0 and the minimum in (9) is attained at (x¯, z¯). Let
A = −
[
1
z¯1φ(A,B)2
b1x¯
T
1 · · · 1z¯kφ(A,B)2 bkx¯
T
k
]
.
Then A + A ∈ P.
Proof. To show A + A ∈ P, it suffices to show that the following conic system
does not have a solution:
(A + A)x =
k∑
i=1
bi, x ∈ C. (15)
We proceed by contradiction: suppose w ∈ C solves (15). Then for any λ > 0 we
have
A(λx¯ + w) =
k∑
i=1
(
λz¯i + 1 + x¯
T
i wi
z¯iφ(A,B)2
)
bi, λx¯ + w ∈ C.
But for λ > 0 sufficiently large
‖λx¯i + wi‖ < φ(A,B)
(
λz¯i + 1 + x¯
T
i wi
z¯iφ(A,B)2
)
, i = 1, . . . , k.
This contradicts the optimality of (x¯, z¯). 
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Proposition 2.4. Let A ∈ P and B = [b1 · · · bk] be given. Assume
A = [ b1vT1 · · · bkvTk ]
is such that A + A ∈ P. Then ψ(A,B) > 0 and
‖A‖B = max
{‖vi‖ : i = 1, . . . , k}  1
ψ(A,B)
.
Proof. Let y be a non-zero vector such that
−(A + A)Ty = −ATy −


(
bT1 y
)
v1
...(
bTk y
)
vk

 ∈ C∗. (16)
(Such y exists because (A + A) ∈ P.)
Let S = diag(sgn(bTi y)) and fix , δ > 0. Let (x¯, z¯) be a feasible solution to (9)
with B replaced by BS + yeT, and such that
max
i
‖x¯i‖
z¯i
 φ
(
A,BS + yeT)+ δ. (17)
Since (x¯, z¯) is feasible for (9), we have
Ax¯ = (BS + yeT)z¯ and x¯ ∈ C.
Thus, premultiplying by yT, we get
k∑
i=1
(sgn(bTi y)b
T
i y + ‖y‖2)z¯i = x¯T(ATy)
 −x¯T


(
bT1 y
)
v1
...(
bTk y
)
vk


= −
k∑
i=1
(
x¯Ti vi
)(
bTi y
)
.
(The inequality follows from (16).)
Hence,
k∑
i=1
(
z¯i +
(
x¯Ti vi
)
sgn
(
bTi y
))∣∣bTi y∣∣  −‖y‖2
k∑
i=1
z¯i < 0.
In particular, some z¯i +
(
x¯Ti vi
)
sgn
(
bTi y
)
< 0, so by Schwarz inequality and (17),
‖vi‖  z¯i‖xi‖ 
1
φ(A,BS + yeT) + δ .
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Thus
‖A‖B = max{‖vi‖ : i = 1, . . . , k}  1
φ(A,BS + yeT) + δ .
Since this holds for any , δ > 0 and φ(A, ·) is upper semicontinuous, we have
‖A‖B  1
φ(A,BS)
 1
ψ(A,B)
. 
Proof of Theorem 2.1. Without loss of generality assume ψ(A,B) = φ(A,B). By
Proposition 2.4 it suffices to show that if φ(A,B) > 0 then there exists A of the
form (8) such that A + A ∈ P, ‖A‖B  1/φ(A,B). If the infimum in φ(A,B)
is attained, this readily follows from Proposition 2.3.
Otherwise lift the problem as follows. Introduce k new variables xn+i , i = 1, . . . ,
k. Let C˜ = C × Rk , X˜i = Xi × R, i = 1, . . . , n, and lift the definitions ofP, φ(·, ·)
in the obvious manner.
For each i = 1, . . . , k let ei ∈ Rk be the vector with one in the ith component and
zero everywhere else. Lift the map A : Rn → Rm to A˜ : Rn+k → Rm+k by putting
A˜x˜ =
[ [A 0 ]x˜∑k
i=1 x˜n+iei
]
.
In other words, lift each block Ai to A˜i by putting
A˜i =
[
Ai 0
0 ei
]
, i = 1, . . . , k.
Notice that A ∈ P⇔ A˜ ∈ P˜.
Given   0, lift each of the k vectors b1, . . . , bk by putting
b˜i =
[
bi
e
]
, i = 1, . . . , k,
where e ∈ Rk is the vector of all ones, i.e., e = ∑ki=1 ei .
It can easily be shown that for all  > 0, φ˜(A˜, B˜) > 0 and has a minimizer
(x˜, z˜). Hence by Proposition 2.3, A˜ + A˜ ∈ P˜ for
A˜ = −
[
1
z˜1φ˜(A˜, B˜
)2
b˜1(x˜

1)
T · · · 1
z˜kφ˜(A˜, B˜
)2
b˜k(x˜

k )
T
]
.
The set {A˜ :  > 0} is bounded because ‖A˜‖
B˜
= 1/φ˜(A˜, B˜), and
φ˜(A˜, B˜) → φ˜(A˜, B˜0) = φ(A,B) > 0. Let A˜ be a limit point of {A˜ :  > 0}
as  → 0. Then A˜ + A˜ ∈ P˜ and ‖A˜‖
B˜0 = φ˜(A˜, B˜0) = φ(A,B). Furthermore,
it is easy to see that A˜ can be written as
A˜ =
[
A A′
0 0
]
,
where A is of the form (8) and ‖A‖B  ‖A˜‖B˜0 = 1/φ(A,B). To finish just
notice that A + A ∈ P because A˜ + A˜ ∈ P˜. 
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2.2. Horizontal block-structured perturbations
Consider the following block-structure. Suppose that Rn = X1 × · · · × Xk , i.e.,
the subspaces Xi form a direct decomposition of Rn. Suppose also that Y1, . . . , Yk
are linear subspaces of Rm (not necessarily a direct decomposition) all of them of
dimension at least one.
We are now interested in blockwise perturbations of the form
A = [A1 · · · Ak ], where Ai : Xi → Yi, i = 1, . . . , k. (18)
Suppose α1, . . . , αk  0 are given. Define the scaled norm of any perturbation A
of the form (18) as
‖A‖α := max
{‖Ai‖
αi
: i = 1, . . . , k
}
. (19)
(If αi = 0 then the ith block is “rigid”, i.e., not subject to perturbations. In other
words, any finite perturbation A must have Ai = 0 whenever αi = 0, and in such
case the maximum in (19) is taken over the non-zero αi’s.)
For a given matrix A ∈ P, Theorem 2.5 below characterizes the size of the small-
est perturbations of the form (18) such that A + A ∈ P.
Given A ∈ P, consider the problem
χ(A) := max
B=[b1···bk]
φ(A,B)
s.t. bi ∈ Yi, ‖bi‖ = αi, i = 1, . . . , k. (20)
If B¯ is a maximizer to this problem and φ(A, B¯) > 0, then by Theorem 2.1 we
can construct a low-rank perturbation of the form (18) with norm no larger than
1/φ(A, B¯). The following theorem shows that this is a smallest-size perturbation of
the form (18) with A + A ∈ P, provided such perturbations exist.
Theorem 2.5. Let A ∈ P, and assume Xi, Yi, αi are as above. Then
distblk(A) := inf
{‖A‖α : A as in (18) and A + A ∈ P} = 1
χ(A)
.
Proof. Let B¯ = [b¯1 · · · b¯k] maximize (20). As we remarked above, if φ(A, B¯) > 0
then Theorem 2.1 implies
distblk(A) 
1
φ(A, B¯)
= 1
χ(A)
.
Assume now that A is such that A + A ∈ P. We just need to show that there
exists B with ‖bi‖ = αi such that φ(A,B) > 0 and
‖A‖α  1
φ(A,B)
 1
χ(A)
.
We prove this by proceeding as in the proof of Proposition 2.4. Because A + A ∈
P there exists y ∈ Rm, y /= 0 such that −(A + A)Ty ∈ C∗. For i = 1, . . . , k let
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yi := projYi y, and take bi := αiyi‖yi‖ if yi /= 0 and bi := any arbitrary vector in Yi of
norm αi if yi = 0.
Notice that some yi must be non-zero, for otherwise if each yi = 0 then ATi y =
ATi yi = 0, i.e., −ATy = −(A + A)Ty ∈ C∗, which cannot happen because A ∈
P. Also notice that by construction, ‖bi‖ = αi , i = 1, . . . , n.
Fix δ > 0 and let (x¯, z¯) be a feasible solution to (9) with maxi ‖x¯i‖z¯i  φ(A,B) +
δ. In particular,
Ax¯ = Bz¯, x¯ ∈ C.
Thus, premultiplying by yT, we get
k∑
i=1
αi z¯i‖yi‖ = yTAx¯
 −yT Ax¯
= −
k∑
i=1
yTi Aix¯i

k∑
i=1
‖Ai‖‖x¯i‖‖yi‖.
(The first inequality because −(A + A)y ∈ C∗.)
Consequently,
k∑
i=1
(‖Ai‖‖x¯i‖ − αi z¯i)‖yi‖  0.
Since some yi are non-zero, for some i we must have
‖Ai‖‖x¯i‖ − αi z¯i  0 ⇒ ‖A‖α  ‖Ai‖
αi
 z¯i‖x¯i‖ 
1
φ(A,B) + δ .
Since this holds for any δ > 0 we get
‖A‖α  1
φ(A,B)
 1
χ(A)
as we wanted. 
As a consequence of Theorem 2.5 we get an equivalent alternative definition for
χ(A). Sometimes this alternative definition may be more convenient.
Corollary 2.6. Assume A ∈ P and Xi, Yi, αi are as above. Let
χ¯(A) = max
B=[b1···bk]
φ(A,B)
s.t. bi ∈ Yi, ‖bi‖  αi, i = 1, . . . , k. (21)
Then χ¯(A) = χ(A).
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Proof. It is obvious that χ¯(A)  χ(A). To prove the reverse inequality, it suf-
fices to show that if B = [b1 · · · bk] with bi ∈ Yi , ‖bi‖  αi , i = 1, . . . , k satis-
fies φ(A,B) > 0, then φ(A,B)  χ(A). Indeed, if φ(A,B) > 0, then Theorem 2.1
implies that there exists A such that A + A ∈ P, and ‖Ai‖  1φ(A,B)‖bi‖ 
1
φ(A,B)
αi . Thus
1
φ(A,B)
 max
i
‖Ai‖
αi
= ‖A‖α  distblk(A).
Hence applying Theorem 2.5 we get φ(A,B)  χ(A). 
2.3. General block-structured perturbations
Let us consider a general block-structure where the blocks are not necessarily
lined up horizontally. Suppose Rn = S1 × · · · × Sp and Rm = T1 × · · · × Tq . Given
subsets I ⊆ {1, . . . , p}, J ⊆ {1, . . . , q} define SI := ∏i∈I Si , TJ := ∏j∈J Tj . Sup-
pose I1, . . . , Ik ⊆ {1, . . . , p} and J1, . . . , Jk ⊆ {1, . . . , q} are such that for any i /=
j either Ii ∩ Ij = ∅ or Ji ∩ Jj = ∅.
Let Xi = SIi , Yi = TJi , i = 1, . . . , k. We are interested in blockwise perturba-
tions of the form
A = (Ai), (22)
where each Ai : Xi → Yi , and the map A is defined by putting together these
blocks, i.e., A : Rn → Rm is defined as
A(x) :=
k∑
i=1
Ai(xi).
(Notice that different projections xi , xj of x are not necessarily orthogonal here.)
Suppose α1, . . . , αk  0 are given and define the scaled norm of any perturbation
A of the form (22) as
‖A‖α := max
{‖Ai‖
αi
: i = 1, . . . , k
}
.
Define φ(A,B) and χ(A) exactly as in (9) and (20).
For a given matrix A ∈ P, Theorem 2.7 below characterizes the size of the small-
est perturbations of the form (22) such that A + A ∈ P.
Theorem 2.7. Let A ∈ P, and assume Xi, Yi, αi are as above. Then
distblk(A) := inf
{‖A‖α : A as in (22) and A + A ∈ P} = 1
χ(A)
.
Proof. The idea is to reduce this problem to the horizontal block-structure case
already studied. To do so, we include copies of the non-empty intersections of pairs
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of X’s. We explain in detail how this works for the case k = 2, X1 ∩ X2 /= ∅. This
is the core of the proof. The general case easily follows by induction.
For k = 2 and X1 ∩ X2 /= ∅ we may assume without loss of generality that Rn =
S1 × S2 × S3, Rm = T1 × T2, X1 = S1 × S2, X2 = S2 × S3, Y1 = T1, Y2 = T2.
Given a vector x ∈ Rn let x(j) denote the projection of x onto Sj for j = 1, 2, 3.
Let A(i, j) : Sj → Ti denote the map x(j) → projTi (Ax(j)). In other words, A(i, j)
is the (i, j)th block of A.
Hence we can rewrite Ax = 0, x ∈ C as
[
A(1, 1) A(1, 2) A(1, 3)
A(2, 1) A(2, 2) A(2, 3)
][ x(1)
x(2)
x(3)
]
=
[
0
0
]
, x ∈ C.
Here the blocks subject to perturbations are
A1 = [A(1, 1) A(1, 2) ], A2 = [A(2, 2) A(2, 3) ].
Let S be a copy of S2 and let A˜ : Rn × S → Rm × S be the map
[
x
s
]
→
[
A(1, 1) A(1, 2) A(1, 3) 0
A(2, 1) 0 A(2, 3) A(2, 2)
0 I 0 −I
]
x(1)
x(2)
x(3)
s

 .
Thus Ax = 0, x ∈ C is equivalent to
[
A(1, 1) A(1, 2) A(1, 3) 0
A(2, 1) 0 A(2, 3) A(2, 2)
0 I 0 −I
]
x(1)
x(2)
x(3)
s

 = 0,


x(1)
x(2)
x(3)
s

 ∈ C × S, (23)
which we can rewrite as
A˜
[
x
s
]
= 0,
[
x
s
]
∈ C × S.
In (23) let X˜1 := X1 = S1 × S2, X˜2 := S3 × S, Y˜1 := Y1, Y˜2 := Y2. Now the
blocks subject to perturbations are
A˜1 = [A(1, 1) A(1, 2) ], A˜2 = [A(2, 3) A(2, 2) ].
It is then easy to see that
distblk(A) = distblk(A˜). (24)
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Because Rn × S = X˜1 × X˜2, Theorem 2.5 can be applied to (23) so
distblk(A˜) = 1
χ(A˜)
. (25)
On the other hand, for any B = [b1 · · · bk] with bi ∈ Yi we have φ
(
A˜,
[
B
0
])
=
φ(A,B) because the last block of constraints ensures that x(2) = s. Therefore
χ(A˜) = χ(A). (26)
Putting together (24)–(26) we get
distblk(A) = 1
χ(A)
. 
2.4. Special types of block-structure
For certain particularly simple types of block-structure, the characterization of
distblk(·) simplifies substantially. In particular, the main results discussed in [8] can
be obtained in this fashion.
The first special case concerns perfectly aligned horizontal blocks.
Theorem 2.8. Suppose Rn = X1 × · · · × Xk, α1, . . . , αk  0 and Yi = Y0 ⊆ Rm,
i = 1, . . . , k are given. Then for all A ∈ P
distblk(A)
= sup
{
δ : y ∈ Y0, ‖y‖  δ ⇒ y ∈
{
Ax : x ∈ C,
k∑
i=1
αi‖xi‖  1
}}
.
Proof. For notational convenience, let
ρ(A)
:= sup
{
δ : y ∈ Y0, ‖y‖  δ ⇒ y ∈
{
Ax : x ∈ C,
k∑
i=1
αi‖xi‖  1
}}
.
We shall first show that ρ(A)  1
χ(A)
. Let y ∈ Y0 with ‖y‖ = δ < 1χ(A) be fixed. Put
B = 1
δ
yαT. Because ‖bi‖ = αi‖y‖δ = αi and χ(A) < 1δ , there must exist (x, z) such
that
Ax = Bz = α
Tz
δ
y, x ∈ C, z > 0, max
i
‖xi‖
zi
 1
δ
.
Take x′ = δ
αTz
x. Then Ax′ = y with x′ ∈ C and
k∑
i=1
αi‖x′i‖ = δ
∑k
i=1 αi‖xi‖∑k
i=1 αizi
 δ max
i
‖xi‖
zi
 1.
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In other words, y ∈ {Ax : x ∈ C,∑ki=1 αi‖xi‖  1}. Since this holds for any y ∈ Y0
with ‖y‖ = δ < 1
χ(A)
, we get ρ(A)  1
χ(A)
. Hence Theorem 2.7 and Corollary 2.6
yield ρ(A)  distblk(A).
For the reverse inequality, assume A is such that A + A ∈ P. Then there ex-
ists a non-zero vector y ∈ Rm such that −(A + A)Ty ∈ C∗. Without loss of gen-
erality assume ‖y‖ = 1. Observe that
Ax = y, x ∈ C ⇒ 0  yT(A + A)x = 1 + yT Ax.
Therefore, by Schwarz inequality, every x ∈ C with Ax = y satisfies
1  |yT Ax|  ‖Ax‖ =
∥∥∥∥∥
k∑
i=1
Aixi
∥∥∥∥∥  ‖A‖α
k∑
i=1
αi‖xi‖.
Hence
Ax = ‖A‖αy ⇒
k∑
i=1
αi‖xi‖  1.
It thus follows that ρ(A)  ‖A‖α . Since this holds for any A such that A +
A ∈ P, we get ρ(A)  distblk(A). 
Corollary 2.9 [9, Theorem 3.5]. For any given A ∈ P the distance to infeasibility
inf
{‖A‖ : A + A ∈ P}
is the same as
sup
{
δ : ‖y‖  δ ⇒ y ∈ {Ax : x ∈ C, ‖x‖  1}}.
Corollary 2.10 [8, Corollary 4.6]. For any given A ∈ P and Rn = X1 × X2 the
restricted distance to infeasibility
inf
{‖A1‖ : [A1 + A1 A2 ] ∈ P}
is the same as
sup
{
δ : ‖y‖  δ ⇒ y ∈ {Ax : x ∈ C, ‖x1‖  1}
}
.
There is also a simplified characterization for perfectly aligned vertical blocks, as
the following theorem states.
Theorem 2.11. SupposeRm = Y1 × · · · × Yk, α1, . . . , αk  0 and Xi = X0 ⊆ Rn,
i = 1, . . . , k are given. Then for all A ∈ P
distblk(A) = sup
{
δ : max
i
{‖yi‖}  δ ⇒ Dαy ∈ {Ax : x ∈ C, ‖x0‖  1}
}
,
where Dαy is the vector defined by putting
(Dαy)i := αiyi .
208 J. Peña / Linear Algebra and its Applications 370 (2003) 193–216
Proof. Again for notational convenience let
ρ(A) := sup {δ : max
i
{‖yi‖}  δ ⇒ Dαy ∈ {Ax : x ∈ C, ‖x0‖  1}
}
.
We shall first show that ρ(A)  1
χ(A)
. Let δ > 1
χ(A)
, i.e., χ(A) > 1
δ
. Then there exist
B = [b1 · · · bk], bi ∈ Yi, ‖bi‖ = αi, i = 1, . . . , k such that φ(A,B) = χ(A) > 1δ .
Thus
Ax = Bz, x ∈ C, z > 0 ⇒ max
i
‖x0‖
zi
>
1
δ
.
In particular,
Ax =
k∑
i=1
bi, x ∈ C ⇒ ‖x0‖ > 1
δ
.
Thus, taking yi := δαi bi, i = 1, . . . , k, we get maxi ‖yi‖  δ, and
Ax = Dαy, x ∈ C ⇒ ‖x0‖ > 1.
Therefore ρ(A)  δ. Since this holds for any δ > 1
χ(A)
, we get ρ(A)  1
χ(A)
. So
Theorem 2.7 yields ρ(A)  distblk(A).
For the reverse inequality, assume y is such that maxi ‖yi‖ = δ and Dαy ∈ {Ax :
x ∈ C, ‖x0‖  1}. We shall show that distblk(A)  δ.
Let x¯ solve
min ‖x0‖
s.t. Ax = Dαy,
x ∈ C.
Notice that ‖x¯0‖ > 1, because Dαy ∈ {Ax : x ∈ C, ‖x0‖  1}. Let
A = − 1‖x¯0‖2 Dαyx¯
T
0 .
Proceeding as in the proof of Proposition 2.3, it can be shown that A + A ∈ P.
Also ‖A‖α  δ, because
‖Ai‖ =
∥∥∥∥ 1‖x¯0‖2 αiyi x¯T0
∥∥∥∥ = αi‖yi‖‖x¯0‖  αiδ, i = 1, . . . , k.
Thus distblk(A)  ‖A‖α  δ. Since this holds for any y such that maxi ‖yi‖ = δ
and Dαy ∈ {Ax : x ∈ C, ‖x0‖  1}, we get ρ(A)  distblk(A). 
3. Componentwise distance to singularity
We now put the previously known characterizations of the componentwise dis-
tance to singularity [10,12] within the context of Section 2.
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Let us recall the notions of real and sign-real spectral radii, which play a crucial
role in [10–12]. The real spectral radius of a square matrix A ∈ Rn×n is defined as
ρ0(A) := max{|λ| : λ is a real eigenvalue of A}.
(Set ρ0(A) := 0 if A has no real eigenvalues.)
The sign-real spectral radius of a square matrix A ∈ Rn×n is defined as
ρS0 (A) := max
S1,S2∈Sn
ρ0(S1AS2).
(Recall that Sn denotes the set of n × n signature matrices.)
It is easy to see that ρS0 (·) can alternatively be defined as
ρS0 (A) := max
S∈Sn
ρ0(SA) = max
S∈Sn
ρ0(AS).
Proposition 3.1 below establishes an interesting connection between the sign-real
spectral radius and the function φ(·, ·). It relies on a key characterization of ρ0S(·)
due to Rump [11]. In the following proposition and throughout the sequel In denotes
the n × n identity matrix.
Proposition 3.1. Let M ∈ Rn×n and assume C = Rn. Then
max
S∈Sn
φ(In,MS) = max
S∈Sn
ρ0(MS) = ρS0 (M).
Proof. This immediately follows from the definitions of φ(·, ·) and ρS0 (·), and the
following Perron–Frobenius-like identity for ρS0 (·) due to Rump [11, Theorem 3.5]:
ρS0 (M) = max
x /=0
min
i:xi /=0
|(Mx)i |
|xi | = maxS∈Sn infz>0 maxi
|(MSz)i |
zi
. 
We can now recover Rohn’s characterization (3) of the componentwise distance
to singularity.
Corollary 3.2 [10, Theorem 5.1]. Assume E ∈ Rn×n with E  0 is given. Suppose
C = Rn so that for all non-singular A ∈ Rn×n
distE(A) = inf
{
δ : ∃A with |A|  E such that A + A is singular}.
Then for all non-singular A ∈ Rn×n
distE(A) = 1
maxS∈Sn ρ0S(A−1SE)
.
Proof. From the definition of φ(·, ·), it follows that φ(A,B) = φ(In, A−1B). Hence
from Theorem 1.1, Remark 2.2, and Proposition 3.1, we get
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distE(A) = 1
maxS∈Sn φ(A, SE)
= 1
maxS1,S2∈Sn φ(A, S1ES2)
= 1
maxS1,S2∈Sn φ(In, A−1S1ES2)
= 1
maxS∈Sn ρS0 (A−1SE)
. 
4. The real structured singular value
Consider the following block-structure: Let n = m, C = Rn, Rn = X1 × · · · ×
Xk , Yi = Xi , αi = 1, i = 1, . . . , k. For this special block structure there is a natural
connection between the block-structured distance to singularity and the real struc-
tured singular value studied in µ-analysis. The real structured singular value is de-
fined as follows [2,5,6]: Let
 := {A : A = (Ai),Ai : Xi → Xi}.
For A ∈ , let σ¯ (A) denote the largest singular value of A (i.e., the Euclidean
operator norm of A). The real structured singular value of M ∈ Rn×n relative to
 is defined as
µ(M) := 1inf{σ¯ (A) : A ∈ , det(In − M A) = 0} .
The real structured singular value, and the more general complex structured singular
value have been extensively in µ-analysis in the robust control literature (see [2,5,6]
and references therein).
It is easy to see that for the block structure defined by Xi , Yi , αi as above, the
norm ‖ · ‖α defined by (19) satisfies ‖A‖α = maxi ‖Ai‖ = σ¯ () for A ∈ .
Therefore, for non-singular M ∈ Rn×n,
1
µ(M)
= inf{σ¯ (A) : A ∈ , det(In − MA) = 0}
= inf{‖A‖α : A ∈ , M−1 − A is singular}
= distblk(M−1).
Hence by Theorem 2.5,
µ(M) = χ(M−1).
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Thus, from the definition of χ(·) and φ(·, ·), it follows that for non-singular M ∈
Rn×n
µ(M) = max
{
φ(In,MB) : B = [b1 · · · bk],
bi ∈ Xi, ‖bi‖ = 1, i = 1, . . . , k
}
. (27)
Indeed, by considering the block-structured distance to singularity of the identity
matrix In for the structured perturbations defined by the blocks Xi and Y ′i := MYi ,
it readily follows that (27) holds regardless of the non-singularity of M . Further-
more, (27) yields an interesting connection between the real spectral radius ρ0(·)
and φ(·, ·).
Proposition 4.1. Let  be as above. Then for all M ∈ Rn×n
max{ρ0(MQ) : Q ∈ , σ¯ (Q) = 1} = max{φ(In,MB) : B = [b1 · · · bk],
bi ∈ Xi, ‖bi‖ = 1}.
Proof. This readily follows from (27) and the following identity, which in turn is a
straightforward consequence of the definition of µ(·):
µ(M) = max{ρ0(MQ) : Q ∈ , σ¯ (Q) = 1}. 
Remark 4.2. Notice the analogy between Propositions 4.1 and 3.1.
5. Cheung and Cucker’s condition number
Consider the pair of conic systems (4) and (6) for the special case C = Rn+. That
is, consider the pair of systems of linear inequalities
Ax = 0, x  0 (28)
and
ATy  0. (29)
Cheung and Cucker [1] recently introduced a condition numberC(A) for this pair.
The condition number C(A) is defined as follows.
Assume A = [ a1 · · · an ]. For any non-zero y ∈ Rm let
θ(A, y) := min
{
arccos
aTi y
‖ai‖‖y‖ : i = 1, . . . , n
}
.
Let
θ(A) := max
y /=0
θ(A, y).
Define C(A) as
C(A) := 1| cos(θ(A))| .
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This condition number has a nice geometric interpretation: C(A) can be seen
as a measure of the thickness of the cone {y : ATy  0} when this cone has non-
empty interior, i.e., when A ∈ D (see [1] for a detailed discussion). Furthermore,
C(A) can be characterized as the reciprocal of the following normalized distance to
ill-posedness
(A) := sup {δ : ‖a′i − ai‖  δ‖ai‖, i = 1, . . . , n ⇒ (A ∈ D⇔ A′ ∈ D)}.
Theorem 5.1 [1, Theorem 1].
C(A) = 1
(A)
. (30)
We next show that this theorem can be obtained as a special consequence of our
results in Section 2. The proof relies on the next two lemmas, both of which are of
independent interest as they establish key connections between Cheung and Cucker’s
context and ours.
Lemma 5.2. Assume A ∈ P. Let Xi = R, αi := ‖ai‖, and Yi = Y0 = Rm for i =
1, . . . , n. Then
(A) = distblk(A), (31)
for the blocks Xi, Yi, αi, i = 1, . . . , n as above, and
| cos(θ(A))| = ρ(A)
:= sup
{
δ : ‖v‖  δ ⇒ v ∈
{
Ax : x  0,
n∑
i=1
‖ai‖xi  1
}}
. (32)
Lemma 5.3. Assume A ∈ D. Put A′ := [AT I ], C = Rm × Rn+, and let Xi =
X0 = Rm, αi = ‖ai‖, and Yi = R for i = 1, . . . , n. Then
(A) = distblk(A′), (33)
where distblk(A′) is the distance to infeasibility of
A′z = 0, z ∈ C,
for the blocks Xi, Yi, αi, i = 1, . . . , n as above, and
| cos(θ(A))| = sup {δ : ‖u‖∞  δ ⇒ Dαu ∈ {A′z : z ∈ C, ‖z0‖  1}}, (34)
where Dα := diag(α) = diag(‖a1‖, . . . , ‖an‖).
Proof of Theorem 5.1. If A ∈ P ∪D then (30) holds trivially. If A ∈ P, then (30)
follows from Lemma 5.2 and Theorem 2.8. If A ∈ D, then (30) follows from Lemma
5.3 and Theorem 2.11. 
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Proof of Lemma 5.3. The identity (33) readily follows from the definitions of (·)
and distblk(·). For (34), first notice that because A ∈ P, there exists y /= 0 with
ATy  0. Then it must be the case that maxy θ(A, y)  π/2. It thus follows that
| cos(θ(A))| =
∣∣∣∣cos
(
max
y:ATy0
θ(A, y)
)∣∣∣∣
= max
y:ATy0
min
i
−aTi y
‖ai‖‖y‖
= max
‖v‖1
min
i
−aTi v
‖ai‖ .
On the other hand,
{A′z : z ∈ C, ‖z0‖  1} = {ATv + s : ‖v‖  1, s  0},
and
sup
{
δ : ‖u‖∞  δ ⇒ Dαu ∈ {ATv + s : ‖v‖  1, s  0}
}
= sup {δ : min
i
{ui}  −δ ⇒ Dαu  ATv for some ‖v‖  1
}
.
Hence to prove (34) it suffices to show that
max
‖v‖1
min
i
−aTi v
‖ai‖ = sup
{
δ : min
i
{ui}  −δ ⇒ Dαu  ATv for some ‖v‖  1
}
,
which is a straightforward identity. 
Proof of Lemma 5.2. The identity (31) readily follows from the definitions of (·)
and distblk(·). For (32), first notice that because A ∈ D, for any non-zero y ∈ Rm
there must exist i such that aTi y > 0. Hence θ(A, y)  π/2 and so
cos(θ(A, y)) = max
i
aTi y
‖ai‖‖y‖
for any non-zero y ∈ Rm. Therefore,∣∣∣∣cos
(
max
y /=0
θ(A, y)
)∣∣∣∣ = min
y /=0 maxi
aTi y
‖ai‖‖y‖ .
Hence (32) is equivalent to
min
y /=0 maxi
aTi y
‖ai‖‖y‖ = ρ(A), (35)
which we prove next. Let y /= 0 and δ < ρ(A) be given. Then there exists x  0
with
∑n
i=1 ‖ai‖xi  1 and such that
δ
‖y‖y = Ax.
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Premultiplying by yT we obtain
δ‖y‖ =
n∑
i=1
‖ai‖xi a
T
i y
‖ai‖  maxi
aTi y
‖ai‖ .
Therefore
max
i
aTi y
‖ai‖‖y‖  δ.
Since this holds for any non-zero y, and any δ < ρ(A), we have
min
y /=0 maxi
aTi y
‖ai‖‖y‖  ρ(A). (36)
For the reverse inequality, assume δ > ρ(A). Then for some v ∈ Rm with ‖v‖ =
δ the following linear program is feasible (because A ∈ P) but has optimal value
strictly larger than 1.
min
n∑
i=1
‖ai‖xi
s.t. Ax = v
x  0.
Consider the dual problem
max vTy
s.t. aTi y  ‖ai‖, i = 1, . . . , n.
By linear programming duality, the two problems have the same optimal value. In
particular, there exists y¯ with
vTy¯ > 1 and aTi y¯  ‖ai‖, i = 1, . . . , n.
By Schwarz inequality we get ‖y¯‖  1‖v‖ = 1δ and thus
max
i
aTi y¯
‖ai‖‖y¯‖  δ.
Since this holds for all δ > ρ(A), we thus conclude
min
y /=0 maxi
aTi y
‖ai‖‖y‖  ρ(A),
which together with (36) proves (35) thereby completing the proof. 
6. Concluding remarks
Theorem 2.7 provides a characterization of the distance to infeasibility for pertur-
bations under any block structure. Several previously unrelated results can be seen
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as special cases of this theorem. For instance, Corollary 2.9 (Renegar’s character-
ization of the distance to infeasibility), Corollary 3.2 (Rohn’s characterization of
the componentwise distance to singularity), and Theorem 5.1 (Cheung and Cucker’s
characterization of the normalized distance to ill-posedness) can all be recovered
from Theorem 2.7.
The key technique in establishing this general characterization is a low-rank con-
struction, an idea first introduced in [7,8] and further exploited in [3,4].
A number of interesting problems remain to be solved. One of them concerns the
specific choice of norm for measuring perturbations. Straightforward modifications
of our results hold for any choice of operator norm on each block ‖Ai‖ with vir-
tually no modifications on the proofs. However the proofs do crucially rely on the
specific choice of the overall weighted max-norm:
‖A‖α = max{‖Ai‖/αi : i = 1, . . . , k}.
It would be interesting to determine if similar results hold for other choices of norms,
e.g., a weighted Frobenius-like norm:
‖A‖α =
(
k∑
i=1
‖Ai‖2
/
α2i
)1/2
.
Another interesting research problem is to extend the characterization in Theorem
2.7 to more abstract contexts. For example, it is conceivable that a generalization of
Lewis’s identity (2) exists for convex processes if the perturbations are restricted to
a particular structure.
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