The (1+1)-CMA-ES is an adaptive stochastic algorithm for the optimization of objective functions defined on a continuous search space in a black-box scenario. In this paper, an independent restart version of the (1+1)-CMA-ES is implemented and benchmarked on the BBOB-2009 noise-free testbed. The maximum number of function evaluations per run is set to 10 4 times the search space dimension. The algorithm solves 23, 13 and 12 of 24 functions in dimension 2, 10 and 40, respectively.
INTRODUCTION
Soon after the introduction of stochastic algorithms for optimizing functions [2] , it was recognized that adaptive algorithms where the sampling distribution is adapted during the course of the optimization are necessary for optimizing efficiently. One pioneer work in this direction has been carried out by Schumer and Steiglitz in 1968 [11] . The algorithm they proposed is known in the field of evolutionary algorithms as the (1+1)-Evolution Strategy (ES) with one-fifth success rule and was independently discovered by others [10, 3] . In the (1+1)-ES with one-fifth success rule algorithm, the search distribution is spherical and one single
The (1+1)-CMA-ES
We start by describing the original (1+1)-CMA-ES as proposed in [8] . We consider an objective function f : R D → R, x → f (x) to be minimized. The algorithm is given in Table 1 with time index n and in Table 2 without time index. In the following we describe the iteration n of the algorithm following Table 1 . A candidate solution e xn is sampled by perturbing the current solution xn by adding a gaussian vector with mean vector 0 and covariance matrix Cn and scaled by the step-size σn (Line 5)
1 . This candidate solution is accepted if and only if f (e xn) ≤ f (xn) (Line 9). The step-size is adapted (Lines 6 and 7) using the averaged success rate p succ n+1 : it is increased if the success rate is strictly larger than the target probability p succ target , and decreased if it is strictly smaller, according to the equation in Line 7 2 . If f (e xn) ≤ f (xn), the covariance matrix is adapted by adding to a multiple of Cn the rank-one update matrix pn+1pn+1
T (Line 11) where the evolution path pn+1 was updated in Line 10. If f (e xn) > f (xn), the covariance matrix is not changed, i.e., Cn+1 equals Cn. The evolution path is also not updated (Line 14). The default parameters for the (1+1)-CMA-ES are given in Table 3 .
1 If An satisfies AnAn T = Cn and z follows a multivariate normal distribution with mean vector 0 and covariance matrix I, then Anz is a multivariate normal distribution with mean vector 0 and covariance matrix Cn. 2 For cp = 1, p succ target = 1/5 one obtains the 1/5 success rule from [9] and benchmarked in [1] where the increase factor corresponds to exp(1/d). Covariance matrix adaptation:
The independent-restart (1+1)-CMA-ES
We have implemented an independent-restart version of the (1+1)-CMA-ES: for each start the initial solution x0 is sampled uniformly in [−4, 4] D , the step-size σ0 is initialized at 2 and the initial covariance matrix is the identity. After reaching a stopping criteria (described in the next section) the algorithm is (re-)initialized and restarted. This process is iterated. Whenever the overall number of function evaluations reaches 10 4 D or an objective function value below the target function value is reached the algorithm is stopped.
Termination criteria
A single run of the (1+1)-CMA-ES is terminated when one of the following condition is satisfied: NoEffectCoor: any element of xn remains numerically constant when adding 0.2σnl t , where elements of l t are the square root of the diagonal elements of Cn.
PARAMETER TUNING
No parameter tuning has been conducted. The maximum number of iterations MaxIter has been set to prevent the possibility of excessively long runs. The other termination criteria were left to their standard values. The same parameter setting is used on all functions and therefore the crafting effort [5] computes to CrE = 0.
RESULTS
Results from experiments according to [5] on the benchmark functions given in [4, 6] are presented in Figures 1 and 2 and in Table 4 .
In 5-D all the unimodal functions are solved and in 20-D and 40-D, the f6 (Attractive sector) and f7 (Step-ellipsoid) functions are not solved. However, by decreasing the learning rate ccov by a factor of 3, we have observed that the f6 function could be solved. The decreased learning rate would increase the running time on ill-conditioned problems roughly by a factor of two. Among the multimodal functions, the (1+1)-CMA-ES can solve the f21 and f22 functions quite efficiently.
Compared to the (1+1)-ES with one-fifth success rule benchmarked in [1], the performance is greatly improved on all ill-conditioned problems that cannot be solved without the covariance matrix adaptation mechanism. The overall number of multimodal functions solved is the same for both algorithms, while CMA-ES is often faster. The (1+1)-CMA-ES is outperformed by the one-fifth success rule without CMA mechanism on the Attractive Sector function.
CPU TIMING EXPERIMENTS
For the timing experiment the (1+1)-CMA-ES restart was run with a maximum of 10 5 × D function evaluations and restarted until 30 seconds has passed (according to Figure  2 in [5] The good performances on the unimodal functions are to be expected from the adaptation mechanism of the algorithm inherited from the original CMA-ES [7] . Besides two exceptions the performance is poor on multi-modal functions due to the absence of a population in the algorithm. The results are expected to generalize well due to the invariance properties of the algorithm, namely invariance to order-preserving transformations of the function value and rotational invariance. 
CONCLUSION
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