Multiple imputation provides an effective way to handle missing data. When several possible models are under consideration for the data, the multiple imputation is typically performed under a single-best model selected from the candidate models. This single model selection approach ignores the uncertainty associated with the model selection and so leads to underestimation of the variance of multiple imputation estimator. In this paper, we propose a new multiple imputation procedure incorporating model uncertainty in the final inference. The proposed method incorporates possible candidate models for the data into the imputation procedure using the idea of Bayesian Model Averaging (BMA). The proposed method is directly applicable to handling item nonresponse in survey sampling. Asymptotic properties of the proposed method are investigated. A limited simulation study confirms that our model averaging approach provides better estimation performance than the single model selection approach.
Introduction
In survey sampling, item nonresponse is frequently encountered and imputation is a popular technique for handling item nonresponse. Multiple imputation has been proposed by Rubin (1978 Rubin ( , 1987 as a general tool for accessing the uncertainty of sample estimates in the presence of imputed values. See Little and Rubin (2002) for a comprehensive overview of the multiple imputation methods.
While multiple imputation has been promoted in many application areas, the theory for multiple imputation is somewhat limited. Schenker and Welsh (1988) , Wang and Robins (1998) , Nielsen (2003) and Kim and Yang (2017) develop rigorous asymptotic theories for multiple imputation estimator of the parameters in the specified model. Meng (1994) , Kim et al. (2006) , Yang and Kim (2016) and Xie and Meng (2017) discuss issues associated with the self-efficiency assumption for multiple imputation. However, all the above mentioned papers are developed under the correctly specified model. In practice, the true model is unknown and we often use a model selection procedure in addition to parameter estimation to implement multiple imputation. How to incorporate the model selection uncertainty into multiple imputation is an important research gap that has not been addressed in the literature.
In this paper, we propose a new multiple imputation procedure that covers model selection and parameter estimation simultaneously. Specifically, we incorporate possible candidate models for the data into the imputation procedure using the idea of Bayesian Model Averaging (Madigan and Raftery, 1994; Hoeting et al., 1999) . The proposed method is justified from a rigorous asymptotic theory and also confirmed in a limited simulation study. By including the model selection uncertainty into the imputation procedure, we can obtain valid inference with multiple imputation. The proposed method can be particularly useful in variable selection problem in the regression models (Freedman, 1983; Tibshirani, 1996; Raftery et al., 1997; Efron et al., 2004) , as illustrated in Section 5.
The paper is organized as follows. In Section 2, the basic setup is introduced and the classical multiple imputation procedure is reviewed. In Section 3, the new multiple imputation method is proposed. In Section 4, some asymptotic properties of the proposed method is established. In Section 5, results from a limited simulation study are presented to confirm the validity of the proposed method. Some concluding remarks are made in Section 6.
Basic setup
Suppose that the finite population {(x i , y i ) : i = 1, . . . , N } is a random sample of size N from an infinite population ζ with joint density f (y | x)f (x), where y is a scalar response variable and x is a vector of explanatory variables. We assume that f (y | x) = f (y | x; θ) is a parametric model with parameter θ ∈ Θ, whereas f (x) is completely unspecified. Let A be the set of sample indices obtained from the finite population under a probability sampling design. In addition, we consider the setting in which y i are subject to missingness, while x i are fully observed. We denote by
Let Y obs and Y mis be the observed part and the missing part of Y n , respectively. Thus, we can denote the observed data by D obs = {X n , Y obs }. Define δ i ∈ {0, 1} to indicate the observed response status; that is, δ i = 1 if y i is observed and δ i = 0 otherwise. We assume that the missing mechanism is missing at random (MAR) at the population level (Berg et al., 2016) in the sense that
for any measurable set B and for all x i . Given the population model f (y | x; θ), we further assume that certain restrictions on the parameter θ lead to the parsimonious true data-generating model. In regression analysis, for example, if some explanatory variables are irrelevant to the response variable, then the true model is obtained by setting the corresponding coefficients to zero.
Let κ be the true model and θ κ be the active parameter under model κ. We denote the true population model by f (y | x; θ κ , κ), which can be obtained by imposing the parameter restriction of model κ on f (y | x; θ). If the data are fully observed, a consistent estimator of θ κ under model κ, sayθ κ , can be easily obtained by maximizing the pseudo log-likelihood function
where w i is the sampling weight for unit i. Use of the maximum pseudo likelihood estimator is well studied in the literature (Binder, 1983; Godambe and Thompson, 1986) . Furthermore, under the regularity conditions of Fuller (2009) , the asymptotic normality holds for the maximum pseudo likelihood estimatorθ κ as follows:
as n → ∞, where
estimator of var(θ κ | θ κ , κ) and I is the identity matrix. Using the Sandwich formula (Binder, 1983) , for example, a consistent variance estimator can be obtained bŷ
where
, π i is the inclusion probability for element i and π ij is the joint inclusion probability for elements i and j.
However, in the presence of missing values, our challenge is that the pseudo likelihood estimating formula in (1) is not directly applicable. To handle missing data, imputation, the technique of filling in missing values in the data, can be considered.
The major attractive feature of imputation is that the complete-data estimation technique can be directly applied to an imputed data set. Multiple imputation, proposed by Rubin (1987) , has been increasingly popular to incorporate the uncertainty associated with predicting missing values into the imputation estimator. In our setup, given the correct specification of the true model κ, the multiple imputation procedure can be summarized as the following three steps: 
In the multiple imputation procedure, the imputation step is commonly implemented through the data augmentation algorithm of Tanner and Wong (1987) , which iteratively generates values of θ κ and
under the specified model κ.
When the sampling design is informative (Pfeffermann, 1993) , implementing the data augmentation algorithm is not straightforward because the sample-data likeli-
, is also unknown, where p(θ κ | κ) denotes the prior distribution of θ κ under model κ. As an alternative, Kim and Yang (2017) recently proposed a new data augmentation algorithm that can implement multiple imputation under informative sampling. In the proposed method of Kim and Yang (2017) , the sample-data likelihood is replaced by the sampling distribution of the maximum pseudo likelihood estimator and multiple imputation can be used to handle missing data even under informative sampling.
However, existing imputation methods is only applicable to the case that the model κ is known or fixed. In practice, the true model is mostly unknown. Thus, it is common to select a single best model, sayκ, from a set of candidate models by model selection techniques and then to apply the multiple imputation procedure after replacing κ withκ. Similarly to the problem of single imputation, the most severe limitation of the single model selection approach is that the true model is unknown and yet the selected modelκ is treated as the true model. As noted by Hoeting et al. (1999) , ignoring the model uncertainty in model selection can lead to underestimation of uncertainty about the parameter of interest. To address this issue, in the following section, we introduce a new multiple imputation procedure which incorporates the model uncertainty into the final inference.
Proposed method
From a Bayesian perspective, for given the observed data D obs , the unknown true model κ is treated as a random variable with the posterior model probability p(κ | D obs ), see Gelfand and Dey (1994) ; Kass and Raftery (1995) ; Hoeting et al. (1999) and references therein. A complete Bayesian solution to the model selection problem, often referred to as Bayesian model averaging, is to average over all possible models weighted by their posterior model probabilities (Raftery et al., 1997) . In a similar spirit, we propose a new multiple imputation estimator which is an weighted average of the multiple imputation estimators over candidate models under consideration. To this end, we first decompose the full parameter θ into two parts, θ κ and θκ, where θ κ and θκ correspond to the active parameter and the restricted parameter under model κ, respectively. For the sake of notational simplicity, without loss of generality, we
T . Let |κ| and |κ| be the numbers of active elements and restricted elements in θ under model κ, respectively. For model κ, we assume that
κ is a constant vector. In the context of variable selection, for example, we set θκ = 0 so that the inactive explanatory variables are excluded in the restricted model f (y | x; θ κ , κ). We now introduce a new multiple imputation procedure as follows: (1) and (2) under the constraint on θκ(m).
. (Pooling)
The multiple imputation estimator and its variance estimator are computed asθ
In the newly-developed multiple imputation procedure, to implement the first two steps 1 and 2 (Model sampling and Imputation) simultaneously, we can use a variation of the data augmentation algorithm (York et al., 1995) by iterating the following three steps until convergence:
(b) Given the imputed complete data D * n and the sampled model κ * , draw θ * from
(c) Given the model κ * and the parameter θ * , generate y *
independently for each missing unit i and then compute the complete data
By the ergodic theorem (Birkhoff, 1931) , as the number of iterations goes to infinity, the limiting distribution of (Y * mis , κ * ) in the above data augmentation algorithm
where p(κ) denotes the prior probability that κ is the true model and K is a set of candidate models under consideration. Similarly, in step (b), the sample-data likelihood is an essential component of the posterior distribution given model κ as follows:
If the sampling process is informative, the sample-data likelihood is not avail-
As an alternative way to generate parameters from the posterior distribution under informative sampling, Kim and Yang (2017) and Wang et al. (2018) recently proposed to replace the posterior distribution in (5) with the following partial posterior distribution:
where g(θ κ | θ κ , κ) denotes the sampling distribution of the maximum pseudo likelihood estimatorθ κ under model κ.
Remark 1 Under informative sampling, using (6), one may consider substituting
However, under non-informative (flat or diffuse) priors, this partial posterior model distribution suffers from an identifiability issue which is discussed in Appendix E.
To avoid the identifiability issue, we propose to employ the sampling distribution of the unconstrained pseudo likelihood estimatorθ, whereθ is obtained by maximizing (1) without any restrictions on θ and use
where g(θ | θ κ , κ) is the sampling distribution ofθ under model κ.
We thus modify steps (a) -(b) as follows:
(b ) Given the imputed data D * n and the sampled model κ
Remark 2 If equation (7) is available in a closed form, we can easily generate κ * from p g (κ | D n ) in step (a ) by drawing a random sample from a categorical distribution with probabilities p g (κ | D n ), κ ∈ K. In general, however, the integrals in (7) are intractable analytically. In this case, numerical approaches such as Laplace's method (Tierney and Kadane, 1986; Tierney et al., 1989) can be used for approximation.
In Theorem 1 of Section 4, we derive a useful approximation for p g (κ | D n ) which facilitates the categorical distribution sampling in step (a ).
To sum up, our strategy for implementing the new multiple imputation proce- 
Main results
In this section, we establish asymptotic properties of the proposed method. Our results rely on the following regularity assumptions that are analogous to Kim and Yang (2017) : 
Assumption 3 Let B n be an open ball with center θ † and radius r n = O(n ρ−1/2 ) for 0 < ρ < 1/2, where θ † indicates the true parameter under the unconstrained model.
For any θ ∈ B n , the variance estimatorV (θ) satisfies var(θ|θ) =V (θ){1 + o p (1)} and
Letθ andV (θ) be the pseudo maximum likelihood estimator and the variance estimator under the unconstrained model. We can decomposeθ andV (θ) intô
Vκ ,κṼκ,κ ,
, where θ 0 κ is the constrained parameter under model κ. First, we study an asymptotic behavior of the proposed posterior model distribution.
where φ(· | µ, Σ) is the probability density function of N (µ, Σ) and p(θ κ | κ) is the prior distribution of θ κ under model κ. Under Assumptions 1 -3, conditional on the complete data D n ,
in probability as n → ∞ for κ ∈ K.
The proof of Theorem 1 is shown in Appendix B. Theorem 1 leads to a useful approximation to p g (κ | D n ), which can be used for the proposed step (a ) in Section 3.
The Bayesian model selection consistency assures that the posterior probability of the most parsimonious true model tends to one as the sample size goes to infinity (Casella et al., 2009 ). The following theorem shows that the proposed method achieves the model selection consistency.
Theorem 2 Let τ be the most parsimonious true model. Suppose that p(τ ) > 0 regardless of n. Under Assumptions 1 -3, conditional on the complete data D n ,
is bounded in probability and
The proof of Theorem 2 is shown in Appendix C. Under our missing data setup, it is also important to show that p g (τ | D obs ) → 1 as n → ∞. Applying Theorem 2 and
in probability, where
The next theorem shows that the proposed multiple imputation method is asymptotically equivalent to the posterior inference given the observed data under the true model when the sample size is sufficiently large.
Theorem 3 Given the most parsimonious true model τ and the observed data D obs , define
Under the sufficient conditions in Theorem 2 and the population missingness at random assumption, we have
in probability as n → ∞, where the conditional expectations are with respect to p g (θ τ |D obs , τ ) and θ † τ is the sub-vector of θ † corresponding to θτ .
The proof of Theorem 3 is given in Appendix D. Theorem 3 is similar to Theorem 1 of Kim and Yang (2017) . According to Lemma 1 of Kim and Yang (2017) , Theorem 
Simulation study
To assess the finite-sample performance of the proposed method, we conduct a limited simulation study for variable selection, which is one of the most important issues in regression analysis. We consider two scenarios under informative sampling design.
In Scenario I, we generate continuous response data as follows: First, we generate a finite population of size N = 30, 000 from the following superpopulation model: In Scenario II, we generate binary response data as follows: First, we generate a finite population of size N = 30, 000 from the following superpopulation model: For each scenario, we repeat 3, 000 Monte Carlo simulations. For both scenarios, the sampling mechanism is non-ignorable. In addition, since y i and δ i are conditionally independent given x i , the missingness at random holds at population level. The average response rate is around 60% for both scenarios. The sample sizes range from 397 to 541 with median 470 in Scenario I and from 371 to 514 with median 438 in Scenario II.
The parameters of interest are the relevant coefficients of the true data-generating model, (β 0 , β 1 ) = (−0.5, 1). For the candidate model set K, we consider all possible 2 12 (= 4, 096) regression models, where every model in K includes the intercept. We assume that there is no preferred model in K and we thus define p(κ) ∝ 1 for κ ∈ K.
Let A κ be an index set of active coefficients under model κ. For each model κ, to make the prior distribution of the parameter relatively flat, we assign β j iid ∼ N (0, 10 5 )
for j ∈ A κ and p(β j = 0) = 1 for j / ∈ A κ in both scenarios, and log σ 2 ∼ N (0, 10 5 ) in Scenario I. It is straightforward to check that our priors satisfy the sufficient conditions to achieve the model selection consistency in Theorem 2.
We compare the following four multiple imputation methods based on imputation size M = 100: (i) multiple imputation under the true model, which is a benchmark for comparison; (ii) multiple imputation under the full model; (iii) multiple imputation under the best model selected by LASSO (Tibshirani, 1996) ; (iv) the proposed multiple imputation. In (i), under the true model, we implement the multiple imputation procedure of Kim and Yang (2017) (say KY-MI), which is most suitable for non-ignorable sampling mechanism. In (ii), KY-MI is used under the full model. In (iii), assuming the complete data is available, we first select a single best model by maximizing the pseudo log-likelihood of (1) subject to the LASSO penalty, where the regularization parameter is chosen by 10-fold cross-validation. Then, given the best model, KY-MI is applied to the observed data. In (iv), we employ the proposed method with the asymptotic distributions of
Section 4. For the sampling weights, we use w i = 1/π i .
The simulation results are summarized in Table 1 . In both scenarios, the performance of the proposed method (MI BMA ) is always comparable to that of the imputation method based on the true model (MI TRUE ). Furthermore, the true positive rate (TPR) and the true negative rate (TNR) of MI BMA are close to 100(%) in both scenarios. Indeed, the results of our simulation study agree with our theoretical results in Section 4. However, as the full model includes all the irreverent variables, the full model-based approach (MI FULL ) has large variance and mean squared error (MSE), especially for the intercept (β 0 ) estimate. Similarly, the model selection approach (MI LASSO ) involves large variance and mean squared error for the intercept estimate.
The true negative rate of variable selection using the LASSO is low, less than 80% in both scenarios, and this means that the LASSO method tends to select an overfitted model. Furthermore, the model selection approach provides poor coverage probability (CP) of 95% confidence interval for the intercept estimate. This is due to the fact that the best model-based method ignores the uncertainty associated with variable selection. Our results clearly show that implementing the multiple imputation procedures under a single best model leads to underestimation of the variance of multiple imputation estimator. The proposed method can be directly extended to handle high dimensional model problem for imputation. Extensions to tree-based methods, such as random forests (Breiman, 2001) , can also be interesting. Such extensions will be topics for future research.
From (8) and (10), we have that
in probability as n → ∞. Hence, (9) and (11) immediately complete our proof.
B Proof of Theorem 1
Note that
,
Hence it suffices to show that
if |k| = 0 in probability as n → ∞.
First, we assume |κ| > 0, that is, κ is a restricted model. By Assumptions 1 and 3, we have
It is straightforward to check that the multivariate normal density function can be factored as
κ,κṼκ ,κ )φ(θκ |θκ,Ṽκ ,κ ). (13) Recall that, under model κ, we impose the restriction θκ = θ 0 κ on θ. Following from (12) and (13), the partial likelihood under model κ is
To calculate the partial marginal likelihood p g (D n |κ), we apply the formula of Laplace's method (Tierney and Kadane, 1986; Tierney et al., 1989) ,
as n → ∞, whereθ κ is the minimizer of h(·) andΣ κ is the inverse of the Hessian matrix of h, evaluated atθ κ . By taking h(
κ,κṼκ,κ ) and b(θ κ ) = π(θ κ | κ), as n → ∞, the Laplace's method yields
which completes the first part of our proof. Second, we assume |κ| = 0, that is, κ is the unconstrained model. Note that, under the unconstrained model κ, g(θ | θ κ , κ) = g(θ | θ) andθ =θ κ since θ κ = θ. From Lemma 1 and (12),
in probability as n → ∞. This completes the proof of Theorem 1.
C Proof of Theorem 2
Let K 1 = K \ {τ } be a set of candidate models excluding the most parsimonious true model. Since κ∈K p g (κ | D n ) = 1, to complete the proof of Theorem 2, it suffices to show that p g (κ | D n ) = 0 in probability as n → ∞ for any κ ∈ K 1 . From Theorem 1, as n → ∞, we have
in probability for any model γ ∈ K. Hence, the proof can be done by showing that there always exists a model
in probability as n → ∞ for any κ ∈ K 1 . To this end, we partition K 1 into two sets, K 2 = {κ ∈ K 1 : τ ⊂ κ} (misspecified models) and K 3 = {κ ∈ K 1 : τ ⊂ κ} (overfitted models). First we consider the case that κ ∈ K 2 , that is, κ is a misspecified model.
Let θ † κ ,θκ andṼκ ,κ be, respectively, the sub-vector of θ † , the sub-vector ofθ and the sub-matrix ofV (θ) corresponding to θκ. For any κ such that |κ| > 0, we have
where λ min,κ is the smallest eigenvalue of nṼκ ,κ . We set κ = κ ∪ τ . Since κ includes the true model τ , we have θ
is assumed to be bounded in probability, we haveθκ
for sufficiently large n, where λ max,κ is the largest eigenvalue of nṼκ ,κ . From (16) 
E Identifiability issue
Theorem 4 Let τ and κ be, respectively, the true data-generating model and a candidate model such that τ ⊂ κ. Define
Under Assumptions 1-3 in Section 4 of the manuscript, if p(θ κ | κ)p(κ) = p(θ τ | τ )p(τ ), then the true model is non-identifiable in the sense that
in probability as n → ∞.
The proof of Theorem 4 is as follows. Given any model κ(⊃ τ ), Lemma 1 and the asymptotic normality ofθ κ imply that g(θ κ | θ κ , κ) = p g (θ κ | D n , κ){1 + o p (1)} for sufficiently large n. This yields
where p g (D n | κ) = g(θ κ | θ κ , κ)p(θ κ | κ)dθ κ . By Bayes' theorem, if p(θ τ | τ )p(τ ) = p(θ κ | κ)p(κ), then
in probability as n → ∞. Hence, for any κ(⊃ τ ), we have
in probability as n → ∞, where p g (D n ) = κ∈K p g (D n | κ)p(κ). This completes our proof.
