Steps are presented towards the development of a new bioluminescence tomography (BLT) imaging system for in vivo small animal studies. A 2-mirror-based multi-view data collection scheme is investigated in conjunction with multi-spectral imaging, leading to the production of 3D volumetric maps of molecular source distributions in simulation and in physical phantom studies by way of a finite element model (FEM) based reconstruction method. A proof of concept is subsequently demonstrated showing a full work flow from data acquisition to 3D reconstruction. Results suggest that the multi-view mirror-based approach represents a strong improvement over standard single-view methods, with improvements of up to 58% in source localisation accuracy being observed for deep sources.
INTRODUCTION

Background
Bioluminescence tomography (BLT) is an in vivo molecular imaging modality with the potential to provide both structural and functional data for a variety of biomedical applications. [1] [2] [3] Such applications have already included monitoring gene expression, studying the growth of malignant tumours, visualising immune responses and investigating drug delivery in murine models. 3 BLT is based around the principle that cells and molecules of interest within an animal model can be tagged (by genetic modification leading to cellular expression of a luciferase enzyme such as that found in fireflies) such that, upon the injection of an appropriate substrate and in the presence of ATP and oxygen, visible/near-infrared (NIR) photons are emitted where the target is located. A proportion of these photons may then penetrate the surrounding tissue and become available for external detection e.g. by a highly sensitive camera.
The computational and algorithmic challenge for BLT is to reconstruct, accurately, quantitatively and in three-dimensions (3D), volumetric maps of bioluminescent source distributions within living animals, thus showing the location and activity of the biological target. This reconstruction must be achieved using data collected from the external surface of the animal.
In the following subsections, a concise review of the current challenges for BLT is provided together with current solutions.
Data Collection Enhancements
In general, the BLT reconstruction problem is highly ill-posed and non-unique. 4, 5 This means that there are many more unknowns (representing source distribution) than there are knowns (representing collected data) and there are several solutions (source distributions) that could give rise to the same measured data. These issues represent a substantial obstacle to the goal of accurate reconstruction and necessitate the inclusion of extra data in order to mitigate negative effects. It is noted at this point that extra data generally implies extra processing time and memory requirements and that there is therefore an inevitable trade-off between overall improvements in accuracy and reductions in computational efficiency.
Many existing BLT systems make use of multi-spectral imaging in order to reduce the ill-posedness of the reconstruction, these include commercial instruments such as the IVIS R 200 (Caliper) and research systems (see e.g. Wang et al. 6 ). Owing to the wavelength-dependent nature of tissue optical properties, the spectrally dependant change in light attenuation between the original source and the model surface encodes information regarding source depth that can be decoded when the tissue optical properties and original source emission spectrum are known. In other words, there are more measurements available for the same data thus reducing the ill-posedness of the inverse problem. A draw-back to using multi-spectral data is that acquisition time is generally increased. Being as BLT already tends to involve long exposure times this could be seen as a negligible expense up-to-a-point given the potential pay-off in terms of reconstruction accuracy, however it must be considered that extended experiment-time also limits the temporal resolution available for monitoring biological events.
Ill-posedness is also reduced by imaging as much of the animal surface as possible, enhancing the tomographic aspect. Methods for doing this involve either the use of mirrors to collect multiple views from single images or the physical rotation of the subject or the camera system. The former is advantageous as it requires no added acquisition time and is less complex. Arrangements of mirrors are now being found in commercial instruments e.g. the Biospace PhotonIMAGER TM .
Multi-view and multi-spectral data collection techniques have been combined. Chaudhari et al. 7 used multiple band-pass filters alongside an independent arrangement of 4 mirrors which was inserted into the IVIS 200 to provide top, bottom and side views of an animal in a single frame. In 2006 Wang et al. 6 used a different arrangement of 4 mirrors and developed a transparent cylindrical mouse holder incorporating fixed filters for imaging several wavelengths at once.
Handling Optical Properties
To inform BLT reconstructions, it is necessary to know or estimate the spatial distribution of underlying optical properties (i.e. scattering and absorption by wavelength) of the tissue. This information is important as it dictates the behaviour of light within the volume and therefore influences any modeling that takes place. Studies to date have been divided between those that assume a homogenous volume (e.g. Kuo et al. 8 ) and those that attempt to model more accurate heterogeneous distributions. It has been shown, unsurprisingly, that accurate heterogeneous models produce better results than homogeneous approximations although they do necessitate more complex systems in order to probe them.
9
The necessity of learning/approximating the optical properties within the animal has given rise to several dualmodality imaging systems that combine BLT with established structural imaging modalities such as magnetic resonance imaging (MRI) or (X-ray) computed tomography (CT).
9-11 These systems permit the measurement of accurate structural data (i.e. by MRI or CT) which allows parts of the animal volume e.g. particular organs to be segmented and assigned published optical properties for the appropriate type of tissue. This approach has proved to be effective but inter-animal variability means that published values remain a loose approximation. The segmentation into regions adds a degree of accuracy but so long as e.g. whole organs are still considered homogeneous, spatial accuracy can be improved further.
Present Study
In this study, a new BLT small animal imaging system is presented. The system uses multi-spectral data and mirror-based single-image multi-view data collection methods to maximise data quality whilst keeping imaging as simple and quick as possible. The present system uses a mirror arrangement similar to that of Chaudhari et al. 7 but reduced so that only 2 (compared to their 4) mirrors are required, thus providing pseudo-tomographic data that may be enough to compute effective reconstructions. Data is found in this study that demonstrates a proof of concept for the system so far, showing a full workflow from data acquisition to 3D reconstruction, and provides evidence that a static 3-view (2-mirror) approach can greatly improve over a 1-view (no mirror data) approach.
The remainder of this paper is organised as follows. Section 2.1 describes the current system as-is, this is followed by an explanation of current methods for system calibration (section 2.2) and image acquisition (section 2.3). Section 2.4 then describes the methodology by which the system is modelled and reconstructions are attained from measured data. Results are then presented (section 3) for a phantom test subject (section 3.1) using simulated (section 3.2) and real system-collected (section 3.3) data.
MATERIALS AND METHODS
Current System
The current system is shown in figure 1 . The design is geared towards being effective whilst also easily extensible. The imaging system presently comprises an electron-multiplying camera (Hamamatsu ImagEM) for low-light image acquisition, a widely transmissive, adjustable-focus lens (Edmund Optics VIS-NIR) for light collection, a motorised 6-position filter wheel (Thorlabs FW102C) containing up to 6 bandpass filters (10nm full width half maximum (FWHM)) for multi-spectral imaging, an adjustable-height stage for supporting samples and changing the focal plane without adjusting the lens and two right-angled-prism mirrors for capturing multi-view data. The system components are housed within an aluminium cage which is made light-tight by matte black aluminium panels on the back, top and side faces, the optical bench surface underneath and a matte black rubberised fabric curtain on the front. The curtain is used as opposed to further panels to allow easy access to system components during development. The use of the optical bench allows the quick addition/removal of components such as the present stage arrangement.
System Calibration
In order to draw meaningful multi-spectral measurements from the imaging system, it is necessary to know and account for its spectral response. Image formation can be described as follows, assuming that a single bandpass filter is placed in the active slot of the filter wheel.
where I is image intensity, Q is the quantum efficiency of the camera, S is the input/source light intensity, F w is the transmission of the bandpass filter whose central wavelength is w, and L is the transmission of the lens.
By making further assumptions that the spectral transmission curve for the bandpass filter is narrow and symmetric and that the source spectrum is linear within the transmissable region, this equation can be approximately reduced to:
where
in which the integral term, R, now describes the system response as a function of λ.
In order to measure R, a series of experiments were undertaken in which a known light source was shone directly into the system and several images were taken through filters with central wavelengths in the range {500,510,... 650}. The source was coupled directly to the open end of the filter wheel using a short lens tube, optical fiber adapter and optical fiber in order to remove any unwanted external light. The spectrum of the light source was measured using a spectrometer (Edmund Optics BSR112E-VIS/NIR) and, again making the assumption of local linearity, sampled at relevant wavelengths in order to gain correction factors for measured intensities. Applying these correction factors produced the system response curve shown in figure 2. Note that, in its raw form, the source intensity was very high when compared to the sensitivity of the camera (even on its lowest gain settings), and for this reason the source was also coupled through two neutral density filters (whose transmission curves were also measured and corrected for) with optical densities of 3.0 and 4.0 in order to reduce its brightness.
Image Acquisition
The current system is controlled and interacted with automatically by custom-made software allowing imaging runs to be defined in advance and executed in a high-throughput manner.
In this study, when images are taken they are repeated 16 times and averaged, as are equivalent dark scans (images at each wavelength where access to the light source is removed) allowing for accurate dark subtraction.
Averaged dark-subtracted images are then corrected for the (measured) spectral system response ( fig. 2) , the known spectral source emission, and the exposure time.
Throughout this study, all other imaging parameters are constant and, being as data is used relatively and not to attain any absolute measurements, no further corrections are required.
Modelling
The Forward Problem
The BLT source reconstruction is an inverse problem where the forward problem involves modelling the process by which the bioluminescent source distribution gives rise to a set of surface radiance measurements at particular detector locations. The system can be described as
where y is a vector of detector measurements at the animal surface, b is the bioluminescent source distribution within the animal, and W is the system/sensitivity matrix; 5 the Jacobian representing the rate of change of measurements with respect to changes in the source distribution. In more explicit terms, each element of the Jacobian is the additive effect on a particular detector's reading given a unitary increase in a given source, and the matrix fully describes the system within the animal, including the consequences of heterogeneous optical properties.
In the present study, the diffusion approximation to the radiative transport equation is used to model light propagation within tissue.
12 A finite element model (FEM) is used to discretise the problem domain, allowing the equation to be solved within a simulated analogue to the animal; each model element is modelled as having a particular concentration of bioluminescent source and particular optical properties. By way of implementation, the established open source software package NIRFAST 13 is employed to run all forward models and Jacobian calculations, taking advantage of the principle of reciprocity in order to reduce computational complexity. 
Reconstruction Methods
Many methods exist for solving the BLT inverse problem. For quick computation and system validation, a simple, determinstic and fast source reconstruction is performed in this study by the computation of
Where α is a regularisation (solution smoothing) parameter, set throughout this study at 10 −5 multiplied by the leading diagonal of W W T .
This simplistic method can produce some values for b that are negative. 5 This is impossible in physical terms (as there cannot be a negative light source) and therefore in this study solutions are thresholded at 0, however it has been shown that a better solution can be obtained using a non-negative least squares method. 
Inclusion of multi-spectral data
It is straightforward to include multi-spectral data in all of the operations that have been discussed thus far. With the use of multi-spectral data, there are two effective changes to the system of equations that govern our algorithmic control, which are the following two assignments:
. . .
and
where W λi and y λi are the W matrix and detector measurements for the ith wavelength. With these constructs the equations and methods above can be used as for single wavelengths.
Detector Mapping
FEM modelling computations take account of light and optical property distributions within the animal volume, and the propagation of light from sources to detectors at the surface. With the use of non-contact measurements however, there is an additional process, beyond those that occur within the animal volume, that must be considered. This is the transport of light from the object surface to the detector. In terms of the FEM models used throughout this study (in which object shape is always known), this requires a mapping between 'image space' (pixel locations in the image) and 'mesh space' (detector co-ordinates in the co-ordinate space of the FEM model).
In order to deal with this problem simply and quickly, for this work an approximation has been made whereby each image pixel intensity value is taken to be the result of a single ray of light travelling from a single point on the animal boundary, reflecting in a mirror in the case of side-view data. To model this process, first several measurements of the system were made; distances between lens and CCD, lens and imaging plane, and between mirrors. Thus a scaling/magnification factor was deduced by capturing a backlit image (figure 3) in which the distance between mirrors was clearly visible (assisted by the addition of a piece of paper marking the distance) and then deducing the ratio of distances in the image (in pixels) to those in the real imaging plane (in mm). Following this, the location of the central point of the image was estimated in mesh space by marking it on the backlit image and visually aligning it with the FEM mesh. Being assigned the appropriate height, this point then represents the centre point of the lens in mesh space. Following these rough calibration steps, it is possible to judge a pixel's location in mesh space by translation of x and y co-ordinates according to the known reference point (the centre point) and the known scaling factor. Points that then fall directly above the mesh are mapped directly (parallel to the upward axis) onto the model surface whilst those that fall on mirrors (whose locations are known in mesh space because they have been measured) are, as single rays, traced backwards from the lens point to the appropriate (observed) point on the mirror and reflected accordingly such that they hit the mesh at a location which is then taken to be the detector posittion in mesh space. Figure 4 shows the results of using this mapping procedure for bioluminescence images taken at 3 wavelengths (corresponding to the subject arrangement shown in figure 3 ).
This mapping method provides an estimate of the path length of each ray of light. For this study, resultant detector intensities are divided by the square of their path distance so as to correct for differences.
RESULTS AND DISCUSSION
Phantom Test Subject
Physical and simulated phantom studies are presented in the following sections in order to investigate the use of the above methods and system. In a move towards variable isolation and consistency, investigations concern The phantom measures 41x22x75mm and its shape is known. Accordingly, the known model shape is used presently where, in the case of the final developed system, it would be measured using structured pattern illumination in a manner similar to that shown by Kuo et al. 8 Its optical properties are spectrally varying and similar to those of bulk mouse tissue. They are also spatially homogeneous which adds a degree of simplicity for the reconstruction problem at this stage.
The phantom contains two LED light sources, the locations of which are known, but the sizes of which are not. For now it is assumed that the sizes are small and therefore smaller reconstructed sources are considered likely to be better but this cannot be said with certainty.
Simulation
For forward simulations, the light sources within the phantom (section 3.1) are modelled as two spherical, unitvalued source distributions centred on the true LED locations and each with a radius of 2.2mm. Figure 5 shows the FEM model used for forward data calculation and and both internal source distributions visualised in 3D. 1295 modelled detectors were placed on the surface of the animal based on the approach outlined in section 2.4.4 using the physical phantom placed in the imaging system. Out of all detector locations, 719 were visible directly on the surface of the phantom in the image whilst of the remaining 576 roughly half were visible in each of the mirrors.
In order to investigate reconstructions of single sources, i.e. without the difficulties likely to be associated with resolving multiple distributions, forward simulations were carried out for each source uniquely. Forward data was computed for 5 wavelengths (560, 590, 620, 640 and 650nm), for all detectors, for each source. The calculated fluence through the phantom volume is shown for two of these wavelengths for source A in figure 6 . Jacobian matrices were subsequently calculated for each wavelength and then in order to investigate the possible benefits of the 3-view imaging technique, reconstructions were performed using all of the computed forward data (being '3-view') and also using only that subset of forward data (and of each Jacobian) pertaining to detectors that were visible without the use of the mirrors (being '1-view'). Figure 7 shows the results of reconstructions of each of the 2 sources (reconstructed separately) using both the 1-view and the 3-view approach. Reconstructions were carried out using a coarser-grained FEM mesh of about 35,000 nodes, thus avoiding an inverse crime. Table 1 summarises the results of simulation reconstructions in terms of source localisation and source size. For both sources, the use of 3-view data improved overall source localisation and depth recovery. This effect was more pronounced in the deeper of the two sources as might have been predicted given the aim of the mirror-view data being to improve access to lower parts of the subject. For source A, the improvement in localisation error between 1-view and 3-view reconstructions was ≈ 17% whilst for source B (the deeper source) it was ≈ 31%, suggesting that the inclusion of mirror-based side-view data does enhance 3D reconstruction and more so as depth increases. 
Phantom Experiments
With the physical mouse phantom (section 3.1) placed in the imaging system, multi-spectral bioluminescence images were acquired at the same 5 wavelengths that were used for the simulation study above (560, 590, 620, 640 and 650nm). 4x4 binned images were recorded with near-maximum sensitivity gain, minimum contrast gain and exposure times between 1 and 15 seconds † .
Images were acquired with each LED light source switched on individually, so as to mirror the above simulation experiment. Images were processed according to the methods laid out in section 2.3. Figure 8 shows the resultant (corrected) bioluminescence images for each source distribution for each recorded wavelength.
Image pixel intensities were then mapped onto simulated phantom model detector locations as per the computation described in section 2.4.4. Note that the resultant detector locations used here were the same as those used in the simulation experiment. The resulting data was then used to compute source reconstructions, which are shown in figure 9 and summarised in table 2. Some results for real data differ from those of the simulation in some points. Partly this may be due to approximations/inaccuracies and possibly noise in the data mapping model and in image collection respectively. † empirically judged in order to maximise signal-to-noise ratio Figure 8 . Results of two imaging runs; backlit and corrected multi-spectral bioluminescence images acquired using the current system for phantom LED source A (left) and B (right) uniquely.
However, it is also worth noting that the experiment is not otherwise identical as the actual size of the phantom LEDs is not known in the real data experiment; it is expected that the actual LED size is rather smaller than that used for the simulation study. The table shows that using this real data set, both single-view and multi-view reconstructions of source A have the same localisation error -in fact they have the same reconstructed centre-point and size. This is possibly due to the fact that the majority of signal recorded in the images for source A came from the top view, perhaps this effect is bolstered in the real data as opposed to the simulation due to the light source being, in fact, smaller. It is irregardless a very effective reconstruction in terms of centre point localisation, the error being only 1.57mm.
In terms of localisation error in the lower source reconstruction, the 3-view version is considerably better, offering a ≈ 58% decrease in absolute localisation error and a ≈ 213% decrease in depth error.
CONCLUSIONS
Steps have been presented towards the development and validation of a simple and novel BLT imaging system for small animal in vivo studies. It has been shown that even with many simplifying assumptions and a naive reconstruction routine, 3D reconstructions of individual bioluminescent sources can be attained using bioluminescence images acquired by the present system. It has been demonstrated that in both simulation and practical phantom experiments, there is evidence to suggest that a simple 3-view image collection method based on two 45 degree prism mirrors can enhance the recovery of BLT sources, all the more so if they are deep within the animal.
Future directions include the continued construction of the imaging system itself, e.g. the integration of a structured illumination-based shape reconstruction unit, and further testing and in depth validation. Specifically the geometry and the physics of the system must be respectively measured and characterised to a higher degree of accuracy. For this calibrations should be undertaken using well defined and understood test subjects, e.g. bespoke block phantoms with clearly visible features and internal light sources, that could first be used to validate better models for the mapping of images onto the object surface and then for the validation of reconstruction processes. Further work also includes improving the reconstruction algorithm; using more advanced solution optimisation methods and identifying optimal selections of wavelengths for in vivo studies.
