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In order to achieve practical implementations of emerging quantum technologies, it is important
to have a firm understanding of the dynamics of realistic quantum open systems. Master equations
provide a widely used tool in this regard. In this work, we first construct a master equation, valid for
weak system-environment coupling, which explicitly takes into account the impact of preparing an
initial system state from an equilibrium system-environment state that has system-environment cor-
relations. We then investigate the role of initial system-environment correlations using this master
equation for a system consisting of many two-level atoms interacting with a common environment.
We show that, in general, due to the initial system-environment correlations before a state prepara-
tion, the quantum state of the system can evolve at a faster time-scale. Moreover, we also consider
different initial state preparations, and demonstrate that the influence of state preparations depends
on the initial states prepared. Our results can be of interest to many topics based on quantum open
systems where system-environment correlation effects have been neglected before.
PACS numbers: 03.65.Yz, 05.30.-d, 03.67.Pp, 42.50.Dv
I. INTRODUCTION
Any realistic quantum system is not closed - it is always
interacting with its environment. Consequently, the sys-
tem dynamics cannot be described by the Schrodinger
equation, and in general, finding the reduced system
dynamics is a highly non-trivial problem. Various ap-
proaches have been developed, with perhaps the most
common one being that of master equations [1]. The ba-
sic idea is to consider the total system consisting of the
system of interest and the environment as closed, which
hence can be evolved using the usual unitary time evo-
lution. The environment degrees of freedom can then be
eliminated to obtain a differential equation that describes
the system dynamics only.
It should be noted, however, that generally speaking,
in order to obtain a master equation that is amenable to
analytical or numerical solutions, various approximations
and assumptions have to be invoked. For example, it is
often assumed that the system-environment coupling is
weak, and that the environment loses knowledge about
the system state very quickly (the Markovian approxi-
mation). It is also commonly assumed that the initial
system-environment state is a simple product state con-
sisting of the initial state of the system and a thermal
bath state for the environment. This assumption is usu-
ally justified on the grounds that, at least for weak cou-
pling, the initial system-environment states should not
play a significant role [2]. Moreover, for Markovian en-
vironments, the state of the environment cannot act as
a ‘memory’ for the system [3]. Any effect of the initial
correlations is then quickly lost.
∗Electronic address: phygj@nus.edu.sg
It is known, however, that in many situations of cur-
rent experimental research, these approximations cannot
be made. For instance, for strong system-environment
coupling, not only can a weak-coupling approximation
not be made, but also the initial system-environment cou-
pling can have a noticeable effect on the system dynamics
[4–8]. Due to this fact, as well as the increased interest in
non-Markovian dynamics [9, 10], the initial uncorrelated
state assumption has come under close scrutiny recently,
with various studies being performed to investigate its va-
lidity [11–34]. Most of the studies performed to date have
considered single-body systems - a single spin or a sin-
gle harmonic oscillator coupled to a thermal bath. There
are, however, notable exceptions [7, 27, 34]. In particu-
lar, it has been found that if the systems consists of many
two-levels systems (TLSs) coupled to a common environ-
ment, then the effect of the initial system-environment
correlations can be enhanced depending on the number
of particles in the system, even though each TLS may be
weakly coupled to the environment [34]. However, this
study, and indeed almost all other studies of the effect
of initial system-environment correlations, has been per-
formed using an exactly solvable model, which are the
exception rather than the rule [1].
It is the purpose of this work to go beyond exactly
solvable models while taking into account initial system-
environment correlation effects. To this end, we intend to
construct a master equation, valid in the weak coupling
regime, using specific initial state preparation with the
initial system-environment correlations accounted for.
We then apply this master equation to a system of many
TLSs coupled to a bath of harmonic oscillators, and we
show that as we increase the number of TLSs in the sys-
tem, the effect of initial correlations on the dynamics be-
comes significant. This is because the environment state
will be more affected by the initial state preparation as
2the number of TLSs increases. Moreover, we investigate
such an effect of initial correlations for different initial
state preparations.
This paper is organized as follows. In Sec. II, we intro-
duce our master equation based on explicit initial state
preparation, with the initial system-environment corre-
lation before the state preparation accounted for. In
Sec. III, we apply this master equation to study the dy-
namics of a system of two-level atoms coupled to a com-
mon environment. We approximate the system dynamics
at short times in Sec. IV to show the significant influence
of the initial correlations for a large number of two-level
atoms. We consider different initial states in Sec. V, and
we summarize our results in Sec. VI. Details of some cal-
culations are given in the appendices.
II. FORMALISM
We first present a master equation to calculate the re-
duced system dynamics, starting from an initial state pre-
pared with a projective measurement and with the initial
system-environment correlations incorporated, which is
correct to second-order in the system-environment cou-
pling strength. The derivation presented here relies es-
sentially on basic perturbation theory, and assumes little
familiarity with the theory of open quantum systems.
Alternatively, the same master equation can be derived
using the time convolutionless approach, as we explain in
Appendix A.
We begin by writing the total system-environment
Hamiltonian as
H = HS +HB + αV ≡ H0 + αV, (1)
where α is a parameter that keeps track of the order of the
coupling strength between the system and the environ-
ment. At the end of the calculation, we will set α = 1.
From first-order perturbation theory, we can write the
system-environment unitary time-evolution operator as
U(t) ≈ U0(t)
[
1− iα
∫ t
0
dsV˜ (s)
]
, (2)
with V˜ (s) = U †0 (s)V U0(s), and U0(t) ≡ US(t) × UB(t)
is the ‘free’ unitary time evolution operator, that is, the
time evolution operator corresponding to H0. We now
note that
ρmn(t) = TrS [Ynmρ(t)] ≡ 〈Ynm〉, (3)
where Ynm = |n〉 〈m|, |n〉 and |m〉 being any basis states
of the system, and ρ(t) is the system density matrix at
time t. This expression can be rearranged to give
〈Ynm〉 = TrS,B [(Ynm ⊗ 1B)ρtot(t)] ,
= TrS,B
[
U †(t)(Ynm ⊗ 1B)U(t)ρtot(0)
]
,
= TrS,B
[
XHnm(t)ρtot(0)
]
, (4)
where the superscript H denotes time evolution with
U(t), that is, XHnm(t) ≡ U †(t)XnmU(t). It follows that
dρmn(t)
dt
= TrS,B
[
ρtot(0)
dXHnm(t)
dt
]
. (5)
Our objective now is to derive a perturbative expression
for
dXHnm(t)
dt . First note that X
H
nm(t) is a Heisenberg pic-
ture operator. As such, it obeys the Heisenberg equation
of motion
dXHnm(t)
dt
= i[HH0 (t), X
H
nm(t)] + i[V
H(t), XHnm(t)]. (6)
Now, using Eq. (2), we can write
XHnm(t) = U
†(t)XnmU(t)
≈ X˜nm(t) + iα
∫ t
0
ds[V˜ (s), X˜nm(t)], (7)
where the tildes denote time evolution under U0(t). This
means that V˜ (t) = U †0 (t)V U0(t). Similarly,
V H(t) ≈ V˜ (t) + iα
∫ t
0
ds[V˜ (s), V˜ (t)]. (8)
By substituting these two expressions in Eq. (6), it can
be shown that
dXHnm(t)
dt
= i[HH0 (t), X
H
nm(t)] + iα[V˜ (t), X˜nm(t)]
+ α2
∫ t
0
ds[[V˜ (t), X˜nm(t)], V˜ (s)], (9)
Given an initial condition, by substituting Eq. (9) in
Eq. (5) we can derive a master equation. Usually, this
task is performed using the initial state
ρdtot(0) = ρ(0)⊗ ρB, (10)
with ρB = e
−βHB/ZB and ZB = TrB[e
−βHB ]. How can
this state come about? We allow the system and the
environment to come to equilibrium. Then, if the sys-
tem and the environment are interacting with vanishing
interaction strength, the total thermal state is
ρtot =
e−βH
Z
=
e−βHS
ZS
e−βHB
ZB
, (11)
where ZS = TrS [e
−βHS ]. This is because α → 0. Due
to the vanishing coupling strength, the states of the sys-
tem and the environment are uncorrelated. We can then
perform a selective projective measurement at t = 0, de-
scribed by the projector |ψ〉 〈ψ|, to prepare the system in
the state |ψ〉. Since the system and environment are un-
correlated, this measurement affects only the system. We
then obtain the initial system-environment state given by
Eq. (10).
3We can now ask what happens for finite coupling
strength. In this case, the system-environment state be-
fore the projective measurement is given by
ρtot =
e−βH
Ztot
. (12)
This is the equilibrium system-environment state, and
due to the finite system-environment coupling strength,
it cannot, in general, be factorized into a system part
and an environment part - this state is correlated [8, 21,
22, 24]. The corresponding system equilibrium state is
ρ = TrB[ρtot] and the environment equilibrium state is
ρB = TrS [ρtot]. It should be noted that ρB is now, in
general, not the thermal bath state e−βHB/ZB.
We next perform a selective projective measurement
on the system alone. This time, because the system and
the environment are correlated, we obtain
ρtot(0) = |ψ〉 〈ψ| ⊗
〈
ψ|e−βH |ψ〉
Z
, (13)
where Z is the normalization factor such that
TrS,B[ρtot] = 1. The measurement has the effect of re-
moving the correlations between the system and the envi-
ronment. The total system-environment state is then no
longer in equilibrium. Note that the environment state
is different from the thermal bath state e−βHB/ZB for
two reasons: first, the finite system-environment leads
to a modified environment state before the measurement
and establishes correlations between the system and the
environment, and second, because of these correlations,
the projective measurement on the system affects the en-
vironment state. It should be noted that such an initial
system-environment state has been considered previously
[16, 21, 22, 24, 30, 34]. This initial state then evolves un-
der the action of the total HamiltonianH , re-establishing
correlations between the system and the environment,
and the total equilibrium state e−βH/Z is eventually ob-
tained.
Let us now investigate the initial state in more detail.
We can perform a perturbative expansion of the initial
state given by Eq. (13) in powers of α. To this end, we
invoke the Kubo identity, which states that, given two
operators X and Y ,
eβ(X+Y ) = eβX
(
1 +
∫ β
0
dλe−λXY eλ(X+Y )
)
. (14)
By setting X = −(HS+HB) and Y = −V , we obtain, to
first order in the system-environment coupling strength,
e−βH ≈ e−β(HS+HB)×[
1−
∫ β
0
dλeλ(HS+HB)αV e−λ(HS+HB)
]
. (15)
Assuming that V can be written in the form V = F ⊗B,
where F (B) is an operator acting in the system (bath)
Hilbert space [35],〈
ψ|e−βH |ψ〉 = 〈ψ|e−βHS |ψ〉 e−βHB − αe−βHB
×
∫ β
0
dλeλHBBe−λHB
〈
ψ|e−βHSeλHSFe−λHS |ψ〉 .
(16)
We write this as〈
ψ|e−βH |ψ〉 = 〈ψ|e−βHS |ψ〉 e−βHB − αe−βHBE(β),
(17)
where E(β) is an operator acting in the Hilbert space of
the environment only. Physically, E(β) is essentially the
first order change in the environment state as a result of
the initial correlations. This modification can be zero; for
example, as will see in more detail in the next section, for
the model considered in Refs. [21, 22, 24], the first order
modification to the environment is zero. It should also be
noted that the initial environment state [∼ 〈ψ|e−βH |ψ〉]
is not the reduced state of the total system-environment
equilibrium state [∼ TrS [e−βH ]]. As a result, after the
system state preparation, the environment evolves and
approaches this equilibrium environment state. This evo-
lution of the environment can have an important dynam-
ical consequence for the system dynamics, as we shall see
below.
Before proceeding, we write for convenience
ρtot(0) = ρ(0)⊗
[
ρ
(0)
B + ρ
(1)
B + . . .
]
, (18)
with the superscript denoting the order of the coupling
strength. It should be noted that as β → 0 (that is, we
approach high temperatures), E(β) → 0. This is what
we intuitively expect - at high temperatures, the effect of
initial correlations becomes less and less significant.
With these preliminary calculations out of the way,
we now proceed to the main task of deriving the master
equation. The first part is easy [see mainly Eq. (9)] - this
is simply
TrS,B
[
ρtot(0)i[H
H
0 (t), X
H
nm(t)]
]
= iTrS,B
[
U(t)ρtot(0)U
†(t)[H0, Xnm]
]
= iTrS [ρ(t)(HS |n〉 〈m| − |n〉 〈m|HS)]
= i 〈m|[ρ(t), HS ]|n〉 . (19)
Physically, this term represents the evolution of the sys-
tem due to the uncoupled system Hamiltonian HS . Mov-
ing on, the next term [arising from the second term on
the right hand side of Eq. (9)] is
iαTrS,B
[
ρtot(0)U
†
0 (t)[V,Xnm]U0(t)
]
.
To second order in the coupling strength, only ρ
(0)
B and
ρ
(1)
B contribute to the master equation. The contribution
of ρ
(0)
B is
iαTrS,B
[
(ρ(0)⊗ ρ(0)B )U †0 (t)[F ⊗B,Xnm]U0(t)
]
= iαTrS,B
[
(ρ(0)⊗ ρ(0)B )U †0 (t)([F,Xnm]⊗B)U0(t)
]
.
4The trace over the bath gives a term proportional to
〈U †B(t)BUB(t)〉B , where 〈. . .〉B denotes an average taken
with respect to the bath state ρB = e
−βHB/ZB. This is
usually zero. Even if it is not zero, the contribution of
this term can be absorbed into the system Hamiltonian.
We now note that
Z = ZB
〈
ψ|e−βHS |ψ〉− αZB〈E(β)〉B
= ZBZ
′, (20)
where Z ′ =
〈
ψ|e−βHS |ψ〉 − α〈E(β)〉B is the modifica-
tion of the partition function due to the finite coupling
strength and the projective measurement. It should be
noted that, just like 〈U †B(t)BUB(t)〉B , 〈E(β)〉B is gener-
ally zero. It follows from Eq. (17) that
ρ
(1)
B = −
1
ZBZ ′
αe−βHBE(β). (21)
Using this expression of ρ
(1)
B and returning to the second
term of the right-hand side of Eq. (9), we get
− iα
2
ZBZ ′
TrS
[
ρ(0)U †S(t)[F, |n〉 〈m|]US(t)
]
× TrB
[
e−βHBE(β)U †B(t)BUB(t)
]
= − iα
2
Z ′
〈E(β)B˜(t)〉BTrS [ρ(t)[F, |n〉 〈m|]]
= − iα
2
Z ′
〈E(β)B˜(t)〉B 〈m|[ρ(t), F ]|n〉 , (22)
where US(t)ρ(0)U
†
S(t) has been replaced by ρ(t) since the
corrections give us terms of higher order in the coupling
strength. In physical terms, this terms arises because the
modified environment state evolves back to the equilib-
rium environment state. However, since the environment
and the system are coupled, this evolution of the envi-
ronment also affects the system evolution.
For the next term, to second order, only ρ
(0)
B con-
tributes. But then Z ′ is simply
〈
ψ|e−βHS |ψ〉, so ρ(0)B =
ρB. Therefore, we obtain the same term as in the stan-
dard second order master equation, the derivation of
which can be found in Appendix B. Compared with the
standard master equation, the term that we need to con-
centrate is then (we now set α = 1)
fcorr(t) =
〈E(β)B˜(t)〉B
Z ′
. (23)
The complete master equation can then be written as
dρ(t)
dt
= i[ρ(t), HS ]− ifcorr(t)[ρ(t), F ] +∫ t
0
ds{[F¯ (t, s)ρ(t), F ]Cts + h.c.}, (24)
where,
F¯ (t, s) = US(t, s)FU
†
S(t, s), (25)
Cts = 〈B˜(t)B˜(s)〉B , (26)
B˜(t) = U †B(t)BUB(t). (27)
The structure of this master equation leads to the her-
miticity and trace of ρ being preserved (see also Appendix
C). It is interesting to note that the contribution due to
the initial correlations is of the same structure as that of
a coherent term. However, for an unknown bath (which
is true in most cases), this term induced by a system-
state preparation is still undesired because it is normally
unknown beforehand.
In contrast, the master equation obtained if we start
from the uncorrelated initial state given by (10) would
be
dρ(t)
dt
= i[ρ(t), HS ] +∫ t
0
ds{[F¯ (t, s)ρ(t), F ]Cts + h.c.}. (28)
It should be noted that at no point have we made any
assumption regarding the memory of the environment.
We again emphasize that this is a second-order master
equation in terms of the system-bath coupling strength.
Before moving on, let us use our physical intuition
to guess when the effect of fcorr(t) will be significant.
Three key conditions need to be satisfied: first, the post-
measurement environment state needs to be considerably
different from the thermal bath state; second, the envi-
ronment should have a long correlation time, that is, it
should be non-Markovian, so that it does not forget too
quickly what its initial state was; and third, the initial
state preparation should be such that [ρ(0), F ] 6= 0, oth-
erwise, it could be that the initial correlations do not get
the chance to play a significant role in the system dy-
namics. In what follows, we will show that when these
conditions are satisfied, the initial correlations can indeed
play an important role.
III. APPLICATION TO A LARGE SPIN MODEL
We now apply our master equation to study the sys-
tem dynamics in a variant of the paradigmatic spin-boson
model [36] extended to many spins interacting with a
common environment. The total system-environment
Hamiltonian can be written as
H = HS +HB + V, (29)
with
HS = εJz +∆Jx, HB =
∑
k
ωkb
†
kbk, (30)
V = Jx
∑
k
(g∗kbk + gkb
†
k). (31)
Here the Jx,y,z operators are collective spin operators
with J2x + J
2
y + J
2
z =
N
2 (
N
2 +1), ω0 is the energy bias, ∆
is the tunneling amplitude, HB describes a bath of har-
monic oscillators (ignoring the zero-point energy), while
V describes the interaction between the spin system and
5the common harmonic oscillator bath. Such large spin
Hamiltonians have been used, for instance, in the study
of a two-mode BEC interacting via collisions with ther-
mal atoms [37], as well as in modeling the dynamics of
intrinsic spins and to describe transport in double quan-
tum dot arrays [38, 39]. We set ~ = 1 throughout and
the values of other parameters will be in dimensionless
units.
We choose our initial state |ψ〉 to be such that Jz |ψ〉 =
−N2 |ψ〉. We denote such a state as |−N/2〉. This state
is chosen for three reasons. First, it is relatively simple
to prepare experimentally - all the two-level atoms are
in the same initial state. Second, the computation of
fcorr(t) is not too complicated. Third, and most impor-
tantly, since each atom is in the same initial state, we ex-
pect that each atom affects the environment in the same
way. Therefore, even though each individual atom may
be coupled to the environment weakly, the collective en-
vironment as a whole may be substantially different from
the thermal state, depending on the number of two-level
atoms.
To begin, we note that F = Jx, and B =
∑
k(g
∗
kbk +
gkb
†
k). Our task is to evaluate E(β). In order to do so,
we first evaluate
eλHSJxe
−λHS = axJx + ayJy + azJz , (32)
where
ax =
∆2 + ε2 cosh(λ∆˜)
∆˜2
, (33)
ay =
iε
∆˜
sinh(λ∆˜), (34)
az =
ε∆
∆˜2
[1− cosh(λ∆˜)], (35)
with ∆˜ ≡ √∆2 + ε2. To calculate the inner product
(that is,
〈
ψ|e−βHS |ψ〉), it is useful to write [40]
e−βHS = efJ+efzJzefJ− , (36)
where
f = −∆
∆˜
sinh(β∆˜/2)
µ
, (37)
with
µ = cosh(β∆˜/2) +
ε
∆˜
sinh(β∆˜/2), (38)
and
fz = −2 lnµ. (39)
Using the properties of the raising and lowering angular
momentum operators, it can be shown that〈
ψ|e−βHSeλHSFe−λHS |ψ〉 =
µN−1
N
2
[
κ+
ε∆
∆˜2
cosh(λ∆˜− β∆˜/2)
]
, (40)
where
κ ≡ −∆
∆˜
sinh
(
β∆˜
2
)
− ε∆
∆˜2
cosh
(
β∆˜
2
)
. (41)
We also have that
Z ′ =
〈
ψ|e−βHS |ψ〉 = µN . (42)
It follows that〈
ψ|e−βHSeλHSFe−λHS |ψ〉
Z ′
=
N
2
[
A+ B cosh(λ∆˜− C)
]
, (43)
where
A ≡ κ
µ
, B = ε∆
µ∆˜2
, C = β∆˜/2. (44)
We also know that
eλHBBe−λHB =
∑
k
(g∗kbke
−λωk + gkb
†
ke
λωk). (45)
We can then write
E(β)
Z ′
=
N
2
∑
k
[g∗kbkQ1(β, ωk) + gkb
†
kQ2(β, ωk)], (46)
with
Q1(β, ωk) =
∫ β
0
dλe−λωk [A+ B cosh(λ∆˜− C)], (47)
Q2(β, ωk) =
∫ β
0
dλeλωk [A+ B cosh(λ∆˜− C)]. (48)
Using the fact that [bk, b
†
k′ ] = δkk′ , [bk, bk′ ] = [b
†
k, b
†
k′ ] = 0
and 〈b†kbk〉B = 1eβωk−1 ≡ nk, we find that
fcorr(t) =
N
2
∑
k
|gk|2×[
Q1(β, ωk)e
iωkt(1 + nk) +Q2(β, ωk)e
−iωktnk
]
. (49)
We can then show that the imaginary part is zero as ex-
pected, and, after evaluating the real part, we can finally
write
fcorr(t) = N
∑
k
|gk|2 cos(ωkt)×{
A
ωk
+
D
∆˜2 − ω2k
[
∆˜ coth
(
βωk
2
)
− ωk coth
(
β∆˜
2
)]}
,
(50)
with
A = −∆
∆˜
∆˜ + ε coth(β∆˜/2)
∆˜ coth(β∆˜/2) + ε
, (51)
D =
ε∆/∆˜
∆˜ coth(β∆˜/2) + ε
. (52)
6Let us emphasize the physical origin of this term in the
master equation. The equilibrium bath state is modified
as a result of the initial correlations and the projective
measurement. Since the oscillators are no longer in equi-
librium, they start to evolve. However, since these oscil-
lators are coupled to the two-level atoms, this dynamical
evolution of the oscillators affects the evolution of the
atoms as well. It is precisely this evolution of the atoms
that is captured by fcorr(t). It is important to note that
fcorr(t) derived above is proportional to N . That is, the
number of two-level systems in the ensemble amplifies
the system-bath correlation effect. In addition, it is a
simple exercise in algebra to show that, as expected, this
expression for fcorr tends to zero as β → 0.
Before proceeding, it is useful to look at two limiting
cases:
i) Dicke model [41]. In this case, ∆ = 0. We then get
A = B = 0, whereby E(β) = 0. Therefore, the initial
correlations have no effect in this case because the envi-
ronment state is the same as the thermal bath state. It
should be noted that for N = 1, the Dicke model is the
same as the model used in Refs. [21, 22, 24], and thus the
use of the master equation (28) therein is justified.
ii) Pure dephasing model. In this case, ε = 0. We then
find that D = 0, while A = − tanh(β∆/2). This model
can also be solved exactly [see Appendix D], thereby
serving as a useful benchmark for our master equation.
Therefore, before turning to more general cases, we com-
pare the performance of our master equation against the
exact solution. As usual, we replace the sum over the
different modes k by an integration, that is, we make
the substitution
∑
k |gk|2C(ωk) →
∫∞
0
J(ω)C(ω), where
J(ω) is the spectral density of the environment. We
choose the spectral density to be Ohmic with exponen-
tial cutoff, namely J(ω) = Gωe−ω/ωc . Throughout this
paper, we set β = 1.
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FIG. 1: (color online) Behavior of −jz versus t for N = 1
using the exact solution with (magenta crosses) and without
(blue squares) initial correlations, as well as using the master
equation with (solid, black line) and without (dotted, red line)
initial correlations. We have used ∆ = 4, G = 0.05 and
ωc = 5. Here and in all other figures, the plotted variables
are all in dimensionless units.
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FIG. 2: (color online) Same as Fig. 1, except that we now
have N = 10.
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FIG. 3: (color online) Behavior of −jz against t for N =
2 with (black, solid) and without (dotted, red) taking into
account initial correlations. Here we have used ∆ = 3.5 and
ε = 0.5, while the rest of the parameters used are the same
as those in Fig. 1.
In Fig. 1, we have plotted the behavior of −jz ≡
−2〈Jz〉/N against t using the master equation with and
without taking into account initial correlations, as well
as the dynamics obtained using the exact solution for
N = 1. As can be seen, in this case, the initial correla-
tions play an insignificant role - the dynamics, both from
the master equation and using the exact solution, are the
same for all intents and purposes. Essentially, the reason
is that with only one atom interacting weakly with the en-
vironment, the environment is hardly modified, and thus
fcorr(t) plays a negligible role. However, as illustrated in
Fig. 2, with increasing N , the effect of initial correlations
becomes more significant, as we expected. There is now
a significant difference between the dynamics with and
without initial correlations, signifying that initial corre-
lations now play an important role. Moreover, the master
equation is able to reproduce the exact dynamics, both
with and without initial correlations.
Now that we are confident that in the weak coupling
regime, our master equation is able to capture well the
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FIG. 4: (color online) Same as Fig. 3, except that we now
have N = 10.
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FIG. 5: (color online) Same as Fig. 4, except that we now
have ε = 1.5 and ∆ = 2.5.
effect of initial correlations, we move beyond the exactly
solvable dephasing model. More specifically, we now con-
sider a finite ε. As shown in Fig. 3, for a finite value
of ε with N = 2, there is a small effect of the initial
correlations, again because for a small N , the state of
the environment is hardly affected. However, it is illus-
trated in Figs. 4 and 5 that by increasing N to N = 10
the effect of the initial-state preparation becomes more
pronounced, even for a non-zero value of ε. We expect
that the effect of initial correlations increases still fur-
ther as we increase N . Moreover, the influence of initial
correlations also slowly decreases as we increase ε such
that, as we argued previously, in the Dicke model limit,
the initial correlations do not play any role in the sys-
tem dynamics. It should also be noted that, as shown in
Fig. 5, the effect of initial correlations at longer times be-
comes smaller and smaller. This makes sense physically
since, after some time has passed, the system should for-
get its initial state. Finally, to show that the effect of
initial correlations are not manifested in the dynamics
of jz alone, we show in Figs. 6 and 7 the dynamics of
j
(2)
z ≡ 4〈J2z 〉/N2. Such an observable is relevant in the
study of spin squeezing and entanglement (see, for exam-
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FIG. 6: (color online) Behavior of j
(2)
z against t forN = 2 with
(black, solid) and without (dotted, red) taking into account
initial correlations. The rest of the parameters used are the
same as those in Fig. 3.
 0
 0.5
 1
 0  0.5  1  1.5  2
j z
(2
)
t
FIG. 7: (color online) Same as Fig. 6, except that we now
have N = 10.
ple, Ref. [42]). Once again, the initial correlations have a
noticeable effect on the dynamics, an effect that increases
with increasing N . Note however, numerically speaking,
the calculations for an even larger N at long times would
be demanding. Luckily, we can use our master equation
to obtain the system dynamics at short times approxi-
mately, thereby showing the effect of initial correlations
for even larger N .
IV. SHORT TIME APPROXIMATION
To gain deeper understanding of the system dynamics
due to the initial system-environment correlations, we
investigate in more detail the system dynamics at short
times [21]. To do this, we first assume that HS does not
depend explicitly on time and write the master equation
8(24) as
dρ(t)
dt
= i[ρ(t), H ′S(t)] +∫ t
0
dτ{[F¯ (τ)ρ(t), F ]C(τ) + h.c.}, (53)
where τ = t − s and H ′S(t) = HS − fcorr(t)F . It follows
that for small time t,
ρ(t) ≈ ρ+ i[ρ,H ′S]t+
t2
2
{
[H ′S , [ρ,H
′
S ]] + C(0)[2FρF − F 2ρ− ρF 2]
}
, (54)
where ρ = ρ(0) for brevity and H ′S = H
′
S(0). An equiva-
lent expression for the evolution of the density matrix at
short times after neglecting initial correlations is found
by setting fcorr(0) = 0. Considering the initial state
ρ(0) = |−N/2〉 〈−N/2|, we find that
− jz(t) ≈ 1− t
2
2
[
C(0) + ∆2 + f2corr(0)− 2∆fcorr(0)
]
.
(55)
The important point here is that fcorr(0) increases as
N increases, while C(0) and ∆ obviously do not. The
system evolution is then dominated by fcorr(0) for large
N (note that fcorr(0) is negative for our choice of initial
state). Moreover, fcorr(0) depends on the details of the
environment, which generally we do not know. On the
other hand, without initial correlations, we have
− jz(t) ≈ 1− t
2
2
[
C(0) + ∆2
]
. (56)
We now use the exactly solvable dephasing model to
check the validity of our small-time approximation. As
shown in Fig. 8, we are able to reproduce the system
dynamics at small times very well. We then use this ap-
proach to find the system dynamics for large N at small
times in the non-exactly solvable case [see Fig. 9]. It
is seen that with a large N , the dynamics accounting
for the nonequilibrium state of the environment due to
system-state preparation is drastically different from the
case without accounting for system-bath correlation.
Finally, we examine what this rapid change of state
implies for quantum control [43–45]. One of the central
objectives of control is to apply control fields in order
to preserve the quantum state. As we have seen, for
large N , the quantum state can evolve rapidly in an un-
known manner if the bath properties are not available. It
then becomes imperative that the control fields are ap-
plied with a shorter time-scale in mind. In particular,
we have seen that, starting from jz = −1, the change in
jz increases as N increases at short times. This means
that, in order to keep jz close to −1, we need to ap-
ply control fields on a time-scale that reduces as N in-
creases. More specifically, if we are using pulses, the first
pulse should be applied within a time scale such that
t2
2 [C(0)+∆
2+ f2corr(0)− 2∆fcorr(0)] is as small as possi-
ble. Because fcorr(0) is proportional to N , the short time
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FIG. 8: (color online) Behavior of −jz versus t for N = 1000
using the exact solution with (magenta crosses) and without
(blue squares) initial correlations, as well as using the short
time approximation with (solid, black line) and without (dot-
ted, red line) initial correlations. We have used ∆ = 4, ε = 0,
G = 0.05 and ωc = 5.
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FIG. 9: (color online) Dynamics of −jz(t) with (solid, black)
and without (dotted, red) initial correlations for short times.
Here we have used ε = 0.5 and ∆ = 3.5. The rest of the
parameters are the same as Fig. 8.
scale needed can be challenging experimentally for a large
N . It should be noted, however, that this result depends
on the choice of initial state and the system-environment
model. As we will explicitly show in the next section,
the effect of initial correlations could be still small some-
times.
It is also important to note in passing that, unlike
Ref. [21], the contribution of the first order term in
Eq. (54) is not zero. For example, for the observable jy ≡
2〈Jy〉/N , we obtain for the initial state |−N/2〉 〈−N/2|,
jy(t) ≈ [∆− fcorr(0)]t. (57)
9V. DIFFERENT STATE PREPARATION
A. |ψ〉 = |N/2〉
In this case the initial state is polarized in the opposite
direction. We once again need to calculate the effect of
the initial correlations. The calculation is almost the
same as before, but there are a few notable differences.
Here we only present the final result, and defer the details
to Appendix E. We find that with the initial state |ψ〉 =
|N/2〉, we have
fcorr(t) = N
∑
k
|gk|2 cos(ωkt)×{
A
ωk
+
D
∆˜2 − ω2k
[
∆˜ coth
(
βωk
2
)
− ωk coth
(
β∆˜
2
)]}
,
(58)
with
A = −∆
∆˜
∆˜− ε coth(β∆˜/2)
∆˜ coth(β∆˜/2)− ε
, (59)
D = − ε∆/∆˜
∆˜ coth(β∆˜/2)− ε
. (60)
These results should be compared with the ones obtained
before. Specifically, it should be noted that fcorr(t), for
the same values of ε and ∆, is different for the cases
|ψ〉 = |−N/2〉 and |ψ〉 = |N/2〉. The contribution of the
initial correlations in the master equation itself changes
depending on the initial state preparation, which means
that the effect of initial correlations depends on the initial
state preparation.
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FIG. 10: (color online) Graph of jz against t, starting from
the state |ψ〉 = |N/2〉. The parameters used are the same as
in Fig. 5.
In Fig. 10, we plotted jz against time, starting from the
state |ψ〉 = |N/2〉. Once again, it is seen that the initial
correlations play a significant role in the dynamics. It
is instructive to note the asymmetry between Fig. 5 and
Fig. 10. This asymmetry is due to two reasons. First,
the coherent evolution (that is, the evolution due to HS
alone) itself causes asymmetry in the dynamics of jz, a
fact that is easily visualized in the Bloch vector picture.
Secondly, as we have noted before, the influence of initial
correlations is different for the two cases.
B. Each spin prepared in a coherent superposition
We now consider a different state preparation, namely
|ψ〉 such that Jx |ψ〉 = N2 |ψ〉. This is a clearly an eigen-
state of Jx with eigenvalue
N
2 . In order to perform the
calculation for the effect of the initial correlations, it is
useful to first rotate our axes so that we now have, in the
rotated frame,
HR = HRS +HB + V
R, (61)
with
HRS = εrJz +∆rJx, HB =
∑
k
ωkb
†
kbk, (62)
V R = Jz
∑
k
(g∗kbk + gkb
†
k), (63)
where εr = ∆ and ∆r = −ε, and our initial state is now∣∣ψR〉, which is an eigenstate of Jz with eigenvalue N2 . It
can then be shown that
fcorr(t) = N
∑
k
|gk|2 cos(ωkt)×{
A
ωk
+
D
∆˜2r − ω2k
[
∆˜r coth
(
βωk
2
)
− ωk coth
(
β∆˜r
2
)]}
,
(64)
with
A = − εr
∆˜r
∆˜r − εr coth(β∆˜r/2)
∆˜r coth(β∆˜r/2)− εr
, (65)
D =
∆2r
∆˜2r
1
coth(β∆˜r/2)− εr/∆˜r
, (66)
and ∆˜r ≡
√
ε2r +∆
2
r (see Appendix E for details).
In Fig. 11 we show the dynamics with and without
initial correlations. This time we find that the initial
correlations play an insignificant role. This is not simply
due to the factor fcorr(t) being small - this factor is cer-
tainly significant at short times. However, if we look at
the master equation closely, we notice that the effect of
the initial correlations is incorporated via the term
−ifcorr(t)[ρ(t), F ].
For the initial state preparation |ψ〉 such that Jx |ψ〉 =
N
2 |ψ〉, with the system-environment Hamiltonian given
by Eq. (29), we find that [ρ(0), F ] = 0. Therefore, at
time t = 0, the effect of initial correlations is zero. By the
time the state evolves to a state ρ(t) such that [ρ(t), F ]
10
 0
 0.5
 1
 0  1  2  3  4  5
j x
t
FIG. 11: (color online) jx versus t with (solid, black) and
without (dotted, red) taking into account initial correlations
starting from state |ψ〉 such that Jx |ψ〉 =
N
2
|ψ〉. Here we
have used N = 10, ∆ = 3, ε = 1, G = 0.05 and ωc = 5.
is appreciably different from zero, fcorr(t) has decayed to
almost zero. Therefore, in this case, initial correlations
play a negligible role. We find that for specific initial
state preparations, the effect of the initial correlations
can be largely eliminated.
VI. SUMMARY
In summary, we have formulated a master equation ap-
proach to take into account the effect of a selective sys-
tem state preparation from an initial system-environment
equilibrium state that has system-environment correla-
tions. Our master equation is valid for weak system-
environment coupling. Two different methods are pre-
sented in order to derive the master equation that has
an extra term not studied previously. We have applied
our master equation to a variant of the usual spin-boson
model. We find that for a collection of two-level atoms
coupled to a common environment, the reduced system
dynamics can evolve at a faster rate depending on the
number of two-level atoms. This finding has implications
for quantum control. For instance, in order to preserve
a quantum state via dynamical decoupling [43, 45], we
would need to apply the pulses at a faster rate due to
the effect studied here. We also considered different ini-
tial states to show that the effect of state preparations
depends on the actual initial state prepared.
Acknowledgment: J.G. dedicates this work to his late
beloved wife Huairui Zhang.
Appendix A: Derivation using the time
convolutionless approach
Here we sketch an alternative derivation of our master
equation using the time convolutionless (TCL) approach.
We write the system-environment Hamiltonian as
H = HS +HB + V = H0 + αV, (A1)
with HS the system part, HB the environment part, and
V is the interaction with coupling strength α. Working
in the interaction picture defined with respect to H0, we
can write
d
dt
ρtot(t) = −iα[V˜ (t), ρtot(t)] ≡ αL(t)ρtot(t). (A2)
We re-emphasize that ρtot(t) here is in the interaction
picture. We now define a projection operator P such
that
Pρtot = TrB [ρtot]⊗ ρB, (A3)
where ρB is a reference environment state which we take
to be the thermal bath state ρB = e
−βHB/ZB. The or-
thogonal projection is given by
Qρtot = ρtot − Pρtot. (A4)
The TCL master equation can be written as (see Ref. [1]
for details)
∂
∂t
Pρtot(t) = K(t)ρtot(t) + I(t)Qρtot(0), (A5)
with the so-called TCL generator given by
K(t) = αPL(t)[1 − Σ(t)]−1P , (A6)
and
I(t) = αPL(t)[1 − Σ(t)]−1G(t)Q, (A7)
where [1 − Σ(t)]−1 and G(t) can usually be expanded in
powers of the coupling strength α. Now, the first term on
the right hand side of Eq. (A5) leads to the usual second
order term in the master equation, so here we focus on
the last term in Eq. (A5). The initial state is (see the
main text for details)
ρtot(0) = |ψ〉 〈ψ| ⊗
〈
ψ|e−βH |ψ〉
Z
, (A8)
which can be written as
ρtot(0) = ρ(0)⊗
[
ρ
(0)
B + ρ
(1)
B + . . .
]
, (A9)
with the environment state expanded in terms of the cou-
pling strength. It is easy to see that Q[ρ(0) ⊗ ρ(0)B ] = 0
since Q = 1 − P . This is the same as for the case of the
usual factorizing initial condition where the initial envi-
ronment state is the thermal bath state. Now, it can be
shown that [see Eq. (21) in the main text for details]
ρ
(1)
B = −
1
ZBZ ′
αe−βHBE(β). (A10)
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Using the fact that 〈E(β)〉B is generally zero, we obtain
Q[ρ(0)⊗ ρ(1)B ] = ρ(0)⊗ ρ(1)B . Since we are only concerned
with terms up to second order in the coupling strength,
we replace G and [1 − Σ(t)]−1 by identity. Then, using
the definitions of L(t) and P , we obtain
I(t)Qρtot(0) =
− iα
2
ZBZ ′
TrB[ρ(0)⊗ e−βHBE(β), U †0 (t)F ⊗BU0(t)]⊗ ρB.
(A11)
Ignoring the fixed environment reference state for sim-
plicity and simplifying the trace, we obtain
I(t)Qρtot(0) =
− iα
2
Z ′
〈E(β)B˜(t)〉B [U †S(t)[ρ(t), F ]US(t)], (A12)
where US(t)ρ(0)U
†
S(t) has been replaced by ρ(t) since any
corrections lead to terms of higher order in the coupling
strength. Now, note that we are using the interaction
picture density matrix in Eq. (A5). Transforming back
to the Schrodinger picture, the unitary operators US(t)
and U †S(t) in Eq. (A12) are removed. We then obtain the
same term due to the initial correlations as Eq. (24) in
the main text.
Appendix B: Derivation of the standard second
order master equation
As explained in the main text of the paper, in order to
derive the master equation, our task is to simplify
dρmn(t)
dt
= TrS,B
[
ρtot(0)
dXnm(t)
dt
]
, (B1)
with
dXnm(t)
dt
= i[HH0 (t), X
H
nm(t)] + iα[V˜ (t), X˜nm(t)]
+ α2
∫ t
0
ds[[V˜ (t), X˜nm(t)], V˜ (s)], (B2)
for ρtot(0) = ρ(0)⊗ ρB. As before, we find that
TrS,B
[
ρtot(0)i[H
H
0 (t), X
H
nm(t)]
]
= i 〈m|[ρ(t), HS ]|n〉 .
Also, for this choice of initial state, by the same reasoning
as presented in the main text, the contribution of the
second term in Eq. (B2) is zero. So we then need to
evaluate
TrS,B
[
[ρ(t0)⊗ ρB]
∫ t
0
ds[[V˜ (t), X˜nm(t)], V˜ (s)]
]
. (B3)
For simplicity, here we only consider
TrS,B
[
[ρ(t0)⊗ ρB]
∫ t
0
dsV˜ (t)X˜nm(t)V˜ (s)
]
.
The rest of the terms can be calculated in a similar way.
The trace over the bath gives
TrB
[
ρBU
†
B(t)BUB(t)U
†
B(s)BUB(s)
]
=
〈B˜(t)B˜(s)〉B.
The trace over the system is
TrS
[
ρ(0)U †S(t)FYnmUS(t)U
†
S(s)FUS(s)
]
,
which simplifies to
TrS
[
ρ˜(t)FYnmUS(t, s)FU
†
S(t, s)
]
=〈
m|F¯ (t, s)ρ˜(t)F |n〉 ,
with F¯ (t, s) = US(t, s)FU
†(t, s). We can then make the
substitution ρ˜(t) = ρ(t). This is justified because the
correction gives us terms of higher order in the master
equation. By simplifying the other terms [see Eq. (B3)],
and putting them all together, we obtain the desired mas-
ter equation.
Appendix C: Proof that fcorr(t) is real
To actually show that our master equation [see
Eq. (24)] preserves hermiticity, we need to show that
fcorr(t) is real. To do this, first recall that
fcorr(t) =
〈E(β)B˜(t)〉
Z ′
.
We can show that Z ′ is real. We know that
Z ′ =
〈
ψ|e−βHS |ψ〉− 〈E(β)〉B ,
where
E(β) =
∫ β
0
dλ eλHBBe−λHB
〈
ψ|e−βHSeλHSFe−λHS |ψ〉 .
It follows that
E†(β) =
∫ β
0
dλ e−λHBBeλHB
〈
ψ|e−λHSFeλHSe−βHS |ψ〉 .
Now, to show that
〈
ψ|e−βHS |ψ〉 is real, we observe that
e−βHS =
∑
i e
−βEi |ni〉 〈ni|, where |ni〉 are the eigen-
states of HS and Ei the eigenvalues. Then,〈
ψ|e−βHS |ψ〉 =∑
i
e−βEi|〈ni|ψ〉|2,
which is obviously real.
Let us now look at 〈E(β)〉B . To show this is real, we
note that 〈E(β)〉∗B = 〈E†(β)〉B and
〈E†(β)〉B =
∫ β
0
dλTrB[ρBe
−λHBBeλHB ]×〈
ψ|e−λHSFeλHSe−βHS |ψ〉 .
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Now perform the variable substitution γ = β − λ. It is
then straightforward to show that
〈E†(β)〉B =
∫ β
0
dγ TrB[ρBe
γHBBe−γHB ]×〈
ψ|e−βHSeγHSFe−γHS |ψ〉 ,
which is equal to 〈E(β)〉B . Therefore, we have shown
that Z ′ is real.
In a similar fashion, we now show that 〈E(β)B˜(t)〉 is
real. We first note that 〈E(β)B˜(t)〉∗B = 〈B˜(t)E†(β)〉B ,
and it then follows that
〈B˜(t)E†(β)〉B =
∫ β
0
dλTrB[B˜(t)e
−λHBBeλHBρB]×〈
ψ|e−λHSFeλHSe−βHS |ψ〉 .
Again using the substitution γ = β − λ, we get
〈B˜(t)E†(β)〉B =
∫ β
0
dγ TrB[B˜(t)ρBe
γHBBe−γHB ]×〈
ψ|e−βHSeγHSFe−γHS |ψ〉 ,
which, after using cyclic invariance of the trace operation,
can be written as
〈B˜(t)E†(β)〉B =
∫ β
0
dγ TrB[e
γHBBe−γHB B˜(t)ρB]×〈
ψ|e−βHSeγHSFe−γHS |ψ〉 ,
On the other hand,
〈E(β)B˜(t)〉B =
∫ β
0
dλTrB[e
λHBBe−λHB B˜(t)ρB]×〈
ψ|e−βHSeλHSFe−λHS |ψ〉 .
〈E(β)B˜(t)〉B is then indeed real. We have therefore
shown that fcorr(t) is real.
Appendix D: The exactly solvable large spin pure
dephasing model
For completeness, we briefly recap the solution of the
large spin pure dephasing model with and without ini-
tial correlations. We consider the system-environment
Hamiltonian to be
H = HS +HB + V, (D1)
with
HS = εJz, HB =
∑
k
ωkb
†
kbk, (D2)
V = Jz
∑
k
(g∗kbk + gkb
†
k), (D3)
which is unitarily equivalent to the system-environment
Hamiltonian [see Eq. (29)] considered in the main text
with ∆ = 0. In order to solve for the dynamics, we first
transform to the interaction picture, obtaining
HI(t) = e
i(HS+HB)tV e−i(HS+HB)t,
= Jz
∑
k
(g∗kbke
−iωkt + gkb
†
ke
iωkt). (D4)
The unitary time evolution operator can then be found
using the Magnus expansion to be
UI(t) = exp
[
2∑
i=1
Ai(t)
]
, (D5)
where
A1 = Jz
∑
k
[b†kαk(t)− bkα∗k(t)], (D6)
A2 = −iJ2z t∆(t), (D7)
with
αk(t) =
gk(1− eiωkt)
ωk
, (D8)
and
∆(t) ≡ 1
t
∑
k
|gk|2 [sin(ωkt)− ωkt]
ω2k
. (D9)
The exact unitary time evolution operator is therefore
U(t) = e−iω0Jzte−iHBtUI(t), (D10)
where
UI(t) = exp{Jz
∑
k
[b†kαk(t)− bkα∗k(t)]− iJ2z t∆(t)}.
(D11)
With the time evolution operator available, we can
then calculate the reduced density matrix of the sys-
tem. Expressing the system density in the eigenbasis of
Jz (that is, Jz |n〉 = n |n〉), we find that
[ρS(t)]mn =e
−iω0t(m−n)e−i∆(t)t(m
2−n2)×
TrS,B[e
−Rnm(t)Pnmρ(0)], (D12)
where Pnm = |n〉 〈m|, and
Rnm(t) = (n−m)
∑
k
[b†kαk(t)− bkα∗k(t)]. (D13)
This result is true regardless of the form of the initial
state.
Considering first unphysical decorrelated initial states,
i.e.,
ρdir(0) = ρS(0)⊗ ρB, (D14)
where ρB =
e−βHB
ZB
with ZB = TrB[e
−βHB ], we find that
[ρS(t)]mn =[ρS(0)]mne
−iω0(m−n)te−i∆(t)(m
2−n2)t×
e−γ(t)(m−n)
2t, (D15)
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with
γ(t) =
1
t
∑
k
|gk|2 [1− cos(ωkt)]
ω2k
coth
(
βωk
2
)
. (D16)
The factor e−γ(t)(m−n)
2t describes decoherence and the
factor e−i∆(t)(m
2−n2)t describes the indirect atom-atom
interaction induced by the common bath.
Now we consider (physical) correlated initial states of
the form
ρ(0) =
1
Z
Pψe
−βHtotalPψ (D17)
with Pψ = |ψ〉 〈ψ| and Z the normalization factor. By
using the displaced harmonic oscillator modes
Bk,l = bk +
lgk
ωk
, (D18)
B†k,l = b
†
k +
lg∗k
ωk
. (D19)
or by using a polaron transformation, it can be shown
that [34]
[ρS(t)]mn = [ρS(0)]mne
−iω0(m−n)te−i∆(t)(m
2−n2)t
×e−γ(t)(m−n)2tFmnc (t), (D20)
with
Fmnc (t) =
∑
l
(
|〈l|ψ〉|2e−iΦ(l)nm(t)e−βω0leβl2C
)
∑
l
(|〈l|ψ〉|2e−βω0leβl2C) , (D21)
C =
∑
k
|gk|2/ωk, (D22)
Φ(l)nm = (n−m)lΦ(t), (D23)
Φ(t) =
∑
k
|gk|2
ω2k
sin(ωkt). (D24)
Appendix E: Calculations for the effect of initial
correlations for different state preparations
1. |ψ〉 = |N/2〉
The calculation proceeds in a very similar way as be-
fore, except that we now have to use
e−βHS = eφJ−e−φzJzeφJ+ , (E1)
where
φ = −∆
∆˜
sinh
(
β∆˜
2
)
µ
,
φz = −2 lnµ,
µ = cosh
(
β∆˜
2
)
− ε
∆˜
sinh
(
β∆˜
2
)
. (E2)
We then find that〈
ψ|e−βHSeλHSJxe−λHS |ψ
〉
=
µN−1
N
2
[
κ− ε∆
∆˜2
cosh
(
λ∆˜− β∆˜
2
)]
, (E3)
with
κ = −∆
∆˜
sinh
(
β∆˜
2
)
+
ε∆
∆˜2
cosh
(
β∆˜
2
)
. (E4)
Consequently,〈
ψ|e−βHSeλHSJxe−λHS |ψ
〉
Z ′
=
N
2
[
A− B cosh
(
λ∆˜− C
)]
, (E5)
with
A =
κ
µ
, B = ε∆
µ∆˜2
, C = β∆˜
2
. (E6)
After doing the integration over λ, we find that
1
Z ′
〈E(β)B˜(t)〉B = N
∑
k
|gk|2 cos(ωkt)×{
A
ωk
+
D
∆˜2 − ω2k
[
∆˜ coth
(
βωk
2
)
− ωk coth
(
β∆˜
2
)]}
,
(E7)
with
A = −∆
∆˜
∆˜− ε coth(β∆˜/2)
∆˜ coth(β∆˜/2)− ε
, (E8)
D = − ε∆/∆˜
∆˜ coth(β∆˜/2)− ε
. (E9)
2. Each spin prepared in a coherent superposition
We perform our calculations in the rotated frame,
where we have,
HR = HRS +HB + V
R, (E10)
with
HRS = εrJz +∆rJx, HB =
∑
k
ωkb
†
kbk, (E11)
V R = Jz
∑
k
(g∗kbk + gkb
†
k). (E12)
Our initial state is now
∣∣ψR〉, which is an eigenstate of
Jz with eigenvalue
N
2 . We first note that
eλH
R
S Jze
−λHRS = axJx + ayJy + azJz, (E13)
14
where
ax =
εr∆r
∆˜2r
[
1− cosh(λ∆˜r)
]
,
ay = − i∆r
∆˜r
sinh(λ∆˜r),
az =
ε2r +∆
2
r cosh(λ∆˜r)
∆˜2r
. (E14)
Our initial state is now
∣∣ψR〉 = |N/2〉. To proceed fur-
ther, we use the identity
e−βHS = eφJ−e−φzJzeφJ+ , (E15)
where
φ = −∆r
∆˜r
sinh
(
β∆˜r
2
)
µ
,
φz = −2 lnµ,
µ = cosh
(
β∆˜r
2
)
− εr
∆˜r
sinh
(
β∆˜r
2
)
. (E16)
Proceeding the same way as before, we can find that
〈ψR|e−βHRS eλHRS Jze−λH
R
S |ψR〉 =
= µN−1
N
2
[
κ+
∆2r
∆˜2r
cosh
(
λ∆˜r − β∆˜r
2
)]
, (E17)
where
κ = − εr
∆˜r
sinh
(
β∆˜r
2
)
+
ε2r
∆˜2r
cosh
(
β∆˜r
2
)
. (E18)
It can then be shown that
1
Z ′
〈E(β)B˜(t)〉B = N
∑
k
|gk|2 cos(ωkt)×{
A
ωk
+
D
∆˜2r − ω2k
[
∆˜r coth
(
βωk
2
)
− ωk coth
(
β∆˜r
2
)]}
,
(E19)
with
A = − εr
∆˜r
∆˜r − εr coth(β∆˜r/2)
∆˜r coth(β∆˜r/2)− εr
, (E20)
D =
∆2r
∆˜2r
1
coth(β∆˜r/2)− εr/∆˜r
. (E21)
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