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Aufgabenstellung:
Es sind Untersuchungen zu Interaktions- und Animationstechniken für virtuelle
Welten anzustellen. Ausgangspunkt können die am Lehrstuhl vorhandenen CAD- und
VR-Systeme sein. Selbst recherchierte Quellen sind in die Betrachtungen
einzubeziehen.
Erwartet werden Problemanalyse und Spezifikation geeigneter Verfahren sowie die
Durchführung praktischer Experimente.
Unter anderem sind die folgenden Aspekte grundsätzlich zu diskutieren und
allgemeingültige Lösungsansätze vorzuschlagen:
• formale Beschreibung von Objekten virtueller Welten und deren Eigenschaften
• Interaktionstechniken zur Festlegung und Manipulation von Objekteigenschaften
• Eigenleben der Objekte, z. B. physikalische Eigenschaften
• gegenseitige Objektidentifikation / gegenseitiges Erkennen
• programmtechnische Ansätze für die Objektspeicherung und -visualisierung sowie
für das Laufzeitsystem
Die Gestaltung der Diplomarbeit soll eine Weiterarbeit an der Problematik
unterstützen.
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IV
Referat
Die vorliegende Arbeit beschreibt die Spezifikation und den Entwurf eines Systems
der Virtuellen Realität. Das Verhalten der Objekte in diesem System basiert dabei auf
ausgewählten physikalischen Gesetzmäßigkeiten. Es wurde eine kurze Analyse der am
Lehrstuhl verfügbaren Soft- und Hardware durchgeführt, um einen Ausgangspunkt
für die weiteren Betrachtungen zu gewinnen. Bei Spezifikation und Entwurf des
Basissystems wurde Wert auf ein strukturiertes Vorgehen, einen modularen Aufbau
und eine gute Erweiterbarkeit für spätere Arbeiten gelegt.
Der praktische Teil der Arbeit realisiert die Implementation eines Experimental-
systems auf einem IBM-kompatiblen Computer unter dem Betriebssystem
WindowsNT und der Entwicklungsumgebung VisualC++ 4.0.
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Verzeichnis der verwendeten Abkürzungen
3D dreidimensional
BRep Boundary Representation
CSG Construction Solid Geometry
eva Experimentelle VR-Anwendung
GEX Graphischer Editor unter Unix
HMD Head Mounted Display
HIT Lab Human Interface Technology Laboratories
IBM International Business Machines
LCD Liquid Crystal Display
MS-DOS Microsoft-Disk Operating System
OpenGL Open Graphics Library
PC Personal Computer
RGB Red, Green, Blue (ein Farbmodell in der Computergrafik)
SCL Superscape Control Language
SDK Superscape Developers Kit
SGI Silicon Graphics Incorporated
VR Virtual Reality (Virtuelle Realität)
VRT Virtual Reality Toolkit
WTK World Tool Kit
Gebräuchliche Abkürzungen (z. B., S., ...) entsprechen den in [Duden91] ange-
gebenen Bedeutungen.
Die Verwendung von Markenzeichen oder Produktbezeichnungen erfolgt ohne beson-
dere Kennzeichnung und berechtigt nicht zu der Annahme, daß diese Namen im Sinne
der Markenschutz-Gesetzgebung als frei zu betrachten sind und daher von jedermann
benutzt werden können.
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1 Einleitung
1.1 Motivation
Die schnelle Entwicklung der Rechentechnik in den letzten Jahren und die ständig
sinkenden Kosten für leistungsfähige Computer haben dem Personal Computer (PC)
neue Anwendungsgebiete im Bereich der Heimanwender und der Unterhaltung er-
schlossen. Die Nutzung eines solchen PC ist nicht allein speziell geschultem Personal
vorbehalten. Die relative Komplexität der Bedienung und ein hoher Lernaufwand im
Anfangsstadium verlangen nach einer intuitiven Schnittstelle zur vorhandenen
Technik. Mit der Schaffung der "Desktop-Metapher" (der Computer präsentiert sich
in Funktionalität und Darstellung wie ein Büroschreibtisch) in Betriebssystemen wie
z. B. Windows95 wurde ein erster Schritt zu einer verbesserten Kommunikation
zwischen Mensch und Computer getan. Nutzer einer solchen Metapher sind von den
Interna der unter der Anwendung liegenden Schichten völlig entkoppelt.
Einige Bereiche der Computeranwendung (z. B. Flugzeugkonstruktion) benötigen
eine 3-dimensionale Darstellung des Modells, welches zudem noch interaktiv in
wichtigen Parametern (Profil, Oberfläche, ...) veränderbar sein soll. Der Nutzer sollte
innerhalb der computergenerierten Darstellung wie in der realen Welt handeln können,
damit er das Modell realitätsnah manipulieren und studieren kann.
Diese Forderung verlangt eine neue Qualität im Nutzerdialog mit dem Computer und
eine völlig verschiedene Herangehensweise an die Problematik der Modellierung und
Darstellung von realen Umgebungen. Diese neue Qualität ist unter dem Schlagwort
der "Virtuellen Realität" (VR) allgemein bekannt geworden.
Erklärte Ziele der Virtuellen Realität sind unter anderem die Vermittlung von
Erfahrungen, die anderweitig nur aufwendig zu erlangen sind (z. B. Flugsimulatoren),
Unterstützung bei Design und Test in technischen Berufen, neue Arten der Diagnose
und Behandlung in der Medizin zu schaffen (siehe auch [Cibis96]) sowie allgemein als
Denkhilfe und neuartiges Kommunikationsmittel zu dienen.
1.2 Virtuelle Realität - eine Begriffsbestimmung
Obwohl es erst seit relativ kurzer Zeit Forschungen und Experimente zu dem Gebiet
gibt, welches im allgemeinen unter dem Begriff der Virtuellen Realität zusammenge-
faßt wird, ist es sehr schwierig, wenn nicht sogar unmöglich, eine umfassende Defini-
tion dieses Begriffes zu geben. Zu vielfältig sind die möglichen Anwendungsgebiete
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dieser neuen Technologie und entsprechend weit ist das Spektrum der bisher
gegebenen Definitionen.
Die Klärung der Einzelbegriffe mit Hilfe eines Wörterbuches erlaubt in diesem Fall
keine exakte Erfassung des Wesens der Virtuellen Realität, deren allgemeinste Be-
schreibung durch "mit Computern erzeugte Illusion" gegeben werden könnte. Zum
genaueren Verständnis ist jedoch eine wissenschaftliche Definition nötig.
In einem Tagungsband der Fachgruppe 4.1.4 "Graphische Simulation und Animation"
der Gesellschaft für Informatik e. V., die sich in besonderem Maße auch mit der
Problematik der Virtuellen Realität befaßt, findet sich folgende Definition [Willim92,
S. 202], in der wesentliche Merkmale eines VR-Systems beschrieben sind:
Mit der Virtuellen Realität ist es möglich, in computer-generierte Scheinwelten
einzudringen und mit dem eigenen Körper (über Schnittstellen) in dieser
virtuellen Welt zu interagieren. Sie wird zusätzlich charakterisiert durch die
Möglichkeit der Einflußnahme des Rezipienten auf den Handlungsablauf.
Zusätzlich zum Begriff "Virtual Reality" werden außerdem die Bezeichnungen
"Artificial Reality", "Realistic Sensation" und "Cyberspace" verwandt. Diese Begriffe
beziehen sich aber zum Teil nur auf spezielle Aspekte der Virtuellen Realität. So wird
unter "Realistic Sensation" (Realistische Sinneswahrnehmung) auch die Simulation
von Reizen eingeordnet, die nicht unbedingt computergesteuert und interaktiv erfolgt.
Damit sind aber wichtige Punkte obiger Definition nicht erfüllt.
William Bricken, Mitarbeiter des HIT Labs (Human Interface Technology Labora-
tory) in Washington, stellt einige Regeln für die Virtuelle Realität auf [Hamit93,
S. 332], von denen hier nur drei genannt werden sollen:
• Psychologie ist die Physik der Virtuellen Realität.
• Unser Körper ist die Schnittstelle.
• Realismus ist nicht notwendig.
Diese Regeln sollen den Begriff der Virtuellen Realität nicht definieren, sie erfassen
aber einige Ansätze in der weiteren Entwicklung der VR.
In Bezug auf die Möglichkeiten zur Interaktion soll folgendes Zitat die Problematik
beschreiben. Es stammt von Carl Tollander, einem VR-Forscher der Firma
AUTODESK (aus [Hamit93, S. 333]):
"Es ist schwer, einen konsistenten Raum zu haben, der dich davon abhält, in
Wände zu laufen und dir zur gleichen Zeit erlaubt, Uhren zu reparieren."
Einige Vorschläge im Zusammenhang mit dieser Aussage betreffen das Anwachsen
des Detailreichtums bei Interaktion und die Fähigkeit eines Systems, auf verschiedene
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Weisen erforscht werden zu können, ohne zwingende Vorgaben zu machen.
Außerdem wird eine einfache Semantik der Interaktion gefordert, so daß Zahl und
Komplexität der Operationen minimal ist. Eine Konsequenz dieser Forderungen ist die
Anpassung des VR-Systems an die jeweilig zu lösende Aufgabe, wobei dem Nutzer
nicht alle Aspekte des zugrundeliegenden Modells zu jeder Zeit verfügbar sein
müssen.
1.3 Klassifizierung von VR-Systemen
In [Friedrich92] werden VR-Anwendungen nach dem Grad der Integration des
Menschen in die virtuelle Welt klassifiziert. Es werden die Desktop-Applications und
die Immersive Virtual Environments unterschieden.
In den Desktop-Applications schaut der Mensch über ein Fenster (repräsentiert durch
den Bildschirm) in eine virtuelle Welt, die Interaktion erfolgt durch beliebige Eingabe-
geräte. Der Nutzer ist aber von der virtuellen Welt entkoppelt und steht damit unter
den Einflüssen der realen Umgebung.
In den Immersive Virtual Environments ist der Nutzer durch Endgeräte voll in die
virtuelle Welt integriert und von der realen Umgebung abgeschirmt (z. B. durch Head
Mounted Displays). Eine Steuerung der Interaktion erfolgt meist über Sensorik direkt
am Körper des Menschen (Datenhandschuh, Tracking-Devices, ...).
Eine Umwandlung einer Desktop-Application in ein Immersive Virtual Environment
erscheint nicht sehr schwierig, da die allgemein realisierten Verfahren zu Modellierung
und Darstellung ihre Gültigkeit behalten. Zwei bestehende Desktop-Systeme (Master
und Slave) müssen demnach "nur" um die Komponente der Datensynchronisation aus
den jeweils nur einmal vorhandenen Eingabegeräten erweitert werden. Der Master
empfängt die Eingabedaten und übermittelt sie dem Slave. Dieser berechnet wie der
Master eine Ansicht der Szene von einem Betrachterstandpunkt aus, der um genau
den Augabstand eines Menschen versetzt ist. Die berechneten Bilder werden auf
Bildschirmen dargestellt, welche je einem Auge exklusiv zugeordnet sind (z. B.
HMD). Es zeigt sich aber, daß eine virtuelle Welt in einem immersiven System
Schwerpunkte einschließen kann, die in einer Desktop-Application keine Beachtung
finden, wie z. B. die Modellierung eines räumlichen Höreindrucks.
Die bestehenden Systeme der Virtuellen Welt lassen sich noch nach verschiedenen
anderen Kriterien klassifizieren, so zum Beispiel nach dem Grad der Erfahrbarkeit und
des Realismus eines VR-Systems. So kann ein System der Virtuellen Realität
Eigenschaften und Szenarien der realen Welt nachbilden, wobei es einerseits mit
menschlichen Sinnen beobachtbare Situationen nachstellt (Flugsimulationen,
Operationstraining u. ä.) oder andererseits Eigenschaften der realen Welt sichtbar
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macht, die sich ohne Hilfsmittel nicht beobachten oder erleben lassen
(Molekülforschung, Flug durch das All, ...). Außerdem kann die Virtuelle Realität die
Umgebung einer völlig fiktiven Welt erzeugen, die in vielen Punkten nicht mit den
Gegebenheiten der realen Welt übereinstimmt. Dies kann zum Zweck der Forschung
oder auch der Unterhaltung erfolgen.
1.4 Entwicklungsumgebung
Mit dem System "Picard" sind folgende Hardware-Voraussetzungen sind für das zu
schaffene Softwareprodukt gegeben: ein IBM-kompatibler Rechner mit 133 MHz
Pentium-Prozessor, SoundBlaster-Karte und VGA-Bildschirm. Zusätzlich wird das
dreidimensionale Eingabegerät "3D-CyberBat" der Firma Pegasus Technologies (siehe
Abschnitt 2.2.3) genutzt.
Als Betriebssystem ist WindowsNT 3.51 installiert. WindowsNT unterstützt
softwaremäßig die Grafikbefehle von OpenGL, einer Graphikbibliothek, die ins-
besondere für das Rendering facettierter dreidimensionaler Objekte geschaffen wurde.
Diese Bibliothek beinhaltet einen relativ kleinen Satz von ca. 120 Befehlen, der aber
durch eine Umsetzung der Algorithmen in Hardware sehr schnell ausgeführt werden
kann. Das am Lehrstuhl vorhandene System "Troi" mit 200 MHz Pentium-Prozessor
und spezieller OpenGL-Grafikbeschleunigerkarte "ELSA GLoria-8" ist wegen des zu
erwartenden Performancegewinns für den Test und die Präsentation des geschaffenen
Systems besonders geeignet.
Als Aufsatz auf die OpenGL-Bibliothek wurde von Silicon Graphics Incorporated
(SGI) der OpenInventor entwickelt. Durch seine Entwicklungstools läßt sich die
Funktionalität von OpenGL komfortabel nutzen. Zur Zeit ist diese Software jedoch
noch nicht verfügbar. Die Graphikausgabe muß deshalb durch eigene
Programmroutinen erfolgen.
Microsofts Visual C++ in der Version 4.0 dient der Programmierung einer Benutzer-
oberfläche und der Realisierung der zu entwerfenden Algorithmen.
Da für die graphische Ausgabe ein konventioneller VGA-Bildschirm benutzt wird und
keine Verwendung kostenintensiver VR-typischer Geräte (wie z. B. Datenhandschuh
oder Head Mounted Display) stattfindet, läßt sich das zu schaffende Produkt klar in
den Bereich eines Desktop-VR-Systems einordnen.
1.5 Ziel dieser Arbeit
Mit dem zu entwickelnden Softwareprodukt soll kein vollständig und abgeschlossen
implementiertes System der Virtuellen Realität entstehen, sondern ein erweiterbares
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Experimentalsystem, welches erlaubt, spezielle Aspekte der VR (z. B. Kollision,
Gravitation) einzeln und vertieft zu betrachten. In dieser Arbeit sollen die in der realen
Welt existierenden physikalischen Gesetzmäßigkeiten analysiert und modelliert
werden. Dabei werden grundlegende Probleme erörtert und für eine Auswahl
Lösungsansätze gegeben.
Weiterhin sollen der modulare Aufbau und eine gute Dokumentation des Systems eine
Erweiterung unterstützen. Ziel ist es, ähnlich den am Fachbereich durchgeführten
Diplom- und Projektarbeiten zum graphischen Editor GEX ([Lorenz92], [Röger95]
u. a.), eine Grundlage für weitere Arbeiten zum Thema Virtuelle Realität zu schaffen.
Besonderen Wert wird auf das Laufzeitverhalten des zu entwickelnden Systems
gelegt. Hierin wird ein Schlüssel zu einer realitätsnahen Simulation einer virtuellen
Welt gesehen.
1.6 Zusammenfassung
Eine tiefere Beschäftigung mit dem komplexen und äußerst vielschichtigen Thema
Virtuelle Realität zeigt, daß sich die Forschungen auf diesem Gebiet noch in einem
sehr frühen Stadium befinden. In der weiteren Entwicklung wird sich die Palette der
Anwendungsmöglichkeiten und Betrachtungsweisen noch erhöhen. Eine Beschrän-
kung auf einen Ausschnitt dieser Vielfalt wird damit unumgänglich. Insbesondere die
weitere Untersuchung der Fragen der Interaktion und Modellierung kann der
Gewinnung neuer Erkenntnisse dienen.
Auch mit geringen Mitteln ist eine Beschäftigung mit diesen Themen durchaus
erfolgversprechend, hierbei gewonnene allgemeine Erkenntnisse können für spätere
Projekte benutzt werden. In diesem Sinn ist auch die vorliegende Arbeit einzuordnen,
sie soll einen ersten Einstieg in den Aufbau eines experimentellen VR-Systems geben
und mit der vorliegenden Softwarelösung einen Grundstein für weiterführende
Arbeiten legen.
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2 Analyse
In diesem Kapitel wird zunächst die zum Zeitpunkt der Arbeit verfügbare Technik des
Fachbereichs Informatik an der TU Chemnitz-Zwickau vorgestellt und in ihren
Leistungsmerkmalen eingeschätzt. Es werden die grundlegenden Mechanismen der
vorliegenden kommerziellen VR-Systeme analysiert und geeignete Methoden für die
Realisierung eines Systems gesucht. Desweiteren sollen grundlegende Ansätze und
Verfahren für die Realisierung einer virtuellen Welt erörtert werden. Dazu zählen die
Auswahl geeigneter Methoden der Interaktion, Vorschläge zur Modellierung einer
Welt und einer geeigneten Visualisierung sowie die Diskussion auftretender Probleme.
2.1 VR-Technik am Fachbereich Informatik
Am Fachbereich Informatik der Technischen Universität Chemnitz-Zwickau sind zur
Zeit folgende Vertreter kommerzieller VR-Systeme verfügbar:
• das Softwarepaket Superscape,
• das VR-System "SunDancer TWIN",
• die Programmpakete World Tool Kit und WorldUp.
Diese Systeme sollen nun genauer vorgestellt und in Bezug zur gestellten Aufgabe
analysiert werden.
2.1.1 Superscape VRT
Das Softwarepaket "Superscape VRT" der Firma Superscape Ltd. (VRT=Virtual
Reality Toolkit) liegt in der Version 4.00 vor. Es besteht aus verschiedenen Werk-
zeugen, die bei der Erstellung einer Welt zusammenwirken. Die wichtigsten sind der
WorldEditor und der ShapeEditor. Außerdem existieren Programmodule für die
Edition der den Objekten zugeordneten Sounds und Texturen.
Mit dem Visualisierer ist es möglich, sich in der erstellten Szene zu bewegen und mit
dieser zu interagieren. Er ist Bestandteil des Softwarepaketes, kann aber auch
getrennt von ihm erworben und für das "Abspielen" der Szenen benutzt werden.
Für die Navigation kann neben der Maus auch eine Spacemouse (für die 6D-Eingabe)
benutzt werden. Die Nutzung einer LCD-Shutterbrille in Verbindung mit einem
speziellen Anzeigemodus des Visualisierers erlaubt eine räumliche Betrachtung der
modellierten Szene.
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Der Schlüssel für das Erreichen eines realitätsnahen Verhaltens der Objekte liegt in
der Superscape Control Language (SCL). Diese bietet mit ihrem Umfang - es stehen
über 500 C-ähnliche Funktionen zur Verfügung - die Möglichkeit, neben
arithmetischen, logischen und Objektfunktionen auch Steuerkonstrukte auszuführen.
Damit ist der Umsetzung selbst komplexer Verhaltensbeschreibungen kaum Grenzen
gesetzt.
Mit dem Superscape Developers Kit (SDK) können eigene Programmodule erstellt
werden, die Superscape VRT und dem Visualisierer beigefügt werden können, um
den vorhandenen Funktionsumfang zusätzlich zu erweitern. Die Nutzung des SDK
birgt jedoch einige Probleme und ist nicht uneingeschränkt möglich.
In [Schroeder95] werden Techniken und Geräte der Virtuellen Realität untersucht
sowie eine umfassende Beschreibung der Leistungsmerkmale von Superscape VRT
gegeben.
2.1.2 Das System "SunDancer TWIN"
Das System "SunDancer TWIN" besteht aus zwei IBM-kompatiblen Rechnern mit
133 MHz-Pentiumprozessoren. Die Rechner sind über Ethernet miteinander ver-
bunden. Dabei fungiert ein Rechner als Master und einer als Slave. Ein VGA-Scan-
Konverter wandelt die Signale der VGA-Karte in Videosignale, die an ein Head
Mounted Display (HMD) übertragen werden. Als Steuer- und Darstellungssoftware
wird der Visualisierer von Superscape benutzt. Zusätzlich liefert eine SoundBlaster-
Karte Audiosignale an die Stereokopfhörer.
Ein am HMD befestigtes Polhemus-Tracking-Device gibt Aufschluß über die
Orientierung des Gerätes. Diese Informationen können durch den Visualisierer ausge-
wertet werden und führen zu einer Anpassung des Szenenausschnitts an die
Kopfbewegung. Eine Spacemouse kann für die 6D-Eingabe angeschlossen werden.
Folgende Abbildung illustriert den schematischen Aufbau dieses Systems:
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Abbildung 2.1: Der Aufbau des Systems "SunDancer TWIN"
In [Langer96] werden Betrachtungen zur Nutzung von Superscape VRT und der VR-
Geräte Head Mounted Display und Polhemus-Tracking-Device in immersiven VR-
Systemen vorgenommen.
2.1.3 World Tool Kit, WorldUp
Das World Tool Kit (WTK) von Sense8 wird als Software im Rahmen eines
Drittmittelprojektes auf die Tauglichkeit für die Modellierung virtueller Welten unter-
sucht. Es besteht aus einer umfangreichen Bibliothek mit ca. 1000 High-Level C-
Funktionen, die eine vollständige Programmierung eines VR-Systems erlaubt. Die
Schaffung eines solchen Systems gestaltet sich jedoch schwierig, da keine weiteren
Entwicklungswerkzeuge zur Programmerstellung beigefügt sind. Die komplette Pro-
grammierung muß durch den Nutzer erfolgen. Das World Tool Kit unterstützt das
Laden verschiedener Archivformate aus anderen Konstruktionsprogrammen, wie z. B.
AUTOCAD und 3D-Studio.
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WorldUp ist als Aufsatz auf das World Tool Kit entwickelt worden. Es gestattet eine
komfortable Programmierung mit interaktiver graphischer Entwicklungsumgebung,
wobei keine Programmierkenntnisse in C erforderlich sind. Die schnelle Erstellung
einer Applikation wird durch eine VisualBasic-ähnliche Syntax unterstützt. Ein Editor
zur Entwicklung eigener Szenen ist enthalten.
Das benutzte System "Troi" besteht aus einem Pentium Pro mit 200 MHz
Taktfrequenz und einer auf die Erfordernisse zugeschnittenen Grafikkarte (ELSA
GLoria-8), die speziell auf die Verwendung von OpenGL-Befehlen ausgerichtet ist.
Trotz dieser Voraussetzungen können nur wenig befriedigende Frameraten erreicht
werden. Selbst die Darstellung relativ einfacher Szenen erbringt Frameraten unter 10
Bildern/s. Diese Geschwindigkeit ist für eine realitätsnahe Simulation nicht
ausreichend (siehe Abschnitt 2.10).
2.2 Analyse verfügbarer Eingabegeräte
Eine Schwierigkeit beim Erstellen eines VR-Systems besteht in der Bereitstellung
geeigneter Hardware für die Interaktion mit der virtuellen Welt. Dem Nutzer sollten
der Möglichkeit nach alle 6 Freiheitsgrade gleichzeitig in einer unkomplizierten und
intuitiven Weise zur Verfügung stehen. Es wird dann von einem 6D-Eingabegerät
gesprochen. Diese Funktionalität kann zur Zeit nur in wenigen Fällen zufrieden-
stellend erreicht werden.
Mit den 6 Freiheitsgraden bezeichnet man "die Möglichkeit, ein Objekt im Cyberspace
in alle Richtungen und um alle möglichen Winkel zu bewegen, wodurch die Freiheit
der Bewegungen in der realen Welt nachgebildet werden" [Hamit93, S. 432]. Die 6
Freiheitsgrade bestehen aus zwei Arten von Bewegungen:
Zunächst gibt es die translatorischen Bewegungen des Eingabegerätes. Diese werden
entlang der 3 Koordinatenachsen des Raumes ausgeführt. Legt man ein dreidimen-
sionales karthesisches Koordinatensystem zugrunde, in dem die z-Achse zum
Betrachter zeigt, so dient die Bewegung entlang der x-Achse der Veränderung der
Position zur Seite, die entlang der y-Achse der Veränderung der Höhe und die entlang
der z-Achse der Veränderung der Tiefe.
Weiterhin besteht die Möglichkeit, das betreffende Objekt um die Koordinatenachsen
zu rotieren. Nach der Terminologie der Luftfahrt werden diese 3 Bewegungen auch
als Rollen, Neigen und Gieren bezeichnet.
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Abbildung 2.2: Die 6 Freiheitsgrade
In den folgenden Abschnitten sollen einige Geräte mit Blick auf die Möglichkeit der
6D-Eingabe untersucht werden.
2.2.1 Tastatur
Die Tastatur erlaubt wegen der großen Anzahl von Tasten und der Verfügbarkeit
verschiedener Umschalttasten eine Eingabe einer fast unerschöpflichen Vielfalt von
Steuercodes. Die Art und Weise der Benutzung ermöglicht aber keine einfache und
intuitive Steuerung innerhalb einer virtuellen Welt. Für die Eingabe alphanumerischer
Werte bei der Edition von Objekten oder der Umschaltung in verschiedene Betriebs-
modi der Software ist sie jedoch unerläßlich.
2.2.2 Maus
Die Maus dient der unkomplizierten Eingabe von 2D-Koordinaten. Eine Bewegung
der Maus bewirkt eine Bewegung des Mauszeigers relativ zur aktuellen Position. Mit
seiner Hilfe können dem Nutzer die aktuellen Koordinaten sichtbar gemacht werden.
Der Mauszeiger dient in diesem Fall als Verlängerung der Hand und wird zur
Auswahl und Aktivierung verschiedener Funktionen des jeweiligen Programms
benutzt. Diese Funktionen sind auf der Nutzeroberfläche meist in Form von Symbolen
(Icons), Buttons oder Menüeinträgen verfügbar.
2.2.3 3D-CyberBat
Die 3D-CyberBat der Firma Pegasus Technologies erlaubt die gleichzeitige
Werteingabe in drei Dimensionen. Sie besteht aus einer Empfangseinheit, die auf dem
Bildschirm plaziert und mit einer seriellen Schnittstelle verbunden ist und einem
kleinen Sender, der am Zeigefinger getragen wird. Er ist mit zwei Maustasten sowie
einem Ultraschall- und einem Infrarotsender ausgestattet. An der Basiseinheit befinden
sich ein Infrarot- und drei Ultraschallsensoren, die in einem rechten Winkel ange-
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ordnet sind. Durch trigonometrische Berechnungen kann so die Position und damit
auch die Bewegung des Senders ermittelt werden. Das Infrarotsignal dient der
Informationsübertragung für die Maustasten [Pearl95, S. 9].
Abbildung 2.3: Die 3D-CyberBat
Eine korrekte Eingabe der Senderposition findet in einem Raum mit 50 cm Breite,
50 cm Höhe und einer Tiefe von etwa 100 cm statt, wobei ein Mindestabstand des
Senders von der Empfangseinheit von 10 cm einzuhalten ist. Die 3D-CyberBat kann
im absoluten und im relativen Modus betrieben werden. Im relativen Modus werden
die empfangenen Daten zur aktuellen Position in Bezug gesetzt. Es wird hier also
jeweils ein positiver bzw. negativer Wert zum betreffenden Koordinatenwert addiert.
Mit diesem Verfahren können beliebig große Werte eingegeben werden (durch
"Schieben" der 3D-CyberBat ähnlich einer Maus). Im absoluten Modus wird einem
bestimmten Punkt (beispielsweise der linken oberen Bildschirmecke) die Nullposition
zugeordnet. Der diagonal entgegengesetzte Punkt erhält dann die Maximalwerte für
die jeweilige Koordinate. In diesem Modus können nur Koordinaten im Bereich der
Minimal- und Maximalwerte eingegeben werden.
Die 3D-CyberBat ist für die Steuerung der Bewegung in einer virtuellen Welt
geeignet, sie unterstützt aber nur jeweils 3 Freiheitsgrade gleichzeitig. Damit wird ein
Umschaltmechanismus erforderlich, um die Navigation mit allen sechs Freiheitsgraden
zu erlauben. Entsprechende Vorschläge für die Realisierung dieser Moduswahl
erfolgen in der Spezifikation.
Der Preis dieses Eingabegerätes beträgt ungefähr 120 DM. Die 3D-CyberBat ist daher
eine preiswerte Lösung für die Realisierung dreidimensionaler Navigation. Art und
Weise ihrer Bedienung versprechen einen intuitiven Umgang, und da das Eingabegerät
an die Hand gebunden ist, bietet es sich besonders für die Verwendung in immersiven
VR-Systemen an. Der Nachteil der "Blindheit" gegenüber der Umgebung und damit
der verwendeten Eingabegeräte wird aufgehoben.
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2.2.4 Spacemouse
Von der Firma Virtual Reality Technologies zum Preis von etwa 1000 DM verkauft,
wird dieses Eingabegerät am Fachbereich an den Systemen "Vision" und "SunDancer"
eingesetzt. Die Spacemouse ist ein 6D-Eingabegerät und wird an die serielle Schnitt-
stelle des Computers angeschlossen. Mit ihr stehen dem Benutzer alle sechs Freiheits-
grade gleichzeitig zur Verfügung. Durch Verschieben der Kappe entlang der
Koordinatenachsen oder der Drehung um diese (siehe Abbildung 2.4) werden
Veränderungen von Position und Lage in der virtuellen Szene möglich.
Abbildung 2.4: Die Spacemouse
Die Verwendung mit immersiven Systemen der Virtuellen Realität ist nicht ganz
unproblematisch, da die Spacemouse nicht an den Nutzer gebunden ist und die
Steuerung ein hohes Maß an Konzentration verlangt. Die Steuerung zeichnet sich
durch eine hohe Genauigkeit und leichte Erlernbarkeit aus, erfolgt jedoch nach Art
eines Joysticks, was eine intuitive Verwendung (z. B. durch Gesten) ausschließt.
2.2.5 Datenhandschuh
Auch durch den Datenhandschuh wird eine 6D-Eingabe von Daten ermöglicht.
Position und Lage des Handschuhs werden meist durch Ultraschall-Sensoren fest-
gestellt. Zusätzlich wird der Nutzer in die Lage versetzt, durch bestimmte Gesten
Funktionen des Programms (Bewegung, Greifen eines Objekts) direkt aufzurufen.
Dazu wird der Beugungsgrad der einzelnen Fingerglieder mit Hilfe unterschiedlicher
Verfahren ermittelt.
Der Datenhandschuh ist wegen seiner intuitiven Benutzung für die Navigation und
Interaktion in einer virtuellen Welt besonders geeignet. Wächst der Kommandovorrat
jedoch stark an, wird das Erlernen und Erkennen der Gesten schwieriger. Eine
Beschränkung auf wesentliche Gesten ist deshalb sinnvoll. Die Verwendung beider
Hände (und damit von zwei Datenhandschuhen) zur Manipulation in einer Welt ist
logischer und intuitiver, da der Mensch naturgemäß beide Hände für solche Aufgaben
einsetzt. Die konsequente Verfolgung dieses Ansatzes führt zum Datenanzug, der
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zusätzliche Lageparameter an Rumpf und Extremitäten abfragt. Diese Technik ist für
Systeme mit starker Immersion geeignet, da die Eingabegeräte direkt mit dem Nutzer
verbunden sind.
Der finanzielle Aufwand zur Beschaffung eines Datenhandschuhes ist relativ hoch.
Trotzdem kann die experimentelle Verwendung eines solchen Eingabegerätes neue
und interessante Aspekte der Virtuellen Realität erschließen.
2.2.6 Sprache
Die Möglichkeit der Nutzung der Sprache für das Interagieren in einer virtuellen Welt
wird in der Literatur eher ignoriert, dabei ist die Sprache das natürlichste
Kommunikationsmittel des Menschen und für die Weitergabe von Informationen von
entscheidender Bedeutung. Die geringe Verbreitung kann seine Ursachen zum Teil in
der Komplexität dieses Problems haben, selbst kommerzielle Systeme sind noch weit
von einer perfekten Spracherkennung entfernt. Der Nutzen eines solchen Systems für
die Interaktion mit der virtuellen Welt ist jedoch sehr hoch einzuschätzen. Ein Nutzer,
der sich immersiv in einer virtuellen Szene befindet, ist völlig von der Außenwelt
entkoppelt, was zu Desorientierung führen kann. Das Beenden einer Simulation oder
das Anwählen spezieller Funktionen ist meist mit der Ausführung bestimmter
Handlungen (Tastendruck o. ä.) verbunden. Ein gerufenes Kommando kann diesen
Prozeß vereinfachen und beschleunigen. Auch für die Bedienung eines "Assistenten"
ist diese Verfahrensweise geeignet (siehe Abschnitt 2.10).
In der Literatur zur Spracherkennung lassen sich zwei verschiedene Ansätze zur
Erkennung gesprochener Texte finden: die Erkennung auf der Basis von Ganzworten
und auf der Basis von Phonemen (Sprachlauten).
Erkennung auf Phonembasis
Es soll zunächst die Erkennung auf der Basis von Phonemen kurz vorgestellt werden.
Der Begriff Phonem ist in [Lochschmidt83, S. 18] wie folgt definiert:
"Zwei Laute sind verschiedene Phoneme, wenn sie in derselben lautlichen Umgebung
vorkommen und verschiedene Wörter unterscheiden können."
Vorteilhaft bei der Verwendung von Phonemen ist, daß in jeder Sprache nur eine
relativ kleine Anzahl relevanter Sprachlaute existiert. In [Duden91, S. 13] sind alle 52
Phoneme aufgelistet, die für die deutsche Sprache unterschieden werden (siehe auch
Abschnitt 2.9.2).
Es wird bei diesem Verfahren versucht, die gegebene Wortgruppe in einzelne Wörter
zu zerlegen. Die Wortgrenzen können anhand der Sprechpausen ermittelt werden.
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Das Wort wird aus den darin enthaltenen Phonemen zusammengesetzt und mit dem
vorgegebenen Wortschatz verglichen.
Dieses Verfahren ist sehr flexibel in bezug auf eine Erweiterung des Wortschatzes,
birgt aber große Probleme bei der Erkennung der einzelnen Phoneme. Zum einen
werden die Phoneme beim Sprechen "verschliffen" [Ruske88, S. 5], was bedeutet, daß
sie nicht genau den (idealisierten) Vorgaben entsprechen. Der Umstand, daß ein
Phonem naturgemäß sehr kurz ist und zudem anderen sehr ähnlich sein kann,
erschwert eine sichere Zuordnung zusätzlich. Abhilfe kann eine kontextbezogene
Analyse des Musters bringen, wobei benachbarte Phoneme, die die Aussprache beein-
flussen, berücksichtigt werden (Silbenerkennung). Allgemein ist jedoch festzustellen,
daß die mit diesem Verfahren verbundenen Probleme noch nicht zufriedenstellend
gelöst sind.
Erkennung von Ganzworten
Die Erkennung auf der Basis von Ganzworten verfolgt einen anderen Ansatz. Sie
versucht, das Muster, welches mit dem ganzen Wort verbunden ist, zu erkennen.
Dabei wird das betreffende Wort geeignet parametrisiert. Hierfür sind beispielsweise
die Auswertung des Energiegehaltes des Wortes oder die Untersuchung der Null-
durchgangsrate im Sprachsignal brauchbar [Lochschmidt83, S. 46f].
Dieses Verfahren läßt sich relativ einfach umsetzen, eine Beispielimplementation für
MS-DOS ist im ftp-Archiv in x2ftp.oulu.fi unter /pub/msdos/pro-
gramming/mxutil/sbrecog1.zip zu finden und liefert für einen kleinen
Wortumfang (10-15 Worte) gute Ergebnisse. Ein wesentlicher Nachteil entsteht aber
aus der Notwendigkeit, daß der Wortschatz für jeden Sprecher individuell trainiert
werden muß, da es wesentliche Unterschiede im Sprachverhalten der einzelnen
Sprecher gibt und sich somit nicht auf eine einheitliche Weise beschreiben läßt. Selbst
das Sprachverhalten einer Person ändert sich im Laufe der Zeit und kann durch
verschiedene Faktoren (z. B. Heiserkeit, Schnupfen) stark beeinflußt werden
[Helling84, S. 2]. Zudem ist die Vielfalt des Wortschatzes nur durch weiteres Training
mit identischem Sprecher erweiterbar. Dies ist jedoch für eine größere Anzahl von
Wörtern sehr aufwendig.
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2.3 Definition grundlegender Begriffe
Im weiteren Verlauf der Arbeit werden einige Begriffe verwandt, deren Definition an
dieser Stelle vorgenommen werden soll. Es sind dies:
(geometrisches) Primitiv: Mit diesem Begriff wird die kleinste Einheit bezeichnet,
aus der die geometrische Beschreibung eines Körpers im CSG-Modell besteht.
Geometrische Primitive sind z. B. Kugel oder Quader.
Körper/Objekt: Die Begriffe Körper und Objekt werden in dieser Arbeit synonym
gebraucht. Sie beziehen sich auf die gleiche Repräsentation der Daten in der
Objektliste. Der Begriff Körper wird bevorzugt zur Hervorhebung der geometrischen
Aspekte der Repräsentation benutzt, wogegen der Begriff Objekt weitere Daten
einschließt, wie z. B. die physikalischen Parameter. Ein Körper bzw. Objekt kann
seine Geometrie aus einem geometrischen Primitiv oder aus der Verknüpfung
mehrerer geometrischer Primitive erhalten.
Szene: Der Begriff Szene bezeichnet die Gesamtheit der im Rechner oder in einer
Szenedatei repräsentierten Körper/Objekte. Er schließt zusätzlich notwendige Daten
wie Betrachterparameter, Umgebungslicht oder Hintergrundmusik ein.
2.4 Methoden der Interaktion
In der Virtuellen Realität gibt es verschiedene Möglichkeiten der Interaktion.
Zunächst benötigt der Nutzer eine Funktionalität, die es ihm erlaubt, sich in der Welt
zu bewegen. Zusätzlich müssen Verfahren für die Identifizierung und Manipulation
vorhandener Objekte verfügbar sein. Dabei ist zu beachten, daß die Interaktion
unkompliziert (intuitiv) zu erlernen und dem Zweck angemessen sein sollte.
2.4.1 Bewegung im Raum
Eine Bewegung entlang der drei Koordinatenachsen und eine Veränderung der
Blickrichtung um diese (siehe Abbildung 2.2) sind bei der Gestaltung einer
Applikation der Virtuellen Realität unbedingt vorzusehen. Diese Funktionalität ist
wichtiger Bestandteil für die vollständige Erforschung einer Szene oder der
eingehenden Untersuchung von Körpern. Teilweise wird die veränderte Position bzw.
Orientierung auch benötigt, um vorher verdeckte Objekte der virtuellen Welt
ansprechen zu können.
Je nach Art der virtuellen Welt (Flugsimulator, Durchwandern eines Hauses,
Konstruktion von Molekülen, ...) und Verfügbarkeit der Hardware (Maus, Daten-
handschuh) können dem Nutzer durch das Programm verschiedene Möglichkeiten der
Bewegung vorgegeben sein. Die Benutzung aller Freiheitsgrade ist nicht in jeder
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Simulation notwendig oder sinnvoll. Die Beschränkung des Nutzers hinsichtlich der
Manövrierfähigkeit hat jedoch vorsichtig zu erfolgen und ist immer im Kontext zur
gewählten Aufgabe zu sehen.
2.4.2 Identifikation
Es können verschiedene Verfahren benutzt werden, um die Identifizierung eines
Objektes in einer virtuellen Szene zu erreichen.
Eine einfache Art der Identifizierung stellt die Vergabe eindeutiger Objektnummern
bzw. -namen dar. Der Nutzer kann das gewünschte Objekt durch die Eingabe dieser
Identifikatoren in Menüs oder in die Kommandozeile aus der Gesamtmenge der
Objekte schnell auswählen. Dieses Verfahren ist für eine Anwendung in der Virtuellen
Realität nicht geeignet, da es dem Nutzer das Wissen um alle Objektidentifikatoren
abverlangt und mit dem Einblenden eines Menüs in die Szene die Illusion einer realen
Welt zerstört. Diese Art der Identifizierung kann jedoch im Experimentalstadium
eines Systems zu Testzwecken eingesetzt werden.
Wesentlich komfortabler ist die Nutzung eines 2D- oder 3D-Eingabegerätes in Ver-
bindung mit einer Repräsentation der momentanen Position ("Mauszeiger") auf dem
Ausgabegerät. Die ermittelten Koordinaten müssen mit den rechnerintern gespeicher-
ten Daten der Objekte verknüpft werden. Dabei wird die Fensterkoordinate als Durch-
stoßpunkt eines Strahls durch die Fensterebene angesehen. Werden die Objekte durch
Begrenzungsflächen dargestellt, so kann dieser Strahl mehrere Objekte durchdringen.
Von diesen gilt im allgemeinen das Objekt als ausgewählt, dessen Abstand zum
Durchstoßpunkt der Fensterebene der geringste ist.
Mit erfolgter Identifizierung (Auswahl eines Objektes aus der Gesamtobjektmenge der
Welt) findet im Regelfall eine temporäre Manipulation der Objektdaten statt, da es
üblich ist, das ausgewählte Objekt in einer besonderen Art und Weise hervorzuheben.
Dabei werden verschiedene Wege zur Kennzeichnung beschritten, wie z. B. das Ein-
färben in einer charakteristischen Farbe, die Hervorhebung durch Nachzeichnen der
Körperkanten oder auch das periodische Wechseln der Körperfarbe (Blinken).
Zusätzlich ist es oft möglich, Punkte oder Kanten eines Objektes zu identifizieren, um
später Manipulationen auf dieser Ebene durchführen zu können. Die Identifikation
eines Punktes kann wiederum mit Hilfe eines Strahles durch die Fensterebene
erfolgen. Der Punkt, der innerhalb einer gewissen Umgebung (ε-Umgebung) liegt und
den geringsten Abstand zum Strahl besitzt, gilt als ausgewählt. Es ist umgekehrt aber
auch möglich, alle Punkte der Objekte in Gerätekoordinaten zu transformieren und
mit den Koordinaten des Eingabegerätes zu vergleichen. Auch hier ist die Angabe
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einer ε-Umgebung erforderlich. Eine Kante kann durch die Identifizierung ihrer End-
punkte ausgewählt werden.
2.4.3 Manipulation/Edition
Für die Manipulation eines Körpers können vielfältige Möglichkeiten genutzt werden.
In einem Basissystem der Virtuellen Realität sollte es zumindest möglich sein, Position
und Orientierung der Objekte interaktiv mittels geeigneter Eingabegeräte zu ändern,
ohne daß zusätzliche Dialoge eine Darstellung der Szene unterbrechen. Optische
Parameter (wie z. B. Farbe und Textur) oder physikalische Eigenschaften lassen sich
dagegen in angepaßten Dialogen mit Hilfe von Slidern und Vorschaufenstern
komfortabel einstellen.
Es ist denkbar, verschiedene Optionen zur Lageänderung eines Körpers
bereitzustellen. Eine Möglichkeit kann darin bestehen, den Körper durch Nutzer-
eingaben an eine andere Position im Raum zu versetzen. Der Körper besitzt nach der
Manipulation neue Koordinaten, hat jedoch keine weiteren Änderungen erfahren.
Diese Art der Manipulation ist für die Konstruktion einer Szene besonders geeignet.
Durch ständige Neueingabe von Körpern und ein Bewegen an die gewünschte
Position kann der Nutzer die virtuelle Welt gestalten. Eine Änderung der Orientierung
des Körpers kann für diesen Zweck erforderlich sein. Dafür wird die Bereitstellung
dreier weiterer Freiheitsgrade erforderlich. Für die gleichzeitige Eingabe von Position
und Orientierung des Körpers ist deshalb ein entsprechend ausgestattetes 6D-
Eingabegerät erforderlich. Ist nur ein Gerät für die 3D- oder 2D-Eingabe vorhanden,
so müssen Wege gefunden werden, die vorhandenen Freiheitsgrade wahlweise für die
Parametereingabe zu verwenden, etwa durch Modusumschaltung.
Sieht das Modell der virtuellen Welt erweiterte Möglichkeiten bei der Angabe von
Objekteigenschaften vor, wie z. B. die Geschwindigkeit, so kann auch die Bewegung
eines Körpers direkt manipuliert werden. Die Länge des Weges, der mit dem
ausgewählten Körper zurückgelegt wurde, kann dabei als ein Maß für die übertragene
Geschwindigkeit interpretiert werden. Anfangs- und Endpunkt der Manipulation
geben die Richtung der weiteren Bewegung an. Es ist damit möglich, Objekte der
Szene anzustoßen bzw. sie zu "werfen". Die Berücksichtigung weiterer Einflüsse wie
Reibung oder Gravitation auf die bewegten Körper kann den Realismus der
Simulation bedeutend vergrößern.
Werden in der Simulation Möglichkeiten integriert, den Objekten ein eigenes Laufzeit-
verhalten zu verleihen, etwa durch die Abarbeitung an sie geknüpfter kurzer Pro-
gramme (Scripts), so ist eine Edition dieser Scripts durch geeignete Dialoge vorzu-
sehen. Die Bearbeitung dieser Code-Fragmente kann an das Eintreten bestimmter
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Bedingungen geknüpft werden, beispielsweise an die Kollision mit einem anderen
Objekt oder die erfolgte Identifizierung durch den Nutzer.
2.5 Animation
Eine Aufgabenstellung dieser Arbeit besteht in der Animation der Objekte der
virtuellen Welt. Dabei wird unter Animation nicht der Animationsbegriff verstanden,
wie er beispielsweise in der Tricktechnik verwendet wird: dem reinen Abspielen
vorgefertigter Bildfolgen.
Unter Animation können hier zwei verschiedene Herangehensweisen eingeordnet
werden, das automatische "Abspielen" vorgegebener Bewegungspfade (z. B. durch
Scripts) oder die Reaktion des Körpers auf bestimmte Einflüsse wie Gravitation oder
Reibung. Beide Varianten erfordern eine Berechnung der aktuellen Position und
Orientierung zum Simulationszeitpunkt mit den jeweils aktuellen Parametern, letztere
erlaubt jedoch ein weitgehend automatisches Verhalten entsprechend der physi-
kalischen Gesetze. Das endgültige Verhalten der Körper ist nicht vorprogrammiert.
Damit sind dem Nutzer Möglichkeiten zur Echtzeit-Interaktion mit den Objekten der
virtuellen Welt gegeben.
2.5.1 Scripts
Scripts sind kleine Programmstücke, die das Verhalten der Objekte bei bestimmten
Ereignissen definieren. Solche Ereignisse können z. B. die Kollision mit einem
anderen Objekt sein. Zusätzlich ist es möglich, Programmcode zu definieren, welcher
stets bei der Neuberechnung der Szene abgearbeitet wird. Damit ist die Ausführung
vorgegebener Bewegungsabläufe realisierbar. Die Definition des Codes erfolgt meist
in einer C-ähnlichen Notation, teilweise wird die Definition von Steuerkonstrukten
(if-then, while, ...) unterstützt. Das Softwarepaket Superscape (siehe Abschnitt
2.1.1) verwendet fast ausschließlich das Script-Prinzip, um das Verhalten seiner
Objekte zu beschreiben.
Für ein Basissystem kann die Bereitstellung von Funktionen für die Translation,
Rotation und Skalierung zunächst ausreichend sein. In Verbindung mit einer
Ereignisabfrage auf erfolgte Kollision oder Identifizierung ist der erste Schritt für den
Aufbau einer leistungsfähigen Scriptsprache gelegt.
2.5.2 physikalisch orientiertes Verhalten
Die Zuordnung einer Geschwindigkeit zu einem Objekt und die Berücksichtigung von
Einflüssen wie Gravitation oder Kollision ist für eine physikalisch orientierte Reali-
sierung einer virtuellen Welt unverzichtbar.
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Eine Bewegung des Körpers erfolgt in Abhängigkeit von der Zeit, der vorgegebenen
Geschwindigkeit und der Bewegungsrichtung. Die Länge der vergangenen Zeit ab der
letzten Positionsbestimmung ist durch den Aufwand zur Berechnung eines Abbildes
der Szene bestimmt. Liegt die Framerate (die Frequenz, mit der ein neues Bild der
virtuellen Welt berechnet wird) beispielsweise bei 15 Bildern/s, so beträgt die Zeit für
die Bewegung innerhalb eines Frames 1/15 s.
Die Geschwindigkeit und Richtung, mit der sich der Körper fortbewegt, sind der
menschlichen Erfahrung nach nicht konstant, sondern unterliegen weiteren Einflüssen.
Diese sind:
• die Gravitation, die senkrecht zum Erdboden wirkt und eine ständige Erhöhung
des Geschwindigkeitsanteils in diese Richtung hervorruft,
• die Reibung, die entgegen der Bewegungsrichtung wirkt und eine Abnahme der
Geschwindigkeit in diese Richtung verursacht und
• die Kollision mit anderen Körpern, die eine Geschwindigkeits- und
Richtungsänderung der beteiligten Körper bewirkt.
Für eine Kollision ist außerdem der Grad der Elastizität der beteiligten Körper
entscheidend. Ein teilweise plastisches Verhalten der Körper bewirkt eine Um-
wandlung von kinetischer Energie in Wärme, wodurch nach der Kollision weniger
Bewegungsenergie zur Verfügung steht. Dieser Effekt ist z. B. beim Aufprall einer
Kugel auf den Boden zu beobachten.
Eine Analyse dieser physikalischen Gesetzmäßigkeiten wird in Abschnitt 2.8 vor-
genommen.
2.6 Modellierung
Zu Beginn der Entwicklung einer VR-Applikation ist es wichtig, daß eine
Entscheidung bezüglich der benötigten Funktionalität und der verwendeten Daten
getroffen wird.
Das Basissystem soll eine Möglichkeit zur Modellierung einer virtuellen Welt unter
Berücksichtigung physikalischer Aspekte wie Gravitation oder Kollision bieten.
Zugleich wird auf ein realitätsnahes Bild der Szene Wert gelegt. Dabei wird keine
photorealistische Darstellung verlangt, wie sie z. B. ein Raytracing-Programm be-
rechnen kann.
Da die Realisierung physikalischer Funktionalität im Mittelpunkt der Betrachtungen
steht, kann auf die Bereitstellung in der Realität vorkommender und damit komplexer
Körper verzichtet werden. Wesentlich wichtiger wird die Fähigkeit eingeschätzt, sich
in der Szene flüssig bewegen und in Echtzeit interagieren zu können. Eine
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Erweiterung um die Darstellung komplexer Körper sollte bei Gewährleistung der
Echtzeitfähigkeit des Systems problemlos möglich sein.
Bei der Festlegung der notwendigen Daten muß auf die Ausrichtung der Simulation
geachtet werden. Sie sollte so erfolgen, daß alle benötigten Werte für ein realitäts-
nahes Verhalten der Körper berechnet werden können. Dazu zählen neben den
Parametern für die Darstellung (Farbe, Textur) auch Daten über Dichte oder
Geschwindigkeit, so daß sich in Verbindung mit der Geometrie durch Volumen-
berechnung beispielsweise Rückschlüsse auf das Gewicht oder den Impuls ziehen
lassen.
2.6.1 Die Wahl eines geeigneten Körpermodells
3D-Systeme lassen sich allgemein in drei voneinander unabhängige Klassen einteilen.
Dies sind die Klassen der Kanten-, Flächen- und Volumenmodelle [Grätz89, S. 21].
Die verschiedenen Klassen wurden in [Lorenz92] vorgestellt und auf ihre
Brauchbarkeit für die Modellierung dreidimensionaler Objekte untersucht. Eine
ausführliche Darstellung der Eigenschaften der Modellklassen und der zugrunde-
liegenden Datenstrukturen ist sowohl in [Grätz89, S. 21 ff.] als auch in [Lorenz92,
S. 7 ff.] zu finden. Auf eine erneute Darstellung im Rahmen dieser Arbeit soll deshalb
verzichtet werden.
Die in [Lorenz92] getroffenen Aussagen über die Verwendbarkeit des Kanten-,
Flächen- oder Volumenmodells für die rechnerinterne Repräsentation dreidimensiona-
ler Körper gelten auch (und gerade) in Bezug auf ein System der Virtuellen Realität.
Für die realistische Darstellung der Körper ist es unter anderem entscheidend, die
Materialsituation (Innen- oder Außenseite) einer Fläche bestimmen zu können. Da
diese Informationen in den Kanten- bzw. Flächenmodellen nicht enthalten sind, sind
sie für diesen Zweck ungeeignet. Diese Modelle haben aber im Rahmen anderer
Aufgabenstellungen durchaus ihre Berechtigung.
2.6.2 Volumenmodelle
Das Grundprinzip der Volumensysteme ist die "rechnerinterne volumenhafte
Repräsentation dreidimensionaler physikalischer Objekte der realen Welt. Der
Anwender (...) wird in die Lage versetzt, vollständige und eindeutige dreidimensionale
Modelle von Festkörpern, deren Materialsituation auch algorithmisch klar erfaßt ist,
zu erzeugen, zu speichern, zu berechnen und zu manipulieren" [Grätz89, S. 43].
Eine wichtige Eigenschaft ist die strenge Wahrung der Datenkonsistenz im Modell.
Nicht nur das Einfügen ungültiger Körper in das Modell wird verhindert, es wird auch
sichergestellt, daß als Resultat von Manipulationen stets ein gültiger Körper entsteht.
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Damit ist ein Volumenmodell in besonderem Maße geeignet, die rechnerinterne
Repräsentation der Körper einer virtuellen Welt vorzunehmen. Eine Erweiterung eines
Volumenmodells beispielsweise durch Verwendung von Aspekten eines Kanten-
modells kann Vorteile im Laufzeitverhalten bestimmter Algorithmen (z. B. Kollisions-
erkennung) bringen. Diese Verbesserung nimmt aber eine erhöhte Datenredundanz
und damit einen größeren Speicherplatzverbrauch in Kauf.
Im weiteren sollen die zwei gebräuchlichsten Typen von Volumenmodellierern kurz
vorgestellt werden. Es sind dies die Constructive Solid Geometry (CSG) und die
Boundary Representation (BRep). Der ferner verwendete Typ des Zellmodellierers ist
wegen der fehlenden Unterscheidbarkeit untergeordneter graphischer Einheiten eines
Objektes (Fläche-Kante-Punkt) und des hohen Datenaufkommens für die
Modellierung eines Systems der Virtuellen Realität ungeeignet.
Im folgenden sollen wichtige Eigenschaften von CSG- und BRep-Modell vorgestellt
werden. Abbildung 2.5 zeigt die grundsätzliche Verschiedenheit der Datenstrukturen
beider Modelle. Eine Entscheidung für ein bestimmtes Modell erfolgt später in Bezug
auf die Spezifikation der Leistungsmerkmale.
Abbildung 2.5: Eine Gegenüberstellung von CSG- und BRep-Datenmodell,
aus [Grätz89, S. 121]
2.6.3 Das CSG-Modell
Der Systemtyp der Constructive Solid Geometry beschreibt das rechnerinterne Modell
eines Objektes durch Volumengrundkörper, wie z. B. Quader, Kugel, Zylinder o. ä.
Die Grundkörper sind nicht weiter zerlegbar. Sie sind durch Boolesche Operationen
(Vereinigung, Durchschnitt, Differenz) miteinander verknüpfbar. Die Anwendung der
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Booleschen Operationen erzeugt einen (binären) Baum, der auch als eine Art "Ent-
stehungsgeschichte" des Objektes betrachtet werden kann. Die Darstellung ist jedoch
nicht eindeutig, da durch arithmetische Umformung ein identischer Ergebniskörper
geschaffen werden kann, der eine abweichende Historie besitzt [Grätz89, S. 101 ff.].
Das CSG-Modell bietet einen mächtigen und einfach zu bedienenden Mechanismus
zur Erzeugung komplexer Körper aus vordefinierten Primitiven. Die Art der Defini-
tion eines Körpers unterstützt die leichte Erzeugung von Testdaten auch außerhalb
eines 3D-Konstruktionsmoduls (beispielsweise durch einen Text-Editor). Nachteilig
erscheint das Mitführen von Körpern, die eventuell im resultierenden Körper nicht
mehr erscheinen und die Datenstruktur schwer durchschaubar machen. Der Ergebnis-
körper eines CSG-Baumes ist häufig sehr viel kleiner als die Summe der Volumina der
verwendeten Grundkörper. Zudem wächst die Tiefe des CSG-Baumes sehr stark an,
wenn komplexe Körpergeometrien erzeugt werden sollen.
2.6.4 Das BRep-Modell
Das BRep-Modell ist Basis vieler Volumensysteme, deren Datenstrukturen jedoch
sehr unterschiedlich sind. Allen gemeinsam ist eine Volumendatenstruktur, die das
rechnerinterne Modell eines Körpers explizit durch seine orientierten, getrimmten
Begrenzungsflächen festlegt. Der Körper wird durch Flächen, diese durch Kanten und
die Kanten durch zwei Punkte festgelegt. Es existiert damit eine hierarchische
Beziehung zwischen den Elementen [Grätz89, S. 70].
Die Erzeugung komplexer Körper in einem BRep-Modell ist wesentlich schwieriger
als in einem CSG-Modell. Da die Konsistenz der Daten in einem Boundary System
nicht generell gewährleitet ist, wird die Anwendung exakt definierter Operationen auf
einem vollständig konsistenten Datenbestand zu einem wichtigen Bestandteil der
Modellintegrität. Die Inanspruchnahme leistungsfähiger Konstruktionssoftware er-
scheint damit unvermeidbar, die Konstruktion eines Körpers mit Hilfe von Text-
Editoren ist nicht praktikabel. Der zentrale Informationsträger der Geometrie eines
BRep-Modells ist die Fläche. Damit bietet das Modell sehr gute Möglichkeiten der
Weiterverarbeitung für die visuelle Darstellung durch nachgeordnete Graphikroutinen
auf Facettenbasis.
2.6.5 Körper
Die Art der für die Erstellung von Szenen zur Verfügung stehenden Körper ist stark
abhängig von der Wahl des rechnerinternen Repräsentationsmodells. Das Haupt-
anliegen dieser Arbeit ist jedoch die Entwicklung einer virtuellen Welt mit physikali-
schen Eigenschaften. Die genaue Ausprägung eines Körpers ist deshalb unerheblich,
solange die relevanten Daten (Gewicht, Volumen, ...) aus der Datenstruktur gewon-
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nen werden können. Die Verwendung geometrischer Primitive wie Quader oder
Kugel bedeutet daher keine wesentliche Einschränkung des Modells.
Zusätzlich zu diesen Körpern benötigt eine virtuelle Welt Lichtquellen. Die ver-
schiedenen Arten von Lichtquellen (Scheinwerferlicht, Umgebungslicht, ..., siehe auch
Abschnitt 2.7.3) sind unverzichtbar für eine realistische Darstellung der Szene. Erst
durch den Einsatz von Licht kann der Eindruck einer realen Umgebung geschaffen
werden.
Für den Nutzer selbst ist es wichtig, eine Repräsentation seines Körpers oder
zumindest wichtiger Teile davon, wie z. B. die Darstellung der manipulierenden Hand,
in der Szene vorzufinden. Eine direkte Rückkopplung seiner Eingabe durch eine
Transformation der Handrepräsentation vermittelt ihm das Gefühl des unmittelbaren
Wirkens in der virtuellen Welt.
Betrachtet man den Einsatz von Multi-User-Systemen, so ist es nützlich, die
momentane Position und Lage der Mitnutzer sichtbar zu machen. Selbst die
Möglichkeit der Kommunikation der Nutzer innerhalb der virtuellen Welt könnte
durch die Vermittlung von Gesten o. ä. geschaffen werden. Dafür sind eine geeignete
Repräsentation des (menschlichen) Körpers sowie eine Anzahl definierter Funktionen
zu deren Veränderung zu schaffen. Diese Repräsentation könnte fester Bestandteil des
Systems der Virtuellen Realität sein ("built-in") und sich damit der direkten Manipula-
tion der Körpergeometrie durch einen Editor entziehen.
2.6.6 Koordinatensysteme
Für die Darstellung dreidimensionaler Körper auf einem zweidimensionalen Ausgabe-
gerät werden verschiedene Koordinatensysteme definiert und diese mit Hilfe von
Transformationen ineinander überführt. Es sind dies:
• das Weltkoordinatensystem,
• das normierte Koordinatensystem und
• das Gerätekoordinatensystem.
Häufig wird noch ein weiteres Koordinatensystem eingeführt, das lokale
Koordinatensystem. Mit ihm werden Position, Orientierung oder Skalierung der
Objekte beschrieben. In der Ausführung ist es noch vor dem Weltkoordinatensystem
einzuordnen.
Das Weltkoordinatensystem ist dreidimensional und orthogonal. Es dient der
Anordung der Objekte mit ihrem lokalen Koordinatensystem.
Durch Perspektivprojektion des Weltkoordinatensystems auf das normierte
Koordinatensystem können verschiedene Sichten auf die virtuelle Welt erzeugt
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werden. Die Parallelprojektion ist für die Darstellung einer dreidimensionalen Szene
ungeeignet, da keine räumlichen Informationen vermittelt werden. Sie wird in der
Konstruktion z. B. zur Erstellung von Grundrissen verwendet.
Das normierte Koordinatensystem ist ein zweidimensionales und orthogonales
Koordinatensystem, in dem alle dargestellten Punkte Koordinaten zwischen 0
(einschließlich) und 1 besitzen. Damit ist es als Zwischenstufe der Darstellung von den
Abmessungen der Ausgabegeräte unabhängig.
Aus dem normierten Koordinatensystem läßt sich durch Transformation in ein Geräte-
koordinatensystem eine Darstellung für ein konkretes Gerät zur zweidimensionalen
Ausgabe gewinnen.
2.7 optische Eigenschaften
Für die Darstellung der virtuellen Welt auf dem Bildschirm ist neben Angaben zur
Körpergeometrie und Parametern für die physikalische Simulation auch die Zuord-
nung optischer Eigenschaften zu den Körpern wichtig. Parameter wie Licht, Farbe
oder Textur machen die Illusion einer realen Welt erst möglich.
2.7.1 Farbe
Um verschiedene Objekte der Szene voneinander unterscheiden zu können oder
eventuell zusammengehörige Baugruppen kenntlich zu machen, werden sie im allge-
meinen mit einer Objektfarbe versehen. In der Computergraphik existieren verschie-
dene Farbmodelle, sehr häufig wird jedoch das RGB-Modell verwandt. Es benutzt ein
Farbtripel mit Anteilswerten für die Mischung der Grundfarben Rot, Grün und Blau,
wobei je nach Leistungfähigkeit der Graphikkarte nahezu jede beliebige Farbe erzeugt
werden kann.
Obwohl es ohne besonderen Aufwand möglich ist, Körper mit Farbverläufen oder
verschieden eingefärbten Flächen zuzulassen, trägt es dem experimentellen Charakter
dieser Arbeit Rechnung, jedem Körper nur eine einzige Farbe zuzuordnen. Dieses
Vorgehen betont die vorrangige Ausrichtung auf die physikalischen Aspekte der
Virtuellen Realität. Zudem kann erwartet werden, daß sich durch diese minimale
Einschränkung das Laufzeitverhalten des Programms wesentlich verbessert, da Farb-
verläufe komplexere Berechnungen erfordern. Mit der Verfügbarkeit spezieller
Beschleunigerhardware und dem Verlangen nach einer photorealistischen Darstellung
können diese Erweiterungen durch Änderung der entsprechenden Datenstrukturen
problemlos vorgenommen werden.
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2.7.2 Textur
Unter einer Textur wird im allgemeinen eine zweidimensionale Rastergrafik ver-
standen, die auf die Flächen der Objekte projiziert wird. Dabei kann die Textur eine
eventuell definierte Objektfarbe überdecken oder auch mit dieser verknüpft werden.
Mit Hilfe von Texturen ist es möglich, die Objekte der virtuellen Szene optisch noch
stärker voneinander abzuheben und realen Objekten anzugleichen. Beispielsweise
kann durch die Verwendung einer Textur "Backstein" an einem ausgedehnten Quader
dem Nutzer eine Assoziation dieses Körpers mit einem Häuserblock oder einer Mauer
vermittelt werden.
Der Vorteil von Texturen ergibt sich aus dem Umstand, daß sie auf der betreffenden
Fläche solange wiederholt werden, bis diese vollständig damit versehen ist. Die Daten-
struktur dieser Textur muß deshalb nicht so umfangreich sein, daß sie die komplette
Fläche ausfüllen kann. Damit wird Speicherplatz gespart und die Textur kann auch an
Flächen mit anderer Dimensionierung problemlos eingesetzt werden.
Eine relativ neuer Ansatz ist die Verwendung dreidimensionaler Texturen. Diese
basieren auf räumlichen Funktionen und sind unabhängig von der Form des jeweiligen
Objektes [Beier94, S. 51]. Durch sie kann beispielsweise die Maserung an einem
zerschnittenen Holzblock realistisch dargestellt werden, die andernfalls mit der Ver-
wendung zweidimensionaler Texturen nur aus einer Wiederholung identischer Stücke
besteht.
2.7.3 Licht
Wird die Beleuchtungssituation in einer virtuellen Welt betrachtet, so sind zunächst
keine Lichtquellen vorhanden. Existierende Objekte könnten deshalb nicht
wahrgenommen werden. Deshalb sehen VR-Systeme zumindest eine bestimmte
Grundhelligkeit vor, das Umgebungslicht. Nicht immer ist eine Veränderung seiner
Parameter durch den Nutzer erwünscht. Die Beleuchtungssituation ist dann konstant.
Lichtwirkungen, wie Schattenwurf oder Reflexionen, können den Realismus einer
Szene wesentlich erhöhen. Eine Tiefenwirkung beispielsweise kann durch Abdunkeln
der Objektfarbe mit steigender Entfernung zur Lichtquelle erreicht werden. Ein
Verzicht auf Lichtquellen in ihren verschiedenen Ausprägungen ist deshalb nicht
sinnvoll. Bei aller Notwendigkeit der Beleuchtung darf nicht vergessen werden, daß
zusätzliche Effekte immer einen erhöhten Rechenaufwand erfordern.
Eine Analyse des graphischen Editors GEX ergibt eine Anzahl von vier verschiedenen
Typen von Lichtquellen [Röger95, S. 26 ff.]. Da sie als ausreichend für die Simulation
einer virtuellen Welt erscheinen, können sie für diese Arbeit verwendet werden. Es
sind dies:
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• das Umgebungslicht, das nur einmal definiert werden kann und die Grundhelligkeit
in der Szene angibt,
• die parallele Lichtquelle, die in ihren Parametern das Sonnenlicht nachbilden soll,
• das Scheinwerferlicht, welches von seiner Position einen Lichtkegel mit
nachlassender Intensität aussendet und
• das Positionslicht, das Licht gleichmäßig in alle Richtungen aussendet. Auch seine
Intensität läßt mit zunehmender Entfernung von der Lichtquelle nach.
Die Definition einer parallelen Lichtquelle ist in der Implementation des GEX
mehrfach möglich, aber da dieser Lichtquellentyp die Sonne simuliert, sollte nur eine
solche Lichtquelle in der Szene vorhanden sein.
Die Parameter und Wirkungen der einzelnen Lichtquellen werden in der Spezifikation
genauer beschrieben.
2.8 physikalische Eigenschaften
Mit der Auswahl der nachzubildenden physikalischen Aspekte wird die Ausrichtung
der Simulation wesentlich bestimmt. Wegen des hohen Aufwands bei der Implementa-
tion eines Basissystems (neben der geforderten Funktionalität sind Routinen zur
Objektverwaltung und -speicherung sowie zur Darstellung zu schaffen) sollen nur
ausgewählte Parameter realer Körper betrachtet werden. Einer späteren Erweiterung
durch komplexere Verhaltensregeln darf bei konsequenter Einhaltung der Richtlinien
für den Softwareentwurf (siehe Abschnitt 3.1) nichts entgegenstehen. Ein weiterer
Grund für die Beschränkung liegt im Rechenaufwand, welcher nicht zu hoch werden
darf, wenn eine 3D-Echtzeit-Darstellung erfolgen soll.
Wichtige Kenngrößen für eine physikalisch orientierte Modellierung sind Dichte,
Geschwindigkeit und Elastizität der Körper. Werden in der Implementierung noch
zusätzlich Einflüsse von Gravitation, Reibung und Kollision berücksichtigt, so ist
damit eine Grundlage für ein ausbaufähiges System gelegt.
2.8.1 Dichte
Die Dichte eines Körpers bestimmt seine Masse in Abhängigkeit von seinem
Volumen. Dieses kann bei Grundkörpern (Kugel, Quader) leicht berechnet werden.
Für komplex geformte Körper (etwa aus einem CSG-Baum) müssen entsprechende
Algorithmen zur Volumenbestimmung gefunden werden.
Zusammen mit der Geschwindigkeit bestimmt die Masse eines Körpers seinen Impuls.
Er ist eine wichtige Kenngröße, wenn es um die Kollision mit anderen Körpern und
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die Berechnung der resultierenden Geschwindigkeiten und Bewegungsrichtungen
geht.
2.8.2 Geschwindigkeit
Die Bewegung eines Objektes in einer virtuellen Welt kann durch den Betrag der
Geschwindigkeit und die Richtung der Bewegung ausgedrückt werden. Diese beiden
Eigenschaften lassen sich zusammen als Vektor ausgehend vom Objektmittelpunkt
darstellen. Die Koordinaten des Vektors geben dabei die Bewegungsrichtung an, sein
Betrag ( rv x y z= + +2 2 2 ) den Betrag der Geschwindigkeit. Wirken zusätzliche
Kräfte auf den Körper (Reibung, Kollision), so müssen Richtung und Betrag der
Geschwindigkeit entsprechend angepaßt werden.
2.8.3 Elastizität
In der Physik wird das Verhalten zweier kollidierender Körper allgemein in die
Kategorien elastischer bzw. unelastischer (plastischer) Stoß eingeordnet. In der
Realität läßt sich eine solche klare Zuordnung nicht treffen, da kein Material
vollständig elastisch bei Stoß reagiert, ein unelastischer Anteil ist stets vorhanden. Die
Einführung eines "Elastizitätskoeffizienten", der als Extremwerte 0 (vollkommen un-
elastisch) und 1 (vollkommen elastisch) umfaßt, kann dieser Tatsache gerecht werden.
Die Physik kennt eine solche Kennzahl, die Stoßzahl k, die auf einen Vorschlag
Newtons zurückgeht [Göldner86, S. 519 f.]. Sie kann aus der Rücksprunghöhe hr, die
nach dem Fall eines Körpers aus einer Anfangshöhe h0 erreicht wird, berechnet
werden: k h
h
r
=
0
. Eine solche Stoßzahl wird nun jedem Objekt zugeordnet, um ein
Maß für die verbleibende kinetische Energie beim Aufprall auf den Boden zu geben.
Hat sie den Wert 0, so ist das Objekt vollständig plastisch, es verbraucht die
mitgeführte Energie vollständig für die Verformung.
2.8.4 Gravitation
Die Gravitation wirkt zwischen den Massemittelpunkten zweier Körper. Eine An-
ziehung zwischen zwei beliebigen Körpern der realen Welt ist jedoch kaum meßbar.
Im Sinne einer hinreichend genauen Simulation genügt es daher, die Wirkung der
Erdanziehung auf jeden Körper zu untersuchen.
Die Gravitation beeinflußt den Körper durch die Wirkung einer gleichmäßig
beschleunigten Bewegung in Richtung Erdmittelpunkt. Sie ist abhänging von der Zeit
und der wirkenden Beschleunigung, im Fall der Erdbeschleunigung berechnet durch
v g t= ⋅  mit g m
s
= 9 81 2, .
28
                                                                                                                          2 Analyse
2.8.5 Reibung
Die Reibung spielt eine wesentliche Rolle bei der Bewegung von Körpern, trotzdem
wird sie von vielen VR-Systemen entweder nicht oder nur stark genähert in die
Berechnungen einbezogen. Im weiteren soll hier genauer auf die Probleme im
Zusammenhang mit der Luftreibung eingegangen werden.
Die Luftreibung
Legt man die von Galilei gefundene Formel für den zurückgelegten Weg beim freien
Fall zugrunde (s g t= ⋅ ⋅12 2), so fallen alle Körper mit der gleichen Beschleunigung zur
Erde. Das trifft aber nur im Vakuum ohne Einschränkungen zu. Fällt der Körper unter
Vorhandensein einer Atmosphäre, so wirkt auf ihn eine Kraft entgegengesetzt zur
Bewegungsrichtung - die Luftreibung.
Eine Auseinandersetzung mit der Literatur für Strömungsmechanik zeigt, daß das
Problem der Luftreibung nicht trivial zu lösen ist. Die Reibungskraft der Luft auf
einen Körper ist nach folgender Formel berechenbar: F v A cL W= ⋅ ⋅ ⋅
ρ
2
2
. Einfluß auf die
Luftreibung haben demnach die Dichte des strömenden Mediums, die Anström-
geschwindigkeit, der Querschnitt und der cW-Wert des angeströmten Körpers.
Untersuchungen haben jedoch gezeigt, daß sich der Luftwiderstandsbeiwert (cW-
Wert) in Abhängigkeit von der Geschwindigkeit verändert, mit der der Körper
angeströmt wird. Es ist zu prüfen, ob die Änderungen signifikant genug sind, um für
eine realitätsnahe Modellierung berücksichtigt zu werden.
Eine Kennzahl, die etwas über den cW-Wert in Abhängigkeit von der
Anströmgeschwindigkeit aussagt, ist die Reynolds-Zahl. Abbildung 2.6 zeigt den
experimentell ermittelten Zusammenhang zwischen der Reynoldszahl Re und dem cW-
Wert einer Kugel.
Es ist zu erkennen, daß der cW-Wert beträchtlichen Veränderungen unterworfen ist.
Einem linearen Verlauf des Wertes mit quadratischer Übergangsphase folgt ein
ausgedehnter konstanter Bereich, der im weiteren Verlauf jedoch stark abfällt. Zu
erklären ist dies durch ein Umschlagen der Strömungscharakteristik an den jeweiligen
Stellen (siehe dazu auch [Böswirth95, S. 195]):
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Abbildung 2.6: Der Widerstandsbeiwert  einer Kugel in Abhängigkeit von der
Reynolds-Zahl [Böswirth95, S. 195]
Eine naturgetreue Modellierung des Luftwiderstandes bei Bewegungen müßte alle
diese Fakten in die Berechnung einbeziehen. Es zeigt sich aber durch Probe-
rechnungen, daß z. B. eine Kugel mit einem Radius von 1 cm schon nach einem Fall-
weg von nur 3 cm in den Bereich des konstanten cW-Wertes eintritt. Ein Austritt aus
diesem Bereich ist bei einem Körper von 50 cm Durchmesser erst nach einem Fall aus
einer Höhe von über 4 Metern gegeben. Dies kann man als Extremwerte in einem real
erscheinenden System ansetzen (siehe dazu auch Abschnitt 3.5), womit die Annahme
eines konstanten cW-Wertes zulässig ist.
Es gilt jedoch der Grundsatz, daß eine sorgfältige Analyse der relevanten
Eigenschaften und der geforderten Genauigkeit der zu modellierenden Welt
notwendig ist, um zu verhindern, daß eine eventuelle Vereinfachung zu fehlerhaften
Ergebnissen führt. Besondere Aufmerksamkeit wird dem Aspekt der Luftreibung
deshalb beispielsweise im Flugzeugbau gewidmet.
Die Roll- bzw. Haftreibung
Ein Körper erfährt Reibung, wenn er rollend über einen Untergrund bewegt wird
(Rollreibung) bzw. er auf einer Unterlage aufliegt und eine Kraft auf ihn wirkt
(Haftreibung). Beide Faktoren unterscheiden sich im Normalfall voneinander.
Um das Modell der virtuellen Welt nicht unnötig zu komplizieren, kann ein
allgemeiner Reibungsfaktor zusätzlich zur Luftreibung eingeführt werden, der generell
wirkt, wenn ein Körper über festen Grund bewegt wird.
30
                                                                                                                          2 Analyse
2.8.6 Impuls/Stoß
Kollidieren zwei Objekte in der realen Welt miteinander (Stoß), so kommt es bei den
Objekten zu einer Geschwindigkeits- und Richtungsänderung. Für die Berechnung
wird dabei zwischen elastischem und unelastischem Stoß unterschieden (siehe
Abschnitt 2.8.3). Bedeutsam für die Modellierung des weiteren Verhaltens sind
außerdem die Fragen, ob der Stoß gerade oder schief und zentrisch oder exzentrisch
erfolgt.
Abbildung 2.7: Zwei stoßende Körper [Göldner86, S. 521]
Der Stoß heißt gerade, wenn die Richtung der Geschwindigkeiten der stoßenden
Körper vor dem Stoß in der Stoßnormalen liegen, andernfalls schief. Ein Stoß heißt
zentrisch, wenn die Stoßnormale durch die Schwerpunkte der stoßenden Körper
verläuft.
Unter dem Begriff der Stoßnormalen wird die Senkrechte zum
Berührungsflächenelement verstanden [Winkler87, S. 320 f.], in diesem Fall M M1 2 .
Die Unterscheidung zwischen zentrischem und exzentrischem Stoß ist von
Bedeutung, da hier eine Veränderung der Rotationskomponente des gestoßenen
Körpers bewirkt werden kann.
In [Göldner86, S. 521] ist ein System von Gleichungen für den zentrischen Stoß
angegeben, welches für zwei Körper aus den gegebenen Massen, Geschwindigkeiten
und Winkeln zur Stoßnormalen vor dem Stoß die Geschwindigkeiten und Winkel
nach erfolgtem Stoß berechnet:
v c1 1 1 1sin sinα β=
v c2 2 2 2sin sinα β=
c v
v v k
m
m
1 1 1 1
1 1 2 2
1
2
1
1
cos cos
cos cosβ α α α= − − +
+
b gb g
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c v
v v k
m
m
2 2 2 2
1 1 2 2
2
1
1
1
cos cos
cos cosβ α α α= + − +
+
b gb g
Die Stoßzahl k gibt die Elastizität der stoßenden Körper an (k=0: plastischer Stoß;
k=1: elastischer Stoß). Da die Gleichungen keine Aussage zulassen, wie sich zwei
Körper mit unterschiedlichen Stoßzahlen verhalten, ist für eine Kollision die
Idealisierung auf den vollständig elastischen Stoß (k=1) praktikabel.
Da der Stoß im dreidimensionalen Raum erfolgt, müssen die Geschwindig-
keitsvektoren bezüglich aller drei Koordinatenachsen berechnet werden.
2.8.7 Kollision
Die Kollisionserkennung ist ein Verfahren, welches wesentlich den Realismus einer
virtuellen Welt bestimmt. Werden Objekte einer Welt manipuliert und überschneiden
sich ihre Volumina, so erwartet der Nutzer instinktiv eine Kollision und damit
verbundene Auswirkungen auf die Körper, da dieses Verhalten in der realen Welt
erfahrungsgemäß auch eintritt.
Ein mehrstufiger Test
Die Kollisionserkennung ist bei komplexeren Körpern algorithmisch schwierig und
sehr rechenzeitaufwendig. Zu beachten ist hierbei, daß die Erkennung bei jeder
Berechnung eines Frames für alle Objekte der Szene durchgeführt werden muß. Ein
schneller Algorithmus ist deshalb für ein gutes Laufzeitverhalten unabdingbar. Aus
diesem Grund ist eine Strategie zu entwickeln, die eine möglichst zeitsparende
Erkennung von Kollisionen realisiert. Erfolgversprechend ist dabei die Einführung
eines mehrstufigen Tests. Dieser Test sollte in der ersten Stufe ein algorithmisch
einfaches Verfahren realisieren, das eine möglichst große Menge von potentiellen
Kollisionen als nicht zutreffend aussondern kann. Eventuell aufwendige Berechnungen
sind in die weiteren Stufen zu verlagern, um Rechenzeit zu sparen.
Die erste Stufe: Hüllkörper
Eine schneller Test auf Kollision kann durch die Einführung von Hüllkörpern erreicht
werden. In diesem Fall ist die Kugel als geometrisch einfaches Objekt in besonderem
Maße geeignet. Eine Repräsentation der Hüllkugel kann durch Mittelpunkt und
Radius erfolgen. Der Test auf Kollision ist in jedem Fall negativ, wenn der Abstand
der Mittelpunkte der beiden betrachteten Hüllkugeln größer ist als die Summe ihrer
Radien. Der Abstand zweier Punkte im Raum wird durch folgende Formel ermittelt:
P P x x y y z z1 2 2 1
2
2 1
2
2 1
2
= − + − + −b g b g b g
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Durch diese erste Teststufe kann die Mehrzahl der Objekte als Kandidaten für eine
Kollision ausgeschieden werden. Für die verbliebene Menge ist eine Kollision sehr
wahrscheinlich, da sie zumindest schon mit dem Hüllkörper eines anderen Objekts
Kontakt haben.
Die zweite Stufe
In der zweiten Stufe, die naturgemäß rechenintensiver ist, muß nun geprüft werden,
ob die betreffenden Objekte wirklich kollidieren. Eine Implementation schneller
Algorithmen, die auf Eigenschaften der jeweils beteiligten Körper beruht, ist für ein
gutes Laufzeitverhalten wichtig.
Setzt man die Verwendung nur zweier Grundtypen von Körpern (Kugel, Quader)
voraus, so können folgende verschiedene Kombinationen auftreten:
• Kugel kollidiert mit Kugel,
• Kugel kollidiert mit Quader und
• Quader kollidiert mit Quader.
Die Variante "Kugel kollidiert mit Kugel" ist mit dem Durchlaufen der ersten Test-
stufe behandelt worden und muß nicht weiter betrachtet werden.
Für die Kollision einer Kugel mit einem Quader kann der kürzeste Abstand der Kugel
zu jeder Ebene der Quaderflächen berechnet werden. In Abhängigkeit von dem
Radius der Kugel und der Ausdehnung der Flächen kann die Frage der Kollision
entschieden werden.
Für zwei kollidierende Quader kann die Kollision zweier Seitenflächen wie folgt
berechnet werden:
• Berechnung der Normalenvektoren für beide Flächen,
• Ermittlung der Richtung der Schnittgeraden der Ebenen: v n n= ×1 2 ,
• Test, ob die Schnittgerade beide Flächen schneidet und
• Test, ob sie ein Stück der Schnittgeraden teilen.
Wird die Kollision zweier Flächen festgestellt, so kann der Test sofort mit positivem
Ergebnis abgebrochen werden. Das weitere Vorgehen, wie die Berechnung von
Impuls- oder Richtungsänderungen, wird eingeleitet.
Dieses Verfahren kann auch für komplexer facettierte Körper angewandt werden. Zu
bedenken ist jedoch der hohe Rechenaufwand, der für jeden Flächentest benötigt wird.
Die Implementation der zweiten Stufe ist nicht unbedingt notwendig, wenn die Körper
ausreichend durch Hüllkugeln angenähert werden und der Genauigkeitsgrad der
Simulation nicht sehr hoch sein muß.
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Optimierungsansätze
Eine Reduktion der zu betrachtenden Objektmenge kann zunächst durch die Ein-
führung eines Flags "Kollisionserkennung" für jedes Objekt erreicht werden. Für den
Zweck einer realen Modellierung ist es notwendig, dieses Flag zu setzen, wenn das
Objekt bewegbar ist. Alle unbeweglichen Körper kommen nur als passive Partner
einer Kollision in Betracht. Sie müssen zwar auf Kollision mit beweglichen Objekten
getestet werden, die unbeweglichen Objekte können jedoch nicht untereinander
kollidieren.
Ein Test jedes Objektes mit jedem anderen erfordert einen Aufwand von O n2c h für
jede Berechnung eines jeden Frames. Dieser Aufwand kann auf O n n⋅ log2b g reduziert
werden, wenn der Test der Objekte in einer festgelegten Reihenfolge durchgeführt
wird. Dabei gilt, daß jedes zu betrachtende Objekt nur mit allen seinen nachgeord-
neten Objekten getestet werden muß.
Die erforderliche Berechnung der Parameter der Hüllkugel (Mittelpunkt, Radius)
kann bei der Erzeugung des Objektes stattfinden, wobei diese Daten mit dem Objekt
gespeichert werden. Dabei erzeugte Redundanz wird durch die Tatsache relativiert,
daß diese Werte nicht für jede Kollisionserkennung neu zu berechnen sind und ein
besseres Laufzeitverhalten erreicht werden kann.
Es ist zu beachten, daß alle Transformationen des jeweiligen Objektes (Skalierung,
Transformation, Rotation) auch auf die Parameter des Hüllkörpers angewendet
werden müssen. Andernfalls kann eine korrekte Approximation nicht garantiert
werden.
Die Flächennormalenvektoren der Quader können in der Datenstruktur erfaßt werden,
eine ständige Neuberechnung entfällt damit. Auch hier muß bei bestimmten
Transformationen (Rotation) der Normalenvektor jeder Fläche mittransformiert
werden.
2.8.8 Verformung
Die Verformung wird in der Animation (Trickfilmerstellung) häufig benutzt, um die
Dynamik eines Objektes etwa bei der Kollision mit dem Boden zu zeigen. Da diese
Vorgänge im Bruchteil einer Sekunde ablaufen, ist eine Art Zeitlupe einzuführen.
Dabei wird ein einstellbarer Zeitfaktor zur real ablaufenden Zeit multipliziert.
Mit der Verformung hängt der Energieverlust durch innere Reibung, der beim
Aufprall auftritt, eng zusammen. Wie in Abschnitt 2.8.3 beschrieben, existiert die
Stoßzahl k, die die Rücksprunghöhe eines Körpers (und damit auch seinen
Energieverlust) angibt. Die wahre Natur der Vorgänge beim Aufprall ist jedoch sehr
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komplex. Eine einfache formelmäßige Beschreibung ist in der Literatur zur
Werkstofftechnik nicht zu finden.
Es soll nun versucht werden, Formeln zu konstruieren, die den Sachverhalt genau
genug darstellen, selbst wenn die wahren Formeln komplex oder unbekannt sind.
Dabei kann der Deformationseffekt stark übertrieben werden, um ihn für die
Beobachtung zugänglich zu machen.
Bei der Kollision eines Körpers mit dem Boden treten mehrere Faktoren in
Erscheinung. Zunächst wird die Bewegung des Körpers auf Null abgebremst, wobei
diese Phase mit der Deformation des Körpers zusammenfällt. Der Körper dehnt sich
anschließend wieder aus und erreicht eine Geschwindigkeit, die durch den Energie-
verlust gemindert ist und in der Richtung idealerweise den Gesetzen der Reflexion
folgt.
Es können folgende Annahmen getroffen werden: der Körper unterliegt während der
Verformung nicht der Wirkung der Gravitation, er kann nicht auf eine unendlich
kleine Höhe verformt werden und er erreicht seine urprüngliche Gestalt in der
Entfernung seines Radius' vom Boden. Sobald er den Boden verläßt, wirkt zusätzlich
zu der erreichten Geschwindigkeit die Gravitation. Die Beschleunigungsphasen fallen
in den Zeitpunkt der Verformung.
Es ist zunächst die kinetische Energie zu bestimmen, die das Objekt zum Zeitpunkt
des Auftreffens auf den Boden hat. Sie läßt sich aus Geschwindigkeit und Masse des
Körpers berechnen: E m vkin = ⋅ ⋅12
2
. Aus der kinetischen Energie ist die maximal
erreichbare Verformung des Köpers zu bestimmen. Dazu muß eine Funktion gegeben
sein, die diese Verformung in Abhängigkeit von der verfügbaren Energie darstellt.
Diese Funktion muß die Eigenschaft besitzen, daß der Kompressionswert 1
(vollständige Kompression) niemals erreicht werden kann. Zusätzlich sollte der
Aufwand für das Erreichen höherer Kompressionsraten unverhältnismäßig wachsen.
Die Tangens- bzw. Arcustangens-Funktionen scheinen für diesen Zweck sehr gut
geeignet zu sein. Interpretiert man die Tangensfunktion als Funktion der benötigten
Energie in Abhängigkeit von der zu erreichenden Kompression, so ist erkennbar, daß
die gestellten Bedingungen erfüllt sind. Der Tangens einer Funktion kann niemals den
Wert pi/2 erreichen, eine Normalisierung kann den Definitionsbereich auf Werte
zwischen 0 und 1 beschränken. Der Energiebedarf kann an der y-Achse abgelesen
werden. Eine Kompression auf 50% der ursprünglichen Größe benötigt 1 Energie-
einheit, die Kompression auf 90% der Größe jedoch schon mehr als 6
Energieeinheiten. Die Festlegung der Einheit kann durch Faktoren erfolgen, z. B.
1 Energieeinheit = 1 Nm. Umgekehrt kann die Arcustangensfunktion genau das Maß
der Kompression bei gegebener Energie beschreiben.
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Abbildung 2.8: Die Funktionen y = tan(x) und y = arctan(x)
Ist die Kompression bestimmt, so ist nun die negative Beschleunigung zu berechnen,
die den Körper im Punkt maximaler Kompression auf eine Geschwindigkeit v=0
abbremst. Die Abbremsung muß auf der kurzen Strecke der Verformung erfolgen und
wird als gleichmäßig beschleunigte Bewegung angenommen, die Beschleunigung
errechnet sich daher aus a v
s
=
⋅
2
2
. Im Ruhepunkt der Bewegung beginnt die
Ausdehnung auf die ursprüngliche Gestalt, verbunden mit dem Aufbau einer
Geschwindigkeit, die um den Energieverlust gemindert ist. Dieser Energieverlust ist
entsprechend der Stoßzahl k zu berechnen: ′ = ⋅E k Ekin kin
2
.
Mit dem gegebenen Weg und der verfügbaren Energie ist die Beschleunigung bis zum
Erreichen der normalen Gestalt berechenbar. Danach bewegt sich der Körper mit der
erreichten Geschwindigkeit weiter, wobei auf ihn sofort die Gravitation wirkt.
Idealerweise ist für die Demonstration der Verformung die Kugelgestalt anzunehmen,
da bei ihr eine eventuelle Orientierung des Körpers zu vernachlässigen ist. Die
gewonnenen Parameter der Beschleunigung werden während der Kompression zur
Mittelpunktsbestimmung des Körpers verwandt, woraus sich die geometrische Gestalt
der deformierten Kugel (Rotationsellipsoid) gewinnen läßt. Es erfolgt eine
nonuniforme Skalierung der Kugelgestalt mit a = Abstand des Mittelpunktes vom
Boden und dem Parameter b r
a
=
3
, wobei r der ursprüngliche Radius der Kugel ist.
Damit bleibt das Volumen des Körpers erhalten.
2.9 Ausgabe
Für eine umfassende Simulation einer Welt müßte eine Stimulation folgender Sinne
des Menschen erfolgen: Sehen, Hören, Fühlen, Riechen und Schmecken. Zusätzlich
kann der Mensch Reize wie Balance, Orientierung oder Beschleunigung empfangen.
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Diese Eindrücke werden meist im Zusammenspiel mehrerer Sinnesorgane wahrge-
nommen, im Fall der Orientierung z. B. mit dem Innenohr und dem Auge. Eine
Bewegung wird dagegen durch ihre Wirkung auf die inneren Organe und das Auge
wahrgenommen.
Es wird von der "Aufgabe des Unglaubens" (suspension of disbelief) gesprochen,
wenn die Simulation in sich so stimmig ist, daß sich der Nutzer in diese hineinversetzt
fühlt. Für eine Illusion einer realen Welt ist es meist ausreichend, die Sinne für Sehen,
Hören und Fühlen zu stimulieren [Hamit93, S. 24]. Auf diesen Gebieten wurden die
größten Fortschritte erzielt, wobei die visuelle Ausgabe eindeutig am stärksten
entwickelt wurde (z. B. 3D-Sichtgeräte). Im Bereich der Virtuellen Realität existieren
aber auch schon Modelle zur Simulation dreidimensionaler Höreindrücke (akustisches
Rendering, siehe auch [Friedrich92]) und Geräte für taktiles und Force-Feedback
(siehe Abschnitt 2.9.3).
Fehlende Reize werden durch das Gehirn des Menschen entsprechend seinen
Erfahrungen ersetzt. Dabei ist jedoch zu beachten, daß die bereitgestellten
Informationen identische Sachverhalte vermitteln müssen (sich ergänzen) und sich
nicht in ihren Deutungen widersprechen dürfen. Eine Inkonsistenz der Daten kann zu
Desorientierung und Konfusion führen, der Eindruck einer realen Welt wird zerstört.
2.9.1 Visualisierung
Wie bereits erwähnt wurde, ist im Bereich der Visualisierung der größte Teil der
Forschung zur Virtuellen Realität durchgeführt worden. Genannt seien hier die
verschiedenen Geräte zur 3D-Sicht, wie Head-Mounted-Display oder 3D-Shutter-
Brille. Dabei scheint die Bereitstellung einer Stereosicht auf die virtuelle Welt nicht
unbedingt notwendig zu sein. Ein räumlicher Eindruck kann durchaus durch Einsatz
einer perspektivischen Sicht, Shading, Highlighting, Leuchtkraft oder Textur
vermittelt werden [Hamit93, S. 24]. Zum Teil ist die Auflösung der HMD's mit unter
400 x 400 Pixeln noch zu gering, um ein befriedigendes Bild zu erzeugen.
Die verfügbare Grafikhardware, die in der Lage ist, Polygone sehr schnell zu
berechnen und darzustellen, ist noch nicht leistungsfähig genug, um den Ansprüchen
einer wirklichkeitsnahen Darstellung zu genügen. Laut Aussage eines
Renderingspezialisten von PIXAR (Hersteller von RenderMan u. a.) hat die
Wirklichkeit ca. 80 Millionen Polygone/s [Willim92, S. 233]. Zur Zeit verfügbare
preiswerte Grafikhardware, wie z. B. die Matrox Millenium, berechnet nur etwa
190.000 Gourand-schattierte Polygone pro Sekunde.
Obwohl für die naturgetreue Simulation eine photorealistische Darstellung erwünscht
ist, wird im Rahmen von Echtzeitanwendungen häufig darauf verzichtet. Algorithmen
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zur Strahlverfolgung (Raytracing), die solche Abbilder der Szene berechnen können,
sind sehr rechenzeitaufwendig und werden daher bevorzugt Offline eingesetzt.
Aus diesem Grund wird auf Rendering-Algorithmen zurückgegriffen. Ihre Rechen-
zeiten zeigen ein wesentlich besseres Verhalten, sie sind damit für die Darstellung in
Echtzeit geeignet. Auch mit der Approximation gekrümmter Flächen durch Polygone
lassen sich realitätsnahe Bilder erzeugen. Die erreichbare Geschwindigkeit erlaubt eine
starke visuelle Rückkopplung der Simulation mit den Aktionen des Nutzers und trägt
somit zur "Aufgabe des Unglaubens" bei.
2.9.2 Sound
Das Hören wird nach dem Sehen als zweitwichtigster Sinn eingestuft. Es kann
allerdings nicht Bestandteil eines Basissystems sein, komplexe Algorithmen für die
Erzeugung eines räumlichen Klangeindrucks zu implementieren, zumal solche Algo-
rithmen gegenwärtig noch Gegenstand der Forschung sind und einen hohen Aufwand
an Spezialhardware und Kenntnissen erfordern. In dieser Arbeit sollen deshalb nur
Beispiele für eine Bereicherung der Szene und die akustische Rückkopplung gegeben
werden.
Musik
Beinahe jeder Rechner kann mit Hilfe einer Soundkarte Musik wiedergeben. Es ist
hier vor allem das MIDI-Format zu nennen, das sich als Standard-Datenformat für
Synthesizer auch im Computerbereich durchgesetzt hat. Dieses Format enthält für
jedes gespielte Musikinstrument digital gespeichert Zeitpunkt und Dynamik eines
Tastenanschlags sowie spezielle Effekte (z. B. Hall). Die Soundkarte des Rechners
enthält in der Regel einen Speicher (Wavetable), in der die Klänge der einzelnen
Musikinstrumente gespeichert sind bzw. einen Rechenchip, der diese Klänge erzeugen
kann. Ein MIDI-File wird durch stückweises Zusammensetzen und Modulieren der
Instrumentenklänge wiedergegeben.
Der Vorteil dieses Formates besteht darin, daß (anders als bei einer digitalisierten
Bandaufnahme) die Noten mittels Editoren verändert werden können. Die Änderung
einer Komposition wird damit sehr einfach.
Geräusche
Sind keine speziellen Geräte für das Feedback in der virtuellen Welt vorhanden, so
können Geräusche verwandt werden, um eine erfolgreiche Identifikation oder eine
Kollision akustisch zu melden. Dazu werden im Normalfall reale Geräusche
digitalisiert und in einer Datei gespeichert, beispielsweise im Windows Audio Format
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(*.wav). Die Wiedergabe über eine vorhandene Soundkarte ist dann problemlos
möglich.
Sprache
Die Verwendung von Sprache in einem Hilfesystem kann zusätzliche Informationen
über die virtuelle Welt an den Nutzer weitergeben. Insbesondere in Verbindung mit
einem Spracherkennungssystem (siehe Abschnitt 2.2.6) ist der Sprachsynthesizer
geeignet, dem Nutzer die Interaktion mit einem VR-System zu vereinfachen.
In der menschliche Sprache werden Sätze durch Worte gebildet, wobei diese
wiederum aus Phonemen zusammengesetzt sind. Dieser Ansatz kann auch für die
Implementation eines Sprachsynthesizers verwendet werden. Es gilt zunächst, alle
Phoneme der entsprechenden Sprache zu identifizieren und zu speichern. Die
Abbildung 2.9 zeigt die Phoneme, die für die deutsche Sprache relevant sind:
[a] Butler [Èbat...] [O] pasteurisieren [...tOri...]
[aù] Master [Èmaùs...] [Où] Friseuse [...ÈOùz«]
[a)] Centime [sa)Ètiùm] [¿] Feuilleton [f¿j«Èt)ù]
[a)ù] Franc [fra)ù] [¿ù] Girl [g¿ù(r)l]
[ai] live [laif] [¿)] Dunkerque [d¿)ÈkErk]
[au] Browning [Èbrau...] [¿)ù] Verdun [vErd¿)ù]
[C] Bronchien [...Ci9«n] [o9a] chamois [SaÈmo9a]
[dZ] Gin [dZin] [y] Boykott [by...]
[e] Regie [reÈZiù] [(r)] Girl [g¿ù(r)l]
[eù] Shake [Seùk] [s] City [Èsiti]
[E] Handikap [ÈhEndikEp] [S] Charme [Sarm]
[Eù] fair [fEùr] [ts] Luzie [Èluùtsiù]
[E)] Impromptu [E)pr)Ètyù] [tS] Match [mEtS]
[E)ù] Timbre [ÈtE)ùbr«] [u] Routine [ru...]
[Ei] Van-Dyck-Braun [vanÈdEik...] [uù] Route [Èruù...]
[«] Bulgarien [...i9«n] [u9] Linguist [...Ègu9ist]
[i] Citoyen [sito9aÈjE)ù] [v] Violine [v...]
[iù] Creek [kriùk] [w] Whisky [Èwiski]
[i9] Linie [...i9«] [x] Achill [aÈxill]
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[N] Bon [bN] [y] Budget [byÈdZeù]
[o] Logis [loÈZiù] [yù] Avenue [av«Ènyù]
[où] Plateau [...Ètoù] [y(] Habitué [(h)abiÈty(eù]
[] Hobby [Èhbi] [z] Bulldozer [...doùz«r]
[ù] Baseball [Èbeùsbùl] [Z] Genie [Ze...]
[)] Bonmot [b)ùmoù] [T] Thriller [ÈTril«(r)]
[)ù] Chanson [Sa)Ès)ù] [D] on the rocks [n D« Èrks]
Abbildung 2.9: Die Phoneme der deutschen Sprache, aus [Duden91, S. 13]
Zur Verwendung kommen diese Phoneme dann unter Einbeziehung eines Wörter-
buches, das die korrekte Aussprache aller zugelassenen Wörter angibt. Die Phoneme
werden aneinandergereiht und über die entsprechende Hardware ausgegeben. Wörter,
die nicht im Wörterbuch enthalten sind, können entsprechend eines Regelwerkes
gebildet werden [Wothke91]. Die deutsche Sprache enthält jedoch sehr viele
Ausnahmen in der Aussprache, so daß die Zahl der Regeln sehr stark anwächst.
Die Sprachausgabe zeichnet sich zum Teil durch einen etwas künstlichen Höreindruck
aufgrund einer "überkorrekten" Aussprache aus. Insgesamt gelten die Probleme im
Zusammenhang mit der Sprachsynthese jedoch als gelöst.
2.9.3 Feedback
Das Wort Feedback bezeichnet in der Kybernetik eine Rückkopplung [Duden91]. Im
Bereich der Virtuellen Realität versteht man darunter im allgemeinen eine Reaktion
des Programms auf eine Eingabe. Eine Rückkopplung kann visuell, akustisch oder
über taktiles und Force-Feedback erfolgen.
Ein visuelles Feedback erfolgt z. B. durch die Anpassung der Cursorposition an die
Bewegung der Maus. Akustisch kann es, wie in Abschnitt 2.9.2 erwähnt, durch das
Abspielen von Geräuschen zur Meldung von Kollisionen erfolgen.
Mit taktilem Feedback wird ein Fühlen der Oberfläche (Rauhheit) oder der Form eines
Körpers bezeichnet. Das Force-feedback vermittelt den Eindruck von Kräften wie
z. B. Schwere, Anziehung oder Abstoßung.
Die Entwicklung solcher Ausgabegeräte ist noch nicht weit fortgeschritten. Es
existieren jedoch schon Lösungen, unter anderem Handschuhe mit aufblasbaren Luft-
polstern oder Bauteilen, die Vibrationen erzeugen ("Buzzer"). Für den Unterhaltungs-
markt sind Joysticks mit Force-Feedback entwickelt worden. Mit ihnen bekommt der
Benutzer von Flugsimulationen die Kräfte vermittelt, die auftreten, wenn das Flug-
zeug extremen Beschleunigungen ausgesetzt wird.
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2.9.4 Stimulation weiterer Sinne
Mit der Verfügbarkeit neuer Technologien wird immer wieder versucht, weitere Sinne
des Menschen zu stimulieren und zum Nutzen einer größeren Realitätsnähe zu
vermitteln. Es handelt sich hierbei um Sinne wie Geruch, Geschmack, das Fühlen auf
der Haut oder den Eindruck einer Beschleunigung. Es ist aus verschiedenen Gründen
bisher noch nicht gelungen, diese Ziele mit einem vertretbaren Aufwand zu erreichen.
Der Geruchssinn des Menschen basiert auf der "Paßgenauigkeit" komplexer
chemischer Verbindungen in die zugehörigen Rezeptoren. Deshalb ist es nicht
möglich, Grundgerüche zu isolieren, die ein Mischen anderer Gerüche ähnlich dem
Farbmischen aus Rot, Grün und Blau gestatten. Damit ist die Realisierung einer
"virtuellen Parfümerie" nicht durchführbar.
Die Stimulation des Geschmacks ist ähnlich schwierig, auch hier ist das Mischen aus
Grundstoffen nicht möglich. Zusätzlich würde die Verabreichung der Substanzen das
Einführen eines Applikators in den Mund erfordern, was als unangenehm empfunden
werden kann [Willim92, S. 248].
Die Vermittlung von Eindrücken wie Sonnenstrahlung oder Wind erfordert umfang-
reiche Apparaturen, wobei der Aufwand nur in den wenigsten Fällen nötig ist. Eine
Nachbildung der Realität ist auf diesem Weg nicht vollständig möglich. Damit müssen
entweder neue Wege der Informationsübertragung direkt an das Gehirn gefunden
werden oder es wird auf die Vermittlung solcher Eindrücke verzichtet und durch die
Stimulation anderer Sinne kompensiert. Die Szene kann mit zusätzlichen Details
angereichert werden, z. B. neigen sich die Bäume im (imaginären) Wind und das
Windgeräusch wird über ein Soundsystem eingespielt.
Sollten Wege gefunden werden, die Informationen vom Computer direkt an die
entsprechenden Stellen im Gehirn weiterzugeben (die Neurobionik befaßt sich mit
solchen Aufgabenstellungen), so erfordert dieses Vorgehen zusätzlich zu der noch zu
schaffenden Technologie eine immense Rechen- und Übertragungsleistung seitens der
Computertechnik.
2.10 Ergonomie
Eine wesentliche Rolle bei der Arbeit mit dem Computer spielt die Antwortzeit, die
das System benötigt, um auf Eingaben des Nutzers zu reagieren. Für eine 3D-
Echtzeitdarstellung ist deshalb die Geschwindigkeit entscheidend, mit der ein neues
Bild der Szene berechnet wird.
In Kino oder Fernsehen wird mit einer Bildrate von 25 Bildern pro Sekunde
gearbeitet. Diese Geschwindigkeit stellt sicher, daß das Auge die Bilder nicht mehr
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einzeln wahrnimmt. Die Bildfolge vermittelt dann den Eindruck einer flüssigen
Bewegung. Diese Rate ist mit der vorhandenen Hardware für die Entwicklung (siehe
Abschnitt 1.4) nicht zu erreichen. Als untere Grenze für die Framerate sollten jedoch
nicht weniger als 10 Frames/s angestrebt werden.
Um diese Geschwindigkeit sicherstellen zu können, ist es nötig, den Zusammenhang
zwischen benötigtem Speicherplatz und der Rechenzeit stark zugunsten der Rechen-
zeit zu verschieben. Die Speicherung redundanter Daten zum Zweck eines schnelleren
Zugriffs ist daher vorzuziehen.
Um den Nutzer eine schnelle und komfortable Hilfemöglichkeit zu geben, erweist es
sich als hilfreich, seine Interaktion mit dem System durch sogenannte "Agenten"
(Online-Hilfe) zu unterstützen. Ein solcher Agent kann zu jeder beliebigen Zeit vom
Nutzer aufgerufen werden. Die Aktivierung und Bedienung kann z. B. durch Sprache
erfolgen. Ein wesentlicher Vorteil dieses Vorgehens ist die Möglichkeit, die Illusion
der realen Umgebung aufrechterhalten zu können. Die "Aufgabe des Unglaubens"
wird nicht durch ein Menü gestört, welches eventuell inmitten der Szene aufklappt.
2.11 Zusammenfassung
Die Simulation aller Verhaltensweisen von Objekten der realen Welt und die
Stimulierung aller Sinne mittels externer Apparaturen ist technisch nicht realisierbar
und selbst bei vorhandener Möglichkeit zu teuer und aufwendig. Allein die Übertra-
gung der Daten zu den entsprechenden Peripheriegeräten und die benötigte Rechen-
leistung übersteigt die Fähigkeit heute verfügbarer Systeme bei weitem.
Damit muß es bei der Entwicklung eines VR-Systems zu einer Entscheidung kommen,
welche Techniken eingesetzt werden sollen. Wichtig ist eine "glaubwürdige"
Simulation, die ausreichend Reize liefert, um den Informationsbedarf des Nutzers zu
decken. Sie darf jedoch keine widersprüchlichen Eindrücke liefern.
Eine Beschränkung des Basissystems auf eine gute visuelle Darstellung der Szene in
Echtzeit und die Unterstützung durch akustische Signale sollten bei Berücksichtigung
der genannten Punkte zufriedenstellende Ergebnisse liefern.
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3 Spezifikation
3.1 Anforderungen an das System
Da die Aufgabenstellung eine programmtechnische Lösung für ein Laufzeitsystem und
eine Weiterarbeit an diesem vorsieht, sind an dieser Stelle einige Forderungen zu
nennen, deren Erfüllung dieses Ziel sicherstellt:
Übersichtlichkeit: Die Benutzung der Programmierumgebung von VisualC++
erlaubt eine übersichtliche und gut kommentierte Generierung des Codes für die
Benutzeroberfläche. Bei der Programmierung der Routinen für die Objektverwaltung
und -manipulation ist außerdem auf ein strukturiertes Vorgehen zu achten.
Erweiterbarkeit: Soll das Vorhaben einer Systemerweiterung ohne großen
Einarbeitungsaufwand erfolgen, so ist neben einer übersichtlichen Programmierung
auch eine genaue und vollständige Dokumentation der Entwurfsschritte und Daten-
strukturen anzulegen. Sie müssen im Rahmen der Spezifikation verbindlich festge-
schrieben werden. Es ist darauf zu achten, daß eine Erweiterung um weitere physikali-
sche Aspekte, die Bereitstellung neuer Grundkörper für das System (Zylinder,
Kegel, ...) oder einer Auswertungsmöglichkeit für CSG-Bäume problemlos erfolgen
kann.
Effizienz: Da der Eindruck einer virtuellen Welt wesentlich von der Darstellung einer
ausreichend großen Anzahl von Bildern pro Sekunde abhängt, ist bei der
Programmierung der Datenstrukturen und Algorithmen ein gutes Laufzeitverhalten
anzustreben. Dabei kann die Speicherung redundanter Daten zur Erhöhung der
Effizienz beitragen.
nutzerfreundliche Edition: Der Nutzer muß die Eigenschaften der Objekte der
Szene komfortabel und schnell ändern können. Ihm sind dazu geeignete Mittel (z. B.
Dialoge) zur Verfügung zu stellen. Eine Erweiterung der Edition um andere Varianten
ist in die Planung einzubeziehen.
Interaktion: Die Interaktion des Nutzers mit dem System ist durch einfache und
leicht erlernbare Mittel zu unterstützen. Eine Einbindung geeigneter VR-typischer
Eingabegeräte in diesen Prozeß ist dabei vorzusehen.
Archivierung von Szenen: Es muß eine geeignete Datenstruktur zur Archivierung
der erstellten Szenen entworfen werden. Eine Konvertierung aus Formaten anderer
Editoren (z. B. GEX) soll unterstützt werden, ebenso das Editieren mit Hilfe konven-
tioneller Text-Editoren.
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3.2 Spezifikation der Leistungsmerkmale
Für die Realisierung eines Basissystems der Virtuellen Realität wird folgende
Funktionalität als unabdingbar erachtet:
• die Schaffung einer Objektverwaltung zum Laden, Manipulieren und Speichern
erstellter Szenen,
• die Erstellung von Algorithmen zur Bewegung und Interaktion innerhalb der
virtuellen Welt,
• die Programmierung einer Schnittstelle zu einer geeigneten Grafikbibliothek, die
die schnelle Darstellung 3D-gerenderter Bilder erlaubt und
• die Schaffung von Funktionen, die Gravitation, Impuls und andere physikalische
Eigenschaften der Objekte simulieren.
Zusätzlich sind verschiedene Beispielprogramme bereitzustellen, mit denen eine
spezielle "built-in"-Funktionalität realisiert wird. Damit soll die Demonstration
ausgewählter physikalischer Aspekte und Szenarien ermöglicht werden, wie z. B. die
Deformation einer Kugel beim Aufprall und die Wirkung von Texturen. Die darin
vorgeführten Effekte werden aus Gründen des Aufwands und der speziell
zugeschnittenen Algorithmen nicht für die Nutzer-editierten Szenen verfügbar sein.
Die Verwendung von Texturen ist mit OpenGL problemlos möglich, der dafür
erforderliche Programmieraufwand ist minimal. Jedoch ist der Leistungsabfall des
Systems wegen der aufwendigen Algorithmen für die Texturberechnung so drastisch
(siehe Abschnitt 5.3), daß auf eine Bereitstellung aus Gründen der Rechen-
geschwindigkeit verzichtet wurde. Eine Erweiterung des Basissystems um diese
"ausgelagerten" Aspekte kann bei Wahrung der Effizienz vorgenommen werden.
3.3 Das Körpermodell
Die Vorteile der in Abschnitt 2.6 beschriebenen Modelle sollen hier noch einmal
genannt werden. Das CSG-Modell zeichnet sich durch übersichtliche Datenstrukturen
aus, das BRep-Modell ist wegen der Ausrichtung auf die Fläche als zentrales Element
besonders geeignet für die Weiterverarbeitung durch Renderingroutinen.
Nachteilig sind einerseits für das CSG-Modell die Vielzahl der mitgeführten Körper,
die den Ergebniskörper eines CSG-Baumes erzeugen und dadurch eine genaue
Vorstellung seiner Gestalt erschweren und andererseits für das BRep-Modell die
Wahrung der Konsistenz, die ohne geeignete Konstruktionssoftware schwer
durchsetzbar ist und die Verwendung von Texteditoren zur Konstruktion kaum
zuläßt.
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Für die rechnerinterne Darstellung der Szene wurde deshalb ein Hybridmodell aus
CSG- und Berandungsdarstellung gewählt. Das CSG-Modell ist dabei das
Primärmodell, ihm liegen die Datenstrukturen und Algorithmen zur Archivierung
zugrunde. Damit wird eine leichte Erzeugung von Testdaten sichergestellt, d. h. eine
Manipulation der Objektparameter ist ohne großen Rechenaufwand im Text-Editor
möglich. Alle Manipulationen der Geometrie finden im Primärmodell statt. Aus
diesem werden zum Zweck der Darstellung facettierte Körper gewonnen, die der
weiteren Bearbeitung durch Renderingroutinen übergeben werden. Die Umwandlung
eines CSG-Körpers in eine Facettendarstellung erfolgt durch festgelegte Algorithmen,
die sicherstellen, daß der entstehende Körper den Anforderungen für die Berandungs-
darstellung entspricht.
3.4 verwendete Körper
Wie in Abschnitt 2.6.5 erwähnt, liegt der Schwerpunkt dieser Arbeit hauptsächlich auf
der physikalischen Simulation. Die Verwendung von Primitiven wegen der
einfacheren Handhabung ist deshalb keine Einschränkung der Funktionalität. Die
Palette der zugelassenen Körper kann bei Bedarf jederzeit erweitert werden. Zunächst
soll sich jedoch auf die Primitive Kugel und Quader beschränkt werden.
Zur Speicherung der Geometriedaten des Körpers können verschiedene Notationen
zum Einsatz kommen. Im graphischen Editor GEX [Röger95, S. 39 f.] wird eine
Kugel beispielsweise durch Mittelpunkt und Radius und ein Quader durch einen
Ursprungspunkt sowie je einen Breiten-, Tiefen- und Höhenpunkt dargestellt.
Da die Geometriedaten so beschaffen sein sollten, daß sie eine Manipulation in einem
Texteditor ermöglichen, ist die Anschaulichkeit der Daten Voraussetzung. In der
erwähnten Schreibweise ist es jedoch sehr schwierig, sich die Lage des durch die Eck-
punkte aufgespannten Quaders vorzustellen. Zusätzlich erfordert diese Notation eine
Prüfung, ob der gespeicherte Körper tatsächlich einen gültigen Quader repräsentiert.
Deshalb wird für einen Quader die Angabe eines Mittelpunktes sowie der Breite,
Höhe und Tiefe zur Bestimmung der geometrischen Dimension und dreier
Rotationswinkel zur Angabe der Lage des Körpers im Raum festgelegt. Der so
beschriebene Körper ist eindeutig bestimmt und leicht vorstellbar. Als Konsequenz
dieser Festlegung ist im Falle einer späteren Benutzung von GEX-Dateien eine
spezielle Routine zu schaffen, die eine Konvertierung der Körperparameter vornimmt.
Weitere Objekte sind selbstverständlich die Lichtquellen, wie sie in Abschnitt 2.7.3
beschrieben wurden. Es erscheint sinnvoll, das Spotlicht und das Positionslicht als
Objekte graphisch zu repräsentieren, da sie auch in der realen Welt "greifbar" sind.
Das parallele Licht und das diffuse Licht entstehen entweder von Körpern, die sehr
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weit vom Nutzer entfernt positioniert sind (Sonnenlicht) oder durch die Streuung des
Lichtes anderer Objekte an rauhen Oberflächen. Sie können nicht Objekten der
virtuellen Szene zugeordnet werden und werden deshalb nicht durch Körper
dargestellt. Um einen Einfluß auf die entsprechenden Parameter zu haben, muß eine
Manipulationsmöglichkeit im Rahmen der globalen Szenenbeschreibung geschaffen
werden.
Desweiteren sollte es möglich sein, Körper anzuzeigen, die nicht direkt Bestandteil
der Szene als solche sind, sondern der Repräsentation des Nutzers dienen. Das kann
beispielsweise die vereinfachte Darstellung einer Hand sein, die zum Zweck der
Eingaberückkoppelung in die Szene eingeblendet wird, um die Auswahl eines Körpers
aus der Gesamtobjektmenge zu unterstützen. Die Geometrie dieser Körper sollte
jedoch nicht editierbar gestaltet werden, um eine konsistente Darstellung in allen
Szenarien sicherzustellen.
Die Erweiterung der Körpertypen um weitere Grundkörper stellt keinen
nennenswerten Aufwand dar. Als Erweiterung kommen Körperprimitive in Betracht,
wie sie in [Röger95, S. 39 f.] aufgeführt werden. Sie zeichnen sich dadurch aus, daß
ihre Geometrie durch wenige Parameter eindeutig bestimmt ist. Bei der Verwendung
von Körperprimitiven in CSG-Strukturen zur Erzeugung komplexerer Körper stellt
sich das Problem, daß für die Vorgabe der Primitive zwei Strategien denkbar sind.
Dieses Problem wird in [Röger95, S. 16] diskutiert:
Einerseits ist es möglich, eine große Vielfalt von Körperprimitiven zur Kombination in
CSG-Strukturen vorzugeben. Der Nutzer kann somit aus einer Vielzahl vorhandener
Körper wählen und sie durch Parametrisierung seinen Bedürfnissen sehr genau
anpassen. Daraus resultiert eine geringe Tiefe des entstehenden CSG-Baumes, aber
auch eine hohe Zahl verschiedener Körperprimitive, die dem Nutzer bekannt sein
müssen. Zusätzlich wird eine Vielzahl von angepaßten Dialogen zu erstellen sein, um
die Dateneingabe für alle Körper zu realisieren.
Die andere Variante beschränkt sich auf eine geringe Zahl vordefinierter Primitive, die
durch CSG-Operationen zu komplexeren Objekten verknüpft werden. Dadurch
bedingt wächst jedoch die Tiefe des CSG-Baumes stark, will man eine vergleichbares
Objektdesign erzeugen. Dieses Vorgehen wurde bei der Implementation des GEX
bevorzugt, um die Vielfalt der Nutzereingaben übersichtlich zu gestalten.
Zum Zweck der Darstellung der Körper auf dem Bildschirm muß eine Konvertierung
des CSG-Baumes in eine Berandungsdarstellung erfolgen. Da es sich nun um eine
Vielzahl verknüpfter CSG-Primitive handelt, wird eine besondere Konvertierungs-
funktion benötigt, die eine korrekte Umwandlung sicherstellt. Im Rahmen der
Entwicklung des graphischen Editors GEX wurde ein Renderingmodul geschaffen,
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welches eine Funktion zur Bestimmung der resultierenden Körper aus Bool'sch
verknüpften CSG-Objekten benutzt. Die Beschreibung des zugrundeliegenden
Algorithmus ist in [Keil95] zu finden. Bei der Benutzung des Renderingmoduls ergab
sich keine Notwendigkeit für eine Zwischenspeicherung der entstandenen BRep-
Struktur. Es sollte jedoch problemlos möglich sein, den Algorithmus so zu erweitern,
daß er eine solche Ergebnisstruktur liefert.
Wird komplett auf die Nutzung des CSG-Modells verzichtet, um Körper der Szene
geometrisch zu beschreiben, so bietet sich als Alternative die vollständige Ausrichtung
des Modells auf die Berandungsdarstellung an. Zusätzlich zur Darstellung müssen die
Körper nun auch im BRep-Modell archiviert werden. Das verlangt nach komplexeren
Routinen zur Speicherung der Körper, da diese bevorzugt in den Relationen Punkt-
Kante-Fläche-Körper abgespeichert werden. Damit ist eine Nutzeredition mit Hilfe
eines Texteditors nahezu unmöglich. Eine Verwendung des BRep-Modells benötigt
einen leistungsfähigen Editor bzw. Routinen zum Import facettierter Körper aus
anderen Konstruktionsprogrammen. Der Vorteil des BRep-Modells zur Körper-
beschreibung ist dabei offensichtlich, es lassen sich beliebig geformte Körper
erzeugen, die letztlich immer die erwähnte Relation und damit einen einheitlichen
hierarchischen Aufbau aufweisen. Die Möglichkeit, durch beliebig kleine Facettierung
den Eindruck von Freiformflächen erzeugen zu können, ist ein Grund, warum alle
bekannten Programme der Virtuellen Realität auf eine Berandungsdarstellung ihrer
Körper zurückgreifen.
3.5 Dimensionierung des Modells
Durch die verschiedenen Transformationen der Koordinatensysteme (Abschnitt 2.6.6)
wird eine optimale Abbildung der Szene auf dem Bildschirm erreicht. Für die
graphische Visualisierung der Szene ist es daher unerheblich, welche Maße der
virtuellen Welt zugrunde liegen. Für die Modellierung der physikalischen
Eigenschaften ist es aber entscheidend, welche Abmessungen ein Körper der Szene
besitzt, da sein Volumen eng an physikalische Größen wie Masse und Impuls und
damit auch an sein Verhalten geknüpft ist.
Das Modell soll einer im täglichen Alltag erfahrbaren Szenerie entsprechen. Daher
kann in diesem Fall davon ausgegangen werden, daß ein manipulierbares Objekt der
virtuellen Welt zwischen 1 cm und 50 cm groß ist. Diese Werte erscheinen in Bezug
auf die Nutzung der menschlichen Hand und einer normalen Manipulierbarkeit der
Objekte als angemessen. Bezüglich der im System auftretenden Geschwindigkeiten
und Kräfte wird sich auf auch in der realen Welt (körperlich) unproblematisch zu
erreichende Werte beschränkt. Diese Limitierung erlaubt es, die im weiteren Verlauf
der Analyse nötigen Vereinfachungen ohne Verlust des Realitätsnähe vornehmen zu
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können. Weitere Einschränkungen für das Modell der virtuellen Welt werden in den
betreffenden Abschnitten vorgenommen.
3.6 Die MainLoop
Nach dem Start des Programms müssen zunächst die angeschlossenen Geräte (3D-
CyberBat) und die Programmvariablen initialisiert werden. Die Standard-Szene wird
eingelesen und dargestellt. Startet der Nutzer die Animation der Szene, so tritt das
Programm in die MainLoop (Hauptsteuerschleife) ein. Der schematische Aufbau ist
Abbildung 3.1 zu entnehmen.
Eingabeabfrage
(Tastatur, 3D-CyberBat, ...)
Simulationsmanagement
(Identifikation, Kollisionserkennung, ...)
Objektupdate
(Positionsbestimmung aus Eingabe
 und physikalischem Verhalten)
Objektaktionen
(Scriptverarbeitung)
Rendering der Szene
Abbildung 3.1: Die MainLoop des Programms eva
Zu Beginn der Steuerschleife werden die Eingabegeräte abgefragt, in diesem Fall der
Status der Tastatur und der 3D-CyberBat. In Abhängigkeit vom aktiven Modus
(Bewegung, Identifikation bzw. Manipulation) werden die Eingabewerte interpretiert.
Die Position der Objekte berücksichtigt außerdem die vergangene Zeit seit der letzten
Frameberechnung und die aktivierten physikalischen Gesetzmäßigkeiten.
Anschließend werden die in den Scripten aufgeführten Objektaktionen ausgeführt.
Dem folgt die Kollisionserkennung, deren Durchführung erst mit den endgültig fest-
gelegten Positionen der Objekte sinnvoll ist. Tritt eine Objektkollision auf, so werden
die entsprechenden Änderungen am Status der Objekte (Flags, Geschwindigkeit, ...)
vorgenommen. Eine Berücksichtigung der Kollision erfolgt bei der Berechnung des
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nächsten Frames. Der letzte Schritt in der MainLoop besteht in der graphischen
Darstellung der Szene durch Rendering.
3.7 Die Realisierung der Eingabeabfrage
3.7.1 Die Benutzung der Tastatur
Die Benutzung der Tastatur ist ohne Schwierigkeiten möglich, die eingegebenen
Zeichen können mit Hilfe geeigneter Funktionen aus dem Tastaturpuffer ausgelesen
werden. Die Abfrage der Tastatur erfolgt jeweils zu Beginn der MainLoop. Obwohl
die Tastatur zur intuitiven Interaktion in virtuellen Welten nicht geeignet ist (siehe
Abschnitt 2.2.1), erfolgt eine Bereitstellung der Funktionalität, um die Benutzung des
Programms ohne 3D-CyberBat zu ermöglichen. Die Belegung der Tasten ist
Abschnitt 5.2.1 zu entnehmen.
3.7.2 Die Einbindung der 3D-CyberBat
Obwohl in der Dokumentation zur 3D-CyberBat die Bereitstellung von Treibern für
das Betriebssystem WindowsNT versprochen wird, sind diese nicht verfügbar. Die
dem Gerät beiliegende Diskette enthält nur Treiber für Windows 3.x, Windows 95
und MS-DOS. Auf eine schriftliche Anfrage durch eMail erfolgte keine Rückmeldung.
Um die Funktionalität der 3D-CyberBat nutzen zu können, existiert eine weitere
Möglichkeit. Dazu muß eine Laufzeitbibliothek (DLL) geladen werden, die den
Zugriff auf das Eingabegerät ermöglicht. Eine Abfrage des Gerätestatus erfolgt nun
nicht über Routinen des Betriebssystems sondern über den Aufruf der entsprechenden
Funktion aus der MainLoop des Programms.
Als ein Nachteil ist der Umstand zu werten, daß die zeitliche Auflösung der
3D-CyberBat laut [Pearl95, S. 9] zwar 50 Positionsfeststellungen pro Sekunde
erlaubt, die Abfrage nun jedoch nur in Abhängigkeit von der Framerate möglich ist.
Bei einer sehr guten Rate von 15 Frames/s sind demnach nur 15 Positions-
bestimmungen pro Sekunde möglich, was gleichbedeutend mit einem Absinken der
Abtastrate auf 30% ist.
3.7.3 Die Spracheingabe
Die Möglichkeit der Spracheingabe über die Soundkarte des Rechners (siehe
Abschnitt 2.2.6) wurde aus verschiedenen Gründen nicht realisiert:
Zum einen verwaltet Windows die Ressourcen, zu denen auch die Ports der
Soundkarte gehören, sehr streng. Ein Zugriff kann nur über definierte Interfaces
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erfolgen. Dabei erfolgt die Aufnahme der Soundsignale nach dem Pufferprinzip: zwei
Puffer werden definiert und wechselseitig beschrieben bzw. ausgewertet.
Zum anderen erwies es sich als schwierig, die benötigten Routinen innerhalb der
verfügbaren Zeit zu entwickeln, da ein umfangreicher Prototyp geschaffen sowie die
graphische Programmierung vorgenommen werden mußte. Eine Verfolgung dieses
Ansatzes ist aber im Rahmen einer Weiterentwicklung durchaus möglich.
3.8 Die Manipulation durch die 3D-CyberBat
Da die 3D-CyberBat nur eine gleichzeitige Manipulation dreier Freiheitsgrade erlaubt,
eine 6-dimensionale Eingabe aber erwünscht ist (siehe Abschnitt 2.2), muß durch
einen geeigneten Mechanismus dieses Defizit ausgeglichen werden. Es stehen zwei
Knöpfe zur Verfügung, mit denen eine Manipulation verschiedener Eingabezustände
erreicht werden kann. Ein Durchschalten durch die verschiedenen Modi könnte mit
dem rechtem Button erfolgen, wohingegen das Drücken des linken Knopfes spezielle
Zweitbelegungen des jeweiligen Modus aufruft.
Zunächst sind die benötigten Eingabefunktionen festzulegen. Einerseits muß es
möglich sein, sich in allen 6 Freiheitsgraden durch die Szene zu bewegen, andererseits
muß eine Interaktion mit den dargestellten Objekten der Szene erfolgen können.
3.8.1 Die Bewegung durch die Szene
Entsprechend Abschnitt 2.2 sind die 6 Freiheitsgrade in zwei Klassen der Bewegung
einzuteilen, die translatorische und die rotatorische. Es ist sinnvoll, die Translation als
Hauptfunktion der Bewegung festzulegen und die Rotation als Zweitbelegung zu
nutzen. Das bedeutet konkret, wird die Funktion "Bewegen" gewählt, so wird
zunächst immer erst die Bewegung entlang einer der Koordinatenachsen ausgeführt.
Soll eine Rotation um eine der Achsen vorgenommen werden, so muß der linke Knopf
gedrückt sein, während das Eingabegerät bewegt wird. Der Vorteil dieser Methode
liegt darin, daß mit einer hohen Genauigkeit jeder beliebige Punkt der Szene mit einer
beliebigen Orientierung erreicht werden kann.
Nachteilig erscheint jedoch, daß ein Durchwandern der Szene nun immer als
Hintereinanderausführung einzelner Bewegungen stattfinden muß. Eine intuitive
Bedienung durch den Nutzer ist damit schwer möglich. Deshalb ist als zweite
Variante eine Kombination der 2 Klassen der Bewegung denkbar: Eine Achse des
Eingabegerätes wird als Geschwindigkeit interpretiert. Sinnvoll ist es dabei, die Achse
zu wählen, die senkrecht zum Bildschirm steht. Die beiden anderen Achsen werden als
Drehung nach rechts bzw. links und oben bzw. unten vereinbart.
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Die damit vorliegende Bedienung ist der Steuerung eines Flugzeuges sehr ähnlich. Sie
ist für die Realisierung eines sogenannten "Fly Through"-Modus (Durchfliege-Modus)
gut geeignet, da hierbei das Rollen um die Längsachse und die seitliche und
Höhenverschiebung nicht benötigt werden. Ein reales Flugzeug nutzt diese
Funktionalität in der Regel auch nicht.
Abbildung 3.2: Der Fly-Through-Modus der Bewegung
Für die Werteingabe wird ein Verfahren realisiert, welches ähnlich wie ein Joystick
funktioniert. Die Wertabfrage erfolgt im absoluten Modus, d. h. es werden die
Koordinaten bezogen auf den Nullpunkt des Empfangsgerätes ermittelt. Es gibt im
Mittelpunkt des Eingaberaumes einen Quader, der als Ruhelage der 3D-CyberBat
definiert ist, dieser Ruheraum wird auch Base-Area genannt. Befindet sich das
Eingabegerät in diesem Bereich, wird keine Veränderung des Betrachters
vorgenommen. Befinden sich jedoch eine oder mehrere Koordinaten außerhalb der
Ruhelage, so werden die entsprechenden Transformationen ausgeführt. Abbildung 3.3
verdeutlicht die räumliche Anordnung des Eingabegerätes und des Base-Areas.
Abbildung 3.3: Der Joystick-Modus mit der 3D-CyberBat
3.8.2 Die Interaktion mit den Szeneobjekten
Die grundlegendste Interaktionsform in einer virtuellen Szene ist die Möglichkeit, ein
Objekt der Szene identifizieren zu können. Die aktuelle Position des Nutzers in der
Welt sollte dabei auf dem Bildschirm dargestellt werden, um eine visuelle
Rückkopplung mit der Eingabe herzustellen. Um dies zu realisieren, können
verschiedene Wege beschritten werden. Zunächst ist es möglich, die Repräsentation
der Hand bei Auswahl des Selektionsmodus ständig in einem bestimmten Abstand
vom Betrachterstandpunkt zu setzen. Ein Objekt gilt als ausgewählt, wenn es mit der
Handrepräsentation kollidiert ist. Der Vorteil dieser Variante liegt in der freien
Beweglichkeit in der Szene. Nachteilig wirkt sich dagegen aus, daß stets ein Teil der
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Szene durch dieses Handobjekt verdeckt ist. Zudem sind versehentliche Kollisionen in
komplexen Szenen schwer zu vermeiden.
Für die Realisierung der Identifikation soll deshalb eine zweite Variante zur
Anwendung gelangen. Sie besteht darin, daß die Bewegung des Betrachters in dem
Moment stoppt, in dem er den Identifikationsmodus wählt. Es erscheint die
Handrepräsentation, welche nun bis zu einem gewissen Abstand vom Betrachter frei
bewegt werden kann. Liegt das Objekt außerhalb der Reichweite, so muß sich der
Nutzer näher an dieses heranbewegen. Dies entspricht den Erfahrungen in einer realen
Umgebung, unerwünschte Kollisionen mit anderen Objekten können leichter
vermieden werden.
Ist das Objekt identifiziert, so ergibt sich eine Vielfalt von Manipulations-
möglichkeiten (siehe Abschnitt 2.4.3). Eine Art der Manipulation ist die Veränderung
von Position und Orientierung des ausgewählten Objektes. Dazu werden die Werte
des Eingabegerätes auf die Position des Objektes gemappt. Um das Objekt zu
rotieren, wird der Status eines Umschalt-Buttons abgefragt. Bei Beendigung der
Manipulation besitzt das Objekt eine neue Lage im Raum, seine physikalischen
Eigenschaften haben sich jedoch nicht verändert.
Soll die Geschwindigkeit des Objektes verändert werden, so wird in einem weiteren
Manipulationsmodus der mit dem Objekt zurückgelegte Weg als Maß für die
übertragene Geschwindigkeit interpretiert. Anfangs- und Endpunkt der Bewegung
werden durch das Drücken eines Buttons festgelegt. Aus diesen Punkten läßt sich
zusätzlich zum Betrag der Geschwindigkeit die Richtung der weiteren Bewegung
ableiten.
3.9 Datenspezifikation
3.9.1 Systemdaten
Hier werden Daten gespeichert, die wichtig für die Programmausführung sind:
• die vollständige Pfadangabe zum ausführbaren Programm,
• die vollständige Pfadangabe zum MIDI-Verzeichnis,
• die vollständige Pfadangabe zum WAV-Verzeichnis,
• die Statusangabe, ob die 3D-CyberBat installiert wurde,
• die Nummer des zuletzt berechneten Frames,
• der Zeitpunkt des zuletzt berechneten Frames und
• der Zeitaufwand für die Berechnung des letzten Frames.
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3.9.2 globale Parameter der Szene
Hier werden Daten gespeichert, die für die Darstellung der Szene benötigt werden:
• die Flags zur Auswahl der Szeneeigenschaften (Umgebungslicht, paralleles Licht,
Hintergrundmusik bzw. Standardsound aktiv),
• die Flags zur Auswahl der Scriptabarbeitung (globales Script, Script bei
Identifikation bzw. Kollision aktiv),
• die Flags zur Auswahl physikalischer Eigenschaften (Gravitation, Kollision,
Reibung, Impuls aktiv),
• die Größe der wirkenden Gravitation,
• die Farbe des Umgebungslichtes,
• die Farbe und Richtung des parallelen Lichtes (Sonnenlicht),
• der Dateiname der Hintergrundmusik (MIDI-File) und
• der Dateiname des Standardsounds (WAV-File).
3.9.3 Objektdaten
Um die Komplexität der physikalischen Simulation zu begrenzen, wird folgende
Einschränkung für die Körper der virtuellen Welt getroffen: Es gilt, daß alle Körper
homogen aufgebaut sind, d. h. sie besitzen eine gleichmäßige Dichte. Hohlkörper sind
nicht zugelassen.
Folgende Daten können allen Objekten der Szene zugeordnet werden:
• Name,
• Farbe,
• Position,
• Orientierung,
• Hüllenradius,
• Flags zur Erkennung des Objektstatus (Kollision u. ä.) bzw. welche Art von
Scripts der Körper besitzt (globales Script, Script bei Kollision bzw.
Identifizierung),
• Geschwindigkeit und
• Script.
Darüber hinaus existieren für jeden Körpertyp noch spezifische Parameter.
Die Kugel benötigt zur Beschreibung:
• den Radius sowie
• Dichte, einen Elastizitätskoeffizienten und einen Reibungskoeffizienten.
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Der Quader wird durch:
• die Größenangabe,
• Dichte, einen Elastizitätskoeffizienten und einen Reibungskoeffizienten
beschrieben.
Das Scheinwerferlicht (Spotlight) wird durch die Parameter:
• Richtung,
• Abschwächung,
• Ausfallwinkel und
• Konzentrationsexponent
charakterisiert.
Das Positionslicht benötigt:
• einen Parameter zur konstanten Abschwächung des Lichtes und
• einen Parameter zur linearen Lichtabschwächung.
Die Umgebungslichtquelle und das parallele Licht werden aus den in Abschnitt 3.4
genannten Gründen nicht graphisch repräsentiert. Die Einstellung der Daten erfolgt
über das Systemsetup, die Daten werden in der Struktur für die globalen Szene-
parameter gespeichert.
3.9.4 Script
In Anlehnung an Superscape VRT wird eine Scriptsprache spezifiziert, deren Befehle
global (immer) oder in Abhängigkeit vom jeweiligen Objektstatus ausgeführt werden.
Nachfolgend sind die Bedingungen und Befehle aufgeführt, die zunächst als
Basisscriptsprache dienen sollen. Eine Vergrößerung um weitere Sprachelemente ist
problemlos möglich.
Die vorhandenen Bedingungen und Befehle sind frei miteinander kombinierbar, es
sollte jedoch beachtet werden, daß das ständige Abspielen eines Soundfiles oder
Systemtones nicht sinnvoll ist und nur für die Kennzeichnung von Kollisionen u. ä.
verwendet werden sollte.
Bedingungen
Es stehen folgende Bedingungen zur Verfügung:
• globales Ausführen des Befehls (einmal pro Frame),
• Befehlsausführung bei erfolgter Identifizierung des Objektes und
• Befehlsausführung bei erfolgter Kollision des Objektes mit einem anderen Objekt.
54
                                                                                                                  3 Spezifikation
Befehle
Es sind Befehle zum:
• Abspielen einer Sounddatei,
• Erzeugen eines Systemtones,
• Durchwechseln der Farbpalette eines Objektes,
• periodischen Skalieren eines Körpers und
• Rotieren eines Objektes um jede der 3 Koordinatenachsen
zu realisieren.
Ein Scriptbefehl zur Translation eines Körpers wird nicht bereitgestellt, da sich der
Körper bei fortlaufender Anwendung dieser Funktion aus der Szene herausbewegt.
Das Script eines Objektes liegt in der Archivdatei zunächst als String vor. Beim Laden
der Szenedatei wird dieses in eine Struktur umgewandelt, die einen leichten Zugriff
auf den Inhalt ermöglicht. Dazu werden Konstanten für die einzelnen Bedingungen
und Befehle abgespeichert. Die Befehlsparameter werden aus dem String extrahiert
und in die Struktur eingetragen. Die Scripte werden in einer Funktion der MainLoop
des Programms ausgeführt.
3.10 Beschreibungsmittel
Alle Funktionen werden kurz in ihrer Wirkung beschrieben. Dabei wird die
Darstellung durch die Angabe der Funktionsargumente und Rückgabewerte wie folgt
ergänzt:
Funktionsname: A1 × A2 × . . . × An-1 × An  →  E1 × E2 × . . . × Em-1 × Em,
wobei Ai das beim Aufruf zu übergebende i-te Argument und
Ej der j-te Rückgabewert ist.
Der Bezeichner VOID wird generell für die Beschreibung einer leeren Parameter-
oder Ergebnisliste benutzt.
Zur Markierung selbsterstellter Funktionen und um Namenskonflikte mit eventuell
gleichnamigen C-Funktionen zu vermeiden, wird allen Routinen die Kennzeichnung
"eva" vorangestellt, eine Abkürzung für "Experimentelle VR-Anwendung". Mit
diesem Namen wird auch das geschaffene Softwareprodukt bezeichnet, um eine
schnelle Referenzierung zu ermöglichen (ähnlich der Bezeichnung "GEX" für
graphischen Editor unter Unix).
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3.11 Objektverwaltung und -speicherung
3.11.1 Die rechnerinterne Repräsentation
Wird für die Speicherung der verschiedenen Objektdaten eine einheitliche Speicher-
struktur benutzt, so können die Objekte in einer gemeinsamen Liste verwaltet werden.
Jedes Objekt erhält einen Zeiger auf das nachfolgende Objekt. Um die Laufzeitvorteile
der in Abschnitt 2.8.7 diskutierten Verbesserungen des Kollisionsalgorithmus zu
nutzen, werden bewegliche Objekte vor unbeweglichen Objekten in die Liste
eingefügt. Ein Test auf Kollision erfolgt nun, indem ein bewegliches Objekt mit allen
seinen Nachfolgern in der Liste getestet wird. Der Kollisionsalgorithmus kann
abgebrochen werden, wenn das 1. unbewegliche Objekt der Liste erreicht wird, da
diese untereinander nicht kollidieren können.
Wird eine Szenebeschreibung aus einem Archivfile eingelesen, so wird durch die
Funktion:
evaCreateObject: VOID  →  Pointer auf Objektstruktur
zunächst ein Standard-Objekt erzeugt, dessen Parameter dann im Einklang mit den
eingelesenen Daten spezifiziert werden. Unspezifierte Parameter behalten die
Standard-Vorgaben, die jedoch durch die Dialoge zur Objektedition verändert werden
können.
3.11.2 Das Archivieren der Szene
In einer Archivbeschreibung der Szene sollen neben den Daten für die einzelnen
Objekte auch allgemeine Szenedaten gespeichert werden. Die Spezifikation der
benötigten Daten wurde in den Abschnitten 3.9.2 und 3.9.3 vorgenommen. Um die
Szene möglichst vollständig rekonstruieren zu können, müssen deshalb alle
aufgeführten Daten in der Datei enthalten sein. Für die manuelle Erstellung einer
Szenedatei ist es ebenfalls vorteilhaft, die verfügbaren Parameter vollständig zu
belegen. Nicht in der Datei aufgeführte Parameter werden mit Standardwerten
versehen, eine Änderung ist zum Teil mit Hilfe der Eigenschaftsdialoge möglich. Beim
Schreiben des Archivs werden grundsätzlich alle Parameter in die Datei kopiert.
Die Datei wird zeilenweise eingelesen, dabei dient ein Kennwort der Bestimmung der
nachfolgenden Parameter, d. h. mit Hilfe des Kennworts wird eine Entscheidung über
den Typ des zu erwartenden Parameters getroffen. Dieses Vorgehen ist notwendig,
weil C/C++ eine strenge Konvention zur formatierten Eingabe besitzt.
Eine vollständige Beschreibung des Dateiformats in erweiterter Backus-Naur-Form ist
in Abschnitt 4.1.4 zu finden.
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Die Funktionalität zum Laden und Speichern der Szenedateien wird durch die
Routinen:
evaLoadScene: Dateiname  →  VOID
evaSaveScene: Dateiname  →  VOID
realisiert, wobei zum Programmstart sowie vor dem Laden einer neuen
Szenebeschreibung die Funktion
evaClearScene: VOID  →  VOID
aufgerufen wird, die die globalen Szenedaten mit Standardwerten initialisiert und die
Objekte der Objektliste freigibt.
3.11.3 Die Bestimmung der Betrachterparameter
Die Speicherung des aktuellen Betrachterstandpunktes und der Orientierung ist
wünschenswert, damit eine Szene beispielsweise an einem definierten Startpunkt
begonnen werden kann. Es stellt sich jedoch das Problem, wie die Ermittlung dieser
Werte erfolgen soll. Eine Speicherung aller durchgeführten Transformationen ist nicht
zweckmäßig. Wenn sich der Nutzer in der Szene bewegt, so sind alle ausgeführten
Bewegungen zu speichern. Die gewünschte Information ist offensichtlich in der aktu-
ellen Transformationsmatrix enthalten, aber auch eine Speicherung der kompletten
Matrix in der Datei ist nicht sinnvoll, da dann eine Nutzeredition wegen des
komplexen Aufbaus der Matrix ausscheidet. Es ist also nach einem Weg zu suchen,
wie man die gesuchten Parameter aus der Transformationsmatrix extrahieren kann.
Die Bestimmung der Translationsparameter gestaltet sich einfach, da diese in den
Matrixelementen M[3], M[7] und M[11] enthalten sind (unter Verwendung der
Notation aus Abschnitt 4.1.7). Die Parameter der Translation werden durch
Rotationen nicht beeinflußt, sie können daher ohne weiteres übernommen werden.
Gesucht ist nun jeweils eine Rotation um jede der 3 Koordinatenachsen und nicht die
Winkel für alle bisher durchgeführten Einzeltransformationen. Wenn diese Winkel
gegeben sind, muß (werden die Rotationen nacheinander in der Reihenfolge Rotation
um die x-Achse, dann um die y-Achse und zuletzt um die z-Achse durchgeführt) die
aktuelle Transformationsmatrix als Ergebnis erscheinen.
Wird die Ergebnismatrix der Multiplikation der entsprechenden Rotationsmatrizen für
die jeweilige Achse ([Pester93, S. 8], siehe auch Abschnitt 4.2.1) untersucht, so zeigt
sich folgendes Resultat:
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Abbildung 3.4: Die vollständige Rotationsmatrix
Wie zu erkennen ist, besteht die Matrix aus komplexen Ausdrücken. Es existieren
jedoch einige Matrixelemente mit einer einfacheren Struktur, es sind dies die Elemente
M[0], M[4], M[8], M[9], M[10].
Das Element M[8] stellt eine einfache Möglichkeit dar, um den Winkel β für die
Rotation um die y-Achse zu bestimmen. Es ist dazu nur der Arcussinus des Wertes
-M[8] zu berechnen. Die Umkehrung des Vorzeichens resultiert aus dem
Minuszeichen, welches in der Matrix an dieser Stelle zu finden ist. Ein mögliches
Problem bei dieser Winkelbestimmung könnte die Nichteindeutigkeit der
Arcussinusfunktion sein. Im Bereich zwischen 0 und 360° treten jeweils zwei Winkel
auf, die den gleichen Sinuswert besitzen. Es sind dies die Winkel x und 180°-x.
Die Winkel α und γ sollten nicht über β berechnet werden, da noch keine
Entscheidung über die Auswahl des richtigen Winkels getroffen wurde. Werden die
Matrixelemente M[0] und M[4] sowie M[9] und M[10] betrachtet, so ist ersichtlich,
daß die Winkel auch über den Arcustangens der jeweiligen Quotienten ermittelt
werden können. Der Quotient M[4]/M[0] ergibt den Wert tanγ, M[9]/M[10] ist gleich
dem Wert für tanα. Der Arcustangens eines Wertes ist einfach berechenbar, aber auch
hier kommen zwei Winkel für die Lösung in Frage: die Winkel x und x+180°. Jedoch
ist der Einfluß eines eventuell falschen Winkels β neutralisiert, da er für die
Berechnungen nicht verwendet wird.
Es sind nun je zwei Winkel gegeben, die als mögliche Lösung in Betracht kommen.
Deshalb ist ein Verfahren zu finden, welches den jeweils falschen Winkel eliminiert.
Da es nicht praktikabel ist, die Ergebnisse zweier Fließkommaoperationen direkt
miteinander auf Gleichheit zu prüfen (die begrenzte Genauigkeit der Datentypen
erlaubt dies wegen Rundungsfehlern nicht), wird eine Abweichung ε zugelassen, die
beim Vergleich der Werte auftreten darf. Sie liegt in diesem Fall bei 0.000001.
Es soll zunächst der Winkel β geprüft werden. Multipliziert man den Wert cosβ mit
sinγ, so muß bei korrekter Wahl beider Winkel das Ergebnis gleich dem Wert M[4]
sein (unter Berücksichtigung der Ungenauigkeit ε). Ist dies nicht der Fall, so können
entweder β oder γ oder β und γ falsch gewählt worden sein. Es ist deshalb für γ der
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Komplementwinkel zu berechnen (bei der tan-Funktion ist dies x+180°) und wieder
der Ausdruck cos sinβ γ⋅  auf Gleichheit mit M[4] zu testen. Ist das Ergebnis
wiederum falsch, so muß der Winkel β falsch sein: Es ist für β der Komplementwinkel
zu setzen (diesmal wegen der Sinus-Funktion 180°-x).
Ein Winkel wurde damit korrekt bestimmt, das Ermitteln der beiden anderen Winkel
gestaltet sich deshalb einfach. Für den Winkel α ist zu prüfen, ob sin cosα β⋅  dem
Wert M[9] der Matrix entspricht und für γ muß cos sinβ γ⋅  mit dem Wert M[4]
identisch sein. Trifft das nicht zu, so ist der jeweilige Komplementwinkel zu wählen.
Die Funktionen
evaCalculatePosition: Matrix  →  x-Wert × y-Wert × z-Wert
evaCalculateRotation: Matrix  →  Winkel α × Winkel β × Winkel γ
führen die Berechnung des Verschiebevektors und der Rotationswinkel aus. Damit
sind alle nötigen Daten zu Position und Orientierung des Betrachters gegeben, sie
können an der entsprechenden Stelle im Archivfile eingetragen werden.
3.12 Ausgabefunktionen
3.12.1 Die Umwandlung der Objekte in eine Berandungsdarstellung
Da die Darstellung der Objekte der Szene facettiert erfolgen soll, sind Funktionen zu
schaffen, die die Umwandlung der Körper Quader und Kugel vornehmen. Die
Verwendung von Lichtquellen soll einen realen Eindruck der Szene erzeugen. Da
OpenGL für die Berechnung der Lichteffekte Normalenvektoren für die Flächen
benötigt, müssen diese den Facetten zugeordnet werden.
Die Erzeugung eines Quaders aus Flächen sowie die Zuweisung seiner Normalen-
vektoren gestaltet sich einfach, schwieriger ist dies bei der Kugel zu realisieren. Im
graphischen Editor GEX wird die Kugel durch eine Unterteilung in Längen- und
Breitenkreise (ähnlich der Darstellung der Erde) erzeugt. Die Berechnung der
entsprechenden Linien durch Anwendung der Sinus- und Cosinusfunktion ist
algorithmisch einfach. Es ergeben sich jedoch Nachteile im Umgang mit der erzeugten
Kugeldarstellung: die Kugel besteht aus unterschiedlich großen Facetten (an den
"Polen" aus schmalen Dreiecken, am "Äquator" aus etwa gleichdimensionierten
Parallelogrammen). Soll eine hinreichend feine Facettierung erreicht werden, so muß
die Kugel so unterteilt werden, daß die größten Facetten den gewünschten
Feinheitsgrad erreichen.
Eine Lösung des Problems ergibt sich, wenn die Kugeldarstellung auf einen Körper
zurückgeführt wird, der aus völlig identischen Flächen aufgebaut ist. Die Geometrie
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kennt 5 Körper, die diese Bedingung erfüllen: den Tetraeder (Vierflächner), den
Würfel, den Oktaeder (Achtflächner), den Dodekaeder (Zwölfflächner) und den
Icosaeder (Zwanzigflächner). Der Icosaeder ist für die Erfordernisse besonders
geeignet, allerdings erlaubt er mit seinen 20 gleichseitigen Dreiecken nur eine sehr
grobe Approximation einer Kugel. Eine feinere Unterteilung wird nach [OpenGL93,
S. 56 ff.] erreicht, wenn die Seiten der Dreiecke halbiert werden und durch die
entstehenden Punkte weitere Facetten aufgespannt werden. Diese Punkte liegen
zunächst in der Ebene der ursprünglichen Facette und werden durch eine
Normalisierung auf einen Abstand vom Mittelpunkt gebracht, der dem Kugelradius
entspricht. Die Normalenvektoren für die Punkte ergeben sich aus den Ortsvektoren
vom Mittelpunkt zu den jeweiligen Punkten auf der Kugeloberfläche. Dieser Prozeß
der Verfeinerung ist beliebig oft wiederholbar, jedoch erhöht sich die Facettenzahl bei
jeder Unterteilung auf das Vierfache.
Die Abbildung 3.5 zeigt einen Vergleich der verschiedenen Wege zur Kugel-
approximation: die im graphischen Editor GEX benutzte Variante mit 12*6=72
Facetten, einen Icosaeder (20 Flächen), den gleichen Körper mit einer Unterteilung
(80 Flächen) und den Körper mit zwei Unterteilungen der Flächen (320 Facetten).
Abbildung 3.5: Ein Vergleich der verschiedenen Kugelapproximationen
Zieht man die erzeugte Flächenzahl als Kriterium heran, so sind der 1. und der 3.
Körper miteinander vergleichbar. Beide Darstellungen entsprechen noch nicht der
gewünschten Auflösung, jedoch ist der unterteilte Icosaeder frei von Facetten unter-
schiedlicher Geometrie. Eine weitere Unterteilung erreicht beinahe die Kugelgestalt,
die durch eine Darstellung ohne Körperkanten und der Wahl einer glatten
Schattierung optisch noch realer wirkt.
3.12.2 Die Funktionen zur Darstellung der Körper
Nach den Ausführungen aus Abschnitt 3.12.1 muß vor der graphischen Darstellung
der Körper eine Umwandlung in eine Berandungsdarstellung erfolgen. OpenGL
erlaubt die Verwendung von Displaylisten, in denen Befehle zur späteren Ausführung
gespeichert werden können. Das Resultat des Aufrufs einer solchen Liste
unterscheidet sich laut Spezifikation [OpenGL93, S. 121] nicht von der Hinter-
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einanderausführung der einzelnen Befehle, jedoch kann die Vorverarbeitung durch
eine Displayliste eine schnellere Bearbeitung bewirken.
Die Darstellung der Körper erfolgt deshalb zweigeteilt: zuerst wird durch die
Routinen
InitDrawBoxList: VOID  →  VOID
InitSphereList: VOID  →  VOID
eine Vorschrift zur Erzeugung der Standardkörper gespeichert, die dann mit Hilfe der
Funktionen
DrawBox: Position × Größe × Winkel × Farbe  →  VOID
DrawSphere: Position × Größe × Winkel × Farbe  →  VOID
erzeugt und den übergebenen Parametern mit Hilfe von OpenGL-Befehlen angepaßt
werden können. Es ist zu beachten, daß die OpenGL-Befehle zur Manipulation des
Körpers zuerst ausgeführt werden und dabei die aktuelle Transformationsmatrix
verändern, bevor der Standardkörper erzeugt wird. Eine Speicherung und Wieder-
herstellung der Transformationsmatrix ist mit Hilfe eines Matrixstacks möglich und
sollte diese Befehle kapseln. Die Einbindung weiterer geometrischer Primitive ist
problemlos vorzunehmen.
Die Funktion
evaDrawScene: VOID  →  VOID
durchläuft die Objektliste und veranlaßt die Darstellung der gespeicherten Objekte.
Die Vorschrift zur Erzeugung einer Kugel wird rekursiv ausgeführt, deshalb benötigt
die Funktion InitSphereList zusätzliche Routinen:
drawtriangle:Vektor1 × Vektor2 × Vektor3  →  VOID
zeichnet eine Facette des Körpers,
normalize: Vektor  →  Vektor
normalisiert den übergebenen Vektor und
subdivide: Vektor1 × Vektor2 × Vektor3 × Rekursionstiefe  →  VOID
nimmt die Unterteilung des Icosaeders bis zum Erreichen der gewünschten
Rekursionstiefe vor.
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3.12.3 Die Funktionen zum Simulationsmanagement
Die folgenden Funktionen werden während der Abarbeitung der MainLoop
evaMainLoop: VOID  →  VOID
aufgerufen.
Die Funktion
evaUpdatePosition: Zeitspanne  →  VOID
berechnet aus den Wirkungen von Gravitation und Reibung die resultierende
Geschwindigkeit des Objektes. Die aktuelle Position des Objektes wird dann aus dem
Geschwindigkeitsvektor und der vergangenen Zeit bestimmt.
Die Routinen
evaParseScript: VOID  →  VOID
evaDoAction: Objektpointer × Pointer auf Scriptstruktur  →  VOID
dienen der Scriptverarbeitung. Die Funktion evaParseScript durchläuft die Objektliste
und prüft die Scripts auf auszuführende Befehle, die durch die Funktion evaDoAction
realisiert werden.
Die Funktion
evaCheckCollision: VOID  →  VOID
führt für jedes Objekt der Objektliste die Kollisionserkennung durch, wobei
evaCalculateDistance: Objektpointer1 × Objektpointer2  →  Entfernung
die Berechnung der Entfernung der Körpermittelpunkte ausführt. Ist diese Entfernung
kleiner als die Summe der Hüllkörper, so setzt
evaDoCollision: Objektpointer1 × Objektpointer2  →  VOID
die Kollisionsflags beider Objekte und führt die Berechnung der Stoßimpulse aus.
3.12.4 Die Funktionen zur Scriptumwandlung
Die Funktionen
evaString2Command: Scriptzeile  →  Pointer auf Scriptstruktur
evaCommand2String: Pointer auf Scriptstruktur  →  Scriptzeile
nehmen die zeilenweise Umwandlung des Scriptes aus dem Stringformat in eine
Scriptstruktur und umgekehrt vor.
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3.12.5 Die Berechnung der Transformationsmatrix
In [OpenGL-PG, S. 84] wird empfohlen, die Berechnung einer fortlaufenden Rotation
um einen kleinen Winkel nicht durch fortgesetzte Anwendung des Rotationswinkels
auszuführen, da durch Rundungsfehler das Produkt vieler Rotationen allmählich vom
gewünschten Ergebnis abweichen kann. Der Rotationswinkel sollte deshalb ständig
um den gewünschten Winkel verändert werden und ein neues Rotationskommando
mit dem resultierenden Winkel für jede Berechnung ausgeführt werden. Diese
Vorgehensweise stellt sicher, daß die erreichten Ergebnisse eine hohe Genauigkeit
besitzen. Diese wird benötigt, wenn sehr exakte Positionen und Orientierungen zu
erreichen sind, z. B. in der Medizin. Hier wird jedoch nur die Bewegung und
Interaktion in einer Szene berechnet, die auftretenden Rundungsfehler sind daher
vernachlässigbar. Deshalb wird die Bewegung durch die Szene durch eine fortlaufende
Aufmultiplikation der Rotations- und Translationsmatrizen erzeugt.
Erste Versuche einer Programmierung mit OpenGL-Transformationsbefehlen
ergaben, daß OpenGL eine andere Reihenfolge der Matrixmultiplikation vornimmt.
D. h. wird die aktuelle Matrix A mit der Matrix B multipliziert, so ergibt sich als
Resultat AB. Dies ist eine Umkehrung der üblichen Konvention, bei der die Matrix an
die linke Seite der aktuellen Matrix multipliziert wird (BA). Da das kommutative
Gesetz für die Multiplikation von Matrizen im allgemeinen nicht gilt, ist es als ein
Effekt dieser Reihenfolge nicht möglich, Betrachtertransformationen so fortzuführen,
daß die Bewegung im Raum ständig als Resultat einer Eingabe und der vorherigen
Position und Orientierung stattfindet. OpenGL erlaubt jedoch die Übergabe einer
eigenen Transformationsmatrix, diese ist vor der Übergabe zu transponieren.
Folgende Routinen werden deshalb zur Matrixberechnung geschaffen:
evaInitMatrix: Matrix  →  Matrix,
die die übergebene Matrix mit der Einheitsmatrix initialisiert,
evaTranslate: x-Wert × y-Wert × z-Wert × Matrix  →  Matrix,
die eine Multiplikation der aktuellen Transformationsmatrix mit einer Translations-
matrix vornimmt,
evaRotateX: Rotationswinkel × Matrix  →  Matrix,
evaRotateY: Rotationswinkel × Matrix  →  Matrix,
evaRotateZ: Rotationswinkel × Matrix  →  Matrix,
die eine Multiplikation der aktuellen Transformationsmatrix mit einer Matrix aus-
führen, die einer Rotation um eine der Achsen mit dem angegebenen Winkel
entspricht und die Funktion
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evaTransponateMatrix: Matrix  →  Matrix,
die die übergebene Matrix transponiert.
3.12.6 Die akustische Ausgabe
Die Sprachausgabe
Wie den Ausführungen aus Abschnitt 2.9.2 zu entnehmen ist, ist die Realisierung der
Sprachausgabe leicht möglich. Dazu sind die entsprechenden Phoneme (siehe
Abbildung 2.9) mit Hilfe einer Soundkarte und eines Mikrophons im WAV-Format zu
sampeln und eventuell in einem Programm nachzubearbeiten. Das Zusammensetzen
der Phoneme zu Worten kann unter Benutzung einer Ausspracheliste erfolgen.
Da die Spracheingabe nicht realisiert wird (siehe Abschnitt 3.7.3), ist auch eine
Sprachausgabe wichtiger Daten nicht sinnvoll. Eine Demonstration der generellen
Vorgehensweise kann jedoch durch ein externes Programm gegeben werden.
Das Abspielen einer Hintergrundmusik
Für die Realisierung der Hintergrundmusik wird auf die Benutzung des MIDI-
Fileformats zurückgegriffen. In den Archiven verschiedener ftp-Server ist eine Vielfalt
unterschiedlicher Musikstücke zur Wiedergabe zu finden. Auf der beiliegenden CD zu
[Leinecker95] sind Quelltexte enthalten, die das Abspielen solcher MIDI-Files
realisieren:
PlayMidi: Dateiname  →  VOID
StopMidi: VOID  →  VOID
Die Programmierung der Funktionen erfolgte objektorientiert, es wurde dabei ein
Interface zur Kommunikation mit Windows-Geräten (Soundkarte) benutzt.
Das Abspielen eines Soundfiles
Für die Wiedergabe von Sounds wurde auf das WAV-Format zurückgegriffen,
entsprechende Funktionen waren auf der CD zu [Leinecker95] zu finden:
PlayWave: Dateiname  →  VOID
StopWave: VOID  →  VOID
3.12.7 Die Berechnung der Framerate
Für die Ermittlung der Framerate ist es notwendig, die vergangene Zeit zwischen dem
jeweiligen Ende der Frameberechnungen zu messen. Um eine ausreichende
Genauigkeit zu erzielen, ist es notwendig, die Zeit in Hundertstelsekunden zu messen.
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Mit einer Funktion von VisualC++ ist es möglich, die vergangene Zeit seit dem Start
des Betriebssystems zu bestimmen. Die Berechnung der Framerate wird alle 10
Frames durchgeführt. Damit kann schnell auf Änderungen der Rechengeschwindigkeit
reagiert werden (viele Objekte kommen plötzlich ins Bild bzw. bewegen sich aus ihm
heraus), es geht aber nicht zuviel Zeit für die Berechnung und das Update der
Information verloren. Zusätzlich wird die Nummer des aktuellen Frames in der
Statuszeile angezeigt.
3.12.8 Fehlerbehandlung
Um den Nutzer bei der Bedienung des Programms auf Fehler hinweisen zu können, ist
es notwendig, eine Funktion zur Ausgabe der entsprechenden Fehlermeldung zu
schaffen:
evaError: Fehlernummer  →  Fehlerausschrift.
Ähnlich dem im graphischen Editor GEX angewandten Verfahren [Röger95, S. 66]
werden eindeutige Identifikatoren (positive ganze Zahlen) zur Kennzeichnung des
Fehlers vergeben. Die Fehlermeldung wird dem Nutzer über einen Dialog sichtbar
gemacht.
3.13 Zusammenfassung
Im vorliegenden Kapitel wurde eine Reihe von Anforderungen an die Entwicklung des
Softwaresystems gestellt, deren Einhaltung eine Fortführung der Arbeit ermöglichen
soll. Orientiert an den Aussagen der Analyse wurde eine Zusammenstellung der zu
realisierenden Funktionalität vorgenommen. Eine Beschränkung auf einzelne Punkte
wurde notwendig, da der experimentelle Charakter dieser Arbeit eine vollständig
abgeschlossene Implementation eines VR-Systems nicht zuläßt. Zum Teil erfolgte ein
Verzicht auf bestimmte Aspekte wegen der erwartungsgemäß hohen Anforderungen
an die Rechenleistung.
Zur Repräsentation der Geometriedaten wurde ein Hybridmodell aus CSG-Modell
und Berandungsdarstellung gewählt. Dadurch wird einerseits die schnelle Erzeugung
von Testdaten unterstützt, andererseits erlauben die Routinen zur Konvertierung in
eine Berandungsdarstellung eine optisch sehr reale Darstellung der verwendeten
Körper.
Es wurden Mechanismen zur Bewegung und Interaktion in der virtuellen Welt
vorgestellt und für die Aufgabenstellung geeignete Verfahren ausgewählt. Weiterhin
erfolgte die Spezifikation der benötigten Daten und Funktionen.
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4 Entwurf
4.1 Datenstrukturen
4.1.1 Programmdaten
Für die korrekte Abarbeitung des Programms sind bestimmte Daten zu speichern, die
jedoch keinen Einfluß auf die Parameter der dargestellten Szene haben. Um die
Zusammengehörigkeit der Daten zum Ausdruck zu bringen und einen einheitlichen
Zugriff zu ermöglichen, wird der Strukturtyp struct verwandt. Die Spezifikation
der benötigten Daten erfolgte im Abschnitt 3.9.1.
typedef struct
{
CString eva_path;
CString wave_path;
CString midi_path;
int frame_count;
int last_time;
int delta_time;
BOOL OwlInstalled;
} EvaData;
4.1.2 globale Szenedaten
Die globale Szenebeschreibung enthält Daten, die für die Wiedergabe der Szene
relevant sind. Eine ausführliche Beschreibung der benutzten Parameter erfolgte in
Abschnitt 3.9.2. Es wird wiederum der Strukturtyp struct benutzt, um die Daten
zu speichern:
typedef struct
{
char settings;
char physical;
double gravity;
float ambient_light_color[3];
float parallel_light_color[3];
double parallel_light_direction[3];
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CString wave_file;
CString midi_file;
} GlobalData;
4.1.3 Objektstruktur
Wie in Abschnitt 3.9.3 zu erkennen ist, zeichnet sich die Objektstruktur dadurch aus,
daß Teile von ihr für jedes der Objekte Kugel, Quader, Spotlicht und Positionslicht
benötigt werden. Aus diesem Grund wurde sich dafür entschieden, eine einheitliche
Struktur für die Objekte zu schaffen, in der alle gemeinsamen Parameter enthalten
sind und die objektspezifischen Daten in einer union auftreten. Durch diese
Verfahrensweise wird erreicht, daß die Speichergröße der Objekte jeweils gleich ist.
Zudem existiert nur eine Objektstruktur, womit eine Speicherung der verschiedenen
Objekte in einer gemeinsamen Objektliste möglich wird.
Es wird jeweils der größte auftretende Speicherbedarf alloziert, die Interpretation der
union-Daten hängt allein vom Objekttyp ab. Es ist deshalb streng darauf zu achten,
daß der Objekttyp mit den gespeicherten Daten übereinstimmt. Eine Bestimmung der
Datentypen aus der union ist andernfalls nicht möglich.
Die verwendete Objektstruktur hat folgendes Aussehen:
struct object_struct
{
char type;
char name[20];
struct object_struct *next;
float color[3];
double position[3];
double rotation[3];
double hull_radius;
char flags;
double speed[3];
struct script_struct *script;
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union object_data
{
struct sphere_data
{
double radius;
double density;
double elasticity;
double friction;
} sphere;
struct box_data
{
double size[3];
double density;
double elasticity;
double friction;
} box;
struct spotlight_data
{
double direction[3];
double reduction;
double angle;
double exponent;
} spotlight;
struct pos_light_data
{
   double reduction1;
double reduction2;
} pos_light;
} data;
};
4.1.4 Das eva-Fileformat
Die Definition des Fileformates für die experimentelle VR-Anwendung eva erfolgt in
der erweiterten Backus-Naur-Form:
<file> = "#EVA-SCENE-BEGIN" <data> "#EVA-SCENE-END"
<data> = <eva_global> {<eva_object>}
<eva_global> = "#EVA-GLOBAL-BEGIN" {<eva_global_data>}
"#EVA-GLOBAL-END"
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<eva_global_data> = <settings> | <view_point> | <view_angle> 
| <physical> | <gravity> | <ambient_color>
| <parallel_color> | <direction>
| <music> | sound>
<settings> = ".SETTINGS: " {<setting_flags>} "."
<setting_flags> = "MUSIC" | "SOUND" | "AMBIENT" | "PAR_LIGHT"
| "GLOBAL" | "PICK" | "COLLISION"
<view_point> = ".V_POINT : " <double> <double> <double>
<view_angle> = ".V_ANGLE : " <double> <double> <double>
<physical> = ".PHYSICAL: " {<physical_flags>} "."
<physical_flags> = "GRAVITY" | "FRICTION" | "IMPULSE"
| "ELASTICITY"
<gravity> = ".GRAVITY : " <double>
<ambient_color> = ".AMBIENT : " <float> <float> <float>
<parallel_color> = ".PARALLEL: " <float> <float> <float>
<direction> = ".DIRECTED: " <double> <double> <double>
<music> = ".MUSIC   : " <string>
<sound> = ".SOUND   : " <string>
<eva_object> = "#EVA-OBJECT-BEGIN" <eva_object_data>
"#EVA-OBJECT-END"
<eva_object_data> = <sphere> | <box> | <spotlight> | <pos_light>
<sphere> = <sphere_type> {<common_data>} <sphere_data>
<box> = <box_type> {<common_data>} <box_data>
<spotlight> = <spotlight_type> {<common_data>}
<spotlight_data>
<pos_light> = <pos_light_type> {<common_data>}
<pos_light_data>
<sphere_type> = ".TYPE    : SPHERE"
<box_type> = ".TYPE    : BOX"
<spotlight_type> = ".TYPE    : SPOTLIGHT"
<pos_light_type> = ".TYPE    : POS_LIGHT"
<common_data> = <name> | <color> | <position> | <rotation>
| <flags> | <speed> | <script>
<name> = ".NAME    : " <string>
<color> = ".COLOR   : " <float> <float> <float>
<position> = ".POSITION: " <double> <double> <double>
<rotation> = ".ROTATION: " <double> <double> <double>
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<flags> = ".FLAGS   : " {<object_flags>} "."
<object_flags> = "MOVABLE"
<speed> = ".SPEED   : " <double> <double> <double>
<script> = ".SCRIPT  : " {<script_data>} ".SCRIPT  . "
<script_data> = <condition> <command>
<condition> = "_on_collision" | "_on_pick" | "_on_global"
<command> =  <beep> | <sound> | <cycle_color> | <scale>
| <rotate_x> | <rotate_y> | <rotate_z>
<beep> = "beep(" <integer> <integer> ")"
<sound> = "sound(" <string> ")"
<cycle_color> = "cycle_color(" <float> ")"
<scale> = "scale(" <float> <float> <float> ")"
<rotate_x> = "rotateX(" <float> ")"
<rotate_y> = "rotateY(" <float> ")"
<rotate_z> = "rotateZ(" <float> ")"
<sphere_data> = <radius> | <density> | <elasticity>
| <friction>
<box_data> = <size> | <density> | <elasticity> | <friction>
<spotlight_data> = <spot_direction> | <attenuation>
| <concentration> | <scattering>
<pos_light_data> = <attenuation1> | <attenuation2>
<radius> = ".RADIUS  : " <double>
<density> = ".DENSITY : " <double>
<elasticity> = ".ELASTIC : " <double>
<friction> = ".FRICTION: " <double>
<size> = ".SIZE    : " <double> <double> <double>
<spot_direction> = ".DIRECT  : " <double> <double> <double>
<attenuation> = ".REDUCT  : " <double>
<concentration> = ".ANGLE   : " <double>
<scattering> = ".EXPONENT: " <double>
<attenuation1> = ".REDUCT1 : " <double>
<attenuation2> = ".REDUCT2 : " <double>
<string> = {<char>} '\0'
Tritt als erstes Zeichen der Zeile '!' auf, so wird diese Zeile als Kommentar
betrachtet und überlesen.
Die Nichtterminalsymbole <integer>, <float>, <double> und <char>
entsprechen den C-üblichen Konventionen für diese Datentypen.
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4.1.5 Die Scriptsprache
Der grundsätzliche Aufbau einer Scriptzeile besteht aus der Angabe der Bedingung,
deren Erfüllung den nachfolgenden Befehl auslöst, z. B.:
on_global rotateX(15).
Dieses Script wird bei jeder Frameberechnung ausgeführt und bewirkt eine ständige
Drehung des Objektes um 15° um die x-Achse.
Bedingungen
on_global: Der nachfolgende Befehl wird für jedes Frame ausgeführt.
on_pick: Der nachfolgende Befehl wird ausgeführt, wenn das Objekt vom
Nutzer identifiziert wurde.
on_collision: Der nachfolgende Befehl wird ausgeführt, wenn das Objekt
mit einem anderen Objekt kollidiert ist.
Befehle
beep(frequency, duration): Der Befehl erzeugt einen Systemton der
angegebenen Frequenz (in Hertz) und Dauer (in Millisekunden).
sound(file_name): Der Befehl spielt das angegebene WAV-File ab.
cycle_color(step_size): Der Befehl wechselt die Farbe des Objektes mit
der spezifizierten Schrittweite.
scale(min_size, max_size, step_size): Der Befehl verändert die
Größe des Objektes innerhalb des Minimal- und Maximalwertes mit der angegebenen
Schrittweite.
rotateX(angle): Der Befehl rotiert das Objekt um den spezifizierten Winkel
(in Grad) um die x-Achse des Koordinatensystems.
rotateY(angle): Der Befehl rotiert das Objekt um den spezifizierten Winkel
(in Grad) um die y-Achse des Koordinatensystems.
rotateZ(angle): Der Befehl rotiert das Objekt um den spezifizierten Winkel
(in Grad) um die z-Achse des Koordinatensystems.
Aufbau der Scriptstruktur
Das Script wird im Szenefile als Folge von Strings gespeichert. Wird die Datei
geladen, so muß auch das Script geladen und rechnerintern gehalten werden. Es
besteht die Möglichkeit, das Script als Liste von Strings zu speichern. Dadurch kann
das Script ohne Änderung im Eigenschafts-Dialog des Objektes angezeigt werden. Ein
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starker Nachteil entsteht aber durch die Notwendigkeit, das Script bei jeder Frame-
berechnung wiederholt auszuwerten. Der Vergleich von Strings und die Gewinnung
der im String enthaltenen Parameter ist jedoch sehr zeitaufwendig, ein negativer
Einfluß dieses Vorgehens auf die Laufzeit ist zu erwarten.
Als Lösung des Problems ergibt sich eine vollständige Umwandlung der Text-
repräsentation des Scripts in eine Speicherstruktur, die eine schnelle Auswertung
begünstigt. Dazu sind die Art der Scriptbedingung und der auszuführende Befehl mit
Hilfe von Konstanten zu codieren. Wird je eine Variable vom Typ char für diese
Aufgabe benutzt, so sind je 255 verschiedene Kommandos realisierbar. Durch die
Verwendung anderer Typen (int, long) wird eine weit höhere Zahl von Konstanten
ermöglicht. Die Parameter des Scriptbefehls sind bei der Konvertierung in Variablen
des entsprechenden Typs abzulegen.
Um eine einheitliche Scriptstruktur zu erhalten, die eine Speicherung der
verschiedenen Scripts in einer gemeinsamen Liste ermöglicht, wird der Strukturtyp
einer union zur Anordnung der Daten im Speicher verwandt.
struct script_struct
{
char condition;
char command;
struct script_struct *next;
union command_data
{
struct beep_data
{
int frequency;
int duration;
} beep;
struct sound_data
{
char filename[12];
} sound;
struct cycle_color_data
{
float step_size;
} cycle_color;
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struct scale_data
{
double min_size;
double max_size;
double step_size;
} scale;
struct rotate_data
{
float angle;
} rotate;
} data;
};
Zum Zweck der Speicherung bzw. der Anzeige im Eigenschaften-Dialog des Objektes
kann die Scriptstruktur durch entsprechende Funktionen wieder in das Stringformat
überführt werden.
4.1.6 Flags
Innerhalb der verschiedenen Strukturen wurden Bytes für die Speicherung von Flags
definiert. Diese Flags wurden eingerichtet, um Laufzeitverbesserungen z. B. durch die
Bereitstellung teilweise redundanter aber schnell zugreifbarer Informationen zu
erzielen. Bisher werden 3 verschiedene Arten von Speicherstrukturen für die Flags
verwandt:
• für die Speicherung der globalen Szeneparameter,
• für die vom Programm zu berücksichtigenden physikalischen Parameter und
• für die Eigenschaften der Objekte.
Im folgenden wird der Aufbau dieser Speicherstrukturen vorgestellt. Ist die Option
aktiv, so wird das betreffende Bit der Struktur gesetzt. Bisher ungenutzte Bits sind
durch ein "X" markiert.
01 11
ambientes Licht
paralleles Licht
Musik
Sound
X
unbenutzt
101
globale Aktion
Aktion bei Identifikation
Aktion bei Kollision
Abbildung 4.1: Die Flags für die globalen Szeneparameter
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01 11
Gravitation
Reibung
Impuls
X X
Elastizität
unbenutzt
X X
Abbildung 4.2: Die Flags für die physikalischen Parameter
0 01 11X
Kollision
gepickt
wird größer
globales Script
Script für Picken
Script für Kollision
beweglich
11
unbenutzt
Abbildung 4.3: Die Flags für die Objekteigenschaften
4.1.7 Matrixschreibweise
Da für die Punkte homogene Koordinaten verwendet werden, ist eine 4x4-Matrix zur
Ausführung der Transformationen erforderlich. Nach [OpenGL93, S. 76] wird in den
OpenGL-Routinen jedoch von einer Matrix-Notation ausgegangen, die von der
C-üblichen Schreibweise für zweidimensionale Felder abweicht. Um eine
Verwechslung der Zeilen bzw. Spalten zu vermeiden, wird die Transformationsmatrix
deshalb als eindimensionales Feld von 16 double-Werten vereinbart. Die Zuordnung
der Elemente wird wie folgt vorgenommen:
M
m m m m
m m m m
m m m m
m m m m
m m m m
m m m m
m m m m
m m m m
=
F
H
GGGGG
I
K
JJJJJ
=
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11 12 13 14
21 22 23 24
31 32 33 34
41 42 43 44
0 1 2 3
4 5 6 7
8 9 10 11
12 13 14 15
75
                                                                                                                         4 Entwurf
4.2 Funktionen
Der Entwurf der benötigten Funktionen erfolgt in Pseudocode unter Benutzung
C-ähnlicher Schlüsselwörter zur Realisierung von Steuerkonstrukten.
4.2.1 Simulationsmanagement
Nachfolgend wird der Entwurf der MainLoop des Programms und der darin
aufgerufenen Funktionen für das Simulationsmanagement ausgeführt. Der Zusammen-
hang zwischen den Funktionen wird in Abschnitt 3.12.3 erläutert.
Entwurf evaMainLoop
void evaMainLoop()
{
Initialisieren der Geräte und Programmvariablen
Laden der Szene
while (Simulation aktiv)
{
Abfrage der Eingabegeräte
Update der Objektpositionen
Abarbeitung der Objektscripte
Kollisionserkennung
Rendering der Szene
}
}
Entwurf evaUpdatePosition
void evaUpdatePosition(double time_span)
{
while (Objektliste nicht leer UND Objekt beweglich)
{
if (Gravitation aktiv)
// Berechnung der Geschwindigkeit durch Gravitation
v v g tz z= + ⋅ ∆
if (Reibung aktiv)
{
// Berechnung des Einflusses des Reibungskoeffizienten f
v v v f tx x x= − ⋅ ⋅ ∆
v v v f ty y y= − ⋅ ⋅ ∆
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v v v f tz z z= − ⋅ ⋅ ∆
}
// neue Position aus Geschwindigkeit und vergangener Zeit berechnen
P P v tx x x= + ⋅ ∆
P P v ty y y= + ⋅ ∆
P P v tz z z= + ⋅ ∆
}
}
Entwurf evaParseScript
void evaParseScript()
{
if (globales Script aktiv)
while (Objektliste nicht leer)
if (Objekt hat globales Script)
Eintrag suchen und Befehl ausführen
if (Kollisionsscript aktiv)
while (Objektliste nicht leer)
if (Objekt hat Kollisionsscript)
Eintrag suchen und Befehl ausführen
if (Identifikationsscript aktiv)
while (Objektliste nicht leer)
if (Objekt hat Script für Identifikation UND ist identifiziert)
Eintrag suchen und Befehl ausführen
}
Entwurf evaCheckCollision
void evaCheckCollision()
{
if (Kollisionserkennung aktiv)
while (Objektliste nicht leer UND Objekt ist beweglich)
{
Berechnung des Objektabstands zu allen nachfolgenden Objekten
if (Abstand < Summe der Hüllradien)
Aufruf der Kollisionsroutine
}
}
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Entwurf evaDoCollision
void evaDoCollision(struct object_struct *object1_ptr,
struct object_struct *object2_ptr)
{
Kollisionsflags für beide Objekte setzen
Berechnung von Geschwindigkeit und Richtung der beiden Körper
}
Entwurf evaDrawScene
void evaDrawScene()
{
Aktivierung der parallelen und Umgebungslichtquelle
while (Objektliste nicht leer)
Auslesen und Aktivieren der Positions- und Scheinwerferlichtquellen
while (Objektliste nicht leer)
Auslesen und Anzeigen der Körper
if (Identifikationsmodus ODER Manipulationsmodus)
Darstellung der Handrepräsentation
}
4.2.2 Scriptfunktionen
Die Funktionen dienen der Konvertierung zwischen den äquivalenten Schreibweisen
des Scripts als Textstring oder Scriptstruktur. Eine weitere Funktion realisiert die
zentrale Ausführung der Scriptbefehle.
Entwurf evaString2Command
void evaString2Command(char script_line[60], struct script_struct *script)
{
Script-Bedingung identifizieren und in Struktur eintragen
Kommando identifizieren und in Struktur eintragen
zum Kommando zugehörige Parameter einlesen und in Struktur eintragen
}
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Entwurf evaCommand2String
void evaCommand2String(struct script_struct *script, char script_line[60])
{
switch (Script-Bedingung)
Schreiben des entsprechenden Strings
switch (Script-Befehl)
Schreiben des Befehlsstrings mit entsprechenden Parametern
}
Entwurf evaDoAction
void evaDoAction(struct object_struct *object_ptr, struct script_struct *script)
{
switch (Script-Befehl)
Ausführen des Befehls mit den entsprechenden Parametern
}
4.2.3 Archivfunktionen
Nachfolgend erfolgt der Entwurf von Funktionen zur Initialisierung der Szene, dem
Allozieren und Initialisieren einer Objektstruktur sowie zum Laden und Speichern
eines Szenefiles:
Entwurf evaClearScene
void evaClearScene()
{
Rücksetzen der globalen Daten auf Standard-Werte
while (Objektliste nicht leer)
Speicherbereich des Objektes freigeben
}
Entwurf evaCreateObject
struct object_struct *evaCreateObject(void)
{
Speicherbereich für Objekt allozieren
Objekt mit Standard-Werten initialisieren
}
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Entwurf evaLoadScene
void evaLoadScene(char filename[12])
{
 Öffnen des Files
while (Dateiende nicht erreicht)
{
Lese Zeile ein
switch (1. Zeichen der Zeile)
{
case '!': // Kommentar gefunden
Zeile überlesen
case '#': // Blockkennzeichen gefunden
{
if (Blockkennzeichen == "EVA-GLOBAL-BEGIN")
{
// Beginn der globalen Daten
Lese Zeile ein
while (Endekennzeichen nicht gefunden)
{
Vergleiche 1. Wort mit gültigen Worten der Archiv-Sprache
if (gültiges Wort gefunden) Lese erwartete Daten ein
else Fehler
}
} // end_if (Blockkennzeichen == "EVA-GLOBAL-BEGIN")
if (Blockkennzeichen == "EVA-OBJECT-BEGIN")
{
// Beginn der Objektdaten
Erzeuge neues Objekt
Lese Zeile ein
while (Endekennzeichen nicht gefunden)
{
Vergleiche 1. Wort mit gültigen Worten der Archiv-Sprache
if (gültiges Wort gefunden) Lese erwartete Daten ein
else Fehler
}
Berechne den Hüllradius des Objektes
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// Einhängen des Objektes in die Objektliste
if (Objektliste leer) Objekt ist 1. Element der Liste
else
{
if (Objekt ist beweglich)
Objekt hinter letztes bewegliches Objekt der Liste einhängen
else
Objekt hinter letztes unbewegliches Objekt der Liste einhängen
} // end_else
} // end_if (Blockkennzeichen == "EVA-OBJECT-BEGIN")
} // end_switch(1. Zeichen der Zeile)
} // end_while (Dateiende nicht erreicht)
Schließen des Files
} // Ende der Ladefunktion "evaLoadScene"
Entwurf evaSaveScene
void evaSaveScene(char filename[12])
{
Öffnen des Files
Schreiben des Dateianfangskennzeichens
Berechnen der Betrachterposition und -orientierung
Schreiben der globalen Daten
while (Objektliste nicht leer)
Schreiben der Objektdaten
Schreiben des Dateiendekennzeichens
Schließen des Files
}
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4.2.4 Funktionen zur graphischen Ausgabe
Es werden Funktionen zur Speicherung einer Konstruktionsvorschrift für die
Standardkörper Quader und Kugel sowie zur Anpassung dieser Körper an die
Objektparameter entworfen:
Entwurf InitBoxList
void InitBoxList()
{
Vergabe eines neuen Identifikators für die Displayliste
Zeichnen der Seitenflächen und Zuordnung der Normalenvektoren
}
Entwurf drawtriangle
void drawtriangle(GLdouble *v1, GLdouble *v2, GLdouble *v3)
{
Zeichnen der Facette
Zuordnung der Normalenvektoren für jeden Punkt der Facette
}
Entwurf normalize
void normalize(double v[3])
{
Berechnung der Länge des Vektors v: d v v v= + +0
2
1
2
2
2
v
v
d0
0
= , v
v
d1
1
= , v
v
d2
2
=
}
Entwurf subdivide
void subdivide(GLdouble *v1, GLdouble *v2, GLdouble *v3, int depth)
{
if (Rekursionstiefe erreicht)
{
Zeichne Facette
Rückkehr aus Rekursionsstufe
}
Berechnung der Punkte, die die Seiten halbieren
Unterteile die 3 Seiten der Facette
}
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Entwurf InitSphereList
void InitSphereList()
{
Vergabe eines neuen Identifikators für die Displayliste
for (i = 0; i < 20; i++) // für alle 20 Facetten des Icosaeders
Unterteile Facette[i]
}
Entwurf DrawBox
void DrawBox(GLdouble position[3], GLdouble size[3],
GLdouble angle[3], GLfloat color[4])
{
Speichern der aktuellen Transformationsmatrix
Festlegen der Objektposition
Skalieren des Objektes
Zuweisung der Objektfarbe
Zuordnung der Materialeigenschaften
Aufruf der Displayliste für das Zeichnen des Standard-Quaders
Wiederherstellen der Transformationsmatrix
}
Entwurf DrawSphere
void DrawSphere(GLdouble position[3], GLdouble size[3],
GLdouble angle[3], GLfloat color[4])
{
Speichern der aktuellen Transformationsmatrix
Festlegen der Objektposition
Skalieren des Objektes
Zuweisung der Objektfarbe
Zuordnung der Materialeigenschaften
Aufruf der Displayliste für das Zeichnen der Standard-Kugel
    Wiederherstellen der Transformationsmatrix
}
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4.2.5 Funktionen zur akustischen Ausgabe
Es erfolgt der Entwurf von Funktionen für die Ausgabe bzw. das Stoppen der
Wiedergabe von Midi- und Wave-Files:
Entwurf PlayMidi
void PlayMidi()
{
if (Midi-File ist vorhanden)
{
Erzeuge ein neues Midi-Objekt aus dem Filenamen
Beginne Abspielen des Files
}
}
Entwurf StopMidi
void StopMidi()
{
if (Midi-File wird gespielt) Abspielen stoppen
}
Entwurf PlayWave
void PlayWave()
{
if (Wave-File ist vorhanden)
{
Erzeuge ein neues Wave-Objekt aus dem Filenamen
Beginne Abspielen des Files
}
}
Entwurf StopWave
void StopWave()
{
if (Wave-File wird gespielt) Abspielen stoppen
}
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4.2.6 Funktionen zur Matrixberechnung
Der Entwurf eigener Funktionen zur Matrixberechnung wurde notwendig, da sich die
von OpenGL zur Verfügung gestellten Funktionen für den Zweck der freien
Nutzerbewegung als ungeeignet erwiesen haben (siehe Abschnitt 3.12.5). Die für die
Berechnung benutzten Transformationsmatrizen wurden [Pester93] entnommen.
Entwurf evaInitMatrix
void evaInitMatrix(double M[16])
{
initialisiere die Transformationsmatrix mit der Einheitsmatrix I =
F
H
GGGG
I
K
JJJJ
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
}
Entwurf evaTranslate
void evaTranslate(double x, double y, double z, double M[16])
{
multipliziere die Elemente der Transformationsmatrix mit der Translationsmatrix
T
x
y
z
=
F
H
GGGG
I
K
JJJJ
1 0 0
0 1 0
0 0 1
0 0 0 1
}
Entwurf evaRotateX
void evaRotateX(double phi, double M[16])
{
multipliziere die Elemente der Transformationsmatrix mit der Rotationsmatrix
Rx ϕ
ϕ ϕ
ϕ ϕ
b g = −
F
H
GGGG
I
K
JJJJ
1 0 0 0
0 0
0 0
0 0 0 1
cos sin
sin cos
}
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Entwurf evaRotateY
void evaRotateY(double phi, double M[16])
{
multipliziere die Elemente der Transformationsmatrix mit der Rotationsmatrix
Ry ϕ
ϕ ϕ
ϕ ϕ
b g =
−
F
H
GGGG
I
K
JJJJ
cos sin
sin cos
0 0
0 1 0 0
0 0
0 0 0 1
}
Entwurf evaRotateZ
void evaRotateZ(double phi, double M[16])
{
multipliziere die Elemente der Transformationsmatrix mit der Rotationsmatrix
Rz ϕ
ϕ ϕ
ϕ ϕb g =
−F
H
GGGG
I
K
JJJJ
cos sin
sin cos
0 0
0 0
0 0 1 0
0 0 0 1
}
Entwurf evaTransponateMatrix
void evaTransponateMatrix(double M[16])
{
transponiere die Transformationsmatrix:
M M
m m m m
m m m m
m m m m
m m m m
m m m m
m m m m
m m m m
m m m m
t
T
T
= =
F
H
GGGG
I
K
JJJJ =
F
H
GGGG
I
K
JJJJ
11 12 13 14
21 22 23 24
31 32 33 34
41 42 43 44
11 21 31 41
12 22 32 42
13 23 33 43
14 24 34 44
}
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4.2.7 Fehlerbehandlung
Zur Fehlerbehandlung steht eine zentrale Fehlerfunktion zur Verfügung:
Entwurf evaError
void evaError(int error_number)
{
switch (Fehlernummer)
Erzeugen eines Dialogs mit der entsprechenden Fehlerausschrift
}
4.2.8 Hilfsfunktionen
Es werden Entwürfe für Funktionen zur Berechnung der Position bzw. Orientierung
des Betrachters aus der Transformationsmatrix sowie zur Abstandsermittlung zweier
Körper vorgenommen:
Entwurf evaCalculatePosition
void evaCalculatePosition(double M[16], double *x, double *y, double *z)
{
// Auslesen der entsprechenden Matrixelemente
x M= 3
y M= 7
z M= 11
}
Entwurf evaCalculateRotation
void evaCalculateRotation(double M[16],
double *alpha, double *beta, double *gamma)
{
// Berechnung der Winkel
α = arctan /M M9 10c h
β = −arcsin M 8c h
γ = arctan /M M4 0c h
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// Entscheidung, welche Winkel korrekt sind
if ( cos sinβ γ ε⋅ − >M 4 ) // β und/oder γ falsch
if ( cos sinβ pi γ ε⋅ + − >b g M 4 ) Komplementwinkel für β wählen
if ( cos sinβ γ ε⋅ − >M 4 ) Komplementwinkel für γ wählen
if ( cos sinβ α ε⋅ − >M 9 ) Komplementwinkel für α wählen
}
Entwurf evaCalculateDistance
double evaCalculateDistance(struct object_struct *object1_ptr,
struct object_struct *object2_ptr)
{
Berechnung der Enfernung E x x y y z z= − + − + −1 0
2
1 0
2
1 0
2b g b g b g
}
4.3 Zusammenfassung
Es wurde der Entwurf der im Programm benutzten Datenstrukturen vorgenommen
sowie eine Lösung zur schnellen Verarbeitung der Objektscripts vorgestellt. Die
Umwandlung in eine leicht auszuwertende Struktur besitzt gegenüber der
Speicherung als String starke Vorteile im Laufzeitverhalten. Weiterhin wurden
Vereinbarungen zur Anordnung der Flags getroffen, die ebenfalls auf eine
Beschleunigung der Programmausführung abzielen.
Das Dateiformat für die Archivierung der Szene wurde in erweiterter Backus-Naur-
Form verbindlich festgelegt. Der Entwurf der benötigten Funktionen erfolgte in
Pseudocode-Notation.
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5 Implementation und Test
5.1 Implementation
Im Hauptpfad der Applikation befinden sich das ausführbare Programm (eva.exe)
und die Konfigurationsdatei (eva.cfg). Die Konfigurationsdatei enthält zur Zeit nur
ein Byte, welches angibt, ob die 3D-CyberBat für die Steuerung benutzt werden soll.
Dementsprechend wird die Laufzeitbibliothek für das Eingabegerät geladen
(owldll32.dll). Ist keine 3D-CyberBat vorhanden, so kann das Programm auch
über die Tastatur bedient werden (siehe dazu Abschnitt 5.2.1).
Die erstellten Szenedateien befinden sich ebenfalls im Hauptpfad, sie können aber
auch an einer anderen Stelle gespeichert werden. Für sie wurde die Dateikenn-
zeichnung "*.eva" zur Unterscheidung von anderen Dateiformaten vereinbart.
5.1.1 Die Unterverzeichnisse des Programms eva
/MIDI: enthält ausgewählte MIDI-Dateien zum Abspielen in der Szene als
Hintergrundmusik.
/RES: enthält die Ressourcen des Programms, d. h. seine Icons und den Toolbar.
Diese Ressourcen werden nur für die Programmentwicklung und zur Compilierung
benötigt, zur Laufzeit sind sie in die ausführbare Datei integriert. Es sind dies die
Dateien eva.ico, eva.rc2, evadoc.ico, icon1.ico und toolbar.bmp.
/WAV: enthält verschiedene WAV-Dateien zum Abspielen bei Ereignissen, wie z. B.
bei Kollision, Identifizierung u. ä.
5.1.2 Die Quelldateien des Programms eva
command.cpp, command.h: Definition und Implementation der Dialog-
klasse, die alle gültigen Script-Befehle anzeigt.
condit.cpp, condit.h: Definition und Implementation der Dialogklasse,
die alle gültigen Script-Bedingungen anzeigt.
eva.cpp, eva.h: Definition und Implementation der Klasse eva-Applikation.
Hier werden die Objekte der verschiedenen Klassen instanziiert und initialisiert.
eva.mak: enthält das Makefile für die Compilierung des Projektes. Visual C++
legt dann einen Project Workspace (*.mdp) an, der noch zusätzliche Informationen,
wie z. B. letzte Position in der Online-Hilfe u. a., speichert.
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eva.rc: enthält Art, Position und Daten aller Resourcen des Projektes, d. h. die
vollständige Layout-Beschreibung der Oberfläche.
evadoc.cpp, evadoc.h: Definition und Implementation der Document-
Klasse. Diese ist für das Laden und Speichern der Dokumente zuständig.
evapp1_1.cpp, evapp1_1.h: Definition und Implementation der einzelnen
Dialogklassen für die Objekteigenschaften (Properties).
evapp2_1.cpp, evapp2_1.h: Definition und Implementation der einzelnen
Dialogklassen für die Programmeigenschaften.
evaprop1.cpp, evaprop1.h: Definition und Implementation der Klasse
PropertySheet für die Objekteigenschaften. Das PropertySheet ist ein Fenster, welches
seine Kindfenster im Stil eines Aktenordners anzeigt. Die einzelnen Kindfenster sind
über eine Griffleiste zugänglich (siehe Abbildungen 5.5 bis 5.8).
evaprop2.cpp, evaprop2.h: Definition und Implementation der Klasse
PropertySheet für die Programmeigenschaften (siehe Abbildungen 5.9 - 5.13).
evaview.cpp, evaview.h: Definition und Implementation der
View-Klasse. Sie erlaubt die Sicht auf die geladenen Dokumente und stellt in diesem
Fall das Fenster auf die geladene Szene zur Verfügung.
eva_disp.cpp, eva_disp.h: Definition und Implementation der
Matrixoperationen und Anzeigeroutinen.
eva_type.h: Definition der verwendeten Konstanten und Strukturen.
eva_obj.cpp, eva_obj.h: Definition und Implementation der Objekt- und
Scriptfunktionalität.
mainfrm.cpp, mainfrm.h: Definition und Implementation der Klasse
MainFrame. Diese ist die Schnittstelle für die Bedienung der Applikation.
midi32.cpp, midi32.h: Definition und Implementation der Klasse MIDI
und ihrer Methoden, die für das Abspielen von Midi-Dateien notwendig sind. Die
Quelltexte dieses Moduls wurden der beiliegenden CD zu [Leinecker95] entnommen.
owldll32.dll, owldll32.h: Definition der Funktionsprototypen und
Konstanten und Zugriff auf die in der Laufzeitbibliothek enthaltenen Funktionen zur
Statusabfrage der 3D-CyberBat.
resource.h: Definition der Konstanten für die Ressourcen.
stdafx.cpp, stdafx.h: Definition und Einbindung der Standard-Include-
files für die Programmierung mit VisualC++ und den Microsoft Foundation Classes.
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wave32.cpp, wave32.h: Definition und Implementation der Klasse WAVE
und ihrer Methoden. Diese ist für das Abspielen kurzer Sounds im WAV-Format
zuständig. Die Quelltexte dieses Moduls wurden der beiliegenden CD zu
[Leinecker95] entnommen.
5.1.3 zusätzlich benötigte Dateien
Um das Programm auszuführen, wird als unabdingbare Voraussetzung das
Betriebssystem Windows95 oder WindowsNT benötigt. Ist weder eine OpenGL-
Bibliothek noch Visual C++ 4.0 installiert, so werden folgende Dateien zur
Programmausführung benötigt: mfc40d.dll, msvcr40d.dll, glu32.dll,
opengl32.dll und dciman32.dll. Diese Laufzeitbibliotheken enthalten die
Definitionen der Microsoft Foundation Classes für die Programmoberfläche bzw. die
OpenGL-Funktionalität.
5.2 Programmbeschreibung
5.2.1 Bedienung mit der Tastatur
Ist keine 3D-CyberBat zur Positionseingabe an das Programm vorhanden, so können
alle Befehle auch über die Tastatur eingegeben werden:
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Abbildung 5.1: Die Tastaturbelegung des Experimentalsystems eva
Nur die grau hervorgehobenen Tasten besitzen zur Zeit eine Funktionalität. Sie haben
folgende Bedeutung:
Zifferntasten 1-5: dienen der Auswahl der Steuerungsmodi in der Reihenfolge des
Toolbars.
Alt-Taste: dient der Umschaltung in die Zweitbelegungen der Steuerungsmodi.
Tasten I, O, P: dienen dem Aufruf der Systemeinstellungen, der Objektparameter
bzw. dem Pausieren und Abspielen der Szene
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Cursortasten: dienen der Bewegung des Betrachters entlang der x- bzw. y-Achse
(auf/ab bzw. links/rechts).
Tasten A, Y: dienen der Bewegung des Betrachters entlang der z-Achse (auf die
Szene zu bzw. von ihr weg).
Tasten C, R: dienen der Rotation des Betrachters um die x-Achse (Neigen).
Tasten D, F: dienen der Rotation des Betrachters um die y-Achse (Gieren).
Tasten X, V: dienen der Rotation des Betrachters um die z-Achse (Rollen).
5.2.2 Die Benutzeroberfläche
Die Benutzeroberfläche der Applikation eva wurde mit VisualC++ 4.0 unter der
Benutzung der Microsoft Foundation Classes entwickelt. Die Kopfzeile der
Oberfläche enthält die für Windows-Programme typischen Buttons für das Beenden,
das Iconisieren und die Vollanzeige des Programms. Darunterliegend befinden sich die
Menüleiste und der Toolbar der Applikation, gefolgt vom Hauptfenster, welches den
Blick auf die geladene Szene repräsentiert. Eine Statuszeile, die kurze Erklärungen zu
den einzelnen Menüpunkten liefert sowie der Anzeige wichtiger Programmdaten
(Framerate, Nummer des aktuellen Frames) dient, schließt die Benutzeroberfläche ab:
Abbildung 5.2: Die Benutzeroberfläche der experimentellen VR-Anwendung eva
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Die Funktionen der Menüleiste werden über die Maus angesprochen, es ergibt sich
folgender Aufbau:
Datei
über eva...Laden
Sichern
Sichern als...
Ende
letzte Datei
?Größe
320 x 200
600 x 400
800 x 600
1024 x 768
Szene
Start/Stop
Restart
Einstellungen
Abbildung 5.3: Die eva-Menüstruktur
Im Dateimenü sind die Funktionen zum Laden und Speichern der Archivdateien bzw.
dem Verlassen des Programms zu finden. Die Speicherung der Datei kann entweder
über den zugeordneten oder über einen neuen Dateinamen erfolgen. Das Programm
speichert die Namen der 3 zuletzt benutzten Dateien, ein Laden dieser Archive ist
ohne Aufruf des Dateiauswahl-Dialogs möglich. Unter dem Menüpunkt "Szene"
können Funktionen zum Starten bzw. Stoppen der Szene-Animation aufgerufen
werden. Der Restart-Eintrag setzt Betrachterstandpunkt und -orientierung auf die im
Szenefile angegebenen Werte zurück. Der Punkt "Einstellungen" erlaubt das
Verändern wichtiger Szeneparameter, wie z. B. die Farbe des Umgebungslichtes, die
Aktivierung der verschiedenen physikalischen Aspekte oder die Auswahl der
Standard-Sounddatei. Die Abbildungen 5.9 - 5.13 zeigen die Dialoge der Szene-
einstellungen.
Abbildung 5.4: Der Toolbar der Applikation eva
Mit dem Toolbar wird der aktuelle Betriebsmodus der Applikation angezeigt. Die
Buttons 1 und 2 signalisieren die Möglichkeit der Betrachterbewegung. Im 1. Modus
wird eine Bewegung (Translation) entlang der 3 Koordinatenachsen ausgeführt, ein
Drücken des linken Buttons der 3D-CyberBat erlaubt die Rotation des Betrachters um
die Achsen. Der 2. Modus ist besonders für die Bewegung durch die Szene geeignet,
er kombiniert eine Achse zur Einstellung der Geschwindigkeit und 2 Achsen zur
Richtungsänderung. Die genaue Spezifikation der Bewegungsarten wurde in
Abschnitt 3.8.1 vorgenommen. Der 3. Button zeigt den Identifikationsmodus an, der
ein Auswählen eines Objektes aus der Szene erlaubt. Die Buttons 4 und 5 sind der
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Manipulation eines Szeneobjektes zugeordnet: sie erlauben die Änderung von Position
und Orientierung bzw. Geschwindigkeit und Richtung des Objektes.
5.2.3 Einstellung der Objekteigenschaften
Die Objekteigenschaften sind mit Hilfe eines PropertySheets einstellbar. Damit
werden Dialoge gleicher Funktion zusammengefaßt, der Auswahl erfolgt über eine
Griffleiste im oberen Teil des PropertySheets:
Abbildungen 5.5 - 5.8: Die Dialoge zur Einstellung der Objekteigenschaften
Der 1. Dialog zeigt alle relevanten Objekteigenschaften wie Name, Position,
Geschwindigkeit usw. an. Die hier aufgeführten Parameter sind nicht editierbar, eine
Erweiterung des Dialogs um diese Funktion kann in einer späteren Version des
Programms erfolgen. Die Farbe des aktuellen Objektes kann im folgenden Dialog mit
Hilfe von Slidern eingestellt werden, ein Vorschaufenster erlaubt die Kontrolle der
resultierenden Farbe. Der 3. Dialog dient der Vergabe der physikalischen Parameter
Elastizität, Reibung und Dichte für das ausgewählte Objekt. Das Script wird im
4. Dialog angezeigt.
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5.2.4 Einstellung der Programmeigenschaften
Für die Einstellung der Programmeigenschaften wurden 5 Dialoge geschaffen, die
ebenfalls in einem PropertySheet zusammengefaßt wurden:
Abbildungen 5.9 - 5.13: Die Dialoge zur Einstellung der Programmeigenschaften
Der 1. Dialog erlaubt die Aktivierung verschiedener Optionen wie Umgebungslicht,
Sound, Scriptabarbeitung oder physikalischer Eigenschaften. Die Dialoge 2 und 3
dienen der Parametereinstellung für das Umgebungslicht bzw. das parallele Licht. In
den Dialogen 4 und 5 wird die Auswahl des aktuellen Midi- bzw. Soundfiles
vorgenommen.
5.3 Test
Der ausführliche Test eines Programmes auf Fehlerfreiheit und stabiles Verhalten auch
bei Fehlbedienungen durch den Nutzer ist in der Regel der letzte Schritt in der
Softwareentwicklung (abgesehen von der Vervollständigung der Dokumentation bzw.
der Systempflege).
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Da die Programmentwicklung mit der Abgabe dieser Diplomarbeit noch nicht beendet
ist, kann noch keine endgültige Aussage über etwaiges Fehlverhalten des Programms
getroffen werden. Jedoch wurde ein Großteil der Programmodule der Implementa-
tionsphase durch Testumgebungen gekapselt, um eine möglichst zeitsparende
Einbindung in das Gesamtsystem zu ermöglichen. Es wurden Blackbox-Tests zum
Prüfen ausgewählter (korrekter) Eingabemuster durchgeführt. Damit kann nicht die
Menge aller möglichen Eingabedaten erfaßt werden, insbesondere nicht der Falsch-
eingaben, sie erlauben jedoch eine positive Aussage für das Verhalten bei korrekten
Eingabedaten.
5.4 Laufzeitverhalten
Um das Laufzeitverhalten des Programms in Abhängigkeit verschiedener Hardware-
konfigurationen zu ermitteln, wurden Tests an den Systemen "Picard" und "Troi"
durchgeführt. Diese Systeme wurden in den Abschnitten 1.4 bzw. 2.1.3 beschrieben.
Es handelt sich hierbei um eine Versuchsreihe, in der eine bestimmte Anzahl von
texturierten Objekten in der Szene dargestellt wird. Der Versuch soll nicht nur den
möglichen Vorteil einer OpenGL-Beschleunigerkarte ermitteln, sondern auch den
Rechenbedarf von Texturen untersuchen.
Die darzustellende Szene besteht aus einer Kugel im Mittelpunkt des
Koordinatensystems. An den Koordinatenachsen wurde im Abstand von jeweils
5 Einheiten je ein Würfel plaziert. Es wurde ein Betrachterstandpunkt entfernt vom
Ursprung eingenommen und die Szene gedreht. Dadurch kam es zur teilweisen
Überdeckung der Körper bzw. wurden einige Körper an der Rändern des
Sichtfensters abgeschnitten. Damit soll eine möglichst realitätsgetreue Situation
nachgebildet werden.
Der Versuch variierte nun sowohl die Anzahl der texturierten Objekte in der Szene als
auch die Auflösung, in der die Szene dargestellt wurde. Die Szene wurde jeweils in
den Auflösungen 320 x 200, 600 x 400, 800 x 600 und 1024 x 768 Pixel berechnet.
Die Anzahl der texturierten Objekte wurde (mit Null beginnend) erhöht, bis alle
Würfel texturiert waren. Das entspricht einer Steigerung um jeweils 6 texturierte
Flächen pro hinzukommenden Würfel, wobei aber jeweils höchstens 3 Flächen eines
Würfels gleichzeitig zu sehen sind. Als Textur wurde ein einfaches Schachbrettmuster
verwandt, welches auf die entsprechende Fläche gemappt wurde.
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Abbildung 5.14: Die Leistungsdaten des Systems "Picard" (P 133MHz)
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Abbildung 5.15: Die Leistungsdaten des Systems "Troi" (PPro 200MHz)
Wie erwartet, ist das System "Troi", welches zudem mit einer höheren Taktfrequenz
betrieben wird, durch die OpenGL-Karte deutlich schneller. In den mittleren
Auflösungen werden Frameraten über 15 Frames/s erreicht, selbst der Vollbildmodus
ist mit einer Rate von 12,1 Frames/s noch akzeptabel. Das System "Picard" zeigt
erwartungsgemäß ein schlechteres Verhalten, das Programm sollte hier nur in den
geringeren Auflösungen betrieben werden. Bei beiden Systemen ist ein starkes
Absinken der Bildzahl bei der Darstellung texturierter Objekte zu beobachten. Ist die
Framerate mit der Einführung eines Würfels mit Schachbrettmuster noch vertretbar,
so ist eine weitere Texturierung als nicht sinnvoll zu erachten. Aufgrund dieser
Testergebnisse wurde auf die Darstellung texturierter Objekte im Basissystem
vollständig verzichtet, eine Demonstration dieser Funktionalität findet in einem
gesonderten Programm statt.
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Das schlechte Abschneiden des Systems "Troi" bei höheren Texturanzahlen trotz einer
spezieller OpenGL-Grafikkarte ist damit zu erklären, daß die ELSA GLoria-8 nicht
über einen speziellen Texturspeicher verfügt. Der Texturspeicher ist für diese Art von
Berechnungen besonders geeignet, erhöht jedoch den Preis für eine solche Karte
stark.
5.5 Zusammenfassung
Zieht man den prototyphaften Charakter des Programms in Betracht, so sind die
erreichten Ergebnisse zufriedenstellend. Durch das Programm läßt sich die Richtigkeit
der gewählten Ansätze praktisch untermauern. Der weitere Ausbau des Programms
und die damit immer auch verbundene Suche nach Fehlern wird durch die
Entwicklungsumgebung von Visual C++ 4.0 ausgezeichnet unterstützt.
Ein Vergleich der getesteten Systeme ist wegen der unterschiedlichen Prozessor-
architekturen und Taktfrequenzen nicht sehr aussagekräftig, dennoch ergibt sich ein
klarer Vorteil für das System mit der OpenGL-Karte. Die Verwendung einer Graphik-
karte, die speziell auf die schnelle Verarbeitung von OpenGL-Befehlen ausgerichtet
ist, läßt ein besseres Laufzeitverhalten des Programms erwarten. Weitere Tests
können genaueren Aufschluß über die Höhe des Performancegewinns geben.
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Ein Hauptziel bei der Weiterführung der begonnenen Entwicklung sollte die
Integration aller Einzelimplementationen in eine Gesamtapplikation sein. Dieses
Vorhaben eines in sich abgeschlossenen Programms scheiterte zum Teil an der
Einarbeitungszeit in die Programmierumgebung von VisualC++ 4.0 und des
Graphikstandards OpenGL. Teilweise mußte jedoch auch mit Rücksicht auf die
verfügbare Hardware eine Beschränkung auf einige wenige Aspekte der Virtuellen
Realität vorgenommen werden.
In der vorliegenden Implementation ist die Simulationszeit mit der Echtzeit identisch.
Das bedeutet, daß die Zeit in der virtuellen Szene genau wie in der Realität verläuft.
Sollen Vorgänge betrachtet werden, die entweder sehr schnell oder sehr langsam
ablaufen (Deformation eines Körpers bzw. Bewegung der Planeten um die Sonne), so
kann die Einführung eines Zeitfaktors die Beobachtung dieser Vorgänge ermöglichen.
Da die einzelnen physikalischen Einflüsse nacheinander betrachtet werden, kann eine
Erweiterung um eine größere Vielfalt physikalischer Gesetze problemlos
vorgenommen werden. Beispielsweise könnte das Erzeugen einer Rotationsbewegung
beim Auftreten eines exzentrischen Stoßes zweier Körper (siehe Abschnitt 2.8.6)
berücksichtigt werden. Die entsprechenden Formeln sind dann in der Simulations-
schleife einzutragen. Eine Änderung des Benutzermenüs ist nur erforderlich, wenn
dieser Effekt in der Simulation zu- bzw. abschaltbar sein soll.
Werden sehr spezielle physikalische Eigenschaften modelliert, die nur unter
bestimmten Bedingungen auftreten, so stellt sich die Frage, ob diese Aspekte generell
im Basissystem integriert werden sollen. Es ist hier abzuwägen, ob die Verfügbarkeit
in den allgemeinen Szenarien für den Nutzer sinnvoll ist oder ob durch den erhöhten
Rechenaufwand eine Verschlechterung der Bedienung auftritt. In einem solchen Fall
ist die Schaffung eines eigenständigen Programms vorzuziehen, welches dann optimal
auf die zu beobachtenden Daten abgestimmt werden kann.
Ein weiterer Ansatzpunkt für eine Weiterentwicklung stellt die Programmierung der
verwendeten Objekte und der Funktionen zu deren Manipulation dar. Es erscheint
zweckmäßig, eine objektorientierte Programmierung der Szeneobjekte vorzunehmen.
Ein Objekttyp kann als eigene Klasse implementiert werden, alle Manipulationen an
einem instanziierten Objekt (Identifikation, Deformation, Scriptfunktionen, ...) finden
nur über die klasseneigenen Methoden statt. Damit kann gleichzeitig sichergestellt
werden, daß nur zulässige Operationen am Objekt ausgeführt werden können. Über
objektorientierte Mechanismen wie Vererbung und Polymorphie können vorhandene
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Eigenschaften und Methoden weitergegeben und neue Klassen von Objekten
geschaffen werden. Weiterführende Betrachtungen zur Objektorientierung in VR-
Systemen sind in [Baumgärtel96] zu finden.
Wird eine ähnlich vielfältige Scriptsprache angestrebt, wie sie beispielsweise mit
Superscapes SCL vorliegt, so stehen der Vergrößerung der Scriptfunktionalität für die
Objekte keine Hindernisse entgegen. Die Scriptsprache von eva kann sowohl um
weitere Bedingungen als auch Befehle ergänzt werden. Mögliche Erweiterungen
könnten außerdem die Einführung einer Schalterfunktion für andere Objekte
beinhalten, z. B. kann ein Objekt bei seiner Identifizierung eine Aktion bei einem
anderen auslösen, ohne sichtbar mit ihm verbunden zu sein.
Zusätzlich ist es denkbar, die Nutzeraktionen in einer Szene zu speichern. Position
und Orientierung des Betrachters sind durch Tastendruck oder Bewegung der 3D-
CyberBat bestimmt. Werden nun alle Bewegungen des Nutzers gespeichert
(ausreichend ist dazu ein Byte pro Frame), ist seine Lage jederzeit rekonstruierbar.
Mit dieser Datenaufzeichnung ist es möglich, Animationssequenzen zu erstellen, die
vorbestimmt sind, aber vom Rechner in Echtzeit berechnet werden. Denkbar wäre ein
solches Vorgehen bei der Demonstration des Systems gegenüber einem unerfahrenen
Nutzer. An einem beliebigen Punkt der Animation kann er dann die Steuerung
übernehmen.
Besonders wichtig erscheint die Schaffung eines eigenen Editors zu Erstellung der
Szenen für die Applikation. Die Eingabe der Daten über einen Texteditor kann nur als
Lösung während der Entwicklungsphase des Systems akzeptiert werden. Ist das
endgültige Modell der Körperbeschreibung festgelegt, so sind dementsprechend
Konvertierungsfunktionen für Körper anderer Konstruktionsprogramme sinnvoll, um
auf die vielfältigen Designs schon vorhandener Körper zurückgreifen zu können.
Wie in Abschnitt 2.6.5 ausgeführt, erfolgt die Beschränkung auf zunächst wenige
Grundkörper nur aufgrund des Experimentalcharakters dieser Arbeit. Eine
Erweiterung um zusätzliche Körper ist problemlos möglich. Eine Frage, die dabei
jedoch geklärt werden muß, ist die genaue Art der benutzten Geometrien.
Grundsätzlich stehen zwei Möglichkeiten zur Verfügung: der weitere Ausbau der
Körpervielfalt durch CSG-Primitive und die Schaffung komplexerer Gebilde durch
Kombination der Primitive in CSG-Bäumen oder die Umstellung des Körpermodells
auf ein reines BRep-Modell, welches ein Einladen komplexer Körpergeometrien
erlaubt, die aus externen Editoren stammen können. Die Vor- und Nachteile dieser
Ansätze wurden bereits in den Abschnitten 2.6 und 3.3 erörtert.
OpenGL erlaubt die Verwendung verschiedener Mittel, um eine bessere Darstellung
der Szene zu erreichen. Beispielsweise kann durch die Ausnutzung der Material-
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parameter der Eindruck lichtemittierender Körper geschaffen werden; ein Umstand,
der besonders für die Anzeige von Lichtquellen geeignet ist. Es kann jedoch ein
erhöhter Rechenaufwand für das Einbinden weiterer Effekte erwartert werden.
Im Bemühen um ein photorealistischeres Aussehen der Objekte nimmt die
Verwendung von Texturen eine Schlüsselstelle ein. Jedoch wird die Texturierung von
Flächen von der ELSA GLoria-8 nicht durch spezielle Hardware unterstützt. Die
Nutzung von Texturen verursacht eine deutliche Verschlechterung der Framerate. Auf
eine Verwendung im Basissystem wurde deshalb verzichtet. Hier ist das Anliegen um
eine zufriedenstellende Framerate höher einzuschätzen als eine realistische
Texturierung der Szeneobjekte.
Eine Fortführung der in Abschnitt 5.3 beschriebenen Tests wird empfohlen, um
zuverlässige Daten über eine Laufzeitverbessung durch den Einsatz von Spezial-
hardware zu gewinnen. Die Verwendung einer OpenGL-Beschleunigerkarte bewirkt
eine deutliche Steigerung der Framerate. Es ist jedoch zu beachten, daß der Preis
einer solchen Karte noch sehr hoch ist. Der Erwerb einer OpenGL-Karte, die zudem
auf eine schnelle Texturverarbeitung ausgerichtet sein sollte, ist nur für die
Verfolgung längerfristiger Projekte dieser Art sinnvoll.
Um die Nutzerinteraktion mit dem System weiter zu verbessern, kann die Einbindung
anderer Eingabegeräte wie z. B. der Spacemouse oder eines Datenhandschuhs
untersucht werden. Insbesondere die Benutzung eines Datenhandschuhs verspricht
wegen der Andersartigkeit der Programmbedienung durch Gesten neue Erkenntnisse
für Interaktionsmechanismen. Auch die Einbindung der Spracheingabe bzw. -ausgabe
in den Nutzerdialog ist verstärkt in Applikationen der Virtuellen Realität zu finden.
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1. Das vorgestellte Hybridmodell aus CSG-Modell für die Datenspeicherung und
BRep-Modell für die weitere Grafikverarbeitung ist für die Verwendung im
Rahmen dieser Arbeit besonders geeignet und stellt einen ausgewogenen
Kompromiß dar.
2. Ein tieferes Verständnis der ablaufenden physikalischen Gesetzmäßigkeiten in der
realen Welt ist eine Voraussetzung für das Modellieren virtueller Welten.
3. Eine Vereinfachung physikalischer Gesetzmäßigkeiten ist legitim, wenn diese dem
Nutzer nicht störend bewußt wird. Vereinfachungen können zum Zweck der
Verbesserung des Laufzeitverhaltens oder zum leichteren Verständnis eines
Modells vorgenommen werden.
4. Eine visuelle Rückkopplung der Nutzeraktionen in Echtzeit dient dem Eindruck
einer realistischen Simulation. Deshalb sind Einschränkungen des Modells in Kauf
zu nehmen, um eine ausreichende Framerate zu gewährleisten. Sie bestimmt
wesentlich die Akzeptanz der Simulation.
5. Die 3D-CyberBat ist für die Nutzerinteraktion im vorliegenden Experimental-
system geeignet. Kleinere Mängel bestehen in der Genauigkeit der Positions-
auflösung.
6. Der für die 3D-CyberBat entworfene Umschaltmechanismus ist ein einfach
erlernbarer und durch die entsprechende visuelle Rückkopplung im Toolbar gut
nachvollziehbarer Mechanismus zur Steuerung. Mit ihm läßt sich die Benutzung
der 6 Freiheitsgrade durch ein 3D-Eingabegerät realisieren.
7. Die Verwendung von Flags zur Statusanzeige bewirkt durch die einfache
Auswertungsmöglichkeit Vorteile im Laufzeitverhalten. Entsprechend positiv ist
die Umwandlung der Scriptbefehle aus einer Textdarstellung in eine leicht
nutzbare Scriptstruktur zu werten.
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