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Abstract
We consider the problem of fixed frequency acoustic scattering from
a sound-soft flat screen. More precisely the obstacle is restricted to a
two-dimensional plane and it scatters acoustic waves to three-dimensional
space. The model is particularly relevant in the study and design of re-
flecting sonars and antennas. Our main result is that given the plane
where the screen is located, a single far-field pattern determines the ex-
act shape of the screen. It is true even for screens whose shape is an
arbitrary simply connected smooth domain. This is in stark contrast with
earlier single measurement inverse scattering results where only polygonal
scatterers are determined, or other very restrictive a priori conditions are
imposed.
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1 Introduction
1.1 Antennas
The motivation for the study of wave scattering from thin and large ob-
jects lies in the antenna theory. The starting point for this was when
the Prussian Academy announced an open competition about who could
be the first to show the existence or non-existence of electromagnetic
(EM) waves in 1879. The existence of these waves were predicted fifteen
years earlier by the mathematical theory of James Clerk Maxwell [31].
The competition was won in 1882 by young Heinrich Hertz, in favour of
Maxwell’s theory. He did this by constructing a dipole antenna radiating
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EM waves which he could measure. It is needless to mention the im-
portance which this experiment together with Maxwell’s theory has had
for modern society. Hertz’s antenna consisted of two identical perfectly
conducting planar bodies, in his case squares, which create radiating EM
waves. Since, by reciprocity, radiating antennas are identical to receiving
antennas, the theory of antennas is closely connected to EM scattering
and inverse scattering theory.
A key question in antenna design for scientific radio arrays is how to
choose the antenna topology so that its impedance and radiation pattern
are frequency independent (FI) over a wide range of frequencies and, si-
multaneously, the radiation pattern supports beamforming. Well-known
examples of FI antennas include log-periodic, log-spiral, and UHF frac-
tal antennas on high-frequencies. While proven good for extremely wide
band work, these are heavy and complicated structures and thus not cost-
efficient for extremely large arrays.
Instead of relying on traditional antenna forms, we aim to derive gen-
eral principles for designing antennas with frequency independent charac-
teristics. A major step in such a design strategy is to solve the inverse
scattering problem: given a far-field, which antenna shape produces it?
In this paper we study the technically easier accoustic scattering problem.
1.2 Mathematical background
The problem of inverse scattering with reduced measurement data has
gained a lot of interest lately. Traditionally determining a scatterer from
far-field measurements requires sending all possible incident waves and
recording the corresponding far-field patterns. The method of using com-
plex geometrical optics solutions and infinitely many far-field measure-
ments in the fixed frequency setting was pioneered by Sylvester and Uhlmann
in [37], and was the first method for uniquely determining an arbitrary
smooth enough scattering potential by far-field measurements. The field
has grown extremely fast since then, almost to the point of saturation,
and we will only point the reader towards the surveys in [39] for refer-
ences up to 2003, which gives a good picture of the situation except for
scattering in two dimensions, which was solved by Bukhgeim [8] in 2007
and improved by sevaral authors, e.g. [3, 7,14,18,22].
In many applications the scatterer is impenetrable, or we are only in-
terested in its shape or location. The shape determination problem is
known as Schiffer’s problem in the literature [12]. M. Schiffer showed
that a sound-soft obstacle (with non-empty interior) can be uniquely de-
termined by infinitely many far-field patterns. The proof appeared as a
private communication in the monograph by Lax and Phillips [27]. Linear
sampling [11] and factorization [24] methods were developped and they
are very well suited for shape determination, also from the numerical point
of view. These were applied in the context of screens in electromagnetic
scattering to determine the shape and location of the screen [9], also nu-
merically. However these methods require the full use of infinitely many
far-field patterns.
There was still much to improve: counting dimensions shows that a
single far-field (a mapping Sn−1 → C) should be enough to determine
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the shape (a manifold of dimension n− 1). Colton and Sleeman reduced
the requirements to finitely many far-field patterns [13]. It is widely con-
jectured that the uniqueness for Schiffer’s problem follows from a single
far-field pattern [12, 23], and the situation for a general shape is wide
open. This brings in the current results. Various authors proved at
roughly the same time in the recent past that polyhedral sound-soft ob-
stacles are uniquely determined by a single far-field pattern in various
settings [1, 10, 16, 28–30, 35]. Part of these results apply also for screens
as long as the screen is polygonal. So far there is no proof for the unique
determination of an obstacle’s shape by one far-field pattern without re-
strictive a priori assumptions. The results in [19] come very close: the
obstacle can be any Lipschitz domain as long as its boundary is not an
analytic manifold. It does not allow screens, which is our focus.
An alternative approach which has gained interest recently, is to con-
sider what can be determined with less data, e.g. one measurement, in the
setting of penetrable scatterers which were usually treated with various
methods based on the Sylvester–Uhlmann [37] or Bukhgeim [8] papers.
Much of the recent work taking this point of view uses unique continua-
tion results and precise analysis on the behaviour of Fourier transforms
of the characteristic functions of various shapes [2,4–6,20,21,34]. A very
interesting point of view is determining the so-called convex scattering
support [25, 26] by one far-field measurement. Again, none of the above
are applicable to screens per se.
Our work in this paper shows that a single far-field uniquely determines
the shape of a smooth flat screen. Our methods are based on new ideas,
which are partly motivated by the study of certain integral operators
in [32,33]. Our method shows that the far-field is actually the restriction
of the two-dimensional Fourier transform of a function supported on the
screen to a ball of radius k, the wavenumber. We then show that the shape
of the screen is exactly the support of that function. This latter part
involves a delicate analysis of the Taylor coefficients of the scattered wave
at the screen, but it leads to our main theorem: that Schiffer’s problem
is uniquely solvable for flat screens on a plane in three dimensions.
1.3 Definitions and Theorems
Let us go forward to the mathematics. We start by defining what we
mean by a screen and the scattering problem from screens. Then we
state our three main theorems. They give representation formulas for
the scattered wave, the far-field pattern, and the unique solvability of
Schiffer’s problem for determining the shape of a scattering screen using
a single incident wave. In Section 2 we prove the representation formulas,
and then in Section 3 we solve the inverse problem.
We consider the scattering of a two dimensional sound-soft and flat
obstacle Ω in three dimensional space. We will assume that Ω is an open
subset of R2 × {0}.
Definition 1.1. We call a set Ω ⊂ R3 a screen, if Ω = Ω0 × {0} for
some simply connected bounded smooth domain Ω0 ⊂ R
2 which we call
its shape.
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The scattering of acoustic waves by Ω leads to the study of the Helmholtz
equation (∆+ k2)u = 0 where the wave number k is given by the positive
constant k = ω/c where c is the constant speed of sound in the back-
ground fluid (air, water, etc) and ω is the angular frequency of the wave.
The pressure of the total wave vanishes on the boundary of a sound-soft
obstacle, and the total wave is a sum of the incident and scattered waves.
This leads to the following set of partial differential equations.
Definition 1.2. We define the direct scattering problem for a screen Ω
as follows. Given an incident wave ui satisfying (∆ + k
2)ui = 0 in R
3
and a screen Ω, the direct scattering problem has a solution if there is
us ∈ H
1
loc(R
3 \ Ω) that satisfies the following conditions
(∆ + k2)us = 0, R
3 \ Ω, (1.1)
ui(x) + us(x) = 0, x ∈ Ω, (1.2)
r
( ∂
∂r
− ik
)
us = 0, r →∞, (1.3)
where r = |x| and the limit is uniform over all directions xˆ = x/r ∈ S2 as
r →∞.
There are a few things above that we should clarify. By H1loc(R
3 \ Ω)
we mean the set of distributions ψ on R3 \ Ω for which ψ|U ∈ H
1(U)
for any bounded convex open set U ⊂ R3 \ Ω. Secondly, since strictly
speaking us is not defined on Ω, by (1.2) we mean that the Sovolev trace
of us both from above (x3 > 0) and below (x3 < 0) coincides, and is equal
to −ui on Ω.
We shall start by showing a representation formula (1.4) for solutions
us of the direct scattering problem for the screen. This is mainly done
so that the reader would get a better intuition about this type of prob-
lems. This formula is well known, and it gives a unique solution to the
direct problem [36]. After that we will show that the far-field, defined
below, corresponding to a single given non-trivial incident wave uniquely
determines the screen Ω. We remark that the far-field pattern exists and
is unique for each us satisfying the following assumptions. See [12] for
reference.
Definition 1.3. Let us satisfy the Sommerfeld radiation condition of
(1.3) and the Helmholtz equation (∆ + k2)us = 0 outside a ball B ⊂ R
3.
We say that u∞s is the far-field of us if
us(x) =
eik|x|
|x|
(
u∞s (xˆ) +O
(
1
|x|
))
uniformly over xˆ as x→∞.
We define some notation which will be useful throughout the whole
text.
• x, y, . . . represent variables in R3, and we associate to them various
projections described below.
• x′, y′, . . . mean variables in R2 or projections to R2. For example if
x = (1, 2, 3) ∈ R3 then in that context x′ = (1, 2) ∈ R2, but we could
have dy′ in an integral over a subset of R2 without having to define
the variable y separately.
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• x0, y0, . . . denote lifts to R3, meaning x0 = (x′, 0). For example if
x′ = (−1,−2) then x0 = (−1,−2, 0). This notation can also be used
as a projection R3 → R2×{0}. So if x = (1, 2, 3) then x0 = (1, 2, 0).
Essentially x′
0
= (x′)0 = x0 and x0
′
= (x0)′ = x′ but we do not use
this combined notation explicitly.
• Φ is reserved for the fundamental solution to (∆ + k2), defined in
Lemma 2.2.
• u+, u− mean the function u restricted to R2 × R+ and R
2 × R−,
respectively. If their variable is in R2 × {0} then they are the two-
sided limits (traces) as x3 → 0. We often use ∂3u
+ and ∂3u
−. These
are simply the derivatives in the x3-direction of u
+ and u−, respec-
tively. Often this is evaluated on R2×{0} where it then denotes the
one-sided derivative, i.e. the trace of ∂3u
±.
• H˜−1/2(Ω0): this is the set of H
−1/2(R2) distributions whose support
is contained in Ω0, where we recall that Ω0 signifies the shape of a
screen Ω.
Let us discuss the direct scattering problem (1.1)–(1.3) first. In Sec-
tion 2, Proposition 2.4, we will show the well-known representation for-
mula
us(x) =
∫
R2
Φ(x, y0)ρ(y′)dy′ (1.4)
for all x ∈ R3 \ Ω, where
ρ(y′) = ∂3u
+
s (y
0)− ∂3u
−
s (y
0) (1.5)
is an element of H˜−1/2(Ω0) and the integral in (1.4) is interpreted as a
distribution pairing between ρ and the smooth test function Φ restricted
to the screen. Taking the trace x→ Ω in (1.4) and recalling that us = −ui
on Ω in the sense of traces, (1.2), we get
ui(x) = −
∫
R2
Φ(x, y0)ρ(y′)dy′. (1.6)
Now, for any candidate solution us ∈ H
1
loc(R
3 \ Ω), it solves the direct
problem (1.1)–(1.3) if and only if ρ, as defined above, is in H˜−1/2(Ω0)
and is the solution to (1.6). More precisely, given ρ solving the integral
equation, we can define us by (1.4), and it would solve the direct scattering
problem. This was shown in Theorem 2.5 in [36]. Theorem 2.7 in the same
source proves that (1.6) has a unique solution ρ ∈ H˜−1/2(Ω0) given any
ui ∈ H
1/2(Ω0).
Our main contributions are the following.
Theorem 1.4. Let Ω ⊂ R3 be a screen and us satisfy the direct scattering
problem for some incident field ui and screen Ω. Then its far-field has the
representation
u∞s (xˆ) =
1
4pi
〈(
∂3u
+
s − ∂3u
−)(y0), e−ikxˆ·y0〉
y′
(1.7)
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for xˆ ∈ S2. If ∂3u
+
s − ∂3u
−
s is integrable on Ω, this formula is equivalent
to
u∞s (xˆ) =
1
4pi
∫
R2
e−ikxˆ·y
0(
∂3u
+
s − ∂3u
−)(y0)dy′.
Theorem 1.5. Let Ω, Ω˜ ⊂ R3 be screens and k ∈ R+. Let ui be an
incident wave and us, u˜s be scattered waves that satisfy the direct scattering
problem for screens Ω, Ω˜, respectively.
If ui is not antisymmetric with respect to R
2×{0} and u∞s = u˜
∞
s , then
Ω = Ω˜. If it is antisymmetric then u∞s = u˜
∞
s = 0 for any screens Ω, Ω˜.
2 Representation theorems
In this section we will prove that solutions to the direct scattering problem
satisfy (1.4). In essence we present the well-known but very condensed
argument of [36] in more detail for the convenience of the readers. We
will start with representation formulas for smooth functions and then
approximate the H1-smooth us. At the end of the section we will prove
Theorem 1.4.
Lemma 2.1. Let D ⊂ R3 be a bounded domain whose boundary is piece-
wise of class C1 and let ν denote the unit normal vector to the boundary
∂D directed to the exterior of D. Then, for u, v ∈ C2(D) we have Green’s
second formula∫
D
(v∆u− u∆v)dx =
∫
∂D
(∂u
∂ν
v − u
∂v
∂ν
)
ds (2.1)
where ds is the surface measure of ∂D.
Proof. Theorem 3 in Appendix C.2 of [17].
Lemma 2.2. Let D ⊂ R3 be a bounded domain whose boundary is piece-
wise of class C1 and k ∈ R+. Let
Φ(x, y) =
eik|x−y|
4pi|x− y|
for x, y ∈ R3, x 6= y. Then for any ϕ ∈ C2(D) and x ∈ R3 \ ∂D we have∫
D
Φ(x, y)(∆ + k2)ϕ(y)dy =
∫
∂D
(
Φ(x, y)∂νϕ(y)− ϕ(y)∂νΦ(x, y)
)
ds(y)
+
{
0, x ∈ R3 \D,
−ϕ(x), x ∈ D.
(2.2)
Proof. We have (∆ + k2)ϕ bounded and y 7→ Φ(x, y) integrable for any
x, so∫
D
Φ(x, y)(∆ + k2)ϕ(y)dy = lim
r→0
∫
D\B(x,r)
Φ(x, y)(∆ + k2)ϕ(y)dy.
6
Green’s second formula (2.1) applied to the integral on the right gives
. . . =
∫
D\B(x,r)
(∆ + k2)Φ(x, y)ϕ(y)dy
+
∫
S(x,r)∩D
(
Φ(x, y)∂νϕ(y)− ϕ(y)∂νΦ(x, y)
)
ds(y)
+
∫
∂D\B(x,r)
(
Φ(x, y)∂νϕ(y)− ϕ(y)∂νΦ(x, y)
)
ds(y).
The first integral here vanishes because (∆y+k
2)Φ(x, y) = 0 when y 6= x.
The integral over ∂D\B(x, r) gives the second term in the claim when
r → 0 because Φ, ∂Φ are integrable since x /∈ ∂D. Let us estimate the
first term in the first boundary integral. We have∫
S(x,r)∩D
Φ(x, y)∂νϕ(y)ds(y) =
∫
S(x,r)∩D
eikr
4pir
∂ν(y)ds(y)
and by the ML-inequality we have∣∣∣∣∣
∫
S(x,r)∩D
Φ(x, y)∂νϕ(y)ds(y)
∣∣∣∣∣ ≤ 14pir supy∈S(x,r)∩D |∇ϕ(y)|4pir2 → 0
as r → 0 because |∇ϕ| has a uniform bound in D. In the last integral we
have ∂nuΦ(x, y) = −∂r
(
eikr/(4pir)
)
= −ikeikr/(4pir) + eikr/(4pir2). The
integral involving ikeikr/(4pir) can be estimated as above to conclude that
it vanishes when r → 0. The remaining integral is
−
eikr
4pir2
∫
S(x,r)∩D
ϕ(y)ds(y)
= −
eikr
4pir2
∫
S(x,r)∩D
(
ϕ(y)− ϕ(x)
)
ds(y)−
eikr
4pir2
ϕ(x)s
(
S(x, r) ∩D
)
.
We have |ϕ(y)− ϕ(x)| ≤ supξ∈D |∇ϕ(ξ)||x− y| so the absolute value of
the first integral above can be estimated as
. . . ≤
sup |∇ϕ|
4pir2
∫
S(x,r)∩D
|x− y|dy =
sup |∇ϕ|
4pir2
rs
(
S(x, r) ∩D
)
→ 0
as r → 0. The remaining term proves the claim in each of the cases x ∈ D,
x ∈ R3 \D.
Lemma 2.3. Let D ⊂ R3 be a bounded domain with smooth boundary
and k ∈ R+. Let us ∈ H
1(D) with (∆ + k2)us ∈ L
2(D). Then
us(x) = −
∫
D
Φ(x, y)(∆ + k2)us(y)dy
+
∫
∂D
(
Φ(x, y)∂νus(y)− us(y)∂νΦ(x, y)
)
ds(y) (2.3)
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for x ∈ D in the distribution sense. For x ∈ R3 \D we have
0 = −
∫
D
Φ(x, y)(∆ + k2)us(y)dy
+
∫
∂D
(
Φ(x, y)∂νus(y)− us(y)∂νΦ(x, y)
)
ds(y) (2.4)
in the distribution sense. Here the boundary integrals involving ∂νus are
to be interpreted as distribution pairings between a H−1/2(∂D) function
and a test function.
Proof. We will prove only the first case, namely x ∈ D. The second one
follows similarly. Let (ϕj)
∞
j=0 be a sequence of smooth functions defined
on D such that
‖us − ϕj‖H1(D) +
∥∥(∆ + k2)(us − ϕj)∥∥L2(D) → 0
as j → ∞. Such a sequence exists, for example by convolving us with a
mollifier ψε, as in ϕj = (us ∗ ψ1/j)|D.
We have Φ(x, y) = Ψ(x − y) for Ψ(z) = exp(ik|z|)/(4pi|z|) which is
locally integrable in R3. Hence the first term in the right-hand side of
(2.3), equal to Ψ ∗ (∆+ k2)us, can be approximated by Ψ ∗ (∆+ k
2)ϕj in
the L2(D)-sense.
For any x ∈ D the second integral in (2.3) is well defined because
y 7→ Φ(x, y) and y 7→ ∂νΦ(x, y) are smooth on the smooth manifold ∂D.
Moreover the x-dependence is smooth, so the mapping
us 7→
∫
∂D
us(y)∂νΦ(x, y)ds(y)
is bounded H1(D)→ H1/2(∂D)→ C0(D) and similarly
us 7→
∫
∂D
Φ(x, y)∂νus(y)
)
ds(y)
is bounded H1(D) → H−1/2(∂D) → C0(D) when the integral is inter-
preted as a distrubion pairing between a H−1/2(∂D)-function and a test
function. The continuity does not necessarily hold up to the boundary.
Because ϕj → us in H
1(D) and the trace operators map Tr : H1(D) →
H1/2/D), ∂ν : H
1(D) → H−1/2(∂D), so the boundary integrals with
us replaced by ϕj converge to the corresponding ones in C
0(D), namely
uniformly over compact subsets of D.
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In conclusion, for a test function ψ ∈ C∞0 (D) we have
〈us, ψ〉 = lim
j→∞
〈ϕj , ψ〉
= lim
j→∞
〈
−
∫
D
Φ(x, y)(∆ + k2)ϕj(y)dy
+
∫
∂D
(
Φ(x, y)∂νϕj(y)− ϕj(y)∂νΦ(x, y)
)
ds(y), ψ(x)
〉
x
=
〈
−
∫
D
Φ(x, y)(∆ + k2)us(y)dy
+
∫
∂D
(
Φ(x, y)∂νus(y)− us(y)∂νΦ(x, y)
)
ds(y), ψ(x)
〉
x
so the equality holds in D ′(D).
Proposition 2.4. Let Ω ⊂ R3 be a screen, k ∈ R+ and Φ the fundamental
solution from Lemma 2.2. Let us ∈ H
1
loc(R
3 \ Ω). If (∆ + k2)us = 0 in
R
3 \ Ω and it satisfies the Sommerfeld radiation condition, then
us(x) =
∫
R2
Φ(x, y0)(∂3u
+
s − ∂3u
−
s )(y
0)dy′ (2.5)
for x ∈ R3 \ Ω. Also y′ 7→ (∂3u
+
s − ∂3u
−
s )(y
0) is in H˜−1/2(Ω0), and
more precisely the integral above represents the distribution pairing of a
H˜−1/2(Ω0)-function with the smooth test function Φ restricted to R
2×{0}
on the y-variable.
Proof. Fix x ∈ R3 \ Ω. Let D ⊂ R3 be a bounded smooth domain for
which x ∈ D and Ω ⊂ ∂D and furthermore we want this set to be on
top of Ω, namely that its boundary normal pointing to the interior at Ω
is e3 and not −e3. Let R > supz∈D |x− z|. We will use the formulas of
Lemma 2.3 on D, which has Ω on its boundary, and B(x,R) \D.
Firstly note that since (∆+ k2)us = 0 only the boundary integrals on
the right-hand sides of (2.3) and (2.4) remain. We will se the first integral
as is, namely
us(x) =
∫
∂D
(
Φ(x, y)∂Dν us(y)− us(y)∂
D
ν Φ(x, y)
)
ds(y), (2.6)
where we denote by ∂Dν the internal boundary normal derivative of D,
applied to functions on D. We will have the integrals in (2.4) to be over
the set B(x,R) \ D. The boundary of this set is S(x, r) ∪ ∂D, and the
boundary normal pointing to its interior is −e3 on Ω ⊂ ∂(B(x,R) \ D).
We will split the boundary integral accordingly, and in the integral over
∂D we denote by ∂Dcν the external boundary normal derivative applied to
9
function on B(x,R) \D. In conclusion (2.4) becomes
0 =
∫
S(x,R)
(
Φ(x, y)∂νus(y)− us(y)∂νΦ(x, y)
)
ds(y)
+
∫
∂D
(
Φ(x, y)(−∂Dcν )us(y)− us(y)(−∂
Dc
ν )Φ(x, y)
)
ds(y). (2.7)
Finally, by interior elliptic regularity we see that us is continuous (in fact
real analytic) in some neighbourhood of x. Also, because x is outside of
∂D and S(x,R), the individual boundary integrals above are continuous.
Hence the equality in the sense of distributions is in fact a pointwise
equality for continuous functions. In other words, both of (2.6) and (2.7)
hold as continuous functions. We still remind that the integrals involving
∂νus represent distribution pairings for an element of H
−1/2(∂D) with
that of a smooth Φ.
Let us add (2.6) and (2.7). By smoothness, ∂Dν Φ = ∂
Dc
ν Φ. Note that
two-sided Sobolev traces of H1-functions yield identical resuts, so the
integrals of us∂
D
ν Φ and us∂
Dc
ν Φ in (2.6) and (2.7) cancel out. The sum
then gives
us(x) =
∫
S(x,R)
(
Φ(x, y)∂νus(y)− us(y)∂νΦ(x, y)
)
ds(y)
+
∫
∂D
Φ(x, y)
(
∂Dν us − ∂
Dc
ν us
)
(y)ds(y). (2.8)
Note that as R→∞ the first integral in (2.8) vanishes because us satisfies
the Sommerfeld radiation condition. Also, us is C
1 outside of Ω by elliptic
interior regularity, so the second integral’s integrand is zero when y /∈ Ω.
Thus, letting R→∞ gives
us(x) =
∫
Ω
Φ(x, y)
(
∂Dν us − ∂
Dc
ν us)(y)dy
which implies the claim as ∂Dν us = ∂3u
+
s and ∂
Dc
ν us = ∂3u
−
s on Ω ⊂
R
2 ×{0}. Furthermore, as above, since us is C
1 outside of Ω, we see that
∂3u
+
s − ∂3u
−
s = 0 outside of Ω, so the integrand in the statement is in
H˜−1/2(Ω0), as claimed.
With the proposition above, we are almost ready to prove the formula
for the far-field of a wave scattered by a screen, Theorem 1.4. But first
let us prove a lemma.
Lemma 2.5. Let k ∈ R+ and K ⊂ R
3 be a nonempty compact set. Then
lim
r→∞
sup
|x|=r
sup
y∈K
|x|
∣∣∣∣∂αy (eik|x−y||x− y| − eik|x||x| e−ikxˆ·y
)∣∣∣∣ = 0
for any multi-index α ∈ N3 with |α| ≤ 1. Recall that xˆ = x/|x|.
Proof. The case of |α| = 0 is well known, see for example the proof of
Theorem 2.5 in [12]. For |α| = 1 we will instead show the equivalent
statement with ∂αy replaced by ∇y . Recall the following differentiation
rules
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• ∇y|x− y|
s = −s x−y
|x−y|
|x− y|s−1 for all s ∈ R,
• ∇ye
ik|x−y| = −ik x−y
|x−y|
eik|x−y|, and
• ∇ye
−ikxˆ·y = −ikxˆe−ikxˆ·y.
These imply that
∇y
(
eik|x−y|
|x− y|
−
eik|x|
|x|
e−ikxˆ·y
)
= −ik
x− y
|x− y|
eik|x−y|
|x− y|
+
x− y
|x− y|
eik|x−y|
|x− y|2
+ ikxˆ
eik|x|
|x|
e−ikxˆ·y
= −ik
(
x− y
|x− y|
− xˆ
)
eik|x−y|
|x− y|
− ikxˆ
(
eik|x−y|
|x− y|
−
eik|x|
|x|
e−ikxˆ·y
)
+
x− y
|x− y|
eik|x−y|
|x− y|2
.
Let us consider the three types of terms above. To prove the estimate, let
us take the absolute value and multiply by |x|. The last one gives
|x|
∣∣∣∣ x− y|x− y| eik|x−y||x− y|2
∣∣∣∣ = |x||x− y|2 → 0
uniformly as y ∈ K, |x| = r and r →∞. The first term gives
|x|
∣∣∣∣−ik( x− y|x− y| − xˆ
)
eik|x−y|
|x− y|
∣∣∣∣ = k |x||x− y|
∣∣∣∣ x− y|x− y| − x|x|
∣∣∣∣
where can still estimate∣∣∣∣ x− y|x− y| − x|x|
∣∣∣∣ = ∣∣∣∣ x− y|x− y| |x| − |x− y||x| − y|x|
∣∣∣∣ ≤ ||x| − |x− y|||x| + |y||x| ≤ 2 |y||x|
because ||x| − |x− y|| ≤ |y| by the triangle inequality. Thus the first term
also tends to zero uniformly as r →∞. Lastly, the second one is estimated
as
|x|
∣∣∣∣−ikxˆ(eik|x−y||x− y| − eik|x||x| e−ikxˆ·y
)∣∣∣∣ = k|x|∣∣∣∣eik|x−y||x− y| − eik|x||x| e−ikxˆ·y
∣∣∣∣
which tends to zero uniformly because this is the case |α| = 0 proven at
the beginning of this proof.
Proof of Theorem 1.4. By the definition of the far-field there is a finite
constant C > 0 independent of x such that∣∣∣u∞(xˆ)− |x|e−ik|x|us(x)∣∣∣ ≤ C
|x|
when |x| → ∞. Let us denote ρ(y′) = (∂3u
+
s − ∂3u
−
s )(y
0). Then (2.5)
gives
u∞s (xˆ) = lim
|x|→∞
|x|e−ik|x|
〈
ρ(y′),Φ(x, y0)
〉
y′
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should the limit exist. The distribution pairing is over y′ ∈ R2. We can
rewrite
|x|e−ik|x|
〈
ρ(y′),Φ(x, y0)
〉
=
〈
ρ(y′), |x|e−ik|x|Φ(x, y0)− e−ikxˆ·y
0
/(4pi)
〉
y′
+
1
4pi
〈
ρ(y′), e−ikxˆ·y
0〉
y′
.
We can write the C1-test function on the second line as
|x|e−ik|x|Φ(x, y0)− e−ikxˆ·y
0
/(4pi)
=
e−ik|x||x|
4pi
(
eik|x−y
0|
|x− y0|
−
eik|x|
|x|
e−ikxˆ·y
0
)
which convergest to zero in the C1 topology over y′, and a fortiori y0,
restricted to any compact set by Lemma 2.5. Note that the C1-seminorms
are taken with respect to the y′-variable, and the absolute value makes the
e−ik|x| that doesn’t appear in the lemma disappear. Hence the application
of the lemma is allowed. Elements of H˜−1/2(Ω0) act well on C
1-functions,
so the distribution pairing with ρ and the test function tends to zero. Thus
lim
|x|→∞
|x|e−ik|x|
〈
ρ(y′),Φ(x, y0)
〉
y′
=
1
4pi
〈
ρ(y′), e−ikxˆ·y
0
〉
y′
as claimed.
3 Solving the inverse problem
We are ready to tackle the inverse problem in this section.
Lemma 3.1. Let k ∈ R+ and ρ ∈ E
′(R2) be a distribution of compact
support. Let1
u∞s (xˆ) =
1
4pi
〈
ρ, e−ikxˆ·y
0
〉
(3.1)
for xˆ ∈ S2 and where the distribution pairing is over the variable y′ =
(y1, y2) ∈ R
2. Then ρ is uniquely determined by u∞s .
Proof. The operator mapping ρ 7→ u∞s is bounded and linear E
′(R2) →
C0(S2). This is because xˆ 7→
(
y′ 7→ exp(−ikxˆ · y0)
)
is continuous S2 →
E(R2). So it is enough to show that ρ = 0 if u∞s = 0. Let us assume the
latter. For ξ′ ∈ R2 we have
ρˆ(ξ′) =
1
2pi
〈
ρ, e−iξ
′·y′
〉
where the distribution pairing is over the variable y′ ∈ R2. This looks
similar to the formula (3.1) in the statement. We can rewrite
−ikxˆ · y0 = −ik(xˆ1, xˆ2, xˆ3) · (y1, y2, 0) = −i(kxˆ1, kxˆ2) · (y1, y2).
1If ρ is integrable then u∞s (xˆ) =
1
4pi
∫
R2
e−ikxˆ·y
0
ρ(y′)dy′.
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Thus
u∞s (xˆ) =
1
2
ρˆ(kxˆ1, kxˆ2). (3.2)
The left-hand side is zero for all xˆ ∈ S2. When xˆ goes through the whole
of S2, the sum including only two of the squares, xˆ21 + xˆ
2
2, goes through
the whole interval (0, 1). Alternatively
ρˆ(ξ′) = 2u∞s
(
ξ1/k, ξ2/k,
√
k2 − ξ21 + ξ
2
2/k
)
= 0
for all |ξ′| ≤ k. Since ρ has compact support, ρˆ can be extended to an
entire function on C2. Since it vanishes on an open subset of R2 it must
be the zero function. Hence u∞s = 0 implies ρ = 0.
Lemma 3.2. Let (∆ + k2)ui = 0 in R
3. Let Ω ⊂ R3 be a screen and us
satisfy the direct scattering problem 1.2. Denote
ρ(x′) = ∂3u
+
s (x
0)− ∂3u
−
s (x
0)
for x′ ∈ R2 and its properties are given in Proposition 2.4. If ui(x
′, x3) 6=
−ui(x
′,−x3) for some x ∈ R
3 then
Ω0 = supp ρ (3.3)
for the shape Ω0 of the screen Ω.
Proof. The function ρ is a well-defined H−1/2(Ω0)-function by Proposi-
tion 2.4 so in particular supp ρ ⊂ Ω0. It remains to prove that Ω0 ⊂
supp ρ.
Assume the contrary, that Ω0 is not contained in the support of ρ.
Then neither is Ω0 because if Ω0 ⊂ supp ρ then Ω0 ⊂ supp ρ = supp ρ.
Because Ω0 is an open set and supp ρ is closed there is x
′
0 ∈ Ω0 and r > 0
such that B(x′0, r) ⊂ Ω0 \ supp ρ.
Let us study the behaviour of us in the tube B(x
′
0, r)×R. We have ρ =
0 on B(x′0, r). Recall formula (1.4), which combined with the vanishing
of ρ implies that (∆ + k2)us = 0 in the whole tube, and interior elliptic
regularity implies that us is smooth there. In addition the formula implies
that us(x1, x2, x3) = us(x1, x2,−x3) for all x in the tube. The vanishing
of ρ gives ∂3u
+
s = ∂3u
−
s on the base of the tube. These two imply that
actually ∂3us(x
′, 0) = 0 for x′ ∈ B(x′0, r).
We have the following
us = −ui, (3.4)
∂3us = 0 (3.5)
on B(x′0, r)×{0}. Let us calculate the higher order derivatives. Note that
∂j3 and (∆ + k
2) commute, and (∆ + k2)us = 0 in the tube. Thus
0 = ∂j3(∆ + k
2)us = (∆+ k
2)∂j3us = (∆
′ + k2)∂j3us + ∂
j+2
3 us
in the tube, and we denote ∆′ = ∂21 + ∂
2
2 . This gives ∂
j+2
3 us = −(∆
′ +
k2)∂j3us. Let us restrict ourselves to B(x
′
0, r) × {0} next. By induction
and (3.4)–(3.5) we see that
∂j3us =
{
(−1)j+1(∆′ + k2)jui, j ∈ 2N,
0, j ∈ 2N+ 1
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on B(x′0, r)×{0}. This can still be simplified! Recall that ui is an incident
wave, so (∆+k2)ui = 0 everywhere. This means that (∆
′+k2)ui = −∂
2
3ui,
and a fortiori (∆′ + k2)juj = (−∂
2
3)
jui everywhere by the commutating
of ∂23 and (∆
′ + k2). This implies
∂j3us =
{
−∂j3ui, j ∈ 2N,
0, j ∈ 2N + 1.
(3.6)
The other derivatives, ∂1 and ∂2 commute with each other and ∂3, so
finally we have
∂αus =
{
−∂αui, α3 ∈ 2N,
0, α3 ∈ 2N+ 1
(3.7)
on B(x′0, r)× {0} for all multi-indices α ∈ N
3.
Let us define
u˜i(x) =
1
2
(
ui(x1, x2, x3) + ui(x1, x2,−x3)
)
for all x ∈ R3. This satisfies the Helmholtz equation everywhere, and is
an incident wave because ui is one. We see that
∂αu˜i(x) =
1
2
(
∂αui(x1, x2, x3) + (−1)
α3∂αui(x1, x2,−x3)
)
so
∂αu˜i =
{
∂αui, α3 ∈ 2N,
0, α3 ∈ 2N + 1
(3.8)
on B(x′0, r) × {0}. By (3.7) we see immediately that ∂
αus = −∂
αu˜i on
the base of the tube for all α ∈ N3. Both functions us and −u˜i satisfy the
Helmholtz equation not only in the tube but also in R3 \ B(0, R), where
R > 0 is large enough that Ω ⊂ B(0, R). Solutions of the Helmholtz
equation are real-analytic. Because their Taylor-expansions at (x′0, 0) are
equal, the functions are equal in the component of
(
B(x′0, r)×R
)
∪
(
R
3 \
B(0, R)
)
that contains (x′0, 0), so in particular us = −u˜i in all of R
3 \
B(0, R).
The function us satisfies the Sommerfeld radiation condition, so so
does u˜i. On the other hand (∆ + k
2)u˜i = 0 in all of R
3, so u˜i is the zero
function2, which means that ui is antisymmetric with respect to R
2×{0},
a contradiction. Hence Ω0 ⊂ supp ρ.
The solution to the inverse problem of determining a screen Ω from
the knowledge of a single incident wave ui and the corresponding far-field
u∞s scattered from the screen comes from a combination of determining ρ
from the far-field, and then Ω from ρ. There is a slight suprise, namely
that the problem is only solvable for incident waves that are not too
(anti)symmetric. However, one sees that antisymmetry is not the deciding
factor: what matters is whether ui is identically zero on the screen. By
2Use e.g. (2.2) for a larbe ball whose radius grows to infinity. The boundary integral
decreases to zero as was seen for the first integral in (2.8).
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a similar argument as that at the end of the proof of Lemma 3.2, we see
that if ui = 0 on a non-empty open subset of R
2 × {0} then ui(x
′, x3) =
−ui(x
′,−x3) for all x ∈ R
3. It is interesting to see that partial invisibility
is achieved inside thickened screens as long as the incident plane wave
comes from a direction almost parallel to the screen’s normal [15]. The
direction of incident waves seems very important in scattering from objects
that are thin in one direction.
Proof of Theorem 1.5. Theorem 1.4 and Lemma 3.1 imply that ρ = ρ˜
when u∞s = u˜
∞
s . If ui is not antisymmetric with respect to R
2×{0} then
Ω0 = supp ρ = supp ρ˜ = Ω˜0
by Lemma 3.2. Because Ω0 is a smooth domain, we have Ω0 = intΩ0,
and similarly for Ω˜0. Thus the equation above implies Ω0 = Ω˜0 and by
lifting, Ω = Ω˜.
If ui is antisymmetric then ui = 0 everywhere on R
2×{0} and us = 0
satisfies all conditions of the direct scattering problem. Since solutions
to the direct scattering problem (1.2) are unique by [36, Thms 2.5–2.7],
this is the only solution. Thus us = u˜s = 0 and the same holds for their
far-fields. This is irrespective of the shape of Ω, Ω˜ ⊂ R2.
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