In this paper, the integral mean value method is employed to handle the general nonlinear Fredholm integro-differential equations under the mixed conditions. The application of the method is based on the integral mean value theorem for integrals. By using the integral mean value method, an integro-differential equation is transformed to an ordinary differential equation, then by solving it, the obtained solution is transformed to a system of nonlinear algebraic equations to calculate the unknown values. The efficiency of the approach will be shown by applying the procedure on some examples. In this respect, a comparison with series pattern solutions, obtained by some analytic methods, is given. For the approximate solution given by integral mean value method, the bounds of the absolute errors are given. The Mathematica program of the integral mean value method based on the procedure in this paper is designed.
Introduction
The integro-differential equations (IDEs) arise from the mathematical modeling of many scientific phenomena. Nonlinear phenomena, that appear in many applications in scientific fields can be modeled by nonlinear integrodifferential equations. In fact, a physical event can be modeled by the differential equation, an integral equation (IE) or an integro-differential equation (IDE) or a system of these. Several numerical and analytical methods were used such as the successive approximation method [1, 2, 3, 4, 5, 6] . In this paper, a review of the integral mean value method is given and then its application is extended to the general nonlinear Fredholm integro-differential equations. Also, a comparison with two analytic methods, namely Adomian decomposition method (ADM) and homotopy perturbation method (HPM), is given. We consider the mth-order nonlinear 
K(x,t)F(u(t))dt, x ∈ [a, b], (1.1) where F(u(x)) is a function of u(x), K(x,t) is the kernel of the integro-differential equation, λ is a parameter, g(x)
is the data function, f r (x) is a function with respect to x, and u(x) is the unknown function that will be determined. We consider the Eq. where a r j , b r j , c r j and µ j are functions with respect to x, and c, a < c < b, is a constant. For the linear case, it is assumed that F(u(x)) = u(x). Many methods fail to handle the Eq. (1.1) under the mixed conditions (1.2) or, they may need significant more computation time and computer hardware requirements. This study shows that the integral mean value method is a promising tool to handle this type of problems.
Discussion of the methods
In this section, a brief review of the three methods including integral mean value, Adomian decomposition and homotopy perturbation methods is given.
A review of the integral mean value method
The integral mean value method proposed by Loghmani et al [7, 8] , in 2011, for solving the Fredholm integral and integro-differential equations. This method is based on the mean value theorem for integrals and is very suitable for the equations with a separable kernel. The integral mean value method transforms an integro-differential equation to an ordinary differential equation. Then the solution of the obtained ODE is transformed to a system of algebraic equations. By calculating the solutions of the algebraic equations and substituting them into the solution of the ODE, the solution of the governing equation is obtained. To handle the Eq. (1.1), under the mixed condition (1.2), by using the integral mean value method, we can express the procedure as follows 1. Applying the mean value theorem for the Eq. (1.1) yields
3)
2. Solving the Eq. (2.3) under the mixed conditions (1.2) leads
For this step, we use an ODE solver tool of Mathematica, namely DSolve/NDSolve, to find the exact/numerical solution of the Eq. (2.3) under the mixed conditions (1.2).
4. Considering the Eqs. (1.1), (2.3) and (2.4), we find
5. Substituting ξ into (2.6) gives 
A review of the Adomian decomposition and homotopy perturbation methods
Adomian decomposition method [9] , proposed first by Adomian in 1980 and was further developed and improved by Adomian [10, 11, 12] . Homotopy perturbation method [13] , proposed first by He in 1998 and was further developed and improved by He [14, 15] . The homotopy perturbation method is a combination of the classical perturbation technique and homotopy technique. To illustrate the ADM and HPM for solving a general nonlinear problem, consider the following nonlinear problem 8) where N is a general nonlinear operator, B is a linear initial/boundary operator and u is the unknown function that will be determined. The ADM and HPM consist in looking for the solution of Eq.(2.8) in the series form
where u 0 is an initial guess and has the property 10) and the other components of the solution series (2.9) have the property
To construct series pattern solution, given by (2.9), by ADM and HPM, in the first step, the nonlinear operator N is decomposed as 12) where L and N are the linear and nonlinear parts of N respectively. To continue in ADM, the nonlinear operator N is decomposed as
where A n = A n (u 0 , u 1 , ..., u n ) called the Adomian polynomials that are obtained by
Using (2.12), the Eq. 14) by ignoring the condition B(u) = f , the solution of Eq. (2.14) is 
Recalling the condition B(u) = f , we have
Thus, the recurrent relation to find a series pattern solution of Eq. (2.8) by means of ADM is
where n ≥ 1. It is important to notice that the definition of the integral inverse L −1 in (2.18) depends on the condition (2.11). However, the integral inverse
Similarly, to continue in HPM, we construct the following simple homotopy
where p ∈ [0, 1] is an imbedding parameter and y 0 is an initial of Eq. (2.8). In HPM, it is assume that the solution of (2.20) or (2.21) can be expressed as a series in the form
Substituting (2.22) into (2.20) or (2.21), and equating the terms with the identical powers of p, we find
where M(u k ) = A k . Thus, the recurrent relation to find the HPM series pattern solution of Eq. (2.8), for n ≥ 1, is
where L −1 is an integral inverse of L and should be defined according to the condition (2.11) and u 0 is an initial guess which satisfies the condition (2.10). 
25)
this problem gives the initial guess. [16] .
The following equation has a solution
B ( L −1 [A n−1 ] ) = B(u g ),(2.
Test examples
To show the efficiency of the present procedures described in the previous part, we present some examples. For the integral mean value method, the computations will be performed using the program ImeanIDE reported in the Appendix, In the mentioned program, we used y instead of u(ξ ).
Example 3.1. Consider the following linear Fredholm integro
The exact solution is u(x) = −1 + 3x. Using the integral mean value method, we find
and 
(3.33)
The exact solutions are u(x) = e x , (3.34)
e(e(27 + e(8 + e((e − 3)e − 5))) 
Putting to use the integral mean value method, we get
U(x; ξ , u(ξ )) = 2 − e x + 2x − 4x 2 + 2ex 2 + ( −2 + 2e x − 2x − 2ex 2 + 4x 2 ) e −2ξ u 2 (ξ ),(3.{ξ 0, y0} = {a 0 , b 0 }; conditions = {u[0] − 1, u ′ [0] − 1, u[1] − e}; coefficients = {0, 0, 0, 1}; IneamIDE[u 2 , −Exp[x], Exp[x − 2 * t], −1, 1, 3, numerical] Print[ ′′ u(x) = ′′ , Simplify[Simplify[U]/.{%[[1, 1]], %[[1, 2]]}]] Print[ ′′ U(x; ξ , u(ξ )) = ′′ , Simplify[U]]
In the next section, by handling the corresponding Eqs. (2.5) and (2.7), we will obtain an exact solution of the Eq. (3.33). To apply the ADM/HPM for the Eq. (3.33), we first rewrite it in the form
(3.41)
Now, we choose the linear operator as follows 
, it is impossible to improve the accuracy of the solution by increasing the order of approximation. Therefore, the solution series, given by ADM/HPM, is divergent. Thus, by an improper chosen of the linear operator, the ADM/HPM can not construct a convergent series, as a solution, to Eq. (3.33). The Fig. 1 shows the absolute error corresponding the exact solution (3.34), for the corresponding exact solution (3.35)
similar results are obtained. (3.34) . Left: u approx [5] (x), right: u approx [10] (x) and center: u approx [15] (x).
Example 3.3. Consider the following ill-posed problem [4]
The reported exact solution in [4] is u(x) = e −x . Here, we obtain two exact solutions of (3.45) . Recalling the integral mean value method, we obtain
,
and also
, 
(3.52)
Example 3.4. Consider the following nonlinear Fredholm integro-differential problem
The exact solution is u(x) = x. Applying the integral mean value method, we find
) , and
and also 
Thus, from the (2.4) and (3.55), the approximate solution of the Eq. (3.53) is obtained as follows
u approx (x) = 0.9999999999999997x + γ(x), (3.56) where γ(x) = e − x 2 2 ( 4.6936117498711335 + 0.700955417031777Erfi ( x √ 2 )) × 10 −16 .
Computations have been performed with the help of the program ImeanIDE. The list of commands is as follows
(3.58)
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The exact solution is u(x) = x. Employing the integral mean value method, we get 
To construct series pattern solution of the Eq. (3.58) , by using the ADM/HPM, we choose the linear operator as follows 
where α is a solution of the following equation
Comparison and discussion
In this part, a comparison between exact and approximate solutions, to check the accuracy of the integral mean value method, is given. Figs. 2 and 3 show the absolute errors for Example 3.2, given by the integral mean value method. Also, Figs. 4 and 5 show that the solutions given by the integral mean value method, for Example 3.2, are in good agreement with the corresponding exact solutions for a large spatial domain. Moreover, for the approximate solution given by (3.39), we find the absolute error bounds as follows To continue the discussion on the Example 3.4, Fig. 6 shows that the approximate solution given by the integral mean value method is acceptable. Refereing to the Fig. 7 , we find that the solution given by the integral mean value method is in good agreement with the exact solution for a large spatial domain. 
Concluding remarks
In this paper, the integral mean value method was made applicable to the general nonlinear Fredholm integrodifferential equations under the mixed conditions. The results show that the integral mean value method is a promising tool to handle this type of problems. In this study, for all examples the corresponding kernels were separable, then the integral mean value method successfully employed to achieve an accurate solution. For the problem with a nonseparable kernel, the integral mean value method, as a new method, needs an improvement.
