Introduction

Consider a linear time invariant system ẋ (t) = Ax(t) + Bu(t)
to be identified with the pair of matrices (A, B) where A ∈ n×n , B ∈ n×m and = ℝ or ℂ the fields of the real or complex numbers. If state-feedback u(t) = Fx(t) + v(t) is applied to system (▭), Rosenbrock's Theorem on pole assignment (see [1] ) characterizes for the closedloop system
ẋ (t) = (A + BF )x(t) + Bv(t),
the invariant factors of its state-space matrix A + BF . This result can be seen as the solution of an inverse problem; that of finding a non-singular polynomial matrix with prescribed invariant factors and left Wiener-Hopf factorization indices at infinity. To see this we recall that the invariant factors form a complete system of invariants for the finite equivalence of polynomial matrices (this equivalence relation will be revisited in Section ▭) and it will be seen in Section ▭ that any polynomial matrix is left Wiener-Hopf equivalent at infinity to a diagonal matrix Diag ( s k 1 , ..., s k m ) , where the non-negative integers k 1 , ..., k m (that can be as-mial matrices. In the terminology of [2] , P(s) is a polynomial matrix representation of (▭), concept that is closely related to that of polynomial model introduced by Fuhrmann (see for example [3] and the references therein). It turns out that all polynomial matrix representations of a system are right equivalent (see [2] , [3] ), that is, if P 1 (s) and P 2 (s) are polynomial matrix representations of the same system there exists a unimodular matrix U (s) such that P 2 (s) = P 1 (s)U (s). Therefore all polynomial matrix representations of (▭) have the same invariant factors, which are the invariant factors of sI n -(A + BF ) except for some trivial ones.
Furthermore, all polynomial matrix representations also have the same left Wiener-Hopf factorization indices at infinity, which are equal to the controllability indices of (▭) and (▭), because the controllability indices are invariant under feedback. With all this in mind it is not hard to see that Rosenbrock's Theorem on pole assignment is equivalent to finding necessary and sufficient conditions for the existence of a non-singular polynomial matrix with prescribed invariant factors and left Wiener-Hopf factorization indices at infinity. This result will be precisely stated in Section ▭ once all the elements that appear are properly defined. In addition, there is a similar result to Rosenbrock's Theorem on pole assignment but involving the infinite structure (see [4] ).
Our goal is to generalize both results (the finite and infinite versions of Rosenbrock's Theorem) for rational matrices defined on arbitrary fields via local rings. This will be done in Section ▭ and an extension to arbitrary fields of the concept of Wiener-Hopf equivalence will be needed. This concept is very well established for complex valued rational matrix functions (see for example [5] , [6] ). Originally it requires a closed contour, γ, that divides the extended complex plane (ℂ ∪ {∞}) into two parts: the inner domain (Ω + ) and the region outside 
where z 0 is any complex number in Ω + and k 1 ≥ ⋯ ≥ k m are integers uniquely determined by T (s). They are called the left Wiener-Hopf factorization indices of T (s) with respect to γ (see again [5] , [6] ). The generalization to arbitrary fields relies on the following idea: We can identify Ω + ∪ γ and (Ω -∪ γ) ∖ {∞} with two sets M and M ' , respectively, of maximal ideals of ℂ s . In fact, to each z 0 ∈ ℂ we associate the ideal generated by s -z 0 , which is a maximal ideal of ℂ s . Notice that s -z 0 is also a prime polynomial of ℂ s but M and M ' , as defined, cannot contain the zero ideal, which is prime. Thus we are led to consider the set Specm ( ℂ s ) of maximal ideals of ℂ s . By using this identification we define the left Wiener-Hopf equivalence of rational matrices over an arbitrary field with respect to a subset M of Specm ( s ) , the set of all maximal ideals of s . In this study local rings play a fundamental role. They will be introduced in Section ▭. Localization techniques have been used previously in the algebraic theory of linear systems (see, for example, [7] ). In Section ▭ the algebraic structure of the rings of proper rational functions with prescribed finite poles is studied (i.e., for a fixed M ⊆ Specm ( s ) the ring of proper rational functions
q(s) with gcd (g(s), π(s)) = 1 for all (π(s)) ∈ M ). It will be shown that if there is an ideal generated by a linear polynomial outside M then the set of proper rational functions with no poles in M is an Euclidean domain and all rational matrices can be classified according to their SmithMcMillan invariants. In this case, two types of invariants live together for any non-singular rational matrix and any set M ⊆ Specm ( s ) : its Smith-McMillan and left Wiener-Hopf invariants. In Section ▭ we show that a Rosenbrock-like Theorem holds true that completely characterizes the relationship between these two types of invariants.
Preliminaries
In the sequel s will denote the ring of polynomials with coefficients in an arbitrary field and Specm ( s ) the set of all maximal ideals of s , that is, Specm ( s ) = {( π ( s )) : π ( s ) ∈ s , irreducible, monic, different from 1 } .
(id5) Let π ( s ) ∈ s be a monic irreducible non-constant polynomial. Let S = s ∖ ( π ( s )) be the multiplicative subset of s whose elements are coprime with π(s). We denote by π (s) the quotient ring of s by S; i.e., S -1 s :
This is the localization of s at (π(s)) (see [8] ). The units of π (s) are the rational functions
q(s) such that gcd (p(s), π(s)) = 1 and gcd (q(s), π(s)) = 1. Consequentially,
This is a ring whose units are the rational functions u(s) = p(s) q(s) such that for all ideals (π(s)) ∈ M , gcd (p(s), π(s)) = 1 and gcd (q(s), π(s)) = 1. Notice that, in particular, if M = Specm ( s ) then M (s) = s and if M = ∅ then M (s) = (s), the field of rational functions.
Moreover, if α ( s ) ∈ s is a non-constant polynomial whose prime factorization,
, satisfies the condition that (α i (s) ) ∈ M for all i, we will say that α(s) factorizes in M or α(s) has all its zeros in M . We will consider that the only polynomials that factorize in M = ∅ are the constants. We say that a non-zero rational function factorizes in M if both its numerator and denominator factorize in M . In this case we will say that the rational function has all its zeros and poles in M . Similarly, we will say that p(s) q(s) has no poles in M if p(s) ≠ 0 and gcd (q(s), π(s)) = 1 for all ideals (π(s)) ∈ M . And it has no zeros in 
Remark 1
For any M ⊆ Specm ( s ) the ring M (s) is a principal ideal domain (see [9] ) and its field of fractions is ( s ) . Two matrices T 1 (s), T 2 (s) ∈ (s) m×m are equivalent with respect to M if there [10] ) there exist matrices From now on rational matrices will be assumed to be non-singular unless the opposite is specified. Given any M ⊆ Specm ( s ) we say that an m × m non-singular rational matrix has no zeros and no poles in M if its global invariant rational functions are units of M (s). If its global invariant rational functions factorize in M , the matrix has its global finite structure localized in M and we say that the matrix has all zeros and poles in M . The former means that T (s) ∈ Gl m ( M (s)) and the latter that (s) and det U (s), det V (s) are non-zero constants. The following result clarifies the relationship between the global finite structure of any rational matrix and its local structure with respect to any M ⊆ Specm ( s ) . 
• There exist matrices U 1 (s), U 2 (s) invertible in M (s) m×m such that
i.e., •
Proof.-1 ⇒ 2. Since the global invariant rational functions of T L (s) are
and U 2 (s) = W 2 (s)T R (s) it follows that U 1 (s) and U 2 (s) are invertible in M (s) m×m and 
with V 1 (s) and Diag( 
Thus, this set is the ring of proper rational functions, pr (s). 
. Define the following function over ( s ) ∖ { 0 } (see [11] , [12] ):
This mapping is not a discrete valuation of ( s ) if M ' ≠ ∅: Given two non-zero elements 
Consider the subset of ( s ) , M ' (s) ∩ pr (s), consisting of all proper rational functions with poles
, that is, the elements of M ' (s) ∩ pr (s) are proper rational functions whose denominators are coprime with all the polynomials π(s) such that (π(s)) ∈ M ' . Notice that
(a)(b)(c) • n
is an irreducible rational function and a unit of M ' (s),
In particular (c) implies that
Assume that there are ideals in Specm ( s ) ∖ M ' generated by linear polynomials and let
If is algebraically closed, for example = ℂ, and M ' ≠ Specm ( s ) the previous condition is always fulfilled.
The divisibility in M ' (s) ∩ pr (s) is characterized in the following lemma.
and g 2 (s) = n 2 (s)
' (s) after canceling possible common factors. Thus
Notice that condition (▭) means that
' (s) and pr (s).
If n 1 (s) and n 2 (s) are coprime in s and either
Proof.-Suppose that g 1 (s) and g 2 (s) are not coprime. Then there exists a non-unit
is impossible because n 1 (s) and n 2 (s) are coprime. Otherwise, if n(s) is a constant then
It follows from this Lemma that if g 1 (s), g 2 (s) are coprime in both rings M ' (s) and pr (s) then
The following example shows that the converse is not true in general.
Example 7 Suppose that = ℝ and M
is not a unit, n(s) cannot be a con- 
. 
Proof.-Suppose that n 1 (s) and n 2 (s) are not coprime in s . Then there exists a non-constant
. This is impossible, so n 1 (s) and n 2 (s) must be coprime.
. This is again impossible and either
The above lemmas yield a characterization of coprimeness of elements in
excludes at least one ideal generated by a linear polynomial.
Following the same steps as in p. 11 [12] and p. 271 [11] we get the following result. 
Lemma 9 Let
We have seen, in the previous example, that g 1 (s), g 2 (s) are coprime. We show now that the Bezout identity is not fulfilled, that is, there 
If there would be a greatest common divisor, say 
Thus, g 1 (s) and g 2 (s) do not have greatest common divisor. (see [10] , [11] or [12] 
Smith-McMillan form
Under the hypothesis of the last theorem n 1 (s)
form a complete system of invariants for the equivalence in M ' (s) ∩ pr (s) and are called the invariant rational
Recall 
The elements 
Otherwise there is an index k ∈ {2, ..., m} such that
Define now the non-negative integers n i , d i as follows: 
and using (▭), (▭)
In any case
are coprime and
Similarly, since
We call
There is a particular case worth considering:
In this case, we obtain the invariant rational functions of T (s) at infinity (recall (▭)).
Wiener-Hopf equivalence
The left Wiener-Hopf equivalence of rational matrices with respect to a closed contour in the complex plane has been extensively studied ( [5] or [6] ). Now we present the generalization to arbitrary fields ( [13] 
In the following only the left Wiener-Hopf equivalence will be considered, but, by transposition, all results hold for the right Wiener-Hopf equivalence as well.
The aim of this section is to obtain a complete system of invariants for the Wiener-Hopf equivalence with respect to ( M , M ' ) of rational matrices, and to obtain, if possible, a canonical form.
There is a particular case that is worth 
where g 1 ≥ ⋯ ≥ g m are integers uniquely determined by T (s). They are called the left Wiener-Hopf factorization indices at infinity and form a complete system of invariants for the left Wiener-Hopf equivalence at infinity. These are the basic objects that will produce the complete system of invariants for the left Wiener-Hopf equivalence with respect to ( M , M ' ) .
For polynomial matrices, their left Wiener-Hopf factorization indices at infinity are the column degrees of any right equivalent (by a unimodular matrix) column proper matrix. Namely, a polynomial matrix is column proper if it can be written as [14] , p. 388 [15] , [16 
]). Since P(s)V (s) is column proper, it can be written as P(s)V (s) = P c D(s) + L (s) with
(s) ∈ Gl m ( s ) such that T L 2 (s) = B(s)T L 1 (s)U (s). We have that T 2 (s) = T L 2 (s)T R2 (s) = B(s)T L 1 (s)U (s)T R2 (s) = B(s)T 1 (s)(T R1 (s) -1 U (s)T R2 (s)). We aim to prove that B(s) = T L 2 (s)U (s) -1 T L 1 (s) -1 is invertible in M ' (s) m×m and T R1 (s) -1 U (s)T R2 (s) ∈ Gl m ( M (
s)). Since the global invariant rational functions of T L 2 (s) and
and T 2 (s) are left Wiener-Hopf equivalent with respect to ( M , M ' ) .
• the global invariant rational functions of T L 1 (s) and of T L 2 (s) factorize in M , and
• the global invariant rational functions of T R1 (s) and of
Then T L 1 (s) and T L 2 (s) are right equivalent (see the remark previous to Definition ▭). So,
Since . There exist both 
and 
. Therefore,
We prove now the uniqueness of the factorization. Assume that T (s) also factorizes as
with
The 
The following example shows that if all ideals generated by polynomials of degree equal to (id78)
Notice that P(s) has no zeros and no poles in M ∩ M ' = ∅. We will see that it is not possible to find invertible matrices
We can write 
Assume that there exist invertible matrices U 1 (s) ∈ ℝ M ' (s) 2×2 ∩ ℝ pr (s) 2×2 and
Notice first that det U 1 (s) is a nonzero constant and since det P(s) = s ( s 
s . In the same way and using (▭), 
which has a zero at 0. It can be written as P(s) = P 1 (s)P 2 (s) with
where the global invariant factors of P 1 (s) are powers of s (see [4] ). Free and commercial software exists that compute such column degrees. 
Rosenbrock's Theorem via local rings
Symbol ≺ appearing in (▭) is the majorization symbol (see [17] ) and it is defined as fol- 
with equality for j = m.
The above Theorem ▭ can be extended to cover rational matrix functions. Any rational matrix T (s) can be written as 
irreducible rational functions such that 
The proof of this theorem will be given along the following two subsections. We will use several auxiliary results that will be stated and proved when needed.
Necessity
We can give the following result for rational matrices using a similar result given in Lemma 4.2 in [18] for matrix polynomials. 
Lemma 30 Let
It must be pointed out that (g 1 -k 1 , . .., g m -k m ) may be an unordered m-tuple. 
As far as the structure of T (s) at infinity is concerned, let
Then D 2 (s) ∈ Gl( pr (s)) and
where U 1 (s) ∈ pr (s) m×m and D 2 (s)U 2 (s) ∈ pr (s) m×m are biproper matrices. Therefore
Let σ ∈ Σ m (the symmetric group of order m) be a permutation such that
for r = 1, ..., m -1. When r = m the previous inequalities are all equalities and condition (▭) is satisfied. 
Sufficiency
Let a, b ∈ be arbitrary elements such that ab ≠ 1. Consider the changes of indeterminate ) that can be easily proved.
Lemma 32 Let π 1 (s), π 2 (s) ∈ s ∖ (s -a). The following properties hold:
• h (π 1 (s)π 2 (s) ) = h (π 1 (s) )h (π 2 (s) ).
• If π 1 (s) | π 2 (s) then h (π 1 (s) ) | h (π 2 (s) ).
• If π 1 (s) is an irreducible polynomial then h (π 1 (s) ) is an irreducible polynomial.
• If π 1 (s), π 2 (s) are coprime polynomials then h (π 1 (s) ), h (π 2 (s) ) are coprime polynomials. 
In what follows and for notational simplicity we will assume b = 0.
Lemma 33 Let M ' ⊆ Specm ( s ) ∖ {( s -a) } where a ∈ is an arbitrary element of .
• If π ( s ) ∈ s factorizes in M ' then h (π(s)) factorizes in H ( M ' ) .
• If π ( s ) ∈ s is a unit of M ' (s) then t(π(s)) is a unit of H ( M ' ) (s).
Proof.-1. Let π(s) = cπ 1 (s) 
