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Palavras-chave 
 
Sistemas de Controlo Distribuído,  Barramento CAN,  Microcontroladores, 
Controlo Digital 
Resumo 
 
Este trabalho tem como objecto de estudo sistemas de controlo 
distribuído. Este tipo de sistemas está presente em diversas áreas, tais 
como a indústria automóvel, aviónica, automação, domótica, robótica, 
entre outras. Um sistema de controlo distribuído implica que vários 
componentes troquem informação entre si. Essa informação é, 
geralmente, trocada recorrendo a uma rede de comunicação que interliga 
todos os componentes intervenientes no sistema de controlo. 
A distribuição de uma malha de controlo faz-se recorrendo a nós 
fisicamente distintos para a implementação do sensor, do controlador e 
do actuador. O nó controlador é responsável por receber informação do 
nó sensor, processar a mesma e apresentar, em tempo útil, uma 
determinada informação ao nó actuador, proporcionando um 
determinado comportamento ao sistema. Neste trabalho o nó 
controlador tem por base o uso de técnicas de controlo digital, 
nomeadamente controlo adaptativo. Um controlador adaptativo é um 
sistema capaz de modificar o seu comportamento, em resposta a 
variações da dinâmica do processo a controlar ou a variações do ponto de 
funcionamento do processo. Normalmente, estes sistemas de controlo 
têm associado a si nós de processamento relativamente caros, 
nomeadamente computadores. 
Neste trabalho propõem-se desenvolver técnicas de controlo distribuído 
implementadas em microcontroladores de baixo custo, tendo como 
suporte o barramento CAN. 
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Abstract 
 
This thesis main objective is the study of distributed control systems. This 
kind of system is present in several areas, such as automotive industry, 
avionics, automation, home automation, robotics, and so on. A 
distributed control system implies that several components switch 
information between them. This information is, generally, switched using 
a communication network that joins every intervenient components into 
the control system.  
The distribution of a control loop is made by using physically distinct 
nodes for the implementation of the sensor, the controller and the 
actuator. The controller node is responsible for getting information from 
the sensor node, processing it and presenting, in time, certain 
information to the actuator node, providing a certain behavior to the 
system. In this thesis the controller node is based on the use of digital 
control techniques, such as the adaptive control. An adaptive controller is 
a system capable of modifying his behavior, responding to variations of 
the controlled process dynamics or to variations of the process setpoint. 
Normally, associated to them, these control systems have relatively 
expensive processing nodes, such as computers.   
This thesis proposes to develop distributed control techniques, 
implemented in low cost microcontrollers, supported by CAN bus.  
 
 
 
 
 
 
i 
Índice 
Índice ...................................................................................................................................... i 
Lista de Figuras ....................................................................................................................... v 
Lista de Tabelas ..................................................................................................................... ix 
Lista de Abreviaturas .............................................................................................................. xi 
 
1. Introdução ............................................................................................................. 1 
1.1. Estado da Arte ............................................................................................................. 1 
1.2. Motivação ................................................................................................................... 4 
1.3. Pressupostos ................................................................................................................ 5 
1.4. Estrutura da tese .......................................................................................................... 5 
 
2. Conceitos Fundamentais ........................................................................................ 7 
2.1. Sistemas de Controlo Distribuído ............................................................................... 7 
2.2. Sistema de Controlo de Tempo-Real ........................................................................... 9 
2.2.1. Classificação das Restrições Temporais .............................................................. 9 
2.3. Barramentos de Campo ............................................................................................. 10 
2.4. Microcontroladores ................................................................................................... 12 
2.4.1. Componentes de um Microcontrolador ........................................................... 13 
2.4.2. Fabricantes de Microcontroladores .................................................................. 14 
2.4.3. Características dos Microcontroladores PIC ..................................................... 14 
2.5. Fundamentos de Controlo Digital ............................................................................ 15 
2.5.1. Controlo Digital Centralizado ......................................................................... 16 
2.5.2. Controlo digital distribuído ............................................................................. 16 
 
3. Protocolo CAN .................................................................................................... 19 
3.1. História do CAN ...................................................................................................... 19 
3.2. Definições e Características ....................................................................................... 20 
3.3. Modelo OSI .............................................................................................................. 20 
3.3.1. Camada Física ................................................................................................. 21 
3.3.2. Camada de Ligação de Dados .......................................................................... 22 
3.4. Método de Arbitragem .............................................................................................. 22 
ii Índice 
 
3.5. Formato das Tramas ................................................................................................. 24 
3.6. Tipo das Tramas ....................................................................................................... 24 
3.7. Filtragem de Mensagens ............................................................................................ 28 
 
4. Sistema desenvolvido ............................................................................................ 31 
4.1. Introdução ................................................................................................................ 31 
4.2. Módulo de Processamento ........................................................................................ 32 
4.2.1. Unidade de processamento .............................................................................. 33 
4.2.2. Transceiver CAN ............................................................................................. 34 
4.3. Distribuição dos nós ................................................................................................. 35 
4.3.1. Nó Controlador .............................................................................................. 35 
4.3.1.1. Controlo no Computador ................................................................. 36 
4.3.1.2. Controlo no Microcontrolador ......................................................... 36 
4.3.1.3. Interface USB ................................................................................... 37 
4.3.2. Nó Sensor ....................................................................................................... 38 
4.3.2.1. Interface Termopar ........................................................................... 39 
4.3.2.2. Interface Analógico ........................................................................... 40 
4.3.3. Nó Actuador ................................................................................................... 40 
4.3.3.1. Interface de Potência ......................................................................... 41 
4.3.3.2. Interface Electroválvula ..................................................................... 43 
4.3.3.3. Interface Analógico ........................................................................... 44 
4.3.4. Nó Visualizador .............................................................................................. 45 
4.4. Multiplexer de auxílio à programação dos PICs ........................................................ 47 
 
5. Controlo Adaptativo ............................................................................................. 49 
5.1. Introdução ................................................................................................................ 49 
5.2. Identificação de Sistemas .......................................................................................... 50 
5.2.1. Sinais de entrada ............................................................................................. 51 
5.2.2. Critério ........................................................................................................... 51 
5.3. Método dos Mínimos Quadrados ............................................................................. 52 
5.3.1. Implementação Recursiva ................................................................................ 52 
5.3.1.1. Mínimos quadrados pesados com factor de esquecimento ................. 53 
5.3.1.2. Selecção do período de amostragem .................................................. 53 
5.4. Controlador Dahlin .................................................................................................. 54 
 
6. Resultados ............................................................................................................ 57 
6.1. Introdução ................................................................................................................ 57 
6.2. Sistema de Controlo de 1ª Ordem ............................................................................ 58 
6.2.1. Arquitectura do Sistema de Teste .................................................................... 58 
6.2.2. Implementação do Controlador no MATLAB................................................. 60 
Índice iii 
 
6.2.3. Implementação do Controlador no Microcontrolador com período de 
amostragem e sinal de referência gerados no MATLAB ............................................... 62 
6.2.4. Implementação do Controlador no Microcontrolador com período de 
amostragem e sinal de referência gerados no Microcontrolador ................................... 64 
6.3. Sistema de Controlo de um Processo Térmico .......................................................... 66 
6.3.1. Arquitectura do Sistema de Teste ..................................................................... 67 
6.3.2. Implementação do Controlador no MATLAB ................................................. 67 
6.3.3. Implementação do Controlador no Microcontrolador ..................................... 70 
6.3.4. Controlo ON/OFF no Circuito Fechado......................................................... 72 
6.3.4.1. Controlo por Contagem de Ciclos de Rede ....................................... 72 
6.3.4.2. Controlo por Ângulo de Fase............................................................. 73 
 
7. Conclusões .......................................................................................................... 75 
7.1. Conclusões ................................................................................................................ 75 
7.2. Trabalho Futuro ....................................................................................................... 76 
 
8. Bibliografia .......................................................................................................... 77 
 
Anexo A ................................................................................................................................ 81 
Anexo B ................................................................................................................................ 93 
Anexo C................................................................................................................................ 95 
Anexo D ............................................................................................................................... 97 
Anexo E ................................................................................................................................ 99 
Anexo F .............................................................................................................................. 101 
Anexo G ............................................................................................................................. 103 
 
 
  
iv Índice 
 
 
 
v 
Lista de Figuras 
FIGURA 1.1 – DIAGRAMA DE BLOCOS DE UM SISTEMA DE CONTROLO DISTRIBUÍDO. ............... 4 
 
FIGURA 2.1 – SISTEMA DISTRIBUÍDO. ..................................................................................... 8 
FIGURA 2.2 – SISTEMA CENTRALIZADO. .................................................................................. 8 
FIGURA 2.3 – RESTRIÇÕES TEMPORAIS DE UM SISTEMA DE TEMPO-REAL. .............................. 10 
FIGURA 2.4 – MODELO GENÉRICO DO PROTOCOLO WOLDFIP. ........................................... 11 
FIGURA 2.5 – DIAGRAMA DE BLOCOS DE UM MICROCONTROLADOR GENÉRICO [19]. ........... 13 
FIGURA 2.6 – SISTEMA DE CONTROLO DIGITAL CENTRALIZADO. ........................................... 16 
FIGURA 2.7 – SISTEMA DE CONTROLO DIGITAL DISTRIBUÍDO. .............................................. 17 
 
FIGURA 3.1 – MODELO OSI. ................................................................................................. 20 
FIGURA 3.2 – ESPECIFICAÇÃO CAN COM O MODELO OSI. ................................................... 21 
FIGURA 3.3 – NÍVEIS DE TENSÃO NUMA REDE CAN. ............................................................. 22 
FIGURA 3.4 – MÉTODO DE ARBITRAGEM DE ACESSO AO BARRAMENTO CAN. ....................... 23 
FIGURA 3.5 – FORMATO DE UMA TRAMA DE DADOS: (A) FORMATO DE UMA TRAMA PADRÃO; 
(B) FORMATO DE UMA TRAMA ESTENDIDA. ..................................................................... 25 
 
FIGURA 4.1 – DIAGRAMA BLOCOS GERAL DO SISTEMA DESENVOLVIDO. ................................ 31 
FIGURA 4.2 – MÓDULO DETPIC. ........................................................................................ 32 
FIGURA 4.3 – MICROCONTROLADOR PIC18F2580. ............................................................. 33 
FIGURA 4.4 – PINOS DO PIC18F2580. .................................................................................. 33 
FIGURA 4.5 – TRANSCEIVER CAN MCP2551. ........................................................................ 35 
FIGURA 4.6 – PINOS DO MCP2551. ...................................................................................... 35 
FIGURA 4.7 – DIAGRAMA DE BLOCOS DO NÓ CONTROLADOR. .............................................. 36 
FIGURA 4.8 – DIAGRAMA DE BLOCOS DO NÓ CONTROLADOR, COM CONTROLO REALIZADO 
NO COMPUTADOR. ........................................................................................................ 36 
FIGURA 4.9 – DIAGRAMA DE BLOCOS DO NÓ CONTROLADOR, COM CONTROLO REALIZADO 
NO MICROCONTROLADOR. ............................................................................................ 37 
FIGURA 4.10 – MÓDULO DETPIC COM INTERFACE USB. ....................................................... 37 
vi Lista de Figuras 
 
FIGURA 4.11 – MÓDULO UM245R. ..................................................................................... 37 
FIGURA 4.12 – CIRCUITO INTEGRADO FT245R. .................................................................. 37 
FIGURA 4.13 – ESQUEMA ELÉCTRICO DO FT245R. ............................................................... 38 
FIGURA 4.14 – DIAGRAMA DE BLOCOS DO NÓ SENSOR. ....................................................... 39 
FIGURA 4.15 – DIAGRAMA DE BLOCOS DA INTERFACE DO TERMOPAR. ................................. 39 
FIGURA 4.16 – DIAGRAMA DE BLOCOS A INTERFACE ANALÓGICA. ......................................... 40 
FIGURA 4.17 – DIAGRAMA DE BLOCOS DO NÓ ACTUADOR. .................................................. 41 
FIGURA 4.18 – MÓDULO DA INTERFACE DE POTÊNCIA. ....................................................... 41 
FIGURA 4.19 – DIAGRAMA DE BLOCOS DO CONTROLO DE FASE. ........................................... 42 
FIGURA 4.20 – DIAGRAMA DE BLOCOS DO CONTROLO POR CONTAGEM DE CICLOS DE REDE.
 ...................................................................................................................................... 43 
FIGURA 4.21 – DIAGRAMA DE BLOCOS DA INTERFACE DA ELECTROVÁLVULA. ....................... 44 
FIGURA 4.22 – ESQUEMA ELÉCTRICO DA .............................................................................. 44 
FIGURA 4.23 – DIAGRAMA DE BLOCOS DO INTERFACE ANALÓGICO. ..................................... 45 
FIGURA 4.24 – NÓ VISUALIZADOR. ....................................................................................... 45 
FIGURA 4.25 – INTERFACE DO NÓ VISUALIZADOR COM DISPLAY LCD. ................................. 46 
 
FIGURA 5.1 – DIAGRAMA DE BLOCOS DE UM CONTROLADOR ADAPTATIVO GENÉRICO. ........ 50 
FIGURA 5.2 – ERRO DE ESTIMATIVA. ..................................................................................... 51 
FIGURA 5.3 – DIAGRAMA DE BLOCOS DE UM CONTROLADOR AUTO-AJUSTÁVEL [5]. ............. 54 
FIGURA 5.4 – DIAGRAMA DE BLOCOS DO CONTROLADOR DAHLIN. ...................................... 55 
 
FIGURA 6.1 – ARQUITECTURA DO SISTEMA DE CONTROLO DE 1ª ORDEM. ............................ 58 
FIGURA 6.2 – FLUXOGRAMA DO CONTROLO DO SISTEMA DE 1ª ORDEM. ............................... 59 
FIGURA 6.3 – SISTEMA DE CONTROLO DISTRIBUÍDO COM CONTROLADOR NO MATLAB. .. 60 
FIGURA 6.4 – SINAIS DE REFERÊNCIA, SAÍDA, CONTROLO E DE ERRO NO MATLAB. ............. 61 
FIGURA 6.5 – PARÂMETROS DE IDENTIFICAÇÃO E DIAGONAL DA MATRIZ DE COVARIÂNCIA 
NO MATLAB................................................................................................................. 61 
FIGURA 6.6 – SISTEMA DE CONTROLO DISTRIBUÍDO COM CONTROLADOR NO 
MICROCONTROLADOR (1). ............................................................................................ 62 
FIGURA 6.7 – SINAIS DE REFERÊNCIA, SAÍDA, CONTROLO E DE ERRO NO 
MICROCONTROLADOR. ................................................................................................. 63 
FIGURA 6.8 – PARÂMETROS DE IDENTIFICAÇÃO E DIAGONAL DA MATRIZ DE COVARIÂNCIA NO 
MICROCONTROLADOR. ................................................................................................. 64 
FIGURA 6.9 – SISTEMA DE CONTROLO DISTRIBUÍDO COM CONTROLADOR NO 
MICROCONTROLADOR (2). ............................................................................................ 65 
Lista de Figuras vii 
 
FIGURA 6.10 – SINAIS DE REFERÊNCIA, SAÍDA, CONTROLO E DE ERRO NO 
MICROCONTROLADOR. ................................................................................................. 65 
FIGURA 6.11 – PARÂMETROS DE IDENTIFICAÇÃO E DIAGONAL DA MATRIZ DE COVARIÂNCIA 
NO MICROCONTROLADOR. ............................................................................................ 66 
FIGURA 6.12 – ARQUITECTURA DO CONTROLO DO PROCESSO TÉRMICO. ............................. 67 
FIGURA 6.13 – SISTEMA DE CONTROLO DISTRIBUÍDO COM CONTROLADOR NO MATLAB. 68 
FIGURA 6.14 – SINAIS DE REFERÊNCIA, SAÍDA, CONTROLO E DE ERRO NO MATLAB. ............ 68 
FIGURA 6.15 – PARÂMETROS DE IDENTIFICAÇÃO E DIAGONAL DA MATRIZ DE COVARIÂNCIA 
NO MATLAB. ................................................................................................................ 69 
FIGURA 6.16 – SISTEMA DE CONTROLO DISTRIBUÍDO COM CONTROLADOR NO 
MICROCONTROLADOR. .................................................................................................. 70 
FIGURA 6.17 – SINAIS DE REFERÊNCIA, SAÍDA, CONTROLO E DE ERRO NO 
MICROCONTROLADOR. .................................................................................................. 71 
FIGURA 6.18 – PARÂMETROS DE IDENTIFICAÇÃO E DIAGONAL DA MATRIZ DE COVARIÂNCIA 
NO MICROCONTROLADOR. ............................................................................................ 71 
FIGURA 6.19 – CONTROLADOR ON/OFF POR CONTAGEM DE CICLOS DE REDE. .................. 73 
FIGURA 6.20 – CONTROLADOR ON/OFF POR ÂNGULO DE FASE. ......................................... 74 
 
FIGURA A.1 – MÓDULO PCT 13; .......................................................................................... 81 
FIGURA A.2 – PAINEL DE INTERFACE. .................................................................................... 82 
FIGURA A.3 – SISTEMA DE CONTROLO MÓDULO PCT 13. .................................................... 84 
FIGURA A.4 – MÓDULO DE POTÊNCIA. ................................................................................. 84 
FIGURA A.5 – CONTROLADOR DA ELECTROVÁLVULA. ........................................................... 85 
FIGURA A.6 – CIRCUITO IMPRESSO PLACA ELECTROVÁLVULA. ............................................... 86 
FIGURA A.7 – ESQUEMA ELÉCTRICO DA PLACA ELECTROVÁLVULA. ....................................... 86 
FIGURA A.8 – EQUIPAMENTO DE INSTRUMENTAÇÃO HP34970A. ........................................ 87 
FIGURA A.9 – BOMBA DE ÁGUA. ............................................................................................ 87 
FIGURA A.10 – DEPÓSITO DE ÁGUA. ..................................................................................... 88 
FIGURA A.11 – RESPOSTA AO DEGRAU. ................................................................................. 88 
FIGURA A.12 – RESPOSTA AO DEGRAU DO SUBSISTEMA ELECTROVÁLVULA PARA UM CAUDAL 
DE ENTRADA DE 50 CM3/MIN. ......................................................................................... 89 
FIGURA A.13 – RESPOSTA AO DEGRAU DO SUBSISTEMA ELECTROVÁLVULA PARA UM CAUDAL 
DE ENTRADA DE 100 CM3/MIN. ....................................................................................... 90 
FIGURA A.14 – RESPOSTA AO DEGRAU DO SUBSISTEMA ELECTROVÁLVULA PARA UM CAUDAL 
DE ENTRADA DE 200 CM3/MIN. ....................................................................................... 90 
viii Lista de Figuras 
 
FIGURA A.15 – RESPOSTA AO DEGRAU DO SUBSISTEMA ELECTROVÁLVULA PARA UM CAUDAL 
DE ENTRADA DE 280 CM3/MIN. ....................................................................................... 91 
FIGURA A.16 – IDENTIFICAÇÃO SUBSISTEMA ELECTROVÁLVULA. .......................................... 92 
 
FIGURA B.1 – ESQUEMA ELÉCTRICO DA INTERFACE DE ACONDICIONAMENTO DE SINAL DE 
TERMOPARES. ................................................................................................................. 93 
 
FIGURA C.1 – MÓDULO DE INTERFACE ANALÓGICO. ............................................................ 95 
FIGURA C.2 – ESQUEMA ELÉCTRICO DO MÓDULO DE INTERFACE ANALÓGICO. .................... 96 
 
FIGURA E.1 – ESQUEMA ELÉCTRICO DO MULTIPLEXER UART. ............................................. 99 
FIGURA E.2 –  MULTIPLEXER UART. .................................................................................. 100 
FIGURA E.3 – JUMPERS PARA SELECÇÃO DA PORTA DE ENTRADA. ......................................... 100 
 
FIGURA F.1 – ESQUEMA ELÉCTRICO DA INTERFACE DE VISUALIZAÇÃO. ............................... 101 
 
FIGURA G.1 – ESQUEMA ELÉCTRICO DO SISTEMA DE 1ª ORDEM. ......................................... 103 
 
 
 
ix 
Lista de Tabelas 
TABELA 3.1 – FORMATO GENÉRICO DE UMA TRAMA DE DADOS ............................................. 25 
TABELA 3.2 – DESCRIÇÃO DA FILTRAGEM E APLICAÇÃO DE MÁSCARA A UMA MENSAGEM CAN.
 ...................................................................................................................................... 29 
 
TABELA 4.1 – PINOS DO DISPLAY LCD. ................................................................................. 46 
 
TABELA A.1 – CONSTANTES DE TEMPO SUBSISTEMA ELECTROVÁLVULA. ............................... 91 
 
  
x Lista de Tabelas 
 
 
 
xi 
Lista de Abreviaturas 
ADC  Analog Digital Converter 
ALU  Arithmetic Logic Unit 
 
BA  Bus Arbitror 
 
CAN  Controller Area Network 
CPU   Central Processing Unit 
CRC  Cyclic Redundancy Control 
CSMA/CD Carrier Sense Multiple Access with Colllision Detect 
 
DAC  Digital Analog Converter 
DLC  Data Lenght Code 
DLL  Data Link Layer 
 
EEPROM Electrical Erasable Programmable Read-Only Memory 
EOF  End of Frame  
EPROM  Erasable Programmable Read-Only Memory 
 
I/O  Input/Output 
 
LCD  Liquid Crystal Display 
LED  Light-Emitting Diode 
LLC  Logical Link Layer 
 
MAC  Medium Access Control 
 
NCS  Networked Control Systems 
 
OSI  Open Systems Interconection 
OTP  One-Time Programmable 
 
xii Lista de Abreviaturas 
 
PIC  Peripheral Interface Controller 
PL  Physical Layer 
PLC  Programmable Logic Controller 
PLL  Phase Lock Loop 
PRBS  Pseudo-Random Binary Sequence 
PWM  Pulse Width Modulators  
 
RAM  Random-Access Memory 
RISC  Reduced Instruction Set Computer 
ROM  Read-Only Memory 
RTR  Remote Transmission Request 
 
SFR  Special Function Registers 
SOF  Start of Frame 
SRR  Substitute Remote Request 
 
USB  Universal Serial Bus 
 
WDT  Watchdog Timer 
 
ZOH  Zero Order Hold 
 
 
 1 
Capítulo 1 
1. Introdução 
Este trabalho baseia-se no estudo de sistemas de controlo distribuído, baseado em 
microcontroladores interligados por barramento CAN. Este tipo de sistemas está presente em 
diversas áreas, tais como a indústria automóvel, aviónica, automação, domótica, robótica, entre 
outras. Com a evolução tecnológica que se tem sentido nos últimos tempos e com a 
diminuição dos custos de implementação, temos assistido ao aumento fenomenal destes 
sistemas. Adicionalmente, o custo dos microprocessadores/microcontroladores tem vindo a 
diminuir tendencialmente. Deste modo, assiste-se a um aumento da fiabilidade e da 
capacidade de replicação dos controladores. Estes sistemas apresentam uma grande 
flexibilidade, pois é possível alterar, por software, de uma forma rápida e ágil, os sistemas de 
controlo, permitindo assim obter sistemas mais robustos e fiáveis. 
Neste capítulo é feito um breve enquadramento acerca da evolução desta área, seguindo-
se da motivação para o desenvolvimento deste trabalho e alguns pressupostos. Por fim é 
apresentada a estrutura da tese.  
1.1. Estado da Arte 
Com a evolução tecnológica, as redes de comunicação têm aumentado significativamente 
e os sistemas têm-se tornado cada vez mais rápidos e complexos. Este facto tornou real a 
necessidade de controlar os sistemas, de modo a obter melhores resultados, surgindo assim a 
teoria de sistemas de controlo. 
Até ao século XIX, o projecto de sistemas de controlo envolvia apenas o conhecimento 
empírico, isto é, tentativa e erro e uma boa dose de intuição. Só em 1868 é apresentada, por 
Maxwell, a primeira análise rigorosa da estabilidade de um sistema de controlo. A teoria de 
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sistemas de controlo abrange uma área interdisciplinar no ramo da engenharia e da 
matemática, que lida com o comportamento de sistemas dinâmicos. Esta teoria procura 
estabelecer, de um modo quantitativo, as bases fundamentais que regem ao funcionamento dos 
sistemas de controlo, de modo a permitir a sua análise e síntese [1, 2].  
Oliveira [3], explica que controlar é comparar o resultado das acções com padrões 
previamente estabelecidos, com a finalidade de corrigi-las se necessário. 
Nas actividades do quotidiano deparamo-nos frequentemente com sistemas de controlo. 
Muitas vezes nós próprios desenvolvemos acções que envolvem operações de controlo. No 
simples acto de beber um copo de água facilmente se constata que este envolve o movimento, 
de um modo coordenado, de várias partes do nosso corpo, como por exemplo, o braço e a 
mão. Um sistema de controlo é a combinação de componentes que, em conjunto, actuam para 
desempenhar uma determinada função, que cada componente separadamente não conseguiria 
realizar [4].  
A explosão tecnológica do século XX foi acelerada com a chegada dos computadores e dos 
sistemas de controlo, que contribuíram para um enorme avanço no campo da ciência, dando 
origem ao aparecimento de um novo ramo de controlo: o controlo digital.  
O controlo digital começou a ser utilizado na década de 50 do século XX em aplicações 
militares, como o controlo de mísseis e a detecção de aeronaves [5].  
Assim, os sistemas de controlo automático e os computadores permitiram um grande 
avanço na sociedade de hoje e têm agido como catalisadores na promoção do progresso e 
desenvolvimento, facilitando a entrada da sociedade no século XXI [4]. 
O controlo digital aparece como uma forma de upgrade do controlo analógico. Além do 
limite na complexidade das operações realizáveis, os limites e tolerâncias dos componentes 
físicos, constituem para o controlo analógico, uma série de desvantagens. O controlo digital 
trouxe mais-valias, tais como: o aumento do desempenho, a diminuição dos custos, fiabilidade 
e flexibilidade. Adicionalmente, e dada a evolução industrial que se tem feito sentir, o custo 
dos processadores digitais tem vindo a diminuir tendencialmente. Mais ainda, e dado que os 
valores dos coeficientes do controlador não são gerados por componentes físicos, não se 
verificam derivas nos parâmetros do controlador. Deste modo, assiste-se a um aumento da 
fiabilidade assim como da capacidade de replicação dos controladores. A flexibilidade, isto é, a 
capacidade de alterar o controlador por software, reflecte-se como uma estratégia mais ágil e 
mais rápida de ajuste dos sistemas de controlo.  
Sistemas de mecatrónica, sistemas mecânicos e sistemas electrónicos, encontram-se em 
diversificadas aplicações do dia-a-dia, em áreas como a robótica, automação, indústria 
automóvel, aviónica, entre outras. 
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Com o aumento deste tipo de sistemas tem-se verificado que, cada vez mais, se opta por 
soluções distribuídas. A diminuição dos custos de hardware, os avanços na tecnologia de 
comunicação, o crescimento explosivo da Internet e, cada vez mais, a nossa dependência de 
redes para uma ampla gama de aplicações, que vão desde a comunicação social até transacções 
financeiras, têm contribuído para esse crescimento. A descoberta das nanotecnologias e das 
comunicações sem fios abriram novas fronteiras para aplicações como as redes de sensores e os 
computadores portáteis. Existem inúmeros exemplos de sistemas distribuídos, que são 
utilizados na vida quotidiana com uma grande variedade de aplicações. Alguns desses sistemas 
têm como principal objectivo fornecer uma variedade de serviços úteis aos utilizadores, com 
maior ou menor componente computacional. Deste último, a título de exemplo, pode falar-se 
da procura de informação na Internet. Se pensarmos numa pesquisa, a informação percorre 
computadores por todo o mundo, no entanto o processamento computacional é muito 
pequeno [6]. 
Para a redução de custos, melhor utilização de recursos, sistemas de diagnósticos, maior 
flexibilidade, redução da complexidade, partilha de dados, redução de cablagem, 
escalabilidade, entre outras vantagens, surge o conceito de sistemas de controlo distribuído, 
também conhecidos por NCS (Networked Control Systems). A primeira implementação de um 
controlador distribuído surgiu no século XX, na década de 70, na área de controlo de 
processos, tendo-se verificado a sua expansão, na década de 90, a outras áreas, tais como, a 
indústria automóvel, automação, robótica entre outras. Neste seguimento, por volta da década 
de 80, surgiu uma série barramentos de campo [7]. 
Os sistemas de controlo distribuído têm associado todo o hardware necessário à sua 
implementação, como os circuitos integrados, nomeadamente microprocessadores e 
microcontroladores, e os barramentos de campo [7]. 
Um sistema de controlo distribuído, compreende um conjunto de unidades de 
processamento, composto por sensores, actuadores e controladores, que podem estar 
distribuídos por diversas localizações geográficas, trocando informação através de uma rede de 
comunicação, figura 1.1. 
As aplicações dos sistemas distribuídos são de uma grande variedade, abrangendo uma 
grande parte da indústria de automação assim como áreas de controlo, que apresentam bons 
resultados tanto em estabilidade como em robustez [7].  
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Figura 1.1 – Diagrama de blocos de um sistema de controlo distribuído. 
Com a grande evolução tecnológica e com o passar do tempo, os sistemas distribuídos, 
associados às mais refinadas técnicas de controlo, têm-se destacado aos olhos da nossa 
sociedade. Estes sistemas têm contribuído, de forma directa ou indirecta, para a melhoria de 
resultados, tornando-se indispensáveis no nosso dia-a-dia. Com eles, conseguimos atingir 
objectivos de uma forma simples, rápida e fácil. 
1.2. Motivação 
Com a crescente evolução tecnológica que se tem verificado nos últimos tempos e com 
sistemas cada vez mais complexos, tem-se assistido a uma tendência generalizada para a 
integração do controlo. Essa integração tem sido conseguida através da distribuição desses 
sistemas, que se encontram facilmente no nosso dia-a-dia nas mais variadas áreas, entre elas, 
automação, robótica, aviónica, indústria automóvel, entre muitas outras. As suas vantagens são 
a diminuição dos custos de cablagem, melhor utilização de recursos, modularidade, facilidade 
de reconfiguração e diagnóstico. Um sistema de controlo distribuído implica que vários 
componentes troquem informação entre si. Essa informação é, geralmente, trocada recorrendo 
a uma rede de comunicação que interliga todos os componentes intervenientes no sistema de 
controlo. Normalmente, estes sistemas de controlo têm associado a si módulos de 
processamento muito caros, nomeadamente computadores. Com a diminuição dos custos de 
hardware que se têm verificado nos últimos tempos, nomeadamente dos microcontroladores, 
consegue-se substituir esses módulos por microcontroladores, reduzindo assim, de uma forma 
bastante satisfatória, os custos associados a um sistema de controlo distribuído. Recorrendo ao 
uso de microcontroladores consegue-se, de um modo transparente, desenvolver técnicas de 
controlo adequadas, de forma que seja possível obter, o melhor desempenho possível para um 
dado sistema. 
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1.3. Pressupostos 
O trabalho desenvolvido ao longo deste documento parte de alguns pressupostos, os quais 
se passam a enunciar: 
• Num sistema de controlo podem existir incertezas e atrasos no momento de 
amostragem e no momento de actuação. Neste trabalho considera-se que esses atrasos 
são relativamente menores que o período de amostragem da malha de controlo.   
• Os sistemas a controlar, possuem uma dinâmica bastante lenta, possibilitando assim o 
uso do barramento CAN, com uma transmissão de 125kbps, como suporte para a 
malha de controlo. Este tipo de barramento, a operar ao ritmo de transmissão atrás 
mencionado, apresenta um requisito tempo-real do tipo soft real-time. 
• Uma outra consideração é o uso de microcontroladores de baixo poder de cálculo. 
• Considere-se ainda o interface com o MATLAB obtendo-se assim a possibilidade de 
testar algoritmos de controlo. 
1.4. Estrutura da tese 
Este documento está organizado em sete capítulos. No capítulo 2 são apresentados alguns 
conceitos fundamentais que estiveram na base deste trabalho, nomeadamente sistemas de 
controlo distribuído, sistemas de tempo-real, barramentos de campo, microcontroladores e 
controlo digital. É efectuada uma descrição dos mesmos, apresentando os aspectos mais 
relevantes na sua caracterização. 
No capítulo 3 é descrito o barramento de campo CAN, utilizado como suporte na 
realização deste trabalho, mencionando a sua descrição e principais características. 
No capítulo 4 é apresentada a arquitectura do sistema desenvolvido, nomeadamente a 
distribuição dos nós, descrevendo cada um deles, assim como as interfaces associadas. 
No capítulo 5 são descritas técnicas de controlo adaptativo, começando por apresentar 
técnicas de identificação de sistemas, seguindo-se o método dos mínimos quadrados e, por fim, 
a descrição do controlador Dahlin. 
No capítulo 6 apresentam-se os resultados alusivos a duas aplicações práticas, a primeira 
passa pelo controlo de um sistema de 1ª ordem e a segunda pelo controlo de um processo 
térmico.  
Finalmente no capítulo 7 são apresentadas as conclusões relativas ao trabalho 
desenvolvido, assim como algumas sugestões de trabalho futuro. 
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Na parte final deste documento são ainda apresentados 7 anexos. O anexo A relata a 
caracterização do sistema de controlo do processo térmico (módulo PCT 13). Do anexo B ao 
anexo G são apresentados os esquemas eléctricos de alguns módulos/interfaces desenvolvidas. 
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Capítulo 2 
2. Conceitos Fundamentais 
Neste capítulo serão apresentados alguns conceitos fundamentais que estão na base do 
desenvolvimento deste trabalho.  
Primeiramente são introduzidos conceitos sobre sistemas de controlo distribuído, as áreas 
onde estes se encontram, o conceito, assim como as diferenças/vantagens entre sistema 
distribuído e sistema centralizado. São abordados sistemas de tempo-real, com as restrições 
temporais associadas a eles. Falar-se-á de barramentos de campo e as vantagens da sua 
utilização, assim como alguns exemplos. É também introduzido o conceito de 
microcontrolador, indicando os principais componentes, alguns dos seus fabricantes e 
características dos microcontroladores PIC. Por último, é introduzido o conceito de controlo 
digital, indicando as grandes vantagens da sua utilização e a comparação entre controlo digital 
centralizado e controlo digital distribuído.  
2.1. Sistemas de Controlo Distribuído 
Os sistemas de controlo distribuído encontram-se em várias aplicações do nosso dia-a-dia, 
abrangendo áreas como a robótica, automação industrial, aplicações multimédia, aviónica 
entre outras. 
Um sistema de controlo distribuído, do ponto de vista computacional, inclui um 
conjunto de unidades de processamento, que conjuntamente cooperam para atingirem um 
determinado objectivo. Para atingir esse objectivo, as várias unidades de processamento 
necessitam de trocar informação entre si. Essa informação é trocada através de uma rede de 
comunicação [8], figura 2.1. 
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Figura 2.1 – Sistema Distribuído. 
Uma arquitectura oposta ao sistema de controlo distribuído é o sistema de controlo 
centralizado, que é típico de sistemas compostos por uma única unidade de processamento, 
onde esta está ligada a todos os sensores e actuadores, figura 2.2.  
 
Figura 2.2 – Sistema Centralizado. 
No entanto, um sistema de controlo centralizado deixa de ser viável à medida que os 
sistemas se tornam mais complexos. Atinge sempre, em qualquer ponto, os limites de 
desempenho na sua unidade central. Não sendo por este facto escalável. 
Escalabilidade é uma característica desejável em todos os sistemas, numa rede ou num 
processo, que indica a sua habilidade de manipular uma porção crescente de trabalho, de 
forma uniforme, ou estar preparado para crescer [9]. Por exemplo, isto pode referir-se à 
capacidade de um sistema para suportar um aumento da carga total, quando os recursos são 
requeridos.  
Como tal, uma arquitectura distribuída não pode apresentar obstáculos ao crescimento do 
sistema, quer ao nível da capacidade de processamento, quer da comunicação. Devem poder 
ser acrescentados nós para suprir necessidades de processamento, desde que haja capacidade de 
comunicação disponível. Esgotada a capacidade de comunicação, a alternativa passa pela 
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descentralização do processamento da informação, criando módulos com processamentos 
independentes e fazendo a informação circular por vias de comunicação, comuns a todos os 
módulos, em que a informação disponibilizada por cada um deles será recebida por todos os 
restantes, que a utilizarão ou não, em função das suas necessidades.  
Com isto criam-se módulos especializados num determinado tipo de processamento, 
sendo que cada um deles o faz independentemente e ao mesmo tempo que os restantes 
módulos. Também se ganha em termos das ligações necessárias, já que basta o canal de 
comunicação comum a todos para os interligar.  
A utilização desta arquitectura está pois dependente da existência de um sistema de 
comunicação, que garanta o bom funcionamento do conjunto, com níveis de segurança 
aceitáveis para que a informação não seja adulterada e chegue íntegra ao seu destino. 
2.2. Sistema de Controlo de Tempo-Real 
As evoluções que têm ocorrido na área de electrónica digital possibilitaram a utilização, 
com maior frequência, de controladores digitais no controlo de processos físicos. Com a 
utilização deste tipo de controlo em sistemas cada vez mais complexos, que requerem um nível 
de resposta crítica, a problemática de segurança dos sistemas e da gestão do processador levou 
ao aparecimento dos sistemas de tempo-real. 
Define-se um sistema de tempo-real (Real-Time System) como aquele em que o seu 
correcto funcionamento depende não só do processamento lógico das suas condições, mas 
também do instante em que são produzidos os resultados desses processamentos. É um sistema 
computacional, capaz de responder a eventos dentro de restrições temporais precisas e cuja 
evolução temporal deve estar sincronizada com a do ambiente em que opera [10, 11]. 
2.2.1. Classificação das Restrições Temporais 
Nos sistemas de tempo-real as ocorrências deverão gerar resultados que garantam a 
manutenção da integridade do sistema em tempo útil, devendo haver a garantia de que o 
tempo compreendido entre a recepção de informações relativas às entradas do sistema e à 
resposta deste, não levará a perdas de informação e ao mau funcionamento do sistema. 
Os sistemas de tempo-real costumam ser definidos em três subcategorias, que divergem de 
acordo com a utilidade do resultado para a aplicação. 
Suave (Soft) – Restrição temporal em que o resultado que a ela está associado mantém 
alguma utilidade para a aplicação, mesmo depois de um limite D, embora haja uma 
degradação da qualidade de serviço, figura 2.3 (a). 
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Firme (Firm) – Restrição temporal em que o resultado que a ela está associado perde 
qualquer utilidade para a aplicação depois de um limite D, figura 2.3 (b). 
Rígida (Hard) – Restrição temporal que, quando não cumprida, pode originar uma falha 
catastrófica, figura 2.3 (c). 
Tempo
Utilidade
D
Tempo
Utilidade
D Tempo
Utilidade
D
0
-∞
(a) (b) (c)  
Figura 2.3 – Restrições temporais de um sistema de tempo-real. 
Os sistemas de tempo-real são normalmente usados em aplicações críticas, quer em 
termos de segurança quer económicos, como por exemplo, centrais nucleares, controlo de 
tráfego ferroviário e aéreo, indústria de processo, etc. 
2.3. Barramentos de Campo 
Os barramentos de campo, também conhecidos por Fieldbuses, são sistemas de 
comunicação industriais, com transmissão série, que utiliza uma variedade de meios, tais 
como, cabo de cobre, fibra óptica ou transmissão via rádio para ligar dispositivos distribuídos 
(sensores, actuadores, transdutores, analisadores, etc.) a uma unidade central de controlo ou a 
um sistema de gestão. A tecnologia Fieldbus foi desenvolvida na década de 80, com o objectivo 
de poupar os custos de cablagem, através da substituição do uso frequente da comunicação 
central e da transmissão do sinal no domínio analógico com tecnologia digital [12].  
Existe actualmente um grande número de barramentos de campo com propriedades de 
tempo-real para aplicações em sistemas distribuídos. Estes barramentos têm como principal 
objectivo ligar os vários componentes de um sistema de controlo distribuído, tal como PLC’s 
(programmable logic controller), actuadores e sensores.  
Este tipo de barramentos tem como principais requisitos [13]: 
• Suportar tráfego periódico e tráfego aperiódico; 
• Resposta dentro de limites temporais definidos; 
• Tolerância a falhas; 
• Eficiência e baixo custo. 
2.3. Barramentos de Campo 11 
 
De entre os vários barramentos de campo existentes na indústria, e na impossibilidade de 
referir a sua totalidade, destacam-se o WorldFip, Profibus e CAN. 
WorldFIP  
Os primeiros trabalhos sobre a especificação WorldFIP começaram em Setembro de 
1982, num grupo de trabalho, sob a protecção do Ministério Francês da Investigação e da 
Tecnologia. Este grupo de trabalho foi composto por representantes de utilizadores finais, 
empresas de engenharia e laboratórios.  
O protocolo WorldFIP é baseado no modelo produtor-distribuidor-consumidor. Num 
dado instante é determinada a variável que vai ser produzida no barramento e o nó responsável 
por essa produção terá que a produzir. Na rede existe um nó cuja única funcionalidade é 
determinar que variável é produzida no próximo ciclo, a esse nó dá-se o nome de Bus Arbitror 
(BA). O BA envia uma mensagem que identifica que variável irá ser produzida, o nó 
responsável dessa mensagem irá produzi-la e o nó consumidor irá então armazenar essa 
mensagem em buffers da camada de ligação de dados, que posteriormente irá passar para a 
camada de aplicação [12, 14, 15]. 
 
Figura 2.4 – Modelo genérico do protocolo WoldFIP. 
PROFIBUS 
O PROFIBUS é um sistema de comunicação digital com uma vasta gama de aplicações, 
nomeadamente ambientes industriais, processos de automação, transportes, entre outras.  
O protocolo PROFIBUS foi desenvolvido com o intuito de fornecer um modo de 
comunicação determinístico entre os diversos componentes de uma rede de controlo 
distribuído, por exemplo, PLC’s, sensores e actuadores. 
O PROFIBUS implementa um modo de comunicação, baseado na passagem de um 
testemunho (Token). Os nós Masters passam entre si o Token determinando assim, em cada 
instante, qual deles tem acesso ao barramento. Um Master com a posse do Token tem a 
capacidade de estabelecer comunicação com os Slaves. Os Masters implementam um 
mecanismo de retenção por tempo limitado da posse do token. Este mecanismo é baseado em 
timers e em mensagens com diferentes prioridades [12, 14, 15]. 
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CAN 
O protocolo CAN foi criado pela firma Robert Bosch em meados dos anos 80, para ser 
usado na interligação de componentes electrónicos em automóveis. Estendeu-se 
posteriormente a outras áreas, tais como, a automação, sistemas médicos, náutica, aviónica, 
sistemas de controlo, entre outras. O protocolo CAN ganha destaque entre os outros 
protocolos por ter uma proposta de alta velocidade (1Mbit/seg), baixo custo e um conjunto 
excelente de definições, em termos de protocolo. Devido às suas vantagens e principalmente à 
sua flexibilidade, tanto de implementação como de configuração da rede, cada vez mais o 
protocolo CAN está a ser utilizado em processos de controlo distribuído de tempo-real. Estes 
processos geralmente possuem duas características muito importantes, que são o tempo crítico 
e a segurança crítica. Uma das características mais importantes do protocolo CAN é o uso de 
identificadores como prioridade de acesso ao barramento, responsável pelo método de 
arbitragem do barramento CAN [16].  
Sobre este protocolo, ou seja, num nível superior, encontra-se outros protocolos como por 
exemplo o DeviceNet e o CANopen. 
O DeviceNet é um protocolo de comunicação, usado na indústria para interligar 
dispositivos de controlo para troca de dados. As aplicações típicas incluem a troca de 
informação entre dispositivos de segurança e redes de controlo I/O [17, 18].  
O CANopen é um protocolo de camada mais alta baseado no protocolo CAN, com perfil 
adequado para sistemas embutidos usados na indústria. Em relação ao modelo OSI, este 
protocolo insere-se na camada de rede. Este é usado em diversos campos, tais como, 
equipamentos médicos, electrónica marítima, aplicações ferroviárias e automação [18]. 
O protocolo CAN será analisado com maior detalhe no capítulo 3 uma vez que está na 
base da implementação deste trabalho. 
2.4. Microcontroladores 
Hoje em dia, é raro o sistema ou aplicação que não tenha embutido um 
microcontrolador. Os microcontroladores têm grandes vantagens, tais como, baixo custo, 
baixo consumo, portabilidade, reconfiguração por software, entre outras. Actualmente, estes 
encontram-se embutidos dentro de inúmeros sistemas ou dispositivos, por exemplo, se um 
forno de microondas possui um visor LCD (liquid crystal display) e um teclado, é porque 
contém um microcontrolador. Basicamente, qualquer produto ou dispositivo que interaja com 
o utilizador possui um microcontrolador interno.  
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2.4.1. Componentes de um Microcontrolador 
O microcontrolador, também conhecido por MCU ou µC, combina os recursos 
fundamentais disponíveis de um microcomputador, tais como o CPU (central processing unit), 
memória e recursos de I/O (Input/Output) num único chip. A figura 2.5 apresenta o diagrama 
de blocos de um microcontrolador genérico. 
  
 
Figura 2.5 – Diagrama de blocos de um microcontrolador genérico [19]. 
Os microcontroladores têm um oscilador para gerar o sinal necessário para sincronizar 
todas as operações internas. O cristal de quartzo (XTAL) é normalmente usado devido à sua 
estabilidade em alta frequência. A frequência do oscilador está directamente ligada à velocidade 
a que os programas são executados.  
Semelhante aos microcomputadores, o CPU é o cérebro do microcontrolador. Utiliza as 
instruções do programa a partir da sua localização em memória, uma por uma, interpreta-as ou 
descodifica-as e executa-as. O CPU também inclui os circuitos ALU (arithmetic logic unit), 
circuito digital que realiza operações aritméticas e lógicas.   
A memória do microcontrolador armazena tanto o programa de instruções, como o 
programa de dados. Qualquer microcontrolador possui dois tipos de memória: random-access 
memory (RAM) e read-only memory (ROM). A memória RAM pode ser de leitura e de escrita. 
É uma memória volátil, o que significa que os seus dados são perdidos quando a alimentação é 
desligada. Por outro lado, a memória ROM é uma memória apenas de leitura e não volátil. 
Existem vários tipos de tecnologias usadas para a memória ROM, tais como, EPROM (erasable 
programmable read-only memory), EEPROM (electrical erasable programmable read-only 
memory), OTP (one-time programmable) e FLASH. 
Sendo o meio de comunicação com o mundo exterior, os recursos I/O são muito 
importantes nos microcontroladores. Consistem em portas séries, portas paralelas, timers e 
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interrupções. Alguns microcontroladores também possuem entradas analógicas e saídas 
associadas a ADC (analog digital converter) e DAC (digital analog converter). Os dispositivos de 
I/O podem ir de um simples pino digital do componente a uma interface USB (Universal 
Serial Bus) ou Ethernet nos mais avançados. 
O watchdog timer (WDT) é um recurso que pode ser encontrado na maioria dos 
microcontroladores. Sendo constituído por um oscilador e por um contador binário de N bits. 
Quando o contador alcança o seu valor máximo, a saída do contador é activada e é dado um 
sinal de reset ao microcontrolador. Quando o programa é executado correctamente, o contador 
do WDT nunca atinge o máximo. No entanto, se o programa se “perder” e parar a sua a 
execução, o contador WDT irá alcançar o seu valor máximo, enviando um sinal de reset ao 
microcontrolador, que vai fazer com que o programa execute do início novamente [19].  
2.4.2. Fabricantes de Microcontroladores 
Actualmente existem vários fabricantes de microcontroladores, entre eles a Microchip, 
Texas, Intel e ATMEL. 
Os dispositivos dentro da mesma família, possuem capacidades de I/O e memórias de 
tamanho diferentes. Por exemplo, todos os microcontroladores da família 8051 (MCS51) têm 
um CPU similar e executam as mesmas instruções. No entanto, vários membros da mesma 
família têm diferentes tipos e números de portas de I/O e também diferentes tipos e tamanhos 
de memória [19].   
A Microchip Technology Inc. é um grande fabricante de microcontroladores que produz 
os bem conhecidos microcontroladores PIC. Estes são uns dos mais populares, sendo usados 
em muitas aplicações comerciais e industriais. São vendidos mais de 120 milhões de 
dispositivos por ano [20].  
2.4.3. Características dos Microcontroladores PIC 
Todos os microcontroladores PIC são baseados na arquitectura Harvard. Esta distingue-se 
das outras arquitecturas por possuir duas memórias diferentes e independentes em termos de 
barramento e ligação ao processador. Baseia-se na separação dos barramentos da memória de 
instruções e da memória de dados, permitindo que um processador possa aceder às duas 
simultaneamente, obtendo assim, um melhor desempenho. 
Como é comum na maioria dos microcontroladores, o tamanho da memória do programa 
é maior que o tamanho da memória de dados. A memória do programa está organizada em 
palavras de 12, 14, 16 e 32 bits, enquanto que a memória de dados é baseada em registos de 8 
bits. O acesso a dispositivos I/O é realizado através de alguns registos na memória de dados 
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chamados special function registers (SFRs). Vários microcontroladores PIC também têm 
memórias adicionais, EEPROM, para armazenar dados em modo não volátil. 
Todos os microcontroladores PIC são microcontroladores RISC (Reduced Instruction Set 
Computer), proporcionando uma grande rapidez e flexibilidade, com fácil migração de apenas 
6 para até 80 pinos em diversos encapsulamentos (SOT23, DIP, SOIC, etc), e de 384 bytes 
para 128 kbytes de programa de memória. 
Todos os microcontroladores PIC usam pipelining para executar instruções. Este 
pipelining consiste em duas etapas, tornando-se num único ciclo de instrução. 
Outra característica especial dos microcontroladores PIC é a implementação da pilha 
(stack). Aqui a pilha não faz parte da memória de dados, mas tem o seu próprio espaço 
independente e, portanto, um tamanho finito. O tamanho da pilha depende de cada modelo 
PIC. 
Os microcontroladores PIC têm uma grande variedade de dispositivos I/O. Têm porta 
paralela, timers, portas série síncronas e assíncronas, A/D e D/A conversores e PWM’s (pulse 
width modulators).  
Todos os microcontroladores PIC têm um contador de segurança, que é conhecido como 
watchdog timer. Este contador pode ser configurado com bits específicos quando o 
microcontrolador é programado. Outras configurações de bits podem ser usadas para proteger 
a memória do programa contra cópias não autorizadas [19].    
2.5. Fundamentos de Controlo Digital 
O conceito de controlo é omnipresente. Na vida quotidiana vemos aplicações de controlo 
em sistemas e equipamentos que nos rodeiam, entre elas, máquinas de lavar, elevadores, 
automóveis, aviões, aquecedores, entre outras. Não é de admirar que o controlo seja um 
importante componente em muitas áreas, tais como a robótica, automação, indústria 
automóvel e aviónica. 
Existem duas grandes classes de controlo: analógico e digital. O controlo analógico, tem 
como base circuitos analógicos, estando associado a estes o problema do ruído, assim como o 
curto ciclo de vida. Em contraste, o controlo digital apresenta várias vantagens face ao controlo 
analógico, sendo as mais significativas, maior fiabilidade, maior flexibilidade (é apenas 
necessário alterar os parâmetros) e o baixo custo. Pode alcançar-se a precisão desejada usando 
um número suficiente de bits. Devido aos avanços nos processos de fabrico de circuitos 
digitais, os componentes podem ser produzidos em grandes volumes. Através de um 
multiplexer, um único processador pode receber um grande número de sinais digitais. Devido 
às razões apresentadas e ao importante impulso do avanço dos sistemas digitais, estes têm-se 
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tornado cada vez mais populares, mais robustos, compactos, flexíveis e baratos. Não é de 
admirar que a maioria dos dispositivos electrónicos de hoje em dia, tais como, controladores, 
relógios, computadores, etc, tenham presente o conceito de controlo digital [21].  
Os sistemas de controlo digitais podem ser implementados em duas soluções, solução 
centralizada e solução distribuída.  
2.5.1. Controlo Digital Centralizado 
O controlo digital centralizado usa apenas um módulo digital, seja ele computador ou 
microcontrolador, para a implementação dos algoritmos de controlo, estando todos os 
componentes externos ao sistema localizados no mesmo local físico, figura 2.6. 
 
Figura 2.6 – Sistema de controlo digital centralizado. 
O sinal y(t) gerado pelo sensor, é amostrado (h imposto pelo relógio) e convertido através 
de um conversor analógico digital (ADC) para o sinal y(k). A este sinal, ao entrar no 
controlador, é aplicado o algoritmo de controlo, onde vai ser gerado o sinal digital u(k). Este 
valor vai ser mantido até à chegada de um novo valor (próxima amostra) através do circuito 
Zero Order Hold (ZOH). O sinal resultante deste circuito é posteriormente convertido num 
sinal analógico, u(t), através de um conversor digital analógico (DAC) e aplicado ao sistema 
através do actuador. 
2.5.2. Controlo digital distribuído 
Na solução de controlo digital distribuído o controlador, o actuador e o sensor estão 
fisicamente localizados em locais distintos, no entanto estão interligados por uma rede de 
comunicação, figura 2.7.  
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Figura 2.7 – Sistema de controlo digital distribuído. 
O procedimento nesta solução é idêntico ao da solução centralizada, a diferença reside no 
facto de o sistema de controlo distribuído ter os módulos em locais fisicamente distintos. Esta 
solução apresenta várias vantagens relativamente à solução centralizada, nomeadamente, o 
processamento distribuído dos vários módulos, conseguindo-se assim uma maior rapidez no 
tempo de processamento, visto que se consegue ter cada módulo a processar informação 
distinta e ao mesmo tempo; uma outra grande vantagem é o número de ligações necessárias, já 
que basta uma ligação de cada módulo à rede de comunicação para se conseguir ter todos os 
módulos em comunicação.  
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Capítulo 3 
3. Protocolo CAN 
Neste capítulo será feita uma pequena introdução ao desenvolvimento do protocolo 
Controller Area Network (CAN), seguindo-se a sua descrição e as suas principais características. 
3.1. História do CAN 
O protocolo CAN foi desenvolvido pela firma Robert Bosch em 1983 que propôs criar 
um protocolo rápido, fiável e de baixo custo para ser usado na interligação de componentes 
electrónicos em automóveis. Em Fevereiro de 1986, a Robert Bosch GmbH introduziu o 
barramento CAN no congresso Society of Automotive Engineers (SAE), onde foi apresentada 
a versão 1.0. Um elevado número de apresentações e publicações descreveram este inovador 
protocolo, até meados de 1987, ano em que a Intel emitiu o primeiro chip controlador CAN, 
o 82526 – primeiro hardware implementado do protocolo CAN. A sua utilização alargou-se a 
outras áreas, como por exemplo, o controlo industrial, no qual, em 1989, foi iniciada a 
primeira aplicação industrial. A rápida aceitação e a necessidade de dar ao protocolo maior 
flexibilidade levou a que, no ano 1991, fosse publicada a versão 2.0 do protocolo, que tinha 
associado duas versões, a versão 2.0A (11 bits), com um total de 2032 identificadores, e a 
versão 2.0B (29 bits), com uma capacidade de aproximadamente 398 milhões de 
identificadores. O interesse e aceitação conseguidos pelo protocolo CAN, levaram, em 1993, 
ao desenvolvimento do standard internacional ISO 11898, que cobre as duas camadas 
inferiores do modelo de referência para comunicações ISO/OSI – Open Systems Interconection. 
Desde essa data, as especificações do protocolo CAN não sofreram alterações. A expansão 
do protocolo CAN a outras áreas fez com que este protocolo se tenha mantido como protocolo 
de referência até aos dias de hoje [16, 18, 22, 23]. 
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3.2. Definições e Características 
CAN é um protocolo de comunicações série assíncrono, que suporta eficientemente o 
controlo de sistemas distribuídos em tempo-real, com um nível elevado de segurança. O seu 
domínio de aplicação abrange desde redes de alta velocidade (até 1Mbit/s) até ligações 
multiplexadas de baixo custo, sendo também economicamente viável de implementar 
embutido nos dispositivos utilizados no interior dos veículos, permitindo assim eliminar os 
inúmeros cabos, normalmente usados. O objectivo da sua especificação é conseguir a 
compatibilidade entre as várias implementações CAN, deixando de fora a compatibilidade 
relativa a especificações eléctricas e a interpretação dos dados transferidos. Para atingir a 
transparência e a flexibilidade de implementação, o protocolo CAN foi dividido em duas 
camadas diferentes do modelo OSI: Data Link Layer (DLL) e a Physical Layer (PL). Por sua 
vez, a camada Data Link Layer foi dividida em duas outras subcamadas: Logical Link Layer 
(LLC) e Medium Access Control (MAC). 
3.3. Modelo OSI 
Este modelo é composto por sete camadas e está dividido em camadas hierárquicas, ou 
seja, cada camada usa as funções da própria camada ou da camada anterior, para esconder a 
complexidade e transparecer as operações para o usuário. A divisão deste modelo em camadas é 
realizada de forma transparente e durante a comunicação entre dois dispositivos da rede. 
As camadas do modelo OSI estão representadas na figura 3. 
 
Figura 3.1 – Modelo OSI. 
No entanto, como já foi referido anteriormente, o protocolo CAN encontra-se 
posicionado em apenas duas das camadas do modelo OSI, a camada física e a camada de 
ligação de dados. 
3.3. Modelo OSI 21 
 
 
Figura 3.2 – Especificação CAN com o modelo OSI. 
3.3.1. Camada Física 
A camada física trata de aspectos como a temporização, a codificação de bits, a 
sincronização dos mesmos e quais os cabos e conectores que serão utilizados na instalação da 
rede. 
Uma rede CAN pode ser montada utilizando apenas dois fios, CAN_H (CAN High) e 
CAN_L (CAN Low). Usualmente, além dos dois sinais de dados é utilizado mais um fio com 
o GND (referência) no barramento. Os dados enviados numa comunicação devem ser 
interpretados pela análise da diferença de potencial entre os condutores CAN_H e CAN_L. 
Este conceito de diferença de potencial atenua fortemente os efeitos causados por interferências 
electromagnéticas, uma vez que qualquer acção sobre um dos condutores será sentida também 
pelo outro, causando flutuação em ambos os sinais para o mesmo sentido e com a mesma 
intensidade. Como o que é levado em conta nos módulos receptores, é a diferença de potencial 
entre os condutores CAN_L e CAN_H (que permanece inalterável), a comunicação não é 
prejudicada, garantindo assim a sua continuidade. 
No CAN, os dados não são representados por bits em nível “0” ou nível “1”, são antes 
representados por bits Dominantes e bits Recessivos, criados em função da condição presente 
nos fios CAN_H e CAN_L. A Figura 3.3 ilustra os níveis de tensão numa rede CAN, assim 
como os bits Dominantes e Recessivos. 
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Figura 3.3 – Níveis de tensão numa rede CAN. 
3.3.2. Camada de Ligação de Dados 
A camada de ligação de dados é responsável pela construção das mensagens de dados, pela 
sua manipulação e também por realizar os controlos na transmissão. Esta camada é responsável 
pela identificação dos pacotes de dados, pelo controlo do acesso ao barramento e também pelas 
verificações de possíveis erros nas transmissões ou no conteúdo das mensagens que são 
enviadas. 
O controlo de acesso ao barramento é feito utilizando um método de arbitragem 
conhecido como CSMA/NBA (Carrier Sense Multiple Access with Non-destructive Bitwise 
Arbitration) com a finalidade de evitar a colisão de dados durante as transmissões entre os 
dispositivos instalados na rede.  
O controlo de erros é efectuado através da monitorização dos problemas na transmissão 
das mensagens e armazenamento em contadores, dos erros ocorridos, por um dado dispositivo, 
com o propósito de limitar a quantidade de erros por dispositivo. Assim, um dispositivo que 
exceda um limite de erros em transmissões poderá ser desligado automaticamente da rede. 
3.4. Método de Arbitragem 
O método de arbitragem de acesso ao barramento, utilizado pelo protocolo CAN, é 
conhecido como CSMA/NBA. Este método é baseado no identificador das mensagens para 
análise das prioridades de acessos. Em caso de disputa pelo barramento entre dois ou mais 
dispositivos, o dispositivo que possuir o identificador da mensagem com maior prioridade 
continua a sua transmissão, enquanto que os dispositivos que possuam uma mensagem de 
prioridade mais baixa, vão interromper a sua transmissão e armazenar as suas mensagens em 
buffers de memória, para, posteriormente, quando obtiverem acesso ao barramento, 
procederem ao seu envio.  
3.4. Método de Arbitragem 23 
 
O identificador com número menor possui prioridade mais alta e, consequentemente, os 
identificadores com números mais elevados possuem prioridade mais baixa. O tamanho destes 
identificadores varia consoante a versão; para a versão CAN 2.0A o identificador é composto 
por 11 bits e para a versão CAN 2.0B são 29 bits. 
Com o barramento livre, qualquer dispositivo pode iniciar a sua transmissão de 
mensagens. Se existir conflito entre mensagens, como já foi referido, a de maior prioridade 
continuará a sua transmissão, enquanto que as de prioridade mais baixa vão aguardar a sua 
transmissão, até que o barramento esteja livre, com base no método de arbitragem. O conflito 
é resolvido pela comparação bit a bit do identificador das mensagens, ou seja, em cada nó que é 
disputada a transmissão, o bit do identificador é comparado com o bit presente no barramento, 
se for igual a transmissão continua. Quando um nó transmite um bit recessivo (1 lógico) e no 
barramento se encontra um bit dominante (0 lógico), este aborta de imediato a sua transmissão 
e aguarda que o barramento fique livre para iniciar nova transmissão. Este método de 
arbitragem garante que não sejam perdidos nem dados nem tempo. 
A figura 3.4 apresenta o exemplo de uma disputa entre 3 dispositivos pelo acesso ao 
barramento. 
 
Figura 3.4 – Método de arbitragem de acesso ao barramento CAN. 
Nesta configuração os três dispositivos iniciam a transmissão de mensagens de dados e 
consequentemente inicia-se o método de arbitragem de acesso ao barramento. 
Primeiramente todos os dispositivos começam por transmitir as mensagens, como pode 
ser observado, os três primeiros bits enviados pelos dispositivos possuem o mesmo valor e por 
isso, todos continuam com a transmissão.  
No envio do bit 4, o dispositivo C envia um bit recessivo (bit a 1), enquanto que os 
dispositivos A e B enviam um bit dominante (bit a 0). Com isto, o dispositivo C vai parar a 
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sua transmissão, enquanto que os dispositivos A e B continuam. Os dispositivos A e B 
continuam a transmitir, até que chegam ao bit número nove, e o dispositivo A apresenta um 
bit recessivo, parando ali a sua transmissão, enquanto que o dispositivo B apresenta um bit 
dominante, ganhando assim o acesso ao barramento e continuando com a sua transmissão. 
Conforme citado, o método de arbitragem do protocolo CAN é uma forma de resolver 
conflitos e colisões nos acessos ao barramento, contudo em sistemas com uma grande 
quantidade de dispositivos conectados à rede, mensagens com baixa prioridade vão possuir 
uma latência muito elevada de acesso ao barramento. Nestes casos, a definição dos 
identificadores das mensagens é uma tarefa bastante importante, pois estes estão directamente 
ligados ao tempo de acesso ao barramento.   
3.5. Formato das Tramas 
Actualmente existem dois formatos de mensagens CAN, que são diferenciados pelo 
tamanho do identificador. A mensagem padrão (stardard frame), que possui um identificador 
de 11 bits, também conhecida por CAN 2.0A, e a mensagem estendida (extended frame), que 
possui um campo de identificador de 29 bits, conhecida por CAN 2.0B.  
Utilizando o formato padrão de mensagens (CAN 2.0A), é possível obter 2048 (11 bits) 
mensagens numa rede, o que pode caracterizar uma limitação em determinadas aplicações, 
enquanto que, no formato estendido (CAN 2.0B) é possível obter aproximadamente 537 
milhões (29 bits) de mensagens numa rede. Neste caso já não está presente a limitação em 
relação ao número de mensagens. Mas, por outro lado, com o acréscimo de 18 bits no campo 
do identificador, o tempo de cada mensagem vai ser aumentado, o que pode constituir um 
problema em determinadas aplicações que trabalhem em tempo-real, problema conhecido 
como overhead1. 
3.6. Tipo das Tramas 
O protocolo CAN possui quatro tipos de tramas: trama de dados (Data Frame), trama 
remota (Remote Frame), trama de erro (Error Frame) e trama de sobrecarga (Overload Frame). 
A seguir serão apresentadas as estruturas de cada tipo de trama. 
                                                 
1 Overhead é geralmente considerado qualquer processamento em excesso que seja 
requerido para ser utilizado ou gasto para executar uma determinada tarefa. 
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Trama de dados 
A trama de dados é a única das tramas CAN que permite o envio de informação 
composta por um máximo de 8 bytes. O protocolo CAN utiliza este tipo de tramas para 
transmitir informação entre os dispositivos da rede. Estas tramas encontram-se divididas em 
sete campos distintos, como está apresentado na tabela 3.1. 
Tabela 3.1 – Formato genérico de uma trama de dados 
Campo 
Início de 
trama 
Campo de 
arbitragem 
Campo de 
controlo 
Campo 
de dados 
Campo de 
checksum 
Campo de 
reconhecimento 
Fim de 
trama 
Tamanho (bits) 1 12 ou 32 6 64 16 2 7 
 
Dependendo do formato, as tramas apresentam tamanhos diferentes no campo de 
arbitragem. Uma trama padrão apresenta um campo de arbitragem composto por 12 bits, 
enquanto que a trama estendida apresenta 32 bits no campo de arbitragem, figura 3.5. De 
seguida serão descritos os campos das tramas com mais detalhe. 
 
Figura 3.5 – Formato de uma trama de dados: (a) Formato de uma trama padrão; (b) formato de uma trama 
estendida. 
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Início de trama (Start of Frame (SOF)) 
O campo SOF é composto por um bit dominante, tanto no formato padrão como no 
estendido, que marca o início de uma trama de dados. 
 
Campo de arbitragem (Arbitration field) 
No formato padrão, figura 3.5 (a), é composto pelo identificador (11 bits), que é o campo 
responsável pelo acesso ao barramento, seguido do bit RTR (Remote Transmission Request), que 
identifica o tipo de trama. Numa trama de dados o bit RTR é dominante (0) e numa trama 
remota o RTR é recessivo (1). 
No formato estendido, figura 3.5 (b), é composto por um identificador de 29 bits, ID 
base (11 bits) + ID estendido (18 bits), o bit SRR (Substitute Remote Request) garante maior 
prioridade para mensagens de formato padrão em relação ao formato estendido, desde que 
ambas tenham o mesmo identificador base (11 bits). O bit IDE distingue a trama padrão 
(dominante) da trama estendida (recessivo). O bit RTR tem o mesmo significado das tramas 
padrão. 
 
Campo de controlo (Control Field) 
O campo de controlo é um campo de 6 bits, quer para tramas padrão quer para tramas 
estendidas, figura 3.5. A única diferença encontra-se no primeiro bit, que para tramas padrão é 
o bit IDE, que deve ser dominante, enquanto que para as tramas estendidas é o bit R1, que 
também deve ser dominante. Segue-se, em ambos os formatos, o bit reservado R0, que deve ser 
enviado como dominante, seguindo-se de quatro bits que compõem o DLC (Data Lenght 
Code), que indica o tamanho do campo de dados em bytes, que pode variar de 0 a 8. 
 
Campo de Dados (Data Field) 
O campo de dados pode conter de 0 a 8 bytes, não possui um tamanho fixo, mas terá que 
ser sempre enviado em múltiplos de 1 byte até ao limite de 8. 
 
Campo de checksum (Cyclic Redundancy Control Field) 
O campo checksum contém a sequência CRC, composto por 15 bits, que permite 
detectar se os dados de uma mensagem CAN foram recebidos com erros. Seguindo-se do CRC 
Delimiter, composto apenas por um bit recessivo. 
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 Campo de reconhecimento (Acknowledgment Field) 
Este campo é composto por 2 bits, o primeiro ACK SLOT e o segundo ACK Delimiter. O 
dispositivo que enviar uma mensagem coloca estes dois bits como recessivos, qualquer 
dispositivo que receba a mensagem reescreve o bit ACK SLOT como dominante, sinalizando 
assim ao emissor que a mensagem foi recebida pelo menos por um dispositivo. 
 
Fim de trama (End of Frame (EOF)) 
O campo de fim de trama, tanto para o formato padrão como para o estendido, é 
composto por 7 bits recessivos, que indica o fim da trama CAN. 
 
Trama Remota 
Este tipo de tramas é utilizado para solicitação de informação por um dispositivo 
conectado a uma rede CAN.  
A trama remota apresenta um formato idêntico ao formato das tramas de dados, porém, 
durante o envio de uma mensagem, a trama remota não apresenta campo de dados. O bit RTR 
nas tramas remotas é enviado como recessivo, enquanto que nas tramas de dados esse bit é 
dominante. 
 
Trama de Erro 
Este tipo de trama é enviado por um dispositivo conectado a uma rede CAN quando é 
detectado um erro numa comunicação, para todos os outros dispositivos, indicando que foi 
detectado um erro na transmissão. Após a recepção desta mensagem o dispositivo que estava a 
transmitir vai iniciar a retransmissão. 
A trama de erro é composta por dois campos: o campo de erro e o campo delimitador. O 
campo de erro viola a regra de Bit Stuffing enviando uma sequência de 6 bits (dominantes ou 
recessivos) consecutivos. O campo delimitador é composto por 8 bits recessivos que marcam a 
terminação de uma trama de erro.  
Há dois tipos de tramas de erro: tramas de erro activas, composta por 6 bits dominantes e 
as tramas de erro passivas, composta por 6 bits recessivos. Ambas violam a regra do Bit Stuffing, 
que permite somente que 5 bits consecutivos possuam o mesmo valor (dominante ou 
recessivo). Caso aconteça algum destes erros, os contadores de erro são incrementados. 
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Trama de Sobrecarga 
As tramas de sobrecarga são muito similares às tramas de erro. As tramas de sobrecarga são 
geralmente utilizadas com o objectivo de atrasar o próximo envio de uma trama de dados, ou 
trama remota, evitando assim erros nas transmissões. Este tipo de trama pode ser enviada 
quando um dispositivo receptor necessita de atrasar o envio da próxima mensagem, obtendo 
assim mais tempo para processar a mensagem actual. 
As tramas de sobrecarga são também compostas por dois campos: flag de sobrecarga e o 
delimitador de sobrecarga. A flag de sobrecarga é composta por 6 bits dominantes e o 
delimitador de sobrecarga é composto por 8 bits recessivos. 
 
Espaçamento entre tramas 
O espaçamento entre tramas corresponde ao período de tempo que separa a transmissão 
consecutiva de duas tramas (tramas de dados ou tramas remotas). Desta forma, sempre que um 
nó quiser transmitir uma trama de dados ou remota deverá aguardar até que detecte o 
espaçamento entre tramas, para iniciar a transmissão. 
Pode-se então dizer que as tramas de dados e remotas são sempre precedidas de um 
espaçamento entre tramas, o mesmo não se verifica nas tramas de erro e de sobrecarga. 
O espaçamento entre tramas é composto por dois campos fixos: o campo de intervalo 
(Intermission) e o barramento livre (BusIdle). O campo de intervalo é composto por 3 bits 
recessivos após o campo de fim de trama (EOF), enquanto que o barramento livre, não possui 
tamanho fixo, sendo constituído por uma sequência de bits recessivos, até que seja detectado 
um bit dominante no barramento, que simboliza o início de uma trama (SOF). 
3.7. Filtragem de Mensagens 
A implementação do controlador CAN possui um mecanismo de filtragem de mensagens, 
baseado no identificador das mesmas. Com este mecanismo, os dispositivos conectados a uma 
rede, só processarão as mensagens que passem pelo filtro, ignorando as restantes mensagens. É 
possível receber mensagens com base no identificador completo ou então mascarar o 
identificador, ou seja, escolher apenas os bits do identificador que se quer filtrar, permitindo 
assim que um dispositivo receba determinados grupos de mensagens. 
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O conjunto filtro/máscara actua da seguinte forma, no filtro são definidos os 
identificadores que se pretende receber e na máscara são definidos os bits que se pretende 
comparar com os do identificador, tabela 3.2. 
 
Tabela 3.2 – Descrição da filtragem e aplicação de máscara a uma mensagem CAN. 
 
 
No exemplo da tabela 3.2, é aplicada uma máscara de 4 bits (bits a 1), isto é, os primeiros 
quatro bits são comparados com os bits do filtro, se forem iguais são recebidos, caso contrário 
são descartados. Os restantes 7 bits não importam para a filtragem, podem tomar qualquer 
valor. 
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Capítulo 4 
4. Sistema desenvolvido 
Neste capítulo é descrito o sistema desenvolvido. Primeiramente é apresentado um 
diagrama geral do sistema de controlo distribuído e é feita uma descrição do módulo de 
processamento que esteve na base deste trabalho. Posteriormente é apresentada a distribuição 
dos nós, descrevendo cada um deles, assim como as interfaces associadas. 
4.1. Introdução 
Neste trabalho foi desenvolvido um sistema de controlo distribuído com capacidade para 
realizar algoritmos de controlo de média complexidade. Este sistema envolve módulos de 
processamento distribuídos, interligados através do barramento CAN. 
 
Figura 4.1 – Diagrama blocos geral do sistema desenvolvido. 
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O sistema desenvolvido, cujo diagrama de blocos está apresentado na figura 4.1, é 
composto por 4 nós: sensor, controlador, actuador e visualizador, que podem estar em locais 
geograficamente distintos. Cada um destes nós é composto por um microcontrolador, que é 
responsável por todo o processamento, e por um transceiver, que é responsável pela adaptação 
dos sinais, produzidos pelo controlador CAN do microcontrolador, às características físicas do 
barramento. 
Externamente ao sistema desenvolvido, existe um sistema a controlar, que se encontra 
entre o nó actuador e o nó sensor. No entanto todos os nós têm contributo sobre este. O nó 
sensor é responsável pela aquisição de sinais e pelo seu envio para o nó controlador, enquanto 
que o nó controlador é responsável pela recepção dos sinais do nó sensor, implementação dos 
algoritmos de controlo e pelo envio desses dados para o nó actuador. Por seu lado, o nó 
actuador é responsável por receber os dados do nó controlador e, baseando-se neles actuar no 
sistema e, por fim, o nó visualizador é responsável por apresentar as mensagens mais relevantes 
para o utilizador.  
Adicionalmente nos nós sensor e actuador existem interfaces, cuja função é efectuar a 
interligação com o exterior, permitindo fazer o acondicionamento de sinal e a actuação do 
sistema, respectivamente.   
4.2. Módulo de Processamento 
O sistema desenvolvido, como referido anteriormente, é constituído por vários nós, 
compostos por um módulo detpic, como o apresentado na figura 4.2.  
 
 
Figura 4.2 – Módulo DETPIC. 
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• 1 Módulo ECAN (Enhanced Controller Area Network); 
• 1 Módulo USART (Universal Synchronous Asynchronous Receiver Trasmitter); 
• 1 Módulo MSSP (Master Synchronous Serial Port); 
• 1 Módulo ADC de 10 bits – 8 canais. 
O microcontrolador PIC18F2580 possui um módulo ECAN, que é completamente 
compatível com os protocolos CAN 2.0A e 2.0B, definidos pelas especificações da BOSCH. 
As suas principais características são: 
• Tramas de dados do tipo padrão e estendido; 
• Tamanho dos dados entre 0 e 8 bytes; 
• Programação da taxa de transmissão até 1 Mbps; 
• Três modos de operação:  - Modo 0 (Legacy mode); 
- Modo 1 (Enhanced Legacy mode); 
- Modo 2 (FIFO mode). 
• Suporte para tramas remotas; 
• Programação de seis buffers, como buffers RX e TX. 
 
Para mais informações sobre as funcionalidades do microcontrolador PIC18F2580 ou 
detalhes de alguma característica mais relevante, aconselha-se a consulta de [24]. 
Associado a este microcontrolador, é necessário existir um transceiver, que se encarrega de 
adaptar os sinais produzidos pelo controlador CAN às características físicas do barramento. 
4.2.2. Transceiver CAN 
O transceiver utilizado neste trabalho foi o MCP2551 da Microchip. O MCP2551 é um 
controlador de alta velocidade, tolerante a falhas e que serve como interface entre o 
controlador CAN e o barramento físico. Fornece transmissão diferencial e recepção compatível 
com o controlador CAN. Este componente é completamente compatível com a norma ISO-
11898 e permite a implementação de redes de alta velocidade, até 1Mbps. 
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Figura 4.5 – Transceiver CAN MCP2551. 
 
Figura 4.6 – Pinos do MCP2551. 
Algumas das principais características deste componente são [25]: 
• Modo de operação até 1Mbps; 
• Implementado sobre a norma ISO-11898; 
• Adequado para sistemas alimentados a 5V; 
• Operação com baixa corrente; 
• Bastante imune ao ruído, devido à implementação diferencial. 
4.3. Distribuição dos nós 
O sistema desenvolvido possui vários nós, sendo que cada nó possui uma determinada 
função. O sistema é composto por quatro nós distintos: 
• Controlador; 
• Sensor; 
• Actuador; 
• Visualizador. 
Todos estes nós trocam informação entre si através do barramento CAN. 
4.3.1. Nó Controlador 
O nó controlador, figura 4.7, tem a função de receber a informação enviada pelo nó 
sensor, aplicar o algoritmo de controlo e enviar essa informação para o nó actuador. Neste nó é 
ainda feita a interface USB entre o barramento CAN e o PC. 
Neste trabalho serão abordadas duas soluções para a realização dos algoritmos de controlo. 
A primeira solução passa por realizar todo o controlo no computador e a segunda passa pela 
realização do controlo no microcontrolador, enviando apenas os resultados de visualização para 
o computador através da interface USB. 
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Figura 4.7 – Diagrama de blocos do nó Controlador. 
4.3.1.1. Controlo no Computador 
Esta solução inclui um microcontrolador, que tem como função realizar a interface entre 
o barramento e o computador, e um computador, que tem como objectivo realizar toda a 
parte de controlo e apresentar resultados. 
 
Figura 4.8 – Diagrama de blocos do Nó Controlador, com controlo realizado no Computador. 
Como descrito no diagrama de blocos da figura 4.8, o microcontrolador recebe sinais do 
nó sensor, através do barramento CAN e envia esses mesmos sinais via USB para um 
computador. A interface USB, realizada pelo microcontrolador, tem como base o módulo 
UM245R da FTDI, que será apresentado com mais detalhe na secção 4.3.1.3. Nesta solução 
todos os algoritmos de controlo são realizados no computador, tendo como recurso o 
MATLAB, um software interactivo de alta performance voltado para o cálculo numérico. 
4.3.1.2. Controlo no Microcontrolador 
Esta solução é uma alternativa à solução anterior. Neste caso, o microcontrolador tem 
duas funcionalidades: realizar a interface USB e executar os algoritmos de controlo. O 
computador, nesta solução, é utilizado apenas para a visualização de resultados. 
A solução, apresentada no diagrama de blocos da figura 4.9, é composta por um 
microcontrolador e por um computador. O microcontrolador é responsável por executar os 
algoritmos de controlo, assim como a interface entre o barramento CAN e o computador via 
USB. O computador tem como tarefa a visualização dos resultados, isto é, recebe os dados 
enviados pelo microcontrolador e apresenta-os. No entanto, esta solução de realizar o controlo 
no microcontrolador apresenta algumas limitações ao nível do processamento, visto que o 
microcontrolador utilizado, PIC18F2580, possui limitações ao nível de memória e poder do 
cálculo.  
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Figura 4.9 – Diagrama de blocos do Nó Controlador, com controlo realizado no Microcontrolador. 
4.3.1.3. Interface USB 
Para realizar a comunicação, via USB, entre o microcontrolador e o computador, foi 
utilizado o módulo UM245R da FTDI [26].  
 
Figura 4.10 – Módulo detpic com interface USB. 
 
Figura 4.11 – Módulo UM245R. 
 
Figura 4.12 – Circuito Integrado FT245R. 
O módulo UM245R, figura 4.11, é baseado no circuito integrado FT245R da FTDI, 
figura 4.12. Este circuito apresenta como principais funcionalidades [27]: 
- Transferência de dados bidireccionais, modo paralelo (8 bits); 
- Transferência de dados até 1 megabyte por segundo; 
- Memória EEPROM de 1024 bits; 
- Buffer de recepção de 256 bytes e buffer de transmissão de 128 bytes; 
- Modo de operação de 3.3V até 5.25V. 
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Na figura 4.13 está apresentado o esquema eléctrico da interface entre o USB e o 
microcontrolador. 
 
Figura 4.13 – Esquema eléctrico do FT245R. 
A transferência de dados é feita em modo paralelo de um byte de cada vez. É efectuada 
sobre dois buffers, um de recepção (RX) e outro de transmissão (TX). A transmissão de dados 
tem como base dois pinos de controlo, WR e RD, aos quais está associada a escrita e a leitura 
dos dados, respectivamente. Quando ocorre uma transição de estado de “1” para “0” no pino 
RD, o byte para envio é colocado nos respectivos pinos de dados. Quando ocorre uma 
transição de estado de “1” para “0” no pino WR, o byte que estiver nos pinos de dados é 
guardado.  
Existe também a monitorização de dois pinos, RXF e TXE. O pino RXF, quando se 
encontra no estado low (“0”), sinaliza que os dados estão preparados para serem enviados para 
o PIC, e o pino TXE, no estado low (“0”), sinaliza ao PIC que está disponível para receber 
dados. 
Existe ainda o pino PWREN, que assume o estado low após o dispositivo estar ligado ao 
USB e com as configurações correctas.  
Para mais detalhes e informações sobres este dispositivo aconselha-se a consulta de [27]. 
4.3.2. Nó Sensor 
O nó sensor é responsável pela aquisição de sinais do sistema, proceder ao seu tratamento 
e enviá-los para o barramento CAN para chegarem, posteriormente, ao nó controlador.   
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Figura 4.14 – Diagrama de blocos do Nó Sensor. 
O nó sensor, cujo diagrama de blocos está apresentado na figura 4.14, é composto por 
um conversor analógico-digital (ADC) e por um microcontrolador. Neste nó, através do 
microcontrolador, é executada uma média das leituras do ADC, obtendo-se assim valores mais 
satisfatórios. Seguidamente estes são enviados, através do barramento CAN, para o nó 
controlador. 
Este nó possui ainda uma interface associada, que é intermédia entre ele e o sistema a 
controlar. Foram realizadas duas interfaces para este trabalho: a primeira é uma interface que 
faz o acondicionamento de sinal proveniente de termopares do tipo K e a segunda é uma 
interface analógica de um sinal com amplitudes entre -2.5 e 2.5 Volts. 
4.3.2.1. Interface Termopar 
Como foi referido atrás, existe uma interface entre o sistema a controlar e nó sensor. Esta 
interface faz todo o acondicionamento do sinal, resultante do sistema a controlar, até que 
chegue a um conversor analógico-digital. Para fazer o acondicionamento de sinal resultante de 
um termopar do tipo K foi desenvolvida a seguinte interface: 
 
 
Figura 4.15 – Diagrama de blocos da Interface do Termopar. 
A interface, cujo diagrama de blocos está apresentado na figura 4.15, é composta por dois 
andares de amplificação. O primeiro andar é composto pelo integrado AD595 e o segundo 
pelo integrado TL081.  
O AD595 é um amplificador de instrumentação com compensação de junção fria. Este 
integrado combina o ponto de junção fria com o amplificador, para produzir 10 mV/ºC 
directamente à saída. O AD595 é recomendado para uso de termopares do tipo K, tendo um 
baixo consumo (tipicamente menor que 1mW)[28].  
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O TL081 é um amplificador operacional que tem como principais características o baixo 
consumo de energia, uma grande gama de tensão de modo comum e de tensão diferencial, 
baixa corrente de offset e protecção contra curtos circuitos [29].  
O primeiro andar recebe um sinal, de amplitude muito pequena (na ordem dos mV), 
proveniente do sistema (termopar), recorrendo ao integrado AD595 é feita uma amplificação 
desse sinal. Este integrado faz ainda a compensação de junção fria. No segundo andar, é feita 
uma filtragem e uma amplificação para ajustar o sinal para valores entre 0 e 5 Volts, de modo a 
que estes sinais sejam adequados para o ADC do microcontrolador. O esquema eléctrico desta 
interface encontra-se no Anexo B. 
4.3.2.2. Interface Analógico 
A segunda interface, desenvolvida para o nó sensor, é uma interface analógica que faz o 
tratamento de um sinal proveniente do sistema. 
 
∑
 
Figura 4.16 – Diagrama de blocos a interface analógica. 
A interface, cujo diagrama de blocos está apresentado na figura 4.16, tem como objectivo, 
transformar um sinal contínuo, de amplitude entre -2.5 e 2.5 Volts, num sinal compreendido 
entre 0 e 5 Volts. Para tal, recorre ao uso de um somador, com uma tensão de referência 
externa de -2.5 Volts, e de um inversor. Após os sinais estarem ajustados entre 0 e 5 Volts, são 
aplicados ao ADC do nó sensor. O esquema eléctrico desta interface encontra-se no Anexo C. 
4.3.3. Nó Actuador 
Um outro nó pertencente ao sistema de controlo distribuído é o nó actuador. A função 
deste nó é receber sinais do controlador, via CAN, e aplicar os mesmos ao sistema a controlar. 
Para isso, recorre ao uso de interfaces, que fazem a comunicação intermédia entre o nó 
controlador e o sistema.  
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Figura 4.17 – Diagrama de blocos do Nó Actuador. 
O nó, cujo diagrama de blocos está apresentado na figura 4.17, é composto por um 
microcontrolador, que faz o tratamento do sinal vindo do nó controlador, e por um conversor 
digital-analógico (DAC). 
Associadas a este nó foram desenvolvidas três interfaces: interface de potência, interface de 
controlo de uma electroválvula e uma interface analógica. 
4.3.3.1. Interface de Potência 
De seguida, são apresentadas duas soluções de controlo de potência, utilizando circuitos 
baseados em triacs capazes de actuar directamente sobre a tensão da rede de distribuição 
eléctrica de 220 Volts AC.  
 
Figura 4.18 – Módulo da Interface de Potência. 
A primeira solução implementa um controlo de potência baseado na técnica de controlo 
de fase, enquanto que a segunda solução implementa um controlo de potência baseado na 
técnica de contagem de impulsos de rede. 
Controlo por Ângulo de Fase  
O circuito descrito a seguir, pretende implementar um controlo de potência baseado no 
controlo de ângulo de fase. Este tipo de controlo é obtido atrasando a entrada em condução de 
um elemento de potência (triac) relativamente à passagem por zero da tensão da rede. 
A figura 4.19 apresenta, sob a forma de diagrama de blocos, um controlador de potência, 
baseado no controlo de fase, com auxílio de um microcontrolador. 
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Figura 4.19 – Diagrama de blocos do controlo de fase. 
O controlador é constituído por 5 blocos funcionais: detector de passagem por zero 
(responsável pela definição de sincronismo), contador, comparador, isolamento óptico e andar 
de potência. A solução descrita, figura 4.19, passa pela implementação do contador e do 
comparador em software. A saída do detector de passagem por zero actua directamente sobre 
uma linha de interrupção do microcontrolador, forçando a sincronização do processo de 
contagem e a comparação pela passagem por zero da tensão da rede. Dependendo do sinal 
resultante do microcontrolador, o isolamento óptico (foto-triac) e o andar de potência (triac), 
vão estar em condução, mais ou menos tempo, permitindo, deste modo, aplicar mais ou 
menos potência à carga. 
 
Controlo por Contagem de Ciclos de Rede  
Uma alternativa ao circuito de controlo de fase é o circuito de controlo de potência por 
contagem de ciclos de rede. Esta técnica baseia-se na definição de um intervalo de tempo, em 
função de um determinado número de ciclos de rede, controlando, dentro deste intervalo de 
tempo, o número de ciclos de rede em que é aplicada potência à carga. 
A figura 4.20 apresenta, sob a forma de diagrama de blocos, uma solução possível para 
um controlador de potência por contagem de ciclos de rede, com auxílio de um 
microcontrolador. 
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Figura 4.20 – Diagrama de blocos do controlo por Contagem de Ciclos de Rede. 
Em semelhança ao controlador de potência baseado no controlo de fase, esta solução 
também é constituída por 5 blocos funcionais: detector de passagem por zero (responsável pela 
definição de sincronismo), contador, comparador, isolamento óptico e andar de potência. A 
saída do detector de passagem por zero actua directamente sobre uma linha de interrupção do 
microcontrolador, fazendo a sincronização do processo de contagem e de comparação. Nesta 
solução define-se um intervalo de tempo T igual à duração de N ciclos de rede. Por software, é 
definido, dentro do intervalo de tempo T, o número de ciclos que o elemento de potência 
conduz e, consequentemente, o sinal de tensão de rede aplicado à carga.  
O interface de potência, tanto para o controlo por ângulo de fase, como para o controlo 
por contagem de ciclos de rede, é o mesmo em termos de hardware, figura 4.18 (esquema 
eléctrico apresentado no Anexo D), apenas diferem no software. 
4.3.3.2. Interface Electroválvula 
Foi desenvolvida uma interface que apresenta uma solução de controlo para uma 
electroválvula, através de um sinal de PWM gerado por um microcontrolador. Esta interface 
possibilita atacar a electroválvula de quatro formas distintas: comunicação série RS232, 
mensagens CAN, sinal analógico externo e potenciómetro manual. O modo de funcionamento 
entre elas é idêntico, em todas é gerado um sinal de PWM no microcontrolador local (nó 
actuador), a diferença reside na origem do valor que vai ser aplicado ao PWM. De todas as 
possibilidades disponíveis, neste trabalho, apenas foi usada a solução que utiliza mensagens 
CAN. 
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Figura 4.21 – Diagrama de blocos da 
interface da electroválvula. 
Figura 4.22 – Esquema eléctrico da  
Interface da electroválvula. 
 
A solução descrita, cujo diagrama de blocos é apresentado na figura 4.21 e o esquema 
eléctrico está apresentado na figura 4.22, passa pela utilização de um inversor (VN2222 [30]) e 
por um driver de corrente (L293E [31]). 
Como os pinos do microcontrolador não debitam corrente suficiente, é necessário utilizar 
um driver de corrente para alimentar o motor. Para estabelecer o controlo do sentido de 
rotação (abertura e fecho) é usada uma configuração em ponte H. 
É gerado pelo microcontrolador um sinal de PWM para um driver de corrente que, por 
sua vez, gera corrente conforme o valor de PWM. Fazendo variar o sinal de PWM consegue-se 
controlar a velocidade e o sentido de rotação do motor da válvula.  
Para que seja possível o motor rodar nos dois sentidos, é necessário inverter o sinal de 
PWM aplicado a uma das entradas do driver de corrente, para tal, foi utilizado o inversor 
VN2222.  
Para que o sinal de saída do driver de corrente seja aplicado ao motor, é necessário que o 
chip enable do driver de corrente esteja activo, isto é, com nível lógico 1. O esquema eléctrico 
desta interface encontra-se no Anexo A. 
4.3.3.3. Interface Analógico 
Por último, foi desenvolvida uma interface que possibilita, com base num sinal de PWM, 
fazer o controlo de um sistema analógico.  
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Figura 4.23 – Diagrama de blocos do interface analógico. 
A interface desenvolvida, cujo diagrama de blocos está apresentado na figura 4.23, tem 
como objectivo transformar um sinal de PWM num sinal contínuo, com uma amplitude 
compreendida entre -2.5 e 2.5 Volts. O sinal de PWM é aplicado na entrada de um filtro passa 
baixo, que vai transformar esse sinal, compreendido entre 0 a 100%, num sinal contínuo entre 
0 e 5 Volts. Este sinal é aplicado a um subtractor, que utiliza uma tensão de referência de 2.5 
Volts, resultando daí um sinal contínuo compreendido entre -2.5 e 2.5 Volts. O esquema 
eléctrico desta interface encontra-se no Anexo C. 
4.3.4. Nó Visualizador 
O sistema desenvolvido possui ainda um nó visualizador. Este nó tem como objectivo 
apresentar as mensagens mais relevantes, permitindo assim, ao utilizador ter uma melhor 
percepção do que se está a passar num dado momento. 
 
 
Figura 4.24 – Nó visualizador. 
Este nó tem associada uma interface de visualização, cuja imagem está apresentada na 
figura 4.25 e o esquema eléctrico no Anexo F, é constituído, essencialmente, por um display 
LCD (liquid crystal display) e por cinco botões de pressão. O display LCD é responsável por 
apresentar as mensagens mais relevantes enviadas pelo microcontrolador e os botões têm como 
objectivo ajudar na selecção das mensagens. Estes últimos estão ligados ao microcontrolador, 
como entradas digitais, possibilitando seleccionar que tipo de mensagem deverá aparecer no 
display LCD.  
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Figura 4.25 – Interface do nó visualizador com Display LCD. 
O LCD em questão é composto por 2 linhas com 20 caracteres cada. Para comunicar 
com o LCD existem 16 pinos, alguns destes para transferir dados e outros para controlo, como 
está indicado na Tabela 4.1. 
Tabela 4.1 – Pinos do display LCD. 
 
Quando o LCD é activado, por defeito, o 1º carácter é escrito na posição correspondente 
à 1ª coluna da 1ª linha. No entanto, pode-se posicionar o cursor numa das 40 posições do 
LCD, bastando para isso enviar um código de configuração com o endereço de memória da 
posição que se pretende. Os pinos de 7 a 14 (barramento de dados) permitem transmitir dados 
Pino Sinal Descrição 
1 VSS Alimentação (0V) 
2 VDD Alimentação (5V) 
3 Vo 
Controlo de contraste  
0V – máximo 
5V – mínimo 
4 RS 
Selecção de Registo 
‘0’ – Código de configuração 
‘1’ – Dados 
5 R/W 
Leitura/Escrita de Dados 
‘0’ – Escrita 
‘1’ – Leitura 
6 E 
Enable – Sinal de Activação 
Validação de dados/códigos de configuração: ‘0’  ‘1’  ‘0’ 
7 a 14 DB0 a DB7 Barramento de Dados 
15 A Iuminação (+) 
16 K Iluminação (-) 
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ou configurações entre o LCD e o microcontrolador, sendo esta transmissão bidireccional. 
Podem enviar-se caracteres, como também podem ler-se caracteres duma posição específica, 
bastando para isso saber qual o endereço de memória da posição do LCD. 
4.4. Multiplexer de auxílio à programação dos PICs 
Dado que todos os microcontroladores possuem um boatloader, foi desenvolvido um 
multiplexer facilitando, deste modo, a programação e a comunicação dos diferentes nós com o 
computador. A fotografia e o esquema eléctrico são apresentados no Anexo E. 
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Capítulo 5 
5. Controlo Adaptativo 
Neste capítulo são descritas algumas das principais características do controlo adaptativo. 
Primeiramente são apresentadas técnicas de identificação de sistemas, seguindo-se do método 
dos mínimos quadrados, com referência à sua implementação recursiva. Por fim, é apresentado 
o controlador Dahlin do tipo auto-ajustável.  
5.1. Introdução 
A crescente evolução tecnológica que se tem feito sentir nos últimos tempos, levou ao 
aparecimento de problemas de controlo automático, que dificilmente eram solúveis através de 
técnicas convencionais. Tratava-se, sobretudo, de problemas que envolviam controlo multi-
variável em tempo-real, e ainda de problemas, em que as não linearidades desempenhavam um 
papel importante. Deu-se assim o desenvolvimento de um grande número de técnicas que 
pretendiam atacar estes problemas. 
A técnica de controlo adaptativo é uma solução elegante para os problemas referidos 
anteriormente. Ao longo do tempo têm sido feitas várias tentativas no sentido de definir o 
controlo adaptativo. Um controlador adaptativo é um sistema capaz de modificar o seu 
comportamento, em resposta a variações da dinâmica do processo a controlar, a variações do 
ponto de funcionamento do processo ou mesmo a variações de perturbações que afectam o 
processo. A sua estrutura terá que ser, necessariamente, diferente da estrutura de um 
controlador convencional.  
O aspecto mais importante deste tipo de controlador é o facto de, mesmo que, dentro de 
certos limites, o utilizador desconheça o modelo da dinâmica do processo, o procedimento de 
adaptação atinja o desempenho em malha fechada pretendido ajustando automaticamente os 
parâmetros do controlador. Esta adaptação é conduzida por alterações nos graus de liberdade 
do controlador, através de um determinado mecanismo de ajuste dos parâmetros.  
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Um sistema de controlo adaptativo genérico, cujo diagrama é apresentado na figura 5.1, é 
composto por duas malhas. Uma malha de realimentação normal, de um sistema de controlo, 
constituída pelo processo e pelo controlador. A outra malha é uma malha de ajuste de 
parâmetros do controlador [32].  
 
Figura 5.1 – Diagrama de blocos de um controlador adaptativo genérico. 
5.2. Identificação de Sistemas 
Quando se interage com um sistema é necessário ter algum conhecimento da relação entre 
as suas variáveis. A descrição das características dos sinais observados é denominada modelo do 
sistema. Quando essa descrição é representada sob a forma de equações matemáticas, como 
equações de diferenças, os modelos são chamados de modelos matemáticos [33].  
Uma das características da ciência é a utilização de modelos matemáticos para extrair o 
essencial de uma evidência complexa, quantificando as suas implicações. O objectivo da 
obtenção de um modelo é aumentar o conhecimento relativamente a um dado sistema, 
procurando as relações entre as observações do comportamento do mesmo. 
Segundo Zadeh [34], a identificação consiste em determinar, com base nos sinais de 
entrada e de saída de um dado sistema, dentro de uma classe especificada, qual o sistema 
equivalente. 
Num sistema de controlo o objectivo da identificação é permitir a escolha de uma 
estratégia de controlo. Na maioria das aplicações práticas não existe, à partida, informação 
suficiente para se projectar o sistema de controlo. É então, boa prática, efectuar algumas 
experiências, utilizando sinais de entrada bem conhecidos e observar os sinais de saída [35]. 
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5.2.1. Sinais de entrada 
Para formulação do problema da identificação é necessário especificar uma classe de sinais 
de entrada, . Tomando como critério, a escolha de um sinal de entrada, , bem conhecido, 
simplifica, de certa forma, os procedimentos computacionais relativos ao estimador. Na 
prática, utilizam-se sinais de entrada que garantam a persistência de excitação da dinâmica do 
sistema, como por exemplo sinais do tipo PRBS (Pseudo-Random Binary Sequence). 
5.2.2. Critério 
O critério utilizado é, vulgarmente, a minimização de uma função de custo, esta função é 
escolhida ad hoc, no momento da formulação do problema de identificação, sob a forma de 
um problema de optimização.  
O objectivo é minimizar o erro entre o valor de saída do sistema real e o valor de saída do 
modelo. Se for aplicada a mesma entrada  ao sistema real e ao modelo, as duas saídas 
 e  podem ser comparadas, dando lugar a um erro , vulgarmente designado por 
erro de estimativa, que é dependente da qualidade das estimações dos parâmetros, o mesmo é 
dizer, o erro indica em que medida o modelo é capaz de representar o comportamento real do 
sistema. A figura 5.2 apresenta uma representação gráfica do erro de estimativa. 
 
∑ ε
yˆ )(k
)(k
 
Figura 5.2 – Erro de Estimativa. 
A função de custo utilizada usualmente é baseada na função quadrática do erro e é dada 
pela equação 5.1. 
	 
 	,  
    
     (5.1) 
Tal como foi referido anteriormente,  é a saída do sistema real,  a saída do 
modelo e  o erro de estimativa definido pela diferença entre os sinais  e .  
52 5. Controlo Adaptativo 
 
Existem vários métodos capazes de minimizar esta função de custo. Um dos mais simples 
e eficazes é o método dos mínimos quadrados (LS – Least Squares). 
5.3. Método dos Mínimos Quadrados 
Para aproximar o comportamento de um modelo ao de um dado sistema, que se pretende 
identificar, é necessário tentar obter os coeficientes do modelo, para os quais o quadrado dos 
erros entre as duas saídas é mínimo. A este método dá-se o nome de Mínimos Quadrados (LS - 
Least Squares). 
O método dos mínimos quadrados é utilizado na resolução de numerosos problemas de 
matemática e engenharia. Ao longo do tempo as suas propriedades foram repetidamente 
analisadas e foram propostos muitos procedimentos numéricos, capazes de proporcionar 
estimações isentas de desvio, com um número razoável de operações aritméticas. Um dos 
campos em que este método encontrou enorme sucesso foi a estimação de parâmetros para 
sistemas de controlo automático [36]. 
Este método destaca-se em relação aos outros por possuir três grandes vantagens: os erros 
grandes são muito penalizados; o seu tratamento matemático é pouco complexo, utilizando-se 
para tal álgebra matricial, sendo os coeficientes do modelo obtidos por simples soluções de 
equações lineares; e, por fim, as suas características podem ser facilmente analisadas [35]. 
O método dos mínimos quadrados é provavelmente a mais popular técnica de estimação 
usada na estimação de parâmetros [21].  
5.3.1. Implementação Recursiva 
Num controlador adaptativo a identificação dos parâmetros do modelo é efectuada em 
tempo-real. No sentido de economizar tempo é necessário utilizar um algoritmo recursivo, 
para que os valores estimados, obtidos no instante de tempo   1, possam ser utilizados para 
obter estimação no instante de tempo . 
A versão recursiva do método dos mínimos quadrados (RLS – Recursive Least Squares) é a 
mais adequada à utilização em sistemas de controlo adaptativo, porque nestes sistemas a 
estimativa tem que ser efectuada em tempo-real. 
A versão recursiva, para além de permitir uma economia de tempo óbvia, evita que, à 
semelhança da versão não recursiva do método, seja necessário guardar todos os valores dos 
vectores de regressão. 
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5.3.1.1. Mínimos quadrados pesados com factor de esquecimento  
Na versão recursiva do método dos mínimos quadrados, o valor estimado do sistema real 
difere um pouco, para um valor de  elevado, do valor estimado do modelo. Esse valor 
pequeno resulta do facto de o algoritmo minimizar a soma dos quadrados dos resíduos, desde 
o instante inicial até ao instante   1, e do novo resíduo possuir, portanto, pouca influência 
na soma total. 
Em sistemas variantes no tempo o valor estimado do vector dos parâmetros pode não ser 
um bom estimador, mesmo para valores elevados de , pelo que é necessário um ganho 
elevado. Para este tipo de sistemas, é possível atribuir um maior peso aos resíduos recentes 
relativamente aos resíduos mais antigos. Desta forma, as correcções no vector dos parâmetros 
passam a depender mais dos resíduos recentes, do que o somatório simples de todos os 
resíduos.   
Este processo tem por base o factor de esquecimento, , que indica com que rapidez a 
informação mais antiga é esquecida. A escolha mais comum para o valor do factor de 
esquecimento, , encontra-se ligeiramente inferior a 1. O valor de  é ajustado 
experimentalmente, até que se obtenham variações credíveis dos parâmetros e dos resíduos. O 
valor típico de  está compreendido entre 0.95 (variações rápidas) e 0.999 (variações lentas). A 
escolha do factor de esquecimento  é, deste modo, um compromisso entre a possibilidade do 
estimador ser capaz de seguir variações rápidas e a qualidade das estimações a longo prazo. 
As expressões para determinar os parâmetros do sistema com esta implementação podem 
ser consultadas em [35]. 
5.3.1.2. Selecção do período de amostragem 
A selecção do período de amostragem (h) depende das propriedades do sinal/sistema que 
se pretende amostrar. 
Por exemplo, em processamento digital de sinal, o período de amostragem deve ser o mais 
pequeno possível, desde que a implementação prática o permita. No entanto, esse período de 
amostragem deve obedecer ao critério de Nyquist, que diz que a frequência mínima de 
amostragem deve ser igual a pelo menos duas vezes a frequência máxima do sinal a amostrar. 
No caso de sistemas de controlo em malha fechada, a escolha do período de amostragem 
deve ser baseada no conhecimento da sua influência para o desempenho final do sistema. 
Pode-se com isto dizer, que o período de amostragem está directamente relacionado com a 
largura de banda do sistema em malha fechada (tempo de subida).   
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Segundo Aström e Wittenmark [37], a escolha razoável para o período de amostragem 
deverá ser 10 a 40 vezes superior à largura de banda do sistema ou corresponder a 4 a 10 
amostras por tempo de subida. 
5.4. Controlador Dahlin 
Ao longo dos anos, têm-se desenvolvido vários algoritmos de controlo digital, utilizando 
uma vasta gama de controladores para as mais diversas aplicações. 
O objectivo de um controlador é garantir um adequado desempenho ao sistema, mesmo 
na presença de perturbações, na maioria desconhecidas, ou de mudanças de referência. 
Dos vários tipos de controladores adaptativos existentes, destacam-se aqui os 
controladores auto-ajustáveis. Neste tipo de controladores, figura 5.3, os parâmetros do 
controlador são calculados a partir do valor estimado dos parâmetros do sistema, de acordo 
com as especificações impostas para a aplicação. 
 
Controlador Sistema
Estimação
Sinal de 
referência
Síntese do 
controlador
Sinal de 
controlo
Sinal de 
saída
Parâmetros estimados
Parâmetros
do
controlador
Especificação
Regulador auto-ajustável
 
Figura 5.3 – Diagrama de blocos de um controlador auto-ajustável [5]. 
Este tipo de controlador é composto por três blocos. O bloco de síntese, responsável por 
ajustar em tempo-real os parâmetros adequados para o controlador, o bloco de estimação, 
responsável por obter os parâmetros do sistema, actuando também em tempo-real, e o 
controlador em si, responsável por gerar o sinal de controlo para o sistema [5].  
O controlador Dahlin, que esteve na base do desenvolvimento deste trabalho, é do tipo 
auto-ajustável. Pressupõe que o modelo do sistema obtido pelo estimador seja o correcto e 
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procede à síntese do controlador, tendo por base o comportamento desejado em malha 
fechada.  
∑
 
Figura 5.4 – Diagrama de blocos do controlador Dahlin. 
A função de transferência em malha fechada é dada por: 
 


1  
                                                    5.2 
Neste tipo de controlador o modelo de malha fechada é um sistema de primeira ordem. 
Supondo que o modelo do sistema em malha aberta possui um atraso igual a um intervalo de 
amostragem, pode-se escrever que o modelo de malha fechada é do tipo: 
 



1  
                                                       5.3 
Com base na expressão 5.2 é possível obter a expressão do controlador: 
1   
  
     
 0 
     
 0 
 


  
 
 

1


1  
                                                   5.4 
Sabendo que o modelo do sistema é dado por: 
 



1  
                                                         5.5 
Substituindo e desenvolvendo o modelo do controlador fica: 
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                                  5.6 
O sinal de controlo é dado pela seguinte expressão: 
 
 $                                                         5.7 
Substituindo pela expressão 5.6 fica: 
 


  


     
$ 

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
  
 
 
  
 $ 
  1      2 
 $  1  $  2 
      1 
 $  $  1 
Pelo que: 
 
     1 


$  $  1                  5.8 
Em relação aos parâmetros do controlador, o bm é determinado para que o ganho em 
malha fechada seja unitário. O valor de am é dado por 1-bm. Enquanto que os parâmetros a1 e 
b1 correspondem aos valores estimados em tempo-real do sistema. 
Todas as deduções e informações relativas a este controlador podem ser consultadas com 
mais detalhe em [38].  
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Capítulo 6 
6. Resultados 
Neste capítulo são apresentados os resultados alusivos a duas aplicações práticas distintas, 
utilizando o controlador Dahlin descrito no capítulo 5. A primeira aplicação prática visa o 
controlo de um sistema de 1ª ordem e a segunda o controlo de um processo térmico. 
6.1. Introdução 
Na sequência do estudo do controlo adaptativo, dos métodos de identificação e do 
controlador Dahlin, realizado no capítulo anterior, pretende-se agora descrever os passos 
necessários na implementação de duas aplicações práticas. 
A primeira aplicação, suportada por uma estrutura de um sistema distribuído, passa pelo 
controlo de um sistema de 1ª ordem. 
A segunda aplicação prática, em semelhança à primeira, tem também como base uma 
estrutura de um sistema distribuído e assenta no controlo de um processo térmico. 
Estas soluções estão divididas em duas vertentes, uma relativa à parte de hardware e outra 
de software. 
Na vertente do hardware, a solução implementada integra várias unidades de 
processamento distribuído, interligadas por um barramento de campo, CAN. 
Na vertente do software, a solução passa pela implementação da comunicação entre os 
diferentes módulos do sistema, proporcionando o controlo do mesmo. A flexibilidade do 
sistema implementado possibilita apresentar diversas soluções de software, permitindo desta 
forma, uma diferente distribuição das tarefas a executar, entre o PC e os microcontroladores. 
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6.2. Sistema de Controlo de 1ª Ordem  
A primeira aplicação prática visa controlar um sistema de 1ª ordem, que se baseia em 
electrónica discreta, cujo esquema eléctrico se encontra em Anexo G. Da análise analítica 
deste, resulta a seguinte função de transferência em malha aberta no plano s: 
' 

1
'  0.896
                                                                  5.1 
         
Sabendo que o tempo de subida (tS) para um sistema de 1ª ordem é dado por 2.2) com 
) 
 *+, o tempo de subida para este sistema é de aproximadamente 1,97 segundos. 
Pretende-se controlar este sistema utilizando controlo adaptativo, mais concretamente um 
controlador Dahlin, apresentado no capítulo 5. 
6.2.1. Arquitectura do Sistema de Teste 
O sistema de teste é constituído por uma malha de controlo totalmente distribuída, em 
que cada nó está fisicamente num local distinto. Estes nós estão interligados entre si através do 
barramento CAN, com uma velocidade de transmissão de 125kbps.  
 
Figura 6.1 – Arquitectura do sistema de controlo de 1ª ordem. 
 
O nó sensor e o nó actuador estão directamente ligados ao sistema a controlar, no qual 
fazem a aquisição e actuação, respectivamente. Estes dois nós estão ligados através do 
barramento CAN ao nó controlador, que é composto por um PC e por um módulo DETPIC. 
6.2. Sistema de Controlo de 1ª Ordem 59 
 
Para esta aplicação foram utilizadas três soluções de controlo distintas: na primeira 
solução o algoritmo de controlo é totalmente implementado no computador, tendo como 
recurso o uso do MATLAB; na segunda, o algoritmo de controlo é implementado no 
microcontrolador, tendo como auxílio o uso do MATLAB para as seguintes funções: gerar a 
sequência de entrada (r), gerar a marca temporal (período de amostragem – h) e apresentar os 
resultados; na última solução, o controlo é totalmente realizado no microcontrolador, 
recorrendo apenas ao MATLAB para apresentar os resultados. 
Todas as soluções referidas utilizam o seguinte procedimento: 
 
 
Figura 6.2 – Fluxograma do controlo do sistema de 1ª ordem. 
Como apresentado na figura 6.2, para o sistema de 1ª ordem, a malha de controlo é 
sempre iniciada pela actuação da amostra anterior. Este procedimento foi levado a cabo, visto 
que nas três soluções implementadas os atrasos impostos pela malha de controlo eram 
diferentes. Se a actuação fosse feita, não no início mas sim no final da malha de controlo, o 
momento da mesma seria diferente para as três soluções.  
Um outro aspecto pelo qual não se entendeu realizar a actuação no final da malha de 
controlo, foi pelo facto do atraso entre o instante do pedido de uma amostra e o instante da 
respectiva actuação ultrapassar os 20% do período de amostragem, degradando o desempenho 
do controlador [5].  
Torna-se então necessário efectuar a actuação, da amostra anterior, no início da malha de 
controlo, garantindo assim, sempre o mesmo instante de actuação. Desta forma, podem 
comparar-se os resultados das três soluções, sempre nas mesmas condições. 
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6.2.2. Implementação do Controlador no MATLAB 
  Esta secção apresenta os resultados obtidos, utilizando o controlador Dahlin e o 
estimador com a implementação recursiva dos mínimos quadrados pesados com factor de 
esquecimento.  
A arquitectura de teste e a sequência utilizada na malha de controlo estão apresentadas na 
figura 6.3. 
 
Figura 6.3 – Sistema de Controlo Distribuído com controlador no MATLAB. 
A figura 6.3 apresenta todo o processo da malha de controlo, passando pela actuação, 
aquisição, controlo e apresentação de resultados. 
Como referido anteriormente, e como se pode observar na figura 6.3, a malha de controlo 
é iniciada pela actuação da amostra anterior. Nesta solução o atraso total sofrido na malha de 
controlo é aproximadamente de 50 mseg (25% do período de amostragem), repartido por: 
- Atraso introduzido nas comunicações, nomeadamente ao pedido/recepção (y) entre a 
gateway USB e o nó sensor: 38 mseg. 
- Envio dos dados entre a gateway USB e o PC: 11 mseg. 
- Execução do algoritmo de controlo: 0.6 mseg. 
 
Para a obtenção de resultados nesta solução foi gerado um sinal de referência PRBS, com 
amplitudes entre -2.5 e 2.5 Volts e os parâmetros utilizados para o controlador foram os 
seguintes: 
• Período de amostragem: 0.2 segundos 
• Pólo em malha fechada: 1.5 rad/s 
• Factor de esquecimento: 0.99 
Com base nestas condições obtiveram-se os seguintes resultados: 
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Figura 6.4 – Sinais de referência, saída, controlo e de erro no MATLAB. 
 
Figura 6.5 – Parâmetros de Identificação e Diagonal da Matriz de Covariância no MATLAB. 
Sendo o tempo de subida teórico de 1,97 segundos, a escolha do período de amostragem 
de 0,2 segundos revelou-se uma boa escolha, visto que cumpre os requisitos apresentados na 
secção 5.3.1.2, uma vez que é possível obter cerca de 10 amostras no tempo de subida. 
Em relação aos resultados anteriores, figura 6.4 e figura 6.5, pode-se concluir que o 
controlador Dahlin apresenta um bom desempenho para o controlo de um sistema de 1ª 
ordem. O sinal de saída acompanha, na maior parte do tempo, o sinal referência, apresentando 
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um ligeiro desvio nas transições. Este facto deve-se às características intrínsecas do controlador, 
nomeadamente do pólo em malha fechada e da dinâmica do sistema em si. Este desvio reflecte-
se no sinal de erro, diferente de zero. Nas restantes situações, o erro encontra-se próximo do 
valor zero (erro nulo). O sinal de controlo apresenta um comportamento bastante estável, 
apresentando apenas uns picos nas transições de patamar, o que era de esperar, pois estes picos 
são indicadores da mais rápida imposição do pólo em malha fechada. Neste tipo de 
controlador o modelo de malha aberta é um sistema de 1ª ordem, resultando daqui o número 
de parâmetros de identificação igual a dois. Em relação aos seus valores, inicialmente 
apresentam uma variação, que se deve ao facto do estimador ainda não ter conhecimento total 
do sistema para a sua correcta identificação, acabando por estabilizar, o que indica que o 
sistema foi bem identificado, tendendo para os seguintes valores:  
• ,-.:  -0.8054         
• ,-:   0.1967 
Relativamente à diagonal da matriz de covariância, esta partiu do valor inicial 10 e passou 
rapidamente para valor zero, altura em que os parâmetros de identificação estabilizaram. O 
valor desta matriz indica o grau de confiança na estimação dos parâmetros, isto é, quanto mais 
próximo de zero se encontrar o valor da diagonal da matriz de covariância, maior confiança 
existe nos parâmetros estimados. 
6.2.3. Implementação do Controlador no Microcontrolador com 
período de amostragem e sinal de referência gerados no 
MATLAB 
Esta secção apresenta os resultados obtidos, implementando o controlador Dahlin no 
microcontrolador, com o período de amostragem e o sinal de referência gerados no MATLAB. 
A arquitectura e sequência seguida para esta solução estão apresentadas na figura 6.6. 
 
Figura 6.6 – Sistema de Controlo Distribuído com controlador no Microcontrolador (1). 
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Esta arquitectura segue o mesmo princípio da solução anterior. A diferença agora reside 
no local da implementação do algoritmo de controlo. Nesta solução o período de amostragem 
e o sinal de referência são enviados a partir do MATLAB, encontrando-se o algoritmo de 
controlo totalmente implementado no microcontrolador. 
Assim como na solução anterior, a actuação continua a ser realizada no início da malha de 
controlo. Nesta solução o atraso total sofrido pela malha de controlo é de aproximadamente 42 
mseg (21% do período de amostragem), repartido por:  
- Atraso introduzido nas comunicações, nomeadamente ao pedido/recepção (y) entre o nó 
controlador e o nó sensor: 38 mseg. 
- Execução do algoritmo de controlo: 3.7 mseg. 
 
As condições utilizadas para o controlador são as mesmas da solução anterior: 
• Período de amostragem: 0.2 segundos 
• Pólo em malha fechada: 1.5 rad/s 
• Factor de esquecimento: 0.99 
Com base nestas condições obtiveram-se os seguintes resultados: 
 
Figura 6.7 – Sinais de referência, saída, controlo e de erro no Microcontrolador. 
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Figura 6.8 – Parâmetros de identificação e Diagonal da Matriz de covariância no Microcontrolador. 
Os resultados com o controlador implementando no microcontrolador, apresentados nas 
figuras 6.7 e 6.8, são praticamente os mesmos dos que foram apresentados com o controlador 
implementado no MATLAB. Os parâmetros de identificação nesta solução tomam os 
seguintes valores: 
• ,-.: -0.8037 
• ,-:  0.1982  
Como se pode verificar, os valores dos parâmetros são praticamente iguais, andando o 
desvio na ordem das centésimas, ou seja, estes desvios podem considerar-se desprezáveis. 
Tendo em conta os resultados apresentados, pode afirmar-se que implementar o 
controlador Dahlin totalmente num microcontrolador revela uma boa solução prática. 
6.2.4. Implementação do Controlador no Microcontrolador com 
período de amostragem e sinal de referência gerados no 
Microcontrolador 
Esta secção apresenta os resultados obtidos, implementando o controlador Dahlin 
totalmente no microcontrolador. A arquitectura e sequência seguida para esta experiência estão 
apresentadas na figura 6.9. 
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Figura 6.9 – Sistema de Controlo Distribuído com controlador no Microcontrolador (2). 
Esta solução segue o mesmo princípio das soluções anteriores. A actuação continua a ser 
realizada no início da malha de controlo. A diferença relativamente à solução anterior é que 
todos os parâmetros do controlador estão implementados no microcontrolador. O 
computador, nesta solução, é utilizado apenas para a apresentação de resultados. Os atrasos na 
malha de controlo são iguais aos atrasos da solução anterior, ou seja, aproximadamente 42 
mseg. 
As condições utilizadas para o controlador são as mesmas das soluções anteriores: 
• Período de amostragem: 0.2 segundos 
• Pólo em malha fechada: 1.5 rad/s 
• Factor de esquecimento: 0.99 
Com base nestas condições obtiveram-se os seguintes resultados: 
Figura 6.10 – Sinais de referência, saída, controlo e de erro no Microcontrolador. 
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Figura 6.11 – Parâmetros de identificação e Diagonal da Matriz de covariância no Microcontrolador. 
Os resultados com o controlador totalmente implementando no microcontrolador, 
apresentados nas figuras 6.10 e 6.11, são praticamente os mesmos dos que foram apresentados 
nas duas soluções anteriores. Os parâmetros de identificação nesta solução tomam os seguintes 
valores: 
• ,-.:  -0.8048 
• ,-:   0.1974 
Tendo em conta todos os resultados apresentados anteriormente, pode afirmar-se que 
implementar o controlador, tanto no MATLAB como no microcontrolador, revela uma boa 
solução. Daqui conclui-se que é possível implementar um controlador de média complexidade 
em microcontroladores de baixo custo, obtendo-se bons resultados.  
6.3. Sistema de Controlo de um Processo Térmico  
A segunda aplicação prática consiste em controlar um processo térmico, mais 
concretamente o controlo do módulo PCT 13 da Armfield. Toda a descrição e informação 
relativas a este módulo estão relatadas no Anexo A. 
A arquitectura de todo o processo de controlo é totalmente distribuída e tem como 
suporte o barramento CAN. 
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6.3.1. Arquitectura do Sistema de Teste 
O sistema de teste, apresentado na figura 6.12, é constituído por uma malha de controlo 
totalmente distribuída, em que cada nó está fisicamente num local distinto.  
 
Figura 6.12 – Arquitectura do controlo do processo térmico. 
Como se pode observar, pela figura 6.12, os nós estão interligados entre si através do 
barramento CAN e todas as transmissões são feitas com uma velocidade de 125kbps. O nó 
sensor faz a aquisição da temperatura presente no módulo PCT13, através da leitura de 
termopares do tipo K. O nó actuador é responsável por posicionar a electroválvula, do circuito 
fechado, deixando passar mais ou menos água, resultando desta forma, num menor ou maior 
aquecimento da água de saída. O nó controlador é composto por um PC e por um módulo 
DETPIC. Para este nó, como referido anteriormente, existem duas soluções distintas: o 
controlador implementado no MATLAB e o controlador totalmente implementado no 
microcontrolador. De seguida serão apresentados os resultados alusivos a cada solução. 
6.3.2. Implementação do Controlador no MATLAB 
Esta secção apresenta os resultados obtidos para a primeira solução, ou seja, com o 
controlador implementado no MATLAB.  
A arquitectura de teste e a sequência utilizada na malha de controlo estão apresentadas na 
figura 6.13. 
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Figura 6.13 – Sistema de Controlo Distribuído com controlador no MATLAB. 
Para a obtenção de resultados nesta solução foi gerado um sinal de referência PRBS, com 
valores entre 45 e 55 ºC, enquanto que a temperatura do circuito fechado foi fixada nos 80 
ºC. O caudal de entrada de água fria foi regulado para os 280 cm3/min e os parâmetros 
utilizados para o controlador são os seguintes: 
Os parâmetros utilizados para o controlador neste teste são os seguintes: 
• Período de amostragem: 4 segundos 
• Pólo em malha fechada: 0.1 rad/s 
• Factor de esquecimento: 0.99 
Com base nestas condições obtiveram-se os seguintes resultados: 
Figura 6.14 – Sinais de referência, saída, controlo e de erro no MATLAB. 
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Figura 6.15 – Parâmetros de identificação e Diagonal da Matriz de covariância no MATLAB. 
Com base nos resultados anteriores, figura 6.14 e figura 6.15, pode-se concluir que o 
controlador Dahlin, em semelhança à primeira aplicação prática, apresenta um bom 
desempenho para o controlo do processo térmico.  
O sinal de saída apresenta um desvio em relação ao sinal de referência, devido às 
características intrínsecas do controlador e à dinâmica do sistema. Nos restantes casos, o sinal 
de saída varia cerca de meio grau, no máximo, relativamente ao sinal de referência. Esta 
variação deve-se ao facto da electrónica de acondicionamento da temperatura, nomeadamente 
da utilização do AD595, apresentar bastante ruído. Esta variação reflecte-se no sinal do erro e 
proporciona uma pequena oscilação no sinal de controlo. 
Em relação aos parâmetros de identificação, estes estabilizaram rapidamente, momento 
em que o sistema foi bem identificado, tendendo para os seguintes valores:  
• ,-.:  -0.9646         
• ,-:   0.0066  
Relativamente à diagonal da matriz de covariância, esta partiu do valor inicial 10 e passou 
rapidamente para valor zero, altura em que os parâmetros de identificação estabilizaram. 
Em relação ao atraso provocado na malha de controlo, este apresenta um valor na ordem 
dos 50 mseg, estando bastante abaixo do período de amostragem (4 seg), encontrando-se 
abaixo dos recomendados 20%, não comprometendo desta forma o desempenho do 
controlador. 
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6.3.3. Implementação do Controlador no Microcontrolador 
Esta secção apresenta os resultados obtidos para a segunda solução, ou seja, com o 
controlador totalmente implementado no microcontrolador.  
A arquitectura de teste e a sequência utilizada na malha de controlo estão apresentadas na 
figura 6.16. 
 
Figura 6.16 – Sistema de Controlo Distribuído com controlador no microcontrolador. 
Para a obtenção de resultados nesta solução foram utilizadas as mesmas condições da 
solução anterior: 
- PRBS com valores entre os 45 e os 55 ºC 
- Temperatura do circuito fechado fixada nos 80 ºC 
- Caudal de entrada de água fria regulado para os 280 cm3/min 
- Parâmetros utilizados para o controlador são os seguintes: 
• Período de amostragem: 4 segundos 
• Pólo em malha fechada: 0.1 rad/s 
• Factor de esquecimento: 0.99 
 
Com base nestas condições obtiveram-se os seguintes resultados: 
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Figura 6.17 – Sinais de referência, saída, controlo e de erro no microcontrolador. 
 
Figura 6.18 – Parâmetros de identificação e Diagonal da Matriz de covariância no microcontrolador. 
Os resultados com o controlador implementando no microcontrolador, apresentados nas 
figuras 6.17 e 6.18, são praticamente os mesmos que foram apresentados com o controlador 
implementado no MATLAB.  
 
 
0 500 1000 1500 2000 2500 3000
20
30
40
50
60
Sinais de Referência e de Saída
Tempo (s)
Te
m
pe
ra
tu
ra
(ºC
)
0 500 1000 1500 2000 2500 3000
0
50
100
Sinal de Controlo
Tempo (s)A
be
rtu
ra
 
da
 
El
e
ct
ro
vá
lv
u
la
[0-
10
0]%
0 500 1000 1500 2000 2500 3000
-10
-5
0
5
10
Erro
Tempo (s)
Te
m
pe
ra
tu
ra
(ºC
)
0 500 1000 1500 2000 2500 3000
-1.5
-1
-0.5
0
0.5
1
1.5
Evolução dos Parâmetros de Identicação
Tempo (s)
0 500 1000 1500 2000 2500 3000
-2
0
2
4
6
8
10
12
Diagonal da Matriz de Covariância
Tempo (s)
72 6. Resultados 
 
Em relação aos parâmetros de identificação, nesta solução tomam os seguintes valores: 
• ,-.: -0.9614 
• ,-:  0.0065 
Como se pode verificar, os valores dos parâmetros de identificação são praticamente iguais 
aos da solução anterior. 
Em relação ao atraso provocado na malha de controlo nesta solução, este andou na ordem 
dos 42 mseg, continuando bastante abaixo do período de amostragem (4 seg). 
Tendo em conta os resultados apresentados, pode afirmar-se que implementar o 
controlador Dahlin totalmente num microcontrolador para o controlo do processo térmico 
revela uma boa solução prática. 
6.3.4. Controlo ON/OFF no Circuito Fechado 
Para efectuar o controlo da electroválvula, é necessário existir uma temperatura estável no 
circuito fechado. Para tal, foram projectadas duas soluções, que implementam um controlo 
ON/OFF do circuito fechado. A primeira solução utiliza o controlo por contagem de ciclos de 
rede e a segunda utiliza o controlo por ângulo de fase. 
Para as duas soluções foi utilizada a mesma arquitectura distribuída da figura 6.16, 
composta por três nós (sensor, controlador e actuador) e por um PC para a apresentação de 
resultados. 
O nó sensor tem como função a aquisição da temperatura através de um termopar do tipo 
K, interno ao módulo PCT 13 da Armfield. 
O nó actuador tem como função actuar na resistência de aquecimento do circuito 
fechado. 
O nó controlador é responsável pela implementação do controlador ON/OFF e 
encaminhamento dos resultados para o PC. 
O PC tem como função apresentar os resultados enviados através do nó controlador. 
6.3.4.1. Controlo por Contagem de Ciclos de Rede 
Para a primeira solução foi implementado um controlo ON/OFF por contagem de ciclos 
de rede. O sinal de referência utilizado tem o valor de 80 ºC e os resultados obtidos são os 
apresentados na figura 6.19. 
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Figura 6.19 – Controlador ON/OFF por contagem de ciclos de rede. 
Como se pode observar pelos resultados apresentados na figura 6.19, o sinal de saída 
demorou cerca de 1400 segundo atingir o sinal de referência, este facto deve-se à dinâmica 
lenta do sistema em si.  
Tempo de subida: aproximadamente 750 segundos. 
Após atingir o sinal de referência, o sinal de saída mantém-se próximo dos 80 ºC, 
apresentando uma variação de aproximadamente meio grau.  
6.3.4.2. Controlo por Ângulo de Fase 
Na segunda solução foi implementado um controlo ON/OFF por ângulo de fase. O sinal 
de referência utilizado foi o mesmo da solução anterior (80 ºC) e os resultados obtidos são os 
apresentados na figura 6.20. 
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Figura 6.20 – Controlador ON/OFF por ângulo de fase. 
Como se pode observar pelos resultados apresentados na figura 6.20, o sinal de saída, 
como era de esperar, apresenta o mesmo tempo de subida da solução anterior.  
Em relação ao regime estacionário, o valor de saída apresenta menos variação em 
comparação com a solução anterior, aproximadamente 0.3 ºC. Este resultado deve-se ao facto, 
de que, no controlo por contagem de ciclos de rede, a actuação é feita em relação a um 
intervalo de tempo T igual à duração de N ciclos de rede, sendo posteriormente definido, 
dentro do intervalo de tempo T, o número de ciclos de rede em que é feita a actuação; 
enquanto que no controlo por ângulo de fase a actuação é feita em todos os ciclos de rede, 
permitindo assim, ter uma resolução de actuação muito maior.   
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Capítulo 7 
7. Conclusões 
Neste capítulo são apresentadas as conclusões globais e algumas propostas de trabalho 
futuro.  
7.1. Conclusões 
O trabalho realizado foca-se na implementação de algoritmos de controlo totalmente 
distribuídos, que têm como suporte o barramento de campo CAN. 
Neste âmbito foi desenvolvido todo um suporte, apresentado no capítulo 4, que esteve na 
base de duas aplicações práticas distintas. 
A primeira aplicação prática foca-se no controlo de um sistema de 1ª ordem. Para esse 
efeito foram realizadas 3 soluções distintas, passando pela implementação do controlador no 
MATLAB, até à implementação do controlador totalmente no microcontrolador. Em ambas 
as soluções foi utilizado um controlador Dahlin do tipo auto-ajustável, que apresentou um 
bom desempenho, permitindo obter bons resultados em ambas as soluções. Pode-se com isto 
concluir que a utilização do controlador Dahlin implementado, tanto no MATLAB como no 
microcontrolador, é viável no controlo do sistema de 1ª ordem. 
A segunda aplicação prática visa o controlo de um processo térmico presente no módulo 
PCT 13. Em semelhança à primeira aplicação foram realizadas duas abordagens de controlo, a 
primeira passou pela implementação do controlo no MATLAB e a segunda pela 
implementação no microcontrolador. O controlador utilizado na malha de controlo deste 
sistema continua a ser o controlador Dahlin, apresentando, de igual modo, um bom 
desempenho e consequentemente bons resultados. 
Tendo em conta tudo que foi referido anteriormente, pode afirmar-se que implementar 
um controlador adaptativo, nomeadamente o controlador Dahlin, tanto no MATLAB como 
totalmente no microcontrolador, revela uma boa solução. Conclui-se portanto que é possível 
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implementar um controlador de média complexidade em microcontroladores de baixo custo, 
obtendo-se bons resultados.  
Por fim, foi ainda realizado um controlo ON/OFF do circuito fechado módulo PCT 13. 
Para tal, foram realizadas duas abordagens: a primeira utilizou o controlo por contagem de 
ciclos de rede e a segunda o controlo por ângulo de fase. Obtiveram-se resultados satisfatórios 
em ambas as abordagens.  
Relativamente ao barramento CAN, a operar ao ritmo de transmissão de 125 kbps, como 
era de esperar apresentou algum atraso nas comunicações. No entanto revelou-se um 
barramento bastante adequado, apresentando um bom desempenho no uso de sistemas de 
tempo-real do tipo soft real-time. 
7.2. Trabalho Futuro 
Relativamente ao trabalho realizado, deixam-se aqui algumas sugestões para trabalho 
futuro.  
• Em relação ao controlo do sistema de 1ª ordem, visto que este apresenta um tempo 
morto superior a 20% relativamente ao tempo de amostragem, é de bom interesse 
implementar um controlador que entre em consideração com esse tempo morto, por 
exemplo o controlador Dahlin com tempo morto fraccionário, ou outro que se 
justifique.  
• Estudo de técnicas de controlo não-lineares, nomeadamente lógica difusa e redes 
neuronais, para o controlo do processo térmico.  
• Estudo do comportamento e viabilidade do barramento CAN no uso de sistemas de 
controlo distribuído, relativamente à utilização de ritmos de transmissão mais 
elevados e na utilização de nós de sobrecarga. 
• Utilização de um sistema interface homem máquina, composto por um display LCD 
e por botões digitais, já desenvolvido mas não utilizado.  
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A. Anexo A 
Módulo de controlo de temperatura PCT 13 
 
Luís Farinha, Nuno Marujo, Rui Sancho 
Departamento de Electrónica, Telecomunicações e Informática 
Universidade de Aveiro 
Maio 2009 
 
                  
                     (a) Visão frontal; 
         
                  (b) Visão traseira; 
Figura A.1 – Módulo PCT 13; 
O módulo de controlo de temperatura PCT 13 é um equipamento destinado ao ensino e 
investigação, desenvolvido pela Armfield, que faz parte de uma alargada gama de produtos que 
a mesma possui e que visam demonstrar processos de medição e controlo. 
Este módulo tem por objectivo o controlo de um processo térmico, que consiste no 
aquecimento de um caudal de água de entrada até a uma temperatura desejada. Para este 
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efeito, o módulo possui um pequeno depósito de água, situado à retaguarda, que contém no 
seu interior uma resistência. Quando se aplica uma corrente à resistência, esta dissipa energia 
aquecendo, assim, a água contida no depósito. No topo do depósito está situada uma bomba 
que faz circular a água contida no mesmo, através de um circuito fechado. O caudal que 
circula neste pode ser regulado por uma válvula manual ou por uma electroválvula. Na 
retaguarda do módulo está situado um tubo por onde pode ser injectado um caudal de água 
fria. Este caudal pode, igualmente, ser regulado por uma válvula manual. Quando injectada, a 
água flui por um circuito que passa paralelamente ao circuito fechado de água quente através 
de um permutador, saindo finalmente por um tubo na lateral do módulo.  
O permutador é um elemento chave do sistema, propiciando a transferência de energia 
entre o caudal de água quente e o caudal de água fria. É deste modo que o caudal de água fria é 
aquecido à temperatura de saída desejada. 
O módulo inclui um controlo ON/OFF que permite controlar a temperatura da água no 
depósito, sendo necessário, para o efeito, regular um botão que se encontra na caixa à 
retaguarda. 
 
Painel de interface ao módulo PCT 13 
O módulo de controlo de temperatura PCT 13 possui um painel de interface, cuja 
imagem está apresentada na Figura A.2. 
 
 
Figura A.2 – Painel de interface. 
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• Termopares - Para a aquisição da temperatura nos diferentes pontos do PCT 13, são 
usados 4 termopares do tipo K (1, 2, 3 e 4). O termopar 1 permite efectuar a leitura da 
temperatura presente no depósito de água quente; o termopar 2 permite efectuar a 
leitura da temperatura do circuito fechado de água quente, após a passagem pelo 
permutador; os termopares 3 e 4 permitem efectuar a leitura da temperatura da água 
de entrada e de saída, respectivamente.  
• Permutador - O módulo possui um permutador (5) que, como já foi referido 
anteriormente, faz a transferência de energia da água quente para a água fria, 
resultando assim na saída a temperatura da água desejada. 
• Depósito de água quente - A temperatura da água no circuito fechado é regulada com 
base na temperatura presente no depósito (10). Este possui internamente uma 
resistência pela qual, a água é aquecida. A temperatura da água pode ser controlada por 
um termostáto (8), ou então, por controlo de potência baseado na técnica de contagem 
de impulsos de rede. 
• Termostáto - O termostáto (8), como foi referido, possibilita controlar de forma 
ON/OFF a temperatura no depósito de água quente. 
• Caudal de água - Existem dois caudais presentes no PCT 13 que influenciam 
directamente a temperatura de saída: um para a entrada de água fria (6) e outro para a 
água quente (7). O primeiro caudal indica o volume de água de entrada no PCT 13 e é 
controlado de forma manual; o segundo indica o volume de água que circula no 
circuito fechado, onde pode ser controlado de duas formas: de forma manual ou 
através de uma electroválvula (9). 
• Electroválvula - A electroválvula (9) permite determinar o volume de água que circula 
no circuito fechado, possibilitando, com base na sua posição, controlar a temperatura 
da água de saída. 
 
Controlo do módulo PCT 13 
Por forma a controlar o módulo PCT 13 foi necessária a adição de alguns módulos ao 
sistema, seguindo a estrutura presente na Figura A.3. 
A temperatura de saída é influenciada por diversas variáveis, tais como a temperatura no 
depósito, o caudal de entrada e a posição da electroválvula. O sistema permite a medição da 
temperatura em diversos pontos através dos termopares que disponibiliza.  
Deste modo, várias filosofias de controlo podem ser adoptadas. 
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Figura A.3 - Sistema de controlo módulo PCT 13. 
Os módulos adicionados ao sistema visam o controlo da temperatura da água no 
depósito, da posição da electroválvula e da aquisição de sinal dos termopares para 
monitorização do sistema e foram utilizados para efeitos de caracterização da dinâmica do 
mesmo. 
 
Módulo de potência 
O módulo de potência permite o controlo da potência fornecida à resistência de 
aquecimento, presente no depósito, numa determinada janela temporal. O módulo utilizado é 
apresentado na Figura A.4. 
 
 
Figura A.4 – Módulo de potência. 
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Esta placa aplica um controlo por ciclos de rede, ou seja, numa determinada janela 
temporal define em quantos ciclos de rede é aplicada potência à resistência. Desta forma, 
consegue definir uma potência média durante esse intervalo. 
Por forma a calcular a potência máxima que pode ser fornecida à resistência (caso que 
acontece quando conduz todos os ciclos) foi necessário medir o valor da resistência. Esta 
apresenta um valor de 57, 2Ω, o que implica uma potência dissipada de aproximadamente 
1000W. 
 
Módulo de controlo da electroválvula 
O módulo de controlo da electroválvula permite controlar o posicionamento da mesma, e 
consequentemente a temperatura da água de saída. Este módulo é apresentado na Figura A.5. 
 
Figura A.5 – Controlador da electroválvula. 
Este módulo possui quatro interfaces distintas. Os acessos podem ser feitos via RS232, 
barramento CAN, potenciómetro manual ou potenciómetro externo. O controlo da 
electroválvula é feito, essencialmente, através de um microcontrolador e de uma ponte-H. Este 
módulo é composto por duas placas, uma placa DETPIC desenvolvida pelo Departamento 
Electrónica, Telecomunicações e Informática da Universidade de Aveiro e uma placa de 
expansão, desenvolvida no âmbito desta tese, cujo projecto resultou no esquema de circuito 
impresso apresentado na Figura A.6. 
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                    (a) Frente; 
      
                  (b) Traseira; 
Figura A.6 – Circuito impresso placa electroválvula. 
O esquema eléctrico correspondente a esta placa é apresentado na Figura A.7. 
 
 
 
Figura A.7 – Esquema eléctrico da placa Electroválvula. 
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Módulo de aquisição termopares 
Para o módulo de aquisição dos termopares é necessário um equipamento de 
instrumentação que acondicione o sinal. Para efeitos de caracterização do sistema optou-se pela 
utilização do equipamento de instrumentação HP34970A da Hewlett-Packard, que possibilita 
a interface com termopares do tipo K, fazendo a amplificação do sinal e a compensação de 
junção fria. Esta opção possui ainda a vantagem deste aparelho suportar a norma SCPI, o que 
permite que se possa monitorizar o estado dos termopares no PC via RS232. Este 
equipamento é apresentado na Figura A.8. 
 
 
Figura A.8 – Equipamento de instrumentação HP34970A. 
 
Bomba de água 
Para a injecção de água no sistema foi necessário a utilização de uma bomba, que 
bombeasse a água armazenada num depósito para o módulo PCT 13. A bomba utilizada é 
apresentada na Figura A.9. 
 
Figura A.9 – Bomba de água. 
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Depósito de água 
Por forma a que fosse possível a execução dos testes necessários sem um gasto 
despropositado de água, utilizou-se um depósito de 100 litros, do qual a água era bombeada e 
para o qual era reposta. O depósito é apresentado na Figura A.10. 
 
 
Figura A.10 – Depósito de água. 
 
Caracterização do sistema 
O sistema apresentado pode ser separado em dois subsistemas e, por conseguinte, podem 
ser efectuadas duas caracterizações distintas. Numa primeira abordagem será caracterizado o 
subsistema depósito onde será apresentada a sua resposta ao degrau. Numa fase posterior será 
apresentada a resposta ao degrau da electroválvula. 
 
Subsistema depósito 
 
Figura A.11 – Resposta ao degrau. 
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Para a caracterização do subsistema depósito utilizou-se o módulo de potência 
anteriormente apresentado. Partindo da temperatura ambiente, aplicou-se um degrau com 
50% de potência à resistência interna do depósito e monitorizou-se a temperatura do depósito. 
Quando esta estabilizou, deixou-se de aplicar potência à resistência, deixando assim que a água 
arrefecesse. Esta experiência permitiu obter a constante de tempo de aquecimento e 
arrefecimento do subsistema depósito. Os resultados obtidos são apresentados na Figura A.11. 
Através dos resultados obtidos concluiu-se que as constantes de tempo de aquecimento e 
arrefecimento são aproximadamente de 1650s e 3400s, respectivamente. 
 
Subsistema electroválvula 
O subsistema electroválvula consiste no controlo do caudal de água quente através do 
posicionamento da electroválvula, por forma a que a água aquecida atinja uma determinada 
temperatura. 
Para caracterizar o subsistema electroválvula regulou-se a temperatura da água quente para 
um valor de 75ºC. O controlo desta temperatura fica a cargo do termostáto presente na caixa à 
retaguarda do módulo PCT 13. Após esta temperatura se encontrar relativamente estável, 
obtém-se a resposta ao degrau aplicado na electroválvula para caudais de entrada de 50, 100, 
200 e 280 cm3/min. Através desta experiência é possível determinar quais as constantes de 
tempo associadas ao subsistema electroválvula, assim como o valor do tempo morto, caso este 
o apresente. Os gráficos seguintes apresentam a resposta ao degrau para os vários caudais. 
 
Figura A.12 – Resposta ao degrau do subsistema electroválvula para um caudal de entrada de 50 cm3/min. 
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Figura A.13 – Resposta ao degrau do subsistema electroválvula para um caudal de entrada de 100 cm3/min. 
 
 
Figura A.14 – Resposta ao degrau do subsistema electroválvula para um caudal de entrada de 200 cm3/min. 
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Figura A.15 – Resposta ao degrau do subsistema electroválvula para um caudal de entrada de 280 cm3/min. 
Análise dos resultados 
Após uma análise dos resultados apresentados anteriormente, conclui-se que o tempo morto 
apresentado pelo subsistema electroválvula, ou seja o tempo que este demora a reagir a uma 
excitação externa, é de aproximadamente 4s. No que diz respeito aos tempos de subida, que 
correspondem ao tempo que o sinal de saída demora a atingir 63% do seu valor máximo 
quando excitados por um degrau, estes são apresentados na tabela A.1 juntamente com os 
tempos de descida. 
 
Tabela A.1 – Constantes de tempo subsistema electroválvula. 
Caudal (cm3/min) Tempo de subida (s) Tempo de descida (s) 
50 120.8 202.9 
100 68.8 111.4 
200 48.5 57.3 
280 50 43.1 
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Identificação do subsistema electroválvula 
Para a identificação do subsistema electroválvula gerou-se um sinal PRBS (Pseudo-Random 
Binary Sequence) que foi utilizado como sinal de controlo de abertura da electroválvula. O 
período de amostragem utilizado foi de 10s. Monitorizou-se a temperatura da água de saída do 
sistema e no fim do teste usaram-se estes valores para a obtenção de um modelo matemático 
do sistema. Para este efeito utilizou-se o método dos mínimos quadrados para um sistema de 
1ª ordem. 
 
Figura A.16 – Identificação subsistema electroválvula. 
Na Figura A.16 pode ser observado o sinal de controlo utilizado, bem como a saída do 
sistema e a saída estimada obtida usando o modelo matemático estimado. Verifica-se que estes 
dois sinais se assemelham muito, o que indica que o modelo do sistema é bastante preciso. O 
modelo matemático obtido é apresentado na expressão A.1. 
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B. Anexo B 
Interface Termopar 
Luís Farinha, Rui Sancho 
Departamento de Electrónica, Telecomunicações e Informática 
Universidade de Aveiro 
Maio 2009 
 
Este anexo apresenta o esquema eléctrico da interface de acondicionamento de sinal de 
termopares. 
 
 
Figura B.1 – Esquema eléctrico da interface de acondicionamento de sinal de termopares. 
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C. Anexo C 
Interface de Sinal 
Luís Farinha, Rui Sancho 
Departamento de Electrónica, Telecomunicações e Informática 
Universidade de Aveiro 
Maio 2009 
 
Este anexo apresenta o esquema eléctrico assim como uma fotografia do módulo de 
interface analógico presente no nó sensor e no nó actuador. A fotografia da placa de circuito 
impresso está apresentada na figura C.1 e o circuito eléctrico apresentado na figura C.2.  
 
 
Figura C.1 – Módulo de interface analógico. 
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Figura C.2 – Esquema eléctrico do módulo de interface analógico. 
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D. Anexo D 
Interface de Potência 
 
Este anexo apresenta o esquema eléctrico da interface de potência, associado ao controlo 
por contagem de ciclos de rede e ao controlo por ângulo de fase. 
 
 
 
Figura D.1 – Esquema eléctrico do módulo de potência. 
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E. Anexo E 
Multiplexer UART 
Luís Farinha, Rui Sancho 
Departamento de Electrónica, Telecomunicações e Informática 
Universidade de Aveiro 
Maio 2009 
 
O multiplexer UART foi uma ferramenta desenvolvida para carregar o firmware para um 
determinado módulo de processamento seleccionando apenas, através de um botão, a porta ao 
qual este está ligado. 
 
 
Figura E.1 – Esquema eléctrico do multiplexer UART. 
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Figura E.2 –  Multiplexer UART. 
Esta ferramenta é constituída por um botão que permite a selecção de uma das 4 portas 
de saída que se pretende usar, sendo esta selecção feita de uma forma incremental. O número 
da porta usada é apresentado no display de 7 segmentos. Este módulo tem duas portas de 
entrada distintas, sendo uma UART e uma RS-232C o que acresce a sua flexibilidade. A sua 
selecção é efectuada através de dois jumpers presentes entre as mesmas. A Figura A.3 apresenta 
a posição em que estes se devem encontrar para cada porta. 
 
 
Figura E.3 – Jumpers para selecção da porta de entrada. 
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F. Anexo F 
Interface de Visualização 
 
Este anexo apresenta o esquema eléctrico da interface de visualização. 
 
 
Figura F.1 – Esquema eléctrico da interface de visualização. 
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G. Anexo G 
Sistema de 1ª Ordem 
Luís Farinha, Rui Sancho 
Departamento de Electrónica, Telecomunicações e Informática 
Universidade de Aveiro 
Maio 2009 
 
Neste anexo é apresentado o esquema eléctrico do sistema de 1ª ordem, figura G.1, usado 
no Capítulo 6. 
 
 
Figura G.1 – Esquema eléctrico do sistema de 1ª ordem. 
