A classified, or clustered file is one where related, or similar records are grouped into classes, or clusters of items in such a way that all items within a cluster are jointly retrievable. Clustered files are easily adapted to broad and narrow search strategies, and simple fide updating methods are available. An inexpensive file clustering method applicable to large files ie given together with appropriate file search methods. An abstract model is then introduced to predict the retrieval effectiveness of various search methods in a clustered file environment. Experimental evidence is included to test the versatility of the model and to demonstrate the role of various parameters in the cluster search process.
AUTOMATIC CLASSIFICATION AND CLUSTERED FILES
The notion of classification is an old one used in many disciplines for a large variety of purposes. Typically, a set of objects identified by known properties may be arranged into affinity classes in such a way that the objects within a class are more similar to each other than they are to objects outside the class. Such a classification may then serve as a fixed taxonomy for a given field, or as a guide for searching a fiie of stored information items or finally as an updatable record of the structure and relationships governing the items represented by the classification.
In an information retrieval context, the idea of classification is useful both for file organization as well as for file search purposes. The stored items may thus be arranged into classes, or clusters of similar items, and a search may be conducted by identifying those clusters which appear most similar to a given query item. A clustered file can then be defined as one where similar, or related records are grouped into classes, or clusters of items in such a way that all items within a common cluster are jointly accessible without excessive delay. The place of a given record within the stored file depends on the similarity of that record with other records in the file. Normally this similarity between file items is ascertained by performing a global comparison of the record identifiers attached to the corresponding items.
Consider as an example a retrieval environment in which any one of a set of t Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commerical advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. 'Ibis work was supported in part by the National Science Foundation under Grant GJ 43505. possible attributes (or keys, identifiers, index terms, etc.) can be assigned to the objects, or records of interest. Each record may then be represented by a tdimensional vector Di = (dil, di2, . . . , di,) where dc represents the weight, or importance of the jth identifier attached to record Di. In actual practice most of the t possible identifiers may be expected to be absent from a particular record specification; the weights of the corresponding vector elements may then be assumed to be 0. Furthermore, in many existing retrieval systems, the weight assignments are restricted to either 0 or 1, representing respectively, terms that are absent from, or present in the particular record specification. In systems where numeric weights other than 0 or 1 are allowed, the weight assignment makes it possible to distinguish some of the identifiers that may be more important for the identification of a given object (and hence would receive higher weights) from others that may be more marginal. ' The similarity between pairs of items may be computed in such a system as a vector function between the corresponding term or attribute vectors. Typical similarity functions might be the inner product g of the term vectors, or the cosine h of the angle formed by the vectors in t-space. Specifically, d& Dj) = C dihdjk k-l and g(Di, Dj) h(Di' ') = Jk(Di, Di) *g(Dj, Dj))'
Based on the similarity concept between records it is now easy to define a clustered file as one which groups into common classes, or clusters, those items whose pairwise similarity is sufficiently large. A typical clustered file organization is shown in Figure 1 , where each x represents a record, and the circular configurations are the clusters. The distance between two x's in the two-dimensional representation of Figure 1 is assumed inversely related to the similarity between the corresponding records, or rather between the term vectors representing the records. Thus when the clusters are far removed from each other, the records will exhibit substantial differences. For overlapping clusters, on the other hand, the corresponding records may present considerable similarity.
In the diagram of Figure 1 each record cluster is identified by a dummy central item known as the centroid. Typically the centroid of a cluster is another tdimensional vector, computed for example as the vector sum or as the average of all records included in the cluster. In a clustered file organization, a search is carried out by first comparing a query formulation with the cluster centroids. This may then be followed by a comparison between the query and those individual records whose corresponding query-centroid similarity was found to I The vector representation may be extended to structured business type files where the values of certain attributes (for example the particular age of a person, or the precise salary of an employee) are often used for purposes of record identification. In such a case, each vector element represents a particular attribute-value, and t is the number of distinct attribute-values in the system. For each attribute only one of its possible values will then receive a nonzero weight in any given record specification. n centroid of record space be sufficiently large in the earlier comparison. It is clear that the store of cluster centroids takes on in a clustered file environment a function similar to that carried out by the keyword directory in an inverted, or multilist file organization, in the sense that the keyword directory as well as the centroid file provide access to some of the stored records. The chief difference is that whereas an entry in a keyword directory identifies all records containing a specified keyword (or a specified combination of keywords in the case of combined indices), an individual cluster centroid may not necessarily do the same since all records with a common keyword (or common combination of keywords) are not automatically contained in a single record cluster.
The foregoing introduction indicates that clustered file searches can be conducted rapidly because large portions of the file are immediately rejected, the search being concentrated in areas where substantial similarities are detectable between queries and cluster centroids. Furthermore, records similar to a given sample record, or to a given query, are easily identified because a complete cluster of items is normally stored in adjacent storage locations (for example, on the same track of a disk file), and hence becomes available simultaneously. Since the retrieval process depends on a global match between the complete query formulation and the content identifiers attached to the records, the operations will carry through also for partially, or incompletely specified items.
The major problem relating to clustered files arises not in connection with the search operation but rather with the file generation process. The problem is examined in more detail in the next few paragraphs. 
CLUSTER FILE GENERATION
A substantial literature exists in the area of automatic cluster generation [l, 15, 17, 19, 341 . Two principal types of methodologies are current, known respectively, as hierarchical grouping and iterative partitioning. The hierarchical grouping methods are based on the availability of a complete similarity matrix specifying the similarity between all pairs of objects to be grouped; given such a similarity matrix, all the clusters satisfying a given criterion of similarity among the objects are then identified.
In particular, starting with an object-property similarity matrix of the type shown in Table I , it is possible by a pair-wise comparison of the rows of the matrix to generate an n by n similarity matrix S where sij, the matrix element at the intersection of row i and columnj of the matrix, represents the similarity between records Di and Dj." The object similarity matrix can now be used in an agglomerative, bottom-up manner by grouping into common classes pairs of objects with sufficiently high similarity; alternatively a divisive, top-down process can be used which generates the individual clusters by dividing up a single assumed initial cluster comprising all the objects under consideration.
The clustering criterion actually used could be the single linkage method where each item in a class is linked to (that is, exhibits a sufficiently high similarity with) at least one other object in the class; complete linkage, where each item is linked to all other items in the class; average linkage where the number of links between a given object and the other objects in that class is larger than some specified average criterion. Alternatively, the clustering criterion may depend on distance considerations between the objects and the centroid of each class. In each case, the hierarchical grouping may lead to overlapping ' Alternatively, a t by t similarity matrix can be constructed by a pairwiae comparison of the columns of the matrix of Table I when the property vectors are to be clustered instead of the objects. clusters where certain objects may appear in more than one cluster, or to nonoverlapping clusters.
AlI hierarchical grouping methods are theoretically attractive because they are independent of the starting point (that is, the order in which the objects enter into the classification process is unimportant); they are also well-formed, in that a single classification is obtained from a given set of objects; and they are stable, because small disturbances in the property vectors lead only to small disturbances in the resulting clusters.
Unfortunately, the hierarchical grouping methods tend to be expensive to implement-the construction of the object similarity matrix alone is of order n2-and hence their applicability is restricted to relatively small files only. In information retrieval these clustering methods have been widely used, especially in experimental situations to group the documents or stored records [3, 6, 7, 9-11, 14, 20, 22, 27, 33, 381 , or alternatively to group the keywords or terms into dictionary or thesaurus classes [2,16, 18,24-26, 30,35-37,401 .
The iterative partitioning methods are generally less expensive to implement; at the same time they are theoretically less satisfying because a unique classification is not normally obtained for a given set of objects. Instead, the final arrangement depends on the availability of an initial classification for the objects, or else on the existence of a set of "seed-points" around which the classes are to be constructed.
Specifically, a statistic to be minimized during the cluster analysis is first chosen, and items are assigned randomly to a set of initial classes which is assumed to be given. Each object is then compared with all cluster centroids and entered into those clusters for which the object-centroid similarity is sufficiently large. Whenever an object is switched from one cluster to another, the corresponding cluster centroids are recomputed. The first pass is completed after each object has been treated once. Subsequent passes are carried out in the same way by comparison of each object with all cluster centroids.
Iterative partitioning methods can be implemented for a fixed number of clusters; alternatively, the number of clusters can be permitted to vary during the course of the process by merging several similar clusters into a single one, or by allowing dissimilar clusters to split apart. Various problems may, unfortunately, arise from the existence of "loose" items which do not properly fit into any of the initially available classes. Furthermore, an appropriate stopping criterion must be found for the iterative reassignment of the objects. And, of course, the goodness of the final classes may depend substantially on the appropriateness of the initially available classes.
In practice the initial classes have been specified in a variety of different ways, for example by taking a manually constructed classification previously available for a given discipline [41] , or by performing a space density test to identify those areas in the object space which contain a large number of similar items [28] . If an initial keyword assignment is available for the objects under consideration, it is of course always possible to define a highly overlapping set of clusters by assuming that each initial class consists of those items which share a particular keyword, or alternatively those items with several frequently co-occurring keywords in common [29] . Although some experimental evidence exists indicating that iterative partitioning methods can be effective for information retrieval purposes [12] , most researchers prefer to work with the theoretically more attractive hierarchical grouping methods, while attempting at the same time to save computation time. This can be done in various ways by applying the expensive clustering process to a subset of the documents only and then assigning the remaining unclustered items to the resulting classes; or by using only a subset of the properties for clustering purposes instead of the full keyword vectors; or finally by utilizing an initial classification and applying the hierarchical grouping process within each of the initial classes only [8, 13, 391. While the iterative partitioning methods are computationally more efficient than the hierarchical grouping procedures, they may be difficult to use in cases where good initial classifications of the objects are not available. The one-pass methods to be examined in the next section exhibit properties similar to iterative partitioning (stability, order-dependence, and non well-formedness); however, there is no stopping problem because the whole clustering process is carried out in a single pass, and the initial classification is automatically determined by the objects to be classified. The one-pass procedures can therefore be used with a wide variety of data in many different circumstances.
SINGLE-PASS CLUSTERING
A typical single-pass clustering process proceeds in a bottom-up fashion by considering the records 'one at a time while attempting to group them into clusters. The first item is initially identified with cluster one. The next item is compared with cluster one and merged with it if found to be sufficiently similar. If the new' item is not similar to any already existing cluster, a new cluster is generated. Subsequent items are compared with all existing cluster centroids and entered into classes wherever the centroid similarity is sufficiently large. When a new item is entered into a cluster, the corresponding cluster centroid must be redefined by incorporating terms from the new term vector into the original cluster centroid. In an average case, one may expect that f(i) = log i classes will have been formed when processing the ith item. The number of vector comparisons will then be approximately il 1% i I n log n for a file of n items [31] .
In principle, the single-pass clustering process should serve to assign each item to at least one cluster, and the classification should be complete after one pass through the file. In practice, the resulting classes may not be usable for search purposes without additional refinements. Several problems arise: a) the number of clusters produced by the one-pass system may become excessively large, implying that a query submitted to the system may have to be matched against a very large number of centroids before access to the individual records is actually obtained; b) the size of certain clusters may become too large, particularly if a great many records in a collection cover a fairly homogeneous subject area; c) alternatively, the cluster size may be very small, and could indeed be limited to a single record in cases where so-called "loose" records exist that do not match any other records in the collection; d) the overlap among clusters, that is, the number of items jointly contained in more than one cluster may be too large or too small.
To respond to such eventualities, controls must be introduced to regulate cluster size, cluster overlap, and number of clusters generated. Furthermore, special provisions must be made for the loose items that do not properly relate to any of the existing clusters [21, 231 . Concerning first the loose items, a really efficient solution appears to be lacking. As an ad hoc measure, such items could remain unclustered, particularly if relatively few such items exist. Alternatively, loose items might be merged with the closest existing clusters, that is, with clusters with which the item correlates most highly; or finally loose items might be collected into special clusters for which the normal affinity requirements between cluster elements are relaxed.
Reasonable solutions do exist to control size and number of clusters. Thus when a cluster becomes too large during cluster generation, that is, when it contains too many individual records, its centroid may be split, and two or more new clusters may emerge from a single original one. Such a splitting operation can be initiated automatically whenever the cluster sizes exceed a preestablished threshold. Unfortunately, as more centroids are created, the search operation becomes less and less efficient, since many query-centroid comparisons must then be made before any of the records can actually be retrieved. This suggests that a hierarchy of clusters be created: first the individual records are grouped into clusters; the cluster centroids defining these low level clusters may themselves be grouped into superclusters defined by supercentroids. If too many superclusters should exist, the corresponding supercentroids may be collected into larger hyperclusters, identified by hypercentroids, and so on. The centroid splitting operation must then operate equally at each level of the cluster hierarchy: whenever any grouping (cluster, supercluster, hypercluster, etc.) contains too many substructures (records, centroids, supercentroids, etc.), a split may be made to create two smaller groups in place of a large one [42] .
A sample cluster splitting operation is shown in Figure 2 where the assumption is made that no grouping may contain more than four subelements. The initial state consists of four clusters, each containing between two and four records. The cluster centroids are labeled A, B, C, and D, respectively. In Figure 2a , a dummy supercentroid, labeled S, identifies a single supercluster containing the four original centroids. If a new record is added to cluster A, an illegal situation arises since the cluster size is assumed limited to four elements. The A centroid may then be split thereby creating two new centroids A' and A" as shown in Figure 2c . At this point the supercluster S is no longer viable since it now contains five subelements. This is remedied by splitting S into s' and s" and creating a dummy hypercluster labeled H in Figure 2d .
It can be seen from the example that the cluster splitting operation does not affect the overall structure of the cluster tree. Following a split, the various file items and the corresponding altered centroids still appear in the same relative portion of the cluster tree. The cluster maintenance process required for file additions is then similar in spirit to the bucket splitting process used when too many keys congregate in a single bucket of a B-tree [4, 5, 421 . The B-tree operations for reductions in file size also carry through in that it may then become necessary to delete one or more clusters by merging two centroids into one. A typical hierarchical cluster obtained from a single-pass cluster generation process is shown in Figure 3a . The structure consists of 31 records grouped into 11 clusters. The 11 cluster centroids are themselves arranged in four superclusters, and these in turn appear in two large hyperclusters. Some of the individual The search tree corresponding to Figure 3a is shown at the bottom of Figure 3 . An incoming user query, or a new record to be added to the file is first compared with the two hypercentroids (labeled 1 and 2 in Figure 3b) . Depending on the magnitude of the similarity coefficient between the input item and the hypercentroids, a comparison next occurs with supercentroids 3 and 4, or with supercentroids 5 and 6, or possibly with both sets of supercentroids. The supercentroids in turn lead to the third level centroids and eventually to the individual records themselves.
A simplified flowchart of the single-pass cluster generation and search process is shown in Figure 4 . Generation and search differ in substance only for the lowest level centroids: during cluster generation a new record must be added on the lowest level of the cluster tree and the cluster splitting routine may need to be invoked; for searching, on the other hand, the low level clusters simply lead to lower level individual records.
When cluster splitting is in order, the program of Figure 4 simply inserts the corresponding cluster identifier onto a list of items to be split. The splitting routine itself is represented in detail in the chart of Figure 5 . The programs of Figures 4 and 5 refer to the "nodes" of a cluster tree, to the "father" of a node on the next higher level, and the "sons" of a node on the next lower level. These terms are standard designations in normal tree processing algorithms.
The tree generation and search procedures may be adapted to individual user requirements by favoring alternately high precision (that is, the rejection of most extraneous items) or high recall (the retrieval of most relevant materials). 3 The following strategies will in general produce high precision output: a) the generation of a large number of tight low level clusters for which the similarity between clustered items is considerable; b) the use of disjoint clusters where a given record appears in one low level cluster only; c) a narrow depth-first search strategy in which only the most highly matching cluster is developed at each level of the search tree.
In each instance the aim is to retrieve only a few items for each search step and to insure that the items actually obtained exhibit a very high similarity with the query vectors.
Opposite considerations apply when high recall is desired, because then a premium is placed on the retrieval of a large proportion of relevant materials. In that case, a wider search is normally favored leading to the following tree processing strategies:
' Precision is defined as the proportion of retrieved items actually found relevant, whereas recall is the proportion of relevant materials actually retrieved. When the recall is high most of the items relevant to a given user query will have been retrieved successfully. High precision, on the other hand implies that much of the extraneous material will have been rejected. It may happen on occasion that everything of interest is retrieved while all extraneous items are rejected. In that cam both the recall and the precision measures will attain maximum values of 1. Fig. 4 . Cluster generation and search (adapted from [42] ) a) the generation of a small number of loosely defined low level clusters in which the similarity between clustered items is not tightly defined; b) the use of overlapping clusters where items appear in more than one low level cluster; c) a broad search strategy in which several search paths may be pursued in parallel, leading to the retrieval of more than one low level cluster. The type of search strategy to be followed may be controlled to some extent by suitable adjustments in the thresholds of the similarity coefficients as one proceeds through the cluster structure. Thus when one insists on a high degree of similarity between query vectors on the one hand and centroid and record vectors on the other, a narrow search is carried out and restricted search output may be expected. The reverse is true when the similarity required between the vectors is smaller. The parameters used for tree generation purposes cannot unfortunately be altered after the fact at search time. The cluster generation strategy must then depend to some extent on an estimate of the search requirements of future user populations. The following efficiency considerations are of importance in this connection: a) a strategy which favors the generation of a large number of small tight clusters leads to a large centroid directory producing a deep search tree with many levels. This increases storage overhead and slows down the search process; b) the use of overlapping clusters also increases the storage overhead since the duplicated records (or at least their identifiers) need to be stored several times; c) the use of a small number of large clusters decreases the number of centroids to be stored but generally lengthens the centroid size (that is, the number of nonzero terms of each centroid).
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It is clear that there is no clear-cut resolution to the efficiency-effectiveness problem. If storage space and storage access times play no role, the tree generation and search methods can be made to depend on the user recall or precision requirements, assuming of course that these are known in advance. Otherwise, various compromises become necessary which may in particular make it impossible to use a large number of very tight clusters or a great deal of overlap in the cluster store.
It is not hard to show using standard considerations of computational complexity that when the procedures outlined in Figures 3 and 4 are utilized the number of vector comparisons (between queries, incoming new records, centroids, etc.) needed for cluster searching, cluster generation, and cluster tree updating is of order n log n for a file of n records [42] . However, the number of vector comparisons may not be of paramount importance in practice, because the centroid tree must normally be stored in a secondary, slow-access medium. In that case, the expected number of secondary storage accesses becomes crucial. If on average c records are included in each cluster (and c centroids in each supercluster), the number of search tree levels will be approximately log, n for a balanced tree. The number of secondary memory accesses will then also be proportional to log, n, assuming that some fixed number of elements (centroids or records) located at each tree level is examined in a search. Since cluster processing is effectively implemented as a tree tracing process, these complexity bounds are not likely to be lowered any further.
A CLUSTER SEARCH MODEL
The cluster search strategy of Figure 4 provides an overall framework for traversing the cluster hierarchy leading to an eventual comparison between the incoming query and some of the records on the lowest level of the cluster structure. Unfortunately the search strategy itself provides no clue about the * G. Salton and A. Wong individual parameter values to be used in a given search. In particular, it is not clear how many clusters should be examined at each level of the cluster hierarchy in order to obtain a specified number of desired records, nor is any information provided about the threshold values to be used for the similarity computations between individual centroid or record vectors.
These questions may be studied by examining a simple probabilistic model of cluster searching which is capable of predicting under well-defined conditions the expected number of desired records contained in each cluster of a clustered file [43] . Given such a model, it may be possible to fix in advance the various parameter values which must be used to ensure the retrieval of a given number i of desired records.
Consider, in particular, a query Q of length 1 (that is, containing I attributes), and a cluster containing m records. Both the query and the record attributes are assumed to be binary, that is, qij (or dij) is equal to 1 whenever thejth attribute is assigned to query Qi (or to record Di), and is otherwise equal to 0. Furthermore, let the similarity between queries and stored records be measured as the inner product between the corresponding attribute vectors, that is, g(Qi, oj) = C Qikdjk.
Since the vectors are assumed to be binary, this function simply measures the number of common attributes between the two vectors.
Two additional assumptions are made in the model: first, the query attributes are assumed to be independently assigned to the records within a given cluster; and second, no overlap is assumed to exist between clusters, that is, a given record is assigned to at most one low level cluster. The first assumption appears strictly true for only about 70 percent of the terms which occur in the records of a given cluster. However, a large proportion of the deviation from independence is due to very low frequency terms (terms occurring in one or two records at most) which would occur only rarely in act&l query formulations [44] . The second assumption about the lack of overlap among the clusters is not absolutely necessary; however, a description of the model including overlap becomes too complicated for present purposes [43] .
Let yj represent the number of records in a cluster of m records containing query attributej. Then y/m is the probability that a random record in the cluster contains the jth query attribute. Since the query attributes occur independently in the records, the probability that a random record contains the k query attributesjl, Jo, . . ., jk, but not the l-k attributes jk+l, . . ., j, becomes Since there are (i) ways of choosing k attributes out of I, the probability that a random record in cluster r contains any k properties in common with a query of length 1 is and the expected number of records out of m records in cluster r having exactly k properties in common with query Q is Finally, the expected number of records in cluster r having at least k properties in common with query Q is E,(k) = 2 C,(P).
P-k
By computing the E value for the various file clusters and assuming that a record containing a sufficient number of matching query attributes is in fact relevant to that query, it becomes possible to devise a reasonable cluster search strategy.4 Let i be the total number of records to be retrieved in a given search, and let A L 0 be a constant such that any cluster containing A or fewer expected number of desired records will not be included in the search effort (because the expected search payoff would be too small in such a case). An appropriate search strategy is then as follows: 1) Retrieve records from clusters for which the expected number of desired records is greater than A for each cluster, that is 1 C,(p)>A (r= 1, --.,n).
2) Since the aggregate number of records to be retrieved must be greater than i for properly chosen k, the added condition must be C C C (p) 2 i. r p-k When overlap exists among the clusters, it becomes necessary to compute the expected number of records having at least k properties in common with the query that are situated in the intersection between two or more adjacent clusters.
The overlapping items must then be subtracted to reach an accurate E value. When the overlap is small, the calculated E value of Equation (2) may however be expected to hold even in the more complicated situation [43] . The foregoing search algorithm will prove useful when the calculated expected number of useful records is close to the actual number of records in the cluster identified as relevant by the user submitting the original search request. This correspondence may depend on how closely the assumptions of the model are actually satisfied in practice. In particular, when the query terms are not independent of each other but are instead semantically related, the calculated E value may substantially differ from the real one. This suggests that the model may be more appropriate for short queries with few attributes than for longer queries ' 0. Salton and A. Wong where the independence assumptions may be more questionable. The model is of course directly applicable to single key queries used with binary record vectors.
To confirm the reasonableness of the models, E values were calculated for a number of actual clusters and search requests using a collection of documents (records) in aerodynamics together with queries submitted by a user population of researchers in the aeronautics field. In each case, a cluster-query pair was chosen and the actual occurrence probabilitiesyj@ were used for each of 1 query terms to compute an E value as a function of k, the number of matching querydocument attributes.
Typical output results (E values) are shown in Table II for three different clusters and two different queries, including a long query of twelve terms and a short one of five terms. Table II also shows the actual number of relevant and nonrelevant documents included in the respective clusters and exhibiting the appropriate number of query term matches (the appropriate k values). Considering Table IIa , it is seen that cluster 38 contains seven documents in all of which six are identified as relevant by the user submitting query 1. The nonrelevant item has two attributes in common with the query. Of the six relevant ones, two exhibit two query terms, two more include three query terms, one has four terms in common with the query, and the last one has five common query terms. It may be seen that the computed E values are very close to the actual values for one, two, or three matching terms. When all items are retrieved with at least one and Cluster 68 (7 documents of which 2 relevant) * G. Salton and A. Wong matching query term, the E value predicts seven desired documents, seven are actually retrieved of which six are relevant. In terms of recall and precision this produces a recall of 1.0 and precision of 0.86. For at least two matching terms (k = 2), the E value goes down to 6.9 while the actual number of relevant and nonrelevant items retrieved remains at six and one, respectively. For at least three matching terms, E becomes 4.9 and the actual number of retrieved items is four, a.ll of which are relevant.
An examination of the remaining output of Table II indicates that when k is small, that is, when a great many items are retrieved, the predicted E value does not produce a useful indicator of retrieval effectivenes. The reason is that many stored records exhibit one or two term matches in common with the query even though the records may not be relevant to the corresponding query. Thus in Table IIb the predicted number of items with at least one matching query term is 5.9; the actual number of retrieved items for k = 1 is six, but all these items are nonrelevant. In Table TIC for k = 1 predicted and actual values are 7.8 and 8, respectively; but all eight items are nonrelevant. Finally in Table IId for k = 1 the prediction is 6.4 and the actual number of retrieved items is four, two of which are relevant items.
However, as the number of term matches needed for retrieval increases, the estimated probability value E becomes very close to the actual one. For k = 3 or larger, the calculated values shown in Table II appear to be very good indeed. One concludes that the model is adequate for practical utilization, and that the use of a very small cutoff value k is unwise in practice.
CLUSTER SEARCH STRATEGIES
The probabilistic model examined in the previous section may be tested by using sample document collections with actual user queries in a clustered retrieval environment. A clustered collection of 424 documents in aerodynamics is therefore used experimentally with 24 user queries; the recall-precision output is averaged in each case over all 24 queries [32] .
The following principal cluster search strategies suggest themselves: a) A standard similarity computation between the query and the various cluster centroids can be used to identify the n clusters with the highest querycentroid values; the items in these clusters can then be compared with the query, and recall-precision values can be obtained after all documents in the n best clusters are processed. For present purposes the cosine measure h is used to compare queries with cluster centroids and documents. This standard cluster search process may be expected to produce a high level of performance when the user requirements are fairly homogeneous, because variations in the search strategy are not normally performed in that case from one query to another. b) Instead of using a standard query-centroid similarity computation, it is possible to perform the probability calculations of Equation (2) to obtain for each cluster and for fixed values of k the expected number of records in the cluster having at least k matching attributes in common with the query. All clusters with E values higher than a given threshold can then be compared with the query before recall and precision values are computed. Obviously when k is small, large values of E are obtained producing high recall output but low precision because many nonrelevant items are retrieved together with many relevant ones. As h grows, few clusters will exhibit large E values and the search pattern may favor high precision and lower recall values.
The E, (k) measure depends on cluster size. An alternative probability measure independent of the number of records per cluster is the probability that a random record in cluster r contains at least k properties in common with the query. From Equation (1) this P value is defined as J&P,. (p). c) The process based on the probability function may be rendered more flexible by using a varying value of k for the individual queries. Thus for each query, the value of k is incremented until Equation (1) shows that a random record in the third highest ranked cluster has a probability smaller than 1 of exhibiting exactly k matching terms in common with the query. Contrariwise, the value of k is decreased by 1 if the probability value of a random record in the highest ranked cluster is smaller than 0.3.5 In effect, the varying k method chooses a particular k value for each query in such a way that the number of clusters to be examined is restricted to only those which exhibit a high relevance probability of containing useful material. A high k value is used for queries producing large E values for many clusters, whereas low values of k are produced when the E values are generally low. d) An alternative approach to the use of varying values of k consists in looking at the variance of the distribution obtained by plotting the P valuess+ P, (p) for the various document clusters of the collection and for specific values of k. In each case, the clusters may be arranged in decreasing order of their P values for a given value of k and a given query, and these P values may be plotted along the ordinates of a two-dimensional plot againt the cluster numbers shown along the abscissa. A montonically decreasing curve results which becomes more peaked as the value of k increases. The variance method consists in using for each query a normalized distribution of the P values (for which the area under the P curve is the same in each case) and in picking that value of k for which the variance of the normalized distribution is smaller than a given threshold.6 An idealized picture of the variance changes with increasing k threshold is shown in Figure 6 . The effect of the variance process is the same as that of the varying k in that a large k is obtained for queries producing large P values for many clusters; smaller k values are used for queries for which this is not the case. Two kinds of evaluation output may be exhibited. The first shows variations in recall and precision output as more and more document clusters are compared with the user queries; the other compares the retrieval effectiveness for a fixed number of clusters examined using the various search strategies described earlier.
The output shown in Table III exhibits recall-precision values as a function of the number of expanded document clusters for a collection of 424 documents in ' The parameter values used to increment and/or decrease the k values were chosen somewhat arbitrarily for present experimental purposes. aerodynamics, averaged over 24 user queries. Four search methods are used including the standard cosine similarity comparison, the probability measure for two fixed values of k, and the varying k method. It is clear from the output of Table III that, as expected, the recall will improve as more and more clusters are examined, and the precision suffers accordingly. For the cosine function the identical search strategy can always be applied to all 24 queries. This is not the case, however, for the probability computations: for a fixed value of k and increasing numbers of clusters examined, the required Varying k probability values are obtained for fewer and fewer queries; the problem worsens as k increases. Thus for k = 4, there are only 20 queries out of 24 for which it is possible to find a single cluster with nonzero probability of having a random record exhibit four matching query terms. When 18 or 20 clusters are sought with the required nonzero probabilities, only 9 queries out of 24 can be used for the recall-precision computations. The right-hand column of Table IIId shows that many more queries can be used with the varying k method than for fLved k. The output of To obtain an accurate picture of retrieval system performance, it is appropriate to perform a detailed comparison of the search methods for some fixed average number of expanded clusters. Table IV shows the number of expanded clusters averaged over 24 queries for various search strategies involving fixed k, varying k, and variance methods. The figures of Table IV apply to a situation where the maximum number of clusters expanded for a given query is either 7 or 20, and two different thresholds are used in the E values to decide upon the exact number of clusters to be looked at in each case. In the first case, labeled 7-l and 20-l in Table IV , no further clusters are expanded after finding one for which the expected number of useful records (that is, the expected number of records with the requisite number of matching attributes between query and documents) is less than 1. In the two other cases, labeled 7-3 and 20-3, respectively, no further clusters are expanded upon finding a cluster for which the expected number of useful records is less than 3.7
In Table V , average precision values are shown for fixed values of the recall. A number of search strategies are compared, the output being grouped so that the 7 The parameter values for the maximum number of examined clusters (7 or 20) and for the thresholds in the E values were so chosen that a variety of different processing runs would become available with approximately the same number of expanded clusters. Table Vb , Vc, and Vd, respectively. The actual search strategy used is listed under each column of precision values: the maximum number of expanded clusters i, and the stopping criterion for further consideration of additional clusters j is designated as i-j, as previously explained. The exact number of clusters actually used on average for the 24 queries is shown in parentheses under the respective column. Within each subsection of Table V , the best precision values are identified by a vertical bar. Once again higher performance values (that is, higher precision at equivalent recall points) are generally obtained as more clusters are expanded. Obviously the better performance is achieved at the cost of more search effort. For a given common level of search effort, the standard cosine process is again best at the high recall end of the spectrum. The probability computations are most useful when high retrieval precision is wanted, of the various search strategies which use the probability measure, the varying k or variance procedures are preferred over the fixed k methods. The fixed k process should be used with large k values only when outstanding performance for a few queries is preferred over a reasonable average performance for all queries.
SUMMARY
The concept of a clustered file was introduced and two principal types of file clustering algorithms were described, including hierarchical grouping and iterative partitioning. A new one-pass clustering process was then examined which exhibits properties similar to iterative partitioning but is cheaper to implement and does not require an original classification of the data. Various tradeoffs were then examined between cluster search efficiency and retrieval effectiveness. It was noted in particular that search trees made up of a large number of small tight clusters are most useful for high precision searches; a small number of large clusters on the other hand can often produce high recall. Obviously the more clusters are defined, the larger will be the overhead needed to store the cluster centroid file.
An abstract model for the cluster search process is introduced in an attempt to characterize more precisely the parameters controlling a standard cluster search process. The model is used to compute a probability value defined as the expected number of records in a cluster with at least k attributes in common with a given query. The assumption throughout is that a record which includes many query attributes is relevant to that query. The model leads to the conclusion that reasonably large values should be used for the retrieval parameter k (the number of term matches needed for retrieval) in order to obtain effective retrieval results.
Various search strategies are specified using the probability value derived from the abstract model, including strategies based on fixed and varying values of k. Experimental output is shown for a collection of 424 documents in aerodynamics used with 24 queries, demonstrating that the varying k process is best able to adapt the search to a variety of different user requirements.
