Application of estimation theory to a real process under digital computer control. by Litchfield, R. J.
APPLICATION OF ESTIMATION THEORY TO A 
REAL PROCESS UNDER DIGITAL COMPUTER 
CONTROL
A Thesis submitted for the degree of 
Doctor of Philosophy
by
R. J. Litchfield
Department of Chemical Engineering
University of Surrey
Guildford
September 197 5
ProQuest Number: 10800315
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10800315
Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
SUMMARY
A continuous stirred tank reactor operating under 
digital computer control has been designed and built, 
and a comparison made between digital control methods 
that employ recent advances in estimation theory, and 
an equivalent classical analog control system.
The digital control method required process identi­
fication, optimal control, and Kalman filtering for 
its implementation. The unknown parameters in the non­
linear mathematical model describing the process were 
identified by the method of quasi-linearization. This 
technique not only linearizes the non-linear system 
equations but also provides a sequence of functions 
that in general converge rapidly to the solution of 
the true non-linear equations. The optimal controller 
is believed to be original and comprises.an adaptation 
of the quasi-linear algorithm. The controller calculates, 
at preset time intervals, those changes in the desired 
values of supervisory feedback controllers such that a 
weighted sum of squared errors at the end of the time 
interval is minimised. The predicted value of the 
state vector obtained in this calculation was then 1
used in a fixed gain formulation of the.Kalman filter.
Simulation studies verified the viability of both 
the identification and optimal control methods, which
were then applied to the process. The classical 
controller was designed using either the method of 
Ziegler and Nicholl or that of Bode, which utilised 
the frequency response.
Experimental work showed good agreement with the 
simulation studies. However, it was found that the 
Kalman filter was unnecessary because of the essentially 
noise-free nature of the measurements. The identification 
method performed satisfactorily, and gave the values of 
the parameters in the mathematical model which described 
the process. The digital control system was shown to 
give better control than the classical scheme, especially 
in the steady state, where the predictive nature of the 
optimal controller effectively prevented overshoot, 
whilst assuring a fast stable response to disturbances.
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CHAPTER 1
INTRODUCTION
INTRODUCTION
The direct digital control (DDC) of chemical
plant is now a well established technique, with
7 6many thousands of installations world-wide. The
economic advantages of such installations are numerous.
In particular:-
(i) Increased productivity and reduced 
raw material consumption can arise 
because of closer and more sophisti­
cated control techniques.
(ii) Increased safety, where for instance 
a virtually unlimited number of 
variables can be checked for dangerous 
conditions at little extra cost.
(iii) The accuracy and reliability of 
process operating records can be 
improved.
(iv) Consistent, safe and reliable control 
of batch processes or processes having 
large time constants (or dead times) 
can be effected.
(v) Closer control of important variables 
can be obtained by using secondary
measurements. An example of this 
might be the mass flow control of 
gases to a reactor, where the 
measurements of temperature and 
flow rate could be incorporated to 
provide the desired mass flow rate 
estimate.
In addition, the continuing development of low 
cost, high reliability hardware makes the installed 
cost of a DDC system very competitive, even in a 
moderate size plant. Another considerable advantage 
of the DDC system is its great flexibility, which 
permits the application of advanced control concepts. 
In principle at least, it is possible to:-
(a) Perform steady-state optimizing 
calculations and adjust control 
loop set points of supervisory 
controllers appropriately.
(b) Replace the conventional one, two 
or three term control equations by 
an optimal scheme.
(c) Investigate the dynamic characteristics ' 
of the process* and to express this 
characteristic in an analytical form.
' (d) Reject erroneous measurements or
to improve noisy measurements by 
filtering, perhaps by incorporating 
state predictions.
(e) Change the control loop parameters 
adaptively in order to compensate 
for changing process characteristics.
However, DDC has not, in general, made the spec­
tacular gains^ in process performance that could 
reasonably have been expected by the introduction of 
these techniques. One reason for this is concerned 
with instrumentation problems, some of which are not 
noticable within the performance envelope of the 
analog system. Another is the abundance of highly 
theoretical developments reaching the literature which 
have little applicability to real world situations and 
actually increase the difficulty associated with finding 
the most appropriate technique for a particular plant.
The gap between theory and practice has been compounded 
by the almost exclusive use of simulation studies to 
verify principles; the fallacy lying in the fact that 
these studies can never confirm basic assumptions 
common to themselves and the theory. It is an underlying 
objective of this thesis to check basic assumptions, to 
.improve instrument performance, and to provide real 
process feedback in a typical chemical application.
The scope for improvement in chemical process 
control is reported to be quite large. Williams^, 
with a wealth of experience in Applied Industrial 
Control, estimates that a significant contribution 
could be made in approximately 151 of all control 
loops, by applying techniques such as adaptive 
control, whereby the system adjusts its own parameters 
to accommodate environmental changes. Typical example 
of control loops that would benefit from such a refine 
ment are:-
(i) Rate control loops of reactive 
processes to compensate for the 
exponential effect of temperature 
on reaction rate.
(ii) Temperature control in polymeric 
. and non-Newtonian fluid handling
systems to compensate for the 
temperature-viscosity variations.
(iii) Temperature control in regenerative 
type applications where major heat 
transfer rate changes take place.
(iv) Generally all rate varying processes, 
such as decaying catalysts, cyclical 
processes, heat exchangers in rapidly 
fouling service, etc.
The on-line digital computer, then, clearly has 
the potential capability of improving the performance 
of a large number of processes, by applying advanced 
control methods. However, it should be noted that 
the three term controller (either analog or digital) 
still has much to recommend it. In particular, 
whilst not optimal, nor even elegant, it can almost 
always successfully control a process, although, as 
has been pointed out, considerable improvement is 
often possible.
Perhaps even more important, from a users1 view­
point, is that the adjustment of a classical control 
loop is a relatively simple task, since feedback 
accounts for the lack of process knowledge. Feedback 
is, and is expected to remain, the most powerful and 
important single concept in process control.
This research considers the application of advanced 
control theory - also known as modern control theory 
and estimation theory - to a continuous stirred tank 
reactor, operating under on-line digital computer 
control. A principal objective is to investigate 
the gains that can thereby be achieved in a real 
situation, by comparing the performance with that of 
an analog control system.
Advanced control theory encompasses the topics 
of parameter identification, optimal control and
Kalman filtering, and each of these topics is reviewed
in Chapter’ll. The mathematical model describing 
the process is non-linear, and has parameters which 
are only approximately known. The review of identi­
fication techniques, which attempt to locate the true 
parameter values, is therefore mainly restricted to 
non-linear methods. The particular method selected, 
quasi-linearization, linearizes the system equations 
and provides a sequence of functions which in general 
rapidly converge to the solution of the true non-linear 
equations. The optimal control scheme/which is 
believed to be original, comprises an adaptation of 
the quasi-linear algorithm. The controller calculates, 
at preset time intervals, those changes in the desired 
values of supervisory feedback controllers such that 
a weighted sum of squared errors at the end of the time 
interval is minimised. This scheme was developed because 
it offered greater flexibility than other methods, 
and because it operated in real time. This can be 
a considerable advantage, since many other schemes 
merely precompute a trajectory and cannot, for instance, 
easily accommodate a changing environment. Predictions 
obtained from the optimal control calculation were 
used in the Kalman filter formulation, which was of 
the fixed gain type.
Chapter III describes the process equipment, which 
comprises the DEC PDP11 disk based computer, the EAL 
hybrid analog computer, the Analogic ADC/DAC system, 
the chemical reactor, and interface equipment. Mention
is given to problems concerning process instrumentation, 
particularly those concerned with measurement noise, 
which were overcome by careful design and the incor­
poration of low pass filters. The reactor control 
system, which is of the multiple input output (MIMO) 
type, and capable of traversing large sections of the 
temperature-concentration phase plane, is described.
The changes necessary to produce a viable real-time 
software system from Fortran IV by extensive assembler 
level modifications are also outlined.
The mathematical model describing the process 
is derived in Chapter IV. The Chapter continues by 
developing both the quasilinear identification algo­
rithm and the optimum control method, and programming 
details are given. The fixed gain filter, which is a 
simplified version of the full Kalman filter, is also 
mentioned.
The stability and convergent properties of the 
quasilinear identification program were investigated 
using simulation studies, and the results presented 
in Chapter V. It was found that the convergent zone 
decreased as the number of unknown parameters increased, 
and that the tendency towards singularity that existed 
in the matrix inversion could' be overcome by using a 
stabilising technique. The optimal controller was 
also tested in simulation, giving satisfactory results.
The main experimental work is developed in 
Chapter VI. The process was operated in the open 
loop mode, and the data thereby collected used to identify 
the process using the quasilinear program off-line.
The parameter values so obtained were used in the 
optimal control program, which then gave excellent 
results. The Kalman filter, however, was found to 
be unnecessary because of the essentially noise-free 
nature of the measurements. Chapter VII concludes by 
reviewing the achievements of the research, and makes 
suggestions regarding the more promising areas of 
future work.
CHAPTER II
REVIEW OF ESTIMATION THEORY
REVIEW OF ESTIMATION THEORY
INTRODUCTION:
The estimation of variables and parameters is
considered to be based on sampled data - that is,
observations are made at time t , where n = 1, 2....k.n 7 7
At some particular time tm it is desired to find a
best estimate of a vector such that it minimises a
performance index (invariably in this thesis, this 
will be of the quadratic type). Then:
(i) if t < tn, the problem is one
of smoothing - the identification 
problem
(ii) if t = tn> the problem is one of
filtering
(iii) if t ^  t the problem is one of prediction.
These three problems are separate and yet closely 
related. Prediction is needed in order to identify; 
identification is needed in order to predict; and both 
identification and prediction are needed to filter.
The objective of this research is to apply these 
three aspects of estimation theory to an operating 
chemical process. This chapter will review in turn, 
the methods available to solve these problems1.
Finally, at the close of this chapter, a summary 
is presented. Conclusions are drawn regarding the 
applicability of the existing knowledge to practical 
situations and specifications of more desirable 
algorithms are presented.
1. Parameter Identification
(i) Linear Systems
Although a complete review of identification 
in linear systems is inappropriate, it is perti­
nent to consider briefly the most useful of the 
methods available, since within appropriate 
linearization regions, an approximate model can 
thereby be determined.
All methods of identification, whether 
linear or not, rely on disturbances in the system 
inputs to generate information. The majority 
of techniques require a specific type of input 
function and then use, for instance, cross 
correlation to determine the system input-output 
relationship.
A block diagram of.a linear single input 
single output (SISO) system is shown in figure 1.
y(t)Plant
Figure 1.
An estimate of the process transfer 
function G(jw) is F(y)/F(u) where F denotes 
Fourier transformation. The determination 
of the model therefore requires a complex 
manipulation upon the data.
The measurement y(t) of the output is 
often corrupted by noise and cross-correlation 
between input and output is then often utilized 
to improve the signal to noise ratio.
One method of determining a frequency 
domain model of a linear SISO system would, 
therefore, be to: -
(a) calculate the auto- and cross­
correlation functions given by
Quu(tt = IT f T uCt)u(t+i)dt .. (1)
lim T * $
Quy0£) = fT u(t)y(t+Wdt .. (2)
lim T*ii>
(b) calculate the spectral density 
functions defined as:
co
Su u M  = k /  Qu u W ^ d V . .  (3)
'•>40 
- ****
(c) use the defining relationship
G (jw) = su y cjw)/SuuCw) .. (5)
This approach is particularly attractive
1 2when pseudo-random binary sequences * (PRBS) 
are used, since then the forcing function is 
periodic, and the multiplication within the 
integral of equations (1) and (2) is replaced 
by addition. However, in the frequency domain, 
the power spectrum of PRBS is a sine (x) 
function, with the largest proportion of power 
at the low frequencies. This could be a dis­
advantage in certain circumstances, and the 
author has developed a simple, yet apparently 
previously overlooked, method of identification.
The new method originated by considering the 
signal synthesis of the forcing function within 
the frequency domain, and recognizing the need 
for a designer specified spectral shape. In 
the time domain, this is equivalent to a sum 
of sine waves, and is computationally attractive 
since its Fourier transform is defined analytically 
The response function can then be analysed using 
a fast Fourier transform (FFT) algorithm, and 
hence the process frequency response obtained.
The fast Fourier transform is a method^ 
of efficiently computing the discrete
Fourier transform (DFT) of a time series of 
data samples.
The discrete Fourier transform is defined 
as:- • . .
N-l
= S  Xvexp (-27Cjrk/N) r=0,l, ... (N-l)
k=0 K
where A is the r coefficient of the DFT r
thand denotes the k sample of N samples.
The advantage of the FFT is that, by avoiding
redundant calculations, it takes about 2N log2N
2 .
multiplications to compute, compared with N m  
the DFT.
The steps involved in using the previously 
outlined summed sine wave method (SSWM) are:-
(a) A test signal is constructed 
of the form
n
u(t) AvSin(kwt)
k=l
(b) The signal u(t) is then applied 
to the process using the normal 
actuators. Hutchinson^ et al have 
pointed out that the actuators 
distort the signal, and therefore 
the frequency response of the 
process and actuator combined is
obtained. This is often, in
practice, the desired frequency 
response for control purposes.
The process is then left to achieve 
steady-state response conditions.
A particular advantage of this method, 
compared with the single sine wave 
technique, is that only one transient 
response period is necessary.
The response waveform is sampled, 
prior to frequency analysing, such 
that the sampling frequency Fg is 
related to the number of points N in the 
FFT by
Fs/N = w
This assures that the power in a parti­
cular frequency does not dissipate 
into neighbouring frequencies. The 
sampling theorem also requires that
F is at least 2nw, and a restriction s '
of the radix 2 FFT is that the number 
of samples N must be a power of 2.
In practice, the sampling frequency 
would be made much higher than 2nw, 
and low pass filters used, in order 
to prevent aliasing. A typical test
might use 50 sine waves, at frequency 
intervals of 0.1 Hz., the highest frequency 
being at 5 Hz. The response would then 
be low pass filtered, using a cut off 
frequency F (defined as the 3dB down 
point) of 6 Hz., and sampled at 25.6 Hz.
The FFT would be taken over 256 samples, 
giving the desired 0.1 Hz frequency hands. 
The filters used in the experimentation 
consisted of adjustable 16 channel matched 
6 pole Butterworth filters having an 
attenuation of less than 1% up to 0.9 
of F , and therefore aliasing would be 
better than 36dB down on the signal.
(e) The discrete data samples are then
frequency analysed using an FFT algorithm, 
and the amplitude ratios (AR) and phase 
angles (0) of the process calculated from
AR(pFs/N) = jn e j + I nip 'Ap p=l,2,..n
0 (pFs/N) = -tan_1(Imp/Rep) p=l,2,..n
where the factor (pFs/N) is the frequency, 
and Re is the real, Im the imaginary,
Fourier coefficients in the transform.
The SSWM was tested on a simulated second 
order system, and on a real flow control process,
the results being checked in the former case 
against the theoretical response. These 
results are shown in Appendix B.
The feasibility of identifying linear
systems using an augmented version of the
7Kalman filter has also been demonstrated .
However, a recent survey shows that, of
five identification algorithms considered,
cross-correlation using PRBS was the easiest,
and the Kalman filter the most difficult, to
7 9implement. Furthermore, published results * 
indicate that satisfactory identification is 
difficult to achieve when utilizing the Kalman 
filter. In reference 7, for instance, the 
state vector is appropriately augmented in a 
first and second order plant simulation in 
order to identify the unknown parameters. In 
addition, the exciting input was assumed to 
have an additive but unknown disturbance, and 
this too was to be identified. The resulting 
non-linear equations were linearized and the 
results presented. The authors state that even 
in a noise free system, Mthe unknown disturbance 
was identified but parameter estimates changed 
away from their correct values”. Furthermore, 
they found it necessary to increase the 
measurement noise covariance matrix above the 
true value, in the noisy situation, otherwise 
noisy responses and high frequency fluctuations
were experienced. Thus, these researchers 
did not achieve truly convergent results, but 
rather obtained a damped estimate of the 
parameter vector which oscillated around the 
correct level.
(ii) Non-linear Systems
Identification in linear systems is in 
a much more advanced stage than the non-linear 
equivalent. Correspondingly, there are far 
fewer non-linear identification techniques 
available, nearly all of which are based upon 
a truncated Taylor expansion. In this thesis, 
only autonomous parametric models of the form
' /
± = f(x,p,u) .. .. (6)
where
x is the n by 1 state vector
p is the m by 1 parameter vector
u is the q by 1 control vector
will be considered. These models are then
to be fitted to operating data obtained by 
measurements
y = h(x,u) + observation error (7)
where
y is the r by 1 measurement vector
in such a way that a performance criterion 
is minimised.
The most important of the methods 
available to determine the parameter vector 
p will now be outlined:
(A) Differential Approximation
This method was proposed by Bellman"^ 
and is the most straightforward technique 
available. It requires the differential 
of the state vector, and this must usually 
be provided by numerical differentiation. 
The only unknown then remaining in 
equation (6) is p and therefore it can 
be rewritten:-
±(t) = A P •• . . . .  (8)
where A is a matrix evaluated at the 
current values of x and u. In discrete 
time form, equation (8) becomes:-
= A^ p k=0,l,2...N .. (9)
We therefore wish to minimise a 
performance index (PI) which will be 
defined in the least squares sense:
1= • • • • (10)
where T symbolises transposition 
and Q is a symmetric positive definite
weighting matrix. The PI is a minimum
^1 2 when =0, and b I is positive definite. 
2»P
Now,
bV
n
Z  (-2A^Qxk + 2A^QAkp) 
k-0
(11)
and since the vector p is assumed to 
be time invariant, and the partial differ­
ential is required to be zero, equation 
(11) becomes
P =
n
:=0AX (12)
Thus, the solution of the (m x 1) 
unknown parameter vector p requires the 
solution of m linear algebraic equations.
There are two major disadvantages 
in this method, which have inhibited its 
usefulness.
(a) Differentiation of the measurements 
drastically reduces the signal to 
noise ratio, and in spite of the
Adjust 
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averaging obtained by summation 
in equation (12), it still 
produces noisy estimates.
(b) When the states are corrupted 
by noise a least squares fit is 
obtained to x and not to x.
(c) Differential approximation is 
only applicable when every one 
of the states can be measured.
In practice, this requirement* 
is often not met.
Gradient Methods
Figure 2 shows a typical application 
of a gradient method to identify a non­
linear process. It assumes that the model 
and measurements are available (equations 
6 and 7), and uses an error index:-
k
1 = •• •• (13>
where k is the length of the data frame. 
A gradient calculation is then performed to 
minimise equation (13) with respect to the 
unknown parameters. Thus:
If the initial state vector is also 
to be estimated, then a similar expression 
results
k
<si = ^  2£ fisi
m=0 &z dx M  ”  " "
whereotis the initial state vector x(tQ). 
The functions ^2 an(j may be calculated
q Z gX
by partial differentiation of the known
functions H(y,z) and z(x,u). The state
equations can then be used to determine
and in a like manner, 
dot
The method of steepest descent^ can
then be used to solve for p in an iterative
fashion. The direction of steepest descent
is - or - ^  as the case may be. The 
dP
correction term then applied is
and
A P = -C^i . . .. (16)
**= -c2ji "  •• C17)
The constant vectors and C2 determine 
the size of the step taken in the direction 
of steepest descent, and the algorithm is
most effective when the vectors are found 
adaptively, so that they minimise a PI of 
the form:
I “ I((p.+ Cj!ftp),(oC+ C2A«Q) .. '(18)
Although steepest descent converges 
to a minimum, which may be only a local 
minimum, it usually converges only slowly. 
In particular, the method 'hemstitches* 
badly on narrow valleys, and.may need a 
great number of iterations to achieve 
convergence. For this reason, better 
methods have been developed.
Conjugate Gradient Method
12The conjugate gradient method 
increases the rate of convergence by modi­
fying the step direction, as well as the 
size.
Define:-
V I
J
=  fci&TI (19)
Then the (k+1) estimate of the
T
unknown vector p= £,jj) is:-
k+1 = |?k + Cdk (20)
kwhere d is the conjugate gradient 
direction defined in the recursive relation­
ship:
dk = -71k + (VIk)T (7Ik)
(71 ) (VIk_1)
,k-l (21)
and:
d1 = -VI1
The value of C is determined 
adaptively to minimise the value of the 
PI, as with the method of steepest descent.
13 ■
This method has been shown to con­
verge much more rapidly than the steepest 
descent method.
(C) Quasi-linearization (Gauss-Newton) Method
This procedure, first proposed by
Bellman^ and extended to chemical engineering 
15systems by Lee, is one of the most power­
ful methods available.
In this case, the non-linear functional
* = f(x,p,u)
is augmented with the m differential 
equations
such that
x = f(x(t),u) .. (22)
where x(t) is now defined as
T
(x^,X2>...,p^,P2>••) and is an (n+m) 
column vector.
The vector x(t)can be expanded 
around a nominal traj ectory xQ(t) by 
using the Taylor expansion:-
f (xx(t) ,u(t)) = f (x0(t) ,u(t)) +
(x0(t),u(t)) + 
o^) .. (23)
where f.(x,u) represents the partial 
o
derivative of f(x,u) w.r.t. x evaluated 
along x (t) . Note that, since equation (23) 
considers changes in x(t) only, it is 
inferred that the function u(t) is unchanged. 
Combining equations (22) and (23) produces:-
xfx (x0(t)*uCt» (24)
o °
The solution of equation (24) using 
suitable boundary conditions results in 
a new trajectory x^(t). In turn, this 
can be used to generate another trajectory 
X2(t), by utilizing the recurrence equation
* k+l^) = f +
(xk+1(t)-xk(t))fxk(xk(t) ,U(t))
+ OCf2) .. .. (25)
It has been shown that:-
(a) the sequence of functions 
generated by (25) exists, is 
bounded and converges on­
to the true solution, if one 
exists, provided that the
time interval t , tr is o f
sufficiently small.
(b) when convergence does exist, it 
exhibits a quadratic property.
There remains the solution of equation 
(25), which is a two point boundary value 
problem. Fortunately, it is linear in 
xk+i(t) and can, therefore, be solved by 
superposition. An analytical solution is 
in general not possible, since f(x^(t),u(t)) 
contains time varying parameters, which
furthermore change on each iteration.
The boundary conditions are:
xi,k+l(V  = xi i=l>2,..n (26a)
xi ]c+l(tf) = xf i=n+l,.. (m+n) (26b)
Equation (25) can be solved by writing 
the solution as the sum of particular and 
homogenous solutions:
m
xk+l(t) Xp,k+l(t:) + ?- = 1ai,k+lXhi,k+l
(27)
where X , n(t) is any solution of:-p,K+i
^p.k+l^5 = £(xk»u) + JxkfXp,k+l'xk)
(28)
and Jxk is the Jacobian matrix, 
evaluated at the current state 
and defined by:-
Y l
^xl,k ^x2,k ^ x(m+n) ,k
b xX,k ^ x2,k
bf2 <>f2
^£fm+n) ifCm+n) i£(m+nX_ 
^ x(m+n),kixl,k ^x2,k
The first subscript represents the 
particular variable and the second (k) 
represents the iteration number.
The most convenient solution to 
equation (28) is obtained by using the > 
boundary conditions given in equation (26a) 
The homogenous function is obtained 
by solving
Xu- i (t) = J X, . hi,Jc+lv J hi,k+1
i=n+l,.. m+n (29)
where k refers to the number of
the iteration. . The solution .is obtained
using the boundary conditions
Xhj,k+lW> = [o
The unknown initial conditions there­
fore appear as the a^ in equation (27). 
These as yet undetermined parameters are 
then found such that a performance index 
Q is minimised:
T
Q = >  (y.-x,_., .) WCY.-x,^. .)3 k + l , j J A J k+1,j*7
(30)
where y. j=l,...s are the measuredJ 9
values, and W is a positive definite 
weighting matrix, which could reflect the 
relative measurement accuracy, or relative 
variable importance.
Substituting equation (27) into (30) 
produces:-
^ " ^ -1^ j ”Xp,k+l,j“Xh,k+l,jAk+l^ W 
"XP ,k+i, j _xh ,k+i, jAk+P
(31)
where is the current estimate
X
of the parameter vector (a^,a2>...am) .
Partially differentiating equation(31) 
with respect to A^+ ,^ and rearranging the 
result gives:
This result produces a minimisation 
of the PI provided that
is positive definite.
The most severe drawback with quasi­
linearization concerns convergence. It 
has already been mentioned that if the 
procedure converges, it is extremely rapid 
(quadratic). However, it is possible that 
convergence may either not occur at all, 
or that true convergence cannot be obtained 
(i.e. the parameter values wander around
a steady state value). This can be due to:-
(a) The values of the augmented state 
vector being outside the range of 
valid linearization.
(b) An attempt being made to extract 
more information than is available in 
the signal (too many parameters being 
identified).
(c) The state equations being ill- 
conditioned, for instance in a 
reactor model where an Arrhenius 
term exists.
Several methods are available for
overcoming these difficulties. In type (1)
problems, the method of steepest descent
can be used to bring the initial guesses
within the valid linearization region,^
17or alternatively, data perturbation or .
18step size restriction can be used.
The data perturbation technique alters 
the data in such a way that this new data 
set is within the range of valid lineari­
zation. The data is then perturbed towards 
the true values, until convergence is 
obtained.
Type (2) problems can be overcome by 
either increasing the number of measurement 
points, or by reducing the number of variables 
to be identified.
Type 3 problems concern ill-conditioning
and are more difficult to solve. These
occur when, for instance, a unit change
in a parameter causes only a very small
change in the performance index. The
set of linear algebraic equations that
need to be solved then tend towards
singularity. Sometimes this can be
19 20remedied by substituting *
K-1= KT(KTK+<TX)-1 CKtfXl . (33)
or:
K_1= (K +*I) CNff<l (34)
where K is the matrix requiring in­
version, I is the identity matrix, andCP 
is a small positive quantity.
Newton's Method
This method uses the Taylor expansion 
truncated at the third term. The perform­
ance Index is expanded about a nominal 
value x^ft):-
o
I(xx)=x(x0+Ax)=1(xQ)+&xTIx (xo)+
|jto;TXxx(xo)Ax+ 0(Ax3) (35)
Equation (35) can be partially 
differentiated w.r.t.Ax and the result 
equated to zero to obtain an extremum:
1 & K x 0) (36)
a.x.
This equation provides an algorithm 
having an extremely fast rate of con­
vergence for concave surfaces, although 
it will not converge on convex sufaces 
without modification. The new values of 
the vector x are calculated from:
x, = x^ + CAx .. .. (37)i o
where C is the step size.
22The Newton algorithm can be modified 
to ensure that incremental changes in x 
achieve a decrease in the PI. However, 
this modification increases the progamming 
complexity; and, perhaps more importantly 
in a limited size real-time computer, the 
software overhead that need be carried.
(E) Accuracy of Prediction Estimates
The variance of the future estimates 
obtained by integrating the model forward 
are obviously important both for filtering 
and control. This can only be obtained 
if an a priori statistical knowledge of 
the measurement errors is available.
A x  = - 3 I(x )
Let the true value of the augmented 
*
state vector be x and the estimate be 
x, and the measurement covariance matrix 
be M. The covariance of the estimate 
error is defined as
(38)
C * * T 1
P = E ) (x -x) (x -x) j
where P = covariance of the estimate 
E = expectation operator
If W = M ?■ in equation (30) , then 
this is equivalent to weighting the most 
accurate measurements most heavily (that 
is, they have the most influence) and the 
result is a minimum variance estimate.
Equation (30) then becomes:-
Q = J -Xh,k+1 1
x(ek+l"Xh,k+l,jAk+l^ •*
Where ^k+l^S.k+l" •• ( 4 0 ) '
As previously stated, the solution 
to equation (39) is obtained by differ­
entiating w.r.t. the unknown Ak+1 giving 
the solution as
where the subscripts have been
removed for clarity. If the inverse
in equation (41) exists, then identi-
2 2fication is possible, and if 6 Q / M  
is positive definite, a minimization 
will be achieved.
The covariance can be estimated by
substituting equation (40) into equation
(38) and taking expectations. The solution,
under the assumption of uncorrelated zero-
19mean noise, is shown by Seinfeld to be
p = f t =1x£M'lxh
-1
This enables the covariance matrix 
to be calculated directly if desired.
Optimal Control.
An extensive literature exists on the 
application of optimal control to chemical 
processes, the bulk of which refers to simu­
lation studies, with little application to 
real processes.
This review of optimal control is con­
cerned with its application to non-linear 
systems, and the most important techniques 
in this area will be briefly discussed.
The system is considered to be time 
invariant, non-linear, and have a parametric 
model of the form:
x = f(x(t),u(t)) .. .. (42)
having initial conditions
x(0) = x° .. .. (43)
A general index of performance can be 
defined as:
I = Ij(x(t£)) + J I2(x(t),u(t))dt (44)
*0
The most useful particular form of 
performance index is the integral error squared:
*  Tt
f
(xd-x(t))1W(xd-x(t)) .. (45)
Where xd is the desired value of the state 
vector, and W is a positive definite symmetric 
weighting matrix.
The object of optimal control is, in the 
servo-mode, to drive the system from one state 
to another while extremizing (usually minimizing) 
the performance index. The solution to this 
problem is, therefore, to extremize equation 
(44) subject to the state equations (42) and
its initial conditions (43).
a w ry M
Dynamic programming 9 although power­
ful in the off-line situation, will not be 
reviewed here, because the storage requirements 
are excessive due to the combinatorial expansion 
of the stages - state vector pair.
25Lapidus outlines a method which searches
directly on the performance index; typically,
30the pair-interchange technique would be used 
within a sequential search on the control vector* 
This method can handle easily both control and 
state constraints, and converges monotonically 
to a local extremum. The algorithm is simple, 
and, by trading time for storage, is compact. 
However, the computing time requirement restricts 
the search to off-line use, where a complete 
trajectory would be computed.
27 28Converse * has also applied the direct
search method, although his algorithm was specific
and of limited use. A more recent application
4 9  ■
of a direct search is given by Luus Vwho uses 
the search to determine the elements of the feed­
back gain matrix. This produces a constant gain
controller, which may be adequate in certain
51situations. A random search procedure was 
used to determine the optimum control-gain 
values and the result tested on a simulated 
CSTR. The results compared well with time
optimal control, and circumvented the local
52
minima problem found by Luus et al. Again, 
however, computation time restricts this method 
to off-line use.
29Luus and Lapidus discuss variational 
methods to reduce computation time. In this 
case, the performance index is expanded in a 
Taylor series about a nominal trajectory. The
series is then truncated after the first
31 32 33differential or, alternatively, the second ’ 9
producing the first variation and second variation
methods respectively.
In the first variation method, a step is 
always taken in the direction of the most rapid 
change (steepest descent); the step size being 
suitably adjusted to increase the rate of 
convergence. However, in practice, it is found 
that many steps must be taken to obtain con­
vergence; often, convergence becomes asymptotic 
as the optimum is approached, and computation 
times become excessive.
The second variation method considers the 
curvature of the functional to enhance con­
vergence. Although convergence, if it occurs, 
is quadratic, this method also suffers from 
some drawbacks. In particular:
(i) The initial trajectory must be 
close to the optimal for convergence 
to occur.
(ii) The number and complexity of 
equations to be integrated is con­
siderably greater than with the 
first variational method.
Hence, in the second variation method, 
programming complexity is considerably increased 
and convergence not assured unless the initial 
guesses are sufficiently close to the optimum.
29
This paper continues by combining both 
these methods together. The effect is to increase 
the area of convergence, and to increase the 
speed of convergence. Programming complexity 
remains, however.
The combined method was applied to a 
CSTR .and used to compute an optimal control 
trajectory. This result was compared with 
that obtained using first variations. The 
first variations trajectory was inferior because 
of:
(i) excessive computation time
(ii) the fact that the optimum was 
approached, but not reached.
34Rothenberger uses Pontryagms maximum 
principle and quasi-linearization to solve the 
problem. Redefining the performance index to:
I = I(x(t£)) (46)
causes the problem to fall within the 
maximum principle formulation. (The performance 
index need not be restricted in this way, since 
an integral type can easily be adjoined to the
care must be taken when using the maximum 
principle or the results of an optimum control 
calculation may be in error.
Extremizing (46) subject to the constraining 
equations (42) and (43) is a Lagrange type 
problem.
Define the Hamiltonian:
9
state vector). Horn et al points out that
n
H(x,u,X,t) = X.ij
T - l  1 1
(47)
and the adjoint vector
(48)
with final values
(49)
The state equations can also be written
(50)
(51)
Thus there are 2n differential equations, 
n initial and n final conditions involved in 
the solution. This is, of course, the difficult 
two point boundary value problem (TPBVP).
The method proposed in this paper re­
writes the TPBVP into a quasi-linear formulation, 
so yielding an iterative linear algorithm which
can be solved by superposition. Invariant 
35 15imbedding ’ is used to circumvent problems 
associated with near-singularity of the set of 
linear algebraic equations encountered in the 
quasi-linear algorithm.
7 /r
Schley and Lee have proposed a modi­
fication to the quasi-linear - invariant 
imbedding algorithm which avoids the forward
integration of the adjoint equations. This
38integration is known to be troublesome because 
of the inherent instability of these equations.
38Rothenberger, in a separate paper /uses 
the maximum principle to derive the 2n differ­
ential equations (47) to (51). The resulting
* = &2 
I X
x(t0) = x°
TPBVP is then linearized and formulated into
a quasi-linear self-iterative algorithm. The
quasi-linear algorithm uses superposition in
37its solution, and convergence is quadratic 
provided that the interval of solution is 
sufficiently small.
The paper considers the performance of 
five different quasi-linearization algorithms 
by applying them to a six-variable non-linear 
gas absorber. For this reason, general results 
with regard to the performance of a particular 
algorithm cannot be drawn. However, it can be 
seen that problems can be alleviated in particular 
situations by choosing a more complex algorithm.
Rothenberger's major difficulty was with 
the instability encountered in the solution of 
the adjoint equations, and convergence could 
not be obtained for time intervals greater than 
10 minutes of real time. This is likely to be 
a major limitation of this technique to real 
operating systems.
39Rothenberger in a companion paper uses 
the quasi-linear algorithm to find the optimal 
control inputs for a tubular reactor system 
having state constraints. Only slight state 
constrain violations occurred when the algorithm
was adjoined to an appropriate state penalty 
function. It is demonstrated that quasi- 
linearization can handle state constrained 
systems, and apart from the instability 
associated with forward integration of the 
adjoint equations, it is superior to gradient 
and direct methods.
A model reference scheme for adaptive
46control has been proposed by Crandell et al.
A linear, pulse response model of a CSTR is 
identified by cross correlation using Kalman's^ 
method. An integral-error squared index of 
performance was used, and the partial differ­
ential between the index and the controller 
proportional gain used to provide the direction 
of gain change. The minimum of the function 
was obtained using a Newton-Ralpson algorithm, 
and hence the best response was always assured.
The results were applied to a noise-free 
simulation and produced useful improvements 
over the non-adaptive proportional control 
system. The authors point out, however, that 
the improvement is unlikely to be so impressive 
when, for instance, a proportional-integral 
controller is used.
48Quintena et al, have recently presented 
a method for determining the optimum control
of non-linear systems with control constraints.
i i+1 •The method is iterative; given u , u is 
generated by using a gradient method (steepest 
descent, time weighted steepest descent and 
conjugate gradients respectively) in conjunction 
with the derivative of the Hamiltonian to derive 
the optimum control during the unconstrained 
part of response. The Maximum Principle is 
used during the constrained part.
Convergence to a local minimum is proved 
to occur in the case of the clipping/conjugate 
gradient method.
Four examples are quoted, but in particular, 
a problem concerning the optimum temperature 
profile of reactor, first proposed by Denn^ 
was solved. The clipping method was much more 
efficient (needing about two iterations compared 
with the twelve required by Denn, who used 
steepest descent) and is sufficiently fast to 
make real-time application feasible.
Grethlein^ et al propose a radical change 
to the previous methods. An "Optimum predictor - 
controller" is developed and applied to a non- 
isothermal CSTR having an exothermic reaction. 
They extend to non-linear systems the argument 
of F u l l e r , w h o  states that "the optimum 
control action at any point in time is an
instantaneous function of the present state 
of the process and the input". Hence, in the 
discrete case:
uopt(k)=u(xd,x(k) ,u(k) ,tk) .. (52)
where x^ is the desired value of the state 
vector at time t^. The authors define a 
performance index:
I(k) = (xd-x(k))TW(xd-x(k)) .. (53)
and compute the value of the control 
vector that minimizes I(k+1) . They take 
advantage of the fact that in a constrained 
system in a servo-mode, the control is usually
on the constraint. A sub-optimal control
/
policy is produced since the optimization is 
computed at each step. Thus, an overall 
minimum will not necessarily result (the 
exception being when the whole of the control 
trajectory is on a constraint).
At time (k+1), the whole optimization
procedure is repeated. Thus, the procedure
could be updated in real time, and computed as
the process is controlled. The method has been
4 4
applied to a real process.
The method used for the optimal control 
of the CSTR during this research was developed 
by the author and is believed to be original.
Like Grethlein^ it uses a one-step ahead 
predictor, but avoids the Hamiltonian formul­
ation, using instead the procedure of quasi- 
linearization to solve the two point boundary 
value problem. The method is described in 
more detail elsewhere in this thesis.
Kalman Filtering
Of all the branches of estimation theory, 
Kalman filtering (KF) perhaps possesses the 
most extensive literature. However, for reasons 
which will become apparent, only the literature 
relevant to applications in chemical engineering 
will be reviewed.
The filter originated in 1960^’ and 
the vast majority of work involved the aerospace 
industry, a typical problem being to determine 
the position of a satellite from noisy Radar 
signals. The Kalman filter has since received 
extensive application in this field, it being 
particularly suitable since the mathematical 
models are generally well defined. Very little 
work has been done in chemical engineering and 
originally most studies centred around feasibility, 
and were limited to simulations.
Coggan and Noton^ investigated feasibility 
by studying the application to a blending 
process and a heating process respectively.
The state vector contained as many as 18 
variables. They conclude that the Kalman 
filter is a very powerful method and their 
simulated results show that stable and accurate 
estimates of the state vector, including un­
measured variables, were obtainable. They 
thought that computation time might be the 
major limitation to implementation on an 
industrial scale.
58 57Goldman and Goldman and Sargent in­
vestigated the factors affecting filter 
performance. They reviewed the Kalman filter 
(KF), the Exponential Memory filter (EMF) and 
the Oscillating Memory filter (OMF). The EMF 
is likely to be of the most practical importance 
although it has been shown that the optimal 
estimate will not converge to the true state.
The filters they derived are equivalent to the 
following.equations:-
(i) Prediction
x n+l/n=£n^xn/n,un’ "  T 54
where n is the sample number 
at time tn
xn+l/n = value o£ x at V l
predicted from observations 
at tn
xn/n = best estimate of state 
vector at tn
f = (non-linear) function of 
time evaluated at the current 
values of tn,xn/n,un
Covariance Prediction
Pn+l/n= ‘ (55)
where ©  is the usual state n
transition matrix evaluated at
time t from the linearized n
state equations.
P , is the covariance of the n/n
best estimate x„-, at time tn/n n
k is a design variable; if k=l 
then the ordinary filter 
results; if k>l then the prediction 
covariance is increased and 
prediction affects the best 
estimate less. In effect, this
weights out old data and pro­
duces the EMF.
Covariance update at tn+^
^n+l/n+l”^n+l/n ^n+l/nM ^^n+l/n^ 4^ )
(56)
where
Q is the plant covariance matrix 
R is the measurement covariance 
matrix.
Kalman filter gain calculation
where Kn+i is the gain at time tn+l
Best estimate of state vector calculatio
xn+l/n+l~xn+l/n/n+jf^n+Vn ^n+1? (^8)
n+l/n+11 (57)
where
^n+1 ^n+1^xn+l,un+l^ (59)
and
Hn+1 is the measurement matrix
The authors pointed out that the value
of k (equation 55) needs careful selection,
since if the memory is too short the EMF can
5 0
become unstable ; whereas if too long, the 
filter does not discard old, unwanted data.
The paper considered the effect on 
filter performance of:—
non-normal noise 
auto-correlated noise 
erroneous specification of 
measurement noise, and initial 
estimates of the covariance 
matrix and state vector.
The authors found that performance was 
hardly affected by items (a) and (b), and 
not seriously affected by (c) . However., the 
filter performance was only evaluated at the 
near steady state of the process.
The result concerning auto-correlated noise 
is felt to be much more significant, if it be 
true generally, than has been previously con­
sidered. This will be discussed in more detail 
later, but briefly, it is important because 
digital systems require analog filters to be 
incorporated prior to sampling, to prevent 
aliasing. This alters the characteristics 
of the measurement noise radically. In
(a)
Cb)
(c)
particular, the noise is correlated, and 
non-white. It is not even wide-band when 
compared with the measurement frequency band. 
Thus, all the statistical assumptions involved 
in the Kalman filter formulation are violated, 
and,yet the procedure still works.*
g
Wells also considered feasibility, and 
this time studied an exothermic chemical 
reactor operating non-isothermally. The 
estimation process is shown to be feasible, 
and also that it can satisfactorily estimate 
non-measurable variables in a highly non-linear 
plant. It is also claimed that system para­
meters can be estimated using an augmented 
state vector (which extends to six variables). 
However, it is felt that true identification 
does not take place, but rather that the method 
compensates for uncertainty in the state vector 
Certainly, since the method models a constant, 
fixed, but unknown parameter as a random 
variable, identification cannot be completly 
satisfactory.
Simulation studies on the Kalman filter
6270have been carried out by several authors 9
and have shown promising results. Very few
studies have been carried out on real processes
71 72several were in paper making applications 9 . ,
these being particularly suitable since 
sensors measuring quantities such as moisture 
are quite noisy and in addition, important 
variables such as base weight are unmeasurable 
and have to be inferred.
Several applications more closely related 
to real chemical systems have recently appeared 
7 3 , 5 4 , 5 5 of these, Hamilton^, et al developed 
a constant gain Kalman filter and applied it 
to a pilot plant evaporator, with multiple 
control loops. Because the sensor accuracy 
was so high, measurement noise of 10% was 
artifically added. The filter gave very good 
noise rejection, and was operated in a feedback 
loop. A classical digital exponential filter, 
which provided signal conditioning only on the 
measured variables, provided inferior results 
and gave rise to oscillations. The authors 
found that the Kalman filter performance was 
insensitive to parameter errors. An important 
conclusion made was that the plant and measure­
ment noise covariance matrices should be treated 
as design variables, rather than setting them 
to the theoretical values. The designer could 
then, for instance, reflect increased uncertainty 
in a poor process model. They found that such 
a KF would track an unmeasured disturabance, 
and yet retain considerable noise rejection 
in the optimal estimate.
b4 -Blomsnes et al compared optimal control
and KF to optimized P.I.D. control regulating 
the same variables on a natural circulation 
nuclear reactor boiling heavy water. Two 
main control loops - control rod position and 
heavy water flow rate exist, these being only 
weakly interactive. They found that the per­
formance of the two control systems was not 
significantly different, except:
w  where disturbances occur in­
state variables separated 
from controlled variables by 
large lags - i.e. the predictive 
qualities of the KF being much 
superior.
>
(II) that the system integrity to
failing sensors was better, 
because the KF is not critically 
dependent on individual measure­
ments .
The authors stated their belief in the 
superiority of the KF in a strongly interactive 
system.
53Kniele et al, compares the performance 
of the linear averaging filter, the linear 
polynomial filter, the exponential filter and 
the Kalman filter. They split the transient
response into three segments:
(1) where both filter and process 
are in the unsteady state
(2) where the filter is in the 
steady state, but the process 
is still in the unsteady state
(3) where both have achieved steady 
state.
The KF out-performs all others in Monte- 
Carlo simulations, the exponential filter being 
the next best. At low noise levels, the KF 
is not a great deal more effective than the 
exponential filter.
However, the KF estimates the complete 
state, whereas the exponential filter provides 
signal conditioning on the measured variables 
only.
No comparison is made using both the Kalman 
and exponential filters together, which is 
likely in practical situations. Of course, 
statistical assumptions made in the derivation 
of KF are then no longer valid, since the noise
is non-white, narrow band and correlated.
The objective of Kalman filtering, which is 
to mix measurement and prediction in order
to improve estimation accuracy, is, however,
57 .said to remain viable under these conditions.
SUMMARY
Methods have been reviewed for identifying, 
controlling and filtering a non-linear chemical 
process.
The identification method known as quasi­
linearization has been shown to replace a non­
linear two point boundary value problem by a 
linear equivalent which can be solved by 
superposition. This linear solution iteratively 
converges, in a quadratic fashion, to the non­
linear solution, provided that mild conditions 
are satisfied. This technique is very powerful, 
and although it may need modifying to increase 
the region of convergence in specific applications, 
it is eminently suitable for practical applications.
Most optimal control algorithms are based 
on the Maximum Principle or the calculus of 
variations and compute the entire trajectory 
for the time interval of interest. This 
approach is felt to be particularly unsuitable
since:
(i) the accuracy associated with
the trajectory is limited by 
prediction accuracy; the longer 
the trajectory the greater the 
uncertainty
(ii) the adjoint equations, needed
in Pontyagins formulation, 
can be unstable to forward 
integration and further 
increase uncertainty
(iii) the desired value of the state
vector is normally considered 
to be time invarient
(iv) the computation time and
storage needed to find a 
complete trajectory limits 
the application to off-line 
use.
The method of optimal control used in 
this research is believed to be original and 
is developed more fully in Chapter IV. It 
circumvents the aforementioned problems by 
combining a one step ahead predictor with 
quasi-linearization, and is capable of operating 
in real time. . I
The Kalman filtering solution to tlje 
state estimation problem is extremely elegant 
both mathematically and intuitatively:
However, it also suffers from real-world 
problems. In particular:
(a) The fundamental statistical
assumptions made in the 
filter derivation are 
violated in a sampled data 
system because:-
(1) anti-aliasing filters 
attenuate the noise in
in all frequencies except 
the measurement zone. If 
these filters are not 
fitted then:
i. aliasing will produce 
foldback errors in the 
measurement.
. ii. The sampling device
(ADC) will act as a 
low pass filter itself 
and limit noise band­
width.
(2) the process itself attenuates
• high frequencies and, therefore,
process noise is Dcinu. 
limited.
(3) some sensors have negligible 
random errors but relatively 
large biases. These biases 
are not functions of time, 
but rather functions of the 
measurement value. That is, 
they would be obtained re- 
producibly if repetitive 
experiments were carried out.
(b) Computation time and storage 
requirements are exceptionally 
severe. Examination of the filtering 
algorithms shows that the most 
demanding calculation is in the 
solution of the matrix covariance 
prediction equation. Yet is is - 
this equation that is derived from 
unrealistic assumptions.
(c) Lack of knowledge about the process
- that is unknown modelling errors
- increases uncertainty beyond the 
theoretical maximum.
The approach to the implementation of the 
Kalman filter in this thesis will, therefore, 
follow that of Hamilton^. A fixed /gain version
of the Kalman filter will be used, and tne 
gain used as a design variable. This reduces 
to a great extent the computation time and 
storage requirements.
CHAPTER III
PRELIMINARY EXPERIMENTAL WORK
PRELIMINARY EXPERIMENTAL WORK
1. Description of Equipment
(i) The Process
The process studied is a well mixed 
non-isothermal chemical reactor (CSTR), in 
which the exothermic reaction
NaOH + EtAc = NaAc + EtOH
takes place. Plate I shows an overall 
view of the system, including control valves 
and instrumentation, and Plate II is a close-up 
photograph of the reactor assembly. A line 
diagram of the process (figure 4), is also 
appended, and shows the various plant components 
in greater detail.
The reactants leave the storage vessels 
and are pumped through control valves to the 
reactor. Installed in the pipelines are elec­
tronic transmitters to measure the flow rate, 
and electrical heaters to preheat the feed streams. 
The concentration of unreacted sodium hydroxide 
leaving the reactor is monitored using a flow- 
through conductivity cell. Heat can be given 
to, or extracted from, the thermally lagged reactor 
by passing hot or cold (or a mixture of the two)
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water through a heat-exchange jacket. The hot 
and cold water flow rates are controlled 
independently by the valves shown on the extreme 
right of Plate I. Both the flow rate, and 
temperature of the heat exchanger stream are con­
trollable .
Measurements are all converted to high- 
level voltages prior to transmission through 
shielded cable (the shield being grounded at 
the plant end only). The signals, some of which 
are double-ended, are transmitted to the analog- 
digital converter (ADC) and thence to the digital 
computer.
Control signals, originating at the digital 
computer, are converted to analog voltages using 
a digital-analog converter (DAC); and then to 
electrical current using a voltage to current 
(v to i) converter; and finally, to a pneumatic 
signal using a current to air converter (i to p). 
The latter converters arfe shown on the extreme 
right of Plate I, and provide the pneumatic 
signals that drive the control valves.
Control can also be effected by connecting 
to an EAL Hybrid 48 parallel hybrid analog computer 
In this case, the measurement voltages, which have 
been converted to the + 10 volt range already, 
are fed through buffer amplifiers to the analog
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machine. Appropriate control circuitry, (figure 
9) patched on the analog machine, then produces 
an analog voltage which is connected to the v to i 
converter, the rest of the circuit being unchanged 
The great flexibility of the analog machine makes 
its use extremely attractive during preliminary 
experimental work.
(ii) The Digital System
(a) Hardware
The digital system including most 
of its peripherals is shown in Plate III.
The computer is a Digital Equipment Corpo­
ration PDP 11, and has 24K of 950 nsec cycle 
time core storage. A 2.4M byte inter­
changeable disk pack provides back-up 
storage for the system. The machine is 
equipped with a programmable real-time 
clock which provides interruptions at a 
pre-determined rate, and also with a hard­
ware fixed point multiply-divide unit.
This unit is particularly effective in 
reducing computation time. Attached to 
the machine through standard DEC interfaces 
are the teletype, high speed reader, and 
high speed punch. The visual display unit 
and the ADC/DAC system are non-standard 
and are run from a communications interface 
and a general 16 bit digital input-output
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card, respectively.
The ADC/DAC system is manufactured 
by Analogic Inc., and was specified with 
a programmed data transfer/handshake inter­
face. This restricts the maximum conversion 
rate to about 18 KHz in assembler, and to 
somewhat less in FORTRAN. The ADC has an 
absolute upper conversion rate limit of 
30 KHz, and the DAC of 50 KHz. The ADC 
section has 16 bipolar, and the DAC 7 uni­
polar channels. Both have a dynamic range 
of + 10 volts and carry 12 bits. DAC 
channel number 7 (that is, the eighth channel) 
has been converted to a 12 bit digital 
(TTL-level) output device. This has been 
effected by taking the latched outputs of 
channel 7, triple buffering each line, and 
connecting to BNC terminators and indicators. 
The principal reasons for using this device 
are to control the Hybrid computer, and to 
switch on or off various plant items.
The digital computer is also equipped 
with a line frequency clock as well as being 
interfaced to the crystal clock on the Hybrid 
48. This clock has the advantage that the 
interruption rate can be set on thumbwheel
switches quite independently of the operating 
software. The clock circuit itself required 
a differentiator, a bistable, and a pulse 
lengthener. The pulse lengthener was necessary 
since the logic is of the clocked type, and 
could not switch faster than 1 MHz. The 
interrupt acknowledge signal from the digital 
computer, being 400 ns long, was therefore 
occasionally missed. *
(b) Software
The software system runs under the 
disk operating system Version 808 (DOS V808) 
and supports the following utility packages:-
FORTRAN IV 
MACRO 11 
EDIT 11 
PIP 11 
LINK 11 
ODT 11 
LIBR 11
MACRO 11 is the system assembler 
language, and has a one-to-one relation with 
machine code. Assembler programming is 
particularly powerful since the machine is 
directly addressable, has a very large 
instruction set, and a unique interrupt
structure whereby each device has its own 
vector.
EDIT 11 is the system text editor, and allows 
multiple editing within a single instruction.
PIP 11 is a peripheral interchange program, 
and provides for the exchange of information 
between any two peripherals.
LINK 11 is the system linker: This program
takes code generated by MACRO or FORTRAN and 
links it with appropriate subroutines, to 
provide a load program.
ODT 11 is an on-line correcting program 
which allows part of assembler level programs 
to be run, and programming errors detected.
LIBR 11 is the system librarian.
FORTRAN IV is an ANSI-standard compiler.
This version of FORTRAN does not support 
real-time operation.
Substantial assembler level programming was 
needed in order to make the non-standard 
peripherals function. In particular, it 
was necessary to:-
READ NO. OF
INPUT/OUTPUT
CHANNELS
SELECT START 
CHN. 8, FIRST 
BINARY CODE
1I
OUTPUT CODE 
VIA SELECTED 
DAC
READ SE 
ADC CK
ILECTED
IN.
UPDATE 
BINARY CODES
DO 
THE ADC & 
DACAGRE
LOG ERROR
MORE
I NARY CODE
UPDATE ADC y / mORE X. N STOP
* DAC CHNS. SXHANNELS?y
Figure 3 A DC/DAC Test Program
(I) Write assembler level interrupt- 
structured DOS conformable device 
drivers for the ADC/DAC and the 
VDU.
(II) Write full testing programs at 
assembler level to test the ADC/DAC 
system. The DAC outputs were 
connected to the ADC inputs, and 
the output code was checked against 
the received code. Figure 3 is a 
flowsheet of this program*
(III) Modify the disk operating system 
so that it incorporated these 
drivers.
(IV) Modify FORTRAN IV to allow it to 
operate under interrupt (This 
modification does not allow re- 
entrancy with subroutines and is, 
therefore, limited).
(V) Write an assembler level program, 
which incorporated the ADC/DAC 
drivers, to make these drivers 
conform to the FORTRAN IV subroutine 
call.
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(iii) Plant Interface Equipment
It has already been mentioned that all the 
measurements were conditioned to lie within + 10 
volts, before transmission to the ADC. The 
measurements arise from different sources, namely 
the flow transmitters, thermocouples, and the 
conductivity meter. Those devices generating a 
current, which could be easily converted to a 
voltage, will not be mentioned further. The 
thermocouples produce a small voltage (typically 
3 mv) and were amplified using Datel instrument 
amplifiers. These are wide-band ultra-stable 
amplifiers with adjustable gains which were set 
to their maximum value of 1000. A further bank 
of amplifiers was designed and built in order 
to take advantage of the full range of the ADC; 
maximum overall gains were as high as 3,900. 
Signal conditioning was necessary, as explained 
later, to remove high frequency noise. The 
least significant bit (lsb) of the ADC then 
corresponded to about 1/30°C.
(iv) Instrumentation
The process was extensively instrumented, 
as shown in figure 4. Thermocouples were used 
throughout to measure temperature, each one 
having an ice reference junction.
The flow of reactants was measured using
Foxboro differential pressure electronic 
transmitters. These instruments apply the 
pressure drop, created by the flow across an 
orifice, to a diaphragm which actuates a force- 
balance coil. The resulting current through the 
coil forms the signal. The heating-cooling 
water flow was measured using an Electronic Flo- 
meters turbine meter, the resulting pulses being 
fed to the voltage converter. This voltage was 
amplified to take up a larger proportion of the 
ADC dynamic range.
A Leeds and Northrup flow-through type 
conductivity cell and monitor was used to measure 
the concentration of unreacted sodium hydroxide.
Thermistors were used to measure the reactant 
inlet temperatures for the purpose of feedback 
control of the electrical feed stream heaters. 
However, these produced no external signal.
Implementation
(i) Noise Problems
Many problems concerning measurement noise 
had to be overcome before calibration was possible 
Much of the noise was present on the supply, and 
the problem was compounded by poor mains earthing. 
Belling and Lee L29A mains filters were fitted
into all supply circuits, and all the sensor 
signals had to be low-pass filtered. This 
applied particularly to the instrument amplifiers, 
which had noise of 50 Hz and its harmonics super­
imposed on the output.
Armed with the knowledge that the informational 
frequency band in a chemical system is very low,, 
a low pass filter was designed with a cut-off 
frequency at 10 Hz. It was specified such that 
the attenuation was 0.125 at 50 Hz, and was 
composed of a single pole R-C network.
The performance of the system was evaluated 
by calculating the standard deviation of data 
obtained by sampling measurements at the steady 
state. The results showed that the noise was 
very small - about + 1\ bits or + 0.081 of full 
scale. However, this does not infer that the 
measurements are accurate, since calibration 
biase and drift can occur.
(ii) Calibration
Every measurement loop was calibrated against 
a standard, in order to maximise system accuracy.
As far as possible, this calibration was 
carried out in the range of interest, and included
READ FILENAME,
NO. DATA POINTS 
NO. CHANNELS 
CREATE DISCFILES
OUTPUT START
MESSAGE ON 
VISUAL DISPLAY
DU INITIATED 
AMPLING?
CALL ADCO
(SAMPLE DATA
CHANNELS)
READ CALIBRATION 
VALUES FROM VDU 
\L STORE ON DISC
MORE 
DATA POINTS?
' 1
N
END
Figure 5 Instrum ent Calibration Program
the whole of the measuring element loop. Thus, 
in a temperature calibration, a thermocouple, 
together with its cold junction partner and the 
amplifier channel, would all be calibrated to­
gether. This resulted, of course, in non­
interchangeability but gave higher accuracy. The 
calibration procedure was automated in each case, 
as shown in figure 5.
(A) Temperature Calibration
A program was written in FORTRAN which 
enabled all the thermocouples to be calibrated 
together against a reference. The reference 
used was either the two usual fixed points, 
or an accurate thermocouple, or an accurate 
thermometer, placed in the same water bath.
The true temperature - measurement relation­
ship was then approximated over a small 
region of interest by fitting a straight line 
relationship to the data, using an appropriate 
regression technique.
(B) Flow Calibration
(i) Differential Pressure Cells:
Special purpose software was used in 
conjunction with a Platon manual flow 
controller. The orifice meters were 
then calibrated against an accurate
variable-area meter, and/or mass/time 
measurements.
Square root values of the differential 
pressure were fitted either by a straight 
line over a small region, or by a poly­
nomial, to provide the desired relation­
ship.
(ii) Turbine Flow Meter
This was calibrated as above, except 
that a near-linear relationship between 
signal and measurement was obtained.
Again, a linear or polynomial approximation 
to the correct relationship was made 
as required.
Conductivity Cell _
The conductivity of the product depends 
upon the concentration of Hydroxyl ions and 
hence, a non-linear relationship between 
sodium hydroxide (or sodium acetate) con­
centration and conductivity exists. 
Unfortunately, temperature also has a 
pronounced effect on conductivity and two 
approaches were used to eliminate the 
dependence, the first being unsuccessful.
(I) Temperature Compensation
A thermistor-resistor network 
was constructed such that its resistance 
changes balanced the alteration in 
conductivity caused by temperature 
variation.
However, in the dynamic state it 
was found that the compensator lagged 
behind the conductivity reading in a 
marked manner and so this approach had 
to be abandoned.
(II) Direct Calibration
At various values of concentration, 
measurements of conductivity at 
different temperatures were made. An 
approximate relation relating concen­
tration to conductivity and temperature 
was derived (see Appendix A), and then
. \
fitted to the data by performing a 
regression analysis.
Spectral Analysis
It was desired to check some of the fundamental 
assumptions regarding noise statistics made in 
the formal derivation of the Kalman Filter. Although
READ NO. DATA
POINTS tNO.
CHANNELS I
SAMPLING FREQ .
1
SAMPLE fc
STORE DATA
UNDER INTERRUPT
Y
-Cr-
N
CALL FFT 
(FREQUENCY
ANALYSE)
COMPUTE
POWER 
SPEC TRUM
OFF LINE 
PLOT ON 
ICL 1905F
PUNCH 
SPEC TRUM
MORE
SAMPLES?
Figure 6 Frequency Analysis Program
when considering noise measurement in a practical 
sense, a problem of observation occurs, it was 
felt that this could be partially overcome by 
considering a plant in the dead steady-state.
This was achieved, in the case of the temperature 
measurements, by placing the thermocouples in 
a thermos flask at a steady state temperature 
(which was approximately room termperature).
The reference thermocouples were in an ice-water 
mixture, in another thermos flask. Under these 
conditions, the plant is as close as possible . 
to the steady state, and any noise occurring in 
the measurement is due to the measurement process 
only.
Measurements were then taken at a rate of 
12.8 Hz., and subsequently, 128 samples were 
Fourier analysed using the FFT, as shown in 
figure 6. These numbers were chosen to give a 
frequency separation of 0.1 Hz between adjacent 
bands. It has already been noted that low pass 
filters were incorporated into the measuring 
channels, but for the purpose of this test they 
were disconnected. Two tests were taken; in the 
first, unfiltered measurements were used; in the 
second, 6th order Butterworth low pass filters 
with a cut-off of 4 Hz were used. In this case 
attenuation at high frequencies would be expected 
although in the pass band it would be unaffected.
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Figure 7 shows the results obtained, not 
only from the temperature measuring system but 
also from the other forms of measurement employed. 
It can be seen:-
(i) that wide-band noise does not exist 
in the system;
(ii) that significant amounts of noise 
do not occur in the pass band when 
using the 10 Hz noise rejection filters;
(iii) that noise due to the measurement 
process is about 50 dB below the 
measurement value.
These results are felt to be of significance 
when considering the application of Kalman 
filtering to real chemical processes. In particular 
it is believed that good instrument practice and 
design, coupled with low pass filtering, can assure 
essentially noise-free measurements in the.majority 
of situations. It is likely, therefore, that the 
implementation of the filter would be restricted 
to the fixed gain type, since the assumptions 
upon which the gain calculations would otherwise 
be based are violated. The advantage of such a 
filter lies in its simplicity; its major uses 
might then, in general, include estimation of 
unmeasured variables, parameters, and measurement 
biases. However, in this thesis, the application
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of the filter is restricted to the estimation 
of variables.
The Control System
A flow diagram of the reactor control system 
is given in figure 8, and that of the analog 
computer control circuit in figure 9. The 
stochiometry requires that the flow rates of 
reactants are equal, and this is assured by using 
flow control on these lines. The composition in 
the reactor is controlled at a desired level by 
changing the set points on the flow controllers - 
that is, the reactant flow rates are controlled 
in cascade.
The reactor temperature is controlled by 
adjusting the temperature in the heating/cooling 
jacket. The cold water flow rates adjust to 
maintain the flow rate through the jacket 
approximately constant.
Both the control valves and the current to 
pressure converters were made by Foxboro. All 
the valves have a linear characteristic, and all 
are air to open, except the cold water valve.
The control loop parameters were evaluated 
by applying either the method attributed to 
Ziegler and Nicholls, or that of Bode which 
utilizes the frequency responses. The former
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7 5 ■method has recently been compared with other 
controller setting techniques on a second 
order dead time process, and shown to give 
"superior” results. Table I shows the values 
of the ultimate gain and period for the control 
loops. The recommended values for the controllers 
are given alongside.
The performance of these control loops was 
used as a basis of comparison for the experimental 
results obtained using digital control techniques 
that employ recent advances in estimation theory.
Control
loop ^ult. pult. Kc Tj
TC 35 1.7 sec 15.75 1 1.12
FC* 
(c.w.) 0.58 0.69
CC 46 92 sec 20.7 0.27
FC*
(NaOH) 0.58 0.31
FC
(EtAc) 0.27 0.96
* these loop constants were determined from the 
frequency response and Bode diagram design.
The control equation is Kc e+T^e dt
Table 1
CHAPTER IV 
SYSTEMS ANALYSIS
SYSTEMS ANALYSIS
1. The Process Model
The process model is an essential part of 
all modern control theory. In this research, 
it is desired to produce a minimum parameter 
model, such that the prediction of future states 
retains integrity, whilst not producing an 
excessive computer burden*
Figure 10 is a diagram of the process, in 
which sodium hydroxide and ethyl acetate react 
exothermically to give sodium acetate:
NaOH + EtAc = NaAc + EtOH
Certain well known assumptions^ are made 
about the process:-
(a) that the reactor is perfectly mixed
(b) that the reaction is second order and 
obeys the Arrhenius law regarding 
reaction rate and temperature
(c) that the physical properties of the 
reactants are constant
NaOH
F1jC1jTF1
C.W. returrir 
F3JC2
EtAc
F2jCBJF2
Products
(F1+F2)j CjT
C.W. inlet 
F3.TC1
Key:
F1 is NaOH flow rate 
F2 „ EtAc „ „
F3 „ jacket „
F1-fF2„ product „ „
Cl „ NaOH inlet concentration  
C „ outlet
TF1 „ „ inlet temperature
TF2 „ EtAc „
T „ product outlet „
TC1 „ jacket inlet „
TC2 „ „ outlet „
Figure 10
(d) that the rate of heat transfer between 
the jacket and reactor depends upon the 
coolant temperature difference and flow 
rate only
(e) that the molar inflow of reactants 
are in stoichiometric proportions*
Under these assumptions, a heat and mass 
balance can be made across the reactor using 
the conservation principle:-
Input = Output + loss by accumulation 
+ loss by reaction.
A mass balance based on the conservation 
of sodium hydroxide in passing through the reactor 
produces:—
FIXCI = (Fl+F2)xc + VxAxC 2x exp ( )  + V§§
and hence
C = |i*CI - IHlEZixC - AxC2* exp(~) Cl)
Another balance based on the conservation 
of heat gives:-
+ F3# f' *C' «(TC1-TC2) +AH*V*A*C2*exp f-^r)
therefore:
A*4H*C (2)
l~p
where the notation, not defined in figure 10 
is given as: -
V = active reactor volume 
f = density of reactant mixture
p’= density of coolant stream
0^= thermal capacity of reactant mixture
C^= thermal capacity of coolant stream
A = Arrhenius constant 
E = activation energy 
R = Universal gas constant 
AH= heat of reaction (assumed positive
for exothermic reactions)
These equations can be written in the more 
compact form:-
Parameter Definition Nominal value
ai 1/V 220 jiT3
a2 AH/(f«Cp)
W   ^m3 °K 
±/*/ Kmol
a3 A*10~8
_3
0.166 v — —Kmol s
a4
f
E/R 5645.2 °K
Table II
T >  a ^  (FI *(TF1 -T)+F2 *(TF2-T)+F3x(TCl-TC2) )
+ a2* a^ icexp (k-a^/T)*^ .. (3)
and
C = a ^  (F1<CI-(F1+F2>C) - a2xexp(k-a4/T)xC2
- .. .. (4)
It has been assumed in equation (3) that the 
densities and thermal capacities of the cooling 
water and reaction mixture are equal.
The factor k in the exponent of equations
(3) and (4) has been used to assist numerical
o
accuracy. It represents a factor of 10 which 
has been taken out of the Arrhenius constant, 
and placed inside the exponent. This prevents 
the multiplication of a large number by an 
extremely small one, and thereby avoids magnifying 
rounding errors.
The parameters a^ to a^ in equations (3) and
(4) are defined in Table II, which also gives the 
nominal values of these constants.
The model described by equations (3) and (4), 
is important both for control and filtering. It
can be used to predict future states, since all 
the variables, in these equations are either 
measured or known a priori. The state of the 
system can be changed by manipulating the control 
variables, these being the coolant flow rate, 
coolant temperature, and reactant flow rates, 
although in this research, only the latter two 
are used. The prediction of future states 
afforded by the model can be used to calculate 
the best value of the control vector, so that 
an optimal control scheme is realised. The 
Kalman filter also utilizes predictions to increase 
the signal/noise ratio, in those cases where noise 
is troublesome.
*
However, the integrity of any prediction 
depends upon the accuracy of the model para­
meters a^ to a4* Identification is therefore 
required, and this will now be discussed.
Parameter Identification
It has already been concluded in Chapter II 
that the quasi-linear method is the best for 
identifying parameters in non-linear process 
models. The general equations for this method 
developed therein will now be formulated for 
this particular process:
Statement of the problem
Given the s observations:
of temperature j = l,2,..s
and
y2j of concentration j=l,2,..s
It is required to find those values 
of a., i=l,2,..4 such that the performance 
index (PI)
P = Z  CVXij-V2 ♦ ^ (y^-Cp2)
is minimised. The positive weightings 
w^ and W2 could reflect the relative importance 
of the two variables. The values of Tj and 
Cj, for j = 1,2,..s are obtained by numerical 
integration of equations (3) and (4), using 
an estimate of the unknown parameters a^,i=l,..4. 
The values of T- and Cj constitute a trajectory 
in phase space which will not, unless the 
initial parameter estimate was correct, minimise 
the PI.
The quasi-linearization technique enables 
the parameter estimate to be improved. The
first step is to expand the functionals
f°(T,C,A,t) and f^CIVCjA.t), (corresponding
• •
repectively to T and C in equations (3) and
(4)), about the initial trajectories. The 
resulting differential equations are then 
solved in terms of the unknown parameter 
changes. Finally, these parameter changes 
are determined by reference to the PI, which 
must be minimised. These steps, in continuous 
time format, are thus:-
T1(t)=fJ(T,C,A,t)=f°(T,C,A,t) + (||l)
xCT1 (t)-T° (t) ) + (|§1) * (C1 (t)-C° (t) )
+ (|£l)H(A1-A0) + 0(£2) .. (5)
and
C1(t)=£^(T,C,A,t)=f°(T.C,A,t) + (||2)
X T 1 (t) -T° (t) ) + (^2) x (C1 (t) -C° (t) )
+ ( ^ k C A ^ A 0) + 0(£2) .. (6)
x
where A = (a^,a2 ja^a^) '
The simultaneous differential equations
(5) and (6) are linear in T^(t) and C^(t), 
and can be solved by superposition:-
where
£a- = a]"-a? for i=l to 4,1 1 1
the subscript p represents a particular 
solution, and h a homogenous solution, 
the superscript 1 represents the 
iteration number.
The most convenient boundary conditions 
for the solution of the particular integrals 
is Sa^=0 for i=l,2,..4; and for the homogenous 
solutions, £a^=l when calculating Thj and chj 
if i=j, and 0 otherwise.
Equations (7) and (8) can be substituted 
into the PI:
• •  (9;)
Equation (9) can be partially differentiated 
with respect to the parameter changes Sa^, for
>p
Now, =0, for m=l,2..4 when an extremum 
m
is achieved. Equation (10) therefore becomes 
a set of linear algebraic equations, having 
the values of the a^, i=l,2..4 as the unknowns. 
In matrix notation the solution becomes:
A = ( -1
(11)
where
is the homogenous solution matrix 
defined as:-
L-l
1 1 1 1m J. m J. Hr rpJL
h,j,l h. j ,2 h, j ,3 h,j ,4
pl p 1 fl pi
h.j.l h,j,2 h,j,3 h, j ,4
(12)
and the remaining vectors are defined
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Yj = Cyl,j’y2,j)
and
WT = (Wj »w2)
The solution o£ equation (11) therefore 
produces the increments to be made in the 
parameter estimates. These increments will 
make the estimates tend towards their true 
values, provided that the second derivative 
is positive definite. Certain other conditions, 
for instance regarding linearization regions, 
also have to be met. This was discussed more 
fully in Chapter II.
Full FORTRAN listings of the identification, 
programs and their associated subroutines 
are given in Appendices C,F, and G. The flow 
sheets are shown in figures 11 and 12; a 
fourth order Runge-Kutta algorithm was used 
for the integration of the state equations, 
and pivotal condensation used for matrix 
inversion. A detailed description of the 
identification programs is given in Chapter V, 
which is concerned with simulation studies.
Optimal Control
In Chapter II a review was made of the 
techniques available for calculating optimal control
action, and it was concluded that none of the 
methods available was completely satisfactory 
for on-line use. The major drawbacks were 
either excessive computation time, limiting 
the method to off-line use, or numerical 
problems and intractibility associated with 
the calculus of variations.
The solution posed here consists of a 
step-wise optimisation, carried out on-line, 
which effectively computes the 'optimal1 
trajectory for the next sampling interval. It 
is realised that this technique will not 
generate the theoretically overall optimal tra­
jectory, and that, since the control action is 
assumed to be constant over the step, some 
additional error will result. However, the 
method does provide a continuous updating of 
the performance index which will take into account 
departures of the model from the process. It can 
accommodate time varying performance indices and 
track a desired trajectory, stored as a sequence 
of values, which a designer can specify as the 
best response.
The problem will be couched in the state- 
space notation.
Given the non-linear system
x = f(x,u,t) .. .. .. (13)
find that control input u(k) that minimises 
the performance index (PI):-
P(k) = (xd(k+l)-x(k+l))TWCxd(k+l)-x(k+l)) (14)
where / '
i
k is the discrete time
x^(k+l) is the desired value of the state 
vector x(k+l) at the end of the next time 
interval.
W is a symmetric weighting matrix, which 
could reflect the relative importance of the 
controlled variables.
The solution to equation (14) can also be found 
by applying the method of quasi-linearization. An 
initial value is assumed for the control vector 
(this value is likely to be the value used during 
the last interval), and the trajectory then computed 
for the next step. This produces an initial functional 
f(xQ,u0,t) which can be expanded in the Taylor 
series:-
ix(t) = f (xo,uo,t) + (||)*Sx+(||)»&u+0 (^2) (15)
where .
£x = x1(t)-x0(t)
and
iu = ur u0
The initial condition on Sx is 0, since it 
is impossible to change the state vector 
instantaneously at time t=0. Equation (15) is 
linear in the state variable, and can therefore 
be integrated by superposition, the result being 
expressed as a sum of the particular and homogenous 
solutions:-
XjCt) = x ft) + xh (t)«Su
The performance index therefore becomes:
P = (xd-x -xh*Su)T W(xd-x_-xh*Su) .. (16)
Equation (16) can be partially differentiated 
with respect to Su, and equated to zero, giving:-
Su = (xJwxh)"1(x^W(xd-xl))) .. (17)
The solution of equation (17) gives the incremental 
change in the control action necessary to secure 
optimal performance. The restriction regarding 
linearization regions, mentioned previously in 
Chapter II, is likely to be severe, and iterative 
calculations may be necessary, particularly in the
INITIATE 
INTERRUPT AT 
SPECIFIED RATE 
(HzJ
TERMINATE RETURN
FROM
Interrupt
INTERRUPT
JUMP TO
INTERR UPT
Figure 13 Typical Interrupt Program
INTERRUPT \ SAMPLE ADC
ENTRY CHANNELS
CALCULATE BEST 
ESTIMATE OF STATE 
VECTOR USING 
KALMAN FILTER
CONVERSION 
OMPLETE
CONVERT FIXED PT. 
ADC SAMPLES TO 
FLT. PT. MEASUREMENTS
COMPLEX
1,2, OR 3 TERM
DIGITAL
CONTROLLER
COMPUTE OPTIMUM 
CONTROL ACTION
* ■ . - . !
RETURN FROM 
INTERRUPT
Figure 14 Interrupt-structured Control Program
■--  ' ■—  ' i - ■ ' , — .........■  , . . ........  .
servo mode. If one, or more of the control elements 
are outside their constraining boundaries, then 
it can be treated by clipping and repeating the 
calculation, with the particular element removed.
The implementation of the optimal policy is 
intimately connected with interrupt structured 
software, as indicated in figures (13) and (14).
The program waits in a holding loop until interrupted 
by the real-time clock, and control is then transferred 
to the appropriate subroutine. The FORTRAN listings 
of these programs are given in Appendices D,F, and 
G, and their operation is discussed in greater < 
depth in Chapters V and VI.
Figure (15) is a flow sheet of a typical 
operational program, designed to facilitate initial 
experimentation with the system, and allows* under 
interrupt, the gains or set points of the control 
system to be altered.
The Kalman Filtering Program
Preliminary experiments showed that the 
statistical assumptions made in the derivation 
of this filter are violated in this instrumentation 
system (although these assumptions may well be 
perfectly valid in, for instance, radar systems).
INTERRUPT
READ PDP11 
HANDSWITCHES
BIT 15=1 ?
BIT 14 = 1 ?
BIT 13= 1?
LOWER LOOP GAINS
ADDRESS ON
RETURN FROM 
INTERRUPT
LOOP ADDRESSES
LOWER SET POINTS
SET ON BITS 4-7
RAISE SET POINTS
LOOP ADDRESSES
SET ON BITS 0- 3
ADDRESS ON
BITS 8-11
RAISE LOOP GAINS
Figure 15 Program to change loop parameters
Therefore, the Kalman filter gain equations 
will not be solved, as these equations are the 
ones most.heavily dependent upon the statistical 
assumptions, and since they carry the major 
computer burden. The Kalman filter gains will 
instead be constant and used as design parameters.
The uncertainty in both measurement and pre­
dictions will then reflect in these gains, not so 
much from a statistical basis, but rather from 
design experience, and practical evaluations.
These constant gain filters have the 
following form:
Prediction:
xk+l/k = /  k l£(xk'uk’tk:)dt "  (19->
k
Estimation:
xk+l/k+l = xk+l/k " K x^k+l/k " yk+l-)
where y^ *-^  i-s observation vector at time t^+^
The matrix K in equation (20) is the constant 
gain matrix to be determined by experimentation.
The implementation of this filter is particularly 
simple, since the optimal control calculation
provides the solution to equation (19). Indeed, 
the filter is imbedded within the optimal control 
programs (Appendices D, F and G), since it 
occupies a few lines only of FORTRAN code.
CHAPTER V •
SIMULATION STUDIES
SIMULATION STUDIES
Simulated operating data was generated in order 
to test both the identification and optimal control 
software. The primary purpose of these tests was to 
establish viability. However, a secondary objective 
was to determine the operating characteristics of the 
techniques, under controlled reproducible conditions.
1. Identification
The convergence properties of the algorithm 
were of particular interest, and the following 
cases were considered:-
(i) the effect of varying the number 
of unknown parameters to be 
identified;
(ii) the effect of poor initial estimates 
of parameter values, when:
(a) the parameter in question.is 
not identified. (But others are)
(b) the parameter in question is 
identified;
(iii) the effect of changing the length of 
the data frame used in the algorithm;
Number of Figure 
unknown number 
parameters
Values of initial 
estimates
al a2 a3 a4
Value Length of 
of (T data frame
2 16a 0 0 T* T 0 20
2 16b 3.0 2.0 T T 0 20
2 16c 0 0 0.475 1.9 0 20
2 16d 0 0 0.475 2.1 0 20
3 17a 0 0 T T 0 20
3 17b 3.0 2.0 T T 0 20
3 17 c 1.2 0.8 0.4 T 0 20
3
3
3
3
17d 
17e 
17f 
17g
1.2 
1.2 
. 1.2 
1.8
0.8
0.8
0.8
1.2
0.4
0.4
0.4
0.6
1.8
1.8
2.2
2.1
0
10
10
10
-11
-11
-10
-Q
20
20
20
20
3 17h 1.8 1.2 0.6 2.1 10 20
4 18a 1.2 0.8 T T 10-9_o 20
4
4
4
18b
18c
18d
1.2
1.2
1.8
0.8
0.8
1.2
T
T
0.6
T
T
2.1
f i n "105^10_^q 
5 *10
20
20
20
4
4
18e
18f
1.2
1.2
0.8
0.8
0.4
0.4
1.8
1.9
10 
5 *
-9
10-10
20
20
4 19a 1.2 0.8 T T 0 -in 50
4 19b 1.2 0.8 T T 5*10 .10 50
* indicates the true value
Table III Details of Simulation Studies
(iv) the use of a convergence forcing tech­
nique.
The flow sheets of the identification algor­
ithm have already been shown in Figures 11 and 12. 
Appendix C contains the main FORTRAN program. 
Subroutine RUNGE generates simulated operating data 
by integrating the state equations from selectable 
initial conditions. The main program reads this 
data, and calls routine RNG (which in turn calls 
MDL), and thereby provides the particular and 
complementary solutions. These solutions are used 
to solve equation (11) of Chapter IV,so providing 
an updated value of the parameters.
Simulation Results
A list of the simulation work carried out is 
given in Table III. The results presented in this 
chapter are all in graphical form, and are scaled 
as indicated in Table IV in order to achieve a clear 
presentation. Each plot also shows the value of 
a performance index, which is generated from a 
weighted sum of squared errors over the data set. 
Normalisation in this case is with respect to the 
initial value. The results are also tabulated in 
unsealed form in Appendix H.
Parameter* Nominal or
accepted
value
Scaling
factor
Nominal scaled 
value
ai 220 1.5/220 1.5
a2 17.7 1.0/17.7 1.0
a3 0.166 0.5/0.166 0.5
a4 5645.2 2.0/5645.2 2.0
* see Table II of Chapter IV for definitions
Scaling values used for the graphical presentation 
of identification results.
Table IV
Two Parameter Identification
(Figures 16a to 16d)
These results indicate that the 
region of convergence for two parameter 
is very wide. Convergence is obtained 
even when the other (non-identified) 
variables have incorrect values, although 
this results in a higher value of per­
formance index. Also, parameter a^ adjusts 
away from its true value to accommodate 
the error.
Three Parameter Identification
(Figures 17a to 17h)
The results in trials 17a to 17c 
show that convergence is still good, pro­
vided that the remaining unidentified 
parameter is near its true value. The 
series 17d to 17h show the effect of con­
vergence forcing by adding a small quantity, 
<T, to the leading diagonal of the matrix 
to be inverted. 17g and 17h illustrate 
a typical result. With C?= 10~^, con­
vergence does not occur (figure 17g) but
-9when CT is increased to 10 , the solution
is well behaved. The penalty exacted for 
using this technique is shown by the large 
number of iterations required to obtain a 
solution (figure 17h).
Four Parameter Identification
(Figures 18a to 18f)
Convergence could not be obtained 
with four unknown parameters without 
using the previously mentioned convergence 
forcing technique. The region of con­
vergence is then fairly large, although 
when the initial guesses are poor, the 
parameters do not necessarily tend to 
their true values.
Four Parameter Identification, using 
a Large Data Frame
(Figures 19a, 19b)
These results, as expected, show 
that taking more data points enhances con­
vergence. Using the convergence forcing 
technique? however, improves the result 
to a more significant degree, and illustrate 
the power of this method.
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Control
The method employed to control the Continuous 
Stirred Tank Reactor (CSTR) is of the multiple 
input multiple output (MIMO) type. It consists 
of feedback control on the flow rates of reactants 
and cooling water, and on the cooling water 
temperature. Optimal feedback reactor control 
is effected by calculating those changes in the 
set points of these controllers, such that a 
performance integral over the next time increment 
is minimised. The FORTRAN listing of the simu­
lation program is given in Appendix D. The 
program calls RNGSEL which, by assuming the 
control action to be piecewise constant, calculates 
the changes to be made in the reactant flow and 
coolant temperature control loops. The control 
action is constrained by subroutine LIM, and 
then routine RUNGE calculates the variables at 
the end of the time integral by integration of 
the non-linear state equations.
The simulation studies varified the via­
bility of the control scheme, which cannot be 
unstable under any conditions provided that the 
supervisory loops are stable. Each simulation 
considered the noise-free servo mode whereby 
the desired values of temperature were suddenly 
changed at time t=0.
Figure 20(a) shows the effect of increasing 
the temperature; the response is rapid, and 
neither control is saturated. Figure 20(b) 
shows a similar result, obtained by decreasing 
the temperature. On this occasion, some offset 
resulted, because the particular choice of 
weighting factor employed during this experiment 
minimised the temperature error at the expense of 
the concentration error. The final graph 20(c), 
illustrates the effect of demanding the reactor 
to run at too high a temperature. Both the con­
trols are saturated, and the temperature cannot 
reach its desired value. The results of these 
studies are tabulated fully.in-Appendix I.
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CHAPTER VI 
EXPERIMENTAL WORK
EXPERIMENTAL WORK
The experimental work was composed of three main 
sections. In the, first, data was generated from the 
plant operating under normal conditions, and then 
processed to provide best estimates of the unknown 
parameters. Secondly, the process was operated using 
these parameter estimates within sub-optimal control 
software, and the performance compared to that of a 
conventional (two term MIMO type) control system.
Finally, the Kalman filter, which was of the fixed 
gain type, was implemented, and the change in reactor 
performance noted.
These sections will now be considered in greater 
detail:
1. Identification
The non-linear mathematical model describing 
the reactor system was identified in two distinct 
stages. The first stage consisted of operating 
the process, by the use of feed forward controllers 
on all the input streams, and then logging the 
operating data. The second stage processed this 
data, to provide estimates of the system parameters, 
by using the quasi-linearization program. This 
program had been validated by extensive simulation 
studies.
Control
loop
Proportional 
Constant Kp
*
Integral 
Constant Kj
Cooling 
water 
flow rate
.58 .69
Cooling
water
temperature 2.25 0.54
Sodium 
Hydroxide 
flow rate
0.58 0.31 '
Ethyl 
Acetate 
flow rate
.... .
0.27 0.96
The control equation is Action=Kp£+Kjj€ dt
Table V
Data Acquisition
The reactor system was held in the 
near steady-state about the normal operating 
conditions by feedback control of all input 
streams. Thus, the reactor was operated in 
the open loop mode and correlation between 
input and output (a necessary consequence 
of feedback control) was thereby avoided.
The control system consisted of digital 
proportional plus integral feedback controllers 
operating on the input variables reactant feed 
flow rates, cooling water flow rate, and upon 
cooling water temperature. The controller 
constants, given in Table V , were determined, 
by finding experimentally the frequency res­
ponses, and applying the Bode gain and phase 
margin criteria.
The data acquisition software is given 
in Appendices E and G, with results appearing . 
in Appendix J . The main program is interrupt 
structured, and services subroutine FORINT 
five times per second. FORINT uses ADCO to 
obtain data, and PICTL to calculate the 
appropriate control action. DACO then executes 
the action by strobing out the corresponding 
voltages to the control system. The last
Parameter Nominal value Identified value 
after 15 
iterations
ai
220 224.4
a2 17.7 129.5
a3 0.166 0.146
a4 5645.2 5645.0
Identification results of CSTR model using 
real operating data.
Table VI
action within FORINT is to store data, in 
integer format, at intervals of 30 seconds.
.The main program operates for 30 minutes, 
and then converts the integer format ADC 
numbers to measurements, using the conversion 
library shown in Appendix G. These measure­
ments (a typical set of which are tabulated 
in Appendix I) are then stored in a disk file, 
and are processed off-line by the quasi-linear 
program.
) Data Processing
The identification software also appears 
in Appendices E and G, with the results in 
Appendix I. The software is essentially 
similar to the identification programs des­
cribed in Ghapter V, the main modifications 
concerning disk file handling, and the fact 
that the data frame is lengthened to 50 points. 
This was essential, as the parameter estimates 
would not converge with a data frame length 
of 20 points.
A plot of the parameter estimates against 
iteration number is given in Figure 21, and 
TableVI compares the literature values with 
those obtained after 15 iterations. These 
parameter estimates show good agreement with
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the expected values, with the exception of 
the heat of reaction term, which is much larger
v
than anticipated. This is thought to be due 
to the energy supplied by the stirrer motor, 
which is large compared to the chemical heat 
release.
The parameter estimates obtained by 
identification were used in the optimal 
control software.
Optimal Control
The optimal control program consisted of 
supervisory feedback control of the reactant 
flow rates, and cooling water flow rate and 
temperature. The loop set points were updated 
every 30 seconds by an optimising calculation 
which minimised the weighted squared error of 
the state vector at the end of the next interval.
The advantage of control using two variables can 
be seen by reference to a section of the phase plane 
(figure 22). In order to move from point A to 
point B, the conventional (temperature controlled 
only) method would move along the trajectory AC, 
switch to maximum heating, and travel up the 
heating trajectory to point B, which may, or may 
not, be a steady-state. The two variable controller, 
however, is not restricted to a single trajectory 
and will move directly to the new desired vector B.
TE
MP
ER
AT
UR
E
Appendices F and G give FORTRAN listings of 
the optimum control software. The main program 
initiated the interrupt (at 5Hz), and the serviced 
routine FORINT sampled the measurements, controlled 
the process, and stored the results in a buffer. 
Subroutine OPTCON was called by the main program 
every 30 seconds, and performed the optimizing 
calculations. The updated set points were 
communicated to the FORINT routine by a common 
statement. OPTCON also contained the fixed gain 
Kalman algorithm, which was very small since the 
state prediction was computed during the control 
calculation.
The optimum controller was compared with the 
conventional analogue controller, the controller 
constants being set by the Ziegler-Nicholls loop 
tuning method. On large transients the response 
was similar since the valves were saturated.
However, overshoot was larger. The most pronounced 
difference existed in the non-saturated case, and 
•Figures 23a and 23b illustrate the marked improvement 
in the steady state obtained with the predictive 
controller. Figures 24a to 24g show various 
responses obtained to step change perturbations 
using the optimum controller. All responses are 
stable, fast and accurate. Table VII gives details 
of these experiments, the results of which are 
tabulated fully in Appendix K.
Table VII Optimal Reactor Control Results
Figure No. Details of Experiment
Comparison between optimal controller 
and analog controller
23a Optimal control at steady state
23b Analog control at steady state
Response of optimal controller to 
step changes in desired value
24a Step change.of■-301 in temperature 
and +251 in concentration
24b Step change of -201 in temperature 
and +201 in concentration
Response of optimal controller to 
step changes in desired value to 
unattainable states
24c Step change of +1001 in temperature 
and +60i in concentration
24d Step changes of -70% in temperature 
and -601 in concentration
Response of optimal controller to 
load changes occurring in inlet rea­
ctant feed temperature
‘ 24e Feed heaters on
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Kalman Filtering
The fixed gain version of the Kalman filter 
was implemented by utilizing the predicted value 
of the state vector obtained during the optimal 
control calculation, and weighting these values 
and measurements appropriately.
However, both the measurements and estimates 
were very close and virtually noise free, with 
the result that the filter produced no detectable 
improvement in performance. The effect of the 
filter in the noisy or biased situation is the 
subject of further research.
CHAPTER VII
CONCLUSIONS
CONCLUSIONS
An underlying objective of this research has 
been to ascertain the validity of advanced control 
theory in a real situation, and, by applying its 
techniques, to improve the performance of a continous 
stirred tank reactor;
The first step towards this end was to maximise 
instrument sensitivity such that almost the whole of 
the dynamic range of the ADC was utilized. The assump­
tions basic to Kalman filtering were then checked by 
frequency analysis of typical measurement signals. It 
was found that the measurement noise was of relatively 
high frequency, and could easily be' rejected by low 
pass filtering. The variance of the measurement and 
process noise was then found to be very low - typically 
less than 0.1$ of full scale. These results suggest 
that the Kalman filter is unnecessary, since the measure 
ments in this system are essentially noise-free.
The parameters in the non-linear mathematical 
model describing the chemical reactor were known only 
approximately, and their exact values were determined 
by using the method of quasi-linearization. This tech­
nique linearizes the system equations and provides a 
sequence of functions that rapidly converge to the 
solution of the true non-linear equations. In effect,
the weighted squared error of the state vector is minimised 
over a data frame by adjustment of the unknown parameters. 
The major problems encountered with the identification 
technique involve convergence, since there are large
r
regions of parameter space from which it will not occur. 
Another related problem concerned the near-singularity 
of the set of linear algebraic equations that had to 
be solved within the quasi-linear algorithm. Convergence 
was then forced by skewing the matrix away from singularity 
Extensive simulation studies followed by experimental 
work proved the viability of the method, although it 
was apparent that identification became much more 
difficult as the number of unknown parameters increased. 
Good agreement was obtained between the expected values 
and the experimental results.
The optimal control scheme, which is believed to 
be original, is of the multiple input multiple output 
(MIMO) type, and represents an adaptation of the 
identification algorithm. The controller calculates, 
at preset time intervals, those changes in the desired 
values of supervisory feedback controllers such that the 
weighted squared error of the state vector at the end 
of the interval is minimised. A major advantage of 
such a scheme lies in its flexibility. Instead of 
calculating a predetermined trajectory, the method 
predicts ahead by a single time interval, and operates 
in real time. An operator could, therefore, change 
the desired values at any time, if circumstances demanded,
and the controller would then track these changes. 
Control constraints are handled easily by a recycle 
loop, which sets the constrained control value to its 
limit and then re-calculates the change in the remaining 
control actions. The method could easily be extended 
to predict ahead by more than one time interval, 
although the uncertainty in any prediction would 
thereby increase. The advantage of the MIMO scheme 
has been demonstrated by reference to the temperature- 
concentration phase plane, where a response is shown to 
be restricted to a broad band of phase space, instead 
of being constrained to a single line as in the single 
control input case. Simulation studies showed satis­
factory results, and the practical application of this 
scheme showed considerable improvement over a classical 
MIMO control system. This was particularly noticeable 
at the steady state, where the predictive nature of 
the optimal controller effectively prevented overshoot, 
whilst assuring a fast stable response to disturbances.
The implementation of the Kalman filter confirmed 
the earlier results concerning noise, and had no 
detectable effect on the results. It is thought that 
the applicability of Kalman filtering in order to 
reject noise from chemical process measurements is 
very limited. Examples of applications could be 
envisaged in paper or steel mills, for instance, where 
instrumentation is generally poor because of the exacting
nature of the process. The use of Kalman filtering 
to identify unknown parameters in processes or to 
utilize secondary measurements, is likely to have a much 
broader area of applicability within mainstream chemical 
engineering, and is to be the subject of further research.
This research has, therefore, achieved its major 
aims; it has led to improved plant instrumentation, 
has checked basic assumptions, especially in' the 
Kalman filtering field, and has applied advanced control 
theory to a real process and shown that significant 
improvements in performance are attainable.
Future Research
This research has revealed several interesting 
areas of.future research, which are expected to be 
of applicability in the chemical process industry.
These are:-
(I) the use of secondary and exact . 
measurements to estimate unknown 
parameters in an on-line formulation;
(ii) the incorporation of an on-line 
identification technique into an 
optimal controller so that 
Adaptive control is achieve;
the development of an intelligent 
learning controller that is capable 
of near optimal control of a wide 
range of processes.
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APPENDIX A
MEASUREMENT CALIBRATION EQUATIONS
MEASUREMENT CALIBRATION EQUATIONS
The calibration relationships were written 
into FORTRAN library format and the listings are 
given in full overleaf. The relationship regard­
ing the concentration calibration, which depends 
upon the two variables conductivity and tempera­
ture, is not straightforward, and will be developed 
first.
The measurement of conductivity produced 
by the cell is a function of the con- 
centrations of sodium hydroxide and 
sodium acetate. In addition, the cell 
temperature has a pronounced effect on 
the reading, and water itself conducts 
electricity to a small degree.
Let the reactant feeds be of concentration 
y. Then at the reactor outlet the con­
centration of sodium acetate is x and that 
of sodium hydroxide is (y-x). The total 
conductivity is, in dilute solution, 
additive, and therefore
C=f1((y-x),T)+f2 (x,T)+Cw . . (1)
where:
C is the total conductivity 
Cw is the conductivity of water
is the conductivity function for 
sodium hydroxide
f 2 is the conductivity function for 
sodium acetate
The conductivity functions can be 
taken as approximately linear' in both 
temperature and concentration, and equation 
(1) becomes:
C=kx Cl+b1 CT-T0) ) (aijX+cp +k2 (l+b2 (T-T0))
*(m2 (y-x)+c2)+Cw .. (2)
where T is the cell temperature, Tq is a 
reference temperature, and the undefined 
variables are to be determined by a regression 
analysis. When the inlet concentraion is 
fixed, y is known and equation (2) can be 
rearranged to give the simpler form:
x=( c^llVc+q2VT+q3^/,^ 1+q4VT^  "  C3)
where Vc and V^ , are respectively the voltages 
supplied by the conductivity cell and
temperature sensor. The constants to 
•q^  were found by applying a regression 
algorithm to experimental data. The 
values may be found in the library of 
conversion routines, which is included 
in this appendix.
A=FLOAT(I ) *1
T00=-0. 1 29 27 2 46+ • 4631829 3E-\1*I - • 190769 79E-5*A
RETURN
END
F.UNCTION C01(I,J>
ADC NUMBER TO REACTOR CONCENTRATION (KG M0L/M3)
I = CON DUCTI VI TY( 0 1 ) ^ J = TC-1PERATUREC 1 0)
A=0•124 55412E-3*1 
B=0.611358 77 E-4*J 
C=l. + . 53243828E-3*J 
C01=(A-B-•073312461)/C 
RETURN 
END
FUNCTION F02CI )
ADC NUMBER TO INLET FLOU NAOH (M3/SEC)
A=FLOAT(I)*I ^
B=I*A '
C-1 *B
A= • 2440 5367E- 10*A 
B= • 148 22 34 5E-13*B 
C=.33302159E-17*C
F02=-.28810464E-5+.20201242E-7*1-A+B-C
RETURN
END
FUNCTION F03(1)
ADC NUMBER TO INLET FLOW ETAC (M3/SEC)
A=FLOAT(I)*1
B=I*A .
C= I*B
A= • 297 548 6 5E- 10*A 
B=• 18 7610 34E-13*B 
C=. 43166917E-17*C
F0 3=-’. 37 5206 58 E- 5+ • 231 0389 4E-7*I - A+B-C 
RETURN
END /
FUNCTION F04( I)
ADC NUMBER TO COOLANT FLOW (M3/SEC)
F04=. 52480027E-5+.33603419E-6*I+I*.10 541346E-10*I
RETURN
END
FUNCTION T0 5( I )
ADC NUMEER TO COOLANT INLET TEMPERATURE CC)
A=FLOAT(I)*I
B= I* A
A=* 4 1 509047E- 5*A
B=•66279426E-9*B
T05=-l . 066894 5+. 050 4 58908* I-A+B
RETURN
END
FUNCTION T06( I )
ADC NUMBER TO COOLANT OUTLET TEMPERATURE (C) 
A=FLOAT(I)
E=A*A
T0 6=- • 1 3061523+ • 43 720121E-1 *A-•20 3 70 502E- 5*B 
RETURN
END •*
FUNCTION T07 ( I )
ADC NUMBER TO INLET TEMPERATURE NAOH < C) 
A=FLGATCI)*I
T07=-.98 022461E-1+.3229880 3E-1*1-.10 5798 24E-5*A 
RETURN ‘
END
FUNCTION T08 ( I )
ADC NUMBER TO INLET TEMPERATURE ETAC (C) 
A=FLOATCI)*I )
B=I*A ^
A=•149 66354E-5*A 
B=•13096724E-9*B
T08=-.26757812+.33378601E-1*1-A+B
RETURN
END
FUNCTION T09 < I )
ADC NUMBER TO HOT WATER TEMPERATURE (C)
A=FLOAT CI)*I
T09 = . 48461914E-1+.49007654E-1* I-.22208551E-5*A 
RETURN
END -
FUNCTION T10CI) • •
ADC NUMEER TO CELL HOUSING TEMPERATURE CC) 
A=FLOAT( I ) * I
T10=-.10180664+.47 488213E-1*I-.20575244E-5*A
RETURN
END
FUNCTION T1 1 (I)
ADC NUMBER TO REACTOR OUTLET TEMPERATURE (C) 
A=FLOAT( I ) *1 
B=A* I
A= • 366 563 57 E- 5* A 
B=• 68 5759 01 E-9*E
T1 1=-. 469 2 38 28+.46857834E-1*1-A+B
RETURN
END
FUNCTION IA00CT)
REACTOR TEMPERATURE (C) TO DAC NUMBER
A=T*T
B=A*T .
C=B*T
A= • 38 391 1 1 3* A
B=. 63343048 E-2*B
C=. 32864511 E-4*C *
A=-42•312 5+ 30•9 687 5* T-A+B-C 
IA00=INTCA+.5)
RETURN
END
FUMCTI ON IA0 1 (Cj T)
REACTOR CONCENTRATION (KG M0L/M3) TO DAC NUMBER 
C=CONDUCTI VITYC01 ), T=TEMPERATUREC 10)
EXTERNAL IA10 ■
I = IA1 0 ( T)
A=C*C1*+.39165915E-3*1)
A=(A+.7 70 3 0 7 0 7 E-4*I+•0 7 3 3 38 3 6)/•14 2 3 0 0 6 3 E-3 
IA01=INT(A+•5)
RETURN
END . '
FUNCTION IA02CF)
INLET FLOW NAOH CM3/ SEC) TO DAC NUMBER 
A=F * F
B=A* F -
A- • 1 3318 69 4E1 4*A 
B=•368007 42E19*B 
A=194.34961+.48689152E8*F+A+B 
I A02= I NT( A+ .5)
RETURN 
END '
FUNCTION IA0 3CF) .
INLET FLOW ETAC CM3/SEC) TO DAC .NUMBER
A=F*F
B=A*F
A=. 40245991 El 4*A 
B=.29220621E13*B 
A= 230. 99 316+• 16375808E8*F+A+B 
I A03= I NT( A+ • 5) /
RETURN
end .
FUNCTION IA04CF)
COOLANT FLOW (M3/SEC) TO DAC NUMBER
A=F*F
B=A* F
A=.55508992E8*A 
B=. 39 1 14401 El2*B 
A=-l5.052734+.293328E7*F+A-B 
IA04=INT(A+•5)
RETURN
END
U U U L .A i \ J  I  l i \ J L * £ , l  1 JC.l'Jf' E - r i f - i  i  u x ^ c .  v v -» ^  * \j .» w » . _  .
A= T*T
E=A*T
A=. 0 42297 363*A
E= • 1 319050SE-3*B
A=23. 640625+ 19. 603027* T+A-B.
IA 0 5=1 N T ( A+ • 5 )
RETURN
END
FUNCTION IA06CT)
COOLANT OUTLET TEMPERATURE ■CC) TO DAC -NUMBER 
A= 3. 9 550 78 1 + 20 . 39 477 5* T+ T* • 2 1 59 309 4E- 1*T 
IA0 6=I NTC A+ • 5)
RETURN .
END
FUNCTION IA07CT)
INLET TEMPERATURE NAOH CC) TO DAC NUMBER 
A=5. 7304687+30. 680664*T+. 39829254E-1 *T*T 
IA07=INTCA+.5)
RETURN
■ END
FUNCTION IA08CT)
INLET TEMPERATURE ETAC ( C) TO DAC NUMBER 
A=6• 140625+30. 148193*T+. 3631401 1E-1*T*T 
IA08=INT(A+ .5)
RETURN
■ END - - . . ' . . ,
FUNCTION IA09C.T)
HOT WATER TEMPERATURE (C) TO DAC NUMBER 
A=.5117187 5+20.244629*T+.2 349 2813E-1*T*T .
B=A*T
A= • 0353 39 35 5* A 
B= • 8 41-61 7 58 E- 4*B 
A=32.445312+19.296875*T+A-B 
IA09=INT(A+.5)
RETURN
END
FUNCTION IA10CT)
CELL HOUSING TEMPERATURE C C) TO DAC NUMBER 
A= 3. 6 1 9 1 40 6+ 20 . 9 0454 1 * T+ . 02 38 361 36*T*T 
IA10=INTCA+.5)
RETURN
END
FUNCTION IA11CT)
REACTOR OUTLET TEMPERATURE CC) TO DAC NUMBER
A=T*T
B=A*T
A=.040618896*A
B=. 13637 543E-3*B
A=10.1562 5+21.28 6133* T+A-B •
IA1 1 =1 NTC A+ • 5)
RETURN 
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APPENDIX B
FREQUENCY RESPONSE RESULTS OBTAINED 
USING THE SUMMED SINE WAVE METHOD.
Experiment 1
The forcing function
25
u (*0 = ZT (25sin(kt)) 
k=l
where the amplitude is in digital bits (the 
full scale of the ADC (t 10 volts) being 
. equivalent to ± 2047 bits).
was applied to a second order linear system 
simulated on the EAL Hybrid 48 analog computer* 
The results so obtained were compared with the 
theoretical frequency response curve, as shown 
in figures B1 and B2. Very good agreement was 
obtained.
Experiment 2
The forcing function 
25
u(t) = 2T (25sin(0.3kt) 
k=l
was applied to a flow system comprising an 
automatic control valve and turbine meter measuring 
element. These results are shown in figures B3 and 
B4, and illustrate the capability of the method in 
real situations. . '
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APPBNBIX
Tmmiv. 1CA ;i' I ON ' P.ROGR:/ 
(SIMULATEO: PROCESS),
TST QUASI-LINERISATI ON PROG
■DIMENSION XP(2j 50)>XHC2, 1 1, 50) , TMP C 2, 4) , XN ( 1 1),B C 2, 50) 
DIMENSION PRMC 4 ) , ESTC 1 1),PREDC1 1 ) , TMP 1 C 4, A) , 0( 2) , SC 6) 
DIMENSION YC4, 4) , TPS C 4, 2 ) , XTC 1 1, 50 ), I Z C 1 1 ) , Z C 1 1 ) , CC 2 ) DC 4) 
DIMENSION EC 4) * XPO C 2, 50) , INDEX04, 2) , W'C 2) , RC 6/2 6) > NAMEC 3) 
COMMON /A/PRM, EST, XT, XH, XP, XPO/E/Z/C/E4, C4, D4, E4
SC 1)= 1 • E7 
SC2)=1.E7 
SC 3) = 1. 5/220.
SC4) = 1•/ 1 7. 7 .
SC 5) = .5/.166 
SC6)=2./5645.
■ DEL= 50.
IERR=0 
VC 1) = 1.
VC2)=4.74E3 
VRITEC 6, 41)
FORMATCX,’TYPE SIGMA’/)
READC 6,42)SIGMA
FORMATC El 6.8) . . *
Ml = 4
DO 9 1=1., 50 '
CALL RUNGEC DEL, PRED)
ESTC1) = PREDC 1)
ESTC 2)=PREDC 2)
XTC 1, I ) = PREDC 1 )
XTC 2, I ) = PREDC 2)
XPOC1,I)=PREDC 1 )
XPO C 2> I ) =PREDC 2 ) '
BC 1,1) =PREDC 1 ) v
BC2,I)=PREDC2>
DO 5 1 = 1, 50 
DO 5 J=3, 1 1 
XTC J, I ) = ESTCJ)
STATE HISTORY IS IN XT & MEASUREMENTS IN B 
VRI TEC 6, 50)
READC6,22)PRMC1),PRMC2), PRMC3),PRMC4)
FORMATCF16.8)
VRITEC 6,21)
DO 52 J=2, 5
RC «J, 1)=PRMCJ-1 ) *SC J+ 1 )
DO 7 K 1 = 1, 15
CALL RNG C DEL,M1,50,7,XM)
RNG PROVIDES XPC 2, 50) & XHC2, 5,20)
DO 2 I = LM1 
DC I)=0.
DO 2 K =I, Ml 
YCK, I) = 0.
DO 3 1 = 2,50 
DO 4 J= 1,2 
CCJ)=BCJ,I)-XPCJ,I)
DO 4 K=1,M1
•TMPC J, X) =XH( J,K, I )
TPSCK,J)=XHC J,X,I)*WC J )
NOV TO. FIND XH tL*LXH = TMPl C 5, 5)
CALL MULTC TPS, TMP,TMP1, Ml, 2, M 1 )
. NCjV TO FIND XH *L * LC B-XP) = EC 5)
CALL MULTC TPS, C,E,M 1, 2,1)
NOV TO SUM XH’L'LXH AND XH’L ’LCB-XP)
DO 3 X= 1,Ml 
DCK) = DCX) + ECX)
DO 3 J=1,M 1
YCK,J)=YCX,J)+TMP1CX,J)
DO 30 1= 1,M1 
DO 30 J=1,Ml 
IFCI .ME. J) GOTO 30 
Y C I, J ) = Y CI,J)+SI GMA 
CONTINUE
NOV TO FIND INVERSE OF TMP1
CALL MINVRCM 1, Y, E, IZ, INDEX)
. NOV TO FIND U/K PARAMS
CALL MULTCY, D, E,M1,M1, 1)
QC 1)=0. '
QC 2)=0.
DO 1 K= 1, Ml
PRMC X ) = PRiM C X) + EC K )
DO 17 1=1, 50 
DO 16 J= 1, 2 
DO 16 K=1,Ml
TMPC J,X)=XHC J,X, I ) \
CALL MULTC TMP, E, C, 2,Ml, 1)
DO 1 5 J = 1, 2
XPOCJ,I)=XPCJ, I)+CCJ)
QCJ)=CVCJ)*CXTCJ,D-XPOCJ, I)))**2+QCJ)
CONTINUE
VRI TEC 8, 21 ) Q
FORMATCX,'TYPE PARAMETER VALUES 1 THRO 3'/) 
IF CK1 .NE. 1 > GOTO 48 
SC 1) = . 5/QC 1 )
SC 2) = • 5/QC2)
; RC1, X 1 ) = QC 1) *SC 1> + QC 2)*SC 2)
* DO 5.1 J = 2, 5 
R C J,X 1+1)=PRMCJ-1)*SCJ+1)
VRITE C8,21)PRM 
M2=M1+1 
DO 55 X=1,M2 
CALL FILECNAME, I, J)
CALL SETFILC 1,NAME, I ERR, * SY' )
DEFINE FILE 1C 26, 2, U, I VAR)
DO 56 1=1,26 
VRI TEC 1 ' I ) RCK, I )
END FILE 1 
CONTINUE
FORMATCX, 4E16.8)
END
SUBROUTINE RUNG EC DEL, PRED)
DEL IS INTEGRATION INTERVAL,*
PRED IS 1*2 VECTOR CONTAINING AT EXIT TCN+1) AND CACN+1)
ESTIMATE OF STATE IS IN ORDER: T, CA, FI , F2, F-3, TFl , TF2, TCI, TC2, 
TH4, CAI• PRM IS LATEST EST OF CONSTANT PRMETERS IN 
ORDER A1 THRO A4
THIS ROUTINE EVALUATES THE NONLINEAR INTEGRAL:
TD0T=F1*A1*C TF1 -T) + F2*Al*C TF2-T)+A2*EXPC-A3/T)*CAf 2+F3*A5*
C TCI -TC2),*
CAD0T=F1*A1*CCAI-CF1+F2)*A1*CA-CA)-A4*EXPC-A3/T)*CAT2 
COMMON /A/PRM, EST
DIMEN SI ON PRMC 4) , ESTC 1 1 ) , PREDC 2) •
ZT=-C ESTC 3).+ ESTC 4) )*PRMC 1 ) .
Z2=PRMC1)* ESTC3)*ESTC11 )
Z3=PRMC1)*ESTC 8)*ESTC 3) + PF.MC1)*ESTC9)*ESTC 4)
+ PRMC 1 )*C ESTC6)-ESTC 7) )*ESTC 5)
F=EXPC18.42068074-PRMC4)/ESTC1))*ESTC2)**2..
B1 = DEL* C Z 1 * EST C1) + PRMC 2)*PRM C 3)* F+Z 3)
Cl=DEL* C Z1 * ESTC 2)-PRMC 3)*F+Z2)
•F= EXPC 18.42068074-PRMC 4)/C ESTC1) + Bl/2.))*CESTC2) +C1/2.)**2. 
B2=DEL*C Z1*C ESTC1) + Bl/2.) + PRMC 2)*PRMC 3)*F+Z3)
C2=DEL*CZ1*CESTC2)+Cl/2.)-PRMC3)*F+Z2)
F= EXPC 18 • 42068074-PRMC 4)/ C ESTC D  + E2/2. ) ) * C ESTC 2) + C2/2. )**2. 
B3=DEL*CZ1*CESTC1)+E2/2.)+PRMC2)*PPMC3>*F+Z3)
C3=DEL*CZ1 *C ESTC 2) + C2/2.)-PRMC 3)*F+Z2)
F=EXPC18•42068074-PRMC 4)/C ESTC1) + E3))*CESTC2)+C3)**2 ;
B4= DEL* C Z1 * C ESTC1) + E3) + PHM C 2)*PRMC 3)*F+Z 3)
C4=DEL*CZ1*C ESTC 2) + C3)-PRMC 3)*F+Z2)
PREDC1)=ESTC1)+CBl+2.*CE2+33)+E4)/6.
PREDC 2) = ESTC 2) + C Cl + 2.* C C2+ C3) + C4)/6. •
RETURN * .
END
APPENDIX D
OPTIMAL CONTROL PROGRAMS 
(SIMULATED PROCESS)
'".DIMENSION XPC2, 20),XHC2, 1 1, 20) /TMPC 2, 2) , XMC 1 1),EC2,20) 
DIMENSION PRMC 4), ESTC 1 1 ) , PREDC 2) , TMP 1 C 2, 2),MAMEC 3) 
DIMENSION YC2,2),TPSC2,2),XTC 1 1,20), IZC 1 1 ) , Z C 1 1),CC2),DC2) 
DIMENSION EC 4) , XPO C 2, 20), IMDEXC2,2), IPC4), CTLC4),PC 6, 120) 
COMMON /A/PRM, EST, XT, XH, XP, XP0/E/Z/C/B4, C4, D4, E4 
COMMON /CT/IP, CTL,M, Ml
VRI TEC 6, 41)
FORMATCX,'TYPE DEL'/)
READC 6, 40) DEL 
Ml =2
DO 5 I = 1,20 
XPOC1, I ) = ESTC1)
XPO C 2, I ) = ESTC 2)
DO 5 J=1,11 
XTCJ,I)= ESTCJ)
VRI TEC 6, 1)
READC 6, 40)X
VRI TEC 6,8) '
'FORMATCX,/' TYPE START VALUES OF TEMP&CONC. '/)
READC6, 9)ESTC1), ESTC2)
FORMATC FI 4*6)
VRI TEC 6, 7)
FORMATCX,’TYPE DESIRED VALUES OF TEMP&CONC’/)
READC 6, 40)BC 1,2),EC 2, 2)
FORMATCF16.8)
STATE HISTORY'IS IN XT & MEASUREMENTS IN B 
IPC1)=3 .
IPC 2) = 6 
DO 6 1 = 1,20
XTC IPC1), I) = ESTC3) +ESTC4)
XTC 4, I ) = 0.
XTC11,I) = ESTC11)/2.
IFLG=0
N 1 = 2 ' '
. RC 1, 1 ) = BC 1, 2)-273.
RC2,1)=BC2,2)*1000.
RC 3, 1 ) = ESTC 1 )-273.
RC4, 1) = ESTC2)*1000.
RC 5, 1 ) = ESTC 3)*4. E6 
RC 6, 1 ) = ESTC 6)-273«
DO 10 N4=2, 60 •
CALL RNGSELCDEL,N1,XN)
P.NG PROVIDES. XPC 2, 20) & XHC2,'5,20)
DO 2 1=1,MI 
DC I ) = 0 •
DO 2 K = 1, M 1 
YCX,I)=0•
FORMATCX,'*'/)
DO 3 1 = 2,N1
DO 4 J= 1, 2 •
CCJ)=BCJ,I)-XPCJ,I) .
DO 4 K = 1, M 1
TMPCJ,K)=XHCJ,K,I)
TPSCX,J)=XHCJ,K,I) .
NOW TO FIND XH'L'LXH=TMP1 C 5, 5)
CALL MULTC TPS, TMP, TMP 1, M 1, 2, M l )
NOW TO FIND XH *L'L C B-XP) = EC 5)
CALL MULTCTPS, C, E, Ml, 2, 1)
NOW TO SUM XH'L’LXH AND XH'L'LCB-XP)
DO 3 K=1,M 1 
DCK ) = DCX ) + ECX)
DO 3 J = 1, M 1
YCK,J)=YCK,J) + TMP1CX, J)
•'NOW TO FIND INVERSE OF TMP1
CALL MINVRCM1,Y, E, IZ, INDEX)
NOW TO FIND U/K PARAMS
CALL MULTCY, D, E,M1,M1, 1)
WRI TECS, 18)
X IS A FACTOR RELATING CW OUTLET TEMP TO REACTOR & CV 
INLET TEMP. X=HA/CF*EHO*CP+HA); NOMINAL VALUE IS 0.14 
FORMATCX,/1 TYPE X V )
EC 2) = EC 2) /X 
CALL LIMCE)
ESTC 6) = ESTC 6) + EC 2)
ESTC 3) = ESTC 3) +EC 1 )
. ESTC7)=X*XTC1, 1) + C1.-X)*ESTC6)
EC 2) = EC 2)*X
CALL RUNG EC DEL, PRED)
WRI TEC 8, 18) PRED
DO 17 1=1,Ml 
DO 16 J= 1,2 
DO 16 X=1,M1 
TMPCJ,K)=XHCJ,K, I)
CALL MULTC TMP, E, C, 2, Ml , 1 )
DO 15 J= 1, 2
XPOCJ,I)=XPCJ,I)+CCJ)
CONTINUE
WRITE (8,18) XPOC1,2),XP0C2,2) 
WRITEC8, 13)ESTC6), ESTC3), ESTC7) 
FORMATCX,2E16.8)
WRITEC 8, 18)EST(6) , ESTC 7)
XTC 1, 1)=PRED( 1 )
XTC2, 1 ) = PREDC2)
XTC 5, 1)=ESTC 5)
XTC3, 1 ) = ESTC 3) + ESTC 4)
XTC 6, 1 )=EST( 6)
XTC7, 1 ) = EST(7)
XPOC1,1)=PREDC1)
XPOC 2, 1) = PREDC2)
•ESTC 1 )=PREDC 1 )
ESTC 2)= PREDC 2)
RC 1,N4) = EC 1, 2)-273.
RC2, N4) = B(2, 2)*1'000.
RC 3, M4)=XP0( 1, 2) -27 3.
RC.4, M4) =XPO C 2, 2)* 1 000.
RC 5, M 4) = ESTC 3) *'4. E6 
RC 6, M4) = ESTC 6) -27 3 .
DO 55 X=l,6
CALL FILECMAME, I, J)
CALL S ETFIL ( 1, MAM E, I, • SY * ) 
DEFINE FILE 1 C 60, 2, U, I VAR)
DO 56 1=1,60 
WRITEC 11 I)RCK, I)
BND FILE 1 
CONTINUE 
FORMATCX, El 6.8)
FORMATCX, 4E16.8)
END
SUBROUTINE LIMCE)
COMMON /A/PRMC 4), ESTC .11 > 
DIMENSION EC 2), HI C 2), AC 2) 
REAL L0C2)
DATA HI/26. 68E-6, 345./ 
DATA L0/4. E-6, 290./
AC 1 ) = ESTC 3) + EC 1 )
. AC 2) = EST(6) + E(2)
DO 1 1=1,2
I FC AC I ) . LE.HI C I ) ) G0T02 
AC I)=HICI>
IFCACI).GE.LOCI))G0T01 
AC I)=LOCl)
CONTINUE
EC 1 ) = AC 1 ) - ESTC 3)
EC 2) =AC 2)-ESTC 6)
RETURN •
END '
APPENDIX E
IDENTIFICATION PROGRAMS 
(REAL PROCESS)
PROGRAM TO OPERATE CSTR AND OETAIN 
REAL DATA BY CONTROLLING IN THE OPEN 
LOOP MODE. THE PROGRAM FILLS A DISC FILE WITH 
DATA FOR LATER PROCESSING BY PROGRAM PLOT.
THIS PROGRAM IS INTERRUPT STRUCTURED. IT CALLS 
THE FOLLOWING ROUTINES:
FORINT, FILE, SETFIL, ADCO, DACO, PI CTL
COMMON SPC4), SNC4), IRESC 1 1, 60), I CC 11), I 1, RC 4) , I CMT, J CNT, I 2 
COMMON NAMEC 3) , RESC1 1,;60), DC 9)
URITEC 8, 100)
0 FORMATCX, 'TYPE CW TEMP & FLOW'/) 
READC 6, 1 01 ) SPC 2), SPC 1 )
1 FORMATC F14.8)
SPC1 ) = IA04C SPC1))
SPC 2) = IA05C SPC 2) )
SPC 3) = IA02C 3.34E-6)
SPC 4)=.I A0 3C 3. 34E-6)
DO 1 1=1,4 
RC I )'= 0•
I CN T= 0 
J CNT= 1
NOW TO INTERRUPT
12=0  .
I 1=0
CALL FR0NTC5.)
IFCI2.NE. 50) GOTO 3 
12 = 0
WRI TEC 8, 80)
DC 1)=T00CICC1))
DC 2) = C0 1 C I CC 2.) , I CC 1 1 ) )
DC 3)=F02CICC 3))
DC 4) = F03C I CC 4) )
DC 5) = F04C I CC 5) )
DC 6) = T05CICC6))
DC 7) = T06C I CC 7) )
DC8 ) = T07C I CC 8) )
DC 9 ) = T08 C I CC 9 ) )
WRI TECS, 8 1 ) D 
1 FORMATCX,4F14.8)
0 FORMATC/, 'T . C FI F2 FC TCI TC2 FC! FC2'/)
CALL S SW TCH C 1 5, J ) 
IFCJ.EQ.l) GOTO 6 
IFCI 1.LT.9000) GOTO 7 
CALL INTOFFCJ)
NOW TO CONVERT ADC NOS TO VALUES 
DO 4 1 = 1,60
RESC 1, I > = T00CIRESC 1, I) )
RESC 2, I ) = C0 1 C I RESC 2, I), I RESC 11,1)) 
RESC 3, I) = F02CIRESC 3, I) )
RESC 4, I ) = F0 3C I RESC 4, I ) )
RESC 5, I)=F0 4CIRESC 5, I ).)
RESC 6, I ) = T0 5C I RESC 6, I ) )
RESC 7, I ) = T06C I RESC 7, I ) )
RESC8, I) = T07CIRESC8,I>)
RESC 9, I) = T08 CIRESC 9,1))
CALL FI L EC NAM E, I RL , N R )
CALL SETFILC 1 ,NAME, I ERR, ' SY* ) 
DEFINE FILE1 CNR, I RL, U, I VAR)
J=1
DO 5 K=l, 1 1 
DO 5 L=1,60 
WRI TEC 1 ' J ) RESCK, L )
J=J+1
END FILE 1 
END
1
SUBROUTINE FORINT
COMMON SPC 4), SMC 4), I RESC 1 1, 60), I CC 11 ) , I 1, RC 4), I CMT, JCNT, 12 
COMMON NAMEC3),RESC11,60)
DIMENSION I SPC 4), I AC 4), I DC 4)
REAL KCC4), INTC4)
DATA KG/. 58, 2.25, . 58, .27/
DATA INT/0.69,0.54,0.31,0.96/
12=12+1
ISC=0
CALL ADCOCISC, 11,IC) .
DO 2 1=1,4 -
,ISPCI) = SPCI)
1 1 = 11+1
I FC I SC. GE. 0) GOTO 1 
I DC 1) = I CC 5)
I DC 2) = I CC 6)
I DC 3) = I CC 3)
I DC 4) = I CC 4)
NOW TO CONTROL 
DO 3 1=1,4
CALL PICTLCKCCI), INTCI),ISPCI),I DC I),. 2,RC I) ,IACI)) 
IAC 1) = -1AC 1)
CALL DA CO C 0, 4, I A)
I CNT=I CNT+ 1
IFC I CNT.NE. 1 50) GO TO 4
ICNT=0
DO 5 1=1,11
IRESCI,JCNT)=ICCI)
J CNT=J CNT+ 1 •
RETURN
END
THIS PROGRAM READS DATA FROM A DISC FILE CREATED 
BY PROGRAM. SAMPLE* WHICH OBTAINS REAL OPERATING 
DATA BY CONTROLLING THE CSTR IN AN OPEN LOOP 
MODE. THE DATA IS THEN PROCESSED TO FIND THE VALUES 
OF THE UKNOVM PARAMETERS.
THIS PROGRAM USES THE FOLLOWING ROUTINES:
FILE* SETFIL* RNG* MDL* MULT* MI N VR* DATA
THE RESULTS ARE PRESENTED IN TWO WAYS:
THE VALUES OF THE I DENTI FI ED PARAMETERS ARE 
TYPED VIA THE TELETYPPR* THEY ARE ALSO 
SCALED AND THEN WRITTEN TO A DISC FILE* FOR 
EVENTUAL PLOTTING
DIMENSION XPC2* 50)*XHC2* 11 * 50) * TMP C 2* 4) * XN C 1 1)*BC2* 50) 
DIMENSION PRMC A) * ESTC 1 1 )*PEED( 1 1 ) * TMP 1 C A* A) * QC 2 ) * SC 6) 
DIMENSION YC A* A)* TP SC 4* 2)*XTC 1 1 * 50 ) * IZ C 1 1 ) * Z C 1 1 ) * CC 2 ) * DC A) 
DIMENSION EC A) * XPO C 2* 50)* INDEX C A* 2 ) * WC 2) * RC 6* 2 6) * NAMEC 3) 
COMMON /A/PRM* EST* XT* XH* XP* XPO/E/Z/C/EA* CA* DA* EA
SC 1 ) = 1 • E7 
SC 2)= 1 • E7 
SC 3) = 1 • 5/220.
SC A) = 1 • / 1 7. 7 
SC 5) = .5/.166 
SC 6) = 2./56A5.
DEL= 30 • .
IERR=0 
WC1)=1.
WC 2) = A.7AE3 
WRITEC 6* Al)
FORMATCX*»TYPE SIGMA'/)
READC 6* A2) SIGMA 
FORMATCE1 6.8)
M1=A -
CALL FILECNAME* I RL*NR)
CALL SETFIL C 1 * NAME* I RR* * SY * )
DEFINE FILE1 CNR* IRL* U* IVAR)
J=1 1
DO 9 K=1 * 1 1 
DO 9 L=l* 50 
READC 1 ' J)XTCX*L)
J=J+1
END FILE 1
DO 8 1=1* 50
XTC 1* I ) = 273. +XTC 1*1)
DO 8 J= 6* 9
XTCJ* I ) = 273. + XTCJ* I)'
DO 6 1 = 1* 50 
BC 1* I )=XTC 1*1)
BC 2* I )=XTC2* I )
XPO C 1 * I ) =XTC 1 * I ) •
XPO C 2* I )=XTC2* I)
DO 5 1 = 10* 1 1 • •
DO 5 J=1 * 50 
. XTC I * J ) = ESTC I )
STATE HISTORY IS IN XT & MEASUREMENTS IN B 
VRI TEC 6* 50)
READC 6* 22)PRMC1)* PRMC 2)* PRMC 3)* PRMC A) 
FORMATCF16.8)
URI TEC 6* 21 )
DO 52 J = 2* 5
RCJ* 1)=PRMCJ-1)*SCJ+1)
DO 7 X 1 = 1 * 15
• CALL RNGC DEL* Ml * 50* 7*XN)
RNG PROVIDES XPC 2* 50) &XHC2*5*20)
DO 2 1= 1*M1 
DC I ) = 0.
DO 2 K=1*M1 
YCK*I) = 0.
DO 3 1 = 2* 50 
DO A J= 1*2 
CCJ)=BCJ*I)-XPCJ*I)
DO A K = 1 * M 1
TMPC J* X)=XHC J* X*I)
TPSCX*J)=XHCJ*X*I)*VCJ)
NOW TO FIND XH'L'LXH=TMP1C 5* 5)
CALL MULTC TPS* TMP* TMP 1 * M l * 2* M 1 )
NOW TO FIND XH'L *L C B-XP) = EC 5)
CALL MULTC TPS* C*E* Ml* 2* 1)
NOW TO SUM XH'L’LXH AND XH’L'LCB-XP)
DO 3 X=1 * M 1 
DCX) = DCX ) + ECX)
DO 3 J= 1 * Ml
YCX*J)=YCX*J)+TMP1CX*J)
DO 30 1 = 1* Ml 
DO 30 J= 1* Ml 
IFCI .NE. J) GOTO 30 
Y C I * J ) = Y CI*J) + SI GMA 
CONTINUE .
NOW TO FIND INVERSE OF TMP1 
CALL MINVRCM1 *Y* E* IZ* INDEX)
NOW TO FIND U/X PARAMS
CALL MULTCY* D* E*M1*M1* 1 )
GK1)=0.
Q(2)= 0 •
DO 1 K.= 1 * M 1
PRMC X ) = PRM C X ) + EC X )
DO 17 1=1*50 
DO 16 J= 1*2 
DO 16 X = 1 * M 1 
TMPCJ*X)=XHCJ*X*I)
CALL . MULTC TMP* E* C* 2* Ml * 1 )
DO 15 J=1 * 2
XPOCJ*I)=XPCJ*I)+CCJ)
QCJ>=CWCJ)*CXTCJ*I)-XPOCJ*I)))**2+ QCJ)
CONTINUE
WRI TEC-8* 21 )Q
FORMATCX* ' TYPE PARAMETER VALUES 1 THRO 3*/) 
IF CXI .NE. 1 ) GOTO 48 
SC 1 > = . 5/QC 1 )
SC 2) = • 5/ OC 2)
RC1 * X 1) = QC1)*SC1)+QC2)*SC2)
DO 51 J = 2* 5 .
RCJ*X1+ 1 >=PRMCJ-1)*SCJ+ 1 )
WRITE C8*21)PRM 
M2=M1+1 
DO 55 X=1*M2 
CALL FILECMAME* I* J>
CALL SETFILC 1*NAME* I ERR* ' SY')
DEFINE FILE 1 C 26* 2* U* I VAR)
DO 56 1=1*26 
WRITEC 1'I)RCX*I)
END FILE 1 
CONTINUE
FORMATCX*4E16.8)
END
APPENDIX F
OPTIMAL CONTROL PROGRAMS 
(REAL PROCESS)
PROGRAM CONTROL
OPTIMALLY CONTROLS REACTOR BY CALCULATING THAT CONTROL 
ACTION NECESSARY TO REACH DESIRED STATE. ALSO INCLUDED 
IS KALMAN ALGORITHM.
SET SWITCH REGISTER BIT 14 TO CHANGE SET POINTS
.. . . .. 13 TO CHANGE KALMAN GAINS
. . . . ... .. 15 TO ABORT PROGRAM
THIS PROGRAM CALLS THE FOLLOWING ROUTINES:
.ADCO, DA'CO, FORINT, .OPTCON, SSVTCH, INTOFF, FILE,
SETFIL, PI'CTL, RNG SEL, MULT, MIN VR, MDL
COMMON /A/PRMC4),ESTC11),XTC11, 20) , XHC2, 11,20) , XPC 2,20), . 
1XP0C2, 20)/E/ZC 1 1 )/C/54, C4, D4, E4/CT/IPC4), CTLC4),.
2M, Ml
COMMON I SC 4), SMC 4), IRESC 11, 60>,I CC 1 1 > , I 1, PC 4),I CNT, J CNT, I 2 
COMMON NAMEC 3) , RESC11, 60) , DC 9 ) , PREDC 2)
PRMC 1 > = .224.4,
PRMC 2) = 129.5 
PRMC 3)= 0.146 
PRMC 4)= 5645.0 
WRI TEC 6, 1 3)
FORMATCX, V SET BIT 15 TO STOP, 14 TO ALTER SET PTS, 13 TO') 
WRI TEC 6, 1 4)
FORMATCX,•CHANGE KALMAN GAINS'/)
FORMATCX, ' TYPE DESIRED VALUES OF TEMP & CONO)
FORMATCX,' TYPE KALMAN GAINS'/)
FORMATC FI 4.8)
SNC 1 ) = 298.
SN C 2) = • 03 
SNC 3) = 1 .
SN C 4 ) = 1 •
I SC 1 ) = IA04C 1 .8 42E-4)
I SC 2) = IA05C 25.)
I SC 3) = IA02C 3.34E-6)
I SC 4> = IA03C 3. 34E-6).
ISC=0
CALL ADCOCISC, 1 1,IC)
I FC I SC. GE. 0) GO TO9 
PREDC 1 ) = T00C I CCD)
PREDC2) = C01CICC2),ICC 11))
DO 1 1 = 1,4 
RC I > = 0•
ICNT=0 
J CNT=1
NOW TO INTERRUPT
12=0 
I 1=0
CALL FRONTC 5. >
DC 1 ) = T00 (ICC 1 ) )+273*
DC 2) = C0 1 ( I CC 2), ICC ID)
DC 3)=F02(ICC 3))
DC 4)=F03(ICC 4))
DC 5) = F04C I CC 5) )
DC 6) = T0 5( I CC 6) )+273.
DC 7) = T06(I CC 7) ) +273.
DC 8) = T07 ( I CCS ) ) + 273.
D(9)=T08(ICC9))+273.
WRI TEC 8, 81 )D 
IFCI2.LT. 1 50)GOTO3 '
12=0
CALL OPTCON 
WRI TEC 8, 8 1 ) D 
FORMATCX, 4F14.8)
FORMATCX, 'T C FI F2 FC TCI TC2 FC1 FC2 */)
CALL SSWTCHC 1 4,J)
IFC J.NE. 1 ) GOTO 1 1 
WRI TEC 8, 2)
READC 6, 8) SNC 1 ), SMC 2)
CALL SSWTCHC13,J>
IFCJ.NE. 1) GOTO 12 
WRI TEC8, 10)
■ READC 6, 8) SNC 3), SNC 4).
CALL SSWTCHC15,J)
IFCJ.EQ.1) GOTO 6 
IFCI1.LT.9000) GOTO 7 
CALL INTOFFCJ)
NOW TO CONVERT ADC NOS TO VALUES 
DO 4 1 = 1,60
RESC 1, I ) = T00 C I RESC 1,1))
RESC 2, I ) = C0 1 C I RESC 2, I),I RES C 11,1))
RESC 3, I ) = F02( I RESC 3, I ) )
RESC 4, I ) = F0 3C I RESC 4, I))
RESC 5, I ) =F04( I RESC 5, I ) )
RESC 6, I ) = T05( I P.ESC 6, I ) )
RESC 7, I ) = T06 C I RESC 7, I) )
RESC 8, I ) = T07 ( I RESC 8,1))
RESC 9, I ) = T08 C I RESC 9,1))
CALL FIL EC NAME, I RL, NR)
CALL SETFILC 1,NAME, I ERR, * SY* )'
DEFINE FILE1 CNR, IRL,U, I VAR)
J=i
DO * 5 K= 1,11 
DO 5 L=l,60 
WRI TEC 1 * J ) F.ES(K, L)
J = J+1
END FILE 1
END
SUBROUTINE FORINT(L)
COMMON ISC 4), SNC 4), I RESC 11 , 60) , I ClC 1 1 ), I 1,RC4), ICNT, JCNT, 12 
COMMON NAMEC 3), RESC 1 1, 60), DC9) ,PREDC2)
DIM EM SI ON ISPC4), IAC4), IDC4), ICC 1 1)
REAL KCC4), INTI C4)
DATA KC/. 58, 2.25, . 58, .27/
DATA INTI/.69,.54, .31,.96/
12= 12+1
l£C=0
CALL ADCO C I SC* 11,IC> .
DO 2 1 = 1,4 
ISPCI)=ISCI)
1 1 = 1 1 + 1
I FC I SC* GE. 0) GOTO 1 
DO 6 1 = 1,1 1 
ICICI ) = ICC I)
I DC 1) = ICC 5)
I DC 2) = I CC 6)
I DC 3) = I CC 3) ~
I DC 4) = I CC.4)
NOW TO CONTROL 
DO 3 1=1, 4
CALL PICTLCKCCI ), INT1CI),ISPCI),I DC I), . 2, RC I >, I AC I ) ) 
IAC 1)=-IAC1)
CALL DACOC 0,4,IA)
I CNT= I CNT+ 1 
IFCICNT.LT. 1 50) GO TO 4
I CNT=0
DO 5 1 = 1,1 1 '
I RESC I , JCNT) = I CC I )
J CNT=J CNT+ 1
RETURN 
END .
D i M i> lU iJ A l^v iSj A n \  .i w  ckj/  # t f i i  \  i - /  i-  ^^ <... > . ^  . — —. ,
DIMENSION PRMC 4), ESTC 1 1), TMP 1 C 2, 2)
DIMENSION - YC2, 2),TPSC2,2),XTC 1 1, 20), IZC 1 1 ),ZC 1 1 ), CC 2) , Dl C 2) 
DIMENSION EC 4),XP0C2, 20), INDEXC2, 2), IPC4), CTLC4)
COMMON /A/PPM, EST, XT, XH,XP, XPO/E/Z/C/E4, C4, D4, E4 
COMMON /CT/IP,CTL, M,Ml
COMMON I SC 4), SNC 4), I RESC 1 1, 60), I CC 1 1 ) , I 1, RC 4), I CNT, JCNT, I 2 
• COMMON NAMEC3),RESC 11, 60), DC9),PREDC2) i
Ml = 2 .
DEL= 30•
XPOC 1, 1 ) = DC 1 )
XPOC 2, 1 ) = DC 2)
DO 5 J= 1,9 
XTCJ, 1 ) = DCJ)
BC1, 2) = SNC 1)
BC 2, 2) = SNC2)
STATE HISTORY IS IN XT & MEASUREMENTS IN B 
IPC1) = 3 
IPC 2) = 6
XTCIPC 1), 1 ) = DC 3) + DC 4) •
XTC 4, 1 ) = 0.
XTC 1 1, 1 ) = ESTC 1 1 )/2.
IFLG=0
NOW TO KALMAN FILTER
XTC 1, 1 )=SMC3)*XTC 1, 1 )+C 1-SMC 2) )*PREDC 1 )
XTC2, 1) = SNC4)*XTC2, 1 ) + C 1 - SN C 4) )* PREDC 2)
N 1 = 2
CALL RNGSELCDEL,N1,XN)
RING PROVIDES XPC2, 20) & XHC 2, 5,20) 
DO 2 1=1, Ml .
Dl Cl ) = 0.
DO 2 K= 1, M 1 .
YCK,I)=0.
DO 3 I = 2, N1 
DO 4 J= 1, 2 
CCJ)=BCJ,I)-XPCJ,I)
DO 4 K = 1,M 1
TMPCJ,K)=XHCJ,K,I)
TPSCX,J)=XHCJ,X,I)
NOW TO FIND XH,L*LXH = TMP1 C 5, 5)
CALL MULTC TPS, TMP, TMP 1, M l, 2, M 1 )
NOW TO FIND XH * L * L CB-XP) = EC 5)
CALL MULTC TPS, C, E, Ml, 2,1)
NOW TO SUM XH * L * LXH AND XH1L * L C E-XP)
DO 3 K=1,Ml
Dl C K ) = D1 CX)+ECK)
DO 3 J = 1, M 1
YCK, J)=YCX,J) + TMP1CK,J)
NOV TO FIND INVERSE OF TMP1
CALL MINVRC M 1, Y, E, IZ, INDEX)
NOV TO FIND U/K PARAMS
CALL MULTC Y, Dl , E, M l , M1, 1 )
NOV TO SET & CONSTRAIN SET POINTS
I S2=ISC 2)
THE INLET TEMP INCREMENT IS NOV I CREASED BY A FACTOR 
OF 1/. 14 TO COMPENSATE FOR THE CHANGE IN 
COO LENT OUTL2T TEMP.
EC 2) = EC 2)/0. 14 
Z 1 = T0 5CIS2) + EC 2)
. I S3= I SC 3)
Z 2=F02 C IS3) + EC 1 )/2.
VRITEC8, 100)Z1, Z2, EC2), EC 1 ) .
FORMATCX,FI 6. 8)
• IFCZl.GE.35i) EC 2) =35. -T0 5C I S2)
IFCZ1 • LE. 1 2. ) EC2) = 12.-T0 5CIS2)
IFCZ2. GE. 5. E-6) EC 1 ) = C 5. E-6-F02C I S3) )*2.
IFCZ2.LE.25. E-7) EC 1 ) = C 2 5. E-7-F02 C I S3) )*2.
S1=F02CI SC 3))
S2=F03CI SC 4))
VRITEC8, 102) EC2), EC 1 ), SI, S2 
S1 = T05C I SC 2) ) + EC 2)
IS C 2) = IA0 SCSI)
I S2= I SC 4)
Sl=F03CIS2)+ECl)/2. -
I SC 4) = IA0 3CSI)
S1 = F03C I SC 4) )
I SC 3) = IA02C SI) •
S1=F04CI SC 1))
S2=T0 5CI SC 2))
S3=F02C I SC 3) )
S4=F03CI SC 4))
VKITEC8, 102) SI, S2, S3, S4
NOV TO PREDICT STATE AT NEXT MEASUREMENT POINT
EC 2) = EC 2)*0.1 4
DO 9 J=l, 2
DO 9 K= 1, 2
TMPCJ, X)=XHCJ,K,2)
CALL MULTC TMP, E, C, 2, 2, 1)
DO 8 1=1, 2
PREDC I ) = CC I ) +XPC 1,2)
WRITEC 8, 102)PRED 
FORMATCX,2F16.8)
RETURN 
END •
b U l i K U  U  1 i  i\J £  J 'N  b  ^  V, ul.uj i\i i ,  >\m j
DEL IS INTEGRATION INTERVAL 
N 1 IS NO OF DATA POINTS 
Ml IS NO OF UNKNOWN ELEMENTS
HISTORY OF STATE XTC 1 1, 20) I S IN ORDER: T,CA,F1,F2,
F3, TCI, TC2, TF1, TF2, TH4, CAI.
XPO IS PREVIOUS SOLUTION OF XP; I F FIRST 
• TIME THRO THEM XPO IS SET = TO XT
NB. THIS ROUTINE EVALUATES ONLY THE FIRST 2 ELEMENTS 
OF THE RESPONSE, IN ORDER TO MINIMISE STORAGE. THIS 
IS POSSIBLE SINCE THE JACOBIAN.IS ZERO FOP ALL OTHER 
ELEMENTS
COMMON/A/PRM, EST, XT, XH, XP,XPO/C/B, C, TT, CC 
COMMON /CT/IP, CTL,M, Ml
DIMENSION PRMC 4),XNC 1 1 ),XPC 2, 20),XHC2, 1 1, 20),XTC 1 1, 20) 
DIMENSION ESTC 11), XPOC 2, 20), IPC A),CTLC 4)
IFLAG=1
DO 1 J=l, 1 1 •
XN C J ) = 0•
M=0
NOW TO SET INITIAL CONDITIONS 
XPC 1, 1)=XTC 1, 1)
XPC 2, 1 ) =XTC 2, 1)
N= 1 ■ -
TT=XPC1,N)-XPO C1,N)
CC=XPC 2, N) -XPO C 2, N )
CALL MDLC DEL, N, I FLAG, XN )
XPC1, N+1) = B+XPC1,N)
XPC 2, N+ 1 ) = C+XPC 2,N)
N=N+1 “
IFCN.NE.N1) GOTO 2
I FLAG=0 
M=M+1 '
DO 7 J=l, 1 1 
XN (J ) = 0 
XN CI PCM))=1•
N= 1 
TT=0.
CC=0.
NOV TO SET IC ON XH 
XHC1,M,1)=0.
XHC 2,M,1) = 0.
CALL MDLC DEL, N, I FLAG, XN )
NOVJ TO STORE COMPLIMENTARY SOLUTIONS 
XHC 1,M,M+1 )=XHC 1,M,N) + E 
XHC 2, M, N+ 1 ) = XHC 2, M, M) + C
TT=XHC1,M,N+1)
CC=XHC 2,M,N+1)
N=N+ 1
IFCN.NE.N1) GOTO 5 
IFCM.NE.M1) GOTO 6
RETURN
END
APPENDIX G
FORTRAN SUBROUTINES CALLED BY 
IDENTIFICATION AND OPTIMAL 
CONTROL PROGRAMS
SUBROUTINE RNG C DEL, M1, N 1, N3, XN )
DEL IS INTEGRATION INTERVAL
N 1 IS NO OF DATA POINTS
Ml IS NO OF UNKNOWN ELEMENTS
N3 IS START ELEMENT OF UNKNOWN PARAMETERS
ENTRY CONDITIONS:
HISTORY OF STATE XTC 1 1, 50) IS IN ORDER: T,CA,F1,F2, 
F3, TCI, TC2, TF1,TF2,TH4,CAI.
XPO IS PREVIOUS SOLUTION OF XPJIF FIRST 
TIME THRO THEsI XPO IS SET = TO XT 
PRM IS LATEST ESTIMATE OF 
CONSTANT PARAMETERS IN ORDER A1 THRO 5
EXIT CONDITIONS:
THE ARRAY XP I S FILLED WITH THE 
PARTICULAR SOLUTION
THE ARRAY XH IS FILLED WITH THE SET OF 
HOMOGENOUS SOLUTIONS
NB. THIS ROUTINE EVALUATES ONLY THE FIRST 2 ELEMENTS 
OF THE RESPONSE, IN ORDER TO MINIMISE STORAGE. THIS 
IS POSSIBLE SINCE THE JACOEIAN IS ZERO FOR ALL OTHER 
ELEMENTS
COMMON/A/PRM, EST, XT, XH,XP, XPO/C/E, C,TT, CC
DIMENSION PRMC 4) , XN C 1 1 ) , XP C 2, 50 ) , XH C 2, 1 1, 50), XTC 1 1, 50)
Dl MEN SI ON ESTC 11), XPO C 2, 50 )
IFLAG=1 
DO 1 J=l, 1 1 
XN C J ) = 0 •
M=0 
N2=N 3
NOV TO SET INITIAL CONDITIONS 
XPC1,1)=XTC1,1)
XPC 2, 1 ) =XTC 2, 1)
N= 1
TT=XPC1,N)-XPO C 1,N)
CC=XPC 2,N)-XPO C 2,N)
CALL MDLC DEL,M, IFLAG,XN)
XPC1, N+1) = B+XPCI,N)
XP C 2, N+1 ) = C+XPC 2, N)
N=N+ 1
IFCN.NE.N1) GOTO 2
IFLAG=0 
M=M+ 1
•DO 7 J=l, 11 
XN C J ) = 0 
XN C N 2 ) = 1 
N2=N2+1
N= 1 *
TT=0.
CC=0.
NOV TO SET IC ON XH 
XHC1,M,1 ) = 0.
XHC 2,M, 1 ) = 0.
CALL MDLC DEL, N, I FLAG, XN)
NOV TO STORE COMPLIMENTARY SOLUTIONS 
XHC 1,M, N+ 1 )=XHC 1,M,N) + B 
XH C 2, M, N+ 1 ) =XH C 2, M, N ) + C
TT=XHC 1, M, N+ 1 )
CC=XH C 2, M, M+ 1 )
N=N+ 1
IFCM.NE.N1 ). GOTO 5 
IFCM.NE.M1 ) GOTO 6
RETURN
END
SUBROUTINE MDLC DEL,N, I FLAG, XN )
DEL IS INT INTERVAL
TT&CC ARE INTEGRATION VARIABLES
N IS DISCRETE TIME TCN)
I FLAG = 1 FOR PARTICULAR, 0 FOR COMPLIMENTARY SOLN 
ON EXIT B= INTEGRAL TEMP DOT 
• • • • C= • • CON C • •
COMMON /A/PRM, EST, XT, XH, XP, XPO/C/E, C, TT, CC 
DIMENSION PRMC 4),XNC 1 1 ),XTC1 1, 50),XPC2, 50),XHC2, 1 1, 50) 
DIMENSION ESTC 1 1 ),XP0C2, 50)
P=TT 
Q=-CC 
1 = 1
Z 1 = - CX TC 3, N) + X TC 4, N ) ) * PRM Cl)
Z 5=XTC 6, N ) -XTC 7, N)
T=XPO C1,N)
C2=XP0 C 2,N)
Z 3=XT C 8,N)-T
Z4=XTC9,N)-T
A2=PRM C 2)* PRM C 3)/T
A3=PRMC3)/T
A4=PRMC4)/T
Al-EXPC13.45068074-A4)*C2 
F=A1*C2 .
B1 = DEL*C CZ1+F*A4*A2)*TT+2•*PRMC 2)*PPMC 3)*A1*CC 
1+PRMC 1 )*CZ3*XMC 3) + Z4*XNC4) + Z5*XfJC 5) + XTC 5, 1\J)*XNC 6) ) 
2+XNC7)*CXTC 3,N)*Z3+XTC4,N)*Z4+XTC 5, N)*Z5)
3+F*PRMC 3) *XN C 8) + PRMC 2)* F*XN C9)-F*A2*XNC10))
C1=DEL*C-A3*A4*F*TT-C2.*PRMC3)*A1-Z1)*CC 
1 + CXTC11,N)-C2)*C PRM C1) *XN C 3)+XTC 3,N)*XN C 7))
2-C2*CPRMC1)*XNC4)+XTC4,N)*XNC7))+F*CA3*XNC10)-XNC9>))
B4=DEL*CPRMC 1 )*CXTC 3,N)*Z3+XTC 4, N)*Z4+XTC 5,N)*Z5)
1+PRMC 3)*PRMC 2)*F)
C4= DEL* C PRMC 1 ) * CXT C3,N)*CXTC1 1, N) - C2 ) - C2*XTC 4, N) )-PRMC 3)*F) 
GO TO C 1,2, 3, 4) I 
1 = 2 ■
T=XPOCl,N) + B4/2.
C2=XP0C2,N)+C4/2.
I FC I FLAG• N E* DG0T06
B=B1+B4
C= Cl + C4
GOTO 10
B=B1
C=C1 *
TT=P+Bl/2.
CC=Q+Cl/2.
GOTO 5 .
1=3
T=XPOC1, N)+B4/2* 
C2=XP0C2,N>+C4/2.
I FC I FLAG • N E. 1 ) GO TO 7 
B=2.* C B1+ B4) + B 
C=2.*C Cl + C4) + C 
GOTO 11 
B=B+2.*B1 
C= C+ 2. * Cl 
TT=P+El/2. 
CC=Q+Cl/2.
GOTO 5
1 = 4
T=XPOC LN) + B4 
C2=XP0 C 2, N ) + C4 
I FC I FLAG. WE. 1 )G0T08 
B=2.* CB1 + B4)+B 
C=2.*CCl+C4)+C 
GOTO 12 
B=B+B1*2.
C=C+C1*2.
TT=P+B1 
CC=Q+ Cl 
GOTO 5
I FC I FLAG. WE. DG0T09 
B= CBl + B4+B>/6.
C=C Cl + C4+C)/6.
GOTO 13
E=CB+Bl)/6.
C=CC+Cl)/6.
RETURN
END
SUBROUTINE PI CTL ( RPC, HI C, ISP, IM, T, RINTEG, I A)
P+I CONTROL SUBROUTINE
RPC IS REAL PROPORTIONAL CONSTANT
RIC IS REAL INTEGRAL CONSTANT
ISP IS INTEGER SET POINT
IM IS INTEGER -MEASUREMENT
T IS REAL TIME INTERVAL
RINTEG IS REAL INTEGRAL STORE
IA IS INTEGER OUTPUT TO DAC ^
E=ISP-IM
RINTEG = RINTEG+E*T*RIC 
IF (RINTEG. GT. 2047. ) RINTEG=2047.
IF. (RINTEG.LT.-2047. ) RINTEG = -2047.
E=RPC* E+RINTEG+ • 5 '
IF (E.GT.2047.) E=2047.
IF (E.LT.-2047. )'. E=-2047.
I A=I NTC E)
RETURN
END
CO 
o
MATRIX-. INVERSION BY PIVOTAL CONDENSATION. 
BEGIN BY SETTING UP UN-IT MATRIX 
DET=1•
DO 216 JR=LN
6 IPVOTC JR)=0
DO 241 IR=1,N •
T=0 •
DO 220 J R= 1,N
I F( I PVOTC JR) - 1)217* 220* 217
7 DO 219 K=1*N
I F C IPVOTCX) -1) 218* 219* 239
18 IFCABSC T)-ABSC RC JR*K)))242* 219* 219
2 IROV=JR
ICOL=K 
T=RCJR*i<)
9 CONTINUE
0 CONTINUE
IPVOTCI COL) = 1PVOTCI COL)+1
IF<I ROW-1 COL)221, 223, 221
1 DET=-DET
DO 222 LL= 1 * N 
T= RCI ROW*LL)
RCIROW*LL)= RC ICOL^ LL)
2 RC1 COLjLL) = T .
3 I NDEX C I R* 1 ) = I ROW
INDEXC IR* 2) = I COL
PI VOTC IR) = RC I COL* I COL)
• DET=DET*PI VOTC I R)
RCICOL*I COL) = 1•
DO 28 4 LL=1*N 
4 RC I COL* LL) =RC I COL* LL) /PI VOTC IR)
DO 241 KL-1 * M 
I FCKL-I COL) 245* 241 * 245 
5 T=RCKL*I COL)
F.CXL* I COL) = 0•
DO 240 LL=1* N
0 RCKL*LL)=RCXL*LL)-RCICOL*LL)*T
1 CONTINUE .
DO 238 IR=1*N 
LL=N+1-IR
IFCINDEXCLL* 1 )-INDEXCLL* 2) )227*238* 227 
7 JR0VJ = I NDEX C LL* 1)
JCOL= INDEXCLL* 2)
DO 237 K=1*N 
T=RCX*JROU)
RCK*JROV)=RCX*JCOL)
RC K* J COL ) = T 
CONTINUE 
CONTINUE 
CONTINUE 
RETURN
SUBROUTINE FIL ECNAME, I RL, NR) 
DIMENSION NAM EC 3) > IN (2)
EQUIVALENCE C R j  IN)
URI TEC Qj 10)
0 FORMATCX* * WHICH FILE ?*) \
READC 6, 20) R 
NAMEC1)=INC1)
NAMEC 2) = INC 2)
NAMEC 3) = 0 
0 FORMATCA4)
URI TEC8^ 15)
5 FORMATCX, ' RECORD LE\JGTH CI2)?»)
READC 6, 2 5) IBL 
5 FORMATCI 2)
URI TEC 8, 20)
0 FORMATCX,‘NUMBER OF RECORDS C l 5) ? ')
READC 6, 35) NR.
5 FORMATC I 5)
RETURN 
EM D
BLOCK DATA
COMMON /A/PRM, EST, XT, XH, XP, XPO 
DIMENSION PRMC 4), ESTC 11)
DATA PRM/220., 17.7003368, . 16 59999 6, 5645. 17681/
DATA EST/293.92, .06167, 2*3. 34E-6, 1 .82E-4, 293., 293. 13, 2*295., 2932
END
SUBROUTINE COMPUTES THE DIRECT OR-INVERSE DISCRETE 
FOURIER TRANSFORM BY THE FFT METHOD.
INPUTS ARE: N = LENGTH OF INPUT/OUTPUT ARRAY.
H = COMPLEX ARRAY HOLDING
SEQUENCE TO BE TRANSFORMED.
DIR = -1.0 FOR DIRECT TRANSFORM 
1.0 FOR INVERSE.
OUTPUT IS IN ARRAY H AND REPLACES INPUT.
DIMENSION MC20)
COMPLEX H C M ) , UK, A, B 
VA=DIR*6. 28 318 53070/FLOAT(N)
LOG= 1 
K=N 
K=K/2 
MC LOG)=K
IF CK. EQ.1) GOTO 2 . *
LOG=LOG+1 
GOTO 1 
■ K=0 
DO 5 L =1,LOG •
NB=2**(L- 1 )
LB=N/NB
LBH=LB/2
K=0
DO 5 I B= 1, NB 
V=VA*FLOATCK)
UK = CMPLX ( CO S ( V) , SI N( V) )
I S=LE*<IB-1)
DO 3 1 = 1,LBH 
J=IS+I 
JH=J+LEH 
A=H(J)
E=H(JH)*UK
H(JH)=A-E ‘
HCJ)=A+B 
DO 4 1 = 2,LOG 
IF CK.LT.M(I)) GOTO 5 
K=K-M<I)
K=K+MCI)
K=0
DO 8 J = 1, N 
IF (K.LT. J) GOTO 6 
A=H(J)
H( j)=H(K+1)
HCK+1)=A
DO 7 1 = 1,LOG
IF ■<K.LT.MCI)) GOTO 8
K=K-M(I)
K=K+MCI) *
IF < DlR.LT.0.0) RETURN 
A= CMPLX((1.0/FLOAT(M)),0•0)'
DO 9 I = 1, N 
HCI)=H(I)*A 
RETURN
END (
SUBROUTINE GAINPHCN,H,GAIN,PHAS) ‘
SUBROUTINE COMPUTES THE GAIN AND PHASE 
CHARACTERISTICS
INPUTS ARE: N = NUMBER OF POINTS ON •
FREQUENCY RESPONSE.
H = COMPLEX ARRAY HOLDING VALUES 
OF FREQUENCY RESPONSE 
FUNCTION.
OUTPUTS ARE: GAIN = ARRAY CONTAINING GAIN IN DB.
PHAS = ARRAY CONTAINING PHASE IN 
DEGREES.
COMPLEX HCN)
DIMENSION GAINCN) , PHAS(N)
C=180. 0/3. 1 41 592654 
DO 1 I = 1, N 
X= CABSCHCI))
IF (X.LT. 1.0E-6) GOTO 2 
GAINCI>=20.0*ALOG10(X)
PHASCI) = C*ATAN2(AIMAG(H(I) ) , REAL(H(I)))
1 CONTINUE 
RETURN
2 GAINCI>=-120.0 
PHASCI>=0.0 
GOTO 1
END
.TITLE ADCO •
PROGRAM TO SAMPLE FROM ADC.
COMPATIBLE WITH FORTRAN.
INTERRUPT STRUCTURED.
CALL ADCO ( SC; NO C; DA)
SC = START CHANNEL 
NOC = NUMEER OF CHANNELS 
/DA = DATA BUFFER 
AFTER COMPLETION SC IS SET TO -1 
THIS SHOULD EE TESTED BEFORE PROCESSING DATA.
.GLOBL ADCO '
CO: MOV #AD. INT, 300 ; SET VECTORS
MOV #240,302 
R 5= % 5
TST CR5>+ ,• SKIP BRANCH (FORTRAN)
MOV (R5), SCI ,* STORE ADDRESS OF START CHANNEL
MOV @ ( R5) + , AD.OUT ; MOVE OUT START CHANNEL
MOV @ (E5) + , CNT ,* INITIALISE CHANNEL COUNT
MOV (R5) + , ADDR ,* STORE ADDRESS OF DATA BUFFER
BIC #200, AD. CSR ,* CLR AMD ENABLE INTERRUPT 
BIS #100,AD.CSR
RTS R5 
.OUT=167772 
.CSR=167770
• IN=167774 - ^
. INT: MOV. AD. IN, ©ADDR ,* STORE DATA
BIC #100, AD. CSR ; DISABLE INTERRUPT
ADD #2,ADDR ; UPDATE POINTER
DEC CNT ,* COUNT
BEQ RET
MOV #20000, AD.OUT ,* CONVERT NEXT CHANNEL
BIS #100,AD.CSR ; REENABLE INTERRUPT
RTI
T: MOV #-1, ©SCI ; SET FLAG
RTI
1: .WORD 0
T: .WORD 0
DR: .WORD 0
• END
PROGRAM TO DRIVE DACS.
CALLING SEQUENCES-
CALL DACOC SC, NOC, BUFF)
SC = START CHANNEL
NOC = NUMEER OF CHANNELS FOR SERVICING.
BUFF = DATA BUFFER
R0= %0 
R1 = % 1 
R2= Z2 
R3=%3 
R5=%5 
SP=%6
.GLOEL DACO 
CO: MOV R3, -( SP) ; SAVE REGI STERS
MOV R2,-<SP)
MOV R1,-(SP)
MOV R0,-(SP) ^
TST ( R5) + ; SKIP BRANCH
MOV @CR5) + ,R0 ; START CHANNEL
MOV @ C R5) + , R2 ; NUMBER OF CHANNELS
MOV <R5) + ,R3 ; BUFFER POINTER
SWAB R0 ; SET UP FUNCTION AND CHANNELS
ASL R0 . ; IN R0
ASL R0
BIS #140000,R0
: MOV ( R 3 ) , R 1 MOVE OUT DATA (TUO VORDS)
BIC #171777, R1 
SUAB R 1 
ASR R1 
ASR R1
BIS #120000,R1 ‘ ‘
MOV Rl, DA. OUT 
•OUT=167772 ;
MOV (R3)+,Rl 
BIC #1 76000, Rl
BIS R0,R1 ,* FUNCTION AND CHANNEL.
MOV Rl, DA. OUT
DEC R2 ,* LAST CHANNEL?
BEQ FIN 
ADD #2000,R0 
BR LP
IN: • MOV CSP) + ,R0 J RESTORE REGISTERS
MOV (SP) + ,Rl 
MOV (SP)+,R2 
MOV (SP)+,R3
RTS R5 
• END
APPENDIX H
RESULTS OF SIMULATION STUDIES 
USING THE IDENTIFICATION PROGRAMS
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APPENDIX I
RESULTS OF SIMULATION TESTS ON 
OPTIMAL CONTROLLER
Time ' ■ . 
Minutes
Temperature
°C
Concentration
Kgmol/m^xlO^
0 20 60
0.5 33.1 63.6
1.0 42.2 62.9
1.5 46.3 60.5
2.0 47.0 60.0
2.5 47.0 60.0
3.0 47.0 60.0
3.5 47.0 60.0
4.0 47.0 60.0
4.5 47.0 60.0
5.0 47.0 60.0
5.5 47.0 60.0
6.0 47.0 60.0
6.5 47.0 60.0
7.0 47.0 60.0
7.5 47.0 60.0
8.0 47.0 60.0
8.5 47.0 60.0
9.0 47.0 60.0
9.5 47.0 60.0
10.0 47.0 60.0
Table II (corresponding to Figure 20a of Chapter IV)
/'
Time
Minutes
Temperature
°C
Concentration
Ksmol/m^xlO**
0 47.0 60.0
0.5 20.2 62.6
1.0 40.5 52.8
1.5 28.3 60.8
2.0 25.9 58.1
2.5 23.8 58.9
3.0 22.2 59.9
3.5 21.2 61.3
4.0 20.4 62.8
4.5 20.1 64.2
5.0 20.1 65.2
5.5 20.1 66.0
6.0 20.1 66.6
6.5 20.1 67.0
7.0 20.1 67.3
7.5 20.1 67.5
8.0 20.1 67.6
8.5 20.1 67.7
9.0 20.1 67.8
9.5 20.1 67.8
10.0 20.1 67.8
T a b l e  12 (corresponding to Figure 20b of Chapter IV)
Time
Minutes
Temperature
°C
Concentration
Kgmol/m^xlO^
0 20.0 60.0
0.5 33.1 68.6
1.0 40.6 76.1
1.5 43.8 75.4
2.0 45.4 71.5
2.5 46.3 68.7
3.0 46.7 67.2
3.5 46.9 66.3
4.0 47.0 65.8
4.5 47.1’ 65.6
5.0 47.1 65.5
5.5 47.2 65.4
6.0 47.2 65.4
6.5 47.2 65.3
7.0 47.2 65.3
7.5 47.2 65.3
8.0 47.2 65.3
8.5 47.2 65.3
9.0 47.2 65.3
9.5 47.2 65.3
10.0 47.2 65.3
Table 13 (corresponding to Figure 20c of Chapter IV)
APPENDIX J
REAL IDENTIFICATION RESULTS
Results from program SAMPLE
These results consist of real 
operating data which are tabulated at 
30 second intervals. The data was 
obtained by using feedback control on 
all the input streams, which is' equiv­
alent to open loop or feedforward 
reactor control.
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(ii) Results from the identification program
The data tabulated in the first part 
of this Appendix was processed by the 
identification programs, the listings of 
which are given in Appendices E and G.
The results are given overleaf.
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APPENDIX K
RESULTS OF OPTIMAL CONTROL TESTS 
ON REAL CSTR
Table KO
Table/figure 
numbers Details of Experiment
Kl/23a
K2/23b
K3/24a-
K4/24b
K5/24C
K6/24d
K7/24 e
Comparison between optimal controller 
and analog c o n t r o l l e r  ____
Optimal control at steady state 
Analog control at steady state
Response of optimal controller to 
step changes in desired value
Step change of -301 in temperature 
and +251 in concentration
Step change of -20!.in temperature 
and +20! in concentration
Response of optimal controller to 
step changes in desired value to 
unattainable states
Step change of +100! in temperature 
and +60! in concentration
Step changes of -70! in temperature 
and -60! in concentration
Response of optimal controller to 
load changes occurring in inlet rea­
ctant feed temperature
Feed heaters on
Time
minutes
Temperature
°C
Concentration 
Kgmol/m^ x 10^
0 24.99 24.04
0.5 25.03 24.18
1.0 24.99 24.14
1.5 25.12 24.28
2.0 24.99 24.18
2.5 25.21 24.22
3.0 24.99 24.27
3.5 25.25 24.36
4.0 24.99 24.37
4.5 25.30 24.40
5.0 24.99 24.37
5.5 25.34 24.44
6.0 24.95 24.47
6.5 25.39 24.44
7.0 24.95 24.62
7.5 25.43 24.63
8.0 24.95 24.56
8.5 25.43 24.67
9.0 24.99 24.76 -  *
9.5 25.52 24.67
10.0 24.99 24.66
Table K 1 (corresponding to figure 23a )
Time
minutes
Temperature
°C
Concentration 
Kgmol/m^ x 10**
0 24.99 18.55
0.5 23.48 19.32
1.0 23.79 20.00
1.5 26.40 20.15 '
2.0 28.95 19.68 .
2.5 29.92 18.96
3.0 27.72 18.83
3.5 25.78 19.21
4.0 24.10 19.74
4.5 22.77 20.71
5.0 22.06 21.47
5.5 24.68 21.74
6.0 27.42 21.42
6.5 29.83 20.42
7.0 30.49 19.42
7.5 28.16 19.28
8.0 26.14 19.63
8.5 24.46
20.21
9.0 23.04 21.16 •
21.93 22.449.5
23.57 23.3910.0
Table K 2 (corresponding to figure 23b )
Time
minutes
Temperature
°C
Concentration 
Kgmol/m3 x 103
0 25.78 21.19
0.5 26.27 20.92
1.0 24.90 22.17
1.5 23.35 23.72
2,0 22.15 25.42
2.5 21.17 26.67
3.0 20.33 27.31
3.5 19.70 26.96
4.0 19.12 26.75
4.5 18.67 26.71
5.0 18.32 26.66
5.5 17.96 26.70
6.0 17.73 26.89
6.5 17.51 26.89
7.0 17.33 27.06
7.5 17.15 26.94
8.0 17.06 27.05
8.5 16.93 27.13
9.0 16.84 27.22
9.5 16.75 27.14
10.0 16.70 27.26
Table K 3 (correspo nding to figure 24a )
Time
minutes
Temperature
°C
Concentration 
Kgmol/m^ x 10^
0 31.01 17.65
0.5 30.49 17.54
1.0 28.51 19.74
1.5 27.24 21.00
2.0 26.01 21.63
2.5 26.09 21.94
3.0 25.74 22.11
3.5 25.78 22.25
4.0 25.61 22.50
4.5 25.52 22.26
5.0 25.52 22.49
5.5 25.39 22.39
6.0 25.48 22.47
6.5 25.21 22.33
7.0 25.48 22.49
7.5 25.08 22.35
8.0 25.52 22.50
8.5 24.95 22.40
9.0 25.52 22.37
9.5 24.90 22.36
10.0 25.61 22.42
Table K4 (corresponding to figure 24b)
Time
minutes
Temperature
°C
Concentration 
Kgmol/m^ x 10^
0 25.56 24.45
0.5 25.17 24.88
1.0 24.99 25.17
1.5 24.95 25.13
2.0 26.36 25.86
2.5 27.42 '26.20
3.0 28.34 26.29
3.5 28.95 26.34
4.0 29.52 26.22
4.5 29.96 26.02
5,0 30.31 25.90
5.5 30.57 25.40
6.0 30.70 25.48
6.5 30.92 25.42
7.0 31.01 25.35
7.5 31.10 25.28
8.0 31.23 25.17
8.5 31.27 25.15
9.0 31.36 25.17
9.5 31.32 25.21
10.0 31.36 25.11
Table K5 (corresponding to figure 24c )
Time
minutes
Temperature
°C
Concentration 
Kgmol/m^ x 10^
0 31.40 25.24
0.5 31.36 23.74
1.0 31.40 22.54
1.5 30.09 21.91
2.0 27.77 21.71
2.5 25.83 21.82
3.0 24.19 22.09
3.5 22.86 22.49
4.0 21.75 22.90
4.5 20.86 23.25
5.0 20.10 23.63
5.5 19.52 24.05
6.0 . 18.99 24.51
6.5 18.54 24.86
7.0 18.18 25.35
7.5 17.87 25.62
8.0 17.64 25.89
8.5 17.11 26.13
9.0 16.97 26.49
10.0 16.88 26.61
T a b l e  K6 (corresponding to figure 24d)
Time
minutes
Temperature
°C
Concentration 
Kgmol/m^ x 10^
0 25.70 25.27
0.5 24.86 25.19
1.0 25.70 25.36
1.5 24.72 25.32
2.0 25.70 25.38
2.5 24.81 25.15
3.0 26.18 24.75
3.5 25.61 24.39
4.0 25.70 24.32
4.5 26.75 24.51
5.0 28.16 24.59
5.5 27.55 24.64
6.0 27.68 24.92
6.5 27.06 25.15
7.0 26.27 24.92
7.5 25.56 25.15
8.0 25.03 25.11
8.5 24.72 25.11
9.0 25.00 25.26
9.5 25.12 25.57
10.0 25.03 25.40
Table K7 (corresponding to figure 24e)‘
