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Abstract
The behaviour of plumes associated with explosive volcanic eruptions is
complex and dependent on eruptive source parameters (e.g. exit velocity, gas
fraction, temperature and grain–size distribution). It is also well known that
the atmospheric environment interacts with volcanic plumes produced by ex-
plosive eruptions in a number of ways. The wind field can bend the plume
but also affect atmospheric air entrainment into the column, enhancing its
buoyancy and in some cases, preventing column collapse. In recent years, sev-
eral numerical simulation tools and observational systems have investigated
the action of eruption parameters and wind field on volcanic column height
and column trajectory, revealing an important influence of these variables on
plume behavior. In this study, we assess these dependencies using the integral
model PLUME-MoM, whereby the continuous polydispersity of pyroclastic
particles is described using a quadrature-based moment method, an innova-
tive approach in volcanology well-suited for the description of the multiphase
nature of magmatic mixtures. Application of formalized uncertainty quan-
tification and sensitivity analysis techniques enables statistical exploration
of the model, providing information on the extent to which uncertainty in
the input or model parameters propagates to model output uncertainty. In
particular, in the framework of the IAVCEI Commission on tephra hazard
modeling inter-comparison study, PLUME-MoM is used to investigate the
parameters exerting a major control on plume height, applying it to a weak
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plume scenario based on 26 January 2011 Shinmoe-dake eruptive conditions
and a strong plume scenario based on the climatic phase of the 15 June 1991
Pinatubo eruption.
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1. Introduction1
A key role of column models is to define appropriate input parameters2
for ash dispersal models, for example mass flow rate, particle grain size and3
height of dispersion. Consequently such models are critical for hazard and4
risk analysis for explosive eruptions, and particularly the injection of volcanic5
gas and ash into the atmosphere (e.g. Barsotti et al., 2010; Durant et al., 2010;6
Wilson et al., 2014). The behaviour of plumes associated with explosive7
volcanic eruptions is complex (Sparks et al., 1997), and is dependent on both8
source flow conditions (e.g. exit velocity and temperature) and environmental9
characteristics (e.g. wind, atmospheric temperature, density and pressure10
profiles). Currently, it is impossible for a numerical model to capture all of11
the intricacies of these dependencies and therefore numerical models paint a12
simplified picture of the processes. As a consequence, proper understanding13
of model limitations associated with these simplifications is required for useful14
model application and interpretation of results.15
All numerical models require the identification of an appropriate range of16
input parameters. While some plume model input parameters (e.g. vent ra-17
dius) may be inferred from direct observation of an event, or from knowledge18
of previous events, other inputs are less tangible, for example those associ-19
ated with entrainment (Kaminski et al., 2005). In addition, all inputs are20
associated with a degree of uncertainty, and the extent to which this uncer-21
tainty propagates to model output uncertainty depends on the interaction of22
variables within the model.23
Application of formalized uncertainty quantification and sensitivity anal-24
ysis techniques (Iman and Helton, 1988; Saltelli et al., 2010) enables statisti-25
cal exploration of the model, providing information on the relation between26
model input and output, and reduction of model uncertainty, by identifying27
those inputs that result in significant variation in model output and therefore28
may require targeted research.29
2
Here, we demonstrate the application of uncertainty quantification and30
sensitivity analysis using the integral volcanic plume model PLUME-MoM31
(de’ Michieli Vitturi et al., 2015). The model is an extension of the Eu-32
lerian steady-state volcanic plume model presented in Barsotti et al. (2008)33
(derived from Bursik (2001)), where the method of moments is adopted to de-34
scribe the polydispersity associated with the multi-phase nature of volcanic35
plumes. In particular, in the framework of the IAVCEI inter-compariosn36
study (Costa et al., this issue), the model is used to investigate the parame-37
ters exerting a major control on plume height (Mastin et al., 2009; Degruyter38
and Bonadonna, 2012), by applying it to a weak plume scenario (based on39
26 January 2011 Shinmoe-dake eruptive conditions) and a strong plume sce-40
nario (based on the climatic phase of the 15 June 1991 Pinatubo eruption;41
Fig. 1).42
In addition, the results allow us to numerically investigate the relation43
between eruptive mass flux and plume height. Typically this relation is44
characterised by a power law, with plume height increasing with the fourth45
root of the eruption rate (Settle, 1978; Sparks et al., 1997; Mastin et al.,46
2009). However, compilation of observed and estimated plume heights and47
eruption rate data by Mastin et al. (2009) highlight considerable variability48
in these observations. Studies by Degruyter and Bonadonna (2012, 2013) and49
Woodhouse et al. (2013) showed that part of this variability can be attributed50
to the effect of wind, entrainment coefficients, source temperature, specific51
heat and buoyancy frequency on the eruptive column, hypotheses that are52
further developed herein.53
2. Methods54
2.1. Plume Model55
The integral plume model PLUME-MoM (de’ Michieli Vitturi et al., 2015)56
is used here to describe the rise in the atmosphere of a mixture of gas and57
particles during an explosive eruption. The model is based on an extension58
of the simple plume model of Morton et al. (1956) to the volcanic context,59
accounting for the effect of atmospheric wind which results in the bend-60
ing of the plume trajectory and an increase in the entrainment of ambient61
air (Hewett et al., 1971; Bursik, 2001; Barsotti et al., 2008). The model62
solves equations for the conservation of mass, momentum, energy and two63
additional equations for heat capacity and mixture gas constant, assuming64
thermal equilibrium between solid and gaseous phases. The model accounts65
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for particle fallout and for this reason the grain-size distribution changes66
continuously during plume rise. Effects of aggregation (Folch et al., 2015),67
re-entrainment of particles after release (Bursik, 2001; Folch et al., 2015),68
or effects of humidity in the atmosphere (Degruyter and Bonadonna, 2012;69
Devenish , 2013; Folch et al., 2015; Mastin, 2014; Woodhouse et al., 2013)70
are not considered.71
In order to properly track the evolution of the particle size distribution,72
PLUME-MoM adopts the method of moments (Marchisio and Fox, 2013).73
This technique is based on a population balance equation describing the par-74
ticle size distribution in terms of a density function as, for example, the75
number of particles per unit volume, or the mass fraction of particles, as76
a function of particle diameter. Some integral quantities of interest (i.e.77
the moments) can be defined from the density function and their transport78
equations are derived from the population balance equation. The particular79
definition of the moments enables a direct physical interpretation; in partic-80
ular, it is possible to define the mean and standard deviation of the particle81
size distribution in terms of the first three moments. Thus, solving for the82
first three transport equations of the moments, we are able to track changes83
in the parameters most commonly used to characterize particle distribution.84
For a detailed description and derivation of the equations solved by the85
model the reader can refer to de’ Michieli Vitturi et al. (2015), while a brief86
overview is provided in the Appendix.87
2.2. Uncertainty Quantification and Sensitivity analysis88
Numerical modeling of volcanic columns is commonly used to determine89
inputs for ash dispersal models. It is therefore critical to systematically90
assess uncertainty associated with the model and its sensitivity to the input91
parameters. Although uncertainty quantification and sensitivity analysis are92
becoming more common practices in volcanology, there is still significant93
confusion and interchange of the two terms. For this reason, we report here94
the two definitions used in this work:95
• Uncertainty quantification (UQ) is the forward propagation of uncer-96
tainty to predict the overall uncertainty in model outputs;97
• Sensitivity analysis (SA) is the study of how the uncertainty in model98
output can be apportioned to different sources of uncertainty in model99
inputs.100
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This subtle difference is depicted in Fig. 2, representing the results of101
multiple model runs in terms of a probability distribution of the output val-102
ues (UQ) and the relative weight of the input parameters in determining the103
variability of the model output (SA). From the diagram, it is clear that the104
relative weights obtained with the sensitivity analysis alone do not provide105
any information on output values or on the amount of variability in the out-106
put, and thus ideally uncertainty and sensitivity analysis should be conducted107
concurrently. A partial reason for the confusion between the two analysis is108
due to the fact that the techniques adopted to perform UQ and SA are the109
same in most cases. In volcanology, for example, a Monte Carlo approach110
with multiple simulations with random sampling of the input variables is111
frequently used to perform both uncertainty quantification and sensitivity112
analysis (e.g. Scollo et al., 2008). These methods rely on repeated random113
sampling of input parameters to obtain numerical results, and to describe114
through statistical analysis of the results model uncertainty and sensitivity115
of the output (Fig. 2).116
Here we conduct both uncertainty quantification and sensitivity analysis117
using the PLUME-MoM model. The sources of uncertainty considered in118
this work are those prescribed for some common inputs and parameters of119
volcanic column integral models in the framework of the inter-comparison120
study, presented in Costa et al. (this issue). In particular, among the different121
sources of epistemic uncertainty (Rougier et al., 2013; Woodhouse et al.,122
2015), structural (or model–related) uncertainty, related to the inability of123
the model to describe accurately all the physical processes occurring within124
the plume, and thus accounting for limitations that cannot be eliminated by125
calibrating the parameters, is not considered here. An example of structural126
uncertainty in our integral plume model is neglection of the thermodynamic127
effects of phase changes of water in the plume.128
In this work, the input variables are independent of each other and the129
Latin hypercube sampling method has been adopted to sample the parame-130
ter space (Iman et al., 1980). The range of each uncertain variable is divided131
into Ns segments of equal probability, where Ns is the number of samples re-132
quested (i.e. the number of simulations to perform); for each of the uncertain133
variables, a sample is selected randomly from each of these equal probability134
partitions (with only one sample in each partition; inset Fig. 2). These Ns135
values for each of the individual parameters are then combined in a shuﬄing136
operation to create a set of Ns parameter vectors with a specified correlation137
structure. In this way, we do not vary a single input parameter at a time138
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but in each couple of simulations taken from the Ns samples, all of the input139
parameters have different values. In comparison to Monte Carlo sampling,140
Latin hypercube sampling has the advantage that every row and column in141
the resulting sample set has exactly one sample, and thus a smaller number142
of samples is required to cover the entire parameter space.143
For some of the tests presented here, Latin hypercube sampling has been144
combined with a global sensitivity analysis, allowing the response of the145
model to input parameters to be investigated statistically, and enabling key146
dependencies of the model to be identified. Here, the open source DAKOTA147
toolkit was applied (Adams et al., 2011), using a variance based method.148
Variance-based decomposition is a global sensitivity method that summarizes149
how the variability in model output can be apportioned to the variability in150
individual input variables (Saltelli et al., 2010; Scollo et al., 2008). This sen-151
sitivity analysis uses two primary measures, the main effect sensitivity index152
Si and the total effect index Ti, also called the Sobol indices. The main effect153
sensitivity index corresponds to the fraction of the variability in the output,154
Y , that can be ascribed to input xi alone by comparing the variance of the155
conditional expectation V arxi [E(Y |xi)] against the total variance V ar(Y ),156
enabling identification of the input variables with first order effect on model157
output. The total effects index corresponds to the fraction of the uncertainty158
in the output, Y , that can be attributed to input xi and its interactions with159
other variables. In both cases, a larger index implies a greater reliance of the160
output on the input parameter.These indices are calculated by:161
Si =
V arxi [(Y |xi)]
V ar(Y )
(1)
and162
Ti =
E(V ar(Y |x−i))
V ar(Y )
(2)
where Y = f(x) and x−i = (x1, . . . , xi−1, xi+1, . . . , xm). In comparison, model163
output uncertainty is simply presented as a distribution of model results for164
the given input parameters (Fig. 2).165
3. Results166
3.1. Reference cases167
In the first instance, we present the results obtained for four reference168
cases, as defined by the IAVCEI plume models inter-comparison study (Costa169
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et al., this issue): weak plume with no wind, weak plume into wind, strong170
plume with no wind and strong plume into wind (input parameters provided171
in Table 1). We observe that this definition is different from that generally172
adopted, where a weak plume is a bent-over plume where upward velocity173
is generally lower than horizontal wind velocity, but have retained the ter-174
minology for consistency with that adopted for the inter-comparison study.175
The weak plume scenario with wind is based on the eruptive and atmospheric176
conditions of the 26 January 2011 Shinmoe-dake eruption (Hashimoto et al.,177
2012; Suzuki and Koyaguchi, 2013; Kozono et al., 2013). In the first stage of178
the eruption, three volcanic plumes formed and were strongly affected and179
bent by a westerly wind. Weather radar echo recorded plume heights of 6.5 to180
8.5 km above sea level (Shimbori and Fukui, 2012). The atmospheric condi-181
tions used for the weak plume cases are taken from the Japan Meteorological182
Agency’s Non-Hydrostatic Model (Hashimoto et al., 2012) for Shinmoe-dake183
volcano at 00 JST, 27 January 2011 (for more details on the atmospheric184
conditions and plots of the wind profiles the reader can refer to Fig. 1 in185
Costa et al. (this issue)).186
The strong plume scenario with wind is based on the climactic phase187
of the Pinatubo eruption, Philippines, on 15 June 1991 (Holasek et al.,188
1996; Costa et al., 2013). Geostationary Meteorological Satellite (GMS) and189
NOAA polar-orbiting Advanced Very High Resolution Radiometer (AVHRR)190
satellite images of the eruption plumes showed maximum eruption column191
altitudes of up to 40 km asl. The atmospheric profiles for the strong plume192
cases were obtained from the European Centre for Medium-Range Weather193
Forecast (ECMWF) for Pinatubo volcano at 13:40 PLT of 15 June 1991.194
These data only cover the lower 37.5 km and for simulations exceeding this195
height the atmospheric conditions have been extrapolated with constant val-196
ues. At heights greater than this, we assume that the atmospheric conditions197
remain constant, and do not vary with height. It is also worth noting that198
wind conditions for the Shinmoe-dake and the Pinatubo eruptions are very199
different (see Fig. 1 in Costa et al. (this issue)), with a maximum wind in-200
tensity of about 80 m/s at 10 km asl for the weak scenario (average value of201
≈ 40 m/s) and a maximum of about 20 m/s at 15 km for the strong scenario202
(with an average value of ≈ 12 m/s).203
For the analysis presented here, weak and strong cases are defined in204
terms of final plume height (6 and 37 km above the vent in the weak and205
strong plume case, respectively) or mass flux (1.50E+06 and 1.50E+09 kg/s206
in the weak and strong plume case, respectively). For the reference runs,207
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Sim Wind Plume MFR Temp Init Vel H2O
effects Height (m) (kg/s) (K) (m/s) wt%
WP1 N ** 1.50E+06 1273 135 3
WP2 N 6000 ** 1273 135 3
WP3 Y ** 1.50E+06 1273 135 3
WP4 Y 6000 ** 1273 135 3
SP1 N ** 1.50E+09 1053 275 5
SP2 N 37000 ** 1053 275 5
SP3 Y ** 1.50E+09 1053 275 5
SP4 Y 37000 ** 1053 275 5
Table 1: Input parameters used for the four test cases, where WP refers to weak plume
and SP to strong plume. For each reference case either the plume height or mass flow rate
(MFR) was used as the input parameter. The desired mass flow rate was obtained varying
the radius at the base of the plume.
entrainment coefficients of 0.09 and 0.5 are used for radial (α), and wind208
(β) entrainment, respectively. Such values of the entrainment coefficients209
were proven to be reasonably consistent with observations of recent well-210
documented events (Barsotti and Neri, 2008; Spinetti et al., 2013) and with211
values determined from large-eddy numerical simulations (Devenish et al.,212
2010). For the weak plumes the initial particle distribution is the sum of two213
Gaussian distributions (in the φ scale) having modes set at φ = 0 (with ρ =214
2200 kg/m3) and φ = 4 (with ρ = 2700 kg/m3) with a standard deviation of215
σ = 1.6. For the strong plumes a finer grain–size distribution is assumed with216
modes at φ = 1 (with ρ = 2500 kg/m3) and φ = 6 (with ρ = 2700 kg/m3).217
The other parameters, prescribed by the plume model inter-comparison study218
(Costa et al., this issue) and common for all the tests, are reported in Table219
2. It is worth noting that the heat capacity values were kept constant for220
all the analyses presented here and thus sensitivity of model results to these221
parameters is not quantified. Nevertheless, Woodhouse et al. (2015) have222
shown, through an uncertainty analysis of a model of wind-blown volcanic223
plumes considering the effect of heat capacity, that such variability of specific224
heat capacities could be influential on some model results.225
Model solutions for the reference cases are presented in Fig. 3. Cross-226
sectional areas from the weak plume examples (Fig. 3A and 3B) show that at227
the same height, under wind conditions, plume radius (calculated as normal228
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Parameter Value Units
Specific heat of solid pyroclasts 1100 J/(kg K)
Specific heat of volcanic gas (H20) at constant volume 1348 J/(kg K)
Specific heat of air at constant volume 717 J/(kg K)
Specific heat of volcanic gas (H20) at constant pressure 1810 J/(kg K)
Specific heat of air at constant pressure 1000 J/(kg K)
Gas constant of volcanic gas (H20) 462 J/(kg K)
Gas constant of air 287 J/(kg K)
Gravitational acceleration 9.80665 m/s2
Vent elevation 1500 m
Table 2: Common parameters used for the four test cases. The only volcanic gas considered
in the tests is water.
to the plume centerline) is much greater than for no wind conditions, related229
to entrainment due to wind. Comparison of plume velocity with height (Fig.230
3, right panels) shows noticeable differences in plume profiles for each of the231
cases investigated. In all four weak plume simulations, the plume velocity232
decreases with height, while in the strong plume case, there is an initial233
decrease in velocity, leading to a phase of acceleration, due to the large234
entrainment and heating of atmospheric air and the associated increase in235
buoyancy, followed by a further decrease in velocity. Such velocity patterns236
lead to the classification of these plumes as superbuoyant following Bursik237
and Woods (1991).238
In both the weak and strong plume examples, the modelled maximum239
plume height (height at which vertical velocity becomes zero) is greater un-240
der no wind conditions. This is particularly true for the weak plume case,241
where the addition of wind results in a bent over plume (Fig. 3B), reducing242
maximum plume height by a significant amount. While there is a noticeable243
reduction in plume height for the strong plume in wind, the plume retains244
its structure, and is not bent over. Similarly, the neutral buoyancy level245
(NBL, highlighted by the open symbol in the right hand panels of Fig. 3),246
determined as the height at which the density of the plume mixture equals247
that of the ambient, varies remarkably for the weak plume examples, with248
a range of almost 5 km, more than half of the maximum plume height. In249
the strong plume example however, the NBL for the different simulations are250
very similar. It is important to remark that for the analysis presented here251
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both plume height and neutral buoyancy level are determined as those along252
the centerline, and maximum height at the upper plume edge is greater than253
that on the centerline in the presence of wind, as clearly shown in the middle254
panels of Fig. 3.255
The vertical velocity at neutral buoyancy level (NBL) ranges from about256
42 m/s for the weak plume example under no wind conditions where the257
initial mass flow rate (MFR) is specified, to about 12 m/s for the same258
initial mass flow rate with wind. In comparison to the weak plume case, the259
results from the strong plume simulations show that profiles with height are260
similar under both no wind and wind conditions. The velocity at NBL ranges261
between about 267 m/s for the simulation where the initial mass flow rate262
is specified and under no wind conditions, to about 243 m/s for the same263
initial mass flow rate under wind conditions.264
3.2. MFR vs height265
The relationship between mass eruption rate and plume height has been266
extensively studied in the past, both theoretically and experimentally (Mor-267
ton et al., 1956; Settle, 1978; Sparks et al., 1997; Mastin et al., 2009). Max-268
imum plume height is largely controlled by thermal flux at the vent, the269
stratification and moisture content of the atmosphere, and the volatile con-270
tent of the magmatic mixture. Thermal flux, related to the mass eruption271
rate, is the most important factor and it has been shown that column height272
increases approximately with the fourth root of eruption rate. This power–273
law relationship agrees well with observations of historic eruptions and re-274
sults from integral models for strong plumes, but does not provide accurate275
predictions for weak plumes (Carey and Bursik, 2015).276
Here the relationship between initial mass flow rate and final column277
height was characterized by varying the column height by ±20% with respect278
to the reference value for both the weak and strong plumes, and the mass279
eruption rate, ranging from 1/5 to 5 times the reference values (Fig. 4). For280
the weak plume case with no wind, a change in column height of±20% results281
in a change in the mass eruption rate from about -54% to +130% (-45% to282
+113% with wind). For the strong plume case, results in no wind and wind283
conditions are similar, whereby a change in column height of ±20% results284
in a change in mass eruption rate from -65% to +117% for the simulations285
without wind and from -64% to +119% for the simulations with wind. For286
the weak plume case without wind, increasing the initial eruption rate to 5×287
that of the reference run resulted in an increase in plume height from the288
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reference result of 8.8 to 13.2 km (3.9 to 6.5 km with wind), and decreasing289
the eruption rate by 5× resulted in a plume height of 6.5 km (2.7 km in the290
wind example). Please note that here, in comparison to results presented in291
Fig. 3, height values are calculated above the vent. For the strong plume292
case without wind, increasing the initial eruption rate by 5× resulted in an293
increase in plume height from 38.6 to 48.8 km (34.6 to 48.3 km with wind),294
and decreasing the eruption rate by 5× resulted in a plume height of 27.4295
km (24.4 km in the wind example).296
a˜ (95% c.b.) b (95% c.b.) R2
Weak, no wind 388.3 (322.9-453-6) 0.222 (0.210-0.234) 0.995
Weak, wind 67.04 (48.35-85.73) 0.288 (0.270-0.306) 0.995
Strong, no wind (all) 795.1 (306.8-1283) 0.183 (0.154-0.212) 0.965
Strong, no wind <37.5 km 463.3 (436.2-490.3) 0.209 (0.206-0.212) 0.999
Strong, wind (all) 373.1 (308.4-437.9) 0.214 (0.206-0.222) 0.998
Strong, wind <37.5 km 356.8 (326.6-386.9) 0.216 (0.212-0.220) 0.999
Table 3: Fitting coefficients with 95% confidence bounds for mass flow rate (kg/s) versus
plume height (m) above the vent for the weak and strong plume under the no and strong
wind conditions shown in Fig. 4. The exponent b is the same as in Eq. (3), i.e. it is
independent from the use of mass flow rate versus volumetric flow rate and from the units
of plume height, while the coefficient a˜ is the prefactor of the power law and has different
values according to the variable used for the flow rate and the units chosen for plume
height.
In both cases, an increase in mass flow rate (kg/s) resulted in an increase297
in plume height (meters above the vent) which can be described by a power–298
law (Table 3.2), with an exponent close to that obtained by Mastin et al.299
(2009) whereby a best-fit line was fit to observational data:300
H = aV b = 2.0 · V 0.241 (3)
where V is the volumetric flow rate (m3 DRE per second) obtained from the301
mass flow rate (please note that the use of mass or volumetric flow rate does302
not change the exponent of the power law) and H is plume height above the303
vent expressed in kilometers. It is worth noting that the use of mass flow rate304
instead of volumetric flow rate and meters instead of kilometers for plume305
height does not affect the exponent of the power law, while the prefactor306
coefficient differs by two orders of magnitude.307
11
In the simulations presented in Fig. 4 there is a significant difference308
in results and power–law trends for the no wind and wind examples in the309
weak plume example, where increasing the mass flow rate results in a greater310
increase in plume height under no wind conditions. These differences were not311
accounted for in the original power–law equation (3), as presented in Mastin312
et al. (2009), since the dataset included both eruptions without and with313
wind effects (although the latter are of a limited number). In comparison,314
results from the strong plume example show much smaller differences between315
the no wind and wind case. Again, an increase in mass flow rate results316
in an increase in plume height with similar fitting coefficients between the317
two sets of simulations. In both of the strong wind examples, two power–318
law fits were applied, one to those results with heights within the ascribed319
atmospheric conditions, and one to all of the data including those runs with320
simulated maximum heights greater than those for which atmospheric data321
was provided. While there is little change between the power–law fits for the322
wind case, there is a significant difference between the fits for simulations323
under no wind conditions.324
From Fig. 4 it is possible to quantify the change in the eruption rate325
necessary to keep the same plume height when wind is considered. For the326
weak plume with a height of 4800 m (−20% with respect to the reference327
height) a mass flow rate of Q = 2.9× 106 kg/s is required, with respect to a328
mass flow rate of Q0 = 9.5 × 105 kg/s for the no wind conditions, resulting329
in a relative change ∆Qrel = (Q − Q0)/Q0 ≈ 30. For a weak plume with330
an height of 7200 m (+20% with respect to the reference height) a relative331
change of ∆Qrel ≈ 22 is necessary. These values drastically reduce for the332
strong plume, for which ∆Qrel ≈ 0.7 for values of the plume height in the333
range 29.6-44.4 km (±20% with respect to the reference height). According334
to the equation derived by Degruyter and Bonadonna (2012) and Bonadonna335
et al. (2015), for a fixed plume height h, the change in mass flow rate ∆Q336
(see Fig. 4) required to reach the height when wind is present is given by:337
∆Q
Q0
=
1− Π
Π
(4)
where Q0 is the mass flow rate for the no-wind condition and Π is a dimen-338
sionless number quantifying which of the two fundamental terms controlling339
plume dynamics is dominant (radial expansion vs wind entrainment):340
Π = 6
25/2
z41
N¯h
v¯
(
α
β
)2
. (5)
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In equation (5), z1 is the maximum non-dimensional height of Morton et al.341
(1956) and its value of 2.8 was determined by numerical integration, N¯ is342
the average buoyancy frequency (1/s), v¯ is the average wind velocity (m/s)343
and α and β are the radial and wind entrainment coefficients, respectively.344
Large values of Π imply that the radial entrainment term is more important345
and the plume would mostly develop in a vertical manner with only a small346
effect of the wind on plume rise. If we apply equation (5) to the plume height347
and mass flow rates described above, we obtain values in the same range as348
those illustrated in Fig. 5, with a relative change ∆Qrel ranging from 20 to349
30 times for the weak plume when height is varied from 7200 m to 4800 m,350
and from 0.7 to 1.5 times for the strong plume when height varies from 44.4351
km to 29.6km.352
3.3. Uncertainty Quantification and Sensitivity Analysis353
The simulations presented in the previous section highlight the effect of354
wind on the relation between mass flow rate and plume height. Here we355
present a thorough analysis of the model to investigate model response to a356
number of input parameters. The response of the model to uncertainty in357
entrainment (both radial and wind) coefficients, initial velocity, temperature,358
water fraction and wind intensity are of particular interest. It is important359
to note that some of these parameters directly control the mass flow rate,360
and thus the plume height. For application of uncertainty quantification and361
sensitivity analysis, a range of values was provided for each input, following362
a uniform distribution (i.e. no one value is more likely than another).363
Entrainment of air into the eruption plume plays a major role in con-364
trolling the rise of the eruptive column and in the past several values have365
been proposed for the entrainment coefficients (Costa et al., this issue). In366
the original paper of Morton et al. (1956), for example, a value of 0.093,367
based on best fit, was proposed for radial entrainment while in Suzuki and368
Koyaguchi (2010) a range of 0.05–0.15 was suggested, with values increasing369
with height for well mixed plumes. For wind entrainment coefficient, Suzuki370
and Koyaguchi (2015) obtained values as low as 0.1 from numerical simu-371
lations, Devenish et al. (2010) uses 0.5, while the original paper of Bursik372
(2001) and a number of other works thereafter use a value of 1. Here, as a373
first analysis, the effect of entrainment on modelled results was investigated374
by performing 400 simulations for each of the case examples, varying both375
α (denoting radial entrainment) in the interval [0.05;0.15], and β (describing376
entrainment associated with wind) in the interval [0.1;1.0]. It is important377
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Sim 5%ile 50%ile 95%ile Mean
(m) (m) (m) (m)
Weak plume, wind 3189.7 4049.3 6752.9 4450.7
Weak plume, no wind 7399.1 8478.9 11176.4 8776.4
Strong plume, wind 29015.6 33794.6 41574.4 34359
Strong plume, no wind 31419.6 36788.0 47816.3 38013
Table 4: Uncertainty quantification results presenting percentiles and mean values of the
distributions of plume heights for the reference cases, when α (denoting radial entrainment)
varies in the interval [0.05;0.15], and β (describing entrainment associated with wind) varies
in the interval [0.1;1.0].
to note again that wind conditions for the weak and the strong plume are378
different, with an average wind of about 40 m/s for the weak scenario and379
about 12 m/s for the strong scenario. Varying wind speed directly affects380
the amount of atmospheric air entrainment associated with wind.381
The values of column height versus the two entrainment coefficients are382
plotted in Fig. 5 for the four reference cases with fixed mass flux (1.50E+06383
and 1.50E+09 kg/s in the weak and strong plume case respectively). For the384
weak plume with no wind example (Fig. 5A), the 5th percentile height is 7.4385
km, median is 8.5 km and 95th percentile is 11.1 km, compared to 3.2 km,386
4.0 km and 6.7 km respectively for the weak plume with wind (Fig. 5B). For387
the strong plume with no wind example (Fig. 5C), the 5th percentile height388
is 29 km, median is 33.8 km and 95th percentile is 41.5 km, and 31.4 km,389
36.7 km and 47.8 km respectively for the strong plume with wind (Fig. 5D).390
Additional percentiles and mean heights are reported in Table 3.3.391
The results can be generalised by an increase in entrainment resulting392
in a decrease in maximum plume height. For both the strong and weak393
wind examples under no wind conditions, α controls plume height when no394
other parameters are varied, with higher values relating to lower maximum395
plume heights and height going as the square root of α, according to the396
scaling of Morton et al. (1956). When the effects of entrainment due to397
wind dominate, a square root relationship between plume height and β can398
be expected (Hewett et al., 1971). This is also shown in Fig. 5B for the399
weak plume in wind example, highlighting a distinct correlation between β400
and plume height. In the strong plume under wind conditions, the relation401
between α and β is more complex than in the weak plume case, even for the402
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smaller wind intensity. In this example, the larger the value of β, the smaller403
the effect of changes in α on plume height. This result is also demonstrated404
by analysis of model uncertainty. While distributions for weak plume no405
wind, weak plume in wind, and strong plume no wind simulations are similar,406
described by a maximum at lower plume heights with a tail to greater heights,407
the strong plume in wind results have a noticeably different distribution.408
This is because this is the only example for which both variables (the two409
entrainment coefficients) have a comparable and first-order effect.410
The effect of particle sedimentation on resultant plume height was investi-411
gated by conducting a number of simulations both with and without particle412
loss (Table 4). The results are striking in that sedimentation of particles ap-413
pears to have very little impact on both the maximum height attained (less414
than 0.5% difference), and the grain–size distribution of particles within the415
plume at the maximum height. Changes in the parameters characterizing the416
particle size distribution are larger for the weak plume and for the coarser417
mode, with the greatest change obtained for the weak plume with wind where418
the mean grain size decreases from 0φ at the vent to 0.57φ at the top of the419
plume (corresponding to 1 mm and 0.67 mm respectively). For the strong420
plumes, inclusion of sedimentation results in a change of the grain-size mode421
of the order of 0.1φ for the coarse mode, and 0.01φ for the fine mode be-422
tween the vent and the top of the plume. These results appear consistent423
with those of Woodhouse et al. (2013) and de’ Michieli Vitturi et al. (2015),424
where a limited sensitivity of plume height to the initial grain-size distribu-425
tion is observed. In fact, despite the different patterns in particle loss with426
height obtained when changing initial grain-size distributions, the range of427
variations of the column height is quite small. As shown in de’ Michieli Vit-428
turi et al. (2015), this is due to the large amount of air entrained in the first429
kilometers of the convective thrust region, making the contribution of the430
solid fraction to the overall dynamics of the plume small, when compared to431
that of the gas.432
Finally, for each reference case, we fixed the vent diameter and the re-433
sponse of the model to typical uncertainties on several input parameters434
(defined in the IAVCEI inter-comparison study, see Costa et al. (this issue))435
was explored, varying them simultaneously with Latin hypercube sampling:436
exit velocity (±20%), exit temperatures (±100 ◦C), water fraction (±2 wt%)437
and wind intensity (±20%) with respect to the reference values (Table 1). We438
observe that changes in the first three of these parameters directly affect the439
source mass flow rate and consequently plume height, although to different440
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Simulation Plume Height NBL µ1 σ1 µ2 σ2
(m) (m) (φ) (φ) (φ) (φ)
Weak, no wind PL 8836 6760 0.57 1.62 4.16 1.51
Weak, no wind NPL 8819 6750 0 1.6 4 1.6
Weak, wind PL 3930 3139 0.33 1.61 4.1 1.55
Weak, wind NPL 3917 3130 0 1.6 4 1.6
Strong, no wind PL 38615 24545 1.09 1.59 6.01 1.59
Strong, no wind NPL 38553 24530 1 1.6 6 1.6
Strong, wind PL 34631 22597 1.07 1.59 6.01 1.59
Strong, wind NPL 34613 22592 1 1.6 6 1.6
Table 5: Plume heights, and grainsize distribution parameters of the mixture at the plume
top for simulations with and without sedimentation. The subscripts 1 and 2 refer to the
coarse and fine classes of particles, respectively. NBL stands for neutral buoyancy level.
PL = particle loss, NPL = no particle loss.
degrees. Application of a global sensitivity analysis with 1500 simulations441
enables investigation of model output, in this case maximum plume height,442
in relation to the provided range of input parameters.443
Results are again described by a density distribution of maximum plume444
heights, with a 5th percentile of 7.9 km, median of 8.8 km and 95th of per-445
centile of 10.9 km for the weak plume with no wind, and 3.4 km, 4.0 km and446
5.3 km respectively for the weak plume in wind (see Fig. 6). The results447
for the weak plume, in both the no wind and wind case, show that there is448
a remarkable correlation between initial water fraction, and the final plume449
height, with lower initial water fractions resulting in greater column heights.450
In comparison, there is no distinct correlation between initial temperature451
and wind and plume height, however, initial velocity does have a weak con-452
trol. It is also worth noting that for all weak plume simulations the column453
is fully convective with no indication of column collapse.454
These results may be described in terms of the model sensitivity to a455
particular input. Sensitivity indices for the weak plume simulations (Fig.456
7) support the results in Fig. 6, where it is shown that the initial water457
fraction has the greatest control on the plume height attained. These results458
are reflected in the large main Sobol indices, showing initial water fraction459
has a first order control on plume height. In both the no wind and wind460
simulations, the initial velocity has some control, while when wind is taken461
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Sim 5%ile 50%ile 95%ile Mean
(m) (m) (m) (m)
Weak plume, no wind 7908.8 8835.1 10941.1 9063.1
Weak plume, wind 3386.6 3956.7 5266.1 4098.9
Strong plume, no wind 4755.1 37942.9 43978.2 36362
Strong plume, no wind (buoyant) 35354.8 38288.9 44162.7 38826
Strong plume, wind 31125.4 34438.4 39101.3 34359
Strong plume, wind (buoyant) 31304.5 34476.5 39120.5 34829
Table 6: Uncertainty quantification results showing percentiles and mean values of the
distributions of plume heights for the reference cases, when several input parameters are
varied with respect to the reference values: exit velocity (±20%), exit temperatures (±100
◦C), water fraction (±2 wt%) and wind intensity (±20%). For the strong plumes, in
addition to the values computed from all the simulations, the values obtained excluding
the runs producing collapsing columns are also reported.
into account, variation in wind speed is a key factor. The total sensitivity462
indices also highlight the importance of the initial water fraction, being more463
important in the no wind case.464
Uncertainty results for the strong plume case (Fig. 8) look considerably465
different to those from the weak plume case (Fig. 6). In this case, column466
collapse is predicted for 7.1% of the examples with no wind, and 1.33% of467
the examples with wind. The additional entrainment due to wind enables468
many of the runs that collapse under no wind conditions to entrain enough469
air to become buoyant. The column heights attained for the buoyant (i.e. not470
including collapsed examples) strong plumes are 35.3 km, 38.3 km and 44.2471
km, for the 5th, 50th and 95th percentiles respectively for the strong plume472
with no wind, and 31.3, 34.5 and 39.1 km for the strong plume under wind.473
Again, the results show a strong correlation between initial water content474
and final plume height, and a weaker correlation between final plume height475
and initial velocity and temperature, with no correlation between wind speed476
and final plume height in this case. In the case of the strong plume examples,477
there is also a correlation between the initial temperature and the final plume478
height, a correlation which is not as evident in the weak plume example (Fig.479
6).480
For the strong plume case, the Sobol indices for column height are not481
presented. This is due to the fact that in this case, in contrast to the weak482
plume case, simulation results, as shown in Fig. 8, reflect two different trends483
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(Engwell et al., 2014): changes in column regime (buoyant or collapsing) and484
changes in plume height (mostly for buoyant plumes). This makes it difficult485
to associate Sobol indices with a control over the regime or the height. From486
Fig. 8, for example, it appears that velocity has a first order control on487
column regime, but water fraction has a dominant control on plume height;488
these two correlations cannot be expressed by a single global number such as489
the Sobol index. Again, this result highlights a potential limitation of using490
global sensitivity analysis alone and the utility of a combined UQ and SA491
approach.492
In the previous analysis, vent diameter was fixed allowing the mass flow493
rate to change with the input parameters. When the vent diameter is changed494
in order to keep a constant mass flow rate (1.5E+05 and 1.50E+09 kg/s495
in the weak and strong plume respectively), the uncertainty in modelled496
plume height is drastically reduced. The response of the model to the same497
uncertainties in the input parameters investigated in the previous analysis498
(Fig. 6 and Fig. 8), but keeping the mass flow rate constant, is presented in499
Fig. 9. Again, results are obtained changing all parameters simultaneously500
with Latin hypercube sampling. For the weak plume in no wind (Fig. 9A),501
when the parameters are changed in the investigated intervals and mass flow502
rate is kept constant changing vent diameter, we observe variations in column503
height in the range ±2%. The plots clearly show the dominant control of504
exit temperature on column height, with a minor effect of exit velocity and505
negligible effects of the other parameters. For the weak plume with wind (Fig.506
9B), a larger variation in column height is obtained (±8%), and variation in507
wind speed is a key factor. It is worth noting that, even if the mass flow rate508
is kept constant, for both strong plumes without and with wind (Fig. 9C and509
Fig. 9D respectively), low values of the exit velocity (and to a lesser degree,510
exit temperature and water fraction) promote column collapse. In both cases,511
there is a velocity threshold above which the plume is always buoyant. For512
the strong case without wind (Fig. 9C), considering the buoyant plumes513
only, we observe variations in column height in the range ±9%, while for514
the buoyant strong plumes a smaller range is obtained (±6%) when wind is515
considered (Fig. 9C). In both the cases, temperature has the greatest control516
on the column height attained.517
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4. Discussion and concluding remarks518
The sensitivity results presented here show that, for the considered vent519
diameters and input uncertainty ranges, the dominant eruption source pa-520
rameters controlling the plume height are the same for the weak and strong521
plume case, with both being strongly affected by the initial water fraction,522
while initial velocity and temperature have a lesser effect. As previously523
stated, when vent diameter is held constant, changes in exit velocity, exit524
temperature and water fraction directly affect the source mass flow rate and525
consequently plume height, although to different degrees. As an example, in-526
creasing the temperature of the weak plume reference case by 100 ◦C, while527
keeping the other vent parameters constant (including vent diameter), re-528
sults in a decrease of mass flow rate from 1.50E+06 to 1.39E+06 kg/s (-7.3%),529
while an increase in water fraction from 3 wt% to 5 wt%, results in a decrease530
of mass flow rate from the reference value to 9.01E+05 kg/s (-39.93%). As531
a result of the lower mass flow rate, such an increase in initial water fraction532
only, results in a decrease in the final column height of the weak reference533
case with wind of 11.37%. Note that, when water fraction is increased, less534
entrained air is required for the mixture to reach the same density as the535
ambient and intrude horizontally into the atmosphere at neutral buoyancy.536
When the power law given by Eq. (3) is applied to the weak case without537
wind as shown in Fig. 6A, an increase in the water fraction from 1wt% to538
5wt% gives roughly a factor of 6 decrease in initial density and mass flow rate539
and a decrease in plume height by a factor of 60.241 ≈ 1.54. However, sensitiv-540
ity analysis results show that the same range of variation in plume height is541
attained when uncertainty of the entrainment parameters is considered while542
using the reference eruptive source parameters (see Fig. 5). Increasing α and543
β results in greater amounts of ambient air being entrained at a given height544
which acts to cool the plume leading to an increase in plume density (and545
therefore a decrease in plume buoyancy) and consequently a decrease in max-546
imum plume height. A range of entrainment coefficients have been used in547
the literature when using plume models to reproduce observations, however548
entrainment coefficients, and particularly that associated with wind, are still549
poorly constrained. In the simulations conducted, entrainment is assumed550
to be constant with height, following the studies of Morton et al. (1956) and551
the early volcanic plume works of Sparks (1986) and Woods (1988). More552
recently, however, variable entrainment has been presented whereby the en-553
trainment coefficient is dependent on the Richardson number of the plume554
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(Carazzo et al., 2008), resulting in less entrainment in the gas thrust region555
of the plume where the density of the plume is greater than the ambient, and556
an increase in entrainment as the density of the plume decreases to less than557
that of the ambient. In general, relative to the values of 0.09 and 0.5 used558
in this paper, the use of this variable entrainment assumption results in a559
decrease in modelled plume height (Engwell et al., 2014). It is worth noting560
that, when the vent diameter is changed in order to keep constant mass flow561
rate, the uncertainty in modelled plume height is drastically reduced, and562
exit temperature is the dominant parameter in controlling column height,563
except for the weak plume in wind where the wind intensity has a larger564
control. It is also worth mentioning that the main controls on plume height,565
as found with the sensitivity analysis, do not account for the effect of conduit566
vent geometry (e.g. Koyaguchi et al. (2010)) and for the mutual relationships567
between conduit flow and plume dynamics which introduce further depen-568
dences between the flow variables at the vent (see Colucci et al. (2014) for a569
comprehensive sensitivity analysis of such a coupled system).570
The examples presented in Fig. 3 show that the neutral buoyancy levels571
are strongly correlated with maximum plume height, with a greater difference572
between maximum plume height and neutral buoyancy height as maximum573
plume height increases. Here neutral buoyancy level and maximum plume574
height are defined as the heights at which the plume density equals that of575
the ambient and the vertical velocity decreases to zero, respectively. There-576
fore the plume continues to rise above the neutral buoyancy level due to577
inertia, and continues to entrain ambient air. The result of this additional578
air entrainment is a further reduction in the mixture density, meaning that579
the height at which the plume intrudes laterally may be greater than that of580
the neutral buoyancy level as defined above. However, it is worth mentioning581
that 1D integral models such as PLUME-MoM are not able to describe the582
complex fountaining behaviour of the umbrella cloud, thus providing an over-583
simplification of the dynamics of this region of the plume (see Costa et al.584
(this issue) and Suzuki et al. (this issue) for further details on this aspect).585
The relationship between eruptive mass flux and the maximum plume586
height is controlled by the thermal flux, with theoretical studies showing that587
plume height should increase with the fourth root of eruption rate (Morton588
et al., 1956). The plume height estimates determined here (Table 2) differ589
somewhat from this relation, and are in general lower than that proposed590
by Morton et al. (1956), with the exception of the weak plume in no wind591
example. Theoretically, the exponent of the power–law relationship should592
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increase from 0.25 in the absence of wind to 0.33 for wind dominated plumes593
(Morton et al., 1956; Hewett et al., 1971; Degruyter and Bonadonna, 2012)594
and therefore the observed discrepancy can be explained by other effects595
such as variation of wind speed and temperature with height. Mastin et al.596
(2009) show that while the empirical trends described in the literature (e.g.597
Sparks et al. (1997), chapter 5) approximately hold true for observed erup-598
tions, there is some scatter in the data. This scatter was attributed to error599
in plume height measurements, wind effects, inaccurate volume estimates,600
or as a result of more complex eruption processes, for example partial col-601
lapse of the column and consequent pyroclastic density current formation,602
or water vapour entrainment. The relation between other parameters, for603
example wind and the power–law relation are also poorly defined. The re-604
sults presented here (Table 3) show a relationship between the power–law605
relation and the effect of wind. For the weak plume example particularly,606
the power–law coefficient increases notably when wind is taken into account.607
While this increase is less significant for the strong plume example, results608
indicate a correlation between power–law coefficient, eruptive mass flux and609
wind.610
It is worth noting that in all of the simulations, the atmospheric profile611
defined only the lower 37.5 km of atmosphere. In the cases where the plume612
reached greater altitudes, the atmospheric conditions (pressure, temperature,613
humidity and wind velocity) were assumed to be constant with height. Only614
the strong plume examples attained heights greater than 37.5 km. This615
assumption did not effect the strong plume in wind results, as shown by the616
similar power–law fits in Fig. 5 but resulted in very different trends for the617
simulations with no wind.618
In a number of the strong plume examples within the range of input619
parameters considered here, column collapse occurs and a buoyant plume620
is not produced, producing results with a maximum column height much621
lower than for the simulated plumes that become buoyant. Both sets of sim-622
ulations (strong wind and no wind) are run using the same initial plume623
parameter ranges, however there are a greater number of collapsed plumes624
under no wind conditions. Higher rates of entrainment due to wind enables625
the plume density to reduce enough such that it can become buoyant, re-626
sulting in fewer collapsed examples. Degruyter and Bonadonna (2013, 2012)627
also highlight this relation, and suggest that strong winds during the Ey-628
jafjallajokull 2010 and Ruapehu 1996 eruptions resulted in buoyant plume629
rise where perhaps collapse would have occurred in a still environment. The630
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results presented here indicate smaller values of velocity and water fraction631
favouring collapsing plumes, while temperature and wind change have little632
effect. Comparison of profiles between a collapsed and buoyant example (see633
supplementary material) show significant differences in velocity with height.634
While in both cases, the initial density is greater than that of the ambient,635
in the collapsing examples, the density does not reach that of the ambient636
before the vertical velocity decays to zero. It is important to note that the637
analysis of the strong plume examples highlights a potential limitation of638
using global sensitivity analysis alone (and thus the utility of a combined639
UQ and SA approach), because of the inability of Sobol indices to properly640
describe both changes in column regime and changes in plume height.641
While the results presented here are not directly compared to detailed642
observations of real events, they do provide a number of interesting ques-643
tions which should be considered when using numerical models to reproduce644
observations. Perhaps the most obvious result is the comparison of maxi-645
mum plume height, specifically for bent-over plumes. Typically in numerical646
modelling studies, maximum height is measured along the centerline of the647
plume, as in this study. In comparison, measurements of maximum plume648
height in the field are determined from direct observation, from radar or from649
satellite imagery (Arason et al., 2011), and typically refer to the uppermost650
edge of the plume. The results presented herein show that the difference in651
modelled maximum plume height and the height of the uppermost plume652
edge can be a number of kilometers, a significant difference when considering653
plume heights on the order of 10 km, typical of weak plumes. Such a discrep-654
ancy could result in greatly inaccurate estimations of eruptive parameters,655
specifically mass eruption rate if not taken into account.656
Finally, it is worth mentioning that the results are only applicable for657
dry plumes where the energy causing the explosivity is mainly due to the658
magma volatile content. A specific investigation would be necessary to ad-659
dress phreato-magmatic eruptions where the interaction of magma with dif-660
ferent sources of water (liquid and/or solid) controls explosivity (Koyaguchi661
and Woods, 1996). In such a case the use of a plume model like PLUME-662
MoM would likely overestimate the mass flux necessary to match the observed663
plume height, and a dedicated model taking these additional processes into664
account is required.665
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Appendix A. Model Description677
In this Appendix the equations of the integral model PLUME-MoM are678
briefly presented. For more details the reader is referred to de’ Michieli Vit-679
turi et al. (2015). In contrast with other plume models, where solid particles680
are partitioned in a finite number of classes with different size, PLUME-MoM681
assumes a continuous size distribution function γ(φ), representing the mass682
fraction of particles (mass per unit mass of the gas-particles mixture) with683
diameter between φ and φ + dφ. In this formulation the non-dimensional684
diameter φ is expressed in the Krumbein scale:685
φ = − log2
(
1000D
D0
)
, (A.1)
where D is the diameter expressed in meters and D0 is a reference diameter,686
equal to 1 mm (to make the equation dimensionally consistent).687
When more than one family of particles are present, for example lithics688
and pumices, we use the subscript j to distinguish among them. Conse-689
quently, γj(φ) will be the mass concentration of particles of the j-th family.690
Given a particle size distribution γj(φ), its “shape” can be quantified691
through the moments Π
(i)
j , defined by692
Π
(i)
j =
∫ +∞
−∞
φiγj(φ)dφ. (A.2)
The particular definition of γj(φ) allows a physical interpretation of the693
moments: for example, the moment Π
(0)
j is the mass fraction of the j−th694
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Symbol Definition Units
Cmix Specific heat capacity of the mixture J kg
−1 K−1
Catm Specific heat capacity of air J kg
−1 K−1
Cs,j Specific heat capacity of j-th family particles J kg
−1 K−1
C¯s,j Average specific heat capacity of j-th family particles J kg
−1 K−1
D Plume diameter m
D0 Reference diameter (1E − 3) m
p Probability of particles loss –
r Plume radius m
Rg Specific gas constant of gas in the mixture J kg
−1 K−1
Rair Specific gas constant of ambient air J kg
−1 K−1
Rwv Specific gas constant of water vapour J kg
−1 K−1
s Distance along the plume axis m
T Mixture temperature K
Tatm Ambient air temperature K
u Horizontal component of the plume velocity m s−1
U Air entrainment velocity m s
−1
Uatm Horizontal wind velocity m s
−1
Usc Mixture velocity along the plume axis m s
−1
w Vertical component of the plume velocity m s−1
ws,j Settling velocity of j-th family particles m s
−1
w
(i)
s,j i-th moment of the j-th settling velocity m s
−1
x Horizontal coordinate m
xs Mass fraction of particles kg m
−3
xs,j Mass fraction of the j-th family particles –
y Horizontal coordinate m
z Vertical coordinate m
α Stream-wise (shear) entrainment coefficient –
β Cross-flow air entrainment coefficient –
γj Mass concentration of particles of the j-th family kg m
−3
ω Angle between the axial direction and the horizon radians
φ Diameter in Krumbein scale –
Π
(i)
j i-th moment of the j-th mass concentration kg m
−3
ρatm Ambient air density kg m
−3
ρBatm Bulk density of the entrained ambient air kg m
−3
ρmix Mixture density kg m
−3
ρBwv Bulk density of the water vapour kg m
−3
θ Angle in the horizontal plane between the axial radians
direction and the x-axis
Table A.7: List of symbols used in model equations.
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solid phase with respect to the gas-particles mixture, denoted with xs,j. It695
is possible to define a mean particle size in terms of the moments of the696
mass fraction distribution as Π
(i+1)
j /Π
(i)
j ; this ratio, for i = 0, gives the697
mass averaged diameter, usually denoted with µj. In addition, the standard698
deviation σj can be expressed in the terms of the moments.699
In the plume model, several quantities characteristic of the particles, such700
as settling velocity, density and specific heat capacity, are also defined as701
functions of the particle diameter, and thus we can define their moments in702
the same manner as for the distribution γj(φ). In general, for a quantity ψj703
function of the diameter φ, we define its moments as704
ψ
(i)
j =
1
Π
(i)
j
∫ +∞
−∞
ψj(φ)φ
iγj(φ)dφ. (A.3)
In this case, the moments ψ
(i)
j can be seen as averaged values of the705
variable φ, where the index i identifies the weight used for the average. For706
example, for i = 0, ψ
(i)
j is the mass averaged value.707
The equation set for the plume rise model is solved in a 3-D coordinate708
system (s, ω, θ) by considering the bulk properties of the eruptive mixture709
(Bursik, 2001; Barsotti et al., 2008). The plume is assumed to have a circu-710
lar section along the curvilinear coordinate s, an inclination on the ground711
defined by an angle ω between the axial direction and the horizon, and an712
angle θ in the horizontal plane (x, y) with respect to the x−axis. This last713
feature is needed to describe the evolution of weak explosive eruptions which714
are strongly affected by crosswind.715
The conservation of flux of particles with size φ of the j−th family is716
given by:717
d
ds
(
ρmixγj(φ)pir
2Usc
)
= −2pirpws,j(φ)ρmixγj(φ), (A.4)
where ρmix is the gas-particles mixture density, r is characteristic plume718
radius, Usc represents the velocity of the plume cross section along its cen-719
terline, ws,j(φ) is the particle settling velocity (here calculated as in Textor720
et al. (2006)) and p is a probability that an individual particle will fall out721
of the plume, defined as a function of radial entrainment coefficient α722
p =
(
1 + 6
5
α
)2 − 1(
1 + 6
5
α
)2
+ 1
. (A.5)
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Now, multiplying both the sides of equation (A.4) for φi and then integrat-723
ing over the size spectrum, we obtain the following conservation equations724
for the moments Π
(i)
j :725
d
ds
(
Π
(i)
j ρmixUscr
2
)
= −2rpw(i)s,jρmixΠ(i)j . (A.6)
For i = 0, the equations of conservation of the moments give:726
d
ds
(
xs,jρmixUscr
2
)
= −2rpρmixw(0)s,jxs,j. (A.7)
expressing the loss of mass flux of the particles of the j−th family.727
Entrainment, due to both turbulence in the rising buoyant jet and to the728
crosswind field, is parameterized through the use of two entrainment coeffi-729
cients, α and β. Following Hewett et al. (1971), we define the entrainment730
velocity U as a function of windspeed, Uatm, as well as axial plume speed,731
Usc:732
U = α|Usc − Uatm cosω|+ β|Uatm sinω|, (A.8)
where α|Usc − Uatm cosω| is entrainment by radial inflow minus the amount733
swept tangentially along the plume margin by the wind, and β|Uatm sinω|734
is entrainment from wind. With this notation, the total mass conservation735
equation solved by the model becomes736
d
ds
(
ρmixUscr
2
)
= 2rρatmU − 2rpρmix
∑
j
w
(0)
s,jΠ
(0)
j . (A.9)
stating that the variation of mass flux (left-hand side term) is due to air737
entrainment (first right-hand side term) and loss of solid particles (second738
right-hand side term).739
From the variation of mass flux, we can also derive the term accounting740
for particle loss in the horizontal and vertical momentum equations:741
d
ds
(
ρmixUscr
2(u− Uatm)
)
=
−r2ρmixwdUatm
dz
− 2uprρmix
∑
j
w
(0)
s,jΠ
(0)
j ,
(A.10)
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742
d
ds
(
ρmixUscr
2w)
)
=
gr2(ρatm − ρmix)− 2wprρmix
∑
j
w
(0)
s,jΠ
(0)
j .
(A.11)
where the two components of plume velocity along the horizontal and vertical743
axes are u and w, respectively, and are linked by the relation Usc =
√
u2 + w2.744
In the right-hand side of Eq. (A.10) the terms related to the exchange of745
momentum due to the wind and to momentum loss from the fall of solid par-746
ticles appear. Similar contributions are evident in the right-hand side term747
of Eq. (A.11) where the vertical momentum is changed by the gravitational748
acceleration term and the loss of particles.749
Following the notation adopted above and denoting with T the mixture750
temperature, the equation for conservation of thermal energy solved by the751
model writes as752
d
ds
(
ρmixUscr
2CmixT
)
= 2rρatmUCatmTatm
−r2wρatmg − 2Tprρmix
∑
j
[Cs,jws,j]
(0) Π
(0)
j .
(A.12)
The first term on the right-hand side describes the cooling of the plume due753
to ambient air entrainment, the second term takes into account atmospheric754
thermal stratification, and the third term allows for heat loss due to loss of755
solid particles. Again, this last term is obtained writing the heat loss for the756
particles of size D, and then integrating over the size spectrum. A thermal757
equilibrium between solid and gaseous phases is assumed. In Eq. (A.12)758
Catm and Cmix are the heat capacity of the entrained atmospheric air and of759
the mixture, respectively, the latter being defined as:760
Cmix = (1−
∑
j
xs,j)Cp,g +
∑
j
xs,jC¯s,j (A.13)
and satisfying the following transport equation:761
∂Cmix
∂s
=
1
ρmixUscr2
[
Catm2rρatmU − Cmix (2rρatmU
−2rpρmix
∑
j
w
(0)
s,jΠ
(0)
j ) − 2prρmix
∑
j
[Cs,jws,j]
(0) Π
(0)
j ].
(A.14)
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Similarly, a gas constant Rg is defined as a weighted average of the gas762
constant for the entrained atmospheric air Ratm and the gas constant of the763
volcanic water vapour Rwv764
Rg =
ρBatmRatm + ρ
B
wvRwv
ρBatm + ρ
B
wv
(A.15)
and a conservation equation can be derived, knowing that the variation of765
gaseous mass fraction with height is solely due to entrained air:766
∂Rg
∂s
=
Ratm −Rg
ρmix(1− xs)Uscr2 · 2rρatmU, (A.16)
where xs is the total mass fraction of particles.767
Finally, the equations expressing the coordinate transformation between768
(x, y, z) and (s, ω, θ) are given by:769
∂z
∂s
= sinω,
∂x
∂s
= cosω cos θ,
∂y
∂s
= cosω sin θ. (A.17)
The plume rise equations are solved with a predictor-corrector Heun’s770
scheme that guarantees a second-order accuracy, keeping the execution time771
on the order of seconds. A quadrature method of moments (Marchisio and772
Fox, 2013) has been used to evaluate the integrals defining the moments773
appearing in the transport equations, as detailed in de’ Michieli Vitturi et al.774
(2015).775
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B.
A.
Figure 1: A. Aerial view showing Shinmoe-dake volcano peak erupting between Miyazaki
and Kagoshima prefectures on January 27, 2011 (REUTERS/Kyodo) B. The June 12,
1991 eruption column from Mount Pinatubo taken from the east side of Clark Air Base.
(U.S. Geological Survey Photograph taken by Richard P. Hoblitt).
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Figure 2: Schematic to illustrate how model uncertainty and sensitivity analysis are defined
starting from uncertain input parameters. Please note that Ns refers to the number of
simulations performed (i.e. the different sets of input parameters) and not the number of
input parameters. An example of Latin hypercube sampling is also shown for two input
parameters and Ns = 10 sampling points (and thus Ns partitions on each axis). Each
interval on the two axes contains only one point.
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Figure 3: Images of each of the four cases studied with fixed eruption rate and profiles of
plume velocity. In the top panels the results for the weak plume are presented: A. plot
with no wind (WP1), B. plot into wind (WP3), C. velocity profiles for the no wind and
wind conditions, with fixed plume height or fixed mass flow rate. In the bottom panels
the results for the strong plume are presented: D. plot with no wind (SP1), E. plot into
wind (SP3), E. velocity profiles for the no wind and wind conditions, with fixed plume
height or fixed mass flow rate. In all the panels, height refers to height above sea level,
vent is at 1.5 km. In the left and middle panels, the blue line denote the centreline of the
plume while the circles represent the cross-sectional area. In the right panels, the markers
denote the level of neutral buoyancy, determined as the height at which the density of the
plume mixture equals that of the ambient.
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Figure 4: Relationship between initial mass flow rate and final column height characterized
by varying the mass eruption rate, ranging from 1/5 to 5 times the reference values, and
eruption column height, varying by ±20% of the reference values of the simulations in
Fig. 3 for both the weak plume (A) and strong plume (B) examples. Please note that
here, in comparison to Fig. 3, the height above the vent is reported. For the fixed height
examples, mass flow rate changes are obtained keeping the initial velocity constant and
varying the initial radius. For the reference column height of the weak example (6000
m), the change in eruption rate required to retain the same plume height when wind is
considered is denoted by ∆Q. In the strong plume example, atmospheric information was
only available for the lower 37.5 km, above this height, atmospheric conditions assumed
constant. Fit parameters are given in Table 2.
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on maximum plume height (above the vent) for the four reference simulations presented
in Fig. 3. The right hand column shows a histogram and cumulative density function of
the resultant heights while varying both α and β.
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Figure 6: Variation in maximum plume height (above the vent) for each input parameter
for the weak plume example. The right hand column shows a histogram and cumulative
density function of the resultant modelled heights. The model did not predict plume
collapse for any combination of source conditions.
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Figure 8: Variation in maximum plume height (above the vent) with input parameters for
the strong plume example, with each marker representing a single simulation. Velocity,
radius and density profiles for the black symbol, representing a superbuoyant plume, and
red symbol, describing a collapsing plume are provided in the supplementary material.
The right hand column shows a histogram and cumulative density function of the resultant
modelled plume heights. In this case, the histogram is bimodal, reflecting both the buoyant
and collapsing regimes.
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Figure 9: Variation in maximum plume height (above the vent) with input parameters
for the weak and strong plume examples when mass flux is kept constant (1.5E+05 and
1.50E+09 kg/s for the weak and strong plume respectively) changing the vent diameter.
In the plots each marker represents a single simulation. The right hand column shows a
histogram and cumulative density function of the resultant modelled plume heights.
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