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Abstract
Let A and B denote local rings such that A= B/tB, where t is a regular nonunit, and let b denote
an ideal in B such that the A-ideal a= b/(t) has codimension 2. LetF be a reﬂexive OX-module,
whereX=SpecA−V (a). Under suitable conditions onA andB and assuming that Ext2
X
(F,F)=0
andExt1
X
(F,OX)=0, it is shown in this article that the dual sheafFv can be extended to a reﬂexive
coherent OY -module, where Y = SpecB − V (b). The inﬁnitesimal procedure that leads to this sheaf
extension makes use of the injective theory of sheaves. Applications to homomorphisms of divisor
class groups come about as a consequence of this result, and a strong connection with Grothendieck’s
theorem on parafactoriality is drawn.
© 2004 Elsevier B.V. All rights reserved.
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0. Introduction
There have been several articles written that deal with the injective behavior of the
homomorphism of divisor class groups CB → CA, where A and B are normal (local)
domains and whereA represents a hypersurface in SpecB. For example, see Danilov [6–8],
Lipman [16], Grifﬁth–Weston [12] and Miller [18]. In two recent articles, Spiroff [21]
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and Grifﬁth–Spiroff [11] show that the deﬁning equation f = 0 and its location in “high
powers” of the maximal ideal mB (here B is local) play a central role in the discussion. In
this article we wish to explore the surjective behavior of this homomorphism. At the time
of this writing the best general result on the subject is a consequence of Grothendieck’s
work [13, Lemmata 3.16, 3.17] in which he establishes conditions based on “depth and
regularity” so that Pic(SpecB−mB) ∼= Pic(SpecA−mA). This result led toGrothendieck’s
now famous Theorem [13, XI, 3.14] that local complete intersections are parafactorial for
dimension 4. For amore simple and straightforward treatment of Grothendieck’s theorem
one should consult Call’s article [4] and especially the Call–Lyubeznik argument [5].
Here we consider the following associated question. Let B denote a local ring and let t
be a regular nonunit in B. We setA=B/tB and we assume that B is complete in the t-adic
topology. Given a ﬁnitely generated reﬂexive A-module M and an A-ideal a with codim
a2, when does there exist a reﬂexive B-module N and an exact sequence
(∗) O → N t→N → M → T → 0,
where AssT ⊆ V (a)? We refer to such a 4-term exact sequence as an approximate lift-
ing of the A-module with respect to the ideal a. In the context of divisor class groups
such an exact sequence of this type would ensure that the class [N ] in CB would
be sent to the class [M] in CA; see Bourbaki’s treatment of divisor class groups
[2, Chapter VII; 21]. In order to make headway on this question it is necessary to con-
sider the containment i : X ↪→ Y of open subschemes, where X = SpecA − V (a) and
Y = SpecB − V (b); here b/(t) = a. In turn we replace M by its associated OX-module,
F = M˜|X. Historically, when considering the question of “lifting” modules, one often
imposes the vanishing condition Ext2X(F,F)= 0; seeAuslander–Ding–Solberg [1, Intro-
duction]. That being said we cannot simply imitate the usual incremental procedure that is
based on a “projective theory” since there is not a suitable projective theory. Insteadwemust
utilize the injective theory of sheaves. The dual construction as described in Section 1 leads
in a natural way to a direct system of OY -modules that must be converted into a (surjective)
inverse system through duality. A fairly weak condition (see (1.2)) is required for this con-
version process. The limit of the inverse system provides a coherentOY -moduleG such that
G is reﬂexive and such that i∗G ∼=Fv (Theorem 1.5). Moreover, the long exact sequence
for sheaf cohomology provides the desired 4-term exact sequence (Theorem 1.6) in which
M (see (∗) above) is replaced by its A-dual M∗ = HomA(M,A). However, this result is
sufﬁcient for achieving answers to questions about the image of the group homomorphism
CB → CA when A and B are normal. Moreover, we obtain conditions under which
PicY ∼= PicX, thus providing a slight generalization of Grothendieck’s results in [13].
In Section 2 we establish conditions under which the required vanishing of sheaf coho-
mology occurs so that one can implement the procedure of Section 1, and in Section 3 we
record the consequences of the results in Sections 1 and 2 taken together. In particular, in
case A and B are normal and A satisﬁes the Serre condition S4, sufﬁcient conditions for a
reﬂexive A-ideal I to have [I ] ∈ Image (CB → CA) are that I be locally free on X in
codimension 3 and that I and I ∗ satisfy the Serre condition S3 on X. The appendix is
devoted to some results in local algebra that are necessary to verify certain sheaf-theoretic
formulas in Sections 1 and 2 hold at the stalks.
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(0) Some notation, terminology and elementary observations. For the most part our no-
tation and terminology agree with that of Hartshorne [15] in the setting of schemes and
Matsumura [17] for commutative algebra. We make frequent references to the article of
Auslander–Ding–Solberg [1] when discussing the notion of “lifting of a module”. In the
remainder of this section we attempt to justify and clarify some of the terminology that
occurs in the subsequent sections of this article.
(0.1) Let A be a local ring that satisﬁes the Serre condition S2 and is Gorenstein in
codimension 1. Let S denote the multiplicative set of regular elements on A. Then S−1A
is a zero-dimensional Gorenstein ring, and hence A → S−1A represents the injective
envelope of A. An element x in a module M is called a torsion element provided ax = 0
for some a ∈ S. The notation Ma will indicate the submodule {x ∈ M | ax = 0}; a
similar notation will be used in the case of coherent sheaves. (The notation “Ma” will not
be used to indicate localization in this article; we useM[a−1] to indicate localization with
respect to the multiplicative set 1, a, a2, . . . .) We remark that Ma ∼= HomA(A/aA,M).
It is elementary that a ﬁnitely generated A-module M is torsion free if and only if it is a
submodule of a free A-module. Moreover, if M = 0 is torsion free, then S−1M = 0. An
observation that proves useful in Section 4 (and consequently in Section 1 as well) is:
(0.1.a) IfM is a ﬁnitely generated torsion freeA-module that is free in codimension zero,
then an exact sequence of the form 0→ M →M →M can occur only if = 0 and  is an
isomorphism.
The key point in justifying (0.1a) is that the homomorphism S−1 in the localized se-
quence 0 → S−1M S−1→ S−1M S
−1→ S−1M is necessarily an isomorphism since S−1M =
(S−1A)n for some n> 0, and since S−1A is a direct product of self-injective local rings.
(0.1.b) Let A be as in (0.1.a) and letM be a ﬁnitely generated torsion free A-module. In
caseM is locally free in codimension 1 onSpecA then it is easy to tell if themiddle termof
the short exact sequence 0→ M → E → T → 0 represents the bi-dual ofM with respect
to the duality functor (•)∗=Hom(•, A). Namely, ifE satisﬁes Serre’s S2 condition and if T
has no support in codimension1, thennecessarily the homomorphismM → E is isomorphic
with the natural map M → M∗∗. This observation follows easily by dualizing the above
short exact sequence with respect to A and noticing that Ext1(T ,A) = Hom(T ,A) = 0, a
result of the fact that A satisﬁes S2 and codim(ann T )2.
(0.2) Let B denote a local ring having a regular element t such that A = B/tB. Let b
denote an ideal of codimension 3 such that t ∈ b. We put a= b/(t); so a is an ideal in A
of codimension 2. We consider the pullback diagram
where X = SpecA− V (a) and Y = SpecB − V (b) represent open subschemes of SpecA
and SpecB, respectively. By abuse of terminology, we refer to an OY -module G as an
OY /t
nOY -module provided there is a natural isomorphism G ∼= HomY (OY /tnOY ,G).
Thus, the scheme structure of inﬁnitesimal neighborhoods (X,OXn) with structure sheaf
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OXn
∼= OY /tnOY is being somewhat suppressed here. Fixing the notation O¯Y = OY /tOY ,
we note that there is a natural equivalence of categories (via i∗ and i∗) betweenOX-modules
and O¯Y -modules. We use this fact without explanation in Section 1. For such an OY /tnOY -
moduleG, itsOY /tnOY -dualmodule,Gv=HomY (G,OY /tnOY )maybe identiﬁedwith the
OY -moduleExt1Y (G,OY ) by applying the functorHomY (G, •) to the short exact sequence
0→ OY t
n→OY → OY /tnOY → 0.
(0.3)We use the same setup and notation as in (0.2) above. Within this context the goal
in Sections 1 and 2 is to arrive at a hypothesis on a reﬂexive O¯Y -module G¯ so that it lifts to
an OY -module G, that is, there is a short exact sequence of OY -modules
0→ G t→G→ G¯→ 0.
Taking global sections over Y gives rise to a 4-term exact sequence of B-modules
0→ M t→M → N → T → 0
for which SuppT ⊆ V (a). In this article we say that such a 4-term exact sequence is an
“approximate lifting of theA-moduleN with respect to the ideal a”. If codim aj we may
indicate this property by stating that the 4-term exact sequence is an “approximate lifting
of N of codimension j”.
1. Extending coherent reﬂexive OX-modules
Let B denote a local ring of dimension 3 and let t be a regular nonunit in B such that
B is complete in the t-adic topology. With A=B/tB we impose the conditions of Section
(0.1) on bothA and B so that we have a suitable torsion theory and a suitable duality theory
with respect to the functor HomA(•, A) (similarly for B-modules) as outlined in section
(0.1). Namely, we assume that each of A and B satisfy the Serre condition S2 and that B is
Gorenstein in codimension 1; so A is Gorenstein in codimension zero. Next we suppose
that b is an ideal in B with t ∈ b and such that theA ideal a=b/(t) has codimension 2 in
A. Letting Y = SpecB − V (b) and X = SpecA− V (a) one obtains the pullback diagram
of schemes
where X and Y represent open subschemes of SpecA and SpecB, respectively. LetF be
a coherent reﬂexive OX-module. Under the sufﬁcient conditions stated below we construct
a coherent reﬂexive OY -module G such that i∗G ∼=Fv . To be speciﬁc we assume thatF
satisﬁes the strong condition
Ext2X(F,F)= 0 (1.1)
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and the somewhat milder condition
Ext1X(F,OX)= 0. (1.2)
We accomplish our sheaf theoretic extension via arguments along (somewhat) traditional
lines in commutative algebra with the notion of “ﬁnitely generated module” replaced by
“coherent OX-module”. The context here is technically more challenging than the corre-
sponding setting in commutative algebra due to the fact we are forced into employing the
“injective theory” of coherent OX-modules since there is not a suitable projective theory.
(1.3) Perhaps we can demonstrate the route we will take by observing the following
trivial example related to the p-adic integers Zˆ(p) = B. We may construct a “lifting” of
Zp = B/pB = A to B by the following circuitous route. Consider the directed system
{Zpn, in}∞n=1 where 0 → Zpn
in→Zpn+1 → Zp → 0 is exact. We can pass to a surjective
inverse system
The associated inverse system Zpn+1 → Zpn has inverse limit “B” as required.
We begin the process of constructing a directed system by settingG1= i∗F and proceed-
ing directly to the induction step. That is we assume that Gn (as well as its predecessors)
has been constructed to satisfy:
(1.4) (i)HomY (O¯Y ,Gn)= G1 where O¯Y = OY /tOY .
(ii) tn−1Gn = (Gn)t where (Gn)t ∼=HomY (O¯Y ,Gn); see Section 0.
(iii) tnGn = 0.
(iv) There is a short exact sequence
0→ Gn−1 → Gn → G1 → 0.
We refer to the “Gi” as the ith inﬁnitesimal expansion of G1. Once the directed system
of inﬁnitesimal expansions has been constructed to satisfy (i)–(iv) above, then we convert
the directed system {Gn}∞n=1 into a surjective inverse system {Gvn}∞n=1 by setting Gvn =
Ext1Y (Gn,OY ), analogously to the elementary construction described in (1.3).
Our starting point in the construction for the inductive step is to mimic in a dual way
the standard lifting construction for modules as described in [1, pp. 276–281]. We assume
G1, ...,Gn have been constructed so that the properties of (1.4) are satisﬁed and construct a
“next” inﬁnitesimal expansion Gn+1 as follows. Let 0→ Gn → I→ C→ 0 be an exact
sequence of OY -modules in which I is injective. We apply the functorHomY (O¯Y , •) to
this short exact sequence to get
(†) 0→HomY (O¯Y ,Gn)→HomY (O¯Y ,I)
→HomY (O¯Y ,C)→ Ext1Y (O¯Y ,Gn)→ 0.
From (1.4) (i) we have that HomY (O¯Y ,Gn) ∼= G1. The short exact sequence 0 →
OY
t→OY → O¯Y → 0 evaluated at the functor HomY (•,Gn) gives the isomorphism
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Gn/tGn ∼= Ext1Y (O¯Y ,Gn). This together with A.2 (∗ ∗ ∗) provides the required identiﬁ-
cation G1 ∼= Ext1Y (O¯Y ,Gn). Thus our 4-term exact sequence (†) determines a two-fold
extension of O¯Y -modules
(††)
where Z represents the kernel of . Since G1 ∼= i∗F, the discussion in (0.2) yields that
Ext2
O¯Y
(G1,G1) ∼= Ext2X(F,F) and that there is a natural identiﬁcation of (††) with an ele-
ment inExt2X(F,F)which vanishes by our assumption (1.1).The fact thatIt is necessarily
injective as an O¯Y -module together with the isomorphism Ext2O¯Y (G1,G1)
∼= Ext1
O¯Y
(G1, Z)
implies that (††) represents zero in Ext2
O¯Y
(G1,G1) precisely when there is an O¯Y -morphism
 : G1 → Ct such that  = idG1 . Since Ct ↪→ C we may consider  as a morphism  :
G1 → C and deﬁne Gn+1 via the pullback diagram
(† † †)
We evaluate the functorHomY (O¯Y , •) on († † †) and obtain the commutative diagram
where = idG1 . It follows that the horizontal morphismHomY (O¯Y ,Gn+1)→ G1 is zero
and that the ﬁrst morphism (in the top row) G1 →HomY (O¯Y ,Gn+1) is an isomorphism.
Thus, (i) and (iv) of (1.4) are established. Also, it is clear that tn+1Gn+1 = 0 since tG1 = 0
and tnGn = 0. Therefore, it remains to establish (ii). To this end we consider the diagram
and quoteA.2(∗∗) andA.2(∗ ∗ ∗) to see that the top row is exact at the stalks ofX. Thus we
have completed the induction step in the construction of the directed system {Gn}∞n=1 that
satisﬁes (i)–(iv) in (1.4). An additional fact that emerges is:
(1.4) (v) If Gn is a locally free OY /tnOY -module, then the inﬁnitesimal expansion Gn+1
is a locally freeOY /tn+1OY -module. (This statement is a consequence of (A.3) after passing
to the stalks of X.)
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In order to turn the directed system {Gn}∞n=1 of inﬁnitesimal expansions into an in-
verse system, we set Gvn = Ext1Y (Gn,OY ). Our assumption in (1.2) translates into 0 =
Ext1
O¯Y
(G1, O¯Y ) which is isomorphic to Ext2Y (G1,OY ); see Rees [19] “change of rings”.
Therefore (1.4) (iv) yields short exact sequences
(The “0” on the left follows from the fact that each Gn is a torsion OY -module.) Since
Ext2Y (G1,OY )= 0 it follows by induction that Ext2Y (Gn,OY )= 0 for n1. Hence there is
a right exact sequence of OY -modules
Ext1Y (Gn,OY )
t→Ext1Y (Gn,OY )→ Ext1Y (Gn, O¯Y )→ 0.
A second induction argument gives that Ext1Y (Gn, O¯Y ) ∼= Gv1 for n1. Hence one has
O¯Y
⊗
Y
Gvn
∼= Gvn/tGvn ∼= Gv1.
A further induction shows
(1.4) (vi) OY /t iOY ⊗ Gvn ∼= Gvi , for in.
Thus we have constructed a surjective inverse system that satisﬁes the conditions of
[1, Theorem 1.2]. Since each open set in Y has an open cover by afﬁne schemes, one
obtains an inverse limit G =: lim←− G
v
n with “usual properties”, i.e., there is a short exact
sequence
0→ lim←− G
v
n → Gvn
→Gvn → 0,
where  = 〈n〉 and n = n − idGn (here n represents the surjection Gvn+1 → Gvn); see
[14, pp. 12,13]. In particular G is a quasi-coherent OY -module. Moreover, as described in
[1, p. 277] there is a short exact sequence of inverse systems
where ¯n is the surjection induced by the surjection Gvn+1 → OY /tnOY ⊗ Gvn+1 and the
isomorphisms OY /tnOY ⊗ Gvn+1 ∼= Gvn+1/tnGvn+1 ∼= Gvn (where the ﬁnal isomorphism is
by (1.4)(vi)), and the maps t¯ are induced by multiplication by t . The exactness of the rows
of this commutative diagram follow from (1.4)(ii). (One can see that [1, Lemma 1.1 (proof)
and Theorem 1.2] hold for the complex · · · → Gvn+1 t
n→Gvn+1 t→Gvn+1 → · · · when one
passes to the stalks ofX.) Thus, using that the horizontal maps are induced bymultiplication
by t and that the ﬁrst two inverse systems in the above diagram have the same limit, G,
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we obtain the short exact sequence of OY -modules
0→ G t→G→ Gv1 → 0.
Now we claim
(1.4) (vii) The quasi-coherent OY -module G is coherent.
Indeed, since any OY -module is generated by its global sections, we compute the exact
sequence of sheaf cohomology
0→ H 0(Y,G) t→H 0(Y,G)→ H 0(Y,G1)→ H 1(Y,G) t→· · · .
The isomorphism H 0(Y,G1) ∼= H 0(X,F) shows that H 0(Y,G)/tH 0(Y,G) is a ﬁnitely
generated B-module; henceH 0(Y,G) is a ﬁnitely generated B-module since B is complete
in its t-adic topology. Thus, G is a coherent OY -module.
Theorem 1.5. Weassume thatA,X,B,Y are as above.We assumeF is a coherent reﬂexive
OX-module such thatF satisﬁes (1.1) and (1.2). If in additionF is locally free on X in
codimension 1, then there is a coherent reﬂexive OY -module G such that i∗G ∼=Fv .
Proof. The exact sequence in (1.4)(vii) above:
0→ H 0(Y,G) t→H 0(Y,G)→ H 0(Y,G1)→ H 1(Y,G) t→H 1(Y,G)→ · · ·
gives an exact sequence of B-modules 0 → N t→N → M∗ → T → 0 where T ⊆
H 1(Y,G)t . SinceH 1(Y,G) ∼= H 2b (Y,G) (see [15, Ex. 3.3, p. 217]) one has AssB T ⊆ V (b)
and, since T ⊆ H 1(Y,G)t one further has that AssAT ⊆ V (a). Therefore by Proposition
A.5 there is yet another exact sequence 0 → N∗∗ t→N∗∗ → M∗ → T ′ → 0 where
AssAT ′ ⊆ V (a)= Supp(A/a). Replacing G by (N∗∗)∼|Y shows that G can be taken to be
B-reﬂexive as well. 
Theargument abovehas an immediate consequencewith respect to “approximate liftings”;
see Introduction and (0.3).
Theorem 1.6. We assume the notation and properties as above. If M is a ﬁnitely generated
reﬂexive A-module such that its associated OX-moduleF= M˜|X satisﬁes the condition of
1.5 on X = SpecA− V (a) then there is an exact sequence
0→ N t→N → M∗ → T → 0
in which N is a ﬁnitely generated reﬂexive B-module and where AssA T ⊆ V (a).
2. Vanishing of ExtjX(F,F) for j = 1, 2
In this section we supply conditions on the coherent reﬂexive OX-module F so that
condition 1.1 occurs. Although we assume thatF is locally rank one as a result of other
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hypotheses (e.g., EndXF ∼= A), nonetheless we restrict the codimension where F is
assumed locally free.
Theorem 2.1. LetA be a local ring that is Gorenstein in codimension zero and that satisﬁes
the Serre condition S3. LetF be a coherent reﬂexiveOX-module whereX=SpecA−V (a).
If
(1) codim a3, and
(2) F is locally free of rank one in codimension 2,
then Ext1X(F,F)= 0.
Proof. Consider an element [e] in Ext1X(F,F) that is represented by the extension 0 →
F
i→E→F→ 0; see [15, Exercise 6.1, p. 217]. We apply the functorHomX(•,F) to
e and observe that
(∗) OX ∼= EndXF
(∗∗) 0 → OX →HomX(E,F) → OX → 0 representsHomX(e,F) as an element in
Ext1X(OX,OX).
To see (∗) check the morphism OX → EndXF at the stalks of X and apply hypothesis
(2) and the S2 property for OX andF. Similarly for (∗∗), note the right-hand map in (∗∗),
Hom(i,F), is surjective in codimension 2 from (2) above, and is thus surjective since
OX satisﬁes S3. (To see this localize at a prime minimal among those at which the map
is not surjective and count depths.) Moreover, the hypothesis that A is S3 along with the
assumption codim a3 gives thatH 1(X,OX)=0; see [15, Exercise 2.3(e), p. 212, Exercise
3.3(b), p. 217] and [3, 6.2.7]. Therefore,H 1(X,OX) ∼= Ext1X(OX,OX)=0 means that (∗∗)
is split exact. Finally, there is a commutative diagram
in which the vertical maps are isomorphisms (here (•)v =HomX(•,F)). Once again the
claim that the natural “evaluation” mapF → Fvv is an isomorphism is easily checked
at the stalks, again using the fact that F is S2. Since the bottom row is necessarily split
exact as it is the dual of (∗∗), it follows that the top row is also. Thus we have argued that
Ext1X(F,F)= 0. 
Corollary 2.2. Herewe assume that A satisﬁes S4 and is Gorenstein in codimension 1. If we
replace the condition thatF is reﬂexive and satisﬁes (1) and (2) of (2.1) by the conditions:
(1′) codim a4;
(2′) F is locally free of rank one in codim3;
(3′) F is locally S3 on X,
then ExtjX(F,F)= 0 for j = 1, 2.
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Proof. One has Ext1X(F,F)= 0 since conditions (1′), (2′) and (3′) are stronger than the
corresponding conditions in Theorem 2.1. In order to justify that Ext2X(F,F) = 0 we
need a few observations about torsion free OX-modules within the context of our existing
hypothesis on the local ringA, namely, the implicit “S1” hypothesis. By standard arguments
one may construct a short exact sequence 0 → OrX → F→ T→ 0 where bT = 0 for
some regular element b in the maximal ideal ofA. Since our hypothesis onA and the ideal a
guarantees that a contains a regular element, wemay assume that b ∈ a.We remark that such
an element b cannot be regular on the A-module Ext2X(OX,F) since the associated primes
of ExtjX(OX,F) are contained in V (a) for j > 0. From the exact sequence of cohomology
Ext2X(T,F)→ Ext2X(F,F)→ Ext2X(OrX,F)
weconclude that the elementb cannot represent an injective homomorphismonExt2X(F,F)
unless of course Ext2X(F,F) vanishes. The standard long exact sequence of cohomology
for “change of rings” yields
· · · → Ext1X(F,F) b→Ext1X(F,F)→ Ext1U(F¯, F¯) →
Ext2X(F,F)
b→Ext2X(F,F)→ Ext2U(F¯, F¯)→ · · ·
where U = Spec A¯ ∩ X (here A¯ = A/bA). Conditions (1′), (2′), (3′) imply that the pair
i∗F=F¯ and A¯ satisfy (1), (2) and the reﬂexivity condition for F¯ onU , where i : U ↪→ X.
Thus Ext1U(F¯, F¯)= 0 which yields Ext2X(F,F)= 0 as well. 
3. Applications
In this section we apply results of the previous sections in connection with obtaining
approximate liftings for reﬂexive ideals. To be speciﬁc letB andA be normal local domains
such that B/tB = A where t ∈ mB − 0 and such that B is complete in its t-adic topology.
The divisor classes in CA are each represented by a unique isomorphism class determined
by a reﬂexive ideal. One should consult [2, Chapter VII, 10,16] or [21] for accounts of
the development of CA. If I represents such a reﬂexive A-ideal, a natural question is:
when is the class [I ] in the image of the group homomorphism CB → CA? It suf-
ﬁces to construct an approximate lifting of I (or I ∗) for an ideal of codimension 2; see
Section 0.3 for a precise deﬁnition of “approximate lifting”. For if
0→ J t→ J → I → T → 0
is exact with codimA(ann T )2, then for J¯ = J/tJ one has J¯ ∗∗ ∼= I ∗∗ ∼= I (see 0.1.b),
and so [J ] → [I ] under the group homomorphism CB → CA.
Perhaps the most notable results in this context are Grothendieck’s famous results
[13, Lemmata 3.16, 3.17] that provide conditions on the punctured spectra of A and B,
respectively, so that Pic(SpecB−mB) ∼= Pic(SpecA−mA).We remark that the respective
Picard groups are subgroups of CB and CA; moreover, Pic(SpecA−mA) ∼= CAwhen
SpecA−mB is regular. Although one could apply our results of Sections 1 and 2 to obtain
a proof of Grothendieck’s result, there is on record a very short and elegant argument given
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by Call and Lyubeznik [5] for the case when both groups are zero. In fact their argument
suggests that the full statement of Grothendieck’s result should follow along the same line
of reasoning. Although our approach might appear somewhat “round about”, the level of
technical difﬁculty is roughly that of [4,5]. Moreover, we prove a bit more in that the open
subschemes are not required to be of the form “SpecA−mA”.
Theorem 3.1. Weassume that the local ringsA andB satisfy the hypothesis of (0.1) and that
t is a regular nonunit in B such that A=B/tB. Let a be an ideal in A such that codim a4
and let b be the ideal in B where b/(t) = a. As in earlier statements the containment of
open subschemes X ↪→ Y is deﬁned by X = SpecA− V (a) and Y = SpecB − V (b). If I
is a reﬂexive A-ideal such that
(i) I is locally free in codim3;
(ii) I and I ∗ are locally S3 on X,
then there is an approximate lifting
0→ J t→ J → I ∗ → T → 0,
where AssT ⊆ V (a).
Proof. From (2.2) and (A.4)wehave that ExtjX(I,I)=0 for j=1, 2 andExt1X(I,OX)=0,
where I = I˜ |X. It follows from Theorem 1.5 (see proof of 1.5 as well) that there is the
required lifting approximation. 
Corollary 3.2. In addition to the assumption of (3.1), we assume that both A and B are
normal domains. Then the reﬂexive ideal I represents a class [I ] in CA. If I has the
properties of (3.1) then [I ] ∈ Image (CB → CA).
Proof. The lift approximation sequence 0 → J t→ J → I ∗ → T → 0 shows that [I ∗] ∈
Image (CB → CA) since J¯ ∗ ∼= I ∗∗ implies J¯ ∗∗ ∼= I ∗, i.e., [J¯ ] = [I ∗] in CA. Since
Image (CB → CA) is a subgroup of CA one has [I ] ∈ Image (CB → CA) as
well. 
Corollary 3.3. If the open subschemes X and Y are normal then PicX ⊆ Image(C Y →
CX).
Proof. LetL represent a locally freeOX-module of rank one. ThenL=H 0(X,L) satisﬁes
the criteria of Theorem 3.1. So there is a lifting approximation of codimension 2
0→ J t→ J → L∗ → T → 0.
If we putJ= J˜ |Y we will have that i∗J ∼=Lv and hence (i∗J)v ∼=L. 
Corollary 3.4. If in addition Y −X is regular then PicY ∼= PicX.
Proof. Under this hypothesis the “J” of (3.3) will represent a locally free OY -module of
rank one. Moreover, since Ext1X(L,L)=0 this “lifting” or “sheaf extension” is unique. To
196 P. Grifﬁth / Journal of Pure and Applied Algebra 196 (2005) 185–202
see this, suppose G and G′ are extensions ofL to Y as locally free coherent OY -modules
of rank one. The same line of reasoning as in the proof of Corollary 2.2 gives the “change
of rings” long exact sequence on cohomology
0→ HomY (G,G′) t→HomY (G,G′)→ HomX(L,L)
→Ext1Y (G,G′) t→Ext1Y (G,G′)→ Ext1X(L,L)= 0.
ByNakayama’s Lemma, we have Ext1Y (G,G
′)=0 and that =0, i.e. the sequence of global
sections
0→ HomY (G,G′) t→HomY (G,G′)→ EndXL→ 0
is exact. Moreover EndXL ∼= A since A is normal. Let  : G→ G′ be an OY -morphism
that is sent to 1 ∈ A= EndXL. One sees that  is an isomorphism by passing to the stalks
and applying Nakayama’s lemma. 
The uniqueness part of the argument in Corollary 3.4 that establishes the injective portion
of the isomorphism PicY ∼= PicX has a direct translation into the context of divisor class
groups. We formally record the connection here.
Proposition 3.5. We assume that A and B are normal local domains that satisfy the Serre
condition S3 as well as the hypothesis of (0.1). As throughout the article, t represents
a regular nonunit in B such that A = B/tB. Further, suppose that A has an ideal a of
codimension 3 such that X = SpecA− V (a) and Y = SpecB − V (b), where t ∈ b and
b/(t)= a, are both regular open subschemes of SpecA and SpecB, respectively. Then the
induced homomorphism CB → CA is injective.
Proof. Theorem 2.1 together with the uniqueness argument in the proof of Corollary 3.4
shows that the induced group homomorphism PicY → PicX is injective. Now suppose
that J is a reﬂexive ideal in B such that the class of J is sent to zero under the group
homomorphism CB → CA. This means that (J/tJ )∗∗ ∼= A where the dual (•)∗ is
deﬁned by HomA(•, A). One obtains from this data a short exact sequence of coherent
OY -modules
0→ J t→J→ OX → 0,
where J = J˜ |Y and ((J/tJ )∗∗)∼|X ∼= OX. We remark that J is locally free of rank one
since Y is regular and hence represents a class in PicY . From above one has thatJ ∼= OY
and, therefore, that B ∼= H 0(Y,J) ∼= J . Thus [J ] = 0 in CB; so CB → CA is
injective. 
As a corollary to Proposition 3.5 we get the result of Danilov [8, Section 2].
Theorem 3.6 (Danilov). Let A be a local domain that satisﬁes the Serre condition S3 and
the regularity condition R2 (i.e., A is “supernormal”). Then CA ∼= CA[[T ]].
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Proof. The singular locus in A is deﬁned by an ideal a of codimension 3, that is X =
SpecA−V (a) is nonsingular. Let b= (a, T ). It is elementary that Y =SpecA[[T ]]−V (b)
is also regular. From Proposition 3.5 one has that the group homomorphism CA[[T ]] →
CA is injective. Since the composite group homomorphism
CA→ CA[[T ]] → CA
is the identity one sees that the ﬁrst homomorphism is an isomorphism. 
Our ﬁnal application concerns ﬁnite integral extensions B ↪→ A where both rings are
complete local normal domains. In case the extension B/A is generically separable the
module of Kähler differentials 	A/B has no support in codimension zero. For that reason
the “best”A-projective dimension one might expect is pdA	A/B =1.As one can see below
this condition is tantamount to requiring that A represents a complete intersection in a
sufﬁciently large afﬁne space over SpecB.
Theorem 3.7. Let B ↪→ A be a ﬁnite extension of complete local normal domains. We
assume that both satisfy the condition S4, that A satisﬁes the condition R3 and that B
satisﬁes R2. If pd	A/B = 1, then the natural map CB → CA is an isomorphism.
Proof. We ﬁrst express A via 
/P = A, where 
 = B[X1, . . . , Xd ] and d is sufﬁciently
large. The second fundamental exact sequence [17, 23.2] yields a right exact sequence
P/P 2 → A
⊗
B
	
/B → 	A/B → 0.
The image of P/P 2 in A
⊗
B	
/B is isomorphic to P/P (2) since P is generically a com-
plete intersection in Spec
; see [17, Theorem 5.1]. Since 	
/B is B-free it follows that
A
⊗
B	
/B is an A-free module. The condition pd	A/B = 1 yields that P/P (2) is a free
A-module, and Smith’s theorem [20] further gives that P is generated by a 
-sequence.
Moreover this holds when we pass to the completed ring 
=B[[X1, . . . , Xd ]]. By Propo-
sition 3.5 one has that the natural group homomorphism CB → C 
ˆ is an isomorphism.
It remains to argue that the natural map C 
ˆ → CA is an isomorphism to see that the
homomorphisms in the commutative triangle
(††)
are each isomorphisms, that is, that CB → CA is an isomorphism. However, the surjec-
tivity follows by repeated application of Theorem 1.5, and the injectivity follows the line
of reasoning exploited in 3.4 and 3.5 above. 
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Appendix. Supporting results in local algebra
In order to verify certain sheaf theoretic formulas at the stalks of open subschemes as
described in Sections 1 and 2, it is necessary to provide some arguments for their validity
over local rings. To this end letB denote a local ring having regular nonunit t withA=B/tB.
We assume that both A and B satisfy the conditions of (0.1) in Section 0 so that both rings
possess an appropriate “torsion theory”. For n1, we let Bn = B/tnB; hence B1 = A.
Next we introduce some terminology and concepts that are precisely dual in character to
the notion of “lifting” and “inﬁnitesimal lifting” as laid out by Auslander–Ding–Solberg
[1, pp. 275–281].
Deﬁnition A.1. Suppose that R → S is a homomorphism of local rings. Let L be an R-
module and L′ an S-module. Then L will be called an “expansion” of L′ to R provided
(i) HomR(S, L)  L′;
(ii) ExtjR(S, L)= 0 for j > 0.
Proposition A.2 (Notation as above). Suppose that L1 is a ﬁnitely generated, torsion free
A-module that is locally free in codimension zero. Further suppose that L′ represents an
expansion of L1 to Bn. Then L is an expansion of L′ to Bn+1 if and only if there is an exact
sequence
(i) 0→ L′ → L→ L1 → 0, where
(ii) HomB(B1, L) ∼= L1.
Proof. ⇒The cohomology ExtjBn+1(Bn, L) can be computed from theBn+1 free resolution
of Bn:
· · · t→Bn+1 t
n→Bn+1 t→Bn+1 t
n→Bn+1 → Bn → 0
by applying the functor HomBn+1(•, L) to obtain the complex
(∗) 0→ Hom (Bn, L)→ L t
n→L t→L tn→L t→· · · .
Since we are assuming that L is an expansion of L′, we have that L′ ∼= Hom(Bn, L) and
that
coker(L′ ↪→ L) ∼= Lt ∼= Hom(B1, L).
However, L is an expansion of L1 as well; so Hom(B1, L) ∼= L1 ∼= Lt and thus (i) and (ii)
above hold.
⇐: Here we are given that 0→ L′ f→L g→L1 → 0 is exact with Hom(B1, L)  L1.
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In order to verify the exactness of complex (∗) above we make use of an observation
[1, Lemma 1.1]: For L as above in ModBn+1 one has that
(∗∗) Ltn = { ∈ L | t
n= 0} = tL⇐⇒,
Lt = { ∈ L | t= 0} = tnL.
We shall verify the second equality and thereby establish that ExtjBn+1(Bn, L)=0 for j > 0.
Let f1 = f |tL′ : tL′ → tL′. We claim coker f1 ∼= L1. One has the commutative diagram
The equalitiesL1=L′t andL1=Lt follow from our hypothesis. This diagram induces a left
exact sequence 0 → L1 f0→L1 h→L1. It follows that h = 0 and that f0 is an isomorphism
(see 0.1.a). Thus it follows that cokerf1 ∼= L1.
We next claim that L′ ⊆ tL. Indeed, applying the Snake Lemma to the following com-
mutative diagram
yields a left exact sequence
0→ L1 →L1 → tnL(⊆ L1).
As above, it follows that = 0 and  is an isomorphism. Since = 0 one sees that the map
f factors though tL (as indicated in the upper left square) and that tnL ∼= L1 via the lower
hashed map.
Thus, if t = 0, then  ∈ Lt by deﬁnition, and so  ∈ Image f0; see ﬁrst diagram.
Therefore,  = tn−1′ since L′t = tn−1L′ (using the fact L′ is an expansion of L1). Hence
′1 = t1 due to L′ ⊆ tL and so  = tn−1(t1) = tn1. It follows that Lt ⊆ tnL; the other
inclusion is obvious. The equality Lt = tnL shows that the cohomology of (∗) has the
necessary vanishing property. Moreover, a consequence of statement (i) inA.2 andA.2 (∗∗)
above is
(∗ ∗ ∗) tL= L′ and L/tL ∼= L1
completing the proof. 
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Corollary A.3 (Notation and assumptions on A as above). If L′ is a free Bn-module and
if L is an expansion of L′ to Bn+1, then L is a free Bn+1-module.
Proof. Note that L1= (L′)t = tn−1L′ is a free B1-module. Hence we may suppose that we
have a ﬁnite succession of expansions L1, ..., Ln such that each Li is a free Bi-module. In
particular one has an expansion (or simply a short exact sequence) 0→ L′ → F → L1 →
0 with F a free Bn+1-module. We achieve a commutative diagram
in which  is a surjection since L′ ⊆ tL according to our argument in (A.2). Hence  is
surjective and therefore  is an automorphism since L′ is Noetherian. It follows that  is
an isomorphism. 
Our next observation from local algebra deals with conditions for the vanishing of
Ext2B(M,B) whereM is a torsion free A-module.
Proposition A.4. Let B denote a local ring of dimension 4 and let t ∈ mB be regular
on B. Let A = B/tB. If B satisﬁes the Serre condition S4 and if M is a ﬁnitely generated
reﬂexive A-module that satisﬁes the conditions
(i) M is locally free over SpecA in codim2,
(ii) M∗ satisﬁes the condition S3,
then Ext2B(M,B) ∼= Ext1A(M,A)= 0.
Proof. The“changeof rings” formula due toRees [19] gives thatExt2B(M,B) ∼= Ext1A(M,A)
since tM = 0 and 0 → B t→B → A → 0 is exact. Let 0 → Z → F → M → 0 be
A-exact with F anA-free module.Applying the functor HomA(•, A) gives the 4-term exact
sequence
0→ M∗ → F ∗ → Z∗ →Ext1A(M,A)→ 0.
Since a minimal prime P in SuppExt1A(M,A)must have codimA P 3 and sinceM∗ satis-
ﬁes S3, it follows from standard depth computation (see [9, Lemma 1.1]) that
Ext1A(M,A)= 0. 
As throughout this section, we suppose that A and B satisfy the conditions set forth in
(0.1); here A = B/tB where t is a regular nonunit in B. Let M be a ﬁnitely generated
reﬂexiveA-module. Under certain conditions placed onM as well as additional hypothesis
on A and B, the results of Sections 1, 2 and 3 lead to a 4-term exact sequence of ﬁnitely
generated modules
0→ N t→N → M∗ → T → 0,
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where AssT ⊆ V (a) andwhere theA-ideal a is some predetermined ideal with codim a2.
Below we provide a fairly weak sufﬁcient condition onM so that the B-module N may be
replaced by its double dual with respect to B.
Proposition A.5. We assume the notation and properties of A, B and M above. Let 0 →
N
t→N → M∗ → T → 0 be exact with AssT ⊆ V (a) where codim a2. If M is locally
free in codimension one over SpecB, then we may replace N by its double dual with respect
to B and the resulting 4-term exact sequence retains the properties noted above. Although
the module T may change, its associated primes still belong to V (a).
Proof. Let N¯ = N/tN . From the short exact sequence 0 → N¯ → M∗ → T → 0
one obtains the natural isomorphism N¯∗ ∼= M∗∗ (duality with respect to A) since annA T
contains an A-sequence of length 2. Next we apply the functor HomB(•, B)= (•). to the
short exact sequence 0→ N t→N → N¯ → 0 and get the exact sequence
0→ N. t→N. → N¯∗ →Ext1B(N,B) t→,
where N¯∗ ∼= HomA(N¯, A) ∼= Ext1B(N¯, B). SinceM∗∗ ∼= N¯∗ is locally free in codimension
one over SpecA and since AssT ⊆ V (a) with codimA a2, it follows that NP is BP -free
for each P ∈ SpecB such that ht P = 2 and t ∈ P . Therefore, Image  contains no
codimension 1 primes in SpecA in its support. So N. and N¯∗ have naturally isomorphic
A-duals. Thus one obtains a commutative diagram
in which AssT ′ ⊆ SuppT ⊆ V (a). 
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