ABSTRACT: Determining covalent and charge-transfer contributions to bonding in solution has remained an experimental challenge. Here, the quenching of fluorescence decay channels as expressed in dips in the L-edge X-ray spectra of solvated 3d transition-metal ions and complexes was reported as a probe. With a full set of experimental and theoretical ab initio L-edge X-ray spectra of aqueous Cr 3+ , including resonant inelastic X-ray scattering, we address covalency and charge transfer for this prototypical transitionmetal ion in solution. We dissect local atomic effects from intermolecular interactions and quantify X-ray optical effects. We find no evidence for the asserted ultrafast charge transfer to the solvent and show that the dips are readily explained by X-ray optical effects and local atomic state dependence of the fluorescence yield. Instead, we find, besides ionic interactions, a covalent contribution to the bonding in the aqueous complex of ligand-to-metal charge-transfer character.
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T he transfer of charge from a solvated ion or molecular complex to the surrounding solvent is an elementary step in numerous reactions in nature and in technological processes. Understanding charge transfer to solvent effects in molecular systems is thus of primary importance, and X-ray spectroscopy with its specificity to elemental and chemical sites promises to add a new suite of powerful tools for their investigation. 1 Specifically, timeresolved X-ray spectroscopy 2−11 appears to be the most direct way of probing charge transfer initiated by a pump pulse and probed as a function of time by scanning the delay of a short X-ray probe pulse. However, such effects can proceed on the few-femtosecond time scale, and it is currently very challenging to achieve a corresponding time resolution in pump−probe X-ray spectroscopy experiments. Therefore, it has been attempted to make use of the core−hole lifetime of a few femtoseconds to study ultrafast charge-transfer processes for various systems such as for adsorbates on surfaces, 12−18 ice, 19 and aqueous solutions. 20 Using resonant soft X-ray spectroscopy, a core electron is excited into an unoccupied state of the system, and the probability for it to transfer to the surroundings during the few-femtosecond core−hole lifetime will influence the core−hole decay channels. The Auger decay signal is thus stronger the higher the probability for its transfer to the surrounding medium during the core−hole lifetime. 15, 17, 18 As core-excited states can decay via Auger electron ejection or fluorescence, the question arises whether such ultrafast electrontransfer processes are observable in the fluorescence decay channel as well. This relates to the more general questions as to whether and how bonding and charge-transfer processes can be revealed with X-ray spectroscopy. Along these lines, Aziz et al. recently reported the so-called "dark channel fluorescence yield" method. 21, 22 They found features in the total fluorescence yield (TFY) spectra when scanning the L-edges of 3d transition-metal ions and complexes in solution at high concentration that dip below the fluorescence background of the solvent. It was claimed that this could be used as a new tool to study charge transfer to solvent effects. 21−24 The dips where attributed, first, to ultrafast electron transfer from the metal d orbitals to the solvent 21−24 and, second, to a competition of solute and solvent fluorescence. 25 Earlier, Naslund et al. proposed strong orbital mixing between the 3d orbitals of Fe ions solvated in water based on an analysis of the O K-edge absorption spectrum of aqueous solutions 26 without making a connection to any charge transfer.
In the context of dark channel fluorescence yield, Aziz et al. interpreted this orbital mixing as supportive for the assertion of ultrafast electron transfer from the metal d orbitals to the solvent as deduced from the metal ion L-edge spectra. 21 This electron transfer would occur during the core−hole lifetime of the coreexcited state in the metal ion; as the electron excited upon X-ray absorption would have transferred to the solvent, the corresponding fluorescence decay channel would be quenched, leaving a dip in the metal ion L-edge spectrum. 21−24 It was claimed that the transfer would be the more efficient and, correspondingly, the dip would be the deeper the stronger the orbital overlap between the metal d orbitals and the solvent orbitals. While resonant photoelectron and fluorescence yield spectroscopies of aqueous Co 2+ ions have been used to allegedly confirm the origin of dark channel fluorescence, 27,28 recent investigations based on calculated spectra of free metal ions 29 and measured spectra of a solid compound 30 proposed alternative explanations for the observed dips.
Here, we address the bonding and possible charge transfer via the dark channel fluorescence yield of ions in aqueous solution. A full set of experimental X-ray data with calculated spectra from ab initio theory enable us to unambiguously disentangle local atomic effects from intermolecular interactions. In addition, we accurately quantify all "X-ray optical effects". We address, in particular, the possible explanation of dips in the TFY metal ion spectra by charge transfer to solvent for the exemplary case of Cr 3+ ions solvated in water.
The X-ray absorption spectrum of aqueous Cr 3+ ions as measured in transmission mode is compared in Figure 1 with the TFY spectrum, the O and Cr partial fluorescence yield (PFY) spectra (O and Cr PFY, respectively), and simulated spectra corresponding to the respective detection modes. The O and Cr PFY spectra denote X-ray spectra where, as in all other spectra, the incident photon energy was scanned across the Cr L-edges while the fluorescence from the O K-edge and Cr L-edges was detected, respectively (see the Experimental Section). All simulated spectra (denoted with "Sim." in the figures) were calculated with the standard formula for fluorescence-detected X-ray absorption 29, 31 (see the Theoretical Calculations section). They include various X-ray optical effects, such as a variation of the solvent or background fluorescence intensity due to changes in relative solute−solvent absorption strengths when crossing the solute absorption edges and effects due to saturation and selfabsorption. The simulations rely on the experimental Cr L-edge ( Figure 1a) and O K-edge (not shown) transmission spectra as inputs for solute and solvent absorption cross sections and on experimental Cr L-edge RIXS (Figure 2a) and O K-edge X-ray emission spectra (not shown) to account for the spectral distributions of emitted photons. They do not include any effects on the spectra due to a hypothetical charge transfer to the solvent.
While the transmission-mode spectrum in Figure 1a reflects the true absorption cross section, the TFY spectrum (Figure 1b) can be characterized by dips for all multiplet components at both the L 3 -(578 eV) and the L 2 -edges (587 eV). The simulated TFY spectrum in Figure 1b reproduces the dips in the measured TFY spectrum, except for a small deviation of the intensities at the L 3 -edge. This demonstrates that the dips in the Cr TFY spectrum are largely due to X-ray optical effects. The measured and simulated O PFY spectra in Figure 1c prove, in particular, that they are mainly due to a corresponding variation in the background (solvent O K-edge) fluorescence. The perfect match between measured and simulated O PFY spectra in Figure 1c is furthermore consistent with the finding that it is possible to extract the true absorption spectrum from PFY spectra, as recently shown by Achkar et al. 32 The Cr PFY spectrum in Figure Before refining the Cr PFY simulation, we now turn to a short discussion of the state dependence of the Cr fluorescence yield. This is done with the measured resonant inelastic X-ray scattering (RIXS) plane in Figure 2a , where fluorescence intensities at the Cr L-edges are plotted versus the incident photon energy and the energy transfer. In Figure 2b , we plot Cr PFY spectra as extracted for the given energy-transfer ranges. . All spectra are normalized to 1 at the maximum. The energy transfer is simply defined as the difference between the incident photon energy and the fluorescence or emission energy. The striking feature in the RIXS plane to be noted first is the strong intensity at the L 2 -edge and at energy transfers of around 11 eV. This is due to Coster−Kronig (CK) decays 35 of L 2 holes, as can be easily justified by the approximately 9 eV difference to the energy losses of the main fluorescence centered approximately at 2 eV at the L 2 -edge and in perfect correspondence with the L 3 −L 2 spin−orbit splitting of approximately 9 eV. Such CK signals can be common features in X-ray spectra and have also been recently discussed for Fe 2+ ions in aqueous solution. 36 The CK signal observed here does not explain the equal intensity of L 3 -and L 2 -edges in the PFY spectrum as CK decays reshuffle intensities in the RIXS plane along the vertical (energytransfer) axis but not between L 3 -and L 2 -edges. Instead, differences of the fluorescence yields for corresponding energytransfer regions at the L 3 -edge compared to those of the L 2 -edge, as is apparent from the RIXS plane in Figure 2a , are responsible for the deviation of the Cr PFY spectrum (transfers of −2 to 18 eV in Figure 2b ) from the absorption spectrum. Note, for example, that the fluorescence intensities at or close to zero energy transfer are stronger at the L 3 -edge compared to that at the L 2 -edge. Instead, the fluorescence is approximately equally strong at L 3 and L 2 for transfers of around 2 eV, and there is apparent fluorescence intensity at comparably large energy transfers of around 10 eV at the L 3 -edge. These variations are responsible for the discrepancy between the Cr PFY and absorption spectra, and with the calculations discussed below, we demonstrate that they are due to state-dependent variations in the fluorescence decay rates.
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In order to refine our simulations by accounting for the variations of the fluorescence yields, we fitted the simulated to the measured Cr PFY spectrum. The best match is displayed in Figure 3a , and we find it for fluorescence yields of 2.0 × 10 −3 for L 3 and 3.7 × 10 −3 for L 2 . With this refinement, we find a perfect match between the measured and simulated Cr TFY spectra, as shown with the comparison in Figure 3b . This demonstrates that the dips in the TFY spectrum are solely due to X-ray optical effects as accounted for by the standard formula for fluorescence yield X-ray absorption spectroscopy and a state-or incident-photon-energy dependence of the fluorescence yield. There is no need to evoke a new process such as dark channel fluorescence yield or an additional intermolecular mechanism such as charge transfer to the solvent to explain the dips. With this, we fully confirm the theoretical analysis of TFY spectra of free Fe 3+ ions by de Groot. 29 A more detailed presentation of the simulations of the X-ray optical effects will be published elsewhere. Our simulations indicate that the main contributions to the X-ray optical effects are the variation of the background fluorescence, confirming the claim in ref 30 , and a variation of the experimental geometry, which, in turn, mainly affects the contribution of saturation. 31 Together with the state-dependent fluorescence yield as detected here for aqueous Cr 3+ , we can, in general, explain the dips in the TFY of 3d transition-metal ions and complexes in solution. In particular, some approximate trends can be readily explained. 29, 30 The strength of the dips in the TFY spectra of 3d transition-metal ions in water decreases for increasing Z 21 and with increasing fluorescence yield of the solute compared to the fluorescence yield of O in water. Furthermore, for a given 3d transition-metal ion, the strength of the dip decreases when going from water to alcohols as solvent due to the increased absorption of the additional C atoms in the alcohol molecules. Finally, no dips were observed in several solvated species, 37, 38 as can be explained by their low concentration compared to the concentrations used here and in the studies where dips were reported. [21] [22] [23] [24] 27, 28 The questions remain as to what is the origin of the statedependent fluorescence decay rate in aqueous Cr 3+ and whether it can be related to interactions between the metal ion and the solvent molecules in general or to a charge transfer to the solvent in particular. In order to answer these questions, we performed 3+ complex are based on a molecular orbital approach, including the interactions of the Cr 3+ ion with the water ligands with an accurate explicit treatment of both electrostatic and covalent intermolecular interactions. The semiempirical CFM calculations are based on localized atomic orbitals, 39 and the ligand environment is approximated by a crystal field using the ligand field parameter 10Dq and by scaling of the Slater integrals without explicit inclusion of intermolecular interactions. The calculated X-ray absorption and PFY spectra in Figure 4 agree well with the corresponding measured spectra in Figure 1 . This confirms the well-known fact that L-edge absorption features in the spectra of 3d transition-metal ions are dominated by allowed transitions to the atomic multiplet states of the open-shell 2p 5 3d n configuration (n = 4 for aqueous Cr 3+ ). Note that this is the only core-excited configuration included in our calculations, and, in particular, no configurations where charge has transferred to the ligands need to be included to reach agreement with experiment. For sure, electrons do not transfer during the core−hole lifetime in aqueous Cr 3+ . Furthermore, the calculations reproduce the measured deviation of the PFY spectrum compared to the absorption spectrum. In both calculations for the PFY spectra, the fluorescence yields were approximated to be proportional to the fluorescence decay rates (see the Supporting Information). This confirms that inclusion of state-to-state variations in the fluorescence decay rates is sufficient to explain the difference between the PFY and absorption spectra.
It is important not to confuse charge-transfer processes as discussed here with covalent interactions, which are also often described in terms of charge transfer. Our RASPT2 calculations can be used to infer details of the intermolecular interactions in the [Cr(H 2 O) 6 ] 3+ complex. They show that covalent interactions between Cr 3+ and H 2 O are definitely present. However, the mixing of Cr 3d orbitals with the water lone pair 1b 2 and the 3a 1 orbitals is weak, and bonding is mostly ionic. As the Cr 3d orbitals are only partially occupied, the weak covalent interaction is of ligand-to-metal charge-transfer type, resulting in a small increase of 3d orbital occupancy. Charge is thus partially transferred in terms of orbital mixing in the opposite direction compared to what had been evoked by Aziz et al. 21 In a ligated metal ion, charge transfer in the framework of covalent bonding is always referenced to the metal ion without ligands. This is different from the transient charge-transfer process in core-excited states as postulated by Aziz et al.
Finally, both our theoretical approaches correctly describe the essential local atomic electron repulsion and spin−orbit interactions in the core-excited states. A large number of states are present as a result of the many possible determinants of the 2p 5 3d 4 configuration in Cr 3+ . These determinants are mixed due to the inter-and intra-atomic interactions, including spin−orbit coupling. It is thus no surprise that the core-excited states, which are composed of determinants with different symmetry and spin, can overlap differently with the valence-excited RIXS final states. The state-dependent fluorescence rate is thus a local atomic effect 29 and simply results from the large number of states of the Cr 3+ 2p 5 3d 4 configuration. This is of utmost importance as it shows that one cannot infer from a variation of the fluorescence yield a delocalization of the excited electron or even upon orbital mixing or hybridization, as recently insinuated. 27, 28, 40, 41 In conclusion, we present a consistent set of experimental and theoretical data for a transition-metal ion in solution that allows us to disentangle local atomic effects, intermolecular interactions, and X-ray optical effects. We show, in particular, that the dips in the Cr L-edge TFY spectrum of aqueous Cr 3+ cannot be interpreted in terms of charge transfer to solvent effects. We find no evidence for the asserted dark channel fluorescence. Instead, the TFY spectra are dominated by straightforward X-ray optical and local atomic effects. Mainly, these are a variation of the solvent or background fluorescence intensity and of saturation. In addition, we find a strong state-or incident-photon-energy dependence of the fluorescence yield due to a state dependence of the fluorescence decay rates. This local atomic effect in turn is a natural consequence of the large number of core-excited states at the Cr L-edges as a result of the partially filled 3d shell. We address the bonding in the [Cr(H 2 O) 6 ] 3+ complex, and besides ionic interactions, we find a covalent contribution of ligand-tometal charge-transfer character. On the basis of our results, we conclude that TFY spectra of 3d transition-metal ions and complexes in solution cannot be, in general, interpreted in terms of charge transfer to solvent effects.
■ EXPERIMENTAL SECTION
The samples consisted of aqueous solutions of CrCl 3 with a concentration of 1 mol/L. The solutions were prepared at least 1 day before measurement to ensure known speciation of mostly hexacoordinated Cr 3+ . All spectra were measured at room temperature. Careful analysis of transmission-mode spectra of a solution of various ages with supposedly different speciation showed no noticeable difference. Speciation can hence be neglected for the discussed effects. The experimental transmission-mode spectrum was measured on a thin film of the sample of approximately 1 μm thickness sandwiched between two X-ray transparent windows in the setup described in ref 42 at beamline PM3 at the synchrotron radiation facility BESSYII. Both the TFY and the PFY spectra and the RIXS plane were measured on a liquid jet in vacuum (the detailed description of the setup will be published separately by Kunnus et al.) at beamlines U41 and U49 at BESSYII. The Cr RIXS plane and the Cr and O PFY spectra were measured with a Rowland-type RIXS spectrometer by detecting photons arising from fluorescence at the Cr L-and O K-edges under an angle of 90°with respect to the propagation direction of the incident radiation. The polarization of the incident radiation was linear and 
■ THEORETICAL CALCULATIONS
The simulations are based on the well-known formula for fluorescence-detected X-ray absorption spectroscopy, and we used its implementation from Eisebitt et al., 31 which we modified to account for two fluorescing centers. This formula is used here to simulate all effects that one could call X-ray optical effects, such as a variation of the relative absorption strength when the solute absorption edge is scanned, selfabsorption, or saturation. We assume fluorescence to arise from two species only, Cr and O, labeled 1 and 2, respectively, and the TFY spectrum being the sum of the Cr (I PFY1 ) and O (I PFY2 ) PFY spectra. with E in as the incident photon energy, E out as the emitted photon energy, f as the fluorescence yield, μ as the linear absorption coefficient (subscript Xb refers to background absorption of respective species due to states that do not given detectable fluorescence), Φ as the area-normalized RIXS map, and g as the geometry factor, g ≡ sin(α)/sin(β) (α is the grazing incidence angle, and β is the grazing outgoing angle). As experimental inputs for the simulations, we used experimental X-ray absorption cross sections measured in transmission mode for the reported sample solution at the Cr L-edge [μ 1 (E in ), shown in Figure 1a] and at the O K-edge [μ 2 (E in ), not shown]. To describe the spectral distribution of the Cr L-edge emission, the experimental RIXS map shown in Figure 2a was used [Φ 1 (E in ,E out1 ); RIXS spectra at different incident photon energies were normalized to unit area]. To describe the O K-emission [Φ 2 (E in ,E out2 )], an experimental off-resonance X-ray emission spectrum was used (not shown). The sample thickness for the O K-edge transmission spectrum was well below 1 μm in order to avoid saturation effects. For the geometry of the simulated TFY spectrum, we assumed that the diode detects fluorescence under an angle of 45 ± 30°, corresponding approximately to the experimental implementation.
The restricted active space (RASSCF) calculations followed closely the scheme developed for Ni 2+ (aq) (Josefsson et al., unpublished results). The explicit inclusion of static electron correlation through multiconfigurational wave functions is highly suitable for the calculation of L-edge X-ray spectra. Dynamical correlation was added in a perturbative treatment (RASPT2). A minimal active space of Cr2p(RAS1=3, containing at most one hole) and Cr3d(RAS2=5) was employed. 6 ] 3+ complex (CASPT2/TZVP: Cr−O = 2.003 Å). The spin−orbit matrix elements were computed in the state-interaction framework over a basis of state-averaged RASSCF wave functions in D 2h symmetry. The X-ray and RIXS spectra from the high-spin ground state were calculated with the resulting complex electronic states.
For the CFM calculations, 39 we used 10Dq = 2 eV and a 20% reduction of the Slater integrals. The same broadening scheme was used for all calculations, 0.3 and 0.6 eV Lorentzian broadening at the L 3 -and L 2 -edges, respectively, and 0. 
