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A orientac¸a˜o ao recurso e´ um novo modelo de
comunicac¸a˜o e de computac¸a˜o capaz de tirar partido
da comunicac¸a˜o de elevado desempenho, no desenvolvi-
mento de uma classe importante de aplicac¸o˜es parale-
las/distribuı´das de grande escala. Neste contexto, a bi-
blioteca RoCL, especialmente desenhada para a execuc¸a˜o
em ambientes cluster, de ma´quinas SMP, usando mu´ltiplos
fios-de-execuc¸a˜o, permite a explorac¸a˜o de mu´ltiplas tecno-
logias de comunicac¸a˜o de elevado desempenho e mu´ltiplos
protocolos de comunicac¸a˜o, tais como a Myrinet (GM) e
a Gigabit Ethernet (VIA). Os recursos sa˜o as abstracc¸o˜es
usadas para modelar as entidades aplicacionais que po-
dem ser registadas e localizadas atrave´s de um servic¸o
ba´sico de directo´rio, distribuı´do pelos nodos do cluster.
Palavras chave: computac¸a˜o em clusters, passagem de
mensagens, redes SAN, servic¸o de directo´rio, localizac¸a˜o
de recursos, mu´ltiplos fios-de-execuc¸a˜o.
1. Introduc¸a˜o
A passagem de mensagens e´ uma abordagem ampla-
mente utilizada na programac¸a˜o de aplicac¸o˜es parale-
las/distribuı´das, tendo em vista a explorac¸a˜o de ambi-
entes multi-ma´quina e/ou multi-processador. No con-
texto dos sistemas cluster, as bibliotecas e platafor-
mas de programac¸a˜o tradicionais que oferecem passa-
gem de mensagens teˆm vindo a ser melhoradas, no sen-
tido de contemplar o suporte a novas tecnologias de
comunicac¸a˜o/interligac¸a˜o, tais como a Myrinet e a Giga-
bit Ethernet. Tais tecnologias, vulgarmente designadas por
redes SAN, permitem alcanc¸ar de´bitos da ordem dos gi-
gabits e garantem tempos de resposta inferiores a uma ou
duas dezenas de micro-segundos.
Comunicac¸a˜o inter-ma´quina [9][5][11]
A explorac¸a˜o das tecnologias actualmente utilizadas na
interligac¸a˜o das ma´quinas de um cluster passa, normal-
mente, pela utilizac¸a˜o de bibliotecas de comunicac¸a˜o de
nı´vel-utilizador. As primitivas disponibilizadas por estas
bibliotecas permitem a emissa˜o e a recepc¸a˜o de mensagens
sem recurso a co´pias de memo´ria e a minimizac¸a˜o dos tem-
pos de comutac¸a˜o de contexto, dado na˜o ser necessa´ria a
intervenc¸a˜o do sistema operativo. Sa˜o bons exemplos desta
abordagem, a biblioteca GM e a especificac¸a˜o VIA, atrave´s
da implementac¸a˜o MVIA, usadas para explorar, respecti-
vamente, as tecnologias Myrinet e Gigabit Ethernet.
Apesar do desempenho nota´vel que estas bibliotecas de-
monstraram ser possı´vel alcanc¸ar, atrave´s de testes inter-
ma´quina, a utilizac¸a˜o eficiente de tecnologias SAN em
aplicac¸o˜es paralelas/distribuı´das de grau de complexi-
dade elevado na˜o logrou ainda alcanc¸ar o nı´vel dese-
jado. Na verdade, a interface oferecida e´ de baixo-nı´vel
(muito pro´xima das funcionalidades disponı´veis no pro´prio
hardware de comunicac¸a˜o) enquanto as aplicac¸o˜es, devido
ao seu crescente grau de complexidade e especializac¸a˜o,
sa˜o desenhadas e desenvolvidas recorrendo, cada vez mais,
a abstracc¸o˜es de muito alto-nı´vel.
Ambientes de execuc¸a˜o [10]
A computac¸a˜o dita de elevado desempenho tem estado as-
sociada, por norma, ao ca´lculo cientı´fico e a aplicac¸o˜es es-
pecı´ficas da engenharia. No entanto, com o crescimento da
Internet e com o crescente nı´vel de requisitos dos sistemas
de informac¸a˜o, sistemas baseados em clusters teˆm vindo
a ser propostos no desenho de servic¸os onde sa˜o exigidos
elevados nı´veis de disponibilidade e de capacidade de res-
posta em situac¸o˜es de pico.
O projecto SIRe1, no qual estamos envolvidos, e´ o caso
particular de uma aplicac¸a˜o complexa que visa o desen-
volvimento de um ambiente escala´vel para recuperac¸a˜o de
informac¸a˜o, incluindo subsistemas de colecta, indexac¸a˜o e
pesquisa de informac¸a˜o.
Naquele contexto, os ambientes de programac¸a˜o para-
lela tradicionais, cujo objectivo u´ltimo e´ rentabilizar cada
um dos processadores disponı´veis num cluster, monopoli-
zando de forma esta´tica todo o sistema no sentido de ace-
lerar a execuc¸a˜o de um programa em particular, na˜o pare-
cem ser os mais adequados. Do nosso ponto de vista, e´ de
todo conveniente dispor de um ambiente de execuc¸a˜o onde
1Projecto de investigac¸a˜o suportado pela FCT/MCT, Portugal, con-
tracto POSI/CHS/41739/2001, com o nome ”SIRe – Scalable Information
Retrieval environment”.
mu´ltiplos programas, eventualmente de mu´ltiplos utiliza-
dores, cooperam de maneira a alcanc¸ar um objectivo co-
mum. Assim, devera´ ser tomado em considerac¸a˜o o ele-
vado nu´mero de operac¸o˜es de entrada/saı´da necessa´rias,
sem entrar em linha de conta com o normal suporte a`
comunicac¸a˜o inter-ma´quina, e o facto de os requisitos do
sistema poderem vir a variar ao longo do tempo, o que
pode ter como resultado a execuc¸a˜o espora´dica de outros
mo´dulos aplicacionais e a reconfigurac¸a˜o automa´tica dos
recursos envolvidos.
2. Comunicac¸a˜o orientada ao recurso [12]
A nossa abordagem explora o paradigma CoR –
Computac¸a˜o orientada ao Recurso – como forma de tor-
nar efectivos, em ambientes cluster: 1) o processo de
desenho de plataformas de computac¸a˜o paralelas e dis-
tribuı´das apropriadas a` implementac¸a˜o e execuc¸a˜o de
aplicac¸o˜es complexas; 2) o uso eficiente das tecnologias
de comunicac¸a˜o de elevado desempenho usadas em redes
SAN. Foi neste contexto que desenvolvemos o pCoR, um
proto´tipo para a programac¸a˜o de alto-nı´vel com mu´ltiplos
fios de execuc¸a˜o, descrito numa publicac¸a˜o anterior, agora
enriquecido com uma biblioteca de comunicac¸a˜o de nı´vel
interme´dio denominada RoCL (Resource oriented Com-
munication Library), ambos suportados pelo paradigma da
orientac¸a˜o ao recurso.
Conceitos gerais
Em CoR, os recursos sa˜o as abstracc¸o˜es de alto-nı´vel usa-
das para modelar entidades aplicacionais.
Os recursos possuem propriedades descritas atrave´s da
enumerac¸a˜o dos respectivos atributos. Os atributos sa˜o pa-
res hnome; valori em que nome e´ uma string e valor e´
uma sequeˆncia qualquer de bytes.
`A biblioteca cabe o papel de definir a interface para a
criac¸a˜o e definic¸a˜o das propriedades dos recursos e de es-
tabelecer os mecanismos necessa´rios para o respectivo re-
gisto e localizac¸a˜o, no contexto global do cluster.
Os atributos dos recursos sa˜o armazenados num servic¸o de
directo´rio global de baixo-nı´vel – parte integrante do sis-
tema RoCL – no momento do seu registo. A operac¸a˜o de
registo envolve ainda a atribuic¸a˜o, ao recurso, de um iden-
tificador global, independentemente da ma´quina a partir de
onde o registo do recurso e´ efectuado.
A comunicac¸a˜o entre recursos faz-se a partir do conhe-
cimento dos respectivos identificadores globais, que po-
dem ser conhecidos a` partida ou determinados a partir dos
seus atributos, recorrendo a operac¸o˜es de localizac¸a˜o no di-
recto´rio. As mensagens usadas na comunicac¸a˜o sa˜o manti-
das em tampo˜es pro´prios, especializados, por forma a evi-
tar co´pias de memo´ria, quer no envio, quer na recepc¸a˜o.
A interacc¸a˜o com as tecnologias de comunicac¸a˜o dis-
ponı´veis no cluster e´ efectuada atrave´s dos subsistemas de
comunicac¸a˜o, baseados em bibliotecas de baixo-nı´vel.
Funcionamento ba´sico
Uma aplicac¸a˜o RoCL comec¸a por instanciar um contexto,
usando a primitiva rocl init(), com um porto de
comunicac¸a˜o por cada tecnologia de base (GM, VIA, etc.)
em utilizac¸a˜o. Quaisquer mensagens destinadas a um de-
terminado recurso sera˜o, do ponto de vista do subsistema
de comunicac¸a˜o, enderec¸adas ao contexto a partir de onde
o recurso foi criado/registado.
Um determinado recurso e´ registado, num contexto
previamente instanciado, atrave´s da primitiva int
rocl register(rocl attrl t *attrs), a qual
permite especificar um conjunto de atributos e devolve um
identificador global.
A localizac¸a˜o de recursos e a correspondente
recuperac¸a˜o de atributos e´ efectuada atrave´s da pri-
mitiva rocl query(int id, rocl attrl t
*attrs). Note-se que, numa dada pesquisa, ou e´
fornecido o identificador global do recurso (paraˆmetro
id) ou sa˜o fornecidos alguns atributos conhecidos desse
recurso (paraˆmetro attrs).
A lista de atributos usada como paraˆmetro na primitiva
rocl query podera´ incluir atributos para selecc¸a˜o do re-
curso – atributos com o nome e o valor especificados – e
atributos para recuperac¸a˜o de informac¸a˜o – atributos com
o nome especificado e o valor desconhecido.
Qualquer recurso pode ser eliminado atrave´s da primitiva
rocl delete(int id).
Passagem de mensagens: O envio e a recepc¸a˜o de men-
sagens fazem-se atrave´s da primitiva rocl send(int
oid, int did, int tag, void *ptr, int
len) e da primitiva rocl recv(int did, int
oid, int tag, void **ptr, int *aoid,
int *atag, int *alen, int timeout). No
envio de uma mensagem e´ indicado o recurso na origem
da mensagem, para ale´m do destinata´rio, enquanto que, na
recepc¸a˜o, para ale´m do recurso na origem, e´ indicado o
recurso onde ira´ ser recebida a mensagem.
A troca de mensagens com zero co´pias de memo´ria
e´ conseguida atrave´s das primitivas void *
rocl bfget(int len), rocl bfret(void
*ptr), rocl bftoret(void *ptr) e
rocl bfstat(void *ptr), as quais se destinam,
respectivamente, a requerer um tampa˜o de memo´ria para
posterior envio, a devolver um tampa˜o a` biblioteca RoCL,
a indicar que um dado tampa˜o deve ser automaticamente
devolvido a` biblioteca RoCL apo´s a conclusa˜o do envio
associado e, finalmente, a averiguar o estado da operac¸a˜o
de envio associada a um determinado tampa˜o.
3. Servic¸o de directo´rio [2][7]
Em contraste com as tradicionais abordagens a`
comunicac¸a˜o por passagem de mensagens, em que
ma´quinas, processadores e processos teˆm um papel pre-
ponderante no desenho de aplicac¸o˜es, no RocL, o recurso
assume-se como a entidade ba´sica de modelac¸a˜o.
Em conformidade, a arquitectura adoptada para o desen-
volvimento da biblioteca usa um servidor de directo´rio por
ma´quina do cluster, para armazenar os atributos dos recur-
sos criados/registados localmente.
Cada servidor de directo´rio obte´m no momento do arran-
que um intervalo de identificadores globais u´nicos, por
forma a permitir a atribuic¸a˜o de identificadores a recur-
sos, sem negociac¸a˜o com outros servidores. Isto significa
que as operac¸o˜es de registo sa˜o tratadas sem comunicac¸a˜o
inter-ma´quina.
O servic¸o de directo´rio do RoCL foi desenhado de forma
a potenciar o registo e a localizac¸a˜o de recursos gene´ricos,
com tempos de resposta mı´nimos, por forma a suportar o
nı´vel de abstracc¸a˜o desejado sem comprometer o desem-
penho do sistema.
Localizac¸a˜o de Recursos
A localizac¸a˜o/pesquisa de recursos e´ realizada em dois
tempos. Em primeiro lugar e´ pesquisada a base de dados
do servidor de directo´rio local a` maquina onde e´ invocada
a primitiva rocl query – pesquisa local. Em segundo
lugar, e caso a resposta na˜o possa ser fornecida com base
na informac¸a˜o armazenada localmente, sa˜o contactados os
outros servidores de directo´rio dispersos pelo cluster – pes-
quisa global.
Nas pesquisas globais (ver figura 1), a interrogac¸a˜o de ser-
vidores de directo´rio remotos e´ efectuada atrave´s de um
mecanismo de difusa˜o: o pedido de localizac¸a˜o/pesquisa
recebido pelo servidor local e´ difundido pelos restantes
servidores e apenas aqueles que possuirem informac¸a˜o re-













Figura 1. Mecanismo de pesquisa global.
A difusa˜o de pedidos faz-se de duas formas: atrave´s de
broadcast UDP, usando a tecnologia Ethernet, ou atrave´s
de spanning trees, usando a tecnologia Myrinet ou o pro-
tocolo VIA.
Relativamente a` primeira opc¸a˜o, e´ de referir que, na ge-
neralidade dos clusters, e´ usada a tecnologia FastEhter-
net como meio de interligac¸a˜o secunda´rio, de baixo custo,
essencialmente para suporte a`s operac¸o˜es de instalac¸a˜o,
manutenc¸a˜o e gesta˜o. A utilizac¸a˜o deste meio de
interligac¸a˜o para o funcionamento do servic¸o de directo´rio
permite, por um lado, explorar capacidades nativas de
difusa˜o e, por outro, libertar os meios de interligac¸a˜o
prima´rios (Myrinet, por exemplo) para as func¸o˜es direc-
tamente relacionadas com a passagem de mensagens.
Quanto a` segunda opc¸a˜o, e´ necessa´rio ter em considerac¸a˜o
que, em certas aplicac¸o˜es, a utilizac¸a˜o do servic¸o de di-
recto´rio podera´ ser mais intensa, exigindo uma capaci-
dade de comunicac¸a˜o superior a` conseguida com broad-
cast UDP. Dado que, nem o hardware Myrinet suporta di-
fusa˜o, nem o protocolo VIA explora essa funcionalidade
em relac¸a˜o a` tecnologia Gigabit Ethernet, o RoCL utiliza
spanning trees.
Por forma a manter actualizada, em cada servidor de di-
recto´rio, a lista de todos os servidores presentes no cluster,
os servidores anunciam-se, periodicamente, atrave´s de bro-
adcast UDP.
Devido ao me´todo flexı´vel de localizac¸a˜o/pesquisa de re-
cursos que o RoCL oferece, uma u´nica invocac¸a˜o da primi-
tiva rocl query podera´ devolver mu´ltiplos resultados.
De facto, os crite´rios de selecc¸a˜o/pesquisa indicados na
primitiva podera˜o ter como objectivo a obtenc¸a˜o de todos
os recursos que cumprem um determinado requisito. Por
isso, o servic¸o de directo´rio implementa tambe´m um proto-
colo de compilac¸a˜o/fusa˜o de respostas devolvidas por um
ou mais servidores.
4. Modelo de Comunicac¸a˜o [4][3][1][8][6]
A interface oferecida pelo RoCL uniformiza a explorac¸a˜o
de mu´ltiplos protocolos de baixo-nı´vel, nomeadamente
GM e VIA. Apesar das diferenc¸as entre estes dois proto-
colos (VIA e´ orientado a` conexa˜o e GM na˜o), a arquitec-
tura da biblioteca RoCL permite tirar o ma´ximo partido de
ambas as tecnologias.
Na verdade, o RoCL foi desenhado para possibilitar a in-
clusa˜o de outros subsistemas de comunicac¸a˜o. O pro´prio
UDP, por exemplo, foi entretanto facilmente incluı´do.
Animac¸a˜o de recursos
A biblioteca RoCL combina mu´ltiplas tecnologias de
comunicac¸a˜o para garantir um melhor desempenho e per-
mite a operac¸a˜o em clusters com nodos na˜o homoge´neos.
No envio de uma u´nica mensagem, sa˜o gerados va´rios frag-
mentos, os quais sa˜o enviados usando mu´ltiplas interfa-
ces de comunicac¸a˜o – explorac¸a˜o das mu´ltiplas interfaces,
da mesma tecnologia ou na˜o, presentes numa ma´quina.
Quando os nodos de um cluster na˜o partilham todos pelo
menos uma determinada tecnologia de comunicac¸a˜o, sa˜o
usados os nodos multi-conectados como encaminhadores
de mensagens – conectividade entre nodos com tecnolo-
gias distintas.
Uma vez que as entidades comunicantes suportadas pelo
RoCL na˜o sa˜o processos nem processadores, torna-se ne-
cessa´rio ter em considerac¸a˜o a forma como sa˜o animadas
essas entidades – os recursos. O sistema de comunicac¸a˜o
do RoCL assume que os recursos sa˜o animados por fios-
de-execuc¸a˜o POSIX, obrigando a cuidados especı´ficos de-
vido ao paralelismo associado, principalmente no caso de
ma´quinas SMP.
Tal opc¸a˜o impo˜e a utilizac¸a˜o de mecanismos para multi-
plexagem de canais de comunicac¸a˜o que, no nosso caso,
se baseiam na definic¸a˜o de filas de envio e recepc¸a˜o e na
utilizac¸a˜o de um ou mais fios-de-execuc¸a˜o para sondar o
meio de comunicac¸a˜o (ou tratar as interrupc¸o˜es associa-
das) e manipular as filas.
A fila de envio e´ utilizada quando existe contenc¸a˜o no
acesso ao meio de comunicac¸a˜o, enquanto que a fila de
recepc¸a˜o possibilita a entrega de mensagens destinadas a
recursos que ainda na˜o se encontram na fase de recepc¸a˜o.
Estes mecanismos sa˜o tambe´m usados para o suporte a`
comunicac¸a˜o assı´ncrona oferecida pelo RoCL.
Gesta˜o de tampo˜es
A utilizac¸a˜o de protocolos/bibliotecas de comunicac¸a˜o de
baixo-nı´vel que garantam uma eficiente explorac¸a˜o das
tecnologias de interligac¸a˜o existentes nos cluster actuais
(redes SAN) e´ um dos objectivos da biblioteca de nı´vel-
interme´dio que nos propusemos desenvolver. Estas bibli-
otecas permitem contornar as pesadas comutac¸o˜es para o
contexto do sistema operativo e oferecem a possibilidade
de envio e recepc¸a˜o de mensagens sem co´pias interme´dias
de memo´ria.
A primeira vantagem e´ facilmente transposta para as ca-
madas de nı´vel superior (bibliotecas de nı´vel-interme´dio
ou aplicac¸o˜es que usem directamente os mecanismos de
comunicac¸a˜o baixo-nı´vel). No entanto, para integrar as
potencialidades da comunicac¸a˜o zero co´pias, as camadas
de nı´vel superior teˆm que definir uma interface apropriada,
compatı´vel com as primitivas de baixo-nı´vel.
De acordo com esta abordagem, o RoCL recorre ao con-
ceito de tampa˜o especı´fico para o armazenamento de uma
mensagem e integra um sistema de gesta˜o de tampo˜es. As-
sim, o modelo de comunicac¸a˜o oferecido impo˜e a obtenc¸a˜o
de tampo˜es apropriados antes que qualquer envio possa
ter lugar e utiliza tampo˜es pre´-alocados para alojar as
mensagens recebidas. O sistema de gesta˜o de tampo˜es
visa, essencialmente, minimizar os tempos associados a`
criac¸a˜o de tampo˜es e ao respectivo registo, uma vez que
a comunicac¸a˜o sem co´pias obriga ao pre´-registo de zonas
de memo´ria.
Operac¸o˜es de escrita remota
Em geral, a passagem de mensagens envolve dois interve-
nientes: o emissor e o receptor. Ao receptor cabe a ta-
refa de, por cada envio, desencadear a execuc¸a˜o de uma
operac¸a˜o para consumo da mensagem. Em abordagens
do ge´nero da adoptada nas mensagens activas, na˜o ha´ a
execuc¸a˜o explı´cita de uma operac¸a˜o de recepc¸a˜o, no des-
tino, mas uma entidade de sistema encarrega-se do proces-
samento associado a` entrega da mensagem.
Actualmente, algumas tecnologias de comunicac¸a˜o possi-
bilitam operac¸o˜es de leitura e escrita remota – operac¸o˜es
de comunicac¸a˜o em que o emissor e´ o u´nico interveniente
– vulgarmente denominadas de operac¸o˜es RDMA (Remote
DMA).
No caso do RoCL, a tradicional passagem de mensagens
obriga, no destino, a` sinalizac¸a˜o do fio-de-execuc¸a˜o de sis-
tema o qual, por sua vez, ira´ proceder a` sinalizac¸a˜o do fio-
de-execuc¸a˜o que anima o recurso de destino da mensagem
(ver figura 2).
Com a integrac¸a˜o de operac¸o˜es RDMA, o sistema RoCL
passa a dispor de primitivas de comunicac¸a˜o com tempos
de resposta muito pro´ximos do hardware de interligac¸a˜o.
Sinalização
Subsistema de comunicação
a) Escrita remota b) Envio seguido de recepção
Fio−de−execução aplicacional
Fio−de−execução de sistema
Figura 2. Escrita remota vs envio/recepc¸a˜o.
As operac¸o˜es RDMA no RoCL usam os conceitos
recurso e tampa˜o de memo´ria, sem introduzir no-
vas abstracc¸o˜es. As primitivas usadas para o efeito
sa˜o: rocl bfshare(int ogid, void *ptr) e
rocl put(int ogid, int dgid, void *ptr,
int loffset, int roffset, int length).
A primeira primitiva permite associar a um recurso um de-
terminado tampa˜o, tornando-o acessı´vel remotamente, isto
e´, permitindo a escrita remota. A segunda possibilita a
movimentac¸a˜o de um fragmento de um dado tampa˜o local
para uma determinada zona do tampa˜o remoto associado
ao recurso indicado como destino.
A nossa abordagem a` escrita remota tem um nı´vel de
abstracc¸a˜o superior ao oferecido pelos subsistemas de
comunicac¸a˜o GM e VIA. Com efeito, os modelos de
comunicac¸a˜o daqueles subsistemas impo˜e o uso das con-
vencionais primitivas de envio e recepc¸a˜o de mensa-
gens para obter os enderec¸os de memo´ria necessa´rios nas
operac¸o˜es RDMA. No nosso modelo de comunicac¸a˜o, o
directo´rio e a informac¸a˜o de controlo trocada entre contex-
tos, de forma transparente a`s aplicac¸o˜es, permite esconder
a complexidade associada a` operac¸a˜o de escrita remota.
A operac¸a˜o de leitura remota (rocl get) na˜o foi, ainda,
considerada, por na˜o existir actualmente suporte nativo, ao
nı´vel das bibliotecas GM e MVIA.
5. Discussa˜o
No contexto da computac¸a˜o e comunicac¸a˜o em sistemas
baseados em clusters a nossa contribuic¸a˜o reside, essenci-
almente, na explorac¸a˜o do conceito de recurso e no papel
atribuı´do aos fios-de-execuc¸a˜o.
Fios-de-execuc¸a˜o
No RoCL, tanto o mecanismo de interacc¸a˜o com os sub-
sistemas de comunicac¸a˜o, como a animac¸a˜o dos recursos
se baseiam em fios-de-execuc¸a˜o POSIX, oferecidos pelo
sistema operativo.
Os fios-de-execuc¸a˜o sa˜o usados, de uma forma natural,
para explorar o paralelismo de aplicac¸o˜es, particularmente
no caso de ma´quinas SMP, muito utilizadas, hoje em dia,
na construc¸a˜o de clusters.
Habitualmente, os sistemas de passagem de mensagens
convencionais na˜o integram fios-de-execuc¸a˜o ou enta˜o in-
cluem sistemas de fios-de-execuc¸a˜o proprieta´rios, com
funcionalidades limitadas, por forma a evitar tempos de
comutac¸a˜o e sincronizac¸a˜o, supostamente muito elevados
e, portanto, na˜o compatı´veis com os tempos de resposta do
hardware de comunicac¸o˜es.
No contexto da investigac¸a˜o que prosseguimos, orientada a`
utilizac¸a˜o de sistemas na˜o proprieta´rios, o aparecimento da
biblioteca NPTL (actualmente ja´ incluı´da no Linux RedHat
9.0), veio mostrar que a utilizac¸a˜o dos fios-de-execuc¸a˜o
na˜o compromete, necessariamente, o desempenho do sis-
tema de passagem de mensagens.
Figura 3. Desempenho das primitvas RocL.
A figura 3 compara os tempos de resposta associados a`
troca de mensagens de variados tamanhos obtidos para a
tecnologia Myrinet. A curva GM mostra o desempenho
que e´ possı´vel alcanc¸ar com a biblioteca de baixo-nı´vel
GM ocupando um processador, a tempo inteiro, para efec-
tuar a sondagem do meio de comunicac¸a˜o. As curvas
RoCL-LT e RoCL-NPTL mostram o desempenho do sis-
tema RoCL com a utilizac¸a˜o, respectivamente, da cla´ssica
biblioteca LinuxThreads e da nova biblioteca NPTL.
´E de notar o aumento de desempenho que se deve, es-
sencialmente, a` diminuic¸a˜o dos tempos de comutac¸a˜o e
de sincronizac¸a˜o entre fios-de-execuc¸a˜o. Note-se que, o
adicional de 5s presente na curva RoCL-NPTL e´ o prec¸o
a pagar pela flexibilidade oferecida pelo RoCL, isto e´, a
orientac¸a˜o ao recurso e o modelo de comunicac¸a˜o total-
mente assı´ncrono.
Recursos
Habitualmente, os sistemas de passagem de mensagens
oferecem aos programadores modelos de comunicac¸a˜o
onde as entidades envolvidas correspondem a`s ma´quinas
ou processadores disponı´veis num cluster. Em al-
guns casos sa˜o oferecidos portos de comunicac¸a˜o como
abstracc¸o˜es para multiplexagem do meio de comunicac¸a˜o,
ao nı´vel do processo ou da ma´quina. Na˜o existem, no en-
tanto, mecanismos adequados e suficientemente flexı´veis,
ao dispor dos programadores, para a associac¸a˜o entre
entidades computacionais e entidades comunicantes. A
maior dificuldade surge no momento da distribuic¸a˜o ou
redistribuic¸a˜o das entidades computacionais pelos nodos
de um cluster.
Por outro lado, a existeˆncia de plataformas de programac¸a˜o
paralela/distribuı´da de mais alto nı´vel, que incluem sis-
temas sofisticados para interacc¸a˜o com o hardware dis-
ponı´vel, na˜o vem facilitar a tarefa do programador no de-
senho de soluc¸o˜es que sigam novos paradigmas. Com
efeito, estas plataformas encerram, habitualmente, mode-
los de programac¸a˜o pro´prios e a implementac¸a˜o de com-
ponentes que na˜o sigam esses modelos acabam por resultar
numa deficiente explorac¸a˜o do hardware disponı´vel.
O RoCL, a meio caminho entre as duas abordagens
acima, ao oferecer o recurso como entidade ba´sica
para a modelac¸a˜o de aplicac¸o˜es, contorna a complexi-
dade e limitac¸o˜es dos subsistemas de comunicac¸a˜o de
baixo-nı´vel, sem impor, ao programador, um modelo de
programac¸a˜o rı´gido. A abstracc¸a˜o recurso garante um
nı´vel de abstrac¸a˜o suficientemente elevado para o desen-
volvimento conveniente de aplicac¸o˜es e plataformas de al-
gum nı´vel de complexidade sem que fique comprometida
a explorac¸a˜o eficiente dos sistemas fı´sicos e lo´gicos subja-
centes.
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