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Diluted magnetic semiconductors are materials well known to exhibit strong correlations which
typically manifest in carrier-mediated magnetic ordering. In this Rapid Communication, we show
that the interaction between excitons and magnetic impurities in these materials is even strong
enough to cause a significant deviation from the bare exciton picture in linear absorption spectra of
quantum well nanostructures. It is found that exciton-impurity correlations induce a characteristic
fingerprint in the form of an additional side structure close to the exciton resonance in combination
with a shift of the main exciton line of up to a few meV. We trace back these structures to the form
of the self-energy and demonstrate that reliable values of the average correlation energy per exciton
can be extracted directly from the spectra. Since the only requirement for our findings is sufficiently
strong correlations, the results can be generalized to other strongly correlated systems.
Many-body correlations are an important and exten-
sively studied phenomenon in many areas of physics [1–
15], the impact of which is typically investigated us-
ing nonlinear response such as four-wave mixing [16–21].
An interesting subclass of materials that are known for
strong correlation effects are diluted magnetic semicon-
ductors (DMSs), i.e., II-VI or III-V semiconductor alloys
with a small percentage of magnetic dopants, typically
manganese [22–26]. Most notably in these materials, cor-
relations have been found to cause carrier-mediated fer-
romagnetic ordering [27], a topic which is still actively
investigated [6]. DMSs are also known for possible appli-
cations in the field of spintronics [28–32], either as a spin
aligner [33] or in terms of data storage applications [34].
The physics in DMSs is typically dominated by the
strong exchange interaction between carriers and mag-
netic dopants which is usually modeled by a Kondo-type
Hamiltonian for electrons and holes with well-established
coupling constants [25]. Since typical experiments on
DMS nanostructures are performed close to the exciton
resonance [35–42], it is evident that effects due to the
Coulomb interaction cannot be neglected. In addition, it
was already pointed out in the literature that a mean-
field treatment of the electron-impurity exchange inter-
action is often insufficient for an accurate description of
ultrafast spin dynamics [43, 44] as well as order parame-
ters [6, 45].
In this Rapid Communication we explore the impact of
exciton-impurity correlations on linear absorption spec-
tra of DMS nanostructures close to the exciton resonance.
Considering that carrier-impurity correlations typically
manifest themselves in the dynamical properties of DMSs
such as spin overshoots on picosecond time scales [43, 46]
or modifications of spin-transfer rates [47], it is often chal-
lenging to pinpoint these features in experiments since
they can be extremely dependent on the particular sam-
ple. This is, e.g., due to the variation of the degree of
band mixing between light and heavy holes which may
cause hole spin relaxation times to vary between a few pi-
coseconds [37] up to longer than the exciton lifetime [35],
which makes it hard to accurately predict experimental
observations. Furthermore, it is typically not possible to
quantify the amount of correlation energy that has built
up in the sample since correlations often merely manifest
in bandgap renormalizations or influence spectral widths
and are thus hard to isolate [48–52]. It is therefore of
particular interest to be able to identify many-body cor-
relation effects in an experimentally well accessible quan-
tity such as the linear absorption spectrum. Indeed, we
show that correlation effects are visible in the spectrum
of DMSs and lead to a side structure close to the main
exciton peak accompanied by a shift of the bare exciton
resonance. Our calculations reveal that the absorption
spectrum provides direct access to the average correla-
tion energy per exciton, which is otherwise hard to mea-
sure, and thus allows for an estimation of the importance
of many-body effects without having to resort to high ex-
citation powers.
We consider a narrow DMS quantum well that is ex-
cited close to the 1s exciton resonance below the band
gap. Furthermore, we focus on the widely studied class of
II-VI DMSs where the impurity ions are isoelectronic so
that no excess charge carriers are present in the system.
Accounting only for the energetically lowest confinement
state with respect to the growth direction, which is justi-
fied for sufficiently narrow quantum wells [53], we obtain
the wave function and the binding energy of the exciton
ground state by solving the corresponding Schro¨dinger
equation for electrons and holes bound by the Coulomb
interaction. The interactions that typically dominate the
physics of DMSs are the s-d and p-d exchange mech-
anisms between s-type conduction band electrons or p-
type valence band holes and the localized d-shell electrons
of the impurity ions, respectively [23, 25, 26, 45]. This
interaction describes the scattering of electrons and holes
accompanied by a simultaneous spin-flip event of the re-
spective carriers and the magnetic dopants. We also ac-
count for a purely nonmagnetic type of interaction be-
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2tween carriers and impurities that arises, e.g., due to the
band-gap mismatch when doping atoms are incorporated
into the host lattice. Finally, we fully take into account
the optical excitation in the dipole approximation. The
explicit expressions for all parts of the Hamiltonian can
be found in the Supplemental Material [54].
Based on the model described above, a quantum ki-
netic theory for the exciton spin dynamics which ex-
plicitly includes the optical coherence has been devel-
oped in Ref. [46]. Using a formulation in terms of ex-
citonic density matrices together with a correlation ex-
pansion to treat higher-order expectation values between
exciton and impurity operators, exciton-impurity corre-
lations can be kept explicitly as dynamical variables. A
closed set of equations of motion is obtained by invok-
ing the dynamics-controlled truncation (DCT) [55, 56]
so that variables up to second order in the laser field are
taken into account. Here, we use this theory to calculate
the linear absorption of a DMS nanostructure beyond the
single-particle level.
Since optical spectra may also be affected by phonons,
we extend the theory of Ref. 46 to also account for the
influence of longitudinal acoustic phonons via deforma-
tion potential coupling, which typically dominates the
linewidth in semiconductors for temperatures below 80 K
[57]. We limit the description to bulk phonons which is
justified because of the rather weak dependence of the
lattice constant on the impurity content within the con-
sidered doping range [26]. To obtain the absorption, we
set up the equation of motion for the excitonic interband
coherence y = 〈Yˆ1s〉, where Yˆ1s denotes the annihila-
tion operator of an exciton in the 1s ground state with
a vanishing center-of-mass wave vector. The appearing
source terms are given by impurity- and phonon-assisted
variables for which separate equations of motion have
to be set up. A formal integration of the latter yields
an integro-differential equation which can be solved in
Fourier space to obtain the susceptibility [56, 58, 59]. The
details of the derivation as well as the resulting equations
can be found in the Supplemental Material [54].
For the numerical simulations we focus on
Zn1−xMnxSe quantum wells of varying widths and
doping fractions x at a temperature of 30 K. Since typi-
cal exciton lifetimes vary between several 10 ps to 100 ps
[60–63] we also include a radiative decay rate of 0.1 ps−1
which affects excitons close to the bottom of the exciton
parabola [58, 64]. Otherwise, standard parameters for
a ZnSe-based semiconductor nanostructure and the
necessary coupling constants are used [26, 53, 65, 66].
Figure 1 shows the calculated linear absorption spec-
tra of a 15 nm wide quantum well for doping concentra-
tions between 0% (pure nonmagnetic ZnSe) and 5%. As
expected, in the case of undoped ZnSe, a single peak
appears at the 1s exciton resonance which is broadened
due to radiative decay and slightly asymmetric due to
the phonon influence (cf. the inset of Fig. 1). Choosing
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FIG. 1. Linear absorption spectra of a 15 nm wide
Zn1−xMnxSe quantum well at 30 K for various doping frac-
tions x. The energy scale is chosen such that E = 0 coincides
with the maximum of the 1s exciton resonance at x = 0 and
the spectra are normalized with respect to each 1s absorp-
tion peak. The average correlation energy per exciton Ecorr
obtained numerically from the full quantum kinetic model is
indicated with respect to the maximum of each side structure.
The inset shows a magnified view of the absorption spectra
without doping and with an impurity content x = 5%.
the origin of the energy scale to coincide with the max-
imum of that peak, the exciton line becomes redshifted
upon an increase of the doping fraction and lies at ap-
proximately −1.8 meV at an impurity content of 5%. In
addition, a second feature appears in the spectrum that
is completely absent for an undoped quantum well and
splits off from the main exciton resonance with increas-
ing doping fraction. It becomes gradually smeared out
for larger doping fractions and shows an exponentially
decaying tail on the high-energy side.
The average correlation energy per exciton can be de-
fined as
Ecorr =
1
T
∫ T
0
dt
〈H〉(t)− 〈H〉mf(t)
nX(t)
, (1)
where nX(t) denotes the number of excitons, 〈H〉(t) is
the expectation value of the complete Hamiltonian from
which the mean-field contribution 〈H〉mf(t) is subtracted,
and T is the averaging time. As shown in the Supple-
mental Material, Ecorr becomes almost independent on
T after a short initial period where the correlations build
up after the pulsed excitation [54]. A comparison of Ecorr
calculated using the full quantum kinetic model (cf. blue
curve in Fig. 1) with the position of the exciton peak
relative to the maximum of the second structure in the
linear absorption spectra reveals an excellent agreement.
This shows that the observed shift of the exciton line
and the second structure in the spectrum are indeed due
to the influence of exciton-impurity correlations, an ef-
3fect that cannot be obtained on the mean-field level. In
accordance with energy conservation, the build up of a
negative correlation energy is accompanied by an increase
in the average kinetic energy of excitons which manifests
in a redistribution of exciton momenta away from the
optically active state with K ≈ 0. A more intuitive ex-
planation of the correlation energy can be given in terms
of energy eigenstates: Since the exchange interaction as
well as the nonmagnetic impurity scattering couples the
exciton and the impurity system, the bare exciton states
are no longer the proper eigenstates of the many-body
system, resulting in the observed modification of the lin-
ear absorption.
Numerical calculations confirm that the two structures
remain visible even at liquid nitrogen temperatures of up
to 77 K. This is due to the fact that the phonon-induced
broadening of the exciton line is rather small for acoustic
phonons, a result which is in line with experimental data
as well as theoretical calculations where an increase in
the half width at half maximum (HWHM) linewidth of
only a few µeV per K has been found [67, 68]. Thus, as
long as temperatures below the longitudinal optic (LO)-
phonon threshold are considered, phonons have a negligi-
ble influence on the exciton line regarding the phenomena
discussed here. It should be noted that acoustic phonons
cause the exciton line to become increasingly asymmet-
ric with rising temperature since more and more states
become accessible on the exciton parabola [67]. Phonons
also provide a small contribution to the redshift of the ex-
citon line on the order of 10 µeV at 30 K, which is clearly
negligible compared with the shift due to impurity scat-
tering.
In order to obtain a better understanding of the ob-
served structure of the linear absorption spectrum, it is
thus justified to focus on a system without phonon influ-
ence. Then, the linear absorption is found to be
α(ω) ∼ Γ0 + Im[Σ(ω)](
ω + Re[Σ(ω)]
)2
+
(
Γ0 + Im[Σ(ω)]
)2 (2)
with a complex self-energy ~Σ(ω) and the radiative de-
cay rate Γ0 [50, 67, 69, 70]. For an explicit expression of
the self-energy the reader is referred to the Supplemen-
tal Material [54]. A comparison of α(ω) with the struc-
ture of the self-energy in Fig. 2 indeed reveals that the
physics behind the linear absorption spectra can be well
understood by Eq. (2). Since Im[Σ(ω)] is strictly positive
it follows that the strongest resonance is determined by
the condition ω + Re[Σ(ω)] = 0. Thus, the real part of
the self-energy causes the shift of the exciton line whose
width is determined by the rate Γ0 since Im[Σ(ω)] = 0 for
ω < 0 (cf. Fig. 2). In contrast, the second structure in
the spectrum is exclusively due to the imaginary part of
the self-energy which becomes finite for ω & 0 and slowly
decreases for larger energies. Figure 2 confirms that the
onset of the second structure indeed corresponds to the
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FIG. 2. Explanation of the absorption lineshape. We com-
pare (a) the linear absorption spectrum obtained from Eq. (2)
with (b) the self-energy Σ(ω) for a 15 nm wide Zn0.95Mn0.05Se
quantum well. The self-energy can be used to explain the po-
sition of the main exciton resonance (E
(1)
max) as well as the
maximum of the second structure in the spectrum (E
(2)
max).
The average correlation energy per exciton Ecorr calculated
numerically from the full model is indicated by the length of
the horizontal bar with respect to E
(2)
max.
rise of Im[Σ(ω)] and the maximum of the structure oc-
curs at the minimum of ω + Re[Σ(ω)]. Note that, if the
spectra for finite doping fractions would consist of just
a single discrete line shifted from its position at x = 0%
by Ecorr, the interpretation of the spectral shift would
remain valid but it would be challenging to extract the
correlation energy per exciton since it would be necessary
to compare spectra for different doping fractions in order
to determine the shift. Such experiments can easily be-
come inconclusive since it is hard to change the doping
fraction without changing other sample characteristics
such as, e.g., internal stress properties.
From a physical perspective, the elastic scattering at
the impurity ions couples the optically dipole-allowed ex-
citon states with vanishing wave vector to states on the
exciton parabola with K > 0, resulting in the excitation
of a many-body state that has both contributions. Such a
mixing between K = 0 and K 6= 0 states due to disorder
in the sample and its impact on the absorption spectrum
has already been discussed in the literature in the context
of semiconductor quantum wells with magnetic barriers
on a mean-field level, i.e., without accounting for exciton-
impurity correlations [71, 72]. There, disorder has been
found to lead to different shapes of the exciton line when
comparing the σ+ with the σ− component of the exci-
ton transition. A study of excitons in rough quantum
wells based on random potentials [73] has also found a
similar impact on the optical density, namely a shift of
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FIG. 3. Linear absorption spectra of a Zn0.98Mn0.02Se quan-
tum well at 30 K for various quantum well widths d. The
energy scale is the same as in Fig. 1 and all spectra a normal-
ized with respect to each 1s absorption peak. The blue line
shows the inverse dependence of the correlation energy on the
well width with respect to the reference point d0 = 15 nm.
the exciton peak towards lower energies combined with
an asymmetry towards the high-energy side. However,
the fluctuations of the random potential considered in
that work were not strong enough to observe two dis-
tinct structures. In contrast, the values for the exchange
interaction in DMSs on the order of a few 10 meV are
well established in the literature [23, 25, 26] and are suf-
ficiently large to cause a drastically different spectrum.
It should be noted that the scattering with phonons
can also be cast into a form similar to Eq. (2) so that a
self-energy can be identified [67, 70]. However, there are
some fundamental differences compared with the exciton-
impurity scattering: First, phonon scattering is an inelas-
tic process, causing the phonon dispersion to appear in
the self-energy. Second, phonons introduce two contribu-
tions that can be interpreted as phonon absorption and
emission, respectively. The phonon self-energy leads pri-
marily to an asymmetry of the exciton line at elevated
temperatures and, as mentioned above, only causes a
marginal shift of the exciton line due to the much smaller
carrier-phonon coupling compared with the exchange in-
teraction in DMSs. Thus, in a theory accounting only
for phonons, the exciton peak as well as the onset of a
finite imaginary part of the self-energy do not appear as
separate features in the spectra.
A study of the dependence of the spectra on the width
of the DMS nanostructure, as depicted in Fig. 3 for a
Zn0.98Mn0.02Se quantum well at 30 K, reveals that the
correlation-induced side structure becomes significantly
broadened for smaller well widths and thus appears more
pronounced and localized for moderate widths of about
10 nm and above. It is also found that the side structure
starts to merge with the main exciton peak for larger
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FIG. 4. Time evolution of the energy-resolved occupation
of the 1s exciton parabola after optical excitation using a
pulse with 0.1 ps FWHM for a 10 nm wide Zn0.99Mn0.01Se
quantum well. We compare (a) a calculation with phonons at
a temperature of 80 K with (b) the phonon-free case.
well widths so that only a single line is to be expected
in the bulk limit. The blueshift of the exciton line that
occurs when the well width becomes larger corresponds
to a decrease of the average correlation energy per ex-
citon and shows an inverse dependence on the quantum
well width, which suggests that correlations are enhanced
in smaller nanostructures and become less significant in
bulk. The scaling of the average correlation energy per
exciton with 1d follows directly from the prefactors of the
complete expression for the correlation energy [54].
The fact that the formation of carrier-impurity corre-
lations is accompanied by an occupation of states on the
exciton parabola with a finite center-of-mass wave num-
ber K is confirmed by Fig. 4, where the time- and energy-
resolved occupation of the exciton ground state is shown.
Without phonons, the only mechanism that can change
the exciton wave vector is the elastic scattering at the im-
purities. However, in the typically employed Markov ap-
proximation, this scattering is energy conserving so that
an initial exciton occupation at K ≈ 0 would always
remain at the bottom of the exciton parabola. Instead
Fig. 4(b) reveals that, even in the absence of phonons,
a significant scattering towards higher center-of-mass en-
ergies takes place, which can be associated with many-
body correlations between the excitons and impurities
that remain finite even for long times and cause a de-
viation from an effective single-particle picture. Includ-
ing phonons further enhances this redistribution, espe-
cially for higher temperatures [cf. Fig. 4(a)]. This effect
should be observable in experiments by, e.g., LO-phonon-
assisted photoluminescence, which has already been suc-
cessfully demonstrated for undoped ZnSe nanostructures
[74–76].
All in all, we expect that the fingerprint of exciton-
impurity correlations in absorption spectra of DMSs can
be experimentally resolved provided that the exciton
linewidth stays below a few meV. We have shown that
5a correlation-induced side structure appears in the spec-
trum on the high-energy side of the 1s exciton line which
is particularly pronounced for quantum wells in the 10 nm
range and impurity concentrations of a few percent. Fur-
thermore, the shift of the exciton line with respect to
this side structure yields a reliable value for the average
correlation energy per exciton from a single spectrum
without having to compare different samples. Since the
only requirement for our findings is sufficiently strong
correlations, our results can be generalized to many other
correlated systems.
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