Given a graph ( , ) G N E  , the Covering Salesman Problem (CSP) is to identify the minimum length tour "covering" all the nodes. More specifically, it seeks the minimum length tour visiting a subset of the nodes in N such that each node i not on the tour is within a predetermined distance d i of a node on the tour. In this paper, we define and develop a generalized version of the CSP, and refer to it as the Generalized Covering Salesman Problem (GCSP). Here, each node i needs to be covered at least i k times and there is a cost associated with visiting each node. We seek a minimum cost tour such that each node i is covered at least i k times by the tour. We define three variants of the GCSP. In the first case, each node can be visited by the tour at most once. In the second version, visiting a node i more than once is possible, but an overnight stay is not allowed (i.e., to revisit a node i, the tour has to visit another node before it can return to i). Finally, in the third variant, the tour can visit each node more than once consecutively. In this paper, we develop two local search heuristics to find high-quality solutions to the three GCSP variants. In order to test the proposed algorithms, we generated datasets based on TSP Library instances. Since the CSP and the Generalized Traveling Salesman Problem are special cases of the GCSP, we tested our heuristics on both of these two problems as well. Overall, the results show that our proposed heuristics find highquality solutions very rapidly.
Introduction
The Traveling Salesman Problem (TSP) is one of the most celebrated combinatorial optimization problems. Given a graph ( , ) G N E  , the goal is to find the minimum length tour of the nodes in N, such that the salesman, starting from a node, visits each node exactly once and returns to the starting node (see Dantzig et al., 1954) . In recent years, many new variants such as the TSP with profits (Feillet et al., 2005) , the Clustered TSP (Chisman, 1975) , the Generalized TSP (Fischetti et al., 1997) , the Prize Collecting TSP (Fischetti and Toth, 1988) , and the Selective TSP (Laporte and Martello, 1990) , where ij c denotes the shortest distance between nodes i and j, the CSP reduces to a TSP (thus, it is NP-hard). Current and Schilling (1989) referred to several real-world examples, such as routing of rural healthcare delivery teams where the assumption of visiting each city is not required since it is sufficient that each city is near to a stop on the tour (the inhabitants of those cities which are not on the tour are expected to go to their nearest stop). Current and Schilling (1989) also suggested a heuristic for the CSP where in the first step a Set Covering Problem (SCP) over the given nodes is solved. Specifically, to solve the Set Covering Problem, a zero-one n n  matrix A in which the rows and columns correspond to the nodes is considered. If node i can be . We should also mention that, in the CSP, there is no cost associated with the nodes, so the column costs of matrix A are all equal to one. Therefore, a unit cost Set Covering Problem is solved in the first step of this algorithm to obtain the cities visited on the tour. Then the algorithm finds the optimal TSP tour over these cities. Since there might be multiple optimal solutions to the SCP, Current and Schilling suggest that all optimal solutions to the SCP be tried out and the best solution be selected. The algorithm is demonstrated on a sample problem, but no additional computational results are reported. Arkin and Hassin (1994) introduced a geometric version of the Covering Salesman Problem.
In this problem, each node specifies a compact set in the plane, its neighborhood, within which the salesman should meet the stop. The goal is computing the shortest length tour that intersects all of the neighborhoods and returns to the initial node. In fact, this problem generalizes the Euclidean Traveling Salesman Problem in which the neighborhoods are single points. Unlike the CSP, in which each node i should be within a covering distance i d of the nodes which are visited by the tour, in the geometric version it is sufficient for the tour to intersect the specific neighborhoods without visiting any specific node of the problem. Arkin and Hassin (1994) presented simple heuristics for constructing tours for a variety of neighborhood types. They show that the heuristics provide solutions where the length of the tour is guaranteed to be within a constant factor of the length of the optimal tour. Mennell (2009) studied a special case of the above problem known as the close-enough traveling salesman problem. More specifically, if a salesman gets to within a specified distance (say, r units) of a node, then the node is considered to have been visited. Mennell implemented and compared a number of geometry-based heuristics. Several of these are very fast and produce high quality solutions.
Other than Current (1981) , Current and Schilling (1989) , and Arkin and Hassin (1994) , the CSP does not seem to have received much attention in the literature. However, some generalizations of the CSP have appeared in the literature. One generalization and closely related problem discussed in Gendreau et al. (1997) is the Covering Tour Problem (CTP). Here, some subset of the nodes must be on the tour while the remaining nodes need not be on the tour. Like the CSP, a node i not on the tour must be within a predefined covering distance i d of a node on the tour. When the subset of nodes that must be on the tour is empty the CTP reduces to the CSP, and when the subset of nodes that must be on the tour consists of the entire node set, the CTP reduces to the TSP. Gendreau et al. (1997) proposed a heuristic that combines GENIUS, a high quality heuristic for the TSP (Gendreau et al., 1992) , with PRIMAL1, a high quality heuristic for the SCP (Balas and Ho, 1980) . Vogt et al. (2007) considered the Single Vehicle Routing Allocation Problem (SVRAP) that further generalizes the CTP. Here, in addition to tour (routing) costs, nodes covered by the tour (that are not on it) incur an allocation cost, and nodes not covered by the tour incur a penalty cost. If the penalty costs are set high and the allocation costs are set to 0, the SVRAP reduces to the CTP. Vogt et al. (2007) discussed a tabu search algorithm for the SVRAP that includes aspiration, path relinking, and frequency based-diversification.
All of the earlier generalizations of the CSP assume that when a node is covered, its entire demand can be covered. However, in many real-world applications this is not necessarily the case.
As an example, suppose we have a concert tour which must visit or cover several cities. Since each show has a limited number of tickets, and large metropolitan areas are likely to have ticket demand which exceeds ticket supply for a single concert, there must be concerts on several nights in each large city in order to fulfill the ticket demand. Also, in the rural healthcare delivery problem, discussed in Current and Schilling (1989) , when we create a route for the rural medical team, on each day a limited number of people can benefit from the services, so the team should visit some places more than once. Consequently, rather than assuming that a node's demand is completely covered when either it or a node that can cover it is visited, we generalize the CSP by specifying the coverage demand i k which denotes the number of times a node i should be covered. In other words, node i must be covered i k times by a combination of visits to node i and visits to nodes that can cover node i. If i k =1 for all nodes, we obtain the CSP. This generalization significantly complicates the problem, and is quite different from the earlier generalizations that effectively deal with unit coverage (i.e., i k =1). In addition, since in many applications there is a cost for visiting a node (e.g., cost of hotel for staying in a city for one night) we include node visiting costs (for nodes on the tour) in the GCSP. In the next section, we introduce and explain in more detail three different variants that can arise in the GCSP (that deal with whether a node can be revisited or not). All of these variants are strongly NP-Hard, since they contain the classical TSP as a special case.
The rest of this paper is organized as follows. In Section 2, we formally define the Generalized Covering Salesman Problem, and describe three variants. We also present a mathematical model for the problem. Section 3 describes two local search heuristics for the GCSP.
Section 4 discusses our computational experience on the three different variants of the GCSP, as well as the CSP and the Generalized TSP (GTSP), which are special cases of the GCSP. Section 5 provides concluding remarks and discusses some possible extensions of the GCSP.
Problem Definition
In the Generalized Covering Salesman Problem (GCSP), we are given a graph and has a predetermined coverage demand i
F is the fixed cost associated with visiting node i, and a solution is feasible if each node i is covered at least i k times by the nodes in the tour. The objective is to minimize the total cost, which is the sum of the tour length and the fixed costs associated with the visited nodes.
We discuss three variants of the GCSP: Binary GCSP, Integer GCSP without overnights, and Integer GCSP with overnights. Next, we explain each of these variants.
Binary Generalized Covering Salesman Problem:
In this version, the tour is not allowed to visit a node more than once and after visiting a node we must satisfy the remaining coverage demand of that node by visiting other nodes that can cover it. We use the qualifier binary as this version only permits a node to be visited once.
Integer Generalized Covering Salesman Problem without Overnights: Here, a node can be visited more than once, but an overnight stay is not allowed. Therefore, after visiting a node, the tour can return to this node after having visited at least one other node. In other words, the tour is not allowed to visit a node more than one time consecutively. We use the qualifier integer as this version allows a node to be visited multiple (or an integer number of) times.
Integer Generalized Covering Salesman Problem with Overnights:
This version is similar to the previous one, but one or more overnight stays at a node are allowed.
In the CSP, k i =1 for all nodes i N  . Clearly, the CSP is a special case of the binary GCSP.
When there are unit demands there is no benefit to revisiting a node, consequently the CSP can also be viewed as a special case of the integer variants of the GCSP. Thus, the CSP is a special case of all three variants of the GCSP. As the TSP is a special case of the CSP, all three GCSP variants are strongly NP-Hard.
We now discuss the issue of feasibility of a given instance of the problem. For the binary GCSP, the problem is feasible if demand is covered when all nodes in the graph are visited by the tour. In other words if h j denotes the number of nodes that can cover node j (i.e., h j counts each
For the integer GCSP with and without overnights, the problem is always feasible, since a tour on all nodes in the graph may be repeated until all demand is covered.
We now formulate the three different variants of the GCSP. We first provide an integer programming formulation for the binary GCSP, and then an integer programming formulation for the integer GCSP. Our models are on directed graphs (for convenience, as they can easily be extended to asymmetric versions of the problem). Hence, we replace the edge set E by an arc set A, where each edge { , } i j is replaced by two arcs ( , ) i j and ( , ) j i with identical costs. Also, from the problem data we have available 
subject to:
The objective is to minimize the sum of the tour costs and the node visiting costs. Constraint set (2) ensures that for each on-tour customer, we have one incoming and one outgoing arc. Constraint set (3) specifies that the demand of each node must be covered. Constraint set (4) is a connectivity constraint that ensures that there are no subtours. Note that there are an exponential number of connectivity constraints. Constraints (5) and (6) define the variables as binary.
For the integer GCSP without overnights we introduce two additional variables to represent the number of times a node is visited, and the number of times an arc is traversed in the tour. Let i y  number of times that node i is visited by the tour, and ij z  number of times arc (i,j) is traversed by the tour. The integer programming model can now be stated as:
where L is a sufficiently large positive value. The objective is to minimize the sum of the tour costs and the node visiting costs. Constraint set (8) ensures that if node i is visited y i times, then we have y i incoming and y i outgoing arcs. Constraint set (9) specifies that the demand of each node must be covered. Constraint sets (10) and (11) 
c ii the cost of self loop arcs ( , ) i i set to 0.
Note that both the binary GCSP and the integer GCSP formulations rely heavily on the integrality of the node variables. Consequently, the LP-relaxations of these models can be quite poor. Further, these models have an exponential number of constraints, implying that this type of model can only be solved in a cutting plane or a branch-and-cut framework. Thus, considerable strengthening of the above formulations is necessary, before they are viable for obtaining exact solutions to the GCSP. We do not pursue this direction in this paper. Rather, we focus on local search algorithms to develop high-quality solutions for the GCSP.
Local Search Algorithms
In this section we propose two local search solution procedures, and refer to them as LS1 and LS2, respectively. They are designed to be applicable to all variants of GCSP. In both algorithms, we start from a random initial solution. As we discussed in Section 2, assuming that a problem is feasible (which can be checked easily for the binary GCSP), any random order of the n nodes produces a feasible solution for the binary GCSP, and repeating this ordering a number of times until all demand is covered produces a feasible solution for the integer GCSP. We provide an initial solution to our local search heuristics by considering a random initial ordering of the nodes in the graph and repeat this ordering for the integer variants (if necessary) to cover all of the demand.
A natural question at this point may be whether an initial solution different from a random initial ordering provides better final solutions. We actually tested two alternate possibilities for an initial solution: (i) the TSP tour obtained using the Lin-Kernighan procedure over the n nodes in the instance, and (ii) the TSP tour obtained using the Lin-Kernighan procedure (Lin and Kernighan, 1973 ) over the nodes obtained by solving the associated SCP problem to optimality (this solution may not be feasible for the binary GCSP). We found that these two alternatives did not dominate the random initial ordering which is significantly faster in generating an initial solution. As a result, we generate an initial solution using a random initial ordering.
A solution is represented by the sequence of nodes in the tour. Thus, for the binary GCSP, no node may be repeated on the tour, while in the integer GCSP, nodes may be repeated on the tour.
For the integer GCSP with no overnights, a repeated node may not be next to itself in the sequence, while in the integer GCSP with overnights a repeated node is allowed to be next to itself in the sequence. Thus, <1, 2, 3, 4, 5, 8, 9>, <1, 2, 3, 4, 3, 2, 8>, and <1, 1, 2, 3, 3 ,8> represent tour sequences that do not repeat nodes, repeat nodes but not consecutively, and repeat nodes consecutively. Observe that if the costs are non-negative, then in the integer GCSP with overnights, there is no benefit to leaving a node and returning to revisit it later.
LS1
LS1 tries to find improvements in a solution S by replacing some nodes of the current tour. It achieves this in a two-step manner. First, LS1 deletes a fixed number of nodes. (The number of nodes removed from the tour is equal to a predefined parameter, Search-magnitude, multiplied by the number of nodes in the current tour. If this number is greater than 1 it is rounded down; otherwise, it is rounded up.) It removes a node k from the current solution S with a probability that is related to the current tour and computed as
where k C is the amount of decrease in the tour cost by deleting node k from S; while keeping the rest of the tour sequence as before. (This weighted randomization allows the search procedure to explore a larger set of the feasible solution space and in our preliminary testing worked much better than choosing the node with the largest value of k C for deletion.) Since the deletion of some nodes from the tour S may result in a tour Sthat is no longer feasible, LS1 attempts to make the solution feasible by inserting new nodes into S. We refer to this as the Feasibility Procedure. Suppose that P is the set of nodes that can be added to the current tour. For the binary GCSP, P consists of the nodes not in the tour S  , while in the integer GCSP, P consists of all nodes that do not appear more than L times in S  . We select the node k P  for which (2000) that is available for download on the web.
In order to escape from locally optimum solutions, and to search through a larger set in the feasible solution space, we apply a Mutation Procedure whenever the algorithm is not able to increase the quality of the solution after a given number of consecutive iterations. In the mutation procedure, a node is selected randomly and, if the node does not belong to the solution, it is added to the solution in its best place (i.e., the place which causes the minimum increase in the tour length); otherwise, it is removed from the solution. In the latter case, the algorithm calls the feasibility procedure to ensure the solution is feasible, and updates the best solution if necessary.
To add to the diversity within the search procedure, we allow uphill moves with respect to the best solution that LS1 has found. In other words, if the cost of the solution S' that LS1 obtains is less than (1+α) times the best solution found, we keep it as the current solution (over which we try to find an improvement). Otherwise, we use the best solution obtained so far as the current solution.
The stopping criterion for LS1 is a given number of iterations that we denote by max_iter. The pseudo-code of LS1 is given in Algorithm 1. The parameters to be tuned for LS1 and their best values obtained in our computational testing are described in Table 1 (see Section 4).
LS2
This local search procedure tries to improve the cost of a solution by either deleting a node on the tour if the resulting solution is feasible or by extracting a node and substituting it with a promising sequence of nodes. In contrast to LS1, this local search algorithm maintains feasibility (i.e., it only considers feasible neighbors in the local search neighborhood).
LS2 mainly consists of two iterative procedures: the Improvement Procedure and the Perturbation Procedure. In the Improvement Procedure, the algorithm considers extraction of nodes from the current tour in a round-robin fashion. (In other words, given some ordering of nodes on the tour, it first tries to delete the first node on the tour, and then it tries to delete the second node on the tour, and so on, until it tries to delete the last node on the tour.) If by removing a node on the tour the solution remains feasible, the tour cost has improved and the node is deleted from the tour.
On the other hand, extracting a node from the tour may cause some other nodes to no longer be fully covered and the solution becomes infeasible. Consequently, in such cases, we try to obtain a feasible solution by substituting the deleted node with a new subsequence of nodes. To this aim, the algorithm considers the T nodes nearest to the extracted node and generates all the promising subsequences with cardinality one or two. Then, it selects the subsequence s that has the minimum insertion cost (i.e., the cost of the tour generated by substituting the deleted node by subsequence s minus the cost of tour with the deleted node). In the case of improvement in the tour cost, we make this substitution; otherwise, we disregard it (i.e., reinsert the deleted node back into its initial position) and continue. The improvement procedure is repeated until it cannot find any improvements (i.e., no change is found while extracting nodes from the current tour in a roundrobin fashion). At the end of the improvement procedure, we apply the 2-Opt procedure to the current tour. (We prefer 2-Opt to the Lin-Kernighan procedure here because it is significantly less expensive computationally.)
In the Perturbation Procedure, LS2 tries to escape from a locally optimum solution by perturbing the solution. In the perturbation procedure, we iteratively add up to K nodes to the tour.
It randomly selects one node from among the nodes eligible for addition to the tour (in the binary GCSP, the nodes must be selected from those not in the current tour, while, for the two other GCSP variants, the nodes can be selected from those visited in the current tour also) and inserts it in the tour in its best possible position. Since the tour is feasible prior to the addition of these nodes, the tour remains feasible upon addition of these K nodes.
In one iteration of the procedure, the improvement phase and perturbation phase are iteratively applied J times. After one iteration, when the best solution has improved (i.e., an iteration found a solution with lower cost), we use the Lin-Kernighan Procedure to improve the current tour length (and, thus, the cost of the solution). The stopping criterion for LS2 is a given number of iterations that we denote by max_iter. The pseudo-code for LS2 is given in Algorithm 2, and the parameters to be tuned for LS2 and their best values obtained in our computational testing Generate all subsequences with cardinality 1 or 2, by considering the T closest nodes to the extracted node; Extra_Cost := Extra cost for the subsequence with the minimum insertion cost; If Extra_Cost < 0 then Update S by substituting the new subsequence for the extracted node; improve := true; End If; End If; r := r+1; End While; End.
Perturbation Procedure(S):
Randomly select an eligible node; Insert the node in its best feasible position in the tour; End For; End.
are described in Table 2 (see Section 4).
Computational Experiments
In this section, we report on our computational experience with the two local search heuristics LS1 and LS2 on the different GCSP variants. We first consider the CSP, and compare the performance of the two proposed heuristics LS1 and LS2, with that of the method proposed by Current and Schilling (1989) for the CSP. Next, we compare LS1 and LS2 on a large number of GCSP instances for the three variants. We also consider a Steiner version of the GCSP, and report our experience with the two local search heuristics. Finally, in order to assess the quality of the solutions found by the two heuristics, we compare them with existing heuristics for the GTSP where there exist well-studied instances in the literature. All of the experiments suggest that the heuristics are of a high quality and run very rapidly.
Test Problems
Since there are no test problems in the literature for the CSP (nor for the variants of the GCSP we introduce), we created datasets based on the TSP library instances (Reinelt, 1991) . Our analysis involves two datasets: one consisting of small to medium instances with up to 200 nodes, and the other consisting of large instances with up to 1000 nodes.
The first dataset is constructed based on 16 Euclidean TSPLIB instances whose size ranges from 51 to 200 nodes. In the instances created, each node can cover its 7, 9, or 11 nearest neighbor nodes in addition to itself (resulting in 3 instances for each TSPLIB instance), and each node i must be covered i k times, where i k is a randomly chosen integer number between 1 and 3. We generated the instances to ensure that a tour over all of the nodes covers the demand (i.e., we ensured that the binary GCSP instances were feasible). Although the cost of visiting a node can be different from node to node, for the first dataset, we consider the node-visiting costs to be the same for all nodes in an instance. In fact, if we assign a large node-visiting cost, the problem becomes a Set Covering Problem (as the node-visiting costs dominate the routing costs) under the assumption that a tour over all the nodes covers the demand. On the other hand, if the node-visiting cost is insignificant (i.e., the routing costs dominate), there is no difference between the integer GCSP with overnights and the CSP. This is because if there is no node-visiting cost, a salesman will stay overnight at a node (at no additional cost) until he/she covers all the demand that can be covered from that node. After testing different values for the node-visiting cost, to ensure that its effect was not at either extreme (Set Covering Problem or CSP), we fixed the node-visiting cost value to 50 for the instances in this first dataset. In this fashion, we constructed 48 instances in this first dataset for our computational work.
The second dataset is constructed based on 15 large Euclidean TSPLIB instances whose size ranged from 225 to 1000 nodes. They are constructed in the same fashion as the first dataset, except that (i) each node can cover its 10 nearest neighbor nodes, and (ii) the node-visiting costs are different for the nodes. The node-visiting costs are set randomly in three different ranges. If TL denotes the total length of the solution (using LS2) to the instance as a CSP problem, the nodevisiting costs are set in the following three ranges (resulting in 3 instances for each TSPLIB instance), where (int) indicates we round down to the nearest integer. Tables 1 and 2 show the different values that were tested for various parameters and the best value obtained for the parameters in LS1 and LS2. To obtain these best parameter values we tested all possible combinations for the parameter values on a set of small test instances consisting of five selected TSPLIB instances (Pr107, Pr124, Pr136, Pr144, and Pr152) for each of the four problems (CSP, binary GCSP, integer GCSP without overnights, and integer GCSP with overnights) where each node can cover its 10 nearest neighbor nodes. These five instances (with a total of 20 instances over the four problems) comprise our training set while our testing set will consist of the instances in the two datasets. This approach is consistent with the one widely used in the data mining and machine learning literature.
Both LS1 and LS2 were implemented in C and tested on a Windows Vista PC with an Intel
Core Duo processor running at 1.66 GHz with 1 GB RAM. As is customary in testing the performance of randomized heuristic algorithms, we performed several independent executions of the algorithms. In particular, for each benchmark instance, 5 independent runs of the algorithms LS1 and LS2 were performed, with 5 different seeds for initializing the random number generator and the best and the average performances of the two heuristics are provided.
In all tables reporting the computational performance of the heuristics, the first column is related to the instance name which includes the number of nodes. The second column (NC) gives the number of nearest neighbor nodes that can be covered by each node. Moreover, for each method, the best and the average cost, the number of nodes in the best solution (NB), the average time to best solution (Avg.TB), i.e., the average time until the best solution is found (note the local search heuristic typically continues after this point until it reaches its termination criterion), and the average total time (Avg.TT) are reported (TT is the total time for one run of the local search heuristic). In all tables, in each row the best solution is written in bold and the last two rows give the average of each column (Avg) and the number of best solutions found by each method (No.Best), respectively. All the computing times are expressed in seconds.
Comparison of LS1, LS2, and Current and Schilling's Heuristic for the CSP
Since Current and Schilling (1989) introduced the CSP and proposed a heuristic for it, we compare the performance of LS1 and LS2 against their heuristic. Recall, their algorithm was described in Section 1. Since there are no test instances or computational experiments reported in Current and Schilling's paper, we coded their algorithm to compare the performance of the heuristics. For Current and Schilling's method, we used CPLEX 11 (2007) to generate all optimal solutions of the SCP, and since solving the TSP to optimality is computationally quite expensive on these instances, we use the Lin-Kernighan Procedure to find a TSP tour for each solution.
Sometimes, finding all the optimal solutions of an SCP instance is quite time consuming, so we only consider those optimal solutions for the SCP that CPLEX can find in less than 10 minutes of running time. Schilling's method. In this table, the number of optimal solutions (NO) of the set covering problem is given. In Table 3 , instances for which all the optimal solutions to the set covering problem cannot be obtained within the given time threshold are shown with an asterisk. As can be seen in Table 3 for the CSP, both LS1 and LS2 can obtain, in a few seconds, better solutions than Current and From Table 3 we can make the following observation. Sometimes by selecting a larger number of nodes to visit, we are able to find a shorter tour length, so the optimal solution of the Set Figure 1 . An example of decreasing the tour length by increasing the number of nodes in Rat99 (NC=7). Covering Problem is not necessary a good solution for the Covering Salesman Problem. This is contrary to the intuition at the heart of Current and Schilling's method. Figures 1 and 2 illustrate two examples of CSP (Rat99 and KroA200) in which, by increasing the number of nodes in the tour, the tour length is decreased.
Comparison of LS1 and LS2 on GCSP Variants
In Table 4 the results of the two local search heuristics on the binary GCSP are given. As can be seen in this table, for the binary GCSP, the two local search heuristics are very competitive with each other. On average, LS1 is a bit faster than LS2. In terms of the average cost, the number of best solutions found, and average time, LS1 is slightly better than LS2. However, LS2 is faster in terms of the average time to best solution. Over the 48 instances, the two heuristics were tied in 21
instances. In 14 instances, LS1 is strictly better than LS2, and, in 13 instances, LS2 is strictly better than LS1. When we compared LS1 and LS2 using the Wilcoxon signed-rank test, we found that the difference between the two was not statistically significant. (Here α=0.1469, and we used a 5%
significance level for the hypothesis tests. In other words we reject the null hypothesis that the performance of the heuristics is equal only if α<0.05). Table 5 provides a comparison of LS1 and LS2 on the integer GCSP without overnights.
Here, the table contains one additional column reporting the number of times a solution revisits cities (NR). Here, over 48 test instances, LS1 is strictly better than LS2 in 15 instances, LS2 is strictly better than LS1 in 8 instances, while they are tied in 25 instances. Again, the running times of both LS1 and LS2 are generally small, taking no more than 32 seconds, even for the largest instances. When we compared LS1 and LS2 using the Wilcoxon signed rank test, we found that the difference between the two was not statistically significant (here α=0.1264). Over 48 test instances, LS1 is strictly better than LS2 in 9 instances, LS2 is strictly better than LS1 in 26 instances, and they are tied in 13 instances. However, the running time of LS1 increases significantly with instance size compared to LS2. This increase in running time appears to be due to a significant increase in the number of times LS1 calls the Lin-Kernighan Procedure. Overall, LS2
appears to be a better choice than LS1 for the integer GCSP with overnights. When we compared LS1 and LS2 using the Wilcoxon signed rank test, we found that LS2 outperforms LS1 at a significance level of α=0.0027.
Notice that a solution to the binary GCSP is a feasible solution to the integer GCSP without overnights, and a feasible solution to the integer GCSP without overnights is a feasible solution for the integer GCSP with overnights. Hence, we should expect that the average cost of the solutions found should go down as we move from Table 4 to Table 6 . This is confirmed in our experiments.
GCSP with Steiner Nodes
In our earlier test instances, every node had a demand. We now construct some Steiner instances, i.e., ones where some nodes have i k set to zero (the rest of the demands remain unchanged). In these cases, a tour could contain some "Steiner nodes" (i.e., nodes without any demand) that can help satisfy the coverage demand of the surrounding (or nearby) nodes. On the other hand, if fewer nodes have demands then it is likely that fewer nodes need to be visited (in particular, the earlier solutions obtained are feasible for the Steiner versions), and, thus, we would expect the cost of the solutions to the GCSP with Steiner nodes to be lower compared to the instances of the GCSP without Steiner nodes. Tables 8, 9 , and 10 report on our experience with the second dataset consisting of the large scale instances with varying node-visiting costs. As the results show, LS2 significantly outperforms LS1. In particular for the binary GCSP, LS2 is strictly better than LS1 in 43 out of 45 instances, while LS1 is strictly better than LS2 in 2 out of 45 instances. The Wilcoxon signed rank test indicates that LS2 outperforms LS1 at a significance level of α<0.0001. In terms of average running time, LS2 is an order of magnitude (about 10 times) faster than LS1. For the GCSP without overnights, LS2 is strictly better than LS1 in 44 out of 45 instances, while LS1 is strictly better than LS2 in 1 out of 45 instances. The Wilcoxon signed rank test indicates that LS2 outperforms LS1 at a significance level of α<0.0001. Again, in terms of running time, LS2 is an order of magnitude faster than LS1. Even in the largest instances, LS2 takes no more than 4 minutes, while LS1 can take over 20 minutes to run. For the GCSP with overnights, LS2 is strictly better than LS1 in 44 out of 45 instances, while LS1 is strictly better than LS2 in 1 out of 45 instances. The Wilcoxon signed rank test indicates that LS2 outperforms LS1 at a significance level of α<0.0001. Again, in terms of running time, LS2 is much faster than LS1, taking only about 3 minutes even for the largest 1000 node instance.
Large-Scale Instances
Taken together with the results on the first dataset, overall, LS2 seems to be a better choice than LS1. On the first dataset it outperforms LS1 (in a statistically significant sense) on the CSP, the Steiner CSP, and the integer GCSP with overnights. While the difference between LS1 and LS2 for the binary GCSP and the integer GCSP without overnights on the first dataset is not statistically significant. However, the results on the larger instances in the second dataset clearly show the superiority of LS2 over LS1 in terms of performance on all three problems, as well as its robustness in terms of running time.
Analyzing the Quality of LS2 on the Generalized TSP
Since we do not have lower bounds or optimal solutions for the CSP and GCSP instances, it is hard to assess the quality of the solutions. Noting that the generalized TSP (GTSP) is a special case of the CSP (we explain how momentarily), we use some well-studied GTSP instances in the literature (see Fischetti et al., 1997 ) and compare LS2 with eight different heuristics designed specifically for the GTSP; as well as to the optimal solutions on these instances obtained by Fischetti et al. (1997) using a branch-and-cut method. In the GTSP, the set of nodes in the graph are clustered into disjoint sets and the goal is to find the minimum length tour over a subset of nodes so that at least one node from each cluster is visited by the tour. This can be formulated as a CSP, where each node has unit demand (i.e., i k =1 for each node i) and each node in a cluster covers every other node in a cluster (and no other nodes).
We executed LS2 on the benchmark GTSP dataset (see Fischetti et al., 1997) by first tuning its parameters. The tuned parameters of LS2 are configured as follows: J=300, K=10, T=10, and max_iter = 50 and 10 independent runs of LS2 were performed. We compared LS2 to eight other heuristics in the literature that are listed below. In order to perform a fair comparison on the running times of the different heuristics, we scaled the running times for the different computers as indicated in Dongarra (2004) . The computer factors are shown in Table 11 . The columns indicate the computer used, solution method used,
Mflops of the computer, and r the scaling factor. Thus the reported running times in the different papers are appropriately multiplied by the scaling factor r. We note that an identical approach was taken in Cacchiani et al. (2011) to compare across these heuristics for the GTSP. Since no computer information is available for the RACS heuristic, we use a scaling factor of 1. GI , and NN).
We also summarize the number of times the optimum solution was found by a method. As Table 12 indicates, although LS2 was not explicitly developed for the GTSP (but rather for a generalization of it), it performs quite well. On average, it takes 2.2 seconds, and finds solutions that are 0.08% from optimality, and it found optimal solutions in 30 out of 41 benchmark GTSP instances.
Summary and Conclusions
In this paper, we considered the CSP, and introduced a generalization quite different from earlier generalizations of the CSP in the literature. Specifically, in our generalization, nodes must be covered multiple times (i.e., we introduce a notion of coverage demand of a node). This may require a tour to visit a node multiple times (which is not the case in earlier generalizations), and there are also node-visiting costs. We discussed three variants of the GCSP. The binary GCSP where revisiting a node is not permitted, the integer GCSP without overnights where revisiting a node is permitted only after another node is visited, and the integer GCSP with overnights where revisiting a node is permitted without any restrictions. We designed two local search heuristics, LS1
and LS2, for these variants. In a certain sense, LS1 is a very large-scale neighborhood search (VLNS) algorithm (because it relies heavily on the Lin-Kernighan procedure and a neighborhood whose size is variable and large), and LS2 is like an iterated local search (ILS) algorithm (because it applies an improvement and perturbation procedure iteratively and the sophisticated Lin-Kernighan procedure is applied infrequently). Nevertheless, the Lin-Kernighan procedure plays a significant role in the performance of both algorithms. Indeed, if the Lin-Kernighan procedure were replaced by the 2-OPT procedure in the algorithms, the performance of the heuristics is significantly worse.
Overall, LS2 appears to be superior in terms of its running time as well as its performance with respect to the number of times it found the best solutions for the different variants. When LS2 is compared to 8 benchmark heuristics for the GTSP (that were specifically designed for the GTSP), LS2 performs quite well, finding high-quality solutions rapidly.
We introduced two integer programming models for the binary and integer GCSP, respectively. However, both these models require considerable strengthening and embedding in a branch-and-cut framework in order to obtain exact solutions to the GCSP. This is a natural direction for future research on the GCSP (as it will provide an even better assessment of the quality of heuristics for the GCSP), and we hope researchers will take up this challenge.
Some natural generalizations of the GCSP (along the lines of the earlier generalizations of the CSP) may also be considered in future research. The earlier generalizations of the CSP (see Vogt et al., 2007) included constraints in terms of (i) requiring some nodes to be on the tour,
(ii) requiring some nodes not to be on the tour, (iii) allowing a node not to be covered at a cost (for our GCSP that would mean the covering demand of a node could be partially covered at a cost), and (iv) including a cost for allocating nodes not on the tour to the tour. These would be natural generalizations of this multi-unit coverage demand variant of the CSP that we have introduced. 
