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We show that classical particle mechanics (Hamiltonian and Lagrangian consistent with relativistic
electromagnetism) can be derived from three fundamental assumptions: infinite reducibility, deter-
ministic and reversible evolution, and kinematic equivalence. The core idea is that deterministic and
reversible systems preserve the cardinality of a set of states, which puts considerable constraints on
the equations of motion. This perspective links different concepts from different branches of math
and physics (e.g. cardinality of a set, cotangent bundle for phase space, Hamiltonian flow, locally
Minkowskian space-time manifold), providing new insights. The derivation strives to use defini-
tions and mathematical concepts compatible with future extensions to field theories and quantum
mechanics.
I. INTRODUCTION
Classical particle mechanics is usually founded on New-
ton’s laws. These, though, are insufficient to derive the
full Lagrangian and Hamiltonian formalism, and usually
other ad-hoc assumptions (e.g. conservative forces) are
introduced. Special relativity is based on two principles
(invariance of the speed of light and the principle of rel-
ativity), which lead to the Minkowskian nature of space-
time but not to the equations of motion, which are a con-
sistent reformulation of the non-relativistic ones. What
we’ll do in this work is re-organize all the known elements
and equations in a more consistent and comprehensive
way, leading to better insight on why the fundamental
concepts and laws are what they are. The derivation
will also include classical analogues of strictly quantum
notions to facilitate a future extension to quantum me-
chanics.
We’ll use concepts from different disciplines, such as
set theory, differential geometry, relativity, Hamiltonian
and Lagrangian mechanics, and we’ll find interesting con-
nections among them. We’ll keep names and notation as
consistent as possible to current use across the different
disciplines. This may sometimes lead to some non se-
quitur as it will not be immediately clear why the new
definitions are equivalent to the standard ones. These
are typically resolved by subsequent derivation of the ex-
pected properties.
No mathematical breakthrough should be expected:
the goal, after all, is to derive the known framework from
a set of simple definitions in the most obvious way pos-
sible. No proof is longer than a couple of paragraphs,
so the word theorem is avoided in favor of proposition
and corollary. The novel, and surprising, result is how so
much can be derived from so little.
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II. OUTLINE
We give here a brief general conceptual overview, hop-
ing it will help guide the reader through the mathemati-
cal details.
We’ll first mathematically define states and the labels
we use to identify them (e.g. position, momentum, tem-
perature, pressure). We introduce the infinite reducibil-
ity assumption (or classical assumption): each state is
divisible into the states of its parts. It is then sufficient
to describe the evolution of infinitesimal parts (i.e. par-
ticles) within their state space (i.e. phase space).
We introduce the deterministic and reversible evolu-
tion assumption: to each state corresponds one and only
one future (or past) state. The cardinality of a set of
states is therefore conserved under evolution. This allows
us to define a metric ω on phase space, and the conserva-
tion of that metric leads to the Hamiltonian framework.
That is: we can derive the Hamiltonian framework on its
own merit and show that it is equivalent to deterministic
and reversible motion.
We introduce the assumption of kinematic equivalence:
studying trajectories is equivalent to studying states. We
show that there must be a link between the space-time
metric g and the phase-space metric ω, as both quantities
must be conserved under passive coordinate transforma-
tions. That link will constrain the space-time metric to
be locally Minkowskian. A transformation between state
variables (q, p) and kinematic variables (x, x˙) must ex-
ist. To be invertible, the relationship between velocity
and conjugate momentum has to be monotonic, leading
to a concave Hamiltonian which allows a Legendre trans-
formation leading to the Lagrangian. We can constrain
the Hamiltonian further, and show that the most general
equation of motion under the three assumptions is the
one of a geodesic modified by the force given by a vector
potential (such as the one of a relativistic charged parti-
cle) and a scalar potential (such as the one of Newtonian
gravitation in the non-relativistic case).
2III. STATES, LABELS AND MAPS
This and the next section are dedicated to properly
defining states. In particular, we will need to introduce
more precise terminology to be able to make two crucial
distinctions. The first is between the state of the whole
system and one of its parts.1
Configuration
state
The state of the whole system being
described.
Particle state
(or simply
state)
The state of an infinitesimal part
(i.e. particle) of the system.
When talking about particles of a system we must always
remember that they are the result of a limit. Therefore
we will start with discrete definitions, and see how some
properties will extend to the continuous case.
The second distinction comes up when dealing with
physical quantities. We need to be able to distinguish
among a particular value, a set of possible values, and
the space of all possible values.
State variable A quantity that must be specified to
identify a state (e.g. position).
Label A particular value for a state vari-
able (e.g. position = 5m).
Label set A set of possible values for a
state variable (e.g. position =
[4.5m, 5.5m]).
We will first define discrete labels using set theory and
in the next section generalize to the continuous case using
differential geometry. These new terms are fundamental
as most of the later derivation will be based on counting
the labels (i.e. counting the possible values of a physical
quantity) and making sure that such number is conserved
(i.e. the number of cases is the same).
Definition III.1. Fix a physical system to study. We
define the set C of all physically distinguishable configu-
rations for that system. Each element  we call configu-
ration state.
Infinite reducibility (or classical) assumption. The
system is infinitely reducible: it can be thought of as
composed of two or more similar but smaller systems,
each in its own configuration state, which in turn can be
thought of as composed of two or more, ad infinitum. We
call particle such an infinitesimal part.
Definition III.2. Let S be the set of all possible config-
uration states for a particle. We call this set phase space.
We call each s ∈ S a particle state, or simply state.
1 Whole system vs. infinitesimal component is also a source of con-
fusion when comparing classical and quantum states. Quantum
states are always whole and are always distributions as there is
no state attributable to parts of a quantum system.
Corollary III.3. Each classical configuration state  ∈
C is a distribution over particle states:  =
∑
s∈S
D(s)s,
where D : S → R measures how much of the system can
be found in each s. The distribution can be visualized as
a histogram over the states in phase space.
Under the classical assumption, we can then limit our-
selves to study the particles of the system, their states
and their properties without loss of generality. To help
identify states, we introduce the following concepts.
Definition III.4. We call a label a set of states i ⊂ S;
a set of labels a collection of disjoint labels I|∀i1, i2 ∈
I, i1
⋂
i2 = ∅; a state variable a set of labels I that covers
all of phase space:
⋃
i∈I
i = S. Therefore a state belongs
to one and only one label of a state variable.
Definition III.5. Let I be a finite, countable set of la-
bels. We define the cardinality n(I)→ N as the number
of labels in the set.
Definition III.6. Let I1 and I2 be two sets of labels. We
can define the combined set, 〈I1, I2〉, whose labels consist
of all the non-empty intersections of one label of I1 and
one of I2. If all intersections are non-empty, I1 and I2
are said to be independent, and we have n(〈I1, I2〉) =
n(I1)n(I2).
We now want to study how states and labels evolve in
time, under the following assumption.
Determinism and Reversibility assumption. The
system undergoes deterministic (future state identified
by the present state) and reversible (past state identified
by the present state) evolution.
Proposition III.7. Let S be the phase space of a sys-
tem that undergoes deterministic and reversible evolu-
tion. There exists a bijective map f : S ↔ S between
past and future states.
Corollary III.8. The evolution of a classical configura-
tion state  =
∑
D(s)s under a bijective map is given by

′ =
∑
D′(s)s =
∑
D(f−1(s))s. The evolution of the
fraction of the system in a label D(i) =
∑
S∈i
D(s) is given
by D′(i) = D(f−1(i)).
Mathematically, assuming determinism and reversibil-
ity means studying bijective maps. The evolution of a
distribution simply moves the elements around: the bars
of the histogram move place, but keep the same height.
Corollary III.9. Given a label i, the image f(i) is also
a label containing the same number of states. Given a
set of labels I, the image f(I) is also a set of labels con-
taining the same number of labels n(I) = n(f(I)). Given
a state variable I, the image f(I) is also a state vari-
able. Given two independent sets of labels I1 and I2,
the images f(I1) and f(I2) are also independent. There-
fore n(f(〈I1, I2〉)) = n(f(I1))n(f(I2)) = n(I1)n(I2) =
n(〈I1, I2〉)
3Bijective maps preserve the number of labels as they
provide one-to-one association between future and past.
And they do so for each independent set of labels. These
simple results using discrete labels, properly generalized
to the continuous case, will give us Hamiltonian flow.
IV. NUMERIC LABELS
We now focus on labels that can be identified by num-
bers, where we have a bijective map between the label
and a number in a set. The definitions in the previous
section readily apply for labels identified by integers. Let
z ∈ Z, we have  =
∑
z∈Z
D(z)s(z) and the deterministic
map becomes f : Z↔ Z.
For the continuous case, one may simply expect to re-
place z ∈ Z with r ∈ R, but this does not work. In
the continuous limit, we would have  =
∫
r∈R
ρ(r)drs(r),
where ρ(r) = D(r)/dr. The continuous distribution ρ is
a density, defined over interval dr. That is: it’s really
ρ(r, dr), function of both the center and the width of the
interval. A bijective map on just r is not sufficient, dr
must be mapped as well. On one side we claim the state
fully identified by r, on the other dr (a different label) is
required for the density and the bijective map. We can’t
have it both ways.
In the continuous case, then, the appropriate label cor-
responds to a cell, not a point. This also makes physical
sense, as we never deal with points per se, but widths
that can be made arbitrarily small. A cell of R corre-
sponds to R2: a center and a width.2 With this in mind,
we have the following definitions.
Definition IV.1. A degree of freedom is a state variable
identified by an infinitesimal cell of a one dimensional
manifold Q.3
Definition IV.2. We define the generalized coordinate
q as the center of each cell. We define the cell number4
k such that k dq represents the width of each cell.
Corollary IV.3. Each degree of freedom is identified by
the pair of labels 〈q, k〉 ∈ T∗Q where T∗Q is the cotan-
gent bundle of Q. Under coordinate changes, k dq and
dq ∧ dk are invariant and k is contravariant.
Let’s start with the discrete case. Let Q be a fi-
nite region of Q. Divide the region into N equal in-
2 In other words: the particles of the system are not point-like, but
infinitesimal cell-like. Not only does this lead to a more direct
understanding of classical phase space, it is also more consistent
with general relativity (the mass is spread across a small region,
not forming a singularity) and quantum mechanics (position is
always the central value of a small distribution).
3 For each label i there is one and only one infinitesimal cell.
4 This represents the classical analogue of the wave number.
tervals of center q and length ∆q.5 Let K be a fi-
nite region of R. Divide the region into M equal in-
tervals of center k and length ∆k. Let I be the la-
bel set identified by the cells in Q with center q(i)
and width k(i)∆q. The configuration state will be
given by  =
∑
i∈I
ρ(q(i), k(i))∆q∆k s(q(i), k(i)), where
ρ(q(i), k(i)) = D(q(i), k(i))/(∆q∆k).
As we increase N and M , the cardinality of the label
set I increases, ∆q and ∆k decrease and so does the width
of the cells. Our definitions, though, do not change: for
each 〈q, k〉 we have one and only one cell, one state. In
the limit, we will cover every possible center q and every
possible cell number k. Our configuration state becomes
 =
∫
q∈Q k∈K
ρ(q, k)dq ∧ dk s(q, k). We can repeat the
process increasing or changing the region covered by Q
and K, until we cover all of Q and R.
If we apply a coordinate change q′ = q′(q), we change
the labels but the state must remain the same, defined at
the same point with the same width.6 k′dq′ must be then
equal to kdq; k′ = kdq/dq′ is contravariant, dq′ ∧ dk′ =
(dq′/dq) (dq ∧ dk) (dq/dq′) = dq ∧ dk is invariant. This
means that ρ is also invariant, which makes sense: the
density depends only on the state (the cell), and not the
coordinate chosen to represent it. As k is contravariant,
in the limit K becomes the cotangent space of Q. Phase
space is the cotangent bundle T∗Q.
Definition IV.4. Let I ⊂ T∗Q be a closed dense set of
labels, a subset of a degree of freedom (i.e. a region of
phase space). We define relative cardinality n(I) → R
as the ratio between the number of labels in I and the
ones of a reference set I0. We find n(I) =
∫
ω, where
ω = ~ dq ∧ dk and ~ is the constant that determines the
unit (i.e. fixed so that n(I0) = 1).
As we deal with continuous labels, a label set is un-
countable: given any range δq and δk there are an infi-
nite number of possible labels I. Let I0 be another set,
defined on δq0 and δk0. In the discrete case, we have:
n(I)
n(I0)
=
δqδk/∆q∆k
δq0δk0/∆q∆k
=
δqδk
δq0δk0
That is: while the cardinality of each set diverges, the
ratio between the two remains finite.7 For continuous
state variables we can define the relative cardinality as
5 The definition could be mathematically more general. We use
equally spaced intervals as it makes the derivation less cumber-
some.
6 The notion that states are what they are no matter how we label
them already contains the principle of relativity.
7 Such treatment is equivalent to what one does in information
theory to extend Shannon’s entropy[1] to the continuous case.
There is a link between label cardinality and informational en-
tropy, including Jaynes’ invariant formulation[2], which we do
not explore here for brevity.
4the ratio of a label set and our reference set I0. That is
n(I) = ~δqδk where ~ = n(I0)/(δq0δk0) and n(I0) ≡ 1
by definition.8 In general, the label set is not rectangular
in 〈q, k〉 and we have n(I) =
∫
~dq ∧ dk.9
Definition IV.5. We define the conjugate momentum
as p = ~k.
As ~dq ∧ dk is truly fundamental, it is customary to
group ~ with k: dq ∧ (~dk) = dq ∧ dp. This way the area
formed by generalized coordinate and conjugate momen-
tum corresponds to the cardinality of states defined on
such area.
Corollary IV.6. Each degree of freedom is identified by
the pair of labels 〈q, p〉 ∈ T∗Q. θ0 = pdq and ω = dq∧dp
are invariant; p is contravariant. The configuration state
is  =
∫
ρ(q, p)dq ∧ dp s(q, p), where ρ(q, p) ≡ D(q, p)/ω
is the distribution density for each label.
This restates all the previous findings in terms of con-
jugate momentum. In the language of differential geom-
etry, we recognize phase space as the cotangent bundle
T∗Q, the function ρ, the one-form θ0 and the two-form
ω. They are truly fundamental objects as they are in-
timately linked to the way states are defined (ρ is the
distribution, θ0/~ is the cell width) and counted (ω is
the cardinality of the labels) and they don’t depend on
coordinate choice.
As we’ll need to work with different physical units,
which may change q or p independently, it is useful to
introduce the following notation and concepts.
Definition IV.7. Let dq be a finite contiguous range
for a continuous state variable, we define nq(dq) as the
cardinality of the set Idq that comprises all the labels in
the range. For contravariant (conjugate) variables, we
reverse the indices in the notation: np(dp).
Corollary IV.8. Given dq = adqa+bdqb, then nq(dq) =
anq(dq
a)+ bnq(dq
b). That is, the relative cardinality is a
linear operator.
The linearity should be obvious: as we combine or in-
crease the range, we combine or increase the number of
possible labels.10
8 The choice of angular momentum for ~ derives from the relation-
ship between p and dq/dt, which will be derived later. The value
for ~ in classical mechanics is arbitrary: we have no physical
reason to choose a reference label set over another. In quantum
mechanics, instead, we will have a preference: the set that corre-
sponds to a single quantized system. We use this arbitrariness to
set the value of our classical analogue of ~ to the known constant.
9 It should be stressed that no notion of uncertainty is used here.
Though there is a link between label cardinality and uncertainty,
which we do not explore here for brevity, label cardinality is the
more fundamental quantity as we can still count the number of
possible states even in an ideal case of no uncertainty.
10 Since the relative cardinality is linear, invariant under coordinate
Definition IV.9. Let qa and qb be two continuous state
variables measured in different units, and na(dq
a) and
nb(dq
b) the relative cardinality defined on intervals of
the respective units. We define the cardinality conver-
sion constant Cba that converts a range of q
a to a range
of qb with the same cardinality. That is: dqb = Cbadq
a
and nb(dq
b) = na(dq
a). For contravariant (conjugate)
variables, we reverse the indices in the notation: dpb =
C
a
bdpa.
As the relative cardinality nq(dq) is invariant, the func-
tion nq cannot be since dq is covariant. This means that,
when changing units, we have to be careful.11 Fortu-
nately, since the nq is linear, we can always find a coeffi-
cient that allows us to convert. For example: ~ ≡ Ckp is
the cardinality conversion constant between cell number
and conjugate momentum. In the future, we will have to
convert intervals of time into space, or intervals of veloc-
ity into conjugate momentum, so the idea of cardinality
conversion constants will reappear.
V. SINGLE DEGREE OF FREEDOM
Now that we have properly defined continuous labels
and the relative cardinality of their sets, we will extend
bijective maps to the continuous case. As these must
preserve the cardinality of label sets, they are constrained
in their form. The use of a bijective map for infinitesimal
time evolution will lead us to Hamilton’s equations. In
this section we’ll study a single degree of freedom, then
extend in the next two sections to multiple degrees of
freedom and to the time dependent case.
Definition V.1. We call canonical transformation the
continuous limit of a bijective map, as defined by III.7,
on T∗Q.
Proposition V.2. A canonical transformation must be
continuous and preserve ω.
As we saw in III.9, a bijective map conserves the car-
dinality of labels. In the continuous case, it will conserve
relative cardinality and therefore ω. The map must be
continuous in q: suppose it isn’t, it would split some cells
into two parts, a cell would not be mapped to one and
only one other cell, the mapping would not be bijective.
The reverse mapping must be continuous in q as well, or
transformation and conserved by deterministic and reversible
motion, it should come as no surprise that linearity will play
a significant role. This is true for both classical (e.g. forces com-
bine linearly) and quantum (e.g. linear inner product) concepts
that are tightly linked to this fundamental operator.
11 This is only a problem when considering the number of labels
of a single state variable nq(dq), instead of a whole degree of
freedom n〈q,p〉(〈dq, dp〉): 〈dq, dp〉 is invariant and so is n〈q,p〉.
5the inverse would not map to one and only one cell.
dq′ =
∂q′
∂q
dq +
∂q′
∂p
dp
dq =
∂q
∂q′
dq′ +
∂q
∂p′
dp′
We can re-express dp′ in terms of dq and dp, as the conser-
vation of ω means the map is non-degenerate. All partial
derivatives are well defined, and therefore the mapping
is continuous in p as well.
Corollary V.3. Let v and w be two vectors defined on
the tangent space of the phase space T∗Q for one degree
of freedom. Let
ωab =
[
0 1
−1 0
]
then v′aωabw
′b = vaωabw
b under a canonical transforma-
tion, where a and b represent components along coordi-
nates ξa ≡ {q, p}.
Here we are simply expressing ω, v and w in terms of
their respective components and underlining the fact that
ω defines the metric conserved under canonical transfor-
mations.
Lemma V.4. Let v and w be two vectors. Let vaωabw
b
be an antisymmetric product conserved under a contin-
uous transformation parameterized by t. We can then
define a function H such that given Sa ≡ dtξa and
Sb ≡ Saωab, we have Sa = ∂aH.
Sa is the vector field that represents how the state vari-
ables change. Simply applying the vector transformation
rules under continuous transformation we have:
vaωabw
b = v′aωabw
′b
= (va + ∂cS
avcdt)ωab(w
b + ∂dS
bwddt)
= vaωabw
b + (∂cS
avcωabw
b
+ vaωab∂dS
bwd)dt+O(dt2)
vcwb∂cSb − v
awd∂dSa = 0
∂aSb − ∂bSa = curl(Sa) = 0
Sa = ∂aH
Proposition V.5. The time evolution for a single degree
of freedom is given by:
dtq = ∂pH
dtp = −∂qH
Simply expand V.4 with the metric defined in V.3.
We recognize Hamilton’s equations for one degree of
freedom[3].
VI. MULTIPLE INDEPENDENT DEGREES OF
FREEDOM
Proposition VI.1. Let v and w be two vectors defined
on the tangent space of the phase space T∗Q for two
independent degrees of freedom. Let a and b be indices
for the state variables ξa ≡ {qi, pi}. Let
ωab =
[
0 1
−1 0
]
⊗
[
1 0
0 1
]
=


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0


then v′aωabw
′b = vaωabw
b under a canonical transforma-
tion.
The independence between degrees of freedom corre-
sponds to orthogonality in phase space: from III.6 the
product between the number of labels on each d.o.f. (i.e.
the area), must be equal to the number of combined la-
bels (i.e. the hyper-volume), which is true only if the d.o.f
are orthogonal in phase space. From III.9, the mapping
will preserve the cardinality of labels, the area12 on each
d.o.f, and the independence, orthogonality across d.o.f.13
This is equivalent to requiring the conservation of the
scalar product across independent degrees of freedom,
while still requiring conservation of the vector product
within. That leads us to the metric defined by VI.1. The
metric generalizes V.3 to give us the cardinality of labels
defined on the area given by two arbitrary directions in
phase space. For an infinitesimal region, this corresponds
to dq1 ∧ dp1 + dq2 ∧ dp2, the sum of the projections on
the independent planes. Moreover, volume in phase space
corresponds to the cardinality of the combined labels (i.e.
the states), and is therefore conserved: this is Liouville’s
theorem for Hamiltonian mechanics.
Proposition VI.2. The evolution for multiple degrees
of freedom is given by:
dtq
i = ∂piH
dtpi = −∂qiH
Expand V.4 with the metric defined in VI.1. We
recognize Hamilton’s equations for multiple degrees of
freedom[3].
VII. TIME DEPENDENCE
So far we have assumed that neither state labeling nor
mapping changes in time. If they do, we also need to
12 We assume we are using the same unit across d.o.f.
13 These statements provide a direct physical interpretation for
Gromov’s non-squeezing theorem[4–6].
6to use time as a label and therefore introduce an extra
degree of freedom.
Definition VII.1. We call extended phase space the
cotangent bundle T∗M, where the manifold M identi-
fies the possible center values for all infinitesimal cells at
all times. We call temporal degree of freedom the state
variable identified by temporal cells. The center of each
cell is identified by t, the width by ωˆdt, the conjugate
variable E ≡ ~ωˆ.14
Proposition VII.2. Let s be the parameter of a tra-
jectory in the extended phase space of a deterministic
and reversible system. The trajectory must be continu-
ous. There must exist a strictly monotonic function t(s).
The trajectory has to be continuous in both standard
and temporal variables because of V.2. Since determin-
ism and reversibility are defined in time, the trajectory
must traverse all times once and only once: we must have
an invertible mapping between t and s, which means we
must have a strictly monotonic t(s).
Definition VII.3. We call standard states those con-
nected by a trajectory where dst > 0. We call anti-states
those connected by a trajectory where dst < 0.
Since t(s) is strictly monotonic, dst along a trajectory
cannot change sign, so we have the division between stan-
dard and anti-states. Note that since the parametrization
is conventional and can be changed to s′ = −s, what we
call standard and anti-states is also conventional. What
is physical and not conventional, though, is that standard
and anti-states cannot be connected by deterministic and
reversible evolution.15
Proposition VII.4. Let v and w be two vectors defined
on the tangent space of extended phase space T∗M for
the temporal degree of freedom and one standard degree
of freedom. Let a and b be indices for the state variables
ξa ≡ {t, q, E, p}. Let
ωab =
[
0 1
−1 0
]
⊗
[
−1 0
0 1
]
=


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0


then v′aωabw
′b = vaωabw
b under deterministic and re-
versible evolution.
〈t, E〉 are not independent from 〈q, p〉 as they do not
define new states. So they are not necessarily orthogonal
14 ωˆ is the classical analogue of the wave frequency. We use ωˆ to
distinguish from the phase-space metric ω.
15 This represents a classical analogue for quantum anti-particle
states.
in the extended phase space. States are defined on the
plane where 〈q, p〉 (maximally) change: this is not the
plane of constant 〈t, E〉 (they are not orthogonal) where
dq∧dp is defined, but the plane perpendicular to constant
〈q, p〉 where dt ∧ dE is defined. On that plane we can
properly count states and define our metric.
We have a right triangle-like relationship between the
plane where the metric is defined and its projections on
the planes defined by each d.o.f., similar to the multiple
d.o.f.:
m.d.o.f dq1 ∧ dp1 + dq
2 ∧ dp2 = ω
t.d.o.f dt ∧ dE + ω = dq ∧ dp
But in the previous case, the right angle was between
the two independent d.o.f.. In this case, the right angle is
between the metric and the plane of constant 〈q, p〉 where
dt∧dE is defined. We rewrite it as dq∧dp−dt∧dE = ω.
This corresponds to the Minkowski product across d.o.f.
and the vector product within. The metric VII.4, with
a space-like convention, still gives us the cardinality of
labels within a degree of freedom, adjusting V.3 to avoid
“double counting”.
Proposition VII.5. The evolution for time varying
multiple degrees of freedom is given by:
dst = −∂EH
dsE = ∂tH
dsq
i = ∂piH
dspi = −∂qiH
Take the metric from VII.4, add multiple independent
d.o.f as in VI.1, use V.4 with the parameter s instead of
t and generator H instead of H .
If we set16 qn+1 = t and pn+1 = −E, we recognize
Hamilton’s equations in the extended phase space17[7, 8].
Proposition VII.6. The evolution is constrained by
H = k.
Since H is constant through the evolution, it can serve
both as the generating function and as the evolution con-
straint. By convention, we can set H = 0 without loss of
generality as changing H by a constant does not change
the equation of motion. This reduces extended phase
space to 2N + 1 components, the state variables plus
time.
16 We avoided using pn+1 as it hides the minus sign from the metric,
making it seem that the temporal d.o.f is just another indepen-
dent d.o.f.
17 As in Struckmeier[9], dst need not be unitary.
7VIII. KINEMATICS
In the previous section we made no constraint on what
our state variables qi actually represent. In this section
we turn our attention to the study of the motion of a
body. In particular, we will introduce another assump-
tion: that the trajectories are enough to fully describe
the system. We can expect this to hold true if the sys-
tem is elementary (it has no relevant internal structure)
and is sufficiently isolated. At that point, if the motion
is the result of a deterministic and reversible process, no
two trajectories can be attributed to the same state as
there is nothing else that could affect them. As position
and time will be state variables, the space-time manifold
will coincide with M and the extended phase space with
T∗M.
Kinematic equivalence assumption. The study of
the trajectory (kinematics) of a body is equivalent to
study of its state (dynamics) under deterministic and re-
versible evolution.
Corollary VIII.1. Fix a system under deterministic
and reversible evolution. Given all its possible trajecto-
ries xα(s) in the space-time manifoldM and all its possi-
ble trajectories ξa(s) in the extended phase space T∗M,
there exists a bijective function f : xα(s) ↔ ξa(s) that
links each space-time trajectory with one and only one
phase-space trajectory.
If studying the motion and state evolution are equiv-
alent, then we must be able to go back and forth be-
tween the two pictures. Without losing generality, we
can choose xα = f(t, qi) to be a linear function of only
qi and t.
Definition VIII.2. Let x be a space variable and t the
time variable. We define the invariant speed as the cardi-
nality conversion constant c ≡ Cxt between x and t. That
is, if dx = cdt then nx(dx) = nt(dt).
Proposition VIII.3. The space-time manifold M is
a locally Minkowskian Riemannian manifold. That is,
there exists a metric g that at any point P can be ex-
pressed, with a suitable choice of coordinate, as g =
dxαgαβ(P )dx
β = dxαηαβdx
β = (dxi)2 − (dx0)2 =
(dxi)2 − c2dt2, where ηαβ is the Minkowski metric.
As states are defined on intervals, a metric g must be
defined on M. Such a metric must be consistent with
ω as defined on T∗M, as both must be invariant un-
der coordinate transformations. The idea is that each
(dxα)2 can be made to represent both a length squared
in space-time and an area in phase space, linking the
two metrics. For each spatial d.o.f. fix dpi = λdq
i,
we have dqi ∧ dpi = λ(dqi)2 where λ converts from
length squared to the label cardinality contained in the
area. For the temporal d.o.f fix dE = λc2dt, we have
dt ∧ dE = λc2dt2. That is: the area in time squared
is converted to an area in length squared that has the
same density of states (as per definition of c) and then is
converted again to its label cardinality. The phase-space
metric is ω = λ[(dqi)2 − c2dt2].
Assume the choice of coordinates xα locally diago-
nalizes g(xα), each diagonal element being either ±1
(such coordinate system always exists). Set xi = qi
and x0 = ct. We have ω = λ((dxi)2 − (dx0)2) and
g = dxαgαβdx
β = dxαgααdx
α. Both are invariant under
coordinate transformation for any dxα. This can only be
if gii(x
α) = 1 and g00(x
α) = −1.
It is fitting that deterministic and reversible evolution
requires space-time to be locally Minkowskian, as this
clearly defines past and future events. To make us un-
derstand better the role of c, as we defined it, we prove
the following.
Proposition VIII.4. The speed of a body cannot exceed
the invariant speed c under the kinematic equivalence as-
sumption.
Consider a movement ds along any trajectory. This
will go through |nt(dt)| labels in time and |nx(dx)| labels
in space. As we go through labels in time, we may go
through fewer labels in space (e.g. the particle remains
still) but not more: we cannot skip space labels or the
motion would not be continuous. So we have:
|nx(dx)|
|nt(dt)|
=
|nx(dx)|
|nx(cdt)|
=
|dx|
|cdt|
≤ 1
|dx|
|dt|
≤ c
Thus we find that c is the well known relativistic con-
stant.18
Proposition VIII.5. Let xα = {ct, qi} and uα = dsxα
be the four-velocity, where the parametrization s is cho-
sen, by convention, to be proper time. The position xα
and velocity uα are necessary and sufficient initial condi-
tions to determine the state of the system and its whole
trajectory.
As the equations of motion VII.5 can be at most second
order in {t, qi}, they can at most be second order in xα =
{ct, qi} so only position and velocity can be candidates
for the initial conditions. Fixing time, phase space has
2N components, too big to be covered by position only,
but just right to be covered by both.
Definition VIII.6. Let pα be a component of conju-
gate momentum and uα ≡ gαβuβ be a contravariant
component of the four velocity. We define the inertial
18 Deterministic and reversible motion at speeds greater than c (i.e.
a tachyon) is not allowed. Non-deterministic and non-reversible
motion at speeds greater than c (e.g. correlations at a distance)
is allowed.
8mass as the cardinality conversion constant m ≡ Cpu be-
tween p and u. That is, if dpα = mduα then n
p(dpα) =
nu(duα).
19
Proposition VIII.7. Let xα = {ct, qi} and pα =
{−E/c, pi}. Then pα = mgαβuβ + pˆα(x), where pˆα :
M → R is a function defined on the space-time mani-
fold.
Given VIII.5, there must exist pα = pα(x
β , uγ). We
express it in terms of uα ≡ gαβuβ . We have:
ω = qi ∧ pi − ct ∧ E/c
= xα ∧ pα
= dxα ∧
∂pα
∂uβ
duβ + dx
α ∧
∂pα
∂xγ
dxγ
=
∂pα
∂uβ
duβdx
α
Consider the expressionmduαdx
α: this invariant gives us
the density of labels in position and velocity converted to
the conjugate variables. That is: ω = mduαdx
α. Com-
bining the two:
∂pα
∂uβ
= mδβα
pα = mgαβu
β + pˆα(x)
where pˆ is an arbitrary function.20
To convince ourselves that m is indeed the inertial
mass, consider applying a force. We are changing the
state through the velocity, meaning changing the conju-
gate momentum. The higher the mass, the more states
we’ll have to go through to reach the same velocity. The
higher the mass, the more change is required, the more
force needs to be applied.
Proposition VIII.8. The extended Hamiltonian is H =
1
2m
(pα−pˆα(x))gαβ(pβ−pˆβ(x))+Hˆ(x), where Hˆ :M→ R
is a function defined on the space-time manifold.
19 Note that the kinematic assumption rules out massless parti-
cles: they can have the same position and velocity with different
momentum, therefore the same trajectory for different states.
When generalizing to field theory, the derivative of the position
will be replaced by the derivative of the field (i.e. its oscillation
in space-time), which holds for massive and massless fields.
20 The conjugate momentum p and the kinetic momentum mu are
therefore different in general: they are linked only through their
differentials. Moreover, p is unique only once pˆ is fixed, but pˆ
is arbitrary. Given that u determines the trajectory, any trans-
formation in {p, pˆ} that does not change u describes the same
motion. We call gauge transformation such a transformation
that redefines conjugate momentum while keeping kinetic mo-
mentum unvaried. This is the particle mechanics equivalent of
gauge transformations in field theory.
We have:
dxα
ds
= uα
=
1
m
gαβ(pβ − pˆβ)
=
∂H
∂pα
Integrating we have the expression for the Hamiltonian,
where Hˆ is an arbitrary function.
Now that we have found the constrained form of the
Hamiltonian, we show that this is compatible with the
established fundamental classical theories.
Proposition VIII.9. Let pˆα = qAα, Fαβ ≡ ∂αAβ −
∂βAα and Hˆ = 0. Then the equations of motion are
m∇uuα = gαβFβγquγ. These are the relativistic equa-
tions for a charged particle.
We first derive the following relationship for later use:
∂αδ
β
γ = 0 = ∂αg
βδgδγ + g
βδ∂αgδγ
∂αg
βǫ = −gβδgγǫ∂αgδγ
We expand VII.5 using VIII.8:
uα =
dxα
ds
=
∂H
dpα
=
1
m
gαβ(pβ − pˆβ)
dspα = −
∂H
∂qα
=
1
2m
[∂αpˆβg
βγ(pγ − pˆγ)
− (pβ − pˆβ)∂αg
βγ(pγ − pˆγ)
+ (pβ − pˆβ)g
βγ∂αpˆγ ]− ∂αHˆ
=
1
2
[∂αpˆβu
β −muδgδβ∂αg
βγuǫgǫγ + u
γ∂αpˆγ ]− ∂αHˆ
9We then calculate the four-force:
mdsu
α = dsg
αβ(pβ − pˆβ) + g
αβds(pβ − pˆβ)
= ∂γg
αβdsx
γmgβδu
δ + gαβ(dspβ − ∂γ pˆβdsx
γ)
= ∂γg
αβuγmgβδu
δ + gαβ
1
2
[∂β pˆγu
γ
−muǫgǫγ∂βg
γδuζgζδ
+ uδ∂β pˆδ]− g
αβ∂βHˆ − g
αβ∂γ pˆβu
γ
= mgβδ∂γg
αβuγuδ −
1
2
mgαβgζδgǫγ∂βg
γδuǫuζ
+ gαβ∂β pˆγu
γ − gαβ∂γ pˆβu
γ − gαβ∂βHˆ
= −mgαβ∂γgβδu
γuδ +
1
2
mgαβ∂βgγδu
γuδ
+ gαβ(∂β pˆγ − ∂γ pˆβ)u
γ − gαβ∂βHˆ
= −m
1
2
gαβ(∂γgβδ + ∂δgβγ − ∂βgγδ)u
γuδ
+ gαβ(∂β pˆγ − ∂γ pˆβ)u
γ − gαβ∂βHˆ
= −mΓαγδu
γuδ + gαβ(∂β pˆγ − ∂γ pˆβ)u
γ − gαβ∂βHˆ
m∇uu
α = m(dsu
α + Γαγδu
γuδ)
= gαβ(∂β pˆγ − ∂γ pˆβ)u
γ − gαβ∂βHˆ
= gαβ(∇β pˆγ −∇γ pˆβ)u
γ − gαβ∇βHˆ
where ∇ is the covariant derivative and Γ the Christoffel
symbols.
The equation is manifestly covariant. If pˆ and Hˆ are
zero (i.e. in the absence of forces) we recognize the
geodesic equation. We substitute pˆα = qAα and Hˆ = 0
and have:
m∇uu
α = gαβ(∂βAγ − ∂γAβ)qu
γ
= gαβFβγqu
γ
This is indeed compatible with general relativity and
classical electromagnetism.
Proposition VIII.10. Assume M flat and time-
independent motion. Then the Hamiltonian simplifies to
H = 1
2m
(pi − pˆα(x))2 + Hˆ(x). Let pˆi = 0 and Hˆ = mV ,
the equations of motion are mdtv
i = −m∂iV , where
vi = dxi/dt. These are equations for a particle under
a Newtonian gravitational potential.
Given flat space-time and time-independent motion,
we can use t as a parameter for the motion inQ. Repeat-
ing VIII.7 and VIII.5 for the non-relativistic case leads to
the above Hamiltonian. Similar to VIII.9, use VI.2 with
the newly found Hamiltonian and find the equations of
motion.
Definition VIII.11. LetH be an extended Hamiltonian
defined on T∗M. Under the kinematic assumption, we
can define the Legendre transform L = uαpα −H which
we call the extended Lagrangian. For the time invariant
case, we define the Lagrangian L = vipi −H .
The Legendre transform can be defined only if H is
convex in pα. The Hamiltonian found at VIII.8 is convex,
so the Lagrangian can always be defined. While the kine-
matic equivalence assumption is sufficient, it’s not neces-
sary for the existence of a Lagrangian. What is necessary
is VIII.5: as long as position and velocity are enough to
determine the state, uα = f(qα, pα) must be monotonic
in pα, which means H is convex in pα. What happens in
that case is that the space-time trajectories may become
more or less dense, duα and dx
α would not be enough to
define the label cardinality and therefore the state den-
sity ρ. In short: deterministic and reversible evolution
gives us Hamiltonian mechanics, position and velocity
as initial conditions gives us Lagrangian mechanics, and
the kinematic assumption (which links the differentials
of the state variables and the initial conditions) gives us
the narrowed Hamiltonian form.
IX. CONCLUSION
While there are many more details that we could have
expanded upon, as we have touched many areas we could
only scratch the surface. The intent is to give the over-
all picture, which could be summarized in the following
points.
• Classical states are those that describe every in-
finitesimal part.
• Classical particles are infinitesimal cells. Phase
space is the cotangent bundle T∗Q because that’s
the space of infinitesimal cells.
• Hamiltonian mechanics coincides with determinis-
tic and reversible evolution.
• Hamiltonian flow is the conservation of number of
labels for each independent degree of freedom.
• Deterministic and reversible evolution is what ul-
timately gives space-time its locally Minkowskian
nature.
• ~, c andm can be seen as conversion constants that
preserve cardinality.
• Lagrangian mechanics coincides with position and
velocity being necessary and sufficient initial con-
ditions.
• The motion of an isolated elementary system, for
which the kinematic assumption is valid, is re-
stricted to a Hamiltonian that can describe fun-
damental classical forces.
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This helps clarify and understand much of the classi-
cal framework in a more cohesive way and the notion of
cardinality of labels and states is at the heart.
While this is limited to classical particle mechanics, it
should be obvious how, at least in principle, this work
could be extended. For field theories, the kinematic
assumption should be substituted by a kinematic field
assumption: what we are studying are not trajectories
xα(s) but fields ψ(x). The field values at each point
become a set of independent state variables, and their
conjugates pi(xα) will be linked to d∂sψ(x
α). For quan-
tum mechanics, the infinite reducibility assumption has
to give way to an irreducibility assumption: the state of
parts of a quantum system cannot be known. The con-
figuration state as a whole undergoes deterministic and
reversible evolution, while the motion of its parts does
not.
The hope is that, by continuing in this approach, we
can shed more light on why the laws of physics are what
they are; and show that they are not arbitrary rules, but
necessary given few simple assumptions.
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