We present efficient algorithms for segmenting and classifying trajectories based on a movement model parameterised by a single parameter, like the Brownian bridge movement model. Segmentation is the problem of subdividing a trajectory into interior-disjoint parts such that each part is homogeneous in its movement characteristics. We formalise this using the likelihood of the model parameter, and propose a new algorithm for trajectory segmentation based on this. We consider the case where a discrete set of m parameter values is given and present an algorithm to compute an optimal segmentation with respect to an information criterion in O(nm) time for a trajectory with n sampling points. We also present an algorithm that efficiently computes the optimal segmentation if we allow the parameter values to be drawn from a continuous domain. Classification is the problem of assigning trajectories to classes of similar movement characteristics. The set of trajectories might for instance be the subtrajectories resulting from segmenting a trajectory, thus identifying movement phases. We give an algorithm to compute the optimal classification with respect to an information criterion in O(m 2 + km log m) time for m parameter values and k trajectories, assuming bitonic likelihood functions. We also show that classification is NP-hard if the parameter values are allowed to vary continuously and present an algorithm that solves the problem in polynomial time under mild assumptions on the input.
the parameter values are allowed to vary continuously and present an algorithm that solves the problem in polynomial time under mild assumptions on the input.
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Introduction
Recent advances in tracking technology lead to increasing amounts of trajectory data being collected. For instance, animals are tracked to understand their movement behaviour, vehicles for analysing traffic situations, and sports players for analysing their play. The analysis of large amounts of these data requires efficient algorithms.
Here we study two fundamental analysis tasks on trajectory data: segmentation and classification. The trajectory of a moving entity is typically recorded as a sequence of time-stamped positions. Segmentation asks to break such a trajectory into interiordisjoint consecutive pieces in a meaningful way. This commonly means that properties of the movement should remain similar within such a piece and should be different between consecutive pieces. Trajectory classification asks to assign trajectories to classes of trajectories with similar properties. More formally, a segmentation of a trajectory is a partition of a trajectory into subtrajectories, i.e., contiguous subsequences, called segments. These segments are disjoint-except for their endpoints, which are also called splitting points-and cover the whole trajectory. A classification of a set of trajectories T is a partition of T into disjoint classes.
If the trajectories correspond to periods of homogeneous behaviour, the classification can detect when behavioural states recur. This scenario in particular occurs in the case that we want to assign the segments of a segmented trajectory to classes. These classes might correspond to behavioural states like flying, foraging, resting etc. This setting is illustrated in Fig. 1 , which shows two movement tracks, collected from a fisher [15, 16] , a small mammal, first segmented using one of the methods from this paper, and then assigned to two classes. We note that in this paper we do not assume that labeled data is given, and therefore the algorithmic task is closer to clustering. Nonetheless, we use the more common terminology of trajectory classification, in particular since trajectory clustering is most commonly used in the context of detecting clusters of spatially-close trajectories [4] . In the following we first summarize related algorithmic work on criteria-based segmentation. We then describe model-based segmentation and classification, before presenting a formal problem statement and our results.
Criteria-Based Segmentation
Previous work on trajectory segmentation in computational geometry has focused on criteria-based segmentation, where each segment fulfils given spatio-temporal criteria. An optimal segmentation is one with a minimal number of segments. For this setting several algorithms have been proposed. Buchin et al. [7] developed a framework for segmentation given a decreasing monotone criterion, that is a criterion which if it holds on a certain segment, also holds on every subsegment of that segment. In this framework a segmentation can usually be computed in O(n log n) time, where n is the number of sampling points. However, not all natural criteria are decreasing monotone, and for this case Aronov et al. [2] developed an algorithm that runs in Θ(n 2 ) time. They also study the segmentation problem if the splitting points are allowed to be between the recorded data points. They show that this problem is NP-hard and give polynomialtime algorithms for certain cases. Alewijnse et al. [1] proposed a framework that can efficiently handle both decreasing and increasing monotone (defined analogously to decreasing monotone) criteria in O(n log n) time. Criteria-based segmentation can also be used for classification, by using multiple criteria, one for each class. This setting has been successfully applied to data of migrating geese [8] . Sankararaman et al. [18] proposed to segment a trajectory by detecting similar subtrajectories. 1 In movement ecology, classification algorithms have been used to identify behavioural states from acceleration data [17, 19] .
Model-Based Segmentation and Classification
Criteria-based segmentation and classification partition data based on pre-specified criteria. The motivation for these tasks-and other movement analysis tasks-is usually to make inferences about the underlying movement process. In the light of this objective it is only natural to take a more statistical perspective on these analysis tasks: As we describe in more detail below, trajectory segmentation and classification can be seen as fitting a parameterised movement model to the data. We propose efficient algorithms to do so.
Taking such an approach is essential when designing algorithms for applicationsas in ecology-that use trajectory data in a statistical analysis. In ecology, movement models are used to infer a continuous motion from discrete samples of the move-ment path. Mostly random movement models, like the Brownian bridge movement model (BBMM) [9, 13] and variants of it [3, 14] , Lévy walks [10] and behavioural change point analysis [12] are used. Recently, the BBMM has also been introduced to computational movement analysis [5] .
These movement models have a parameter that can be tuned to fit the data. In the case of the BBMM, this parameter is called the diffusion coefficient and depends on the magnitude of changes in speed and direction of motion. Often, probability-based approaches such as maximum likelihood estimation are used to optimize the parameter value for a given data set.
In these movement models, a link l, i.e. the part of the trajectory between two consecutive observations, has an associated log-likelihood L l (x) as a function of the model parameter x, indicating how well the model fits the data for each possible value of x. The log-likelihood of a parameter value x for a (sub)trajectory (e.g. a segment) τ is given by summing the log-likelihoods of all the links in τ :
We use the term partition to refer to either a segmentation or classification, which additionally assigns a value x(P) of the model parameter to each part P (i.e. a segment or class). A partition P has an associated log-likelihood, which is defined as
That is, the log-likelihood of each part P (i.e., segment or class) is the sum over the log-likelihoods of its elements e (i.e., single links or trajectories), evaluated at the value of the model parameter x(P) assigned to P. The log-likelihood of P is the sum of the log-likelihoods of its parts. We could now define an optimal partition as one that maximises the log-likelihood, but then it would be optimal to put each link or trajectory into its own part, resulting in the largest possible number of degrees of freedom for the model. One solution is to fix the number of parts, but typically the number of parts is not known beforehand. To determine a good number of segments or classes an information criterion like the Bayesian information criterion can be used [12, 14] .
To facilitate multi-scale analysis, we use a more general notion of an information criterion (IC) to define the optimal partition. An IC assigns a value to each partition based on its log-likelihood and the complexity of the model (that is, the number of parts). In particular we consider ICs of the form
where L P is the log-likelihood of the model instance and |P| is the number of parts of the partition. The number p ≥ 0 is a penalty factor for adding complexity to the model that counteracts overfitting. The two most commonly used information criteria are the Bayesian information criterion (BIC) and the Akaike information criterion (AIC), which are special cases of Eq. 2. The BIC has a penalty p = ln(n), where n is the number of measured locations for segmentation or the number of trajectories for classification. The AIC has a constant penalty p = 2. A stability diagram as presented by Alewijnse et al. [1] can be used to find a suitable penalty factor for a given data set.
The segmentation in Fig. 1 was computed using log-likelihood functions based on the BBMM and with the BIC penalty factor. Each trajectory produced 5 segments, and these 10 segments were given as input to our (discrete) classification algorithm, using the same log-likelihood functions and penalty factor. This resulted in two classes, indicating that the animal was alternating between two behavioural states.
Problem Statement and Results
We assume a trajectory τ is given by a sequence of n time-stamped positions
is the location of a moving entity at time t i . We denote by τ [i, j] the subtrajectory of τ starting at time t i and ending at time t j . We use k to denote the number of segments in a segmentation, s i (0 ≤ i ≤ k) for the index of the ith splitting point, and τ (s i ) for the ith splitting point. The resulting segmentation is
. Furthermore we denote with x(S i ) the model parameter for the segment S i .
We define an optimal segmentation to be one that minimises the value of the IC.
Definition 1
An optimal segmentation of a trajectory τ is a segmentation {S 1 , . . . , S k } and selection of model parameters for the segments x(S i ) (1 ≤ i ≤ k) that achieves the minimum value for the information criterion among all segmentations and parameter values for τ .
When classifying a set of trajectories T , we use to denote the number of classes and C 1 , . . . , C ⊆ T to denote the classes. Again, each class C i is assigned a value of the model parameter x(C i ).
Definition 2
An optimal classification of a set of trajectories T is a classification {C 1 , . . . , C } and selection of model parameters for the classes x(C i ) (1 ≤ i ≤ ) that achieves the minimum value for the information criterion among all classifications and parameter values for T .
For the purpose of classification, we assume that the log-likelihood functions L i are bitonic, i.e. that they have one maximum and are increasing before that and decreasing after. We also assume without loss of generality that the functions are given in increasing order by the parameter value at which they reach their maximum. That is, if we define
is not uniquely defined for a function, it is the smallest value where the function reaches its maximum. We represent a classification C for L 1 , . . . , L k by an array of length k where C [i] is the parameter value that the classification assigns to the class of L i , or
The algorithms we present do not use the trajectory data as such, but only the log-likelihood functions derived from them. In the following, we use log-likelihood functions as representatives for (sub)trajectories.
In this paper we develop efficient algorithms to compute optimal segmentations and classifications. To simplify the problems we first consider a discrete version of both problems. In this setting we assume that the parameter values x(P) are drawn from a finite set of candidate values X = {x 1 , . . . , x m } (in sorted order) and that the log-likelihood functions L i are given by listing the values they take on x 1 , . . . , x m . Then we consider the case where the parameter values are drawn from a continuous domain D, which is usually an interval on the real line.
In Sect. 2 we give efficient algorithms for computing an optimal segmentation in both the discrete and continuous case using dynamic programming. In particular, we use table compression to speed up the computation. In Sect. 3 we give an efficient algorithm for computing an optimal discrete classification using again dynamic programming. Then we show that classification is NP-hard if arbitrary log-likelihood functions are allowed and that the continuous classification problem is NP-hard even with bitonic log-likelihood functions. However, under mild assumptions on the input we give a geometric representation of the problem that allows to solve problem in polynomial time using geometric techniques. We focus on movement models with a single model parameter, such as the BBMM, and discuss the case of multi-parameter models at the end of the paper.
Segmentation
We present algorithms for trajectory segmentation based on a parameterised movement model, which compute an optimal segmentation with respect to a given information criterion IC. We solve the problem using dynamic programming, first for the case of a discrete set of candidate parameter values, then for a continuous domain.
Discrete Model Parameter
Let Opt i denote the optimal segmentation of τ [1, i] 
Substitution of both values yields:
where 
is set according to the append option. Otherwise it is set according to the extend option.
In our algorithm we store segmentations by maintaining only the length l and parameter value x for the last segment ending at τ (i). 
Continuous Model Parameter
So far, we assumed the model parameter to come from a discrete set of candidate values. We now consider the case where the model parameter is allowed to take any value from a continuous domain (e.g. an interval on the real line). We observe that a segment is defined by a starting index j ∈ {1, . . . , n − 1} and an ending index Thus, Opt n , which is the optimal segmentation of τ can be computed in O(n 2 F(n)) time. We only need to store the Opt table of size O(n), so the algorithm uses O(n) space, or what is needed to optimise the parameter value for a candidate segment.
For many practical log-likelihood functions like those used in the BBMM, x(τ [i, j])
can be computed to a fixed precision in linear time and space, i.e. F(n) = O(n), leading to an overall running time of O(n 3 ) and space use of O(n). The models often do not allow for analytic solutions, so numerical methods are required to optimise the parameter values. Generally, optimising the log-likelihood to fixed precision will produce the optimal segmentation, unless there are multiple classifications that have almost identical IC. This case can be detected and the functions optimised to higher precision, or one might accept solutions that are slightly suboptimal. The algorithm can also be adapted to report multiple solutions if it can't distinguish their IC.
If the log-likelihood functions allow for a closed-form expression of constant complexity, we can optimise each subtrajectory in amortised constant time and thus compute the optimal segmentation in O(n 2 ) time. For example, using the BBMM where the observed positions have no location uncertainty, the log-likelihood of a (sub)trajectory is of the form
where c 1 , c 2 and c 3 are constants that can be efficiently derived from the trajectory data. Similarly, if the location is observed at regular intervals and all positions have identical location uncertainty δ, the log-likelihood function has the form
with c 1 , c 2 , c 3 , c 4 and c 5 constants.
Fixed Number of Segments
It is straightforward to change the algorithms in such a way that they compute the segmentation with a fixed number k of segments and maximal log-likelihood. All tables get an extra dimension: the number of segments. Those tables can be computed using a greedy property that is similar to Lemma 1. 
Note that these algorithms do not only give the optimal segmentation with k segments, but also the optimal segmentations with k − 1, k − 2, . . . , 1 segments. These segmentations can be used to compute stability diagrams [1] that aid a user in selecting a value for the penalty factor.
Table Compression
When studying the DP tables (for BBMM) we observed a way to speed up the basic segmentation algorithm from Sect. 2. Let last(S ) denote the starting index of the last segment of segmentation S . We noticed that the variation of last(O i,x ) for a fixed i over all x is very limited. Given an ordered set of parameter values x 1 < x 2 < · · · < x m there seems to be only a small number w of values (compared to m and n) x j for which last
. This observation is supported by experimental evaluation. We segmented trajectories from several data sets from movement ecology, collected from fishers [15, 16] , gulls [20] and vervet monkeys [6] , with input sizes up to n = 111, 192 and m = 5, 000. The largest number of changes in the value of last in any single column of a table in these experiments is w = 12, so much smaller than m. In our experiments, w did not depend strongly on n and m: There were many trajectories of varying lengths in the data that had w close to 12 and w usually did not change when increasing m. The results of our experiments are summarised in Table 1 . We improve the original algorithm by storing the DP 
, and a constant part for the rest of the segmentation, which is IC(Opt l ),
. The constant part can be stored without causing problems to the compression.
The change in our DP table representation causes the need for several changes in the DP algorithm. First of all, we do not loop over a sampled set X of parameter values. Instead, we loop over intervals that together cover the whole parameter space. In the original algorithm we compared the information of the append and extend option. This was a simple comparison of two real numbers. In our compressed setting the comparison between append and extend requires comparing two functions, which we call the append and extend function. Computing the lower envelope takes time linear in the complexity of the envelope, if the likelihoods of the (sub)trajectories can be expressed with a closed-form expression of constant complexity, such as the ones of Eqs. 3 and 4. When the lower envelope is not completely equal to one of the two compared functions, the interval is split in a number of parts: parts of the append function and parts of the extend function.
Extending The segmentation Opt i is equal to the O i,x with minimal IC. In the original algorithm we take the minimum over all x ∈ X . In a compressed table, we find the best x ∈ [x s , x f ] for every interval, and take the best of those segmentations. Computing the best parameter value in an interval takes constant time given a suitable representation of the extend function. The following theorem summarises our analysis.
Theorem 3 Given a trajectory τ consisting of n points and using a movement model that allows for expressing the likelihoods of (sub)trajectories using a closed-form expression of constant complexity, the optimal segmentation with respect to an information criterion IC can be computed in O(nw) time, where w is the maximal number of indices at which the start index last(O i,x ) changes along x for any single i.

Classification
We now consider the problem of classification, i.e. given a set of trajectories T = {τ 1 , . . . , τ k } and a penalty factor p, the goal is to compute a partition of T and assign a parameter value to each class that minimises an information criterion.
We assume that the log-likelihood functions for all trajectories are bitonic and that the log-likelihood L(τ i ) of trajectory τ i reaches its maximum at the parameter value M i . We also assume w.l.o.g. that the trajectories are given in order of increasing M i . If this is not the case, they can easily be sorted in a preprocessing step.
The algorithms in this section depend critically on the assumption of bitonic likelihood functions. Without this, one can construct examples that violate key properties such as the one given in Observation 1 and our algorithms no longer work. We show in Sect. 3.2 that both discrete and continuous classification are NP-hard if non-bitonic log-likelihood functions are allowed. We justify the assumption of bitonicity with a reference to the applications that these algorithms were designed for. Although it is possible to construct trajectories for which the likelihood function of a trajectory using the BBMM is not bitonic, these examples are highly unlikely to occur in practice: They require large variations in both sampling rate and speed of about a factor 100. Even in this case, both the parameter values and log-likelihoods of the local maxima are close to one another and thus the algorithm would still produce an almost optimal solution. Again, one can also check the bitonicity in preprocessing and warn the user if there are non-bitonic input functions.
Dynamic Programming for Discrete Parameter
First we present a dynamic programming algorithm for the case that a discrete set of parameter values is given. A natural approach would be to process the trajectories in the order they are given. However it is not necessarily the case that if M i < M j that this order is also reflected in the classes they are associated with. Figure 2 shows 2 An optimal classification may not respect the order in which trajectories obtain their maximum log-likelihood. For low penalty factors, there will be two classes
an example. However, we can use the following property to efficiently compute the optimal classification.
Observation 1 Let x(C 1 ) < · · · < x(C ) be the parameter values assigned to the classes by an optimal classification. Then, a trajectory that reaches its maximum log-likelihood in the interval
[x(C j ), x(C j+1 )) must be in either C j or C j+1 ,
by the bitonicity of the log-likelihood function. In particular if we know that some x(C i ) is selected then x(C j ) with j < i does not depend on any of the trajectories with maximum larger than or equal to x(C i ).
Using this observation, the optimal classification can be efficiently computed. The pseudocode of the classification algorithm is given in Algorithm 1. IC is the function that computes the value of the information criterion for a given (partial) classification. IC i computes the IC under the assumption that x i is used, even if no trajectory has been assigned to x i . We do this to take into account that we assign the remaining trajectories to x i in the next step. Comparing values of the IC is meaningful only between partial classifications which assign values to exactly the same trajectories, as is the case for all O j in a single iteration of the outer loop.
1 Opt 0 = An array of length m with all elements set to nil 
Improvement to Running Time
The running time of the discrete classification algorithm described in Sect. 3.1 can be improved by re-using values computed in previous iterations of the outer loop. A switching value is a pair (l, s j ), where l is the index of a function in the input, i.e. an integer in {1, . . . , k} and s j is defined by + m) ).
We can exploit this to quickly update the value of O j that was computed in the previous iteration of the outer loop. The differences between O i−1 j and O i j can be summarised as:
We observe that every function is added at most once for a fixed value of j and the functions are added in the order they appear in the input. 2. Some functions which were assigned to
are now assigned to x j . These are exactly the functions L l such that there is an entry (l, i) in S j . Since S j is sorted by the second member of each pair, we walk through S j once for all updates of O j , so all these updates for O j take O(k) time. Note that this case may also apply to functions that were added in the same iteration based on case 1. 3. The functions that were assigned to x i−1 in O i−1 j and for which case 2 does not apply will now be assigned to x i . Since there may be O(k) functions in this list which are updated in every iteration, we need to efficiently perform these updates. We can have the classification update automatically by storing a special value indicating that this function is assigned to x i regardless of the current value of i. However, we also need to evaluate the information criterion for each of these O i j , which takes O(km 2 ) time if every value is computed from scratch. Thus, we also need to update the IC more efficiently in order to improve the running time of the algorithm. For cases 1 and 2, this is no problem, as each change in IC due to these cases can be computed in constant time and there are only O(km) additions or updates. However, in case 3, there may be Θ(km 2 ) updates in total, thus leading to a bottleneck. We can summarise the change in IC for O i j due to functions that were assigned to
Using this approach, we can compute all the
and are now assigned to x i as and thus improve the running time of the algorithm.
Lemma 3 Let (l, s j ) ∈ S j (for all 1 ≤ j ≤ m) be the switching values of a function L l . The s j are a bitonic function of j (specifically first decreasing, then increasing).
Proof Consider two switching values (l, s j ) and (l, s j+1 ) for an input function L l . There are two cases:
1. x j+1 ≤ M l : Both x j and x j+1 are in the increasing part of L l . Since
By definition of s j , it is the smallest i such that the log-likelihood at x j is at least as large as that at x i . Therefore, x i must be in the decreasing part of L l . 2. x j ≥ M l : Both x j and x j+1 are in the decreasing part of L l , so the log-likelihood is at most L l (x j ) for all i > j. Therefore x j = j +1 and x j+1 = j +2, so x j < x j+1 and the s j are increasing for all j such that x j ≥ M l . These two observations imply s j ≥ s j+1 and thus the s j are decreasing for all j such that
This property is illustrated in Fig. 3 . As a result, for fixed i, a function is present in at most one I 
, which is a contradiction.
Lemma 5 The total size of all I
− j,i (1 ≤ j < i ≤ m)
is at most km and they can all be computed in time O(km log m).
Proof For each value of i and each function L l with M l < x i (since otherwise L l / ∈ L j,i for any j), we want to find the unique value of j such that 
Theorem 5 With the optimizations described in this section, Algorithm 1 computes the optimal classification of k trajectories in O(m 2 + km log m) time and O(mk) space, where m is the number of candidate parameter values.
Proof The time bound has already been established. In addition to the space use of the original algorithm, the tables S, Δ and J all have mk entries and thus do not increase the space bound.
NP-Hardness with Non-Bitonic Log-Likelihood Functions
We show that both discrete and continuous classification are NP-hard by reduction from 3-SAT. Consider a Boolean formula F in conjunctive normal form with n variables and m clauses. We have a candidate parameter value x t for each literal t, i.e. v orv for any variable v. For discrete classification these are exactly the candidate parameter values, for continuous classification we choose an interval that contains all x t as the domain. The log-likelihood functions are constructed in such a way that an optimal classification only selects classes with x(C) = x t for some literal t.
Every variable v is represented by a log-likelihood function 
since each L v is assigned to C v , where it has log-likelihood m, and each L c can be assigned to at least one x t for a literal t appearing in c, so it has log-likelihood 1. There are n classes and the penalty factor is 2m − 1. Any other classification (either representing a non-satisfying assignment or not representing an assignment) has a higher IC, as we now show. First, if a classification does not have a class at either x v or xv for some variable v, we can add a class at one of those. This increases the log-likelihood of L v by m and adds one class. Thus, if no additional clauses are satisfied, the IC decreases by 2m − p = 2m − (2m − 1) = 1. If this assignment satisfies previously unsatisfied clauses, the IC decreases even more.
Second, if a classification has classes at x v and xv, the log-likelihood of L v does not increase compared to having just one of those classes. Selecting both can satisfy at most m − 1 additional clauses over selecting one literal of v andv, whichever appears in more clauses. For each of these clauses the log-likelihood of L c increases by 1. Selecting both adds an extra class, so the IC increases by at least −2(m − 1) + p = −2m + 2 + 2m − 1 = 1 compared to selecting either v orv.
Finally, if C represents a non-satisfying assignment, then
where m < m is the number of satisfied clauses. This is larger than the IC for a satisfying assignment by 2(m − m ). Thus, there is a classification C with the value of the IC in Eq. 5 if and only if F is satisfiable, proving NP-hardness.
Theorem 6 Discrete Classification and Continuous Classification are NPhard if non-bitonic log-likelihood functions are allowed.
From now on, we again always assume that all log-likelihood functions are bitonic. We have seen in Sect. 3.1 that in this setting the discrete classification problem can be solved in polynomial time. We show next that the continuous classification problem remains NP-hard.
NP-Hardness for Continuous Parameter with Bitonic Log-Likelihood Functions
We show that the decision version of continuous classification is NP-hard by reduction from Set Cover. Let S = {S 1 , . . . , S n } be a family of subsets of a universe U = {1, . . . , m} such that n i=1 S i = U , and assume that an integer k < n is given. Given this instance of Set Cover, we transform it into a set of log-likelihood functions, a penalty factor p and a constant c such that a classification C with IC(C ) ≤ c exists if and only if S has a cover of size ≤ k.
We enumerate the 2 n subsets of S in the following way: 
Observe that L 
.
Then, since 0 ≤ b(x) ≤ n for any x ∈ D, we have
The number of set bits b(x) equals the size of the set σ x represented through x. An example of this construction is shown in Fig. 4b . The log-likelihood of the classification C x consisting of a single class with parameter value x is
and L(C x ) ≥ m − k n+1 if and only if σ x is a cover of U of size ≤ k. Proof By setting p = 4m · 2 n , the classification C x consisting of a single class C 1 with
Lemma 6 The set of functions
if and only if σ x is a solution to the set cover instance, i.e. a cover of size ≤ k. If we consider a classification C 2 consisting of two classes C 1 and C 2 , the optimal choice is x(C 1 ) = 0,
since then all functions are assigned to a point in the domain where they reach their maximum log-likelihood. The log-likelihood of this classification is
The IC is
for m ≥ 1. Thus, no classification with two classes achieves an IC of at most c. Since C 2 assigns every function to the point in its domain where it has the highest loglikelihood, the log-likelihood of any classification cannot be improved beyond L(C 2 ), and thus adding more than two classes only increases the IC through the penalty factor.
Lemma 7 All the functions described above, as well as p and c, can be constructed in polynomial time.
Proof We need to construct 2m + 2 functions. K − and K + are fixed functions for a particular value of n. K − (x) and K + (x) can be evaluated for any x ∈ D in O(n) time by a fixed algorithm.
Next we consider a function L − j , which can be described by n bits characterising which subsets S l ∈ S contain j. These n bits can be extracted from S in time polynomial in n and m for any reasonable way to store S . This representation of L 
Theorem 7 Continuous Classification is NP-hard, even when restricted to bitonic log-likelihood functions.
Observe that this reduction results in an instance of Continuous Classification that can be discretised and solved by Discrete Classification. However, this discrete instance has 2 n candidate parameter values and thus Discrete Classification needs superpolynomial time to solve this instance.
The reduction does not preserve the approximation ratio, since k only influences the fractional part of the IC, while the IC can be exponentially large in n and linear in m. Thus, the solution with x = 2 n − δ that selects all input sets is an arbitrarily good approximation of the optimal classification for sufficiently large m and n.
Polynomial-Time Algorithm for Realistic Inputs
We now present an algorithm for Continuous Classification that runs in polynomial time under mild assumptions on the input. For reasonably homogeneous trajectories (and a standard movement model) the log-likelihood functions are quite smooth. In this case the number of classifications we need to consider reduces; essentially, this is because the reordering illustrated in Fig. 2 does not happen too often.
First we describe the assumptions in more detail. As before we assume that we can optimise the value of the model parameter and compute the log-likelihood for a fixed class of size n efficiently in F(n) time. As argued before, it is reasonable to assume that F(n) = O(n). The remaining assumptions that we need to make are related to an arrangement A of curves which are derived from the input log-likelihood functions (and which we define later in this section). The running time of our algorithm is polynomial in the complexity of A , provided a few basic operations on these curves can be performed efficiently. These operations are -Computing the intersections between pairs of curves, and -Computing the intersections of a curve and a vertical, horizontal or diagonal line segment.
We need the intersections with vertical and horizontal line segments to be able to restrict the arrangement to certain rectangles, and we need the (first and last) intersection with a diagonal line segment to compute a vertical decomposition (after rotation). Since these are operations on one or two log-likelihood functions, we assume that they can be performed in constant time. The complexity of A is polynomial in the input size if the pairwise number of intersections between curves is polynomially bounded. In our experiments (see later in this section) no pair of curves intersected more than once, and many did not intersect at all. For a set of input functions L := {L 1 , . . . , L k } in increasing order of the parameter values M 1 , . . . , M k at which they reach their maximum log-likelihood, let Opt i denote the optimal classification with exactly i classes. Let C i j denote the jth class in Opt i (sorted by parameter value).
The algorithm iteratively computes Opt i+1 from Opt i , for i ∈ {1, . . . , k − 1}. There is only one classification with one class (ignoring the parameter value), so
Recall that a classification is stored in an array specifying for each function the parameter value of the class to which it is assigned. Recall that M i is the smallest parameter value at which function L i reaches its maximum log-likelihood.
If there are multiple classifications that achieve the maximum log-likelihood, we define the following tie breaking rule: The optimal classification is the one whose array representation is lexicographically smallest among the classifications with maximal log-likelihood. We show later that the algorithm described in this section computes this specific classification.
In constructing Opt i+1 , we use the following properties, where C i 0 and C i i+1 are empty dummy classes: 
Proof Consider the second inequality in the lemma, x i+1 j ≤ x i j . Assume there exists a j such that x i+1 j > x i j , and consider the smallest j for which this is true. 
First, for the case j = i + 1 we observe that x i+1 i+1 ≤ x i i+1 = M k is trivially true: Since all functions are decreasing for Any function
Because of the order of these four parameter values and the bitonicity of L + , it must fulfil
Similarly, we have that for any
This is illustrated in Fig. 5 .
If these inequalitites do not hold, we can construct a better classification with i + 1 classes than Opt i+1 by combining the first h − 1 classes of Opt i with the remaining classes of Opt i+1 while ensuring that the log-likelihood functions in D + and D − are assigned to exactly one class in the following way:
Similarly, by optimality of Opt i , we get
since otherwise the classification
would be a better classification with i classes than Opt i .
Combining (6) and (7) with
h−1 , establishing that the inequalities in (6) and (7) are actually equalities. Thus C i has the same loglikelihood as Opt i and C i+1 has the same log-likelihood as Opt i+1 and neither C i nor C i+1 breaks Observation 1. However, Opt i and Opt i+1 cannot both have a lexicographically smaller representation than C i and C i+1 respectively. Thus at least one of Opt i and Opt i+1 is not optimal according to the tie breaking rule, which is a contradiction.
Thus any allowed value of j leads to a contradiction, showing that no j can violate the second inequality in the statement of the lemma. For the first inequality in the lemma,
j , we observe that this concerns the class with the (i − j + 2nd)-largest parameter value for both classifications and we can apply similar reasoning to show that this holds for all j, thus completing the proof.
Lemma 9 Functions shift to a class with a larger index as the number of classes increases, but no more than one class at a time. That is,
m , then L l cannot be assigned to a class C i+1 Fig. 5 ) and thus 
When Opt i is computed, we can use it to compute Opt i+1 . By Lemmas 8 and 9, a function can be in one of only two classes of Opt i+1 and the parameter value x i+1 j for a class C i+1 j must be in a particular interval 
j+1 . These curves are illustrated in Fig. 6 . If L l is not strictly bitonic or discontinuous at a finite number of points, P l is not a well-defined Jordan curve. In this case, we relax the definition of P l to be the continuous, bimonotone curve separating the regions with
(note that the latter inequality is no longer strict). This curve always exists and suffices to find the optimal classification.
If the intersection of P l with R i j for some L l ∈ C i j is empty, L l is assigned to a fixed class in Opt i+1 regardless of the choice of parameter values. Otherwise, P l divides R i j into two contiguous regions: one in which L l ∈ C i+1 j and one in which
j+1 . We first show how to compute Opt 2 from Opt 1 using these curves, then how to generalise this to arbitrary i.
Computing Opt 2
The set {P 1 , P 2 , . . . , P k } defines an arrangement of curves A . This is illustrated in Fig. 6 For each face, the parameter values of the two classes are optimised separately and the resulting classification with the highest log-likelihood is selected as Opt 2 .
Computing Opt i (i > 2)
In computing Opt 3 from Opt 2 (or generally Opt i+1 from Opt i for i ≥ 2), we have to deal with the fact that both A 2 1 and A 2 2 produce candidates for subsets of C 3 2 . We could consider each pair of faces ( and C i+1 i+1 respectively. For the candidate class represented by an edge, the parameter value is optimised and its log-likelihood is set as the edge weight.
An r -t path in G i visits exactly one vertex at each level, and this path represents a particular classification, with each edge (u, v) defining a class ρ u ∪ λ v . The loglikelihood of the classification is the sum of the log-likelihoods of the individual classes-represented by the weights of the edges in the path-, i.e. the path's length.
Level 2 
Lemma 11 Opt i+1 corresponds to the longest r -t path in G i .
Proof We have already shown above that the length of an r -t path equals the loglikelihood of the corresponding classification and thus Opt i+1 cannot correspond to a path in G i that is not the longest. What remains to be shown is that there are no classifications with a larger log-likelihood than the one represented by the longest path in G i .
By Lemma 8 and the definition of R i j , we know that . Thus, Opt i+1 is represented by a path in G i , and since the length of a path equals the log-likelihood of its corresponding classification, it must be the longest path in G i .
The use of A and G i is illustrated in Fig. 7 . For the indicated value of x 1 1 , the grey rectangle is R 1 1 . Suppose that the parameter values for Opt 2 are found to be x 2 1 , x 2 2 at the big red dot. Then
.e. the curves lying below and above this point. The red rectangles are R 2 1 and R 2 2 and the graph G 2 has six vertices at level 1 corresponding to the six faces of A 2 1 and five vertices at level 2. A path through G 2 corresponds to selecting one face in each of the rectangles, thus fixing the classification.
Analysis
A has O(kλ s+2 (k)) faces, where s is the maximal number of intersections between a pair of curves in A and λ s (n) is the maximum length of an (n, s) Davenport-Schinzel sequence [11] . Thus, a trivial bound on the complexity of G i is obtained by observing that each level of G i has at most O(kλ s+2 (k)) vertices and thus the number of vertices in G i is O(k 2 λ s+2 (k) ). A better bound on the number of vertices of G i can be obtained by observing that all faces of A are both x-monotone and y-monotone, since the edges bounding them are also bimonotone.
Lemma 12 G i has O(kλ s+2 (k)) vertices and O((kλ s+2
Proof The rectangles R i j and R i j+1 overlap only in a single point x i j , x i j+1 . A face that does not contain such a point overlaps at most one rectangle R i j and thus contributes at most one vertex to G i . Since there are i − 1 of these points where two rectangles touch, at most i − 1 additional points are contributed by faces that overlap more than one rectangle. Thus, the number of vertices in G i is at most
The bound on the number of edges follows immediately.
The bound on the number of edges is tight, in the sense that if G i contains |V | vertices, it may have Θ(|V | 2 ) edges, namely if almost all faces intersect one of two consecutive rectangles.
If there are multiple optimal classifications with different combinatorial structures, they will each be found on their respective paths through G i . Checking whether it is lexicographically smaller than the best found so far can be done in O(k) time. If a set of functions reaches its maximum log-likelihood at multiple parameter values, we assume that the optimisation procedure can select the smallest of those. Thus, the algorithm can break ties between optimal classifications without affecting the running time, so the assumption that the algorithm computes this particular classification is justified.
Edelsbrunner et al. [11] give an algorithm for computing curve arrangements. It requires that the following operations can be performed efficiently on the curves: input functions which represents the cost of finding intersections between two curves or between a curve and a vertical line segment. This will generally be a constant for a fixed movement model, since they are operations on 1 or 2 log-likelihood functions.
Then, to compute Opt i+1 from Opt i we need to compute A i 1 , . . . , A i i , i.e. the intersection of A with the rectangles R i 1 , . . . , R i i . In particular, we need to know which faces of A intersect each rectangle to construct G i . This step can be performed in O(C · kλ s+2 (k)) time using a depth-first search on the dual graph of A .
Computing the length of an edge in G i is assumed to take O(F(n)) time, where n is the number of trajectories in the class represented by the edge. Then, computing all edge lengths takes O((kλ s+2 (k)) 2 · F(k)) time. Since G i is a DAG, the longest path can be computed in O(|V | + |E|) = O((kλ s+2 (k)) 2 ) time.
Thus, given Opt i and A , computing Opt i+1 takes O((kλ s+2 (k)) 2 · F(k)) time. To find the optimal classification, we have to compute all classifications up to Opt k and select the one among those with minimum IC for the given penalty factor.
Theorem 8 An optimal classification of k trajectories can be computed in O(k
3 λ s+2 (k) 2 · F(k) + C · kλ s+2 (k)) time,
where F(k) is the time required to optimise the log-likelihood for a set of k trajectories, C is a constant that depends on the input functions and s is the maximum number of pairwise intersections between the curves P i .
For the algorithm to run in polynomial time, we need to be able to efficiently compute the arrangement A , and to optimise the log-likelihood for a set of trajectories (expressed as F(n)). Furthermore, the complexity of the algorithm depends on the complexity of A and the graphs G i , which are polynomial if s is polynomially bounded. The time required to compute A also depends on the cost of computing intersections, which differs by movement model.
The maximum value of s depends on the movement model and can theoretically be unbounded. We conjecture that for the Brownian bridge movement model, s = Θ(n) in theory, although it is much better than that in practice. We computed the curves using the Brownian bridge movement model for several data sets, collected from fishers [15, 16] , gulls [20] and vervet monkeys [6] , and counted the number of intersections. The results are summarized in Table 2 . We did not observe a pair of curves intersecting more than once in these experiments. The total number of intersections is much smaller than n 2 , indicating many pairs do not intersect at all. The exact fraction of intersecting pairs of curves highly depends on the particular data set. 
Discussion
We presented efficient algorithms for optimally segmenting and classifying trajectories using a parameterised movement model with respect to an information criterion. The result of the algorithms depends on the exact information criterion used, which is parameterised by the penalty factor p. We discussed the algorithms for movement models with only a single parameter, and now briefly consider how to deal with models which have multiple parameters. At a break point, any subset of the variables might change while the others remain unchanged. This is reflected in the model complexity for the IC, where only the changed variables count towards the penalty factor. time. For continuous segmentation, the problem is that there will be dependencies between different segments when only some of the variables change, and thus it will be hard to optimise all variables. In the other cases it is not obvious how to generalise the algorithms we presented to models with multiple parameters. With classification, Observation 1 is crucial, and it does not generalise to higher dimensions.
The quality of segmentations and classifications can be defined by other measures than the information criterion we used for our methods. The correctness of our algorithms relies on specific properties of these information criteria, so it is not trivial to generalise these methods to other quality measures, although some variations could possibly be integrated. However, we note that the framework we used offers quite a bit of freedom in selecting appropriate log-likelihood functions and penalty factors, thus allowing these methods to be used in a wide range of applications.
Our algorithms are strongly motivated by applications in movement ecology, and thus an extensive evaluation of these methods in an application context is highly important, but beyond the scope of this paper. We therefore just present an example segmentation using the Brownian bridge movement model. The trajectory shown in Fig. 8 is of (the animal) fisher [15, 16] and is segmented optimally with respect to BIC. 
