Boinagrov D, Loudin J, Palanker D. Strength-duration relationship for extracellular neural stimulation: numerical and analytical models. J Neurophysiol 104: 2236 -2248, 2010. First published August 11, 2010 doi:10.1152/jn.00343.2010. The strength-duration relationship for extracellular stimulation is often assumed to be similar to the classical intracellular stimulation model, with a slope asymptotically approaching 1/ at pulse durations shorter than chronaxy. We modeled extracellular neural stimulation numerically and analytically for several cell shapes and types of active membrane properties. The strength-duration relationship was found to differ significantly from classical intracellular models. At pulse durations between 4 s and 5 ms stimulation is dominated by sodium channels, with a slope of Ϫ0.72 in log-log coordinates for the Hodgkin-Huxley ion channel model. At shorter durations potassium channels dominate and slope decreases to Ϫ0.13. Therefore the charge per phase is decreasing with decreasing stimulus duration. With pulses shorter than cell polarization time (ϳ0.1-1 s), stimulation is dominated by polarization dynamics with a classical Ϫ1 slope and the charge per phase becomes constant. It is demonstrated that extracellular stimulation can have not only lower but also upper thresholds and may be impossible below certain pulse durations. In some regimes the extracellular current can hyperpolarize cells, suppressing rather than stimulating spiking behavior. Thresholds for burst stimuli can be either higher or lower than that of a single pulse, depending on pulse duration. The modeled thresholds were found to be comparable to published experimental data. Electroporation thresholds, which limit the range of safe stimulation, were found to exceed stimulation thresholds by about two orders of magnitude. These results provide a biophysical basis for understanding stimulation dynamics and guidance for optimizing the neural stimulation efficacy and safety.
I N T R O D U C T I O N
Medical applications of extracellular neural stimulation continue to expand. They currently include cochlear implants to restore hearing to the deaf (House and Urban 1973; Zierhofer et al. 1995) ; visual prostheses to restore sight to the blind (Loudin et al. 2007; Rizzo and Wyatt 1997; Weiland et al. 2005; Zrenner 2002 ); bladder stimulators (Sawan et al. 1993) ; and deep brain stimulators to treat epilepsy, Parkinson's disease, dystonia, and chronic pain (Kringelbach et al. 2007) . Understanding the mechanisms and dynamics of extracellular neural stimulation is very important for the development of electroneural interfaces, in general, and for the design of stimulation waveforms and electrode configurations for neural prosthetic implants, in particular.
The strength-duration relationship has been well established for intracellular stimulation, with several experimentally tested theoretical models. The two most often cited formulas are those of Lapicque (1907) I stim ϭ I rh
and Weiss (1901) I stim ϭ I rhͩ 1 ϩ ch ͪ
where I stim is the minimum stimulation current necessary to elicit a spike, is stimulus duration, I rh is the rheobase current, and ch is chronaxy. The rheobase is the asymptotic constant level of current at long durations and chronaxy is the duration at which the stimulation strength becomes twice the rheobase. The Weiss equation provides a better fit to the experimental data in some cases (Bostock 1983; McIntyre and Grill 1998; Nowak and Bullier 1998) , compared with the Lapicque equation (Dziubinska et al. 1983; Fozzard and Schoenberg 1972) . Lapicque models transmembrane active membrane properties as a battery and resistor, whereas Weiss assumes a current source model. Both describe the intracellular stimulation as charging of the capacitive cell membrane, with the strengthduration curve having a constant rheobase level at long durations and asymptotic 1/ behavior for durations much shorter than chronaxy. However, the applicability of these equations to extracellular stimulation is unclear.
Outside of research settings, the most common type of neural stimulation is extracellular and yet its mechanisms and dynamics have scarcely been explored or described. Several experimental measurements of the strength-duration relationship have been reported (Jankowska and Roberts 1972; Jensen et al. 2005; Sekirnjak et al. 2006; Yoemans et al. 1988 ) and some computations have been performed (Greenberg et al. 1999; Richardson et al. 2000) . However, all such calculations and many of the measurements have focused on simple monophasic or biphasic stimuli not much shorter than chronaxy. Because the finite electrochemical capacitance of stimulation electrodes limits charge per phase, bursts of biphasic pulses can be used to increase the dynamic range of stimulation (Schoen and Fromherz 2008) . A simple model of the system can provide significant guidance in the optimization of neural stimulation in
M E T H O D S

Model description
We used two different models of active cell membrane properties: the standard Hodgkin-Huxley (HH) model of a squid giant axon (Hodgkin and Huxley 1952) and a six-channel salamander retinal ganglion cell (RGC) model (Fohlmeister and Miller 1990) . Three cell geometries were analyzed: an idealized planar cell with two uniformly polarized flat surfaces and more realistic spherical and cylindrical shapes, corresponding to the soma and unmyelinated axon or axon hillock. The HH model was applied to all three cell geometries, whereas the RGC model was applied to just the spherical cell. The planar HH model serves as a useful starting point because it effectively decouples geometric effects from the ion channel dynamics. The spherical and cylindrical models represent more realistic shapes and help to elucidate the effect of cell geometry on stimulation dynamics. All the models assumed a uniform electric field in the medium around the cell, which corresponds to experimental situations with either a large electrode close to the cell or a small electrode far from the cell.
Conductivity of ion channels is determined by the duty cycle of their open state (Liebovitch and Krekora 2002; Shapovalov and Lester 2004) . Switching time between the open and closed states is likely to be one of the factors limiting the short end of the stimulus duration, since channels will not be able to respond to shorter voltage transients. Typically, measurement of the switching time in patch-clamp experiments with single ion channels is limited by the bandwidth of the current amplifiers to no better than a few hundred microseconds. A few measurements with ultrafast systems have shown that even with a time resolution of 3 s, the switching still appears instantaneous, i.e., bandwidth-limited (Hallermann et al. 2005; Shapovalov and Lester 2004) . Molecular dynamics of the rotation of a helix in the ion channel protein, which determines the channel state, puts an estimate of the switching time as short as 30 ps (Liebovitch and Krekora 2002) .
We calculated the strength-duration relationship within a range from 10 ns to 100 ms and have shown asymptotic behavior at each end of the range, predicting the trend beyond these limits.
HODGKIN-HUXLEY SQUID GIANT AXON MODEL OF ION CHAN-
NELS. Although the HH model was initially developed to describe the active membrane properties of the squid giant axon, it was later found to be applicable to many other types of excitable cells with just a few modifications. In these variations, the potassium and the sodium channel parameters were adjusted and some additional types of channels were introduced. A detailed description of the HH model of active membrane properties is shown in APPENDIX A.
HH model of a planar cell. As a first approximation, we considered a simplified planar cell geometry in which two flat active membranes represent the sides of the soma, as shown in Fig. 1A . Since the side membrane is much smaller than the front and back planes, conductance of the side membrane can be neglected; thus any polarization falls entirely across the two membranes and a cytoplasm, represented by a resistor R. Although unrealistic, this geometry proves very useful in elucidating the roles of the individual ion channels in extracellular stimulation, decoupled from the geometrical complexities of real cells.
With the transcellular voltage V stim and transmembrane voltages V 1 and V 2 , the system of Kirchhoff equations describing electric current in this circuit can be expressed as
Here the potassium, sodium, and leakage ion currents are taken into account, as well as the capacitive and cytoplasmic currents. With constant parameter values n i , m i , and h i (i ϭ 1, 2), the solution to this system is an exponential decay to a steady state with V stim ϭ V 1 Ϫ V 2 , and a characteristic time constant "cell polarization time" p ϭ RC/2, where C/2 is the capacitance of the two membranes connected in series.
Without assuming constant parameter values, these constitute a self-consistent system of first-order nonlinear differential equations when combined with Eqs. A2a-A2g for activation and inactivation parameters (see APPENDIX A). We used the NDSolve function in the Wolfram Mathematica 6.0 software package to solve this system of equations numerically on a laptop PC. The threshold of cell spiking was determined to an accuracy of 1%. The maximum running time of the program for a single set of parameters was about 5 s.
HH model of a spherical cell. The simplicity of the planar model allows straightforward interpretation of the results and provides insight into the dynamics of extracellular stimulation. However, since it FIG. 1. The cell models. A: a planar cell, a short cylinder with its axis parallel to the stimulating electric field. The current through the intracellular resistor is I R ϭ [V stim Ϫ (V 1 ϩ V 2 )]/R. B: a spherical cell of radius a. The membrane polarization caused by stimulation current j stim is given by ⌬V() ϭ (3/2)j stim a cos . C: a cylindrical axon of radius a, oriented across the field lines. The membrane polarization is ⌬V() ϭ 2j stim a cos . In B and C the electrodes and cells are not drawn to scale: electrodes in the model are far from cells, creating a uniform current density j stim far from the cell.
implies rather unrealistic cell geometry, we also investigated a spherical cell, where the membrane polarization voltage gradually varies with position from a positive maximum to a negative minimum value. As shown in Fig. 1B , this change in polarization can be parameterized by the angle according to the equation (Cole 1968) ⌬V() ϭ 3 2 e aj stim cos (4) where e is the extracellular media resistivity, a is the cell radius, and j stim is the extracellular current density far from the cell. For numerical computation in the case of a spherical cell, its surface was divided into 20 segments, each corresponding to /20 radians of the whole ϭ [0, ] interval. The membrane voltage across any one segment was approximated as constant (although time-dependent), with a value calculated for its middle angle; this voltage then determined the segment's ion channel conductivities and current flow. After the cell polarization is complete, the steady-state voltage V i s at the ith segment of the membrane is determined by the total intracellular charge and the modulation due to the stimulus current. During cell polarization in an external electric field the membrane voltage asymptotically approaches the steady-state values during the time p , similar to the RC/2 time discussed in the previous section. Taking this into account, the equations for voltage V i of the ith membrane segments i ϭ 1, 2, . . . , 20 are
where q is the cell total internal charge per unit area, i ϭ Ϫ(/40) ϩ (/20)i and V i s is the steady-state voltage of the ith membrane, as determined by the stimulus. The rate of change of the total intracellular charge is computed as the sum over all segments of the transmembrane currents j i , with weight coefficients sin i proportional to the area of each section
The current density j i in each point on the cell surface is computed as a sum of sodium, potassium, leakage, and capacitive currents for given point on the cell
For more detailed j i expression see APPENDIX A. The membrane conductivity is computed for each segment, assuming the HH active membrane properties. The cell polarization time can be estimated by the simple formula (Hibino et al. 1993) 
With an intracellular and extracellular resistivity of i ϭ e ϭ 70 ⍀ · cm (Foster et al. 1976; Geddes and Baker 1967) and cell radius a ϭ 5 m, this yields p ϭ 50 ns. Running this simulation for a single set of parameters on a laptop PC took about 3-4 min. HH model of a cylindrical axon segment. We have also applied the HH model to cylindrical cell geometry, corresponding to a nonmyelinated axon in a uniform electric field. Here the axis of the cylinder is perpendicular to the stimulation current and is shown as a dot in the center of the cylinder in Fig. 1C . As in the spherical cell, the depolarization across the surface of the axon varies with position from a positive maximum to a negative minimum value. The voltage modulation caused by the stimulation current is described by the following equation (see the derivation in APPENDIX B) ⌬V() ϭ 2 e aj stim cos (9) where e is the extracellular media resistivity, a is the axon radius, and j stim is the stimulation current density far from the axon. For numerical computation, the surface of the axon was divided into 20 pairs of segments, so that in each pair one was above and one symmetrically below the horizontal plane shown as a dotted line in Fig. 1C . Subsequently, the lower semicylinder behaved exactly like the upper one and thus only the upper 20 segments needed to be computed. Each segment covered /20 radians. The membrane voltage across any one segment was approximated as the value calculated for its middle angle; this voltage determined the segment's ion channel conductivities and current flow. The equations for polarization of the membrane segments V i (i ϭ 1, 2, . . . , 20) are
where q is the cell total internal charge per unit area and i ϭ Ϫ(/40) ϩ (/20)i. The membrane conductivity was computed for each segment, assuming HH active membrane properties. The rate of the change of the total intracellular charge was computed as a sum of all transmembrane currents, again weighted by the area
The current density j i in each point on the cell surface can be computed by Eq. 7. For more detailed j i expression see APPENDIX A. Running this simulation model for a single set of parameters on a laptop PC took about 3-4 min.
RETINAL GANGLION CELL MODEL. We also modeled tiger salamander (Ambystoma tigrum) retinal ganglion cells to assess the variability of stimulation dynamics with ion channel kinetics. Retinal ganglion cells are the target neurons in epiretinal visual prostheses (Hetling and Baig-Silva 2004; Weiland et al. 2005) and tiger salamanders are a commonly used model in the study of RGCs (Brivanlou et al. 1998; Kim and Rieke 2001) . In this model (Fohlmeister et al. 1990 ) the membrane current is given by
which accounts for one sodium, one calcium, one leakage, and two types of voltage-activated potassium channels along with one calcium-activated potassium channel. Detailed expressions and numerical values of the parameters for this kinetic model are listed in APPENDIX C. Here, as in the previous section, a spherical cell was composed of 20 segments. The cell radius was taken as a ϭ 5 m and external resistivity e was 7,900 ⍀·cm, in accordance with measurements of the RGC layer resistivity in the literature (Karwoski et al. 1985) . Solving these RGC equations on a laptop PC took Յ10 min.
R E S U L T S A N D D I S C U S S I O N
Strength-duration relationship for the HH model
PLANAR CELL. Monophasic stimulus. The simplest stimulus was a single, rectangular monophasic voltage pulse, as shown in Fig. 2A . The corresponding strength-duration curves are shown in Fig. 3 , where the three solid lines represent the stimulation thresholds for different values of the cell polarization time RC ϭ 2 p : 1, 0.1, and 0.01 s. Naturally, these curves coincide at durations exceeding their respective polarization times, since the cell polarization effects are negligible at those durations. The computed strength-duration curves dramatically differ from the predictions of the classical Lapicque and Weiss Eqs. 1 and 2, which have a constant slope of Ϫ1 in log-log scale for subchronaxy durations. The Lapicque plot (dotted-dashed line in Fig. 3 ) with the same rheobase and chronaxy significantly deviates from the computed curves at short durations. The Weiss plot (not shown) slightly exceeds the Lapique values within the 1-to 10-ms range and is slightly lower at pulse durations Ͻ0.3 ms. All these computed curves have four distinct sections (see Fig. 3 ) corresponding to qualitatively different stimulation regimes.
1 The rheobase regime, for durations Ͼ5 ms, where stimulation threshold is constant.
2 The sodium-dominated regime for durations in the range of 4 s to 5 ms. The strength-duration curve here has a slope of Ϫ0.72 in log-log scale.
3 The potassium-dominated regime for durations in the range from p to 4 s, with a log-log slope of Ϫ0.13.
4
The cell polarization-limited regime for durations Ͻ p , with a slope of Ϫ1. Pulse durations corresponding to transitions between these regimes depend on the properties of ion channels and therefore will vary for various cell types.
Analysis of the stimulation regimes and their analytical models. In the absence of external stimuli the cell has a resting potential equal to Ϫ70 mV, the steady-state potential in the HH model in the absence of any stimulus. At this state there is a positive inflow of ions through the sodium and leakage channels, both of which tend to depolarize the cell. This inflow is compensated by the outflow of positive ions through the potassium channels, which tends to hyperpolarize the cell. The ion concentrations do not change in steady state because ion pumps compensate for the ion channel currents by actively moving ions across the cell membrane. When an external electric field is applied, the conductive intracellular medium equipotentializes, depolarizing the membrane on the cathodal side to V 1 ϭ Ϫ70 mV ϩ (V stim /2) and hyperpolarizing the opposite membrane toV 2 ϭ Ϫ70 mV Ϫ (V stim /2). Sodium channels in the depolarized membrane are activated in response to the decreased transmembrane voltage. The resulting sodium inflow increases the intracellular potential, which in turn leads to further activation of the ion channels, accelerating the influx of sodium cations. If after the stimulus pulse is over the intracellular potential is sufficiently high to keep up this positive influx of ions, then the cell will continue depolarizing (increasing its intracellular potential), leading to spiking, as shown in Fig. 2A . As with the classical HH action potential, the spike ends when the sodium channels are inactivated and slower potassium channels activated, lowering the intracellular potential back to its resting value, thus ending the spike.
In the case of nonuniform distribution of ion channels on the cell surface the stimulation threshold will differ for cathodal and anodal stimuli. Stimulation threshold will be lower when the area of the cell with higher Na channel concentration is depolarized, compared with the opposite polarity, when this area is hyperpolarized. It occurs since the Na inflow on the depolarized side is responsible for the positive charge influx FIG. 3. Strength-duration relationships for monophasic stimulation of planar cells with different cell polarization times. The marked stimulation regimes are: 1 ϭ rheobase; 2 ϭ sodium-dominated; 3 ϭ potassium-dominated; and 4 ϭ polarization-limited (the boundary between regimes 3 and 4 is shown only for cell polarization time [RC] ϭ 10 Ϫ4 ms). The dashed and dotted lines are the analytical approximations for the sodium-and potassium-dominated regimes, respectively, whereas the dash-dotted line shows the Lapicque curve with the same rheobase and chronaxy. leading to subsequent spiking. This phenomenon has been observed experimentally: during epiretinal stimulation of the RGC cathodal stimulation threshold was lower than that of the anodal (Fried et al. 2006; Jensen et al. 2005 ). In the case of subretinal stimulation of RGCs, the anodal pulse had a lower threshold than that of the cathodal pulse (Jenson and Rizzo 2006) . This asymmetry can be explained by nonuniform distribution of Na channels in the soma: the area of axonal hillock in RGCs (which is closer to the epiretinal surface) has a higher Na ion channel concentration, on average, than that of the soma (Fried et al. 2009; Wollner and Catterall 1986) .
• Rheobase regime: In the rheobase regime the sodium charge inflow occurs mostly during the stimulation time. With decreasing pulse duration, stronger stimuli become necessary to activate the sodium channels enough for sufficient sodium uptake during the pulse to cause an action potential. This is the transition between the rheobase and the sodium-dominated regimes, shown in Fig. 3 .
• Sodium-dominated regime: The Na channel activation begins during the stimulus and deactivation starts immediately after the stimulus. Equations A2a-A2h (see APPENDIX A) define an exponential decay in the sodium channel conductance after the stimulus with a time constant of
near the resting potential. Although the channels are deactivated, the influx of ions continues to increase the intracellular potential by approximately ⌬V Х ⌬I Na . Na /C, where ⌬I Na is the difference between sodium current density before and after the stimulation pulse and C is the membrane capacitance per unit area. The stimulation threshold is reached when the intracellular potential is increased by approximately ⌬V th ϭ 6 mV (this value was found by modeling intracellular stimulation with stimulus durations much shorter than chronaxy), which corresponds to a sodium current density increase of ⌬I Na ϭ 75 A/cm 2 . Since the resting value of sodium current density is 1 A/cm 2 , this corresponds to a 76-fold increase in conductivity, which itself corresponds to a -fold increase in activation parameter m, from 0.053 to 0.23 (⌬m Ϸ 0.18). Since the stimulus duration is much smaller than Na (V ϭ Ϫ70 mV) Х 0.08 ms, the change in membrane voltage V 1 during the stimulation pulse can be neglected. Assuming that depolarized membrane voltage V 1 stays constant at V 1 ϭ Ϫ70 mV ϩ (V stim /2) during the stimulation pulse and that m Ͻ Ͻ 1, we can find the first-order approximation for time dependence of m 1 from the differential Eqs. A2a, A2d, and A2e:
. This yields an analytical expression for stimulus duration, generating the stimulation strength-duration relationship
where
is plotted as a dashed line in Fig. 3 . Since the current influx during the stimulation period is neglected, this analytical approximation is valid only for pulse durations shorter than the Na channel deactivation time of 0.08 ms. As shown in Fig. 3 , this analytical approximation matches well the asymptotic behavior of the numerically computed strength-duration curves in the Na-dominated regime.
• Potassium-dominated regime: Cell depolarization can also be caused by the deactivation of potassium channels in the hyperpolarized membrane. With potassium channels deactivated, there is no longer any potassium outflow to balance the sodium and leakage inflow and thus the cell depolarizes. This effect triggers action potentials in the potassium-dominated regime, which occurs at stimulation durations shorter than those necessary for activation of the sodium channels. Figure 4A shows an example of the transmembrane voltage V 2 on the hyperpolarized side and the corresponding drop in its potassium channel conductivity. The membrane voltage in this example follows the stimulation voltage with an exponential decay waveform, with a characteristic time RC/2 ϭ 50 ns.
The K-channel deactivation takes place during the stimulus and activation begins when the stimulus is off. The potassium current decreased by the stimulus can trigger an action potential if it causes the intracellular potential to increase by the threshold value ⌬V th ϭ 6 mV. For this to occur during the ion channel activation time K , the current must decrease by ⌬I K Х Ϫ(⌬V th C/ K ) during the pulse duration. At V ϭ Ϫ70 mV the potassium time constant K Х ¼ n ϭ 1.4 ms. With ⌬V th ϭ 6 mV, this yields ⌬I K Х Ϫ4 A/cm 2 . Since the potassium current in the resting state is 4.5 A/cm 2 , this 4 A/cm 2 decrease brings it down to 0.5 A/cm 2 . The potassium channel deactivation time constant provides an estimate of the strength-duration dependence of the stimulus in this regime
where sodium channel activation takes over. The transition between the sodium-and potassium-dominated regimes occurs at the intersection of the two curves defined by Eqs. 14 and 15.
For a given pulse duration, one of either the Na channel or the K channel that has a lower threshold dominates in stimulation. Time constants of the Na and K channels have different voltage dependences. At low voltages the Na channel activation on depolarized membrane is faster, and therefore it is the dominant process in spiking. However, at high voltages the potassium channel deactivation on the hyperpolarized side happens faster than the sodium channel activation on the depolarized side and thus potassium channels dominate at shorter durations.
• Polarization-limited regime: When stimulus duration does not exceed RC/2, the intracellular charge does not have enough time to redistribute from one membrane to the other during the pulse. For Ͻ Ͻ RC, the membrane capacitance charges up to only a small fraction of the applied stimulus voltage, so the RC circuit current remains approximately constant and is determined by the applied voltage V stim divided by the resistance R. Thus at the end of the pulse the voltage on the hyperpolarized membrane has decreased by V stim /RC (see Fig.  4B ). After the stimulus the membrane voltages return to the resting potential with the decay time constant of RC/2. Since the potassium channels are deactivated at the fastest rate at the voltage minimum, it is in the neighborhood of the stimulus turnoff moment that the potassium channels are deactivated on the hyperpolarized side. Since the membrane's maximum hyperpolarization depends on the stimulus only in the combination V stim /RC, the strength-duration relationship in this regime has a simple inverse time dependence
as can be seen on the left end of the curves plotted in Fig. 3 . Biphasic stimuli. Electrodes used for chronic stimulation typically cannot safely provide DC (Cogan et al. 2004) , so in practical applications extracellular stimulation is generally performed using the charge-balanced biphasic stimuli. We explored the effects of both single symmetric biphasic pulses and biphasic bursts with no delays between the pulses (Fig. 2 , B and C). As shown in Fig. 2B , the cell depolarization caused by subsequent pulses can be additive, thereby decreasing the threshold amplitude compared with the monophasic pulse shown in Fig. 2A .
The strength-duration curves for monophasic, 1-and 10-pulse biphasic stimuli are shown in Fig. 5 , for RC ϭ 10 Ϫ4 ms. Plotting the curves as a function of duration per phase highlights the effect of adding extra phases to the stimulation pulse. The regimes from Fig. 3 can be clearly seen on Fig. 5 , with the second regime further divided into 2a and 2b, defined by whether the addition of extra phases decreases the stimulation threshold.
1 In the rheobase regime, with durations exceeding 5 ms, biphasic stimuli are more effective than monophasic, but additional biphasic pulses do not further decrease the threshold. 2a In the interval (0.1 ms; 5 ms) additional stimulation phases decrease the stimulation threshold. This is labeled the additive Na-dominated regime.
2b In the interval (0.004 ms; 0.1 ms) additional stimulation phases are detrimental-they increase the stimulation threshold. This regime corresponds to reversal of the Na driving force E Na Ϫ V.
3 In the (RC/2; 0.004 ms) potassium-dominated regime additional stimulation phases again decrease the threshold.
4 In the t Ͻ RC/2 polarization-limited regime the number of stimulation phases has no effect on the stimulation threshold.
The first regime (rheobase) is illustrated in Fig. 2C , which shows the potential V 1 across the left membrane. Here we have a two-cycle biphasic stimulus of 20 ms per phase with amplitude just above the stimulation threshold. The cell spikes three times, when the stimulus voltage flips polarity, but does not spike during the first stimulating phase. This effect is known as an "anodal break" (Roth 1995) . Just before the stimulus voltage changes, one side of the cell is hyperpolarized long enough (20 ms) to deactivate and deinactivate the sodium and potassium channels, thus decreasing their conductivity. After the stimulation polarity changes, the sodium channels are activated while staying partly deinactivated and sodium ion inflow depolarizes the cell, whereas the slower potassium channels cannot activate quickly enough to balance the sodium ion inflow. This effect causes the stimulation threshold for biphasic pulses to be lower than that of monophasic ones, so long as the membrane has been hyperpolarized long enough for the potassium channels to deactivate and the sodium channels to dein- Ϫ4 ms stimulated by monophasic, biphasic, and multiple biphasic "burst" stimuli. The marked stimulation regimes are: 1 ϭ rheobase; 2a ϭ additive sodium-dominated; 2b ϭ sodium voltage reversal; 3 ϭ potassium-dominated; and 4 ϭ polarizationlimited.
activate. At the next voltage reversal the previously depolarized membrane now becomes hyperpolarized and vice versa; however, the ion flow dynamics is essentially the same. Since the spike is generated in each phase, the threshold does not change when additional phases are applied after the first biphasic stimulus.
In the additive Na-dominated regime 2a the influx of sodium ions during each phase additively contributes to the increase of the cell potential, as shown in Fig. 2B . Both sodium and potassium channels are deactivated on the hyperpolarized membrane, while at the same time the sodium channels are activated on the opposite, depolarized membrane. When the stimulus voltage switches polarity the hyperpolarized and depolarized sides swap, but cell depolarization continues. Thus lower amplitude is required to trigger an action potential with an increased number of stimulation phases.
In regime 2b the transmembrane voltage across the depolarized membrane becomes so high that it actually exceeds the sodium resting potential E Na and, as a result, the sodium is actively pulled out of the cell, despite the concentration gradient pointing against such movement. This effect manifests itself as a negative current in Fig. 6B and corresponds to a change in sign of the E Na Ϫ V term in Eqs. 3a and 3b. Even though an action potential can still be triggered by the poststimulus sodium influx, every additional phase of the stimulus contributes negatively to the cell potential (Fig. 6C) , thereby increasing the stimulation threshold.
The governing effect in the potassium-dominated regime is the deactivation of potassium channels on the hyperpolarized membrane, as described earlier in Monophasic stimuli and Analysis of the stimulation regimes and their analytical models. The effect of multiple phases is additive and thus a lower amplitude is required to trigger a spike with additional phases in the stimulus.
In the polarization-limited regime the cell does not have time to fully polarize in response to the applied stimulus. The dominant effect in this regime is the deactivation of potassium channels. Because of the short pulse duration, most of the depolarizing charge inflow occurs after the pulse is over. This inflow depends on the deactivation rate at which the cell is found after the stimulus. The deactivation rate of the potassium channels depends on the minimal voltage of the hyperpolarization (deactivation is faster at lower voltage), so the most significant deactivation occurs around this minimum. The minima of the subsequent phases are roughly of the same voltage and their corresponding deactivation is the same. Since the spikeeliciting current inflow takes place mostly after the pulse (burst) is over, and the current inflow rate depends on the deactivation rate, at which the cell membranes are at that moment, the number of phases or the history of how membrane channels were deactivated does not influence spiking. Thus the stimulation threshold does not depend on the number of phases.
Charge per phase. Chronic stimulation devices usually use electrodes made of platinum, titanium nitride, or iridium oxide (IrOx). All electrode materials have finite charge capacitances; exceeding their safe charge injection limits can lead to pH change, electrode delamination, bubble formation, and/or chemical tissue damage (Cogan et al. 2004 ). For square waveforms the finite charge density limits the product of pulse amplitude and duration of each phase. Usefully, it puts no limit on the number of biphasic charge-balanced pulses that may be applied. Charge density per phase of stimulus is calculated as q ϭ j ϭ (V/2a), where j is the density of current that flows in the electrolyte and creates the voltage drop V across the distance of the cell diameter a in the medium with resistivity . Threshold charge density per phase for the HH planar cell model is plotted in Fig. 5B for the cell radius a ϭ 5 m and ϭ 70 ⍀·cm. The amount of charge that can be safely delivered into electrolyte depends on the electrode material and geometry. For example, the positively biased IrOx electrode can safely deliver Յ3,500 C/cm 2 per phase (Beebe and Rose 1988) , which is well above the values depicted on the graph on Fig.  5B beyond the rheobase region. Even larger charge density can be delivered via pipette electrodes with large metal surface exposed inside the pipette. Except for the polarization-limited regime, charge density threshold decreases with decreasing pulse duration. Therefore the charge injection is minimized at the shortest possible pulse duration, which is limited only by practically deliverable voltages and current densities.
SPHERICAL AND CYLINDRICAL CELLS. Figure 7 shows the calculated strength-duration curves for monophasic stimulation of a spherical cell of 10 m in diameter. Unlike the constant positive and negative polarization values on the opposite sides of the planar cell model, membrane polarization in the spherical and cylindrical geometries varies continuously from the FIG. 6. Cellular response to a hyperpolarizing burst stimulus, showing (A) the stimulus, (B) total ionic current, and (C) cell potential V c ϭ (V 1 ϩ V 2 )/2. In this sodium voltage reversal regime each pulse draws out more sodium from the cell, so that additional pulses decrease stimulation efficacy (increase stimulation threshold). maximum positive to the minimum negative values. However, the same stimulation regimes as with a planar cell (Fig.  3) -rheobase, sodium-dominated, potassium-dominated, and polarization-limited-can clearly be seen. The monophasic stimulation thresholds for the planar and cylindrical cells are lower than those of the spherical cell by a factor of about 1.7-1.8 throughout all durations. The difference is explained by the fact that membrane polarization in the spherical and cylindrical shapes varies from maximum positive to minimum negative along the cell surface, but has a constant value in the planar cell model. Additional contributing factors are the geometric difference in Eqs. 4 and 9, as well as averaging weights in Eqs. 6 and 11. In practice, the axon hillock is smaller than the cell soma, but has higher concentration of ion channels, which will yield a different stimulation threshold (Mainen et al. 1995; Tauc 1962 ). Here we focus on mechanisms of stimulation and limit our analysis to same sizes and active properties of the cell membranes.
The effect of additional stimulation phases on spherical and cylindrical cells is similar to that observed with the planar geometry. Phases are additive for long pulses in the sodiumdominated regime, but become less effective for shorter pulses in the voltage reversal regime. Additional phases again become more effective for even shorter pulses in the potassium-dominated regime, whereas there is nearly no difference in the polarization-limited regime.
Spherical model of the salamander retinal ganglion cell
The strength-duration curves for the spherical model of the tiger salamander RGC are shown in Fig. 8 . The most striking difference between the RGC and HH models is that the RGC has both lower and upper stimulation thresholds. In addition, no spiking could be elicited below certain pulse duration. To elicit a spike, stimulus amplitude should be between the lower and upper stimulation limits. The stimulation upper limit has been experimentally observed on some neuronal cultures (Buitenweg et al. 2002) . For long durations the upper stimulation limit is shown with a dashed line, since for these parameters the long stimulus itself interferes with the elicited spike, distorting it and causing the criterion for spiking to become poorly defined.
When stimuli exceed the upper limit, the cell becomes hyperpolarized due to sodium current reversal, in the manner described earlier in Analysis of the stimulation regimes and their analytical models and SPHERICAL AND CYLINDRICAL CELLS. In the HH model the poststimulus sodium inflow can compensate for the previous sodium outflow and lead to spiking. However, in the RGC model the sodium channels deactivate faster and do not allow sufficient influx of sodium during the poststimulus period to elicit a spike. Also, the small potassium current in the resting state in the RGC model is insufficient for the potassium-dominated spiking.
For the RGC model, additional stimulation phases always decreased the threshold. The maximum improvement between the 1-and 10-pulse biphasic stimuli was twofold and was observed at 0.5 ms/phase. The charge per phase shown in Fig.  8B are well below the IrOx limit of 3,500 C/cm 2 per phase (Beebe and Rose 1988) . The minimum charge per phase was achieved at around 0.1 ms (see Fig. 8B ), with a corresponding 50-mV stimulus voltage drop across the cell.
Spike latency and stimulation range
A search for a stimulation upper limit in the HH model yielded a surprising result: instead of an upper boundary, there is a narrow gap in which no stimulation can be elicited, as shown in Fig. 9 . For the fixed pulse duration a spike can be elicited between the stimulation lower limit and the lower limit of the gap or above the upper limit of the gap. For stimulus strengths just below the gap, the cell hyperpolarization caused by the sodium current reversal is compensated by the poststimulation sodium influx via the still activated sodium channels. Inside the gap the hyperpolarization is so high that the poststimulus influx of sodium cannot overcome it. At still higher amplitudes (above the gap) the deactivation of the potassium channels on the hyperpolarized side becomes dominant and induces spiking. Subsequently, at pulse durations in the potassium-dominated regime there is no stimulation gap. FIG. 8. Strength-duration curves for a spherical retinal ganglion cell (RGC) with monophasic, biphasic, and burst stimuli in terms of (A) current density and (B) charge density per phase (for lower stimulation threshold only). FIG. 7. Strength-duration curve for a spherical HH cell (solid) in units of current density stimulated by a monophasic pulse. The dashed and dotted curves are for the planar and cylindrical geometries, respectively, for the same stimulus. Simulations were performed for polarization time p ϭ 50 ns.
The gap boundaries are not shown for long durations, since at these parameters the long stimulus itself interferes with the elicited spike, distorting it and causing the criterion for spiking to become poorly defined. The stimulation gap was also observed in the HH planar and cylindrical (axonal) geometries.
The latency of the elicited spike is defined as the time interval between the beginning of the stimulation pulse and the spike peak. Figure 10 shows spike latency as a function of stimulus intensity for a spherical RGC in the retina (resistivity of RGC layer ϭ 7,900 ⍀·cm; Karwoski et al. 1985) and for a spherical HH cell in saline ( ϭ 70 ⍀·cm). For the RGC (left curve, ϭ 0.1 ms) the latency first decreases rapidly as the stimulus increases above the threshold, as a result of more intense activation of the sodium channels. However, as the stimulus strength approaches the sodium voltage reversal threshold (E Na Ϫ V ϭ 0) the latency starts to increase, asymptotically approaching infinity at the upper stimulation limit. Similarly, the latency curve for the HH cell in the sodiumdominated regime ( ϭ 0.1 ms) exhibits well-defined upper and lower thresholds of stimulation. However, instead of an abrupt end to simulation, there is an additional branch of the curve to the right, which is separated by the narrow stimulation gap (indicated by an asterisk). At stimulus intensities just above the gap the latency decreases because the potassium channels deactivate more completely. Finally, the latency increases again as stronger stimuli induce greater sodium-related hyperpolarization. The two branches of the HH latency curve directly correlate with the stimulation gap shown in Fig. 9 . The left branch corresponds to the stimulation below the gap and the right branch to the stimulation above the gap. The spiking latency for the HH cell stimulated with a pulse of 0.001 ms is monotonically decreasing since this duration falls in the potassium-dominated regime, where the effect of the current reversal of the sodium channels is negligible and therefore the stimulation gap is absent.
Cellular hyperpolarization
In the Na voltage reversal regime (2b in Fig. 5 ) sodium ions are pulled out of the cell, leading to cell hyperpolarization. The degree of hyperpolarization can be controlled by the stimulus amplitude and duration. An example of a hyperpolarizing stimulus is shown in Fig. 11 for an HH planar cell. If the stimulus parameters fall in the stimulation gap (see previous section) then the poststimulus sodium ion influx cannot overcome this hyperpolarization and thus no spike can be elicited. Similar outcomes can be achieved with the RGC cell model by using stimulus amplitudes above the upper stimulation threshold. A burst waveform with variable amplitude can be designed to maintain a constant level of hyperpolarization to suppress cell spiking for a prolonged period of time. Figure 12 shows the computed strength-duration relationships from SPHERICAL AND CYLINDRICAL CELLS and Spherical model of the salamander retinal ganglion cell, together with the published experimental data for rabbit RGCs (Jensen et al. 2005) . These data were obtained using a large, 0.5 mm diam- eter electrode that provides uniform current flow around the cell. The HH model curve was again computed assuming the radius a ϭ 5 m and the RGC layer resistivity e ϭ 7,900 ⍀·m (Karwoski et al. 1985) . The corresponding cell polarization time for the HH soma stimulation model was p ϭ Ca[( i ϩ e )/2] ϭ 2 s and thus the potassium-dominated regime is absent in this case. Since larger somas have lower stimulation threshold, they are more likely to be first detected in the extracellular recordings. Similarly, larger cells are typically selected for the patch-clamp or cell-attached recordings. According to the literature (Provis 1979) , radius of the rabbit RGC soma can reach 15 m. To compare the experimental data with our modeling we used a soma radius of 15 m. As shown in Fig. 12 , the modeled and experimental curves for the RGC soma match fairly well, with the short-end slopes in the range of Ϫ0.55 Ϯ 0.02. This value is significantly smaller than the slope of Ϫ1, expected from the Weiss and Lapicque equations. The modeled HH soma stimulation curve shown has a slope of Ϫ0.72 in the sodium-dominated regime.
Comparing modeled strength-duration curves with experimental stimulation and electroporation thresholds
Electroporation, the formation of pores in cellular membranes due to a high electric field (Neumann et al. 1982) , can result in cellular damage and thus limits the amplitude of the stimulating electric field. Electroporation thresholds taken from the literature ) are plotted in Fig.  12 for comparison. These measurements were performed on chick chorioallontoic membrane (CAM) in vivo, as well as on porcine and chick retina in vitro. The electroporation thresholds are approximately two orders of magnitude higher than the stimulation thresholds for both HH and RGC cells, modeled and experimentally measured, leaving a sufficiently wide range for safe stimulation.
The ion channel parameters have been fitted by Hodgkin, Huxley, and others to the experimentally measured rate constants within the transmembrane voltage range of about 100 mV (a span of action potential). This study assumed that the same parameters can be applied for a wider range of the transmembrane voltages, corresponding to the intense extracellular stimuli. This assumption should be tested experimentally. Observation of the stimulation upper limit in RGCs (Buitenweg et al. 2002) , predicted by the model for higher intensity stimuli, provides one evidence in support of our assumption. Since the Na current reversal takes place at membrane voltages of 35-45 mV, some of the most interesting predictions of the model, such as extracellular hyperpolarization suppressing spiking activity, do not require extraordinarily high voltages.
Conclusions
Since intracellular charge injection bypasses the ion channels and the whole cell membrane is under the same potential, most of the effects related to gradient of the electric field across the cell in extracellular stimulation and the associated ion channel dynamics are absent in intracellular stimulation, making its classical strength-duration dependence relatively simple. The numerical and analytical models of extracellular neural stimulation allowed elucidating the basic stimulation mechanisms and define the ranges of various dominant effects. It was found that in addition to the commonly considered sodium channel activation, cells can be stimulated by deactivating potassium channels on the hyperpolarized side, which results in a strength-duration relationship with a remarkably flat slope. It was also shown that the typical assumption that the strength-duration curve scales as 1/ at durations shorter than chronaxy is generally incorrect and such asymptotic behavior is reached only at extremely short durations, corresponding to the cell polarization-limited regime. The standard HodgkinHuxley model predicts no lower limit to spike-eliciting stimulus durations and no upper limit to stimulus strengths, although there is a narrow stimulation gap. However, a slightly more complex salamander RGC model predicts that stimulation is impossible below a certain pulse duration (ϳ30 s), as well as above a certain stimulus amplitude (ϳ20 times the rheobase level).
Both models of ion channels, HH and RGC, suggest that it is possible to hyperpolarize cells with appropriately designed burst extracellular stimuli. This phenomenon could be found useful for suppression rather than stimulation of neural activity. A computational model of extracellular neural stimulation can be applied to optimization of the stimulation waveforms, whereas further refinements can be made in the future by application of asymmetric stimuli, introduction of a more realistic geometry, with integrated axonal and dendritic structures and ion channels, specific for given neuron types and subcellular elements. FIG. 12. Experimentally measured stimulation and electroporation thresholds plotted alongside the modeled stimulation thresholds for single biphasic pulses.
A P P E N D I X A
The HH squid giant axon active membrane properties model
In the original HH model, the transmembrane current has four terms
where V is intracellular potential relative to the extracellular medium and E K ϭ Ϫ82 mV, E Na ϭ 45 mV, and E L ϭ Ϫ59 mV are the Nernst potentials of the potassium, sodium, and leakage ions. The fourth term in Eq. 3 describes the charging and discharging of the membrane capacitance C ϭ 1.0 F/cm 2 (Cole 1968) . The first three terms describe the flow of potassium, sodium, and leakage ions across the cell membrane through the ion channels, which have variable conductances: g K n 4 , g Na m 3 h, and, respectively. These conductances are limited by the maximum values of ϭ 36 mS/cm 2 , ϭ 120 mS/cm 2 , and ϭ 0.3 mS/cm 2 and are modulated by the activation (n, m) and deactivation (h) parameters. These parameters vary between 0 and 1 as functions of time and transmembrane voltage V, measured in mV
The time constants x describe the rate of change of n, m, and h, as
The experiments from which the ion channel parameters of HH model have been determined were conducted at 3-7°C.
A P P E N D I X B
Stimulation voltage distribution on a cylindrical surface
Let us consider a long conductive cylinder with an insulating boundary, located in a fluid with resistivity in the presence of an external electric field ជ E ϭ Ϫٌ ជ , perpendicular to the cylinder's axis, which causes the current flow ûជ stim ϭ ជ E/ (see Fig. 1C which state that 1) the influence of the cylinder is negligible at infinity, where electric field is uniform, and 2) that the radial component of electric current is zero at the insulating cylindrical surface. We are looking for the solution of this equation in the form of ϭ Ar ␣ cos . Substituting this in Eq. B1 yields ␣ ϭ Ϯ1, so that the solution may be written as ϭ Ar cos ϩ (B/r) cos . The boundary conditions (Eqs. B2a and B2b) yield A ϭ ϪE and B ϭ Ϫa 2 E, where E ϭ j stim .
Thus (r, ) ϭ ϪE[r ϩ (a 2 /r)] cos and | rϭa ϭ Ϫ2j stim a cos . Since the steady-state voltage inside the cell is constant and independent of , the transmembrane voltage step (polarization) caused by the external current is ⌬V ϭ Ϫ rϭa ϭ 2j stim a cos (B3)
A P P E N D I X C
The salamander retinal ganglion cell model
The salamander RGC model simulates six ion channels (Fohlmeister et al. 1990 )
where C ϭ 1.0 F/cm 2 , E K ϭ Ϫ75 mV, E Na ϭ 35 mV, E L ϭ Ϫ60 mV, g K ϭ 12 mS/cm 2 , g Na ϭ 40 S/cm 2 , g Ca ϭ 2.0 mS/cm 2 , g A ϭ 36.1 mS/cm 2 , g K,Ca ϭ 0.05 mS/cm 2 , and g L ϭ 0.15 mS/cm 2 . The time evolution of the ion channel activation and inactivation parameters is given by The experiments from which the ion channel parameters of RGC model have been determined were conducted at 22°C. 
Here S i is the compartment surface area, W i is the compartment volume, F ϭ 10 5 C/mol is the Faraday constant, and a ϭ 5 m is the cell radius.
The calcium resting potential can be calculated by the Nernst equation 
