The paper presents a survey of mathematical problems, techniques, and challenges arising in the Thermoacoustic and Photoacoustic Tomography.
Introduction
Medical tomography has had a huge impact on medical diagnostics. Numerous methods of tomographic medical imaging have been developed and are being developed (e.g., the "standard" X-ray, single-photon emission, positron emission, ultrasound, magnetic resonance, electrical impedance, optical) [44, 48, 64, 65, 66] . The designers of these modalities strive to increase the image resolution and contrast, and at the same time to reduce the costs and negative health effects of these techniques. However, these goals are usually rather contradictory. For instance, some cheap and safe methods with good contrast (like optical or electrical impedance tomography) suffer from low resolution, while some high resolution methods (such as ultrasound imaging) often do not provide good contrast. Recently researchers have been developing novel methods that combine different physical types of signals, in hope to alleviate the deficiencies of each of the types, while taking advantage of their strengths. The most succesfull example of such a combination is the Thermoacoustic Tomography (TAT) (also abbreviated as TCT) [50] . * After a substantial effort, major breakthroughs have been achieved in the last couple of years in the mathematical modeling of TAT. The aim of this article is to survey this recent progress and to describe the relevant models, mathematical problems, and reconstruction procedures arising in TAT and in its sibling, photoacoustic tomography (PAT).
It is useful to notice that mathematical problems of the same type as in TAT, arise also in sonar and radar research (e.g., [62, 69] ).
The engineering literature on TAT/PAT is rather vast and no attempt has been made in this text to create a comprehensive bibliography of the topic. The authors, however, have tried to present a concise review of the existing (not very extensive) literature on mathematics of this imaging method, although some publications might have been inadvertendly omitted.
Thermoacoustic and photoacoustic tomography
In TAT, a very short radiofrequency (RF) pulse is sent through a biological object (e.g., woman's breast in mammography). The set-up is such that the whole object is more or less uniformly irradiated. Some part of RF energy is absorbed throughout the object, and this causes thermoelastic expansion of the tissue and emergence and propagation of a pressure wave p(x, t) (an ultrasound signal) that can be measured by transducers placed around the object. Ultrasound imaging by itself suffers from low contrast. It is known, however, (e.g., [50, 96] ) that cancerous cells absorb several times more energy in the RF range than the healthy ones. Thus, function f (x) describing spatial distribution of the absorption of RF energy, and therefore, the intensity of the source of the acoustic wave will have a very good contrast. Thus, if one could reconstruct f (x), one would have an efficient tool for early detection of cancer. The smallness of the ultrasound contrast is in fact a good thing here, allowing one to assume in the first approximation that the sound speed is constant 1 . Now one can attempt to recover the function f (x) (the image) from the measured data p(x, t).
The photoacoustic tomography (PAT) differs from TAT only in the way the thermoacoustic signal is triggered. In PAT, in contrast to TAT, a laser pulse is used rather than an RF one to initiate the signal [95] , while the rest of the procedure stays the same. From the mathematical point of view, there is no difference between TAT and PAT. Hence, in what follows, we will be just mentioning TAT.
In the next section we present a mathematical description of the relation between f (x) and p(x, t).
Mathematical model of TAT: wave equation and the spherical mean Radon transform
We assume, as it has already been mentioned before, that the visualized object is nearly homogeneous with respect to ultrasound and that the units are chosen in such a way as to make the speed of ultrasound equal to 1. Then, modulo some constant coefficients that we will assume to be equal to 1, the pressure wave p(x, t) satisfies the following problem for the standard wave equation [21, 94, 96] :
The goal is to find, using the data measured by transducers, the initial value f (x) at t = 0 of the solution p(x, t).
In order to formalize what data is in fact measured, one needs to specify what kind of transducers is used, as well as the geometry of the measurement. By the geometry of the measurement we mean the distribution of locations of transducers used to collect the data.
We briefly describe here the commonly considered measurement procedures. It is too early to judge which one of them will become most successful, but the one using point transducers has been more thoroughly studied mathematically and experimentally, and thus will occupy most of the space in this article. In this (most commonly used so far) case, the transducers are assumed to be point-like, i.e. of sufficiently small dimension. A transducer at time t measures the average pressure over its surface at this time, which for the small size of the transducer can be assumed to be just the value of p(y, t) at the location y of the transducer. Dimension count shows immediately that in order to have enough data for reconstruction of the function f (x), one needs to collect data from the transducers' locations y running over a surface S in R 3 . Thus, the data at the experimentator's disposal is the function g(y, t) that coincides with the restriction of p(x, t) to the set of points y ∈ S.
There are two ways to describe the relation between the data g(y, t), (y, t) ∈ S × R + and the image f (x), x ∈ R 3 to be recovered. The first one deals with the wave equation. Taking into account that the measurements produce the values g(y, t) of the pressure p(x, t) of (1) on S × R + , the set of equations (1) extends to become
The problem now becomes finding the initial value f (x) in (2) from the knowledge of the lateral data g(x, t) (see Figure 3) . A person familiar with PDEs might suspect first that there is something wrong with this problem, since we seem to have insufficient data when recovering the solution of the wave equation in a cylinder from the lateral values alone. This, however, is an illusion, since in fact there is a significant additional restriction: the solution holds in the whole space, not just inside the cylinder S × R + . We will see soon that in most cases, the data is sufficient for recovery of f (x).
We now introduce an alternative formulation of the problem. The known Poisson-Kirchhoff formula [19, Ch. VI, Section 13.2, Formula (15)] for the solution of (1) gives
where
is the spherical mean operator applied to the function f (x), and dA is the normalized area element on the unit sphere in R 3 . Thus, knowledge of the function g(x, t) for x ∈ S and all t ≥ 0 essentially means knowledge of the spherical mean Rf (x, t) at all points (x, t) ∈ S ×R + . One thus is lead to studying the spherical mean operator R : f → Rf and in particular its restriction R S to the points x ∈ S only (these are the points where we place transducers):
This is why, in many works on thermoacoustic tomography, the spherical mean operator has been the model of choice. Albeit the (unrestricted) spherical mean operator has been studied rather intensively and for a long time (e.g., [14, 19, 47] ), its version R S with the centers restricted to a subset S appears to have been considered since early 1990s only and offers quite a few new and often hard questions.
In what follows, we will alternate between these two (PDE and integral geometry) interpretations of the TAT model, since each of them has its own advantages.
Main mathematical problems of TAT
We now formulate the typical list of problems one would like to address in order to implement the TAT reconstruction. We will state them in terms of the spherical mean operator, albeit they can be easily rephrased in terms of the wave equation.
1. For which sets S ∈ R 3 is the operator R S injective on an appropriate class of functions, say on continuous with compact supports? In other words, for which sets S the data collected by transducers placed along S is sufficient for unique reconstruction of f ? This question might seem to be unusual for people coming from PDEs, but in integral geometry and tomography importance of knowing the range of Radon type transforms is well known (e.g., [22, 28, 29, 30, 42, 43, 44, 65, 66, 75] ).
Uniqueness of reconstruction
Many of the problems of interest to TAT can be formulated in any dimension d, which we will do whenever we can. Let S ⊂ R d be the set of locations of transducers and f be a compactly supported function of an appropriate class. As it is shown in [5] , we can assume it to be infinitely smooth without reducing the generality. Does the equality R S f = 0 (i.e., absence of the signal on the transducers) imply that f = 0? If the answer is a "yes," we call S -a uniqueness set, otherwise a non-uniqueness set. In other words, in terms of TAT, the uniqueness sets are those that distributing transducers along them provides enough data for unique reconstruction of the function f (x).
In terms of the wave equation, uniqueness sets are the sets of complete observability, i.e. such that observing the motion on this set only, one gets enough information to reconstruct the whole oscillation.
We would like to discuss in this section the problem of describing all nonuniqueness sets (since, as we will see, most are the uniqueness ones). The following simple statement is very important and not immediately obvious. Lemma 1. [5, 60, 61, 101] Any non-uniqueness set S is a set of zeros of a (non-trivial) harmonic polynomial. In particular, any non-uniqueness set is algebraic and any uniqueness set for harmonic polynomials is also a uniqueness set for the spherical mean Radon transform.
The proof of this lemma is very simple. It works under the assumption of exponential decay of the function f (x), not necessarily of compactness of its support. It also introduces some polynomials that play significant role in the whole analysis of R S .
Let k ≥ 0 be an integer. Consider the convolution
This is clearly a polynomial of degree at most 2k. Rewriting the integral in polar cooordinates centered at x and using radiality of |x − y|, one sees that the value Q k (x) is determined if we know the values Rf (x, t) of the spherical mean of f centered at x:
In particular, If R S f ≡ 0, then each polynomial Q k vanishes on S. Another observation that is easy to justify is that if the function f is exponentially decaying (e.g., is compactly supported), and if all polynomials Q k vanish identically, the function itself must be equal to zero. (This is not true anymore if f is just fast decaying in the sense of the Schwartz space.)
Thus, we conclude that if f is not identically equal to zero, then there is at least one non-zero polynomial Q k . Since, as we discussed, equality R S f = 0 implies that Q k | S = 0, we conclude that S must be algfebraic. Now notice the following simple to verify equality (with a non-zero constant c k ):
where ∆ is the Laplace operator. This implies that the lowest k non-zero polynomial Q k is harmonic. Since Q k | S = 0, this proves the lemma.
Consider now the case when S is a closed hypersurface (i.e., the boundary of a bounded domain). Since, as it is well known, there is no non-zero harmonic function in the domain that would vanish at the boundary (the spectrum of the Dirichlet Laplace operator is strictly positive), we conclude that such S is a uniqueness set for harmonic polynomials. Thus, we get
Corollary 2. [5, 51] Any closed hypersurface is uniqueness set for the spherical mean Radon transform.
An older alternative proof [51] of this corollary provides an additional insight into the problem, which happens to be useful in many circumstances. We thus sketch it here. Let us assume for simplicity that the dimension d ≥ 3 is odd (even dimensions require a little bit more work). Suppose that the closed surface S remains stationary (nodal) for the oscillation described by (1) . Since the oscillation is unconstrained and the initial perturbation is compactly supported, after a finite time, the interior of S will become stationary. On the other hand, we can think that S is fixed (since it is not moving anyway). Then, the energy inside S must stay constant. This is the contradiction that proves the statement of Corollary 2.
This corollary resolves the uniqueness problems for most practically used geometries. It fails, however, if f does not decay sufficiently fast (see [3] , where it is shown in which L p (R d ) classes of functions f (x) closed surfaces remain uniqueness sets).
It also provides uniqueness for some "limited data" problems. For instance, if S is an open (even tiny) piece of an analytic closed surface Σ, it suffices. Indeed, if it did not, then it would be a part of an algebraic nonuniqueness surface. Uniqueness of analytic continuation would show then that the whole Σ is a non-uniqueness set, which we know to be incorrect. This result, however, does not say that it would be practical to reconstruct using observations from a tiny S. We will see later that this would not lead to a satisfactory reconstructions, due to instabilities.
Although, for all practical purposes the uniqueness of reconstruction problem is essentially resolved by the Corollary 2, the complete understanding of uniqueness problem has not been achieved yet. Thus, we include below some known theoretical results and open problems.
Non-uniqueness sets in R
2 .
In this subsestion, we follow the results and exposition of [5, 60, 61] in discussing uniqueness sets in 2D. What are simple examples of non-uniqueness sets? It is clear that any line S (or a hyperplane in higher dimensions) is a non-uniqueness set. Indeed, any function f that is odd with respect to S will clearly produce no signal: R S f = 0. Analogously, consider a Coxeter system Σ N of N lines passing through a point and forming equal angles (see Fig. 3 ). Choosing the intersection point as the pole and expanding functions into Fourier series with respect to the polar angle, it is easy to discover existence of an infinite dimensional space of functions that are odd with respect to each of the N lines. Thus, such a cross Σ N is also a non-uniqueness set. Less obviously, one can use the infinite dimensional freedom just mentioned to add any finite set Φ of points still preserving non-uniqueness. The following major and very non-trivial result was conjectured in [60, 61] and proven in [5] .
is a non-uniqueness set for the spherical mean transform in the space of compactly supported functions, if and only if
where Σ N is a Coxeter system of lines, ω is a rigid motion of the plane, and Φ is a finite set.
A sketch of the proof. Suppose that f is compactly supported, not identically zero, and such that R S f = 0. Our previous considerations show that one can assume that S is an algebraic curve (not a straight line) that is contained in the set of zeros of a non-trivial harmonic polynomial. Now one touches the boundary of the support of f from outside by a circle centered on S. Then microlocal analysis of the operator R S (which happens to be an analytic Fourier Integral Operator, FIO [15, 32, 33, 34, 35, 84] ) shows that, due to the equality R S f = 0, at the tangency point the vector co-normal to the sphere should not belong to the analytic wave front of f (microlocal regularity of solutions of R S f = 0). This, for instance, can be extracted from the results of [93] . On the other hand, a theorem by Hörmander and Kashiwara [45, Theorem 8.5 .6] (a microlocal version of uniqueness of analytic continuation) shows that this vector must be in the analytic wave front set, since f = 0 on one side of the sphere. This way, one gets a contradiction. Unfortunately, the life is not so easy, and the proof sketched above does not go through smoothly, due to possible cancellation of wavefronts at different tangency points. Then one has to involve the geometry of zeros of harmonic polynomials [27] to exclude the possibility of such a cancellation.
Thus, the proof uses microlocal analysis and geometry of zeros of harmonic polynomials. Both these tools have their limitations. For instance, the microlocal approach (at least, in the form it is usedn in [5] ) does not allow considerations of non-compactly supported functions. Thus, the validity of the Theorem for arbitrarily fast decaying, but not compactly supported, functions is still not established, albeit it most certainly holds. On the other hand, the geometric part does not work that well in dimensions higher than two. Development of new approaches is apparently needed in order to overcome these hurdles. A much simpler PDE approach has emerged recently in [26] (see also [10] and the next Section), albeit its achievements in describing uniqueness sets have been limited so far.
Higher dimensions
Here we present the conjecture of how the result should look like in higher dimensions. The progress towards proving this conjecture has been slow, albeit some partial cases have been treated ([1]-[10] ). E.g., in some cases one can prove that S is a ruled surface (i.e., consists of lines), so only proving that they pass through the same point remains a challenge. It is also known that the sets ωΣ and Φ of the type described in the conjecture, are non-uniqueness sets [2, 5] .
Relations to other areas of analysis
The problem of injectivity of R S has relations to a wide variety of areas of analysis (see [1, 5] for many examples). In particular, the following interpretation is important: Theorem 5. [5, 51] The following statements are equivalent:
d is a non-uniqueness set for the spherical mean operator.
S is a nodal set for the wave equation, i.e. there exists a non-zero compactly supported f such that the solution of the wave propagation problem
vanishes on S for any moment of time.
S is a nodal set for the heat equation, i.e. there exists a non-zero
compactly supported f such that the solution of the problem
The interpretation in terms of the wave equation provides important PDE tools and insights, which have lead to a recent progress [26, 10] (albeit it has not lead yet to a complete alternative proof of Theorem 3). The rough idea is that if S is a nodal set, then it might be considered as the fixed boundary. In this case, the signals must go around S. However, in fact, there is no obstacle, so signals can propagate along straight lines. Thus, in order to avoid discrepancies in arrival times, S must be very special. One can find details in [26] and in [10] .
5 Reconstruction: formulas and examples
Inversion formulas
Placing transducers on a plane surface is, perhaps, the simplest acquisition geometry. Thus, the problem of recovering functions from integrals over spheres centered on a (hyper)plane S has attracted a lot of attention over the years. Although, as it has been mentioned before, there is no uniqueness in this case (functions odd with respect to S are annihilated), even functions can be recovered. Functions supported on one side of the plane can be reconstructed as well, by means of their even extension. Many explicit inversion formulas and procedures have been obtained for this situation [13, 20, 23, 29, 31, 66, 68, 74, 75, 89, 91 ]. We will not provide any details here, since this acquisition geometry does not seem to be very useful for TAT. In particular, this is due to "invisibility" of some parts of the interfaces, see Section 6, which arises from truncating the plane. The same problem is encountered with some other unbounded acquisition surfaces, such as a surface of an "infinitely" long cylinder.
Thus, it is more practical to place transducers along a closed surface surrounding the object. The simplest surface of this type is a sphere.
The first inversion procedures for the case of spherical acquisition were described in [70] in 2D and in [71] in 3D. These solutions were obtained by harmonic decompositon of the measured data and of the sought function, and then by equating coefficients of the corresponding Fourier series. Interestingly, the two series solutions are not quite analogous. While computing the coefficients of the angular Fourier series in [70] one has to divide the Hankel transform of the data by the Bessel functions that have infinitely many zeros. The 3D solution in [71] , on the other hand, is free from this shortcoming. In fact, the techniques of [71] can also be adopted for 2D.
The most popular way of inverting Radon transform in tomography applications is by using filtered backprojection type formulas. Such reconstructions are obtained by linear filtration of projections (either in Fourier domain, or by a convolution with a certain kernel) followed (or preceeded) by a backprojection. In the case of the set of spheres centered on a closed surface (e.g., sphere) S, one expects such a formula to involve a filtration with respect to the radial variable and some integration over the set of spheres passing through the point of interest. For quite a while, no such type formula had been discovered. This did not prevent practitioners from reconstructions, since good approximate inversion formulas (parametrices) could be developed, followed by an iterative improvement of the reconstruction, see e.g. reconstruction procedures in [82, 83, 95, 96, 98, 99, 100] .
The first set of exact inversion formulas of the filtered backprojection type was discovered in [26] . These formulas were obtained only in odd dimensions. Several different variations of such formulas (different in terms of the sequence of filtration and backprojection steps) were developed.
Let us assume that B is the unit ball and S = ∂B is the unit sphere in R 3 . We will reconstruct a function f (x) supported inside S from the known values of its spherical integrals g(z, r) with the centers on S:
Then various versions of the 3D inversions formulas that reconstruct a function f (x) supported inside S from its the spherical mean data R S f , are
Recently, analogous formulas were obtained for even dimensions in [24] . Denoting by g, as before the spherical integrals (rather than averages) of f , the formulas in 2D look as follows:
or
A different set of explicit inversion formulas that work in arbitrary dimensions was presented in [58] .
In 2-D the formula takes form
Here J 0 (t) and N 0 (t) are respectively the Bessel and Neumann functions of order 0, and n(z) is the vector of exterior normal to S. In 3D, the formula looks simpler:
This expression is equivalent to one of the formulas derived in [97] for the 3D case.
Series solutions for arbitrary geometries
Explicit inversion formulas for closed surfaces S different from spheres have not yet been found. There is, however, a different approach [59] that theoretically works for any closed S and that is practically useful when the surface is a boundary of a region whose eigenfunctions of the Dirichlet Laplacian are known. Let λ 2 m and u m (x) be the eigenvalues and normalized eigenfunctions of the Dirichlet Laplacian −∆ on the interior Ω of a closed surface S:
As before, we would like to reconstruct a compactly supported function f (x) from the known values of its spherical integrals g(z, r) (8).
According to [59] , f (x) can be computed in the form of the Fourier series
with the coefficients α m computed by the formula
and Φ λm (|x − z|) is a free-space rotationally invariant Green's function of the Helmholtz equation (15) . Formula (17) is obtained by substituting the Helmholtz representation for u m (x)
into the expression for the projections g(z, t).
Certainly, the need to know the spectrum and eigenfunctions of the Dirichlet Laplacian imposes a severe constraint on the surface S. However, there are simple cases, e.g. of a cube S, when such knowledge is readily available. As it was shown in [59] , using the cubic surface S leads to a robust and fast reconstruction.
Examples of reconstructions and additional remarks about the inversion formulas
• All analytic (backprojection type) formulas (9)- (13) • It is worth noting that although formulas (9)- (10) and (12)- (14) will yield identical results when applied to functions that can be represented as the spherical mean Radon transform of a function supported inside S, they are in general not equivalent when applied to functions with larger supports. Simple examples (e.g., of f being the characteristic set of a large ball containing S) show that these two types of formulas provide different reconstructions.
• An interesting observation is that backprojection formulas (9)- (13) do not reconstruct the function f correctly inside the surface S, if f has support reaching outside S. For instance, applying the reconstruction formulas to the function R S (χ |x|≤3 ) leads to an incorrect reconstruction of the value of f = χ |x|≤3 inside S = {|x| ≤ 1}. What is the reason for such a distortion? If one does not know in advance that f has support inside S, the backprojection formulas shown before use insufficient information to recover a function with a larger support, and thus uniqueness of reconstruction is lost. The formulas misinterpret the data, wrongly assuming that they came form a function supported inside S and thus reconstructing the function incorrectly.
Notice that the series reconstruction of the preceding Section is free of such problem. E.g., the reconstruction shown in Fig. 7 shows this.
6 Partial data. "Visible" and "invisible" singularities
Uniqueness of reconstruction does not imply practical recoverability, since the reconstruction procedure might be severely unstable. This is well known to be the case, for instance, in incomplete data situations in X-ray tomography, and even for complete data problems in electrical impedance tomography [52, 57, 65, 66] . A microlocal analysis done in [86] , showed which parts of the wave front of a function f can be recovered from its partial X-ray data. An analog of this result also holds for the spherical mean transform R S [62] (see also [100] for a practical discussion). We formulate it below in an imprecise form (see [62] for precise formulation).
Theorem 6. [62]
A wavefront set point (x, ξ) of f is "stably recoverable" from R S f if and only if there is a circle (sphere in higher dimensions) centered on S, passing through x, and normal to ξ at this point.
As we have already mentioned, this result does not exactly hold the way it is formulated and needs to include some precise conditions (see [62, Theorem 3] ). The problem is that some cancellations of wave front points can occur. The statement is, for instance, correct if S is a smooth hypersurface and the support of f lies on one side of the tangent plane to S at the center of the sphere mentioned in the theorem.
Talking about jump singularities only (i.e., interfaces between smooth regions inside the object to be imaged), this result says that in order for a piece of the interface to be stably recoverable (dubbed "visible"), one should have for each point of this interface, a sphere centered at S and tangent to the interface at this point. Otherwise, the interface will be blurred away (even if there is a uniqueness of reconstruction theorem). The reason is that if all spheres of integration are transversal to the interface, the integration smoothes off the singularity, and its recovery becomes unstable. The Figure  8 below shows an example of an incomplete data reconstruction from spherical mean data. One sees clearly the effect of disappearence of the parts of the boundaries that are not touched tangentially by circles centered at transducers' locations. 
Range conditions
The ranges of Radon type transforms are usually of infinite co-dimension in the appropriate function spaces. Knowing the range is useful for many theoretical and practical purposes (reconstruction algorithms, error corrections, incomplete data completion, etc.), and thus has attracted a lot of attention (e.g., [22, 28, 29, 30, 42, 43, 52, 55, 56, 57, 63, 65, 66, 72, 75, 81] ).
For instance, for the standard Radon transform
the range conditions on g(s, ω) are:
2. moment conditions: for any integer k ≥ 0, the kth moment
extends from the unit circle of vectors ω to a homogeneous polynomial of degree k in ω.
The evenness condition is obviously necessary and is kind of "trivial". It seems that the only non-trivial conditions are the moment ones. However, here the standard Radon transform is misleading. In fact, for more general transforms of Radon type it is often easy (or easier) to find analogs of the moment conditions, while counterparts of the evenness conditions are often elusive (see [52, 55, 56, 65, 66, 72] ). The same happens with the spherical mean transform R S . An analog of the moment conditions was already present implicitly (without saying that these were range conditions) in [5, 60, 61] and explicitly formulated as such in [16, 80] . Indeed, our discussion in Section 4 of the polynomials Q k provides the following conditions of the moment type [5, 60, 61, 80] :
Moment conditions on data g(p, r) = R S f (p, r) are: for any integer k ≥ 0, the moment
can be extended from S to a (non-homogeneous) polynomial Q k (x) of degree at most 2k. These conditions, however, are incomplete, and in fact infinitely many others, which play the role of an analog of eveness, need to be added.
Complete range descriptions for R S when S is a sphere in 2D were discovered recently in [11] and then in odd dimensions in [25] . They were then extended to any dimension and interpreted in several different ways in [4] . These conditions happen to be intimately related to PDEs and spectral theory.
Let, as before, B be the unit ball in R d , S = ∂B -the unit sphere, and C -the cylinder B × [0, 2] (see Fig. 9 ). We introduce the spherical mean operator R S as before:
Notice that if G(x, t) is defined by the same formula for all x ∈ R d , then it satisfies Darboux equation [14, 19, 47] 
Moreover, inside the cylinder C, G(x, t) vanishes when t ≥ 2 (since the spheres of integration do not intersect the support of the function when t ≥ 2). The range description is now provided by the following results proven in [4] : 
Here j 8 Concluding remarks
Planar and linear transducers
Assuming that transducers are point-like, is clearly an approximation, and in fact, a transducer measures the average pressure over its area. It has been rightfully claimed that the point approximation for transducers should lead to some blurring in the reconstructions. This, as well as intricacies of reconstructions from the data obtained by point transducers, triggered recent proposals for different types of transducers (see [17, 18] , [36] - [41] , [77, 78] ). In these papers, it was suggested to use either planar, or line detectors. In the first case [36] , the detectors are assumed to be large and planar, ideally assumed to be approximations of infinite planes that are placed tangentially to a sphere containing the object. Thus, the data one collects is the integrals of the pressure over these planes, for all values of t > 0.
If one takes the standard 3D Radon transform of the pressure p(x, t) with respect to x:
where dA is the surface measure and ω is a unit vector in R 3 , this is well known to reduce the 3D Laplace operator ∆ x to the second derivative ∂ 2 /∂s [22, 28, 29, 30, 42, 43] , and thus the 3D wave equation to the string vibration problem. The measured data provide the boundary conditions for this problem. The initial conditions in (1) mean evenness with respect to time, and thus the standard d'Alambert formula leads to the immediate realisation that the measured data is just the 3D Radon transform of f (x). Hence, the reconstruction boils down to the well known inversion formulas for the Radon transform. Another proposal ( [17, 18] , [38] - [41] , [77, 78] ) is to use line detectors that provide line integrals of the pressure p(x, t). Such detectors can be implemented optically, using either Fabry-Perot [17] , or Mach-Zehnder [78] interferometers.
Suppose that the object is surrounded by a surface that is rotation invariant with respect to the z-axis. It is suggested to place the line detectors perpendicular to the z-axis and tangential to the surface. The same consideration as above then shows that after applying the 2D Radon (or X-ray, which in 2D is the same) transform in each plane orthogonal to z-axis, the 3D wave equation converts into the 2D one for the Radon data. The measurements provide the boundary data. Thus, the reconstruction boils down to solving a 2D problem similar to the one in the case of point detectors, and then inverting the 2D Radon transform.
Due to the recent nature of these two projects, it appears to be too early to judge which one will be superior in the end. For instance, it is not clear beforehand, whether the approximation of infinite size (length, area) of the linear or planar detectors works better than the zero dimension approximation for point detectors. Further studies should resolve these questions.
Uniqueness
Albeit, as it was mentioned, one can consider the practical problems about uniqueness resolved, the mathematical understanding of the uniqueness problem for the restricted spherical mean operators R S is still unsatisfactory. Here are some questions that still await their resolution:
1. Describe uniqueness sets in dimensions larger than 2 (prove the Conjecture 4). Recent limited progress, as well as variations on this theme can be found in [1] - [10] .
2. Prove Theorem 3 without using microlocal and harmonic polynomial tools.
3. Prove an analog of Theorem 3 for the hyperbolic plane.
4. Prove Theorem 3 on uniqueness sets S under the condition of sufficiently fast decay (rather than compactness of support) of the function. Very little is known for the case of functions without compact support.
The main known result is of [3] , which decribes for which values of 1 ≤ p ≤ ∞ the result of Corollary 2 still holds: An analog of this theorem is also proven for Riemannian symmetric spaces of rank 1.
Inversion
Albeit closed form (backprojection type) inversion formulas are available now for the cases of S being a plane (and object on one side from it), cylinder, and a sphere, there is still a lot of mistery surrounding this issue.
1. It would be interesting to understand whether (closed form, rather than series expansion) inversion formulas could be written for non-spherical acquisition surfaces S.
2. The I. Gelfand's school of integral geometry has developed a marvelous machinery of the so called κ operator, which provides a general approach to inversion and range descriptions for transforms of Radon type [28, 29] . In particular, it has been applied to the case of integration over various collections ("complexes") of spheres in [29, 31] . This consideration seem to suggest that one should not expect explicit closed form inversion formulas for R S when S is a sphere. We, however, know that such formulas have been discovered recently [26, 58] . This apparent controversy has not been resolved.
Stability
Stability of inversion when S is a sphere surrounding the support of f (x) is the same as for the standard Radon transform, as the results of [76] and second statement of Theorem 8 show. However, if the support reaches outside, albeit Corollary 2 still guarantees uniqueness of reconstruction, stability (at least for the parts outside S) is gone. Indeed, Theorem 6 shows that some parts of singularities of f outside S will not be stably "visible."
Range
As Theorem 6 states, the range conditions 2 and 3 of Theorem 7 are necessary also for non-spherical closed surfaces S and for functions with support outside S. They, however, are not expected to be sufficient, since Theorem 6 indicates that one might expect non-closed ranges in some cases.
Miscellaneous
1. We have made a serious assumption of the sound speed being constant.
Although it seems to work fine, for instance, in mammography (at least on the earliest stages of cancer), it is clearly incorrect even in this case. The study of the influence of variability of the wave speed on different facets of TAT is just in the beginning stage (e.g., [53, 46] ).
2. The TAT model we have considered can be called "active thermoacoustic tomography," due to the set-up when the practitioner creates the signal. There has been some recent development of the "passive thermoacoustic tomography," where the thermoacoustic signal is used to image the themperature sources present inside the body. One can find a survey of this area in [79] .
