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La personnalisation de la médecine est un enjeu majeur dans la prise en charge des 
maladies, afin de proposer le bon traitement avec le bon schéma posologique, au bon 
groupe de patients. En effet, la réponse aux médicaments varie d’un patient à l’autre 
(Wilkinson, 2005), ou d’une administration à l’autre chez un même patient. Et ce malgré un 
diagnostic, i.e. une maladie et un niveau de sévérité, identique (Burton et al., 2005). Par 
réponse, on entend aussi bien l’effet thérapeutique que les possibles effets toxiques d’un 
médicament.  
La variabilité dans la réponse à un traitement peut être décomposée en une variabilité 
pharmacocinétique, i.e. le devenir du médicament dans l’organisme, et une variabilité 
pharmacodynamique, i.e. l’effet du médicament sur l’organisme. De nombreux facteurs 
peuvent être à l’origine de cette variabilité (Houin, 1998; Tozer and Rowland, 2006); parmi 
eux on retrouve des facteurs physiopathologiques (âge, poids, insuffisance rénale ou 
hépatique…), pharmacologiques (co-administration de médicaments…), environnementaux 
(régime alimentaire, exposition à des infections modifiant le système immunitaire…) mais 
également génétiques (Allorge and Loriot, 2004). 
Nous nous intéressons dans cette thèse aux facteurs génétiques pouvant expliquer une 
partie de la variabilité de la réponse au traitement entre les patients et plus précisément à 
l’effet de variants génétiques sur la pharmacocinétique. En collaboration avec l’industrie 
pharmaceutique (IRIS, Institut de Recherches Internationales Servier), nous nous sommes 
intéressés plus particulièrement à la méthodologie dans le développement clinique de 
nouveaux médicaments permettant de mettre en évidence l’implication de facteurs 
génétiques dans la variabilité pharmacocinétique de ces nouvelles molécules.  
Dans cette introduction nous définirons le concept de pharmacocinétique. Nous 
développerons notamment les méthodes d’estimation des paramètres pharmacocinétiques 
et de leur variabilité, en s’intéressant plus particulièrement aux modèles non linéaires à 
effets mixtes. Puis nous définirons le concept de pharmacogénétique. Nous développerons 




les études et les méthodes d’analyse d’associations pharmacogénétiques, avant d’évoquer la 
place de la pharmacogénétique dans la pratique clinique et dans le développement du 
médicament. 
1.1. La Pharmacocinétique 
1.1.1. Définition 
La pharmacocinétique (PK), terme introduit en 1953 (Dost, 1953), étudie « ce que fait le 
corps au médicament », dans une formule vulgarisée (Wagner, 1981). La définition proposée 
par Gibaldi et Levy est la suivante : « La pharmacocinétique étudie et caractérise l’évolution 
au cours du temps de l’absorption, la distribution, le métabolisme et l’excrétion des 
médicaments, ainsi que la relation entre ces processus et l’intensité et l’évolution au cours 
du temps des effets thérapeutiques et indésirables de ces mêmes médicaments. La 
pharmacocinétique implique l’utilisation de méthodes mathématiques dans un contexte 
physiologique et pharmacologique » (traduction adaptée de (Gibaldi and Levy, 1976)).  
On trouve dans cette définition la notion de processus dynamiques, i.e. évoluant au cours du 
temps. La pharmacocinétique consiste à étudier qualitativement et quantitativement le 
devenir des médicaments, quantifié par l’évolution des concentrations du médicament dans 
le temps et dans différents milieux (i.e. le sang, les urines…). On s’intéresse principalement 
aux concentrations plasmatiques représentant la quantité de médicament dans la circulation 
générale, mais on peut également étudier les concentrations au niveau périphérique (par 
exemple dans le liquide céphalorachidien afin d’étudier la part de médicament atteignant le 
cerveau) ou la quantité de médicament éliminée dans les urines ou les fèces. 
On trouve également dans la définition de Gibaldy et Levy la relation concentrations - effet 
démontrée pour la première fois en 1932 par Widmark qui mis en évidence la relation entre 
la concentration sanguine de l’alcool et les effets psychoactifs de ce dernier (Widmark, 
1932). La pharmacodynamie (PD) étudie les effets thérapeutiques et toxiques d’un 
médicament sur l’organisme. Ces effets varient en fonction de la marge thérapeutique et des 
concentrations du médicament présentes dans l’organisme. On parle donc de relation 
pharmacocinétique/pharmacodynamique (PK/PD). 
L’utilisation de méthodes mathématiques pour étudier la pharmacocinétique se traduit dès 
1937 par un premier modèle compartimental, proposé par Teorell, où l’organisme était 




représenté par cinq compartiments (Teorell, 1937). Ces approches seront développées dans 
le paragraphe 1.1.4.2.  
Le parcours du médicament dans l’organisme est classiquement décomposé en quatre 
grandes phases nommées alors résorption, distribution, consomption et élimination (Teorell, 
1937). Ces termes ont par la suite été modifiés pour devenir l’acronyme ADME que l’on 
connait aujourd’hui (Nelson, 1961), signifiant absorption, distribution, métabolisme et 
excrétion (les deux dernières phases peuvent être groupées le terme générique 
d’élimination, on parle alors de processus ADE) (Gabrielson and Weiner, 2007; Rowland and 
Tozer, 2011). 
1.1.2. Le processus ADME 
La phase d’absorption représente le passage du site d’administration à la circulation 
générale et dépend donc de la voie d’administration du médicament. Dans le cas d’une 
administration intraveineuse (i.v.), le médicament est administré directement dans la 
circulation générale, il n’y a donc pas d’absorption. La majorité des médicaments est 
administrée par voie orale et, dans ce cas, l’absorption représente le passage de la lumière 
intestinale à la circulation générale, ce qui nécessite notamment le passage des molécules à 
travers la barrière intestinale. La dose de médicament administrée par voie orale n’est 
généralement pas retrouvée en totalité dans la circulation générale (à l’inverse d’une 
administration i.v.), en raison de plusieurs facteurs. En effet, une partie de cette dose n’est 
jamais absorbée car elle ne s’est pas totalement libérée de sa forme galénique (e.g. 
comprimé) en raison d’une mauvaise solubilité, et/ou parce qu’elle ne s’est pas totalement 
dissoute dans le tube digestif. Le passage du tube digestif à la circulation générale peut 
également ne pas se faire en totalité à cause de la faible perméabilité de la molécule, mais 
également en raison de phénomènes de saturation de l’absorption ou d’efflux (dont nous 
parlerons dans le paragraphe 1.1.3). Cette fraction de la dose non absorbée est directement 
éliminée dans les fèces. Une partie de la dose peut également être métabolisée au niveau 
des cellules de la membrane intestinale (entérocytes) puis au niveau du foie, les molécules 
absorbées passant d’abord par la veine porte reliant la membrane intestinale au foie avant 
d’arriver à la circulation générale. C’est l’effet de premier passage (intestinal puis 
hépatique). On quantifie la fraction de médicament réellement absorbée en calculant sa 
biodisponibilité symbolisée par le paramètre F (exprimé en pourcentage).  




Une fois dans la circulation générale, le médicament peut se lier de façon dynamique aux 
protéines plasmatiques (albumine, alpha-glycoprotéines…). La fraction libre se distribue dans 
l’ensemble de l’organisme (organes et tissus) en fonction de différents facteurs 
(perméabilité des tissus, débit sanguin de perfusion des tissus, propriétés physico-chimiques 
de la molécule). On définit le paramètre Vd comme le volume de distribution reliant la 
quantité totale de médicament présente dans l’organisme et les concentrations observées 
au niveau plasmatique. Ainsi pour une même quantité de médicament, une molécule se 
distribuant davantage dans les tissus est caractérisée par des concentrations plasmatiques 
plus faibles et donc un volume de distribution plus élevé. De ce fait les volumes de 
distribution mesurés n’ont pas de réalité biologique et peuvent prendre des valeurs bien 
supérieures au volume physiologique (e.g. l’amiodarone a un volume de distribution chez 
l’Homme de 62 L/kg (Holt et al., 1983), pour un volume sanguin physiologique de 4 à 6 L). 
En se distribuant, le médicament atteint les organes responsables de son élimination. On 
divise l’élimination en deux processus, le métabolisme du médicament (molécule mère) et 
l’excrétion de la molécule mère elle-même ou de ses métabolites. La métabolisation est la 
transformation chimique de la molécule mère en un ou plusieurs métabolites. C’est la voie 
principale d’élimination des médicaments (Figure 1.1). Elle se fait essentiellement au niveau 
du foie qui comprend une quantité très importante d’enzymes. L’intérêt du métabolisme est 
d’obtenir des métabolites plus solubles que le médicament lui-même, qui pourront être 
excrétés plus facilement. L’excrétion est l’élimination du médicament ou de ses métabolites 
dans les fluides biologiques, généralement dans l’urine à travers les reins ou la bile à travers 
le foie. Par ces deux processus l’organisme se protège face à des composés étrangers, les 
xénobiotiques, dont font partie les médicaments. Pour quantifier l’élimination du 
médicament on définit sa clairance (CL), qui correspond au volume sanguin totalement 
épuré du médicament par unité de temps, soit un débit exprimé en volume.temps-1. 
1.1.3. Les enzymes du métabolisme, les transporteurs, et leur implication dans la 
variabilité des processus pharmacocinétiques 
De très nombreuses protéines interviennent dans la pharmacocinétique du médicament et 
ce à toutes les phases du processus ADME. On compte parmi elles les enzymes du 
métabolisme, les transporteurs et les récepteurs nucléaires. 
Les enzymes du métabolisme ont été très largement étudiées et font l’objet de nombreuses 
publications. On distingue les enzymes catalysant des réactions de phase I (oxydation, 




réduction ou hydrolyse) et les enzymes catalysant des réactions de phase II (conjugaison). 
Bien qu’il existe différents types d’enzymes de phase I (e.g. des estérases responsables de 
réactions d’hydrolyse ou des réductases catalysant des réductions), ce sont les réactions 
d’oxydation qui ont été le plus étudiées, catalysées principalement par les enzymes de la 
superfamille des cytochromes P450 (CYP) à l’origine de la métabolisation de la majorité des 
médicaments (Figure 1.1). On compte 57 gènes chez l’Homme codant pour des CYP classifiés 
en familles, sous-familles et isoformes. Les isoformes les plus impliquées dans le 
métabolisme des médicaments sont les CYP3A4, CYP2D6, CYP2C9, CYP2C19 et CYP1A2 
(Galetin et al., 2010). Les enzymes de phase II, des transférases, vont être responsables de la 
conjugaison de nouveaux groupements chimiques sur les molécules. De nombreuses familles 
catalysent ces réactions et sont elles-mêmes composées de plusieurs isoformes. Les familles 
les plus importantes sont les UDP-glucuronotransférases (UGT) comptant 17 isoformes chez 
l’Homme, les sulfo-transférases (SLT) ou les N-acétyltransférases (NAT). 
 
Figure 1.1. Voies d’élimination des 200 médicaments les plus prescrits aux États-Unis en 2002 
(Wienkers and Heath, 2005). À gauche sont représentés les différents processus d’élimination du 
médicament, au milieu les grandes familles d’enzymes du métabolisme des xénobiotiques et à 
droite les enzymes composant la superfamille des cytochromes P450. 
Les transporteurs sont des protéines membranaires assurant le passage du médicament à 
travers la membrane cellulaire (Giacomini and Huang, 2013). L’implication de ces 
transporteurs peut être divisée en deux actions (Figure 1.2) selon qu’ils assurent l’entrée de 
la molécule dans la cellule (influx), ou sa sortie de la cellule (efflux). Deux grandes familles 




composent les transporteurs : la famille des transporteurs Solute Carrier (SLC) et la famille 
des transporteurs ATP-Binding Cassette (ABC). Il existe huit familles de transporteurs SLC 
impliquées dans le transport des médicaments dont la famille des OATP et OAT transportant des 
anions, et des OCT transportant des cations. Trois familles de transporteurs ABC sont 
responsables du transport des médicaments : la famille ABCB, ABCC et ABCG. On trouve 
notamment dans la famille ABCB, la glycoprotéine P (P-gp ou ABCB1) qui joue un rôle majeur en 
pharmacocinétique (Marzolini et al., 2004). En effet, ce transporteur d’efflux peut au niveau des 
entérocytes empêcher le passage de la barrière intestinale, diminuant ainsi l’absorption du 
médicament. Au niveau de la barrière hémato-encéphalique, il empêche l’entrée des 
xénobiotiques dans le cerveau, le protégeant de substances potentiellement toxiques. Il facilite 
également le passage du sang vers la bile au niveau des hépatocytes et vers les urines au niveau 
du rein, augmentant ainsi l’excrétion des médicaments. 
 
Figure 1.2. Métabolisme des médicaments (Allorge and Loriot, 2004). De gauche à droite, le 
médicament X entre dans la cellule. Cette entrée peut être empêchée par un transporteur d’efflux, 
ici la P-gp (phase 0). Une fois dans la cellule, X subit une réaction de phase I catalysée par un CYP 
puis une réaction de phase II catalysée ici par une glutathion S-transférase (GST). La sortie du 
métabolite XOR se fait à l’aide d’un transporteur (phase III) puis le métabolite est excrété.  
Les récepteurs nucléaires comme PXR (pregnane X receptor) ou CAR (constitutive androstane 
receptor) sont des régulateurs transcriptionnels actifs dans le noyau des cellules. Ils 
interviennent au niveau génétique dans la synthèse des autres protéines, dont les enzymes 
du métabolisme et les transporteurs (Lamba et al., 2008), en modulant l’activité de gènes 
cibles. La variabilité dans l’activité de ces récepteurs nucléaires peut donc modifier aussi 




bien le métabolisme que le transport du médicament. Ceci rend difficilement interprétable 
l’effet d’une variation de ces protéines sur la pharmacocinétique.  
L’activité des protéines citées ci-dessus varie en fonction de plusieurs facteurs. Par exemple 
dans la population pédiatrique, l’activité de certains cytochromes varie en fonction de l’âge 
(de Zwart et al., 2004). Ces différences sont surtout observées à la naissance et pendant les 
premiers mois de la vie où plusieurs CYP sont immatures (CYP3A4, CYP2D6, CYP1A2…), 
conduisant ainsi à des capacités métaboliques réduites par rapport à l’adulte (Johnson et al., 
2006). Certaines pathologies peuvent aussi modifier l’activité des protéines. C’est 
notamment le cas de pathologies touchant le foie ou le rein, organes responsables de 
l’élimination d’une grande partie des médicaments. Certains médicaments inhibent ou 
induisent l’activité des enzymes du métabolisme ou des transporteurs et sont à l’origine 
d’interactions médicamenteuses. Enfin, les variations génétiques peuvent être responsables 
d’une diminution ou d’une augmentation de l’activité enzymatique, se traduisant par une 
variabilité dans l’exposition des individus aux médicaments. Pour exemple, la Figure 1.3 
illustre l’influence des variations génétiques sur l’exposition au niveau central et 
périphérique au tropisétron, un antagoniste du récepteur à la sérotonine HT3 utilisé comme 
antiémétique (Eichelbaum et al., 2006). Ce médicament est métabolisé par le CYP2D6. Pour 
une même dose, les patients avec une activité enzymatique du CYP2D6 augmentée par 
duplication du gène ont des expositions systémiques bien inférieures aux patients porteurs 
d’un gène normal (nous employons ici un vocabulaire simple avant de définir les termes 
spécifiques à la génétique dans le paragraphe 1.2). À l’inverse les porteurs d’une mutation 
responsable d’une diminution de l’activité enzymatique ont des expositions plus élevées 
(Figure 1.3a). Le tropisétron est également substrat de la P-gp. Au niveau de la barrière 
hémato-encéphalique, les patients porteurs de mutations responsables d’une augmentation 
de l’activité d’efflux de la P-gp ont des concentrations dans le système nerveux central (le 
site d’action) inférieures (Figure 1.3b), et ce pour des expositions systémiques similaires aux 
porteurs du gène normal. 





Figure 1.3. Illustration de l’impact des variations génétiques sur la pharmacocinétique des 
médicaments (Eichelbaum et al., 2006).  
a. Exposition systémique de l’organisme après administration d’une dose de tropisétron, en 
fonction des variations génétiques du CYP2D6. 
b. Passage du tropisétron au niveau périphérique (cerveau) à travers la barrière hémato-
encéphalique, en fonction de l’activité de la P-gp liée aux variations génétiques. 
c. Effet du tropisétron en fonction de variations génétiques modifiant l’activité des récepteurs et 
les concentrations des neurotransmetteurs (pharmacodynamie). 
À ce jour 30 à 50% des médicaments sur le marché sont métabolisés par des enzymes 
polymorphiques, i.e. présentant des variations génétiques (Eichelbaum et al., 2006; Evans 
and Relling, 1999), et 80% des informations sur la variabilité d’origine génétique contenues 
dans la notice des médicaments concernent ces enzymes du métabolisme (Frueh et al., 
2008). 
Quantitativement, l’impact des polymorphismes des transporteurs est moins connu, 
comparé aux enzymes du métabolisme qui ont été très largement étudiées. C’est 
notamment dû au fait que les polymorphismes des transporteurs peuvent modifier non pas 
la cinétique au niveau systémique, mais plutôt au niveau périphérique (e.g. au niveau du site 
d’action), ce qui est plus complexe à mesurer. Malgré cela, des exemples d’associations 
entre des polymorphismes de transporteurs et la pharmacocinétique de médicaments ont 
été mis en évidence (Comets et al., 2007; de Keyser et al., 2014). 
La pharmacogénétique, que nous développerons en détail ultérieurement, étudie 
l’association entre la variabilité pharmacocinétique et les variations génétiques. Dans ce cas, 
la variable dépendante, i.e. le phénotype, peut être l’ensemble des paramètres PK d’une 




population. Il est donc nécessaire de correctement caractériser la variabilité des processus 
PK lors de la détermination de ces paramètres. Pour cela différentes approches sont 
disponibles. 
1.1.4. Les méthodes d’analyse de profils pharmacocinétiques individuels 
La pharmacométrie regroupe l’ensemble des méthodes d’analyse ayant pour objet 
l'évaluation quantitative et qualitative de la pharmacocinétique et de la pharmacodynamie 
d’un médicament (définition adaptée du dictionnaire de l’Académie nationale de 
Pharmacie). Dans ce paragraphe, nous nous intéressons à l’étude de la pharmacocinétique 
au niveau individuel. Dans le paragraphe suivant, nous montrerons comment l’étude au 
niveau de la population permet de mieux quantifier la variabilité des processus PK. 
Il existe deux grandes approches pour étudier le profil pharmacocinétique d’un individu 
obtenu à partir des concentrations mesurées : l’analyse non compartimentale (NCA pour 
noncompartmental analysis) ou l’analyse compartimentale, i.e. la modélisation. 
1.1.4.1. L’analyse non compartimentale 
La NCA est historiquement la première approche utilisée pour étudier la pharmacocinétique 
d’un médicament. La pharmacocinétique d’une molécule est résumée par des paramètres 
secondaires estimés graphiquement à partir des concentrations mesurées au cours du temps 
(Gabrielson and Weiner, 2007). C’est une approche uniquement descriptive utilisant des 
méthodes de calculs simples. La figure 1.4 illustre le calcul de différents paramètres PK à 
partir des concentrations mesurées chez un individu (Figure 1.4a). L’aire sous la courbe (AUC 
pour area under the curve) quantifie l’exposition totale de l’organisme au médicament. Elle 
est généralement estimée par NCA en plusieurs étapes. Dans un premier temps, l’aire 
jusqu’à la dernière concentration observée (AUClast) est estimée par la méthode des trapèzes 
(Figure 1.4b). Cette observation correspond à la dernière concentration mesurée selon le 
protocole (Clast), ou à la dernière concentration mesurable par la méthode analytique (i.e. 
au-dessus de la limite de quantification). Ensuite, l’élimination du médicament est estimée 
par la pente terminale (k) à partir des dernières concentrations observées (Figure 1.4c). La 
pharmacocinétique est généralement caractérisée par des processus d’élimination d’ordre 1, 
la décroissance des concentrations est donc exponentielle. En représentant un profil PK sur 
une échelle semi-logarithmique, on observe une décroissance linéaire des concentrations au 
cours du temps, dont on peut estimer la pente. Lorsque plusieurs pentes sont observées sur 
un profil, la pharmacocinétique de la molécule est composée de différentes phases 




mélangeant des processus de distribution et d’élimination. La dernière décroissance de 
pente k représente uniquement la phase d’élimination du médicament. L’AUC non observée 
après la dernière concentration mesurée est extrapolée par le ratio de la concentration Clast 
sur la pente terminale k (AUCext). L’AUC totale est obtenue par la somme de l’AUClast et de 
l’AUCext (Figure 1.4d).  
 
Figure 1.4. Illustration du calcul des paramètres pharmacocinétiques en analyse non 
compartimentale. 
a. Les concentrations plasmatiques mesurées chez un individu en fonction du temps sont 
représentées par les points. Les concentrations non observées sont représentées par la courbe 
pointillée, décrivant le profil PK complet de l’individu. 
b. Détermination de la concentration maximale (Cmax) et du temps à cette concentration (tmax), de 
la dernière concentration mesurée (Clast) et de l’aire sous la courbe jusqu’à la dernière 
observation (AUClast) par la méthode des trapèzes. 
c. Représentation des concentrations en échelle logarithmique et détermination de la pente 
terminale (k) représentée par la droite rouge. La courbe pointillée représente les concentrations 
non observées. 
d. Extrapolation de l’aire sous la courbe (AUCext) afin d’estimer l’aire de l’ensemble du profil PK. 




paramètre qui représente le temps nécessaire pour diminuer de moitié la quantité de 
produit dans l’organisme. Ce paramètre permet de déterminer le temps à partir duquel le 




médicament est totalement éliminé, usuellement fixé à 5 t1/2, et ainsi de choisir le schéma 
d’administration. D’autres paramètres peuvent être renseignés comme la concentration 
maximale observée (Cmax) et le temps auquel cette concentration maximale est observée 
(tmax). Ces paramètres PK secondaires n’ont pas de signification physiologique mais peuvent 
être utilisés pour dériver des paramètres primaires, i.e. physiologiques, mentionnés au 
paragraphe 1.1.2 : i) la biodisponibilité F est calculée par le rapport des AUC entre une dose 
de référence administrée par voie i.v. et la même dose administrée par voie orale, ii) la 
clairance peut être calculée par la formule 𝐶𝐿 =
𝐷𝑜𝑠𝑒
𝐴𝑈𝐶
 et iii) le volume de distribution peut 
être calculé comme étant 𝑉𝑑 =
𝐷𝑜𝑠𝑒
𝐶0
 où 𝐶0 représente la concentration mesurée au temps 0 
après une administration i.v. bolus. 
1.1.4.2. L’analyse compartimentale 
Cette approche repose sur un modèle mathématique pour décrire les données observées. 
Dans cette approche, l’organisme est décomposé en un système de compartiments, où un 
compartiment représente un espace cinétiquement homogène. Dans l’approche empirique, 
l’organisme est résumé en un minimum de compartiments, reliés entre eux par des 
constantes de transferts (Figure 1.5) (Rowland and Tozer, 2011). Ces constantes de 
transferts symbolisent les échanges réversibles ou irréversibles entre les compartiments et 
s’expriment en temps-1. Elles décrivent des processus d’ordre 1, proportionnels à la quantité 
de produit présente à un instant t. Dans certains cas, on observe une saturation des 
processus PK. Des cinétiques d’ordre 0 indépendantes de la quantité (uniquement pour 
l’absorption), ou des relations de type Michaelis-Menten (Michaelis et al., 2011; Michaelis 
and Menten, 1913) où la vitesse d’absorption ou d’élimination dépend de la quantité de 
façon non linéaire sont alors utilisées. 
 
Figure 1.5. Modèle monocompartimental d’un médicament caractérisé par un volume V, une 








Le modèle le plus simple ne comprend qu’un unique compartiment et suppose ainsi que la 
cinétique du médicament est homogène dans tout l’organisme (Figure 1.5). Ce 
compartiment est caractérisé par un volume V et la concentration de médicament dans ce 
compartiment est calculée par le ratio de la quantité présente à un temps t sur le volume du 
compartiment. La dynamique de cette quantité au cours du temps est le résultat d’un bilan 
de matière, i.e. la quantité entrant dans le compartiment à laquelle est soustraite la quantité 




= 𝑒(𝑡) − 𝑘. 𝐴(𝑡) (1.1)  
où 𝐴(𝑡) est l’évolution de la quantité de médicament dans le compartiment, qui dépend 
d’une fonction d’entrée 𝑒(𝑡) et de la constante d’élimination 𝑘. Cette fonction d’entrée est 
différente selon le type d’administration. Par exemple, pour une administration i.v. bolus, au 
temps 0 la totalité de la dose est administrée et donc la quantité entrant dans le 
compartiment est égale à la dose (i.e. 𝑒(0) = 𝐷𝑜𝑠𝑒). Par la suite, l’évolution de la quantité 
ne dépend que de la constante de sortie 𝑘 (i.e. pour 𝑡 > 0, 𝑒(𝑡) = 0). Pour un médicament 
administré par voie orale, un compartiment de dépôt fictif, i.e. n’ayant pas de volume, est 
utilisé pour initialiser le système (Figure 1.6).  
 
Figure 1.6. Modèle monocompartimental d’un médicament administré par voie orale, caractérisé 
par une absorption d’ordre 1 et une élimination linéaire. 
Au temps t = 0, une fraction 𝐹 de la dose est disponible dans ce compartiment et passe du 
compartiment dépôt au compartiment central, caractérisé par son volume 𝑉, avec une 
constante d’absorption d’ordre 1 𝑘𝑎. La quantité de médicament dans le compartiment 









la quantité éliminée selon une constante d’élimination 𝑘, où 𝑘 =
𝐶𝐿
𝑉
. Chaque compartiment 









= 𝑘𝑎 × 𝐴1(𝑡) − 𝑘 × 𝐴2(𝑡), 𝐴2(𝑡 = 0) = 0 
où 𝐴1 correspond à la quantité de médicament dans le compartiment dépôt et 𝐴2 à la 
quantité dans le compartiment central. La concentration au site de mesure peut être 




Ce système d’équations différentielles peut être résolu pour déterminer une solution 
analytique régissant l’ensemble du modèle. Dans cet exemple, une solution analytique du 










𝑉  𝑡 − 𝑒−𝑘𝑎 𝑡) (1.3)  
On note 𝑓(𝜃, 𝑥) le modèle précédent (équation 1.3) où 𝜃 représente l’ensemble des 
paramètres du modèle à estimer (𝐹, 𝑘𝑎, 𝑉, 𝐶𝐿) et 𝑥 les variables indépendantes (le temps et 




 dépend de ses paramètres 𝜃. On parle de régression non linéaire lorsqu’il s’agit 
d’estimer les paramètres de ces modèles décrivant au mieux le profil PK d’un individu.  
 
 
Figure 1.7. Illustration de la disposition de compartiments selon un système mamillaire (gauche) ou 
selon un système caténaire (droite). 
Lorsqu’un modèle comprend plusieurs compartiments, ceux-ci peuvent être disposés selon 
un système mamillaire où différents compartiments périphériques sont connectés à un 
même compartiment central, ou selon un système caténaire (dit « en compartiments de 




transit ») où les compartiments sont disposés les uns à la suite des autres (Figure 1.7). À 
nouveau chaque compartiment est caractérisé par une équation différentielle.  
L’intérêt de cette approche basée sur une régression non linéaire est qu’elle permet 
d’estimer directement les paramètres physiologiques (volumes, clairances…). Les 
paramètres secondaires peuvent ensuite être dérivés de l’estimation des paramètres 
primaires : l’AUC peut être calculée par le ratio de la dose administrée sur la clairance, ou en 
intégrant la solution analytique (équation 1.3) en fonction du temps. De même, connaissant 
la constante d’élimination k, la demi-vie peut être calculée de la même manière qu’en NCA. 
 
Figure 1.8. Illustration d’un modèle PBPK (Wendling et al., 2015). Le produit est administré par une 
perfusion i.v. Chaque organe ou tissu est représenté par un compartiment (LU : poumons, HT : 
cœur, BR : cerveau, MU : muscles, AD : tissus adipeux, SK : peau, SP : rate, PA : pancréas, LI : foie, 
ST : estomac, GU : intestin, BO : os et KI : reins, RB : le reste de l’organisme). Les paramètres Qi et 
Clint,LI représentent respectivement les débits sanguins associés à chaque compartiment i et la 
clairance intrinsèque du foie. 
Une approche plus physiologique existe également et est appelée PBPK (Physiological Based 
PharmacoKinetics). Dans cette approche, les modèles comprennent un grand nombre de 




compartiments (Figure 1.8), où chaque compartiment représente un tissu ou un organe, 
reliés entre eux par des débits sanguins (Aarons, 2005). Ainsi les paramètres ont des 
grandeurs physiologiques. Les volumes des différents compartiments correspondent aux 
volumes des organes ou des tissus et les constantes de transferts sont souvent exprimées en 
pourcentage du débit sanguin cardiaque. Ces modèles sont plus complexes et leur 
développement a été possible grâce à l’amélioration de la puissance de calcul des 
ordinateurs, permettant d’estimer les paramètres de ces grands systèmes d’équations 
différentielles. Il est toutefois nécessaire de fixer une partie de ces paramètres, les données 
disponibles n’étant généralement pas suffisantes pour les identifier (la notion 
d’identifiabilité sera traitée au paragraphe 1.1.5.4). Certains de ces paramètres peuvent 
alors être fixés à des valeurs trouvées dans la littérature ou mesurées in vitro (propriétés 
physico-chimique de la molécule, données biologiques d’une population…). Cette approche 
physiologique permet ainsi l’extrapolation, e.g. de l’in vitro à l’in vivo, ou de l’animal à 
l’Homme. 
1.1.4.3. Estimation de la variabilité pharmacocinétique à partir d’analyses 
individuelles 
Dans les approches non compartimentale et compartimentale présentées ci-dessus, les 
données de chaque individu sont analysées séparément et un nombre important de 
concentrations mesurées au cours du temps est nécessaire à l’estimation des paramètres PK, 
aussi bien secondaires que primaires. Ces approches sont difficilement utilisables dans le 
contexte de certaines études où les sujets de par leur condition ne peuvent supporter un 
nombre important de prélèvements (e.g. chez le patient ou en pédiatrie), ou lorsque le 
protocole ne le permet pas (e.g. le nombre de prélèvements prévu dans les études de phase 
II ou de phase III est très souvent limité). 
Comme évoqué dans les paragraphes précédents, les processus PK sont variables d’un 
individu à l’autre. Ces approches appliquées uniquement au niveau individuel ne permettent 
pas de caractériser cette variabilité. Il est pourtant nécessaire, lors du développement 
clinique, de quantifier la variabilité au niveau de la population, afin d’anticiper les variations 
de la pharmacocinétique d’un médicament. Plusieurs approches permettent d’estimer la 
variabilité des paramètres PK, se basant sur les analyses non compartimentale ou 
compartimentale.  




Une première approche consiste à traiter les données de plusieurs individus comme s’il 
s’agissait d’un seul sujet (naive pooling of data). L’analyse compartimentale de ce méta-sujet 
permet de quantifier une variabilité via l’erreur résiduelle. Cette approche ne tient pas 
compte de la corrélation entre les observations d’un même sujet. De plus, elle ne permet 
pas de distinguer la variabilité intra et interindividuelle, toutes deux diluées dans l’erreur 
résiduelle (Sheiner, 1984).  
Dans une seconde approche en deux étapes, les paramètres de chaque sujet de l’étude sont 
d’abord estimés séparément par NCA ou régression non linéaire. Puis la variabilité est 
quantifiée par un résumé statistique en calculant la moyenne et la variance des estimations 
de tous les sujets (Steimer, 1992). L’estimation se faisant au niveau individuel, à nouveau 
cette méthode nécessite un nombre important de prélèvements par sujet. De plus, dans 
cette approche en deux étapes, la variabilité est souvent surestimée, car elle ne distingue 
pas la variabilité interindividuelle de l’erreur faite sur l’estimation des paramètres 
individuels. 
Il était donc nécessaire de développer une approche permettant notamment l’estimation 
non biaisée de la variabilité interindividuelle. 
1.1.5. Les modèles non linéaires à effets mixtes 
Au début des années 1970 s’est développée grâce au professeur Lewis Sheiner, une 
approche dite « de population » reposant sur l’utilisation de modèles non linéaires à effets 
mixtes (MNLEM, (Sheiner et al., 1972)). Cette approche de population présume qu’un 
échantillon de quelques dizaines de sujets, à partir duquel sont estimés des paramètres PK 
et leur variabilité, permet une extrapolation à l’ensemble de la population. Cette 
extrapolation n’est pas possible avec les méthodes exposées précédemment, car elles ne 
permettent pas d’estimer correctement la variabilité (naive pooling of data), et/ou elles ne 
se basent pas sur un modèle (NCA et approche en deux étapes). Les paramètres PK sont 
dans l’approche de population considérés comme des variables aléatoires, décrites par une 
distribution dont on estime les paramètres (moyenne et variance). Les paramètres 
individuels sont alors des réalisations tirées de cette distribution. L’ensemble des 
observations de tous les sujets d’une étude est analysé en une même étape, ce qui rend 
l’approche utilisable dans les études où le nombre d’observations par sujet est limité. 





La concentration 𝑦𝑖𝑗 chez le sujet 𝑖 (𝑖 = 1,… ,𝑁) mesurée au temps 𝑡𝑖𝑗 (𝑡𝑖𝑗 = 𝑡𝑖1, … , 𝑡𝑖𝑛), 
après administration d’une dose 𝐷𝑖, est définie par la fonction non linéaire 𝑓 suivante : 
 𝑦𝑖𝑗 = 𝑓(𝜃𝑖;  𝐷𝑖 , 𝑡𝑖𝑗) + 𝜀𝑖𝑗 (1.4)  
où 𝜃𝑖  est le vecteur des paramètres individuels et 𝜀𝑖𝑗 une erreur résiduelle. La valeur du 
paramètre 𝜃𝑖  pour le sujet 𝑖 peut être estimée et diffère de la valeur typique dans la 
population µ (effet fixe) grâce à l’ajout d’un modèle de variabilité interindividuelle et 
l’estimation d’un effet aléatoire 𝜂𝑖. Cet effet aléatoire est tiré d’une distribution définie a 
priori pour les méthodes paramétriques. Ainsi, on fait l’hypothèse que les effets aléatoires 
suivent une loi, souvent normale 𝜂𝑖~𝑁(0,𝜔
2), où l’écart type 𝜔 quantifie la variabilité 
interindividuelle du paramètre. La distribution du paramètre PK, dont sont issues les 
estimations des valeurs individuelles 𝜃𝑖, dépend du modèle utilisé pour associer l’effet fixe et 
l’effet aléatoire : 
 𝜃𝑖 =  µ + 𝜂𝑖  suit une loi normale (1.5)  
 𝜃𝑖 =  µ𝑒
𝜂𝑖  suit une loi log-normale où 𝜃𝑖 > 0 (1.6)  
En pharmacocinétique, on fait généralement l’hypothèse que les paramètres individuels 
suivent une loi log-normale en modélisant les effets aléatoires selon l’équation 1.6, l’intérêt 
étant qu’avec cette distribution les paramètres individuels sont strictement positifs. Dans les 
méthodes non paramétriques, aucune forme n’est imposée pour la distribution des effets 
aléatoires (Lai and Shih, 2003; Mallet, 1986). 
L’erreur résiduelle 𝜀𝑖𝑗 quantifie la différence entre la prédiction du modèle et la valeur 
mesurée chez le sujet 𝑖 au temps 𝑡𝑖𝑗. Différents modèles peuvent être utilisés pour décrire la 
variabilité résiduelle. Nous définissons un modèle général combiné : 
 𝑔(𝜃𝑖;  𝑡𝑖𝑗) = 𝜎𝑖𝑛𝑡𝑒𝑟 + 𝜎𝑠𝑙𝑜𝑝𝑒𝑓(𝜃𝑖;  𝑡𝑖𝑗) (1.7)  
où 𝜎𝑖𝑛𝑡𝑒𝑟 représente une erreur résiduelle additive et 𝜎𝑠𝑙𝑜𝑝𝑒 une erreur résiduelle 
proportionnelle et 𝜀𝑖𝑗~𝑁 (0, 𝑔(𝜃𝑖;  𝑡𝑖𝑗)
2
). 
Les processus PK peuvent varier dans le temps chez un même individu. Cette variabilité 
intraindividuelle peut être capturée lorsque les sujets d’une étude sont suivis sur une longue 
période ou que les observations sont faites à différentes visites. Elle est prise en compte par 




l’introduction d’un nouveau niveau de variabilité permettant aux paramètres du modèle de 
fluctuer autour d’une moyenne d’une occasion à l’autre. On peut donc également parler de 
variabilité interoccasion (Karlsson and Sheiner, 1993). Le vecteur des paramètres individuels 
s’écrit alors (sous sa forme exponentielle) : 
 𝜃𝑖𝑘 =  µ𝑒
𝜂𝑖+𝜅𝑖𝑘 (1.8)  
où 𝜅𝑖𝑘 représente l’écart entre les valeurs du paramètre individuel à différentes occasions 𝑘. 
On fait souvent l’hypothèse que 𝜅𝑖𝑘~𝑁(0, 𝛿
2). 
En étudiant les relations entre des covariables et les paramètres du modèle, on cherche à 
expliquer une partie de la variabilité de ces paramètres et à identifier les facteurs de 
variabilité de l’exposition au médicament, de la relation PK/PD et au final de l’effet d’un 
traitement. Plusieurs de ces facteurs sont cités au paragraphe 1.1.3 (physiopathologiques, 
pharmacologiques ou génétiques). Les covariables peuvent être divisées selon leur nature, 
en variables continues (âge, poids…) ou catégorielles (genre, scores…). Le choix de la relation 
utilisée dans le modèle pour décrire l’effet de la covariable dépend de sa nature. Par 
exemple, pour une covariable catégorielle binaire comme le genre (homme versus femme), 
l’effet d’une classe est estimé par rapport à une classe de référence : 
 𝜃 =  µ × 𝛽𝐶𝐴𝑇 (1.9)  
Dans cet exemple, la covariable CAT prend la valeur 0 pour la classe de référence (femme) et 
le paramètre de population 𝜃 pour cette classe est alors égal à µ; CAT prend la valeur 1 pour 
l’autre classe (homme) dont le paramètre de population 𝜃 est égal à µ × 𝛽. Le coefficient 
d’effet 𝛽 représente donc la variation de la valeur de population entre hommes et femmes 
(qui peut être avec cette écriture exprimée en pourcentage).  
Pour une covariable continue comme le poids, plusieurs modèles peuvent être utilisés 
comme le modèle linéaire ou le modèle puissance : 
 𝜃 =  µ + 𝛽 × (𝐶𝑂𝑁𝑇 −𝑚𝑒𝑑𝑖𝑎𝑛(𝐶𝑂𝑁𝑇) )(modèle linéaire) (1.10)  





 (modèle puissance) (1.11)  
où 𝐶𝑂𝑁𝑇 représente la variable, standardisée par sa médiane. La valeur de l’estimation de 𝛽 
est interprétée différemment selon le modèle choisi. 




L’ajout de covariables dans un modèle a généralement comme effet direct de diminuer la 
variabilité interindividuelle estimée (Figure 1.9). Ces covariables peuvent être utilisées pour 
simuler des profils PK dans des sous-populations (e.g. profils chez les femmes versus chez les 
hommes), ou pour prédire la pharmacocinétique d’un médicament chez un sujet en fonction 
de ses caractéristiques physiopathologiques pour en adapter la posologie. 
 
Figure 1.9. Illustration de l’effet d’une covariable sur la variabilité d’un paramètre (adaptée d’un 
cours de Céline Laffont, « Approche de population utilisant des modèles non-linéaires à effets 
mixtes »). Les estimations des clairances individuelles sont représentées par les points, en fonction 
de la clairance de la créatinine des sujets. Le trait bleu pointillé représente la valeur typique de la 
clairance en absence de covariable (identique pour tous les sujets) et le trait rouge la valeur prenant 
compte de l’effet de la clairance de la créatinine quantifié par le paramètre β. La variabilité 
représentée par la flèche bleue en absence de covariable diminue fortement après l’ajout de celle-
ci, comme représenté par la flèche rouge. 
1.1.5.2. Méthodes d’estimation 
L’ensemble 𝜓 des paramètres à estimer dans les MNLEM comprend les effets fixes µ, la 
variance des effets aléatoires 𝜔2 de distribution 𝐷, et la variance de l’erreur résiduelle 𝜎2 
(𝜓 = {µ,𝜔2, 𝜎2}). L’estimation se fait sur l’ensemble des données (Figure 1.10) selon deux 
approches : une approche fréquentiste basée sur le maximum de vraisemblance, et une 
approche bayésienne qui utilise une probabilité a priori et cherche à maximiser la probabilité 
des paramètres conditionnellement aux observations pour estimer une distribution a 
posteriori.  




Dans l’approche fréquentiste, la vraisemblance des observations 𝑙(𝑦, 𝜓) = 𝑝(𝑦/𝜓), notée 𝑙 
pour likelihood, s’écrit comme le produit des vraisemblances individuelles 𝑙(𝑦𝑖, 𝜓) 
s’obtenant par intégration sur la distribution des effets aléatoires : 
 𝑙(𝑦𝑖, 𝜓) = ∫ 𝑝(𝑦𝑖 𝜃𝑖⁄ , 𝜓)
𝐷
𝑑𝜃𝑖  (1.12)  
Dans les méthodes paramétriques, la distribution 𝐷 est admise connue et les paramètres de 
cette distribution sont estimés. L’intégrale présentée dans l’équation 1.12 n’admet pas de 
solution analytique dans un cadre non linéaire. Des méthodes d’approximation de la 
vraisemblance sont donc nécessaires pour l’estimation des paramètres dans les MNLEM 
(Pillai et al., 2005). La première méthode développée se base sur une linéarisation du 
modèle 𝑓 au premier ordre autour des effets fixes (Sheiner et al., 1972). Cette méthode First 
Order (FO) a été développée en 1972 et a abouti à la conception du premier logiciel 
d’estimation dans les MNLEM, NONMEM ((Beal et al., 2009; Sheiner and Beal, 1980); 
www.iconplc.com), qui est aujourd’hui encore le logiciel le plus utilisé dans ce domaine. Une 
nouvelle méthode de linéarisation a ensuite été développée, la méthode FOCE (First Order 
Conditional Estimation), qui linéarise le modèle autour des effets aléatoires (Lindstrom and 
Bates, 1990). L’approximation de Laplace proposée par Wolfinger (Wolfinger, 1993) est une 
extension de ces méthodes et est basée sur une linéarisation du modèle au second ordre. 
Ces méthodes de linéarisation permettent de se ramener à un modèle linéaire dont la 
fonction de vraisemblance est explicite. Un algorithme itératif comme l’algorithme de 
Newton-Raphson est associé à ces méthodes d’approximation de la vraisemblance pour 
estimer les paramètres de population 𝜓. Dans le cas général des modèles non linéaires, des 
valeurs initiales doivent être fixées pour permettre à l’algorithme de converger vers les 
estimateurs du maximum de vraisemblance.  
D’autres méthodes d’estimation, demandant une plus grande puissance de calcul, se sont 
développées avec les progrès de l’informatique et permettent le calcul d’une vraisemblance 
exacte. Ce calcul peut se faire désormais par intégration numérique comme avec la 
quadrature de Gauss adaptative (Pinheiro and Bates, 2000) ou par intégration stochastique. 
Cette dernière utilisent des tirages aléatoires de Monte Carlo dans les distributions à 
intégrer associés à des techniques de chaines de Markov (Kuhn and Lavielle, 2004). 
L’algorithme SAEM (Stochastic Approximation Expectation Maximisation), développé au 
début des années 2000 (Kuhn and Lavielle, 2004), utilise cette intégration stochastique et un 




algorithme d’estimation EM. L’étape E (Expectation) consiste en une simulation de 
paramètres individuels avec une méthode de Monte Carlo par chaînes de Markov (MCMC), 
puis en un calcul de la vraisemblance des données complètes. L’étape M (Maximisation) 
permet une réévaluation des paramètres de population en fonction de la vraisemblance 
estimée qui sont alors utilisés dans une nouvelle itération et ce jusqu’à convergence de 
l’algorithme.  
Les dernières versions du logiciel NONMEM permettent l’utilisation des algorithmes FO, 
FOCE, de Laplace ou SAEM, et d’autres logiciels ont également été développés. Ainsi le 
logiciel R (R Development Core Team, 2012) intègre plusieurs fonctions pour estimer les 
paramètres dans les MNLEM : la fonction nlme utilisant la méthode FOCE, la fonction nlmer 
utilisant l’approximation de Laplace et la fonction saemix basée sur la méthode SAEM. Les 
méthodes d’estimation FO et de Laplace sont également intégrées dans le logiciel SAS (SAS 
Institute Inc., 2002). Le logiciel Phoenix (www.certara.com), conçu pour les analyses NCA ou 
compatimentales individuelles, intègre aujourd’hui un module d’estimation dans les MNLEM 
avec la méthode FOCE. Le logiciel Monolix (www.lixoft.eu) met en œuvre l’algorithme SAEM 
et est aujourd’hui un logiciel très utilisé, aussi bien dans le milieu académique que dans 
l’industrie. Enfin le logiciel NIMROD (pour normal approximation inference in models with 
random effects based on ordinary differential equations (Prague et al., 2013)) permet le 
calcul d’une vraisemblance exacte par quadrature de Gauss adaptative (Guedj et al., 2007) et 
intègre un algorithme RVS (pour robust-variance scoring algorithm), dérivé de l’algorithme 
de Newton-Raphson, pour maximiser cette vraisemblance (Commenges et al., 2006). 
NIMROD permet également l’estimation des paramètres dans les MNLEM par approche 
bayésienne. L’inférence bayésienne dans les MNLEM et les logiciels associés ne sont pas 
développés dans ce manuscrit.  
1.1.5.3. Estimation des paramètres individuels 
Une fois les paramètres de population estimés par les méthodes exposées précédemment, 
les paramètres individuels peuvent être estimés dans une analyse post-hoc (Figure 1.10). Les 
distributions estimées dans l’analyse de population (de variances 𝜔2) sont utilisées comme 
lois a priori, qui, avec les données mesurées chez le sujet 𝑖, permettent d’estimer des 
distributions a posteriori par une méthode bayésienne (Steimer et al., 1994). Pour un 
paramètre donné, le mode de la distribution ou Maximum A Posteriori (MAP) est 
généralement utilisé comme estimateur de l’effet aléatoire 𝜂𝑖  du sujet 𝑖. Le paramètre PK 




individuel 𝜃𝑖  est ensuite calculé grâce à la valeur moyenne µ et l’effet aléatoire 𝜂𝑖  comme 
dans l’équation 1.6. L’expression Empirical Bayesian Estimate (EBE) peut définir aussi bien 
l’effet aléatoire 𝜂𝑖  que l’estimation individuelle 𝜃𝑖  du paramètre PK. 
 
Figure 1.10. Estimation des paramètres dans les modèles non linéaires à effets mixtes (Steimer et 
al., 1994). La partie supérieure représente l’analyse de population elle-même avec l’estimation de la 
distribution des paramètres du modèle. La partie inférieure représente l’estimation des paramètres 
pour un individu par approche bayésienne. 
L’estimation des paramètres individuels du sujet 𝑖 utilise donc une combinaison de 
l’information a priori issue de l’analyse de population et de l’information apportée par les 
données du sujet.  
Plus ces données sont informatives, moins le poids de l’a priori sera important dans 
l’estimation de la distribution a posteriori du paramètre. Dans ce cas, cette dernière est 
centrée autour de la vraie valeur du paramètre. Lorsque le nombre d’observations par sujet 
est limité on parle de protocole épars. Dans ce cas, le manque d’information apportée par 
les données donne plus de poids à la distribution a priori, la distribution a posteriori tendant 
vers cette dernière. L’effet aléatoire 𝜂𝑖  tend alors vers 0 (moyenne de l’a priori) et le 
paramètre 𝜃𝑖  tend vers la valeur moyenne µ. Ce phénomène de régression vers la moyenne 
des estimations individuelles est appelé η-shrinkage. Le phénomène de régression vers la 
moyenne (shrinkage) a été largement étudié en statistiques, et notamment utilisé pour 
développer de nouveaux estimateurs (James and Stein, 1961), aussi bien en statistiques 
fréquentistes que bayésiennes (Efron and Morris, 1977, 1971; Stein, 1956). Plus 
spécifiquement pour les analyses de population, les conséquences du η-shrinkage sur les 
estimations des paramètres individuels dans les MNLEM ont été mises en évidence dans une 




publication de Savic et Karlsson (Savic and Karlsson, 2009). Dans cette publication, les 
auteurs ont également proposé une métrique quantifiant ce phénomène de η-shrinkage 
(𝑆ℎ) de la façon suivante : 
 𝑆ℎ𝜂
𝑠𝑑 = 1 −
𝑠𝑑(𝜂?̂?)
?̂?
 (1.13)  
où 𝑠𝑑(𝜂?̂?) représente l’écart-type de la distribution des estimations individuelles des effets 
aléatoires et ?̂? l’écart-type des effets aléatoires estimé dans l’analyse de population (comme 
expliqué au paragraphe 1.1.5.2). Bertrand et al. (Bertrand et al., 2009) ont par la suite 
proposé une version de cette métrique basée sur un ratio de variances, plus usuel en 
statistique (Robert, 1994; Verbeke and Molenberghs, 2009) : 
 𝑆ℎ𝜂
𝑣𝑎𝑟 = 1 −
𝑣𝑎𝑟(𝜂?̂?)
𝜔²̂
 (1.14)  
S’il y a effectivement une régression vers la moyenne, la distribution des estimations 
individuelles des effets aléatoires se rétrécit autour de sa moyenne, i.e. autour de 0, et 
s’éloigne de la distribution estimée à l’étape de population. Le rapport des deux distributions 
diminue et le shrinkage présenté ci-dessus tend donc vers 1 (soit 100%).  
Ce phénomène de shrinkage lié à des protocoles peu informatifs affecte également les 
prédictions du modèle (Savic and Karlsson, 2009). On parle dans ce cas de ε-shrinkage, qui 
est associé à une régression des prédictions individuelles du modèle (IPRED) vers les 
observations (DV). Dans ces travaux de thèse, nous nous intéressons uniquement aux effets 
associés à η-shrinkage. 
1.1.5.4. Construction et sélection de modèles 
La construction de modèles suivant le principe de parcimonie consiste à trouver le modèle 
qui décrit le mieux les données observées avec le moins de paramètres. Les modèles dits 
« sur-paramétrés », en plus d’aller à l’encontre du principe de parcimonie, peuvent être liés 
à des problèmes d’identifiabilité des paramètres. Un paramètre est identifiable si, à partir 
des données disponibles, il peut être estimé de façon précise et donc être associé à un 
estimateur unique (Bellman and Åström, 1970; Godfrey et al., 1994). La difficulté d’accès à 
certaines données, en matière de faisabilité ou de coûts, oblige souvent à développer des 
modèles simples en PK/PD. Pour exemple les concentrations dans les compartiments 
périphériques ne sont généralement pas connues pour le développement de modèles PK et 




il est alors nécessaire de fixer certains paramètres pour développer des modèles plus 
physiologiques, comme en PBPK. 
Les critères de sélection et d’évaluation des modèles permettent d’éviter ces sur-
paramétrisations. 
En pharmacocinétique, il est usuel de tester plusieurs modèles de structure; des modèles à 
un, deux ou trois compartiments, avec une absorption d’ordre 0 ou d’ordre 1 présentant ou 
non un temps de latence pour des administrations extravasculaires. Sont également testés 
plusieurs modèles d’erreur résiduelle (additive, proportionnelle ou combinée) et différents 
modèles de variabilité. L’ajout d’effets aléatoires est testé successivement sur chaque 
paramètre du modèle et conservé ou non selon des critères statistiques et graphiques. 
Différents critères statistiques peuvent être utilisés pour comparer deux modèles et 
sélectionner celui le plus en adéquation avec les données. Deux modèles sont dits 
« emboités » si l’un peut être considéré comme un cas particulier de l’autre. Dans ce cas, le 
test du rapport de vraisemblance (LRT) est généralement utilisé. Sous l’hypothèse nulle, la 
différence des log-vraisemblances des deux modèles, multipliée par un facteur 2, suit 
asymptotiquement une loi du 𝜒2. L’hypothèse nulle H0 (i.e. les deux modèles sont 
équivalents) est testée en comparant la valeur obtenue à la statistique de test du 𝜒2 pour un 
nombre de degrés de liberté égal au nombre de paramètres différenciant les deux modèles. 
Pour déterminer la significativité d’une covariable, le test de Wald est une alternative au LRT 
suivant aussi une loi du 𝜒2, et utilise le rapport de l’estimation du coefficient d’effet associé 
à la covariable sur son erreur d’estimation. Dans le cas de modèles non emboités, d’autres 
critères doivent être utilisés. Les critères d’Akaike (AIC, (Akaike, 1974)) et de Schwartz (BIC, 
(Schwarz, 1978)) sont les plus utilisés, pondérant la log-vraisemblance par le nombre de 
paramètres du modèle et, en plus pour le BIC, le nombre d’observations. Pour ces critères, il 
n’y a pas de test et le modèle présentant le plus faible AIC ou BIC est sélectionné. 
Il n’y a pas de consensus sur la méthode de construction d’un modèle. Généralement un 
premier modèle de base est développé, sans covariable. Puis des covariables sont incluses 
selon leur impact sur les critères de sélection pour obtenir un modèle final. Le choix des 
covariables à tester se base avant tout sur des critères biologiques et physiologiques. Il faut 
en effet être capable d’expliquer le mécanisme liant la covariable au paramètre PK ou PD. 
Une covariable est conservée dans le modèle tout d’abord selon des critères statistiques 
(LRT ou test de Wald). Des critères cliniques sont également considérés (i.e. la pertinence 




clinique de l’amplitude de l’effet de la covariable). De plus, une covariable est généralement 
conservée si elle explique une partie de la variabilité du paramètre. Mais dans certains cas, 
une covariable exprimée chez quelques sujets n’explique qu’une faible part de la variabilité, 
bien que l’effet soit significatif chez ces sujets. Une pré-sélection des covariables est 
généralement effectuée en amont de l’inclusion dans le modèle de structure en explorant 
les associations entre les estimations individuelles (EBE) des paramètres du modèle et les 
covariables mesurées. Des critères statistiques, comme le coefficient de régression de 
Pearson, sont généralement utilisés pour sélectionner les covariables à tester dans le 
modèle. Le η-shrinkage expliqué précédemment peut diminuer la puissance de détection de 
cette étape, comme expliqué dans le paragraphe suivant. 
1.1.5.5. Évaluation de modèles 
Comme le montre les paragraphes précédents, de nombreuses hypothèses sont faites lors 
du développement d’un modèle quant aux choix du modèle de structure, du modèle de 
variabilité et du modèle de l’erreur résiduelle. Ces hypothèses doivent être évaluées et 
validées. 
Différents critères numériques et graphiques sont utilisés pour l’évaluation. Les autorités de 
santé ont fourni des recommandations pour le report des résultats et notamment 
l’évaluation de modèles dans les analyses en pharmacocinétique de population (European 
Medicines Agency (EMA), 2006). De nombreux outils sont disponibles pour l’évaluation des 
modèles (Brendel et al., 2007). Nous présenterons ici les critères liés à la précision 
d’estimation des paramètres, les conséquences du shrinkage des paramètres individuels et 
évoquerons les principales évaluations graphiques. 
L’erreur standard (SE, Standard Error) associée à l’estimation de chaque paramètre du 
modèle quantifie la précision de cette estimation. Le résultat mesurant la précision 
d’estimation généralement reporté est l’erreur standard relative (RSE, Relative Standard 
Error), calculée comme le ratio de la SE sur l’estimation du paramètre associé. Cette 
métrique est exprimée en pourcentage. Une faible précision d’estimation, qui se traduit par 
une SE élevée, est due à un manque d’information, i.e. un manque de données, pour 
l’estimation du paramètre. Cela peut être le signe que le modèle est sur-paramétré, mais 
également que le protocole de prélèvement de l’étude n’a pas été suffisamment bien conçu 
pour permettre l’estimation de ce paramètre. C’est pourquoi la précision d’estimation doit 
être évaluée au regard des données disponibles. 




Un fort shrinkage des paramètres individuels peut entrainer différentes conséquences. Ainsi 
des corrélations peuvent être induites ou au contraire masquées lorsque sont explorées les 
relations paramètre-paramètre, ne reflétant pas la relation réelle. De la même manière les 
relations apparentes entre paramètres individuels et covariables peuvent être modifiées, 
influençant l’étape de pré-sélection des covariables. Dans leur publication, Savic et Karlsson 
ont défini une valeur seuil de η-shrinkage à 20-30% (lorsqu’il est calculé par un ratio d’écart 
types) au-dessus de laquelle le phénomène de régression est trop important pour avoir 
confiance dans les estimations individuelles (Savic and Karlsson, 2009). Cette valeur, 
rapportée au ratio de variances, est de 40-60%. Dans le cas de fort η-shrinkage, Savic et 
Karlsson conseillent exclusivement d’utiliser le test de rapport de vraisemblance pour la 
sélection de covariables, i.e. de tester toutes les relations dans le modèle, sans pré-sélection. 
Dans une publication plus récente, Combes et al. ont montré par simulations que la 
puissance de détection des covariables par LRT dans le modèle était autant affectée que la 
puissance des tests de corrélation sur les EBE (Combes et al., 2014). 
L’évaluation graphique des modèles comprend des évaluations basées sur les prédictions et 
sur les résidus du modèle. La première évaluation consiste à s’assurer que le modèle décrit 
correctement les données observées en comparant ces données aux profils prédits par le 
modèle pour chaque individu. Des évaluations graphiques plus avancées sont également 
nécessaires aux étapes clés du développement d’un modèle. Elles se basent sur des 
simulations faites à partir du modèle final et d’un jeu de données, tels que les VPC (Visual 
Predicitve Check, (Bergstrand et al., 2011)) et les NPDE (Normalised Prediction Distribution 
Errors, (Brendel et al., 2006)). On distingue les évaluations internes qui utilisent les mêmes 
données que celles ayant servies au développement du modèle, et les évaluations externes, 
plus avancées, utilisant des données différentes. L’évaluation sur des données externes est 
fortement recommandée si le modèle développé est utilisé pour l’extrapolation à des 
données non observées. 
1.1.6. Rôle de la modélisation en pratique clinique et dans le développement du 
médicament 
La fonction première de la modélisation est de définir, via les estimations des paramètres du 
modèle, la PK/PD d’une molécule, sa variabilité et les sources de cette variabilité 
(covariables), afin in fine de fournir des recommandations d’utilisation des médicaments aux 
praticiens (e.g. la posologie). Le modèle peut aussi être utilisé pour répondre à différentes 




questions et prendre des décisions, ce qui en fait un outil extrêmement intéressant de plus 
en plus utilisé dans le développement des médicaments (Rowland et al., 2012). Dans cette 
thèse sont présentées deux problématiques où les MNLEM sont utilisés : l’individualisation 
des traitements qui fait le lien avec l’étude de la pharmacogénétique et l’optimisation de 
protocoles utilisée lors des seconds travaux présentés au chapitre 5. 
1.2. La Pharmacogénétique 
1.2.1. Définitions 
Dès le IVème siècle avant J.C., Pythagore a mis en évidence l’effet de la génétique sur le 
métabolisme, mettant en garde ses élèves contre des fèves responsables chez certaines 
personnes de crises hémolytiques aiguës ou « favisme », liées à un déficit enzymatique en 
Glucose-6-phosphate déshydrogénase (Cappellini and Fiorelli, 2008) (« ce qui peut être 
nourriture pour certains, peut être poison violent pour d’autres », Pythagore, 510 avant J.C.). 
Mais le terme « Pharmacogénétique » a été proposé bien plus tard, par Friedrich Vogel 
(Vogel, 1959), à la suite de travaux d’Arno G. Motulsky mettant en évidence le rôle de la 
génétique dans l’apparition d’effets indésirables après la prise de médicaments (Motulsky, 
1957).  
La Food and Drug Administration (FDA) définit pour l’industrie la pharmacogénomique (PGx) 
comme l’étude des variations de l’ADN (acide désoxyribonucléique) et de l’ARN (acide 
ribonucléique) associées à la variabilité de la réponse aux traitements (Food and Drug 
Administration (FDA), 2008). Le champ de la pharmacogénomique comprend la 
pharmacogénétique (PGt), définie comme l’étude de la part de la variabilité entre les sujets 
dans la réponse aux traitements expliquée par des variations dans la séquence de l’ADN 
(Food and Drug Administration (FDA), 2008; Weinshilboum, 2003). L’objectif de l’étude de la 
pharmacogénétique est de pouvoir anticiper par la suite, sachant les caractéristiques 
génétiques d’un patient, sa réponse à un futur médicament pour en adapter la posologie ou 
mettre en place un traitement alternatif. Ainsi, la pharmacogénétique est un acteur majeur 
de la médecine personnalisée (Allorge and Loriot, 2004). Les études pharmacogénétiques 
visent à mettre en évidence l’impact d’un ou de plusieurs polymorphismes sur la relation 
dose-effet d’un médicament. Au niveau PK, cela se traduit par une variabilité dans 
l’exposition de l’organisme au médicament, ce qui modifie la relation concentrations - effet 
et donc la réponse au traitement. La connaissance des facteurs génétiques pouvant modifier 




la relation PK/PD d’une molécule est importante pour le suivi du patient et ce d’autant plus 
que la marge thérapeutique d’un médicament est étroite. Cette marge représente 
l’intervalle d’exposition au médicament dans lequel le médicament est efficace avec une 
toxicité limitée. La marge peut être définie en représentant comme illustré dans la Figure 
1.11, la survenue d’effets thérapeutiques ou toxiques dans une population en fonction de la 
dose de médicament. Cette relation peut également être définie, pour plus de précision, en 
fonction de l’exposition du patient au traitement, la relation dose - exposition n’étant pas 
toujours linéaire. Il est nécessaire de maintenir chez un patient cette exposition et pour cela 
de connaitre les facteurs pouvant interférer et résulter en une exposition trop faible et donc 
un médicament inefficace, ou une exposition trop importante avec un risque accru de 
toxicité pour le patient. 
 
Figure 1.11. Illustration de la marge thérapeutique (Mathijssen et al., 2014). En ordonnée est 
représenté le pourcentage de patients présentant un effet thérapeutique ou toxique en fonction de 
la dose de médicament administrée. La courbe bleue représente l’évolution de l’effet thérapeutique 
dans la population selon la dose et la courbe rouge représente l’effet toxique. 
1.2.2. Les polymorphismes génétiques 
Le génome humain contient toutes les informations déterminant les caractéristiques 
macroscopiques (e.g. la couleur des yeux) et microscopiques (e.g. le groupe sanguin) d’un 
individu. Le matériel génétique est codé dans l’ADN, présent dans le noyau des cellules et 




réparti sur 23 paires de chromosomes (dont 22 autosomes et une paire de chromosomes 
sexuels). L’ADN est formé de deux brins en hélice constitués d’un enchainement de 
nucléotides (Figure 1.12). On compte 4 bases azotées, représentées par une lettre, qui 
constituent le nucléotide : l’adénine (A), la guanine (G), la thymine (T) et la cytosine (C). Les 
deux brins d’ADN sont reliés au niveau de leurs bases azotées selon des combinaisons 
connues : l’adénine est toujours liée à la thymine (A-T) et la guanine toujours liée à la 
cytosine (G-C). 
 
Figure 1.12. Structure de l’ADN en double hélice et présentation des quatre bases azotées formant 
la séquence génétique (US National Library of Medecine). Un brin d’ADN est formé d’un 
enchainement de nucléotides, eux-mêmes constitués d’un groupe phosphate et d’un sucre, le 
désoxyribose (sugar phosphate backbone), et d’une base azotée où se fait l’appariement avec le brin 
complémentaire. On parle alors de paires de bases (base pairs). 
Le génome humain est constitué de plus de 3 milliards de paires de bases, dont environ 1,5% 
de séquences codant pour des protéines, réparties sur environ 22000 gènes (Lander et al., 
2001), dont les protéines impliquées dans la PK/PD des médicaments. Les chromosomes 
étant présents chez l’Homme par paire, chaque individu possède deux versions d’un même 
gène. 




D’un individu à l’autre, la séquence génétique ne varie que d’environ 0,5%, (Levy et al., 
2007) mais ce faible taux de variation est responsable de grandes différences, observables à 
l’œil nu ou non. À un locus donné (position physique), les différentes versions de la 
séquence génétique sont appelées « allèles ». Elles sont entre autres responsables de la 
variabilité observée dans les phénotypes d’intérêt en pharmacogénétique. Ces variations 
appelées également mutations peuvent être de différente nature. Dans cette thèse, seuls les 
Single Nucleotide Polymorpisms (SNPs) seront abordés, mais d’autres mutations génétiques 
peuvent être citées pour mémoire : les insertions/délétions d’une partie de la séquence, les 
mutations chromosomiques comme la trisomie ou la variation du nombre de répétitions 
d’un motif de plusieurs nucléotides (mini ou microsatellites).  
1.2.2.1. Les Single Nucleotide Polymorphisms  
Les SNPs représentent l’existence dans la population de variations d’une base dans la 
séquence d’ADN, i.e. l’échange d’un nucléotide par un autre à un locus donné. L’existence 
dans la population de deux allèles classe les individus en trois catégories : soit aucun allèle 
n’est muté et l’individu est homozygote sauvage, soit un seul allèle est muté et l’individu est 
hétérozygote, soit les deux allèles sont mutés et l’individu est homozygote muté. 
L'information génétique exprimée résulte de l'expression conjointe des deux allèles, ainsi 
différents modèles génétiques peuvent être observés. On parle de modèle additif lorsque les 
effets de chaque allèle muté s’additionnent. L’effet sur le phénotype chez un homozygote 
muté est alors deux fois plus important que chez un hétérozygote. Dans un modèle 
dominant, la présence d’un seul allèle muté est suffisante pour observer la totalité de l’effet, 
qui est alors le même chez un homozygote muté et un hétérozygote. À l’inverse, dans un 
modèle récessif, l’effet n’est observé que si les deux allèles sont mutés et seul le phénotype 
des homozygotes mutés est affecté. 
Cette mutation peut avoir différentes conséquences sur l’expression du gène et l’activité de 
la protéine synthétisée. Pour les comprendre, il faut expliquer comment l’organisme passe 
de la séquence génétique d’un gène constituée de plusieurs milliers de bases, à une protéine 
fonctionnelle. Dans une première, phase l’ADN est transcrit en ARN, une structure monobrin 
avec une séquence pratiquement identique (la thymine T est remplacée par un uracile U). 
Cette séquence d’ARN est ensuite traduite en plusieurs acides aminés formant une protéine 
selon un code génétique connu. Ainsi un ensemble de trois nucléotides ou codon va être 
traduit en un acide aminé (Table 1.1). Ce code est universel car identique pour l’ensemble 




du monde vivant (de la bactérie à l’Homme), non ambigu car un codon ne peut donner qu’un 
seul acide aminé, mais redondant car un même acide aminé peut être obtenu à partir de 
différents codons. Parmi ces triplets de nucléotides, il existe des codons Stop responsables 
de l’arrêt de la traduction. 
Table 1.1. Code génétique : les codons stops sont notés en rouge et le codon d’initiation de la 




U C A G 
U 
Phe Ser Tyr Cys U 
Phe Ser Tyr Cys C 
Leu Ser Stop Stop A 
Leu Ser Stop Trp G 
C 
Leu Pro His Arg U 
Leu Pro His Arg C 
Leu Pro Gln Arg A 
Leu Pro Gln Arg G 
A 
Ile Thr Asn Ser U 
Ile Thr Asn Ser C 
Ile Thr Lys Arg A 
Met Thr Lys Arg G 
G 
Val Ala Asp Gly U 
Val Ala Asp Gly C 
Val Ala Glu Gly A 
Val Ala Glu Gly G 
Ala : Alanine, Asp : acide Aspartique, Glu : acide Glutamique, Cys : Cystéine, Phe : Phénylalanine, Gly : 
Glycine, His : Histidine, Ile : Isoleucine, Lys : Lysine, Leu : Leucine, Met : Méthionine, Asn : Asparagine, 
Pro : Proline, Gln : Glutamine, Arg : Arginine, Ser : Serine, Thr : Thréonine, Val : Valine, Trp : 
Tryptophane, Tyr : Tyrosine. 
Au locus d’un SNP, l’échange d’une base par une autre peut donner un codon traduit par le 
même acide aminé; cette mutation est dite « silencieuse » et serait sans impact délétère. 
Toutefois, il a été démontré que ces mutations silencieuses pouvaient avoir un effet sur 
l’expression des gènes (e.g. sur la vitesse de traduction d’un codon (Chevance et al., 2014)) 
et donc sur le phénotype (Sauna and Kimchi-Sarfaty, 2011). Il est alors important de ne pas 
négliger ces mutations dans les analyses pharmacogénétiques. Le codon peut aussi être 
traduit en un autre acide aminé, la protéine codée ayant une fonction altérée, on parle de 
mutations « faux sens ». Enfin, le nouveau codon peut être un codon Stop résultant en une 




protéine tronquée qui n’a pas d’activité et dans ce cas on parle de mutation « non-sens » 
(Figure 1.13). 
  
Figure 1.13. Illustration d’une mutation faux sens (gauche) et non-sens (droite). Dans la mutation 
faux sens l’adénine A est remplacée par une cytosine C introduisant le mauvais acide aminé dans la 
séquence protéique. Dans la mutation non-sens le remplacement de la cytosine C par une thymine T 
introduit un codon stop résultant en une protéine tronquée.  
À ce jour, près de de 100 millions de SNPs ont été référencés (d’après dbSNP (dbSNP Build 
144, résumé du 8 juin 2015), une base de données des variations génétiques hébergée par le 
NCBI, National Center for Biotechnology Information (Wheeler et al., 2007)), ce qui en fait la 
variation génétique la plus fréquente dans le génome humain, représentant 90% des 
différences de séquence entre les individus. Les SNPs sont très abondants, distribués dans 
l’ensemble du génome, et sont donc des marqueurs très informatifs pour l’étude du génome 
humain. Tous ne sont pas localisés sur les séquences codantes des gènes (exons), mais 
également sur des séquences non codantes (introns) ou intergéniques où ils pourront 
affecter la transcription ou l’épissage de l’ARN. 
1.2.2.2. Le déséquilibre de liaison 
Outre leur grand nombre, les SNPs ont une autre caractéristique : ils peuvent être fortement 
corrélés entre eux. Cette corrélation est due au déséquilibre de liaison (LD pour linkage 
disequilibrium) qui est lui-même la conséquence de recombinaisons génétiques. 
La recombinaison génétique consiste en un échange de matériel génétique entre les deux 
chromosomes d’une paire homologue (Figure 1.14). Ces réarrangements permettent un 
brassage et sont donc à l’origine de la diversité génétique observée dans la population.  





Figure 1.14. Illustration du déséquilibre de liaison (Bush and Moore, 2012). Sur la gauche, au sein 
d’une même famille, le déséquilibre de liaison apparait lorsque deux marqueurs génétiques, 
représentés par les marques rouges, restent liés sur le même chromosome plutôt que d’être 
dissociés lors des recombinaisons symbolisées par un trait rouge (points de cassure). Ce phénomène 
peut être généralisé à une population (à droite) où le poids de la recombinaison est plus important, 
permettant ainsi le brassage génétique et un retour à l’équilibre de liaison, mais où certains 
marqueurs restent en déséquilibre.  
Deux SNPs sont corrélés lorsque la probabilité de recombinaison, i.e. que le point de cassure 
se fasse entre ces deux loci, est faible. Cette probabilité augmente lorsque la distance 
séparant les deux SNPs augmente. On quantifie cette distance en centiMorgans (cM). Deux 
SNPs fortement corrélés seront toujours appariés et l’observation d’un seul SNP est 
suffisante pour avoir l’information sur le second.  
Le coefficient de corrélation 𝑟 quantifie le déséquilibre de liaison entre deux marqueurs. En 
prenant l’exemple de deux polymorphismes de génotypes respectifs A /a et B/b, le 
coefficient de corrélation se calcul comme étant : 
 𝑟 =
(𝑝𝐴. 𝑝𝐵)(𝑝𝑎. 𝑝𝑏) − (𝑝𝐴. 𝑝𝑏)(𝑝𝑎. 𝑝𝐵)
√𝑝𝐴. 𝑝𝑎. 𝑝𝐵. 𝑝𝑏
 (1.15)  
où 𝑝𝐴, 𝑝𝑎, 𝑝𝐵 et 𝑝𝑏 sont les fréquences respectives des allèles A, a et B, b (Lewontin, 1988). 
Ces deux marqueurs sont en complet déséquilibre de liaison lorsque le carré du coefficient 
de corrélation, i.e. le coefficient de détermination 𝑟2, vaut 1.  




Une conséquence de cet appariement est que l’association mise en évidence lors d’une 
étude entre un polymorphisme et un phénotype n’est pas systématiquement causative 
(Figure 1.15). Cela peut être une association indirecte et dans ce cas le marqueur observé 
est en déséquilibre de liaison avec le variant effectivement causal (Balding, 2006). Ceci 
constitue la base des analyses dites « génome entier » où les variants causaux ne seront pas 
génotypés, mais identifiés par d’autres variants en déséquilibre de liaison. 
 
Figure 1.15. Conséquences du déséquilibre de liaison (Balding, 2006). Le lien direct entre le 
phénotype et le variant causal n’a pu être détecté car ce denier n’a pas été génotypé. Une 
association a été mise en évidence avec un autre variant qui n’est pas causal, mais en déséquilibre de 
liaison avec le variant causal. 
On peut définir un haplotype représentant un bloc de marqueurs en déséquilibre de liaison 
se transmettant de génération en génération (Figures 1.16 et 1.17).  
L’ensemble de SNPs constituant un bloc haplotypique peut être résumé en un sous 
ensemble de quelques marqueurs ou « tag SNPs ». Ces tag SNPs sont considérés comme 
représentatifs d’une région du génome et leur génotypage suffit à connaître la séquence de 
toute la région (Figures 1.16). 
L’analyse en génétique des blocs haplotypiques a comme intérêt de diminuer le nombre de 
marqueurs à génotyper et le nombre de tests statistiques à effectuer. Nous montrons par la 
suite que l’exploration d’un nombre important d’associations entre des marqueurs 
génétiques et un phénotype a un impact sur la puissance des analyses. 
Il est tout de même conseillé de commencer une analyse en prenant en compte l’ensemble 
des polymorphismes (Tregouet and Tiret, 2004). Un polymorphisme peut en effet être 
retrouvé dans plusieurs blocs haplotypiques, et l’effet détecté pour ce variant est dilué dans 
les différents blocs et est donc inférieur à l’effet réel du variant pris individuellement. 





Figure 1.16. Détermination de blocs haplotypiques et tag SNPs (International HapMap Consortium, 
2003).  
a. Quatre séquences d’un même locus observées chez quatre individus. Trois variations (SNPs) sont 
observées entre les individus. 
b. Seuls quatre haplotypes formés de la combinaison de plusieurs SNPs contigus (dont les trois 
observés en a.) sont observés dans la population parmi toutes les combinaisons possibles des 20 
SNPs. 
c. Les trois tag SNPs à génotyper pour identifier les quatre haplotypes en b. et ainsi connaître la 
séquence des 20 SNPs. 
 
 
Figure 1.17. Exemple de LD plot (Shou et al., 2012). Le graphique représente les corrélations entre 
chaque combinaison de 2 SNPs. Les zones bleues et violettes présentent les plus forts déséquilibres 
et en rouge sont surlignés les tag SNPs. Dans cet exemple on observe deux blocs haplotypiques. 




1.2.2.3. Techniques d’analyses des séquences génétiques : recherche des 
mutations ponctuelles 
Il existe différentes techniques pour déterminer la séquence génétique d’un individu et 
identifier les régions de variations. Nous nous intéressons dans cette thèse aux substitutions 
nucléotidiques (SNPs), des mutations ponctuelles. Nous exposons dans ce paragraphe deux 
techniques permettant d’identifier ce type de mutation : une technique de séquençage et 
une technique de génotypage.  
La technique de réaction en chaîne par polymérase (PCR, polymerase chain reaction) permet 
d’amplifier en grand nombre des séquences d’ADN à partir d’une faible quantité d’acide 
nucléique et d’amorces spécifiques. Cette technique s’est développée à partir des années 80 
(Mullis et al., 1986) et est à l’origine des méthodes modernes de caractérisation de l’ADN, 
basées sur le séquençage ou le génotypage. Cette technique permet en effet d’obtenir 
suffisamment de matériel génétique pour l’analyse. 
Le séquençage est une méthode utilisée pour déterminer la séquence génétique exacte 
d’une portion plus ou moins longue d’ADN. La technique a été établie par Sanger en 1977 
(Sanger et al., 1977) et a évolué grâce à l’utilisation de fluorochromes (plutôt que des 
marqueurs radioactifs) et de séquenceurs automatiques. Un fragment d’ADN monobrin 
précédemment amplifié par PCR est placé dans un milieu contenant de l’ADN polymérase et 
des nucléotides (A, T G ou C) dont certains sont modifiés (didéoxynucléotides) et marqués 
avec des fluorochromes. L’ADN polymérase reconstitue alors la séquence complémentaire 
de l’ADN monobrin en incorporant de façon aléatoire les nucléotides modifiés, ce qui 
entraine un arrêt de l’élongation du brin. La lecture, par des logiciels, de la fluorescence et 
de la taille des différents fragments formés permet de reconstituer la séquence de l’ADN. En 
fonction de la région choisie, celle-ci pourra ou non inclure des polymorphismes qui seront 
alors identifiés. Cette approche ne permet d’étudier que des séquences courtes, de 800 à 
1000 bases, et n’est donc pas adaptée à l’étude d’un grand nombre de marqueurs répartis 
sur l’ensemble du génome. L’émergence de nouvelles méthodes de séquençage (Metzker, 
2010) a permis de diminuer le coût de ces techniques et ouvert la voie à des perspectives de 
marquage plus dense du génome. 
Le génotypage est quant à lui un processus permettant de déterminer le variant porté par un 
individu à une position donnée. La PCR temps réel permet de détecter la présence d’une 
mutation ponctuelle chez un individu (Lay and Wittwer, 1997). Elle se base sur le principe de 




la PCR classique : la séquence d’ADN d’intérêt, contenant la position à génotyper, est 
amplifiée et hybridée à une sonde complémentaire marquée par fluorescence. La 
fluorescence ne peut être mesurée que quand le brin d’ADN et la sonde sont hybridés. La 
force de cette hybridation est diminuée s’il y a eu substitution nucléotidique à la position 
étudiée, car la séquence de la sonde n’est pas exactement complémentaire. La température 
du milieu est augmentée progressivement lors d’une phase de fusion après la PCR. Le clivage 
entre la sonde et l’ADN est atteint à une certaine température, entrainant la diminution de 
la fluorescence. En présence de substitution nucléotidique, et parce que l’hybridation est 
moins forte, la température nécessaire au clivage est plus faible. Ainsi on peut identifier si la 
séquence contient une substitution nucléotidique grâce au profil de fluorescence en 
fonction de la température (Figure 1.18). Cette approche est relativement abordable et 
surtout simple à mettre en place grâce à des méthodes automatisées par des robots (e.g. 
thermocycleurs), mais n’informe que sur la position étudiée.  
 
Figure 1.18. Résultats obtenus après génotypages par un thermocycleur (Genotyping using the 
LightCycler® 480 System, http://lifescience.roche.com). Le graphique en bas à droite représente les 
signaux fluorescents en fonction de la température émis par la sonde. En bleu les individus sont 
homozygotes sauvages, en rouge homozygotes mutés et en vert hétérozygotes. 
C’est avec cette même approche basée sur l’hybridation de brins complémentaires que s’est 
développée la technique des puces à ADN (Lander, 1999; Lockhart et al., 1996). Dans le cas 




des puces à SNPs, des sondes spécifiques à un SNP sont fixées sur une puce en verre. 
L’avantage ici est que plusieurs centaines à milliers de sondes vont pouvoir être déposées, 
correspondant à autant de SNPs qui pourront être étudiés. L’ADN du sujet est marqué et mis 
au contact de la puce. L’hybridation de l’ADN étudié et de la sonde complémentaire pourra 
alors être mesurée par fluorescence. Ainsi on est aujourd’hui capable de génotyper chez un 
individu plusieurs centaines de milliers de SNP en une seule expérimentation. Il est possible 
aujourd’hui de concevoir des puces spécialisées, par exemple dans l’étude de gènes 
impliqués dans la pharmacocinétique des médicaments, pour des analyses plus ciblées. 
Cette révolution technologique est à l’origine de la création de projets internationaux de 
génotypages à grandes échelle, afin de constituer de grandes bases de données génétiques. 
1.2.2.4. Les bases de données génétiques 
Il existe aujourd’hui de nombreuses bases de données des variations génétiques qui 
diffèrent par la manière dont les données sont générées. 
Pour mémoire nous citons dbSNP (base de données du NCBI (Wheeler et al., 2007)) ou 
Ensembl (projet conjoint à l’European Bioinformatics Institute et au Welcome Trust Sanger 
Institute (Hubbard et al., 2007)), qui rassemblent de nombreux marqueurs génétiques, 
mutations ponctuelles ou autres, de l’Homme mais également d’autres espèces. Ces 
navigateurs ne génèrent pas eux-mêmes leurs données et sont donc dépendants des 
laboratoires de recherche qui les produisent. De plus, ils ne sont pas responsables de la 
qualité des données collectées et ces bases sont régulièrement mises à jour, certains 
marqueurs étant supprimés car artéfactuels ou bien fusionnés avec d’autres marqueurs déjà 
présents dans la base.  
D’autres projets internationaux génèrent directement leurs données et assurent leur qualité. 
Nous citons le projet 1000 Genomes (The 1000 Genomes Project Consortium, 2012) qui 
regroupe les données issues du séquençage de 1092 génomes humains chez des sujets du 
monde entier. De la même façon, le projet HapMap (www.hapmap.org, (The International 
HapMap Consortium, 2005)), débuté en octobre 2002, a pour objectif de cartographier les 
blocs de SNPs en déséquilibre de liaison et de créer une base de données publique des 
variants génétiques chez l’Homme. L’intérêt d’identifier ces haplotypes est de déterminer un 
ensemble de marqueurs (tag SNPs) à génotyper afin de connaitre des séquences de régions 
entières. Ainsi, l’identification de plusieurs centaines de milliers de SNP, sans a priori, 
répartis sur l’ensemble du génome, peut permettre l’identification indirecte d’associations 




entre un phénotype, généralement des maladies complexes, et un ou des variants causaux. 
Plusieurs millions de SNPs ont été génotypés dans le projet HapMap, et ce dans différentes 
populations ethniques. 
1.2.3. Les analyses pharmacogénétiques 
1.2.3.1. Les analyses de liaison 
Les maladies monogéniques sont causées par la présence d’une unique mutation dans la 
séquence génétique d’un individu. On les appelle également maladies mendéliennes, 
causées par un variant très rare mais associé à un effet important (Figure 1.19). Pour 
identifier le polymorphisme responsable d’une maladie monogénique, une analyse de liaison 
peut être effectuée dans une famille. On cherche alors une séquence génétique transmise 
avec la maladie d’une génération à l’autre (Risch and Merikangas, 1996). La région une fois 
identifiée est séquencée afin de détecter le variant causal. Cette approche n’est pas adaptée 
aux maladies complexes, causées par de multiples facteurs environnementaux et 
génétiques. De la même manière, on fait l’hypothèse que la variabilité des phénotypes 
PK/PD est la résultante de plusieurs facteurs à la fois génétiques et non génétiques. Les 
études d’association sont plus appropriées car plus puissantes pour ces relations PGt. 
1.2.3.2. Les études d’association génétique 
Pour identifier l’effet d’un ou plusieurs variants génétiques sur un phénotype binaire, une 
étude d’association compare la fréquence de ces variants dans une population divisée en un 
groupe cas et un groupe témoins, ou en regard de la distribution du phénotype dans la 
population lorsqu’il est continu. Un marqueur génétique est alors traité comme une 
covariable catégorielle et on cherche à expliquer une partie de la variance du phénotype, à 
l’instar d’autres types de covariables comme montré dans le paragraphe 1.1.5.1. La part de 
la variance expliquée par le polymorphisme dépend de deux facteurs, la fréquence de ce 
polymorphisme et son effet sur le phénotype (Figure 1.19). Un variant fréquent et 
présentant un effet fort sur le phénotype a tendance à expliquer une part importante de la 
variance de ce dernier et peut donc être facilement identifiable. À l’opposé, il est difficile 
d’avoir la puissance suffisante pour mettre en évidence un polymorphisme rare et associé à 
un effet limité, expliquant une faible part de la variance du phénotype. Mais ces variants 
sont cliniquement négligeables. Entre ces deux extrêmes, on peut trouver un variant ayant 
un effet fort mais affectant peu de sujets (cas des maladies monogéniques), à cause de la 
faible fréquence du polymorphisme dans la population étudiée. Ce variant au niveau de la 




population explique une faible part de la variabilité et ne peut être détecté que si la variation 
est observée chez un nombre suffisant de sujets. Enfin, un variant avec un effet limité mais 
fréquent explique néanmoins une partie non négligeable de la variance du phénotype dans 
la population. C’est l’hypothèse du common variant – common disease (Pritchard and Cox, 
2002), présumant que les maladies complexes, fréquentes, sont causées par des variations 
génétiques communes dans la population (fréquence supérieure à 5% dans la population), 
associées à des effets modérés. Ce type de variant est identifié par les études d’association 
exposées dans ce paragraphe. 
 
Figure 1.19. Identification des variants génétiques en fonction de la fréquence de l’allèle mineur 
représentée en abscisse, et de la taille de l’effet associé à celui-ci représenté en ordonnée et exprimé 
en odds ratio (Manolio et al., 2009). 
La conception de ces études d’association et les résultats qui en sont issus peuvent varier en 
fonction du mode de sélection des sujets et du nombre de polymorphismes étudiés. 
Pour la sélection des sujets d’une étude PGt, une première approche consiste à les 
sélectionner selon leur génotype, afin d’assurer une bonne représentation des différentes 
sous-populations génétiques (Comets et al., 2007), notamment des homozygotes mutés 
dont la fréquence dans la population est plus limitée (Verstuyft et al., 2003). Cette approche 
garantit une puissance suffisante pour mettre en évidence une relation entre le phénotype 
et le polymorphisme utilisé comme critère d’inclusion, mais seul un nombre limité de 
polymorphismes peut être étudié. De plus une hypothèse mécanistique forte est faite sur le 
lien entre le polymorphisme testé et le phénotype, et on peut alors ne pas détecter d’autres 




relations. Les analyses PGt peuvent également être incluses dans des essais plus larges 
conçus pour d’autres objectifs (e.g. étude PK/PD), en génotypant systématiquement les 
sujets inclus dans l’essai. Elles ont comme avantage de pouvoir étudier un très grand 
nombre de polymorphismes quand elles sont associées à des méthodes de génotypage 
comme une puce à ADN. Ici l’étude de la pharmacogénétique se fait sans a priori, i.e. en 
aveugle de tout lien entre les polymorphismes et le phénotype d’intérêt. Dans ce cas la 
distribution des sous-populations ne peut être contrôlée lors de l’inclusion des sujets et est 
donc dépendante de la fréquence du polymorphisme dans la population. Dans cette thèse 
nous ne considérons que cette seconde approche avec un génotypage a posteriori des 
études PK. 
Le nombre de polymorphismes étudiés permet de diviser les études PGt en trois catégories : 
les études basées sur une approche « polymorphismes candidats », celles basées sur une 
approche « gènes candidats » et enfin les études basées sur une approche « génome 
entier ». Les études polymorphismes et gènes candidats impliquent des gènes sélectionnés a 
priori selon leur fonctionnalité. Dans l’approche polymorphismes candidats un seul gène est 
étudié et donc seuls un à quelques polymorphismes sont identifiés. Tandis que dans 
l’approche gènes candidats, plusieurs gènes sont étudiés et quelques dizaines à centaines de 
polymorphismes présents sur ces gènes sont génotypés. Ainsi ces deux approches s’avèrent 
être une bonne méthode lorsque le lien mécanistique entre la génétique et le phénotype est 
déjà connu. C’est notamment le cas en pharmacocinétique où l’on connait les protéines, et 
donc les gènes, impliqués dans le métabolisme et le transport des médicaments. Le risque 
avec cette approche est d’étudier un trop faible nombre de gènes, et donc de ne pas 
identifier un variant causal. Par ailleurs en raison du nombre de sujets trop limité, les études 
basées sur une approche gènes candidats manquaient souvent de puissance statistique pour 
détecter des polymorphismes causaux (Dichgans and Markus, 2005; Zondervan and Cardon, 
2007). Mais la bonne connaissance des candidats dans le cadre des études PGt laisse penser 
qu’elles fourniraient de meilleurs résultats que les études d’association génome entier. Ces 
analyses génome entier ont vu le jour en 2005 avec la première étude s’intéressant à un 
grand nombre de variants génétiques dénommée GWAS pour Genome-Wide Association 
Studies (Klein et al., 2005). Cette approche a été rendue possible par le développement des 
méthodes de génotypages (puces à ADN) et de projets internationaux comme 1000 
Genomes ou HapMap. Du fait du très grand nombre d’associations testées dans ce type 




d’étude et donc de la nécessité de corriger le seuil de significativité pour tests multiples, il 
est difficile de mettre en évidence une relation entre un variant génétique et un 
polymorphisme. Ces études requièrent un nombre très important de sujets (souvent 
plusieurs milliers) et nécessitent donc des collaborations internationales (McCarthy et al., 
2008). De plus ces GWAS, qui utilisent des puces à ADN et donc des variants fréquents, ne 
peuvent mettre en évidence que des variants causaux dont la fréquence dans la population 
est élevée (Figure 1.19). Enfin ces études nécessitent la mise en place de nouvelles études 
confirmatoires (études de réplication) sur des cohortes indépendantes afin d’éviter de 
conclure à une association faussement positive (McCarthy et al., 2008). Toutefois ces études 
de réplication devraient être effectuées également pour les études n’entrant pas dans le 
cadre des GWAS, ce qui n’est à l’heure actuelle pas fait systématiquement. 
1.2.3.3. Méthodes d’analyses en étude d’association 
L’analyse statistique de l’effet de plusieurs polymorphismes sur un phénotype repose sur 
l’utilisation de modèles où chaque variant génétique est associé à un coefficient d’effet 
reflétant son lien avec le phénotype. Dans le cadre des associations PGt, les phénotypes 
PK/PD étudiés sont généralement continus (e.g. la glycémie dans le diabète pour la 
pharmacodynamie, ou les paramètres PK exposés précédemment), un modèle linéaire est 
alors utilisé. Les associations entre le phénotype et les polymorphismes génétiques sont 
quantifiées par régressions linéaires univariées et/ou multivariées. De nombreuses 
approches ont été développées en génétique sur la base de ces modèles linéaires. Nous 
exposerons dans ce paragraphe les régressions linéaires classiques où les coefficients 
d’effets sont d’abord estimés, puis un test est utilisé pour sélectionner les polymorphismes 
ayant un effet significatif. Puis nous nous intéresserons aux régressions pénalisées où les 
coefficients d’effets sont estimés et les polymorphismes sélectionnés en une seule étape. 
Enfin nous parlerons de la correction pour tests multiples, le grand nombre de 
polymorphismes étudiés avec ces approches étant à l’origine d’une inflation de l’erreur de 
type I. 
De manière usuelle, un modèle linéaire s’écrit sous la forme : 
 𝑌 = 𝑎 + 𝛣𝑋 + 𝜖 (1.16)  
où 𝑌 correspond à la variable réponse (le phénotype), 𝑋 au vecteur des variables 
explicatrices (les SNPs), 𝑎 l’intercept fixé à 0 pour simplifier le formalisme dans la suite du 




texte, 𝐵 le vecteur des coefficients d’effet associés aux variables explicatrices et 𝜖 le terme 
d’erreur, supposée suivre une loi normale. En faisant varier les valeurs prises par les variants 
𝑋, il est possible de tester différents modèles génétiques (exposés au paragraphe 1.2.2.1). 
Ainsi on code les variables 𝑋 {0, 1, 2} pour un modèle additif, {0, 1, 1} pour un modèle 
dominant et {0, 0, 1} pour un modèle récessif; respectivement pour un homozygote sauvage, 
un hétérozygote et un homozygote muté. 
Classiquement, on estime les différents coefficients d’effet ?̂? en cherchant à minimiser le 
terme des moindres carrés : 







) (1.17)  
où 𝑦𝑖 représente l’observation chez le sujet 𝑖 (𝑖 = 1,… ,𝑁)), 𝛽𝑗 le coefficient d’effet associé à 
la jème (𝑗 = 1,… , 𝑝) variable 𝑥𝑖𝑗. 
Le principe de l’approche pas à pas, que nous nommons « stepwise procedure » dans 
l’ensemble de la thèse, est d’effectuer une régression univariée sur chaque variable à tester 
et de ne conserver que la variable la plus significative. Les variables restantes sont de 
nouveau testées, avec ajustement sur la variable conservée à l’étape précédente, en 
univarié et de nouveau seule la variable la plus significative est conservée dans le modèle, et 
ainsi de suite jusqu’à ce que plus aucune variable ne soit significative. Lehr (Lehr et al., 2010) 
a adapté cette procédure au cas des analyses PGt dans les MNLEM. L’algorithme proposé 
tient compte à chaque itération du déséquilibre de liaison entre les variants génétiques. 
Ainsi, après chaque étape de régression univariée, lorsque deux SNPs significatifs sont 
corrélés (𝑟2 > 0.8, équation 1.15), seul le plus significatif est conservé dans le modèle. 
Les approches basées sur une régression pénalisée sont des méthodes multivariées où tous 
les coefficients d’effets associés aux variables sont estimés et l’effet de ces variables testé en 
une seule étape, résultant directement en un modèle final. Nous nous sommes intéressés à 
trois méthodes : la régression ridge, le Lasso et l’HyperLasso. Dans ces trois méthodes, les 
estimations des coefficients d’effet sont contraintes par une fonction de pénalisation 𝑃, qui 
diffère d’une méthode à l’autre : 
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La régression ridge impose une pénalité sur la taille des coefficients d’effet pour réduire 
l’erreur de prédiction (Hoerl and Kennard, 1970). Pour cela elle minimise le terme des 
moindres carrés, pénalisé par la norme 𝐿2, i.e. la somme des carrés des coefficients d’effet : 




 (1.19)  
où ∑ 𝛽𝑗
2𝑝
𝑗=1 est la norme 𝐿2 et 𝛿 un paramètre de régulation de la pénalisation dont les 
résultats sont dépendants de la valeur. Ce paramètre 𝛿 est positif. Lorsqu’il est égal à 0, cela 
revient à une régression multivariée classique. En augmentant la valeur de 𝛿, la pénalisation 
augmente et les valeurs prises par les coefficients d’effet sont réduites. Pour déterminer la 
valeur optimale de ce paramètre de régulation en fonction des données de l’analyse, une 
procédure automatique a été développée dans le logiciel R (Cule and De Iorio, 2013; R 
Development Core Team, 2012). La régression ridge permet d’estimer un modèle en 
présence de variables fortement corrélées. Cette approche ne permet pas la sélection des 
variables et l’obtention d’un modèle final parcimonieux, mais elle peut être couplée à une 
méthode de sélection basée sur une extension du test de Wald (Cule et al., 2011) pour ne 
sélectionner que les variables significatives. 
Le Lasso minimise également le terme des moindres carrés (Tibshirani, 1994), pénalisé cette 
fois ci par la norme 𝐿1, i.e. la somme des valeurs absolues des coefficients d’effet : 
 𝑃𝐿(𝜉) = 𝜉∑|𝛽𝑗|
𝑝
𝑗=1
 (1.20)  
où ∑ |𝛽𝑗|
𝑝
𝑗=1  est la norme 𝐿1 et 𝜉 un nouveau paramètre de régulation. Plusieurs méthodes, 
comme la cross-validation, peuvent être utilisées pour fixer la valeur du paramètre de 
régularisation. Nous utilisons dans ces travaux une méthode qui permet de calculer ce 
paramètre en fonction du nombre de sujets (𝑁) et de l’erreur de type I par test 𝛼, en faisant 
l’hypothèse de conditions asymptotiques :  






 (1.21)  
où 𝛷−1 est l’inverse de la fonction de distribution de la loi normale et 𝜎 l’erreur standard du 
phenotype (égale à 1 si le phénotype est standardisé). Le développement de cette formule 
peut être trouvé dans (Bertrand et al., 2015). L’avantage de cette approche comparée à la 
régression ridge, est que la pénalisation permet de contraindre les effets peu importants à 




s’annuler, résultant ainsi en une sélection de variables, sans test, et en l’obtention d’un 
modèle parcimonieux. Le désavantage de cette méthode est que le nombre de variables 
sélectionnées dans le modèle est limité par le nombre d’observations, i.e. le nombre de 
sujets (Verzelen, 2012). Cela peut poser problème dans le cas d’études où un très grand 
nombre de variants génétiques est testé (GWAS). De plus cette méthode a tendance, en 
présence de variables corrélées, à choisir une variable arbitrairement et à estimer l’effet 
associé aux autres variants à 0. Un algorithme de sélection de covariables dans les MNLEM 
basé sur la méthode Lasso est implémenté dans le programme PsN (Lindbom et al., 2005, 
2004; Ribbing et al., 2007). 
L’HyperLasso est une méthode récente (Hoggart et al., 2008) dérivée du Lasso. Elle utilise 
une autre forme de pénalisation dépendant de deux paramètres, un paramètre de forme 𝜆 
et un paramètre d’échelle 𝛾 : 









] (1.22)  
où D est une fonction parabolique cylindrique (Gradshteyn and Ryzik, 1980). Pour 
déterminer les valeurs des paramètres de pénalisation 𝜆 et 𝛾, il est nécessaire de fixer un 
des paramètres, usuellement 𝜆, pour calculer l’autre. Il a été démontré que fixer le 
paramètre de forme 𝜆 à 1 permettait d’estimer des distributions de coefficients d’effet plus 
réalistes (Vignal et al., 2011). Le paramètre d’échelle 𝛾 peut alors être calculé selon la même 


















 (1.23)  
La pénalisation utilisée dans ces approches peut être considérée, d’un point de vue 
bayésien, comme une loi a priori appliquée sur la distribution des coefficients d’effet. La 
régression ridge utilise un a priori Gaussien qui ne permet pas d’annuler des coefficients. Le 
Lasso utilise une distribution a priori Double Exponentielle (DE) qui pénalise tous les 
coefficients avec la même amplitude, annulant les effets les plus faibles (Figure 1.20). 
L’HyperLasso utilise une distribution a priori Normal Exponentiel Gamma (NEG) qui a 
l’avantage de présenter un pic resserré autour de 0, favorisant l’élimination des variables 
ayant un effet faible et donc un modèle parcimonieux, et une queue de distribution large. 
Cette loi permet de pénaliser moins sévèrement les effets les plus importants (Figure 1.20). 




Ainsi plus le paramètre de forme sera faible et plus le pic de la distribution sera resserré 
autour de 0, résultant en la sélection de peu de SNPs corrélés. L’HyperLasso semble montrer 
un avantage dans les études où un très grand nombre de variants génétiques est étudié. 
 
Figure 1.20. Distribution a priori des méthodes Lasso (DE) et HyperLasso (NEG) en fonction du 
paramètre de forme λ (Hoggart et al., 2008). La méthode Lasso avec son a priori DE représenté en 
noir pénalise tous les variants avec la même intensité, tandis que l’a priori NEG de la méthode 
HyperLasso représenté en rouge, vert et bleu pénalise plus fortement les faibles coefficients. Plus le 
paramètre de forme de la distribution NEG est faible et plus cette dernière est resserrée autour de 0 
avec une queue large comme représenté en rouge, à l’inverse avec un paramètre de forme très 
élevé, la distribution NEG représentée en bleu tend vers la distribution DE représentée en noir, et 
donc la méthode HyperLasso tend vers la méthode Lasso. 
Nous l’évoquions précédemment, l’analyse de données génétiques peut amener à tester un 
grand nombre d’associations sur un même phénotype. Cette multiplicité des tests conduit à 
une inflation de l’erreur de type I, correspondant à la probabilité de conclure à une 
association significative alors que celle-ci ne l’est pas. On fixe généralement cette erreur de 
type I à 5% mais on peut également choisir une probabilité plus faible (e.g. 1%) lorsque l’on 
veut s’assurer de la significativité de l’association mise en évidence, ou au contraire une 
probabilité plus importante (e.g. 20%) dans le cas d’analyses exploratoires où l’on cherche à 




générer des hypothèses. Cette erreur de 5% correspond à un seul test. Le Family Wise Error 
Rate (FWER) est la probabilité de détecter au moins un faux positif, i.e. une association 
faussement significative, lorsque plusieurs tests sont effectués. Cette erreur de type I globale 
est alors égale à : 
 𝐹𝑊𝐸𝑅 =  1 − (1 − 𝛼)𝑁𝑡 (1.24)  
où 𝛼 représente l’erreur de type I pour un test et 𝑁𝑡 le nombre de tests. Dans ce cas le 
risque global de conclure à tort à une association significative augmente (Huque and Sankoh, 
1997), comme représenté dans la Figure 1.21. 
 
Figure 1.21. Erreur de type I globale (FWER) représentée par la courbe bleue, et erreur de type I par 
test (𝛼) représentée par la courbe rouge, exprimées en pourcentage en fonction du nombre de tests. 
Pour une erreur 𝛼 fixée à 20% pour chaque test, sans correction, on observe une inflation de l’erreur 
de type I globale FWER avec le nombre de tests. 
Le principe des analyses statistiques fréquentistes est de conclure à l’association entre une 
variable d’intérêt et une variable descriptive si la valeur p (ou p-value), i.e. la probabilité que 
l’hypothèse nulle selon laquelle il n’y a pas d’association soit vérifiée, est inférieure à un 
seuil égal à l’erreur 𝛼. Plusieurs méthodes de correction pour tests multiples ont été 
développées. Nous évoquons dans cette thèse deux méthodes basées sur une correction de 
la valeur p. La méthode de Bonferroni (Bland and Altman, 1995) consiste à réaliser les tests 
avec un seuil de significativité corrigé pour qu’au final l’erreur au niveau global FWER 
atteigne la valeur souhaitée (e.g. 20%).  




En supposant que les tests sont indépendants, l’erreur de type I par test corrigée par la 
méthode de Bonferroni est la suivante : 
 𝛼𝐵𝑜𝑛𝑓𝑒𝑟𝑟𝑜𝑛𝑖 = 
𝐹𝑊𝐸𝑅
𝑁𝑡
 (1.25)  
L’autre méthode est celle de Šidák (Šidák, 1967) où, sur le même principe, on calcule l’erreur 
de type I par test en fonction du nombre de tests à effectuer d’après la formule (Figure 
1.22) : 
 𝛼Š𝑖𝑑á𝑘 = 1 − (1 − 𝐹𝑊𝐸𝑅)
1
𝑁𝑡⁄  (1.26)  
Ces deux méthodes donnent des seuils très proches pour un faible nombre de tests. Lorsque 
ce nombre est plus élevé, la méthode de Bonferroni est plus conservatrice. 
 
Figure 1.22. Erreur de type I globale (FWER) représentée par la courbe bleue, et erreur de type I par 
test (𝛼) représentée par la courbe rouge, exprimées en pourcentage en fonction du nombre de tests. 
Pour une erreur globale FWER cible de 20%, l’erreur de type I par test 𝛼, corrigée avec la méthode de 
Šidák, diminue avec le nombre de tests. 
On comprend ainsi le manque de puissance qui peut être observé dans les études en 
génétique et notamment dans les GWAS. La méthode de Bonferroni est la plus utilisée et 
conduit à des seuils de significativité très bas (< 5.10-8) du fait du nombre extrêmement 
important d’associations testées. Ainsi, seules des associations avec un effet très important 
et incluant des variants très fréquents (Figure 1.19), sont mises en évidence dans ces études. 
Pour atteindre la puissance nécessaire à la mise en évidence de relations moins importantes, 




il faudrait inclure dans ces études des cohortes de plusieurs milliers de sujets, ce qui est 
difficilement réalisable en pratique dans des études PK/PD (Hong and Park, 2012). 
1.2.4. La pharmacogénétique en pratique clinique  
L’intérêt d’étudier la pharmacogénétique des médicaments lors de son développement 
clinique, ou après sa mise sur le marché, est d’identifier des facteurs génétiques liés à la 
variabilité dans la réponse aux traitements, aboutissant à des recommandations d’usage. La 
génétique d’un patient est alors un facteur à prendre en compte dans l’individualisation du 
traitement. Les modèles PK/PD sont un des outils d’aide à la prise de décision dans le cadre 
de la médecine personnalisée et en fonction des données disponibles pour le patient, deux 
approches d’individualisation du traitement sont envisageables : une adaptation a priori et 
une adaptation a posteriori par une approche bayésienne. 
L’adaptation a posteriori reprend la même méthodologie que celle utilisée pour l’estimation 
des paramètres individuels après une analyse de population (expliquée au paragraphe 
1.1.5.3). Cette approche nécessite d’avoir administré le médicament au patient pour estimer 
les paramètres PK individuels par une méthode bayésienne à l’aide des distributions a priori 
du MNLEM et des concentrations mesurées après administration. Grâce aux paramètres 
individuels, les concentrations suivantes peuvent être prédites afin de réajuster la dose pour 
obtenir l’exposition et l’effet souhaité. L’adaptation a priori est utilisée en amont de la mise 
en place du traitement, alors qu’aucune information sur les concentrations du médicament 
chez le patient n’est disponible. Les caractéristiques physiologiques et/ou biologiques sont 
utilisées pour imputer les covariables présentes dans le modèle afin de prédire les valeurs 
des paramètres du modèle propres à l’individu. Par exemple un modèle décrivant la 
pharmacocinétique du carboplatine, un anticancéreux, a été développé et démontrait 
l’association entre la clairance du produit et quatre covariables (âge, poids, sexe, 
créatininémie). Ainsi, à partir des données du patient pour ces quatre variables, la clairance 
du carboplatine peut être prédite et la dose optimale pour atteindre l’exposition souhaitée 
calculée comme étant 𝐷𝑜𝑠𝑒 = 𝐴𝑈𝐶 × 𝐶𝐿, où AUC prend une valeur cible (Chatelut et al., 
1995). Cette approche a l’avantage d’être effectuée avant toute administration du 
traitement, ainsi le patient n’est pas exposé à des doses inappropriées (inefficaces ou 
toxiques). La pharmacogénétique s’inscrit dans cette approche a priori, le traitement étant 
ajusté grâce à l’information sur les covariables génétiques du patient.  




De nombreuses analyses pharmacogénétiques ont été publiées ces dernières années, 
certaines associations se traduisant au niveau clinique par des recommandations d’usage 
(Becquemont et al., 2011; Sim and Ingelman-Sundberg, 2011). 
Un premier exemple marquant associant des polymorphismes génétiques à un risque de 
toxicité concerne l’abacavir, un traitement utilisé dans l’infection au VIH et induisant des 
phénomènes d’hypersensibilité chez 5% des patients traités. Une très large étude 
pharmacogénétique internationale (de pratiquement 2000 patients), a été réalisée en 2008 
(Mallal et al., 2008). Elle a montré qu’en identifiant et excluant les patients porteurs de 
l’allèle HLA-B*5701, la totalité des syndromes d’hypersensibilité liés au traitement 
disparaissait. La recherche de l’allèle HLA-B*5701 est aujourd’hui requise par l’EMA et 
fortement recommandée par la FDA avant la mise sous abacavir des patients. Il a été 
démontré l’efficacité en matière de coûts de ce test génétique en pratique clinique (Kauf et 
al., 2010) et une augmentation de la prescription d’abacavir a été observée avec sa mise en 
place (Ingelman-Sundberg, 2008). Ceci montre que l’obligation de tests génétiques ne doit 
pas être vue comme un point négatif, notamment par l’industrie pharmaceutique.  
 
Figure 1.23. Illustration de la relation génotype-phénotype (Eichelbaum et al., 2006).  
a. En haut les différents allèles du gène TPMT et en bas la distribution de l’activité de TPMT dans la 
population en fonction des allèles portés (wt : allèle sauvage, m : allèle muté). Les mutations 
sont responsables d’une diminution de l’activité de l’enzyme TPMT. 
b. Taux de nucléotides thioguanine (TGN) et fréquences de survenue de toxicité en fonction du 
génotype lorsque celui-ci n’est pas pris en compte dans le choix de la dose de thiopurine 
administrée aux patients. 
c. Taux de nucléotides thioguanine (TGN) et fréquences de survenue de toxicité en fonction du 









Un autre exemple illustrant l’association entre une variation génétique et la probabilité de 
survenue de toxicités concerne le gène TPMT codant pour la thiopurine S-methyltransférase, 
une enzyme responsable du métabolisme des médicaments de la famille des thiopurines 
(azathropine, mercaptopurine, thioguanine). Cet exemple permet d’illustrer l’intérêt de 
l’individualisation des traitements selon le génotype (Figure 1.23). Différents 
polymorphismes sont responsables d’une diminution de l’activité de l’enzyme TPMT. Ainsi 
lorsqu’une même dose de thiopurine est administrée aux patients, indifféremment du 
génotype pour le gène TPMT, les hétérozygotes présentent des taux de nucléotides 
thioguanine (TGN) deux fois plus élevés que les homozygotes sauvages et des taux 10 fois 
plus élevés sont retrouvés chez les homozygotes mutés. Ce qui se traduit par des fréquences 
de toxicité significativement plus élevées chez les porteurs d’un ou deux allèles mutés. À 
l’inverse, lorsque la dose est adaptée en fonction du génotype de TPMT des concentrations 
similaires de TGN sont retrouvées dans les différentes sous-populations génétiques. La 
probabilité de survenue de toxicité chez les hétérozygotes et les homozygotes mutés se 
ramène alors à celle des homozygotes sauvages (Eichelbaum et al., 2006). 
Dans ces premiers exemples le polymorphisme était associé à un effet indésirable. De 
nombreux liens PGt ont également été révélés sur l’efficacité des traitements, notamment 
en oncologie. L’EMA a rendu obligatoire la détection d’une mutation du gène activant les 
récepteurs à l’EGF (Epidermal Growth Factor Receptor, EGFR) chez les patients présentant un 
stade avancé de cancer du poumon non à petites cellules avant la mise sous géfitinib. Cette 
mutation est en effet liée à une augmentation de la médiane de survie de 10 à 27 mois chez 
ces patients (Rosell et al., 2009). Tandis que d’autres mutations, notamment la mutation 
rs121434569 (mutation T790M pour la protéine), sont associées à une résistance au géfitinib 
(Yoshida et al., 2010) et une alternative thérapeutique doit être trouvée pour ces patients. 
Le test pharmacogénétique permet ici d’identifier les patients susceptibles de mieux 
répondre aux traitements. Toujours dans le domaine de l’oncologie, le tamoxifène est un 
traitement donné aux femmes atteintes d’un cancer du sein hormonodépendant. Plusieurs 
polymorphismes responsables d’une diminution ou d’une perte de fonction du CYP2D6 ont 
été associés à une diminution de la réponse (Schroth et al., 2009). Le CYP2D6 est 
responsable de la transformation du tamoxifène, une prodrogue inactive, en son métabolite 
actif, l’endoxifène, ayant une affinité 100 fois plus grande pour la cible, le récepteur aux 
œstrogènes (Estrogens Receptor, ER). Cet exemple met en évidence le lien PK/PD et montre 




l’importance de l’impact de la génétique sur cette relation. Dans une autre aire 
thérapeutique, un lien a été mis en évidence entre un polymorphisme du gène SLCO1B1 
codant pour le transporteur OATP1B1 et les myopathies induites par simvastatine, un 
traitement hypocholestérolémiant de la famille des statines. Le transporteur OATP1B1 est 
notamment responsable de l’entrée des statines dans les cellules hépatiques (Kalliokoski and 
Niemi, 2009). Cette association a été mise en évidence dans une étude GWAS où 316184 
marqueurs ont été étudiés chez 85 sujets présentant des myopathies et 90 sujets contrôles 
prenant de la simvastatine, et confirmée dans une étude de réplication incluant 16664 
patients (SEARCH Collaborative Group et al., 2008). L’association a été faite avec un 
marqueur observé mais non causal (rs4363657) en fort déséquilibre de liaison avec le 
marqueur causal rs4149056, tous les deux positionnés sur le gène SLCO1B1. Bien que plus de 
60% des myopathies induites par simvastatine soit attribuées à ce polymorphisme, la faible 
incidence de cet effet indésirable (1.5 à 5% (Joy and Hegele, 2009)) rend un test génétique 
de routine inefficace en matière de coûts. 
Dans le cas d’associations mises en évidence sur des données PK, l’exemple le plus connu est 
celui de la warfarine, dont la dose à l’initiation du traitement est dépendante de plusieurs 
facteurs génétiques. Deux allèles sont responsables de la perte de fonction du CYP2C9, 
responsable du métabolisme de la warfarine, et sont donc à l’origine de surdosage (Aithal et 
al., 1999). Un autre polymorphisme, cette fois-ci lié à l’effet du traitement, a été mis en 
évidence sur le gène VKORC1 codant pour la cible de la warfarine (Rieder et al., 2005). 
Différents algorithmes ont été développés pour déterminer la dose initiale optimale à 
administrer aux patients, basés sur des facteurs cliniques et génétiques (International 
Warfarin Pharmacogenetics Consortium et al., 2009). Il est intéressant de voir que ces 
algorithmes ne sont pas toujours applicables lorsque la population change, du fait que les 
fréquences des polymorphismes varient en fonction de l’origine ethnique. Ainsi un 
algorithme développé sur une population caucasienne britannique (Sconce et al., 2005) 
montrait de faibles performances lorsqu’appliqué à la population brésilienne (Botton et al., 
2011; Suarez-Kurtz, 2011), connu pour sa très grande diversité ethnique et génétique 
(Suarez-Kurtz, 2010). Un autre exemple est celui de l’éfavirenz, une molécule antirétrovirale 
utilisée pour le traitement de l’infection par VIH, pour laquelle des polymorphismes du 
CYP2B6 ont été associés à une diminution de sa clairance (Bertrand et al., 2014). Ainsi, les 
patients porteurs de ces polymorphismes ont en moyenne des concentrations plus élevées 




de médicament et un risque potentiellement plus élevé de toxicités. À ce jour aucune 
identification de ces polymorphismes n’est demandée avant l’instauration du traitement 
(Résumés des caractéristiques du produit, ANSM, mise à jour le 10/01/2014). De même, cinq 
polymorphismes, tous marqueurs du gène SLCO1B1, codant le transporteur OATP1B1, ont 
été associés à une variation de la clairance du méthotrexate dans le traitement des 
leucémies aiguës lymphoblastiques chez l’enfant (Treviño et al., 2009). Les variations du 
gène SLCO1B1 permettaient d’expliquer 9.3 à 11.3% de la variabilité interindividuelle de la 
clairance selon la cohorte étudiée. Cette association confirmée dans une autre étude (Lopez-
Lopez et al., 2011) n’a, à ce jour, pas abouti à des recommandations d’usage. Enfin, toujours 
dans l’étude des associations entre les polymorphismes du gène SLCO1B1 et la clairance du 
méthotrexate, une étude a montré que ce sont les variants les moins fréquents de SLCO1B1 
dans la population étudiée qui expliquaient la plus grande partie de la variabilité d’origine 
génétique du phénotype (Ramsey et al., 2012).  
1.2.5. La pharmacogénétique dans le développement du médicament 
1.2.5.1. Le développement clinique d’un candidat médicament 
Le développement clinique d’un médicament se décompose en quatre phases. Sur les 
milliers de molécules identifiées à l’étape de recherche, seule une dizaine sont encore en 
développement à cette étape. Elles sont sélectionnées sur des modèles in vitro, ex vivo et in 
vivo (chez l’animal lors du développement préclinique). Parmi les dix candidats 
médicaments, un seul passera avec succès par toutes les phases du développement clinique 
jusqu’à l’obtention de l’autorisation de mise sur le marché (AMM).  
Les phases du développement cliniques sont différentes en matière d’objectifs ou de 
population étudiée. De plus, pour l’étude de la pharmacocinétique chez l’Homme, la 
quantité de données disponible varie d’une phase à l’autre. La phase I est la première 
administration du candidat médicament chez l’Homme et se fait généralement chez des 
volontaires sains (sauf exception, e.g. en oncologie) afin d’évaluer la tolérance du 
traitement. Un nombre limité de sujets est inclus (moins de 100 sujets) avec des critères 
d’inclusion homogènes, afin de limiter la variabilité interindividuelle. Les doses de 
médicament sont augmentées progressivement en administration unique puis en 
administrations répétées. L’étude de la pharmacocinétique est un autre objectif de ces 
études de phase I où de nombreux prélèvements sont généralement effectués. La 
pharmacocinétique est alors analysée par NCA ou par régression non linéaire et la variabilité 




des processus ADME est estimée par des approches en deux étapes ou au travers de 
modèles mixtes. C’est généralement au cours des études de phase II que le médicament est 
administré pour la première fois chez le malade, afin de montrer son efficacité 
thérapeutique (preuve de concept). Ce sont des essais de tailles réduites (100 à 500 
patients) afin de conserver une homogénéité de la réponse. Les données récoltées à cette 
étape permettent d’évaluer la relation dose - concentrations - effets (PK/PD) pour 
notamment déterminer la dose optimale (étude de recherche de dose (Food and Drug 
Administration (FDA), 2003)), i.e. la dose associée à la plus grande efficacité thérapeutique 
avec le moins d’effets indésirables. Il y a donc encore, lors des essais de phase II, des 
prélèvements afin d’étudier la pharmacocinétique du médicament, mais le nombre de 
prélèvements est généralement limité. À cette étape les analyses PK individuelles et par 
extension les approches en deux étapes, qui requièrent de nombreux prélèvements par 
sujet, ne sont plus utilisables, à l’inverse de l’analyse par modèles mixtes. Les études de 
phase III servent à comparer le médicament en développement à un traitement de référence 
ou un placebo, et à confirmer la dose choisie pour le médicament. Ces essais tendent à se 
rapprocher des conditions réelles et incluent donc un très grand nombre de patients (500 à 
5000), pour étudier l’efficacité du produit dans des conditions plus hétérogènes. Ces essais 
ne sont pas conçus pour l’étude de la pharmacocinétique et généralement très peu de 
données PK sont disponibles. Néanmoins les données PK en phase III sont très intéressantes 
pour étudier notamment l’effet des covariables, du fait du grand nombre de sujets. Après 
obtention de l’AMM et commercialisation du médicament, de nouveaux essais pourront être 
mis en place pour notamment évaluer une nouvelle formulation ou une nouvelle indication 
thérapeutique (phase IIIb). 
1.2.5.2. Recommandations EMA/FDA pour l’intégration des analyses 
pharmacogénétiques dans le développement clinique des médicaments 
L’EMA et la FDA ont publié des recommandations sur l’utilisation de la pharmacogénétique 
dans le développement de nouvelles entités chimiques, et notamment lors des études 
pharmacocinétiques. L’EMA donnait en 2012 (European Medicines Agency (EMA), 2012) les 
situations où l’étude de la pharmacogénétique dans le développement clinique est requise 
ou recommandée, la distinction étant faite sur l’implication (en pourcentage) de l’enzyme ou 
transporteur polymorphique dans la pharmacocinétique de la nouvelle molécule. Pour 
résumé, ces situations sont les suivantes : lorsque les études in vitro ou in vivo précédentes 




ont montré que des enzymes du métabolisme ou des transporteurs connus pour être 
polymorphiques représentent une voie importante de l’élimination ou de la distribution du 
médicament; ou lorsqu’une forte variabilité interindividuelle est observée et ne peut être 
expliquée par d’autres facteurs. L’EMA a également publié un arbre décisionnel sur la mise 
en place d’analyse PGt dans le développement clinique. Ces analyses doivent être faites au 
plus tôt dans le développement clinique, dès la phase I si une enzyme polymorphique est 
impliquée dans le métabolisme du médicament (Figure 1.24a). L’EMA recommande de 
continuer les génotypages dans les études suivantes, incluant les études de phase II et phase 
III, pour augmenter les données supportant de possibles recommandations d’usage du 
médicament. Si une association entre un ou plusieurs marqueurs génétiques et la variabilité 
PK est mise en évidence, un ajustement de la dose en fonction du génotype est recommandé 
pour les études suivantes (Figure 1.24b). Si l’intérêt d’étudier la pharmacogénétique d’une 
nouvelle molécule se révèle plus tardivement, par la mise en évidence d’une nouvelle 
enzyme ou transporteur polymorphique impliqué dans la pharmacocinétique du 
médicament ou par l’observation d’outliers (données individuelles largement séparées du 
groupe principal de données), l’étude de la pharmacogénétique est alors recommandée 
pour les essais suivants (Figure 1.24a). Dans ce cas l’utilisation d’une approche gènes 
candidats incluant un grand nombre de marqueurs génétiques est intéressante pour mettre 
en évidence une relation jusque-là non observée entre la génétique et la PK. 
La FDA (Food and Drug Administration) a également émis des recommandations sur 
l’utilisation de la pharmacogénétique dans le développement clinique (Food and Drug 
Administration (FDA), 2013), centrées sur les phases précoces du développement (phase I et 
phase II). Les situations où l’étude de la pharmacogénétique est recommandée sont 
similaires à celles de l’EMA. La FDA met, de surcroit, en avant l’intérêt de l’étude précoce de 














Figure 1.24. Arbre de décisions recommandé par l’EMA dans le cadre des analyses 
pharmacogénétiques dans les études pharmacocinétiques, lors du développement du médicament 
(Maliepaard et al., 2013). 




1.2.5.3. Données de la littérature sur les analyses pharmacogénétiques dans les 
études pharmacocinétiques 
Une revue de la littérature a permis de faire le point sur la méthodologie utilisée pour les 
analyses PGt dans les études PK. Les résultats de cette revue ont été publiés en introduction 
des premiers travaux présentés dans le chapitre 4.  
Cette revue faite à partir des publications rassemblées dans la base Pubmed était limitée aux 
articles publiés en anglais entre le 1er janvier 2010 et le 31 décembre 2012 sur des essais 
cliniques. 85 publications ont été sélectionnées à partir de deux chaînes de mots clés 
distinguant les analyses PGt basées sur des phénotypes estimés par NCA ou par modélisation 
(Figure 1.25). 
 
Figure 1.25. Diagramme de sélection des publications pour la revue. 
Recherche « NCA » : (((((polymorph* OR genetic* OR pharmacogenet*[Title/Abstract])) AND (pharmacokinet* 
AND concentration*[Title/Abstract])) AND (non-compartment* OR noncompartment* OR NCA OR 
AUC*[Title/Abstract])) AND Clinical Trial[ptyp] AND hasabstract[text] AND ( "2010/01/01"[PDat] : 
"2012/12/31"[PDat] ) AND Humans[Mesh] AND English[lang])  
Recherche « modélisation » : (((((polymorph* OR genetic* OR pharmacogenet*[Title/Abstract])) AND 
(pharmacokinet* AND concentration*[Title/Abstract])) AND (“population PK” OR “population 
pharmacokinetic” OR model* OR nonlinear OR non-linear OR mixed effect* OR Nonmem OR 
Monolix[Title/Abstract])) AND Clinical Trial[ptyp] AND hasabstract[text] AND ( "2010/01/01"[PDat] : 
"2012/12/31"[PDat] ) AND Humans[Mesh] AND English[lang]) 
Recherche ciblée « NCA » : 
93 publications 




85 publications sélectionnées 
56 publications exclues, dont : 
14 doublons 
42 ne traitant pas de pharmacogénétique 




Sur les 85 publications trouvées, plus des deux tiers basaient leurs analyses PGt sur un 
phénotype estimé par NCA (69%, généralement sur l’AUC), les 31% restant utilisant un 
phénotype estimé par modélisation. Un nombre limité de polymorphismes était étudié, en 
moyenne 3 gènes (avec une échelle de 1 à 45 gènes) et 8 SNPs (avec une échelle de 1 à 198 
SNPs), montrant que les approches gènes candidats sont préférées car plus adaptées aux 
études PK. En matière de nombre de sujets, la majorité des analyses incluait un nombre 
limité de sujets (moins de 50 sujets, 66%) tandis que seules 15% des analyses incluaient plus 
de 100 sujets. Enfin différentes méthodes pour les analyses statistiques ont été utilisées : 
descriptives, univariées ou multivariées.  
Cette revue montre donc l’hétérogénéité de la méthodologie des analyses PGt dans les 
études PK. Il n’y a pas de consensus mais la majorité des analyses utilise un phénotype 
estimé par NCA et sont effectuées sur un petit effectif, les analyses pharmacogénétiques se 




PRÉSENTATION DU CAS RÉEL 
Cette thèse est issue d’une collaboration entre un laboratoire de recherche académique 
(IAME INSERM UMR1137/Université Paris Diderot) et l’industrie pharmaceutique 
(Département de Pharmacocinétique Clinique et de Pharmacométrie, Institut de Recherches 
Internationales Servier, IRIS). IRIS a notamment fourni un exemple de données réelles ayant 
motivé et servi de base aux différents travaux. Nous présentons dans ce chapitre cet 
exemple. 
2.1. Données 
Une molécule que nous nommons « S » est développée par IRIS. Pour des raisons de 
confidentialité, la plupart des informations concernant cette molécule ne peuvent être 
renseignées. Les données de trois études de phase I, incluant au total 78 adultes volontaires 
sains, sont disponibles et servent de base aux travaux. Les caractéristiques de ces trois 
études sont les suivantes : 
La première étude est une étude d’escalade de dose et inclue 48 sujets recevant la molécule 
S en dose unique (Figure 2.1). Au total 8 doses ont été administrées (5, 10, 20, 50, 100, 200, 
400 et 800 unités) par voie orale sous la forme d’un comprimé, avec 6 sujets par dose. De 
nombreux prélèvements sanguins sont effectués pour mesurer les concentrations 
plasmatiques de la molécule S : avant l’administration puis 0,5, 1, 1,5, 2, 3, 4, 6, 8, 12, 16, 24, 
48 et 72 heures après l’administration de la molécule S. Pour les plus fortes doses (200 
unités et plus), des prélèvements supplémentaires sont faits 96, 120 et 192 heures après 
l’administration de la molécule S. 
Dans la seconde étude, 12 sujets reçoivent une dose orale unique de la molécule S sous la 
forme d’un comprimé, à la dose de 20 unités (Figure 2.2). Des prélèvements sont effectués 
avant l’administration puis 0,5, 1, 1,5, 2, 3, 4, 6, 8, 12, 16, 24, 48 et 72 heures après 
l’administration de la molécule S. 





Figure 2.1. Profils individuels des concentrations plasmatiques observées en fonction du temps après 
administration unique de la molécule S dans la première étude. Profils représentés sur une échelle 
cartésienne, le marqueur représente le temps d’administration du médicament (gauche). Profils 
représentés sur une échelle semi-logarithmique (droite). Chaque couleur représente une dose. 
 
 
Figure 2.2. Profils individuels des concentrations plasmatiques observées en fonction du temps après 
administration unique de la molécule S dans la deuxième étude. Profils représentés sur une échelle 
cartésienne, le marqueur représente le temps d’administration du médicament (gauche). Profils 
représentés sur une échelle semi-logarithmique (droite). 




La troisième étude est une étude d’escalade de dose en doses répétées, où le médicament 
est administré par voie orale une fois par jour (Figure 2.3). Cette étude compte 18 sujets 
recevant 3 doses différentes (20, 50 et 100 unités), avec 6 sujets par dose. Plusieurs 
prélèvements sont effectués le premier jour, avant et 0,5, 1, 1,5, 2, 3, 4, 6, 8, 12 et 16 heures 
après la première prise du comprimé. Du jour 2 au jour 20, un prélèvement avant 
l’administration est effectué pour mesurer la concentration résiduelle. Enfin, des 
prélèvements sont faits avant l’administration, puis 0,5, 1, 1,5, 2, 3, 4, 6, 8, 12, 16, 24, 48, 72, 
96, 120 et 192 heures après la dernière administration de la molécule S, au jour 21. 
 
Figure 2.3. Profils individuels des concentrations plasmatiques observées en fonction du temps après 
administrations répétées de la molécule S dans la troisième étude. Profils représentés sur une 
échelle cartésienne, les marqueurs représentent les différent temps d’administration du médicament 
(gauche). Profils représentés sur une échelle semi-logarithmique (droite). Chaque couleur représente 
une dose. 
Tous les sujets de ces trois études ont été génotypés à l’inclusion grâce à une puce à ADN 
développée par IRIS, spécialement pour les études PK. En effet cette puce comprend des 
polymorphismes de gènes codant pour des protéines impliquées dans la PK des 
médicaments (Table 2.1), i.e. des enzymes du métabolisme, des transporteurs et des 
récepteurs nucléaires, présentés dans le paragraphe 1.1.3. 
 




Table 2.1. Liste des gènes étudiés par la puce ADN développée par IRIS. 
Gènes (nombre de polymorphismes génotypés).  
Enzymes de phase I Enzymes de phase II Transporteurs Récepteurs nucléaires 
CYP1A1 (7) COMT (1) SLC15A2 (NTCP, 4) NR1I1 (PXR, 5) 
CYP1A2 (3) GSTµ1 (2) SLC22A1 (OCT1, 11) NR1I3 (CAR, 1) 
CYP2A6 (8) GSTp1 (2) SLC22A2 (OCT2, 4) NR1I1 (VDR, 3) 
CYP2B6 (7) GSTT1 (1) SLC22A6 (OAT1, 1) NFE2L2 (NRF2, 1) 
CYP2C8 (6) NAT1 (7) SLCO1B1 (OATP1B1, 4) NR2B1 (RXRA, 3) 
CYP2C9 (12) NAT2 (6) SLCO1B3 (OATP1B3, 2)  
CYP2C19 (9) SULT1A1 (4) SLCO2B1 (OATP2B1, 1)  
CYP2D6 (19) TPMT (5) ABCB1 (P-GP, 42)  
CYP2E1 (1) UGT1A1 (6) ABCC2 (MRP2, 6)  
CYP3A4 (6) UGT1A3 (1) ABCG2 (BCRP, 4)  
CYP3A5 (5) UGT1A6 (3)   
DPYD (5) UGT1A7 (1)   
 UGT1A8 (2)   
 UGT1A9 (1)   
 UGT1A10 (2)   
 UGT2B7 (2)   
 UGT2B15 (1)   
Tableau modifié de documents internes à IRIS. 
2.2. Analyse pharmacocinétique 
Un modèle PK a été développé par approche de population sur les données des trois études 
présentées ci-dessus. La structure de ce modèle comprend deux compartiments de 
disposition et deux voies d’absorption pour décrire le rebond dans les concentrations 
observé sur les profils individuels. La première absorption suit un ordre 0 et la seconde un 
ordre 1. L’élimination est linéaire (Figure 2.4). 
 
Figure 2.4. Structure du modèle développé sur les données de la molécule S. En rouge sont 
représentés les compartiments d’absorption et en bleu les compartiments de disposition. 
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La pharmacocinétique de la molécule S est non linéaire, ceci étant dû à sa faible solubilité. 
Pour prendre en compte cette non linéarité, les paramètres d’absorption FRAC et F, définis 
par la suite, sont non linéaires en fonction de la dose. La solution analytique caractérisant ce 
modèle est représenté dans la Figure 2.5.  
































   𝑠𝑖 𝑡 ≤ 𝑇𝑙𝑎𝑔. 𝑇𝑘0, 




0                                                                                                   
𝐹 × 𝐹𝑅𝐴𝐶 × 𝐷𝑜𝑠𝑒 [𝐴1𝑒
−𝛼(𝑡−𝑇𝑙𝑎𝑔.𝐾𝑎)+𝐵1𝑒−𝛽(𝑡−𝑇𝑙𝑎𝑔.𝐾𝑎)
−(𝐴1+𝐵1)𝑒−𝐾𝑎(𝑡−𝑇𝑙𝑎𝑔.𝐾𝑎)
]    
  
 












































































1         𝑠𝑖 𝐷𝑜𝑠𝑒 ≤ 20
1 −
(𝐷𝑜𝑠𝑒 − 20) 𝐼𝑚𝑎𝑥𝐹
𝐷𝑜𝑠𝑒 − 20+  𝐷50𝐹





Figure 2.5. Décomposition de la solution analytique caractérisant le modèle développé sur les 
données de la molécule S. 
Les paramètres du modèle sont les suivants : F est la biodisponibilité dépendante de la dose 
(F est constante pour les doses inférieures à 20 unités et décroit pour les doses supérieures 
selon un modèle Imax avec les paramètres ImaxF et D50F), FRAC la fraction de la dose se 
divisant dans chaque voie d’absorption dépendante de la dose (FRAC croit avec dose selon 
un modèle Emax avec les paramètres EmaxFRAC et D50FRAC), Tk0 la durée de l’absorption 
d’ordre 0 (équivalente à une perfusion à débit constant) et Tlag1 le temps de latence 
correspondant, Ka la constante d’absorption d’ordre 1 et Tlag2 le temps de latence 




correspondant, V1 le volume du compartiment central, V2 le volume du compartiment 
périphérique, Q la clairance intercompartimentale et CL la clairance d’élimination. 
Les effets aléatoires sont modélisés avec un modèle exponentiel et l’erreur résiduelle est 
proportionnelle. Les estimations des paramètres de population du modèle final, et leurs 
erreurs standards, sont présentées dans la Table 2.2. La variabilité interindividuelle est 
modérée pour la plupart des paramètres (de 25.1% pour CL à 44.2% pour V2), avec une 
variabilité plus importante pour la clairance intercompartimentale (Q, 89.9%). L’erreur 
résiduelle proportionnelle est également modérée (20%). Tous les effets fixes sont estimés 
avec une bonne précision (RSE inférieures à 20%). Les estimations des variances des effets 
aléatoires sont associées à des RSE inférieures à 40%, hormis pour celle du paramètre Tk0 
(RSE de 55%).  
Table 2.2. Estimations des paramètres du modèle développé sur les données de la molécule S. 
Paramètre Effet fixe µ (SE) 
Variance des effets 




Fa ImaxF 0.800 (0.0317) 0.108 (0.0390) 32.9 
D50F 41.7 (4.72)    
FRACb EmaxFRAC 0.450 (0.0177)    
D50FRAC 18.6 (3.36)    
Tlag1  0.401 (0.0226) 0.123 (0.0274) 35.1 
Tk0  1.59 (0.0226) 0.100 (0.0552) 31.6 
Tlag2  22.7 (0.288)    
Ka  0.203 (0.0264)    
V1  1520 (61.6)    
Q  147 (17.6) 0.808 (0.273) 89.9 
V2  2130 (29.0) 0.195 (0.0656) 44.2 
CL  94.9 (2.82) 0.0630 (0.0206) 25.1 
σslope (%)  20.0 (0.357)    
a. Pour des doses < 20 unités : 𝐹 = 1, 
pour des doses ≥ 20 unités : 𝐹 = 1 −
 𝐼𝑚𝑎𝑥𝐹 (𝑑𝑜𝑠𝑒 − 20)




𝐷50𝐹𝑅𝐴𝐶 + 𝑑𝑜𝑠𝑒 
  
SE : Erreur standard 
Différents graphiques diagnostics sont représentés dans la Figure 2.6. Les graphiques 
comparant les concentrations observées (DV) aux prédictions de population (PRED) ou aux 
prédictions individuelles du modèle (IPRED) indiquent que ces prédictions sont en 
adéquation avec les observations. Les graphiques des résidus de population (CWRES) et des 




erreurs de prédiction de distribution normalisées (NPDE), issues de 1000 simulations, en 
fonction des prédictions de population (PRED) et des résidus individuels (IWRES) en fonction 
des prédictions individuelles (IPRED), montrent des résidus ou NPDE distribués de façon 
homogène autour de l’axe à l’ordonnée égale à zéro. Ce qui montre également une bonne 
description des données par le modèle.  
 
Figure 2.6. Graphiques diagnostics du modèle final. 
a. Concentrations observées (DV) en fonction des prédictions de population (PRED). 
b. Erreurs de prédiction de distribution normalisées (NPDE) en fonction des prédictions de 
population (PRED). 
c. Résidus conditionnels de population pondérés (CWRES) en fonction des prédictions de 
population (PRED). 
d. Concentrations observées (DV) en fonction des prédictions individuelles (IPRED). 
e. Résidus individuels pondérés (IWRES) en fonction des prédictions individuelles (IPRED). 
Les données sont représentées dans tous les graphiques par des points bleus.  
La droite d’identité (graphiques a, d) et l’abscisse (graphiques b, c, e) sont représentées par une 
droite pointillée. 
Un profil lissé des données est représenté dans tous les graphiques par un trait plein rouge. 
Par ailleurs, 1000 jeux de données ont été simulés avec le modèle final et le protocole des 
études. La comparaison entre ces simulations et les données observées est effectuée à 
travers un VPC présenté dans la Figure 2.7. Afin de représenter l’ensemble des données, les 




concentrations observées ou simulées sont normalisées par la dose. Le modèle décrit 
correctement les concentrations observées après administration unique, la médiane et les 
percentiles des observations étant proches de ceux obtenus par simulations. L’augmentation 
importante de l’intervalle de prédiction autour des percentiles des données simulées pour 
les temps tardifs est due au fait que peu de données sont disponibles à ces temps. Pour les 
concentrations observées après administrations répétées, le modèle sur-prédit le 95ème 
percentile des observations, tandis que la médiane et le 5ème percentile sont correctement 
prédits. Ceci peut être lié à une légère sur-estimation de la variabilité interindividuelle. 
  
Figure 2.7. Visual predictive check (VPC) des concentrations plasmatiques de la molécule S, 
normalisées par la dose, des données après administration unique (gauche) et administrations 
répétées (droite), pour le modèle final. En rouge sont représentés : les concentrations observées, 
représentées par des points, et les 5ème, 50ème et 95ème percentiles de ces observations, 
représentés par des traits pleins. En gris les 5ème, 50ème et 95ème percentiles des concentrations 
simulées sont représentés par des traits pointillés et leurs intervalles de prédiction à 95% respectifs 
sont représentés par les aires bleues.  
Finalement, les différentes évaluations graphiques indiquent que le modèle décrit 
correctement les concentrations observées de la molécule S et ce pour les différentes doses 
et schémas d’administration. Le protocole des études, la conception de la puce à ADN, ainsi 
que le modèle PK développé pour la molécule S ont été utilisés comme base pour nos 




OBJECTIFS DE LA THÈSE 
La revue de la littérature présentée au paragraphe 1.2.5.3 a montré que la majorité des 
analyses pharmacogénétiques dans les études PK se font avec des phénotypes estimés par 
NCA, malgré l’utilisation croissante des méthodes basées sur les MNLEM, et ce sur un petit 
nombre de sujets. Nous avons donc cherché à évaluer cette méthodologie par des 
simulations, afin de fournir des recommandations pour améliorer la détection des variants 
génétiques le cas échéant. Dans ces travaux, la méthodologie des analyses PGt a été évaluée 
sous trois aspects : les méthodes d’estimation du phénotype PK, les tests statistiques 
d’association et le protocole des études comprenant le nombre de sujets et le nombre de 
prélèvements. Le cas réel présenté précédemment fournit un contexte intéressant de 
développement clinique où de nombreux polymorphismes ont été génotypés avec une 
approche gènes candidats, ciblée sur la pharmacocinétique des médicaments.  
Dans les premiers travaux, présentés au chapitre 4, nous comparons la capacité de différents 
phénotypes PK, observés ou estimés par NCA ou MNLEM, à capturer l’information 
nécessaire pour détecter l’impact de plusieurs variants génétiques. Nous évaluons 
également la performance de différents tests d’association (une stepwise procedure et trois 
régressions pénalisées : la régression ridge, le Lasso et l’HyperLasso) pour détecter ces 
polymorphismes. Ces simulations s’inscrivent dans un contexte de phase I et l’effet d’un 
faible effectif, typique de ces études, sur la puissance de l’essai pour détecter l’impact de la 
génétique est également évalué. 
Les seconds travaux présentés au chapitre 5 s’inscrivent dans la continuité des premiers. Afin 
d’améliorer l’identification des variants génétiques, nous évaluons l’effet de combiner des 
données d’études de phase I et de phase II sur la puissance de détection des 
polymorphismes génétiques. L’intérêt de l’optimisation des protocoles de phase II, épars, est 
également évalué. 
Afin d’augmenter la puissance de détection des polymorphismes dans les études PK, nous 
évaluons l'intérêt de prendre en compte l'intégralité de la distribution conditionnelle des 




paramètres individuels dans les MNLEM, dans les tests d'association. Cette étude de 




COMPARAISON DES MÉTHODES D’ESTIMATION DES  
PHÉNOTYPES PHARMACOCINÉTIQUES ET DE TESTS  
D’ASSOCIATION POUR LES ANALYSES  
PHARMACOGÉNÉTIQUES 
4.1. Résumé 
La revue de la littérature présentée au paragraphe 1.2.5.3 montre que la plupart des 
analyses PGt dans les études PK publiées entre 2010 et 2012 utilisent un phénotype estimé 
par NCA comme l’AUC (plus des deux tiers). De plus, environ deux-tiers de ces analyses 
incluent moins de 50 sujets et seules 15% incluent plus de 100 sujets. Cette revue montre 
donc une absence de consensus quant à la méthodologie à utiliser pour les analyses PGt. 
Différents tests d’association peuvent être utilisés pour mettre en évidence l’effet d’un 
variant génétique sur un phénotype PK. Les approches stepwise procedure sont usuelles 
dans le développement des modèles de covariables dans les analyses basées sur les MNLEM. 
Elles peuvent être opposées à des approches en une étape, plus récentes et complexes, que 
sont les régressions pénalisées.  
Nous proposons donc dans ce premier travail de simulation de comparer à une stepwise 
procedure basée sur de simples régressions univariées (inspirée de (Lehr et al., 2010)), trois 
approches basées sur des régressions pénalisées (la régression ridge (Cule and De Iorio, 
2013), le Lasso (Tibshirani, 1994) et l’HyperLasso (Hoggart et al., 2008)). Nous nous 
intéressons aux performances de ces tests d’association pour détecter plusieurs variants 
génétiques influençant la pharmacocinétique d’une molécule. Quatre phénotypes sont 
également évalués, deux concentrations observées et deux phénotypes estimés par NCA ou 
MNLEM, respectivement l’AUC et les estimations individuelles de la clairance. 
Les simulations s’inspirent du cas réel présenté au chapitre 2, i.e. une molécule en 
développement clinique présentant une pharmacocinétique non linéaire (absorption 
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dépendante de la dose) et pour laquelle les données PK de trois études de phase I, ainsi que 
les données de 176 polymorphismes (SNPs), sont disponibles. Nous simulons donc, à l’aide 
du modèle développé pour la molécule, des profils PK dans deux scénarios incluant 
respectivement 78 sujets, comme pour les études de phase I, et 384 sujets, pour se 
rapprocher des conditions asymptotiques. Les génotypes de 176 SNPs sont également 
simulés à l’aide d’une base de référence Hapmap (International HapMap Consortium, 2003), 
afin de conserver les corrélations entre les différents polymorphismes. Sous l’hypothèse 
nulle H0, la PK est simulée sans effet de la génétique alors que sous l’hypothèse alternative 
H1, six SNPs sont tirés aléatoirement pour affecter la clairance avec un effet additif. L’effet 
de chaque SNP causal est calculé en fonction de la fréquence du polymorphisme et de la part 
de la variance de la clairance expliquée par le variant (Bertrand and Balding, 2013). Les six 
variants génétiques causaux expliquent respectivement 1, 2, 3, 5, 7 et 12% de la variabilité 
interindividuelle de la clairance. À partir des profils PK simulés sous H0 ou H1 sont alors 
déterminés les quatre phénotypes. Finalement les associations entre ces différents 
phénotypes et les 176 polymorphismes sont testées par stepwise procedure ou une des trois 
régressions pénalisées. Pour chacune des seize combinaisons entre les quatre phénotypes et 
les quatre tests, l’erreur de type I globale (FWER) sous H0 et la probabilité de détecter les 
effets génétiques sous H1 sont évaluées. 
Dans les différents tests d’association, le FWER ciblé est de 20% et l’erreur de type I par test 
est calibrée par une correction de Šidák. Sous H0, le FWER estimé s’avère significativement 
inférieur aux 20% attendus et une nouvelle correction empirique est utilisée pour en assurer 
son contrôle avant le calcul de puissance sous H1. Une nouvelle simulation est effectuée avec 
des polymorphismes non corrélés pour étudier spécifiquement ce point. Dans ce cas, le 
FWER est correctement contrôlé, suggérant que la corrélation entre les variants génétiques 
est à l’origine de la diminution de l’erreur de type I globale.  
Sous H1, la comparaison de la puissance pour détecter les variants causaux en fonction du 
phénotype, quantifiée par le taux de vrais positifs, montre que dans les deux scénarios et 
pour les quatre tests d’association, le phénotype estimé par MNLEM permet une plus grande 
puissance que les phénotypes observés ou estimés par NCA. Des profils PK sont alors simulés 
avec un modèle simplifié n’incluant pas de non linéarité et de variabilité sur l’absorption. 
Dans ce cas, le nombre de vrais positifs est égal pour l’AUC et la clairance, respectivement 
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estimée par NCA et par MNLEM. La probabilité de détecter les différents variants causaux 
est similaire entre les différents tests d’association, cependant la régression ridge a tendance 
à détecter un nombre plus important de vrais positifs mais également de faux positifs. Cette 
puissance est faible dans le scénario de phase I incluant un nombre limité de sujets (78), 
tandis que l’augmentation importante du nombre de sujets dans le second scénario (384) 
entraine une amélioration significative de la puissance de détection et représente le seul 
moyen de détecter plusieurs des six variants causaux. 
Ce travail fait l’objet d’une publication dans The AAPS Journal. 
4.2. Article 1 (publié) 
Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 





Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 




Chapitre 4 : Comparaison des méthodes d’estimation des phénotypes pharmacocinétiques 




4.3. Matériel supplémentaire 
SIMULATED POLYMORPHISMS INFORMATION 
Minor Allele Frequencies 
 
Fig. Minor Allele Frequency (MAF): the mean of frequencies of each of the 176 SNPs was computed 
on the 200 data sets. The distribution of mean MAF is represented for each scenario. 
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Fig. Hardy-Weinberg (HW) equilibrium: the percentage of SNPs not in HW equilibrium was 
computed in each of the 200 data sets, for each scenario. Departure from HW equilibrium was tested 
using a 𝜒2 test with a Bonferroni adjusted p-value threshold 
(0.05 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑙𝑦𝑚𝑜𝑟𝑝ℎ𝑖𝑐 𝑆𝑁𝑃𝑠⁄ ). 
LD plots  
Summary 
Table. Summary on linkage disequilibrium (LD) in an example data set (from scenario Slarge). 
Chromosome Blocks Number of SNPs Number of observed haplotypes 
2 1 2 2 (0.807/0.184) 
3 2 2 2 (0.667/0.333) 
  
3 2 (0.534/0.466) 
6 3 2 3 (0.711/0.162/0.124) 
  
2 4 (0.690/0.269/0.030/0.011) 
  
4 4 (0.742/0.111/0.037/0.108) 
7 2 2 3 (0.466/0.456/0.078) 
  
2 3 (0.454/0.402/0.143) 
8 2 5 4 (0.427/0.336/0.167/0.060) 
  
2 3 (0.363/0.359/0.277) 
10 4 4 3 (0.495/0.376/0.128) 
  
8 6 (0.229/0.310/0.173/0.142/0.090/0.051) 
  
2 3 (0.094/0.892/0.010) 
  
2 3 (0.406/0.522/0.072) 
11 1 2 3 (0.599/0.303/0.098) 
12 1 2 3 (0.465/0.374/0.161) 
15 1 2 3 (0.518/0.406/0.076) 
19 2 4 4 (0.454/0.306/0.229/0.010) 
  
3 4 (0.343/0.207/0.338/0.108) 
22 1 15 8 (0.238/0.169/0.158/0.107/0.100/0.078/0.56/0.43) 
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Fig. LD plot: Distribution of LD values in chromosome 1 for an example data set (from scenario Slarge). 
Darker shades indicate higher levels of LD (as measured by R2) and the lighter shades indicate lower 
levels of LD. 
Chromosome 2 
 
Fig. LD plot: Distribution of LD values in chromosome 2 for an example data set (from scenario Slarge). 
Darker shades indicate higher levels of LD (as measured by R2) and the lighter shades indicate lower 
levels of LD. 
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Fig. LD plot: Distribution of LD values in chromosome 3 for an example data set (from scenario Slarge). 
Darker shades indicate higher levels of LD (as measured by R2) and the lighter shades indicate lower 
levels of LD 
Chromosome 4 
 
Fig. LD plot: Distribution of LD values in chromosome 4 for an example data set (from scenario Slarge). 
Darker shades indicate higher levels of LD (as measured by R2) and the lighter shades indicate lower 
levels of LD. 
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Fig. LD plot: Distribution of LD values in chromosome 6 for an example data set (from scenario Slarge). 
Darker shades indicate higher levels of LD (as measured by R2) and the lighter shades indicate lower 
levels of LD. 
Chromosome 7 
 
Fig. LD plot: Distribution of LD values in chromosome 7 for an example data set (from scenario Slarge). 
Darker shades indicate higher levels of LD (as measured by R2) and the lighter shades indicate lower 
levels of LD. 
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Fig. LD plot: Distribution of LD values in chromosome 8 for an example data set (from scenario Slarge). 
Darker shades indicate higher levels of LD (as measured by R2) and the lighter shades indicate lower 
levels of LD. 
Chromosome 9 
 
Fig. LD plot: Distribution of LD values in chromosome 9 for an example data set (from scenario Slarge). 
Darker shades indicate higher levels of LD (as measured by R2) and the lighter shades indicate lower 
levels of LD. 
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Fig. LD plot: Distribution of LD values in chromosome 10 for an example data set (from scenario 
Slarge). Darker shades indicate higher levels of LD (as measured by R
2) and the lighter shades indicate 
lower levels of LD. 
Chromosome 11 
 
Fig. LD plot: Distribution of LD values in chromosome 11 for an example data set (from scenario 
Slarge). Darker shades indicate higher levels of LD (as measured by R
2) and the lighter shades indicate 
lower levels of LD. 
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Fig. LD plot: Distribution of LD values in chromosome 12 for an example data set (from scenario 
Slarge). Darker shades indicate higher levels of LD (as measured by R
2) and the lighter shades indicate 
lower levels of LD. 
Chromosome 15 
 
Fig. LD plot: Distribution of LD values in chromosome 15 for an example data set (from scenario 
Slarge). Darker shades indicate higher levels of LD (as measured by R
2) and the lighter shades indicate 
lower levels of LD. 
Chromosome 16 
Neither of the two SNPs simulated for this chromosome were polymorphic in the example data set.
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Fig. LD plot: Distribution of LD values in chromosome 19 for an example data set (from scenario 
Slarge). Darker shades indicate higher levels of LD (as measured by R
2) and the lighter shades indicate 
lower levels of LD. 
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Fig. LD plot: Distribution of LD values in chromosome 22 for an example data set (from scenario 
Slarge). Darker shades indicate higher levels of LD (as measured by R
2) and the lighter shades indicate 
lower levels of LD. 
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Methods for literature review 
We performed a bibliographic survey of publications indexed in the Pubmed database to 
investigate differences in the methods used for pharmacogenetic studies. Selection was 
limited to publications on clinical trials written in English between January 1st 2010 and 
December 31th 2013 for which abstract was available. Two searches based on keywords have 
been used to retrieve publications dealing with NCA or modelling respectively. 
 
 
Fig. Flow diagram of the literature review. 
 
NCA search: (((((polymorph* OR genetic* OR pharmacogenet*[Title/Abstract])) AND 
(pharmacokinet* AND concentration*[Title/Abstract])) AND (non-compartment* OR 
noncompartment* OR NCA OR AUC*[Title/Abstract])) AND Clinical Trial[ptyp] AND 
hasabstract[text] AND ( "2010/01/01"[PDat] : "2012/12/31"[PDat] ) AND Humans[Mesh] 
AND English[lang]) 
 
Modelling search: (((((polymorph* OR genetic* OR pharmacogenet*[Title/Abstract])) AND 
(pharmacokinet* AND concentration*[Title/Abstract])) AND (“population PK” OR “population 
pharmacokinetic” OR model* OR nonlinear OR non-linear OR mixed effect* OR Nonmem OR 
Monolix[Title/Abstract])) AND Clinical Trial[ptyp] AND hasabstract[text] AND ( 
"2010/01/01"[PDat] : "2012/12/31"[PDat] ) AND Humans[Mesh] AND English[lang]) 
 
 
NCA search:  
93 publications 




85 publications selected 
56 excluded publications:  
14 duplicates 
42 did not contain pharmacogenetics 
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The C++ software Hapgen version 2.1.2 (1) was used to simulate SNPs from reference 
haplotype panels provided by the Hapmap Project. Among the 176 SNPs present on the DNA 
microarray, 55 were also present in the Hapmap reference panel. For the others, we chose 
the closest variant in the Hapmap database. The SNPs selected from the Hapmap database 
to target the SNPs from the IRIS DNA microarray were very close with a median of 1730 
bases pair departure. 
The software Monolix version 4.2.2 (2) is a software using the SAEM algorithm for 
parameters estimation in nonlinear mixed effects models, which was used to derive the EBE 
using the PK model and the simulated PK profiles. 
The C++ software PLINK version 1.07 (3), is a free and open-source whole genome 
association analysis toolset, which was used to performed the stepwise procedure. 
The statistical software R version 2.15.2 (4) was used to simulate the PK profiles. Some R 
packages were also used such as “ridge” (5), a package for ridge regression with automatic 
selection of the regularization parameter. 
HyperLasso (6) is a C++ program and was used for Lasso and HyperLasso regression methods. 
Of note, the phenotype is standardized within this program so σ is equal to 1 in the formula 
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Results for Slarge scenario 
Table. Empirical estimates of Family-Wise Error Rate under H0 for Slarge scenario. 
     FWER 
Method   C24h C192h AUC CL 
Ridge regression without correctiona 13.5 26 19 19 
Lasso without correctiona 14.5 22 15 16.5 
HyperLasso without correctiona 14.5 23 16 17.5 
Stepwise procedure without correctiona 14.5 23 16 17 
Ridge regression after empirical correctionb 18 18.5 19 19 
Lasso after empirical correctionb 17.5 22 20 21 
HyperLasso after empirical correctionb 18 23 20 21 
Stepwise procedure after empirical correctionb 20.5 23 22.5 21.5 
a. Set of empirical family wise error rates (FWER) obtain without correction. 
b. Set of empirical FWER obtain after correction of thresholds or penalisation parameters. 
The 95% prediction interval around 20 for 200 simulated data sets is [14.5-25.5]. 
Results for Sindependent scenario 
Table. Empirical estimates of Family-Wise Error Rate under H0 for Sindependent scenario. 
 FWER 
Method C24h C192h AUC CL 
Ridge regression 20.5 19.5 16.5 22 
Lasso 16.5 17.5 14.5 20 
HyperLasso 16.5 17.5 14.5 20 
Stepwise procedure 19.5 20 19 21.5 
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Results for SlinearPK, noIIV_F scenario 
 
Fig. Percentage of True Positive Rate (TPR) versus False Positive Rate (FPR) (dots) for scenario SlinearPK 
without variability on F. Each PK phenotype is represented by one color and each association method 
by one symbol. 
The remaining difference between TPR for CL and AUC is due to the correction applied on 
the association methods. The correction depends on the number of tested parameters: one 
for NCA approach (AUC) and three for model-based approach (CL, Q and V2). 
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IMPORTANCE DU PROTOCOLE DES ÉTUDES  
PHARMACOCINÉTIQUES DANS LA PUISSANCE DES ANALYSES 
PHARMACOGÉNÉTIQUES : INTÉRÊTS DES PROCOTOLES  
COMBINÉS  
5.1. Résumé 
Le précédent travail de simulation (décrit dans le chapitre 4) montre que l’utilisation de 
phénotypes PK estimés par MNLEM permet une meilleure puissance de détection des effets 
génétiques, comparée à l’utilisation d’approches NCA, pour des pharmacocinétiques 
complexes. Ce travail montre également une performance similaire quant à la détection des 
variants causaux pour différents tests d’association, une stepwise procedure et trois 
régressions pénalisées (la régression ridge, le Lasso et l’HyperLasso). Enfin, les simulations du 
travail précédant s’inscrivent dans un contexte de phase I du développement clinique et 
montrent une faible probabilité de détecter des effets génétiques du fait du nombre limité 
de sujets. En augmentant la taille de l’échantillon, la puissance de détection des tests 
augmente de façon importante. Mais dans ces simulations tous les sujets ont un protocole 
de prélèvement riche, ce qui n’est pas réaliste dans le cadre d’essais cliniques. Les 
protocoles des études de phase II comprennent généralement un nombre important de 
sujets (100 à 500 patients) mais peu de prélèvements. En effet le nombre de prélèvements 
peut à l’extrême être réduit à une observation par sujet. Il est démontré que le protocole 
des études, i.e. le nombre de sujets, le nombre de prélèvements par sujet et les temps 
auxquels les prélèvements sont effectués ont un impact sur la précision d’estimation des 
paramètres individuels, estimés par une approche bayésienne, à la suite de l’analyse de 
population par MNLEM. Ainsi, les protocoles de prélèvement épars utilisés en phase II 
conduisent à des biais dans l’estimation des paramètres individuels qui sont utilisés par la 
suite dans les analyses de covariables (Savic and Karlsson, 2009). Un protocole peu 
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informatif peut donc diminuer la puissance de détection des covariables (Combes et al., 
2014), notamment génétiques. 
Dans ce second travail de simulation, nous cherchons à proposer des protocoles réalisables 
en phase II, et par extension en phase III, et assurant une puissance raisonnable pour 
détecter des effets génétiques sur un phénotype PK estimé par approche de population. Au 
vu des résultats des premiers travaux, seuls deux tests d’association sont évalués dans 
l’analyse principale (la stepwise procedure inspirée de (Lehr et al., 2010) et le Lasso 
(Tibshirani, 1994)). Les résultats concernant la régression ridge (Cule and De Iorio, 2013) et 
l’HyperLasso (Hoggart et al., 2008) peuvent être trouvés dans le matériel supplémentaire de 
ce chapitre. 
Dans ce travail de nouvelles études sont simulées à partir du cas réel présenté au chapitre 2, 
en conservant les mêmes conditions de simulation que précédemment pour la 
pharmacocinétique et l’effet des polymorphismes génétiques, i.e. six variants causaux 
affectant la clairance. En plus d’une étude de phase I incluant 78 sujets avec un protocole de 
prélèvement riche (16 observations par sujet), trois études de phase II sont simulées, 
incluant 306 sujets avec un protocole de prélèvement épars. Une première étude ne 
comprend qu’une observation par sujet et les deux autres études trois prélèvements dont 
les temps sont optimisés. L’approche utilisée pour l’optimisation de ces protocoles se base 
sur la matrice d’information de Fisher, i.e. la matrice de variance-covariance des paramètres 
du modèle, et le programme PFIM (www.pfim.biostat.fr) intégrant deux algorithmes 
d’optimisation permettent d’évaluer rapidement un nombre très important de protocoles 
(Bazzoli et al., 2010). Au final, quatre scénarios d’analyses sont évalués : un scénario 
n’incluant que les données issues de l’étude de phase I et les trois autres scénarios 
combinant les données de phase I et les données issues d’une des études de phase II. 
L’erreur de type I globale (FWER) est quantifiée et calibrée sous H0 et la puissance de 
détection sous H1 est évaluée. Le η-shrinkage, reflétant la quantité d’information apportée 
par chaque sujet pour l’estimation des paramètres individuels dans les MNLEM et variant en 
fonction du protocole de prélèvement, est également estimé (Bertrand et al., 2009; Savic 
and Karlsson, 2009).  
À nouveau les tests d’association s’avèrent plus conservatifs sous H0, avant la correction 
empirique, avec une erreur de type I globale inférieure aux 20% attendus. La puissance de 
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détection est faible pour le scénario n’incluant que les données de phase I, tandis qu’une 
augmentation très importante de cette puissance est observée sur les scenarios combinant 
les données de phase I et de phase II et ce quel que soit le protocole de prélèvement. Ce 
résultat reflète l’impact attendu du nombre de sujets sur la puissance de détection des 
effets génétiques. Le fait que cette augmentation de puissance se fasse même avec l’ajout 
de sujets ayant un protocole de prélèvement très épars est par contre plus surprenant. Cela 
montre le réel intérêt de prévoir, au sein d’une même étude où seul un protocole de 
prélèvement épars est possible, un petit groupe de sujets avec un nombre d’observations 
plus important. Au sein des scénarios combinant les données de phase I et de phase II, des 
différences de puissance de détection sont tout de même observées, pouvant être reliées au 
η-shrinkage de chaque protocole de phase II. Le protocole le plus informatif, i.e. ayant le η-
shrinkage le plus faible, permet la meilleure puissance de détection. La perte du signal 
génétique est aussi quantifiée pour expliquer ce lien. Ainsi une relation directe entre η-
shrinkage, perte du signal génétique et puissance de détection est mise en évidence. Cela 
reflète le bénéfice de l’utilisation d’approches d’optimisation de protocoles pour la mise en 
place d’études cliniques pertinentes. 
Ce travail fait l’objet d’un article accepté le 11 décembre 2015 dans CPT: Pharmacometrics 
and Systems Pharmacology. 
5.2. Article 2 (accepté)  
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5.3. Matériel supplémentaire 
 
 
Supplementary material to ‘Combined analysis of phase I and phase II data to 
enhance the power of pharmacogenetic tests’ by Tessier et al. 
The supplementary material for the paper covers the following elements: 
 Additional details on the simulation study materiels and methods 
▪ Simulated polymorphisms 
▪ Pharmacokinetic model used for simulations of concentrations profiles 
▪ Computation of the correlation coefficient in the stepwise procedure 
▪ Evaluation 
▪ Softwares 
 Additional results for scenarios presented in the main manuscript 
▪ Simulated genetic effects 
▪ Estimation bias 
 Additional results for the two other penalised regression methods 
 Additional references 
 Supplementary figures legends 
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Additional details on the simulation study materials and methods 
Simulated polymorphisms 
The genotypes for 176 SNPs were simulated using the Hapgen2 software and a reference 
Hapmap panel (Hapmap 3 release 2) for a Caucasian population. Hapgen2 resamples 
haplotypes from the reference panel to simulate new haplotypes as an imperfect mosaic of 
reference haplotypes using a Hidden Markov Model, mimicking the effect of recombination1. 
 
Figure S1. Distribution of the mean of Minor Allele frequencies (MAF) for the 176 SNPs simulated 
across the 200 dataset.  
Chapitre 5 : Importance du protocole des études pharmacocinétiques dans la puissance des 





Figure S2. Distribution of Minor Allele frequencies (MAF) for the 6 causal SNPs simulated across the 
200 dataset as a function of their respective RGC.  
 
Figure S3. Distribution of correlations (absolute value of 𝑟) between the causal SNP and other SNPs in 
linkage disequilibrium as a function of the RGC associated with the causal SNP across the 200 
simulated dataset. 
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Simulated polymorphisms have the same frequencies (Figure S1- S2) and correlations 
patterns than the reference HapMap panel (Figure S3). On average, 21% of the correlations 
between the causal SNP and SNPs in linkage disequilibrium have correlation coefficient |𝑟| 
higher than 0.89, regardless to the RGC associated. This can be attributed to the DNA chip 
design, where groups of SNPs from the same gene, so physically close, are present. 
Pharmacokinetic model used for simulations of concentrations profiles 
PK profiles were simulated using the model and parameters estimates best describing the 
nonlinear PK of the motivating data example. The structural model includes two-
compartment for disposition, a double absorption function nonlinear with dose and a linear 
elimination (Figure S4). 
 
Figure S4. Structural pharmacokinetic model of drug S. Double absorption compartments in red and 
distribution compartments in blue. F: bioavailability ; FRAC: fraction of dose ; Tk0: zero order 
absorption constant rate ; Tlag1: lag time of zero order absorption ; Ka: first order absorption 
constant rate ; Tlag2: lag time of first order absorption ; V1: central compartment volume ; V2: 
peripheral compartment volume ; Q: intercompartmental clearance ; CL: linear elimination clearance 
The simulated data sets were fitted using NLMEM, as in the original analysis. The drug 
concentration at time 𝑡𝑖𝑗 in the 𝑖
th subject (𝑖 = 1, …, N, 𝑗 = 1, …, n), 𝑦𝑖𝑗, was assumed to follow 
a nonlinear function 𝑓, such as: 
 𝑦𝑖𝑗 = 𝑓(𝜃𝑖  ;  𝜉𝑖𝑗) + 𝜀𝑖𝑗 (1)  
where 𝜃𝑖  is the vector of individual parameters and 𝜀𝑖𝑗 the residual error. We assume that 𝜃𝑖  
follow a log-normal distribution, 𝜃𝑖 = 𝜇𝑒
𝜂𝑖, with 𝜇 the average population parameter and 𝜂𝑖  
the random effect in individual 𝑖. 𝜉𝑖𝑗 is the elementary design for the subject 𝑖, i.e. a vector 
of 𝑛 sampling times (𝜉𝑖𝑗 = 𝑡𝑖,1, …, 𝑡𝑖,𝑛). We typically assume 𝜂𝑖~𝑁(0,𝜔
2) and 𝜀𝑖𝑗~𝑁(0, 𝜎
2). 
V1 V2 Q 
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The SAEM estimation algorithm2 implemented in the Monolix software (www.lixoft.eu) was 
used to estimate the population parameters (𝜇, 𝜔2 and 𝜎2) by maximum likelihood. 
Maximum a Posteriori method (MAP) estimates of the individual parameters were obtain by 
a Bayesian approach3. The individual parameters are also called Empirical Bayes Estimates 
(EBE). 
Computation of the correlation coefficient in the stepwise procedure 
The Pearson’s correlation coefficient 𝑟 is a measure of the linkage disequilibrium between 
two markers. For example for two SNPs with respective alleles A/a and B/b, the correlation 
coefficient is computed as follows: 
 𝑟 =
𝑝𝐴𝐵 − 𝑝𝐴. 𝑝𝐵
√𝑝𝐴(1 − 𝑝𝐴). 𝑝𝐵(1 − 𝑝𝐵)
 (2)  
where 𝑝𝐴𝐵 is the frequency of the haplotype AB and 𝑝𝐴and 𝑝𝐵 the frequencies of the alleles 
A and B respectively4. The coefficient 𝑟 can take values between -1 and 1. If this value is 
close to 0, the SNPs are in equilibrium. On the contrary if |𝑟| tend to 1, the markers are in 
strong disequilibrium. The Pearson’s correlation coefficient was computed using the PLINK 
software5, which also compute the square of the coefficient, i.e. the coefficient of 
determination, to remove the arbitrary sign introduced. 
Evaluation 
For each analysis scenario, 200 data sets were simulated under each hypothesis H0 and H1. 
We first evaluated the ability of the designs to estimate the population and individual 
parameters under H0 through diagnostic plots: the population estimates of CL (µ̂𝐶𝐿𝑒𝑠𝑡) were 
compared to the population CL value (µ𝐶𝐿𝑠𝑖𝑚) used in simulations through the relative 
estimation errors (𝑅𝐸𝐸𝑝𝑜𝑝) estimates obtained on each of the 200 data sets: 
 𝑅𝐸𝐸𝑝𝑜𝑝(%) =  
µ̂𝐶𝐿𝑒𝑠𝑡 − µ𝐶𝐿𝑠𝑖𝑚
 µ𝐶𝐿𝑠𝑖𝑚
 × 100 (3)  
The individual CL simulated (𝐶𝐿𝑠𝑖𝑚𝑖) using parameters distributions from the motivating 
example to compute PK profiles were also compared with CL estimated by NLMEM on the 
simulated data (𝐸𝐵𝐸𝐶𝐿𝑖). In each data set, we computed the 𝑅𝐸𝐸𝑖𝑛𝑑𝑖𝑣  between estimated 
and simulated individual clearances in the same way, as: 
Chapitre 5 : Importance du protocole des études pharmacocinétiques dans la puissance des 




 𝑅𝐸𝐸𝑖𝑛𝑑𝑖𝑣(%) =  
𝐸𝐵𝐸𝐶𝐿𝑖 − 𝐶𝐿𝑠𝑖𝑚𝑖
 𝐶𝐿𝑠𝑖𝑚𝑖
 × 100 (4)  
To evaluate the shrinkage on random effects (𝑆ℎ𝜂), Bertrand et al
6 used a metric based on 
estimated variances: 
 𝑆ℎ𝜂
𝑣𝑎𝑟 = 1 −
𝑣𝑎𝑟(?̂?𝑖)
?̂?2
 (5)  
where ?̂?𝑖  are the EBE and ?̂?
2 the estimate of variance of random effects from the population 
step. Under H0, we computed this metric which reflects the quantity of information brought 
by each subject to the estimation of individual parameters. When shrinkage is high 
(𝑆ℎ𝜂
𝑣𝑎𝑟 ≥ 50%), the individual estimates are shrunk toward µ̂𝐶𝐿𝑒𝑠𝑡, and covariate tests based 
on individual parameters may be misleading for instance a covariate relationship may be 
masked7. 
The number of true positives (𝑇𝑃) was the count of causal variants associated to CL 
(maximum of 1200 over the 200 simulations) and the number of false positives (𝐹𝑃) the 
count of non-causal variants associated to CL and any variants associated to Q and V2. A 95% 
confidence interval was estimated assuming the number of TP or FP follows a Poisson 









 (6.2)  
where 𝐹𝑁 and 𝑇𝑁 are respectively the count of false and true negatives. The probability to 
detect a given number 𝑥 (𝑥 = 1,… , 6) of the 6 SNPs which were associated to CL by 
simulation was estimated by the percentage of data sets where 𝑥 or more SNPs were 
selected under H1. 
To quantify the loss of genetic signal between simulated and estimated individual 
clearances, we performed linear univariate regressions on 𝐶𝐿𝑠𝑖𝑚𝑖or 𝐸𝐵𝐸𝐶𝐿𝑖  as a function of 
the different causal SNPs: 
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  log(𝐶𝐿𝑠𝑖𝑚𝑖) = 𝑎 + 𝑏𝐶𝐿𝑠𝑖𝑚𝑖
. 𝑆𝑁𝑃𝑖𝑘  
(7)  
  log(𝐸𝐵𝐸𝐶𝐿𝑖) = 𝑎 + 𝑏𝐸𝐵𝐸𝐶𝐿𝑖
. 𝑆𝑁𝑃𝑖𝑘 
where 𝑎 represents an intercept, 𝑏𝐶𝐿𝑠𝑖𝑚𝑖
 the regression slope on simulated clearance 
(𝐶𝐿𝑠𝑖𝑚𝑖), 𝑏𝐸𝐵𝐸𝐶𝐿𝑖
the regression slope on estimated clearance (𝐸𝐵𝐸𝐶𝐿𝑖), and 𝑆𝑁𝑃𝑖𝑘 the 
genotype of the 𝑘th causal variant (𝑘 = 1,… ,6) for subject 𝑖; 𝑆𝑁𝑃𝑖𝑘 = {0,1,2}. The slopes 
associated to the 6 causal variants were computed separately for each simulated dataset, 
regardless of their significance with the different association methods. They represent the 
increase in clearance due to mutated alleles (genetic signal), and were compared to quantify 
the departure of the estimated genetic signal from the simulated value (relative deviation, 
𝑅𝐷𝑠𝑖𝑔𝑛𝑎𝑙): 




 × 100 (8)  
Softwares 
The C++ software Hapgen version 2.1.28 was used to simulate SNPs from reference 
haplotype panels provided by the Hapmap Project. Among the 176 SNPs present on the DNA 
microarray, 55 were also present in the Hapmap reference panel. For the others, we chose 
the closest variant in the Hapmap database. The SNPs selected from the Hapmap database 
to target the SNPs from the IRIS DNA microarray were very close to the original ones with a 
median of 1730 bases pair departure. (mathgen.stats.ox.ac.uk/genetics_software/hapgen/ 
hapgen2.html) 
The software Monolix version 4.2.2 (www.lixoft.eu) implements the SAEM algorithm for 
parameters estimation in nonlinear mixed effects models. It was used here to derive the EBE 
using the PK model and the simulated PK profiles. 
The C++ software PLINK version 1.075 (pngu.mgh.harvard.edu/~purcell/plink/), is a free and 
open-source whole genome association analysis toolset, which was used to performed the 
stepwise procedure.  
The statistical software R version 2.15.29 (www.R-project.org/) was used to simulate the PK 
profiles, as well as for all the statistical analyses and creation of graphical material. Some R 
Chapitre 5 : Importance du protocole des études pharmacocinétiques dans la puissance des 




packages were also used such as “ridge”10, a package for ridge regression with automatic 
selection of the regularization parameter.  
The C++ program HyperLasso11 (www.ebi.ac.uk/projects/BARGEN) was used for the Lasso as 
well as the HyperLasso regression methods. Of note, the phenotype is standardized within 
this program so σ is equal to 1 in the formula to set γ for HyperLasso.  
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Additional results for scenarios presented in the main manuscript 
Simulated genetic effects 
Table S1. 10th, 50th and 90th percentiles of simulated effect sizes and simulated individual 
clearances as a function of the genotype of the causal SNP explaining 1 or 12% of clearance 
variability, for scenarios SPI and SPI/II3s.96h. 
    
Genotype-based typical CLa 
Scenario RGC Percentile 𝜷𝒌 𝑺𝑵𝑷 =  𝟎 𝑺𝑵𝑷 =  𝟏 𝑺𝑵𝑷 =  𝟐 
SPI 
1% 
0.1 0.03 94.9 97.8 100.8 
0.5 0.04 94.9 98.4 102.1 
0.9 0.1 94.9 104.8 115.8 
12% 
0.1 0.11 94.9 106 118.3 
0.5 0.15 94.9 109.9 127.4 
0.9 0.35 94.9 135.3 193 
SPI/II3s.96h 
1% 
0.1 0.03 94.9 97.8 100.8 
0.5 0.04 94.9 98.6 102.4 
0.9 0.11 94.9 106.1 118.6 
12% 
0.1 0.11 94.9 106 118.3 
0.5 0.14 94.9 108.8 124.7 
0.9 0.34 94.9 133.1 186.6 
a. the typical clearance was computed as 𝐶𝐿 =  𝜇𝐶𝐿. 𝑒
𝛽𝑘.𝑆𝑁𝑃𝑘, where 𝜇𝐶𝐿 is the typical value of CL in 
the overall population (94.9), 𝛽𝑘 the effect size associated to the causal 𝑆𝑁𝑃𝑘  (𝑆𝑁𝑃𝑘 = {0,1,2}) . 
Figure S5 represents the concentration profiles from one simulated data set under the 
alternative hypothesis H1 for all scenarios, sorted by genotypes of the SNP explaining 12% of 
the clearance interindividual variability. As expected because of the moderate variability for 
CL (25%), the trough concentrations were slightly lower in heterozygote subjects, and 
decreased a little further in rare homozygotes, for phase I as well as phase II data in all 
scenarios. The impact of genetics on PK was difficult to observe based on individual profiles 
only, justifying the use of sophisticated approaches as NLMEM. 
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Figure S5. Phase I (blue dots) and phase II study (brown dots) concentrations versus time for an 
example data set for each main scenario simulated with IIVCL = 25% under H1. Mean profiles (dashed 
lines) and concentrations are plotted in log-scale on the Y-axis. Concentrations are sorted for the SNP 
explaining 12% of CL interindividual variability; common homozygotes (top), heterozygotes (middle) 
and rare homozygotes (bottom). 
Estimation bias 
On average, the bias on the population estimate of CL was less than 5% for all scenarios 
(Figure S6, left), showing that this parameter is well estimated in all our settings. Combining 
phase II data with the phase I data brought a small increase in precision, as shown from the 
smaller range of REE. This was true even in scenario SPI/II1s,24h, where the information on CL 
from the time point at 24h is very limited, but the best compromise was obtained in the 
scenario with a late sample at 96h (SPI/II3s,96h), where there was no bias on the estimate and 
the precision was less than 10% for most simulated datasets. Overall, adding phase II data 
had no major impact on the estimation of population CL. 
In contrast to population estimates, 𝑅𝐸𝐸𝑖𝑛𝑑𝑖𝑣 were much more widely spread out. However, 
medians for both phase I and phase II data were close to 0 (Figure S6, right). The range of 
𝑅𝐸𝐸𝑖𝑛𝑑𝑖𝑣 was constant across analysis scenarios. For phase I data it ranged from -55% to 
75%, and from -60% to 130% for phase II data, due to the differences in number of sampling 
times per subject. The bias in mean 𝑅𝐸𝐸𝑖𝑛𝑑𝑖𝑣 was smaller in phase II data with three samples 
(SPI/II3s.24h and SPI/II3s.96h) than in phase II data with one sample (SPI/II1s.24h). 
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Figure S6. Boxplots of the simulated and estimated population clearance in all scenarios simulated 
under H0 (𝑅𝐸𝐸𝑝𝑜𝑝, left). Boxplots of the simulated and estimated individual clearance in all scenarios 
simulated under H0 (𝑅𝐸𝐸𝑖𝑛𝑑𝑖𝑣 , right) for subjects in the phase I (blue) and the phase II study (brown).  
Detection of genetic effects 
Table S2. True positives counts under H1 for Lasso and stepwise procedure methods in all 
scenarios 
 TP (CL) 
Method SPI SPI/II3s.96h SPI/II3s.24h SPI/II1s.24h 
Lasso 44 [32;59] 380 [343;420] 326 [292;363] 277 [245;312] 
Stepwise procedure 43 [31;58] 386 [348;426] 327 [293;364] 262 [231;296] 
Total number of true positives (TP) with their 95% confidence interval under the alternative 
hypothesis.  
On 200 simulated data sets, overall 1200 SNPs were set to impact clearance (maximum TP number). 
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Table S3. False positives counts on CL, Q and V2 under H1 for Lasso and stepwise procedure methods in all scenarios 
  SphaseI SPI/II3s.96h SPI/II3s.24h SPI/II1s.24h 



















































Total number of false positives (FP) with their 95% confidence interval under the alternative hypothesis.  
Table S4. True positive rates for each causal variant (𝑇𝑃𝑅𝑅𝐺𝐶) as a function of the RGC, and false positive rates (FPR) under H1 for Lasso and 
stepwise procedure methods in all scenarios. 
Scenario Method FPR 𝑻𝑷𝑹𝑹𝑮𝑪  
   
RGC = 1% RGC = 2% RGC = 3% RGC = 5% RGC = 7% RGC = 12% 
SPI Lasso 0.2 1.5 0.5 1.5 5 4 9.5 
SPI Stepwise procedure 0.2 1.5 0.5 1.5 5 4 9 
SPI/PII3s.96h Lasso 0.7 2.5 4 13.5 31 52 87 
SPI/PII3s.96h Stepwise procedure 0.6 3.5 6 13 36.5 51.5 82.5 
SPI/PII3s.24h Lasso 0.8 3 3.5 8.5 25 41 82 
SPI/PII3s.24h Stepwise procedure 0.7 4 4 9 26.5 42 78 
SPI/PII1s.24h Lasso 0.6 3.5 5 11 21.5 32.5 65 
SPI/PII1s.24h Stepwise procedure 0.6 2.5 4 10 21.5 31.5 61.5 
FPR: proportion of false positives detected among all potential false associations in the 200 dataset. 
𝑇𝑃𝑅𝑅𝐺𝐶: proportion of true positives detected for a causal variant in the 200 dataset (equivalent to the probability to detect this variant). 
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Influence of the phenotype variance 
Table S5. True positives counts under H1 for Lasso and stepwise procedure methods in all 
scenarios simulated with IIVCL = 60%. 
 TP (CL) 
Method SPI60% SPI/II3s.96h_60% SPI/II3s.24h_60% SPI/II1s.24h_60% 
Lasso 80 [63;100] 509 [466;555] 505 [462;551] 450 [409;494] 
Stepwise procedure 80 [63;100] 541 [496;589] 531 [487;578] 464 [423;508] 
Total number of true positives (TP) with their 95% confidence interval under the alternative 
hypothesis.  
On 200 simulated data sets, overall 1200 SNPs were set to impact clearance (maximum TP number). 
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Table S6. False positives counts on CL, Q and V2 under H1 for Lasso and stepwise procedure methods in all scenarios simulated with IIVCL = 60%. 
  SPI60% SPI/II3s.96h_60% SPI/II3s.24h_60% SPI/II1s.24h_60% 



















































Total number of false positives (FP) with their 95% confidence interval under the alternative hypothesis.  
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Figure S7. Distribution of the shrinkages on clearance for subjects in the phase I dataset (blue) and 
for subjects in the phase II dataset (brown), for each scenario simulated under H0 with IIVCL = 60%. 
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Figure S8. Boxplot showing the loss of the signal for genetic effect in the overall population (top), as 
well as separately for the phase I data (blue borders) and for the phase II data (brown borders) 
(bottom). A boxplot is shown as a function of increasing 𝑅𝐺𝐶  (boxplots colour) separately for each 
scenario simulated under H1 with IIVCL = 60%. 
Chapitre 5 : Importance du protocole des études pharmacocinétiques dans la puissance des 




Additional results for the two other penalised regression methods 
Ridge regression12 imposes a penalty on the size of the 𝛽𝑘 to reduce the prediction error 
without preventing the inclusion of variables in the model, by applying a Gaussian prior of 
identical variance on the eigenvalues issued from the principal component analysis (PCA) of 
the data. We used the approach proposed by Cule et al.10 to semi-automatically set the 
penalty. The fit was followed by a Wald test on these coefficients and their standard error to 
perform the variable selection13, with a significance threshold equal to α, the type I error per 
SNP. 
HyperLasso11 is similar to Lasso but uses a normal-exponential gamma (NEG) distribution as 
a prior on 𝛽𝑘 and depends on two parameters: a shape parameter 𝜆 and a scale parameter 
𝛾. The sharp peak at zero and the flatter tail of the NEG distribution favour sparse solutions 
but the estimates of larger effects are shrunken less severely than the Lasso. The smaller the 
shape parameter the heavier the tails of the distribution and the more peaked at zero, which 
can result in fewer correlated SNPs being selected. The shape parameter 𝜆 was set to 1, 
which gives realistic effect size distributions14. The scale parameter 𝛾 was computed, as for 
the Lasso tuning parameter, depending on α11. 
Table S7. Empirical estimates of Family-Wise Error Rate under H0 for ridge regression and 
HyperLasso methods 
  FWER (%) 
Method 
 
SPI SPI/II3s.96h SPI/II3s.24h SPI/II1s.24h 
Ridge regression Without correctiona 16 15.5 18.5 14 
HyperLasso Without correctiona 13.5 18 21.5 13.5 
Ridge regression After empirical correctionb 21 20.5 18.5 19.5 
HyperLasso After empirical correctionb 20.5 20 21.5 18 
a. Set of empirical family wise error rates (FWER) obtain without correction. 
b. Set of empirical FWER obtained after correction of thresholds or penalisation parameters. 
The 95% prediction interval around 20 for 200 simulated data sets is [14.5-25.5]. 
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Table S8. Counts of true positives under H1 for ridge regression and HyperLasso methods in 
all scenarios 
 TP (CL) 
Method SPI SPI/II3s.96h SPI/II3s.24h SPI/II1s.24h 
Ridge regression 57 [43;74] 369 [332;409] 300 [267;336] 240 [211;272] 
HyperLasso 41 [29;56] 309 [276;345] 250 [220;283] 225 [197;256] 
Total number of true positives (TP) with their 95% confidence interval under the alternative 
hypothesis.  
On 200 simulated data sets, overall 1200 SNPs were set to impact clearance (maximum TP number). 
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Table S9. Counts of false positives on CL, Q and V2 under H1 regression and HyperLasso methods in all scenarios 
  SPI SPI/II3s.96h SPI/II3s.24h SPI/II1s.24h 



















































Total number of false positives (FP) with their 95% confidence interval under the alternative hypothesis.  
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Figure S9. True Positive Rate (TPR) versus False Positive Rate (FPR) under H1 (left) and probability 
estimates (points) and 95% confidence interval (bars) to detect at least x causal variants explaining 
the interindividual variability of CL (x=1,...,6) under H1 (right). Different symbols are used for each 
scenario, and colours denote the HyperLasso (grey) and the ridge regression (light blue). 
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PRISE EN COMPTE DE L'INTÉGRALITÉ DE LA DISTRIBUTION 
CONDITIONNELLE DANS LES TESTS D'ASSOCIATION  
6.1. Introduction 
Dans le premier travail présenté au chapitre 4, nous constatons la faible puissance de 
détection des effets génétiques dans une étude de phase I typique, en raison du faible 
nombre de sujets. Nous explorons ainsi deux pistes pour améliorer cette puissance. Tout 
d’abord nous proposons de combiner ces données de phase I à des données issues d’une 
étude de phase II, augmentant ainsi le nombre de sujets. Le chapitre 5 montre l’intérêt de 
cette approche se basant sur des protocoles mixtes dans l’augmentation de la puissance de 
détection des polymorphismes génétiques. Dans ce chapitre, nous proposons d'évaluer si la 
prise en compte de toute la distribution des paramètres individuels permet d’améliorer la 
puissance des méthodes de détection. 
Nous avons montré le lien entre la puissance de détection des effets gènes et la quantité 
d'information permettant d'estimer le paramètre d'intérêt, que l'on peut mesurer par le η-
shrinkage sur l'estimation des paramètres individuels (EBE). L’estimation des paramètres 
individuels se fait par une méthode bayésienne utilisant la distribution a priori du paramètre 
estimée lors de l’analyse de population et les données d’un sujet afin d’estimer une 
distribution a posteriori (voir paragraphe 1.1.5.3). Le mode de cette distribution est 
généralement utilisé dans les différents graphiques diagnostics, et également lors de la pré-
sélection des covariables. Ce mode tend vers la valeur de population (shrinkage) lorsque 
l’information du sujet n’est pas suffisante (Savic and Karlsson, 2009), en raison de données 
éparses (Figure 6.1). Une alternative pourrait être de prendre en compte, non pas 
uniquement cette valeur ponctuelle, mais l'ensemble de la distribution a posteriori. Dans les 
dernières versions du logiciel Monolix (www.lixoft.eu) des tirages dans la distribution 
conditionnelle des paramètres individuels sont utilisés dans certains graphiques d’évaluation 
du modèle développé et notamment dans les graphiques représentant i) les paramètres 





individuels en fonction des covariables et ii) la distribution des paramètres individuels et le 
η-shrinkage associé. Ces tirages permettent de décrire la distribution a posteriori entière et 
seraient donc moins influencés que le mode par une information éparse. 
 
Figure 6.1. Illustration de l’estimation du paramètre individuel par méthode bayésienne. En noir est 
représentée la distribution a priori. Lorsque l’information apportée par les données est suffisante, le 
mode de la distribution a posteriori, représentée en bleu, est centré sur la vraie valeur. À l’inverse 
avec des données éparses l’information peut ne pas être suffisante, alors la distribution a posteriori, 
représentée en rouge, tend vers l’a priori et le mode tend vers 0.  
Nous nous proposons d’utiliser cette nouvelle approche dans les tests d’association afin 
d’augmenter la probabilité de détecter des variants génétiques, notamment dans le cas 
d’études avec un protocole épars, où l’effet du η-shrinkage diminue la puissance des tests. 
Nous évaluons cette approche dans une étude de simulation. 
6.2. Matériels et méthodes 
6.2.1. Étude de simulation 
Les simulations se basent à nouveau sur le cas réel présenté au chapitre 2. Le modèle PK 
développé pour cet exemple est utilisé pour simuler des concentrations sous H0 et H1, en 
prenant en compte les génotypes simulés par ailleurs pour 176 SNPs. À la différence des 
travaux présentés dans les chapitres 4 et 5, seul un polymorphisme affecte la 





pharmacocinétique de la molécule sous H1, afin de simplifier l’analyse en n’ayant à 
considérer que des régressions univariées. Ce polymorphisme causal est tiré aléatoirement 
pour chaque jeu de données à partir des 176 SNPs simulés et affecte la clairance avec un 
effet additif, comme représenté ci-dessous : 
 𝑙𝑜𝑔(𝐶𝐿𝑖) = 𝑙𝑜𝑔(𝜇𝐶𝐿) + 𝛽𝑠 × 𝑆𝑁𝑃𝑖𝑠 + 𝜂𝐶𝐿𝑖  (6.1)  
où 𝐶𝐿𝑖 est la clairance individuelle, 𝜇𝐶𝐿 la valeur typique de CL dans la population, 𝛽𝑠 l’effet 
associé au polymorphisme 𝑆𝑁𝑃𝑖𝑠 et 𝜂𝑖𝐶𝐿 l’effet aléatoire pour le sujet 𝑖. L’effet 𝛽𝑠 du SNP 
causal sur CL dépend de deux paramètres : la part de la variabilité de CL expliquée par le 
polymorphisme (𝑅𝐺𝐶𝑠 exprimé en pourcentage) et la fréquence de l’allèle muté pour le 
variant génétique, ou Minor allele fraction (𝑀𝐴𝐹𝑠) (Bertrand and Balding, 2013). Le 
coefficient 𝛽𝑠 est calculé selon la formule : 




2𝑀𝐴𝐹𝑠(1 − 𝑀𝐴𝐹𝑠) − 𝑅𝐺𝐶𝑠 × 2𝑀𝐴𝐹𝑠(1 − 𝑀𝐴𝐹𝑠)
 (6.2)  
où 𝜔2𝐶𝐿 représente la variance des effets aléatoires de CL due à des sources non génétiques. 
Différents scénarios sont simulés, avec trois tailles d’effet pour le variant causal, quantifiés 
par le paramètre 𝑅𝐺𝐶𝑠 (5, 12 et 20%). Pour chaque scénario, 78 sujets sont simulés selon 
deux protocoles de prélèvement. Soit l’ensemble des sujets est simulé avec un protocole 
riche comprenant 16 points de prélèvements, soit avec un protocole épars où chaque sujet 
présente une observation. Pour permettre, malgré le protocole très épars, une estimation 
précise des paramètres de population, les sujets sont divisés en trois groupes de 26 sujets, 
chaque groupe étant associé à un temps de prélèvement différent. En tout, 6 scénarios sont 
donc évalués (Table 6.1) et au total 100 jeux de données sont simulés pour chaque scénario. 
Table 6.1. Scénarios simulés. 
Protocole RGC = 5% RGC = 12% RGC = 20% 
Richea S5%.rich S12%.rich S20%.rich 
Éparsb S5%.sparse S12%.sparse S20%.sparse 
a. Seize observations par sujet (0,5, 1, 1,5, 2, 3, 4, 6, 8, 12, 16, 24, 48, 72, 96, 120 et 192h). 
b. Une observation par sujet, trois groupes (2, 22 ou 192h). 
À partir des profils PK simulés pour chaque scénario et avec le même modèle utilisé pour les 
simulations, les paramètres individuels (EBE) sont ré-estimés à l’aide de l’algorithme SAEM 





(Kuhn and Lavielle, 2004) et du logiciel Monolix version 4.3.1 (www.lixoft.eu), accompagné 
du logiciel MATLAB (www.mathworks.com). Pour un sujet 𝑖, l’EBE de la clairance correspond 
à l’effet aléatoire ?̂?𝐶𝐿𝑖, i.e. le Maximum A posteriori (MAP) de la distribution conditionnelle. 
En plus de l’estimation du mode, 𝑘 tirages sont effectués aléatoirement dans la distribution 
conditionnelle du paramètre individuel 𝜂𝐶𝐿𝑖  (Figure 6.1). 
Nous comparons ensuite l'utilisation de ces deux variables comme phénotype dans les 
analyses d'association avec le variant causal, selon deux modèles. Comme précédemment, 
un modèle linéaire simple est d’abord utilisé pour tester l’association entre le SNP causal et 
les estimations individuelles des effets aléatoires de la clairance ?̂?𝐶𝐿𝑖 (équation 6.3), où 𝛽0 
représente l’intercept, 𝛽𝑠 le coefficient d’effet associé au variant causal 𝑆𝑁𝑃𝑖𝑠, et 𝜀𝑖 une 
erreur Gaussienne.  
Un modèle linéaire à effets mixtes est par contre utilisé pour tester l’association entre le SNP 
causal et les tirages à partir de la distribution conditionnelle de CL (𝜂𝐶𝐿𝑖,𝑘
∗ ), où 𝛿𝑘 représente 
l’effet aléatoire quantifiant la différence entre les différents tirages pour un même individu 
afin de tenir compte de la corrélation entre ces tirages, et 𝜀𝑖𝑘 à nouveau une erreur 
Gaussienne (équation 6.4). 
 ?̂?𝐶𝐿𝑖 = 𝛽0 + 𝛽𝑠 × 𝑆𝑁𝑃𝑖𝑠 + 𝜀𝑖 (6.3)  
 𝜂𝐶𝐿𝑖,𝑘
∗ = 𝛽0 + 𝛽𝑠 × 𝑆𝑁𝑃𝑖𝑠 + 𝛿𝑘 + 𝜀𝑖𝑘 (6.4)  
Afin de tester l’effet du nombre de tirages 𝑘, cette procédure a été réalisée avec 3, 10, 100, 
300 ou 600 tirages. 
6.2.2. Obtention des tirages dans la distribution conditionnelle 
Il s’avère que le nombre de tirages ne peut être fixé par l’utilisateur dans Monolix et qu’il 
est, de plus, très limité. Afin d’augmenter le nombre de tirages dans la distribution 
conditionnelle pour chaque jeu de données simulé, un algorithme a été développé pour 
permettre 100 tirages aléatoires de 𝑘 valeurs par jeu de données : 
1. Estimation des paramètres de population 
2. Pour 100 itérations : 
 i. Une nouvelle graine est fixée  
 ii. Nouvelle estimation des paramètres de population 
Valeurs initiales fixées aux estimations de l’étape 1 
Uniquement une itération de SAEM pour l’estimation :  
→ estimations = estimations de l’étape 1 
 iii. Estimation des paramètres individuels (?̂?𝐶𝐿𝑖) 





 iv. 𝑘 tirages dans la distribution conditionnelle de CL (𝜂𝐶𝐿𝑖,𝑘
∗ ) 
3. Sauvegarde des estimations des paramètres de population, des estimations 
individuelles et des tirages concaténés à partir des 100 itérations  
En changeant la graine à chaque itération et en ne permettant qu’une itération à 
l’algorithme SAEM pour l’estimation des paramètres de populations, les ?̂?𝐶𝐿𝑖  ne sont pas 
modifiés d’une itération à l’autre de notre algorithme, tandis qu’on obtient des valeurs 
différentes pour les tirages 𝜂𝐶𝐿𝑖,𝑘
∗ . Ainsi le nombre de tirages est augmenté jusqu’à 600 pour 
chaque jeu de données.  
6.2.3. Évaluation 
Sous H0, η-shrinkage est quantifié selon la formule proposée par Bertrand et al (Bertrand et 
al., 2009), comparant la variance des effets aléatoires (?̂?𝐶𝐿𝑖) à la variance de la distribution a 
priori calculée à l’étape de population (paragraphe 1.1.5.3, équation 1.14). Pour vérifier que 
les tirages décrivent bien la variabilité de la distribution, nous pouvons calculer un 
équivalent (que nous appelons sample-shrinkage) en utilisant la variance de ces 𝑘 tirages, 
comparée à la variance de la distribution a priori, selon la formule : 




 (6.5)  
Toujours sous H0, l’erreur de type I est calculée comme le pourcentage de jeux de données 
où l’association entre le SNP causal et le phénotype est significative. Du fait que seule cette 
association est testée, aucune correction pour test multiple n’est utilisée pour ce travail. 
L’erreur de type I doit être contrôlée autour de 5%, avec un intervalle de prédiction à 95% 
pour 100 jeux de données égal à [0,73 ; 9,27]%.  
Sous H1, la probabilité de détection est quantifiée comme étant le pourcentage de jeux de 
données où le SNPs causal est significativement associé à ?̂?𝐶𝐿𝑖  ou 𝜂𝐶𝐿𝑖,𝑘
∗ , selon le modèle 
utilisé. 
6.3. Résultats 
6.3.1. Erreur de type I 
L’erreur de type I estimée sur 100 jeux de données dans chaque scenario est correctement 
contrôlée autour de 5% (Table 6.2), aussi bien lorsque le test de covariable est effectué sous 
H0 sur les estimations individuelles ?̂?𝐶𝐿𝑖, que sur les tirages dans la distribution 






∗ , et ce indépendamment du nombre de tirages. En effet les valeurs de 
l’erreur de type I s’échelonnent entre 3 et 8% et sont donc comprises dans l’intervalle de 
prédiction à 95% autour de la valeur cible de 5%. Aussi pour le calcul de la puissance sous H1, 
aucune correction n’est effectuée. 
Table 6.2. Estimation empirique de l’erreur de type I sous H0 pour les différents scénarios. 
Phenotype Type I error (%) 
 
S5%.rich S12%.rich S20%.rich S5%.sparse S12%.sparse S20%.sparse 
?̂?𝑪𝑳𝒊  8,0 8,0 8,0 3,0 7,0 7,0 
       
𝜼𝑪𝑳𝒊,𝒌
∗  (𝒌 = 𝟑)  5,0 6,0 6,0 5,0 5,0 5,0 
𝜼𝑪𝑳𝒊,𝒌
∗  (𝒌 = 𝟏𝟎)  6,0 7,0 7,0 4,0 5,0 5,0 
𝜼𝑪𝑳𝒊,𝒌
∗  (𝒌 = 𝟏𝟎𝟎)  8,0 8,0 8,0 4,0 6,0 6,0 
𝜼𝑪𝑳𝒊,𝒌
∗  (𝒌 = 𝟑𝟎𝟎)  8,0 8,0 8,0 4,0 7,0 7,0 
𝜼𝑪𝑳𝒊,𝒌
∗  (𝒌 = 𝟔𝟎𝟎)  8,0 8,0 8,0 4,0 7,0 7,0 
L’intervalle de prédiction à 95% autour de 5 pour 100 jeux de données simulés est [0,73 ; 9,27]%. 
6.3.2. Shrinkage 
Comme attendu avec les protocoles choisis pour simuler les profils individuels, le η-
shrinkage calculé sur la variance des estimations individuelles ?̂?𝐶𝐿𝑖 est limité dans les 
simulations avec un protocole riche, la majorité des jeux de données présentant un η-
shrinkage inférieur à 50% (Figure 6.2). À l’inverse, pour les simulations avec un protocole 
épars l’étendue du η-shrinkage calculé sur les estimations individuelles est grande et ce 
dernier est supérieur à 50% pour tous les jeux de données.  






Figure 6.2. Distribution des η-shrinkage estimés, pour les 100 jeux de données simulés sous H0, sur 
les estimations individuelles des effets aléatoires de la clairance (?̂?𝐶𝐿𝑖, en haut à gauche) et des 
valeurs absolues des sample-shrinkages estimés sur les tirages dans la distribution conditionnelle des 
paramètres individuelles de la clairance (𝜂𝐶𝐿𝑖,𝑘
∗ ) en fonction du nombre de tirages 𝑘. Les scénarios 
simulés avec un protocole riche sont représentés en bleu et ceux simulés avec un protocole épars en 
marron. 
Le sample-shrinkage calculé sur la variance des tirages dans la distribution conditionnelle de 
CL se répartit de manière homogène autour de 0. Représenté en valeur absolue (Figure 6.2), 
le sample-shrinkage, comparé au η-shrinkage, diminue pour les jeux de données simulés 
avec un protocole riche et diminue fortement pour ceux simulés avec un protocole épars. Le 
sample-shrinkage sur les échantillons de la distribution conditionnelle est alors inférieur à 
50% pour tous les jeux de données et ce quel que soit le nombre de tirages utilisé. Ce 
résultat laisse à penser que l’on décrirait mieux la variabilité interindividuelle en utilisant la 
distribution conditionnelle, surtout dans le cas de protocoles épars associés à un fort η-
shrinkage sur le MAP. 





6.3.3. Probabilité de detection 
Comme attendu, le nombre de jeux de données dans lesquels le variant causal est détecté 
augmente avec l’effet (Table 6.3). De même un protocole riche permet de détecter l’effet de 
la génétique dans un plus grand nombre de jeux de données qu’un protocole épars, peu 
informatif.  
Table 6.3. Nombre de jeux de données N simulés sous H1 où le variant causal a été détecté. 
Phenotype N 
 
S5%.rich S12%.rich S20%.rich S5%.sparse S12%.sparse S20%.sparse 
?̂?𝑪𝑳𝒊  44 [34;54] 81 [72;88] 98 [93;100] 14 [8;22] 18 [11;27] 31 [22;41] 
       
𝒔𝒂𝒎𝒑𝒍𝒆𝒊𝒌𝜼𝑪𝑳
 (k = 3) 44 [34;54] 81 [72;88] 96 [90;99] 10 [5;18] 16 [9;25] 19 [12;28] 
𝒔𝒂𝒎𝒑𝒍𝒆𝒊𝒌𝜼𝑪𝑳
 (k = 10) 47 [37;57] 82 [73;89] 98 [93;100] 10 [5;18] 21 [13;30] 29 [20;39] 
𝒔𝒂𝒎𝒑𝒍𝒆𝒊𝒌𝜼𝑪𝑳
 (k = 100) 43 [33;53] 83 [74;90] 99 [95;100]  13 [7;21] 21 [13;30] 37 [28;47] 
𝒔𝒂𝒎𝒑𝒍𝒆𝒊𝒌𝜼𝑪𝑳
 (k = 300) 43 [33;53] 83 [74;90] 98 [93;100] 13 [7;21] 24 [16;34] 36 [27;46] 
𝒔𝒂𝒎𝒑𝒍𝒆𝒊𝒌𝜼𝑪𝑳
 (k = 600) 42 [32;52] 83 [74;90] 98 [93;100] 15 [9;24] 25 [17;35] 33 [24;43] 
Nombre de jeux de données et son intervalle de confiance à 95%. 
Le nombre maximal pouvant être atteint par N est 100. 
Ces différences se retrouvent dans la probabilité de détecter le SNP causal dans les 100 jeux 
de données (Figure 6.3). Dans le cas des simulations avec un protocole riche, l’utilisation des 
tirages dans la distribution conditionnelle de CL ne permet pas d’améliorer la probabilité de 
détecter le variant génétique, par rapport à l’utilisation des estimations des effets aléatoires. 
Cette probabilité ne varie pas de plus de 3 points, et ce quel que soit le nombre de tirages 
utilisés. Pour les protocoles épars, des différences plus importantes mais toujours très 
limitées sont observées. L’augmentation de la probabilité de détection grâce à l’utilisation 
des tirages dans la distribution conditionnelle vaut au maximum 1, 7 et 6 points 
respectivement pour les scénarios simulés avec un 𝑅𝐺𝐶𝑠 égal à 5, 12 et 20%. Un nombre 
important de tirages (100 à 600) est de plus nécessaire pour observer ces améliorations.  






Figure 6.3. Probabilités estimées, représentées par les points, et intervalles de confiance à 95%, 
représentée par les barres, pour détecter le variant causal en fonction de la part de la variabilité de 
CL expliquée par ce polymorphisme sous H1. Les deux protocoles simulés sont représentés par un 
symbole différent et chaque couleur représente un phénotype utilisé dans le test d’association avec 
le variant génétique. 
6.4. Discussion 
Dans ce travail, nous cherchons à évaluer par une étude de simulation l’utilisation d’une 
nouvelle approche basée sur des tirages aléatoires dans la distribution conditionnelle des 
paramètres individuels. Les estimations individuelles des paramètres du modèle sont 
généralement obtenues à partir de l’estimateur du MAP, i.e. le mode de la distribution 
conditionnelle. Ces estimations individuelles sont ensuite utilisées dans les évaluations 
graphiques, représentant notamment les relations EBE - covariables, et dans les tests de 
covariables. Le MAP est sensible au η-shrinkage entrainant une perte d’information sur la 
variabilité interindividuelle des paramètres et donc des biais dans l’évaluation graphique et 
les tests de covariables. L’échantillonnage dans la distribution conditionnelle des paramètres 
individuels permet d’utiliser toute la distribution, et non plus uniquement son mode. Cela 





permettrait de mieux quantifier la variabilité interindividuelle, et donc de mieux représenter 
ou tester les relations paramètres - covariables.  
Dans le cas du protocole riche, l’utilisation des tirages dans la distribution conditionnelle de 
CL n’apporte pas plus de puissance pour détecter le variant causal, comparé à l’utilisation du 
mode des estimations individuelles des effets aléatoires de CL. Ce résultat est attendu car le 
η-shrinkage sur les estimations individuelles de CL est limité du fait du nombre important 
d’observations par sujet. Cette approche permettant potentiellement de corriger les effets 
du shrinkage ne peut logiquement affecter que de façon très limitée la puissance de 
détection pour des protocoles riches. À l’inverse on observe une amélioration de cette 
puissance avec l’utilisation des tirages dans la distribution conditionnelle quand le nombre 
d’observations par sujet est réduit, contrant en partie le fort η-shrinkage sur les estimations 
individuelles de CL. Mais cette amélioration reste limitée, la probabilité de détecter le 
variant causal augmentant au mieux de 7 points, et n’est observée que pour un grand 
nombre de tirages (au moins égal à 100). Cette légère augmentation de la puissance de 
détection ne peut être reliée à la valeur du sample-shrinkage, calculé sur les tirages de la 
distribution conditionnelle, qui est très inférieure au η-shrinkage, calculé sur les estimations 
individuelles. La faible magnitude du sample-shinkage suggère que cette approche permet 
effectivement de mieux quantifier la variabilité interindividuelle avec des protocoles épars 
mais n’améliore pas la perte du signal génétique, la distribution conditionnelle étant 
toujours centrée sur des EBE subissant un shrinkage. L’utilisation de cette méthode semble 
donc surtout utile pour une description graphique de la variabilité interindividuelle, comme 
cela est fait actuellement dans le logiciel Monolix. À l’inverse, l’apport de cette méthode 
pour améliorer la détection des effets génétiques dans les tests de covariables est limité. 
Des difficultés de mise en place de cette méthode ont de plus dû être contournées. En effet 
le nombre de tirages effectués dans la distribution conditionnelle ne peut être fixé via le 
logiciel Monolix. Afin d’obtenir un grand nombre de tirages, un algorithme est utilisé pour 
répéter l’étape d’estimation et de tirage sur un même jeu de données. Ce travail montre que 
la différence de puissance pour détecter le variant génétique entre les tests utilisés varie en 
fonction du nombre de tirages. Un nombre limité de simulations (100 jeux de données pour 
chaque scénario) a été effectué du fait de très longs temps de calcul. Cela est lié à la 
nécessité de ré-estimer plusieurs fois les paramètres (100 fois) sur un même jeu de données 





afin d’augmenter le nombre de tirages. L’utilisation d’un nombre plus important de 
simulations permettrait de mieux estimer l’impact de l’utilisation des tirages dans la 
distribution conditionnelle des paramètres individuels sur la puissance de détection du 
variant causal. Mais les résultats ne devraient pas être modifiés de façon significative et les 
conclusions de ce travail devraient rester valables. 
À notre connaissance, il n’est pas possible à l’heure actuelle d’obtenir ces tirages dans le 
logiciel NONMEM (www.icon.com) alors que le package « saemix » (Comets et al., 2011) 
développé pour le logiciel R (R Development Core Team, 2012) intègre cette fonction. Par 
ailleurs les tests d’association présentés dans les chapitres précédents et basés sur des 
régressions pénalisées (la régression ridge (Cule and De Iorio, 2013), Lasso (Tibshirani, 1994), 
HyperLasso (Hoggart et al., 2008)) ne permettent pas d’intégrer un effet aléatoire afin de 
prendre en compte la corrélation entre les différents tirages dans un modèle linéaire à effets 
mixtes. Seuls des modèles linéaires simples sont à ce jour implémentés dans les logiciels ou 
packages permettant d’utiliser ces méthodes et l’utilisation de modèles mixtes 
complexifierait grandement le calcul d’une vraisemblance pénalisée. À l’inverse il n’y a pas 
d’obstacle à la mise en œuvre de modèle linéaire à effets mixtes dans une approche 
stepwise procedure, utilisée dans les travaux précédents. 
Pour conclure, cette nouvelle approche pour les tests de covariables utilisant des tirages 
dans la distribution conditionnelle des paramètres individuels améliore de façon très 
modérée la probabilité de détecter un variant génétique dans le contexte de protocoles 
épars, où le shrinkage est élevé. L’apport de cette nouvelle approche est d’autant plus limité 
que les résultats présentés dans le chapitre 5 montraient une plus grande amélioration de la 
puissance des tests de détection en optimisant le protocole épars des études de phase II. 
D’après ces deux travaux, Il serait plus intéressant d’optimiser les études en amont afin de 
limiter le shrinkage, plutôt que de le corriger a posteriori via cette nouvelle approche. 
Ce travail a fait l’objet d’une communication orale au 24ème congrès du PAGE (Population 
Approach Group in Europe), en juin 2015. Cette communication reprenait également les 





7.1. Discussion des résultats 
L’objectif premier de cette thèse était d’évaluer la méthodologie des analyses PGt, i.e. aussi 
bien la conception des études que les méthodes elles-mêmes, afin d’avoir suffisamment de 
puissance pour mettre en évidence l’effet de polymorphismes génétiques sur la 
pharmacocinétique des médicaments. Dans un deuxième temps, nous voulions fournir des 
recommandations afin d’améliorer cette puissance de détection. Pour cela plusieurs séries 
de simulations ont été effectuées, qui ont comme originalité de se baser sur un exemple de 
données réelles pour une molécule en cours de développement. Le protocole d’études de 
phase I, le modèle PK développé sur les données de ces études et la conception d’une puce à 
ADN ciblée sur l’étude des polymorphismes impliqués dans la pharmacocinétique des 
médicaments nous ont permis de simuler des conditions réalistes dans nos différents 
travaux. Différents résultats ressortent de ces travaux de simulations. 
Une première comparaison concerne les méthodes d’estimation des paramètres PK d’une 
molécule, utilisés comme phénotype dans les analyses PGt. L’AUC et la clairance estimées 
par NCA et par modélisation étant corrélées, nous pouvions nous attendre à des probabilités 
similaires de détecter des polymorphismes génétiques sur ces deux phénotypes. Nous avons 
constaté que c’est en effet le cas lorsque le modèle PK est simplifié pour simuler une 
pharmacocinétique linéaire, sans variabilité interindividuelle sur l’absorption (en particulier 
sur la biodisponibilité). Cependant, lorsque la pharmacocinétique est non linéaire, la 
clairance estimée par modélisation permet une meilleure puissance de détection des 
variants causaux comparée à l’AUC estimée par NCA, et ce même en ajustant le phénotype 
NCA pour prendre en compte cette non linéarité. La NCA a l’avantage de ne pas reposer sur 
des hypothèses, qui peuvent orienter une analyse et donc les résultats. Mais cette approche 
demandant de nombreux prélèvements par sujet, elle n’est pas adaptée pour les phases plus 
avancées du développement clinique (phase II, phase III). La modélisation, en décomposant 




les différentes phases du processus ADME, permet de mieux prendre en compte un facteur 
de variabilité comme l’effet de la dose sur l’absorption, comparé à la NCA qui estime des 
paramètres résumant l’ensemble des phases. La modélisation et l’approche de population 
ont également l’intérêt de pouvoir être utilisées avec des données éparses et des protocoles 
non homogènes, ce qui en fait des outils utilisables tout au long du développement d’un 
médicament. 
Nous avons également comparé différentes méthodes testant les associations entre 
phénotypes PK et polymorphismes génétiques. Une approche itérative (stepwise procedure), 
où plusieurs étapes sont nécessaires pour obtenir un modèle final, était comparée à des 
méthodes basées sur des régressions pénalisées estimant et sélectionnant les variants 
causaux en une étape : la régression ridge associée à un test de Wald, le Lasso et 
l’HyperLasso. Un premier résultat concerne l’erreur de type I globale, inférieure au seuil 
ciblé. Afin de prendre en compte l’inflation de l’erreur de type I globale due au grand 
nombre de tests effectués, une approche basée sur le FWER a été utilisée dans les différents 
tests d’association. Une correction de Šidák était appliquée sur l’erreur de type I par test afin 
de contrôler le FWER, i.e. la probabilité de détecter au moins un faux positif. Les méthodes 
de correction de l’inflation de l’erreur de type I basées sur une correction de l’erreur de type 
I par test, comme la correction de Bonferroni ou de Šidák, ont tendance à sur-corriger les 
seuils de significativité quand les variables sont corrélées et que les différents tests sont 
supposés indépendants (Nyholt, 2004). Les polymorphismes génétiques, en raison du 
déséquilibre de liaison, sont corrélés et il peut être intéressant dans ce cas de prendre en 
compte la structure de la corrélation entre les tests (Bender and Lange, 2001). Un scénario 
où les polymorphismes étaient simulés sans corrélation confirme ce résultat, l’erreur de type 
I globale étant cette fois correctement contrôlée. Il était donc nécessaire dans nos travaux 
de corriger empiriquement une seconde fois les erreurs de type I par test pour obtenir le 
FWER ciblé. La correction de Bonferroni est, d’après la littérature, la méthode la plus utilisée 
dans les analyses PGt. En plus de la baisse de puissance de détection du polymorphisme qui 
accompagne une sur-correction de l’erreur de type I, la méthode de Bonferroni est connue 
pour être la plus conservatrice, aboutissant à des seuils de significativité par test 
extrêmement bas lorsque leur nombre est élevé. Ces seuils fortement corrigés dans les 
études d’association GWAS ou, dans une moindre mesure, basées sur une approche gènes 
candidats, conduisent à ne mettre en évidence que des variants fréquents ayant un fort effet 




sur le phénotype. Ainsi, une partie des facteurs génétiques expliquant la variabilité du 
phénotype, de par leur effet plus modéré ou leur faible fréquence, sont indétectables avec 
des tailles de population réalistes. Il serait donc intéressant d’évaluer l’effet d’autres 
méthodes de correction sur la puissance de détection des analyses. Des méthodes 
alternatives sont à envisager, comme des méthodes basées sur les permutations (Bertrand, 
2009), des méthodes de ré-échantillonnage qui ont l’inconvénient de nécessiter de longs 
temps de calculs.  
En contrôlant la probabilité d’avoir au moins un faux positif parmi les relations 
sélectionnées, l’approche basée sur le FWER revient à sélectionner un nombre limité de 
variants lorsqu’un grand nombre d’associations sont testées, diminuant ainsi le nombre 
potentiel de vrais positifs. Cette approche est donc à l’origine d’une baisse de puissance des 
analyses. Une alternative à cette approche est d’autoriser un nombre plus grand de faux 
positifs, tout en s’assurant que ce nombre ne soit pas trop important. L’approche False 
Discovery Rate (FDR) permet de contrôler la proportion de faux positifs parmi l’ensemble des 
variants sélectionnés (Benjamini and Hochberg, 1995). Avec cette approche, on accepte que 
soient présentes dans le modèle final des variables dont l’effet est négligeable. Cela n’a pas 
d’effet sur l’adéquation du modèle aux données et, en matière de construction de modèles, 
ne va qu’à l’encontre du principe de parcimonie. Par contre, en acceptant plus de faux 
positifs, un nombre plus important d’associations sont mises en évidence, parmi lesquelles 
on trouve des associations réellement significatives. L’approche FDR permet donc une 
analyse plus sensible, mais moins spécifique. Elle pourrait donc être envisagée pour des 
analyses exploratoires. La contrepartie de cette approche est un nombre plus important de 
relations à confirmer dans des analyses ultérieures. Pour des études étudiant un nombre 
limité d’associations, le nombre de faux positifs resterait limité (en imaginant par exemple 
contrôler le taux de faux positifs à 5%). Pour des études à plus grandes échelles, le nombre 
de faux positifs serait plus important, impliquant une augmentation des coûts des études 
confirmatoires et des temps de développement. Enfin, l’objectif des analyses PGt est de 
mettre en évidence des associations pouvant conduire à des recommandations sur 
l’utilisation des médicaments en pratique clinique. Il n’y a donc pas d’intérêt à mettre en 
évidence des polymorphismes dont l’effet n’est pas cliniquement pertinent.  
Le comportement des différents tests d’association évalués, en matière d’erreur de type I et 
de puissance de détection des polymorphismes génétiques, est similaire entre les méthodes 




selon les différentes conditions de simulations (nombre de sujets, tailles d’effet associés aux 
variants causaux). Toutefois, il semble la régression ridge soit une méthode moins 
recommandée pour la confirmation d’associations PGt car elle montre une tendance à 
sélectionner plus de vrais comme de faux positifs. La méthode HyperLasso semble elle plus 
appropriée lorsque le nombre de polymorphismes à tester est très important (Hoggart et al., 
2008), comme dans le cas des études GWAS. Nos conditions de simulations, se basant sur 
une approche gènes candidats, avec un nombre de polymorphismes plus faible, n’ont peut-
être pas favorisées cette méthode par rapport aux autres. 
Comparée à des études de simulations en pharmacométrie où des covariables 
physiopathologiques sont souvent simulées sans corrélation, une originalité de ces travaux 
est d’avoir simulé des variables corrélées, une caractéristique des variants génétiques. Le 
traitement des variants causaux, i.e. ceux affectant le phénotype, est aussi une particularité 
de nos travaux. Dans un travail de simulation, Bertrand et Balding (Bertrand and Balding, 
2013) ont également simulé des polymorphismes, dont certains affectaient la 
pharmacocinétique d’une molécule. Ces variants causaux étaient ensuite retirés des jeux de 
données pour l’analyse. Dans leur analyse, tous les variants sélectionnés et corrélés avec le 
variant causal étaient considérés comme un signal positif. Alors que Bertrand et Balding 
utilisaient les corrélations entre les variables pour détecter le variant causal, nous cherchions 
à nous assurer que les tests d’association soient capables de détecter ce variant causal 
malgré la structure de corrélation. Pour cela, nous conservions les variants causaux dans les 
jeux de données simulés et seule la sélection de ces variants était considérée comme un 
signal positif. Les résultats de nos simulations montrent que les variants causaux peuvent 
être détectés malgré les corrélations, s’ils sont associés à des effets suffisamment forts, i.e. 
ceux expliquant la plus forte part de la variabilité de la pharmacocinétique.  
Nos simulations ont également permis de montrer que le choix d’étudier la 
pharmacogénétique du médicament lors du développement précoce (phase I) ou avancé 
(phase II et phase III) affecte la puissance de l’analyse. En effet, la probabilité de détecter des 
effets génétiques varie en fonction du nombre de sujets et du protocole de prélèvement. Les 
agences du médicament comme l’EMA ou la FDA recommandent un nombre important de 
sujets dans les études en vue d’une analyse PGt (European Medicines Agency (EMA), 2012; 
Food and Drug Administration (FDA), 2013). Nos simulations confirment que le nombre de 
sujets est le principal paramètre influençant la puissance de détection des variants 




génétiques. Mais ces simulations montrent également que la quantité d’information au 
niveau individuel a un effet sur cette puissance. L’intérêt des MNLEM est qu’ils permettent 
d’analyser les données de sujets avec un protocole épars. Ces protocoles, s’ils ne sont pas 
correctement déterminés, peuvent conduire à des phénomènes de régression vers la 
moyenne ou shrinkage réduisant la puissance de détection. Nos simulations montrent 
qu’avec un protocole plus informatif, en augmentant sensiblement le nombre 
d’observations par sujet et en optimisant les temps de prélèvements, la probabilité de 
détecter des variants génétiques augmente.  
Une nouvelle approche basée sur l’utilisation de la distribution complète des paramètres 
individuels dans les MNLEM a enfin été évaluée dans cette thèse. Elle permet une 
amélioration limitée de la puissance de détection, inférieure à celle obtenue grâce à 
l’optimisation des protocoles.  
Les possibilités infinies qu’offrent les études de simulations obligent à fixer un cadre. Dans 
cette thèse nous avons limité les conditions de simulations, tant sur la simulation des profils 
PK que sur celles de l’effet de la génétique. Ainsi, nous avons simulé uniquement des 
relations additives entre polymorphismes causaux et phénotypes PK. Dans un cas réel, le fait 
de tester des effets uniquement additifs peut diminuer la puissance de l’étude et il est donc 
recommandé d’étudier aussi des relations dominantes ou récessives (Lettre et al., 2007). 
Dans les différents travaux et pour chaque jeu de données simulé, les variants causaux 
étaient tirés aléatoirement et donc différents d’un jeu de données à l’autre. Ainsi, différents 
coefficients d’effet étaient simulés, car calculés notamment en fonction de la fréquence de 
l’allèle muté pour chaque variant causal. Cette approche est régulièrement utilisée dans les 
études de simulations en génétique statistique et permet aux résultats de ne pas dépendre 
d’une fréquence donnée (e.g. (Huang et al., 2014; Kichaev et al., 2014; Schifano et al., 
2012)). Une alternative, plus usuelle pour des études de simulations en pharmacométrie, 
serait de sélectionner six variants causaux, identiques pour tous les jeux de données, et de 
fixer leurs coefficients d’effet associés.  
Concernant les méthodes d’association, nous nous sommes également limités à quelques 
méthodes, cette thèse n’ayant pas pour but d’évaluer de façon exhaustive toutes les 
méthodes d’association en pharmacogénétique. Nous nous sommes intéressés à des 
méthodes basées sur une estimation par maximum de vraisemblance, dont deux méthodes 




très utilisées dans la littérature (régression ridge, Lasso) et une méthode récente qui 
semblait apporter un intérêt en matière de performance de détection des variables 
génétiques à grande échelle (HyperLasso). Il existe dans le cadre des régressions pénalisées 
d’autres approches comme l’Elastic Net (Zou and Hastie, 2005) qui a montré des 
performances intermédiaires entre les méthodes de régression ridge et Lasso. En dehors des 
approches basées sur le maximum de vraisemblance, on trouve aussi des approches 
bayésiennes (O’Hara and Sillanpää, 2009) qu’il serait intéressant d’explorer. Il existe 
également des approches plus complexes prenant en compte les interactions gènes-
environnement (Knights et al., 2013). En effet, la génétique ne permet d’expliquer qu’une 
part de la variabilité des processus PK. Une autre partie de cette variabilité peut être 
associée à des facteurs environnementaux ayant un impact directement sur le phénotype, 
mais également sur l’expression des gènes. 
Nous ne nous sommes intéressés qu’à la pharmacocinétique des médicaments, occultant sa 
relation avec la pharmacodynamie. Cela est dû en partie au choix du cas réel où les données 
d’une puce à ADN, spécialement développée pour les études PK, ont été utilisées comme 
base à la simulation des polymorphismes. Les conclusions de cette thèse sur l’intérêt de la 
modélisation ou des protocoles combinés peuvent s’appliquer à l’étude de la 
pharmacodynamie. La puissance des méthodes d’association peut, elle, varier selon le type 
de phénotype étudié. Les résultats de cette thèse devraient être directement transposables 
à des phénotypes PD continus, mais demanderaient à être étendus dans le cas de 
phénotypes PD binaires ou catégoriels. 
Concernant le modèle PK utilisé pour la simulation des phénotypes, aucune variabilité 
interoccasion (IOV) n’a été simulée. Cela aurait pu concerner les simulations des études de 
phase II où la pharmacocinétique était simulée à l’état d’équilibre. Il serait nécessaire, dans 
un cas réel où les sujets de l’étude sont suivis sur une longue période, de quantifier cette 
IOV. L’approche basée sur les MNLEM permet d’estimer ce nouveau niveau de variabilité 
(comme expliqué dans le paragraphe 1.1.5.1) et ainsi de la distinguer de la variabilité 
interindividuelle. Les paramètres associés à la variabilité interindividuelle étant, avec cette 
approche, estimés sans biais, des résultats similaires devraient être trouvés quant à la 
probabilité de détecter les variants génétiques. L’ajout d’un niveau de variabilité comme 
l’IOV doit également être pris en compte au moment du choix du protocole de prélèvement, 
afin d’avoir l’information suffisante pour l’estimation de ces nouveaux paramètres. Le 




logiciel d’optimisation PFIM intègre des modèles comprenant de l’IOV pour l’optimisation 
des protocoles (www.pfim.biostat.fr).  
Pour de futurs travaux de simulations, il serait intéressant de simuler des effets génétiques 
sur plusieurs paramètres du modèle, corrélés entre eux, ce qui rajouterait un degré de 
difficulté pour la détection de ces polymorphismes. 
Les tests d’association basés sur une régression pénalisée ne peuvent à l’heure actuelle 
n’être appliqués que sur les estimations individuelles du modèle. Une alternative serait 
d’utiliser une approche intégrant ces régressions pénalisées où les paramètres du modèle 
sont estimés et les covariables sont sélectionnées en une seule étape. Cette approche ne 
semble pour le moment pas donner de meilleures performances qu’une stepwise procedure 
alors qu’elle nécessite de plus long temps de calcul (Bertrand et al., 2015).  
A l’image du programme PsN qui inclue de nombreuses fonctions pour le développement de 
MNLEM avec le logiciel NONMEM, il pourrait être également envisagé un programme 
regroupant différents modules dont un serait l’exploration des relations entre covariables et 
EBE via une régression pénalisée. Les covariables sélectionnées étant ensuite 
automatiquement incluses dans le modèle. 
7.2. Recommandations pour les analyses pharmacogénétiques 
Ces travaux de simulations nous permettent de fournir des recommandations afin 
d’augmenter la puissance des analyses PGt effectuées lors des études PK.  
La NCA est, d’après la littérature, encore aujourd’hui l’approche la plus utilisée pour estimer 
les paramètres PK associés aux polymorphismes génétiques dans les analyses PGt, 
certainement pour sa facilité de mise en œuvre. Nos travaux montrent que la modélisation 
et plus particulièrement les MNLEM doivent pourtant être préférés, car ils offrent de 
meilleures performances pour les analyses PGt. 
Les différents tests d’association étudiés montrent des performances similaires. La méthode 
stepwise procedure qui est usuellement utilisée en pharmacométrie peut donc être 
recommandée pour les analyses PGt. Cette méthode peut tout de même nécessiter un 
nombre important d’itérations et donc un temps de calcul élevé dans le cas où beaucoup de 
relations sont explorées. Les approches basées sur une régression pénalisée ont dans ce cas 




l’avantage de fournir un modèle final plus rapidement, en explorant tous les variants 
simultanément. 
Nos simulations montrent l’intérêt de combiner les données de sujets avec des protocoles 
de prélèvement épars avec des données de protocoles plus riches chez un sous-groupe de 
sujets, afin d’augmenter la quantité d’information et donc la puissance de l’étude. 
L’optimisation de ces protocoles épars via des algorithmes et des logiciels spécifiques, e.g. le 
logiciel PFIM (www.pfim.biostat.fr), apporte de plus un vrai bénéfice sur la puissance de 
détection. Nous recommandons donc sur la base de ces résultats d’étudier la 
pharmacogénétique d’une molécule lors de son développement sur des données combinant 
les études de phase I et de phase II, et optimisées prospectivement. 
Au niveau du développement de nouveaux médicaments, l’étude de la pharmacogénétique 
pourrait apporter de vrais bénéfices alors que les coûts de développement sont en 
augmentation (Kaitin, 2010) et qu’à l’inverse les taux de succès ont tendance à diminuer 
(Pammolli et al., 2011). Des problèmes liés à l’efficacité sont majoritairement responsables 
de l’arrêt du développement des nouveaux traitements (Kola and Landis, 2004). À l’heure 
actuelle, il existe peu d’exemple montrant l’apport des analyses PGt dans le développement 
de nouveaux médicaments, comparé aux nombreuses associations mises en évidence et 
ayant abouti à des recommandations d’usage en pratique clinique pour des médicaments 
déjà sur le marché. L’utilisation de marqueurs PGt permettrait notamment de relancer le 
développement de certaines molécules précédemment arrêtées par manque d’efficacité ou 
à cause d’effets indésirables trop importants (Shah, 2006). Par exemple, ce fut le cas du 
lumiracoxib, traitement de la douleur aigüe et de l’ostéoarthrite, dont le développement fut 
arrêté en 2005 en raison de toxicités hépatiques. Des analyses pharmacogénétiques 
rétrospectives ont montré que des variants du gène HLA-DQ étaient associés à une élévation 
des enzymes hépatiques et qu’un allèle (HLA-DQA1*0102) était présent chez 100% des 
patients présentant les niveaux d’enzymes les plus élevés (Singer et al., 2010). Le 
développement de cette molécule a donc été relancé avec une restriction à une population 
sélectionnée sur la génétique.  
Les associations PGt identifiées en phase précoce du développement de nouveaux 
médicaments (phase I et phase II) permettraient de mieux concevoir les études de phase III. 
Par exemple en adaptant la dose en fonction du génotype ou en excluant les patients non 
répondeurs, l’efficacité estimée de ces nouveaux médicaments pourrait augmenter et le 




taux d’effets indésirables diminuer. L’intérêt de ces protocoles basés sur la génétique est de 
rendre le développement clinique de nouveaux médicaments plus efficace, en matière de 
coûts et de temps de développement (Cook et al., 2009), et d’en augmenter le taux de 
succès. 
La pharmacogénétique change le paradigme de la recherche clinique dans le domaine du 
médicament : celui d’un traitement unique capable de traiter l’ensemble de la population. 
Aujourd’hui avec le développement de la pharmacogénétique et de la médecine 
personnalisée on cherche le médicament capable de traiter des sous-groupes de patients, 
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La pharmacogénétique (PGt) étudie la part de la variabilité interindividuelle dans la réponse 
aux traitements expliquée par des variations génétiques. La PGt relie les génotypes de 
substitutions nucléotidiques à la variabilité pharmacocinétique (PK) d’un médicament. Dans 
l’objectif d’individualiser le traitement, des données génétiques sont collectées dans de 
nombreux essais cliniques. Il n’existe pas de consensus sur la méthodologie pour étudier 
l’effet de la génétique sur la PK, notamment lors du développement clinique de 
médicaments. Nous évaluons et comparons les méthodes d’analyse PGt dans les études PK 
en phases précoces du développement, afin de proposer des approches améliorant la 
détection des effets génétiques. 
Dans une première série de simulations basée sur un exemple réel, nous comparons 
différentes méthodes utilisées en PGt afin de détecter l’effet simulé de plusieurs variants 
génétiques : les méthodes pour estimer le phénotype PK (analyse non compartimentale et 
modèles non linéaires à effets mixtes (MNLEM)) ; les méthodes d’association (approche 
itérative et trois régressions pénalisées : régression ridge, Lasso et HyperLasso). Dans une 
seconde étude de simulation nous proposons des protocoles d’étude pour augmenter la 
puissance de détection des variants génétiques. Enfin nous évaluons par simulations dans 
une troisième étude une approche pour corriger la régression vers la moyenne des 
phénotypes PK estimés par MNLEM qui entraine une diminution de la puissance de 
détection des variants génétiques. 
À travers ces différentes études de simulations, nous proposons des recommandations pour 
les analyses PGt lors d’étude PK dans le développement du médicament. 
 
Pharmacogenetics (PGt) studies the proportion of interindividual variability in drug response 
explained by genetic variations. Pharmacogenetics relates especially the genotypes of single 
nucleotide polymorphisms to pharmacokinetic (PK) variability of a drug. In the hopes to 
individualise treatments, genetic data is collected in many clinical trials. There is no 
consensus on methodology to study the effect of genetics on PK, especially during drug 
development. We investigate and compare methods for PGt analyses in PK early phase 
studies, to propose approaches enhancing the detection of genetic effects. 
In a first simulation based on a motivating example, we compare different methods used in 
PGt to detect the simulated effect of several genetic variants: methods to estimate the PK 
phenotype (noncompartmental analysis and nonlinear mixed effects models (NLMEM)); 
association methods (stepwise procedure and three penalised regressions: ridge regression, 
Lasso and HyperLasso). In a second simulation study we propose practical study designs to 
improve detection power of genetic variants during drug development. In a third study we 
assess through simulations an approach to correct the shrinkage in PK phenotype estimated 
through NLMEM which results in a reduced power to detect genetic variants. 
Through these different simulation studies, we propose recommendations for PGt analyses 
in PK studies during drug development.  
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