In nearest neighbor distance ratio (NNDR) matching the fixed distance ratio threshold sometimes results in an insufficient number of inliers or a huge number of outliers, which is not good for robust tracking. In this letter, we propose adjusting the distance ratio threshold based on maximizing the number of inliers while maintaining the ratio of the number of outliers to that of inliers. By applying the proposed method to a modelbased camera tracking system, its effectiveness is verified.
Introduction
A variety of local invariant feature detectors, descriptors, and their combinations have been proposed [1] - [5] . Along with them a number of criteria for feature matching have been devised and evaluated. In previous research [4] , three common criteria, fixed threshold, nearest neighbor, and nearest neighbor distance ratio (NNDR), were compared. The results showed that NNDR outperformed the others, so NNDR matching has been mostly used. However, in NNDR matching, the number of inliers (= correct matches) and outliers (= incorrect matches) varies greatly depending on the distance ratio threshold [3] . In particular, distance ratio thresholds that are too large (close to 1) cause loose matching (including too many incorrect matches) and distance ratio thresholds that are too small (smaller than 0.3) cause tight matching (including few correct matches). Therefore, based on a heuristic, Lowe [3] set the distance ratio threshold to 0.8 for his object recognition task. Likewise, most researchers have set the distance ratio threshold to a fixed value, which was an effective method for static environments. However, in dynamic environments where light and viewpoint can vary greatly, which is common in camera tracking, the fixed distance ratio threshold sometimes suffers from a lack of inliers or an excess of outliers and thus cannot always ensure robust camera tracking. This problem becomes more serious in scenes that include a small number of features.
For robust camera tracking, the distance ratio threshold must therefore be adjusted adaptively to environmental changes. In this letter, we propose an adjustment method which counts the number of inliers and outliers and maximizes the number of inliers (a small number of inliers causes poor results in camera tracking [6] ) while maintaining the ratio of the number of outliers to that of inliers. The adjustment method can provide optimized distance ratio thresholds in static and dynamic environments without a prior or heuristic knowledge.
NNDR Matching
For making this letter more self-contained, we briefly explain NNDR matching [3] in this section.
The candidate neighbors of a feature are found by computing the Euclidean or Mahalanobis distances between the descriptor of the feature and those of other target features and thresholding the distances with a threshold. The candidate neighbors are ranked by the magnitude of their distances. Then, letting feature B be the nearest neighbor of feature A and feature C be the second nearest neighbor of feature A, the NNDR is defined as 
Adjustment of the Distance Ratio Threshold for Robust Camera Tracking
The distance ratio threshold is adjusted as follows. (2) where Δr th is an increment of r th , N inlier and N outlier are the number of inliers and outliers, e(E) is the mean reprojection error of inliers caused by the estimated camera pose E, and τ, n th , and are the predefined thresholds. In Eq. 2 r th increases if the ratio of the number of outliers to that of the inliers is smaller than n th and thus the number of inliers increases. That is, the number of inliers is maximized given Copyright c 2011 The Institute of Electronics, Information and Communication Engineers n th , which is helpful for robust camera tracking [6] . In contrast, r th decreases if the ratio of the number of outliers to that of inliers is larger than n th and thus the number of outliers decreases. That is, the ratio of the number of outliers to that of inliers is maintained smaller than n th . In Eq. 2 the conditions, N inlier < τ and e(E) > , are required for preventing camera tracking from being unstable (diverging).
Δr th can be a small constant or adjusted. Both are evaluated in this letter with the adjustment done as follows. If r th is successively incremented or successively decremented in Eq. 2, Δr th is added by 0.01. Otherwise, Δr th is subtracted by 0.01. Finally, Δr th is clipped to 0 and 0.1.
The inliers and outliers are simply separated as follows. First, features extracted in a frame are matched with those extracted in the next frame using the NNDR matching in Sect. 2. Next, the Euclidean distances between the features and their matches are computed. Then, the median distance is computed. Finally, a feature with a distance larger than the doubled median distance is considered an outlier. Otherwise, the feature is considered to be an inlier.
Experimental Results and Discussion
A model-based camera tracking system † [6] , which uses SURF [2] for detecting and matching robust features in a high speed, was used for evaluating the performance of the proposed method. The camera pose (3 translation and 3 rotation parameters † † ) was estimated from the 640 × 480 images that a virtual scene (600(w) × 600(h) × 300(d)) in Fig. 1 was captured by freely moving a virtual camera (vertical view angle = 64.62 degrees and aspect ratio = 4 : 3). Its ground truth is shown in Fig. 2 . The total number of reference features, which were found from the scene using SURF by fixing the distance ratio threshold to 0.65 in advance in an offline step [6] , was 480.
The performance of the proposed method depends on Δr th and n th . Therefore, we first analyzed the variation of the distance ratio threshold, the number of inliers, and the camera pose due to different constant Δr th (ranging from 0.01 to 0.1) and n th (ranging from 0.1 to 0.5 † † † ). The initial distance ratio threshold could be given randomly but was set to 0.65 Fig. 1 Wired 3D model and camera images of a virtual scene used in our experiments.
for fair evaluation, and τ and were set to 10 and 5, respectively. As shown in Table 1 , the proposed method returned the optimized distance ratio threshold and the maximized number of inliers for each n th regardless of the values of Δr th and n th . However, when Δr th was set to large values, it was difficult to maintain the ratio between the number of inliers and that of outliers within the given threshold and the camera pose error was larger. When n th was set to a value that was too small (making r th small and causing tight matching) or too large (making r th large and causing loose matching), the camera pose error was larger. Therefore, care should be taken in determining n th .
Then, we analyzed the effect of the adjustment of Δr th . As explained in Sect. 3, Δr th was adjusted between 0 and 0.1. As shown in Table 2 , Δr th and r th were optimized consistently regardless of the initial value of Δr th . Due to the optimized Δr th and r th , the proposed method could maximize the number of inliers and minimize the camera pose error Table 1 The mean of the distance ratio threshold, the number of inliers, the ratio between the number of inliers and that of outliers, and the camera pose error resulted from fixed Δr th and n th . † † The translation parameters have no unit and the unit of rotation parameters is degrees.
Δr
† † † When n th was larger than 0.5, the camera tracking system became severely unstable. This will be because the least-squaredbased camera tracking system [6] is sensitive to the number of outliers. Table 2 The mean of the distance ratio threshold, the number of inliers, the ratio between the number of inliers and that of outliers, and the camera pose error resulted from varying Δr th and fixed n th . Table 3 The mean of the number of inliers, the ratio between the number of inliers and that of outliers, and the camera pose error when fixing the distance ratio threshold. with little care in determining n th . One noticeable thing is that it seemed better to set n th to as large a value as possible. However, if a setting of n th is too large it would be risky. In practice, the camera pose error increased rapidly with n th larger than 0.5 and the camera tracking system was unstable with n th larger than 0.6 (the data was omitted here).
In order to show the adverseness of using a fixed distance ratio threshold, r th was fixed to 0.55, 0.65, 0.75, and 0.85 and their results were compared with those by the proposed method. As shown in Table 3 , the camera pose error of fixing r th was larger than that of the proposed method even when fixing to 0.85 (close to the optimized ones resulted by the proposed method). Furthermore, the camera tracking system was unstable (often failed to estimate the camera pose due to insufficient inliers or excessive outliers) when r th was fixed larger than 0.85 or smaller than 0.5. However, the proposed method worked stably even when r th was initialized larger than 0.85 or smaller than 0.5. Figure 3 shows the variation of r th that resulted from the proposed method when r th was initialized to different values. Regardless of its initial value, it was optimized consistently and the resulting mean camera pose error was not different (although the camera pose data was omitted here). The speed that r th converges to the optimal value depends on the initial value of r th , Δr th , n th , scene conditions, etc. In our experiments, the convergence took about 30 to 60 frames.
Conclusion
In this letter, we proposed to adjust the distance ratio threshold in NNDR matching to be adaptive to dynamic environments for robust camera tracking. Through the experimental results with synthetic camera images, we verified that the proposed method computed the optimized distance ratio for maximizing the number of inliers while maintaining the ratio of the number of outliers to that of inliers every frame. This approach permitted more accurate and stable camera tracking than a fixing the distance ratio threshold.
In our experiments where r th was neither largely nor abruptly changed, the effectiveness of the proposed method against fixing r th could not be as fully evaluated as expected. Currently, we are trying to analyze the performance of the proposed method in more detail by applying it to synthetic or real scenes in different various environments.
