McNaughton games are natural descriptions of reactive systems in which the interaction between Controller (often referred to as Survivor) and Environment (Adversary) are modelled as certain two-player games. Winning conditions in these games can be thought of as specification requirements that Controller must satisfy. Winning strategies for Controller are thus identified with programs satisfying the specifications. Deciding whether or not Controller wins a given game can be seen as answering the question whether or not a given specification is realizable. If it is, then constructing the winning strategy amounts to synthesizing a correct controller program. Further, minimalization of the memory size of the winning strategy for Controller corresponds to the optimization problem of a correct controller. Again, we refer the reader to [11] for more details.
Suppose you come across a McNaughton game. You will probably expect that the particular structure of the underlying system and the specification of winning conditions influence in some way the running times of algorithms that decide the game. Such an expectation would be natural, for it is known that many algorithms for deciding McNaughton games are not efficient and do not explicitly exploit either the structure of the underlying graphs or the form of winning conditions. An exception is Zielonka [13] that shows that winners of the McNaughton games have finite state strategies that depend on nodes that are called useful.
The main purpose of this paper is to pursue this line of investigation a little further in a number of cases. In particular, we provide examples of classes of games for which the algorithms that decide these games explicitly use the nodes at which one of the players has more than one choice to make a move. We begin with the following definition extracted from [7] : The graph G = (V, E), with V = S ∪ A, is the system or the graph of the game, the pair Ω is the specification, and each set U ∈ Ω is a winning set.
Definition 1. A game Γ , played between two players called Survivor and Adversary, is a tuple (S ∪
In game Γ , a play (
Survivor wins the play π if Inf (π) ∈ Ω; otherwise, Adversary wins π. We will refer to finite initial segments of plays as histories. A strategy for a player is a rule that specifies the next move given a history of the play. Let f be a strategy for the player and p be a position. Consider all the plays from p which are played when the player follows the strategy f . We call these plays consistent with f from p.
Definition 2.
The strategy f for a player is a winning strategy from p if the player wins all plays from p consistent with f . In this case the player wins the game from p. To decide game Γ means to find the set of all positions, denoted by W in(S), from which Survivor wins. The set W in(A) is defined similarly 3 .
From the definitions above it is clear that all graphs we consider are bipartite and directed. It is customary in the context of games to refer to members of V as nodes rather than as more graph-theoretical vertices. For a node v of a graph
Usually nodes of set A are denoted by a, and of set S by s, possibly with indices.
As we have already said, McNaughton's algorithm in [7] that decides games is inefficient. In [8] Nerode, Remmel and Yakhnis improved the algorithm by deciding any given game Γ in O(|V |!2 |V | |V ||E|)-time which is, of course, still far from being efficient. S. Dziembowski, M. Jurdzinski, and I. Walukiewicz in [2] investigated questions related to the size of memory needed for winning strategies.
In particular, they prove that for each n there is a game Γ such that the size of V is O(n) and the memory size for finite state winning strategies for these games are at least n factorial. A related question is under which conditions-imposed either on the specifications or on the systems-the games are decided efficiently and the memory size for winning finite strategies are sufficiently small. While the present paper has some bearing on the above question, it is also a continuation of a research trend, which we briefly summarise in the next paragraph.
Dinneen and Khoussainov have used McNaughton games for modelling and studying structural and complexity-theoretical properties of update networks (see [1] Clearly, in the results above, all the constraints are specification constraints. In other words, the games are described in terms of certain properties of specifications from Ω. In addition, the results as they stand-and most of their proofs-do not explicitly show the interplay between the structure of the underlying systems (V, E), the running times of algorithms that decide games, and the specifications in Ω. We try to bridge this gap by explicitly showing how running times of algorithms that decide certain classes of games depend upon the structure of the systems and specifications.
Here is a brief outline of the paper. In the next section, we introduce nochoice games and present a simple algorithm that decides them in time linear on the size of the game. We also provide a result that shows how the structure of the no-choice games is involved in finding finite state winning strategies with a given memory size. In Section 3 we revisit update games, and provide an algorithm that explicitly uses information about the number of nodes at which Adversary can make a choice, i.e., the members of A with at least 2 outgoing edges. In Section 4, we consider games in which specifications in Ω are closed under union. For such union-closed games we provide a decision algorithm whose running time depends explicitly on some structural information about the underlying systems of games. We note that the main result of this section can be obtained from the determinacy result of Zielonka [13] . However, our proof is direct and simple and does not need to employ the full strength of Zielonka's determinacy theorem. The final section discusses some issues for future work. 
No-choice games
We start off with games where the structure of the system forces one of the players to always make a unique choice at any given node of the player. Without lost of generality we can assume that this player is Adversary. Formally:
No-choice games are one player games, with Survivor as the sole player, because Adversary has no effect on the outcome of any play. Below we provide a simple procedure deciding no-choice games by using Tarjan's algorithm that detects strongly connected directed graphs 4 . The algorithm is simple but shows a significant difference between times needed to decide McNaughton games in general case and in case of no-choice games. The following is a simple observation.
Lemma 1. If X is a strongly connected component of G in a no-choice game
Clearly, if π is a play won by Survivor in game Γ then Inf (π) must be S-closed. Thus, the following lemma holds true:
Lemma 2. Survivor wins the no-choice game Γ if and only if Survivor wins the game Γ which arises from Γ by removing all not S-closed winning sets.
Let U ∈ Ω be an S-closed winning set. Consider the game Γ (U ) whose graph is the restriction to U of the graph of Γ , and whose set of winning conditions Ω(U ) is {U }. Define the graph G(U ) = (V (U ), E(U )), where V (U ) = S ∩ U , and (x, y) ∈ E(U ) if and only if x, y ∈ V (U ) and (x, a), (a, y) ∈ E for some a ∈ U ∩ A. Thus, in graph G(U ) there is a path between nodes p and q if and only if there is a finite play s 1 , a 1 , . . . , a n−1 , s n in Γ (U ) such that p = s 1 and q = s n . The following is easy:
Lemma 3. Survivor wins Γ (U ) iff the graph G(U ) is strongly connected.
Now we are ready to prove the following theorem:
Theorem 1. There exists an algorithm that decides any given no-choice game
Proof. Let p be a node in V . Here is a description of a desired algorithm:
1. If there is no S-closed U ∈ Ω then declare that Survivor loses.
If none of these graphs G(U ) for S-closed U
∈ Ω is strongly connected, then declare that Survivor loses. 3. Let X be the union of all S-closed U ∈ Ω such that the graph G(U ) is strongly connected. Check whether or not there is a path from p into X. If there is no path from p into X then declare that Survivor loses. Otherwise, declare that Survivor wins.
It takes linear time to perform the first part of the algorithm. For the second part, use Tarjan's algorithm for detecting strongly connected graphs. Namely, for each S-closed set U apply Tarjan Thus, the proof of Theorem 1 shows that deciding no-choice games is essentially dependent on checking whether or not the graphs G(U ) = (V (U ), E(U )), where U is S-closed, are strongly connected. Therefore we single out the games that correspond to winning a single set U ∈ Ω in our next definition: Given a basic game Γ , a play from a given node v 0 is a sequence π
Survivor wins the play if Inf(π) = V . Otherwise, Survivor looses the play. Thus, Survivor wins the basic game Γ iff the graph G is strongly connected.
Let Γ be a basic game. Our goal is to find finite state strategies that allow Survivor to win the game. For this, we need to formally define finite state strategies. Consider an automaton A = (Q, q 0 , ∆, F ), where V is the input alphabet, Q is the finite set of states, q 0 is the initial state, ∆ maps Q × V to Q, and F (q, v) ) ∈ E for all q ∈ Q and v ∈ V .
The automaton A induces the following strategy, called a finite state strategy. Given v ∈ V and s ∈ Q, the strategy specifies Survivor's next move which is F (s, v) . Thus, given v 0 ∈ V , the strategy determines the run
A induces a winning strategy from v 0 . When Survivor follows the finite state strategy induced by Adversary, we say that A dictates the moves of Survivor. To specify the number of states of A we give the following definition.
Definition 5. A finite state strategy is an n-state strategy if it is induced by an n state automaton. We call 1-state strategies no-memory strategies.
The next result shows that finding efficient winning strategies in basic games is computationally hard. By efficient winning strategy we mean an n-state winning strategy for which n is small.
Proposition 1. For any basic game Γ , Survivor has a no-memory winning strategy if and only if the graph G = (V, E) has a Hamiltonian cycle. Therefore, finding whether or not Survivor has a no-memory winning strategy is NPcomplete.
Proof. Assume that the graph G has a Hamiltonian cycle v 0 , . . . , v n . Then the mapping v i → v i+1(mod(n+1)) establishes a no-memory winning strategy for Survivor. Assume now that in game Γ Survivor has a no-memory winning strategy f . Consider the play π = p 0 , p 1 , p 2 , . . . consistent with f . Thus f (p i ) = p i+1 for all i. Since f is a no-memory winning strategy we have Inf(π) = V . Let m be the least number for which p 0 = p m . Then V = {p 0 , . . . , p m } as otherwise f would not be a winning strategy, and hence the sequence p 0 , . . . , p m is a Hamiltonian cycle.
It is not hard to see that there exists an algorithm running in O(|V |
2 )-time that for any given basic game in which Survivor is the winner provides an automaton with at most |V | states that induces a winning strategy (just check if for all x, y ∈ V there are paths connecting x to y and construct a desired automaton) . Therefore, the following seem natural: If a player wins the game at all, then how much memory is needed to win the game? For a given number n, what does the underlying graph look like if the player has a winning strategy of memory size n? We will provide answers, however, we will not give full proofs.
Our goal is to analyze the case when n = 2, that is when Survivor has a 2-state winning strategy, as the case for n > 2 can then be derived without much difficulty. The case when n = 1 is described in Proposition 1. The case when n = 2 involves some nontrivial reasoning. If a node q belongs to a 2-state path then we say that q is a 2-state node. A node p is a 1-state node if |In(p)| = |Out(p)| = 1 and the node is not a 2-state node. A path is a 1-state path if each node in it is a 1-state node and no node in it is repeated. We now define the operation which we call Glue operation that applied to finite graphs produces graphs. By a cycle we mean any graph isomorphic to ({c 1 , . . . , c n }, E), where n > 1 and E = { (c 1 , c 2 ) , . . . , (c n−1 , c n ), (c n , c 1 )}. Assume that we are given a graph G = (V, E) and a cycle C = (C, E(C)) so that C ∩ V = ∅. Let P 1 , . . ., P n and P 1 , . . ., P n be paths in G and C, respectively, that satisfy the following conditions: 1) The paths are pairwise disjoint; 2) Each path P i is a 1-state path; 3) For each i = 1, . . . , n, we have |P i | = |P i |. The operation Glue has parameters G, C, P 1 , . . ., P n , P 1 , . . ., P n defined above. Given these parameters the operation produces the graph G (V , E ) in which the paths P i and P i are identified and the edges E and E(C) are preserved. Thus, one can think of the resulted graph as one obtained from G and C so that the paths P i and P i are glued by putting one onto the other. For example, say P 1 is the path p 1 , p 2 , p 3 , and P 1 is the path p 1 , p 2 , p 3 . When we apply the operation Glue, P 1 
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and P 1 are identified. This means that each of the nodes p i is identified with the node p i , and the edge relation is preserved. Thus, in the graph G obtained we have the path {p 1 , p 1 }, {p 2 , p 2 }, {p 3 , p 3 }. It is easily checked that in the resulting graph G each of the paths P i is now a 2-state path.
Definition 6.
A graph G = (V, E) has a 2-state decomposition if there is  a sequence (G 1 , C 1 ), . . ., (G n , C n ) such that G 1 is a cycle, each G i+1 is obtained  from the G i and C i , and G is obtained from G n and C n by applying the operation Glue.
An example of a graph that admits a 2-state decomposition can be given by taking a union C 1 ,. . ., C n of cycles so that the vertex set of each C i , i = 1, . . . , n−1, has only one node in common with C i+1 and no nodes in common with other cycles in the list.
Definition 7. We say that the graph
The following theorem provides a structural characterization of those strongly connected graphs which Survivor can win with 2-state winning strategies.
Theorem 2. Survivor has a 2-state winning strategy in a basic game Γ = (G, {V }) if and only if G is an edge expansion of a graph that admits a 2-state decomposition.

Update Games Revisited
Recall that a game of type Γ = (V, E, {V }) is called an update game; and Γ is an update network if Survivor wins the game. In this section all the games considered are update games. Our goal here is twofold. On the one hand, we describe a decomposition theorem for update networks. For a full proof of this theorem we refer the reader to [1] . On the other hand, we provide a new algorithm for deciding update networks so that the algorithm runs in linear time on the size of the graph given a certain set of of Adversary nodes as a parameter. More formally, let Γ = (V, E, {V }) be an update game. Let C be the set of all Adversary's nodes a such that |Out(a)| > 1. In other words, C contains all nodes at which Adversary has a choice of at least two different moves. We provide an algorithm deciding update games, so devised that its running time shows what role the cardinality of C plays in the decision procedure. Namely, our algorithm depends on the parameter |C| and runs in the time k · (|V | + |E|), where k depends on |C| linearly.
Let Γ = (V, E, {V }) be an update game. For any s ∈ S define F orced(s) = {a ∈ A s | |Out(a)| = 1}. Thus, F orced(s) is the set where Adversary is 'forced' to move to s. Note the following two facts. If Γ = (V, E, {V }) is an update network then for every s ∈ S the set F orced(s) is not empty. Moreover, if |S| ≥ 2, then for every s ∈ S there exists an s = s and a ∈ F orced(s) such that (s , a) ∈ E. An important definition is now this: In a game Γ , a forced cycle is a cycle (a k , s k , . . . , a 2 , s 2 , a 1 , s 1 ) such that a i ∈ F orced(s i ) and s i ∈ S.
Forced cycles have even length, and are fully controlled by Survivor. Using the facts above one now can show that any update network Γ with |S| > 1 has a forced cycle of length ≥ 4. The lemma below tells us that forced cycles can be used to reduce the size of the underlying graph and obtain an equivalent game.
Lemma 4.
Let Γ be an update game with a forced cycle C of length ≥ 4. We can construct a game Γ with |V | < |V | such that Γ is an update network iff Γ is one.
Proof (sketch).
We construct the graph (V , E ) for Γ . Consider C = (a k , s k , . . . , a 2 , s 2 , a 1 , s 1 ) . For new vertices s and a define S = (S \{s 1 , . . . , s k })∪ {s} and A = (A \ {a 1 , . . . , a k }) ∪ {a}. The set E of edges consists of all the edges in E but not the edges in C, edges of the type (s,
We also put (a, s) and (s, a) into E . Thus, the cycle C has been reduced. It is routine to show that Γ is an update network iff Γ is one. The idea is that Survivor controls C fully.
The operation of producing Γ from Γ and forced cycle C is called the contraction operation. In this case we say that Γ is an admissible extension of Γ . Thus, for Γ to have an addmisible extension Γ must possess a forced cycle of length 2. Clearly, there are infinitely many admissible extensions of Γ . Using the lemma and the definition above one can prove the following theorem. The theorem gives us a complexity result one the one hand, and a description of update networks on the other (see [1] Now we show how the set C = {a ∈ A | |Out(a)| > 1} can be used to decide update games. Our algorithm shows that if the cardinality of C is fixed then update games can be decided in linear time.
Let X be a subset of V in a game Γ = (G, Ω). The graph G X is defined as the subgraph of G whose vertex set is V \ X. We begin with the following simple lemma. 
Proof. It is clear that
In(a) = ∅ as otherwise a would not be visited infinitely often in each play. Assume now that no strongly connected component of G {a} contains Out(a). There are x, y in Out(a) such that the graph G {a} does not contain a path from x into y. Consider the strategy that dictates Adversary to always move to x from the node a. Then, for any play π consistent with this strategy, Inf (π) does not contain y. Hence, Survivor cannot win Γ .
We will generalize the lemma above to the case when the cardinality of C is greater than 1. In other words, Adversary has more than one node at which a choice can be made . Let a 1 , . . . , a n be all the nodes from C. Proof. The first property is clearly true as otherwise Survivor could not win the update game Γ . We show how to prove the second property. Take a 1 . Assume that no strongly connected component of G C contains Out(a 1 ). Then there are x 1 and y 1 in Out(a 1 ) such that G C does not contain a path from x 1 to y 1 . We make the following claims: Claim 1. There is an i > 1 such that for every z ∈ Out(a i ) there is a path from z to y 1 in the graph G C .
In order to prove the claim assume that for each a i , i > 1, there is a z i such that there is no path from z i into y 1 in the graph G C . Define the following strategy for Adversary. Any time when a play comes to a i , i > 1, move to z i . At node a 1 move to x 1 . It is not hard to see that in any play π consistent with this strategy the node y 1 does not belong to Inf (π). This contradicts the fact that Survivor wins Γ . The claim is proved.
Without loss of generality we can assume that a 2 satisfies the condition of the claim above. If Out(a 2 ) is contained in a strongly connected component then the lemma is proved. Otherwise, there are x 2 , y 2 ∈ Out(a 2 ) such that the graph G C does not have a path from x 2 to y 2 . We now prove the following.
Claim 2.
There is an i with 1 ≤ i ≤ n such that for every z ∈ Out(a i ) there is a path from z to y 2 in the graph G C . Moreover, for any such i it must be the case that i > 2.
Assume that a 1 satisfies the claim. Then in G C there is a path from x 1 to y 2 . Since a 2 satisfies Claim 1, in G C there is a path from y 2 to y 1 . Then, the path from x 1 through y 2 to y 1 is in G C as well. This is excluded by our initial assumptions about a 1 . Thus, i = 1. Certainly a 2 cannot satisfy Claim 2 either. Then, we complete the proof of Claim 2 by repeating the argument we employed to prove Claim 1. Now, repeating inductively the above reasoning, and suitably renumbering nodes, we may assume that the sequence a 1 , . . . , a j has the following properties:
