Marker imputation can be used to increase the number of markers in genomewide selection. Our objectives were to determine (i) if marker imputation increases the response to selection (R) and prediction accuracy (r MP ) among the progeny of two maize (Zea mays L.) parental inbreds (A and B); (ii) the number of imputed single nucleotide polymorphism (SNP) markers needed to reach a plateau in r MP for grain yield, moisture, and test weight; and (iii) the lowest number of assayed SNP markers that can be used for imputation without a significant decrease in r MP . The progeny of 27 biparental crosses between A and B (A/B) were assayed with 49 to 100 SNP markers, and imputation was conducted to increase the number of markers to 2911. For each A/B test population, the training population in the general combining ability (GCA) model consisted of 4 to 26 maize crosses with A and B as one of the parents, whereas the training population in the A/B model was the A/B population itself. Marker imputation made the GCA model as good as or better than the A/B model in terms of R and r MP for all traits. The r MP values did not increase significantly beyond 500 imputed markers for grain yield and beyond 1000 imputed markers for moisture and test weight. We recommend that maize breeders assay an elite biparental cross with only around 50 polymorphic SNP markers, increase marker coverage to around 1000 markers by imputation, and use the GCA model with imputed markers for genomewide selection within the cross.
M
aize breeding has traditionally involved developing lines from the cross between two inbreds, and evaluating the lines for their field performance when crossed with an inbred tester (Hallauer, 1990) . In a previous study, we found that a GCA model is useful for genomewide selection among progeny of a cross between two high-performing, elite parents . Suppose inbreds A and B are the elite parents of a biparental cross, and * is any inbred that belongs to the same heterotic group as A and B. In the GCA model, multiple A/* and */B populations that have previously been evaluated are used as a training population to predict the testcross performance of progeny in the A/B test population. We found that for grain yield, moisture, and test weight in 30 A/B maize populations, the responses (denoted by R) to genomewide selection with the GCA model were 68 to 76% of the corresponding R values with phenotypic selection . Because the GCA model relies on A/* and */B populations that have been previously phenotyped and genotyped, it eliminates the need to phenotype any of the progeny in the A/B population itself. On average, genomewide selection with the GCA model increased maize grain yield by 0.19 Mg ha −1 before any phenotyping of the A/B cross itself .
The number of markers (denoted by N M ) used in genomewide selection affects its accuracy, which is measured as the correlation between the marker-predicted values and phenotypic values (r MP ) (Lorenzana and Bernardo, 2009; Heffner et al., 2011; Combs and Bernardo, 2013a) . In each of the 30 A/B populations in our previous study , N M ranged from 49 to 100 SNP markers, and the mean linkage disequilibrium between adjacent markers ranged from r 2 = 0.36 to 0.64. A larger N M may lead to higher linkage disequilibrium between the SNP markers and the underlying quantitative trait loci (QTL). In turn, a higher linkage disequilibrium may lead to a higher r MP ) and a larger R. On the other hand, a larger N M may increase the cost of genomewide selection.
Marker imputation, which is the prediction of missing SNP data on the basis of information on nearby SNP markers, can be used to effectively increase N M in a costeffective way (Scheet and Stephens, 2006; Marchini et al., 2007; Purcell et al., 2007; Browning and Browning, 2007; Hickey et al., 2012) . Whereas the A/B, A/*, and */B populations in our study were genotyped at 100 or fewer SNP markers, the parents of the populations were genotyped at 2911 SNP loci. By imputation, the marker genotypes of all of the lines can be predicted for the ~2800 SNP markers that were not assayed in the test (A/B) and training populations (A/* and */B). Marker imputation is therefore performed for both the training population and test population. Further reductions in the cost of genotyping can result if the GCA model, coupled with marker imputation from parental data, is found effective even with very few markers (30-50 SNPs) assayed in the training and test populations.
The usefulness of marker imputation in the GCA model for an elite biparental cross has not been studied. Therefore, our objectives in this study were to determine (i) if marker imputation increases R and r MP within maize biparental crosses; (ii) the N M needed to reach a plateau in r MP for grain yield, moisture, and test weight in maize biparental crosses; and (iii) the lowest number of assayed SNP markers that can be used for imputation without a significant decrease in r MP .
Materials and Methods

Test and Training Populations
Phenotypic and marker data for 969 biparental testcross populations were provided to us by Monsanto. The populations used in this study were the same populations used by Jacobson et al. (2014) and Lian et al. (2014) , except that only the F 2 populations (represented by F 3 lines) were used in the current study. A total of 27 A/B test populations were selected based on having at least four A/* and */B populations, a minimum population size of 50 F 3 lines, and an entry-mean heritability (h 2 ) significantly greater than zero for each trait. The A/B, A/*, and */B populations were all crossed to the same inbred tester, and all of the phenotypic data were for testcrosses. (Bates et al., 2011) in R statistical software (Holland et al., 2003; R Development Core Team, 2012) . The genotype-by-environment interaction variance and the within-location error variance were confounded in V R due to the phenotypic data available as the testcross mean of each F 3 line within each location. A likelihood ratio test was used to determine the significance of the estimates of V G . The p-value of the likelihood ratio test was divided by 2.0 to approximate an F-test of the null hypothesis, and a p-value < 0.05 was considered significant (Holland et al., 2003) . The data for each cross were not completely balanced because some testcrosses were not evaluated in all of the locations in each experiment. The h 2 was then estimated on an ad hoc basis as h 2 = V G /(V G + V R /e), where e was the harmonic mean of the number of locations (Holland et al., 2003) .
Marker Imputation
The parents of the A/B, A/*, and */B populations were genotyped with 2911 SNP markers, whereas the progeny in each cross were genotyped at a low density with 49 to 100 SNP markers polymorphic between A and B. The genotypes at each marker locus were coded as 1 if the F 3 line was homozygous for the SNP allele from parent A, −1 if the F 3 line was homozygous for the SNP from parent B, and 0 if the F 3 line was heterozygous. As described in the next paragraph, we imputed the markers from the progeny coverage of 49 to 100 SNP markers to the parental marker coverage of 2911 SNP markers.
The observed linkage disequilibrium was calculated as the mean r 2 value between adjacent SNP markers with R statistical software (R Development Core Team, 2012) . A proprietary consensus linkage map was provided by Monsanto. The total length of the consensus map was 1852 cM, with the 10 linkage groups ranging from 123 to 257 cM. The number of markers per chromosome ranged from 191 to 463. The expected linkage disequilibrium between two markers in the F 2 of a biparental cross was calculated as r 2 = (1 -2c) 2 , where c was the mean recombination rate between a pair of markers for a given marker density. The Kosambi mapping function was used to obtain the value of c from the mean centimorgan distance between adjacent markers.
Marker imputation was performed on the basis of the conditional probabilities of marker genotypes, given the estimated recombination rates with the nearest nonmissing flanking markers. The conditional probabilities were obtained by dividing the joint probabilities found in Table  10 .5 in Wu et al. (2007) by the marginal probabilities. Suppose the left-flanking marker is A, the right-flanking marker is B, and their recombination frequency is c. The marginal probability was (1 -c) 2 /4 for AABB and aabb; c(1 -c)/2 for AABb, aaBb, AaBB, and Aabb; c 2 /4 for AAbb and aaBB; 2 + c 2 ]/2 for AaBb. If the flanking marker was also missing, the next available flanking marker was used. The marker genotypes were imputed one at a time along the chromosome. The probability of each marker genotype (coded as 1, 0, or −1) was calculated and the marker genotype with the highest probability was chosen. Preliminary analysis indicated the use of marker incidence matrices with the highest-probability genotypes (1, 0, or −1) instead of with the actual probabilities (e.g., 0.2, 0.6, −0.2) did not affect the results regarding the usefulness of marker imputation (results not shown). We wrote all code for imputation in R statistical software (R Development Core Team, 2012) .
Software packages available for marker imputation include fastPHASE (Scheet and Stephens, 2006) , BEAGLE (Browning and Browning, 2007) , IMPUTE (Marchini et al., 2007) , and PLINK (Purcell et al., 2007) . The methods used in these software packages rely on localized patterns of linkage disequilibrium. In contrast, the conditional probabilities of marker genotypes are known in the F 2 of a cross between two parental inbreds. We therefore chose to rely on the known expected probabilities of marker genotypes in an F 2 , rather than on the use of general approaches for imputing marker genotypes in populations or germplasm collections that do not have a well-defined structure.
A/B and A/B I Models
We first studied the influence of marker imputation on the A/B model, which involved a subset of F 3 lines from the A/B population as the training population and the remaining F 3 lines as the test population . We compared an A/B model that used only the SNP markers that were assayed in the A/B, A/*, and */B crosses, vs. an A/B model (denoted by A/B I ) that used marker imputation to increase N M to 2911.
For both the A/B and A/B I models, the values of R and r MP were calculated by a delete-one procedure among all of the F 3 lines; in addition, cross-validation across environments was conducted as described by . Marker effects were estimated by ridge regression-best linear unbiased prediction (RR-BLUP) using the package rrBLUP version 4.0 in R statistical software (Piepho, 2009; Endelman, 2011; R Development Core Team, 2012) . Markers were removed within each population if the minor allele frequency was less than 0.10 or if the markers were monomorphic between the A and B inbred parents. With N F 3 lines in an A/B cross, the performance of the first F 3 line was predicted from RR-BLUP analysis of the marker effects among the remaining N − 1 F 3 lines. For each trait, the performance of the first F 3 line was predicted as y P =  + Xm, where y P was the predicted performance of the F 3 line;  was the estimated mean of the N -1 F 3 lines used as the training population; X was a 1  N M row vector of genotype indicators; and m was an N M  1 vector of RR-BLUP marker effects, estimated from the remaining N -1 F 3 lines. This delete-one analysis was repeated for all of the remaining N − 1 F 3 lines.
In addition to the delete-one analysis, cross-validation was also conducted across environments to eliminate a bias present in the A/B model due to the test and training populations being evaluated in the same environments . The RR-BLUP marker effects were estimated from the performance of the N − 1 F 3 lines in half of the environments and the marker effects were used to predict the performance of the test F 3 lines in the remaining half of the environments. Cross-validation was done for all combinations of environments, and all of the r MP and R values reported in the Results and Discussion and tables were from cross-validation across individuals (via the delete-one method) and environments.
Selection was for high grain yield, low moisture, and high test weight. The values of R were calculated from the mean of the top 10% of F 3 lines with the best y P values for each trait. The mean performance of the best F 3 lines in the other half of the environments was denoted y 0.10 .
The R values were obtained as y 0.10 -. The variances of R and r MP were obtained across the different repeats of the cross-validations across environments. These variances were used to calculate the LSD values (P = 0.05) for the mean r MP and mean R.
General Combining Ability Models
All available A/* F 2 populations (with F 3 lines) and */B F 2 populations (with F 3 lines) were used as the training population for the A/B cross. As previously mentioned, the A/B, A/*, and */B populations were crossed to same tester. The number of A/* and */B populations pooled in the training population (N X ) ranged from four to 26, and the total number of F 3 lines in the training population (N GCA ) ranged from 524 to 4357 (Table 1) . We studied three variations of the GCA model: one that did not involve marker imputation (referred to as the GCA model), and two that involved marker imputation (referred to as the GCA I and GCA P models).
In the GCA model , different sets of SNP markers were used in each population, making it necessary to analyze each A/* and */B cross separately to obtain the RR-BLUP marker effects within each cross. For a given trait, the performance of all N F 3 lines in the A/B test population was predicted as y = 1 + Xm, where y was an N  1 vector of predicted performance;  was the estimated overall mean; 1 was an N  1 vector with elements equal to 1; X was an N  N M matrix of genotype indicators with elements of 1, −1, and 0; and m was an N M  1 vector of RR-BLUP marker effects averaged across the A/* and */B crosses. Markers in the A/B test population were disregarded if they were not present in at least two A/* and */B crosses. Cross-validation across environments was done for the A/B test population according to the same procedure for splitting environments used in the A/B model. However, data from all environments were always used in estimating marker effects within the A/* and */B populations, which were evaluated in sets of environments different from those used to evaluate the A/B cross.
In the GCA I model, the data on all N M = 2911 SNP markers, which included the assayed markers and imputed markers, were used in the RR-BLUP analysis. Marker effects were estimated separately within each A/* and */B population and were averaged across the A/* and */B training populations. Cross-validation was conducted as described for the GCA model.
In the GCA P model, marker effects were likewise obtained for all N M = 2911 markers. But unlike in the GCA I model in which the A/* and/*B population were analyzed separately, the GCA P model involved pooling all of the F 3 lines in the A/* and */B populations into one training population and conducting a single RR-BLUP analysis. For a given trait, the performance of the N F 3 lines in the A/B test population was predicted as y = Zb + Xm, where y was an N  1 vector of predicted performance; b was an N X  1 vector of fixed effects of populations; Z was an N  N X incidence matrix that related y to b; X was an N  2911 matrix of genotype indicators with elements of 1, −1, and 0; and m was an 2911  1 vector of RR-BLUP marker effects.
Phenotypic Selection
In phenotypic selection within an A/B population, the mean performance of the N F 3 lines in half of the environments was considered the predictor of the performance of the same lines in the remaining half of the environments. The prediction accuracy and R were # N X , number of biparental crosses in the training population for the GCA model. † † N GCA , number of F 3 lines in the training population for the GCA model. ‡ ‡ Mean linkage disequilibrium (r 2 ) between adjacent SNP markers, for each marker subset within each pooled training population, for the GCA model.
calculated the same as in the A/B model. For convenience, the prediction accuracy of phenotypic selection was also denoted by r MP even though the prediction of the performance did not involve marker effects.
Reduced Marker Sets
We evaluated R and r MP when the total number of markers used in genomewide selection was less than the full set of 2911 SNP markers. We chose a subset of N M(Sub) = 250, 500, 1000, and 2000 markers for RR-BLUP analysis. The same subset of N M(Sub) markers was used for all 27 A/B test populations. Each subset of N M(Sub) markers was chosen according to a five-step procedure that considered both marker spacing and minor allele frequency (Zhang and Druet, 2010) . First, the number of markers per chromosome was calculated as N M(Sub) multiplied by the size of each chromosome, and divided by the size of the genome. Second, each chromosome was divided into bins. The size of each bin was equal to the size of the chromosome divided by the number of markers for that chromosome. Third, the marker (out of the original 2911 SNP loci) for the first bin on a given chromosome was chosen as the marker with the highest minor allele frequency. The allele frequencies were calculated from a set of 533 inbreds from the Monsanto breeding program; these inbreds included all of the parents of the A/B, A/*, and */B crosses used in this study. Fourth, the marker for the next bin was chosen based on the equation
, where S i was the score for the ith marker locus, M i was the minor allele frequency for the ith marker locus, z was the size of the bin, and d i was the difference between the positions of the marker locus chosen for the previous bin and the ith marker locus (Matukumalli et al., 2009 ). The marker locus (out of the original 2911 SNP loci) with the highest S i score within the bin was chosen. Fifth, the above procedures were repeated for the remaining bins along the chromosome and for other chromosomes. The markers assayed in each population were combined with the subset of N M(Sub) markers. Consequently, the final number of markers varied slightly for each population. Consider the set of N M(Sub) = 1000 markers. The P1/ P2 cross was assayed with 79 markers (Table 1) , and 11 out of these 79 assayed markers were part of the N M(Sub) = 1000 markers. For N M(Sub) = 1000, the final number of markers used in the P1/P2 cross was therefore 1000 + 79 -11 = 1068. The P3/P4 cross was assayed with 58 markers, six of which were part of the N M(Sub) = 1000 markers. For N M(Sub) = 1000, the final number of markers used in the P3/P4 cross was therefore 1000 + 58 -6 = 1052. For convenience, we refer to the comparison as N M(Sub) = 1000 despite the slight differences in the numbers of markers used.
The procedures previously described for the GCA model with 2911 SNP markers were then conducted for each set of N M(Sub) = 250, 500, 1000, and 2000 markers. In addition, we determined whether the GCA model is effective if only 30, 40, and 50 SNP markers are assayed per population, but marker imputation is then used to effectively increase N M . From the SNP markers that were assayed in each A/B, A/* and */B population, we chose subsets of 30, 40, and 50 SNP markers according to the procedure described in the previous paragraph. On the basis of the genotypes at the 30, 40, and 50 marker subsets, imputation was performed to obtain data for the N M(Sub) = 500 and 1000 subsets of markers referred to in the previous paragraph. The imputed marker datasets were subsequently used in the GCA model.
Results and Discussion
Genomewide Selection Without Imputation
When marker imputation was not done, the overall ranking of the models for R and r MP among the 27 A/B maize populations was as follows: phenotypic selection > A/B model > GCA model ( Table 2 ). The ranking of these three models was the same for grain yield, moisture, and test weight. Across all three traits, the A/B model led to R values that were 68 to 74% of the R values with phenotypic selection. The GCA model led to R values that were 59 to 64% of the R values with phenotypic selection. The results in Table 2 are slightly different from those we previously reported because the 27 F 2 populations in the current study were a subset of the 30 A/B populations in our previous study. 
Genomewide Selection with Imputation
In this study, the accuracy of imputation itself could not be measured because the A/B, A/*, and */B populations were not assayed with high-density markers. The usefulness of marker imputation was therefore studied on the basis of the change in R and r MP . Averaged across the 27 A/B populations, marker imputation with the A/B model did not lead to a significant (P = 0.05) increase in either R or r MP for any of the three traits (Table 2) . However, the R and r MP within several populations was significantly higher with the A/B I model than with the A/B model. The number of populations with a significant increase in R due to imputation in the A/B model was four for grain yield, five for moisture, and two for test weight (Supplemental Table S1 , S2, S3). The number of populations with a significant increase in r MP due to imputation in the A/B model was six for grain yield, six for moisture, and five for test weight (Supplemental Table S1 , S2, S3). The populations with the largest increase in R and r MP were those assayed with the fewest markers. For example, population P28/P27 was assayed with 49 markers, and R increased from −0.05 to 0.08 Mg ha −1 for grain yield, −11 to −13 g kg −1 for moisture, and 0.14 to 0.29 kg hl −1 for test weight. Overall, however, imputation did not lead to a significant improvement of the A/B model (Table 2) .
In contrast, marker imputation led to an overall improvement of the GCA model. The mean r MP was significantly higher with the GCA I and GCA P models than with the GCA model ( Table 2 ). The increase in r MP due to the increase in N M is in agreement with previous studies (Bernardo and Yu, 2007; Lorenzana and Bernardo, 2009; Heffner et al., 2011; Combs and Bernardo, 2013a) . The R values for the GCA, GCA I , and GCA P models were not significantly different for grain yield and for moisture, but the R values for test weight were significantly higher with the GCA I and GCA P models than with the GCA model ( Table 2 ). The number of populations in which imputation caused a significant increase in r MP was 12 for grain yield, 15 for moisture, and 12 for test weight (Supplemental Table S1 , S2, S3), and the number of populations with a significant increase in R was nine for grain yield, seven for moisture, and 13 for test weight (Supplemental Table S1 , S2, S3). Overall, the significant increase in mean r MP for all of the traits and significant increase in mean R for test weight (Table 2) indicated that marker imputation is advantageous in the GCA model.
A benefit of imputation is that all of the A/B, A/*, and */B populations have data for the same set of SNP markers. In the GCA I model, RR-BLUP marker effects were calculated within each A/* and */B population and the marker effects were averaged to predict the performance of the A/B lines. In the GCA P model, all of the A/* and */B populations were pooled and the marker effects were estimated by RR-BLUP analysis of the pooled F 3 lines. There were no significant differences in R and in r MP between the GCA I and GCA P models (Table 2) . These results indicated that estimating marker effects within each A/* and */B population is as effective as pooling all of the A/* and */B populations and estimating the marker effects at once. Because the GCA I and GCA P models performed equally well, we describe the results for the less computationally intensive GCA I model in the rest of this article.
The overall ranking of the models changed from phenotypic selection > A/B > GCA without imputation, to phenotypic selection > GCA I > A/B I with imputation. The GCA model led to R values that were 59 to 64% of the R values with phenotypic selection, and the GCA I model led to R values that were 84 to 88% of the R values with phenotypic selection. Genomewide selection becomes more effective as the genetic similarity between the test population and the training population increases (Habier et al., 2010; Asoro et al., 2011; Clark et al., 2012) and as the size of the training population increases (Lorenzana and Bernardo, 2009; Daetwyler et al., 2010; Heffner et al., 2011; Albrecht et al., 2011; Guo et al., 2012; Combs and Bernardo, 2013a) . The genetic similarity between the test and training populations is higher in the A/B model than in the GCA model, whereas the training population is larger in the GCA model than in the A/B model. Our results indicated that marker imputation coupled with the larger training populations in the GCA I model can compensate for the lower genetic similarity between the test and training populations in the GCA I model. From a practical standpoint, the GCA model is preferable over the A/B model because it does not require phenotyping any of the progeny in the A/B population .
The improvement in R and r MP due to imputation was greater for the GCA I model than the A/B I model. We attribute this result to a lower linkage disequilibrium initially present (before imputation) in the training populations for the GCA model than in the training populations for the A/B model. For the A/B model, the mean r 2 among the assayed markers was 0.43, and the mean r 2 among the imputed markers was 0.93. The mean r 2 among the assayed markers could not be determined for the GCA model because the A/* and */B populations were assayed with different sets of markers. However, the mean r 2 among the imputed markers was 0.49 in the pooled A/* and */B populations. This mean r 2 of 0.49 among 2911 SNP markers suggested that the mean r 2 among the 49 to 100 assayed markers (before imputation) was much lower than 0.49 in the GCA model. The potential for increasing linkage disequilibrium in the training population was therefore greater in the GCA model than in the A/B model, and this led to marker imputation being more useful in the GCA model than in the A/B model.
Imputation to and from Different Numbers of Markers
Linkage disequilibrium increased as the number of markers increased. Across the 27 A/B populations, the mean observed r 2 values and expected r 2 values (in parentheses) between adjacent markers were 0.48 (0.22) for the markers assayed within each cross, 0.78 (0.72) for 250 markers, 0.84 (0.86) for 500 markers, 0.89 (0.93) for 1000 markers, 0.92 for (0.96) 2000 markers, and 0.93 (0.98) for 2911 markers. We note that these mean r 2 values for 250 to 2911 markers were calculated from a mixture of nonimputed and imputed marker data. The expected r 2 was calculated assuming an even marker spacing, but the assayed markers were not equally spaced along the chromosomes. Uneven marker spacing caused the differences between the observed and expected r 2 values, particularly at the lowest marker density. To illustrate, suppose that three markers (M 1 to M 3 ) are equally spaced within a 50-cM region: M 1 at 0 cM, M 2 at 25 cM, and M 3 at 50 cM. On the basis of the Kosambi mapping function, a 25-cM distance is equivalent to a recombination frequency of c = 0.231. In this situation, the expected linkage disequilibrium between adjacent markers is r 2 = [1 -2(0.231)] 2 = 0.29 . Now suppose the markers are unevenly spaced, with marker positions as follows: M 1 at 0 cM, M 2 at 45 cM, and M 3 at 50 cM. The expected linkage disequilibrium, with such uneven marker spacing, increases to a mean r 2 of 0.41 between the adjacent markers. Linkage disequilibrium is highly correlated with prediction accuracy , and it contributed to the plateau in r MP when increasing numbers of markers were used. The mean r MP did not significantly increase beyond 500 imputed markers for grain yield and beyond 1000 imputed markers for moisture and test weight (Fig. 1) . Assuming evenly spaced markers in a 1852 cM genome, these numbers of markers are equivalent to having markers spaced 2 to 4 cM apart. In an intermated B73  Mo17 population of 233 maize recombinant inbreds, the r MP in the A/B model did not increase consistently after marker density above one marker per 12.5 cM (Combs and Bernardo, 2013a) . In a maize population of 371 doubled haploids, the prediction accuracy in the A/B model plateaued when the mean distance between markers approached 25 cM (Lorenzana and Bernardo, 2009) . Simulations have shown that the increase in N M without an increase in N does not necessarily improve the prediction accuracy (Muir, 2007) . We speculate on two reasons for the optimum marker spacing being tighter (2-4 cM) in this study than in the Lorenzana and Bernardo (2009) and Combs and Bernardo (2013a) studies. The first reason is that the training populations were larger in the current study (524 to 4357 lines, Table 1 ) than with these two previous studies (48 to 297 lines). The delayed plateau in r MP in Fig. 1 was then due to a combination of a larger N M and a larger N, as found by Muir (2007) . The second reason is that the current study focused on the GCA model, whereas the Lorenzana and Bernardo (2009) and Combs and Bernardo (2013a) studies used the A/B model. As discussed earlier, the lower initial r 2 in the training populations for the GCA model than for the A/B model allows a greater benefit of using more markers.
Further reduction in the cost of genotyping could occur if very few markers were assayed for the training and test populations. Before imputation, the marker subsets of 30 and 40 markers showed a significant decrease in R and r MP compared to the assayed marker densities (Table 3) . For yield, the R and r MP for the subset of 30 markers imputed to 500 markers were not significantly lower than when imputation was based on the original N M of 49 to 100 SNP markers in the A/B crosses. For moisture, imputing from the original N M markers and imputing from the subset of 40 markers did not lead to significant differences in R and r MP . For test weight, imputing from the original N M markers and imputing from 50 markers did not lead to significant differences in R and r MP . These results indicate that genotyping at low marker coverage of about 50 markers and using marker imputation maintains the prediction accuracy in the GCA I model while saving costs.
On the other hand, we were unable to determine the current cost savings from genotyping 50 SNP markers instead of a few thousand SNP markers. A cost comparison of different SNP genotyping platforms has been published (Semagn et al., 2014) , and general prices for SNP genotyping are available from different sources (e.g., UC Davis Genome Center, http://dnatech.genomecenter. ucdavis.edu/prices/; LGC, www.lgcgroup.com; Iowa State University Genomic Technologies Facility, http://www. plantgenomics.iastate.edu/fees.php). But the per-sample costs depend on the number of samples genotyped, and the number of samples would differ according to the size of a breeding program. Nevertheless, we speculate that the costs would be lower if 384-SNP arrays are designed and used for each heterotic group or genetic background, than if each A/B cross is analyzed with 50 SNPs chosen for their polymorphism between parents A and B. In this scenario, all of the A/B populations within the same heterotic group would be assayed with the same 384-SNP array with the expectation that at least 50 SNPs (out of the 384) will be found polymorphic in each A/B cross. Such an approach is likely to reduce the per-sample costs because the developmental costs are reduced and the cost savings are magnified when many individuals and populations are analyzed with the same SNP array.
Recommendations
In a previous study, we have strongly recommended the use of the GCA model because it allows genomewide selection in an A/B biparental population without having to phenotype any of the progeny in the A/B cross . In particular, the GCA model can be used to predict the testcross performance of individual F 2 plants for grain yield and other agronomic traits in maize. Based on the results of the current study, we further recommend that maize breeders (i) assay the inbred parents of the A/B, A/*, and */B populations with about 3000 SNP markers; (ii) assay the A/B, A/*, and */B populations with a subset of about 50 SNP markers; (iii) increase marker coverage of the A/B, A/*, and */B populations to about 1000 markers by imputation; and (iv) use the GCA I model (with imputed markers) for genomewide selection within a biparental cross. Screening the parental inbreds with more than 1000 SNP loci (i.e., 3000 markers) is needed because many of the SNP loci would be monomorphic in different A/B crosses.
Our recommendation of assaying each maize population with only approximately 50 SNP markers may seem surprising, particularly when more than 50,000 SNPs can be assayed through the Illumina MaizeSNP50 BeadChip (Illumina) or through genotyping-by-sequencing (Elshire et al., 2011) . Assaying 50 SNP markers in maize leads to a low marker density of one marker per 37 cM. However, the linkage disequilibrium is expected to be inherently high among the lines developed from the cross between two parental inbreds (Dudley, 1993) . Due to limited recombination, large segments of chromosomes or even entire chromosomes are passed intact from the inbred parents to recombinant inbreds or doubled haploids in maize crosses (Smith et al., 2008) . In one biparental cross in maize, the mean number of crossover events per chromosome was 1.0 among doubled haploids and 1.5 among recombinant inbreds (Smith et al., 2008) . In 16 doubled haploid maize populations, the mean number of crossovers per chromosome was 1.4 (A. Jacobson, unpublished data, 2012) . The high linkage disequilibrium that results from such limited recombination makes the four-step process we describe in the previous paragraph effective for biparental populations.
Our recommendations apply only to maize biparental crosses and not to other breeding populations in which linkage disequilibrium is expected to be inherently lower. For example, linkage disequilibrium is expected to be lower in a multiparent population or in a segregating population undergoing recurrent selection. The lower linkage disequilibrium in such populations results from multiple generations of intercrossing to form the multiparent population (Mackay et al., 2014) or to form later generations of recurrent selection (Combs and Bernardo, 2013b; Massman et al., 2013) . In such populations, the GCA model might not be applicable in the first place and marker imputation might be ineffective. Table 3 . Mean and range (in parentheses) of response to selection (R) and prediction accuracy (r MP ) across 27 test populations in maize for imputation of markers from 30, 40, 50 marker subsets. 
