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Ultrasecond quantization of a classical version of
superfluidity in nanotubes1
Victor P. Maslov
1. In order to distinguish the classical theory in its modern under-
standing from the quantum theory, it is necessary to modify (somewhat)
the ideology habitual to physicists, for whom the classical theory is sim-
ply the whole body of physics as it existed in the 19th century before the
appearance of quantum theory. Actually, the correct meaning is that the
classical theory is the limit of the quantum one as h→ 0.
Thus, Feynman correctly understood that spin is a notion of classical
mechanics. Indeed, it is obtained via a rigorous passage from quantum
mechanics to classical mechanics [1]. In a similar same way, the polariza-
tion of light does not disappear when the frequency is increased, and is
therefore a property of geometric rather than wave optics, contrary to the
generally accepted belief, which arose because the polarization of light was
discovered as the result of the appearance of wave optics.
Consider a “Lifshits hole”, i.e. a one-dimensional Schro¨dinger equation
with potential symmetric with respect to the origin of coordinates with two
troughs. Its eigenfunctions are symmetric or antisymmetric with respect
to the origin. As h → 0 this symmetry remains, and since the square
of the modulus of the eigenfunction corresponds to the probability of the
particle to remain in the troughs, it follows that in the limit as h→ 0, i.e.,
in the “classical theory”, for energies less than those required to pass over
the barrier, the particle is simultaneously located in two troughs, although
a classical particle cannot pass through the barrier. Nevertheless, this
simple example shows how the ideology of the “classical theory” must be
modified.
To understand this paradox, one must take into consideration the fact
that the symmetry must be very precise, up to “atomic precision”, and
that stationary state means a state that arises in the limit for “infinitely
long” time.
When we deal with nanotubes whose width is characterized by “atomic”
or “quantum” dimensions, then new unexpected effects occur in the “clas-
sical” theory. Thus, already in 1958 [2], I discovered a strange effect of the
standing longitudinal wave type in a slightly bent infinite narrow tube, for
the case in which its radius is the same everywhere with atomic precision.
1The work has been supported by the joint RFBR/CNRS grant 05-01-02807 and
by the RFBR grant 05-01-00824.
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It was was impossible at the time to implement this effect in practice, which
would have allowed to obtain a unimode laser, despite A.M.Prokhorov’s
great interest in the effect.
2. Now let us discuss the notion known as “collective oscillations” in
classical physics and as “quasiparticles” in quantum physics. In classical
physics, it is described by the Vlasov equation for selfcompatible (or mean)
fields, in quantum physics, by the Hartrey (or the Hartrey-Fock) equation.
(1) Variational equations depend on where (i.e., near what solutions of
the original equation) we consider the variations. For example, in [3, 4, 5]
we considered variations near a microcanonical distribution in an ergodic
construction, while in [7, 8, 9, 10] this was done near a nanocanonical
distribution concentrated on an invariant manifold of lesser dimension, i.e.,
not on a manifold of constant energy but, for example, on a Lagrangian
manifold of dimension coinciding with that of the configuration space.
(2) Let us note the following crucial circumstance. The solution of
the variational equation for the Vlasov equation does not coincide with
the classical limit for variational equations for the mean field equations in
quantum theory.
Consider the mean field equation in the form
ih
∂
∂t
ϕt(x) =
(
− h
2
2m
∆ +Wt(x)
)
ϕt(x),
Wt(x) = U(x) +
∫
V (x, y)|ϕt(y)|2dy,
(1)
with the initial condition ϕ|t=0 = ϕ0, where ϕ0 belongs to W∞2 (Rν) and
satisfies
∫
dx|ϕ0(x)|2 = 1.
In order to obtain asymptotics of the complex germ type [11] one must
write out the system consisting of the Hartrey equation and its dual, then
consider the corresponding variational equation, and, finally, replace the
variations δϕ and δϕ∗ by the independent functions F and G. For the
functions F and G, we obtain the following system of equations:
i
∂F t(x)
∂t
=
∫
dy
(
δ2H
δϕ∗(x)δϕ(y)
F t(y) +
δ2H
δϕ∗(x)δ∗ϕ(y)
Gt(y)
)
;
− i∂G
t(x)
∂t
=
∫
dy
(
δ2H
δϕ(x)δϕ(y)
F t(y) +
δ2H
δϕ(x)δ∗ϕ(y)
Gt(y)
)
.
(2)
The classical equations are obtained from the quantum ones, roughly
speaking, by means of a substitution of the form ϕ = χe
i
hS (the VKB
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method), ϕ∗ = χ∗e
i
hS
∗
, where S = S∗, χ = χ(x, t) ∈ C∞, S = S(x, t) ∈
C∞.
To obtain the variational equations, it is natural to take the variation
not only of the limit equation for χ and χ∗, but also for the functions S
and S∗. This yields a new important term of the equation for collective
oscillations.
Let us describe this fact for the simplest example, which was studied in
N.N.Bogolyubov’s famous paper concerning “weakly ideal Bose gas” [12].
Suppose U = 0 in equation (1) in a three-dimensional cubical box of
edge L, the wave functions satisfying the periodicity condition (i.e., the
problem being defined on the 3-torus with generators of lengths L,L,L).
Then the function
(3) ϕ(x) = L−3/2ei/h(px−Ωt),
where p = 2pin/L, n is an integer, satisfies the equation (1) for
(4) Ω =
p2
2m
+ L−3
∫
dxV (x).
For λ = 2pin/L, n a nonzero integer, consider the functions F (λ)(x)
and G(λ)(x) given by
F (λ)t(x) = L−3/2ρλe
i
h |(p+λ)x+(β−Ω)t|,
G(λ)t(x) = L−3/2σλe
i
h |(−p+λ)x+(β+Ω)t|;
(5)
here
− βλρλ =
(
(p+ λ)2
2m
− p
2
2m
+ V˜λ
)
ρλ + Vλσλ,
βλρλ =
(
(p− λ)2
2m
− p
2
2m
+ V˜λ
)
σλ + Vλρλ,
|σλ|2 − |ρλ|2 = 1, V˜λ = L−3
∫
dxV (x)e
i
hλx.
(6)
From the system (6), we find
(7) βλ = −pλ+
√(
λ2
2m
+ V˜λ
)2
− V˜ 2λ .
In this example u = e
i
h s(x,t), u∗ = e−
s(x,t)
h , where s(x, t) = px + βt,
while the variation of the action for the vector
(
δu, δu∗
)
equals λx± Ωt.
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Under a more accurate passage to the limit, we obtain
V˜λ → V0 = L−3
∫
dxV (x)
.
Thus, in the classical limit, we have obtained the famous Bogolyubov
relation (7). In the case under consideration u(x) = 0 and, as in the
linear Schro¨dinger equation, the exact solution coincides with the quasi-
classical one. In the paper [10], the case u(x) 6= 0 is investigated, and it
turns out that the relation similar to (7) is the classical limit as h → 0
of the variational equation in this general case. The curve showing the
dependence of βλ on λ is known as the Landau curve and determines the
superfluid state. The value λcr for which superfluidity disappears is called
the Landau critical level. Bogolyubov explains the superfluidity phenome-
non in the following terms: “the ‘degenerate condensate’ can move without
friction relatively to elementary perturbations with any sufficiently small
velocity” [10, p. 210].
However, there is no Bose-Einstein condensate whatever in these math-
ematical considerations, it is just that the spectrum defined for λ < λcr
is a positive spectrum of quasiparticles. This means it is metastable (see
[13]). The Bose-Einstein condensate is not involved here, it is only needed
only to show that it would be wrong to believe that this argument works
for a classical liquid, as one might think from the considerations above.
Indeed, for example, the molecules of a classical nondischarged liquid
are, as a rule, Bose particles. For such a liquid, one can write out the N -
particle equation, having in mind that each particle (molecule) is neutral
and consists of an even number l of neutrons. Thus each ith particle is a
point in 3(2k + l)-dimensional space, where k is the number of electrons,
xi ∈ R6k+3l, depends on the potential u(xi), xi ∈ R6k+3l and we can con-
sider the N -particle equation for xi, i = 1, . . . , N , with pairwise interaction
V (xi − xj).
3. However, there is a purely mathematical explanation of this para-
dox. The thing is that Bogolyubov found only one series of points in the
spectrum of the many particle problem. Landau wrote “N.N.Bogolyubov
recently succeeded, by means of a clever application of second quantiza-
tion, in finding the general form of the energy spectrum of a Bose-Einstein
gas with weak interaction between the particles” ([14, p. 43]). But this
series is not unique, i.e., the entire energy spectrum was not obtained.
In 2001, the author proposed the method of ultra second quantization
[15]; see also [16], [17], [18], [19], [20], The ultra second quantization of
the Schro¨dinger equation, as well as its ordinary second quantization, is
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a representation of the N -particle Schro¨dinger equation, and this means
that basically the ultra second quantization of the equation is the same as
the original N -particle equation: they coincide in 3N -dimensional space.
However, the replacement of the creation and annihilation operators by c-
numbers, in contrast with the case of second quantization, does not yield
the correct asymptotics, but it turns out that it coincides with the result of
applying the Schroeder variational principle or the Bogolyubov variational
method.
For the exotic Bardin potential, the correct asymptotic solution co-
incides with the one obtained by applying the ultra second quantization
method described above. In the case of general potentials, in particular
for pairwise interaction potentials, the answer is not the same. Specifi-
cally, the ultra second quantization method gives other asymptotic series
of eigenvalues corresponding to the N -particle Schro¨dinger equation, and
these eigenvalues, unlike the Bogolyubov ones (7), are not metastable.
It turns out that the main point is not related to the Bose-Einstein
condensate, but has to do with the width of the capillary (the nanotube)
through which the liquid flows. If we consider a liquid in a capillary
or a nanotube of sufficiently small radius the velocity corresponding to
metastable states is not small. Hence at smaller velocities the flow will be
without friction.
The condition that the liquid does not flow through the boundary of
the nanotube is a Dirichlet condition. It yields a standing wave, which
can be regarded as a pair particle–antiparticle: a particle with momen-
tum p orthogonal to the boundary of the tube, and an antiparticle with
momentum −p.
We consider a short action pairwise potential V (xi − xj). This means
that as the number of particles tends to infinity, N → ∞, interaction is
possible for only a finite number of particles. Therefore, the potential
depends on N in the following way:
VN = V ((xi − xj)N1/3).
If V (y) is finite with support ΩV , then as N → ∞ the support engulfs a
finite number of particles, and this number does not depend on N .
As the result, it turns out that for velocities less than min(λcr, h2mR ),
where λcr is the critical Landau velocity and R is the radius of the nan-
otube, superfluidity occurs.
Now let me present my own considerations, which are not related to
the mathematical exposition. Viscosity is due to the collision of particles:
the higher the temperature, the greater the number of collisions. In a
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nanotube, there are few collisions, and only with the walls, and those are
taken into account by the author’s series. It is precisely this circumstance,
and not the Bose-Einstein condensate, which leads to the weakening of
viscosity and so to superfluidity. What I am saying is that the main
factor in the superfluidity phenomenon, even for liquid helium 4, is not
the condensate, but the presence of an extremely thin capillary [21], [22].
It seems to me that a neutral gas like argon could be used for a crucial
experiment.
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Policy iteration and max-plus finite element method
David McCaffrey
1. Introduction
We consider the finite horizon differential game
(1.1) v(x, T ) = inf
a(.)
sup
b(.)
∫ T
0
{
1
2
x(s)2 +
1
2
a(s)2 − γ
2
2
b(s)2
}
ds+ φ(x(T ))
over trajectories (x(.), a(.), b(.)) satisfying x˙(s) = f(x(s)) + g(x(s))a(s) +
h(x(s))b(s), x(0) = x, where x(s) ∈ X ⊆ Rn, a(s) ∈ U ⊆ Rm, b(s) ∈
W ⊆ Rr.This problem arises, for example, as the differential game formu-
lation of a well-known class of non-linear affine H∞ control problems - see
[5, 6, 7, 4] for details. In particular it is known that the value function
v(x, t) for the finite horizon problem is a (possibly non-smooth) solution
to the Hamilton-Jacobi-Isaacs equation
(1.2) H(x, ∂v/∂x) = ∂v/∂t
with initial condition v(x, 0) = φ(x) for (x, t) ∈ X × (0, T ], where the
Hamiltonian is defined as
H(x, p) = min
a
max
b
{
p (f(x) + g(x)a+ h(x)b) +
1
2
x2 +
1
2
a2 − γ
2
2
b2
}
.
Note this Hamiltonian is non-convex in p.
Suppose we choose some feedback function aˆ(x) and, on any solution
trajectory (x(.), a(.), b(.)), define the control input a(s) = aˆ(x(s)) for all
s. We can then define faˆ(x, b) = f(x) + g(x)aˆ(x) + h(x)b and laˆ(x, b) =
1
2x
2+ 12 aˆ(x)
2−γ22 b2, and consider the finite horizon optimal control problem
(1.3) vaˆ(x, T ) = sup
b(.)
∫ T
0
laˆ(x(s), b(s))ds+ φ(x(T ))
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over trajectories (x(.), b(.)) satisfying x˙(s) = faˆ(x(s), b(s)), x(0) = x. In
this case, the value function vaˆ(x, t) satisfies the Hamilton-Jacobi equation
(1.4) Haˆ(x, ∂vaˆ/∂x) = ∂vaˆ/∂t
with initial condition vaˆ(x, 0) = φ(x) for (x, t) ∈ X × (0, T ], where the
Hamiltonian is defined as Haˆ(x, p) = maxb {pfaˆ(x, b) + laˆ(x, b)} . Note that
this Hamiltonian is convex in p for all x.
A max-plus analogue of the finite element method (FEM) is set out
in [1] for the numerical computation of the value function vaˆ solving this
convex optimal control problem (1.3). In this note, we set out a policy
iteration algorithm for the solution of the non-convex differential game
(1.1). This involves the use of the max-plus FEM to solve (1.4) for a
given fixed control feedback a(x) in the value determination step of the
algorithm, and then a QP to improve the control feedback in the policy
improvement step.We show here that the algorithm converges. It can also
be shown that the approximation error on the converged solution is of
order
√
∆t + ∆x(∆t)−1, the same order as that obtained in [1] for the
errors associated with the max-plus FEM. We do not give details of this
result here, due to limited space.
2. The Max-Plus Finite Element Method
In the following, let St denote the evolution semi-group of the PDE (1.2).
This associates to any function φ, the function vt = v(., t) where v is the
value function of the differential game (1.1). Similarly, let Staˆ denote the
evolution semi-group of the PDE (1.4) for some fixed feedback function
aˆ(.). This associates to any function φ, the function vtaˆ = vaˆ(., t) where
vaˆ is the value function of the otimal control problem (1.3). Maslov [3]
observed that the semi-group Staˆ is max-plus linear. We now briefly review
the max-plus finite element method (FEM) set out in [1] for the numerical
computation of vaˆ
Let Rmax denote the idempotent semi-ring obtained from R, with its
usual order ≤, by defining idempotent addition as a⊕ b := max(a, b) and
multiplication as ab := a + b. Then let R¯max := Rmax ∪ {+∞}, with the
convention that −∞ is absorbing for the mutiplication.
For X a set, we consider the set R¯Xmax of R¯max valued functions on X.
This is a semimodule over R¯max with respect to componentwise addition
(u, v) 7−→ u⊕ v, defined by (u⊕ v)(x) = u(x)⊕ v(x), and componentwise
scalar multiplication (λ, u) 7−→ uλ, defined by (uλ)(x) = u(x)λ, where
u, v ∈ R¯Xmax, λ ∈ R¯max and x ∈ X. Note that the natural order on R¯Xmax
arising from the idempotent addition, i.e. the order defined by u ≤ v ⇐⇒
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u ⊕ v = v, corresponds to the componentwise partial order u ≤ v ⇐⇒
u(x) ≤ v(x) for all x ∈ X.
Now let X and Y be sets and consider an operator A : R¯Ymax → R¯Xmax
from R¯max valued functions on Y to R¯max valued functions on X. Such
an operator is called linear if , for all u1, u2 ∈ R¯Ymax and λ1, λ2 ∈ R¯max,
A(u1λ1 ⊕ u2λ2) = A(u1)λ1 ⊕ A(u2)λ2. Given some R¯max valued function
a ∈ R¯X×Ymax on X × Y, we are then interested in the linear operator A :
R¯Ymax → R¯Xmax with kernel a which maps any function u ∈ R¯Ymax to the
function Au ∈ R¯Xmaxdefined, in terms of the normal arithmetic operations
on R, by
(2.1) Au(x) = sup
y∈Y
{a(x, y) + u(y)}
Then, as shown in the references cited in [1], this kernel operator A is
residuated, i.e. for any v ∈ R¯Xmax, the set {u ∈ R¯Ymax : Au ≤ v} has a
maximal element. The residual map A# : R¯Xmax → R¯Ymax then takes any
v ∈ R¯Xmax to this maximal element in R¯Ymax defined, again in terms of the
normal arithmetic operations on R, as the function
(2.2) (A#v)(y) = inf
x∈X
{−a(x, y) + v(x)}
The next notion to be introduced, for a kernel operator B : R¯Ymax →
R¯Xmax, is that of projection on the image imB of B. The projector is denoted
PimB and is a map R¯Xmax → R¯Xmax defined for all v ∈ R¯Xmax by PimB(v) =
max{w ∈imB : w ≤ v}. Again as shown in the references cited in [1], this
projector on the subsemimodule imB can be expressed as a composition
PimB = B ◦ B# of B and its residual B#. If b(x, y) denotes the kernel of
B, then this formula can be expressed in the normal arithmetic of R, as
(2.3) B ◦B#(v)(x) = sup
y∈Y
(
b(x, y) + inf
ξ∈X
(−b(ξ, y) + v(ξ))
)
Given a kernel operator C : R¯Xmax → R¯Zmax with kernel c(z, x), we can
consider the transposed operator C∗ : R¯Zmax → R¯Xmax with kernel c∗(x, z) =
c(z, x). We can then define a dual projector on the R¯min-subsemimodule
−imC∗ in terms of P−imC∗(v) = min{w ∈ −imC∗ : w ≥ v} for all v ∈
R¯Xmax. Then, as above, this projector can be expressed as a composition
P−imC
∗
= C# ◦ C which, in the normal arithmetic of R, has the form
(2.4) C# ◦ C(v)(x) = inf
z∈Z
(
−c(z, x) + sup
ξ∈X
(c(z, ξ) + v(ξ))
)
Now we can define the max-plus FEM for approximating the value
function vtaˆ = vaˆ(., t) for the optimal control problem (1.3). Let Y =
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{1, . . . , I}, X = Rn and Z = {1, . . . , J}. Consider a family {w1, . . . , wI}
of finite element functions wi : X → R¯max, and a family {z1, . . . , zJ} of
test functions zj : X → R¯max. The vectors λ = (λi)i=1,...,I ∈ R¯Imax and
µ = (µj)j=1,...,J ∈ R¯Jmaxcan be considered as R¯max valued functions on Y
and Z respectively. So, as above in equation (2.1), we can define max-plus
kernel operators W : R¯Ymax → R¯Xmax and Z∗ : R¯Zmax → R¯Xmax with kernels
W =col(wi)1≤i≤I and Z∗ =col(zj)1≤j≤J . The action of W, which plays the
role of operator B above, is as follows
Wλ(x) = sup
i∈Y
{wi(x) + λi}
while Z∗ gives rise to the transposed operator Z : R¯Xmax → R¯Zmax which
plays the role of operator C above, and acts as follows
(Zv)j = sup
x∈X
{zj(x) + v(x)} = 〈zj |v〉
where 〈.|.〉 denotes the max-plus scalar product. Then from equations (2.3)
and (2.4), we can give the specific form of the corresponding two projectors
PimW (v)(x) = sup
i∈Y
(
wi(x) + inf
ξ∈X
(−wi(ξ) + v(ξ))
)
(2.5)
P−imZ
∗
(v)(x) = inf
j∈Z
(
−zj(x) + sup
ξ∈X
(zj(ξ) + v(ξ))
)
(2.6)
To start the algorithm off, we approximate the initial data v0aˆ = φ
with the maximal element ≤ v0aˆ in the space imW spanned by the finite
element functions. The approximation of v0aˆ is denoted with a subscript h
and takes the form
v0aˆh(x) = (Wλ
0)(x) = sup
i∈Y
(
wi(x) + λ0i
)
where the coefficients λ0i are determined from the residuation of W given
in formula (2.2) as
(2.7) λ0i = inf
x∈X
(−wi(x) + φ(x)) .
As an induction assumption, suppose that at time step q∆t we have a
vector of coefficients λq∆ti giving an approximation
vq∆taˆh (x) = sup
i∈Y
(
wi(x) + λ
q∆t
i
)
of vq∆taˆ by the maximal element ≤ vq∆taˆ in the space imW . Then the
approximation v(q+1)∆taˆh of v
(q+1)∆t
aˆ at the next time step can be calculated
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as
v
(q+1)∆t
aˆh (.) = PimW ◦ P−imZ
∗ ◦ S∆taˆ ◦ vq∆taˆh (.)
The coefficients of this approximation are given, from equations (2.5) and
(2.6), by
λ
(q+1)∆t
i = inf
ξ∈X
(
−wi(ξ) + inf
j∈Z
(
−zj(ξ) + sup
η∈X
(
zj(η) + S∆taˆ ◦ vq∆taˆh (η)
)))
It is shown in [1] that v(q+1)∆taˆh is the maximal element in the space imW
spanned by the finite element functions which satisfies〈
zj |v(q+1)∆taˆh
〉
≤
〈
zj |S∆taˆ vq∆taˆh
〉
for each test function zj . So v
(q+1)∆t
aˆh is the maximal solution to a max-plus
variational formulation of the semi-group equation.
If (see Section 3.3 of [1]) we further approximate the semi-group action
S∆taˆ v
q∆t
aˆh by(
S˜∆taˆ v
q∆t
aˆh
)
(x) = sup
i∈Y
(
wi(x) + λ
q∆t
i + ∆tHaˆ(x, ∂wi/∂x)
)
then λ(q+1)∆ti can be written explicitly as
λ
(q+1)∆t
i = inf
ξ∈X
(
−wi(ξ) + inf
j∈Z
(
−zj(ξ) + sup
η∈X
(zj(η)(2.8)
+ sup
k∈Y
(
wk(η) + λ
q∆t
k + ∆tHaˆ (η, ∂wk/∂x|η)
))))
Finally, choose two sets (xˆi)i∈Y and (xˆj)j∈Z of discretisation points,
and take the finite element functions to be wi(x) = − c2 ‖x− xˆi‖22 , for some
fixed Hessian c, and test functions to be zj(x) = −a ‖x− xˆj‖1 , for some
fixed constant a. Then it is shown in Theorem 22 of [1] that the error∥∥vTaˆh − vTaˆ ∥∥∞ = O(∆t + ∆x(∆t)−1), where ∆x is the maximal radius of
the cells of the two Voronoi tessellations centred on the points (xˆi)i∈Y and
(xˆj)j∈Z respectively.
3. Policy Iteration with Max-Plus FEM in the Value Determi-
nation Step
Now let p denote the cycle index within the policy iteration algorithm, and
let q ∈ {0, . . . , N − 1} denote the time step index, so that the full time
horizon T is divided into N equal steps of length ∆t, i.e. T = N∆t, with
the qth step running from q∆t to (q + 1)∆t. We restrict consideration
of time-dependent feedback control policies a(x, t) to those in the form of
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sequences of N constant-in-time policy components
(
a0(x), . . . , aN−1(x)
)
,
and we then further restrict our choice of the individual policy components
to functions aq(.) chosen from the set A = {a(.) : X → U} of functions
which are locally constant with respect to x on cells of the Voronoi tes-
sellation VY centred on the origins (xˆi)i∈Y of the finite element functions
wi.
So suppose, as an induction hypothesis, that on iteration p, we have a
set of constants {aqip } for q ∈ {0, . . . , N − 1} and i ∈ Y. These give rise to a
fixed policy ap which, for a given q, takes the form aqp(x) = a
qµ(x)
p , where
µ(x) ∈ Y is the index of the cell of the Voronoi tessellation VY containing
x. Note, the process can be initiated, for p = 0, by choosing some fixed
value ai (say zero) such that aq0(x) = a
i for all q ∈ {0, . . . , N − 1} and for
all x ∈ cell i of VY , where cell i is the one centred on the origin xˆi of finite
element wi.
3.1. Value Determination Step. The max-plus FEM outlined above
can be applied to approximate the value function vtap solving the optimal
control problem (1.3) with fixed strategy ap. The coefficients of the ex-
pansion of this approximation, with respect to the finite elements wi, are
obtained as follows. For q = 0 and i ∈ Y, the coefficients λ0pi = λ0i defined
in (2.7) above. Then, using (2.8), for q ∈ {0, . . . , N − 1} and i ∈ Y we get
λ
(q+1)∆t
pi = inf
ξ∈X
(
−wi(ξ) + inf
j∈Z
(
−zj(ξ) + sup
η∈X
(zj(η)
+ sup
k∈Y
(
wk(η) + λ
q∆t
pk + ∆tHaqp (η, ∂wk/∂x|η)
))))
Note that in the Hamiltonian Hapq we apply the policy a
q
p(η) = a
qµ(η)
p where
µ(η) ∈ Y is the index of the cell of the Voronoi tessellation VY containing
η. The above can be re-arranged to give
λ
(q+1)∆t
pi = inf
j∈Z
(
−〈wi|zj〉+ sup
k∈Y
(
λq∆tpk + sup
η∈X
(zj(η)
+wk(η) + ∆tHaqp (η, ∂wk/∂x|η)
)))
For a given policy a, let
Tjka = sup
η∈X
(zj(η) + wk(η) + ∆tHa (η, ∂wk/∂x|η))
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In the normal max-plus FEM, the Tjka terms can be calculated offline.
This would be difficult in the application of max-plus FEM to policy itera-
tion, since we don’t know the policies a in advance. The relevant a for each
p iteration is known at the start of that iteration and so, in principle, the
next set of Tjka terms for a given a could be calculated at the start of that
iteration. However, this would be slow. An alternative is to approximate
the Tjka online by
T˜jka = 〈zj |wk〉+ ∆tHa
(
ηoptjk , ∂wk/∂x|ηoptjk
)
where ηoptjk = arg sup 〈zj |wk〉 = arg sup (zj(η) + wk(η)) . Note, this approx-
imation T˜ is presented in [1], where it is shown in Theorem 22 that the re-
sulting error estimate on the max-plus FEM deteriorates to
∥∥vTah − vTa ∥∥∞ =
O(
√
∆t + ∆x(∆t)−1). So, finally, the coefficients of the expansion of the
approximation to the value function vtap for fixed strategy ap are given by
(3.1) λ(q+1)∆tpi = inf
j∈Z
(
−〈wi|zj〉+ sup
k∈Y
(
λq∆tpk + T˜jkaqp
))
3.2. Policy Improvement Step. For each i and q, there exists j¯(iq) ∈
Z which achieves the inf in (3.1), so that
(3.2) λ(q+1)∆tpi = −
〈
wi|zj¯
〉
+ sup
k∈Y
(
λq∆tpk + T˜j¯kaqp
)
For each k, the Hamiltonian within T˜j¯kapq is evaluated at η
opt
j¯k
, and so the
strategy aqp applied in the Hamiltonian term takes the value a
qµ(j¯k)
p , where
µ(j¯k) ∈ Y is the index of the cell of the Voronoi tessellation VY containing
ηopt
j¯k
.
The policy improvement can be formulated for test functions given by
zj(x) = −a ‖x− xˆj‖1 for some constant a. Here, due to lack of space, we
consider only the special case where the constant term a→∞ in the test
functions zj(x), so that they are therefore defined as
(3.3) zj =
{
0 at x = xˆj
−∞ otherwise
Then we have ηopt
j¯k
= xˆj¯ for all k ∈ Y and µ(j¯k) = µ(j¯) ∈ Y is the
index of the cell of the Voronoi tessellation VY containing xˆj¯ . It follows
that aqp(xˆj¯) = a
qµ(j¯)
p is the policy value applied in the Hamiltonian term
in T˜j¯kaqp for all k. So every term T˜j¯kaqp uses the same policy value a
qµ(j¯)
p
for all k ∈ Y within the supk∈Y operation in (3.2).
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Now let k¯(iq) = arg supk∈Y in (3.2), so that
λ
(q+1)∆t
pi = −
〈
wi|zj¯
〉
+ λq∆t
pk¯
+ T˜j¯k¯aqp
Then we can improve the policy aqp in cell µ(j¯) of VY by taking
(3.4) min
a∈U
T˜j¯k¯a
subject to
(3.5) λq∆t
pk¯
+ T˜j¯k¯a ≥ λq∆tpk + T˜j¯ka
for all k ∈ Y. This optimisation is feasible since the current policy value
a
qµ(j¯)
p satisfies
λq∆t
pk¯
+ T˜
j¯k¯a
qµ(j¯)
p
≥ λq∆tpk + T˜j¯kaqµ(j¯)p
for all k ∈ Y.
Let a¯ = arg mina∈U T˜j¯k¯a subject to the constraints (3.5). In cell with
index µ(j¯) of the Voronoi tessellation VY , take new policy
aqp+1(x) = a
qµ(j¯)
p+1 := a¯
for all x ∈ cell with index µ(j¯). Note that for each q, there may be some
remaining cells of VY whose indices 6= µ(j¯(iq)) for any i ∈ Y. In these cells
we leave the policy at time step q unchanged, i.e. if µ∗ is the index of such
a cell, then for all x ∈ cell with index µ∗
aqp+1(x) = a
qµ∗
p
Then the resulting new policy ap+1 = {aqip+1} is an improvement on the old
one ap = {aqip } in the sense that the corresponding vq∆taph and v
q∆t
a(p+1)h
, i.e.
the approximations to the value functions which solve the optimal control
problem (1.3) with fixed policies ap+1 and ap respectively, satisfy
(3.6) vq∆ta(p+1)h ≤ v
q∆t
aph
for all q ∈ {0, . . . , N} .
To see this, note first that the policy improvement is unique. If, for
a given q, there are two i giving rise to the same j¯(iq), then these both
result in the same policy improvement aqp+1(x) = a¯ in cell µ(j¯) since the
term T˜j¯kaqp in (3.2) does not depend on i.
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Next, suppose with a view to induction on q, that λq∆t(p+1)i ≤ λq∆tpi for
all i. Then
λ
(q+1)∆t
pi = −
〈
wi|zj¯
〉
+ λq∆t
pk¯
+ T˜j¯k¯aqp
= − 〈wi|zj¯〉+ λq∆tpk¯ + T˜j¯k¯aqµ(j¯)p
≥ − 〈wi|zj¯〉+ λq∆tpk¯ + T˜j¯k¯a¯
= − 〈wi|zj¯〉+ sup
k∈Y
(
λq∆tpk + T˜j¯ka¯
)
≥ − 〈wi|zj¯〉+ sup
k∈Y
(
λq∆t(p+1)k + T˜j¯ka¯
)
= − 〈wi|zj¯〉+ sup
k∈Y
(
λq∆t(p+1)k + T˜j¯kaqp+1
)
since every term T˜j¯kaqp+1 uses the same policy value in the same cell µ(j¯).
So
λ
(q+1)∆t
pi ≥ inf
j
(
−〈wi|zj〉+ sup
k∈Y
(
λq∆t(p+1)k + T˜jkaqp+1
))
= λ(q+1)∆t(p+1)i
Since this holds for all i, then it follows that for any x ∈ X
sup
i
(
λ
(q+1)∆t
(p+1)i + wi(x)
)
≤ sup
i
(
λ
(q+1)∆t
pi + wi(x)
)
i.e. v(q+1)∆ta(p+1)h (x) ≤ v
(q+1)∆t
aph
(x). So by induction, after noting that from
(2.7), the coefficients at the initial time step q = 0 satisfy λ0(p+1)i = λ
0
pi =
λ0i , it follows that λ
q∆t
(p+1)i ≤ λq∆tpi and vq∆ta(p+1)h(x) ≤ v
q∆t
aph
(x) for all q.
Finally by taking b = 0 in (1.3), and by restricting our choice of
initial data to functions φ ≥ 0, we can see that vtap ≥ 0 for all p. Since∥∥∥vtaph − vtap∥∥∥∞ = O(√∆t+ ∆x(∆t)−1), it follows that
(3.7) vtaph ≥ −K(
√
∆t+ ∆x(∆t)−1)
for some K > 0.
Hence, the above policy iteration algorithm converges to a time-dis-
cretised finite element approximation vth(.) =
{
v∆th (.), . . . , v
N∆t
h (.)
}
to the
value function vt of the differential game (1.1).
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3.3. QP Optimisation. The Hamiltonian appearing in (1.4) has the
form
Ha(x, p) = max
b
{pfa(x, b) + la(x, b)}
= p(f + ga) +
1
2
x2 +
1
2
a2 − 1
2γ2
phhT p
and for zj given by (3.3), T˜j¯k¯a has the specific form
T˜j¯k¯a = wk¯(xˆj¯) + ∆tHa
(
xˆj¯ , ∂wk¯/∂x|xˆj¯
)
The policy improvement optimisation set out in (3.4) and (3.5) can then
be formulated as
min
a∈U
∆tHa
(
xˆj¯ , ∂wk¯/∂x|xˆj¯
)
subject to
∆tHa
(
xˆj¯ , ∂wk¯/∂x|xˆj¯
) ≥ λq∆tpk − λq∆tpk¯ + wk(xˆj¯)−
−wk¯(xˆj¯) + ∆tHa
(
xˆj¯ , ∂wk/∂x|xˆj¯
)
for all k ∈ Y. This can be simplified down to the following QP
min
a∈U
(
∂wk¯
∂x
ga+
1
2
a2
)
subject to(
∂wk¯
∂x
− ∂wk
∂x
)
ga ≥ 1
∆t
(wk − wk¯) +
1
∆t
(
λq∆tpk − λq∆tpk¯
)
+
1
2γ2
(
∂wk
∂x
− ∂wk¯
∂x
)T
hhT
(
∂wk
∂x
− ∂wk¯
∂x
)
+
(
∂wk
∂x
− ∂wk¯
∂x
)
f
for all k ∈ Y, and evaluated at xˆj¯ .
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Using max-plus convolution to obtain fundamental
solutions for differential equations with quadratic
nonlinearities1
William M. McEneaney
1. Introduction
We first consider time-invariant differential Riccati equations (DREs) of
the form
(1.1) P˙t = F (Pt)
.= A′Pt + PtA+ C + PtΣPt
where C is symmetric and Σ = σσ′ is symmetric, nonnegative definite
with at least one positive eigenvalue. Throughout, we assume that all
of the matrices are n × n. We suppose one has initial condition, P0 = p0
where p0 is also symmetric. The Daivson-Maki approach uses the Bernoulli
substitution to create a linear system of two matrices, each of the same
size as Pt, thus leading to a fundamental solution. We obtain a completely
different form of fundamental solution, with a particularly clear control-
theoretic motivation. The new approach will be constructed through a
finite-dimensional semigroup defined by this fundamental solution. The
forward propagation of the fundamental solution is naturally defined by
this operation through the semigroup property.
We will consider linear/quadratic control problems parameterized by
z ∈ IRn, and the value functions associated with these control problems are
propagated forward by a max-plus linear semigroup, which we denote as
Sτ . The space of semiconvex functions is a max-plus vector space (modu-
loid) [10], [4], [2], [3], [7]. Working in the semiconvex-dual space, Sτ has a
1Research partially supported by NSF grant DMS-0307229
and AFOSR grant FA9550-06-1-0238.
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semiconvex-dual operator, Bτ which takes the form of a max-plus integral
operator with kernel, Bτ (x, y), taking the form of a quadratic function.
The matrix, βτ , defining this quadratic kernel function will be the fun-
damental solution of the DRE. We will define a multiplication operation
(~-multiplication) with the semigroup property, specifically βt+τ = βt~βτ ,
where the ~ operation involves inverse, multiplication and addition n×n-
matrix operations (in the standard algebra). We will also define an expo-
nentiation operation (~-exponentiation) such that βt = β~t1 . The solution
of (1.1) will be obtained by Pt = D−1ψ βtDψp0 where the Dψ and D
−1
ψ
operators are descended from the semiconvex dual and its inverse. It is
important to note that the fundamental solution approach has the benefit
that one only solves once for βt, even if one wishes to solve the DRE for a
variety of initial conditions.
This approach may be extended to a class of quasilinear, first-order
PDEs, yielding a fundamental solution for a class of such PDEs. More
specifically, we consider PDEs
(1.2) 0 = −Pt +A′P −BPλ + 12PΣP
on the domain [0, T ] × L where L .= [0, L]. For simplicity, we consider
the scalar case, and so A,B,Σ ∈ IR, Σ > 0, where we specifically require
B 6= 0 (otherwise this reduces to an ODE problem).
We again create a linear/quadratic control problem, where in this case,
the state takes values in L2(L). The above PDE is essentially the “Riccati”
equation for this virtual control problem. We again apply semiconvex du-
ality, and max-plus vector space concepts. This leads to an extension of the
~ operator to this infinite-dimensional context, and finally, a fundamental
solution for this class of PDEs.
2. The linear-quadratic control problem and semigroups
The proofs of the results in the sections on the DRE may be found in [9].
As indicated above, the fundamental solution to the DRE will be ob-
tained through an associated optimal control problem. Recall that we are
considering the DRE given by (1.1). Since we will be employing semi-
convex duality (see below and [4, 10]), we will choose some (duality-
parametrizing) symmetric matrix, Q, such that F (Q) > 0, where we note
that, for any square matrix D, we will use the notation D > 0 to indicate
that matrix D is positive definite throughout. We will need to consider
the specific solution of DRE (1.1) with initial condition
(2.1) P˜0 = Q.
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We assume:
There exists a solution of DRE (1.1), P˜t, with initial condition
(2.1), satisfying P˜t > Q (i.e., P˜t − Q positive-definite) for
t ∈ (0, T ) with T > 0, and we note specifically, that we may
have T = +∞.
(A.e)
We will be obtaining the fundamental solution βt for solutions with initial
conditions, P0 = p0 > Q. Note that we do not assume stability of the DRE,
and finite-time blow-up is possible. We will let T˜ = T˜ (p0) = sup{t ≥
0 | Pt exists, and Pt > Q}, and we let T̂ = T̂ (p0) .= T ∧ T˜ where ∧
indicates the minimum operation.
Remark 2.1. Note that with Σ ≥ 0 and at least one positive eigenvalue,
we may take Q = −kI for arbitrarily large k, so that one can ensure
F (Q) > 0 (as well as for any p0 > Q).
We will be using a control value function to motivate and develop
the fundamental solution. Consider the Hamilton-Jacobi-Bellman partial
differential equation (HJB PDE) problems on [0, T ) × IRn, indexed by
z ∈ IRn, given by
V zt = H(x,∇V z) = (Ax)′∇V z + 12x′Cx+ (∇V z)′Σ∇V z(2.2)
V z(0, x) = ψ(z, x) = 12 (x− z)′Q(x− z).(2.3)
Theorem 2.2. For any z ∈ IRn, there exists a solution to (2.2),(2.3) in
C∞([0, T )× IRn) ∩ C([0, T )× IRn), and this is given by
(2.4) V z = 12 (x− Λtz)′P˜t(x− Λtz) + z′Rtz
where P˜ satisfies (1.1),(2.1), and Λ, r satisfy Λ0 = I, R0 = 0,
(2.5) Λ˙ =
[
P˜−1C −A
]
Λ and R˙ = Λ′CΛ.
For φ : IRn → IR given by φ(x) = 12 (x− z)′p0(x− z) (and actually for
a much larger set of functions), we define the max-plus linear semigroup,
Sτ , by
(2.6) Sτ [φ](x) = V z(τ, x) = 12 (x− Λτz)′P˜τ (x− Λτz) + z′Rτz.
We let ⊕,⊗ denote the max-plus addition and multiplication opera-
tions. We say that φ is uniformly semiconvex with (symmetric matrix)
constant K if φ(x) + 12x
′Kx is convex on IRn, and we denote this space as
SK(IRn). Recall that SK is a max-plus vector space.
We will use the quadratic ψ given in (2.3) to define our semiconvex
duality. The main duality result (c.f., [10], [4], where proofs may be found)
is
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Theorem 2.3. Let φ ∈ SK(IRn) where −K > Q. Then, for all x, z ∈ IRn,
φ(x) = max
z∈IRn
[ψ(x, z) + a(z)] .=
∫ ⊕
IRn
ψ(x, z)⊗ a(z) dz
.= ψ(x, ·) a(·) .= D−1ψ [a]
(2.7)
a(z) = −
∫ ⊕
IRn
ψ(x, z)⊗ [−φ(x)] dx
= −{ψ(·, z) [−φ(·)]} .= Dψ[φ].
(2.8)
Using Theorem 2.3 and some technical arguments, for all t ∈ (0, T )
and all x, z ∈ IRn
St[ψ(·, z)](x) =
∫ ⊕
IRn
ψ(x, y)⊗Bt(y, z) dy
= ψ(x, ·)Bt(·, z),
(2.9)
where for all y ∈ IRn
Bt(y, z) = −
∫ ⊕
IRn
ψ(x, y)⊗ {−St[ψ(·, z)](x)} dx
=
{
ψ(·, y) [St[ψ(·, z)](·)]−
}−
.
(2.10)
We define the time-indexed max-plus linear operators Bt by
(2.11) Bt[a](z) .= Bt(·, z) a(·) =
∫ ⊕
IRn
Bt(y, z)⊗ a(y) dy,
and one easily sees that these satisfy the semigroup property. (We may
use a space of uniformly semiconcave functions as the domain.) We say
that Bt is the kernel of max-plus integral operator Bt.
Theorem 2.4. Let φ(x) .= 12x
′p0x and a(z) = Dψ[φ]. Then, for t ∈ (0, T̂ ),
x ∈ IRn,
(2.12) St[φ](x) = ψ(x, ·) Bt[a](·) = D−1ψ Bt[a](x) = D−1ψ BtDψ[φ](x).
Now, note that by (2.6) and (2.10),
(2.13)
Bt(x, y) = − max
x∈IRn
{
1
2 (x−y)′Q(x−y)−
[
1
2 (x− Λtz)′P˜t(x− Λz) + 12z′Rtz
]}
where t < T guarantees strict concavity of the argument of the maximum.
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Lemma 2.5. Let η and α be 2n× 2n matrices with block structure given
by
(2.14) η =
[
η1,1 η1,2
η1,2
′
η2,2
]
and α =
[
α1,1 α1,2
α1,2
′
α2,2
]
,
Let
F (x, z) .= max
z∈IRn
{
1
2
(
x
z
)′
η
(
x
z
)
+ 12
(
z
y
)′
α
(
z
y
)}
.
Then,
F (x, y) = 12
(
x
y
)′
γ
(
x
y
)
where γ has identical block structure to η and α, and is given by γ = η~α
where the ~ operation is defined as
γ1,1 = η1,1 − η1,2S−1η1,2′, γ1,2 = −η1,2S−1α1,2,
γ2,1 = γ1,2
′
, γ2,2 = α2,2 − α1,2′S−1α1,2,
and S .= η2,2 + α1,1.
Combining (2.13) and Lemma 2.5, one obtains the following.
Theorem 2.6.
(2.15) Bt(x, y) = 12
(
x
y
)′
βt
(
x
y
)
where βt has the same block structure as η above.
3. The DRE fundamental solution semigroup
Now we will use the semigroup nature of the St operators to obtain the
semigroup nature of the Bt operators, and consequently the propagation
of the Bt and βt. The propagation of βt = (β1)~t will be the dynamics of
the fundamental solution of the DRE.
Lemma 3.1. Let a(z) = 12 (z − z)′qa(z − z) + ra with qa < −Q, and
φ = D−1ψ a. Then,
(3.1) φ(x) = 12 (x− z)′
[
QU−1qa
]
(x− z) + ra
where U = Q+ qa. Alternatively, let φ(x) = 12 (x− x)′qp(x− x) + rp with
qp > Q, and let a = Dψφ. Then, with ∆ .= Q− qp
(3.2) a(z) = 12 (z − x)′
[
Q∆−1qp
]
(z − x) + rp.
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Based on this lemma, it is natural to make the following definitions,
which inherit notation from Dψ and D−1ψ . For symmetric qp > Q, define
Dψ[qp]
.= Q(Q − qp)−1qp, and for symmetric qa < −Q, define D−1ψ [qa] =
Q(Q+ qa)−1qa. One may show (see [9]):
Theorem 3.2. For all t1, t2 ≥ 0 such that t1 + t2 < T ,
Bt1+t2(ζ, x) =
∫ ⊕
IRn
Bt1(ζ, z)⊗Bt2(z, x) dz ∀x, ζ ∈ IRn.
Theorem 3.3. The forward propagation of semigroup βt is given by
(3.3) βt1+t2 = βt1 ~ βt2
where the ~ operation is given in Lemma 2.5.
To summarize, suppose one wishes to obtain the solution of (1.1) at
time t with initial condition P0 = p0. Then, one performs the following
steps:
• Obtain q0 from p0 via q0 = Dψp0 = Q(Q− p0)−1p0.
• Obtain qt from βt and q0 via qt = β1,1t −β1,2t
(
β2,2t + q0
)−1
β1,2t
′ .=
βt ~′ q0.
• Obtain Pt from from qt via Pt = D−1ψ qt = Q(Q+ qt)−1qt.
4. Exponentiation and a Semiring
Recall that for a standard-algebra linear system, one views the fundamen-
tal solution as eAt = (eA)t. We would like some similar exponential-type
representation here. Naturally, we define ~-exponentiation for positive
integer powers through β~2 = β ~ β, β~3 = [β~2] ~ β, et cetera. Using
Theorem 3.3, this immediately yields βnt = β~nt . However, this only works
for integer powers. We will extend this to positive real powers so that we
may simply write βt = (β1)~t for any t > 0.
Let Q denote the set of rationals. Given any t ∈ (0,∞), let et .=
{s ∈ (0,∞) | ∃p ∈ Q such that s = pt}. As is well-known, the collection
of such et forms an uncountable set of equivalence classes covering (0,∞).
Suppose s ∈ et. Then, there exists p = m/n with m,n ∈ N such that
s = pt. Let τ = t/n. Then, t = nτ and s = mτ . Consequently, by
Theorem 3.3, βs = β~mτ and βt = β
~n
τ . With this in mind, we make the
following extension of ~-exponentiation.
Definition 4.1. Let s = pt with p = m/n, m,n ∈ N . We define β~pt .=
β~mτ where τ = t/n.
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We need to demonstrate that the definition is independent of the choice
of m,n ∈ N . That is, suppose p = m0/n0 = m1/n1. Let τ0 = t/n0 and
τ1 = t/n1. We must show β~m0τ0 = β
~m1
τ1 . We will use the following,
trivially-verified result.
Lemma 4.2.
[
β~nt
]~m
= β~(nm)t .
With this lemma, the above independence is easily proven. Lastly, one
extends the ~-exponentiation definition to exponents which may not be
rational using continuity.
There are underlying semirings with the ⊕,~ operations, and this
seems to be quite interesting. These semirings are related to the con-
volution semiring of [5]. We only touch on the matter here. Let a, b ∈
[0,+∞)∪ {+∞} .=W+. Then define a~ b .= ab/(a+ b) which defines the
~ operation on W+. Also, define ⊕ on W+ by a⊕ b = max{a, b}.
Theorem 4.3. 〈W+,⊕,~〉 is a commutative idempotent semiring.
5. First-Order Quasilinear PDE
The same approach, which was used above in the case of the DRE, can
be applied to a first-order, quasilinear PDE with a quadratic nonlinearity.
This PDE will take the form of a Riccati equation, and we will refer to it
as the fully-first-order Riccati PDE (the FFOR PDE). The FFOR PDE
will be
(5.1) 0 = −Pt +AP −BPλ + 12PΣP
where the domain will be [0, T ] × L where L .= [0, L]. For simplicity, we
consider the scalar case, and so A,B,Σ ∈ IR, Σ > 0, where we specifically
require B 6= 0 (otherwise this reduces to an ODE problem). We let
EBP =
{
(0, T ]× {0} if B > 0
(0, T ]× {L} if B < 0.
The initial and boundary conditions will be
P (0, λ) = p0(λ) ∀λ ∈ L(5.2)
P (t, λˆ) = 0 ∀ (t, λˆ) ∈ EBP .(5.3)
We will obtain a fundamental solution for (5.1)–(5.3) using technology
analogous to that used for the DRE. In order to do so, we must devise a
virtual control problem for which the time-reversed version of (5.1) is the
associated Riccati equation.
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We begin by defining the dynamics of the virtual control problem.
The state will take values in X = L2(L; IR). The control will take values
in W = L2(L; IR). In particular, we consider the control space Ws =
L2([−T, 0],W). The domain for the dynamics will be [−T, 0]×L, and for
t ∈ [−T, 0], we will have state, ξ(t, ·) ∈ X . Let
EBX =
{
(−T, 0]× {L} if B > 0
(−T, 0]× {0} if B < 0.
The virtual control problem dynamics is given by first-order PDE, initial
condition and boundary condition
ξt(t, λ) = Aξ(t, λ) +Bξλ(t, λ) + σw(t, λ),(5.4)
ξ(−T, ·) = x0(·) ∈ X(5.5)
ξ(t, λˆ) = 0 ∀ (t, λˆ) ∈ EBX .(5.6)
Let the inner product and norm on X ,W be denoted by 〈x, y〉 and
‖x‖, respectively. Let C,Q > 0. The payoff and value are given by
Jz(−T, x, w) =
∫ 0
−T
1
2 〈ξ(t, ·), Cξ(t, ·)〉 − 12‖w(t, ·)‖2 dt+ ψ(ξ(0, ·), z)(5.7)
Ŵ z(−T, x) = sup
w∈Ws
Jz(−T, x, w)(5.8)
where ψ(x, z) .= 12 〈ξ(0, ·)− z,Q(ξ(0, ·)− z)〉.
The first step is to obtain the verification result.
Theorem 5.1. Suppose V z ∈ C([0, T ]×X ) ∩ C1((0, T ]×X ) satisfies
0 = −V zt + 〈(∇xV z, Ax〉 − 〈(∇xv)λ, Bx〉+
+ 12‖σ′∇xV z‖2 + 12 〈x,Cx〉,
(5.9)
V z(0, x) = ψ(x, z),(5.10)
∇xV z(t, λˆ, x(λˆ)) = 0 ∀ (t, λˆ) ∈ EBP , x ∈ H1(L).(5.11)
Then, V z(T, x) ≥ Jz(−T, x, w) for all w ∈ W, for all x ∈ H1(L). Further,
if there exists a solution, ξ∗ to (5.4)–(5.6) with w∗(t, λ, ξ∗(t, λ)), then let-
ting w˜∗(t, λ) = w∗(t, λ, ξ∗(t, λ)), one has V z(T, x) = Jz(−T, x, w˜∗), and
consequently V z(T, x) = Ŵ z(−T, x).
The next step is to note that the solution for this problem has a simple
form.
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Theorem 5.2. For any z ∈ X , there is a solution to (5.9)–(5.11) in
V z ∈ C([0, T ]×X ) ∩ C1((0, T ]×X ) of the form
(5.12)
V z(t, x) = 12 〈(x− Z(t, ·)), P˜ (t, ·)(x− Z(t, ·))〉+ 12 〈Z(t, ·), R(t)Z(t, ·)〉,
where P˜ satisfies (5.1)–(5.3) with
p0(λ) = Q ∀λ ∈ L,(5.13)
Z ∈ C1([0, T ]× L) satisfies
0 = P˜Zt + [AP˜ + C]Z +BP˜Zλ,(5.14)
Z(0, λ) = z(λ) ∀λ ∈ L,(5.15)
Z(t, λˆ) = 0 ∀ (t, λˆ) ∈ EBX ,(5.16)
and R ∈ C1([0, T ]) satisfies
Rt = C, R(0) = 0.(5.17)
Note that in the case where C = 0, the Z PDE takes the simpler form
(5.18) 0 = Zt +AZ +BZλ.
Note also that Z(t, ·) is given by a linear operator acting on z, denoted as
(5.19) Z(t, ·) =M(t)[z](·) .=
∫
L
M(t; ·, η)z(η) dη.
Using this in (5.12), one has
(5.20)
V z(t, x) = 12 〈(x−M(t)z), P˜ (t, ·)(x−M(t)z)〉+ 12 〈M(t)z,R(t)M(t)z〉.
We may think of V z(t, ·) as given by the max-plus linear semigroup
V z(t, x) = St[ψ(·, z)](x). Introducing the semiconvex dual, one may prop-
agate instead in the dual space. The dual-space semigroup operator is
naturally found in the form of a max-plus integral operator with some ker-
nel, which we denote by B(t;x, z) for t ∈ [0, T ] and x, z ∈ X . One obtains
B(t;x, z) from
B(t; y, z) = −max
x∈X
{
1
2 〈(y − x), Q(y − x)〉
−
[
1
2 〈(x−M(t)[z], P˜ (x−M(t)[z]〉+ 12 〈M(t)z,R(t)M(t)z〉
]}
.
Further details will appear in the full paper.
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Polynomial quantization on para-hermitian symmetric
spaces from the viewpoint of overgroups: an example1
Vladimir F. Molchanov
Quantization in the spirit of Berezin on para-Hermitian symmetric spaces
G/H was constructed by the author in [2]. One of the variants of quanti-
zation is the so-called polynomial quantization (here for the initial algebra
of operators, one has to take a representation of the universal enveloping
algebra). A construction of polynomial quantization on para-Hermitian
symmetric spaces G/H was presented in [4]. For rank one, explicit for-
mulas were given in [3]. In this paper we consider a new approach to
the polynomial quantization using the notion of an ”overgroup”. This
1Supported by the Russian Foundation for Basic Research: grants No. 05-01-
00074a, No. 05-01-00001a and 07-01-91209 YaF a, the Netherlands Organization for
Scientific Research (NWO): grant 047-017-015, the Scientific Program ”Devel. Sci.
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approach gives the Berezin covariant and contravariant symbols and the
Berezin transform in a highly natural and transparent way. In the paper
we restrict ourselves to a simple but crucial example: G = SL(2,R) with
the diagonal subgroup H and G˜ = G×G.
1. Groups, subgroups, a cone, sections
The group G = SL(2,R) consists of real matrices
g =
(
α β
γ δ
)
, αδ − βγ = 1.
Its subgroups H, Z, N of G consist of matrices
h =
(
α 0
0 α−1
)
, zξ =
(
1 0
ξ 1
)
, nη =
(
1 η
0 1
)
,
respectively. The Gauss and ”anti-Gauss” decompositions of G are defined
by G = NHZ and G = ZHN . The group G acts on Z and N by fractional
linear transformations:
ξ 7→ ξ · g = αξ + γ
βξ + δ
, η 7→ η ◦ g = δη + β
γη + α
.
These actions are obtained when we decompose zξg ”by Gauss” and nηg
”by anti-Gauss”. We can reduce the second action to the first one: η ◦ g =
η · ĝ where
ĝ =
(
δ γ
β α
)
.
We assume that the groups act from the right, in accordance with this we
will write vectors in the row form.
Let us take the following bilinear form in the space R4:
[x, y] = −x1y1 − x2y2 + x3y3 + x4y4.
Realize R4 as the space Mat(2,R) of real 2× 2 matrices:
x =
1
2
(
x1 − x4 −x2 + x3
x2 + x3 x1 + x4
)
.
Denote the matrix corresponding to the vector xJ , J = diag{1,−1,−1,−1},
by x\. Then the form [x, y] can be written in terms of matrices: [x, y] =
−2 tr (x\y).
As an overgroup for G, we take the direct product G˜ = G×G. It acts
on Mat(2,R) as follows: to a pair (g1, g2) ∈ G˜ we assign the transformation
(1.1) x 7→ g−11 xg2.
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This action preserves det x = −(1/4)[x, x]. Therefore G˜ covers the group
SO0(2, 2) with multiplicity 2, and the kernel of the homomorphism consists
of two pairs: (e, e) and (−e,−e), e being the unit matrix in G.
Let C be the cone in R4 defined by [x, x] = 0, x 6= 0 (or det x = 0, x 6=
0). Let us take the following two points in C:
s− = (1, 0, 0,−1) =
(
1 0
0 0
)
, s+ = (1, 0, 0, 1) =
(
0 0
0 1
)
,
and two parabolic sections Γ− = {[x, s+] = −2} and Γ+ = {[x, s−] = −2}
containing s− and s+ respectively.
Consider in G˜ two unipotent subgroups Q− and Q+ consisting of pairs
(zξ, nη) and (nη, zξ) respectively. They act simply transitively on sections
Γ− and Γ+ respectively and transfer points s− and s+ to the points
u = u(ξ, η) = (1− ξη, −ξ − η, −ξ + η, −1− ξη),
v = v(ξ, η) = (1− ξη, ξ + η, ξ − η, 1 + ξη),
respectively. Let u = u(ξ1, η1) and v = v(ξ2, η2), then
(1.2) [u, v] = −2N(ξ1, η2)N(ξ2, η1),
where
N(ξ, η) = 1− ξη.
In terms of matrices, the vectors u and v are written as follows:
u =
(
1 η
−ξ −ξη
)
=
(
1
−ξ
)
(1 η), v =
( −ξη −η
ξ 1
)
=
( −η
1
)
(ξ 1),
The relation between u and v is given by: u = vJ or u = v\.
Let X be the section of the cone C by the plane x1 = 1 (or tr x = 1).
It is a hyperboloid of one sheet: −x22 + x23 + x24 = 1, in R3.
Using maps of points along generating lines in C, we obtain actions of
G˜ on sections. Let (g1, g2) ∈ G˜. For X we have:
(1.3) x 7→ x˜ = g
−1
1 xg2
tr(g−11 xg2)
.
For Γ− and Γ+, these actions are given by fractional linear transformations
of ξ and η:
u(ξ, η) 7→ u(ξ · g1, η ◦ g2), v(ξ, η) 7→ v(ξ · g2, η ◦ g1).
Each of the sections Γ− and Γ+ is mapped on X along the generating
lines (almost everywhere):
u 7→ x = u
u1
=
u(ξ, η)
N(ξ, η)
, v 7→ y = v
v1
=
v(ξ, η)
N(ξ, η)
.
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These maps give the following two systems of coordinates ξ, η on X :
x =
(
1,− ξ + η
N(ξ, η)
, − ξ − η
N(ξ, η)
, − 1 + ξη
N(ξ, η)
)
,
y =
(
1,
ξ + η
N(ξ, η)
,
ξ − η
N(ξ, η)
,
1 + ξη
N(ξ, η)
)
.
Let us call these coordinates the horospherical coordinates corresponding
to Γ− and Γ+ respectively. The relation between these two systems is
given by: x = yJ or x = y\.
Let us take the following measures on the sections X , Γ− and Γ+:
dx = |x4|−1dx2 dx3, du = dξ dη, dv = dξ dη.
Under the maps mentioned above, the measures are related as follows:
dx = dy = 2N(ξ, η)−2dξ dη.
2. Representations of G = SL(2,R)
The representations Tσ,ε, σ ∈ C, ε = 0, 1, of G act on functions ϕ(ξ) on R
by:
(Tσ,ε(g)ϕ)(ξ) = ϕ(ξ · g)(βξ + δ)2σ,ε,
where we use the notation:
tλ,ν = |t|λsgnνt, λ ∈ C, ν = 0, 1, t ∈ R \ {0}.
Together with these representations, we consider the representations
T̂σ,ε(g) = Tσ,ε(ĝ),
so that
(T̂σ,ε(g)ψ)(η) = ψ(η ◦ g)(γη + α)2σ,ε
(notice that T̂σ,ε and Tσ,ε are equivalent). The operator Aσ,ε defined by
(Aσ,εϕ)(η) =
∫ ∞
−∞
(1− ξη)−2σ−2,εϕ(ξ) dξ,
intertwines Tσ,ε with T̂−σ−1,ε and also T̂σ,ε with T−σ−1,ε. The product
A−σ−1,εAσ,ε is a scalar operator:
A−σ−1,εAσ,ε = ω(σ, ε) · id,
where
ω(σ, ε) =
2pi
2σ + 1
tan
2σ − ε
2
pi.
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Notice that
(2.1) ω(−σ − 1, ε) = ω(σ, ε).
3. Representations of G˜ = G×G associated with a cone
For λ ∈ C, ν = 0, 1, let Dλ,ν(C) denote the space of functions f ∈ C∞(C)
satisfying the condition:
f(tx) = tλ,νf(x), x ∈ C, t ∈ R \ {0}.
Let Rλ,ν be the representation of G˜ on Dλ,ν(C) by translations:
(Rλ,ν(g1, g2)f)(x) = f(g−11 xg2).
In fact, it is the representation of the group SO0(2, 2) associated with a
cone [1]. This representation can be realized on functions on sections of
the cone C, see § 1. In the realization on X , the representation Rλ,ν is
given by (see (1.3)):
(Rλ,ν(g1, g2)f)(x) = f(x˜)
{
tr(g−11 xg2)
}λ,ν
, x ∈ X .
On Γ− and on Γ+ we have respectively:
(Rλ,ν(g1, g2)f)(ξ, η) = f(ξ · g1, η ◦ g2)
{
(β1ξ + δ1)(γ2η + α2)
}λ,ν
,(3.1)
(Rλ,ν(g1, g2)f)(ξ, η) = f(ξ · g2, η ◦ g1)
{
(β2ξ + δ2)(γ1η + α1)
}λ,ν
.(3.2)
Formulas (3.1) and (3.2) show that Rλ,ν(g1, g2) is the tensor product
Tσ,ε(g1)⊗ T̂σ,ε(g2) and Tσ,ε(g2)⊗ T̂σ,ε(g1) respectively with σ = λ/2.
Define the operator Bλ, ν in the X -realization by
(3.3) (Bλ, νf)(x) =
∫
X
[x, y]−λ−2,νf(y) dy, x ∈ X .
It intertwines Rλ,ν with R−λ−2,ν . It acts from Γ− to Γ+ by
(Bλ, νf)(u) = 2
∫
Γ+
[u, v]−λ−2,νf(v) dv, u ∈ Γ−,
and similarly from Γ− to Γ+. By (1.2) it can be written as
(Bλ, νf)(ξ1, η1) =
(−1)ν2−λ−1
∫
Γ+
[
N(ξ1, η2)N(ξ2, η1)
]−λ−2,ν
f(ξ2, η2) dξ2dη2.
It shows that
Bλ, ν = (−1)ν2−λ−1Aσ,ν ⊗Aσ,ν , σ = λ/2.
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Therefore
(3.4) Bλ, νB−λ−2, ν =
[
ω(λ/2, ν)
]2 · id.
Let us go back to the X -realization and use the both horospherical coordi-
nate systems. Then
(3.5) (Bλ, νf)(x) = (−1)ν2−λ−2
∫
X
[N(ξ1, η2)N(ξ2, η1)
N(ξ1, η1)N(ξ2, η2)
]−λ−2,ν
f(y) dy,
where x and y have coordinates ξ1, η1 and ξ2, η2 in the horospherical co-
ordinate systems corresponding to Γ− and Γ+, respectively.
4. The Berezin symbols and the Berezin transform
The group G˜ contains three subgroups isomorphic to G. The first one is
the diagonal consisting of (g, g), g ∈ G. It preserves X under the action
(1.1), hence X = G/H. The measure dx is invariant. The representation
Rλ,ν is the representation by translations:
Rλ,ν(g, g)f(x) = f(g−1xg).
Other two subgroups G1 and G2 consist of pairs (g, e) and (e, g), g ∈ G,
respectively. By (3.2) we have on Γ+:
(Rλ,ν(e, g)f)(ξ, η) = f(ξ · g, η)(βξ + δ)λ,ν .
Therefore, in the horospherical coordinates on X corresponding to Γ+, we
have that
(4.1) (Rλ,ν(e, g)f)(ξ, η) =
[ 1
N(ξ, η)
]λ,ν
f(ξ · g, η)N(ξ · g, η)λ,ν(βξ+ δ)λ,ν .
This equation can be rewritten as follows. Denote
Φλ,ν(ξ, η) = N(ξ, η)λ,ν .
It is the kernel of the intertwining operator for G (see Sect. 1) and it is an
analogue of the Berezin supercomplete system. Then (4.1) is
(Rλ,ν(e, g)f)(ξ, η) =
1
Φλ,ν(ξ, η)
(Tλ/2,ν(g)⊗ 1)
[
f(ξ, η)Φλ,ν(ξ, η)
]
.
Similarly, in the horospherical coordinates on X corresponding to Γ−, we
obtain that
(Rλ,ν(e, g)f)(ξ, η) =
1
Φλ,ν(ξ, η)
(1⊗ T̂λ/2,ν(g))
[
f(ξ, η)Φλ,ν(ξ, η)
]
.
(and similar formulas for (g, e)). Let us go from the group G to its universal
enveloping algebra Env(g) and retain symbols for representations. Then
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the dependence of representations on ν disappears and we omit ν for them.
Now take for f the function f0 equal to 1 identically, then for X ∈ Env(g)
we obtain that
(Rλ(0, X)f0)(ξ, η) =
1
Φλ,ν(ξ, η)
(Tλ/2(X)⊗ 1)Φλ,ν(ξ, η),
(R−λ−2(0, X)f0)(ξ, η) =
1
Φ−λ−2,ν(ξ, η)
(1⊗ T̂−λ/2−1(X))Φ−λ−2,ν(ξ, η).
The right hand sides of these formulas are just the covariant and con-
travariant symbols of the operator Tλ/2(X) in the polynomial quantization.
We can normalize the operator B−λ−2,ν so that the normalized oper-
ator Qλ,ν will satisfy the condition
Qλ,νQ−λ−2,ν = id.
Namely,
(4.2) (Qλ, νf)(x) = c(λ, ν)
∫
X
[ (1− ξ1η2)(1− ξ2η1)
(1− ξ1η1)(1− ξ2η2)
]λ,ν
f(y) dy,
where x and y have coordinates ξ1, η1 and ξ2, η2 as in (3.5) and
(4.3) c(λ, ν)−1 = 2ω(λ/2, ν),
see (2.1), (3.4), (3.5). The kernel in (4.2) (with the factor c(λ, ν)) is
nothing but the Berezin kernel. Therefore, the operator Qλ,ν is the Berezin
transform. It transfers contravariant symbols to covariant ones. Note that
if we want to write the Berezin transform using only one coordinate system,
then we will have to change the operator (3.3), namely, we will have to
write [x, yJ ] instead of [x, y].
Bibliography
[1] V. F. Molchanov, Representations of the pseudo-orthogonal group associated with
a cone. Mat. Sb., 1970, vol. 81, No. 3, 358–375 (in Russian). Engl. transl.: Math.
USSR Sb., 1970, vol. 10, 333–347.
[2] V. F. Molchanov, Quantization on para-Hermitian symmetric spaces. Amer. Math.
Soc. Transl., Ser. 2, 1996, vol. 175 (Adv. in Math. Sci.–31), 81–95.
[3] V. F. Molchanov, N. B. Volotova. Polynomial quantization on rank one para-
Hermitian symmetric spaces. Acta Appl. Math., 2004, vol. 81, Nos. 1–3, 215–222.
[4] V. F. Molchanov, N. B. Volotova. Polynomial quantization on para-Hermitian sym-
metric spaces. Vestnik Tambov Univ., 2005, vol. 10, No. 4, 412–424.
The structure of max-plus hyperplanes 37
The structure of max-plus hyperplanes1
V. Nitica and I. Singer
A max-plus hyperplane (briefly, a hyperplane) is the set of all points x =
(x1, ..., xn) in Rnmax satisfying an equation of the form
a1x1 ⊕ ...⊕ anxn ⊕ an+1 = b1x1 ⊕ ...⊕ bnxn ⊕ bn+1,
that is,
max(a1 + x1, ..., an + xn, an+1) = max(b1 + x1, ..., bn + xn, bn+1),
with ai, bi ∈ Rmax (i = 1, ...n + 1), where each side contains at least
one term, and where ai 6= bi for at least one index i. We show that the
complements of (max-plus) semispaces at finite points z ∈ Rn are “building
blocks” for the hyperplanes in Rnmax (recall that a semispace at z is a
maximal –with respect to inclusion– max-plus convex subset of Rnmax\{z}).
Namely, observing that, up to a permutation of indices, we may write the
equation of any hyperplane H in one of the following two forms:
a1x1 ⊕ ...⊕ apxp ⊕ ap+1xp+1 ⊕ ...⊕ aqxq
= a1x1 ⊕ ...⊕ apxp ⊕ aq+1xq+1 ⊕ ...⊕ amxm ⊕ an+1,
where 0 ≤ p ≤ q ≤ m ≤ n and all ai (i = 1, ...,m, n+ 1) are finite, or,
a1x1 ⊕ ...⊕ apxp ⊕ ap+1xp+1 ⊕ ...⊕ aqxq ⊕ an+1
= a1x1 ⊕ ...⊕ apxp ⊕ aq+1xq+1 ⊕ ...⊕ amxm ⊕ an+1,
where 0 ≤ p ≤ q ≤ m ≤ n, and all ai (i = 1, ...,m) are finite (and an+1
is either finite or −∞), we give a formula that expresses a nondegener-
ate strictly affine hyperplane (i.e., with m = n and an+1 > −∞) as a
union of complements of semispaces at a point z ∈ Rn, called the “center”
of H, with the boundary of a union of complements of other semispaces
at z. Using this formula, we obtain characterizations of nondegenerate
strictly affine hyperplanes with empty interior. We give a description of
the boundary of a nondegenerate strictly affine hyperplane with the aid of
complements of semispaces at its center, and we characterize the cases in
which the boundary bd H of a nondegenerate strictly affine hyperplane H
is also a hyperplane. Next, we give the relations between nondegenerate
strictly affine hyperplanes H, their centers z, and their coefficients ai. In
the converse direction we show that any union of complements of semis-
paces at a point z ∈ Rn with the boundary of any union of complements
1Partially supported by NSF grant DMS-0500832 and by grant nr. 2-CEx06-11-
34/2006.
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of some other semispaces at that point z, is a nondegenerate strictly affine
hyperplane. We obtain a formula for the total number of strictly affine hy-
perplanes. We give complete lists of all strictly affine hyperplanes for the
cases n = 1 and n = 2. We show that each linear hyperplane H in Rnmax
(i. e., with an+1 = −∞) can be decomposed as the union of four parts,
where each part is easy to describe in terms of complements of semispaces,
some of them in a lower dimensional space.
The paper in extenso will appear in Linear Algebra and its Applica-
tions.
Image processing based on a partial differential equation
satisfying the pseudo-linear superposition principle1
E. Pap and M. Sˇtrboja
We consider a general form of PDE-based methods for image restoration,
and give a short overview of the underlying models. In these models, the
original image is transformed through a process that can be represented by
a second-order partial differential equation. Typically, this role is played
by some nonlinear generalization of the heat equation, and it is possible
to analyse the solutions from the viewpoint of pseudo-linear (idempotent)
analysis. Our main result is that the generalization of the heat equation
proposed by Perona and Malik satisfies the pseudo-linear superposition
principle.
1. Introduction
The approach based on partial differential equations is well-known in im-
age processing ([A, C, T]). In this approach, a restored image can
be seen as a version of the initial image at a special scale. Image u
is an instance of an evolution process, denoted by u (t, ·). The origi-
nal image is taken at time t = 0, u (0, ·) = u0 (·) . The original image
is then transformed, and this process can be described by the equation
∂u
∂t (t, x) + F
(
x, u(t, x),∇u (t, x) ,∇2u (t, x)) = 0, where x ∈ Ω. Some pos-
sibilities for F to restore an image are considered in [A].
1Partially supported by the Project MNZZˇSS 144012, grant of MTA HTMT,
French-Serbian project ”Pavle Savic´”, and by the project ”Mathematical Models for
Decision Making under Uncertain Conditions and Their Applications” of Academy of
Sciences and Arts of Vojvodina supported by Provincial Secretariat for Science and
Technological Development of Vojvodina.
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Pseudo-linear superposition principle means the following. Instead of
the field of real numbers, think of a semiring defined on a real interval
[a, b] ⊂ [−∞,∞]. This is a structure equipped with pseudo-addition ⊕,
which is typically idempotent (x⊕x = x), and with pseudo-multiplication
. The pseudo-linear superposition principle says that some nonlinear
equations (ODE, PDE, difference equations, etc.) turn out to be linear
over such structures, meaning that if u1 and u2 are two solutions of the
considered equation, then a1  u1 ⊕ a2  u2 is also a solution for any
constants a1 and a2 from [a, b].
By pseudo-analysis we mean analysis over such semirings, in the frame-
work of [L, M, N, O, P, Q, R]. One of its key ideas is the pseudo-
linear superposition principle stated above. This (pseudo-) linear intuition
leads to the concepts of ⊕-measure, pseudo-integral, pseudo-convolution,
pseudo-Laplace transform, etc.
Similar ideas were developed independently by Maslov and his collab-
orators in the framework of idempotent analysis and idempotent math-
ematics, with some applications [G, H, J, K]. In particular, idempo-
tent analysis is fundamental for the theory of weak solutions to Hamilton-
Jacobi equations with non-smooth Hamiltonians, see [G, H, K] and also
[Q, R] (which use the language of pseudo-analysis). In some cases, this
theory enables one to obtain exact solutions in the similar form as for the
linear equations. Some further developments relate more general pseudo-
operations with applications to nonlinear partial differential equations, see
[S]. Recently, these applications have become important in the field of im-
age processing [Q, R].
Our report is organized as follows. In Sect. 2 we consider a general
form of PDE for image restoration. The starting PDE in image restoration
is the heat equation. Because of its oversmoothing property (edges get
smeared), it is necessary to introduce some nonlinearity. We consider then
the following model ([A, T])
∂u
∂t
= div
(
c
(
|∇u|2
)
∇u
)
,
where we choose the function c such that the equation remains to be of
the parabolic type. We take c(s) ≈ 1/√s as s → ∞, because we want to
preserve the discontinuities [A]. Because of this behavior, it is not possible
to apply general results from parabolic equations theory. An appropriate
framework to study this equation is nonlinear semigroup theory ([A, B,
D]). In Sect. 3 we show that Perona and Malik equation satisfies the
pseudo-linear superposition principle.
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2. PDE-based method in image processing
PDE-methods for restoration can be written in the following general form:
∂u
∂t (t, x) + F
(
x, u(t, x),∇u (t, x) ,∇2u (t, x)) = 0 in (0, T )× Ω,
∂u
∂N (t, x) = 0 on (0, T )× ∂Ω (Neumann boundary condition),
u (0, x) = u0 (x) (initial condition),

where u (t, x) is the restored version of the initial degraded image u0 (x).
The idea is to construct a family of functions {u (t, x)}t>0 representing
successive versions of u0 (x). As t increases, the image u (t, x) becomes
more and more simplified. We would like to attain two goals. The first is
that u (t, x) should represent a smooth version of u0 (x), where the noise
has been removed. The second, u (t, x) should be able to preserve some
features such as edges, corners, which may be viewed as singularities.
The heat equation is the basic PDE for image restoration:{
∂u
∂t (t, x)−∆u (t, x) = 0, t ≥ 0, x ∈ R2,
u (0, x) = u0 (x) .
The heat equation has been successfully applied in image processing but
it has some drawback. It is too smoothing and because of that edges
can be lost or severely blurred. In [A] authors consider models that are
generalizations of the heat equation. Suppose that the domain image is a
bounded open set Ω of R2. The following equation was initially proposed
by Perona and Malik [T]:
(2.1)

∂u
∂t = div
(
c
(
|∇u|2
)
∇u
)
in (0, T )× Ω,
∂u
∂N = 0 on (0, T )× ∂Ω,
u (0, x) = u0 (x) in Ω
where c : [0,∞) → (0,∞) . If we choose c ≡ 1, then it is reduced to the
heat equation. If we assume that c (s) is a decreasing function satisfying
c (0) = 1 and lim
s→∞c (s) = 0, then inside the regions where the magnitude
of the gradient of u is weak, equation (2.1) acts like the heat equation and
the edges are preserved.
For each point x where |∇u| 6= 0 we can define the vectors N = ∇u|∇u|
and T with T·N = 0, |T| = 1. For the first and second partial derivatives of
u we use the usual notation ux1 , ux2 , ux1x1,... We denote by uNN and uTT
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the second derivatives of u in the N-direction and T-direction, respectively:
uNN = Nt ∇2u N = 1|∇u|2 (u
2
xuxx + u
2
yuyy + 2uxuyuxy),
uTT = Tt ∇2u T = 1|∇u|2
(
u2xuyy + u
2
yuxx − 2uxuyuxy
)
.
The first equation in (2.1) can be written as
(2.2)
∂u
∂t
(t, x) = c
(
|∇u (t, x)|2
)
uTT + b
(
|∇u (t, x)|2
)
uNN,
where b(s) = c(s) + 2sc′(s). Therefore, (2.2) is a sum of a diffusion in
the T-direction and a diffusion in the N-direction. The functions c and
b act as weighting coefficients. Since N is normal to the edges, it would
be preferable to smooth more in the tangential direction T than in the
normal direction. Because of that we impose
(2.3) lim
s→∞
b(s)
c(s)
= 0 or lim
s→∞
sc′(s)
c(s)
= −1
2
If c(s) > 0 with power growth, then (2.3) implies that c(s) ≈ 1/√s as
s→∞. The equation (2.1) is parabolic if b(s) > 0.
The assumptions imposed on c (s) are
(2.4)

c : [0,∞)→ (0,∞) decreasing,
c(0) = 1, c(s) ≈ 1√
s
as s→∞,
b(s) = c(s) + 2sc′(s) > 0.
Consider c(s) = 1√
1+s
, an often used function satisfying (2.4). Because of
the behavior c(s) ≈ 1/√s as s → ∞, it is not possible to apply general
results from parabolic equations theory. An appropriate framework to
study this equation is nonlinear semigroup theory (see [A, B, D]).
3. Pseudo-linear superposition principle for Perona and Malik
equation
Let [a, b] be a closed (in some cases semiclosed) subinterval of [−∞,+∞].
We consider here the total order ≤ on [a, b]. The operation ⊕ (pseudo-
addition) is a commutative, non-decreasing, associative function ⊕ : [a, b]×
[a, b]→ [a, b] with a zero (neutral) element denoted by 0. Denote [a, b]+ =
{x : x ∈ [a, b] , x ≥ 0}. The operation  (pseudo-multiplication) is a
function  : [a, b] × [a, b] → [a, b] which is commutative, positively non-
decreasing, i.e., x ≤ y implies x z ≤ y z, z ∈ [a, b]+ ,associative and for
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which there exist a unit element 1 ∈ [a, b] , i.e., for each x ∈ [a, b] , 1x = x.
We assume 0 x = 0 and that  is distributive over ⊕, i.e.,
x (y ⊕ z) = (x y)⊕ (x z)
The structure ([a, b] ,⊕,) is called a semiring (see [I, O]). In this paper
we shall consider only the min-plus (or tropical) semiring. It is defined
on the interval (−∞,+∞] and has the following continuous operations:
x ⊕ y = min {x, y} , x  y = x + y. Note that the pseudo-addition is
idempotent, while the pseudo-multiplication is not. We have 0 = −∞ and
1 = 0.
We show that the pseudo-linear superposition principle holds for Per-
ona and Malik equation.
Theorem 3.1. If u1 = u1 (t, x) and u2 = u2 (t, x) are solutions of the
equation
(3.1)
∂u
∂t
− div
(
c
(
|∇u|2
)
∇u
)
= 0,
then (λ1  u1)⊕ (λ2  u2) is also a solution of (3.1) on the set
D = {(t, x) |t ∈ (0, T ) , x ∈ R2, u1 (t, x) 6= u2 (t, x)},
with respect to the operations ⊕ = min and  = +.
The obtained results will serve for further investigation of the weak
solutions of the equation (3.1) in the sense of Maslov [G, H] and Gondran
[E, F], as well as some important applications.
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Tropical analysis on plurisubharmonic singularities
Alexander Rashkovskii
1. Plurisubharmonic singularities
Recall that an upper semicontinuous, real-valued function on an open set
in Cn is called plurisubharmonic (psh) if its restriction to every complex
line is a subharmonic function. A basic example is log |f | for an analytic
function f . Moreover, by Bremermann’s theorem [1], every psh function
u can be written as
u(z) = lim sup
y→z
lim sup
m→∞
1
m
log |fm(y)|.
44 Alexander Rashkovskii
Let ′0 denote the ring of germs of analytic functions f at 0 ∈ Cn, and
let m0 = {f ∈ ′0 : f(0) = 0} be its maximal ideal. The log-transformation
f 7→ log |f | maps ′0 into the collection of germs of psh functions at 0.
We will say that a psh germ u has singularity at 0 if u(0) = −∞. For
functions u = log |f | this means f ∈ m0; asymptotic behaviour of arbitrary
psh functions can be much more complicated. By PSHG0 we denote the
collections of all psh germs singular at 0.
The operations on ′0 induce a natural tropical structure on PSHG0
with the addition u⊕ v := max{u, v} (which is based on Maslov’s dequan-
tization: f + g 7→ 1N log |fN + gN | → log |f | ⊕ log |g| as N → ∞) and
multiplication u⊗ v := u+ v (simply by fg 7→ log |fg| = log |f | ⊗ log |g|).
Thus PSHG0 becomes a tropical semiring, closed under (usual) multipli-
cation by positive constants.
A partial order on PSHG0 is given as follows: u  v if u(z) ≤ v(z) +
O(1) as z → 0, which leads to the equivalence relation u ∼ v if u(z) =
v(z)+O(1). The equivalence class cl(u) of u is called the plurisubharmonic
singularity of the germ u. The collection of psh singularities PSHS0 =
PSHG0/ ∼ has the same tropical structure {⊕,⊗} and the partial order:
cl(u) ≤ cl(v) if u  v. It is endowed with the following topology: cl(uj)→
cl(u) if there exists a neighbourhood ω of 0 and psh functions vj ∈ cl(uj),
v ∈ cl(u) in ω such that vj → v in L1(ω).
By abusing the notation, we will right occasionally u for cl(u).
2. Characteristics of singularities
The main characteristic of an analytic germ f ∈ m0 is its multiplicity (van-
ishing order) mf : if f =
∑
Pj is the Taylor expansion of f in homogeneous
polynomials, Pj(tz) = tjP (z), then mf = min{j : Pj 6≡ 0}.
The basic characteristic of singularity of u ∈ PSHG0 is its Lelong
number
ν(u) = lim
t→−∞
1
t
M(u, t) = lim inf
z→0
u(z)
log |z| = dd
cu ∧ (ddc log |z|)n−1(0);
here M(u, t) is the mean value of u over the sphere {|z| = et}, d = ∂ + ∂¯,
dc = (∂ − ∂¯)/2pii. If f ∈ m0, then ν(log |f |) = mf . This characteristic of
singularity gives an important information on the asymptotic behaviour of
u at 0: u(z) ≤ ν(u) log |z|+O(1).
Since ν(v) = ν(u) for all v ∈ cl(u), Lelong number can be considered
as a functional on PSHS0 with values in the tropical semiring R+(min,+)
of non-negative real numbers with the operations x⊕¯y = min{x, y} and
x⊗ y = x+ y. As such, it is
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(i) positive homogeneous: ν(cu) = c ν(u) for all c > 0,
(ii) additive: ν(u⊕ v) = ν(u)⊕¯ν(v),
(iii) multiplicative: ν(u⊗ v) = ν(u)⊗ ν(v), and
(iv) upper semicontinuous: ν(u) ≥ lim sup ν(uj) if uj → u.
Lelong numbers are independent of the choice of coordinates. Let us
now fix a coordinate system (centered at 0). The directional Lelong number
of u in the direction a ∈ Rn+ (introduced by C. Kiselman [5]) is
(2.1) ν(u, a) = lim
t→−∞
1
t
M(u, ta) = lim inf
z→0
u(z)
φa(z)
,
where M(u, ta) is the mean value of u over the distinguished boundary
of the polydisk {|zk| < exp(tak)} and φa(z) = ⊕k a−1k log |zk|. It has
the same properties (i)–(iv), and the collection {ν(u, a)}a gives a refined
information on the singularity u. In particular, ν(u) = ν(u, (1, . . . , 1)).
A general notion of Lelong number with respect to a plurisubhar-
monic weight was introduced by J.-P. Demailly [2]. Let ϕ ∈ PSHG0
be continuous and locally bounded outside 0. Then the mixed Monge–
Ampe`re current ddcu ∧ (ddcϕ)n−1 is well defined for any psh function u
and is equivalent to a positive Borel measure. Its mass at 0, ν(u, ϕ) =
ddcu ∧ (ddcϕ)n−1({0}), is called the generalized Lelong number, or the
Lelong–Demailly number, of u with respect to the weight ϕ. Since it is
constant on cl(u), we have a different kind of functional on PSHS0. It
still has the above properties (i), (iii), and (iv), however in general is only
subadditive: ν(u⊕ v, ϕ) ≤ ν(u, ϕ)⊕¯ν(v, ϕ).
Note that ν(u, a) = a1 . . . an ν(u, φa).
3. Additive functionals
Another generalization of the notion of Lelong number was introduced in
[12]. Let ϕ ∈ PSHG0 be locally bounded and maximal outside 0 (that is,
satisfies (ddcϕ)n = 0 on a punctured neighbourhood of 0); the collection of
all such germs (weights) will be denoted by MW0. The type of u ∈ PSHS0
relative to ϕ ∈MW0,
σ(u, ϕ) = lim inf
z→0
u(z)
ϕ(z)
,
gives the bound u ≤ σ(u, ϕ)ϕ.
This functional is positive homogeneous, additive, supermultiplicative,
and upper semicontinuous. Actually, relative types give a general form for
all ”reasonable” additive functionals on PSHS0:
Theorem 3.1. ([12]) Let a functional σ : PSHS0 → [0,∞] be such that
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1) σ(cu) = c σ(u) for all c > 0;
2) σ(⊕uk) = ⊕¯σ(uk), k = 1, 2;
3) if uj → u, then lim sup σ(uj) ≤ σ(u);
4) σ(log |z|) > 0;
5) σ(u) <∞ if u 6≡ −∞.
Then there exists a weight ϕ ∈ MW0 such that σ(u) = σ(u, ϕ) for every
u ∈ PSHS0. The representation is essentially unique: if two maximal
weights ϕ and ψ represent σ, then cl(ϕ) = cl(ψ).
4. Relative types and valuations
Recall that a valuation on the analytic ring ′0 is a nonconstant function
µ : ′0 → [0,+∞] such that
µ(f1f2) = µ(f1) + µ(f2), µ(f1 + f2) ≥ min {µ(f1), µ(f2)}, µ(1) = 0;
a valuation µ is centered if µ(f) > 0 for every f ∈ m0, and normalized if
min {µ(f) : f ∈ m0} = 1. Every weight ϕ ∈ MW0 generates a functional
σϕ on ′0, σϕ(f) = σ(log |f |, ϕ), with the properties
σϕ(f1f2) ≥ σϕ(f1) + σϕ(f2),
σϕ(f1 + f2) ≥ min {σϕ(f1), σϕ(f2)}, σϕ(1) = 0.
It is a valuation, provided σ(u, ϕ) is tropically multiplicative; σϕ is
centered iff σ(log |z|, ϕ) > 0, and normalized iff σ(log |z|, ϕ) = 1.
One can thus consider linear (both additive and multiplicative) func-
tionals on PSHS0 as tropicalizations of certain valuations on ′0.
For example, the (usual) Lelong number is the tropicalization of the
multiplicity valuation mf . The types relative to the directional weights φa
are multiplicative functionals on PSHS0, and σφa are monomial valuations
on ′0; they are normalized if mink ak = 1. It was shown in [4] that an
important class of valuations (quasi-monomial valuations, or Abhyankar
valuations of rank 1) can be realized as σϕ with certain weights ϕ ∈MW0;
when n = 2, all other centered valuations are limits of increasing sequences
of the quasi-monomial ones [3].
5. Local indicators as Maslov’s dequantizations
Consideration of psh germs is the first step of Maslov’s dequantization of
analytic functions ′0 3 f 7→ log |f | ∈ PSHG0. One can perform the next
step – namely, passage to the logarithmic scale in the arguments z.
For a fixed coordinate system at 0, let ν(u, a) be the directional Le-
long numbers of u ∈ PSHS0 in the directions a ∈ Rn+ (2.1). Then the
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function ψu(t) = −ν(u,−t), t ∈ Rn−, is convex and increasing in each tk,
so ψu(log |z1|, . . . , |zn|) can be extended (in a unique way) to a function
Ψu(z) plurisubharmonic in the unit polydisk Dn = {z ∈ Cn : |zk| < 1, 1 ≤
k ≤ n}. This function is called the local indicator of u at 0 [7]. It is easy
to see that it has the homogeneity property
(5.1)
Ψu(z1, . . . , zn) = Ψu(|z1|, . . . , |zn|) = c−1Ψu(|z1|c, . . . , |zn|c) ∀c > 0.
It was shown in [9] that Ψu(z) can be represented as the (unique) weak
limit of the functions m−1u(zm1 , . . . , z
m
n ) as m → ∞, so the indicator can
be viewed as the tangent (in the logarithmic coordinates) for the function
u at 0. This means that for u = log |f |, f ∈ m0, the sublinear function
ψu(t) on Rn− is just a Maslov’s dequantization of f .
The indicator is a psh characteristic of asymptotic behaviour near 0.
Namely, if u is psh in the unit polydisk Dn, then u(z) ≤ Ψu(z) + supD u.
When u has isolated singularity at 0, this implies the following relation
between the residual Monge-Ampe`re masses: (ddcu)n(0) ≥ (ddcΨu)n(0).
Since Ψu is much simpler than the original function u, one can com-
pute explicitly the value of its residual mass. The first equation in (5.1)
suggests us to pass from plurisubharmonic functions to convex ones and
from the complex Monge-Ampe`re operator to the real one, while the sec-
ond equation allows us to calculate the real Monge-Ampe`re measure in
terms of volumes of gradient images. Denote
Θu,x = {b ∈ Rn+ : supP
ak=1
[ν(u, a)− 〈b, a〉] ≥ 0}.
The convex image ψu(t), t ∈ Rn−, of the indicator is just the support
function to the convex set Γu = Rn+ \Θu,x: ψu(t) = sup {〈t, a〉 : a ∈ Γu}.
This gives
Theorem 5.1. ([9]) The residual Monge-Ampe`re mass of u ∈ PSHG0
with isolated singularity at 0 has the lower bound
(ddcu)n(0) ≥ (ddcΨu)n(0)) = n! Vol(Θu,x).
If F = (f1, . . . , fn) is a holomorphic mapping with isolated zero at
0, then its multiplicity at 0 equals (ddc log |F |)n(0) and the set Γlog |F |
is the convex hull of the union of the Newton polyhedra conv{α + Rn+ :
D(α)fj(0) 6= 0} of fj at 0, 1 ≤ j ≤ n. In this case, Theorem 2 gives us
Kushnirenko’s theorem on multiplicity of holomorphic mappings [6].
The results on local indicators have global counterparts concerning psh
functions of logarithmic growth in Cn (i.e., u(z) ≤ A log(1+ |z|)+B every-
where in Cn, a basic example being logarithm of modulus of a polynomial),
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see [10] and [11]. Similar notions concerning Maslov’s dequantization in
Cn and generalized Newton polytops were also introduced and studied in
[8].
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Minimal elements and cellular closures over the max-plus
semiring1
Serge˘ı Sergeev
This report is based on the publications [2] (part 1) and [7] (part 2). In
part 1, I outline some simple consequences of the observation that ex-
tremals are minimal elements with respect to the certain preorder rela-
tion. Part 2 is occupied with some extensions of algebraic closure op-
eration, which arise from the cellular decomposition considered in [3].
The common feature of these works is a bit of interplay between max-
algebra [1] and tropical convexity [3], [5]. All results are obtained in the
setting of Rnmax,m, the n-dimensional free semimodule over the semiring
Rmax,m = (R+,⊕ = max, = ∗).
1. Extremals as minima
An element u of a (sub)semimodule K ⊆ Rnmax,m is an extremal, if u =
x ⊕ y, x, y ∈ K implies that u = x or u = y. The preorder relation ≤j is
defined by
(1.1) u ≤j v ⇔ uj 6= 0, vj 6= 0, u/uj ≤ v/vj .
The role of ≤j is explained in the following.
Proposition 1.1. [5, 2] The following are equivalent:
(1) y is a (max-)linear combination of x1, . . . , xm ∈ Rnmax,m;
(2) for any j ∈ supp(y), there exists some xl from x1, . . . , xm such
that xl ≤j y.
Proposition 1.2. [2] Let a semimodule K be generated by a subset S of
Rnmax,m. The following are equivalent.
(1) y is an extremal of K;
(2) for some j, this y is a minimal element of S (and, equivalently,
of K) with respect to ≤j.
Proposition 1.2 enables to treat idempotent extremals as minima. The
problem of finding partial maxima (and minima) in n-dimensional real
space was investigated by F. Preparata et al. [6]. The following estimate
is derived from their results.
1Supported by the RFBR grant 05-01-00824 and the joint RFBR/CNRS grant
05-01-02807.
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Theorem 1.3. [5](for n = 3),[2] Let K be a semimodule in Rnmax,m
generated by k elements. The problem of finding all extremals of K re-
quires not more than O(k log2 k) operations, if n = 3, and not more than
O(k(log2 k)n−3 operations, if n > 3 (with n fixed).
Propositions 1.1 and 1.2 imply a number of statements for generators
of idempotent semimodules in Rnmax,m, see [2] for details. Here I mention
two of them.
Theorem 1.4. [8, 2] Let K be a semimodule in Rnmax,m generated by S,
and let E be the set of extremals of K such that ||u|| = 12 for all u ∈ E.
Then S = E∪F , where F is redundant in the sense that S−{u} generates
K for any u ∈ F .
As a corollary, the weak basis of a semimodule is essentially unique
whenever it exists. The following is a tropical version of Minkowski’s
theorem.
Theorem 1.5. [4, 2] A closedsemimodule in Rnmax,m is generated by its
extremals.
2. Cellular closures
Algebraic closure of a square matrix A is the series I⊕A⊕A2⊕ . . ., where
I is the identity matrix. This series converges iff λ(A) ≤ 1, where λ(A) is
the maximal cycle mean of A. This λ(A) is also the maximal eigenvalue
of the problem Ax = λx. The corresponding eigenspace will be denoted
by eig(A).
The following theorem and its corollary are the “ground stone” of this
section.
Theorem 2.1. [7] Let A and B be two square matrices such that λ(A) ≤ 1
and λ(B) ≤ 1. Then A∗ = B∗ iff the spaces generated by columns of A∗
and B∗ coincide.
A square matrix A is definite, if λ(A) = 1 and all the diagonal entries
equal 1.
Corollary 2.2. Let A and B be two definite matrices. Then A∗ = B∗ iff
eig(A) = eig(B).
I consider now the concepts of [3]. Let A be an n × m matrix over
Rmax,m and y an n-component vector. Denote the collection S = {Sj : j ∈
2the choice of norm does not matter
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supp(y)}, where Sj = {i : y ≥j A·i}, by type(y | A) and call it the combi-
natorial type of y with respect to A. Combinatorial types can be formally
defined as arbitrary collections of not more than n possibly empty subsets
of {1, . . . ,m}. Denote the set of indices i, whose Si are present in the type,
by supp(S). If S = type(y | A) for some y, then supp(S) = supp(y). The
types are partially ordered by the rule S ⊆ S′ if supp(S′) ⊆ supp(S) and
Si ⊆ S′i for all i ∈ supp(S). The set
XS = {z : S ⊆ type(z | A)}
is the region of S. If Aik 6= 0 for all i ∈ Sk, then S is compatible and we
introduce the matrix AS by
AS·i =

⊕
k∈Si A·k/Aik, if i ∈supp(S) and Si 6= ∅;
ei, if i ∈supp(S) and Si = ∅;
0, if i /∈supp(S).
If the region XS is not empty, then XS = eig(AS). Hence any region is
(essentially) the eigenspace of a definite matrix, and we use Corollary 2.2.
Theorem 2.3. If S and T are (compatible) types such that XS and XT
are not empty and XS = XT , then (AS)∗ = (AT )∗.
Theorem 2.3 enables to define various cellular closures of A to be
(AS)∗. This operation is correctly defined for every region, being indepen-
dent of the type.
Consider now the case when A is a square n×n matrix with a permutation
σ whose weightni=1Aiσ(i) is nonzero. A permutation with maximal weight
is called maximal. We define Dσ to be the matrix such that Dσij = Aij if
j = σ(i) and Dij = 0 otherwise. If σ is maximal, then (Dσ)−1A is definite
and is called the definite form of A [7]. Different maximal permutations
lead to different definite forms. But we have that eigenspaces of all definite
forms coincide (see [7]), and by Corollary 2.2 closures of all definite forms
are equal.
Thus, for any square matrix A with nonzero permutations, we can define
its definite closure to be (Dσ)−1A)∗, where σ is a maximal permutation.
Definite closure is a cellular closure, since eig((Dσ)−1A) is the same as XS
with S = ({σ(1)}, . . . , {σ(n)}), where σ is any maximal permutation.
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Semiclassical quantization of field theories1
Oleg Yu. Shvedov
§1. It is well-known that equations of quantum field theory (QFT)
are ill-defined [1]. One usually investigates the perturbative QFT instead
of ”exact” QFT: all quantities are presented as formal series in a small
perturbation parameter; the QFT divergences are eleminated within a
perturbation framework only.
Semiclassical approximation [2] may be also viewed as an expansion
in a small parameter. Since the well-defined results are obtained within
the perturbation theory, it seems to be more reasonable to talk about
semiclassical quantization rather than semiclassical approximation.
Consider the field theory model with the Lagrangian L depending on
the small parameter h (”Planck constant”) as follows [3] (the scalar case
is considered for the simplictiy):
(1) L = 1
2
∂µϕ∂
µϕ− 1
h
V (
√
hϕ).
with V (Φ) being a scalar potential.
1Supported by the RFBR grant 05-01-00824 and the joint RFBR/CNRS grant
05-01-02807.
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In the formal quantum theory, field ϕˆ(x) and momentum pˆi(x) are
viewed as operators satisfying the canonical commutation relations. Semi-
classical states depend on the small parameter h as:
(2) Ψ(t) ' e ihS(t)e i√h
R
dx[Π(x,t)ϕˆ(x)−Φ(x,t)pˆi(x)]
f(t).
Here S(t) is a real c-number finction of t, Φ(x, t) and Π(x, t) are classical
fields and canonucally conjugated momenta, ϕˆ(x) and pˆi(x) are quantum
field and momentum operators, f(t) is a regular as h→ 0 state vector.
Superpositions of states (2) are also viewed as semiclassical states.
Presentation of semiclassical form in the form (2) is not manifestly
covariant. There are space and time coordinates. It happens that the
manifestly covariant form of the state (2) is the following:
(3) Ψ ' e ihSTexp{ i√
h
∫
dxJ(x)ϕˆh(x)}f ≡ e ihSThJ f.
Here S is a real number, J(x) is a real function (classical Schwinger source),
ϕˆh(x) is a Heisenberg field operator, f is a state vector being regular as
h → 0. The Schwinger source J(x) should be rapidly damping at space
and time infinity [4].
§2. Investigate properties of the semiclassical state (3). First of all,
note that the state Th
J+
√
hδJ
f can be expressed via the operator ThJ . To
do this, it is necessary to investigate the operator
(4) ΦR(x|J) ≡ −ih(ThJ )+
δThJ
δJ(x)
.
It happens to coincide with the well-known LSZ R-function [5].
Notice that ΦR(x|J) is expanded in
√
h; one writes
(5) ΦR(x|J) = ΦR(x|J) +
√
hΦ(1)R (x|J) + ...
The c-number function ΦR(x|J) is called as a retarded classical field gen-
erated by the Schwinger source J . It is shown in [6] that for the model (1)
ΦR(x|J) is a solution of the equation
(6) ∂µ∂µΦR(x|J) + V ′(ΦR(x|J)) = J(x), ΦR|x<∼ suppJ = 0.
which vanishes as x0 → −∞.
The following properties are corollaries of (4).
1. The Hermitian property
(7) Φ+R(x|J) = ΦR(x|J).
2. The Poincare invariance property
(8) Ug−1ΦR(x|ugJ)Ug = ΦR(wgx|J).
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3. The Bogoliubov causality property [1]: R-function ΦR(x|J) de-
pends only on the source J at the preceeding time moments. Making
use of the standard notations x > y iff x0 − y0 ≥ |x − y|, x < y iff
x0−y0 ≤ |x−y|, x ∼ y iff |x0−y0| < |x−y|, one rewrites the Bogoliubov
condition as
(9)
δΦR(x|J)
δJ(y)
= 0, y
>
∼x.
4. Commutation relation
(10) [ΦR(x|J); ΦR(y|J)] = −ih
(
δΦR(x|J)
δJ(y)
− δΦR(y|J)
δJ(x)
)
.
5. Boundary condition at −∞. If x<∼y for all y ∈ suppJ , the LSZ
R-functiion does not depend on the source:
(11) ΦR(x|J) = ϕˆh(x)
√
h, x
<
∼suppJ.
In particular, the classical retarded field vanishes as x0 → −∞.
Making use of the operator (4), one can construst the semiclassical
field:
Φ(x|J) = (ThJ )+ϕˆh(x)ThJ
coincides with ΦR(x|J) at x0 → +∞:
(12) Φ(x|J) = ΦR(x|J), x
>
∼suppJ.
§3. Another interesting feature of semiclassical states is that some
of them are approximately equal each other. We say that J ∼ 0 iff
(13) ThJ f ' e
i
h IJW Jf
for some number IJ and operator W J presented as a formal asymptotic
series.
It is shown in [6] for the model (1) that the source J is equivalent to
zero iff the retarded field generated by J vanishes at +∞.
Analogously to [6], one derives the following properties.
1. Poincare invariance.
(14) UgW JUg−1 = WugJ , IugJ = IJ ;
2. Unitarity
(15) W+J = W
−1
J ;
3. Bogoliubov causality: as J + ∆J2 ∼ 0, J + ∆J1 + ∆J2 ∼ 0 and
supp∆J2>∼supp∆J1, the operator
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(W J+∆J2)
+W J+∆J1+∆J2
and number
−IJ+∆J2 + IJ+∆J1+∆J2
do not depend on ∆J2.
4. Variational property:
(16) δIJ − ihW+J δW J =
∫
dxΦR(x|J)δJ(x),
which is valid as J ∼ 0 and J + δJ ∼ 0.
5. Boundary condition at +∞:
(17) ΦR(x|J) = W+J ϕˆ(x)
√
hW J , x
>
∼suppJ.
It follows from (17) that the retarded classical field generated by the
source J ∼ 0 will vanish at +∞. For the model (1), an inverse statement
is also valid: for any field configuration Φc(x) with the compact support
one can uniquely choose a source J ∼ 0 (denoted as J = JΦc = J(x|Φc);
for example (1), it is found from the relation (6)) generating Φc(x) as a
retarded classical field: Φc(x) = ΦR(x|J); it satisfies the locality condition
δJ(x|Φc)
δΦc(y)
= 0 as x 6= y.
It is possible to treat this statement as a basic postulate of semiclas-
sical field theory. Then the theory may be developed without additional
postulating classical stationary action principle and canonical commuta-
tion relation.
Namely, it follows from eq.(16) in the leading order in h that the
functional
(18) I[Φc] = IJΦc −
∫
dxJΦc(x)Φc(x)
satisfies the ”classical equation of motion”
(19) JΦc(x) = −
δI[Φc]
δΦc(x)
.
The functional I[Φ] should satisfy the locality condition
(20)
δ2I
δΦc(x)δΦc(y)
= 0. x 6= y
This means that it is presented as an integral of a local Lagrangian.
Relation (19) allows us to reconstruct the classical retarded field, mak-
ing use of known source J ∼ 0, since the boundary condition at −∞ is
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known. It follows from the Bogoliubov causality condition that the re-
tarded field depends only on J at the preceeding time moments. If the
sourse J(x) is not equivalent to zero, it can be modified at +∞ and trans-
formed to the sourse equivalent to zero. Therefore, the relation
(21)
δI
δΦc
[ΦR(·|J)] = −J(x), ΦR|x<suppJ = 0
is valid for all sourses J . For the case x>∼suppJ , the property (21) is taken
to the classical field equation
(22)
δI
δΦc(x)
[Φ(·|J)] = 0.
This is a classical stationary action principle. It is viewed a coroollory of
other general principles of semiclassical field theory.
Thus, we see that classical action I[Φc] in field theory is related with
the phase of the state ThJ f as J ∼ 0 according to eq.(18).
Let us rewrite the properties of the operator W J via the field Φc.
Denote W [Φc] ≡W JΦc .
1. Poincare invariance.
(23) UgW [Φc]Ug−1 = W [ugΦc].
2. Unitarity.
(24) W+[Φc] = (W [Φc])−1.
3. Bogoliubov causality.
(25)
δ
δΦc(y)
(
W+[Φc]
δW [Φc]
δΦc(x)
)
= 0, y
>
∼x;
4. Yang-Feldman relation [7].
(26)
∫
dy
δ2I
δΦc(x)δΦc(y)
[ΦR(y|J)− Φc(y|J)] = ihW+[Φc]
δW [Φc]
δΦc(x)
.
5. Boundary condition.
(27) W+[Φc]ϕˆh(x)
√
hW [Φc] = ΦR(x|JΦc), x
>
∼suppΦc,
Here ϕˆh(x) = ΦR(x|0) is the field operator without source.
§4. The covariant axioms of semiclassical field theory are as follows.
C1. A Hilbert state space F is given.
C2. An unitary represatation of the Poincare group is given. The
operators of the representation Ug : F → F are asymptoitc series in
√
h.
C3. To each classical source J(x) with compact support one assignes
a retarded field (LSZ R-function). It is an operator-valued distribution
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ΦR(x|J) expanded in
√
h according to (5). It satisfies the properties (7),
(8), (9), (10).
C4. To each classical field configuration Φc(x) with compact support
one assigns a c-number. It is a classical action I[Φc] satisfying the locality
condition (20). The property Φc(x) = ΦR(x|J) is valid iff
(28) J(x) = − δI[Φc]
δΦc(x)
.
C5. To each classical field configuration Φc(x) with compact support
one assigns the operator W [Φc] expanded in
√
h. It satisfies the relations
(23), (24), (25), (26), (27).
It is possible to develop a semiclassical perturbation theory, making
use of these properties.
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Convex analysis, transportation and reconstruction of
peculiar velocities of galaxies1
Andre˘ı Sobolevski˘ı
We show how the problem of reconstruction of peculiar velocities of galax-
ies starting from redshift-space catalogues can be rendered as a convex
quadratic optimization problem, invoking optimal transport techniques
1Supported by the joint RFBR/CNRS grant 05-01-02807.
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for efficient large-scale astrophysical data processing. Connection with
tropical algebra is briefly discussed.
The Weyl algebra and quantization of fields
Alexander V. Stoyanovsky
In this talk we present a logically self-consistent procedure of quan-
tization of fields. In more detail our approach is exposed in the papers
[1,2] and in the book [3]. As a basic example we use the ϕ4 model in
4-dimensional space-time.
1. Difficulties of traditional approaches to quantum field theory
Let us briefly discuss the logical contradictions in the known procedure of
quantization of fields. Usually one starts with the action functional
(1.1) J =
∫
F (x0, . . . , xn, u1, . . . , um, u1x0 , . . . , u
m
xn) dx
0 . . . dxn,
where x0 = t, x1, . . . , xn are the independent variables, u1, . . . , um are the
dependent variables, and uixj =
∂ui
∂xj . For the ϕ
4 model the action has the
form
(1.2) J =
∫ 1
2
u2t − 3∑
j=1
u2xj −m2u2
− 1
4!
gu4
 dtdx1dx2dx3.
One writes down the quantum field theory Schroedinger equation
(1.3) ih
∂Ψ
∂t
=
∫
Ĥ
(
t,x, ui(x),
∂ui
∂x
,−ih δ
δui(x)
)
Ψ dx,
where x = (x1, . . . , xn); the density of the Hamiltonian H is the Legendre
transform of the Lagrangian F with respect to the variables uit;
δ
δui(x) is
the variational derivative operator.
Note that the Schroedinger equation is not well defined in quantum
field theory even for the free scalar field (g = 0 in (2)). For example, if
we consider mathematical equation (1.3) literally, then it is not difficult to
check that this equation has no nonzero four times differentiable solutions
(the expression for the derivative ∂
2Ψ
∂t2 has no sense). The traditional ap-
proach is to “subtract infinity” from the RHS of equation (1.3) and to solve
it in the Fock space of functionals. However, this approach contradicts
physical as well as mathematical considerations. Physically, if states were
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functionals and energy were finite, then, in principle, we could measure
some quantities related with these functionals (such as energy). However,
it is known that quantum mechanical quantities like energy and momen-
tum are theoretically non-measurable in relativistic quantum dynamics,
and the only measurable quantities are the scattering sections. Mathe-
matically, equation (1.3) in the Fock space does not admit a relativistically
invariant generalization (usually called the Tomonaga–Schwinger equation
[4]), as shown in the important paper [5]. In this paper it is shown that the
evolution operators of the Klein–Gordon equation from one space-like sur-
face to another, which are symplectic transformations of the phase space of
the field, do not belong to the version of the infinite dimensional symplectic
group which acts on the Fock space.
So quantization of free fields, for example, following the lines of the
book [4], meets difficulties of the logical kind and is therefore not com-
pletely satisfactory. Due to this fact, the renormalization procedure for
interacting fields, defined using the Bogolyubov–Parasyuk theorem, gives
us a model in which it is difficult to say how quantum field theory turns
into the classical one as h→ 0.
2. The infinite dimensional Weyl algebra
The proposed way to overcome these difficulties is to replace the algebra of
variational differential operators by the infinite dimensional Weyl algebra
defined below, which admits an explicit action of the infinite dimensional
group of continuous symplectic transformations of the phase space of a
field. This phase space is the Schwartz space of functions (ui(s),pi(s)),
where pi(s) are the variables conjugate to ui(s), and s = (s1, . . . , sn) are
parameters on a spacelike surface, with the Poisson bracket
(2.1) {Φ1,Φ2} =
∑
i
∫ (
δΦ1
δui(s)
δΦ2
δpi(s)
− δΦ1
δpi(s)
δΦ2
δui(s)
)
ds
of two functionals Φl(ui(·), pi(·)), l = 1, 2. Let us write this bracket in the
form
(2.2) {Φ1,Φ2} =
∫ ∑
i,j
ωij
δΦ1
δyi(s)
δΦ2
δyj(s)
ds,
where yi = ui for 1 ≤ i ≤ m and yi = pi−m for m + 1 ≤ i ≤ 2m, and
ωij = δi,j−m−δi−m,j . The Weyl algebra is defined as the algebra of weakly
infinite differentiable functionals Φ(ui(·), pi(·)) with respect to the Moyal
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∗-product
(2.3)
(Φ1 ∗ Φ2)(yi(·))
= exp
− ih
2
∫ ∑
i,j
ωij
δ
δyi(s)
δ
δzj(s)
ds
Φ1(yi(·))Φ2(zi(·))
∣∣∣∣∣∣
zi(·)=yi(·)
.
This product is not everywhere defined: for example, ui(s) ∗ pi(s) is un-
defined. Note only that if all necessary series and integrals are absolutely
convergent, then the ∗-product is associative. Below we will be interested
only in some concrete computations in the Weyl algebra.
Let us replace the Schrodinger equation (1.3) by the Heisenberg equa-
tion in the Weyl algebra
(2.4) ih
∂Φ
∂t
=
[∫
H(t,x, ui(x),
∂ui
∂x
, pi(x))dx,Φ
]
and by its relativistically invariant generalization, where
(2.5) [Φ1,Φ2] = Φ1 ∗ Φ2 − Φ2 ∗ Φ1
is the commutator in the Weyl algebra. The classical limits of equation
(2.4) are the Hamilton equations
(2.6)
∂Φ
∂t
= {Φ,
∫
H dx}
equivalent to the Euler–Lagrange equations.
3. Quantization of free scalar field
Put g = 0 in (1.2). Since the obtained Hamiltonian
(3.1) H0 =
∫
1
2
(p(x)2 + (gradu(x))2 +m2u(x)2)dx
is quadratic, we have
(3.2)
1
ih
[H0,Φ] = {Φ, H0},
hence, Φ(t1;u(·), p(·)), subject to the Heisenberg equation, is obtained from
Φ(t0;u(·), p(·)) by the linear symplectic change of variables
(3.3) (u(t0,x), p(t0,x) = ut(t0,x))→ (u(t1,x), p(t1,x) = ut(t1,x)),
given by the evolution operator of the Hamilton equations, i. e., of the
Klein–Gordon equation, from the Cauchy surface t = t0 to the Cauchy
surface t = t1. Hence we can identify the Weyl algebras of various Cauchy
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surfaces by means of evolution operators of the Klein–Gordon equation.
In other words, we can consider the Weyl algebra W0 of the symplectic
vector space of solutions u(t,x) of the Klein–Gordon equation on the whole
space-time. The symplectic form on this vector space is obtained by taking
Cauchy data on any spacelike surface (for example, on the surface t =
const). Below we will fix this identification of the Weyl algebras of various
spacelike surfaces.
Define the vacuum average linear functional
(3.4) Φ→ 〈0|Φ|0〉
on the Weyl algebra W0 as the unique (not everywhere defined) functional
with the properties
(3.5) 〈0|Φ ∗ u−(t,x)|0〉 = 〈0|u+(t,x) ∗ Φ|0〉 = 0, 〈0|1|0〉 = 1.
Here u = u+ + u− is the decomposition of a solution u(t,x) of the Klein–
Gordon equation into the positive and negative frequency parts (we assume
m > 0 so that this decomposition is unique). For Φ ∈ W0, define an
operator in the standard Fock space with the matrix elements
(3.6) 〈0|u˜−(−p′(1)) . . . u˜−(−p′(N ′)) ∗ Φ ∗ u˜+(p(1)) . . . u˜+(p(N))|0〉.
Here u˜±(p) is the Fourier transform (the momentum representation) of
u±, p = (p0, . . . , pn).
One can check the following two properties of this correspondence:
i) ∗-product of functionals Φ goes to composition of operators in the
Fock space, so that this correspondence is a (not everywhere defined) ho-
momorphism from the algebra W0 to the algebra of operators in the Fock
space;
ii) complex conjugation of functionals Φ goes to Hermitian conjugation
of operators in Hilbert space.
4. Quantization of interacting fields
Statement. There exists a map from the set of smooth functions g =
g(t,x) with compact support to the set of functionals P (g) ∈ W0 with the
following properties.
1) P (g) is a formal series in g with the first two terms
(4.1) P (g) = 1 +
1
ih
∫
g(t,x)u(t,x)4/4! dtdx + . . . .
2) Classical limit: P (g) = a(g, h) exp(iR(g)/h) where a(g, h) is a for-
mal series in h, and conjugation by exp(iR(g)/h) in the Weyl algebra W0
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up to O(h) yields the perturbation series for the evolution operator of the
nonlinear classical field equation
(4.2) 2u(x)−m2u(x) = g(x)u3(x)/3!
from t = −∞ to t =∞.
3) The Lorentz invariance condition:
(4.3) LP (L−1g) = P (g)
for a Lorentz transformation L.
4) The unitarity condition:
(4.4) P (g) ∗ P (g) = 1,
where P (g) is complex conjugate to P (g).
5) The causality condition: for two functions g1, g2 equal for t ≤ t0, the
product P (g1) ∗ P (g2)−1 does not depend on the behavior of the functions
g1, g2 for t < t0.
6) The quasiclassical dynamical evolution (cf. with the Maslov–Shvedov
quantum field theory complex germ [6]): for any spacelike surfaces C1, C2
there exists a limit PC1,C2 of P (g) modulo o(h) as the function g(x) tends to
1 if x belongs to the strip between the spacelike surfaces and to 0 otherwise.
This limit possesses the property
(4.5) PC1,C3 = PC2,C3 ∗ PC1,C2 + o(h).
7) The S-matrix: there exists a limit P of P (g) as g(x) tends to the
function g = const. This P is a formal power series in g.
Any other choice of P (g) with the properties 1–7 above is equivalent
to some change of parameters m, g(x).
This statement is completely similar to the Bogolyubov–Parasyuk the-
orem. Moreover, if we denote by S(g) the operator in the Fock space
corresponding to P (g) and by S the operator corresponding to P , then
S(g) is exactly the Bogolyubov S-matrix and S is the physical S-matrix.
The elements P (g) are constructed in the same way as S(g) in [4], using
the renormalization procedure, the main difference being that composition
of operators is replaced by ∗-product of functionals, and the normally or-
dered product of operators is replaced by the usual (commutative) product
of functionals.
Note that the conditions on P (g) (in particular, the causality condi-
tion) are the natural analogs of conditions on dependence of the evolution
operator of a partial differential equation on the coefficient functions of
this equation. Therefore the above apparatus is similar to the scattering
theory in the theory of partial differential equations.
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Note also that the presence of interaction cutoff function g(x) is nec-
essary from the physical point of view, since the scattering particles are
considered as non-interacting at infinity (which means that g = 0 at infin-
ity).
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Polynomial quantization on para-hermitian spaces
with pseudo-orthogonal group of translations1
Svetlana V. Tsykina
We construct polynomial quantization, which is a variant of quantization
in spirit of Berezin, on para-Hermitian symmetric spaces G/H with the
pseudo-orthogonal group G = SO0(p, q). For all these spaces, the con-
nected component He of the subgroup H containing the identity of G is
the direct product SO0(p − 1, q − 1) × SO0(1, 1), so that G/H is covered
by G/He (with multiplicity 1, 2 or 4). The dimension of G/H is equal to
2n− 4, where n = p+ q. We restrict ourselves to the spaces G/H that are
G-orbits in the adjoint representation of G.
A construction of quantization on arbitrary para-Hermitian symmetric
spaces was given in [2]. The term ”polynomial quantization” means in
particular that both covariant and contravariant symbols are polynomials
on G/H. Following the general scheme of [2], we introduce multiplication
1Supported by the Russian Foundation for Basic Research (grant No. 05-01-
00074a), the Netherlands Organization for Scientific Research (NWO) (grant No. 047-
017-015), the Scientific Programs ”Devel. Sci. Potent. High. School” (project RNP
2.1.1.351 and Templan, No. 1.2.02).
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of covariant symbols, establish the correspondence principle, and study
the Berezin transform.
The polynomial quantization on rank one para-Hermitian symmetric
spaces has been constructed in [3]. In this paper, we consider the spaces
G/H with G = SO0(p, q). Note that these spaces have rank 2.
1. The pseudo-orthogonal group and its Lie algebra
Consider the space Rn equipped with the following bilinear form:
[x, y] =
n∑
i=1
λixiyi,
where λ1 = . . . = λp = −1, λp+1 = . . . = λn = 1, and x = (x1, . . . , xn),
y = (y1, . . . , yn) are vectors in Rn.
Let G denote the group SO0 (p, q). This group is the connected com-
ponent of the identity, in the group of linear transformations of Rn that
preserve [x, y] and have determinant equal to 1. We assume that G acts
linearly on Rn from the right: x 7→ xg. In accordance with that, we write
vectors in the row form. We also assume that p > 1, q > 1.
Let us write matrices g ∈ G in the block form corresponding to the
partition n = 1 + (n− 2) + 1. Denote by H the subgroup of G consisting
of matrices
(1.1) h =
 α 0 β0 v 0
β 0 α
 ,
where α2 − β2 = 1, v ∈ SO(p− 1, q − 1). The subgroup H consists of two
connected components. The connected component He, containing the unit
matrix E ofG consists of matrices (1.1), where α = cht, β = sht. Thus, it is
SO0(p−1, q−1)×SO0(1, 1). The second connected component of H (which
does not contain E) contains the matrix diag {−1,−1, 1, . . . , 1,−1,−1}, as
a representative.
The Lie algebra g of G consists of real matrices X of order n satis-
fying the condition X ′I + IX = 0, where I = diag {λ1, . . . , λn}, the prime
denotes matrix transposition.
Let
(1.2) Z0 =
 0 0 10 0 0
1 0 0
 .
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The stabilizer of Z0 in the adjoint representation is exactly the group H,
therefore, the manifold G/H is just the G-orbit of the matrix Z0 in g.
The operator adZ0 has three eigenvalues: −1, 0,+1. Respectively, the
Lie algebra g is decomposed into the direct sum of eigenspaces
g = q− + h + q+,
where h is the Lie algebra of H. The subspaces q−, q+ consist of matrices
Xξ :
 0 ξ 0ξ∗ 0 ξ∗
0 −ξ 0
 , Yη :
 0 η 0η∗ 0 −η∗
0 η 0

respectively, where ξ, η are rows in Rn−2. Both spaces q± are Abelian
subalgebras of g, they have dimension n − 2. The subgroup H preserves
both subspaces q− and q+ in the adjoint action:
(1.3) Z 7→ h−1Zh, h ∈ H.
Let h ∈ H have the form (1.1). For simplicity, we identify matrices Xξ
and Yη with vectors ξ and η, respectively. Under the action (1.3) vectors
ξ ∈ q− and η ∈ q+ are transformed as follows:
(1.4) ξ 7→ ξ˜ = (α+ β)ξv, η 7→ η̂ = (α− β)ηv.
Consider the space Rn−2 with bilinear form defined by the matrix
I1 = diag {λ2, . . . , λn−1}:
〈ξ, η〉 =
n−1∑
i=2
λiξiηi.
2. Representations of G associated with a cone
The group G = SO0(p, q) preserves manifolds [x, x] = c, c ∈ R, in Rn. Let
C be the cone [x, x] = 0, x 6= 0, in Rn. Let us fix two points in the cone:
s+ = (1, 0, . . . , 0, 1), s− = (1, 0, . . . , 0,−1). Consider the following two sec-
tions of the cone:
Γ+ = {x1 + xn = 2} = {[x, s−] = −2},
Γ− = {x1 − xn = 2} = {[x, s+] = −2}.
The points s+, s− belong to Γ+, Γ− respectively. They are eigen-
vectors of the maximal parabolic subgroups P+ = Q+H and P− = Q−H
respectively, with eigenvalues α− β and α+ β, where α, β are parameters
of h ∈ H, see (1.1). Here Q− = exp q−, Q+ = exp q+.
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The section Γ± meets almost all generatrices of the cone C. The linear
action of G on the cone induces the following actions of G on Γ− and Γ+
respectively:
x 7−→ x˜ = − 2
[xg, s+]
· xg, x ∈ Γ−,(2.1)
x 7−→ x̂ = − 2
[xg, s−]
· xg, x ∈ Γ+,(2.2)
defined almost everywhere on Γ±. For the subgroups Q− and Q+ re-
spectively, these actions turn out to be linear: x 7→ xg. Moreover, the
subgroups Q± act on Γ± simply transitively. This allows to define the
coordinates ξ = (ξ2, . . . , ξn−1) on Γ− and η = (η2, . . . , ηn−1) on Γ+ trans-
ferring them from q− on q+ respectively, namely, for u ∈ Γ− and v ∈ Γ+
we set:
u = u(ξ) = s−eXξ = (1 + 〈ξ, ξ〉, 2ξ,−1 + 〈ξ, ξ〉),(2.3)
v = v(η) = s+eYη = (1 + 〈η, η〉, 2η, 1− 〈η, η〉).(2.4)
The stabilisers in G of the points s− ∈ Γ− and s+ ∈ Γ+ under the actions
(2.1) and (2.2) are the subgroups P+ = Q+H and P− = Q−H respectively.
Let σ ∈ C, ε = 0, 1. Let Dσ, ε(C) be the space of C∞ functions f on
the cone C with homogeneity σ and parity ε, i.e.
f(tx) = tσ, εf(x), x ∈ C, t ∈ R∗ = R \ {0},
where we denote tσ,ε = |t|σsgnεt. Denote by Tσ,ε the representation of G
which acts on Dσ, ε(C) by translations: (Tσ, ε(g)f) (x) = f(xg).
Consider now the restrictions of functions from Dσ, ε(C) to the sections
Γ±. Such restrictions form a space Dσ, ε(Γ±) of functions f on Γ±. This
space is contained in C∞(Γ±) and contains D(Γ±). In the coordinates ξ, η,
the representation Tσ, ε of the group G acts on the space of restrictions
Dσ, ε(C) by
(Tσ, ε(g)f) (ξ) = f(ξ˜)
{
−1
2
[ug, s+]
}σ, ε
,(2.5)
(Tσ, ε(g)f) (η) = f(η̂)
{
−1
2
[vg, s−]
}σ, ε
,(2.6)
where u = u(ξ), v = v(η) are defined by (2.3), (2.4), actions ξ 7→ ξ˜ and
η 7→ η̂ are defined by (2.1), (2.2).
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Define the operator Aσ, ε on Dσ, ε(Γ±) by:
(2.7) (Aσ, εf)(ξ) =
∫
Rn−2
N(ξ, η)2−n−σ, εf(η)dη,
where
N(ξ, η) = −1
2
[u(ξ), v(η)] = 1− 2〈ξ, η〉+ 〈ξ, ξ〉〈η, η〉.
The function N(ξ, η) is a polynomial in ξ, η. The operator Aσ, ε inter-
twines the representations Tσ, ε and T2−n−σ, ε. These representations act
on functions on different sections. We can change the position of ξ and η
in (2.7). The product A2−n−σ, εAσ, ε is a scalar operator:
A2−n−σ, εAσ, ε = ω0(σ, ε)E,
where
ω0(σ, ε) = 23pin−3
Γ(σ+1)Γ(3−n−σ)
(2σ+n−2) sin (σ+ n2 )pi ×
× sinσ−ε
2
pi · sinσ−ε+p
2
pi · sinσ+ε+q
2
pi · sinσ+ε+n
2
pi.
3. The space G/H
Consider the following realization of the space G/H. Let Ω be the set of
matrices:
(3.1) z =
y∗x
[x, y]
,
where x, y ∈ C, y∗ = Iy′. For these matrices, rank and trace are equal to
1. The adjoint action z 7→ g−1zg preserves Ω. The stabilizer of the matrix
z0, corresponding to the pair x = s−, y = s+, is the subgroup H, so that
Ω is just G/H.
Take vectors u = u(ξ) and v = v(η) in the sections Γ− and Γ+ of
the cone C, respectively, for x and y in (3.1) We obtain an embedding
Γ− × Γ+ → Ω given by
(3.2) z = z(ξ, η) =
v∗u
[u, v]
, u = u(ξ), v = v(η),
The map (u, v) 7−→ z given by formula (3.2) is defined for ξ, η ∈ Rn−2 such
that N(ξ, η) 6= 0, since [u, v] = −2N(ξ, η). Therefore, vectors ξ, η ∈ Rn−2
with the condition N(ξ, η) 6= 0 are local coordinates on Ω. The adjoint
action of the group G on Ω is generated by its actions on ξ and η. For
each g ∈ G, this action is defined on a dense set of Ω.
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We can identify the tangent space of G/H at the initial point z0 with
the space q = q− + q+ in the Lie algebra g. Let S(q) denote the algebra of
polynomials on q. The action (1.3) of the group H on q induces an action
of H on S(q). Let S(q)H denote the algebra of polynomials invariant with
respect to H. This algebra is generated by two polynomials 〈ξ, η〉 and
〈ξ, ξ〉〈η, η〉.
Let D(G/H) denote the algebra of differential operators on G/H in-
variant with respect to G. This algebra is in the one-to-one correspondence
with the algebra S(q)H . Let ∆2 and ∆4 denote operators in D(G/H) cor-
responding to generators 〈ξ, η〉 and 〈ξ, ξ〉〈η, η〉 of S(q)H respectively. Let
us call these operators ∆2 and ∆4 the Laplace operators on G/H. The
operator ∆2 is the Laplace-Beltrami operator. These operators are dif-
ferential operators of the second and the fourth order respectively, they
are generators in D(G/H). Explicit expressions of them are very cumber-
some. We write explicit expressions for their radial parts
0
∆2 and
0
∆4 in
horospherical coordinates.
These coordinates are defined as follows. Let us take in q = q+ + q−
the Cartan subspace a, consisting of matrices
At =

0 0 0 t1 0
0 0 0 0 t2
0 0 0 0 0
t1 0 0 0 0
0 t2 0 0 0
 ,
where t = (t1, t2) ∈ R2. Introduce in a∗ the lexicographical order in
coordinates. Let n denote the subalgebra of g formed by the corresponding
positive root spaces. Let A = exp a, N = exp n. Consider the set of points
z in Ω obtained from z0 via the translation by a = a(t1, t2) ∈ A and then
by n ∈ N , i.e. z = n−1a−1z0an. It is a neighbourhood U of the point z0.
Parameters t1, t2 of the subgroup A and also parameters of the subgroup
N are coordinates in this neighbourhood (horospherical coordinates).
Let f be a function defined on U that does not depend on n ∈ N .
Then it is a function of t = (t1, t2): f(z) = F (t). Let D be a differential
operator in D(G/H). Then Df also does not depend on n ∈ N :
Df =
0
D F,
where
0
D is a differential operator in t1, t2, the radial part of D with respect
to N . It turns out to be a differential operator with constant coefficients.
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Introduce operators
D1 =
[
∂
∂t1
+
∂
∂t2
+ n− 3
]2
− (2n− 7)
D2 =
[
∂
∂t1
− ∂
∂t2
+ 1
]2
− (2n− 7).
Theorem 3.1. We have that
0
∆2 =
1
2
{D1 +D2 − (n− 4)(n− 6)} ,
0
∆4 = D1D2 + 2(n− 4)3.
4. Polynomial quantization on G/H
We follow the scheme from [2]. The role of supercomplete system is played
by the kernel Φ(ξ, η) = Φσ,ε(ξ, η) = N(ξ, η)σ, ε of the intertwining operator
A2−n−σ, ε. As an analogue of the Fock space, we take the space of func-
tions ϕ(ξ). We start from the algebra of operators D = Tσ, ε(X), where X
belongs to the universal enveloping algebra Env(g) for g. The covariant
symbol F (ξ, η) of the operator D is defined by:
F (ξ, η) =
1
Φ(ξ, η)
DξΦ(ξ, η),
where Dξ means that the operator D acts on Φ(ξ, η) as on a function of
ξ. These covariant symbols are independent of ε. They are functions on
G/H. Moreover, they are polynomials on G/H (i.e. restrictions on G/H
of polynomials on the space of matrices z, see (3.1)).
For generic σ the space Aσ of covariant symbols is the space S(G/H)
of all polynomials on G/H.
The map D 7→ F , which assigns to an operator its covariant symbol,
is g–equivariant. For an arbitrary σ the operator D is reconstructed from
its covariant symbol F :
(4.1) (Dϕ)(ξ) = c(σ, ε)
∫
F (ξ, v)
Φ(ξ, v)
Φ(u, v)
ϕ(u) dx(u, v),
where c(σ, ε) = ω0(σ, ε)−1.
The multiplication of operators gives rise to a multiplication (denote
it by ∗) of covariant symbols. Let F1, F2 be the covariant symbols of
operators D1, D2 respectively. We have that
F1 ∗ F2 = 1Φ(D1)ξ(ΦF2).
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This multiplication is given by
(F1 ∗ F2)(ξ, η) =
∫
F1(ξ, v)F2(u, η)B(ξ, η;u, v) dx(u, v),
where dx(u, v) is an invariant measure on G/H, and
B(ξ, η;u, v) = c Φ(ξ, v)Φ(u, η)
Φ(ξ, η)Φ(u, v)
.
Let us call this kernel B the Berezin kernel.
Thus, the spaces Aσ turn out to be associative algebras with unit
(with respect to ∗).
On the other hand, we can define contravariant symbols of the oper-
ators. A function F (ξ, η) can be viewed as the contravariant symbol for
the following operator A (acting on functions ϕ(ξ)):
(Aϕ)(ξ) = c(σ, ε)
∫
F (u, v)
Φ(ξ, v)
Φ(u, v)
ϕ(u) dx(u, v).
Notice that this expression differs from (4.1) only by the first argument
of function F . A contravariant symbol can be reconstructed from the
corresponding operator.
Thus we obtain two maps D 7→ F (”co”) and F 7→ A (”contra”),
connecting operators D and A with polynomials F on G/H.
The passage from the contravariant symbol of an operator to its co-
variant symbol is an integral operator with the Berezin kernal. Let us call
B the Berezin transform.
Theorem 4.1. The Berezin transform can be expressed in terms of Laplace
operators:
B = Γ(σ + n− 2 +
a+b
2 )Γ(σ + 1− a+b2 )Γ(σ + n2 + a−b2 )Γ(σ + n2 − 1− a−b2 )
Γ(σ + n− 2)Γ(σ + 1)Γ(σ + n2 )Γ(σ + n2 − 1)
where a, b are some variables and one has to consider
D1 = (a+ b)2 + 2(n− 3)(a+ b) + (n− 4)2,
D2 = (a− b)2 + 2(a− b)− 2(n− 4).
Note that on finite-dimensional subspaces in S(G/H) the Berezin
transform is a differential operator.
Now let σ → −∞. The first two terms of the asymptotic expansion of
B are given by:
(4.2) B ∼ 1− 1
σ
∆2.
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The relation (4.2) implies the following correspondence principle (as the
”Planck constant” one has to take h = −1/σ):
(4.3) F1 ∗ F2 −→ F1F2,
(4.4) − σ (F1 ∗ F2 − F2 ∗ F1) −→ {F1, F2},
as σ → −∞, In (4.3) and (4.4), F1F2 denotes the pointwise multiplication
of F1 and F2, and {F1, F2} stands for the Poisson bracket of F1 and F2.
Bibliography
[1] Berezin F.A. Quantization in complex symmetric spaces. Izv. Akad. Nauk. SSSR.
Ser. mat., 1975, vol. 39, No. 2, 363–402. Eng. transl.: Math. USSR Izv., 1975, vol.
9, 341–379.
[2] Molchanov V.F. Quantization on para-Hermitian symmetric spaces. Amer. Math.
Soc. Transl., Ser. 2 (Adv. Math. Sci.–31), 1996, vol. 175, 81–95.
[3] Molchanov V.F., Volotova N.B. Polynomial quantization on rank one para-Hermi-
tian symmetric spaces. Acta Appl. Math., 2004, vol. 81, Nos. 1–3, 215–232.
The horofunction boundary1
Cormac Walsh
The horofunction boundary (also known as the ‘metric’ or ‘Busemann’
boundary) is a means of compactifying metric spaces. Its definition goes
back to Gromov [10] in the 1970s but it seems not to have received much
study until recently, when it has appeared in several different domains [11,
16, 15, 1, 13]. To define this boundary for a metric space (X, d), one
assigns to each point z ∈ X the function φz : X → R,
φz(x) := d(x, z)− d(b, z),
where b is some basepoint. If X is proper, then the map φ : X →
C(X), z 7→ φz defines an embedding of X into C(X), the space of con-
tinuous real-valued functions on X endowed with the topology of uniform
convergence on compacts. The horofunction boundary is defined to be
X(∞) := cl{φz | z ∈ X}\{φz | z ∈ X}, and its elements are called horo-
functions.
This boundary is not the same as the better known Gromov boundary
of a δ-hyperbolic space. For these spaces, it has been shown [5, 22, 17]
1This work was funded in part by grant RFBR/CNRS 05-01-02807.
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that the horoboundary is finer than the Gromov boundary in the sense
that there exists a continuous surjection from the former to the latter.
Of particular interest are those horofunctions that are the limits of
almost-geodesics. An almost-geodesic, as defined by Rieffel [16], is a map
γ from an unbounded set T ⊂ R+ containing 0 to X, such that for any
 > 0,
|d(γ(t), γ(s)) + d(γ(s), γ(0))− t| < 
for all t ∈ T and s ∈ T large enough with t ≥ s. Rieffel called the limits of
such paths Busemann points. See [1] for a slightly different definition of
almost-geodesic which nevertheless gives rise to the same set of Busemann
points.
As noted by Ballmann [2], the construction above is an additive ana-
logue of the way the Martin boundary is constructed in Probabilistic Po-
tential Theory. One may pursue the analogy further in the framework of
max-plus algebra, where one replaces the usual operations of addition and
multiplication by those of maximum and addition. Indeed, this approach
has already provided inspiration for many results about the horofunction
boundary [1, 18]. We mention, for example, the characterisation of Buse-
mann points as the functions in the horoboundary that are extremal gen-
erators in the max-plus sense of the set of 1-Lipschitz functions. So the
set of Busemann points is seen to be an analogue of the minimal Martin
boundary. There is also a representation of 1-Lipschitz functions in terms
of horofunctions analogous to the Martin representation theorem.
There are few examples of metric spaces where the horofunction bound-
ary or Busemann points are explicitly known. The first cases to be inves-
tigated were those of Hadamard manifolds [3] and Hadamard spaces [2],
where the horofunction boundary turns out to be homeomorphic to the
ray boundary and all horofunctions are Busemann points. The case of
finite-dimensional normed spaces has also received attention. Karlsson
et. al. determined the horofunction boundary in the case when the norm is
polyhedral [12]. Other examples of metric spaces where the horofunc-
tion boundary has been studied include the Cayley graphs of finitely-
generated abelian groups, studied by Develin [6], and Finsler p–metrics
on GL(n,C)/Un, where explicit expressions for the horofunctions were
found by Friedland and Freitas [8, 9]. Webster and Winchester have some
general results on when all horofunctions are Busemann points [24], [23].
In the following sections, we describe our recent work elucidating the
horoboundary of some particular metric spaces.
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1. Normed spaces
Rieffel comments that it is an interesting question as to when all boundary
points of a metric space are Busemann points and asks whether this is the
case for general finite-dimensional normed spaces. In [19], we answer this
question in the negative and give a necessary and sufficient criterion for it
to be the case.
Let V be an arbitrary finite-dimensional normed space with unit ball
B. Recall that a convex subset E of a convex set D is said to be an extreme
set if the endpoints of any line segment in D are contained in E whenever
any interior point of the line segment is. For any extreme set E of the
dual unit ball B◦ and point p of V , define the function fE,p from the dual
space V ∗ to [0,∞] by
fE,p(q) := IE(q) + 〈q|p〉 − inf
y∈E
〈y|p〉 for all q ∈ V ∗.
Here IE is the indicator function, taking value 0 on E and +∞ everywhere
else.
Our first theorem characterises the Busemann points of V as the
Legendre-Fenchel transforms of these functions.
Theorem 1.1. The set of Busemann points of a finite-dimensional normed
space (V, || · ||) is
{f∗E,p | E is a proper extreme set of B◦ and p ∈ V }.
We use this knowledge to characterise those norms for which all horo-
functions are Busemann points.
Theorem 1.2. A necessary and sufficient condition for every horofunction
of a finite-dimensional normed space to be a Busemann point is that the set
of extreme sets of the dual unit ball be closed in the Painleve´–Kuratowski
topology.
2. The Hilbert metric
Let x and y be distinct points in a bounded open convex subset D of RN ,
with N ≥ 1. Define w and z to be the points in the Euclidean boundary of
D such that w, x, y, and z are collinear and arranged in this order along
the line in which they lie. The Hilbert distance between x and y is defined
to be the logarithm of the cross ratio of these four points:
Hil(x, y) := log
|zx| |wy|
|zy| |wx| .
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If D is the open unit disk, then the Hilbert metric is exactly the Klein
model of the hyperbolic plane.
As pointed out by Busemann [4, p105], the Hilbert geometry is related
to hyperbolic geometry in much the same way that normed space geom-
etry is related to Euclidean geometry. It will not be surprising therefore
that there are similarities between the horofunction boundaries of Hilbert
geometries and of normed spaces.
Define the function
(2.1) Funk(x, y) := log
|zx|
|zy| , for all x and y in D.
This function satisfies the usual metric space axioms, apart from that of
symmetry.
Hilbert’s metric can now be written
Hil(x, y) := Funk(x, y) + Funk(y, x), for all x and y in D.
This expression of the Hilbert metric as the symmetrisation of the Funk
metric plays a crucial role. It turns out that every Hilbert horofunction is
the sum of a horofunction in the Funk geometry and a horofunction in the
reverse Funk geometry, where the metric in the latter is given by
rev(x, y) := Funk(y, x).
This allows us to simplify the problem by investigating separately the
horofunction boundaries of these two geometries and then combining the
results. Determining the boundary of the Funk geometry turns out to
be very similar to determining that of a normed space, which was done
in [19].
In [20], we characterise those Hilbert geometries for which all horo-
functions are Busemann points.
Theorem 2.1. A necessary and sufficient condition for every horofunc-
tion on a bounded convex open subset of RN containing the origin to be a
Busemann point in the Hilbert geometry is that the set of extreme sets of
its polar be closed in the Painleve´–Kuratowski topology.
It had previously been shown [12] that all horofunctions of the Hilbert
geometry on a polytope are Busemann points.
Theorem 2.2. Let D be a bounded convex open subset of RN . If a
sequence in D converges to a point in the horofunction boundary of the
Hilbert geometry, then the sequence converges in the usual sense to a point
in the Euclidean boundary ∂D.
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3. Finitely generated groups
An interesting class of metric spaces are the Cayley graphs of finitely
generated groups with their word metric. Here one may hope to have a
combinatorial description of the horoboundary.
The first to consider the horoboundary in this setting was Rieffel [16]
who studied the horoboundary of Zn with an arbitrary finite generating
set in connection with his work on non-commutative geometry.
In [21], we investigate the horofunction boundary of Artin groups of
dihedral type. Let prod(s, t;n) := ststs · · · , with n factors in the product.
The Artin groups of dihedral type have the following presentation:
Ak = 〈a, b | prod(a, b; k) = prod(b, a; k)〉, with k ≥ 3.
Observe that A3 is the braid group on three strands. The generators
traditionally considered are the Artin generators S := {a, b, a−1, b−1}.
In what follows, we will have need of the Garside normal form for
elements of Ak. The element ∆ := prod(a, b; k) = prod(b, a; k) is called
the Garside element. Let
M+ := {a, b, ab, ba, . . . , prod(a, b; k − 1),prod(b, a; k − 1)}.
It can be shown [7] that w ∈ Ak can be written
w = w1 · · ·wn∆r
for some r ∈ Z and w1, . . . , wn ∈ M+. This decomposition is unique if
n is required to be minimal. We call it the right normal form of w. The
factors w1, . . . , wn are called the canonical factors of w.
An algorithm was given in [14] for finding a geodesic word representing
any given element of Ak; k ≥ 3. We use this algorithm to find a simple
formula for the word length metric.
Proposition 3.1. Let x = z1 · · · zm∆r be an element of Ak written in
right normal form. Let (p0, . . . , pk−1) ∈ Nk be such that p0 := r and, for
each i ∈ {1, . . . , k − 1}, pi − pi−1 = mk−i, where mi is the number of
canonical factors of x of length i. Then the distance from the identity e to
x in the Artin-generator word-length metric is
d(e, x) =
k−1∑
i=0
|pi|.
Since d is invariant under left multiplication, that is, d(y, x) =
d(e, y−1x), we can use this formula to calculate the distance between any
pair of elements y and x of Ak. With this knowledge we can find the
following description of the horofunction compactification.
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Let Z be the set of possibly infinite words of positive generators having
no product of consecutive letters equal to ∆. We can write each element
z of Z as a concatenation of substrings in such a way that the products of
the letters in every substring equals an element of M+ and the combined
product of letters in each consecutive pair of substrings is not in M+.
Because z does not contain ∆, this decomposition is unique. Let mi(z)
denote the number of substrings of length i. Note that if z is an infinite
word, then this number will be infinite for some i.
Let Ω′ denote the set of (p, z) in (Z∪ {−∞,+∞})k ×Z satisfying the
following:
• pi − pi−1 ≥ mk−i(z) for all i ∈ {1, . . . , k − 1} such that pi and
pi−1 are not both −∞ nor both +∞;
• if z is finite, then pi − pi−1 = mk−i(z) for all i ∈ {1, . . . , k − 1}
such that pi and pi−1 are not both −∞ nor both +∞.
We take the product topology on Ω′.
We now define Ω to be the quotient topological space of Ω′ where the
elements of (+∞, . . . ,+∞) × Z are considered equivalent and so also are
those in (−∞, . . . ,−∞)× Z. We denote these two equivalence classes by
+∞ˆ and −∞ˆ, respectively.
We let M denote the horofunction compactification of Ak with the
Artin-generator word metric. The basepoint is taken to be the identity.
Theorem 3.2. The sets Ω and M are homeomorphic.
Let Z0 be the set of elements of Z that are finite words. Let Ω0
denote the set of (p, z) in Zk × Z0 such that pi − pi−1 = mk−i(z) for all
i ∈ {1, . . . , k − 1}. One can show that the elements of Ω0 are exactly the
elements of Ω corresponding to functions of the form d(·, z)−d(e, z) inM.
In the present context, since the metric takes only integer values, the
Busemann points are exactly the limits of geodesics (see [24]). Develin [6],
investigated the horoboundary of finitely generated abelian groups with
their word metrics and showed that all their horofunctions are Busemann.
We have the following characterisation of the Busemann points of Ak.
Theorem 3.3. A function in M is a Busemann point if and only if the
corresponding element (p, z) of Ω is in Ω\Ω0 and satisfies the following:
pi − pi−1 = mk−i(z) for every i ∈ {1, . . . , k− 1} such that pi and pi−1 are
not both −∞ nor both +∞.
The group Ak also has a dual presentation:
Ak = 〈σ1, . . . , σk | σ1σ2 = σ2σ3 = · · · = σkσ1〉, with k ≥ 3.
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The set of dual generators is S˜ := {σ1, . . . , σk, σ−11 , . . . , σ−1k }.
Again, one can find a formula for the word length metric and use it to
determine the horoboundary. This time however, it turns out that there
are no non-Busemann points.
Theorem 3.4. In the horoboundary of Ak with the dual-generator word
metric, all horofunctions are Busemann points.
In general, one would expect the properties of the horoboundary of a
group with its word length metric to depend strongly on the generating set.
It would be interesting to know for which groups and for which properties
there is not this dependence. As already mentioned, all boundary points
of abelian groups are Busemann no matter what the generating set [6]. On
the other hand, the above results show that for Artin groups of dihedral
type the existence of non-Busemann points depends on the generating set.
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Êâàíòîâàíèå êàê ïðèáëèæåííîå îïèñàíèå íåêîòîðîãî
äèôôóçèîííîãî ïðîöåññà
Å.Ì. Áåíèàìèíîâ
1. Îïèñàíèå è íåêîòîðûå ñâîéñòâà ìîäåëè
Ðàññìàòðèâàåòñß íåêîòîðàß ìàòåìàòè÷åñêàß ìîäåëü ïðîöåññà, ñîñòîß-
íèå êîòîðîãî â êàæäûé ìîìåíò âðåìåíè çàäàåòñß âîëíîâîé ôóíêöèåé
 êîìïëåêñíîçíà÷íîé ôóíêöèåé ϕ(x, p), ãäå (x, p) ∈ R2n, è n  ðàçìåð-
íîñòü êîíôèãóðàöèîííîãî ïðîñòðàíñòâà. Â îòëè÷èå îò êâàíòîâîé ìåõà-
íèêè, ãäå âîëíîâàß ôóíêöèß çàâèñèò òîëüêî îò êîîðäèíàò èëè òîëüêî
îò èìïóëüñîâ, â íàøåì ñëó÷àå âîëíîâàß ôóíêöèß çàâèñèò è îò êîîðäè-
íàò è è îò èìïóëüñîâ. Òàê æå, êàê â êâàíòîâîé ìåõàíèêå, ïðåäïîëàãàåò-
ñß, ÷òî äëß âîëíîâûõ ôóíêöèé âûïîëíßåòñß ïðèíöèï ñóïåðïîçèöèè, è
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ïëîòíîñòü âåðîßòíîñòè ρ(x, p) íà ôàçîâîì ïðîñòðàíñòâå, ñîîòâåòñòâó-
þùàß âîëíîâîé ôóíêöèè ϕ(x, p), çàäàåòñß ñòàíäàðòíîé ôîðìóëîé
(1.1) ρ(x, p) = ϕ∗(x, p)ϕ(x, p) = |ϕ(x, p)|2.
Â ðàáîòå ðàññìàòðèâàåòñß êëàññè÷åñêàß ìîäåëü äèôôóçèîííîãî
ïðîöåññà äëß âîëíîâîé ôóíêöèè ϕ(x, p) íà ôàçîâîì ïðîñòðàíñòâå.
Ïðåäïîëàãàåòñß, ÷òî êàæäûé êîìïëåêñíûé âåêòîð âîëíîâîé ôóíêöèè
îäíîâðåìåííî íàõîäèòñß â 4-õ äâèæåíèßõ:
òî÷êà ïðèëîæåíèß âåêòîðà äâèæåòñß ïî êëàññè÷åñêîé òðàåêòîðèè,
çàäàííîé ôóíêöèåé Ãàìèëüòîíà H(x, p);
òî÷êà ïðèëîæåíèß âåêòîðà ïåðåìåùàåòñß ñëó÷àéíî ïî êîîðäèíà-
òàì è èìïóëüñàì, íàõîäßñü â äèôôóçèîííîì ïðîöåññå ñ ïîñòîßííûìè
êîýôôèöèåíòàìè äèôôóçèé a2 è b2 ïî êîîðäèíàòàì è èìïóëüñàì, ñî-
îòâåòñòâåííî;
òî÷êà ïðèëîæåíèß êàæäîãî âåêòîðà äâèæåòñß ïî ñëó÷àéíîé òðàåê-
òîðèè â ðåçóëüòàòå äâèæåíèé, îïèñàííûõ â äâóõ ïðåäûäóùèõ ïóíêòàõ,
à ñàì âåêòîð âðàùàåòñß ñ ïîñòîßííîé óãëîâîé ñêîðîñòüþ ω = mc2/~ â
ñèñòåìå êîîðäèíàò, ñâßçàííîé ñ ýòîé òî÷êîé, ãäå m  ìàññà ÷àñòèöû, c
 ñêîðîñòü ñâåòà, ~  ïîñòîßííàß Ïëàíêà;
äëèíà âñåõ êîìïëåêñíûõ âåêòîðîâ âîëíîâîé ôóíêöèè â ìîìåíò
âðåìåíè t óìíîæàåòñß íà exp(abnt/~) (ýòî ÷èñòî òåõíè÷åñêîå òðåáî-
âàíèå, êîòîðîå íå ñêàçûâàåòñß íà îòíîñèòåëüíûõ âåðîßòíîñòßõ íàõîæ-
äåíèß ÷àñòèöû â ôàçîâîì ïðîñòðàíñòâå).
Ïðåäïîëàãàåòñß, ÷òî âîëíîâîé âåêòîð ϕ(x, p, t) â òî÷êå (x, p) â ìî-
ìåíò âðåìåíè t ïî ïðèíöèïó ñóïåðïîçèöèè ðàâåí ñóììå âîëíîâûõ âåê-
òîðîâ, çàäàííûõ ðàñïðåäåëåíèåì âåêòîðîâ ϕ0(x, p) â íà÷àëüíûé ìî-
ìåíò âðåìåíè è ïîïàâøèõ â ðåçóëüòàòå îïèñàííûõ âûøå äâèæåíèé â
òî÷êó (x, p) â ìîìåíò âðåìåíè t.
Ïðîöåññ îïèñûâàåòñß äèôôåðåíöèàëüíûì óðàâíåíèåì äèôôóçè-
îííîãî òèïà. Àíàëèç äèôôåðåíöèàëüíîãî óðàâíåíèß ìîäåëè ïîêàçû-
âàåò, ÷òî äâèæåíèå â ìîäåëè ðàñêëàäûâàåòñß íà áûñòðîå è ìåäëåííîå.
Â ðåçóëüòàòå áûñòðîãî äâèæåíèß ñèñòåìà, íà÷èíàß ñ ïðîèçâîëüíîé
âîëíîâîé ôóíêöèè íà ôàçîâîì ïðîñòðàíñòâå, ïåðåõîäèò ê ôóíêöèè,
ïðèíàäëåæàùåé íåêîòîðîìó îñîáîìó ïîäïðîñòðàíñòâó. Ýëåìåíòû ýòî-
ãî ïîäïðîñòðàíñòâà ïàðàìåòðèçóþòñß âîëíîâûìè ôóíêöèßìè, çàâèñß-
ùèìè òîëüêî îò êîîðäèíàò. Ìåäëåííîå äâèæåíèå ïî ïîäïðîñòðàíñòâó
îïèñûâàåòñß óðàâíåíèåì Øðåäèíãåðà.
Èñõîäß èç ïðåäïîëîæåíèé î òåïëîâîé ïðè÷èíå äèôôóçèé è ñî-
îòâåòñòâèè ñëåäñòâèé ìîäåëè èçâåñòíûì ôèçè÷åñêèì ýêñïåðèìåíòàì
Ëýìáà - Ðåçåðôîðäà [2] (ñäâèã Ëýìáà â ñïåêòðå àòîìà âîäîðîäà), â
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ðàáîòå äåëàåòñß îöåíêà êîýôôèöèåíòîâ äèôôóçèé è âðåìåíè ïåðåõîä-
íîãî ïðîöåññà îò êëàññè÷åñêîãî îïèñàíèß ïðîöåññà, â êîòîðîì ïðèíöèï
íåîïðåäåëåííîñòè Ãåéçåíáåðãà ìîæåò íå âûïîëíßòüñß, ê êâàíòîâîìó,
â êîòîðîì ïðèíöèï Ãåéçåíáåðãà óæå âûïîëíßåòñß. Âðåìß ïåðåõîäíîãî
ïðîöåññà èìååò ïîðßäîê 1/T · 10−11ñ, ãäå T  òåìïåðàòóðà ñðåäû.
2. Îñíîâíûå ðåçóëüòàòû
Ðàññìîòðèì äèôôóçèîííûé ïðîöåññ íà ôàçîâîì ïðîñòðàíñòâå, â êî-
òîðîì âîëíîâàß ôóíêöèß ϕ(x, p, t) â ìîìåíò âðåìåíè t óäîâëåòâîðßåò
äèôôåðåíöèàëüíîìó óðàâíåíèþ
(2.1)
∂ϕ
∂t
=
n∑
k=1
(
∂H
∂xk
∂ϕ
∂pk
− ∂H
∂pk
∂ϕ
∂xk
)
− i
~
(
H −
n∑
k=1
∂H
∂pk
pk
)
ϕ+ ∆a,bϕ,
(2.2) ãäå ∆a,bϕ = a2
n∑
k=1
(
∂
∂xk
− ipk
~
)2
ϕ+ b2
n∑
k=1
∂2
∂p2k
ϕ+
abn
~
ϕ,
ãäå H(x, p)  ôóíêöèß Ãàìèëüòîíà; a2 è b2  êîýôôèöèåíòû äèôôó-
çèé ïî êîîðäèíàòàì è èìïóëüñàì, ñîîòâåòñòâåííî.
Åñëè â óðàâíåíèè (2.1) îòáðîñèòü ïîñëåäíåå ñëàãàåìîå, òî ïîëó÷èì
äèôôåðåíöèàëüíîå óðàâíåíèå â ÷àñòíûõ ïðîèçâîäíûõ ïåðâîãî ïîðßä-
êà. Ýòà ÷àñòü óðàâíåíèß (2.1) îïèñûâàåò äåòåðìèíèðîâàííóþ ñîñòàâ-
ëßþùóþ äâèæåíèß êîìïëåêñíûõ âåêòîðîâ ϕ(x, p, t). Ñîãëàñíî óðàâíå-
íèþ, â ýòîì äâèæåíèè òî÷êà ïðèëîæåíèß êàæäîãî âåêòîðà äâèæåòñß
ïî êëàññè÷åñêîé òðàåêòîðèè, çàäàííîé ãàìèëüòîíèàíîì H(x, p), à ñàì
âåêòîð ïðè ýòîì âðàùàåòñß â êàæäîé òî÷êå òðàåêòîðèè ñ óãëîâîé ñêî-
ðîñòüþ
(2.3) ω′ =
1
~
(
H −
n∑
k=1
∂H
∂pk
pk
)
.
Çàìåòèì, ÷òî â ñëó÷àå, êîãäà êîíôèãóðàöèîííîå ïðîñòðàíñòâî òðåõ-
ìåðíî è H = c
√
m2c2 + p2, òî ω′dt = mc
2
~
mc2dt
H =
mc2
~ dτ, ãäå τ 
ñîáñòâåííîå âðåìß â ñèñòåìå êîîðäèíàò, ñâßçàííîé ñ ÷àñòèöåé, äâèæó-
ùåéñß ñ èìïóëüñîì p. Òî åñòü â ýòîì ñëó÷àå, âåêòîð, òî÷êà ïðèëîæåíèß
êîòîðîãî äâèæåòñß ïî êëàññè÷åñêîé òðàåêòîðèè, âðàùàåòñß ñ ïîñòîßí-
íîé óãëîâîé ñêîðîñòüþ ω = mc2/~ â ñèñòåìå êîîðäèíàò, ñâßçàííîé ñ
ýòîé òî÷êîé.
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Íàîáîðîò, åñëè â ïðàâîé ÷àñòè óðàâíåíèß (2.1) îñòàâèòü òîëüêî
ïîñëåäíåå ñëàãàåìîå âèäà (2.2), òî ïîëó÷èì óðàâíåíèå
(2.4)
∂ϕ
∂t
= a2
n∑
k=1
(
∂
∂xk
− ipk
~
)2
ϕ+ b2
n∑
k=1
∂2
∂p2k
ϕ+
abn
~
ϕ.
Ýòî óðàâíåíèå îïèñûâàåò äèôôóçèîííóþ ñîñòàâëßþùóþ äâèæåíèß
âåêòîðîâ ϕ(x, p, t) íà ôàçîâîì ïðîñòðàíñòâå. Â ýòîì äâèæåíèè òî÷êè
ïðèëîæåíèß âåêòîðîâ ïåðåìåùàþòñß â ñîîòâåòñòâèè ñ êëàññè÷åñêèì
îäíîðîäíûì äèôôóçèîííûì ïðîöåññîì ñ êîýôôèöèåíòàìè äèôôóçèé
ïî êîîðäèíàòàì è èìïóëüñàì ðàâíûìè a2 è b2, ñîîòâåòñòâåííî. Ïðè
ýòîì ñàì âåêòîð ïðè ìàëûõ ñëó÷àéíûõ ïåðåìåùåíèßõ èç òî÷êè (x, p)
â òî÷êó (x+dx, p+dp) ïåðåíîñèòñß ïàðàëëåëüíî, à åãî äëèíà â ìîìåíò
âðåìåíè t óìíîæàåòñß íà exp(abnt/~). Çàìåòèì, ÷òî ïàðàëëåëüíûé ïå-
ðåíîñ âåêòîðîâ íà ôàçîâîì ïðîñòðàíñòâå çàäàåòñß ñâßçíîñòüþ, êîòî-
ðàß âûðàæàåòñß ôîðìóëîé: L(dx,dp)ϕ(x, p)−ϕ(x, p) ≈ −(i/~)ϕ(x, p)pdq,
ãäå L(dx,dp)ϕ(x, p)  ïàðàëëåëüíûé ïåðåíîñ âåêòîðà ϕ(x, p) èç òî÷êè
(x, p) ïî áåñêîíå÷íî ìàëîìó âåêòîðó (dx, dp). Â ÷àñòíîì ñëó÷àå, êî-
ãäà êîíôèãóðàöèîííîå ïðîñòðàíñòâî òðåõìåðíî, òàêàß ñâßçíîñòü íà
ôàçîâîì ïðîñòðàíñòâå âûçâàíà ñèíõðîíèçàöèåé äâèæóùèõñß ÷àñîâ â
òî÷êàõ ôàçîâîãî ïðîñòðàíñòâà.
Ïðàâàß ÷àñòü óðàâíåííèß (2.4)  ñàìîñîïðßæåííûé îïåðàòîð. Çà-
äà÷à íà ñîáñòâåííûå çíà÷åíèß äëß ýòîãî îïåðàòîðà ïðåîáðàçîâàíèåì
Ôóðüå ïî êîîðäèíàòàì ñâîäèòñß ê ñòàöèîíàðíîìó óðàâíåíèþ Øðåäèí-
ãåðà äëß ãàðìîíè÷åñêèõ êîëåáàíèé. Îòñþäà ïîêàçûâàåòñß, ÷òî ñîá-
ñòâåííûå çíà÷åíèß îïåðàòîðà óðàâíåíèß (2.4) íåïîëîæèòåëüíû, è âåð-
íà ñëåäóþùàß òåîðåìà.
Òåîðåìà 2.1. Ïóñòü ϕ(x, p, 0)  ïðîèçâîëüíàß ôóíêöèß, ïðåîáðàçîâà-
íèå Ôóðüå êîòîðîé ïî p ñòðåìèòñß ê íóëþ ïðè x→∞. Òîãäà ðåøåíèå
ϕ(x, p, t) äèôôóçèîííîãî óðàâíåíèß (2.4) ýêñïîíåíöèàëüíî ïî âðåìåíè
(ñ ïîêàçàòåëåì ðàâíûì −abt/~) ñòðåìèòñß ê ñòàöèîíàðíîìó ðåøå-
íèþ âèäà:
ϕ(x, p) = lim
t→∞ϕ(x, p, t) =
1
(2pi~)n/2
∫
Rn
ψ(y)χ(x, y)e−i(y−x)p/~dy,(2.5)
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ãäå
ψ(y) =
1
(2pi~)n/2
∫
R2n
ϕ(x, p, 0)ei(y−x)p/~χ(x, y)dpdx,(2.6)
χ(x, y) =
(
b
api~
)n/4
e−b(x−y)
2/(2a~).(2.7)
Çàìåòèì, ÷òî χ2(x, y) ïðåäñòàâëßåò ñîáîé ïëîòíîñòü âåðîßòíîñòåé
íîðìàëüíîãî ðàñïðåäåëåíèß ïî x ñ ìàòåìàòè÷åñêèì îæèäàíèåì y, è
äèñïåðñèåé a~/(2b). Åñëè âåëè÷èíà a~/(2b) ìàëà, òî ôóíêöèß χ2(x, y)
áëèçêà ê äåëüòà-ôóíêöèè îò x− y.
Êîìïîçèöèß âûðàæåíèé (2.6) è (2.5) ñòðîèò ïðîåêòîð èç ïðîñòðàí-
ñòâà âñåõ âîëíîâûõ ôóíêöèé, çàäàííûõ íà ôàçîâîì ïðîñòðàíñòâå, íà
íåêîòîðîå ïîäïðîñòðàíñòâî. Ýëåìåíòû ýòîãî ïîäïðîñòðàíñòâà ïàðà-
ìåòðèçóþòñß ôóíêöèßìè âèäà ψ(y), ãäå y ∈ Rn, ò. å. âîëíîâûìè ôóíê-
öèßìè íà êîíôèãóðàöèîííîì ïðîñòðàíñòâå.
Åñëè æå ïðåäïîëàãàòü, ÷òî äèôôóçèß âûçûâàåòñß òåïëîâûìè âîç-
äåéñòâèßìè íà ýëåêòðîí, òî êîýôôèöèåíòû äèôôóçèé ïî êîîðäèíàòàì
è èìïóëüñàì âûðàæàþòñß â ñòàòèñòè÷åñêîé ôèçèêå (ñì., íàïðèìåð [4],
ãë.7, 4 è 9) ÷åðåç òåìïåðàòóðó T ïî ôîðìóëàì: a2 = kT/(mγ) è b2 =
γkTm, ãäå k  ïîñòîßííàß Áîëüöìàíà, m  ìàññà ýëåêòðîíà, γ  êî-
ýôôèöèåíò òðåíèß ñðåäû íà åäèíèöó ìàññû. Îòñþäà, a/b = (γm)−1
è ab = kT . Òî åñòü, â ýòîì ñëó÷àå, âåëè÷èíà a/b, êîòîðàß âõîäèò
â âûðàæåíèå (2.7), íå çàâèñèò îò òåìïåðàòóðû. Ñ äðóãîé ñòîðîíû, t
 âðåìß ïåðåõîäíîãî ïðîöåññà, îïðåäåëåííîå â òåîðåìå 1, èìåò âèä:
t ∼ ~/(ab) = ~/(kT ) = T−1 · 7.638 · 10−12ñ.
Ñ ó÷åòîì ýòîé îöåíêè, áóäåì ñ÷èòàòü â óðàâíåíèè (2.1) âåëè÷èíó
~/(ab) ìàëûì ïàðàìåòðîì è ïðåäïîëàãàòü, ÷òî êîîðäèíàòû è èìïóëüñû
ìàëî ìåíßþòñß çà ýòî âðåìß ïðè êëàññè÷åñêîì äâèæåíèè, îïðåäåëåí-
íîì ãàìèëüòîíèàíîì H(x, p).
Òåîðåìà 2.2. Äâèæåíèå, îïèñûâàåìîå óðàâíåíèåì (2.1), àñèìïòî-
òè÷åñêè ðàñïàäàåòñß ïðè ~/(ab) → 0 íà áûñòðîå äâèæåíèå è ìåä-
ëåííîå äâèæåíèå. Â ðåçóëüòàòå áûñòðîãî äâèæåíèß ïðîèçâîëüíàß
âîëíîâàß ôóíêöèß ϕ(x, p, 0) ïåðåõîäèò çà âðåìß ïîðßäêà ~/(ab) ê
âèäó (2.5). Âîëíîâûå ôóíêöèè âèäà (2.5) îáðàçóþò ëèíåéíîå ïîä-
ïðîñòðàíñòâî. Ýëåìåíòû ýòîãî ïîäïðîñòðàíñòâà ïàðàìåòðèçóþò-
ñß âîëíîâûìè ôóíêöèßìè ψ(y), çàâèñßùèìè òîëüêî îò êîîðäèíàò
y ∈ Rn. Ìåäëåííîå äâèæåíèå, íà÷èíàþùååñß ñ íåíóëåâîé âîëíîâîé
ôóíêöèè èç ýòîãî ïîäïðîñòðàíñòâà, ïðîèñõîäèò ïî ïîäïðîñòðàí-
ñòâó è ïàðàìåòðèçóåòñß âîëíîâîé ôóíêöèåé ψ(y, t), çàâèñßùåé îò
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âðåìåíè. Ôóíêöèß ψ(y, t) óäîâëåòâîðßåò óðàâíåíèþ Øðåäèíãåðà âèäà
i~∂ψ/∂t = Hˆψ, ãäå
Hˆψ =
1
(2pi~)n
∫
R3n
(
H(x, p)−
n∑
k=1
(
∂H
∂xk
+
ib
a
∂H
∂pk
)
(xk − y′k)
)
×
×χ(x, y)χ(x, y′)e i~ (y−y′)pψ(y′, t)dy′dxdp,
è χ(x, y) çàäàåòñß ôîðìóëîé (2.7).
Òåîðåìà 2.3. Åñëè a~b  ìàëàß âåëè÷èíà è H(x, p) =
p2
2m + V (x), òî
îïåðàòîð Hˆ ñ òî÷íîñòüþ äî ÷ëåíîâ ïîðßäêà a~/b èìååò âèä:
(2.8) Hˆ ≈ − ~
2
2m
( n∑
k=1
∂2
∂y2k
)
+ V (y)− a~
4b
n∑
k=1
∂2V
∂y2k
+
3nb~
4ma
.
Ïåðâûå äâà ñëàãàåìûå â ôîðìóëå (2.8) äàþò ñòàíäàðòíûé îïåðà-
òîð Ãàìèëüòîíà. Ïîñëåäíåå ñëàãàåìîå  êîíñòàíòà, è åþ ìîæíî ïðå-
íåáðå÷ü. Ïðåäïîñëåäíåå ñëàãàåìîå ðàññìîòðèì (ââèäó ìàëîñòè a~/b)
êàê âîçìóùåíèå ê îïåðàòîðó Ãàìèëüòîíà.
Ñ÷èòàß, ÷òî îòêëîíåíèß â ñïåêòðå àòîìà âîäîðîäà (ñäâèã Ëýì-
áà), íàáëþäàåìûå â ýêñïåðèìåíòàõ Ëýìáà-Ðåçåðôîäà [2], âûçûâàþòñß
ïðåäïîñëåäíèì ñëàãàåìûì â ôîðìóëå (2.8), ìîæíî îöåíèòü âåëè÷èíó
a/b. Ðàñ÷åòû ñòàíäàðòíûì ìåòîäîì âîçìóùåíèé, àíàëîãè÷íûå ðàñ÷å-
òàì, âûïîëíåííûì â [5], äàþò ñëåäóþùóþ îöåíêó: a/b = 3.41 · 104ñ/ã.
Îòñþäà, ñòàíäàðòíîå îòêëîíåíèå äëß íîðìàëüíîãî ðàñïðåäåëåíèß χ2,
ïî êîòîðîìó ïðîèçâîäèòñß ñãëàæèâàíèå âîëíîâûõ ôóíêöèé, èìååò âèä√
a~/(2b) = 4.24 · 10−12ñì. Ýòà âåëè÷èíà ñóùåñòâåííî ìåíüøå ðàäèó-
ñà àòîìà âîäîðîäà è áëèçêà ê êîìïòîíîâñêîé äëèíå âîëíû ýëåêòðîíà
~/(mc) = 3.86 · 10−11ñì.
Òàêèì îáðàçîì, ðàñ÷åòû ïîêàçûâàþò, ÷òî ïðåäëîæåííàß ìîäåëü â
âèäå äèôôåðåíöèàëüíîãî óðàâíåíèß (2.1) äîñòàòî÷íî àäåêâàòíî îïè-
ñûâàåò ôèçè÷åñêèå ïðîöåññû â ñòàíäàðòíûõ ñëó÷àßõ äëß ñòàíäàðòíî-
ãî ãàìèëüòîíèàíà. Íî ýòó ìîäåëü ìîæíî ïðèìåíèòü è äëß ðàñ÷åòîâ
ïðîöåññîâ ñ íåñòàíäàðòíûì ãàìèëüòîíèàíîì èëè ñ ãàìèëüòîíèàíîì,
áûñòðî ìåíßþùèìñß âî âðåìåíè, êàê ïðè âíåçàïíûõ âîçìóùåíèßõ èëè
äëß ïåðèîäè÷åñêè ìåíßþùåãîñß ïîòåíöèàëà ñ ÷àñòîòîé ïîðßäêà ab/~,
è ñðàâíèòü ñ ýêñïåðèìåíòàëüíûìè äàííûìè.
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Èäåìïîòåíòíûå ñèñòåìû íåëèíåéíûõ óðàâíåíèé è
çàäà÷è ðàñ÷åòà ýëåêòðîýíåðãåòè÷åñêèõ ñåòåé1
À.Ì. Ãåëüôàíä è Á.Õ. Êèðøòåéí
Ýëåêòðîýíåðãåòè÷åñêóþ ñåòü ìîæíî ðàññìàòðèâàòü êàê ãðàô ñ n âåð-
øèíàìè, êàæäîé âåðøèíå (óçëó) êîòîðîãî ñîïîñòàâëåíû äâà âåùå-
ñòâåííûõ ÷èñëà - àêòèâíàß Pk è ðåàêòèâíàß Qk ñîñòàâëßþùèå èíúåê-
öèè ìîùíîñòè â óçëå k (k = 1, ..., n), è êàæäîìó ðåáðó (ëèíèé ýëåêòðî-
ïåðåäà÷), ñîåäèíßþùèõ k-ûé è j-ûé óçëû - àêòèâíàß Y akj è ðåàêòèâíàß
Y rkj ñîñòàâëßþùèå ïðîâîäèìîñòè.
Óñòàíîâèâøèåñß ðåæèìû ýëåêòðîýíåðãåòè÷åñêèõ ñåòåé õàðàêòåðèçó-
þòñß çíà÷åíèßìè àêòèâíûõ Uak è ðåàêòèâíûõ U
r
k ñîñòàâëßþùèõ íà-
ïðßæåíèé â óçëàõ, êîòîðûå äîëæíû óäîâëåòâîðßòü ñèñòåìå 2n àëãåá-
ðàè÷åñêèõ óðàâíåíèé [1] - óçëîâûõ óðàâíåíèé áàëàíñîâ àêòèâíîé è
ðåàòèâíûõ ìîùíîñòåé.
Òàêèå óðàâíåíèß ìîæíî ðàññìàòðèâàòü êàê âåùåñòâåííóþ è êîìïëåêñ-
íóþ ñîñòàâëßþùóþ ñèñòåìû n êîìïëåêñíûõ óðàâíåíèé âèäà
(1) Wk = Ek(
∑
j∈(k)
akjEj),
ãäå Wk = Pk + iQk , Ek = Uak + iU
r
k , Ek = U
a
k − iUrk , ñóììèðîâàíèå èäåò
ïî âñåì óçëàì j ñâßçàííûõ ëèíèåé ñ óçëîì k, akj êîìïëåêñíûå ÷èñëà,
êîòîðûå îïðåäåëßåòñß ïî êîìïëåêñíûì ïðîâîäèìîñòßì Zj = Uaj + iU
r
j .
1Ðàáîòà âûïîëíåíà ïðè ÷àñòè÷íîé ôèíàíñîâîé ïîääåðæêå ãðàíòà ÐÔÔÈ 05-
01-02807-ÍÖÍÈË_à.
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Ýòè óðàâíåíèß äàþò 2n âåùåñòâåííûõ àëãåáðàè÷åñêèõ óðàâíåíèé îò-
íîñèòåëüíî 2n íåèçâåñòíûõ Uak , U
r
k , k = (1, ..., n).
Âàæíîé çàäà÷åé àíàëèçà ýëåêòðîýíåðãåòè÷åñêèõ ñåòåé ßâëßåòñß àíà-
ëèç óñòîé÷èâîñòè (îïðåäåëåíèå çàïàñà óñòîé÷èâîñòè) óñòàíîâèâøåãîñß
ðåæèìà. Íà ïðàêòèêå, òàêîé àíàëèç ñâîäèòñß ê ïðîâåðêå ñóùåñòâîâà-
íèè âåùåñòâåííîé äåôîðìàöèè ðåøåíèß ïðè äåôîðìàöèßõ êîýôôèöè-
åíòîâ óðàâíåíèé, âõîäßùèõ â ñèñòåìó. Òàêèå äåôîðìàöèè îòâå÷àþò
èçìåíåíèßì èíúåêöèé ìîùíîñòè â óçëàõ èëè èçìåíèþ ñòðóêòóðû ãðà-
ôà ñåòè (îòêëþ÷åíèå ëèíèé).
Ïðè ýòîì â êà÷åñòâå êðèòåðèß ïîòåðè óñòîé÷èâîñòè ïðè äåôîðìàöèßõ
óðàâíåíèé ñèñòåìû îáû÷íî ïðèíèìàåòñß ëèáî ðàñõîäèìîñòü èòåðàöè-
îííîãî ïðîöåññà ìåòîäà Íüþòîíà äëß íàõîæäåíèè ðåøåíèß, ëèáî âû-
ðîæäåíèå ìàòðèöû ßêîáè ñèñòåìû óðàâíåíèé. Òàêîé ïîäõîä íå âñåãäà
ìàòåìàòè÷åñêè êîððåêòíî îòâå÷àåò ïîñòàâëåííîé çàëà÷å, íî, ãëàâíîå,
íå ïîçâîëßåò áûñòðî è íàãëßäíî ïîëó÷èòü ãðàíèöó îáëàñòè óñòîé÷è-
âîñòè óñòàíîâèâøåãîñß ðåæèìà.
Ìû ðàññìàòðèâàåì íåêîòîðóþ ïðîöåäóðó ïðîñòîãî ìàêåòèðîâàíèß çà-
äà÷è àíàëèçà óñòîé÷èâîñòè ýëåêòðîýíåðãåòè÷åñêèõ ñèñòåì ñ ïîìîùüþ
àíàëèçà ðåøåíèé èäåìïîòåíòíîé ñèñòåìû óðàâíåíèé, ïîëó÷åííîé â ðå-
çóëüòàòå äåêâàíòîâàíèß ïî Ìàñëîâó [2] èñõîäíîé ñèñòåìû (1).
Çàïèøåì ñèñòåìó óðàâíåíèé óñòàíîâèâøåãîñß ðåæèìà áîëåå ñèììåò-
ðè÷íî â âèäå ñèñòåìû 2n êîìïëåêñíûõ àëãåáðàè÷åñêèõ óðàâíåíèé [3],
îòíîñèòåëüíî 2n êîìïëåêñíûõ ïåðåìåííûõ. Äëß ýòîãî ââåäåì íîâûå
êîìïëåêñíûå ïåðåìåííûå Sk âìåñòî Ek è íîâûå óðàâíåíèß, ïîëó÷åí-
íûå ñ ïîìîùüþ êîìïëåêñíîãî ñîïðßæåííèß óðàâíåíèé (1) è ïîñëåäó-
þùåé àíàëîãè÷íîé çàìåííîé ïåðåìåííûõ.
Ïîëó÷èì ñèñòåìó èç 2n êîìïëåêñíûõ óðàâíåíèé
(2) Wk = Ek(
∑
j∈(k)
akjSj), W k = Sk(
∑
j∈(k)
akjEj)
îòíîñèòåëüíî 2n êîìïëåêñíûõ ïåðåìåííûõ Ek, Sk, k = 1, ..., n. Ðåøåíèå
ñèñòåìû (2) óäîâëßòâîðßåò ñèñòåìå (1) òîãäà è òîëüêî òîãäà êîãäà
(3) Ek = Sk
äëß âñåõ k = 1, ..., n.
Â [4] äëß âñßêîé àëãåáðàè÷åñêîé ïîâåðõíîñòè f(z) = 0 â C2n îïðåäåëå-
íà åå àìåáà Af â R2n, îáðàç ïåðåñå÷åíèß ýòîé ïîâåðõíîñòè ñ êîìïëåêñ-
íûì òîðîì îòíîñèòåëüíî îòîáðàæåíèß
Log : (z1, . . . , z2n) ∈ (C\{0})2n → (log |z1|, . . . , log |z2n|) ∈ R2n.
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Óñëîâèå (3) â ýòèõ òåðìèíàõ îçíà÷àåò, ÷òî ïåðåñå÷åíèå àìåá âñåõ óðàâ-
íåíèé ñèñòåìû (2) ñîäåðæèò òî÷êè, óäîâëåòâîðßþùèå óñëîâèßì
(4) log|Ek| = log|Sk|
äëß âñåõ k = 1, ..., n.
Èçâåñòíî [4], ÷òî àìåáà Af ñîâïàäàåò ñ äîïîëíåííèåì êîíå÷íîãî ÷èñëà
îòêðûòûõ âûïóêëûõ ïîäìíîæåñòâ Eν â R2n:
R2n\Af = ∪{Eν}.
Â [5] îïðåäåëåíû íàáîðû ëèíåéíûõ ôóíêöèé íà ýòèõ âûïóêëûõ ìíî-
æåñòâàõ, íèæíßß ãðàíü êîòîðûõ îïðåäåëßåò êóñî÷íî-ëèíåéíîå ïîäìíî-
æåñòâî R2n, êîòîðîå íàçûâàåòñß ñïàéíîì àìåáû, ëåæèò âíóòðè Af è
ßâëßåòñß åå ãîìîòîïè÷åñêèì ðåòðàêòîì.
×òîáû îïðåäåëèòü èäåìïîòåíòíóþ ñèñòåìó óðàâíåíèé îïðåäåëèì òðî-
ïè÷åñêèå àíàëîãè îïåðàöèé ñëîæåíèß è óìíîæåíèß â R îáû÷íûì îá-
ðàçîì: òðîïè÷åñêîå ñëîæåíèå êàê x ⊕ y = max{x, y} è òðîïè÷åñêîå
óìíîæåíèå êàê x⊗ y = x+ y.
Ðàññìîòðèì èäåìïîòåíòíóþ ñèñòåìó óðàâíåíèé, ïîëó÷åííóþ èç óðàâ-
íåíèé (2) çàìåíîé îáû÷íûõ îïåðàöèé íà èõ òðîïè÷åñêèå àíàëîãè è
êîìïëåêñíûõ êîýôôèöèåíòîâ íà ëîãàðèôìû èõ ìîäóëåé:
(5) log|Wk| = log|Ek| ⊗ (
⊕
j∈(k)
log|akj | ⊗ log|Sj |),
è
(6) log|Wk| = log|Sk| ⊗ (
⊕
j∈(k)
log|akj | ⊗ log|Ej |),
Çàìåòèì, ÷òî ìíîãîãðàííèêè Íüþòîíà äëß óðàâíåíèé (2) ñîâïàäàþò ñ
âûïóêëîé îáoëî÷êîé ïîäìíîæåñòâà âåðøèí åäèíè÷íîãî êóáà â R2n è
íå ñîäåðæàò ïîýòîìó âíóòðè ñåáß òî÷åê öåëî÷èñëåííîé ðåøåòêè.
Êàê äîêàçàíî â [6], â ýòîì ñëó÷àå óðàâíåíèå ñïàéíà àìåáû ñîâïàäàþò
ñ óðàâíåíèßìè èäåìïîòåíòíîé ñèñòåìû, ðåçóëüòàòà äåêâàíòîâàíèß f .
Îòñþäà ëåãêî ïîëó÷àåòñß ñëåäóþùàß
Òåîðåìà. Ðåøåíèå èäåìïîòåíòíîé ñèñòåìû óðàâíåíèé (5), (6) ñîâ-
ïàäàåò ñ ìíîæåñòâîì òî÷åê ïåðåñå÷åíèß ïðåäåëîâ àìåá óðàâíåíèé (2)
ïðè ðåòðàêöèè èõ íà ñâîè ñïàéíû.
Èñïîëüçóß ýòó òåîðåìó ìîæíî ñëåäóþùèì îáðàçîì ïîëó÷èòü ïðî-
ñòóþ ìîäåëü äëß àíàëèçà çàïàñà óñòîé÷èâîñòè ýëåêòðîýíåðãåòè÷åñêîé
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ñèñòåìû.
Ïóñòü
E∗ = (E1, ..., En) ∈ (C\{0})n
ðåøåíèå ñèñòåìû (1). Íàéäåì ðåøåíèå èäåìïîòåíòíîé ñèñòåìû óðàâ-
íåíèé (6), (7), áëèæàéøåå ê âåêòîðó Log((E∗, E
∗
)) â R2n. Áóäåì ãî-
âîðèòü, ÷òî îáëàñòü ïàðàìåòðîâ äåôîðìàöèè ßâëßåòñß îáëàñòüþ ïðè-
òßæåíèß (îòòàëêèâàíèß), åñëè ïðè ñîîòâåòñòâóþùåé äåôîðìàöèè ðå-
øåíèå èäåìïîòåíòíîé ñèñòåìû ïðèáëèæàåòñß (óäàëßåòñß) îò ïîäïðî-
ñòðàíñòâà, îïðåäåëßåìîãî óðàâíåíèßìè (4) â R2n.
Çàäà÷à íàõîæäåíèß ãðàíèöû, ðàçäåëßþùèõ îáëàñòè ïðèòßæåíèß è îò-
òàëêèâàíèß â ñëó÷àå èäåìïîòåíòîé ñèñòåìû ìîæåò ðàññìàòðèâàòüñß,
êàê åñòåñòâåííûé ìîäåëüíûé àíàëîã çàäà÷è íàõîæäåíèß çàïàñà óñòîé-
÷èâîñòè. Òàêàß çàäà÷à, ïî ñðàâíåíèþ ñ àíàëèçîì çàâèñèìîñòè îò ïà-
ðàìåòðîâ ðåøåíèé âåùåñòâåííûõ ìíîãîìåðíûõ ñèñòåì àëãåáðàè÷åñêèõ
óðàâíåíèé, ðåøàåòñß ñóùåñòâåííî ïðîùå â èäåìïîòåíòíîì àíàëèçå, ãäå
îíà, ïî ñóùåñòâó, ñâîäèòñß ê àíàëèçó ñèñòåì ëèíåéíûõ óðàâíåíèé çà-
âèñßùèõ îò ïàðàìåòðîâ.
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Êëàññè÷åñêèå è íåàðõèìåäîâû àìåáû â âîïðîñàõ
ðàñøèðåíèß ïîëåé
Î.Â. Çíàìåíñêàß
Ïîëå P íàçûâàåòñß àëãåáðàè÷åñêèì ðàñøèðåíèåì, èëè ðàñøèðåíèåì
Ãàëóà ïîëß K, åñëè ñóùåñòâóåò àëãåáðàè÷åñêîå óðàâíåíèå
(1) c0 + c1x+ c2x2 + · · ·+ cnxn = 0
ñ êîýôôèöèåíòàìè â ïîëå K, òàêîå, ÷òî ïîëå P ïîëó÷àåòñß ïðèñîåäè-
íåíèåì ê K âñåõ êîðíåé ýòîãî óðàâíåíèß. Èçâåñòíî, ÷òî âñå òàêèå ðàñ-
øèðåíèß êîíå÷íîìåðíû.
Òàêèì îáðàçîì, â êëàññè÷åñêîé òåîðèè êîíå÷íûå ðàñøèðåíèß ñòðî-
ßòñß ïðè ïîìîùè ïðèñîåäèíåíèß ê èñõîäíîìó ïîëþ íóëåé ïîëèíîìîâ
îò îäíîãî ïåðåìåííîãî. Íàøà öåëü  èçó÷åíèå áåñêîíå÷íûõ àíàëî-
ãîâ ýòèõ ðàñøèðåíèé, îïðåäåëßåìûõ ïîëèíîìàìè îò íåñêîëüêèõ ïåðå-
ìåííûõ, äëß ñëó÷àß íåàðõèìåäîâûõ ïîëåé. Áîëåå òî÷íî, íàøà çàäà÷à
ñîñòîèò â îïèñàíèè áåñêîíå÷íûõ ðàñøèðåíèé ïîäïîëåé íåàðõèìåäîâà
ïîëß K ðßäîâ Ïþèçî.
Íàïîìíèì, ÷òî â ïîëå K ñ íåàðõèìåäîâûì íîðìèðîâàíèåì íîðìà
ýëåìåíòà a ∈ K ìîæåò áûòü îïðåäåëåíà ÷åðåç ïîêàçàòåëü íîðìèðî-
âàíèß val(a) ïîëß K ïðè ïîìîùè ñîîòíîøåíèß |a| = e−val(a). Çäåñü
val(a) åñòü îòîáðàæåíèå K→ R∪{∞}, îïðåäåëåííîå íà ýëåìåíòàõ K è
óäîâëåòâîðßþùåå ñëåäóþùèì óñëîâèßì [1]:
a) val(a) =∞ òîãäà è òîëüêî òîãäà, êîãäà a = 0;
b) val(ab) = val(a) + val(b);
c) val(a+ b) > min(val(a), val(b)).
Ïóñòü K  ïîëå ðßäîâ Ïþèçî ñ êîýôôèöèåíòàìè â ïðîèçâîëüíîì
ïîëå k, ò.å. ðßäîâ a(t) âèäà
a(t) =
∑
qj∈Aa
ξjt
qj
ïî äðîáíûì ñòåïåíßì qj ïåðåìåííîãî t, ãäå Aa ⊂ Q  âïîëíå óïîðßäî-
÷åííîå ìíîæåñòâî. Ïîêàçàòåëü íåàðõèìåäîâà íîðìèðîâàíèß val â ýòîì
ñëó÷àå ïîëàãàåòñß ðàâíûì minAa.
Áåñêîíå÷íûå ðàñøèðåíèß ïîëß K áóäåì ñòðîèòü ñëåäóþùèì îáðà-
çîì. Ðàññìîòðèì ïîëèíîì
(2) f =
∑
α∈A
aα(t)zα
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èç K[z1, . . . , zn] ñ êîýôôèöèåíòàìè aα(t) ∈ L ⊂ K, ãäå L  ïîäïîëå K.
Îïðåäåëèì ðàñøèðåíèå P/L êàê ìíîæåñòâî âñåâîçìîæíûõ çíà÷åíèé
ïîëèíîìîâ ∑
β∈B
bβz(t)
β
,
ãäå z(t) =
(
z1(t), . . . , zn(t)
)
ßâëßåòñß ðåøåíèåì óðàâíåíèß f = 0 äëß
ïîëèíîìà f âèäà (2).
Îòìåòèì, ÷òî ñàìûé ïðîñòîé ñëó÷àé ðàñøèðåíèé Ãàëóà  öèê-
ëè÷åñêèå ðàñøèðåíèß, ïîëó÷àþòñß ïðèñîåäèíåíèåì ê èñõîäíîìó ïîëþ
âñåõ êîðíåé èç åäèíèöû, ò.å. ðåøåíèé äâó÷ëåííîãî óðàâíåíèß xm−a =
0. Î÷åâèäíî, âñå êîðíè ïîëèíîìà Ãàëóà f(x) = xm − a:
• ëåæàò íà îêðóæíîñòè;
• íà îêðóæíîñòè îíè ðàâíîìåðíî ðàñïðåäåëåíû.
Ìíîãîìåðíûé àíàëîã ïåðâîé èç óêàçàííûõ ãåîìåòðè÷åñêèõ õàðàêòåðè-
ñòèê ðåøåíèé ïîëèíîìîâ Ãàëóà ìîæåò áûòü ñôîðìóëèðîâàí íà ßçûêå
àìåá.
Àìåáîé Af êîìïëåêñíîé ãèïåðïîâåðõíîñòè V ∈ (\{0})n, çàäàâàå-
ìîé ïîëèíîìîì f (ñì. [2]), íàçûâàåòñß åå îáðàç ïðè îòîáðàæåíèè
Log : (C \ {0})n −→ Rn,
äåéñòâóþùåì ïî ïðàâèëó
(z1, . . . , zn) −→ (log |z1|, . . . , log |zn|).
Àìåáó, îïðåäåëßåìóþ òàêèì îáðàçîì, íàçîâåì êëàññè÷åñêîé.
Îïðåäåëåíèå 1 (ñì. [3]). Êëàññè÷åñêàß àìåáà Af íàçûâàåòñß ñîëèä-
íîé, åñëè ÷èñëî ñâßçíûõ êîìïîíåíò äîïîëíåíèß ê íåé ìèíèìàëüíî.
Ìíîãîìåðíîå îáîáùåíèå òîãî ôàêòà, ÷òî âñå êîðíè f(x) = xm − a
ëåæàò íà åäèíè÷íîé îêðóæíîñòè íà ßçûêå àìåá âûðàæàåòñß â òîì, ÷òî
àìåáà Af ïîëèíîìà f ñîëèäíà.
Çàìåòèì, ÷òî åñëè n = 1, òî àìåáà ïðîèçâîëüíîãî ïîëèíîìà îò
îäíîãî ïåðåìåííîãî åñòü êîíå÷íîå ìíîæåñòâî òî÷åê â R1. Ñîëèäíûìè â
ýòîì ñëó÷àå áóäóò òîëüêî àìåáû, ñîñòîßùèå èç îäíîé òî÷êè è èìåþùèå
ëèøü äâå ñâßçíûå êîìïîíåíòû â äîïîëíåíèè, à ýòî è åñòü â òî÷íîñòè
àìåáû ïîëèíîìîâ Ãàëóà.
Íàïîìíèì, ÷òî ìíîãîãðàííèêîì Íüþòîíà Nf ïîëèíîìà f îò n ïå-
ðåìåííûõ íàçûâàåòñß âûïóêëàß îáîëî÷êà ïîêàçàòåëåé åãî ìîíîìîâ â
Rn. Êîíóñîì ðåöåññèè âûïóêëîãî ìíîæåñòâà E ⊂ Rn íàçûâàåòñß ìàê-
ñèìàëüíûé êîíóñ ñðåäè òåõ, êîòîðûå ñäâèãîì ìîæíî ïîìåñòèòü â E.
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Ñîãëàñíî ðåçóëüòàòàì Ì. Ôîðñáåðãà, Ì. Ïàññàðå è À.Ê. Öèõà [4],
ñïðàâåäëèâà
Òåîðåìà 1. Ñóùåñòâóåò åñòåñòâåííàß èíúåêòèâíàß ôóíêöèß ïî-
ðßäêà ν íà ìíîæåñòâå {E} ñâßçíûõ êîìïîíåíò äîïîëíåíèß Rn \ Af
àìåáû ãèïåðïîâåðõíîñòè f = 0, ñîïîñòàâëßþùàß êàæäîé êîìïîíåí-
òå E íåêîòîðóþ öåëî÷èñëåííóþ òî÷êó ν(E) èç ìíîãîãðàííèêà Íüþ-
òîíà Nf . Êîíóñ ðåöåññèè êîìïîíåíòû E ñîâïàäàåò ñ êîíóñîì, äâîé-
ñòâåííûì ê Nf â òî÷êå ν(E).
Òàêèì îáðàçîì, ìíîãîãðàííèê Íüþòîíà îòðàæàåò ñòðóêòóðó êëàñ-
ñè÷åñêîé àìåáû. Â ÷àñòíîñòè, ÷èñëî ñâßçíûõ êîìïîíåíò äîïîëíåíèß
Rn \ Aa íå ìåíüøå ÷èñëà âåðøèí è íå áîëüøå ÷èñëà âñåõ öåëûõ òî÷åê
ìíîãîãðàííèêà Íüþòîíà Nf . ßñíî, ÷òî êëàññè÷åñêàß àìåáà ñîëèäíà,
åñëè ÷èñëî êîìïîíåíò äîïîëíåíèß ñòðîãî ðàâíî ÷èñëó âåðøèí Nf .
Ñ òî÷êè çðåíèß ìíîãîãðàííèêîâ Íüþòîíà, ìíîãîìåðíûì àíàëîãîì
ïîëèíîìîâ Ãàëóà ßâëßþòñß, òàê íàçûâàåìûå, ìàêñèìàëüíî ðàçðåæåí-
íûå ïîëèíîìû [3], ò.å. ïîëèíîìû âèäà:
f =
∑
α∈A
aαz
α,
ãäå ñ íåíóëåâûìè êîýôôèöèåíòàìè âõîäßò òîëüêî ìîíîìû, ñîîòâåò-
ñòâóþùèå âåðøèíàì Nf . Ì. Íèññå áûë çàßâëåí ðåçóëüòàò, ÷òî êëàññè-
÷åñêàß àìåáà ëþáîãî ìàêñèìàëüíî ðàçðåæåííîãî ïîëèíîìà ñîëèäíà.
Äàëåå íàñ áóäåò èíòåðåñîâàòü âîïðîñ ñîëèäíîñòè íåàðõèìåäîâûõ
àìåá íóëåâîãî ìíîæåñòâà ìàêñèìàëüíî ðàçðåæåííûõ ïîëèíîìîâ (2),
ïðè ïîìîùè êîòîðûõ ñòðîßòñß áåñêîíå÷íûå ðàñøèðåíèß P/L íåàðõè-
ìåäîâà ïîëß ðßäîâ Ïþèçî.
Îïðåäåëèì ïî àíàëîãèè ñâîéñòâî ñîëèäíîñòè äëß íåàðõèìåäîâûõ
àìåá. Ïóñòü K  ïðîèçâîëüíîå íåàðõèìåäîâî ïîëå è val(a)  åãî ïî-
êàçàòåëü íîðìèðîâàíèß.
Îïðåäåëåíèå 2 (ñì. [5, 6]). Àìåáîé A(V ) àëãåáðàè÷åñêîé ãèïåðïî-
âåðõíîñòè V ⊂ (K∗)n íàçûâàåòñß çàìûêàíèå îáðàçà V ïðè îòîáðàæå-
íèè
Log : (z1, . . . , zn)→ (−val(z1), . . . ,−val(zn)).
Èç òåîðåìû 1 ñëåäóåò, ÷òî êîíóñû ðåöåññèè âñåõ êîìïîíåíò äî-
ïîëíåíèß êëàññè÷åñêîé ñîëèäíîé àìåáû ïîëíîìåðíû. Ñîîòâåòñòâåííî,
äëß íåàðõèìåäîâà ñëó÷àß ìîæíî äàòü ñëåäóþùåå
Îïðåäåëåíèå 3. Íåàðõèìåäîâà àìåáà A(V ) íàçûâàåòñß ñîëèäíîé, åñ-
ëè ëþáàß ñâßçíàß êîìïîíåíòà äîïîëíåíèß ê íåé èìååò ïîëíîìåðíûé
êîíóñ ðåöåññèè.
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Ïóñòü K  ïîëå ðßäîâ Ïþèçî.
Òåîðåìà 2. Íåàðõèìåäîâà àìåáà ìàêñèìàëüíî ðàçðåæåííîãî ïîëèíî-
ìà, îïðåäåëßþùåãî ìíîãîìåðíîå ðàñøèðåíèå Ãàëóà ïîëß K, ñîëèäíà.
Ñîãëàñíî [6] ñóùåñòâóåò äâîéñòâåííîñòü ìåæäó íåàðõèìåäîâîé àìå-
áîé A(V ) è ïîäðàçáèåíèåì ìíîãîãðàííèêà Íüþòîíà ïîëèíîìà, îïðå-
äåëßþùåãî V . Ñ ó÷åòîì ýòîãî ñïðàâåäëèâà
Òåîðåìà 3. Â ñëó÷àå n = 2 åñëè íåàðõèìåäîâà àìåáà ñîëèäíà, òî, êàê
ãðàô, îíà íå èìååò öèêëîâ.
Ïóñòü f(z) =
∑
α∈A
cαz
α, z = (z1, . . . , zn) ∈ Cn  ïîëèíîì, âñå êî-
ýôôèöèåíòû êîòîðîãî èìåþò ðàöèîíàëüíûå ìîäóëè, ò.å. âñå |cα| ∈ Q.
Îïðåäåëèì ïîëèíîì F ñëåäóþùèì îáðàçîì:
F =
∑
α∈A
cα(t)ξα,
ãäå cα(t) òàêîâû, ÷òî |cα(t)| = e−|cα|. Â óêàçàííûõ ïðåäïîëîæåíèßõ
ñïðàâåäëèâà
Òåîðåìà 4. Åñëè êëàññè÷åñêàß àìåáà Af ñîëèäíà, òî è íåàðõèìåäîâà
àìåáà A(V ) ñîëèäíà.
Â äîêàçàòåëüñòâå òåîðåìû èñïîëüçóþòñß ïîíßòèß õðåáòà àìåáû è
òðîïè÷åñêîãî ìíîãîîáðàçèß, îïðåäåëßåìîãî ïðè ïîìîùè òðîïèêàëèçà-
öèè ïîëèíîìà F .
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Îáîáùåíèå óëüòðàâòîðè÷íîãî êâàíòîâàíèß äëß
ôåðìèîíîâ ïðè íåíóëåâîé òåìïåðàòóðå1
Ã.Â. Êîâàëü è Â.Ï. Ìàñëîâ
Â ðàáîòàõ Â.Ï. Ìàñëîâà ðàçâèò ìåòîä óëüòðàâòîðè÷íîãî êâàíòî-
âàíèß è êîíöåïöèß èñòèííîãî ñèìâîëà [1, 2, 3]. Ýòîò ìåòîä ïîçâî-
ëßåò íàõîäèòü àñèìïòîòè÷åñêèå ñåðèè ñèñòåì áîëüøîãî ÷èñëà ÷àñòèö
ïðè íóëåâîé òåìïåðàòóðå. Â ÷àñòíîñòè, íåêîòîðûå ñåðèè îïðåäåëßþò-
ñß ïåðèîäè÷åñêèìè ðåøåíèßìè ñèñòåìû óðàâíåíèé Ãàìèëüòîíà, ñîîò-
âåòñòâóþùåé èñòèííîìó ñèìâîëó [2, 3] ðàññìàòðèâàåìîé ôèçè÷åñêîé
ñèñòåìû. Â äàííîé ðàáîòå íàéäåíî ñîîòâåòñòâèå ìåæäó óðàâíåíèß-
ìè ìåòîäà óëüòðàâòîðè÷íîãî êâàíòîâàíèß ïî ïàðàì äëß ôåðìèîíîâ
è óðàâíåíèßìè âàðèàöèîííîãî ìåòîäà Áîãîëþáîâà. Òàê êàê âàðèàöè-
îííûé ìåòîä Áîãîëþáîâà ïðèìåíèì äëß ñëó÷àß íåíóëåâîé òåìïåðàòó-
ðû, èç ïðèíöèïà ñîîòâåòñòâèß ïîëó÷åíî îáîáùåíèå óðàâíåíèé ìåòîäà
óëüòðàâòîðè÷íîãî êâàíòîâàíèß ôåðìèîíîâ íà òåìïåðàòóðíûé ñëó÷àé.
Â ñòàòüå [3] ïîêàçàíî, ÷òî àñèìïòîòèêà ñåðèé ñîáñòâåííûõ çíà-
÷åíèé ñèñòåìû N òîæäåñòâåííûõ ôåðìèîíîâ â ïðåäåëå ïðè N → ∞
îïðåäåëßåòñß ðåøåíèßìè ñëåäóþùåé ñèñòåìû óðàâíåíèé
ΩΦ(x, y) =
(
− ~
2
2m
(∆x + ∆y) + U(x) + U(y) + V (x, y)
)
Φ(x, y)+
+ 2
∫∫
dzdw (V (x, y) + V (z, w)) Φ+(z, w)Φ(x, z)Φ(w, y),
ΩΦ+(x, y) =
(
− ~
2
2m
(∆x + ∆y) + U(x) + U(y) + V (x, y)
)
Φ+(x, y)+
+ 2
∫∫
dzdw (V (x, z) + V (y, w)) Φ+(x, z)Φ+(w, y)Φ(z, w),
(1)
ãäå x, y ∈M  êîîðäèíàòû ÷àñòèö, ïðîñòðàíñòâîM îïðåäåëßåòñß çà-
äà÷åé, íàïðèìåð, ýòî ìîæåò áûòü R3, èëè òðåõìåðíûé òîð, ∆x, ∆y 
îïåðàòîðû Ëàïëàñà, äåéñòâóþùèé ïî ñîîòâåòñòâóþùåé ïåðåìåííîé x
èëè y, U(x)  ïîòåíöèàë âíåøíåãî ïîëß, V (x, y)  ïîòåíöèàë âçàè-
ìîäåéñòâèß, ñèììåòðè÷íûé îòíîñèòåëüíî ïåðåñòàíîâêè ïåðåìåííûõ x
è y, m  ìàññà ÷àñòèö, ~  ïîñòîßííàß Ïëàíêà, Ω  äåéñòâèòåëüíîå
1Ðàáîòà âûïîëíåíà ïðè ïîääåðæêå ãðàíòîâ ÐÔÔÈ 05-01-00824 è 05-01-02807-
ÍÖÍÈË_à.
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÷èñëî. Ôóíêöèè Φ(x, y),Φ+(x, y) ∈ L2(M)  àíòèñèììåòðè÷íû îòíî-
ñèòåëüíî ïåðåñòàíîâîê ïåðåìåííûõ x è y è óäîâëåòâîðßþò óñëîâèþ
(2)
∫∫
dxdy Φ+(x, y)Φ(x, y) =
N
2
.
Óðàâíåíèß (1) ïîëó÷àþòñß ïðè óëüòðàâòîðè÷íîì êâàíòîâàíèè ïî
ïàðàì. Â òàêîì êâàíòîâàíèè ðàññìàòðèâàåìîé ñèñòåìå ôåðìèîíîâ îò-
âå÷àåò èñòèííûé ñèìâîë âèäà
A[Φ+,Φ] =∫ ∫
dxdyΦ+(x, y)
(
− ~
2
2m
(∆x + ∆y) + U(x) + U(y) + V (x, y)
)
Φ(x, y)+
+ 2
∫ ∫
dxdydzdwV (x, y)Φ+(x, y)Φ+(z, w)Φ(x, z)Φ(w, y),
(3)
êîòîðûé ßâëßåòñß ôóíêöèîíàëîì îò äâóõ àíòèñèììåòðè÷íûõ ôóíêöèé
Φ+(x, y) è Φ(x, y) èç L2(M2). Ýòîìó ñèìâîëó ñîîòâåòñòâóåò ñèñòåìà
óðàâíåíèé Ãàìèëüòîíà
(4) i
∂Φ
∂t
(x, y, t) =
δA
δΦ+(x, y, t)
, −i∂Φ
+
∂t
(x, y, t) =
δA
δΦ(x, y, t)
,
ãäå â ïðàâîé ÷àñòè óðàâíåíèé ñòîèò âàðèàöèîííàß ïðîèçâîäíàß ôóíê-
öèîíàëà (3). Ñèñòåìà óðàâíåíèé (4) èìååò èíòåãðàë äâèæåíèß, âèä
êîòîðîãî ñîâïàäàåò ñ âûðàæåíèåì â ëåâîé ÷àñòè ðàâåíñòâà (2). Óðàâ-
íåíèß (1) ïîëó÷àþòñß èç (4) â ÷àñòíîì ñëó÷àå, êîãäà
(5) Φ(x, y, t) = Φ(x, y)e−iΩt, Φ+(x, y, t) = Φ+(x, y)eiΩt.
Çàïèøåì (1) â äðóãîì âèäå. Ââåäåì ôóíêöèè G(x, y), R(x, y) è
R˜(x, y)
R˜(x, y) = Φ+(x, y), G(x, y) = 2
∫
dz Φ+(x, z)Φ(y, z),
R(x, y) = 2
(
Φ(x, y)−
∫
dz Φ(x, z)G(z, y)
)
.
(6)
Â ñèëó àíòèñèììåòðèè ôóíêöèé Φ+(x, y), Φ(x, y) äëß ôóíêöèé (6) âû-
ïîëíßþòñß ðàâåíñòâà
R(x, y) = −R(y, x), R˜(x, y) = −R˜(y, x),(7)
G(x, y) =
∫
dz G(x, z)G(z, y) +
∫
dz R˜(z, x)R(z, y).(8)
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Èç (2) ñëåäóåò
(9)
∫
dx G(x, x) = N.
Ïðåäëîæåíèå 1. Ôóíêöèè G(x, y), R˜(x, y), R(x, y) óäîâëåòâîðßþò
ñèñòåìå óðàâíåíèé
(
− ~
2
2m
(∆x −∆y) + U(x)− U(y)
)
G(x, y)−
−
∫
dz (V (x, z)− V (y, z)) R˜(x, z)R(z, y) = 0,
(
− ~
2
2m
(∆x + ∆y) + U(x) + U(y) + V (x, y)
)
R(x, y)−
−
∫
dz (V (x, z)G(z, y)R(x, z) + V (y, z)G(z, x)R(z, y)) = ΩR(x, y),
(
− ~
2
2m
(∆x + ∆y) + U(x) + U(y) + V (x, y)
)
R˜(x, y)−
−
∫
dz
(
V (x, z)G(y, z)R˜(x, z) + V (y, z)G(x, z)R˜(z, y)
)
= ΩR˜(x, y).
(10)
Äåéñòâèòåëüíî, íåïîñðåäñòâåííîé ïðîâåðêîé óäîñòîâåðßåòñß, ÷òî
ôóíêöèè (6) óäîâëåòâîðßþò óðàâíåíèßì (10), åñëè ôóíêöèè Φ+(x, y),
Φ(x, y) óäîâëåòâîðßþò (1).
×òîáû îáîáùèòü óðàâíåíèß (1) íà ñëó÷àé íåíóëåâîé òåìïåðàòóðû,
ïðèìåíèì ïðèíöèï ñîîòâåòñòâèß ìåæäó ýòèìè óðàâíåíèßìè è óðàâ-
íåíèßìè âàðèàöèîííîãî ïðèíöèïà Áîãîëþáîâà ïðè íåíóëåâîé òåìïå-
ðàòóðå. Òî åñòü èñõîäß èç òåìïåðàòóðíûõ óðàâíåíèé âàðèàöèîííîãî
ïðèíöèïà Áîãîëþáîâà, ïî ïðèíöèïó ñîîòâåòñòâèß íàéäåì îáîáùåíèå
óðàâíåíèé (1) íà òåìïåðàòóðíûé ñëó÷àé.
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Ðàññìîòðèì óðàâíåíèß âàðèàöèîííîãî ìåòîäà Áîãîëþáîâà. Ïðè
òåìïåðàòóðå θ ≥ 0 äëß ðàññìàòðèâàåìîé ñèñòåìû ôåðìèîíîâ èç âà-
ðèàöèîííîãî ìåòîäà Áîãîëþáîâà [4] ïîëó÷àþòñß óðàâíåíèß
λαuα(x) =
(
− ~
2
2m
∆ + U(x)− µ
)
uα(x) +
∫
dy V (x, y)RB(x, y)v∗α(y)+
+
∫
dy V (x, y) (GB(y, y)uα(x)−GB(y, x)uα(y)) ,
−λαvα(x) =
(
− ~
2
2m
∆ + U(x)− µ
)
vα(x) +
∫
dy V (x, y)RB(x, y)u∗α(y)+
+
∫
dy V (x, y) (GB(y, y)vα(x)−GB(y, x)vα(y)) ,
(11)
ãäå α = 1, 2, . . . , ôóíêöèè uα(x) è u∗α(x), à òàêæå vα(x) è v
∗
α(x), êîì-
ïëåêñíî ñîïðßæåíû äðóã äðóãó è óäîâëåòâîðßþò óñëîâèßì
∫
dx
(
u∗α(x)vβ(x) + vα(x)u
∗
β(x)
)
=
∫
dx
(
uα(x)v∗β(x) + v
∗
α(x)uβ(x)
)
= 0,∫
dx
(
u∗α(x)uβ(x) + vα(x)v
∗
β(x)
)
= δαβ , ∀α, β = 1, 2, . . . ,
(12)
ãäå δαβ  ñèìâîë Êðîíåêåðà. Êðîìå òîãî â óðàâíåíèßõ (12) ôóíêöèè
RB(x, y) è GB(x, y) èìåþò âèä
RB(x, y) =
∞∑
α=1
(
1
2
− nα
)
(vα(x)uα(y)− vα(y)uα(x)) ,
GB(x, y) =
∞∑
α=1
(v∗α(x)vα(y) (1− nα) + u∗α(x)uα(y)nα) ,
(13)
ãäå
(14) nα =
1
exp(λα/θ) + 1
,
à µ îïðåäåëßåòñß èç óñëîâèß, ÷òî ôóíêöèß GB(x, y) (13) óäîâëåòâîðßåò
ðàâåíñòâó
(15)
∫
dx GB(x, x) = N.
Ôóíêöèè (13) è êîìïëåêñíî ñîïðßæåííàß ê RB(x, y) ôóíêöèß
R∗B(x, y) ïðè ëþáîé òåìïåðàòóðå θ óäîâëåòâîðßþò ðàâåíñòâàì
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RB(x, y) = −RB(y, x), R∗B(x, y) = −R∗B(y, x),(16)
GB(x, y) = G∗B(y, x),(17)
à èç óðàâíåíèé (11) ñëåäóåò, ÷òî ýòè ôóíêöèè òàêæå óäîâëåòâîðßþò
ñèñòåìå óðàâíåíèé
(
− ~
2
2m
(∆x −∆y) + U(x)− U(y)
)
GB(x, y)+
+
∫
dz (V (x, z)− V (y, z))R∗B(x, z)RB(z, y)+
+
∫
dz (V (x, z)− V (y, z)) (GB(z, z)GB(x, y)−GB(x, z)GB(z, y)) = 0,(
− ~
2
2m
(∆x + ∆y) + U(x) + U(y) + V (x, y)
)
RB(x, y)−
−
∫
dz (V (x, z)GB(z, y)RB(x, z) + V (y, z)GB(z, x)RB(z, y)) +
+
∫
dzV (x, z) (GB(z, z)RB(x, y)−GB(z, x)RB(z, y)) +
+
∫
dzV (y, z) (GB(z, z)RB(x, y)−GB(z, y)RB(x, z)) = 2µRB(x, y),
(18)
ãäå äîïîëíèòåëüíîå óðàâíåíèå ïîëó÷àåòñß êîìïëåêñíûì ñîïðßæåíèåì
âòîðîãî óðàâíåíèß ôîðìóëû (18).
Åñëè θ = 0, òî èç (14) ñëåäóåò, ÷òî nα ïðèíèìàåò çíà÷åíèå 0 èëè
1 äëß âñåõ α = 1, 2, . . . . Òîãäà èç (12) ñëåäóåò, ÷òî ôóíêöèè (13) ïðè
íóëåâîé òåìïåðàòóðå óäîâëåòâîðßþò óñëîâèþ
(19) GB(x, y) =
∫
dz GB(x, z)GB(z, y) +
∫
dz R∗B(z, x)RB(z, y).
Ðàâåíñòâà (19), (16) è (15) ñîâïàäàþò ñîîòâåòñòâåííî ñ ðàâåíñòâà-
ìè (8), (7) è (9), åñëè ïî ïðèíöèïó ñîîòâåòñòâèß çàìåíèòü R∗B(x, y)
íà R˜(x, y), RB(x, y) íà R(x, y), GB(x, y) íà G(x, y). Óðàâíåíèß (18) ïðè
òàêîé çàìåíå íå ïåðåõîäßò â óðàâíåíèß (10), îäíàêî, åñëè 2µ â (18) çà-
ìåíèòü íà Ω, òî î÷åâèäíî ñîîòâåòñòâèå ìåæäó îäíîé ñèñòåìîé è äðó-
ãîé, ñîîòâåòñòâóþùèå äðóã äðóãó óðàâíåíèß îòëè÷àþòñß íåñêîëüêèìè
ñëàãàåìûìè â ëåâîé ÷àñòè. Êðîìå òîãî, äëß ÷àñòíîãî âèäà âçàèìîäåé-
ñòâèß, íàïðèìåð, òàêîãî êàê â ìîäåëè ÁÊØ [5], óðàâíåíèß (18) ïîñëå
çàìåíû ñîâïàäàþò ñ (10).
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Îòìåòèì, ÷òî ôóíêöèè GB(x, y), RB(x, y), R∗B(x, y) óäîâëåòâîðßþò
áîëüøåìó ÷èñëó óñëîâèé, ÷åì ôóíêöèè G(x, y), R(x, y), R˜(x, y). Ôóíê-
öèè Φ(x, y), Φ+(x, y), óäîâëåòâîðßþùèå óðàâíåíèßì (1), â îáùåì ñëó-
÷àå íå ßâëßþòñß êîìïëåêñíî ñîïðßæåííûìè äðóã äðóãó [2]. Ïîýòîìó
èç ôîðìóë (6) ñëåäóåò, ÷òî ôóíêöèß R˜(x, y) íå äîëæíà áûòü êîìïëåêñ-
íî ñîïðßæåííîé ê R(x, y), à ôóíêöèß G(x, y) íå äîëæíà óäîâëåòâîðßòü
óñëîâèþ (17).
Èç ñîîòâåòñòâèß ìåæäó ôóíêöèßìè (6) è (13), ïîëó÷èì, ÷òî òåì-
ïåðàòóðíûì àíàëîãîì ñèñòåìû óðàâíåíèé (1) ßâëßåòñß ñëåäóþùàß ñè-
ñòåìà óðàâíåíèé:
λαuα(x) =
(
− ~
2
2m
∆ + U(x)− µ
)
uα(x) +
∫
dyV (x, y)R(x, y)v˜α(y),
−λαvα(x) =
(
− ~
2
2m
∆ + U(x)− µ
)
vα(x) +
∫
dyV (x, y)R(x, y)u˜α(y),
λαu˜α(x) =
(
− ~
2
2m
∆ + U(x)− µ
)
u˜α(x) +
∫
dyV (x, y)R˜(x, y)vα(y),
−λαv˜α(x) =
(
− ~
2
2m
∆ + U(x)− µ
)
v˜α(x) +
∫
dyV (x, y)R˜(x, y)uα(y),
(20)
ãäå G(x, y), R(x, y) è R˜(x, y) âûðàæàþòñß ñëåäóþùèì îáðàçîì:
G(x, y) =
∞∑
α=1
(v˜α(x)vα(y) (1− nα) + u˜α(x)uα(y)nα) ,
R(x, y) =
∞∑
α=1
(
1
2
− nα
)
(vα(x)uα(y)− vα(y)uα(x)) ,
R˜(x, y) =
∞∑
α=1
(
1
2
− nα
)
(v˜α(x)u˜α(y)− v˜α(y)u˜α(x)) ,
(21)
nα âûðàæàåòñß ÷åðåç λα è θ ôîðìóëîé (14), à ôóíêöèè uα(x), vα(x),
u˜α(x), v˜α(x), α = 1, 2, . . . êðîìå óðàâíåíèé (20) åùå óäîâëåòâîðßþò
óñëîâèßì
∫
dx (u˜α(x)vβ(x) + vα(x)u˜β(x)) =
∫
dx (uα(x)v˜β(x) + v˜α(x)uβ(x)) = 0,∫
dx (u˜α(x)uβ(x) + vα(x)v˜β(x)) = δαβ , ∀α, β = 1, 2, . . . .
(22)
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Ïàðàìåòð µ â óðàâíåíèßõ (20) îïðåäåëßåòñß èç óñëîâèß, ÷òî ôóíêöèß
G(x, y) èç (21) óäîâëåòâîðßåò óñëîâèþ (9).
Ïðåäëîæåíèå 2. Åñëè ôóíêöèè uα(x), u˜α(x), vα(x), v˜α(x), α =
1, 2, . . . óäîâëåòâîðßþò ñèñòåìå óðàâíåíèé (20) è óñëîâèßì (22), òî
ôóíêöèè (21) ïðè ëþáîì θ ≥ 0 óäîâëåòâîðßþò ñèñòåìå óðàâíå-
íèé (10) ñ Ω = 2µ è óñëîâèßì (7,9), à ïðè θ = 0 åùå óäîâëåòâîðßþò
óñëîâèþ (8).
Â ñèëó óðàâíåíèé (20) è óñëîâèé (22) ýòî óòâåðæäåíèå äîêàçûâà-
åòñß ïðßìîé ïîäñòàíîâêîé ôóíêöèé (21) â ôîðìóëû (7-10).
Ìíîæåñòâî ðåøåíèé óðàâíåíèé (18) øèðå, ÷åì ìíîæåñòâî ôóíê-
öèé (13), âûðàæåííûõ ÷åðåç ðåøåíèß ñèñòåìû óðàâíåíèé (11). Â [2]
ïîêàçàíî, ÷òî ñèñòåìà óðàâíåíèé (18) ìîæåò áûòü çàïèñàíà â âèäå ïà-
ðû:
(23)
[
Â, L̂
]
= 0,
à ìíîæåñòâó ðåøåíèé òåìïåðàòóðíûõ óðàâíåíèé (11) ñîîòâåòñòâóåò
òàêîå ðåøåíèå óðàâíåíèß (23), äëß êîòîðîãî
(24) Â = fθ(L̂),
ãäå
(25) fθ(ξ) =
1
exp(ξ/θ) + 1
− 1
2
.
Äëß óðàâíåíèé (20) è (20) ñïðàâåäëèâî àíàëîãè÷íîå óòâåðæäåíèå. Ðàñ-
ñìîòðèì ìàòðèöû Â è L̂ âèäà
(26) Â =
(
Ĝ− 12 −
̂˜
R
R̂ 12 − Ĝt
)
, L̂ =
(
T̂ − ̂˜B
B̂ −T̂
)
,
ãäå Ĝ, R̂,
̂˜
R  îïåðàòîðû â ïðîñòðàíñòâå L2(M), çàäàâàåìûå èíòå-
ãðàëüíûìè ßäðàìè G(x, y), R(x, y), R˜(x, y) ñîîòâåòñòâåííî, Ĝt  îïå-
ðàòîð, çàäàâàåìûé â L2(M) ßäðîì Gt(x, y) = G(y, x), B̂ è ̂˜B  ßäðàìè
B(x, y) = V (x, y)R(x, y) è B˜(x, y) = V (x, y)R˜(x, y) ñîîòâåòñòâåííî, à
îïåðàòîð T̂  îïåðàòîð Ãàìèëüòîíà äëß îäíîé ÷àñòèöû, òî åñòü îïå-
ðàòîð âèäà
T̂ = − ~
2
2m
∆ + U(x).
Ïîäñòàíîâêà (26) â (23) ïðèâîäèò ê ÷åòûðåì óðàâíåíèßì, èç êî-
òîðûõ äâà ñîâïàäàþò, à òðè íåçàâèñèìûõ ïðèâîäßòñß ê âèäó (10). Ïî-
ýòîìó ñïðàâåäëèâî ñëåäóþùåå óòâåðæäåíèå.
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Ïðåäëîæåíèå 3. Ñèñòåìà óðàâíåíèé (4) ìîæåò áûòü çàïèñàíà â
âèäå (23), ãäå Â è L̂ èìåþò âèä (26), à 2µ = Ω.
Êðîìå òîãî, ðåøåíèßì ñèñòåìû óðàâíåíèé (10), âèäà (21), êîòî-
ðûå ïîëó÷åíû èç ðåøåíèé óðàâíåíèé (20,22), ñîîòâåòñòâóþò òàêèå Â è
L̂, ÷òî äëß íèõ ñïðàâåäëèâî ðàâåíñòâî (24). Ýòî ßâëßåòñß ñëåäñòâèåì
óðàâíåíèé (20,22).
Â çàêëþ÷åíèå îòìåòèì, ÷òî óðàâíåíèß (10) â òåìïåðàòóðíîì ñëó-
÷àå, ïîëó÷åííûå çäåñü èç ïðèíöèïà ñîîòâåòñòâèß, ìîãóò áûòü ñòðîãî
ïîëó÷åíû èç èñòèííîãî ñèìâîëà [2, 3] äëß óëüòðàâòîðè÷íî êâàíòîâàí-
íîãî óðàâíåíèß, îòâå÷àþùåãî ìàòðèöå ïëîòíîñòè [1].
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Êîíòàêòíàß êëàññèôèêàöèß óðàâíåíèé Ìîíæà-Àìïåðà
À.Ã. Êóøíåð
1. Ãåîìåòðè÷åñêèå ñòðóêòóðû, àññîöèèðîâàííûå ñ óðàâíåíè-
ßìè Ìîíæà-Àìïåðà
Êëàññ óðàâíåíèé Ìîíæà-Àìïåðà âûäåëßåòñß èç ìíîãîîáðàçèß óðàâíå-
íèé âòîðîãî ïîðßäêà òåì, ÷òî îí çàìêíóò îòíîñèòåëüíî êîíòàêòíûõ
ïðåîáðàçîâàíèé. Ýòî îáñòîßòåëüñòâî áûëî èçâåñòíî åùå Ñîôóñó Ëè,
èçó÷àâøåìó óðàâíåíèß Ìîíæà-Àìïåðà ìåòîäàìè ñîçäàííîé èì êîí-
òàêòíîé ãåîìåòðèè. Â 1870-õ è 1880-õ îí ïîñòàâèë ïðîáëåìû êëàññè-
ôèêàöèè óðàâíåíèé Ìîíæà-Àìïåðà îòíîñèòåëüíî (ïñåâäî)ãðóïïû êîí-
òàêòíûõ ïðåîáðàçîâàíèé, â ÷àñòíîñòè, î ïðèâåäåíèè óðàâíåíèé Ìîí-
æà-Àìïåðà ê êâàçèëèíåéíîé ôîðìå è íàèáîëåå ïðîñòîì êîîðäèíàòíîì
ïðåäñòàâëåíèè òàêèõ óðàâíåíèé [5].
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Â 1979 ã. â ðàáîòå [9] Â. Â. Ëû÷àãèí ïîêàçàë,÷òî óðàâíåíèß Ìîíæà-
Àìïåðà äîïóñêàþò ýôôåêòèâíîå îïèñàíèå â òåðìèíàõ äèôôåðåíöè-
àëüíûõ ôîðì íà ìíîãîîáðàçèè 1-äæåòîâ ãëàäêèõ ôóíêöèé. Îòïðàâíîé
òî÷êîé ßâëßåòñß ñëåäóþùåå íàáëþäåíèå.
Ïóñòü M  n-ìåðíîå ãëàäêîå ìíîãîîáðàçèå, J1M  ìíîãîîáðàçèå
1-äæåòîâ ãëàäêèõ ôóíêöèé íàM . Íà J1M åñòåñòâåííûì îáðàçîì îïðå-
äåëåíà êîíòàêòíàß ñòðóêòóðà  ðàñïðåäåëåíèå Êàðòàíà C, â êàíîíè÷å-
ñêèõ ëîêàëüíûõ êîîðäèíàòàõ Äàðáó (q, u, p) = (q1, . . . , qn, u, p1, . . . , pn)
çàäàâàåìîå äèôôåðåíöèàëüíîé 1-ôîðìîé Êàðòàíà U = du−pdq. Îãðà-
íè÷åíèå äèôôåðåíöèàëà ôîðìû Êàðòàíà íà ïîäïðîñòðàíñòâî Êàðòà-
íà íå âûðîæäåíî íà íåì è îïðåäåëßåò ñèìïëåêòè÷åñêóþ ñòðóêòóðó
Ωa = dU |C(a) ∈ Λ2 (C∗(a)).
Ñî âñßêîé äèôôåðåíöèàëüíîé n-ôîðìîé ω ∈ Ωn(J1M) ñâßæåì
íåëèíåéíûé äèôôåðåíöèàëüíûé îïåðàòîð ∆ω : C∞(M) → Ωn(M),
äåéñòâóþùèé íà ãëàäêóþ ôóíêöèþ v ñëåäóþùèì îáðàçîì:
(1.1) ∆ω(v) = j1(v)∗(ω).
Çäåñü j1(v) : M → J1M  1-äæåò ôóíêöèè v ∈ C∞(M).
Îïåðàòðû ∆ω íàçûâàþòñß îïåðàòîðàìèÌîíæà-Àìïåðà, à óðàâíå-
íèå Eω = {∆ω(v) = 0} ⊂ J2M  óðàâíåíèåì Ìîíæà-Àìïåðà. Ñëåäóþ-
ùåå îáñòîßòåëüñòâî îïðàâäûâàåò ýòè íàçâàíèß: áóäó÷è çàïèñàííûì â
ëîêàëüíûõ êàíîíè÷åñêèõ êîîðäèíàòàõ íà J1M , îïåðàòîð ∆ω èìååò òîò
æå ñàìûé òèï íåëèíåéíîñòè ïî ïðîèçâîäíûì âòîðîãî ïîðßäêà, ÷òî è
êëàññè÷åñêèå îïðåàòîðû Ìîíæà-Àìïåðà, à èìåííî, íåëèíåéíîñòè òèïà
îïðåäåëèòåëß ìàòðèöû Ãåññå è åå ìèíîðîâ. Ïðè n = 2 ìû ïîëó÷àåì
êëàññè÷åñêîå óðàâíåíèå Ìîíæà-Àìïåðà:
(1.2) Avxx + 2Bvxy + Cvyy +D(vxxvyy − v2xy) + E = 0,
ãäå A,B,C,D,E ôóíêöèè îò íåçàâèñèìûõ ïåðåìåííûõ x, y, ôóíêöèè
v = v(x, y) è åå ïåðâûõ ïðîèçâîäíûõ vx, vy.
Ïðåèìóùåñòâîì òàêîãî ïîäõîäà ïåðåä êëàññè÷åñêèì ßâëßåòñß ðå-
äóêöèß ïîðßäêà ïðîñòðàíñòâà äæåòîâ: ìû èñïîëüçóåì áîëåå ïðîñòîå
ïðîñòðàíñòâî 1-äæåòîâ J1M âìåñòî ïðîñòðàíñòâà 2-äæåòîâ J2M , â êî-
òîðîì, áóäó÷è óðàâíåíèßìè âòîðîãî ïîðßäêà, ad hoc äîëæíû ëåæàòü
óðàâíåíèß Ìîíæà-Àìïåðà.
Â ñëó÷àå, êîãäà êîýôôèöèåíòû óðàâíåíèß (1.2) íå çàâèñßò ßâíî îò
ôóíêöèè v ñèòóàöèß åùå áîëåå óïðîùàåòñß: â îïðåäåëåíèè îïåðàòîðà
(1.1) âìåñòî ïðîñòðàíñòâà 1-äæåòîâ ìîæíî ðàññìàòðèâàòü êîêàñàòåëü-
íîå ðàññëîåíèå T ∗M ìíîãîîáðàçèß M , à âìåñòî êîíòàêòíîé ãåîìåòðèè
 ñèìïëåêòè÷åñêóþ. Òàêèå óðàâíåíèß Ìîíæà-Àìïåðà áóäåì íàçûâàòü
ñèìïëåêòè÷åñêèìè.
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Çàìåòèì, ÷òî ñîîòâåòñòâèå ìåæäó äèôôåðåíöèàëüíûìè n-ôîðìà-
ìè íà J1M è îïåðàòîðàìè Ìîíæà-Àìïåðà íå ßâëßåòñß âçàèìíî-îäíî-
çíà÷íûì. Äèôôåðåíöèàëüíûå ôîðìû, àííóëèðóþùèìñß íà ëþáîì èí-
òåãðàëüíîì ìíîãîîáðàçèè ðàñïðåäåëåíèè Êàðòàíà, îáðàçóþò èäåàë C
âî âíåøíåé àëãåáðå Ω∗(J1M), êîòîðûé íàçûâàåòñß èäåàëîì Êàðòàíà.
Èì îòâå÷àåò íóëåâîé äèôôåðåíöèàëüíûé îïåðàòîð. Ýëåìåíòû ôàê-
òîð-àëãåáðû Ω∗(J1M)/C ïî ýòîìó èäåàëó íàçûâàþòñß ýôôåêòèâíûìè
ôîðìàìè.
Äàëåå ìû áóäåì ðàññìàòèðèâàòü ñëó÷àé êîãäà M  äâóìåðíîå
ãëàäêîå ìíîãîîáðàçèå. Â òåðìèíàõ ýôôåêòèâíûõ ôîðì ìîæíî îïðåäå-
ëèòü òèï óðàâíåíèß  ýëëèïòè÷åñêèé, ïàðàáîëè÷åñêèé, ãèïåðáîëè÷å-
ñêèé èëè ïåðåìåííûé. Ôóíêöèß Pf (ω) ∈ C∞ (J1M), îïðåäåëßåìàß ïî-
òî÷å÷íî ðàâåíñòâîì Pf(ωa)Ωa ∧Ωa = ωa ∧ωa, íàçûâàåòñß ïôàôôèàíîì
ôîðìû ω. Óðàâíåíèå Eω íàçûâàåòñß ãèïåðáîëè÷åñêèì, ïàðàáîëè÷åñêèì
èëè ýëëèïòè÷åñêèì â òî÷êå a ∈ J1M , åñëè ïôàôôèàí Pf(ω) îòðèöà-
òåëüíûé, íóëåâîé èëè ïîëîæèòåëüíûé â ýòîé òî÷êå. Åñëè ïôàôôèàí
íå ðàâåí íóëþ â òî÷êå, òî óðàâíåíèå íàçûâàåòñß íåâûðîæäåííûì. Î÷å-
âèäíûì îáðàçîì ïîíßòèå òèïà ðàñïðîñòðàíßåòñß íà îáëàñòü.
Â ñèëó íåâûðîæäåííîñòè ñèìïëåêòè÷åñêîé ñòðóêòóðû íà ïîäïðî-
ñòðàíñòâå Êàðòàíà C(a), ôîðìóëàXa cωa = AωaXac Ωa, îïðåäåëßåò íà
C(a) àññîöèèðîâàííûé ñ ýôôåêòèâíîé äèôôåðåíöèàëüíîé 2-ôîðìîé ω
ëèíåéíûé îïåðàòîð Aωa . Çäåñü Xa ∈ C(a). Ýòîò îïåðàòîð ñèììåòðè÷åí
îòíîñèòåëüíî ñèìïëåêòè÷åñêîé ñòðóêòóðû, à åãî êâàäðàò ñêàëßðåí è
A2ω + Pf(ω) = 0. Çàìåòèì, ÷òî îïåðàòîðû Aωa íå îáðàçóþò ïîëß ýíäî-
ìîðôèçìîâ íà J1M , èáî îíè îïðåäåëåíû òîëüêî íà ïîäïðîñòðàíñòâàõ
Êàðòàíà.
Åñëè â òî÷êå a ∈ J1M ïôàôôèàí ôîðìû ω íå îáðàùàåòñß â íóëü,
òî â íåêîòîðîé åå îêðåñòîñòè ýòîé òî÷êè ôîðìó ω ìîæíî íîðìèðî-
âàòü òàê ÷òîáû Pf(ω) = ±1. Â ýòîì ñëó÷àå íà ïîäïðîñòðàíñâå Êàðòàíà
îïðåäåëåíà ëèáî ñòðóêòóðà ïî÷òè ïðîèçâåäåíèß (äëß ãèïåðáîëè÷åñêèõ
óðàâíåíèé), ëèáî êîìïëåêñíàß ñòðóêòóðà (äëß ýëëèïòè÷åñêèõ óðàâíå-
íèé). Â ïåðâîì ñëó÷àå ìû ïîëó÷àåì äâà âåùåñòâåííûõ, à âî âòîðîì
 äâà êîìïëåêñíûõ 2-ìåðíûõ ðàñïðåäåëåíèß íà J1M , êîòîðûå áóäåì
íàçûâàòü õàðàêòåðèñòè÷åñêèìè è îáîçíà÷èòü ÷åðåç C+ è C−. Ýòè ðàñ-
ïðåäåëåíèß êîñîîðòîãîíàëüíû äðóã äðóãó è íà êàæäîé èç ïëîñêîñòåé
C±(a) 2-ôîðìà Ωa íå âûðîæäåíà.
Õàðàêòåðèñòè÷åñêèå ðàñïðåäåëåíèß ïîðîæäàþò åùå îäíî ðàñïðå-
äåëåíèå  âåùåñòâåííîå îäíîìåðíîå ðàñïðåäåëåíèå
l = [C+, C+]
⋂
[C−, C−],
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òðàíñâåðñàëüíîå ðàñïðåäåëåíèþ Êàðòàíà [6].
2. Íåâûðîæäåííûå óðàâíåíèß è èíâàðèàíòû Ëàïëàñà
Ïóñòü ω  íåâûðîæäåííàß íîðìèðîâàííàß ýôôåêòèâíàß äèôôåðåíöè-
àëüíàß 2-ôîðìà íà J1M . Â êàæäîé òî÷êå a ∈ J1M êîìïëåêñèôèêàöèß
êàñàòåëüíîãî ïðîñòðàíñòâà Ta(J1M) ðàñïàäàåòñß â ïðßìóþ ñóììó
(2.1) Ta(J1M)C = C+(a)⊕ l(a)⊕ C−(a).
Îáîçíà÷èì ðàñïðåäåëåíèß C+, l, C− ÷åðåç P1, P2 è P3 ñîîòâåòñòâåííî.
Ôîðìóëà (2.1) ïîðîæäàåò ðàçëîæåíèå â ïðßìóþ ñóììó êîìïëåêñà äå
Ðàìà ìíîãîîáðàçèß J1M , ÷òî ïîçâîëßåò íàéòè äèôôåðåíöèàëüíûå èí-
âàðèàíòû óðàâíåíèß [3].
Îïðåäåëèì òåíçîðíûå ïîëß qsj,k : D(J
1M)C×D(J1M)C → D(J1M)C
íà J1M :
(2.2) qsj,k(X,Y ) = −Ps [PjX,PkY ] .
Çäåñü Pj  ïðîåêòîð íà ðàñïðåäåëåíèå Pj , D(J1M)  ìîäóëü âåêòîð-
íûõ ïîëåé íà J1M .
Ìû ïîëó÷àåì âñåãî 4 íåòðèâèàëüíûõ òåíçîðíûõ ïîëß: q31,2, q
1
2,3,
q21,1, q
2
3,3. Îñòàëüíûå òåíçîðû (2.2) ðàâíû íóëþ. Îïðåäåëèì äâå äèô-
ôåðåíöèàëüíûå 2-ôîðìû êàê ñâåðòêè òåíçîðîâ:
ξ+ =
〈
q21,1, q
1
3,2
〉
, ξ− =
〈
q23,3, q
3
1,2
〉
.
Ýòè ôîðìû ìû áóäåì íàçûâàòü ôîðìàìè Ëàïëàñà, ïîñêîëüêó îíè ßâ-
ëßþòñß îáîáùåíèåì èíâàðèàíòîâ Ëàïëàñà äëß ñëó÷àß ëèíåéíûõ óðàâ-
íåíèé [2]. Çàìåòèì, ÷òî êëàññè÷åñêèå èíâàðèàíòû Ëàïëàñà îïðåäåëåíû
òîëüêî äëß ãèïåðáîëè÷åñêèõ óðàâíåíèé.
Ôîðìû Ëàïëàñà èãðàþò âàæíóþ ðîëü ïðè ðåøåíèè âîïðîñà î êîí-
òàêòíîé ëèíåàðèçàöèè óðàâíåíèé Ìîíæà-Àìïåðà. Òàê, íàïðèìåð, åñëè
îáå ôîðìû Ëàïëàñà íóëåâûå, òî óðàâíåíèå Ìîíæà-Àìïåðà ëîêàëüíî
êîíòàêòíî ýêâèâàëåíòíî ëèáî âîëíîâîìó óðàâíåíèþ vxx−vyy = 0, ëèáî
óðàâíåíèþ Ëàïëàñà vxx + vyy = 0 (ñì. òàêæå [10]).
Â òåðìèíàõ ôîðì Ëàïëàñà ôîðìóëèðóåòñß ðåøåíèå ïðîáëåìû ýê-
âèâàëåíòíîñòè óðàâíåíèé Ìîíæà-Àìïåðà ëèíåéíûì óðàâíåíèßì âèäà
avxx + 2bvxy + cvyy + rvx + svy + kv + w = 0,
ãäå a, b, c, r, s, k, w  ôóíêöèè òîëüêî îò íåçàâèñèìûõ ïåðåìåííûõ x, y
[4]. Â ÷àñòíîñòè, äëß òàêèõ óðàâíåíèé ôîðìû Ëàïëàñà çàìêíóòû. Íà-
ïðèìåð, äëß óðàâíåíèß Õàíòîðà-Ñàêñòîíà
vtx = vvxx + κu2x,
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âîçíèêàþùåãî â òåîðèè æèäêèõ êðèñòàëëîâ, ôîðìû Ëàïëàñà èìåþò
âèä:
ξ1 = −dq2 ∧ dp1, ξ2 = 2 (1− κ) dq2 ∧ dp1.
Ýòî óðàâíåíèå êîíòàêòíî ýêâèâàëåíòíî ëèíåéíîìó óðàâíåíèþ Ýéëåðà-
Ïóàññîíà [8]
vtx =
1
κ (t+ x)
vt +
2 (1− κ)
κ (t+ x)
vx − 2 (1− κ)
(κ (t+ x))2
u.
Åñëè âûïîëíßåòñß óñëîâèå ξ−∧ξ− = ξ+∧ξ+ = 0, òî ôîðìû Ëàïëàñà
ðàçëîæèìû: ξ± = η± ∧ ϑ∓ äëß íåêîòîðûõ äèôôåðåíöèàëüíûõ 1-ôîðì
η±, ϑ± ∈ Ω1(C±). Ðàññìîòðèì ñëåäóþùèå 1-ìåðíûå ïîäðàñïðåäåëåíèß
ðàñïðåäåëåíèß Êàðòàíà: Xη± = C± ∩ ker η± è Xϑ± = C± ∩ kerϑ±.
Äëß óðàâíåíèé îáùåãî ïîëîæåíèß ýòè ðàñïðåäåëåíèß ðàçëè÷íû.
Ýòî ïîçâîëßåò ïîñòðîèòü e-ñòðóêòóðó äëß òàêèõ óðàâíåíèé è íàéòè
ïîëíóþ ñèñòåìó èõ ñêàëßðíûõ äèôôåðåíöèàëüíûõ èíâàðèàíòîâ.
Çàìåòèì, ÷òî äëß óðàâíåíèé Ìîíæà-Àìïåðà, êîíòàêòíî ýêâèâà-
ëåíòíûõ óðàâíåíèþ, ëèíåéíîìó îòíîñèòåëüíî ïåðâûõ ïðîèçâîäíûõ (ò.å.
óðàâíåíèþ âèäà
avxx + 2bvxy + cvyy + rvx + svy + w = 0,
ãäå a, b, c, r, s, w  ôóíêöèè îò x, y, v), ïîñòîðåííûå 1-ìåðíûå ðàñïðå-
äåëåíèß ïîïàðíî ñîâïàäàþò: Xη+ = Xϑ+ è Xη− = Xϑ− .
Ïîäðîáíîå èçëîæåíèå ãåîìåòðèè óðàâíåíèé Ìîíæà-Àìïåðà (è íå
òîëüêî äâóìåðíûõ!) ìîæíî íàéòè â [4].
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Îá àìåáå äèñêðèìèíàíòà àëãåáðàè÷åñêîãî óðàâíåíèß
Å.Í. Ìèõàëêèí
Ðàññìîòðèì îáùåå àëãåáðàè÷åñêîå óðàâíåíèå n-îé ñòåïåíè
(1) zn + xn−1zn−1 + . . .+ x1z − 1 = 0.
Íàñ áóäåò èíòåðåñîâàòü äèñêðèìèíàíòíîå ìíîæåñòâî ∇ = {∆ = 0}
óðàâíåíèß (1) (çäåñü ∆  äèñêðèìèíàíò ýòîãî óðàâíåíèß). Çàïèøåì
∇, èñïîëüçóß ïàðàìåòðèçàöèþ Ïàññàðå-Öèõà [1]:
(2) xk(s) =
nsk
〈α, s〉
(
−〈α, s〉〈β, s〉
) k
n
, k = 1, . . . , n− 1; s ∈ CPn−2,
ãäå
(3) α = (n−1, . . . , 2, 1), β = (1, 2, . . . , n−1)
 öåëî÷èñëåííûå âåêòîðû, 〈 , 〉  çíàê ñêàëßðíîãî ïðîèçâåäåíèß.
Â ñëó÷àå, êîãäà óðàâíåíèå (1) ñîäåðæèò ëèøü îäèí ïàðàìåòð xi (â
ýòîì ñëó÷àå ðàññìàòðèâàåìîå óðàâíåíèå íàçûâàåòñß òðèíîìèàëüíûì),
äèñêðèìèíàíòíîå ìíîæåñòâî ∇ ïðåäñòàâëßåò ñîáîé íåêîòîðîå ïîäìíî-
æåñòâî òî÷åê êîìïëåêñíîé ïëîñêîñòè C (ñì. [1]). Íî åñëè óðàâíåíèå (1)
ñîäåðæèò äâà ïàðàìåòðà è áîëåå, òî äèñêðèìèíàíòíîå ìíîæåñòâî óäîá-
íî èññëåäîâàòü, èñïîëüçóß àìåáó äèñêðèìèíàíòà (îïðåäåëåíèå àìåáû
áûëî äàíî Ãåëüôàíäîì-Êàïðàíîâûì-Çåëåâèíñêèì [2]). Îòìåòèì, ÷òî
êîãäà èíòåðåñóþùåå íàñ óðàâíåíèå ñîäåðæèò ëèøü äâà ïàðàìåòðà xi,
òî àìåáà äèñêðèìèíàíòà A∇ ëåæèò â R2.
Â ñòàòüå [3] èç èíòåãðàëüíîé ôîðìóëû Ìåëëèíà [4] áûëî ïîëó÷åíî
èíòåãðàëüíîå ïðåäñòàâëåíèå äëß îäíîãî èç ðåøåíèé óðàâíåíèß (1) ñ
èíòåãðèðîâàíèåì ïî êîìïàêòó. Áûëà íàéäåíà è îáëàñòü ñõîäèìîñòè
ïîëó÷åííîãî èíòåãðàëà. À èìåííî, äîêàçàíà ñëåäóþùàß
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Òåîðåìà 1. Âåòâü àëãåáðàè÷åñêîé ôóíêöèè z0(x) ðåøåíèß óðàâíåíèß
(1) ñ óñëîâèåì z(0) = 1, äîïóñêàåò ïðåäñòàâëåíèå â âèäå èíòåãðàëà
z0(x) =
1 +
1
2piin
1∫
0
t
1−n
n (1− t)− 1+nn
[
e
pii
n ln
(
1−
n−1∑
k=1
e
k
npiixkt
k
n (1− t)n−kn
)
−
− e−piin ln
(
1−
n−1∑
k=1
e−
k
npiixkt
k
n (1− t)n−kn
)]
dt,
ãäå âåòâè ëîãàðèôìà îïðåäåëåíû â îáëàñòè ïðîñòðàíñòâà Cn−1 ïå-
ðåìåííîãî
x = (x1, . . . , xn−1), ïîëó÷åííîé óäàëåíèåì èç Cn−1 äâóõ ñåìåéñòâ êîì-
ïëåêñíûõ ãèïåðïëîñêîñòåé
Σ− =
⋃
t∈[0;1]
{ n−1∑
k=1
xkt
k
n (1− t)n−kn e− knpii = 1
}
,
Σ+ =
⋃
t∈[0;1]
{ n−1∑
k=1
xkt
k
n (1− t)n−kn e knpii = 1
}
,
è âûáèðàþòñß óñëîâèåì ln 1 = 0.
Ïîñòàâèì çàäà÷ó èññëåäîâàòü âçàèìíîå ðàñïîëîæåíèå äèñêðèìè-
íàíòíîãî ìíîæåñòâà ∇ óðàâíåíèß (1) è ñåìåéñòâà ãèïåðïëîñêîñòåé Σ+
(Σ−). Ðåøåíèå çàäà÷è áóäåò áîëåå íàãëßäíûì, åñëè ïåðåéòè ê ëîãà-
ðèôìè÷åñêîé øêàëå
Log : (x1, x2, . . . , xn−1) −→ (log|x1|, log|x2|, . . . , log|xn−1|).
Îáîçíà÷èì ÷åðåç
F±(x; t) =
n−1∑
k=0
xkt
k
n (1− t)n−kn e± knpii − 1
 ïàðó ôóíêöèé, ëèíåéíûõ îòíîñèòåëüíî x.
Èñïîëüçîâàâ ïàðàìåòðèçàöèþ (2) äèñêðèìèíàíòíîãî ìíîæåñòâà ∇
óðàâíåíèß (1), à òàêæå ïàðàìåòðèçàöèþ íóëåâîãî ìíîæåñòâà ôóíêöèé
F±(x; t)
xl(τ) =
τl
a±n−1τn−1 + . . .+ a
±
1 τ1
, τl ∈ C,
ïðè
a±l = t
l
n (1− t)n−ln e± lnpii, l = 1, . . . , n− 1,
ìîæíî ïîêàçàòü ñïðàâåäëèâîñòü ñëåäóþùåãî óòâåðæäåíèß.
106 A.V. Churkin, S.N. Sergeev
Òåîðåìà 2. Êîíòóð àìåáû äèñêðèìèíàíòà óðàâíåíèß (1) ïðè s ∈
R+n−1 ßâëßåòñß îãèáàþùåé äëß ñåìåéñòâà àìåá ãèïåðïëîñêîñòåé Σ±
ïðè arg τl = ∓ lnpi. Áîëåå òîãî, â ñëó÷àå n = 3 äëß óêàçàííîãî ñåìåé-
ñòâà ãèïåðïëîñêîñòåé ßâëßåòñß îãèáàþùåé êîíòóð àìåáû äèñêðèìè-
íàíòà óðàâíåíèß (1) è ïðè 〈α,s〉〈β,s〉 > 0. Çíà÷åíèß 〈α, s〉, 〈β, s〉 íàõîäßòñß
èç ðàâåíñòâ (3).
Â äîïîëíåíèå ê âûøåèçëîæåííîìó, â äîêëàäå áóäåò ïðèâåäåíà ãåî-
ìåòðè÷åñêàß èëëþñòðàöèß Òåîðåìû 2 äëß äèñêðèìèíàíòà
∆(x) = 27 + 4x31 − 4x32 + 18x1x2 − x21x22
êóáè÷åñêîãî óðàâíåíèß
(4) z3 + x2z2 + x1z − 1 = 0.
Â äîïîëíåíèå ê ýòîìó, äëß óðàâíåíèß (4), â ëîãàðèôìè÷åñêîé øêàëå
Log : (x1, x2) −→ (log|x1|, log|x2|)
áóäåò íàéäåíî óðàâíåíèå êðèâîé, êîòîðàß ñîîòâåòñòâóåò ïåðåñå÷åíèþ
äèñêðèìèíàíòíîãî ìíîæåñòâà ñ êîìïëåêñíûìè ïðßìûìè Σ±. Îòìåòèì
íåêîòîðûå åå ñâîéñòâà: ýòî ïåòëß, ïðîõîäßùàß âîêðóã êàñïèäàëüíîé
òî÷êè, ñèììåòðè÷íàß îòíîñèòåëüíî ïðßìîé
u = v, ãäå u = log|x1|, v = log|x2|.
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Ïðîãðàììà äëß äåìîíñòðàöèè óíèâåðñàëüíûõ
àëãîðèòìîâ ðåøåíèß äèñêðåòíîãî óðàâíåíèß Áåëëìàíà
â ðàçëè÷íûõ ïîëóêîëüöàõ1
Ñ.Í. Ñåðãååâ è À.Â. ×óðêèí
Íàçíà÷åíèå ïðîãðàììû.Ïðîãðàììà ïðåäíàçíà÷åíà äëß äåìîíñòðà-
öèè íåêîòîðûõ óíèâåðñàëüíûõ àëãîðèòìîâ îáðàùåíèß ìàòðèöû è ðå-
øåíèß óðàâíåíèß Áåëëìàíà â ðàçëè÷íûõ ïîëóêîëüöàõ. Â çàâèñèìîñòè
îò âûáîðà ïîëóêîëüöà, ïðîãðàììà ìîæåò ëèáî íàéòè îáðàòíóþ ìàòðè-
öó è ðåøèòü óðàâíåíèå Ax = B, ãäå A è B - ïîëüçîâàòåëüñêàß ìàòðè-
öà è âåêòîð-ñòîëáåö ñîîòâåòñòâåííî, ëèáî íàéòè ìàòðèöó A∗ è ðåøèòü
óðàâíåíèß Áåëëìàíà x = A
⊗
x
⊕
B Ïåðåä çàïóñêîì ïðîãðàììû ïîëü-
çîâàòåëü âûáèðàåò îäíî èç ïîëóêîëåö, òðåáóåìóþ çàäà÷ó è àëãîðèòì
ðàñ÷åòà. Çàòåì èñõîäíûå äàííûå çàíîñßòñß â ìàòðèöó (äëß íàãëßä-
íîñòè ìàêñèìàëüíûé ðàçìåð îãðàíè÷åí âåëè÷èíîé 10õ10). Ðåçóëüòàò
ðàñ÷åòà âûâîäèòñß ëèáî â âèäå ìàòðèöû, ëèáî â âèäå âåêòîðà ñòîëáöà,
â çàâèñèìîñòè îò ïîñòàâëåííîé çàäà÷è. Â ïðîöåññå ðàçðàáîòêè ïðî-
ãðàììû èñïîëüçîâàëñß îáúåêòíî - îðèåíòèðîâàííûé ïîäõîä, ïîçâîëß-
þùèé â ïîëíîé ìåðå èñïîëüçîâàòü óíèâåðñàëüíîñòü ïðåäëîæåííûõ àë-
ãîðèòìîâ, ïîäêëþ÷àß â êà÷åñòâå îáúåêòîâ ïîëóêîëüöà ñ îïðåäåëåííîé
àðèôìåòèêîé, àêòóàëüíîé äëß ðåøåíèß êîíêðåòíîé çàäà÷è.
Ïðèìåðû ïîëóêîëåö. Èñïîëüçîâàíèå èäåìïîòåíòíûõ îïåðàöèé
⊕
è
⊗
ïîçâîëßåò çàïèñàòü ðßä âàæíûõ àëãîðèòìîâ îáðàùåíèß ìàòðè-
öû â óíèâåðñàëüíîì âèäå. Âûáîð ïîëüçîâàòåëåì òðåáóåìîãî ïîëóêîëü-
öà îïðåäåëßåò òèï äàííûõ, ñ êîòîðûìè áóäåò ðàáîòàòü óíèâåðñàëü-
íûé âû÷èñëèòåëüíûé àëãîðèòì. Â ïðîãðàììå ðåàëèçîâàíà âîçìîæ-
íîñòü âûáîðà èç ñëåäóþùèõ ïîëóêîëåö:
1)
⊕
= ” + ” è
⊗
= ”× ” - îáû÷íàß àðèôìåòèêà.
2)
⊕
= ”max” è
⊗
= ” + ” - àðèôìåòèêà max-plus, â êîòîðîé îïå-
ðàöèß âçßòèß ìàêñèìóìà èñïîëüçóåòñß âìåñòî ñëîæåíèß, à ñëîæåíèå
- âìåñòî óìíîæåíèß. Òàêàß àðèôìåòèêà ÷àñòî èñïîëüçóåòñß â çàäà÷àõ
ìàêñèìèçàöèè, ñèñòåìàõ àâòîìàòè÷åñêîãî óïðàâëåíèß è äð.
3)
⊕
= ”min” è
⊗
= ” + ” - àðèôìåòèêà min-plus, â êîòîðîé
îïåðàöèß âçßòèß ìèíèìóìà èñïîëüçóåòñß âìåñòî ñëîæåíèß, à ñëîæåíèå
- âìåñòî óìíîæåíèß. Èñïîëüçóåòñß â çàäà÷àõ íàõîæäåíèß êðàò÷àéøåãî
ïóòè, çàäà÷àõ îïòèìèçàöèè.
1Ðàáîòà âûïîëíåíà ïðè ïîääåðæêå ãðàíòîâ ÐÔÔÈ 05-01-00824 è 05-01-02807-
ÍÖÍÈË_à.
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4)
⊕
= ”max” è
⊗
= ” × ” - àðèôìåòèêà, â êîòîðîé âìåñòî ñëî-
æåíèß èñïîëüçóåòñß îïåðàöèß âçßòèß ìàêñèìóìà.
5)
⊕
= ”max” è
⊗
= ”min” - àðèôìåòèêà max-min, â êîòîðîé
âìåñòî ñëîæåíèß èñïîëüçóåòñß îïåðàöèß âçßòèß ìàêñèìóìà, âìåñòî
óìíîæåíèß - îïåðàöèß âçßòèß ìèíèìóìà. Èñïîëüçóåòñß â çàäà÷àõ ìíî-
ãîêðèòåðèàëüíîé îïòèìèçàöèè.
6)
⊕
= ”or” è
⊗
= ”and” - ëîãè÷åñêàß àðèôìåòèêà íàä áóëåâñêè-
ìè ïåðåìåííûìè.
Êàæäîìó ïîëóêîëüöó â ïðîãðàììå ñîîòâåòñòâóåò ïîëüçîâàòåëü-
ñêèé òèï äàííûõ, îïðåäåëßåìûé îòäåëüíûì êëàññîì. Êðîìå îïèñàíèé
ïðàâèë ñëîæåíèß è óìíîæåíèß, âíóòðè êëàññà îïðåäåëßþòñß òàêæå
âèä íóëß, åäèíèöû è ïðàâèëî âçßòèß îïåðàöèè "*". Òàêîé ïîäõîä äà-
åò âîçìîæíîñòü äîïîëíßòü ïðîãðàììó íîâûìè òèïàìè ïîëóêîëåö, íå
ìåíßß ñòðóêòóðó îñíîâíîé ïðîãðàììû è íå âíîñß íèêàêèõ èçìåíåíèé
â òó åå ÷àñòü, êîòîðàß çàíèìàåòñß âû÷èñëèòåëüíûìè àëãîðèòìàìè.
Óíèâåðñàëüíûå àëãîðèòìû. Â ïîñëåäíåå âðåìß áîëüøîå êîëè÷å-
ñòâî ðàáîò (íàïðèìåð, [1]-[5]) ïîñâßùåíî ðàçðàáîòêå óíèâåðñàëüíûõ
âåðñèé àëãîðèòìîâ ëèíåéíîé àëãåáðû è ÷èñëåííîãî àíàëèçà. Ðàññìàò-
ðèâàåìàß ïðîãðàììà èñïîëüçóåò óíèâåðñàëüíûå âåðñèè ðßäà êëàññè-
÷åñêèõ àëãîðèòìîâ îáðàùåíèß ìàòðèö è ðåøåíèß ñèñòåì ëèíåéíûõ
óðàâíåíèé. Íà âûáîð ïîëüçîâàòåëþ ïðåäëàãàþòñß ðßä àëãîðèòìîâ, êàê
òî÷íûõ, òàê è ñ èñïîëüçîâàíèåì ìåòîäà ïîñëåäîâàòåëüíûõ ïðèáëèæå-
íèé:
1)Ìåòîä èñêëþ÷åíèß ïî ñõåìå Ãàóññà;
2)Ìåòîä îêàéìëåíèß;
3)Èòåðàöèîííûé ìåòîä ßêîáè;
4)Èòåðàöèîííûé ìåòîä Ãàóññà-Çåéäåëß;
5)Àëãîðèòìû äëß ìàòðèö ñïåöèàëüíîãî âèäà: ñèììåòðè÷íûõ, òðå-
óãîëüíûõ, òåïëèöåâûõ è äð., â òîì ÷èñëå ïðåäëîæåííûå â [4] è [5].
Â ñëó÷àå âûáîðà îáû÷íîé àðèôìåòèêè ýòè àëãîðèòìû âåäóò ñå-
áß êëàññè÷åñêèì îáðàçîì, îäíàêî äëß ñëó÷àß èäåìïîòåíòíîãî ïîëó-
êîëüöà îíè ïîçâîëßþò íàéòè ìàòðèöó A∗ èëè ðåøèòü ñîîòâåòñòâóþùåå
óðàâíåíèå Áåëëìàíà. Äëß ïîëóêîëåö max-plus èëè min-plus óðàâíåíèå
Áåëëìàíà ïðåäñòàâëßåò ñîáîé îñíîâíîå ôóíêöèîíàëüíîå óðàâíåíèå äè-
íàìè÷åñêîãî ïðîãðàììèðîâàíèß è âûðàæàåò ïðèíöèï îïòèìàëüíîñòè
Áåëëìàíà: óïðàâëåíèå íà êàæäîì øàãå äîëæíî áûòü îïòèìàëüíûì ñ
òî÷êè çðåíèß ïðîöåññà â öåëîì.
Âîçìîæíîñòè âèçóàëèçàöèè. Äëß íàãëßäíîãî ïðåäñòàâëåíèß èí-
ôîðìàöèè â ïðîãðàììå çàëîæåíà âîçìîæíîñòü âèçóàëèçàöèè èñõîä-
íîé ìàòðèöû â âèäå ãðàôà ñ ñîîòâåòñòâóþùèìè âåñàìè. Íà îòäåëüíîé
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âêëàäêå äèàëîãîâîãî îêíà ïðîãðàììû îòîáðàæàåòñß ââåäåííàß ïîëü-
çîâàòåëåì èíôîðìàöèß îá èñõîäíîé ìàòðèöå è ðåçóëüòàò ñîîòâåòñòâó-
þùåãî ðàñ÷åòà. Â òàêîì ðåæèìå ðàáîòû ïðîãðàììû, íàïðèìåð, çàäà÷à
î ðåøåíèè óðàâíåíèß Áåëëìàíà â ïîëóêîëüöå min-plus áóäåò îòîáðà-
æàòüñß êàê êðàò÷àéøèé ïóòü ìåæäó óçëàìè çàäàííîãî ïîëüçîâàòåëåì
ãðàôà.
Èñïîëüçîâàíèå ðàçëè÷íûõ àðèôìåòèê äëß êîíòðîëß òî÷íîñòè.
Ïðèìåíåíèå ïðè ðàçðàáîòêå ïðîãðàììû îáúåêòíî îðèåíòèðîâàííîãî
ïîäõîäà ïîçâîëßåò íå òîëüêî íåçàâèñèìî ìåíßòü ïîëóêîëüöà è àëãî-
ðèòìû âû÷èñëåíèß, íî è óïðàâëßòü áàçîâûì òèïîì ÷èñëîâûõ äàííûõ
äëß êîíòðîëß çà òî÷íîñòüþ âû÷èñëåíèé. Â ñëåäóþùåé âåðñèè ïðîãðàì-
ìû ïðåäïîëàãàåòñß ðåàëèçîâàòü ìåõàíèçì âûáîðà îäíîé èç ÷èñëîâûõ
àðèôìåòèê. Ñðåäè íèõ àðèôìåòèêà öåëûõ ÷èñåë, àðèôìåòèêà ÷èñåë
ñ ïëàâàþùåé òî÷êîé, äðîáíî-ðàöèîíàëüíàß àðèôìåòèêà ñ èñïîëüçîâà-
íèåì öåïíûõ äðîáåé, â òîì ÷èñëå ñ êîíòðîëèðóåìîé òî÷íîñòüþ. Ýòî
ïîçâîëèò ñðàâíèòü îøèáêó îêðóãëåíèß, íàêîïëåííóþ â õîäå ïðèìå-
íåíèß òîãî èëè èíîãî âû÷èñëèòåëüíîãî àëãîðèòìà ñ îøèáêîé ñàìîãî
ìåòîäà (äëß èòåðàöèîííûõ àëãîðèòìîâ), ÷òî ïîçâîëèò ñóäèòü îá èõ
èòîãîâîé ýôôåêòèâíîñòè.
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Êðèâûå â C2, àìåáû êîòîðûõ îïðåäåëßþò
ôóíäàìåíòàëüíóþ ãðóïïó äîïîëíåíèß
Ðîìàí Óëüâåðò
Â êëàññè÷åñêîé ðàáîòå âàí Êàìïåíà [1], ïðîäîëæàþùåé èññëåäî-
âàíèß ìíîãèõ ìàòåìàòèêîâ, íà÷èíàß îò Çàðèññêîãî, áûë ïðåäúßâëåí
ìåòîä âû÷èñëåíèß ôóíäàìåíòàëüíîé ãðóïïû äîïîëíåíèß ê ïëîñêîé
êîìïëåêñíîé êðèâîé. Ðåçóëüòàò âàí Êàìïåíà âïîñëåäñòâèè áûë ïåðå-
ôîðìóëèðîâàí Á. Ìîéøåçîíîì è Ì. Òàéõåð ñ èñïîëüçîâàíèåì ïîíßòèß
áðýéä-ìîíîäðîìèè, ðàññìîòðåííîì â [2].
Äàäèì êðàòêîå îïèñàíèå ãîìîìîðôèçìà áðýéä-ìîíîäðîìèè. Ïóñòü
àëãåáðàè÷åñêàß êðèâàß C çàäàíà ìíîæåñòâîì íóëåé ïîëèíîìà f(x, y) ∈
C[x, y]. Áóäåì ñìîòðåòü íà f êàê íà ïîëèíîì Âåéåðøòðàññà:
f = α0(y)xd + α1(y)xd−1 + · · ·+ αd(y).
Îáîçíà÷èì B := C\∆, ãäå ∆ = {y1, . . . , ys}  äèñêðèìèíàíò ïîëèíîìà
f . Îãðàíè÷åíèå ïðîåêöèè (x, y) 7→ y íà ìíîæåñòâî E := C × B \ C
îïðåäåëßåò ëîêàëüíî òðèâèàëüíîå ðàññëîåíèå p : E → B. Âû÷èñëåíèå
ôóíäàìåíòàëüíîé ãðóïïû pi1(C2 \ C) ñâîäèòñß ê âû÷èñëåíèþ ãðóïïû
pi1(E). Âûáåðåì (x0, y0) ∈ E è îáîçíà÷èì ÷åðåç F ñëîé íàä òî÷êîé y0.
Áàçà è ñëîé ðàññëîåíèß p ïðåäñòàâëßþò ñîáîé äîïîëíåíèß ê êîíå÷íûì
íàáîðàì òî÷åê â C, ïîýòîìó ãðóïïû pi1(B, y0) è pi1(F, x0) ßâëßþòñß
ñâîáîäíûìè ãðóïïàìè è òî÷íàß ïîñëåäîâàòåëüíîñòü ðàññëîåíèß
1 −→ pi1(F, x0) −→ pi1(E, (x0, y0)) −→ pi1(B, y0) −→ 1.
ðàñùåïëßåòñß, òàê ÷òî ãðóïïà pi1(E, (x0, y0)) åñòü ïîëóïðßìîå ïðîèçâå-
äåíèå ãðóïï pi1(B, y0) è pi1(F, x0). Äåéñòâèå ãðóïïû pi1(B, y0) íà pi1(F, x0)
ìîæåò áûòü îïèñàíî â òåðìèíàõ ãðóïï êîñ. Äëß ýòîãî ñëîé F îòîæäå-
ñòâèì ñ äèñêîìD2, èç êîòîðîãî âûáðîøåíî ìíîæåñòâîK = {x1, . . . , xd}
ðàçëè÷íûõ òî÷åê. Êàæäûé ýëåìåíò ãðóïïû pi1(B, y0) îïðåäåëßåò áèåê-
öèþ ìíîæåñòâà K, à ñëåäîâàòåëüíî è ýëåìåíò ãðóïïû Brd = Br(D,K)
êîñ èç d íèòåé. Òàêèì îáðàçîì îïðåäåëåí ãîìîìîðôèçì pi1(B, y0) →
Brd, íîñßùèé íàçâàíèå ãîìîìîðôèçìà áðýéä-ìîíîäðîìèè. Ýòîò ãîìî-
ìîðôèçì ïîçâîëßåò âûïèñàòü ñîîòíîøåíèß ìåæäó îáðàçóþùèìè ãðóï-
ïû pi1(E, (x0, y0)).
Ïåðåõîä ê ðàññìîòðåíèþ àìåáû AC êðèâîé C, òî åñòü îáðàçà êðè-
âîé ïîä äåéñòâèåì îòîáðàæåíèß ëîãàðèôìè÷åñêîé ïðîåêöèè (x, y) 7→
(ln |x|, ln |y|), ñòàâèò âîïðîñ î òîì, êàêèì îáðàçîì çíàíèå àìåáû ìî-
æåò ïîìî÷ü â âû÷èñëåíèè ôóíäàìåíòàëüíîé ãðóïïû pi1(C2 \ C). Îáî-
çíà÷èì ÷åðåç Eν ñâßçíóþ êîìïîíåíòó R2 \ AC ïîðßäêà ν = (νx, νy).
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Îïðåäåëåíèå è ñâîéñòâà ïîðßäêà ν ìîæíî íàéòè â ñòàòüå Ôîðñáåðãà-
Ïàññàðå-Öèõà [3]. Äëß íàñ ñóùåñòâåííî, ÷òî öåëûå ÷èñëà νx è νy âû-
ðàæàþò êîýôôèöèåíòû çàöåïëåíèß ïåòåëü Γνx = {x = eu+it, y = ev} è
Γνy = {x = eu, y = ev+it} ñ êðèâîé C, ïðè÷åì νx è νy íå çàâèñßò îò âû-
áîðà òî÷êè (u, v) ∈ Eν . Ïóñòü (x0, y0) = (eu, ev), ãäå (u, v) ∈ Eν . Òîãäà
êëàññû ïåòåëü [Γνx], [Γ
ν
y ] ∈ pi1(C2 \ C, (x0, y0)) êîììóòèðóþò. Âîçíèêà-
åò âîïðîñ, ìîæíî ëè îïèñàòü ôóíäàìåíòàëüíóþ ãðóïïó äîïîëíåíèß ê
ïëîñêîé êðèâîé C, èñïîëüçóß â êà÷åñòâå îáðàçóþùèõ òîëüêî êëàññû
ïåòåëü, ïîëó÷àþùèõñß èç ïåòåëü Γνx, Γ
ν
y , ãäå ν ïðîáåãàåò ïîðßäêè âñåõ
ñâßçíûõ êîìïîíåíò äîïîëíåíèß ê àìåáå êðèâîé?
×òîáû îòâåòèòü íà ýòîò âîïðîñ, ìû äîëæíû âåðíóòüñß ê îïèñà-
íèþ ãðóïïû pi1(C2 \ C) ñ èñïîëüçîâàíèåì áðýéä-ìîíîäðîìèè. Òàê êàê
ñòàðøàß ñòåïåíü, ñ êîòîðîé ïåðåìåííàß x âõîäèò â ïîëèíîì f , ðàâíà
d, òî íàéäåòñß õîòß áû îäíà ñâßçíàß êîìïîíåíòà Eeν èç R2 \ AC ïî-
ðßäêà ν˜ = (d, νy). Âûáåðåì (u, v) ∈ Eeν òàê, ÷òîáû v 6= ln |yi| äëß âñåõ
yi èç äèñêðèìèíàíòà ∆ ïîëèíîìà f . Òîãäà äëß âñåõ t ∈ [0, 2pi] äèñê
{ln |x| 6 u, y = ev+it} ñîäåðæèò ðîâíî d êîðíåé ïîëèíîìà f(x, ev+it).
Ñëåäîâàòåëüíî îïðåäåëåíà êîñà èç d íèòåé, êîòîðóþ ìîæíî ñîïîñòà-
âèòü ïåòëå Γeνy = {x = eu, y = ev+it}. Îòñþäà âèäíî, ÷òî ïåòëè Γνx, Γνy
åñòåñòâåííûì îáðàçîì ñâßçàíû ñ áðýéä-ìîíîäðîìèåé êðèâîé, òî åñòü
ìîãóò ïðåòåíäîâàòü íå òîëüêî íà ðîëü îáðàçóþùèõ ãðóïïû pi1(C2 \C),
íî è äàâàòü ñîîòíîøåíèß ìåæäó îáðàçóþùèìè.
Â êà÷åñòâå ïðîñòîãî ïðèìåðà êðèâîé, ôóíäàìåíòàëüíàß ãðóïïà
äîïîëíåíèß êîòîðîé îïðåäåëßåòñß àìåáîé, ðàññìîòðèì äèñêðèìèíàíò
∆[2, 3] êóáè÷åñêîãî óðàâíåíèß z3 +z2 +xz+y = 0. Îí çàäàåòñß ïîëèíî-
ìîì 27y2+4x3+4y−18xy−x2 è ïðåäñòàâëßåò ñîáîé êàñïèäàëüíóþ êðè-
âóþ ñ íåâûðîæäåííîé àìåáîé. Ôóíäàìåíòàëüíàß ãðóïïà pi1(C2\∆[2, 3])
îïèñûâàåòñß ñ ïîìîùüþ ïåòåëü Γ(3,0)x è Γ
(0,2)
y . Áðýéä-ìîíîäðîìèß äàåò
èçîìîðôèçì pi1(C2 \∆[2, 3]) ∼= Br3.
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