In this paper, we will look at substructure clustering of sequential 3d objects. A 
Introduction
In this paper, we will look at substructure clustering of sequential 3d objects. A sequential 3d object is a set of points located in a three dimensional space that are linked up to form a sequence. Given a set of sequential 3d objects, our aim is to find significantly large substructures which are present in many of the sequential 3d objects.
The problem of finding structural patterns in large data sets has received much attention in data mining community recently. Algorithms had been developed for discovering frequent structure patterns from various datasets including sequences, trees and graphs. There also work on similar structural queries which search for similar or inexact structures in the structural sequences of proteins and other biomolecules with the form of 3d (x,y,z) coordinates [7] . A method called geometric hashing for comparison of 3d geometric structures was proposed in [3] which argue that finding clusters of molecules satisfying a required property is more important than finding precise structural difference between pair of molecules.
The objective of our work is different from these existing methods in that we focus on finding all clusters of the substructures based on similarity in the sequential 3d object data set. Sequential 3d objects appear in many real applications and finding out all frequent substructures in the 3d object dataset is a common and meaningful problem. The following are two of such examples.
Identifying common substructures and drug de-
sign: Structure patterns can be used for characterizing families of proteins which are defined to be set of functional or structurally related proteins. The discovery of such patterns can help to understand the working of living organisms [1] . Some protein structure motifs cannot be detected by conducting amino acid sequence alignment, where the identity among their respective amino acid sequence are less than 25% but their 3d structures are quite similar [6] . Clustering substructures on the sequential linked « atoms help to explore motifs on remote homologous proteins. Figure  1 plots two protein structures which have similar fragments marked as Local Similar Substructure.
Find coherent movement of moving objects:
In these kind of applications, those objects which have coherent movement during a given time period would be found. This is useful for detecting militarily gathering, terriorist group movement etc..
In this paper, our purpose is to find all the groups or clusters which contain similar substructure occurrences in se-
Protein 1 Protein 2
Local Similar Substructure Figure 1 . Similar Protein Substructures quential 3d object data sets. There are two major challenges in finding these clusters in sequential 3d object datasets. First, unlike subspace clustering methods [8, 11, 4, 10] in which objects are compared based on values in the same dimension, the matching dimensions 1 between two 3d sequential objects are affected by both the translation and rotation of the objects and are thus not well defined. For example, in Figure 2 , È ¿ , É ¾ and Ê are similar substructures which are on different dimension groups. Existing subspace clustering techniques are unable to detect such matching dimensions automatically through the proper rotations and translations. Second, traditional similarity measurement for 3d object sequences like
intensive which will reduce the scalabitity of our algorithm. 1 Note that we are actually matching two sets of points in a three dimensional space. However, since we are still computing the difference between matching points just like we compute the difference for matching dimensions, the term "dimension/s" is used here to draw an analogy to subspace clustering Our contributions:
1. We first present a 3d objects distance measurement called Ò Ð Ä Ò Ø ×Ø Ò ´ Ð µ, for two 3d objects instead of using the traditional structural distance measurement, Ö Ñ × . Experiments shows that Ð is effective and the computational cost is much lower
2. Based on this new distance measurement, a general model × ÐÙ× Ö is designed for defining substructure clusters.
3. Furthermore, we develop a modified apriori algorithm for mining all maximal × ÐÙ×Ø Ös in a given sequential 3d object dataset without false positive and negative. The × ÐÙ×Ø Ö can be incrementally enlarged when new structures are added into the dataset.
The rest of this paper is organized as follows. In section 2, we briefly review the related work. In section 3, a new distance measure called Ð (Angle Length Distance) is defined, and the analogy between Ð and ÖÑ× is experimentally studied. Section 4 describes the × ÐÙ×Ø Ö model. Section 5 proposes the modified-apriori algorithm for finding all × ÐÙ×Ø Ö in sequential 3d object datasets. Performance studies is done in section 6. Section 7 concludes this paper and outlines some issues for future research.
Related Work
A platform [7] called AnMol is proposed for supporting similarity search over structural data of large biomolecules. It represents the structural information using one or more vectors. A new distance measurement based on the vectors, AnMol distance is given out to avoid complex ÖÑ× computation. Experiments show that AnMol distance is very different from Ö Ñ × . However, it reveals the similarity from the graph prospective.
J. Yang et al. [11] define AE-cluster as a cluster of points/objects that have coherent behaviors rather than points/objects that are physically close to each other. The main objective is to capture a set of objects exhibit strong coherence on the set of dimensions/attributes despite the fact that each object may bear a nonzero bias/offset.
The Ô ÐÙ×Ø Ö model [8] is proposed as a generalization of subspace clustering to capture not only the closeness of objects but also the similarity of patterns exhibited by the objects. They focused on the pattern similarity during clustering where most of the traditional value-similarity-based subspace clustering approaches are a special case in the proposed Ô ÐÙ×Ø Ö model. They designed a depth-first search algorithm to deterministically find all similar patterns. In this model, the value could be shifted on the same dimension groups. However the model and the algorithm will not discover patterns that appear in different dimensions.
Work in [12] aim to find sequential frequent patterns with noisy data. A compatibility matrix is introduced as a means to provide the connection from the observation to the underlying true value. The author uses a novel statistical sampling method and a border collapsing algorithm to discover long patterns in minimum number of scans of sequence databases with sufficiently high confidence. It mainly focus on finding the frequently occurring sequences but not sequential substructure patterns.
An algorithm [9] , CloseGraph, is developed for mining closed frequent graph patterns in large graph datasets. A frequent pattern is closed if there exists no proper superpattern with the same support in the dataset. By this means, it significantly reduces the search space. In addition, some new methods are invented to prune search space with small additional cost. Overall, CloseGraph is mean for finding frequent graph patterns, not 3d structures.
Accumulated Distance Measurement
Traditionally ÖÑ× is used to evaluate the similarity between two 3d structures. To find the optimal matching from one structure to the other, optimal vertexes alignments, rotations and translations should be identified before calculating the distance. In our case, the two 3d structures are sequential so that the alignment is determined by the order of the vertexes. The complexity for computing Ö Ñ × on two sequential structures is Ç´Òµ. We use the algorithm in [2] for implementing the Ö Ñ × calculation. To extend the substructure alignment, we have to recalculate the optimal rotation and transformation for computing the new ÖÑ× . This measurement could not be incrementally calculated. As such the computational complexity of solving the above problem based on Ö Ñ × 3.1 is Ç´Ò ¿ µ. In real life datasets like protein 3d-structure, the typical number of vertexes in each sequential structure can range from hundreds to thousands. Computing Ö Ñ × will lead to inefficient performance.
To go around this problem, we defined a class of distance measurement called ÙÑÙÐ Ø ×Ø Ò Å ×ÙÖ Ñ ÒØ as below:
For any two sequential 3d objects, Ë ½ Ò and È ½ Ò , if distance measurement satisfy the property
then we say is an Ñ.
For any Ñ, the distance between two structures is equal to the sum of the distances between their corresponding substructuress. Thus the distance could be incrementally computed. In the next section, we will propose an algorithm call 1 for solving Problem 3.1. For clustering 3d sequential objects, we define Ò Ð Ä Ò Ø ×Ø Ò ´ Ð µ as an Ñ for evaluating the similarity between 3d sequential structures. 
where denotes the angle between the edge ½ and the edge in Ë , and Ð denotes the length of the edge in Ë .
In Figure 3 , Ë ½ and Ë ¾ are two sequential structures. In Ë ½ , ½ ¾ is the angle between the first edge and the second edge, and Ð ½ ½ and Ð ½ ¾ are the lengths of the first edge and the second edge respectively. Similarly we have ¾ ¾ , Ð ¾ ½ and Ð ¾ ¾ . The Ð is the summary of the normalized angle difference and edge length difference. Both Figure 4 and 5 show that the trend of Ð curve is similar with that of ÖÑ× . Since we are looking for a distance measurement to determine whether two structures are similar, we believe that Ð is a sufficiently good replacement for ÖÑ× . In the later section, we will provide further evidence for this by showing some interesting clustering results.
The × ÐÙ×Ø Ö Model
We next define the × ÐÙ×Ø Ö model and provide a formal problem statement. Proof: According to definition of Ñ,
Definitions and Problem Statement
´Ë È µ= ´Ë ½ Ò È ½ Ò µ ´Ë ½ ½ È ½ ½ µ ´Ë · ½ Ò È · ½ Ò µ. Since ´Ë ½ Ò È ½ Ò µ , ´Ë ½ ½ È ½ ½ µ ¼ and ´Ë · ½ Ò È · ½ Ò µ ¼, thus we have ´Ë È µ . For example, if ´Ë ½ ¼ È ½ ¼ µ , then we know ´Ë ½¼ ¼ È ½¼ ¼ µ .
Definition 4.4 Maximum sCluster Let
be an Ñ and Ì be a dataset of Ò ×Ç Øs. 
There does not exist another
In Figure 6 ,
On the other hand, ËÙ is also an Ë Ë Ë of with offset of ¾ , i.e. Ë Ë Ë ¾ µ. 
Definition 4.6 Longest Synchronized Similar SubObject Pair (LSSSP)
is an × ÐÙ×Ø Ö with maximum distance threshold of .
Proof: According to Lemma 4.1, since the ×Ç Øs in
Øs of the ×Ç Øs in · È Ô Ô , we have 
Algorithm
In this section, we will look at our algorithm for finding × ÐÙ×Ø Ö. Our approach detects clusters which are made up of 3d sequential substructures whose pairwise distance is no more than user-specified . Our algorithm, a modified apriori mining process, can find all qualified × ÐÙ×Ø Ös without loss. Mining ÄËËËÈ from pairwise ×Ç Øs is the In Figure 9 , in the distance matrix represents the distance between the Ë and È . We convert it to distance summary matrix by summing up the distances by each diagonal. Assuming that the maximum distance threshold is 1.0, we see there are three ÄËËËÈ s, Having generate the initial ÄËËËÈ s, we can gradually generate all the × ÐÙ×Ø Ös with larger cardinality using a modified-apriori mining algorithm shown in Algorithm 2. The algorithm is essentially a level by level algorithm in which candidate × ÐÙ×Ø Ö containing · ½ ×Ç Ø× are generate at level · ½ using × ÐÙ×Ø Ö that are found in the level. Each of these candidates will then go through a verification process in Step 3.2 to test whether they are actually a × ÐÙ×Ø Ö. If this is so, they will be added to the list of × ÐÙ×Ø Ös found at level · ½ which will in turn generate candidate × ÐÙ×Ø Ös at the · ¾ level. We will illutrate the algorithm using an example.
In Figure 10 , we have a input of 5 ×Ç Øs, and our aim is to look for all maximum × ÐÙ×Ø Ö with maximum distance threshold 
According to Lemma 4.2, step 3 in Algorithm 2 will generate and put it into Ä´¿µ without loss. Similarly, we can deduct that all the longest × ÐÙ×Ø Ös with substructures will be in Ä´ µ without loss. In step 4, those longest × ÐÙ×Ø Ö which could be covered by bigger × ÐÙ×Ø Ö are marked as non-maximum × ÐÙ×Ø Ö. Thus, we know all the maximum × ÐÙ×Ø Ös are found without false positive and negative. Furthermore, if we retaing the clustering results Ë ½ Ä´ µ, we can incrementally create new × ÐÙ×Ø Ös when new sequential 3d objects are added.
Experiments
We implement the × ÐÙ×Ø Ö algorithm in C. All our experiments are done on a PC with a Pentium 4 1.6Ghz CPU, 256MB of SDRAM and a 7200rpm 20GB harddisk running Windows XP. Since there are no other algorithm that discover × ÐÙ×Ø Ö, we design an alternative algorithm based on Ö Ñ × , named Ö Ñ × -× ÐÙ×Ø Ö Ò . Because Ö Ñ × cannot be incrementally calculated, we adopt a step-by-step extension approach to explore the Ä Ë Ë Ë È . The extension will be proceeded when the current substructure pair is qualified but will terminated when the Ö Ñ × is larger than the given threshold. After computing Ä Ë Ë Ë È , the method for generating and refining candidates and clusters is similar with that in × ÐÙ×Ø Ö.
Synthetic data sets and a set of real protein structures are used in our experiments. In the synthetic data sets, the value of the coordinates are randomly generated and ranging from 0-100. 4 synthetic 500-×Ç Ø data sets are gen- On average, each protein has 227 « atoms (vertexes). We truncate the long protein in order to investigate performance on shorter structure data sets. 
Performance Analysis
We evaluate the response time of the × ÐÙ×Ø Ö algorithm as we increase the number of ×Ç Øs and average number of vertexes. Figure 12 and 13 presented the average response time of our algorithm on various synthetic datasets. We set the minimum distance threshold , minimum length Û ¾¼, and minimum cluster cardinality Ù ¾. tein dataset. Since the edge length between two neighboring « atoms varies slightly compared to that in the randomized data set, we invoke the clustering algorithm with a smaller minimum distance threshold as ½ , and keep minimum length Û as ¾¼ and minimum cardinality Ù at . The observation here is similar to that for the synthetic datasets: the response time grows quickly with the data set size and average ×Ç Ø length. The number of × ÐÙ×Ø Ös being output are given in Figure 16 and 17. The number of × ÐÙ×Ø Ö grows significantly with the average number of vertexes because the Ä Ë Ë Ë È s includes all the possible ËÙ Ç Ø pairs. We investigated the distance threshold using 200 protein structures, each of which having 200 « in average. In Figure 18 , we see the response time of minimum length Û ¾¼ increases significantly when ½ . This is because the growth of × ÐÙ×Ø Ös leads to a superlinear increasing of the time for generating and refining candidates. In Figure 19 , the growth of minimum length Û leads to a significant increase in response time especially when the maximum distance threshold is large. 
Ó Ú ÖØ Ü ×
Next, we studied the effect of the minimum length threshold by invoking the algorithm with minimum length Û ¾¼ and minimum cardinality Ù . Figure 20 showed that the response time decreases drastically with the minimum length because the number of Ä Ë Ë Ë È decreases significantly with the minimum length.
To illustrate the effectiveness of × ÐÙ×Ø Ö, we randomly select an × ÐÙ×Ø Ö from the above experiment results on shapes. This will be very interesting to biologists and drugdesigners.
Finally, we compare the × ÐÙ×Ø Ö algorithm with the ÖÑ× -× ÐÙ×Ø Ö Ò algorithm. Because the range of ÖÑ× value and the range of Ð value are different, we set maximum distance threshold for ÖÑ× such that it generates almost as many clusters as the × ÐÙ×Ø Ö algorithm. Due to the high computational complexity of the alternative algorithm which hardly produces results for large datasets in reasonably acceptable time, we use a small portion of the real protein data set for performance comparison. In the experiment for varying ×Ç Ø length, Figure 22 shows that × ÐÙ×Ø Ö outperforms the Ö Ñ × -× ÐÙ×Ø Ö Ò by a magnitude of 3. Likewise, when the number of ×Ç Øs is varied, Figure 23 also shows that × ÐÙ×Ø Ö is faster than ÖÑ× Clustering by a magnitude of 3.
Conclusions and Future Work
In this paper, we look at substructure clustering of of sequential 3d objects such as a set of consecutive « atoms in protein structures. Then we propose an × ÐÙ×Ø Ö model to support these applications. An effective and efficient distance measurement, Ð , is designed to evaluate the distance between sequential 3d objects. In addition, we devise a fast algorithm for discovering longest synchronized similar subobject pairs between two ×Ç Øs. Finally we develop a modified-apriori algorithm which efficiently find all maximum × ÐÙ×Ø Ö.
The applications of × ÐÙ×Ø Ö model ranges widely from bioinformatics, biopharmaceutical research and movingobject group detection. In the future, the × ÐÙ×Ø Ö could be improved to discover similar 3d objects rather than only sequential 3d structures. We can also extend the × ÐÙ×Ø Ö algorithm by producing centroid for each cluster, leveraging on the centroid for speeding up the clustering process, and visualizing the centroid for better interpretation.
