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ABSTRACT
We give an elementary proof of the analytic KAM theorem by reducing it to a Picard iteration
of a PDE with quadratic nonlinearity, the so called Polchinski renormalization group equation
studied in quantum field theory.
1 Introduction
An integrable Hamiltonian system is given in the action-angle coordinates (I, θ) ∈ Td × Rd by a
Hamiltonian H0(I) depending only on the actions. It generates the flow
I˙ = 0, θ˙ = ω(I) (1.1)
where ω = ∂IH0. The orbit θ(t) = ω(I(0))t is quasiperiodic and spans the torus I = I(0)
for almost all I(0) in a neighbourhood of a point I where the Hessian D2H0 is nondegenerate.
The KAM theorem constructs invariant tori in such a neighbourhood when H0 is perturbed by a
Hamiltonian λH1(I, θ) suitably small in the analytic ([1], [2]) or Ck [3] category. These solutions
are found by a Newton iteration that constructs coordinates where the flow takes the simple form
(1.1).
An alternative approach in the analytic case is a perturbation expansion of the solutions in powers
of λ. The resulting Lindstedt series which converges as a consequence of the KAM theorem [1]
was proven to do so by directly bounding the coefficients much later by Eliasson [4] who showed
the existence of huge cancellations in the terms in the series. Subsequently Eliasson’s work was
simplified and extended by Gallavotti [5, 6, 7], by Chierchia and Falcolini [8] and by Bonetto,
Gentile and Mastropitero [10]. In particular Gallavotti et. al. revealed the analogy of Lindstedt
series to perturbative expansions in quantum field theory (QFT) and used ideas, in particular the
renormalization group (RG), that they had developed for the latter to the former.
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These papers in turn were an inspiration to the study [11] which developed a new iterative
scheme, inspired by the RG. In this approach the small denominators that plague the Lindstedt
series are studied scale by scale by introducing renormalized problems for the unresolved scales. In
the iterative scheme the renormalized problems become simpler as the scale of the denominators is
reduced. This fact was shown to be a consequence of symmetries in the problem which fact provides
an explanation for the cancellations that Eliasson uncovered in his proof. The renormalization group
iteration was subsequently extended to PDE’s [12], to the homoclinic splitting problem [16] and also
to the case of a Ck perturbation [17] where the Lindstedt series is not convergent.
In this paper we return to the analytic KAM theorem and give a proof of it using a RG where
the scale is changed continously. The renormalized problems are given as solutions of a simple
evolution PDE with quadratic nonlinearity. This equation is well known in QFT where it goes under
the name Polchinski equation [13]. Although conceptually this proof is just an infinitesimal version
of the one given in [11] we feel it is worth writing down for two reasons.
First, the KAM theorem is reduced to a very simple Picard iteration with elementary estimates.
Secondly we wish to bring into attention the Polchinski equation in this context. It is well known
that as the size λ of the perturbation is increased the torus with a given frequency ω disappears. For
certain "scale invariant"ω (e.g. in d = 2 for ω = (1, γ) with γ a "noble" irrational) the solution at the
critical λ is believed to have "universal" scaling properties [14, 15]. Such universality presumably
would be related to fixed points of the RG equation (composed with a scaling). It would be very
interesting to see if the RG equation possesses such scaling solutions. The simplicity of the equation
means that this hope might not be entirely unrealistic.
2 The RG Equation
We will give the proof of KAM theorem in the special case where the perturbation H1 is a function
of the angles θ only. This case possesses all the difficulties of the general one (for the RG formalism
in the general case see [11]). Thus, given a real analytic function v : Td → R where T is the circle
R/2πZ, we look for quasiperiodic solutions to the equation
θ¨ = −λ∂v(θ) (2.1)
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where λ is a perturbation parameter. The solutions are constructed by by fixing a vector ω ∈ Rd
whose components are independent over the integers and looking for a function X : Td → Rd s.t.
θ(t) = ωt+X(ωt)
solves (2.1). This follows, if X solves the equation
− (ω · ∂)2X = U(X) (2.2)
where
U(θ,X) = λ∂v(θ +X(θ)). (2.3)
Note that if X solves (2.3) so does for all β ∈ Rd
Xβ(θ) = X(θ + β) + β. (2.4)
We work mostly in Fourier space using lower case letters for the Fourier transform
x(q) =
∫
Td
e−iqθX(θ)
for q ∈ Zd. Eq. (2.2) can be written as fixed point equation
x(q) = (ωq)−2u(q, x) q 6= 0, u(0, x) = 0 (2.5)
which is nontrivial since the multiplier (ωq)−2 is unbounded because the denominator can get arbi-
trary small.
For the RG we cut out small denominators ωq in (2.5) and study how the problem changes when
the cutoff is changed. Let χ : R+ → [0, 1] be a smooth monotone function with χ = 0 on [0, 1] and
χ = 1 on [2,∞) and let
η(t) = teαt
where α > 0 is chosen later. Define
γt(q) = χ(η(t)|ωq|)(ωq)
−2. (2.6)
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Thus γt has the small denominators |ωq| ≤ η(t)−1 cut off.
We will look for a solution to the cutoff problem
x(t) = γtu(x(t)) (2.7)
by studying a bit more general one. Suppose we can find a functional f(t, y) defined in a suitable
space of maps y : Td → Rd and satisfying
f(t, y) = y + γtu(f(t, y)). (2.8)
Then x(t) = f(t, 0). Define also
w(t, y) = u(f(t, y)). (2.9)
Then, differentiating (2.8) in t and y we have (1− γDu(f))f˙ = γ˙w and (1− γDu(f))Df = 1 i.e.
we should look for f as a solution to the differential equation
f˙(t, y) = Df(t, y)γ˙tw(t, y) , f(0, y) = y (2.10)
where the initial condition is due to γ0 = 0. For w we get from (2.9) w˙ = Du(f)f˙ = Du(f)Dfγ˙ w
i.e. we look for the solution to
w˙(t, y) = Dw(t, y)γ˙tw(t, y) , w(0, y) = u(y). (2.11)
Our strategy then is to solve the RG equations (2.10) and (2.11) in a suitable space and construct the
solution of (2.5) as the limit
x = lim
t→∞
f(t, 0). (2.12)
We need the usual Diophantine property: for some a, ν > 0 and all q 6= 0
|ωq| ≥ a|q|−ν . (2.13)
Then we prove
Theorem 1. Let v be real analytic. Then the equation (2.2) has a unique, up to translations (2.4),
real analytic solution analytic in λ in some neighbourhood of the origin.
4
3 Identities
The flow possesses two symmetries, exhibited in [11], that are crucial for the analysis. Before
defining them let us write (2.11) in the Fourier variables
w˙(t, q, y) =
∑
r∈Zd
Dw(t, q, r, y)γ˙t(ωr)w(t, r, y) (3.1)
where Dw(t, q, r, y) is a d× d matrix and setting κ = ωr
γ˙t = κ
−2 d
dt
χ(η(t)|κ|) (3.2)
w and f will be given by their Taylor series
w(t, q, y) =
∞∑
n=0
∑
p∈Zd×···×Zd
wn(t, q, p1, . . . , pn)(y(p1), . . . , y(pn)). (3.3)
The kernelswn are linear mapswn ∈ L((Rd)n,Rd), symmetric in p1, . . . pn; for f we have a similar
expansion. The equation (3.1) becomes then a set of equations for the kernels:
w˙n(t, q,p) =
n+1∑
k=1
∑
r∈Zd
kwk(t, q, r,p
′)wn+1−k(t, r,p
′′)γ˙t(ωr) ≡ vn(t, q,p) (3.4)
with p = (p′,p′′). Eq. (3.4) should be symmetrized in the p but we will keep this implicit in the
notation.
3.1 Zd action
To define this note first that at t = 0 we get from (2.3) after some calculation
un(q,p) =
λv(r)
n!
(ir)⊗
n+1
, r = q −
∑
pi (3.5)
where from now on we identify L((Rd)n,Rd) with (Rd)n+1. Hence, trivially,
un(q + p, p1 + p,p
′) = un(q, p1,p
′) (3.6)
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for p ∈ Zd. This symmetry will, for t > 0 take a peculiar form. Let
π(t, q, q′, y) = Dw(t, q, q′, y).
Then (3.6) can be paraphrased as τpπ(0, q, q′, y) ≡ π(0, q + p, q′ + p, y) = π(0, q, q′, y). On the
other hand, (3.1) yields
π˙(t, q, q′, y) =
∑
r
(Dπ(t, q, q′, r, y)w(t, r, y) + π(t, q, r, y)π(t, r, q′, y))γ˙t(ωr).
The translated function satisfies upon shifting r by p in the second term and denoting ωp = κ
τpπ˙(t, q, q
′, y) =
∑
r
Dτpπ(t, q, q
′, r, y)w(t, r, y)γ˙t(ωr)
+
∑
r
τpπ(t, q, r, y)τpπ(t, r, q
′, y)γ˙t(ωr + κ). (3.7)
Suppose now we can find a one parameter family of functions π(t, q, q′, y, κ), κ ∈ R solving eq.
(3.7) with τpπ replaced by π(·, κ). with initial condition π|t=0 = Du independently on κ. Unique-
ness of solutions will then yield
Dw(t, q + p, q′ + p, y) = π(t, q, q′, y, ωp) (3.8)
which will be used in the second symmetry. The equation (3.7) for π(·, κ) can be written in terms
of kernels wn(q, q′,p, κ), p ∈ (Rd)(n−1), symmetric p, which at n = 0 or κ = 0 coincide with
wn(q, q
′,p). For n > 0 eq. (3.4) is modified to
w˙n(t, q, q
′,p, κ) = vn(t, q, q
′,p, κ) (3.9)
with
vn(t, q, q
′,p, κ) =
∑
k+l=n+1
k
n
∑
r
[(k − 1)wk(t, q, q
′, r,p′, κ)wl(t, r,p
′′))γ˙t(ωr)
+lwk(t, q, r,p
′, κ)wl(t, r, q
′,p′′, κ))γ˙t(ωr + κ)] (3.10)
where again symmetrization in p is implicit. Eq. (3.9) obviously coincides with eq. (3.4) at κ = 0,
the two positions of q′ giving rise to symmetrization in (q′,p).
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The Zd action is then given by
wn(t, q + r, q
′ + r,p, κ) = wn(t, q, q
′,p, κ+ ωr) (3.11)
and given w satisfying (3.11) the vector field v in (3.10) satisfies it too. Eq (3.11) finds its use in
v1(t, q, q, 0) = v1(t, 0, 0, ω · q). (3.12)
3.2 T d-action
Consider now β ∈ Td and define the action W 7→ τβW where
τβW (Y )(θ) = W (Yβ)(θ − β) with Yβ(θ) = Y (θ + β) + β (3.13)
From (2.5) we have for t = 0 τβU = U . Moreover the vector field on the RHS of (2.11) is invariant
under τβ . Indeed, we have
(DτβW )(θ, θ
′, Y ) = DW (θ − β, θ′ − β, Yβ)
so the invariance follows from the fact that the kernel of the operator γ˙ in θ space Γ˙(θ−θ′) commutes
with translations. Thus we will look for solutions satisfying τβw = w. Infinitesimally ∂βτβw = 0
gives the so called Ward identity:
a · ∂θW (θ, Y ) =
∫
Td
DW (θ, θ′, Y )(a+ a · ∂θY (θ
′))dθ′ (3.14)
for any a ∈ Rd. In Fourier space this reads
ia · qw(q, y) =
∑
q′
Dw(q, q′, y)(aδq′0 + ia · q
′y(q′)) (3.15)
or, in terms of the kernels
ia · qwn(q,p) = (n+ 1)wn+1(q, 0,p)a+ i
∑
i
a · piwn(q,p) (3.16)
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The n = 0 relation will play a crucial role later:
iw0(q)⊗ q = w1(q, 0). (3.17)
Furthermore, using Eq. (2.11) together with (3.17) we get
w˙0(0) =
∑
r
w1(0, r)γ˙(r)w0(r) = −i
∑
r
r ⊗ w0(−r)γ˙(r)w0(r) = 0 (3.18)
since the summand is antisymmetric in r. Thus, since w0(0)|t=0 = u0(0) =
∫
λ∂θv(θ)dθ = 0, Eq.
(3.18) implies
w0(0) = 0. (3.19)
To see the consequences of eqs. (3.19) and (3.17) note that eq. (3.5) implies
u1(q, q
′, y) = u1(−q
′,−q, y)T . (3.20)
It is readily checked w˜m(q, q′,p, κ) ≡ wm(−q′,−q,p,−κ)T satisfies equation (3.9) as well. Then,
given uniqueness of solutions to eq. (3.9) we conclude
wn(q, q
′,p, κ) = wn(−q
′,−q,p,−κ)T . (3.21)
Consider in particular eq. (3.9) for n = 1 and q = q′ = 0. By (3.21) w2(t, 0, 0,p, κ) is even in κ.
Hence
w˙1(0, 0, κ) =
∑
r
w1(0, r, κ)w1(0,−r,−κ))
T γ˙t(ωr + κ) + even (3.22)
where (3.21) was used. Since γ˙t is even, we deduce that the RHS is even in κ and therefore
w1(0, 0, κ) is also even. We will show below that wn are C2 in κ. Hence
∂κw1(0, 0, 0) = 0. (3.23)
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4 Estimates
We describe now the functional space where (3.9) is solved. Consider first u given by (3.5). By
assumption, v is analytic in |ℑθi| ≤ 2b for some b > 0. Then eq. (3.5) implies
|un| ≤ C|λ|R
ne−b|r| (4.1)
for some R depending on b. Given q ∈ (Zd)n and κ ∈ R, let wn(q, κ) ∈ (Rd)⊗
n+1 be symmetric
under simultaneous exchanges of qi and qj and the corresponding Rd’s for i, j ≥ 3, for κ = 0 for
i, j ≥ 2 and satisfying (3.16),(3.19) and (3.21). Let
Λt = {q ∈ Z
d | η(t)|ω · q| ≤ 3} (4.2)
and, for β > 0,
βt =
1
2
(1 +
1
1 + t
)β (4.3)
Define
‖wn‖t = sup
p∈Λn
t
∑
q∈Λt
eβt|q−
P
pi||wn(q,p, ·)|t (4.4)
where | · |t is the following C2 norm:
|f |t = sup
η(t)|κ|≤1
2∑
i=0
η(t)−i|∂if(κ)| (4.5)
and | · | is the standard norm in (Rd)⊗n+1 .
Let w(t) = {wn(t)}n∈N and define
‖w‖ = sup
t≥0
(
e2t‖w0(t)‖t + η(t)
2‖w1(t)‖t + sup
n>1
n2ρne(
3
2
−n)t‖wn(t)‖t
)
. (4.6)
We have then
Proposition 1. The equation (2.11) has a unique solution analytic in λ in some ball around zero
and satisfying
‖w‖ ≤ C(v)|λ| (4.7)
where the constant C depends on v.
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Proof. We write (3.9) as a fixed point equation
w(t) = u+
∫ t
0
v(s)ds ≡ u+Φ(t, w) (4.8)
where vn is given by (3.4) for n = 0 and by (3.10) for n > 0.
We start by showing
‖u‖ ≤ Cλ. (4.9)
We use the bound (4.1) and take β < b to get
‖un‖0 ≤ CR
n|λ|. (4.10)
For n = 0 we have ∑
q∈Λt
|u0(q)|e
βt|q| ≤ sup
06=q∈Λt
e−(β−βt)|q|‖u0‖0 (4.11)
where q 6= 0 since by (3.5) u0(0) = 0. By the Diophantine condition eq. (2.13) |ω · q|η(t) < 3
implies |q| ≥
(
a
3η(t)
) 1
ν
. Since β − βt = 12β
t
1+t the sup is superexponential in t, hence
‖u0‖t ≤ C|λ|e
−2t. (4.12)
For n = 1, we get from (3.17) u1(q, q) = 0, so
∑
q∈Λt
|u1(q, p)|e
βt|q−p| ≤ sup
q,p∈Λt
q 6=p
e−(β−βt)|q−p|‖u1‖0 (4.13)
and since η(t)|ω · (q − p)| ≤ 6 we get as in (4.12)
‖u1‖t ≤ CR|λ|η(t)
−2. (4.14)
Finally for un, n > 1 we just use βt ≤ β0 to conclude
∑
q∈Zd
|un(q,p)|e
βt|q−p| ≤ ‖un‖0 ≤ CR
ne(n−
3
2
)t|λ| ≤ Cn−2ρ−ne(n−
3
2
)t|λ| (4.15)
provided we take ρR < 1. Then Eq. (4.9) follows from (4.12), (4.14), (4.14) and (4.6).
Thus it suffices to prove that Φ is a contraction from the ball Bu(R|λ|) to B0(R|λ|) for a suitable
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R. We shall treat separately Φn for n = 0, n = 1 and n ≥ 2.
n = 0. From (3.4) we have
v0(s, q) =
∑
r∈Λs
w1(s, q, r)w0(s, r)γ˙s(ωr) (4.16)
where we may restrict r ∈ Λs since by (3.2) γ˙s(x) is supported in η(s)|x| ∈ [1, 2]. Using eβt|q| ≤
eβt|q−r|+βt|r| and βt ≤ βs together with the obvious
| · |t ≤ | · |s, |AB|s ≤ c|A|s|B|s (4.17)
we get
∑
q∈Λt
eβt|q||Φ0(t, q)|t ≤ C
∑
q∈Λt
∫ t
0
∑
r∈Λs
eβs|q−r||w1(s, q, r)|se
βs|r||w0(s, r)|s|γ˙s|se
−(βs−βt)|q|ds.
(4.18)
From (3.2) we infer
|γ˙s|s ≤ Cη(s)
2 (4.19)
so
‖Φ0(t)‖t ≤ C‖w‖
2
∫ t
0
e−2s inf
06=q∈Λt
e−(βs−βt)|q|ds. (4.20)
Since βs − βt ≥ 12β(1 + t)−2(t− s) the Diophantine property implies
e−(βs−βt)|q| ≤ Ce−(t−s)a(t) (4.21)
where a(t)→∞ as t→∞. Hence
‖Φ0(t)‖t ≤ Ce
−2t‖w‖2. (4.22)
n = 1. Write v1 = va + vb with
va(s, q, q
′, κ) =
∑
r∈Λs
w1(s, q, r)w1(s, r, q
′)γ˙s(ωr + κ) (4.23)
vb(s, q, q
′, κ) =
∑
r∈Λs
w2(s, q, r, q
′, κ)w0(s, r)γ˙s(ωr) (4.24)
and Φ1 similarily. We could restrict r ∈ Λs also in (4.23) since η(t)|κ| ≤ 1 and so η(s)|ωr| ≤
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2 + η(s)|κ| ≤ 3 because η(t) is increasing in t.
We consider first the case q 6= q′ and proceed as in the n = 0 case. For va we insert
eβt|q−q
′| ≤ eβs[|q−r|+|r−q
′|]e−(βs−βt)|q−q
′|
and use (4.21), (4.6),(4.17) and (4.19) to get
∑
q 6=q′
|eβt|q−q
′|Φa(t, q, q
′)|t ≤ C‖w‖
2
∫ t
0
η(s)−2e−(t−s)a(t)ds ≤ Cη(t)−2‖w‖2 (4.25)
Similarily, for Φb we use
eβt|q−q
′| ≤ Ceβs(|q−r−q
′|+|r|)e−(βs−βt)|q−q
′|
to get
∑
q 6=q′
eβt|q−q
′||Φb(t, q, q
′)|t ≤ C‖w‖
2
∫ t
0
es/2−2sη(s)2e−(t−s)a(t) ≤ Cη(t)−2‖w‖2 (4.26)
provided we take 2α ≤ 32 in the definition of η(t).
Let now q = q′. Call the summands in (4.23) and (4.24) var and vbr. We consider first in the
integral in (4.8) s ≥ s0 with η(s0)−1 = 4η(t)−1. Using
|var(s, q, q)|t ≤ Ce
−2βs|q−r|η(s)−2‖w‖2 (4.27)
we get ∫ t
s0
|va(s, q, q)|tds ≤ Cη(t)
−2‖w‖2. (4.28)
In the same way we get
∫ t
s0
|vb(s, q, q)|t ≤ C‖w‖
2
∫ t
s0
es/2−2sη(s)2ds ≤ Cη(t)−2‖w‖2 (4.29)
Finally, consider va(s, q, q) for s ≤ s0. For such s the r = q term is zero. Indeed, Supp γ˙s ⊂
[η(s)−1, 2η(s)−1], but |ωq + κ| ≤ 4η(t)−1 ≤ η(s)−1. For r 6= q we have
|∂iκvar| ≤ Ce
−2βs|q−r|η(s)−2+i‖w‖2 (4.30)
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for i ≤ 2 and |κ| ≤ η(s)−1. We conclude, since |q − r| > Cη(s) 1ν that
|∂iκ
∫ s0
0
va(s, q, q)ds| ≤ C‖w‖
2 (4.31)
which holds for |κ| ≤ 4η(t)−1 since η(s0)−1 ≥ 4η(t)−1. In a similar manner we bound, for
|κ| ≤ 4η(t)−1,
|∂iκ
∫ s0
0
vb(s, q, q)ds| ≤ C‖w‖
2 (4.32)
By the symmetry (3.12)
v1(s, q, q, κ) = v1(s, 0, 0;ωq + κ). (4.33)
Let Ψ(q, κ) =
∫ s0
0
v1(s, q, q, κ). Since ∂iκΨ(0, 0) = 0 for i < 2 we have
Ψ(q, κ) =
∫ ω·q+κ
0
∂2κΨ(0, κ
′)(ωq + κ− κ′)dκ′. (4.34)
Since Ψ(q, κ) satisfies (4.31) for |κ| ≤ 4η(t)−1 and |ω ·q+κ| ≤ 3η(t)−1+η(t)−1, (4.34) is defined
and by (4.31) we infer that
|Ψ|t ≤ C‖w‖
2η(t)−2. (4.35)
Thus (4.25), (4.26) and (4.35) give
‖Φ1‖t ≤ Cη(t)
−2‖w‖2. (4.36)
To finish the proof we need to deal with n > 1 in (4.8). Very crude bounds suffice. Using
eβt(q−q
′
P
pi) ≤ eβs(|q−r−q
′−
P
p′
i
|+|r−
P
p′′
i
|) (4.37)
for the first term and |q − r −
∑
p′i|+ |r − q
′ −
∑
p′′i | in the exponent in the second term we get
∑
q
|Φn|te
βt|q−q
′−
P
pi| ≤
n+1∑
k=1
k
∫ t
0
‖wk‖s‖wn+1−k‖sη(s)
2ds ≤ C‖w‖2ρ−n
∫ t
0
[η(s)−2n−2e(n−3/2)s
+ (n+ 1)−1ρ−1e(n−1/2)se−2s + ρ−1
n∑
k=2
1
k
1
(n+ 1− k)2
e(n−2)s]η(s)2ds
≤ C‖w‖2ρ−n−1e(n−3/2)tn−2[
ρ
n
+ 1 + n
n∑
k=2
1
k
1
(n+ 1− k)2
] (4.38)
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provided η(s)2e−s/2 < C which holds if α < 14 . The term in the squared parenthesis is bounded in
n and thus
‖Φn‖t ≤ Cn
−2ρ−n−1e(n−3/2)t‖w‖2. (4.39)
Eqs. (4.22), (4.36), (4.39) imply that Φ maps the ball Bu(r) to B0(r) with r = Cρ−1λ2 if ρ−1λ is
small enough. Contraction in this ball is similar.
5 The solution
Let us finally solve the f -equation (2.10), written as
fn(t, q,p) = aδn,1δq,p1+
n+1∑
k=1
∫ t
0
∑
q′
kfk(s, q, q
′,p′)γ˙s(ω · q
′)wn+1−k(s, q
′,p′′)ds ≡ gn + Fn
(5.1)
where a = 1 for (2.10) but we keep a ≥ 0 for later purposes. Let
‖fn‖t = sup
p∈Λn
t
∑
q∈Zd
eβt|q−
P
pi||fn(q,p)| (5.2)
and
‖f‖ = sup
t≥0
(
‖f0‖t + ‖f1‖t + sup
n≥2
n2ρne(1−n)t‖fn‖t
)
. (5.3)
Note that (5.2) differs from (4.4) in the constraint on q and the absence of κ. We use abusively the
same notation. We have
Proposition 2. Equation (5.1) has a unique solution in the ball ‖f − g‖ ≤ Caρ−1‖w‖.
Proof. We proceed as in the proof of Proposition 1 to get
‖Fn‖t ≤
n+1∑
k=1
∫ t
0
k‖fk(s)‖s‖γ˙s‖‖wn+1−k‖sds. (5.4)
For n = 0 this gives
‖F0‖ ≤ C‖w‖‖f‖
∫ t
0
η(s)2e−2sds ≤ C‖w‖‖f‖ (5.5)
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and for n > 1
‖Fn‖t ≤ Cρ
−n−1‖w‖‖f‖
∫ t
0
[
ρn−2e(n−3/2)s + (n+ 1)−1ense−2s + ρn−1e(n−1)sη(s)−2
+
n−1∑
k=2
k−1e(k−1)se(n+1−k−3/2)s
]
η(s)2ds ≤ C‖w‖‖f‖ρ−n−1n−2e(n−1)t. (5.6)
For n = 1, the k = 2 term in (5.4) is bounded by
Cρ−1‖w‖‖f‖
∫ t
0
ese−2sη(s)2ds ≤ Cρ−1‖w‖‖f‖. (5.7)
For the k = 1 term we need to improve from (5.4) a bit and extract as before the factor e(βt−βs)|q−q′|,
bounded by e−(t−s)α(s) to get the bound
C‖w‖‖f‖
∫ t
0
η(s)−2η(s)2e−(t−s)α(s)ds ≤ C‖w‖‖f‖ (5.8)
for the q = p 6= q′ terms in the eq. (5.1). For q = p = q′ we observe that γ˙s(ωq) vanishes for
3η(s) ≤ η(t) since q ∈ Λt. Thus the integral in (5.1) is restriceted to s > t − O(1) and therefore
bounded by (5.8) again.
So, altogether we have
‖F1‖t ≤ Cρ
−1‖w‖‖f‖. (5.9)
We may now prove Theorem 1. First we note the limit (2.12) exists and is real analytic. Indeed,
let x(t, q) = f0(t, q). From Proposition 2 we deduce
‖f0(t)− f0(s)‖t = O(e
−2sη(s)2) (5.10)
i.e. x(t, q) converge uniformly to an exponentially decaying sequence x(q). We will shortly prove
that x(t) solves the equations
x(t) = γtu(x(t)), u(x(t)) = w(t, 0). (5.11)
The first equation implies that x(t, 0) = 0 and for |ωq| ≥ 2η(t)−1, (ωq)2x(t, q) = u(q, x(t)).
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Hence, for q 6= 0
(ωq)2x(q) = u(q, x) (5.12)
and x(0) = 0. The second equation (5.11) combined with (3.19) yields u(0, x(t)) = 0 and so by
limits the second eq. (2.5) follows. Our solution is clearly analytic in λ and thus unique (up to
the translations) since the equation (2.2) determines uniquely the Taylor coefficients of its analytical
solution.
We still need to prove (5.11). Consider the functionals
φ(t, y) = y + γtu(f(t, y)), ψ(t, y) = u(f(t, y)). (5.13)
φ and ψ are analytic in y in a neighbourhood of 0 in ℓ1(Λt). It suffices to show φ = f and ψ = w
since (5.11) follows at y = 0. Differentiating and using (2.10) we get
φ˙ = γ˙ψ + γDuf˙ = γ˙ψ + γDuDfγ˙w = Dφγ˙w + γ˙ρ (5.14)
where ρ = ψ − w. Similar calculation gives ψ˙ = Dψγ˙w and combining with (2.11) we get
ρ˙ = Dργ˙w. (5.15)
Initial conditions are φ(0, y) = f(0, y) and ρ(0, y) = 0. Applying Proposition 2 with a = 0 we get
that ρ = 0 and then with a = 1 that φ = 0. Hence (5.11) follows.
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