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ON THE BOGOLUBOV-DE GENNES EQUATIONS OF
SUPERCONDUCTIVITY
ILIAS (LI) CHENN AND I. M. SIGAL
Abstract. We consider the Bogolubov-de Gennes equations giving an equiv-
alent formulation of the BCS theory of superconductivity. We are interested
in the case when the magnetic field is present. We (a) discuss their general
features, (b) isolate key physical classes of solutions (normal, vortex and vortex
lattice states) and (c) prove existence of the normal, vortex and vortex lattice
states and stability/instability of the normal states for large/small temperature
or/and magnetic fields.
1. Introduction
The Bogolubov-de Gennes equations describe the remarkable quantum phenom-
enon of superconductivity.1 They present an equivalent formulation of the BCS
theory and are among the latest additions to the family of important effective
equations of mathematical physics. Together with the Hartree-Fock (-Bogolubov),
Ginzburg-Landau and Landau-Lifshitz equations, they are the quantum members
of this illustrious family consisting of such luminaries as the heat, Euler, Navier-
Stokes and Boltzmann equations.
There are still many fundamental questions about these equations which are
completely open, namely
• Derivation;
• Well-posedness;
• Existence and stability of stationary magnetic solutions.
By the magnetic solutions we mean (physically interesting) solutions with non-
zero magnetic fields. In this paper we address the third problem. The well-
posedness (or existence) theory will be addressed elsewhere (cf. [2]).
The key special solutions of Bogoliubov-de Gennes (BdG) equations are normal,
superconducting and mixed or intermediate states. The latter appear only for non-
vanishing magnetic fields. For type II superconductors, they consist of the vortices
and (magnetic) vortex lattices. In this paper, we prove the existence of the normal
states for non-vanishing magnetic fields and of the vortex lattices and investigate
the stability of the former.
Date: February 7, 2019.
1For some physics background, see books [6, 15] and the review papers [5, 12].
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There is a considerable physics literature devoted to the BdG equations, but,
despite the role played by magnetic phenomena in superconductivity, it deals
mainly with the zero magnetic field case, with only few disjoint remarks about
the case when the magnetic fields are present, the main subject of this work.2
As for rigorous work, it also deals exclusively with the case of zero magnetic field.
The general (variational) set-up for the BdG equations is given in [3]. We use, like
all subsequent papers, this set-up. The next seminal works on the subject are [10],
where the authors prove the existence of superconducting states (the existence of
the normal states under the assumptions of [10] is trivial), to which our work is
closest, and [7], deriving the (macroscopic) Ginzburg-Landau equations. For an
excellent, recent review of the subject, with extensive references and discussion
see [11].
In the rest of this section we introduce the BdG equations, describe their prop-
erties and the main issues and present the main results of this paper. In the
remaining sections we prove the these results, with technical derivations dele-
gated to appendices. In the last appendix, following [2], we discuss a formal, but
natural, derivation of the BdG equations.
1.1. Bogolubov-de Gennes equations. In the Bogolubov-de Gennes approach
states of superconductors are described by the pair of operators γ and α, acting on
the one-particle state space, h, and satisfying (after peeling off the spin variables)
0 ≤ γ = γ∗ ≤ 1, α∗ = α and αα∗ ≤ γ(1− γ) (1.1)
where γ := CγC, with C, the operation of complex conjugation and α should
thought of as acting from Ch to h. γ is a one-particle density operator, or diagonal
correlation, and α is a two-particle coherence operator, or off-diagonal correlation.
γ(x, x) is interpreted as the one-particle density.
The one-particle space h is determined by the many-body quantum problem.
For zero density (or ‘finite’) systems it is L2(Rd) and for positive density ones,
L2(Ω), where Ω is a fundamental cell in a lattice L ⊂ Rd, with magnetic filed
dependent (twisted) boundary conditions (see Subsection 1.6 for more details).
We take h to be either L2(Rd) or L2(Ω) and understand
∫
without specifying the
domain of integration as taken over either Rd or Ω, depending on the choice of
the one particle space.
The Bogoliubov-de Gennes equations form a system of self-consistent equations
for γ and α. It is convenient to organize the operators γ and α into the self-adjoint
operator-matrix
η :=
(
γ α
α∗ 1− γ¯
)
. (1.2)
2The Ginzburg-Landau equations give a good account of magnetic phenomena in supercon-
ductors but only for temperatures sufficiently close to the critical one.
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The definition of γ and α in terms of the many-body theory (see (F.2) of Appendix
F) implies that
0 ≤ η = η∗ ≤ 1 and J∗ηJ = 1− η¯, J :=
(
0 1
−1 0
)
. (1.3)
These relations imply relations (1.1).
Since the BdG equations describe the phenomenon of superconductivity, they
are naturally coupled to the electromagnetic field. We describe the latter by the
vector potential a in the gauge in which the electrostatic potential is zero. Then
the time-dependent BdG equations state (see e.g. [6, 5, 15])
i∂tη = [Λ(η, a), η], (1.4)
Λ(η, a) =
( hγa v♯α
v♯α¯ −hγa
)
, hγa = −∆a + v∗γ − v♯ γ , (1.5)
where v(x, y) is the pair potential, the operator v♯ is defined through the in-
tegral kernels as (v♯ α) (x; y) := v(x, y)α(x; y) and (v∗γ)(x) = (v ∗ ργ)(x) :=∫
v(x, y)ργ(y)dy, with ργ(x) := γ(x, x). v
∗γ and v♯ γ are the direct and exchange
self-interaction potentials, and ∆a := |∇a|2,∇a := ∇− ia. Eq (1.4) is coupled to
the Maxwell equation (Ampe`re’s law)
∂2t a = − curl∗ curl a + j(η, a), (1.6)
where j(η, a)(x) ≡ j(γ, a)(x) := [−i∇a, γ]+(x, x) is the superconducting current
(in our gauge, the electric field is E = −∂ta). (Above, A(x, y) stands for the
integral kernel of an operator A.) In what follows, we assume that
v(x, y) = v(x− y), and v(−x) = v(x). (1.7)
We specify below additional assumptions on v(x, y) and on the operators γ and α
so that all the terms in (1.4) - (1.6) are well defined (at least weakly).
Connection with the BCS theory. Eq (1.4) can be reformulated as an
equation on the Fock space involving an effective quadratic Hamiltonian (see [5,
6, 11] and [2], for the bosonic version). These are the effective BCS equations and
the effective BCS Hamiltonian.
Remark 1.1. 1) v is not an electrostatic potential but an effective two-body one.
To avoid a confusion we have chosen the gauge in which the electrostatic potential
is zero.
2) For α = 0, Eq (1.4) becomes the time-dependent von Neumann-Hartree-Fock
equation for γ (and a).
3) One can extend a formal derivation of (1.4) given in Appendix F to the
coupled system (1.4)-(1.6) by starting with the many-body quantum Hamiltonian
(F.4) coupled to the quantized electro-magnetic filed.
4) For a definition of ργ not relying on the integral kernels, see (2.7).
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1.2. Symmetries and conservation laws. The equations (1.4) - (1.6) are in-
variant under the time-independent gauge transformations,
T gaugeχ : (γ, α, a) 7→ (eiχγe−iχ, eiχαeiχ, a+∇χ), (1.8)
for any sufficiently regular function χ : Rd → R, and the translation, rotation and
reflection transformations,
T transh : (γ, α, a) 7→ (uhγu−1h , uhαu−1h , uha), (1.9)
T rotρ : (γ, α, a) 7→ (uργu−1ρ , uραu−1ρ , ρuρa), (1.10)
T refl : (γ, α, a) 7→ (ureflγ(urefl)−1, ureflα(urefl)−1,−urefla), (1.11)
for any h ∈ Rd and ρ ∈ O(d). Here uh ≡ utranslh , uρ ≡ urotρ and urefl are the
standard translation, rotation and reflection transforms utranslh : f(x) 7→ f(x+ h),
urotρ : f(x) 7→ f(ρ−1x) and urefl : f(x) 7→ f(−x).
In terms of η, say the gauge transformation, T gaugeχ , could be written as
T gaugeχ : η → UχηU−1χ , where Uχ =
(
eiχ 0
0 e−iχ
)
(1.12)
(extended correspondingly to (η, a) by T gaugeχ (η, a) = (T
gauge
χ η, a + ∇χ)). Notice
the difference in action of this transformation on the diagonal and off-diagonal
elements of η.
The invariance under the gauge transformations can be proven by using the
relation
Λ(T gaugeχ (η, a)) = T
gauge
χ (Λ(η, a)), (1.13)
shown by using the operator calculus.
We also keep the notation T transh for these operators restricted to η’s.
Since we assumed that the external fields are zero, the equations are transla-
tionally invariant (when considered in Rd). Because of the gauge invariance, it
is natural to consider the simplest, gauge (magnetically) translationally invariant
solutions, i.e. solutions invariant under the transformations
Tbs := (T
gauge
χbs
)−1T transs , (1.14)
for any s ∈ R2, where χbs(x) : L × R2 → R is given in
χbs(x) := x · ab(s) + cs, (1.15)
where ab(x) is the vector potential with the constant magnetic field, curl ab = b
and cs are constants satisfying cs+t− cs− ct− b2s∧ t ∈ 2πZ. In the gauge we work
below with, we have χbs(x) :=
b
2
(s ∧ x) + cs. We have
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Lemma 1.2. The operators Tbs, defined in (1.14) and restricted to η’s, satisfy
TbsTbt = IˆbstTb(s+t), (1.16)
Iˆbstu := IbstuI
−1
bst , Ibst :=
(
ei
b
2
(s∧t) 0
0 e−i
b
2
(s∧t)
)
(1.17)
Proof. Let U transs := diag(u
trans
s , u
trans
s ) on L
2
loc(R
2)×L2loc(R2) and define the trans-
formations
Ubs := (U
gauge
χs )
−1U transs . (1.18)
Then Tbsη = UbsηU
−1
bs and UbsUbt = IbstUbs+t = Ubs+tIbst where we used that
gst(x) := χ
b
s(x) + χ
b
t(x+ t)− χbs+t(x) = b2(t ∧ s). Hence, the result follows. 
Particle-hole symmetry. The evolution under the equations (1.4) - (1.6) pre-
serves the relations in (1.3), i.e. if an initial condition has one of these properties,
then so does the solution. This follows from the relation
J∗ΛJ = −Λ. (1.19)
The second relation in (1.3) is called the particle-hole symmetry.
Conservation laws. Eqs (1.4) – (1.6) conserve the energy
E(η, a, φ) :=Tr((−∆a)γ)+ 1
2
Tr
(
(v ∗ ργ)γ
)− 1
2
Tr
(
(v♯γ)γ
)
+
1
2
Tr
(
α∗(v♯α)
)
+
1
2
∫
(| curl a|2 + |∂ta|2). (1.20)
(Recall that in our gauge, −a˙ ≡ −∂ta is the electric field.) Indeed, taking the time
derivative of (1.20) and using that daTr
(
(−∆a)γ
)
a′ = −Tr(j(η, a)a′), we find
∂tE =Tr(haγ γ˙) + Tr
(
α˙∗(v♯α) + α∗(v♯α˙)
)
(1.21)
+ 〈curl∗ curl−j(η, a), a˙〉+ 〈a¨, a˙〉 (1.22)
where the inner product and trace are in h. A simple computation shows that line
(1.21) = 1
2
Tr(η˙Λ(η, a)) and therefore by (1.4) is 0. Line (1.22) vanishes by (1.6).
Hence ∂tE = 0. 
Furthermore, the global gauge invariance implies the evolution conserves the
number of particles, N := Trγ.
Remark 1.3. The trace of operator valued 2×2 matrices is defined as the h⊗C2
trace, i.e. as the sum of traces of the diagonal entries individually in h. If a
matrix-operator is trace class, then this trace coincides with the standard one.
If A ≥ 0, then the two forms of trace for the operator A agree. More precisely,
A ≥ 0 is trace class if and only if its h⊗C2 trace is finite. In particular, S(η) <∞
if and only if g(η) is trace class.
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1.3. Stationary Bogoliubov-de Gennes equations. We consider stationary
solutions to (1.4) of the form
ηt := T
gauge
χ η = U
gauge
χ η(U
gauge
χ )
−1, (1.23)
with η independent of t, a independent of t and φ = 0. We have
Proposition 1.4. Operator-family (1.23), with η independent of t and χ˙ ≡ −µ,
constant, is a solution to (1.4), iff η solves the equation
[Ληa, η] = 0, (1.24)
where Ληa ≡ Ληaµ := Λ(η, a) − µS, with, recall, S :=
(
1 0
0 −1
)
, and is given
explicitly
Ληa :=
(
hγaµ v
♯α
v♯α∗ −h¯γaµ
)
, (1.25)
with hγaµ := hγa − µ.
Proof. Plugging (1.23) into (1.4), and using (1.13), the relation ∂t(UχηU
−1
χ ) =
iχ˙[S, UχηU
−1
χ ] = iχ˙Uχ[S, η]U
−1
χ and that χ is independent of x, we see that
−χ˙Uχ[S, η]U−1χ =[Λ(UχηU−1χ , a), UχηU−1χ ] (1.26)
=[Λ(UχηU
−1
χ , a+∇χ), UχηU−1χ ] (1.27)
=Uχ[Λ(η, a), η]U
−1
χ . (1.28)
Since χ˙ ≡ −µ, it follows then [Λ(η, a) − µS, η] = 0, which is exactly (1.24) and
therefore gives the statement of the proposition. 
For any reasonable function f , solutions of the equation
η = f(
1
T
Ληa), (1.29)
solve (1.24) and therefore give stationary solutions of (1.4). Under some con-
ditions, the converse is also true. (The parameter T > 0, the temperature, is
introduced here for the future references.)
The physical function f is selected by either a thermodynamic limit (Gibbs
states) or by a contact with a reservoir (or imposing the maximum entropy prin-
ciple) It is given by the Fermi-Dirac distribution
fFD(h) = (1 + e
h)−1. (1.30)
Inverting the function f , one can rewrite (1.29) as Ληa = Tf
−1(η). Let f−1 =:
g′. Then the stationary Bogoliubov-de Gennes equations can be written (in the
Coulomb gauge div a = 0) as
Ληa − Tg′(η) = 0, (1.31)
curl∗ curl a− j(η, a) = 0. (1.32)
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Here Ληa ≡ Λ(η, a) and T ≥ 0 (temperature) and, as follows from the equations
g′ = f−1 and (1.30), the function g is given by
g(λ) = −(λ lnλ+ (1− λ) ln(1− λ)), (1.33)
so that
g′(λ) = − ln λ
1− λ. (1.34)
From now on, we assume that g(λ) is given in (1.33).
Remark 1.5. 1) One can express these equations in terms of eigenfunctions of
the operator Ληa, which is the form appearing in physics literature (see [3, 2]).
2) For (1.29) to give η of the form (1.2), the function f(h) should satisfy the
conditions
f(h¯) = f(h) and f(−h) = 1− f(h). (1.35)
For g(x) given in (1.33), the function f(h) := (g′)−1(h) satisfies these conditions as
can be checked from its explicit form (1.30). However, (1.35) is more general than
(1.30). Indeed, the first condition in (1.35) means merely that f is a real function,
while the second condition in (1.35) is satisfied by functions f(h) := (1+ eg˜(h))−1,
with g˜(h), any odd function.
More generally, one could require that g(λ) satisfies the conditions (1.35), with
f(h) := (g′)−1(h), and
g′(1− x) = −g′(x). (1.36)
3) If we drop the direct and exchange self-interactions from hγaµ, then Ληa
becomes independent of the diagonal part, γ, of η and the equation (1.29) implies
that (1.31) has always the solution
ηTa = fFD(
1
T
Λa), where Λa := Ληa
∣∣
η=0
. (1.37)
1.4. Free energy. With the operators γ and α are defined on the space h, the
static Bogoliubov-de Gennes equations arise as the Euler-Lagrange equations for
the free energy functional
FT (η, a) := E(η, a)− TS(η)− µN(η), (1.38)
where S(η) = Trg(η) is the entropy, N(η) := Trγ is the number of particles, and
E(η, a) is the energy functional (1.20) for η and a time-independent and is given
(in the Coulomb gauge div a = 0) by
E(η, a) = Tr
(
(−∆a)γ
)
+
1
2
Tr
(
(v ∗ ργ)γ
)− 1
2
Tr
(
(v♯γ)γ
)
+
1
2
Tr
(
α∗(v♯α)
)
+
∫
dx| curl a(x)|2. (1.39)
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The energy functional E(η, a) originates as E(η, a) := ϕ(Ha), where ϕ is a
quasi-free state in question (see Appendix F) and Ha is the standard many-body
given in (F.4), coupled to the vector potential a.
Remark 1.6. Due to the symmetry (1.3) of η, we see that
Tr(η ln η) = Tr((1− η) ln(1− η)) (1.40)
which, recalling (1.33), implies that
S(η) := Tr(s(η)) = Tr(g(η)), (1.41)
g(η) := −η ln η − (1− η) ln(1− η), s(η) := −2η ln η. (1.42)
1.5. Micro and macro scales. We think of v living on a microscopic scale, nor-
mal and superconducting and mixed states as living on a macroscopic/ mesoscopic
scale. (the scale of the sample). Though in some related questions it is crucial to
differentiate between different scales, this does not play a role in this paper and
keep the notation simple we do not keep track of different scales in our notation.
1.6. One-particle spaces. We introduce another - pre-thermodynamic limit -
one - particle space. To fix ideas, we assume in what follows, that d = 2, which
means effectively the cylinder geometry.
Let L ⊂ R2 is a Bravais lattice, fixed throughout the paper. By Ω we denote a
fundamental cell of L. We introduce the magnetic translation operator
ubs := u
gauge
−χbs
utranss , (1.43)
where χbs is defined in (1.15) and, recall the operators U
gauge
χ and U
trans
s are defined
as ugaugeχ : φ(x) 7→ eiχ(x)φ(x) and utranslh : φ(x) 7→ φ(x+h) (cf. the definitions after
(1.10)). Now, we define the periodic one-particle state space
hb :={f ∈ L2loc(R2) : ubsf = f for all s ∈ L} (1.44)
which is a Hilbert space with the scalar product defined, for an arbitrary funda-
mental cell Ω of L, as
‖f‖hb := ‖f‖L2(Ω). (1.45)
In what follows, h stands for either hb or L
2(R2).
Similarly, we consider the Sobolev space of vector potentials: let ~hr be either
Hr(R2;R2), if the one-particle state space h is L2(R2), or
~hrper :={a ∈ Hrloc(R2;R2) : Tsa = a ∀s ∈ L, div a = 0,
∫
Ω
a = 0}, (1.46)
for some fundamental cell Ω of L, with the norm ‖a‖(r) ≡ ‖a‖Hr ≡ ‖a‖Hr(Ω), if
the one-particle state space is hb. (The conditions div a = 0 and
∫
Ω
a = 0 make
the the operator curl∗ curl strictly positive.) Finally, we define the affine space
~hrb := ab +
~hr. (1.47)
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Now, we define spaces of γ’s and α’s used below. Let Ir denote the space of
bounded operators satisfying ‖A‖Ir := (Tr(A∗A)r/2)1/r <∞ (a trace ideal or non-
commutative Lr−space) and let Mb :=
√−∆ab . . We define Sobolev-type spaces
for trace class operators by
Is,1 := {A : h→ h : ‖A‖Is,1 := ‖MsbAMsb ‖I1 <∞}, (1.48)
Is,2 := {A : h→ h : ‖A‖Is,2 := ‖AMsb ‖I2 <∞}. (1.49)
Note that I0,p = Ip. We will usually assume γ ∈ I1,1 and α ∈ I1,2. (Strictly
speaking α acts from the dual space h∗ to h (see [3] for details), but for the sake
of notational simplicity we will ignore this subtlety.) We will use the notation Iˆs
for the space of η’s with γ ∈ Is,1 and α ∈ Is,2 and the norm
‖η‖(s) := ‖γ‖Is,1 + ‖α‖Is,2. (1.50)
Due to Lemma 4.4(2) below, γ ∈ I1,1 ⇒ α ∈ I1,2 and ‖η‖(s) ≃ ‖γ‖Is,1 . Further-
more, we define
Dsν =
{
η ∈ Iˆs, η satisfies (1.3), Trγ = ν, S(η) <∞}. (1.51)
1.7. Ground states of Bogoliubov-de Gennes equations. The static Bogolubov-
de Gennes equations (1.31)-(1.32) have the following key classes of solutions pro-
viding candidates for the ground states:
(1) Normal state: (η, a), with α = 0.
(2) Superconducting state: (η, a), with α 6= 0 and a = 0.
(3) Mixed state: (η, a), with α 6= 0 and a 6= 0.
We discuss the above states in more detail.
Superconducting states. The existence of superconducting, translationally in-
variant solutions is proven in [10] (see this paper and [11] for the references to
earlier results).
Normal states. For b = 0, we can choose a = 0. In this case, the existence of
normal translationally invariant solutions was proven in [9].
For b 6= 0, the simplest normal states are the magnetically translation (mt-)
invariant ones, i.e. ones satisfying
Tbs(η, a) = (η, a), (1.52)
for any s ∈ R2, where Tbs is defined in (1.14). Here η acts on L2loc(R2)× L2loc(R2)
which could be further specified as h×h, i.e. as either L2(R2)×L2(R2) or hb×hb.
In the second case, the fact that Tbs maps the set of bounded diagonal operator-
matrices on hb× hb into itself follows from the relation (1.16) - (1.17) and the fact
that Iˆbst is an identity on diagonal operator-matrices.
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Mixed states. The main candidate for a mixed state is a vortex lattice, i.e. a
state, (η, a), satisfying α 6= 0 and the equivariance condition
T transs (η, a) = T
gauge
χbs
(η, a) for every s ∈ L. (1.53)
Recall that χbs are defined in (1.15).
Remark 1.7. The map (1.15) satisfies the co-cycle condition
χs+t(x)− χs(x+ t)− χt(x) ∈ 2πZ, ∀s, t ∈ L, (1.54)
and is called the summand of automorphy (see [16] for a relevant discussion).
(The map eiχ : L × R2 → U(1), where χ(x, s) ≡ χs(x) is called the factor of
automorphy.) In fact, for b satisfying, every map χs : L × R2 → R satisfying
(1.54) is equivalent to one of (1.15).
Magnetic flux quantization. Denote by Ω a fundamental cell of L. One has
the following result
For a vortex lattices:
1
2π
∫
Ω
curl a = c1(χ) ∈ Z. (1.55)
Here c1(χ) is the first Chern number associated to the summand of automorphy
χ : L× R2 → R:
c1(χ) =
1
2π
(χν2(x+ ν1)− χν2(x)− χν1(x+ ν2) + χν1(x)), (1.56)
for any basis {ν1, ν2} in L. (By the cocycle condition (1.54), this quantity is
independent of x and of the choice of the basis {ν1, ν2} and is an integer, for more
discussion see [16].)
1.8. Results. We formulate a technical definition used below. Let the reflection
operator τ refl be given by conjugation by the reflections, urefl : f(x)→ f(−x). We
say that a state (η, a) is even (or reflection symmetric) iff
τ reflγ = γ, τ reflα = α and urefla = −a. (1.57)
The reflections symmetry of the BdG equations implies that if an initial condition
is even then so is the solution every moment of time.
We begin with a basic result on the differentiability of the free energy functional
FT along the perturbations (‘tangent vectors’) at (η, a) from the following class
Pη := {(η′, a′) ∈ Iˆ1 × ~h1 : (1.59) holds }, (1.58)
J∗η′J = −η¯′, (η′)2 . [η(1− η)]2, and Tr(S1η′) = 0, (1.59)
where S1 = diag(1, 0) and J is defined in (1.3). Conditions (1.59) are designed
to handle a delicate problem of non-differentiability of s(λ) := 2λ lnλ at λ = 0,
while allowing for sufficiently rich set to derive the BdG equations.
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Theorem 1.8. (a) The free energy functional FT is well defined on the space
D1ν × ~h1b.
(b) FT is continuously (Gaˆteaux or Fre´chet) differentiable at (η, a) ∈ D1ν × ~h1b,
with respect of perturbations (η′, a′) ∈ Pη.
(c) If 0 < η < 1, strictly and (η, a) is even in the sense of the definition (1.57),
then critical points of FT satisfy the BdG equations for some µ (as a result of the
constraint Trγ = ν).
(d) Minimizers of FT over D1ν × ~h1b are its critical points.
This theorem is proven in Appendix B. For the translation invariant case, it
is proven in [10]. In general case, but with a = 0, the fact that BdG is the
Euler-Lagrange equation of BCS used in [7], but it seems with no proof provided.
As a result of Theorem 1.8, we write the Bogoliubov-de Gennes equations as
F ′T (η, a) = 0, (1.60)
where the map F ′T (η, a) is defined by the r.h.s. of the static Bogoliubov-de Gennes
equations (1.31)-(1.32) and can be thought of a gradient map of FT .
From now on, we consider only the cylindrical geometry, i.e. we assume the
dimension is 2. In the remaining results, we drop the exchange term v♯γ. (We
expect that these terms can be readily added back to the equation and will not
drastically effect the proof below.) The existence of the mt-invariant normal states
for b 6= 0 is stated in the following theorem proven in Section 2:
Theorem 1.9. Drop the exchange term v♯γ and let | ∫ v| be small. Then the BdG
equations (1.31) - (1.32) on the space I2,1× I2,2×~h2b have a mt-invariant solution,
unique on the set of even (in the sense of the definition (1.57)), mt-invariant
states.
Moreover, this solution is normal (i.e α = 0) and is of the form (η = ηT,b, a =
ab), where (cf. (1.37))
ηTb :=
(
γTb 0
0 1− γ¯Tb
)
, (1.61)
with γTb solving the equation
γ = fFD(
1
T
hγ,ab), (1.62)
where fFD = (g
′)−1 and is given in (1.30), and ab(x) is the magnetic potential with
the constant magnetic field b (curl ab = b).
The fact that ηTb in (1.61) is diagonal should not come as a surprise as ab has
a constant magnetic field b throughout the sample and it corresponds to a normal
state. It can be also seen from the following elementary statement
Proposition 1.10. If η is mt-invariant, then α = 0.
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Proof. By (1.16) - (1.17), the mt-invariance, (1.52), implies that α = e−ibs·ab(t)α
for all s, t ∈ R2, which yields that α = 0. 
We address the question of the energetic stability of the mt-invariant states. To
this end we define, in the standard way, the Hessian of the free energy in η as
F ′′T (η∗, a∗) := dη gradη FT (η∗, a∗), (1.63)
where dη is the Gaˆteaux derivative w.r.to η and gradη is the gradient w.r.to η,
defined by the equation Tr(gradη F (η∗, a∗), η
′) = dηF (η∗, a∗)η
′.
We consider F ′′T (η∗, a∗) at η = ηTb along physically relevant perturbations of the
form η′ = φ(α), where φ(α) is the off-diagonal operator-matrix, defined by
φ(α) :=
(
0 α
α∗ 0
)
, (1.64)
and α is a Hilbert-Schmidt operator on h (which allows us to use the Hilbert space
techniques.)
Moreover, we require that perturbations η′ = φ(α) satisfy the condition (1.59)
at η = ηTb which is equivalent to requiring that
αα∗ . [γTb(1− γTb)]2. (1.65)
Let hL and hR stand for the operators acting on other operators by multiplica-
tion from the left by the operator h and from right by the operator h¯ , respectively,
and recall v♯ is defined after (1.4). We have the following
Proposition 1.11. For off-diagonal perturbations η′ = φ(α), F ′′T (ηTb, ab)φ(α) =
φ(LTbα), where the operator LTb is given by
LTb := KTb + v
♯, (1.66)
KTb :=
hLTb + h
R
Tb
tanh(hLTb/T ) + tanh(h
R
Tb/T )
, (1.67)
where hTb := hγTb,ab, on the space of Hilbert-Schmidt operators on h.
Let 〈α, α′〉 := Tr(α∗α′). We say that η′ is an off-diagonal perturbation iff
η′ = φ(α) with α a Hilbert-Schmidt operator satisfying (1.65). The next result
generalizes that of [10] for a = 0:
Proposition 1.12. For off-diagonal perturbations η′ = φ(α), we have
FT (ηTb + ǫη
′, ab) =FT (ηTb, ab) + ǫ
2〈α, LTbα〉+O(ǫ3). (1.68)
Definition (1.39) of E(η, a) implies thatE(ηTb+ǫη
′, ab) = E(ηTb, ab)+ǫ
2Tr(α¯v♯α)
for η′ = φ(α). This together with Corollary A.3 and Eq (A.16) of Appendix A
on the entropy yields Propositions 1.11 and 1.12, respectively. (The absence of
the linear term is due to the fact that (ηTb, 0) is a critical point of the energy
function.)
The next two propositions are proven in Section 3.
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Proposition 1.13. LTb ≥ 12T − ‖v‖∞ and consequently, for T sufficiently large,
LTb > 0 and the normal state (ηT,b, ab) is energetically stable under off-diagonal
perturbations η′ = φ(α).
On the other hand, for T and b sufficiently small, we have
Proposition 1.14. Suppose that v < 0 almost everywhere. Then, for T and b
sufficiently small, the operator LTb acting on the set of Hilbert-Schmidt opera-
tor on h has a negative eigenvalue and consequently the normal state (ηT,b, ab) is
energetically unstable under general α−perturbations.
Note that LTb is discontinuous at T = 0.
Let Tc(b)/T
′
c(b) be the largest/smallest temperature s.t. the normal solution
is energetically unstable/stable under off-diagonal perturbations η′ = φ(α), for
(T < Tc(b))/(T > Tc(b)
′). Clearly, ∞ ≥ T ′c(b) ≥ Tc(b) ≥ 0. Propositions 1.13 and
1.14 imply
Corollary 1.15. Suppose that v ≤ 0, v 6≡ 0. Then Tc(b) > 0 for b sufficiently
small and T ′c(b) = 0 for b sufficiently large.
We conjecture that Tc(b) = T
′
c(b).
The next corollary provides a convenient criterion for the determination of Tc(b)
and Tc(b)
′.
Corollary 1.16. At T = Tc(b) and T = T
′
c(b), zero is the lowest eigenvalue of the
operator LTb.
A proof of energetically stability under general perturbations for either T or b
sufficiently large is more subtle. For it, one has to use the full linearized operator.
Our computations suggest that 0 is the lowest eigenvalue of LTb iff 0 is the lowest
eigenvalue of HessFT (ηTb, ab) and, consequently, Tc(b) and T
′
c(b) apply also to the
general perturbations.
The statement Tc = Tc(0) = T
′
c(0) > 0 for a = 0 and therefore b = 0 and for a
large class of potentials is proven, by the variational techniques, in [10].
In conclusion of this paragraph, we mention that a simple computation shows
Proposition 1.17. The operator LTb commutes with the magnetic translations.
The same is true for the η−Hessian F ′′T (ηTb, ab) (see (1.63)).
Existence of vortex lattice solutions. With the spaces defined above, we have
the following result on the existence of vortex lattices proven in Section 4:
Theorem 1.18. Drop the self-interaction terms 2v ∗ ργ and −v♯γ in (1.5) and
assume that T ≥ 0 and ‖v‖∞ is small. We specify h = hb. Then
(i) for a every Chern number c1, there exists a (generalized) solution (η, a) ∈
D1ν×~h1b of the BdG equations (1.31)–(1.32) (in particular, it satisfies T transs (η, a) =
Tˆ gaugeχbs (η, a)), which minimizes the free energy FT for the given c1;
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(ii) if, in addition, v ≤ 0, v 6≡ 0, then, for T and b are sufficiently small, (η, a)
has α 6= 0, i.e. this solution is a vortex lattice. More generally, the latter holds if
the operator LTb, given in (1.66) and defined on I
2,2, has a negative eigenvalue.
Remark 1.19. 1) The question of when LTb has negative spectrum for a larger
range of T ’s is delicate one. For T close to Tc, this depends, besides of the
parameters T and b, also on whether the superconductor is of Type I or II.
2) Since the components of magnetic translations (1.14) do not commute, the
fiber decomposition of LTb is somewhat subtle (see [1]).
3) One would like to remove the condition in Theorems 1.8 and 1.9 and in the
proof of Theorem 1.18 that (η, a) is even in the sense of the definition (1.57).
4) One would like to have a geometrical interpretation of the middle relation in
(1.59).
5) The self-interaction terms v∗γ and v♯γ in (1.5) are inessential for physics and
analysis and are dropped for simplicity. We expect that these terms can be readily
added back to the equation and will not drastically effect our proof.
6) We derive the existence of the solutions from the existence of the minimizers
of free energy (1.38) and Theorem 1.8.
7) One can likewise perform minimization among diagonal η’s. This way, one
obtains a variational proof of Theorem 1.9 on the existence on existence of normal
states.
The paper is organized as follows. In Sections 2 and 4, we prove Theorems
1.9 and 1.18, on existence of the normal and vortex lattice solutions, respectively.
These are our principal results. In Section 3, we prove Propositions 1.13 and 1.14
on the stability/instability of the normal solutions. In Appendix A we study the
entropy functional. Results of this appendix imply the proofs of Propositions 1.11
and 1.12 and are used in the proof of technical Theorem 1.8 given in Appendix B.
In Appendix C we give another proof of the key statement of Section 2 (Proposition
2.3) and in Appendix D, we prove a technical result from that section. Finally, in
Appendix E we prove some bounds on functions relative to magnetic Laplacian and
bounds on densities (both elementary and probably well-known) and in Appendix
F, we discuss the derivation of the BdG equations from the quantum many-body
problem.
2. The normal states: Proof of Theorem 1.9
For normal states, i.e. for α = 0, the BdG equations reduces to the following
equations for γ and a (the coupled Hartree-Fock and Ampe´re equations),
γ = g♯(
1
T
hγ,a), (2.1)
curl∗ curl a = j(γ, a) (2.2)
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where, recall, j(γ, a) := den([−i∇a, γ]+). First, we show first that the second
equation is automatically satisfied for a = ab and γ a magnetically translation
invariant operator, which is even in the sense of (1.57).
Lemma 2.1. With the magnetic translations ubs defined in (1.43) (cf. (1.18))
and τbs(γ) = ubsγubs
−1, we have (cf. (1.16))
ubsubh = e
−ibh∧subhubs, (2.3)
τbsτbh = τbhτbs, (2.4)
If γ maps hb into itself, then so does τbhγ. (2.5)
Proof. (2.3) follows from ubsubh = e
−i b
2
h∧se−iχbsubhτ
transl
s = e
−i b
2
h∧sei
b
2
s∧hubhubs. To
prove (2.4), we use that τ transls e
−iχbh = e−i
b
2
h∧se−iχbsτ translh , where, recall, χbs is de-
fined in (1.15), and (2.3) which yields (ubsubh)
−1 = eibh∧s(ubhubs)
−1 and therefore,
due to τbhγ := ubhγu
−1
bh , (2.4) follows.
Finally, γ : hb → hb ⇐⇒ τbs(γ) = γ, ∀s ∈ L. On the other hand, (2.4) implies
τbsτbh(γ) = τbhτbs(γ) = τbh(γ), ∀s ∈ L, h ∈ R2, so (2.5) follows. 
Note that (2.3) shows that ubh does not leave hb invariant.
The generators of the magnetic translations, ubs defined in (1.43), and their
properties are described in the following
Lemma 2.2 ([1]). Let pb = −i∇ab and πb = −p¯ab, with the components pbi and
πbi. Then
(1) −i∂sj |t=0 ubst = πbj;
(2) [πbi, pbj ] = 0 and therefore [ubs, pbj] = 0.
For an operator A on hb, we can define the integral A
′(x, y) by the relation
〈g ⊗ f¯ , A′〉h⊗h = 〈g, Af〉h, ∀f, g ∈ h. (2.6)
In this section, it is convenient to use the notation den(A) for the one-particle
density ρA.
For a trace-class operator A on h, the density den(A) ≡ ρA obeys the relation∫
fden(A) = Tr(fA), ∀f ∈ L∞. (2.7)
which can be also used as a definition of den(A).
In the case of the space hb, we assume that all operators below are originally
defined on L2loc(R
2) (or on a local Sobolev space). This allows us to define com-
positions and commutators of operators some of which do not leave hb invariant.
Our key result here is the following
Proposition 2.3. (i) If a trace-class operator A on h satisfies τbhA = A, ∀h ∈ R2,
then den(A) is constant. (ii) If, in addition, τ reflA = −A (with the reflection
operator τ refl defined before (1.57)), then den(γ˜) = 0.
16 ILIAS (LI) CHENN AND I. M. SIGAL
Proof. Recall that ∇a := ∇− ia. We begin with
Lemma 2.4. For any linear vector field a and any integral operator A on h,
[∇a, A] leaves h invariant (though hb is not invariant under ∇a) ,
∇den(A) = den([∇a, A]) (2.8)
Proof. The statement is straightforward for L2(R2), so we consider hb. Since a is
linear, the invariance of hb under [∇a, A] is straightforward. We prove (2.8).
We have den([∇a, A]) = den([∇ab , A]) + iden([ab − a, A]). Since ∇ab leaves h
invariant, we can use the cyclicity of the trace to compute∫
Ω
fden([∇ab , A]) = Trhb(f [∇ab , A]) (2.9)
= −Trhb(∇fA) = −
∫
Ω
∇fden(A). (2.10)
For any (linear) vector field c, the integral kernel of [c, A] is (c(x) − c(y))A(x, y)
(see (C.5)). Hence, we see that den([c, A]) = 0 and therefore
∫
Ω
fden([∇a, A]) =
− ∫
Ω
∇fden(A) for any f ∈ L∞(Ω). Hence den([∇a, A]) = ∇den[A]. 
Since by Lemma 2.2, τbh is generated by A → i[πb, A], the mt-invariance of A
implies that [πb, A] = 0. (Though πb does not leave A invariant, [πb, A] does.)
This and (2.8) yield that ∇den(A) = den([πb, A]) = 0 and therefore den A is
constant. 
Remark 2.5. 1) The long argument above proving (2.8) establishes the intuitive
fact that the integral kernel of the operator [∇a, A] acting on hb is same as the inte-
gral kernel of this operator acting on L2(Ω), which is (∇ax+∇ay)A′(x, y) = (∇x+
∇y)A′(x, y) and consequently den([∇a, A]) = (∇x +∇y)A′(x, y)|x=y = ∇den(A).
2) For another proof of the first statement of Proposition 2.3(i) see Appendix
C.
If γ is magnetically translationally invariant and even, then γ˜ = −i∇abγ is
a magnetically translationally invariant and odd. Applying this proposition to
γ˜ = −i∇abγ, where γ is a magnetically translationally invariant and even operator,
gives the equation j(γ, ab) = 0 and therefore, since curl
∗ curl ab = 0, (2.2) with
a = ab.
Now, we solve the first equation (2.1) for magnetic translation invariant γ’s.
If we drop both the direct and exchange self-interactions from hγaµ, then the
latter equation becomes the definition of γTb: γTb = fFD(
1
T
hab), where, recall,
hab := −∆ab − µ. Otherwise, we have to treat the equation γ = fFD( 1T hγab) as a
fixed point problem. This problem simplifies considerably if we drop the exchange
term, as in this case it reduces to a fixed point problem for a real number ξ:
ξ = v ∗ den(fFD((hab + ξ)/T )). (2.11)
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Then ξ is a real since −∆ab is self-adjoint and is a multiple of the identity map
by magnetic translation invariance due to Proposition 2.3. Suppose that a real
ξ solves (2.11), then define γ := fFD((hab + ξ)/T ). Since fFD > 0 and hab + ξ is
self-adjoint (for real ξ), we see that γ ≥ 0. Then, we see that
γ : = fFD((hab + ξ)/T ) (2.12)
= fFD(hab + v ∗ den(fFD((hab + ξ)/T )))/T ) (2.13)
= fFD((hab + v ∗ den(γ))/T ). (2.14)
Hence γ satisfies (2.1). Conversely, if γ solves the BdG equation (2.1), then
ξ = v ∗ den(γ) satisfies the equation
ξ = v ∗ dγ = v ∗ den(fFD((hab + v ∗ den(γ))/T )) (2.15)
= v ∗ den(fFD((hab + ξ)/T )). (2.16)
So this ξ is solution to (2.11). We have therefore shown the following
Lemma 2.6. There exists a solution (γb, α = 0, a = ab) with γb ≥ 0 and γb is
a function of −∆ab if and only if the fixed point problem (2.11) has a solution.
Moreover, this solution is unique.
We show in Appendix D that the fixed point problem (2.11) has a unique
solution if | ∫ v| is small. Thus, we obtain an unique magnetic translation invariant
solution. So we prove uniqueness among the class of γ’s which are functions of
−∆ab .
Assume that γ1, γ2 are two solutions to (2.1). Then we may form the corre-
sponding ξi = v ∗ den(γi) for i = 1, 2. Uniqueness of solution of equation (2.11)
dictates that ξ1 = ξ2. Therefore,
γ1 =fFD((hab + v ∗ den(γ1))/T ) (2.17)
=fFD((hab + ξ1)/T ) (2.18)
=fFD((hab + ξ2)/T ) (2.19)
=fFD((hab + v ∗ den(γ2))/T ) = γ2. (2.20)
What remains to be done is to show that the solution is unique among solutions
(γ, a) such that γ is magnetic translation invariant. It suffices to show that a = ab,
then equation (2.1) shows that γ is a function of −∆ab and we can conclude
uniqueness by Lemma 2.6. We decompose a = ab + a
′, where a′ is defined by this
expression. Using equation (2.2), we see that
curl∗ curl a′ = −a′(x)γ(0, 0), (2.21)
since, by Proposition 2.3, γ(x, x) is constant, the term Re(−i∇abγ)(x, x) vanishes,
and curl∗ curl ab = 0. Multiplying both sides by a
′ and integrate, we see∫
| curl a′|2 + γ(0, 0)
∫
|a′(x)|2 = 0 (2.22)
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Since hab + ξ is bounded below and g
♯ is strictly positive and increase, we see that
γ = fFD((hab + ξ)/T ) ≥ c > 0. Thus γ(0, 0) > 0. It follows that a′ = 0 and the
proof is complete.
Finally, it is shown in Appendix D that ξ is smooth in T :
Lemma 2.7. Assume that
∫
v ≤ 0 and | ∫ v| is small. Then ξ is negative for all
T > 0 and is bounded for all T small. It is smooth and has the expansion, for T
small and with B = vˆ(0)
4π
,
ξ(T ) =
Bµ
1 +B
+
TB
2
e
−2µ
(1+B)T +O(TBe−
4µ
(1+B)T + b2). (2.23)
3. Stability/instability of the normal states for small T and b:
Proof of Propositions 1.13 and 1.14
Proof of Proposition 1.13. Recall that KTb = Tf(hx/T, hy/T ), where f(u, v) :=
u+v
tanh(u)+tanh(v)
and hz is the operator hTb, defined in Proposition 1.11, acting on
the variable z. By Lemma 3.1 below f(u, v) ≥ 1. (A weaker bound f(u, v) ≥ 1
4
which suffices for us could be easily proved directly.) Hence
KTb ≥ T. (3.1)
Hence, since v is independent of either T or b, we have shown that LTb ≥ T−‖v‖∞
and consequently, Proposition 1.13. 
Proof of Proposition 1.14. We use the Birman-Schwinger principle (BSP) to show
that LTb has a negative eigenvalue. Set w
2 = −v ≥ 0 so that LTb = KTb − w2.
By the BSP, LTb has a negative eigenvalue −E if and only if GTb(E) := w(KTb+
E)−1w has the eigenvalue 1 for some E > 0 (see e.g. [8]). By (3.1), we have
GTb(E) ≥ 0, E ≥ 0. Moreover, since (KTb+E)−1 is continuous and monotonically
decreasing in E ≥ 0, so is GTb(E). Hence, it suffices to show that GTb := GTb(0)
satisfies ‖GTb‖ > 1. Hence, we estimate ‖GTb‖ from below.
Recall that KTb = Tf(hx/T, hy/T ), where f(u, v) :=
u+v
tanh(u)+tanh(v)
and h :=
−∆ab−µ. Since the operator hTb, defined in Proposition 1.11, satisfies hTb ≥ −µ′,
for some µ′ > µ, it suffices to consider f(u, v) for u, v ≥ −µ′. A simple estimate
f(u, v) . 1 + |u+ v|, (3.2)
for u, v ≥ −µ′, which follows from Lemma 3.1 below, KTb . T + |hx + hy|. This
implies the inequality
GTb ≥ w(T + |hx + hy|)−1w ≥ 0.
Since the gaps between the eigenvalues λn = b(2n + 1) of −∆ab on h are equal
to b, we can choose m s.t. |λm − µ| . b.
Recall that LTb acts on the space of the Hilbert-Schmidt operators which can
be identified through integral kernels with h ⊗ h. Let φm be the normalized
eigenfunction of −∆ab corresponding to the eigenvalues λm = b(2m + 1). We
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take u, ‖u‖ = 1, s.t. φ := wu = cφm ⊗ φm, where c = ‖w−1(φm ⊗ φm)‖−1 is the
normalization constant coming from taking ‖u‖ = 1, to obtain
〈u,GTbu〉 & (T + |λm − µ|)−1‖w−1(φm ⊗ φm)‖−2
& (T + b)−1‖w−1(φm ⊗ φm)‖−2. (3.3)
Now, write φm(x) =
√
bφ0m(
√
bx), where φ0m(x) is independent of b. Furthermore,
by the assumption on v, we have w & |x−y|−κ/2, κ < 2, for |x−y| sufficiently large.
This gives 〈u,GTbu〉 & (T + b)−1bκ/2 →∞ as b→ 0, provided T . bσ, σ > κ/2.
Thus we have shown that ‖GTb‖, or the largest eigenvalue of GTb, can be made
arbitrarily large if T and b are sufficiently small, which, by the BSP, proves The-
orem 1.14.
Finally, (3.3) can be proven by analyzing f(u, v), u, v ≥ −µ′, separately in
several domains. (3.3) also follows from the stronger statement proved below. 
Bounds on the function f(u, v) := u+v
tanh(u)+tanh(v)
used in the proof above could
be proved directly in an elementary way; they also follow from the following.
Lemma 3.1. The function f(u, v) := u+v
tanh(u)+tanh(v)
has the minimum 1 achieved
at u = v = 0.
Proof. To find minimum of f , we look for its critical points. We let g(u, v) =
tanh(u) + tanh(v) and compute
∇f = 1
g
(1− f(u, v)sech2(x), 1− f(u, v)sech2(y)). (3.4)
Setting ∇f = 0, we see that
f(u, v)−1 = sech2(u) and f(u, v)−1 = sech2(v). (3.5)
It follows that sech2(u) = sech2(v) and therefore either u = v or u = −v. If
u = −v, then f(u, v) = sech−2(u). So critical points are all such u = −v and the
minimum is reached at u = 0 and f(0, 0) = 1. If u = v, then (3.5) becomes
tanh(u) = u sech2(u), or equivalently, sinh(u) cosh(u) = u. (3.6)
This shows that sin(2u) = 2u which implies that u = 0. Hence minimum is
reached at u = 0 and f(0, 0) = 1. 
4. The existence of the vortex lattices
In this section, we prove Theorem 1.18 on existence of the vortex lattice solutions
to the BdG equations with an arbitrary vortex (the first Chern) number n. Recall
that we drop self-interaction terms v ∗ ργ and v♯γ. We minimize the resulting
energy for Tr(γ) fixed. Hence we omit the term −µTr(γ) in (1.38). Hence, with
the notation ha := −∆a, the free energy functional FT (η, a) in (1.38) becomes
F(η, a) = Tr(haγ)+ 1
2
Tr
(
α∗v♯α
)
+
∫
dx| curl a|2 − TS(η). (4.1)
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We define the free energy functional F(η, a) in (4.1) on D1ν × ~h1b , if S(η) < ∞.
Otherwise we set F(η, a) =∞.
Theorem 1.18 follows from Theorem 1.8 and the following
Theorem 4.1. Assume that T > 0 and ‖v‖∞ is small and specialize h = hb.
There exists a finite energy minimizer (η∗, a∗) ∈ D1ν ×~h1b of the functional F(η, a)
on the set D1ν × ~h1b . This minimizer satisfies 0 < η∗ < 1 and g(η∗) (see (1.41))
is trace class and has the equivariance and the flux quantization properties, (1.53)
and (1.55). Furthermore, the minimizer (η∗, a∗) can be chosen to be even, i.e.
satisfying (1.57).
The last statement, that g(η∗) is trace class, follows from the fact that if A ≥ 0,
then the usual trace and the hb ⊗ C2 trace are the same.
By combining this result with Theorem 1.8, we obtain Theorem 1.18.
Proof of Theorem 4.1. Recall that we are dealing only with h = hb. We pass from
the positive trace class operator γ to the Hilbert-Schmidt one, κ :=
√
γ, and from
the vector potential a to e := a−ab. Note that γ ∈ I1,1, γ ≥ 0⇐⇒ κ := √γ ∈ I1,2.
Furthermore, using a = ab + e, div ab = b and
∫
Ω
= 0, we compute∫
Ω
| curl a|2 =
∫
Ω
| curl e|2 + b2|Ω|. (4.2)
Consequently, consider, instead of (4.1), the equivalent functional
F (κ, α, e) = FT (η, ab + e)
∣∣
γ=κ2
− b2|Ω| (4.3)
= Tr
(
κhab+eκ
)
+
1
2
Tr
(
α∗v♯α
)
+
∫
| curl e|2 − TS(η)∣∣
γ=κ2
(4.4)
on the space I1,2×I1,2×~h1 with the norm ‖(κ, α, e)‖(1) := ‖κ‖I1,2 +‖α‖I1,2+‖e‖~h1
and with the side conditions 0 ≤ η∣∣
γ=κ2
≤ 1 and Trκ2 = ν. We will keep the
notation D1ν for I1,2 × I1,2 with these side conditions.
We will use standard minimization techniques proving that F (κ, α, e) is coercive
and weakly lower semi-continuous, and D1ν × ~h1 weakly closed.
Part 1: coercivity. The main result of this step is the following proposition:
Proposition 4.2. Let T > 0.We have, for κ ∈ I1,2 with Trκ2 = ν,
F (κ, α, e) ≥ C1(‖κ‖2rI1,2/ν + ‖e‖~h1)− C2 (4.5)
for suitable C1, C2 > 0 and any r < 1.
Proof of Proposition 4.2. We begin with estimating the entropy term −TS(η) (cf.
[11]). Recall the expression (1.41) - (1.42), which we reproduce here
S(η) := Tr(s(η)) = Tr(g(η)), (4.6)
g(η) := −η ln η − (1− η) ln(1− η), s(η) := −2η ln η, (4.7)
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and define the relative entropy
S(A|B) = Tr(s(A|B)), s(A|B) := A(lnA− lnB). (4.8)
We define and recall the diagonal and off-diagonal operator-matrix η0 and φ as
η0 :=
(
γ 0
0 1− γ¯
)
, φ(β) :=
(
0 β
β∗ 0
)
. (4.9)
Proposition 4.3 (cf. [7]). We have for η = η0 + φ(α),
S(η) = S(η0)− S(η|η0) ≤ S(η0). (4.10)
Proof. We note that for η := η0 + φ(α),
η ln η − η0 ln η0 = η ln η − η ln η0 + η ln η0 − η0 ln η0 (4.11)
= s(η, η0) + (η − η0) ln η0 (4.12)
= s(η, η0) + φ(α) ln η0. (4.13)
the last term φ(α) ln[η0(1 − η0)−1] has zero trace since it is off-diagonal, we have
the first equation in (4.10).
The inequality in (4.10) follows from Klein’s inequality and the fact that Trη =
Trη0. 
With the definitions (4.6)- (4.7) and (4.9), Eq (4.10) implies
S(η) ≤ S(η0) = Tr(g(γ)). (4.14)
Next, since 〈e〉 = 0 and div e = 0, the Poincare´’s inequality shows that
‖e‖2H1 .
∫
Ωδ
| curl e|2. (4.15)
Let a = ab+e and γ = κ
2. Definition (4.1) and inequalities (4.14) and (4.15) give,
for any δ > 0 and some c > 0,
F (κ, α, e) ≥ δTr(haγ) + 2c‖e‖2H1 +
1
2
Tr(α∗v♯α)− TS(γ). (4.16)
Next, we estimate Tr(haγ), with a = ab + e and γ = κ
2. Using div e = 0, we
write
Tr(haγ) = Tr(habγ) + 2iTr(e · ∇abγ) + Tr(|e|2γ)
≥(1− ǫ)Tr(habγ) + (1− ǫ−1)Tr(|e|2γ), (4.17)
for any ǫ > 0. Let k(γ) := Tr(habγ) = ‖γ‖I1,1. For the last term, we claim, for
any r ∈ (0, 1), the estimate
0 ≤ Tr(|e|2γ) . k(γ)1−r(Trγ)r‖e‖2H1 . (4.18)
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We prove this estimate for r = 1/2, which suffices for us. For general r ∈ (0, 1),
see Lemma E.3 of Appendix E. Recall the definition Mb :=
√
hab . We use relative
bound (E.3) of Appendix E to find
0 ≤ Tr(|e|2γ) . ‖|e|2M−sb ‖‖Msb κ‖I2‖κ‖I2 . ‖e‖2Hv‖κ‖Is,2‖κ‖I0,2 (4.19)
with s > 2(1− v). The last estimate gives (4.18) with r = 1/2.
Eq (4.18), together with (4.17), implies, for some constant C (dependent of δ),
Tr(haγ) ≥(1− ǫ)Tr(hab)γ)
+ (1− ǫ−1)Ck(γ)1−r(Trγ)r‖e‖2H1 , (4.20)
with ǫ < 1 and any r < 1. Now, take δ = c/(C(ǫ−1 − 1)k(γ)1−r(Trγ)r) and let
δ′ := cǫ/(2C). Inequality (4.16) and (4.20) give
F (κ, α, e) ≥ 2δ′k(γ)r − TS(γ) + 1
2
Tr(α∗v♯α) + c‖e‖2H1. (4.21)
We aim at estimating from below the following contribution to the r.h.s. of
(4.21)
E(γ) = δ′[Tr(habγ)/Trγ]
r − TS(γ) (4.22)
Here, recall, δ′ := cǫ/(2C), r < 1 (any) and γ ∈ I1,1 with Trγ = ν. Let I1,1ν :=
{γ ∈ I1,1 : Trγ = ν}. We claim that there is a positive constant Cν s.t.
inf
γ∈I1,1ν
E(γ) ≥ −Cν , (4.23)
We prove (4.23). We use Jensen’s (or Ho¨lder’s for hrabγ
rγ1−r) inequality. Let ek
be an orthonormal eigenbasis of h with eigenvalues λk and write (for 0 < r < 1 so
that xr is concave)
(Tr(habγ)/Trγ)
r =
(∑
k
λk〈ek, γek〉/Trγ
)r
(4.24)
≥
∑
k
λrk〈ek, γek〉/Trγ = Trhrab/Trγ (4.25)
where 〈ek, γek〉/Trγ is regarded as a probability measure in the application of
Jensen’s inequality. Hence, we may write
E(γ) ≥Tr(hrabγ)/ν − TS(γ) =: Er(γ). (4.26)
The r.h.s. is convex and therefore any critical point of Er(γ) is a minimum. This
is easily determined to be
γµ,β = fFD((h
r
ab
− µ)/T ) (4.27)
for a µ such that Trγ = ν. Er(γµ,β) bounded below for µ and β fixed. Hence
(4.23) follows.
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Eq (4.26), together with estimate (4.21), this gives
F (κ, α, e) ≥ δ′Tr(habγ)r/Trγ +
1
2
Tr(α∗v♯α) + c‖e‖2H1 − Cν , (4.28)
with δ′ = cǫ/(2C) and any 0 < r < 1. To estimate the second term on the r.h.s.
of (4.28), we bound α by γ via the constraint 0 ≤ η ≤ 1 (see [2] and references
therein):
Lemma 4.4. The constraint 0 ≤ η ≤ 1 implies that
(1) 0 ≤ η(1− η) ≤ 1.
(2) α∗α ≤ γ¯(1− γ¯) and αα∗ ≤ γ(1− γ).
(3) Tr(Mαα∗M∗) ≤ ‖MγM‖1 for any operator M .
Proof. Since 0 ≤ η ≤ 1, then 0 ≤ 1−η ≤ 1 as well and therefore 0 ≤ η(1−η) ≤ 1,
proving the first claim. From (1.2), we see that the 1,1-entry of η(1 − η) is
0 ≤ γ(1 − γ)− αα∗. By considering the 2,2-entry, we have that α∗α ≤ γ¯(1 − γ¯).
Finally, since 1− γ ≤ 1, we see that Mαα∗M∗ ≤ MγM∗ completes the proof. 
Since v is bounded, this lemma gives
|Tr(α∗v♯α)| ≤ ‖v‖∞Tr(α∗α) ≤ ‖v‖∞Tr(γ). (4.29)
This together with inequality (4.28) implies bound (4.5) of Proposition 4.2. 
Part 2: weak lower semi-continuity.
Lemma 4.5. The functional F (κ, α, e) is weakly lower semi-continuous in D1ν×~h1.
Proof. We study the functional F (κ, α, e) term by term. For the first term on the
r.h.s. of (4.4), with a = ab + e, we write
Tr((−∆a)γ) = Tr((−∆ab)γ) + 2iTr(e · ∇abγ) + Tr(|e|2γ). (4.30)
Since the first term of (4.30) satisfies Tr((−∆ab)γ) = ‖κ‖2I1,2 and is quadratic in
κ, it is ‖ · ‖I1,2-weakly lower semi-continuous.
For the second term on the r.h.s of (4.30), we let e, e′ ∈ ~h1 and estimate the
difference Tr(e · ∇abγ)− Tr(e′ · ∇abγ′). We write
Tr(e · ∇abγ)− Tr(e′ · ∇abγ′)
= Tr((e− e′) · ∇abγ)− Tr(e′ · ∇ab(γ − γ′)). (4.31)
For the first term on the r.h.s., letting c := e− e′, we claim that
|Tr(c · ∇abγ)| . ‖c‖Hs‖γ‖I1,1 , s < 1. (4.32)
To prove this inequality, we recall that Mb :=
√−∆ab and write Tr(c · ∇abγ) =
Tr(M−1b c · ∇abM−1b MbγMb) and use a standard trace class estimate to obtain
|Tr(c · ∇abγ)| . ‖M−1b c · ∇abM−1b ‖‖MbγMb‖I0,1 . Next, we use the boundedness
of ∇abM−1b , the relative bound ‖M−1b c‖ . ‖c‖Hs, s < 1 (see (E.1) of Appendix
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E), and the relation ‖MbγMb‖I0,1 = ‖γ‖I1,1 to find (4.32). (Recall that ‖κ‖Is,2 =
‖γ‖1/2Is,1.)
Now, keeping in mind that γ and γ′ are non-negative, we claim the following
estimate for the second term on the r.h.s. of (4.31) with c = e′:
|Tr(c · ∇ab(γ − γ′))|
. ‖c‖Ht(‖κ‖I1,2 + ‖κ′‖I1,2)‖κ− κ′‖Is,2, s, t < 1, (4.33)
where κ := γ1/2 and κ := (γ′)1/2. To prove this estimate, we write γ = κ2, γ′ = κ′2
to expand
(γ − γ′) = κ(κ− κ′) + (κ− κ′)κ′. (4.34)
Now, we use the boundedness of ∇abM−1b and the relative bound ‖M−sb c‖ .
‖c‖Ht , s, t < 1 (see (E.1) of Appendix E), and the relations ‖Msb κ‖I0,2 = ‖κMsb ‖I0,2 =
‖κ‖Is,2, to find
|Tr(c · ∇abκ(κ− κ′))| = |Tr(M−sb c · ∇abM−1b Mbκ(κ− κ′)Msb )|
. ‖c‖Ht‖κ‖I1,2‖κ− κ′‖Is,2, s, t < 1. (4.35)
For the second term on the r.h.s. of (4.34), we have using the relative bound
‖M−1b c · ∇abM−sb ‖ . ‖c‖H1, s < 1 (see (E.2) of Appendix E), to find
|Tr(c · ∇ab(κ− κ′)κ′)| = |Tr(M−1b c · ∇abM−sb Msb (κ− κ′)κ′)Mb)|
. ‖c‖H1‖κ′‖I1,2‖κ− κ′‖Is,2, s < 1. (4.36)
The last two estimates yield (4.33).
Applying (4.32) and (4.33) to the terms on the r.h.s. of (4.31), we find, for
3/4 < s < 1,
|Tr(c · ∇abγ)− Tr(c′ · ∇abγ′)| . ‖c− c′‖~hs‖γ‖I1,1
+ ‖c′‖~hs(‖κ‖I1,2 + ‖κ′‖I1,2)‖κ− κ′‖Is,2 , s, t < 1, (4.37)
where κ := γ1/2 and κ := (γ′)1/2.
Now, we use a standard result for Sobolev spaces, ~hs
′
is compactly embedded
in ~hs, for any s′ > s, and, perhaps, less standard one, that Is
′,2 is compactly
embedded in Is,2, for any s′ > s. (One shows the latter fact by passing to the
integral kernels and using a standard Sobolev embedding result.)
Now, let {(κn, αn, en)} be a weakly convergent sequence in D1ν ×~h1 and denote
its limit by (κ∗, α∗, a∗). Then, by above, it converges strongly in Dsν × ~hs, s < 1.
Hence, we have by (4.37),
|Tr(en · ∇abγn)− Tr(e∗ · ∇abγ∗)| → 0, n→∞. (4.38)
where, as usual, γn = κ
2
n and γ∗ = κ
2
∗.
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Finally, we consider the difference Tr(|e|2γ)−Tr(|e′|2γ′) due to the last term in
(4.30). We decompose
Tr(|e|2γ)−Tr(|e′|2γ′) = Tr(|e|2(γ − γ′)) + Tr((|e|2 − |e′|2)γ′). (4.39)
For the first term on the r.h.s. we claim the following estimate
|Tr(|e|2(γ − γ′))| . ‖e‖2Ht(‖κ‖I1,2 + ‖κ′‖I1,2)‖κ− κ′‖Is,2, s < 1, (4.40)
where κ := γ1/2 and κ′ := (γ′)1/2. We use again (4.34) and the relative bound
‖M−sb |e|2M−tb ‖ . ‖c‖Hr , s + t > 2(1 − r), (see (E.3) of Appendix E) to find,
similarly to (4.35) and (4.36),
|Tr(|e|2(γ − γ′))| = |Tr(|e|2(κ(κ− κ′) + (κ− κ′)κ′)| (4.41)
≤ |Tr(M−sb |e|2M−1b Mbκ(κ− κ′)Msb )|
+ |Tr(M−1b |e|2M−sb Msb (κ− κ′)κ′Mb)|
. ‖c‖Ht(‖κ‖I1,2 + ‖κ′‖I1,2)‖κ− κ′‖Is,2 , s < 1, (4.42)
which gives (4.40).
Finally, similarly to (4.32), we find for the second term on the r.h.s. of (4.39),
|Tr((|e|2 − |e′|2)γ′)| . ‖e− e′‖2Hs‖γ‖I1,1, s < 1, (4.43)
Now, Eqs (4.39), (4.40) and (4.43) imply
|Tr(|en|2γn)− Tr(|e∗|2γ∗)| . ‖en‖2H1(‖κn‖I1,2 + ‖κ∗‖I1,2)‖κn − κ∗‖Is,2
+ ‖γ∗‖I1,1‖en − e∗‖2Hs, (4.44)
for s < 1, and therefore, as above the r.h.s. converges to 0.
The second term on the r.h.s. of (4.4) is quadratic in α and therefore it is
continuous in D1ν × ~h1 since v ∈ L∞. It follows that it is weakly lower semi-
continuous in D1ν × ~h1.
The third term on the r.h.s. of (4.4),
∫
Ω
| curl e|2, is clearly convex. So its norm
lower semi-continuity is equivalent to weak semi-continuity. Since it is clearly
~h1−norm continuous, it is ~h1−weakly lower semi-continuous.
Hence all the terms on the r.h.s. of the expression (4.4) for F (η, a) ≡ F (κ, α, a),
save −TS(η), are lower semi-continuous under the convergence indicated and
therefore so is F (η, a). The lower semi-continuity of the latter term is proven
in Lemma A.4 of Appendix A, which completes the proof. 
We continue with the proof of Theorem 4.1. With the results above, the proof
is standard. Let {(κn, αn, en)} be a weakly convergent sequence in D1ν × ~h1 be
a minimizing sequence for F (κ, α, e) ≡ F (η, e). By Proposition 4.2, ‖ηn‖r(1) +
‖en‖(1), r < 1, is bounded uniformly in n. By Sobolev-type embedding theorems,
(ηn, en) converges strongly in Dsν × ~hs for any s < 1 and by the Banach-Alaoglu
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theorem, (ηn, en) converges weakly in D1ν ×~h1. Denote the limit by (η∗, e∗). Since,
by Lemma 4.5, F is lower semi-continuous, we have
lim inf
n→∞
F (ηn, en) ≥ F (η∗, e∗). (4.45)
Hence, (η∗, a∗) is indeed a minimizer. Furthermore, if we restrict ourselves to even
(η, a), i.e. to (η, a) satisfying (1.57), then the minimizer (η∗, a∗) is also even.
Now, we show
Lemma 4.6. 0 and 1 are not eigenvalues of η∗. Consequently, 0 < η∗ < 1.
Proof. We use throughout the proof that for any v ∈ hb × hb and and operator A
on hb, we have TrAPv = 〈v, Av〉, where Pv is the projection onto v, and we write
〈v, Sv〉 instead of TrSPv.
We assume for the sake of contradiction that η∗ has the eigenvalue 0. We ob-
serve that if η∗x = 0, then the relation (1.3) implies η∗Jx¯ = Jx¯. Therefore 1 is
also an eigenvalue.
Case 1: there is some x ∈ ker η∗ such that 〈x, Sx〉 = 0. Below, we omit
the argument e in F (η, e). Define
η′ := Px − JP¯xJ∗ = Px − PJx¯. (4.46)
We see that η′ satisfies the last condition in (1.59) since Tr(S1η
′) = 〈x, Sx〉 = 0.
We remark that the other 2 conditions of (1.59) are not necessarily satisfied. How-
ever, we still can compute the perturbation F (η∗+ ǫη
′)−F (η∗) by the continuous
functional calculus since η′ is the difference of two eigenprojections of η∗. We
compute
F (η∗ + ǫη
′)− F (η∗) ≍ ǫ ln ǫ+O(ǫ) < 0 (4.47)
since O(|ǫ ln ǫ|) & O(ǫ) for ǫ small, where O(ǫ) is the size of all differentiable terms
in F (η∗+ǫη
′)−F (η∗) with respect to ǫ. We remark that F is not differentiable with
respect to the variation η∗+ ǫη
′ as x ln(x) is not differentiable at 0. This results in
the nonlinear ǫ ln ǫ term in (4.47). Consequently, (4.47) contradicts minimality of
η∗. We conclude that η∗ has a trivial kernel; hence, it has a trivial 1-eigenspace.
Consequently, 0 < η∗ < 1.
Case 2: 〈x, Sx〉 6= 0 for all x ∈ ker η∗. We can assume that 〈x, Sx〉 > 0
for all x ∈ ker η∗, otherwise by a linear combination we are back in Case 1. Let
N := ker η∗ ⊕ ker(1 − η∗). Our first goal is to find some v0 ∈ N⊥ such that
〈v0, Sv0〉 < 0.
First, assume for the sake of contradiction that if x ∈ N⊥, then 〈x, Sx〉 = 0. We
claim that S is a bijection between N and N⊥. Our assumption 〈x, Sx〉 = 0 for
all x ∈ N⊥ implies that 〈x, Sy〉 = 0 for all x, y ∈ N⊥. Otherwise we can find some
x ∈ N⊥ such that 〈x, Sx〉 6= 0 by a linear combination. Consequently, SN⊥ ⊂ N .
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Since S2 = 1 and S is unitary, we see that N is unitarily isomorphic to N⊥. This
proves the claim.
Now, let x ∈ N . We see that 〈x, Sx〉 > 0 by assumption of Case 2. The above
claim shows that Sx ∈ N⊥. In particular,
〈x, Sx〉 = 0. (4.48)
This is a contradiction. We are lead to conclude that there is some x ∈ N⊥ with
〈x, Sx〉 6= 0.
Now we claim that there is some x ∈ N⊥ with 〈x, Sx〉 6= 0 if and only if there is
some x ∈ N⊥ with 〈x, Sx〉 < 0. One direction is obvious. In the other direction,
we assume that x ∈ N⊥ and 〈x, Sx〉 < 0 and show that a) JCx ∈ N⊥ (C is the
complex conjugation) and b) 〈JCx, S(JCx)〉 > 0. For a), we note that N is an
invariant subspace of JC = CJ (i.e. η∗x = 0 if and only if η∗JCx = JCx using
condition (1.3)) and J∗ = −J . Consequently, we see that N⊥ is an invariant
subspace of JC i.e. JCN⊥ = N⊥. b) follows from the fact J∗SJ = −S. The claim
at the beginning of the paragraph is now proved.
Consequently, our first goal is achieved: there is some v0 ∈ N⊥ with 〈v0, Sv0〉 <
0.
Now, let v ∈ ker η∗ be arbitrary such that 〈v, Sv〉 > 0 and fix a v0 ∈ N⊥ with
〈v0, Sv0〉 < 0. Set
η′ =(Pv − JPv¯J∗)− 〈v, Sv〉〈v0, Sv0〉(Pv0 − JPv¯0J
∗) (4.49)
= : A− 〈v, Sv〉〈v0, Sv0〉B (4.50)
By construction, we note that η′ satisfies the third condition of(1.59) so that
η∗ + ǫη
′ ∈ D1ν . Moreover, A satisfy the first condition of (1.59), but not the
second while B fulfills the first and second conditions of (1.59). This allows us
to differentiate the free energy FT with respect to the variation η∗ + ǫB while
computing the variation in A explicitly using the continuous functional calculus.
Consequently, we see once more
F (η∗ + ǫη
′)− F (η∗) ≍ ǫ ln ǫ+O(ǫ) < 0. (4.51)
This again contradicts the minimality of η∗. We conclude that η∗ has a trivial
kernel; hence, it has a trivial 1-eigenspace. 
Finally, since a minimizing sequence en converges to e∗ strongly in ~h
s for any
s < 1, we have, by the magnetic flux quantization (1.55) for en, the convergence
of en to e∗ and the Stokes theorem, that
1
2π
∫
Ω
curl a∗ = c1(ρ) ∈ Z, where, recall,
a∗ = ab + e∗ and Ω a fundamental cell of L. 
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Appendix A. Entropy
In this appendix we prove the differentiability and expansion of the entropy
functional, which we recall here
S(η) := Tr(s(η)) = Tr(g(η)), (A.1)
g(η) := −η ln η − (1− η) ln(1− η), s(η) := −2η ln η. (A.2)
This is used in the next two appendices in order to prove Theorem 1.8 and Propo-
sitions 1.11 and 1.12. Let dS(η)η′ := ∂ǫS(η + ǫη
′) |ǫ=0. We have
Proposition A.1. Let η ∈ D1ν be such that g(η) := −η ln η − (1 − η) ln(1 − η) is
trace class and η′ satisfy (1.59). Then S is C1 and its derivative is given by
dS(η)η′ = Tr(g′(η)η′) = Tr(s′(η)η′). (A.3)
Proof. By (A.1), it suffices for us to prove the proposition for s(η) = −η ln(η).
Denote η′′ := η + ǫη′. We write
S(η′′)− S(η) = −Tr(η(ln η′′ − ln η)− ǫη′(ln η′′ − ln η)− ǫη′ ln η) (A.4)
=: A+B − ǫTr(η′ ln η). (A.5)
Using the formula ln a− ln b = ∫∞
0
[(b+ t)−1− (a+ t)−1]dt and the second resolvent
equation, we compute
A :=− Tr(η(η′′ − ln η))
=
∫ ∞
0
Tr{η[(η′′ + t)−1 − (η + t)−1]}dt
= −
∫ ∞
0
Tr{η(η + t)−1ǫη′(η′′ + t)−1}dt
= −
∫ ∞
0
Tr{η(η + t)−1ǫη′(η + t)−1}dt
−
∫ ∞
0
Tr{η(η + t)−1ǫη′(η + t)−1ǫη′(η′′ + t)−1}dt. (A.6)
Similarly, we have
B :=− Tr(ǫη′(η′′ − ln η))
=
∫ ∞
0
Tr{ǫη′[(η′′ + t)−1 − (η + t)−1]}dt
= −
∫ ∞
0
Tr{ǫη′(η + t)−1ǫη′(η′′ + t)−1}dt. (A.7)
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Combining the last two relations with (A.5), we find
S(η + ǫη′)− S(η) = ǫS1 + ǫ2R2, (A.8)
S1 := −Trη′ ln η −
∫ ∞
0
Tr{η(η + t)−1η′(η + t)−1}dt, (A.9)
R2 :=
∫ ∞
0
Tr{η(η + t)−1η′(η + t)−1η′(η′′ + t)−1
− η′(η + t)−1η′(η′′ + t)−1}dt. (A.10)
The estimates below show that the integrals on the r.h.s. converge. Computing
the integral
∫∞
0
Tr{η(η+ t)−1η′(η+ t)−1}dt = ∫∞
0
Tr{η(η+ t)−2η′}dt = Trη′ in the
expression for S1 and transforming the expression for R2, we obtain
S1 :=− Tr{η′ ln η + η′}, (A.11)
R2 :=−
∫ ∞
0
Tr{t(η + t)−1η′(η + t)−1η′(η′′ + t)−1}dt. (A.12)
The proof convergence of (A.9) and (A.12) are similar. We consider the case of
(A.12). We estimate the integrand on the r.h.s. of (A.12). we have
|Tr{η′(η + t)−1η′(η′′ + t)−1}|
≤ ‖η′(η + t)−1‖I2‖η′(η′′ + t)−1‖I2 (A.13)
Now, we show that the factors on the r.h.s. are L2(dt). By the second condition
in (1.59) on η′, we have
‖η′(η# + t)−1‖I2 ≤‖η(1− η#)(η# + t)−1‖I2
≤ ‖ξ#(ξ# + t)−1‖I2,
where η# is either η or η′′ and ξ# := η#(1− η#). Let µn be the eigenvalues of the
operator ξ# := η#(1− η#). Then we have
‖ξ#(ξ# + t)−1‖2I2 =
∑
n
µ2n(µn + t)
−2, (A.14)
and therefore∫ ∞
0
‖ξ#(ξ# + t)−1‖2I2dt =
∫ ∞
0
∑
n
µ2n(µn + t)
−2dt
=
∑
n
µn = Trξ
#. (A.15)
Since η(1− η) and η′′(1− η′′) are trace class operators, this proves the claim and,
with it, the convergence of the integral on the l.h.s.. Similarly, one shows the
convergence of the other integrals.
To sum up, we proved the expansion (A.8) with S1 given by (A.11), which is
the same as (A.3), and R2 bounded as |R2| . 1. In particular, this implies that S
is C1 and its derivative is given by (A.3). 
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Proposition A.2. S(η) := Tr(g(η)) is C3 at ηTb w.r.to perturbations η
′ satisfying
(1.59) Moreover, we have
S(ηTb + ǫη
′) =S(ηTb) + ǫS
′(ηTb)η
′ +
1
2
ǫ2S ′′(η′, η′) +O(ǫ3) (A.16)
where S ′(ηTb)η
′ := Tr(g′(ηTb)η
′), S ′′(η′, η′) is a quadratic form,
S ′′(η′, η′) =
1
2
∫ ∞
0
Tr{(η + t)−1η′(η + t)−1η′}dt (A.17)
and the error term is uniform in η′ and is bounded by ǫ3Tr(ηTb(1 − ηTb)). For
η′ = φ(α), the quadratic term becomes
S ′′(η′, η′) = −Tr (α¯KTbα) , (A.18)
KTb :=
1
T
hLTb + h
R
Tb
tanh(hLTb/T ) + tanh(h
R
Tb/T )
, (A.19)
where hTb := hγTb,ab.
Proof. For the duration of the proof we omit the subindex Tb in ηTb. Recall (A.5)
- (A.7) and continuing computing A and B in (A.6) - (A.7) in the same fashion
as in the derivation of these equations, we find
A =
∫ ∞
0
Tr{η(η + t)−1ǫη′(η + t)−1}dt
−
∫ ∞
0
Tr{η(η + t)−1ǫη′(η + t)−1ǫη′(η + t)−1}dt
+
∫ ∞
0
Tr{η(η + t)−1ǫη′(η + t)−1ǫη′(η + t)−1ǫη′(η′′ + t)−1}dt, (A.20)
and
B =
∫ ∞
0
Tr{ǫη′(η + t)−1ǫη′(η + t)−1}dt
−
∫ ∞
0
Tr{ǫη′(η + t)−1ǫη′(η + t)−1ǫη′(η′′ + t)−1}dt. (A.21)
Combining the last two relations with (A.5) and recalling the computation of S1,
we find
S(η + ǫη′)− S(η) = ǫS1 + ǫ2S2 + ǫ3R3 (A.22)
S2 :=−
∫ ∞
0
Tr{η(η + t)−1η′(η + t)−1η′(η + t)−1
− η′(η + t)−1η′(η + t)−1}dt,
R3 :=
∫ ∞
0
Tr{η(η + t)−1η′(η + t)−1η′(η + t)−1η′(η′′ + t)−1
− η′(η + t)−1η′(η + t)−1η′(η′′ + t)−1}dt. (A.23)
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Transforming the expressions for S2 and R3, we obtain
S2 =
∫ ∞
0
Tr{t(η + t)−1η′(η + t)−1η′(η + t)−1}dt, (A.24)
R3 =−
∫ ∞
0
Tr{t(η + t)−1η′(η + t)−1η′(η + t)−1η′(η′′ + t)−1}dt. (A.25)
Estimates similar to those done after (A.12) show that the integrals on the r.h.s.
converge. This proves the expansion (A.22) with S1 and S2 given by (A.11), which
is the same as (A.3), and (A.24) and R3 bounded as |R3| . 1. Identifying the
quadratic form S2 with S
′′(η′, η′), we arrive at the expansion (A.16).
Before computing S2 ≡ S ′′(η′, η′), we find a simpler representation for it. Inte-
grating the r.h.s. of (A.24) by parts, we find
S ′′ =
∫ ∞
0
Tr{t(η + t)−2η′(η + t)−1η′}dt
=
∫ ∞
0
Tr{(η + t)−1η′(η + t)−1η′}dt
−
∫ ∞
0
Tr{t(η + t)−1η′(η + t)−2η′}dt. (A.26)
But by the cyclicity of the trace the last integral is equal to the first one and
therefore we have (A.17). Eq (1.40) gives
S ′′(η′, η′) =
1
4
∫ ∞
0
Tr{[(η + t)−1η′(η + t)−1
+ (1− η + t)−1η′(1− η + t)−1]η′}dt, (A.27)
Now, we use (A.27) to compute to S ′′ for η′ = φ(α). First, we recall that η = ηTb
and observe that for η′ = φ(α),
Tr((ηTb + t)
−1η′(ηTb + t)
−1η′) = 2Tr((γTb + t)
−1α(1− γ¯Tb + t)−1α)
(A.28)
= 2Tr(((x+ t)−1(y + t)−1α)α¯) (A.29)
where x and y are regarded as operators acting on α from the left by multiplying by
γTb and from the right, by 1− γ¯Tb. Putting this together with a similar expression
for the second term on the r.h.s. of (A.27) and performing the integral in t, we
obtain
S ′′(η′, η′) = −Tr [α¯K(α)] , (A.30)
K :=
log(x)− log(y)
x− y +
log(1− x)− log(1− y)
(1− x)− (1− y) , (A.31)
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with x acting on the left and y acting on the right. (A.31) can be written as
K = − log(x
−1 − 1)− log(y−1 − 1)
x− y . (A.32)
Recalling that γTb = g
♯(hTb/T ) = (1 + e
2hTb/T )−1, where hTb := hγTb,ab , and
therefore x−1 − 1 = e2hLTb/T and y−1 − 1 = e−2h¯RTb/T , we see that
K =
1
T
hLTb + h¯
R
Tb
(1 + eh
L
Tb/T )−1 + (1 + eh¯
R
Tb/T )−1
, (A.33)
which, together the hyperbolic functions identities, (1+eh)−1 = 1
2
(1− tanh h) and
(1 + e−h)−1 = 1
2
(1 + tanh h), gives (A.18). 
By the definition of the Gaˆteaux derive and the hessian and Proposition A.2,
we have
Corollary A.3. We have
dS(ηTb)η
′ := Tr(g′(ηTb)η
′), (A.34)
and, for η′ = φ(α) and with hTb := hγTb,ab,
S ′′(ηTb)φ(α) = −φ(KTbα), KTb := 1
T
hLTb + h
R
Tb
tanh(hLTb/T ) + tanh(h
R
Tb/T )
. (A.35)
Our next result on the entropy is the following
Lemma A.4. The functional −S(η) is weakly lower semi-continuous in D1ν.
Proof. We use an idea from [14] which allows to reduce the problem to a finite-
dimensional one. We use (4.10), to pass from −S(η) to the relative entropy,
S(η|η0), defined in (4.8), with η0 of the form (4.9), with Trγ0 < ∞ and s.t.
S(η0) <∞. By (4.10), S(η|η0) ≥ 0. Moreover,
S(η) = S(η0)− S(η|η0)− Tr[(η − η0) ln η0]. (A.36)
We choose η0 so that (η − η0) ln η0 is trace class and the term Tr[(η − η0) ln η0] is
wlsc. We take
η0 = fFD(M/T ), M := diag(
√
−∆ab ,−
√
−∆ab). (A.37)
Since fFD(h) =
(
eh + 1
)−1
, we see that that
0 ≤ − ln η0 = ln(1 + eM/T ) .1 +M/T. (A.38)
This estimate and (A.37) show that Tr[(η−η0) ln η0] is Iˆ1-norm continuous (Iˆ1−norm
is defined in (1.50)). Indeed, writing ln η0 = (1+M/T )(1+M/T )
−1 ln η0 and using
(A.38), we find
‖(η − η0) ln η0‖I1 ≤ ‖(η − η0)(1 +M/T )‖I1‖(1 +M/T )−1 ln η0‖
. ‖η − η0‖I1,1 . (A.39)
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This completes the proof of the claim that Tr[(η−η0) ln η0] is Iˆ1-norm continuous.
Furthermore, since this term is affine in η, it is convex. Thus it is wlsc.
Now, following [14], let sλ(A|B) = λ−1(s(λA+(1−λ)B)−λs(A)− (1−λ)s(B))
and write
S(ηn|η0)+Tr(η0 − ηn) = sup
λ∈(0,1)
Tr(sλ(ηn|η∗)). (A.40)
Since the entropy function s is concave, sλ(A|B) ≥ 0 for any A,B. For any non-
negative operator T on L2(Ω), TrL2(Ω)T = supP TrL2(Ω)PT where the sup is taken
over all finite rank projections. Hence, we may write
S(ηn|η0)+Tr(η0 − ηn) = sup
λ∈(0,1)
sup
P
Tr(Psλ(ηn|η0) (A.41)
where the supP is taken over all finite rank projections P . It follows that for any
λ ∈ (0, 1) and any finite rank projection P ,
S(ηn|η0) + Tr(η0 − ηn) ≥ Tr(Psλ(ηn|η0)) (A.42)
Since ηn → η∗ in ‖ · ‖(0) (hence in operator norm) and −x ln x is continuous on
[0, 1], we see that
sλ(ηn|η0)→ sλ(η∗|η0) (A.43)
in the operator norm. In particular, for any finite dimensional projection P ,
Tr(Psλ(ηn|η0))→ Tr(Psλ(η∗|η0)). (A.44)
Consequently,
lim inf
n→∞
S(ηn|η0)+Tr(η0 − ηn)
≥ Tr(Psλ(η∗|η0)) (A.45)
Now taking supλ∈(0,1) and supP and using that Tr(η0 − ηn) = 0, by condition
(1.59), we see that
lim inf
n→∞
S(ηn|η0) ≥ Tr(s(η∗|η0) . (A.46)
which implies the desired statement. 
As an aside not used in this paper, we compute the hessian, ∂γγS(γTb), of S
w.r.to diagonal perturbations,
d(γ′) :=
(
γ′ 0
0 −γ¯′
)
. (A.47)
∂γγS(γTb) is defined by
〈γ′, ∂γγS(γTb)γ′〉 := ∂2ǫS(ηTb + ǫd(γ′))
∣∣
ǫ=0
.
We have
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Proposition A.5. The hessian operator ∂γγS(γTb) is given by
∂γγS(γTb) =
1
T
hLTb − hRTb
tanh(hLTb/T )− tanh(hRTb/T )
, (A.48)
where, recall, hTb := hγTb,ab.
Proof. Our starting point in the formula (A.17) and hence we begin with the
computation of the term
∫∞
0
Tr[(η + t)−1η′(η + t)−1η′]dt, with η′ = d(γ′), where
d(γ′) denotes the perturbation in γ given by
d(γ′) :=
(
γ′ 0
0 −γ¯′
)
. (A.49)
First, we recall that η = ηTb and observe that for η
′ = d(γ′),
Tr((ηTb + t)
−1η′(ηTb + t)
−1η′) = Tr((γTb + t)
−1γ′(γTb + t)
−1γ′ (A.50)
+ (1− γ¯Tb + t)−1γ¯′(1− γ¯Tb + t)−1γ¯′) (A.51)
= Tr(([(x+ t)−1(x′ + t)−1 + (1− x+ t)−1(1− x′ + t)−1]γ′)γ′) (A.52)
where the last follows from Tr(A) = Tr(A¯) for self-adjoint operators, and x and
x′ are regarded as operators acting on γ′ from the left by multiplying by γTb
and from the right, by γTb. Performing the integral in t, we obtain S
′′(η′, η′) =
−Tr [γ¯′K ′(γ′)] , where the operator K ′ is given by
K ′ :=
log(x)− log(x′)
x− x′ +
log(1− x)− log(1− x′)
(1− x)− (1− x′) , (A.53)
with x acting on the left and x′ acting on the right. Clearly, K ′ is identified with
∂γγS(γTb). Rewrite the operator K
′ as
K ′ = − log(x
−1 − 1)− log(x′−1 − 1)
x− x′ (A.54)
Recalling that γTb = g
♯(hTb/T ) = (1 + e
2hTb/T )−1, where hTb := hγTb,ab , we see
that
K =
1
T
hLTb − hRTb
(1 + eh
L
Tb/T )−1 − (1 + ehRTb/T )−1 , (A.55)
which, together with (A.54) and the hyperbolic functions identities, (1 + eh)−1 =
1
2
(1− tanhh) and (1 + e−h)−1 = 1
2
(1 + tanh h), gives (A.48). 
Appendix B. Energy functional: Proof of Theorem 1.8
The proof of Theorem 1.8 consists three parts: 1) differentiability of FT , 2)
identification of the BdG equations with the Euler-Lagrange equation of FT , and
3) showing minimizers of FT among the set D1ν × ~h1b are critical points.
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Part 1: differentiability. We consider first the variation η + ǫη′ for ǫ > 0
small and perturbations satisfying (1.59), Note that such η′ satisfies, for ǫ small
enough,
0 ≤ η + ǫη′ ≤ 1. (B.1)
Let dηFT (η, a)η
′ := ∂ǫFT (η+ ǫη
′, a) |ǫ=0, if the r.h.s. exists. From (1.39), it is easy
to see that E(η, a) is Fre´chet differentiable and
dηE(η, a)η
′ = Tr(Λ(η, a)η′). (B.2)
Hence it suffices to prove the Fre´chet differentiability of S(η). This is done in
Appendix A above.
Differentiability of FT with respect to a is standard and can be done much easily.
The only two terms in FT that depend on a are Tr((−∆a)γ) and 12
∫ | curl a|2. The
first term can be differentiated by using −∆a0+a′ = (−∆a0)2−2a′(−i∇−a0)+ |a′|2
while the second term is differentiable by standard variational calculus. Hence the
differentiability of FT follows from (1.38), (B.2) and Proposition A.1.
Part 2: Euler-Lagrange equation.
Now, we show that if 0 < η < 1 and dηFT (η, a)η
′ = 0 and daFT (η, a)a
′ = 0
for all η′ on hb × hb satisfying (1.59) and a′ ∈ ~h1, then (η, a) satisfies the BdG
equations (1.4) - (1.6). To fix ideas, we consider only the space h = hb and indicate
the proper modification in the proof for h = L2(R2) when necessary.
We start with dηFTη
′ = 0 for all η′ satisfying (1.59). First, we construct ex-
plicitly a dense subset of perturbations η′ satisfying (1.59). For a critical point
(η, a), 0 < η < 1, we define a reference unit vector v0 = (1, 0)
T ∈ hb × hb. In the
case of h = L2(R2), take v0 = (f, 0) for any unit norm f ∈ L2(R3) supported in
Ω. We note that the difference in norm of v0’s two components is simply
0 6= 1 = ‖(v0)1‖2h − ‖(v0)2‖2h = 〈v0, Sv0〉 = Tr(SPv0) (B.3)
Note that, in the case of L2(R2) we use the trace per volume. However, since we
chose f to be supported in Ω, the same expression above holds.
For simplicity and without loss of generality, we assume that v0 is in the image
of η(1− η) since 0 < η < 1 (i.e. its range is dense). We define V ⊂ hb × hb as
V = {v : ‖v‖2 = 1, v = η(1− η)ξ, ξ ∈ hb × hb} (B.4)
For each v ∈ V , we define
η′v = (Pv − PJv¯)−
TrSPv
TrSPv0
(Pv0 − PJv¯0) . (B.5)
where Px is the orthogonal projection onto x and J is the complex structure in
(1.3).
Lemma B.1. η′v satisfies (1.59).
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Proof. To prove the first condition of (1.59), we only prove it for Pv − PJv¯ =
Pv − JPv¯J∗ since this condition is real linear. (Note that S is self-adjoint, so
〈v, Sv〉 = TrSPv is real for all v.) We note that J∗ = J−1 = −J and has only real
number components. Let C denote the complex conjugation. It follows then that
J∗(Pv − JPv¯J∗)J =J∗PvJ − Pv¯ (B.6)
=− C(Pv − J∗P¯vJ)C (B.7)
=− C(Pv − JPv¯J∗)C . (B.8)
This prove the first condition in (1.59).
To prove the second condition in (1.59), it suffices to show that Pv satisfies this
condition for every v ∈ hb×hb since J is unitary. For any v = η(1−η)ξ, x ∈ hb×hb,
we note that
‖Pvx‖ = |〈v, x〉| = |〈η(1− η)ξ, x〉| . ‖ξ‖2‖η(1− η)x‖2. (B.9)
This shows that (η′)2 ≤ C[η(1− η)]2. This proves the second condition in (1.59).
Finally, we prove the last condition in (1.59). For any unit norm v ∈ hb × hb,
TrS1(Pv − JPv¯J∗) =TrS1Pv − TrS1JPv¯J∗ (B.10)
=TrSPv − TrJ∗SJPv¯. (B.11)
We note that J∗S1J = S2 := diag(0, 1). Hence,
TrS1(Pv − JPv¯J∗) =TrSPv (B.12)
It follows that
TrS1η
′
v = TrSPv −
TrSPv
TrSPv0
TrSPv0 = 0. (B.13)
This proves that η′v satisfies the last condition in (1.59). 
We show that 0 < η < 1 and dηFT (η, a)η
′ = 0 for all η′ satisfying (1.59) imply
Λ(η, a)− µS − Tg′(η) = 0 for some µ and S = diag(1,−1) (see Proposition 1.4).
First note that equations (1.38), (B.2), (A.3) and (1.40) yield that
dηFT (η, a)η
′ = Tr [Aη′] . (B.14)
where A := Λ(η, a) − Tg′(η). If (η, a) is a critical point, then, for all v ∈ V , it
satisfies
Tr(Aη′v) = 0 . (B.15)
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Since A is in the tangent space of all the η such that J∗ηJ = 1− η¯. We note that
A also satisfies the first condition in (1.59). It follows that
0 =Tr(Aη′v) = Tr(APv)− Tr(AJP¯vJ∗) (B.16)
− TrSPv
TrSPv0
(Tr(APv)− Tr(AJP¯vJ∗)) (B.17)
=Tr(APv)− Tr(J∗AJP¯v) (B.18)
− TrSPv
TrSPv0
(Tr(APv0)− Tr(J∗AJP¯v0)) (B.19)
=Tr(APv) + Tr(A¯P¯v) (B.20)
− TrSPv
TrSPv0
(Tr(APv0) + Tr(A¯P¯v0)) (B.21)
=2Tr(APv)− TrSPv
TrSPv0
(2TrAPv0) (B.22)
We conclude that
TrAPv =
TrAPv0
TrSPv0
TrSPv =: µTrSPv (B.23)
for all v ∈ V . We note that µ is real since A and S are self-adjoint. Since
0 < η < 1, the linear space spanned V is dense. We conclude that A is a multiple
of S, which we denote by µ. This shows that
0 = A− µS (B.24)
We conclude that (η, a) solves the first BdG equation, (1.31).
Now, we consider the equation daFT (η, a)a
′ = 0. As was mentioned above, one
can easily show that
daFT (η, a)a
′ = 2
∫
dxv · a′, (B.25)
where v := curl∗ curl a − j(γ, a) and the perturbation a′ ∈ ~h1 is divergence free
and mean zero. Hence, to conclude that v = 0, we have to show that v :=
curl∗ curl a− j(γ, a) is divergence free and mean zero. (Indeed, any vector field e
can be written as e = a′+∇g+ c, where a′ is divergence free and mean zero and c
is a constant, and therefore
∫
Ω
ve =
∫
Ω
va′−∫
Ω
div vg+c
∫
Ω
v. So if v is divergence
free and mean zero and
∫
Ω
va′ = 0 for every a′ divergence free and mean zero, then
v = 0.)
Clearly, the term curl∗ curl a is divergence free and mean zero. So we show that
j(γ, a) is divergence free and mean zero. For the first property, we use the fact
that our free energy functional is invariant under gauge transformation. In fact,
it suffices to use the gauge invariance of the first line in (1.39), E1(T
gauge
tχ (η, a)) =
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E1(η, a), where E1(η, a) := Tr
(
(−∆a)γ
)
+ Tr
(
(v ∗ ργ)γ
)− 1
2
Tr
(
(v♯γ)γ
)
. It gives
0 = ∂t |t=0 E1(T gaugetχ (η, a)) (B.26)
for all χ ∈ H1loc which are L-periodic. Using the cyclicity of trace, we compute
this explicitly
0 =Tr(Re(2i∇aγ) · ∇χ) + Tr([γ, hγ,a]χ). (B.27)
Since (η, a) solves the BdG equation, we have that [Λ(η, a), η] = 0. Taking the
upper left component of this operator-valued matrix equation, we see that
[hγ,a, γ] + (v
♯α)α¯− α(v♯α¯) = 0 (B.28)
Since v(x) = v(−x), we conclude that the integral kernel of (v♯α)α¯− α(v♯α¯),∫
(v(x− z)− v(z − y))α(x, z)α¯(z, y)dz, (B.29)
is zero on the diagonal. Thus, the same conclusion holds for [γ, hγ,a]. Conse-
quently, Tr([γ, hγ,a]χ) = 0 and we conclude, by (B.27), that
0 = −Tr(Re(2i∇aγ) · ∇χ) =
∫
Ω
j(γ, a) · ∇χ = 0. (B.30)
Since this is true for every χ ∈ H1loc which are L-periodic, it follows that div j(γ, a) =
0.
To show that j(γ, a) is mean zero, we use, that by our assumptions, γ is even and
a is odd. Since for any operator A, ureflden[A] = den[ureflAurefl] where (ureflf)(x) =
f(−x), his shows that j(γ, a) is odd. Hence so is v := curl∗ curl a − j(γ, a) and
therefore v := curl∗ curl a− j(γ, a) = 0.
Since div a = 0, we may replace curl∗ curl by −∆. Hence, the elliptic regularity
theory shows that a ∈ ~h2b . This completes the proof. 
Part 3: minimizers are critical points. For a minimizer (η, a), we have
that dηFT (η, a)η
′, daFT (η, a)a
′ ≥ 0. Since ~h1 is linear, a′ ∈ ~h1 if and only if
−a′ ∈ ~h1. So daFT (η, a)a′ = 0 for all a ∈ ~h1b . Similarly, we note that η′ satisfies
the assumption (1.59) if and only if −η′ satisfies the same requirement. Hence we
conclude that 0 = dFT (η, a)η
′, which completes the proof. 
Appendix C. Another proof of the first part of Proposition 2.3
We begin with some general definitions. For a given lattice L, we fix a funda-
mental cell Ω and define an inner product on L2loc(R
2) by
〈f, g〉H =
∞∑
n=1
2−n(2n− 1)−2
∫
Dn
f¯(x)g(x)dx =:
∫
R2
f¯gdµ (C.1)
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where Dn is the (2n− 1)× (2n− 1) block of Ω’s centred at the origin and
dµ(x) =
∞∑
n=1
2−n(2n− 1)−2χDndx =: m(x)dx (C.2)
where dx is the usual Lebesgue measure on R2. Note that m(x) > 0 always. We
construct
H = closure{f ∈ L2loc(R2) : ‖f‖H <∞} (C.3)
The upshots are:
1) 〈f, g〉H is an inner product and therefore H is a Hilbert space;
2) if f and g are L-gauge periodic, then
〈f, g〉H =
∫
Ω
f¯ gdx (C.4)
and therefore, hb isometrically embeds in H;
3) magnetic translations leave H invariant and hence τbs(A) is well defined on
H;
4) an operator A on H satisfying τbhA = A leaves the subspace hb invariant.
The last property is important for us since we are interested in operators on hb
which are characterized by the property that τbhA = A.
For a bounded operator A on H, we identify the integral kernel, A′, as an
element of H⊗H satisfying the relation
〈g ⊗ f¯ , A′〉H⊗H = 〈g, Af〉H. (C.5)
In this case, we have
(Af)(x) =
∫
R2
A′(x, y)f(y)dµ(y) (C.6)
which for A′ and f L-gauge periodic reduces to
(Af)(x) =
∫
Ω
A′(x, y)f(y)dy (C.7)
Next, for a locally trace class operator A on H, we define the function (density)
den[A](x) by the relation∫
fden[A]dx := TrH(fA), ∀f ∈ C∞0 . (C.8)
If A′(x, y) is continuous, then den[A](x) := A′(x, x).
Now, we are ready for
Lemma C.1. If an operator A on H satisfies τbhA = A, then den[A] is constant.
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Proof. By (C.8) and the equation τbhA = A, the definition τbh(A) = ubhAu
−1
bh and
the cyclicity of the trace on H , we have, for any function f ∈ C∞0 ,∫
fden[A]dx = TrH(fA) = TrH(fτbh(A)) (C.9)
= TrH(fubhAu
−1
bh ) = TrH(u
−1
bh fubhA). (C.10)
Using (C.9) and the relation u−1bh fubh = (u
transl
h
−1
f), we find furthermore∫
fden[A]dx = TrH((u
transl
h
−1
f)A) (C.11)
=
∫
(utranslh
−1
f)den[A]dx (C.12)
=
∫
futranslh den[A]dx (C.13)
This implies den[A] = utranslh den[A] for all h ∈ R2 and therefore is independent of
x as claimed. 
Appendix D. Proof of the existence of solution to (2.11)
We define fT : R→ R by
fT (ξ) := v ∗ den[fFD((−∆ab − µ+ ξ)/T )] (D.1)
We can derive a more explicit formula for fT .
Lemma D.1. For each T > 0 and b = 2πn
|Ω|
<< 1,
|fT (ξ)− TB
∫ ∞
(ξ−µ)/T
fFD(y)dy| ≤ Cb2 (D.2)
where B = vˆ(0)
4π
and C is independent of T .
Proof. By Proposition 1.10, den[fFD((−∆ab − µ + ξ)/T )] is constant. It follows
that
fT (ξ) = vˆ(0)
1
|Ω|TrfFD((−∆ab − µ+ ξ)/T ) (D.3)
Using the eigenbasis ψm,j of −∆ab , with the eigenvalues b(2m+ 1), j ∈ {1, ..., n},
we have
TrfFD((−∆ab − µ+ ξ)/T ) (D.4)
=
∑
m≥0,j=0,...,n−1
fFD((b(2m+ 1)− µ+ ξ)/T ). (D.5)
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We note that this sum is a Riemann sum where the mid-point of slice in the
Riemann sum calculation is sampled. Thus for b small,
TrfFD((−∆ab − µ+ ξ)/T ) (D.6)
≍ n
2b
∫ ∞
0
fFD((x− µ+ ξ)/T )dx+O(b2) (D.7)
=
Tn
2b
∫ ∞
(ξ−µ)/T
fFD(y)dy +O(b
2) (D.8)
Recalling that b = 2πn
|Ω|
and using (D.3), we see that this gives (D.2). 
Now we use fixed the point theorem to show existence of solution. To this end,
we need an estimate on fT (a)− fT (b) so that we can use the Banach contraction
mapping principle.
Lemma D.2. Assume that b ≪ 1. Then there is C > 0 independent of T and δ
s.t.
|fT (a)− fT (b)| < C|T vˆ(0)||a− b|. (D.9)
Proof. Using the same method as Lemma D.1. We see that
fT (a)− fT (b) = vˆ(0)|Ω|
∑
m≥0
g♯((b(2m+ 1)− µ+ a)/T )
− g♯((b(2m+ 1)− µ+ b)/T ), (D.10)
which, by the mean value theorem and the fact that the resulting expression is a
Riemann sum of a L1 function, gives (D.9). 
Thus, we see that fT is a contraction on R if |T vˆ(0)| is small. Hence, we conclude
that it has an unique fixed point on R.
Now we carry out the proof of Lemma 2.7. To see the first claim ξ < 0, we only
need to note that sgnB = sgnvˆ(0) < 0 while fFD > 0 (thus the integral in D.8 is
positive). Hence fT (ξ) < 0 for all ξ. So a fixed point of fT must also be negative.
We use Lemma D.1. We see that
|ξ| ≤T |B|
∫ ∞
ξ−µ
T
fFD(y)dy +O(b
2) (D.11)
≤T |B|
∫ 0
ξ−µ
T
fFD(y)dy) + T |B|
∫ ∞
0
fFD(y)dy +O(b
2) (D.12)
≤T |B|µ− ξ
T
+O(T + b2) (D.13)
≤|B|(µ− ξ) +O(T + δ2) (D.14)
Since |B| = vˆ(0)
4π
<< 1, we see that ξ is bounded.
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Now, we explicitly integrate the expression in (D.2). We see that∫ ∞
ξ−µ
T
fFD(y)dy =
1
2
(
log(e
2(ξ−µ)
T + 1)− 2(ξ − µ)
T
)
(D.15)
Expanding the above expression for T small, we see that
ξ =−B(ξ − µ) + TB
2
e
2(ξ−µ)
T +O(TBe
4(ξ−µ)
T + b2). (D.16)
Solving for ξ in lowest order T and re-inserting into (D.16), we see that
ξ =
Bµ
1 +B
+
TB
2
e−
2µ
(1+B)T +O(TBe−
4µ
(1+B)T + b2). (D.17)
This gives expansion (2.23).
Finally, we show that ξ(T ) is smooth. This can be seem by noticing that fT (ξ)
is smooth in ξ and T for T > 0 and apply the implicit function theorem. The
requirement ∂ξfT (ξ) 6= 0 (for T small) can be seem by Lemma D.1 and the fact
g♯ > 0 always.
Appendix E. Relative bounds and estimates on density
In this appendix we prove bounds on functions relative to the operator Mb and
estimates on density ργ . Our first result is the following
Lemma E.1. We have the following Sobolev-type inequalities
‖M−sb cM−tb ‖ . ‖c‖Hr , s+ t > 1− r, (E.1)
‖‖M−1b c · ∇abM−tb ‖ . ‖c‖Hr , t > 1− r, (E.2)
‖M−sb |e|2M−tb ‖ . ‖e‖2Hr , s+ t > 2(1− r). (E.3)
where in the second estimate we assumed div c = 0.
Proof. We use the diamagnetic inequality |M−sb f | ≤M−sb=0|f | (see [1]) to reduce the
problem to the b = 0 case. To estimate the r.h.s. we writeM−s0 as the convolution,
M−s0 u = Gs ∗ u, where Gs(x) is the Fourier transform of (1 + |k|2)−s/2, and use
that Gs(x) decays exponentially at infinity and has the singularity ≍ |x|−2+s at
the origin. Hence Gs ∈ Lt(R2), t < 2/(2 − s) and we can estimate by the Young
inequality ‖Gs ∗u‖Lk . ‖Gs‖Lt‖u‖Lq , 1+1/k = 1/t+1/q, t < 2/(2− s), to obtain
‖M−sb f‖Lk . ‖f‖Lr , 1/k + s/2 > 1/r, s < 2. (E.4)
Now, to prove (E.1) and (E.3), we apply (E.4) twice and the Young inequality
to obtain
‖M−sb cM−tb f‖L2 . ‖cM−tb f‖Lq . ‖c‖Lp‖M−tb f‖Lk . ‖c‖Lp‖f‖L2, (E.5)
with 1/2+ s/2 > 1/q = 1/p+1/k, 1/k+ t/2 = 1/2, which implies s+ t > 2/p. To
obtain (E.1) and (E.3), we use the Sobolev inequalities ‖c‖Lp . ‖c‖Hr , r > 1−2/p
and ‖|e|2‖Lp = ‖e‖2L2p . ‖e‖2Hr , r > 1− 1/p, respectively.
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To prove (E.2), we use, in addition, M−1b c · ∇abM−sb = M−1b ∇ab · cM−sb +
M−1b (∇c)M−sb and div c = 0 to reduce the problem to (E.1) with s = 0. 
Lemma E.2. Let γ be a trace-class and positive operator and let κ :=
√
γ. Then
‖ργ‖W s,1 . ‖κ‖Is,2‖κ‖I0,2 , (E.6)
‖ργ‖W 1,1 . (‖γ‖I1,1Trγ)1/2, (E.7)
‖ργ‖Lq . ‖γ‖1−rI1,1 (Trγ)r, ∀r ∈ (0, 1), (E.8)
‖ργ‖Lq . ‖γ‖Is,1, s > 2(1− 1/q). (E.9)
Proof. We use (2.7) and ∂ργ = ρ[∂ab ,γ] to obtain ‖∂ργ‖L1 = sup‖f‖∞=1 |
∫
f∂ργ | =
sup‖f‖∞=1 |Tr(f [∂ab , γ])| . ‖[∂ab , γ]‖I0,1 Now, writing γ = κ2 and combining ∂ab
with one of the κ’s, we estimate furthermore ‖[∂ab , γ]‖I0,1 . ‖κ‖I1,2‖κ‖I0,2. Then
we interpolate between s = 0 and s = 1 to get the first inequality.
For the second inequality, we let γ = κ2 and write ργ(x) =
∫
κ(x, y)κ(y, x). It
is not hard to see that
‖ργ‖W 1,1 . ‖κ‖I1,2‖κ‖I0,2 = (‖γ‖I1,1Trγ)1/2.
The second inequality, together with
∫
Ω
ρq ≤ (∫
Ω
ρ(q−v)/(1−v))1−v(
∫
Ω
ρ)v, v < 1 <
q, and a Sobolev inequality ‖ργ‖Lp . ‖ργ‖1−v/qW s,1 , s > 2(1− 1/p), implies (E.8)
The first inequality, together with the Sobolev inequality, ‖ργ‖L3/2 . ‖ργ‖W s,1, s >
2(1− 1/q), gives (E.9). 
Lemma E.3. We have for any r ∈ (0, 1),
0 ≤ Tr(|e|2γ) . ‖γ‖1−rI1,1 (Trγ)r‖e‖2H1 . (E.10)
Proof. We write Tr(|e|2γ) = ∫
Ω
|e|2ργ and apply to this the Ho¨lder and Sobolev
inequalities to obtain
0 ≤ Tr(|e|2γ) . (
∫
Ω
|e|2p)1/p(
∫
Ω
ρqγ)
1/q . ‖e‖2H1‖ργ‖Lq ,
where 1/p + 1/q = 1. This inequality together with inequality (E.8) above gives
(E.10) with r ∈ (0, 1). 
We present another way to prove (E.10) assuming the non-abelian interpolation
inequality
‖κ‖Is,2 . ‖κ‖sI1,2‖κ‖1/2−sI0,2 . (E.11)
We use γ = κκ and write, for any s, t > 0,
0 ≤ Tr(|e|2γ) = Tr(M−sb |e|2M−tb M tbκκM tb) (E.12)
. ‖M−sb |e|2M−tb ‖‖M tbκ‖I2‖κMsb ‖I2 (E.13)
The last inequality, together with (E.12) and relative bound (E.3), gives (E.10)
with r ∈ (0, 1).
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Appendix F. Quasifree reduction
In general, a many body evolution can be defined on states (i.e. positive
linear (‘expectation’) functionals) on the CAR or Weyl CCR algebra W over,
say, Schwartz space S(Rd). Elements of this algebra are operators acting on the
fermionic/bosonic Fock space F , with annihilation and creation operators ψ(x)
and ψ∗(x).3 Given a quantum Hamiltonian H on F , the evolution of states is
given by the von Neumann-Landau equation
i∂tωt(A) = ωt([A,H ]) , ∀A ∈W. (F.1)
(We leave out technical questions such as a definition of ωt([A,H ]) as [A,H ] is
not in W.)
Let N :=
∫
dx ψ∗(x)ψ(x) be the particle number operator. We distinguish
between (a) confined systems with ω(N) <∞, as in the case of BEC experiments
in traps, and (b) thermodynamic systems with ω(N) =∞. In the former case the
states are given by density operators on F , i.e. ω(A) = Tr(AD), where D is a
positive, trace-class operator with unit trace on F (see e.g. [3], Lemma 2.4).
As the evolution (F.1) is practically intractable, one is interested in manageable
approximations. The natural and most commonly used ones are one-body ones,
which trade the number of degrees of freedom for the nonlinearity.
The most general one-body approximation is given in terms of quasifree states.
A quasifree state ϕ determines and is determined by the truncated expectations
to the second order:

φ(x) := ϕ(ψ(x)),
γ(x, y) := ϕ[ψ∗(y)ψ(x)]− ϕ[ψ∗(y)]ϕ[ψ(x)],
α(x, y) := ϕ[ψ(x)ψ(y)]− ϕ[ψ(x)]ϕ[ψ(y)] .
(F.2)
Let γ and α denote the operators with the integral kernels γ(x, y) and α(x, y).
After stripping off the spin components, this definition implies (1.1).
However, the property of being quasifree is not preserved by the dynamics (F.1)
and the main question here is how to project the true quantum evolution onto the
class of quasifree states.
Following [2], we define self-consistent approximation as the restriction of the
many-body dynamics to quasifree states. More precisely, we map the solution ωt
of (F.1), with an initial state ω0, to the family ϕt of quasifree states satisfying
i∂tϕt(A) = ϕt([A,H ]) (F.3)
for all observables A, which are at most quadratic in the creation and annihilation
operators, with an initial state ϕ0, which is the quasifree projection of ω0. We call
this map the quasifree reduction of equation (F.1).
Of course, we cannot expect ϕt to be a good approximation of ωt, if ω0 is far
from the manifold of quasifree states.
3For a more detailed informal description, see [2].
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Evaluating (F.3) for monomials A ∈ {ψ(x), ψ∗(x)ψ(y), ψ(x)ψ(y)}, yields a sys-
tem of coupled nonlinear PDE’s for (φt, γt, αt). For the standard any-body Hamil-
tonian,
H =
∫
dx ψ∗(x)hψ(x) +
1
2
∫
dxdy v(x, y)ψ∗(x)ψ∗(y)ψ(x)ψ(y) , (F.4)
with h := −∆+V (x) acting on the variable x and v a pair potential of the particle
interaction, defined on Fock space, F , these give the (time-dependent) Bogolubov-
de Gennes (BdG) or the (time-dependent) Hartree-Fock-Bogolubov (HFB) equa-
tions, depending on whether we deal with fermions or bosons. In the former case,
the starting Hamiltonian is given by the BCS theory and one takes φt(x) = 0 and
v(x, y) is non-local, in the latter case, v(x, y) ≡ v(x− y) is a local operator.
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