Abstract-The purpose of this study was to explore the effects of spatial and temporal properties on the expected responses of visual neurons that have linear receptive fields (RFs), particularly those having a mirror symmetric distribution of spatial subregions. Receptive fields that are symmetric in at least one spatial dimension occur in neurons of the retina, the lateral geniculate nucleus (LGN), and the visual cortex of mammals. Responses to flashing bars, moving bars, and moving edges were studied for different configurations of an analog RF model in which spatial and temporal aspects were varied independently. Responses of the model at intermediate stimulus speeds were found to agree with responses in the literature for X and Y units of the LGN and often for simple units of the visual cortex. In particular, having separated regions of response to light and dark edges, an identifying property of simple cells, was found to be a linear consequence of RF regions responding inversely to stimuli of opposite polarity. Model differences from responses of cortical complex units show that a linear model cannot mimic their responses, and imply that complex units employ major nonlinearities in coding image polarity (light vs dark), which signifies a nonlinearity in coding intensity. Because sudden flux changes inherent in flashing bars test mainly temporal RF properties, and slowly moving edges test mainly spatial properties, these two tests form a useful minimal set with which to describe and classify RFs. The usefulness of this set derives both from its sensitivity to spatial and temporal variables, and from the correlation between the linearity of a cell's processing of stimulus intensity and its RF classification.
INTRODUCTION
In some instances of visual processing, such as those underlying orientation behavior in the fly (Poggio and Reichardt, 1976) , linear aspects have proven to play a trivial role in responses to moving stimuli. More recently, Citron and Emerson (1983) and Emerson and colleagues (1987a, b) have drawn similar conclusions for complex cortical neurons in the cat. However, all neurons that project to primary visual cortex in higher mammals (Emerson and Ide, 1981; Gielen et al., 1981; Citron et al., 1988) , and also simple neurons in the cortex itself (Movshon et al., 1978a) , show strong linear response components. This association of nonlinearity with the complex-vs.-simple cell classification has motivated the present examination of the extent to which cortical RF classification depends on linearity of processing. The examination requires knowing the responses of linear RFs to moving stimuli that are being used widely for classification. Linear components will be emphasized here by mimicking a broad variety of responses with a linear model that has mirror-(or even-) symmetry in its spatial distribution of responsivity about the RF center.
To classify the RF of a cortical neuron in a cat or monkey one usually presents the RF with flashing or moving bars, and with moving edges. Existence of spatially separate areas of response to light and dark stimulus elements defines a simple cell (Hubel and Wiesel, 1962; Bishop et al., 1971) , whereas mixed 'on' and 'off responses to a flashing stimulus or overlapping areas of response to presentation of light and dark stimuli defines a complex cell (Hubel and Wiesel, 1962; Schiller et al., 1976; Sherman et al., 1976; Citron et al., 1981; Palmer and Davis, 1981a) .
Others (e.g., Movshon et al., 1978a, c) have examined responses to sinusoidally modulated stimuli because of the ease of separating sinusoidal response components of different frequencies (see Enroth-Cugell et al., 1983) . These linear-systems approaches have emphasized that it is useful to consider simple units as responding in a roughly linear way to increases and decreases of localized luminance. Complex units, on the other hand, demonstrate a gross nonlinearity in responses to intensity changes (Emerson et al., 1987b; Movshon et al., 1978b; and see below) . Although bar and edge stimuli are more traditional than gratings for classifying visual neurons, especially cortical neurons, responses to these stimuli do not provide direct information about linear content. Responses to flashing bars, however, can provide information about approximate linearity, as onset and removal of a bar stimulus includes equal and opposite luminance changes. In a simple RF, excitatory responses occur at one or the other but not at both stimulus phases, a characteristic that agrees with the requirement of a linear system that equal and opposite changes of input signal should cause equal and opposite output changes. The complex cell, on the other hand, seems to violate this requirement by giving an excitatory response to both stimulus phases.
Moving bars and edges are more conventional yet for classifying RFs. Although they elicit neural responses efficiently (Hubel and Wiesel, 1959, 1962; Bishop et al., 1971) , such responses are not interpreted easily for their linear basis. In directionally selective cells, for example, movement often elicits spatiotemporal
nonlinearities that are difficult to analyze because of spatial and temporal effects that are not easily separated (see Emerson et al., 1987b) . It is often impossible to discriminate whether an excitatory response to a moving light bar is caused by the bar entering a light-on (excitatory) area or leaving a light-off (excitatory) area (Fig. 1 of Emerson and Coleman, 1981) . Therefore, measurement of the spatial pattern of responses to onset and removal of a briefly flashed stimulus is often necessary to interpret the extent of nonlinearity in the intensive domain, especially when a unit responds to only one direction of moving bars and edges. Even in nondirectional cells considered here, the sign of responses to moving bars can be obscured by motion unless responses for both directions of motion are considered carefully.
In 1965, Rodieck derived an analytic, even-symmetric, linear model of cat's retinal ganglion cells that accounted for their transient properties and spatial antagonism. The present model is similar to this model and to other related models (e.g., Enroth-Cugell and Robson, 1966) in that it employs a time-course that is constant across space (i.e. it is space-time 'separable'). The present model differs by having a temporal integrating (high-frequency-cutoff) filter to account for responses at high stimulus velocities. Another difference is that the present model was constructed as an electronic analog receptive field that was then tested with the identical stimuli, and analyzed by the same computer programs that have been used to test LGN and cortical RFs. An alternative would have been to derive an analytic model such as those of Rodieck (1965) , Richter and Ullman (1982) , and Enroth-Cugell and colleagues (1983) . However, use of familiar parts such as photocells, because of their obvious relationship to the concept of a receptive field, has promoted a more direct interpretation of model responses. Furthermore, avoidance of analytic spatial functions, such as Gaussian functions, in
