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Πεπίλητη 
Αληηθείκελν ηεο παξνχζαο δηπισκαηηθήο είλαη ε Αλάιπζε ΢πλαηζζήκαηνο ζε θείκελν 
κηθξνχ κήθνπο πνπ πξνέξρεηαη απφ δηθηπαθέο πεγέο, κε ρξήζε Μεραληθήο Μάζεζεο. Σν 
ζχλνιν δεδνκέλσλ πνπ ρξεζηκνπνηείηαη απνηειείηαη απφ δεκνζηεχζεηο ηνπ ηζηνρψξνπ  
θνηλσληθήο δηθηχσζεο www.twitter.com, νη νπνίεο έρνπλ θνηλφ ζέκα ηνλ ηνπξηζκφ ζηελ 
Διιάδα. ΢ηφρνο καο είλαη ε θαηάηαμε ησλ δεκνζηεχζεσλ (tweets) ζηηο εμήο ηέζζεξηο 
θιάζεηο ζπλαηζζήκαηνο: ζεηηθή (positive) θιάζε, αξλεηηθή (negative) θιάζε, νπδέηεξε  
(neutral) θιάζε, απξνζδηφξηζηε (undefined) θιάζε κε ηε βνήζεηα Με Δπηβιεπφκελεο 
Μεραληθήο Μάζεζεο.  
   Αξρηθά, γίλεηαη κηα εηζαγσγή ζηελ έλλνηα ηεο Αλάιπζεο ΢πλαηζζήκαηνο θαη αθνινχζσο 
γίλεηαη εθηελήο αλαθνξά ζηηο δχν βαζηθέο κεζφδνπο πνπ εθαξκφδνληαη ζηα πξνβιήκαηα 
Αλάιπζεο ΢πλαηζζήκαηνο. Απηέο είλαη ε βαζηζκέλε ζε ιεμηθφ κέζνδνο θαη ε βαζηζκέλε ζε 
Μεραληθή Μάζεζε κέζνδνο, κε ην ελδηαθέξνλ καο λα επηθεληξψλεηαη ζηε δεχηεξε. ΢ην 
ηκήκα πνπ αλαθέξεηαη ζηελ βαζηζκέλε ζε ιεμηθφ κέζνδν γίλεηαη πεξηγξαθή ηεο κεζφδνπ, 
ησλ δπζθνιηψλ θαη ησλ ηξφπσλ αληηκεηψπηζεο ηνπο θαη ηέινο πεξηγξάθεηαη ε δεκηνπξγία 
δηαδεδνκέλσλ Λεμηθψλ ΢πλαηζζήκαηνο θαη γίλεηαη αλαθνξά ζε ζεκαληηθέο ζρεηηθέο 
δεκνζηεχζεηο. ΢ην ηκήκα πνπ αθνξά ηε κέζνδν πνπ βαζίδεηαη ζηε Μεραληθή Μάζεζε 
γίλεηαη πεξηγξαθή ησλ θαηεγνξηψλ Μεραληθήο Μάζεζεο γεληθά θαη εηδηθά γηα ην πξφβιεκα 
ηεο Αλάιπζεο ΢πλαηζζήκαηνο. Αλαιχνληαη ηα ζηάδηα θαη νη παξάκεηξνη ηεο κεζφδνπ θαη 
πεξηγξάθνληαη βαζηθνί αιγφξηζκνη γηα θάζε κία απφ ηηο θαηεγνξίεο Μεραληθήο Μάζεζεο 
ζηελ Αλάιπζε ΢πλαηζζήκαηνο. Αθνινχζσο, γίλεηαη αλαθνξά ζηα πξνβιήκαηα ηεο 
κεζφδνπ, ζηνπο ηξφπνπο αμηνιφγεζεο ελφο ζπζηήκαηνο Αλάιπζεο ΢πλαηζζήκαηνο θαη ζε 
δηάθνξα δηαζέζηκα datasets. Tέινο, γίλεηαη εηδηθή αλαθνξά ζηε δηαρείξηζε ησλ tweets θαη 
θιείλνπκε κε κηα ζχληνκε πεξηγξαθή ζρεηηθψλ δεκνζηεχζεσλ θαη κε ηελ παξάζεζε 
δηαζέζηκσλ APIs Αλάιπζεο ΢πλαηζζήκαηνο. 
    ΢ηε ζπλέρεηα, έρνληαο πιένλ πεξηγξάςεη ζεσξεηηθά φια ηα απαξαίηεηα ζηάδηα θαη 
παξακέηξνπο εζηηάδνπκε ζηελ εθαξκνγή ηεο κεζφδνπ  Μεραληθήο Μάζεζεο ζηα δεδνκέλα 
καο. Γνθηκάδνπκε δηάθνξεο εθδνρέο πξνεπεμεξγαζίαο ησλ δεδνκέλσλ, δηαθνξεηηθνχο 
αιγνξίζκνπο θαη κεηαβνιή δηάθνξσλ παξακέηξσλ ηνπ πξνβιήκαηνο. Έκθαζε δφζεθε ζηελ 
Με Δπηβιεπφκελε Μεραληθή Μάζεζε (ζπζηαδνπνίεζε), σζηφζν γηα βαζχηεξε θαηαλφεζε 
θαη κειέηε ησλ απνηειεζκάησλ έγηλαλ δνθηκέο θαη κε ηε κέζνδν Δπηβιεπφκελεο Μάζεζεο.  
   Μειεηψληαο κε πξνζνρή ηα απνηειέζκαηα πνπ πξνθχπηνπλ απφ ηηο δηάθνξεο δνθηκέο, 
ζπκπεξαίλνπκε φηη ε ζπζηαδνπνίεζε δελ κπνξεί λα δψζεη ηθαλνπνηεηηθά απνηειέζκαηα 
ζην πξφβιεκα ηεο Αλάιπζεο ΢πλαηζζήκαηνο ζε tweets ιφγσ ηνπ φηη ε κέζνδνο πξνζπαζεί 
λα εληνπίζεη νκνηφηεηεο κεηαμχ ησλ tweets αγλνψληαο εληειψο ηηο δηαθνξέο πνπ 
ελδερνκέλσο λα είλαη πην ζεκαληηθέο. Ωζηφζν, κέζα απφ ηε κειέηε ησλ απνηειεζκάησλ 
θαηαιήγνπκε ζε ζεκαληηθά επξήκαηα πνπ ζα κπνξνχζαλ λα θαλνχλ ρξήζηκα ζε 
κειινληηθέο έξεπλεο. 
Λέμεηο θιεηδηά 
Μεραληθή Μάζεζε, Αλάιπζε ΢πλαηζζήκαηνο, ΢πζηαδνπνίεζε, k-means, Expectation-
Maximization, Tweets, θιάζεηο ζπλαηζζήκαηνο  
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Abstract 
The object of this dissertation is Sentiment Analysis of short texts from web sources, using 
Machine Learning. The dataset that is used consists of posts from the social networking site 
www.twitter.com and their common subject is tourism in Greece. Our goal is to classify the 
posts (tweets) in four classes of sentiment: positive class, negative class, neutral class, 
undefined class using Unsupervised Machine Learning.  
     In the beginning, we make an introduction to the concept of Sentiment Analysis and then 
we make an extensive reference to the two basic methods that are used in the Sentiment 
Analysis problems. These are the lexicon - based method and the Machine-learning based 
method, while our interest focuses on the latter. In the part that refers to the lexicon-based 
method we describe the method, the difficulties and the ways to deal with them and finally, 
we describe the creation of some common Sentiment Lexicons. In the part that refers to the 
Machine Learning - based method we make a description of Machine Learning categories, 
in general as well as specifically for the problem of Sentiment Analysis. We analyze 
method‟s steps and parameters and we describe basic algorithms that are used in each 
Machine Learning category for Sentiment Analysis. Subsequently, we make reference to the 
method‟s problems, to the methods that are used for the evaluation of a system that 
performs Sentiments Analysis and to some available datasets.  Finally, we make special 
reference to the management of tweets and we close this part giving brief descriptions of 
relevant publications and mentioning available APIs for Sentiment Analysis. 
    Consequently, since we have described theoretically all the steps and parameters we focus 
on the application of Machine Learning on our data. We test several versions of data 
preprocessing, several algorithms and variation of problem parameters. We paid attention to 
Unsupervised Machine Learning (clustering). However we also applied the method of 
Supervised Machine Learning for better understanding and study of the results. 
    Studying carefully the results we obtained from the several tests, we conclude that 
clustering cannot give satisfying results to the problem of Sentiment Analysis of tweets 
because the method tries to find similarities between the tweets, ignoring differences that 
may be more important. However, through the study of the results we arrive at findings that 
may be useful in future surveys. 
Keywords 
Machine Learning, Sentiment Analysis, Clustering, k-means, Expectation-Maximization, 
tweets, classes of sentiment   
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1.  Διζαγυγή  
1.1 Διζαγυγή ζηην έννοια ηηρ Ανάλςζηρ Σςναιζθήμαηορ  
Ζ αικαηψδεο εμέιημε ηνπ Web 2.0 ηελ ηειεπηαία δεθαπεληαεηία έρεη αιιάμεη εληππσζηαθά 
ηνλ ηξφπν επηθνηλσλίαο ησλ αλζξψπσλ κέζα απφ ηελ ρξήζε ππεξεζηψλ θαη εθαξκνγψλ. Σν 
Web 2.0, ηνπνζεηψληαο ην ρξήζηε ηνπ Γηαδηθηχνπ ζην επίθεληξν, ηνπ δίλεη ηε δπλαηφηεηα 
λα κνηξάδεηαη πιεξνθνξίεο, λα αιιειεπηδξά κε άιινπο ρξήζηεο, λα ζρνιηάδεη θαη λα 
θηιηξάξεη θάζε είδνπο πιεξνθνξία κε ρξήζε εξγαιείσλ φπσο ην search (αλαδήηεζε), ην tag 
(εηηθέηα), ε παξάζεζε links ή ην authoring (ζπγγξαθή πεξηερνκέλνπ). Σα παξαπάλσ 
εξγαιεία θαη δπλαηφηεηεο εθαξκφδνληαη θαζεκεξηλά απφ δηζεθαηνκκχξηα ρξήζηεο 
παγθνζκίσο, κε απνηέιεζκα ηε δεκηνπξγία ελφο ηεξάζηηνπ φγθνπ πιεξνθνξίαο. Ζ 
εμεξεχλεζε ηνπ πεξηερνκέλνπ θαη ε αμηνπνίεζε απηήο ηεο πιεξνθνξίαο απνηειεί 
αληηθείκελν έξεπλαο ηα ηειεπηαία ρξφληα θαη έρεη νδεγήζεη κεηαμχ ησλ άιισλ ζηελ 
αλάπηπμε ηεο έλλνηαο ηεο Αλάιπζεο ΢πλαηζζήκαηνο.  
    Με ηνλ φξν Αλάιπζε ΢πλαηζζήκαηνο (Sentiment Analysis) ή αιιηψο Δμφξπμε Γλψκεο 
(Οpinion Mining) ελλννχκε ηελ δηαδηθαζία απηφκαηνπ πξνζδηνξηζκνχ ηνπ ζπλαηζζήκαηνο 
πνπ εθθξάδεηαη απφ έλα άηνκν σο πξνο θάπνην αληηθείκελν κέζσ ελφο  θεηκέλνπ 
γξακκέλνπ απφ ηνλ ίδην, κε ηε βνήζεηα κεζφδσλ Δπεμεξγαζίαο Φπζηθήο Γιψζζαο (NLP), 
΢ηαηηζηηθήο θαη Μεραληθήο Μάζεζεο. ΢ηφρνο ηνπ πξνβιήκαηνο ηεο Αλάιπζεο ΢πλαηζζ- 
ήκαηνο ζε θείκελν είλαη ε απηφκαηε θαηάηαμε ηνπ πξνο αλάιπζε θεηκέλνπ ζε κία απφ ηηο 
πξνβιεπφκελεο απφ ην εθάζηνηε πξφβιεκα θιάζεηο ζπλαηζζήκαηνο.  
     Αλ θαη νη πξψηεο πξνζεγγίζεηο ηεο Αλάιπζεο ΢πλαηζζήκαηνο έγηλαλ γχξσ ζην 1997 [59] 
[62], ην πξφβιεκα έγηλε επξχηεξα δεκνθηιέο ζηηο αξρέο ηνπ 21νπ αηψλα, κε ηνπο Bo Pang, 
Lilian Lee [18] θαη Peter Turney [69] λα δεκνζηεχνπλ έξεπλεο πνπ απνηεινχλ κέρξη θαη 
ζήκεξα ζεκείν αλαθνξάο ζηελ κειέηε ηνπ πξνβιήκαηνο ηεο Αλάιπζεο ΢πλαηζζήκαηνο. 
Έθηνηε ε έξεπλα πάλσ ζην αληηθείκελν ζπλερίδεηαη κε φιν θαη απμαλφκελνπο ξπζκνχο, 
θαζψο ην δηαδίθηπν σο κέζν έθθξαζεο ηεο αλζξψπηλεο άπνςεο θαζηεξψλεηαη φιν θαη 
πεξηζζφηεξν.    
1.2 Χπηζιμόηηηα και εθαπμογέρ ηηρ Ανάλςζηρ Σςναιζθήμαηορ 
Πέξα απφ ην φηη απνηειεί έλα πνιχ ελδηαθέξνλ αληηθείκελν κειέηεο θαη έξεπλαο, ε 
απηφκαηε Αλάιπζε ΢πλαηζζήκαηνο ζε θείκελν κπνξεί λα βξεη πνιιέο ρξήζηκεο εθαξκνγέο. 
Σν θαηλνχξην πνπ έρεη λα πξνζθέξεη ζηηο ήδε ππάξρνπζεο πιεξνθνξίεο πνπ βξίζθνληαη ζην 
δηαδίθηπν είλαη φηη νπζηαζηηθά κπνξεί λα παξάγεη κηα πεξίιεςε ηνπ ζπλαηζζήκαηνο πνπ 
εθθξάδεηαη απφ ηα δεδνκέλα πνπ αλαιχνληαη, θάλνληαο πνιχ απιφ θαη γξήγνξν ζηνλ 
εθάζηνηε ελδηαθεξφκελν λα δηακνξθψζεη κηα εηθφλα ρσξίο λα ρξεηαζηεί λα κειεηήζεη ν 
ίδηνο αλαιπηηθά ηελ θάζε άπνςε πνπ εθθξάδεηαη ζε θάπνην δηθηπαθφ ηφπν, γχξσ απφ 
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νπνηνδήπνηε αληηθείκελν. Σα ηειεπηαία ρξφληα πνιιέο είλαη κάιηζηα νη εηαηξείεο πνπ 
αλαιακβάλνπλ ην έξγν ηεο Αλάιπζεο ΢πλαηζζήκαηνο ζην δηαδίθηπν, ζρεηηθά κε θάπνην 
αληηθείκελν πνπ ηνπο αλαηίζεηαη απφ ηνπο πειάηεο ηνπο, ελψ ακέηξεηα είλαη θαη ηα 
εξγαιεία απηφκαηεο Αλάιπζεο ΢πλαηζζήκαηνο πνπ έρνπλ αλαπηπρζεί θαη είλαη ζηε δηάζεζε 
νπνηνπδήπνηε απινχ ρξήζηε ηνπ δηαδηθηχνπ. Ζ Αλάιπζε ΢πλαηζζήκαηνο ζε θείκελν 
δηαδηθηπαθψλ πεγψλ, ρξεζηκνπνηείηαη απφ πνιιέο εηαηξείεο πνπ επηζπκνχλ λα εξεπλήζνπλ 
ηελ απνδνρή ησλ πξντφλησλ ηνπο απφ ην επξχ θνηλφ, λα ζρεδηάζνπλ ηηο κειινληηθέο 
θηλήζεηο ηνπο θαη λα βειηηψζνπλ ηπρφλ αηέιεηεο ηνπο. Δπίζεο, δεκνθηιή πξφζσπα 
αμηνπνηνχλ ηελ Αλάιπζε ΢πλαηζζήκαηνο δηαδηθηπαθήο πιεξνθνξίαο γηα λα κάζνπλ ηε 
γλψκε ηνπ θνηλνχ πξνο ην πξφζσπν ηνπο, ελψ απινί ρξήζηεο ηνπ δηαδηθηχνπ ζα κπνξνχζαλ 
κε ηε βνήζεηα ηεο λα δηακνξθψζνπλ κηα γεληθή εηθφλα γηα κηα ηαηλία, θάπνην πξντφλ, 
θάπνην πξφζσπν ή θάπνηνλ πξννξηζκφ πνπ ηνπο ελδηαθέξεη θαη ηπραίλεη λα έρεη 
αμηνινγεζεί απφ πνιινχο άιινπο ρξήζηεο. Έρνπλ γίλεη πξνζπάζεηεο αθφκα θαη γηα 
πξφβιεςε απνηειεζκάησλ πνιηηηθψλ εθινγψλ κε ρξήζε Αλάιπζεο ΢πλαηζζήκαηνο.  
1.3 Δπίπεδα Ανάλςζηρ Σςναιζθήμαηορ 
Ζ Αλάιπζε ΢πλαηζζήκαηνο γίλεηαη ζπλήζσο ζε θάπνην απφ ηα εμήο επίπεδα: 
- Δπίπεδν θεηκέλνπ (document- level): ΢ε απηφ ην επίπεδν ζεσξνχκε φηη ην θείκελν 
εθθξάδεη κία εληαία άπνςε ελφο αηφκνπ γηα έλα αληηθείκελν, ηελ νπνία 
πξνζπαζνχκε λα πξνζδηνξίζνπκε. Δθαξκφδεηαη ζε πεξηπηψζεηο θεηκέλσλ απφ ηα 
νπνία καο ελδηαθέξεη λα δηακνξθψζνπκε κηα ζθαηξηθή γλψκε γηα θάπνην 
αληηθείκελν (π.ρ. θξηηηθέο ηαηληψλ), ελψ δελ ελδείθλπηαη γηα πεξηπηψζεηο θεηκέλσλ 
κέζα ζηα νπνία ζρνιηάδνληαη δηαθνξεηηθέο πηπρέο ελφο αληηθεηκέλνπ ή δηαθνξεηηθά 
αληηθείκελα.  
- Δπίπεδν πξόηαζεο (sentence- level): ΢ε απηφ ην επίπεδν, ζεσξείηαη φηη ε θάζε 
πξφηαζε ελφο θεηκέλνπ εθθξάδεη έλα δηαθνξεηηθφ ζπλαίζζεκα.  
- Δπίπεδν ραξαθηεξηζηηθνύ (feature-level): Σφζν ε αλάιπζε ζε επίπεδν θεηκέλνπ φζν 
θαη ε αλάιπζε ζε επίπεδν πξφηαζεο δελ αλαθαιχπηνπλ ην αθξηβέο αληηθείκελν ηνπ 
θάζε ζπλαηζζήκαηνο. Με ηελ αλάιπζε ζε επίπεδν ραξαθηεξηζηηθνχ επηδηψθεηαη ν 
πξνζδηνξηζκφο ηφζν ηνπ ζπλαηζζήκαηνο φζν θαη ηνπ ζπγθεθξηκέλνπ αληηθεηκέλνπ - 
ζηφρνπ ηνπ ζπλαηζζήκαηνο. Ζ αλάιπζε απηή πεξηιακβάλεη ηα εμήο ζηάδηα: Αξρηθά, 
πξνζδηνξίδνληαη θαη εμάγνληαη ηα επηκέξνπο ραξαθηεξηζηηθά ηνπ ζρνιηαζκέλνπ 
αληηθεηκέλνπ. ΢ηε ζπλέρεηα πξνζδηνξίδεηαη ην ζπλαίζζεκα πνπ εθθξάδεηαη γηα 
θαζέλα απ‟ απηά θαη ηέινο, αλαδεηνχληαη θαη ζπλδπάδνληαη ζπλψλπκα 
ραξαθηεξηζηηθά. Σειηθφο ζηφρνο είλαη ε δεκηνπξγία κηαο πεξίιεςεο ηνπ 
ζπλαηζζήκαηνο γηα θάζε ραξαθηεξηζηηθφ. Απηφ ην επίπεδν αλάιπζεο ελδείθλπηαη 
γηα ηε κειέηε ιεπηνκεξνχο ζρνιηαζκνχ αληηθεηκέλσλ, ε νπνία ζπλήζσο γίλεηαη γηα 
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ζχγθξηζε παξφκνησλ αληηθεηκέλσλ (π.ρ. έξεπλα αγνξάο θάπνηαο ειεθηξνληθήο 
ζπζθεπήο). 
- Δπίπεδν νληόηεηαο (entity - level): Ζ αλάιπζε ζε επίπεδν νληφηεηαο είλαη αλάινγε 
ηεο αλάιπζεο ζε επίπεδν ραξαθηεξηζηηθνχ, κε ηε δηαθνξά φηη ζηελ αλάιπζε ζε 
επίπεδν νληφηεηαο επηδηψθεηαη ν εληνπηζκφο ησλ δηαθνξεηηθψλ νληνηήησλ πνπ 
ζρνιηάδνληαη κέζα ζε έλα θείκελν θαη ε εμαγσγή ησλ αληίζηνηρσλ ζπλαηζζεκάησλ. 
Υαξαθηεξηζηηθφ παξάδεηγκα εθαξκνγήο είλαη ηα εηδεζενγξαθηθά άξζξα κέζα ζηα 
νπνία ζπλήζσο γίλεηαη ιφγνο γηα πνιιέο δηαθνξεηηθέο νληφηεηεο.  
1.4 Ανηικείμενο ηηρ διπλυμαηικήρ επγαζίαρ  
Αληηθείκελν ηεο παξνχζαο δηπισκαηηθή εξγαζίαο είλαη ε κειέηε ηνπ πξνβιήκαηνο ηεο 
Αλάιπζεο ΢πλαηζζήκαηνο ζε θείκελν κηθξνχ κήθνπο, δηαδηθηπαθήο πξνέιεπζεο κε ρξήζε 
Με Δπηβιεπφκελεο Μεραληθήο Μάζεζεο. ΢πγθεθξηκέλα ζα αζρνιεζνχκε κε ηελ Αλάιπζε 
΢πλαηζζήκαηνο ζε δεκνζηεχζεηο ρξεζηψλ ηνπ θνηλσληθνχ δηθηχνπ Twitter (tweets), θαη ζα 
επηρεηξήζνπκε ηελ απηφκαηε θαηάηαμε ηνπο ζε ηέζζεξηο θιάζεηο ζπλαηζζήκαηνο (ζεηηθή, 
αξλεηηθή, νπδέηεξε, απξνζδηφξηζηε) κε ηε βνήζεηα ηεο πιαηθφξκαο WΔΚΑ. Ο ιφγνο πνπ 
επηιέμακε ην Twitter σο πεγή ησλ δεδνκέλσλ καο είλαη φηη νη δεκνζηεχζεηο ηνπ 
παξνπζηάδνπλ ηδηαίηεξν ελδηαθέξνλ ιφγσ ηνπ πεξηνξηζκέλνπ κήθνπο ηνπο (140 ραξαθηήξεο 
κέγηζην κήθνο) αιιά θαη ηεο απιήο ζχληαμεο θαη ειεχζεξεο έθθξαζεο πνπ ζπλήζσο 
ρξεζηκνπνηείηαη απφ ηνπο ρξήζηεο. ΢ηα πιαίζηα ηεο εξγαζίαο ζα κειεηήζνπκε ηε ρξήζε 
Μεραληθήο Μάζεζεο, εζηηάδνληαο ζηε Με Δπηβιεπφκελε Μεραληθή Μάζεζε (clustering). 
Σν ζχλνιν δεδνκέλσλ πνπ ρξεζηκνπνηείηαη πεξηιακβάλεη tweets κε πεξηερφκελν ζρεηηθφ κε 
ηνλ ηνπξηζκφ ζηελ Διιάδα, θαζψο ηα δεδνκέλα αληιήζεθαλ κε θξηηήξην ηελ αλαθνξά ζην 
username @VisitGreecegr.  
1.5 Γιάπθπυζη ηηρ διπλυμαηικήρ επγαζίαρ 
΢ην επφκελν θεθάιαην (Κεθάιαην 2) ζα γίλεη κηα ζεσξεηηθή εηζαγσγή ζηηο δχν 
βαζηθφηεξεο θαηεγνξίεο κεζφδσλ Αλάιπζεο ΢πλαηζζήκαηνο ζε θείκελν. Θα κειεηεζνχλ ηα 
επηκέξνπο ζηάδηα, νη παξάκεηξνη θαη νη δπζθνιίεο ηνπ πξνβιήκαηνο, ελψ ζα αλαιπζνχλ θαη 
θάπνηνη βαζηθνί αιγφξηζκνη γηα ηελ κέζνδν πνπ ζηεξίδεηαη ζηε Μεραληθή Μάζεζε. Αθφκε, 
ζα αλαθεξζνχκε ζηηο ηδηαηηεξφηεηεο πνπ εκθαλίδεη ε αλάιπζε ησλ tweets θαη ζηηο κεζφδνπο 
αμηνιφγεζεο ελφο ζπζηήκαηνο απηφκαηεο Αλάιπζεο ΢πλαηζζήκαηνο. Σέινο, ζα γίλεη 
αλαθνξά ζε ζεκαληηθέο ζρεηηθέο έξεπλεο αιιά θαη ζε δηαζέζηκα APIs γηα Αλάιπζε 
΢πλαηζζήκαηνο ζε θείκελν.  
    Έρνληαο πιένλ ρηίζεη ην απαξαίηεην ζεσξεηηθφ ππφβαζξν, ζην Kεθάιαην 3 ζα 
πξνρσξήζνπκε ζηελ εθαξκνγή ηεο κεζφδνπ Αλάιπζεο ΢πλαηζζήκαηνο κε ρξήζε 
 14 
 
Μεραληθήο Μάζεζεο πάλσ ζε πξαγκαηηθά δεδνκέλα πνπ πξνέξρνληαη απφ ην Twitter 
εζηηάδνληαο θπξίσο ζηε Με Δπηβιεπφκελε Μεραληθή Μάζεζε. Αθνχ γίλεη πεξηγξαθή ηνπ 
δηαζέζηκνπ ζπλφινπ δεδνκέλσλ θαη ηεο πιαηθφξκαο ζηελ νπνία ζα εθηειεζηνχλ ηα 
πεηξάκαηα, ζα γίλεη αλαθνξά ησλ δηάθνξσλ δνθηκψλ πνπ επηρεηξήζακε, παξάζεζε θαη 
ζρνιηαζκφο ησλ ζρεηηθψλ απνηειεζκάησλ. 
   ΢ην Κεθάιαην 4, γηα ιφγνπο πιεξφηεηαο ηεο κειέηεο ησλ απνηειεζκάησλ ηνπ 
πξνεγνχκελνπ θεθαιαίνπ ζα κειεηήζνπκε ηελ εθαξκνγή κεζφδνπ Δπηβιεπφκελεο 
Μεραληθήο Μάζεζεο ζε έλα απφ ηα πξνεγνχκελα ζχλνια δεδνκέλσλ. 
   Σέινο, ζην Κεθάιαην 5 ζα θιείζνπκε κε θάπνηα ζπκπεξάζκαηα ζρεηηθά κε ην πξφβιεκα 
ηεο Αλάιπζεο ΢πλαηζζήκαηνο πνπ κειεηήζεθε θαη κε πξνηάζεηο γηα βειηίσζε ησλ 
απνηειεζκάησλ ζε κειινληηθέο πξνζπάζεηεο. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 15 
 
2. Μέθοδοι Ανάλςζηρ Σςναιζθήμαηορ ζε κείμενο 
΢ην παξφλ θεθάιαην πεξηγξάθνληαη νη δχν βαζηθέο πξνζεγγίζεηο ηνπ πξνβιήκαηνο ηεο 
Αλάιπζεο ΢πλαηζζήκαηνο ζε θείκελν: Ζ βαζηζκέλε ζε ιεμηθφ πξνζέγγηζε (lexicon-based 
approach) θαη ε βαζηζκέλε ζε Μεραληθή Μάζεζε πξνζέγγηζε (machine learning – based 
approach).  
2.1 Ανάλςζη Σςναιζθήμαηορ βαζιζμένη ζε λεξικό  
2.1.1 Πεπιγπαθή ηηρ μεθόδος  
΢χκθσλα κε απηή ηελ πξνζέγγηζε, ην θείκελν ζην νπνίν πξφθεηηαη λα γίλεη ε 
ζπλαηζζεκαηηθή αλάιπζε αληηκεησπίδεηαη ζαλ έλα ζχλνιν αλεμαξηήησλ κεηαμχ ηνπο 
ιέμεσλ, ε ζεηξά θαη νη γξακκαηηθέο ηδηφηεηεο ησλ νπνίσλ αγλννχληαη. Αληηκεησπίδνπκε 
δειαδή ην θείκελν ζαλ έλα ζάθν κε ιέμεηο (bag of words).  
  Γηα ηελ απφδνζε ζπλαηζζεκαηηθνχ πεξηερνκέλνπ ζην θείκελν, γίλεηαη ρξήζε  
Λεμηθψλ ΢πλαηζζήκαηνο (sentiment lexicons). Σα ιεμηθά απηά πεξηέρνπλ ιέμεηο πνπ 
εθθξάδνπλ ζπλαίζζεκα (sentiment words) ζηηο νπνίεο έρνπλ απνδνζεί βαζκνινγίεο πνπ 
εθθξάδνπλ θαηά πφζν ην λφεκα ηεο ιέμεο ηαηξηάδεη ζε ζπγθεθξηκέλεο θαηεγνξίεο 
ζπλαηζζήκαηνο. ΢πλήζσο, νη θαηεγνξίεο σο πξνο ηηο νπνίεο γίλεηαη ε βαζκνιφγεζε ζηα 
ιεμηθά είλαη νη δχν βαζηθέο: ζεηηθφ ζπλαίζζεκα (positive sentiment) θαη αξλεηηθφ 
ζπλαίζζεκα (negative sentiment), νπφηε νη βαζκνινγίεο έρνπλ θαη ην αληίζηνηρν πξφζεκν. 
Ωζηφζν ππάξρνπλ θαη ιεμηθά κε πην εμεηδηθεπκέλεο θαηεγνξίεο ζπλαηζζεκάησλ, φπσο 
ραξά, έθπιεμε, ιχπε, ζπκφο θ.α.  
Κάζε ιέμε ηνπ πξνο αλάιπζε θεηκέλνπ αλαδεηείηαη ζην Λεμηθφ ΢πλαηζζήκαηνο θαη 
ζεκεηψλεηαη ε βαζκνινγία ηεο. ΢ε πεξίπησζε πνπ ην ιεμηθφ πνπ ρξεζηκνπνηείηαη 
πεξηιακβάλεη πνιιέο θαηεγνξίεο ζπλαηζζεκάησλ, κπνξνχκε λα ηηο αληηζηνηρήζνπκε ζηηο 
επηζπκεηέο γηα ηελ αλάιπζεο καο θαηεγνξίεο (π.ρ. positive, negative, high positive, high 
negative). Σέινο, ην ζπλνιηθφ ζπλαίζζεκα ηνπ θεηκέλνπ πξνζδηνξίδεηαη απφ ην άζξνηζκα 
ησλ βαζκνινγηψλ ησλ επηκέξνπο ιέμεσλ, θαη κε ηε βνήζεηα θαησθιίσλ (thresholds) ζε 
πεξίπησζε πνιπεπίπεδεο ζπλαηζζεκαηηθήο θαηάηαμεο. 
2.1.2 Αιηίερ αζηοσίαρ μεθόδος 
Ζ παξαπάλσ κέζνδνο Αλάιπζεο ΢πλαηζζήκαηνο, νδεγεί ζε απνηειέζκαηα πνπ είλαη πηζαλφ 
λα απέρνπλ αξθεηά απφ ηελ αληίζηνηρε αλζξψπηλε εξκελεία. Απηφ ζπκβαίλεη επεηδή ε 
κέζνδνο δελ ιακβάλεη ππφςε ηελ αιιειεπίδξαζε ησλ ιέμεσλ, ε νπνία κπνξεί λα 
ηξνπνπνηήζεη ζεκαληηθά ην λφεκα κηαο πξφηαζεο. Αθνινπζνχλ ζηνηρεία ηνπ θεηκέλνπ, ηα 
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νπνία αλ δε ιεθζνχλ ππφςε θαηά ηελ αλάιπζε κπνξεί λα νδεγήζνπλ ζε αζηνρία ηεο 
κεζφδνπ: 
 ΑΡΝΖ΢Ζ 
΢εκαληηθφο παξάγνληαο πνπ αγλνείηαη απφ ηε κέζνδν είλαη ε χπαξμε ιέμεσλ 
άξλεζεο (π.ρ. φρη, δελ, νχηε) ζε κηα πξφηαζε. Ζ χπαξμε θάπνηαο ιέμεο άξλεζεο 
επεξεάδεη ην λφεκα κίαο ή θαη πεξηζζνηέξσλ ιέμεσλ πνπ αθνινπζνχλ. Γηα 
παξάδεηγκα, κηα ζεηξά αξλεηηθψλ ιέμεσλ, κπνξεί λα έρεη ζπλνιηθά ζεηηθφ λφεκα, 
αιιά θαη κηα ιέμε κε ζεηηθφ λφεκα κπνξεί λα αληηζηξαθεί αλ πξνεγείηαη θάπνηα 
αξλεηηθή ιέμε. Δπνκέλσο, ε αληηκεηψπηζε ιέμεσλ άξλεζεο αηνκηθά κφλν εηζάγεη 
ζεκαληηθά ιάζε ζηελ αλάιπζε.  
π.ρ.  1. Not an inhuman monster 
  2. Not good 
 ΛΔΞΔΗ΢ ΔΝΣΑ΢Ζ΢ (ΗΝΣΔΝSIFIERS) 
Oη Intensifiers είλαη ιέμεηο πνπ απμάλνπλ ή κεηψλνπλ ηελ έληαζε ηεο ιέμεο πνπ ηηο 
αθνινπζεί (π.ρ. πνιχ, πξαγκαηηθά, απίζηεπηα, απεξίγξαπηα, ιίγν, ειάρηζηα), δξνπλ 
δειαδή είηε εληζρπηηθά είηε απνζβεζηηθά. Ζ χπαξμε θαη ν ζπλππνινγηζκφο ηνπο 
ζηελ Αλάιπζε ΢πλαηζζήκαηνο είλαη ζεκαληηθά ζε πεξίπησζε πνπ επηδηψθνπκε 
πνιπεπίπεδε ζπλαηζζεκαηηθή θαηάηαμε.  
π.ρ.  1. Truly terrible 
 2. Slightly ugly 
 ΢ΔΗΡΑ ΛΔΞΔΩΝ 
Ζ ζεηξά ησλ ιέμεσλ ζε κία πξφηαζε πνιιέο θνξέο παίδεη θαζνξηζηηθφ ξφιν ζην 
ηειηθφ λφεκα πνπ απνδίδεηαη, αθνχ κπνξεί αθφκα θαη λα αληηζηξέςεη ηελ 
ζπλαηζζεκαηηθή πνιηθφηεηα. 
π.ρ.   That‟s true, I am not a fan of Pink Floyd. 
        That‟s not true, I am a fan of Pink Floyd. 
 ΢ΔΗΡΑ ΦΡΑ΢ΔΩΝ  
΢εκαληηθφ ξφιν ζηνλ πξνζδηνξηζκφ ηνπ ζπλνιηθνχ ζπλαηζζεκαηηθνχ πεξηερνκέλνπ 
ζηελ πξφηαζε παίδεη θαη ε ζεηξά ησλ επηκέξνπο ηκεκάησλ ηεο, αλ απηά εθθξάδνπλ 
αληίζεηα ζπλαηζζήκαηα, αθνχ θαηά ηελ αλάγλσζε απφ άλζξσπν ζπλήζσο είηε 
ππεξηζρχεη ην ζπλαίζζεκα ηεο ηειεπηαίαο θξάζεο, είηε ε εληχπσζε πνπ κέλεη 
εμαξηάηαη απφ ηελ θξίζε ηνπ αλαγλψζηε.  
 π.ρ. Beautifully filmed and well-acted, but hollow in its narratives 
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 ΗΓΗΩΜΑΣΗ΢ΜΟΗ 
Αληηκεησπίδνληαο ηελ θάζε ιέμε μερσξηζηά αγλννχκε ην ζρεκαηηζκφ θξάζεσλ πνπ 
απνδίδνπλ δηαθνξεηηθφ λφεκα απφ απηφ πνπ απνδίδνπλ νη ιέμεηο αλ κειεηεζνχλ 
ρσξηζηά (ηδησκαηηζκνί).  
π.ρ.  Castles in the air (= Plans that are impractical and will never work out are 
       castles in the air.) 
 ΠΟΛΛΑΠΛΟΗ ΢ΣΟΥΟΗ 
Έλα αθφκε ζηνηρείν ην νπνίν αγλνεί ε παξαπάλσ πξνζέγγηζε είλαη ε έλλνηα ηνπ 
„ζηφρνπ‟ (target) ηνπ θεηκέλνπ. Με ηνλ φξν “ζηφρνο” ελλννχκε ηελ νληφηεηα 
(πξφζσπν, πξάγκα, θαηάζηαζε) γηα ηελ νπνία γίλεηαη ιφγνο ζην ππφ αλάιπζε 
θείκελν. ΢ε νξηζκέλεο κνξθέο θεηκέλνπ (π.ρ. ηα άξζξα εηδήζεσλ) ν ζηφρνο δελ είλαη 
ηφζν εκθαλήο φζν ζε άιιεο (π.ρ. θξηηηθή πξντφληνο) κε απνηέιεζκα λα απνδίδεηαη 
ζηνλ ζηφρν ζπλαίζζεκα πνπ έρεη αιινησζεί απφ ιέμεηο ηνπ θεηκέλνπ πνπ δελ 
αλαθέξνληαη ζε απηφλ, αιιά ζε άιινπο δεπηεξεχνληεο ζηφρνπο πνπ δελ είλαη 
αληηθείκελα ηεο αλάιπζεο. 
π.ρ.  1. “Dear <hardware store>, Yesterday I visited <your competitor>. They had 
             an excellent selection, friendly and helpful salespeople, and the lowest 
             prices in town. Ι hate you. Sincerely, a customer” 
        2. Nokia is better than Sony. 
 ΔΗΡΩΝΔΗΑ 
Ο αλζξψπηλνο ιφγνο πνιιέο θνξέο εκπεξηέρεη εηξσλεία, ε νπνία μεγειά σο πξνο ην 
ζπλαίζζεκα ηνπ ζπγγξαθέα ηνπ θεηκέλνπ αλ δε γίλεη αληηιεπηή, πξάγκα πνπ 
ζπκβαίλεη ζε πεξίπησζε αλάιπζεο απφ απηφκαηνπο κεραληζκνχο, αθνχ δηαθξίλεηαη 
κφλν αλ δηαβαζηεί σο ζχλνιν ιέμεσλ. 
π.ρ.  The wine was as delicious as a glass full of vinegar. 
 ΝΟΖΜΑΣΗΚΟ΢ ΣΟΜΔΑ΢ ΣΟΤ ΚΔΗΜΔΝΟΤ 
Πέξα απφ ηηο ιέμεηο πνπ δηαηεξνχλ έλα ζπγθεθξηκέλν ζπλαηζζεκαηηθφ πεξηερφκελν 
αλεμαξηήησο λνεκαηηθνχ πιαηζίνπ, ππάξρνπλ πνιιέο ιέμεηο νη νπνίεο δελ έρνπλ 
ζηαζεξφ ζπλαηζζεκαηηθφ πεξηερφκελν. Δπνκέλσο, Λεμηθά ΢πλαηζζήκαηνο πνπ 
έρνπλ δεκηνπξγεζεί γηα Αλάιπζε ΢πλαηζζήκαηνο ζε θείκελα πνπ αλήθνπλ ζε 
νπνηνδήπνηε ηνκέα ζεκεηψλνπλ σο νπδέηεξεο ιέμεηο ησλ νπνίσλ ην πεξηερφκελν 
ίζσο θαη λα κελ ήηαλ νπδέηεξν αλ γλσξίδακε ηνλ λνεκαηηθφ πιαίζην ηνπ θεηκέλνπ.  
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π.ρ.  Η ιέμε unpredictable (απξόβιεπηνο) έρεη ζεηηθό λόεκα όηαλ αλαθέξεηαη ζηελ 
πινθή κηαο ηαηλίαο, ελώ έρεη αξλεηηθό λόεκα όηαλ πεξηγξάθεη ηελ νδήγεζε ελόο 
απηνθηλήηνπ.   
΢χκθσλα κε φια ηα παξαπάλσ, θαηαιήγνπκε ζην ζπκπέξαζκα φηη ε Αλάιπζε 
΢πλαηζζήκαηνο πνπ βαζίδεηαη ζε ιεμηθφ, αλ θαη απιή ζηελ θαηαλφεζε θαη ηελ πινπνίεζε, 
κπνξεί εχθνια λα αζηνρήζεη ιφγσ ηεο επηθαλεηαθήο πξνζέγγηζεο ηνπ θεηκέλνπ, θαηά ηελ 
νπνία παξαιείπεηαη ε νπνηαδήπνηε πξνζπάζεηα θαηαλφεζεο ζπλνιηθνχ λνήκαηνο ηνπ. 
2.1.3 Λύζειρ – Βεληιώζειρ 
Λακβάλνληαο ππφςε ηηο δπζθνιίεο πνπ αλαθέξζεθαλ παξαπάλσ, έρνπλ γίλεη θαη ζπλερί-
δνπλ λα γίλνληαη αξθεηέο πξνζπάζεηεο αληηκεηψπηζεο ηνπο θαη βειηίσζεο ηεο βαζηζκέλεο 
ζε ιεμηθφ πξνζέγγηζεο. 
Μηα βαζηθή πξνζπάζεηα βειηίσζεο ησλ Λεμηθψλ ΢πλαηζζήκαηνο αθνξά ηελ επέθηαζε ηνπο 
ψζηε λα πεξηιακβάλνπλ δηαδεδνκέλνπο ηδησκαηηζκνχο κε ζπλαηζζεκαηηθφ πεξηερφκελν. 
΢εκεηψλνπκε σο δπζθνιία ηνπ εγρεηξήκαηνο φηη ζπλήζσο νη ηδησκαηηζκνί δελ 
κεηαθξάδνληαη απφ γιψζζα ζε γιψζζα, νπφηε ην ιεμηθφ θάζε γιψζζαο απαηηεί μερσξηζηή 
έξεπλα θαη επεμεξγαζία. 
    Γηα ηελ αμηνπνίεζε ησλ ιέμεσλ άξλεζεο έρνπλ γίλεη δηάθνξεο πξνζεγγίζεηο. Μηα απφ 
απηέο αξθείηαη ζηελ αιιαγή ηνπ πξνζήκνπ ηεο ζπλαηζζεκαηηθήο βαζκνινγίαο κηαο ιέμεο ε 
νπνία έπεηαη κηαο ιέμεο άξλεζεο (switch negation) [1]. Παξαηεξψληαο ηελ αζηνρία ηεο 
παξαπάλσ πξνζέγγηζεο ζε αξθεηέο πεξηπηψζεηο (π.ρ. πξνθχπηεη not good  > not excellent, 
ελψ ηζρχεη ην αληίζεην) νη Ngoc θαη Τνν (2014) [2] θαη νη Σaboada et al.(2011)[3] 
ππνινγίδνπλ ηελ ηειηθή βαζκνινγία ηεο ιέμεο αθαηξψληαο απφ ηελ αξρηθή ηεο βαζκνινγία 
κηα θαζνξηζκέλε ηηκή πνπ έρεη αληηζηνηρεί ζηελ αξλεηηθή ιέμε πνπ πξνεγείηαη (shift 
negation).  
   ΢ε πνιιέο δεκνζηεχζεηο νη Intensifiers ρσξίδνληαη ζε δχν θαηεγνξίεο: ηνπο amplifiers 
(εληζρπηέο) θαη ηνπο downtoners (εμνκαιπληέο). Πνιινί εξεπλεηέο [4] [5] αμηνπνηνχλ ηελ 
χπαξμε ησλ Intensifiers κε ρξήζε απιήο πξφζζεζεο θαη αθαίξεζεο γηα ηνλ ππνινγηζκφ ηεο 
βαζκνινγίαο ηεο ιέμεο πνπ ζπλνδεχνπλ. Ζ ηερληθή απηή φκσο πζηεξεί θαζψο ε ηηκή πνπ 
πξνζηίζεηαη ή αθαηξείηαη δε ιακβάλεη ππφςε ηελ ιέμε ζηελ νπνία εθαξκφδεηαη ν εθάζηνηε 
intensifier. Γη απηφ, νη Taboada et al.[3] πξφηεηλαλ ηελ αληηζηνίρεζε θάπνηνπ πνζνζηνχ ζε 
θάζε Intensifier, ην νπνίν πξνζηίζεηαη ή αθαηξείηαη απφ ην 100% θαη αθνινχζσο 
πνιιαπιαζηάδεηαη κε ηελ βαζκνινγία ηεο ιέμεο πνπ πξνζδηνξίδεη ν Intensifier.  
    Ζ εηξσλεία είλαη πνιχ δχζθνιν λα εληνπηζηεί απηφκαηα, θαζψο δελ έρεη ζπγθεθξηκέλν 
νξηζκφ θαη δνκή. Ο κφλνο ηξφπνο εληνπηζκνχ ηεο είλαη κε ηε βνήζεηα ησλ πξνηάζεσλ πνπ 
ηελ πεξηβάιινπλ. 
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       Ζ ρξήζε ζεκαζηνινγηθψλ ξφισλ (semantic roles), δειαδή ζρέζεσλ ησλ νληνηήησλ 
κηαο πξφηαζεο θαη ηνπ θχξηνπ ξήκαηνο ηεο πξφηαζεο, κπνξεί λα βνεζήζεη ζηνλ εληνπηζκφ 
ηνπ “ζηφρνπ” ηνπ ζπλαηζζήκαηνο πνπ καο ελδηαθέξεη. 
       Σέινο, αλ θαη ρξνλνβφξν, είλαη επηζπκεηή ε δεκηνπξγία Λεμηθνχ ΢πλαηζζήκαηνο 
εμεηδηθεπκέλνπ ζηνλ λνεκαηηθφ ηνκέα ζηνλ νπνίν αλήθεη ην θείκελν πνπ επηδηψθνπκε λα 
αλαιχζνπκε γηα κεγαιχηεξε αθξίβεηα απνηειεζκάησλ. Οη Muhammad et al. ζε δεκνζίεπζε 
ηνπο [6] παξνπζηάδνπλ κηα ηερληθή γηα δεκηνπξγία Λεμηθνχ ΢πλαηζζήκαηνο πνπ εζηηάδεη 
ζηα social media. 
2.1.4 Τεσνικέρ δημιοςπγίαρ Λεξικών Σςναιζθήμαηορ  
Τπάξρνπλ δηάθνξεο ηερληθέο γηα ηελ δεκηνπξγία Λεμηθψλ ΢πλαηζζήκαηνο πνπ 
πεξηγξάθεθαλ παξαπάλσ. Αλαθέξνπκε ηηο ηερληθέο απηέο πνπ έρνπλ εθαξκνζηεί γηα ηελ 
δεκηνπξγία ιεμηθψλ ζε δηάθνξεο δεκνζηεχζεηο [27]. 
΢εκαληηθφ ξφιν ζηε δεκηνπξγία πνιιψλ δηαδεδνκέλσλ Λεμηθψλ ΢πλαηζζήκαηνο έπαημε, 
φπσο ζα θαλεί παξαθάησ, ην WordNet, ην νπνίν είλαη κηα ιεμηινγηθή βάζε δεδνκέλσλ γηα 
ηελ Αγγιηθή γιψζζα πνπ δεκηνπξγήζεθε ζην Παλεπηζηήκην Princeton ην 1985. Οκαδνπνηεί 
ηηο αγγιηθέο ιέμεηο ζε ζχλνια ζπλσλχκσλ (synsets), δίλεη ζχληνκνπο νξηζκνχο ηνπο θαη 
παξαδείγκαηα ρξήζεο ηνπο, θαη θαηαγξάθεη έλαλ αξηζκφ ζρέζεσλ κεηαμχ ησλ ζπλφισλ 
ζπλσλχκσλ ή ησλ ιέμεσλ πνπ απηά πεξηέρνπλ. Ζ πην πξφζθαηε έθδνζε ηνπ ( WordNet 3.1, 
2012) πεξηιακβάλεη 155.287 ιέμεηο νξγαλσκέλεο ζε 117.659 synsets θαη 206.941 
ζεκαζηνινγηθέο ζρέζεηο κεηαμχ synsets θαη κεηαμχ ιέμεσλ. Πεξηέρεη νπζηαζηηθά, ξήκαηα, 
επίζεηα θαη επηξξήκαηα φκσο αγλνεί ηηο πξνζέζεηο θαη ηνπο πξνζδηνξηζκνχο. Ζ δνκή ηνπ 
θαίλεηαη ζην αθφινπζν απνηέιεζκα αλαδήηεζεο, ε νπνία έγηλε κέζσ ηνπ ηζηνηφπνπ 
wordnetweb.princeton.edu/perl/webwn ζηνλ νπνίν δηαηίζεηαη πξνο ειεχζεξε ρξήζε ην 
WordNet 3.1:   
 
Δηθφλα 1. Απφζπαζκα Wordnet 3.1 
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Οη Hu and Liu [7] ζε κηα πξνζέγγηζε ηνπο γηα ηελ Αλάιπζε ΢πλαηζζήκαηνο ζε θξηηηθέο 
πειαηψλ γηα πξντφληα, μεθηλνχλ κε έλα ζχλνιν απφ επίζεηα - ζπφξνπο (seed adjectives) 
(“good” θαη “bad”) θαη εθαξκφδνπλ ζρέζεηο αλησλπκίαο θαη ζπλσλπκίαο ηνπ WordNet γηα 
ηελ ζπλαηζζεκαηηθή αμηνιφγεζε ησλ ιέμεσλ. Σν ηειηθφ απνηέιεζκα (Opinion Lexicon) 
είλαη κηα ιίζηα ζεηηθψλ ιέμεσλ θαη κηα ιίζηα αξλεηηθψλ ιέμεσλ (πεξίπνπ 6.800 ιέμεηο), 
ζηηο νπνίεο ζθφπηκα ζπκπεξηιακβάλνληαη θαη ιέμεηο κε ζπλεζηζκέλα νξζνγξαθηθά ιάζε, 
ελψ δε δίλεηαη άιιε πιεξνθνξία γηα ηελ θάζε ιέμε.  
Μηα παξφκνηα πξνζέγγηζε έγηλε θαηά ηε δεκηνπξγία ηνπ WordNet Affect απφ ηνπο 
Strapparava θαη Valitutti [8] μεθηλψληαο ηε δεκηνπξγία ηνπ απφ έλα κεγαιχηεξν ζχλνιν 
ζπλαηζζεκαηηθψλ ιέμεσλ, ηαμηλνκεκέλσλ ζχκθσλα κε ηηο έμη βαζηθέο θαηεγνξίεο 
ζπλαηζζήκαηνο (ραξά, ιχπε, θφβνο, έθπιεμε θαη αεδία) θαη επεθηείλνληαο ην κε ρξήζε 
κνλνπαηηψλ απφ ην ζεκαζηνινγηθφ γξάθν ηνπ ιεμηθφ WordNet. Οπζηαζηηθά, απνηειείηαη 
απφ ην ππνζχλνιν ησλ synsets ηνπ Wordnet (2.874 synsets, 4.787 ιέμεηο) ηα νπνία έρνπλ 
ζπλαηζζεκαηηθφ πεξηερφκελν θαη ζηα νπνία απνδίδεηαη επηπιένλ ηνπιάρηζηνλ κία επηγξαθή 
(a-label) πνπ πξνζδηνξίδεη ην είδνο ηεο ζπλαηζζεκαηηθήο έλλνηαο ηελ νπνία πεξηγξάθνπλ νη 
ιέμεηο. Αθνινπζεί πίλαθαο κε ην ζχλνιν ησλ δηαζέζηκσλ επηγξαθψλ (a-labels) θαη 
αληίζηνηρα ραξαθηεξηζηηθά παξαδείγκαηα.  
 
Δηθφλα 2. Απφζπαζκα ηνπ Wordnet Affect 
Μηα αθφκε παξφκνηα κέζνδνο εθαξκφζηεθε θαη γηα ηε δεκηνπξγία ηνπ SentiWordNet 
(Esuli and Sebastiani, 2006) [9]. Ζ ηδέα πίζσ απφ ηε δεκηνπξγία ηνπ είλαη φηη “φξνη κε 
παξφκνην ραξαθηεξηζκφ ζην WordNet ηείλνπλ λα έρνπλ παξφκνηα ζπλαηζζεκαηηθή 
πνιηθφηεηα”. Δπνκέλσο, ην SentiWordNet δεκηνπξγήζεθε κε ρξήζε ιέμεσλ - ζπφξσλ θαη 
επεθηάζεθε αμηνπνηψληαο ηελ νκνηφηεηα ραξαθηεξηζκψλ κε ηε βνήζεηα ηνπ WordNet. ΢ε 
θάζε ηνπ ιέμε έρεη απνδνζεί βαζκνινγία σο πξνο ηε ζεηηθφηεηα (PosScore) θαη ηελ 
αξλεηηθφηεηα (NegScore) ηεο, ελψ ε βαζκνινγία γηα ηελ αληηθεηκεληθφηεηα(ObjScore) ηεο 
κπνξεί λα ππνινγηζηεί απφ ηνλ ηχπν: ObjScore = 1 - (PosScore + NegScore). Πέξα απφ ηηο 
βαζκνινγίεο θάζε ιέμεο δίλεηαη θαη ε εξκελεία ηεο θαζψο θαη πξνζδηνξηζκφο ηνπ synset 
ζην νπνίν αλήθεη. Αθνινπζεί απφζπαζκα ηνπ ιεμηθνχ: 
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Δηθφλα 3. Απφζπαζκα ηνπ SentiWordNet 
Ζ δεκηνπξγία ηνπ Λεμηθνχ ΢πλαηζζήκαηνο MicroWNOp απφ ηνπο Cerini et al. [10], 
ζηεξίρζεθε ζε έλα ζχλνιν φξσλ (100 φξνη γηα θάζε κία απφ ηηο ζεηηθέο, αξλεηηθέο θαη 
νπδέηεξεο θαηεγνξίεο ζπλαηζζεκάησλ) πνπ πξνήιζαλ απφ ην General Inquirer Lexicon 
(Harvard) θαη ζηε ζπλέρεηα επεθηάζεθε κε ηελ πξνζζήθε φισλ ησλ synsets ηνπ WordNet 
πνπ πεξηείραλ απηνχο ηνπο φξνπο (1.105 synsets). Σν ιεμηθφ ρσξίδεηαη ζε ηξία ηκήκαηα 
(Common, Group1, Group2). Κάζε γξακκή ελφο ηκήκαηνο αληηζηνηρεί ζε έλα synset θαη 
πεξηιακβάλεη βαζκνινγίεο γηα ηε ζεηηθφηεηα ηoπ synset (Positive - Score) θαη ηελ 
αξλεηηθφηεηα ηνπ (Negative - Score), ζε πιήζνο πνπ δηαθέξεη αλάινγα κε ην ηκήκα ηνπ 
ιεμηθνχ, θαζψο θαη ην ζχλνιν ησλ ιέμεσλ πνπ αλήθνπλ ζην ζπγθεθξηκέλν synset.Κάζε 
ιέμε ζπλνδεχεηαη απφ πξνζδηνξηζκφ ηoπ κέξνπο ηνπ ιφγνπ θαη ηεο ζπγθεθξηκέλεο 
εξκελεία ηεο, κε αλαθνξά ην WordNet. Αθνινπζεί απφζπαζκα ηνπ ιεμηθνχ, πνπ αλήθεη 
ζην ηκήκα Common: 
 
Δηθφλα 4. Απφζπαζκα ηνπ MicroWNOp 
2.1.5 Σσεηικέρ Γημοζιεύζειρ 
Αθνινπζεί ζπλνπηηθή πεξηγξαθή δεκνζηεχζεσλ εξεπλψλ ζηηο νπνίεο έρεη γίλεη Αλάιπζε 
΢πλαηζζήκαηνο ζε θείκελν κε ρξήζε Λεμηθνχ ΢πλαηζζήκαηνο.    
 Οη Balahur et al. [11] εθάξκνζαλ ηελ πξνζέγγηζε ηνπ Λεμηθνχ ΢πλαηζζήκαηνο γηα 
ηελ εμαγσγή ζπλαηζζήκαηνο - άπνςεο απφ εθθξάζεηο ζε εηζαγσγηθά (quotations) 
πνπ έρνπλ αληιεζεί απφ άξζξα εηδήζεσλ. Ζ θαηάηαμε έγηλε ζε ηέζζεξηο θαηεγνξίεο 
(positive, negative, high positive, high negative) θαη ρξεζηκνπνηήζεθαλ ηέζζεξα 
δηαθνξεηηθά ιεμηθά μερσξηζηά (JRC, WordNet Affect, SentiWordNet, MicroWNOp) 
αιιά θαη ζπλδπαζκφο ηνπο. Σα απνηειέζκαηα έδεημαλ φηη ε εγθπξφηεηα ησλ 
απνηειεζκάησλ εμαξηάηαη απφ ηελ πνηφηεηα ηνπ θάζε ιεμηθνχ, θαη φηη ν 
ζπλδπαζκφο ιεμηθψλ απνδίδεη ηα θαιχηεξα δπλαηά απνηειέζκαηα γηα ηε δεδνκέλε 
κέζνδν. Πεηξακαηίζηεθαλ επίζεο κε ην θηιηξάξηζκα ησλ δεδνκέλσλ πξνο αλάιπζε 
σο πξνο ηελ ππνθεηκεληθφηεηα ηνπο πξηλ γίλεη ε Αλάιπζε ΢πλαηζζήκαηνο, νπφηε 
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παξαηήξεζαλ βειηίσζε ησλ απνηειεζκάησλ. Αθνινπζεί ζπγθεληξσηηθφο πίλαθαο 
ηεο αμηνιφγεζεο ησλ απνηειεζκάησλ, ζηνλ νπνίν παξνπζηάδνληαη ηα Precision θαη 
Recall γηα θάζε θαηεγνξία, κε παξνπζία ή απνπζία θηιηξαξίζκαηνο 
ππνθεηκεληθφηεηαο (S/O): 
Resource -S/O + S/O Ppos Pneg Rpos Rneg 
JRCLists Υ  0.77 0.3 0.54 0.55 
 Υ 0.81 0.35 0.6 0.625 
SentiWN Υ  1 0 0.51 0 
 Υ 1 0 0.54 0 
WNAffect Υ  0 1 0 0.51 
 Υ 0 1 0 0.54 
MicroWN Υ  0.62 0.36 0.52 0.48 
 Υ 0.73 0.35 0.57 0.53 
SentiWN+ 
WNAffect 
Υ  0.22 0.66 0.42 0.45 
 Υ 0.24 0.67 0.47 0.41 
 
All 
X  0.68 0.64 0.7 0.62 
 X 0.73 0.71 0.75 0.69 
Πίλαθαο 1. ΢πγθεληξσηηθφο πίλαθαο ηεο αμηνιφγεζεο ησλ απνηειεζκάησλ 
 Οη Ngoc θαη Yoo [2] ρξεζηκνπνίεζαλ ηελ κέζνδν αλάιπζεο κε ρξήζε Λεμηθνχ 
΢πλαηζζήκαηνο γηα λα αμηνινγήζνπλ fan pages ζην Facebook, ζηελ πξνζπάζεηα 
ηνπο λα εληζρχζνπλ ηελ δηαδεδνκέλε κέζνδν πνπ ζηεξίδεηαη ζηελ απιή 
θαηακέηξεζε ησλ fans, ησλ “likes”, ησλ posts θαη ησλ ζρνιίσλ ζηελ fan page. 
Τπνινγίδνληαη δχν βαζκνινγίεο γηα ηε ζειίδα. Ζ πξψηε βαζκνινγία (power score) 
πξνθχπηεη απφ ηελ θαηακέηξεζε ησλ “likes” θαη ε δεχηεξε βαζκνινγία (normal 
sentiment score) απφ ην ζπλαηζζεκαηηθφ πεξηερφκελν ησλ ζρνιίσλ ησλ ρξεζηψλ. Σν 
ηειηθφ ζθνξ ηεο fan page (satisfaction score) πξνθχπηεη απφ ην ζπλδπαζκφ ησλ δχν 
παξαπάλσ scores. Σν normal sentiment score ππνινγίδεηαη κε ηε βνήζεηα ηνπ 
Λεμηθνχ ΢πλαηζζήκαηνο αγγιηθψλ ιέμεσλ AFINN. To AFINN βαζκνινγεί ηηο 
ιέμεηο κε ηηκέο απφ -5 (negative) κέρξη +5 (positive). Οη ιέμεηο θάζε πξφηαζεο 
αλαδεηνχληαη ζην AFFIN θαη ζεκεηψλνληαη νη αληίζηνηρεο βαζκνινγίεο, ελψ ζε 
πεξίπησζε πνπ κηα ιέμε δε βξεζεί, βαζκνινγείηαη κε 0. Ζ ζπλνιηθή βαζκνινγία ηεο 
πξφηαζεο δίλεη ην ηειηθφ ζπλαίζζεκα. Καηά ησλ ππνινγηζκφ ηεο βαζκνινγίαο κηαο 
ιέμεο ιακβάλνληαη ππφςε ε παξνπζία ιέμεσλ έληαζεο θαη ιέμεσλ άξλεζεο, κε 
ρξήζε πνζνζηνχ θαη shift negation, αληίζηνηρα. Αθνινπζνχλ ηα ζπγθξηηηθά 
απνηειέζκαηα γηα ηε δεκνηηθφηεηα δηάθνξσλ fan pages, ηα νπνία πξνέθπςαλ κε 
ηξία δηαθνξεηηθά θξηηήξηα: ηνλ αξηζκφ ησλ fans, ηνλ αξηζκφ ησλ ρξεζηψλ πνπ 
εκθαλίδνπλ θάπνηα αιιειεπίδξαζε κε ηε fan page (like, comment, share θ.α.) θαη ην 
satisfaction score. 
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Δηθφλα 5. ΢χγθξηζε fan pages κε βάζε ηνλ αξηζκφ ησλ fans 
 
Δηθφλα 6. ΢χγθξηζε fan pages κε βάζε ηελ αιιειεπίδξαζε 
 ησλ ρξεζηψλ κε ηελ θάζε ζειίδα 
                  
 
Δηθφλα 7. ΢χγθξηζε fan pages κε βάζε ην Satisfaction Score 
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fan Page 
Parameter 
Number of fans  People talking 
about (PTA) 
Satisfaction 
score 
Rihanna 74.817.131 496.482 1.501,846 
Eminem 74.446.071 1.099.341 10.804,71 
Bob Marley 46.257.715 1.194.784 11.790,76 
Taylor Swift 46.003.794 1.021.593 9.898,569 
David Guetta 45.514.576 355.208 2.441,18 
Selena Gomez 44.936.493 775.489 5.400,327 
Usher 41.596.583 1.081.726 7.607,518 
Πίλαθαο 2. ΢πγθεληξσηηθά απνηειέζκαηα ησλ εηθφλσλ 5,6,7 
2.2 Ανάλςζη Σςναιζθήμαηορ βαζιζμένη ζε Μησανική Μάθηζη  
2.2.1 Οπιζμόρ και πεπιγπαθή Μησανικήρ Μάθηζηρ 
Σν 1959, ζρεδηαζηήο παηρληδηψλ Arthur Samuel φξηζε σο Μεραληθή Μάζεζε “Σν πεδίν 
κειέηεο φπνπ δίλεη ζηνπο ππνινγηζηέο ηελ δπλαηφηεηα λα καζαίλνπλ ρσξίο λα έρνπλ 
πξνγξακκαηηζηεί”. Σν 1997, αθνινχζεζε ν εμήο επίζεκνο νξηζκφο ηεο Μεραληθήο 
Μάζεζεο απφ ηνλ θαζεγεηή Tom M. Mitchell: “Έλα πξφγξακκα ππνινγηζηή ζεσξείηαη φηη 
καζαίλεη απφ ηελ εκπεηξία E ζε ζρέζε µε µηα θαηεγνξία εξγαζηψλ Σ θαη µηα κεηξηθή 
απφδνζεο P, αλ ε απφδνζε ηνπ ζε εξγαζίεο ηεο Σ, φπσο κεηξηνχληαη απφ ηελ P, 
βειηηψλνληαη µε ηελ εκπεηξία E”. Πην απιά, Μεραληθή Μάζεζε είλαη κηα πεξηνρή ηεο 
ηερλεηήο λνεκνζχλεο ε νπνία πεξηιακβάλεη ηελ εθπαίδεπζε ελφο ππνινγηζηηθνχ 
ζπζηήκαηνο κε ηε βνήζεηα ελφο ζπλφινπ δεδνκέλσλ εθπαίδεπζεο (training set) θαη ελφο 
αιγνξίζκνπ, ψζηε λα είλαη ζε ζέζε λα εθηειεί ηηο απαηηνχκελεο ζε δηαθνξεηηθέο 
πεξηπηψζεηο ιεηηνπξγίεο, ρσξίο λα απαηηείηαη άκεζνο πξνγξακκαηηζκφο ηνπ γηα ηελ θάζε 
εηδηθή πεξίπησζε. Σε θάζε ηεο εθπαίδεπζεο ηνπ ζπζηήκαηνο αθνινπζεί ε θάζε ηεο 
αμηνιφγεζεο ε νπνία γίλεηαη κε ηε ρξήζε ελφο ζπλφινπ δεδνκέλσλ δνθηκήο (test set) ηα 
νπνία ην ζχζηεκα βιέπεη πξψηε θνξά θαη γηα ηα νπνία θαιείηαη λα παξαγάγεη ηηο 
αληίζηνηρεο εμφδνπο ή λα ηα ηνπνζεηήζεη ζηηο θαηάιιειεο νκάδεο. Ο εθπαηδεπηήο ηνπ 
ζπζηήκαηνο πξέπεη κε ρξήζε άιιεο κεζφδνπ (ζπλήζσο αλζξψπηλε εξκελεία) λα γλσξίδεη εθ 
ησλ πξνηέξσλ ηα ζσζηά απνηειέζκαηα γηα ην δεδνκέλν test set ψζηε λα κπνξεί λα 
εθηηκήζεη ηηο ηδηφηεηεο ηνπ κνληέινπ πνπ έρεη δεκηνπξγεζεί. Σα δχν παξαπάλσ ζχλνια 
δεδνκέλσλ πξέπεη λα είλαη αληηπξνζσπεπηηθά δείγκαηα ηνπ ηχπνπ ησλ δεδνκέλσλ ζηα 
νπνία πξφθεηηαη λα εθαξκνζηεί ην κνληέιν γλψζεο πνπ δεκηνπξγείηαη ζην ζχζηεκα θαη 
ζπλήζσο πξνθχπηνπλ απφ έλα εληαίν αξρηθά ζχλνιν δεδνκέλσλ. Ζ ηθαλφηεηα ελφο 
ζπζηήκαηνο Μεραληθήο Μάζεζεο λα πξνβιέπεη απνηειέζκαηα γηα άγλσζηεο εηζφδνπο κε 
βάζε ηα δεδνκέλα εθπαίδεπζεο νλνκάδεηαη ηθαλφηεηα γελίθεπζεο. 
 25 
 
2.2.2 Καηηγοπίερ Μησανικήρ Μάθηζηρ 
 Δπηβιεπόκελε Μεραληθή Μάζεζε (Supervised Machine Learning) ή Μάζεζε κε 
παξαδείγκαηα (Learning from examples)  
΢‟ απηή ηελ πεξίπησζε ην ζχζηεκα εθπαηδεχεηαη κε ηε βνήζεηα δεδνκέλσλ ηα νπνία 
απνηεινχληαη απφ εηζφδνπο (inputs) θαη ηηο αληίζηνηρεο εμφδνπο (outputs). Μέζσ 
ηεο αμηνπνίεζεο απηψλ, κε ηε βνήζεηα θάπνηνπ αιγνξίζκνπ, ην ζχζηεκα επαγσγηθά 
δεκηνπξγεί γεληθνχο θαλφλεο γηα ηελ παξαγσγή εμφδνπ απφ νπνηαδήπνηε είζνδν 
δεδνκέλσλ αληίζηνηρνπ ηχπνπ κε απηφλ ησλ δεδνκέλσλ εθπαίδεπζεο. 
 Με Δπηβιεπόκελε Μεραληθή Μάζεζε (Unsupervised learning) ή Μάζεζε από 
παξαηήξεζε (Learning from observation) 
΢ηελ πεξίπησζε ηεο Με Δπηβιεπφκελεο Μάζεζεο, ην ζχζηεκα ηξνθνδνηείηαη κφλν 
κε εηζφδνπο θαη θαιείηαη λα αλαθαιχςεη πηζαλέο θξπκκέλεο δνκέο αλάκεζα ηνπο, 
ψζηε λα ηηο ηαμηλνκήζεη ζε νκάδεο δεδνκέλσλ πνπ παξνπζηάδνπλ θάπνηα νκνηφηεηα. 
Ζ χπαξμε, ν αξηζκφο θαη νη ηδηφηεηεο ησλ νκάδσλ είλαη άγλσζηα ζην ζχζηεκα 
αξρηθά.  
 Μεραληθή Μάζεζε κε Μεξηθή Δπίβιεςε (Semi- Supervised Machine Learning) 
H Μεραληθή Μάζεζε κε Μεξηθή Δπίβιεςε απνηειεί ζπλδπαζκφ ησλ δχν 
πξνεγνπκέλσλ θαηεγνξηψλ κάζεζεο, θαζψο ζ‟ απηή ην ζχζηεκα ηξνθνδνηείηαη κε 
ιίγα δεχγε εηζφδνπ - εμφδνπ θαη αξθεηέο εηζφδνπο ρσξίο ηηο αληίζηνηρεο εμφδνπο. 
 Δληζρπηηθή Μεραληθή Μάζεζε (Reinforcement Learning) 
΢ηελ πεξίπησζε Δληζρπηηθήο Μεραληθήο Μάζεζεο ην ζχζηεκα βειηηψλεηαη 
δηαξθψο κέζσ αιιειεπίδξαζεο κε ην πεξηβάιινλ θαη παξαηήξεζεο ησλ 
απνηειεζκάησλ απηήο ηεο αιιειεπίδξαζεο. Ζ εληζρπηηθή κάζεζε δελ 
ρξεζηκνπνηείηαη ζηελ ηαμηλφκεζε θεηκέλνπ, επνκέλσο ζηε ζπλέρεηα ζα 
αζρνιεζνχκε κφλν κε ηηο ηξεηο πξψηεο θαηεγνξίεο Μεραληθήο Μάζεζεο. 
2.2.3 Μησανική Μάθηζη και Ανάλςζη Σςναιζθήμαηορ  
΢ηνλ ηνκέα ηεο Αλάιπζεο ΢πλαηζζήκαηνο, ε Μεραληθή Μάζεζε ρξεζηκνπνηείηαη ψζηε λα 
είλαη ζε ζέζε ην ζχζηεκα λα εθηηκήζεη απηφκαηα ην ζπλαηζζεκαηηθφ πεξηερφκελν ελφο 
νπνηνπδήπνηε θεηκέλνπ ηνπ δνζεί πξνο αλάιπζε, αθνχ πξψηα εθπαηδεπηεί κε βάζε θάπνηα 
απφ ηηο παξαπάλσ κεζφδνπο Μεραληθήο Μάζεζεο. 
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2.2.3.1     Σύνολο δεδομένυν  
Σν ζχλνιν δεδνκέλσλ (dataset) πεξηιακβάλεη ηα δεδνκέλα πνπ ζα ρξεζηκνπνηεζνχλ θαηά 
ηελ πινπνίεζε ηεο Μεραληθήο Μάζεζεο. Πξέπεη λα απνηειείηαη απφ θείκελα πνπ αλήθνπλ 
ζηνλ ίδην ηχπν θαη ζηνλ ίδην ζεκαηηθφ ηνκέα κε απηά πνπ ζέινπκε λα ηαμηλνκεί ην ζχζηεκα 
κεηά ηελ εθπαίδεπζε ηνπ (π.ρ. reviews, tweets, news articles, facebook posts, blog posts 
θ.α.), θαη ζα πξέπεη λα πεξηέρεη ηζνδχλακα αληηπξνζσπεπηηθά δείγκαηα απφ φιεο ηηο 
επηζπκεηέο θιάζεηο ζπλαηζζήκαηνο ζηηο νπνίεο ζα γίλεη ε ηαμηλφκεζε. Ζ αλάγθε γηα ρξήζε 
ζπγθεθξηκέλνπ ηχπνπ δεδνκέλσλ πξνθχπηεη απφ ην γεγνλφο φηη αλάινγα κε ην είδνο θαη ηε 
ζεκαηνινγία ζπλήζσο αιιάδεη ε ρξήζε ηεο γιψζζαο, σο πξνο ηε ζχληαμε αιιά θαη ην 
λφεκα ηνπ ιεμηινγίνπ [12]. Όπσο αλαθέξζεθε πξνεγνπκέλσο, ηα ζχλνια δεδνκέλσλ πνπ 
ρξεζηκνπνηνχληαη ζηηο δηάθνξεο θάζεο ηεο Μεραληθήο Μάζεζεο πξνθχπηνπλ απφ ηε 
δηαίξεζε ηνπ αξρηθά εληαίνπ ζπλφινπ δεδνκέλσλ ζε ζχλνιν εθπαίδεπζεο (training set) θαη 
ζχλνιν ειέγρνπ (test set). Απηή ε ηερληθή νλνκάδεηαη Hold out. Ο ζπλήζεο δηαρσξηζκφο 
ηνπ αξρηθνχ ζπλφινπ δεδνκέλσλ γίλεηαη κε βάζε θάπνηα αλαινγία πνπ θξίλεηαη ινγηθή γηα 
ηελ εθάζηνηε ρξήζε (π.ρ. 75% - 25%). ΢ε πεξηπηψζεηο πεξηνξηζκέλνπ αξηζκνχ δεδνκέλσλ 
ρξεζηκνπνηείηαη ε κέζνδνο n-fold validation, θαηά ηελ νπνία ηα δεδνκέλα ρσξίδνληαη ζε n 
ίζα ππνζχλνια θαη ζηε ζπλέρεηα κε βάζε απηά δεκηνπξγνχληαη n κνληέια γλψζεο, ζε 
θαζέλα απφ ηα νπνία εμαηξείηαη απφ ην ζχλνιν εθπαίδεπζεο θάπνην απφ ηα n ππνζχλνια, ην 
νπνίν ρξεζηκνπνηείηαη σο ην ζχλνιν ειέγρνπ.   
2.2.3.2     Πποεπεξεπγαζία δεδομένυν  
Ζ επηηπρία ηεο εθαξκνγήο ηεο Μεραληθήο Μάζεζεο ζε έλα ππνινγηζηηθφ ζχζηεκα 
εμαξηάηαη ζε πνιχ κεγάιν βαζκφ απφ ηελ πνηφηεηα ησλ δεδνκέλσλ ζηα νπνία βαζίδεηαη. 
Αλ ππάξρεη πιενλάδνπζα θαη άζρεηε πιεξνθνξία ή ηα δεδνκέλα είλαη ζνξπβψδε θαη κε 
αμηφπηζηα ηφηε ε αλαθάιπςε ηεο γλψζεο θαηά ηε θάζε ηεο εθπαίδεπζεο ηνπ ζπζηήκαηνο 
θαζίζηαηαη αξθεηά δχζθνιε [13]. Δπνκέλσο, είλαη απαξαίηεην λα πξνεγεζεί ηεο 
Μεραληθήο Μάζεζεο ε πξνεπεμεξγαζία δεδνκέλσλ (data preprocessing) ψζηε λα βειηησζεί 
ε απφδνζε ηνπ ηαμηλνκεηή θαη λα κεησζεί ν απαηηνχκελνο ρξφλνο ηαμηλφκεζεο [14]. Οη 
φξνη ηνπ θεηκέλνπ πνπ πξνθχπηνπλ απφ ηελ πξνεπεμεξγαζία δεδνκέλσλ νλνκάδνληαη 
ραξαθηεξηζηηθά (features).  
 
΢ηελ πξνεπεμεξγαζία δεδνκέλσλ κπνξεί λα πεξηιακβάλνληαη ηα εμήο δηαδνκέλα ζηάδηα 
[15] [16] [17] [14]: 
 Μεηαηξνπή ησλ θεθαιαίσλ γξακκάησλ ζε κηθξά: 
΢πλεζίδεηαη, θαηά ηελ πξνεπεμεξγαζία, ε κεηαηξνπή φισλ ησλ γξακκάησλ ζε 
κηθξά, ψζηε λα ηαπηίδνληαη νη δηαθνξεηηθέο εκθαλίζεηο θάπνηαο ιέμεο. Ωζηφζν, 
πξνηείλεηαη απφ εξεπλεηέο [16] λα πξνεγεζεί εληνπηζκφο ησλ ιέμεσλ πνπ είλαη 
νιφθιεξεο γξακκέλεο κε θεθαιαία γξάκκαηα θαη λα ηνπνζεηεζεί κπξνζηά ηνπο ε 
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θξάζε - θιεηδί ALL_CAPS, γηαηί ζπλήζσο ιέμεηο ζε θεθαιαία ππνδειψλνπλ 
έληαζε ζπλαηζζήκαηνο.  
 Αθαίξεζε αξηζκώλ:  
΢ηηο πεξηζζφηεξεο πεξηπηψζεηο, νη αξηζκνί ζε έλα θείκελν δε ζρεηίδνληαη κε ην 
ζπλαίζζεκα πνπ εθθξάδεηαη θαη επνκέλσο πνιινί εξεπλεηέο ζεσξνχλ ηελ αλάιπζε 
ηνπο πεξηηηή. Αμίδεη σζηφζν λα ζεκεησζεί φηη, εηδηθά ζε πεξηπηψζεηο θεηκέλνπ απφ 
δηθηπαθή πεγή, ελδέρεηαη θάπνηνο αξηζκφο λα ρξεζηκνπνηεζεί σο ζπληνκνγξαθία 
ιέμεο. Γηα παξάδεηγκα ν αξηζκφο 2 (two) κπνξεί λα ρξεζηκνπνηεζεί αληί ηεο 
αγγιηθήο ιέμεο „too‟ ή „to‟, ελψ ν αξηζκφο 8 κπνξεί λα ρξεζηκνπνηεζεί ζηελ 
πβξηδηθή ιέμε gr8 γηα αληηθαηάζηαζε ηεο ιέμεο great.   
 Αθαίξεζε ζεκείσλ ζηίμεο:  
΢ε πνιιέο έξεπλεο [16] θαηά ηελ πξνεπεμεξγαζία ζπλεζίδεηαη ε αθαίξεζε ησλ 
ζεκείσλ ζηίμεο. Ωζηφζν, πξέπεη λα αλαθέξνπκε φηη πνιιέο θνξέο ε χπαξμε 
ζεκείσλ ζηίμεο ππνδειψλεη ηελ χπαξμε θάπνηνπ ζπλαηζζήκαηνο. Γηα παξάδεηγκα, 
ην ζαπκαζηηθφ κπνξεί λα καξηπξά έληνλα ζεηηθφ ή αξλεηηθφ ζπλαίζζεκα. 
Αληίζηνηρα, ε ρξήζε εξσηεκαηηθνχ κπνξεί λα δειψλεη πξνβιεκαηηζκφ ή ζχγρπζε 
[17]. Δπίζεο, ζε πεξίπησζε αλάιπζεο θεηκέλνπ απφ δηθηπαθή πεγή ίζσο πξέπεη λα 
ιάβνπκε ππφςε ην ζρεκαηηζκφ emoticons απφ ζεκεία ζηίμεο.  
 Δπέθηαζε ζπληνκεύζεσλ:  
Δηδηθά ζε θείκελα δηθηπαθήο πξνέιεπζεο ζπλεζίδεηαη ε ρξήζε ζπληνκεχζεσλ 
ζπλεζηζκέλσλ ιέμεσλ. Με ηε βνήζεηα ιίζηαο είλαη δπλαηή ε αληηθαηάζηαζε 
ζπληνκεχζεσλ απφ ηηο ιέμεηο ηηο νπνίεο αληηπξνζσπεχνπλ. 
 Αθαίξεζε stop words: 
Ωο stop words νξίδνληαη θάπνηεο ζπλεζηζκέλεο ιέμεηο πνπ δε θέξνπλ ηδηαίηεξε 
πιεξνθνξία, νπφηε ε αλάιπζε ηνπο αθελφο πεξηηηεχεη θαη αθεηέξνπ κπνξεί λα 
νδεγήζεη ηνλ ηαμηλνκεηή ζε ιαλζαζκέλα ζπκπεξάζκαηα. Γελ ππάξρεη θάπνην 
θαζνξηζκέλν ζχλνιν stop words, αιιά εμαξηάηαη απφ ηηο αλάγθεο ηεο εθάζηνηε 
πινπνίεζεο. ΢πλήζσο σο stop words ζεσξνχληαη θάπνηεο κηθξέο ιεηηνπξγηθέο ιέμεηο 
φπσο άξζξα, αλησλπκίεο, πξνζέζεηο θαη επηξξήκαηα (π.ρ the, is, at, which, on). 
 Δληνπηζκόο n-grams:  
Σα n-grams είλαη αθνινπζίεο n ζηνηρείσλ θεηκέλνπ (ραξαθηήξσλ, γξακκάησλ 
ζπιιαβψλ ή ιέμεσλ, αλάινγα κε ηελ εθάζηνηε εθαξκνγή) πνπ πξνθχπηνπλ απφ έλα 
δεδνκέλν θείκελν θαη ε ρξήζε ηνπο βνεζάεη ζηελ αλαγλψξηζε θξάζεσλ πνπ κπνξεί 
λα πεξηέρνπλ θάπνην λφεκα ην νπνίν δελ κπνξεί λα εληνπηζηεί ζε πεξίπησζε 
αηνκηθήο κειέηεο ησλ ζηνηρείσλ. Δηζάγνπλ δειαδή ζηελ αλάιπζε ηελ έλλνηα ηεο 
εμάξηεζεο ησλ ιέμεσλ. Ζ δηαδηθαζία εμαγσγήο ησλ n-grams ελφο θεηκέλνπ κπνξεί 
λα παξνκνηαζηεί κε έλα παξάζπξν n ζέζεσλ πνπ θηλείηαη θαηά κήθνο ησλ ζηνηρείσλ 
ηνπ θεηκέλνπ δεκηνπξγψληαο ζε θάζε θάζε έλα n-gram. Σν κήθνο ησλ n-grams 
εμαξηάηαη απφ ηελ εθάζηνηε εθαξκνγή. Μηθξά n-grams ίζσο δελ αξθνχλ ψζηε λα 
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θαιχςνπλ κεγάιεο θξάζεηο, ελψ κεγάια n-grams δεκηνπξγνχλ ζπάληεο (ή θαη 
κνλαδηθέο) αθνινπζίεο πνπ δελ πξνζθέξνπλ, επνκέλσο, θάηη ζηελ αλάιπζε. 
΢πλήζσο ρξεζηκνπνηνχληαη unigrams, bigrams θαη trigrams [18][19]. 
 Γηαρείξηζε άξλεζεο: 
Ζ αλίρλεπζε άξλεζεο θαηά ηε ζπλαηζζεκαηηθή αλάιπζε ελφο θεηκέλνπ 
δηαθνξνπνηεί ζεκαληηθά ηα απνηειέζκαηα ηεο. Ζ αλάιπζε ηνπ θεηκέλνπ ζε επίπεδν 
ιέμεσλ ή ζε επίπεδν αθαηάιιεινπ κήθνπο n-grams αγλνεί ηελ αληηζηξνθή ηνπ 
λνήκαηνο πνπ νθείιεηαη ζε ιέμεηο άξλεζεο. Μηα απιντθή πξνζέγγηζεο ηεο 
αλίρλεπζεο ηεο άξλεζεο πεξηιακβάλεη ηελ ζεκείσζε θάζε ιέμεο κεηά ηελ ιέμε 
άξλεζεο θαη κέρξη ην πξψην ζεκείν ζηίμεο κε θάπνην ζπγθεθξηκέλε ζήκαλζε (π.ρ. 
κε ην “NOT_”). Γηα παξάδεηγκα, ε θξάζε “I don't like this movie.” γίλεηαη “ I don't 
NOT_like NOT_this NOT_movie.”, ζχκθσλα κε ηνλ Boiy [20]. Μηα πην πξνεγκέλε 
πξνζέγγηζε δίλεηαη απφ ηνπο Morante θαη Daelemans [21], νη νπνίνη επηρεηξνχλ κε 
ηε βνήζεηα δχν ηαμηλνκεηψλ Μεραληθήο Μάζεζεο λα δηαρεηξηζηνχλ ηελ χπαξμε 
άξλεζεο ζπάδνληαο ην έξγν ηνπο ζε δχν κέξε: Αξρηθά πξνζδηνξίδνπλ πνηεο ιέμεηο 
είλαη ιέμεηο άξλεζεο θαη αθνινχζσο γηα θάζε ιέμε δηαπηζηψλνπλ αλ αλήθεη ζην 
πεδίν δξάζεο θάπνηαο αξλεηηθήο ιέμεο ή φρη.  
 Δληνπηζκόο ζέκαηνο ιέμεσλ (stemming):  
Καηά ην stemming αθαηξνχληαη απφ ηηο ιέμεηο νη θαηαιήμεηο ψζηε λα εληνπηζηεί ε 
ξίδα ηεο θαζεκίαο, κε ζηφρν ηε κείσζε ηεο πνιππινθφηεηαο ηεο αλάιπζεο ρσξίο 
απψιεηα ζεκαληηθήο πιεξνθνξίαο.   
 Λεκκαηνπνίεζε (lemmatization) ιέμεσλ:   
Καηά ηε ιεκκαηνπνίεζε, νη δηάθνξεο κνξθέο κηαο ιέμεο (θιίζε, παξάγσγα) 
αληηζηνηρνχληαη ζην ίδην ιήκκα (π.ρ. ην θνηλφ ιήκκα ησλ “ηξέρνληαο” θαη “έηξεμα” 
είλαη ην “ηξέρσ”). Με ηνλ ηξφπν απηφ νη ιέμεηο γεληθεχνληαη θαη ε ηαμηλφκεζε ηνπο 
γίλεηαη πην εχθνια.   
 Αλαγλώξηζε κέξνπο ηνπ ιόγνπ (Part of Speech Tagging ή POS tagging): 
΢ην ζηάδην απηφ γίλεηαη αλαγλψξηζε θαη ζεκείσζε ηνπ κέξνπο ηνπ ιφγνπ (ξήκα, 
επίζεην, νπζηαζηηθφ, κεηνρή θ.η.ι.) γηα θάζε ιέμε ηνπ θεηκέλνπ κε ζηφρν ηελ 
απνθάιπςε ηεο γξακκαηηθήο θαη επνκέλσο ηε βαζχηεξε αλάιπζε ηνπ [18] [22][19]. 
2.2.3.3    Δπιλογή σαπακηηπιζηικών  
Απφ ηα ραξαθηεξηζηηθά πνπ πξνέθπςαλ απφ ηελ πξνεπεμεξγαζία κφλν κεξηθά εθθξάδνπλ 
έληνλα θάπνην ζπλαίζζεκα, δειαδή έρνπλ κεγαιχηεξε επίδξαζε ζηελ εθηίκεζε ηνπ 
ζπλνιηθνχ ζπλαηζζεκαηηθνχ πξνζαλαηνιηζκνχ ηνπ θεηκέλνπ. H επηινγή ηνπ ππνζπλφινπ 
ησλ ραξαθηεξηζηηθψλ, πνπ ζα ιεθζνχλ ππφςε θαηά ηε ζπλαηζζεκαηηθή αλάιπζε, νλνκά-
δεηαη επηινγή ραξαθηεξηζηηθψλ (feature selection). ΢ηελ πεξίπησζε ηεο Δπηβιεπφκελεο 
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Μάζεζεο, ζηφρνο ηεο επηινγήο ραξαθηεξηζηηθψλ είλαη ε επίηεπμε θαιχηεξεο αθξίβεηαο ηνπ 
ηαμηλνκεηή ελψ ζηελ πεξίπησζε ηεο Με Δπηβιεπφκελεο Μάζεζεο ζηφρνο είλαη ν ζρεκα-
ηηζκφο ζπζηάδσλ πςειήο πνηφηεηαο, δεδνκέλνπ ηνπ πιήζνπο ζπζηάδσλ [23].  
          Οη κέζνδνη πνπ κπνξνχλ λα εθαξκνζηνχλ γηα ηελ επηινγή ραξαθηεξηζηηθψλ 
ρσξίδνληαη ζε ηέζζεξηο βαζηθέο θαηεγνξίεο: κέζνδνη Wrapper, κέζνδνη Filter θαη 
Embedded κέζνδνη, πβξηδηθέο κέζνδνη [24]. 
΢ηηο Ενζωμαηωμένες (Embedded) κεζφδνπο ε επηινγή ραξαθηεξηζηηθψλ είλαη κέξνο ηεο 
αληηθεηκεληθήο ζπλάξηεζεο ηνπ επηιεγκέλνπ αιγνξίζκνπ Μεραληθήο Μάζεζεο. 
Υαξαθηεξηζηηθά παξαδείγκαηα ελζσκαησκέλσλ κεζφδσλ είλαη ηα εμήο: decision tree, 
LASSO, LARS, 1-norm support vector θ.α. 
Oη κέζνδνη Wrapper εθηεινχλ ηελ επηινγή ραξαθηεξηζηηθψλ ζεσξψληαο ηνλ αιγφξηζκν 
Μεραληθήο Μάζεζεο σο έλα καχξν θνπηί. Γνθηκάδνληαη ζηνλ αιγφξηζκν εμνλπρηζηηθά φια 
ηα πηζαλά ζχλνια επηιεγκέλσλ ραξαθηεξηζηηθψλ θαη ην θαηαιιειφηεξν ζχλνιν επηιέγεηαη 
κε βάζε θάπνην θξηηήξην, φπσο ε αθξίβεηα ηαμηλφκεζεο. Σν βαζηθφ κεηνλεθηήκαηα ησλ 
κεζφδσλ απηψλ είλαη ε ρξνληθή ηνπο πνιππινθφηεηα. Ωζηφζν ν ρψξνο αλαδήηεζεο κπνξεί 
λα πεξηνξηζηεί κε ρξήζε επξεηηθψλ (heuristic) θαη άπιεζησλ (greedy) ηερληθψλ. Πξνθαλψο, 
ην βέιηηζην ζχλνιν ραξαθηεξηζηηθψλ δηαθέξεη απφ αιγφξηζκν ζε αιγφξηζκν. Οη  δηάθνξεο 
ελζσκαησκέλεο κέζνδνη δηαθέξνπλ σο πξνο ηελ ηερληθέο πνπ ρξεζηκνπνηνχλ γηα ηελ 
αλαδήηεζε ζην ρψξν ηνλ ραξαθηεξηζηηθψλ, ε νπνία κπνξεί λα είλαη είηε πιήξεο (Complete 
Search), είηε ζεηξηαθή (Sequential Search), είηε ηπραία (Randomized Search).  
Οη κέζνδνη Filter απνηεινχλ ηελ πην γεληθή πξνζέγγηζε επηινγήο ραξαθηεξηζηηθψλ θαη 
ιεηηνπξγνχλ άζρεηα απφ ηνλ αιγφξηζκφ Μεραληθήο Μάζεζεο ζηνλ νπνίν ζα εηζαρζνχλ ηα 
επηιεγκέλα ραξαθηεξηζηηθά. Υξεζηκνπνηνχλ κεηξηθέο φπσο ε ζπζρέηηζε (correlation), ε 
εληξνπία (entropy), ε ακνηβαία πιεξνθνξία (mutual information), ην ρ2 (chi square) θ.α. νη 
νπνίεο αλαιχνπλ ηα γεληθά ραξαθηεξηζηηθά ησλ δεδνκέλσλ θαη επηιέγνπλ ην βέιηηζην 
ζχλνιν ραξαθηεξηζηηθψλ. Οη παξαπάλσ κεηξηθέο είλαη univariate, δειαδή βαζκνινγνχλ 
θάζε ραξαθηεξηζηηθφ μερσξηζηά. Τπάξρνπλ φκσο θαη multivariate κεηξηθέο, φπσο νη 
Correlation Feature Selection (CFS), Minimum - redundancy-maximum-relevance (mRMR) 
feature selection. Οη κέζνδνη Filter είλαη πνιχ πην απιέο θαη γξήγνξεο απφ ηηο κεζφδνπο ησλ 
δχν πξνεγνπκέλσλ θαηεγνξηψλ θαη γη‟ απηφ πξνηηκψληαη ηφζν ζηελ έξεπλα φζν θαη ζηελ 
εθαξκνγή.  
Σέινο, νη σβριδικές κέζνδνη ζπλδπάδνπλ ηελ πξνζεγγίζεηο ησλ θαηεγνξηψλ Filter θαη 
Wrapper. Ο ρψξνο ησλ δεδνκέλσλ πεξηνξίδεηαη κε ρξήζε ησλ ηδηνηήησλ ηεο θαηαλνκήο 
δεδνκέλσλ (Filter) θαη ζηε ζπλέρεηα κε ηε βνήζεηα ησλ ηερληθψλ αλαδήηεζεο Wrapper 
εληνπίδεηαη ην θαηάιιειν ππνζχλνιν ραξαθηεξηζηηθψλ. 
 
Αθνινχζσο, παξνπζηάδνληαη κεξηθέο απφ ηηο πην δηαδεδνκέλεο κεζφδνπο πνπ εθαξκφδνληαη 
γηα ηελ επηινγή ραξαθηεξηζηηθψλ. Κνηλφ ραξαθηεξηζηηθφ ηνπο είλαη ν ππνινγηζκφο ελφο 
score γηα θάζε έλα απφ ηα ραξαθηεξηζηηθά (features) θαη ζηε ζπλέρεηα ε επηινγή ησλ 
ραξαθηεξηζηηθψλ πνπ εκθαλίδνπλ ηα πςειφηεξα scores [63] [64] [65]. 
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 Document Frequency - DF (΢πρλφηεηα Δγγξάθνπ)  
Ζ ΢πρλφηεηα Δγγξάθνπ κεηξά ηνλ αξηζκφ ησλ εγγξάθσλ ηνπ ζπλφινπ δεδνκέλσλ 
ζηα νπνία εκθαλίδεηαη ην ραξαθηεξηζηηθφ. Με ρξήζε απηήο ηεο κεζφδνπ, 
απνκαθξχλνληαη ηα ραξαθηεξηζηηθά ησλ νπνίσλ ε ζπρλφηεηα εγγξάθνπ είλαη 
κηθξφηεξε ελφο πξνθαζνξηζκέλνπ θαησθιίνπ ζπρλφηεηαο. Δπηιέγνληαο ραξαθηε-
ξηζηηθά κεγάιεο ζπρλφηεηαο απμάλεηαη ε πηζαλφηεηα λα εκθαληζηνχλ απηά ηα 
ραξαθηεξηζηηθά ζε κειινληηθά test sets. Ζ βαζηθή ππφζεζε είλαη φηη ηα πην ζπάληα 
ραξαθηεξηζηηθά πεξηέρνπλ ηε ιηγφηεξε πιεξνθνξία γηα ηελ ηαμηλφκεζε ζε 
θαηεγνξία. Ζ ππφζεζε απηή έξρεηαη ζε αληίζεζε κε ηελ αξρή ηεο Αλάθηεζεο 
Πιεξνθνξηψλ (Information Retrieval) ζχκθσλα κε ηελ νπνία νη φξνη κε ηε 
κηθξφηεξε ζπρλφηεηα εγγξάθνπ πεξηέρνπλ ηελ κεγαιχηεξε πιεξνθνξία [25]. Οη 
έξεπλεο δείρλνπλ φηη ε ζπγθεθξηκέλε κέζνδνο είλαη ε απινχζηεξε φισλ, 
θιηκαθψλεηαη θαη είλαη απνηειεζκαηηθή γηα ηαμηλφκεζε θεηκέλνπ [26].  
 Information Gain - IG (Κέξδνο Πιεξνθνξίαο) 
Σν Κέξδνο Πιεξνθνξίαο κεηξά ηελ πνζφηεηα (ζε bits) ηεο πιεξνθνξίαο πνπ 
απνθηνχκε ζρεηηθά κε ηελ πξφβιεςε ηεο θιάζεο ηαμηλφκεζεο ζε πεξίπησζε πνπ ε 
κφλε δηαζέζηκε πιεξνθνξία είλαη ε παξνπζία ή ε απνπζία ελφο ραξαθηεξηζηηθνχ ζε 
έλα έγγξαθν. To Information Gain ελφο ραξαθηεξηζηηθνχ ππνινγίδεηαη απφ ηε 
ζπκβνιή ηνπ ζηε κείσζε ηεο ζπλνιηθήο εληξνπίαο, δειαδή ηεο πνζφηεηαο ηεο 
πιεξνθνξίαο πνπ απαηηείηαη γηα ηελ θαηάηαμε ελφο δείγκαηνο ηνπ ζπλφινπ 
δεδνκέλσλ ζε κία θιάζε. Έζησ {c1, c2,…cm} ην ζχλνιν ησλ δηαζέζηκσλ θιάζεσλ 
ηαμηλφκεζεο. Σν Κέξδνο Πιεξνθνξίαο ελφο ραξαθηεξηζηηθνχ f νξίδεηαη σο εμήο: 
GI f = − Pr ci logPr ci 
m
i=1 +  Pr f + Pr(f  ) Pr ci| f   logPr(ci|f  )
m
i=1           (2.1) 
 
, φπνπ Pr ci  ε εθ ησλ πξνηέξσλ πηζαλφηεηα ηεο θιάζεο ci, Pr f   ε πηζαλφηεηα ηνπ 
ραξαθηεξηζηηθνχ f ζε έλα δνζκέλν ζχλνιν δεδνκέλσλ, Pr ci| f  ε πηζαλφηεηα ηεο 
θιάζεο ci δεδνκέλνπ ηνπ ραξαθηεξηζηηθνχ f, Pr(f  ) ην ζπκπιήξσκα ηεο Pr f  θαη 
Pr ci| f    ην ζπκπιήξσκα ηεο Pr ci| f .  
 
    Απφ ην ζχλνιν ησλ ραξαθηεξηζηηθψλ ελφο θεηκέλνπ απνκαθξχλνληαη ηα ραξαθηεξη- 
            ζηηθά ησλ νπνίσλ ην Information Gain είλαη θάησ απφ έλα πξνθαζνξηζκέλν θαηψ- 
            θιη. 
 CHI square statistic ( ρ - ηεηξάγσλν) 
Σν CHI είλαη έλαο ζηαηηζηηθφο δείθηεο πνπ ρξεζηκνπνηείηαη γηα λα ειέγμεη ηελ 
αλεμαξηεζία δχν γεγνλφησλ. ΢ηελ πεξίπησζε καο, ηα δχν γεγνλφηα είλαη ε 
εκθάληζεο ελφο ραξαθηεξηζηηθνχ θαη ε εκθάληζε κηαο θιάζεο ζπλαηζζήκαηνο. 
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Αληηπξνζσπεχεη ηελ απφθιηζε απφ ηελ αλακελφκελε θαηαλνκή αλ ππνζέζνπκε φηη 
ε χπαξμε ηνπ ραξαθηεξηζηηθνχ είλαη αλεμάξηεηε απφ ηελ θιάζε πνπ πξνθχπηεη: 
 
CHI (f, Ci) =  
N x  AD−BE  2
 A+E x  B+D x  A+B x (E+D)
                             (2.2) 
 
CHImax   f =  max(CHI (f, Ci))                                         (2.3) 
 
, φπνπ Α ε ζπρλφηεηα ζπλχπαξμεο f θαη Ci, B νη εκθαλίζεηο ηνπ f ρσξίο ηελ 
παξάιιειε εκθάληζε ηεο Ci, Δ νη εκθαλίζεηο ηεο Ci ρσξίο ηελ παξάιιειε εκθάληζε 
ηνπ f, D ε ζπρλφηεηα ηαπηφρξνλεο απνπζίαο f θαη Ci, Ν ην πιήζνο ησλ εγγξάθσλ 
ζην ζχλνιν δεδνκέλσλ..  
 
Μεδεληθφ CHI ζεκαίλεη αλεμαξηεζία ραξαθηεξηζηηθνχ - θιάζεο. Μεγάιεο ηηκέο 
CHI ππνδεηθλχνπλ ηελ αζηνρία ηεο ππφζεζεο πεξί αλεμαξηεζίαο. Δπνκέλσο, 
ραξαθηεξηζηηθά κε κεγάιν CHI ζρεηίδνληαη κε ηελ επηινγή ηεο εθάζηνηε 
θαηεγνξίαο θαη επνκέλσο επηιέγνληαη θαηά ηελ επηινγή ραξαθηεξηζηηθψλ. 
 Mutual Information – MI (Ακνηβαία Πιεξνθνξία) 
Σν Mutual Information κεηξά πφζε πιεξνθνξία πξνζθέξεη ε παξνπζία ή ε απνπζία 
ελφο ζπγθεθξηκέλνπ ραξαθηεξηζηηθνχ γηα ηελ επηινγή ηεο ζσζηήο θιάζεο 
ηαμηλφκεζεο. To Mutual Information ελφο ραξαθηεξηζηηθνχ f ππνινγίδεηαη απφ ηνλ 
αθφινπζν ηχπν: 
 
      ΜΙ (f, c) =    P Uf = ef , Cc = ec log2
P U f =ef ,Cc =ec  
P U f =ef  P  Cc =ec  
ec⋲{0,1}e𝑓  ⋲{0,1}        (2.4) 
 
 
, φπνπ Uf είλαη κηα ηπραία κεηαβιεηή πνπ παίξλεη ηηκή ef = 1 φηαλ ην έγγξαθν 
πεξηιακβάλεη ην ραξαθηεξηζηηθφ f θαη ef = 0 φηαλ ην έγγξαθν δελ πεξηιακβάλεη ην 
ραξαθηεξηζηηθφ f, ελψ Cc είλαη κηα ηπραία κεηαβιεηή πνπ παίξλεη ηηκή ec = 1 φηαλ 
ην έγγξαθν αλήθεη ζηελ θιάζε c θαη ec = 0 φηαλ ην έγγξαθν δελ αλήθεη ζηελ θιάζε 
c. 
 
To MI ελφο ραξαθηεξηζηηθνχ f γηα κηα θιάζε c κεγηζηνπνηείηαη ζηελ πεξίπησζε πνπ 
ην ραξαθηεξηζηηθφ f εκθαλίδεηαη αλ θαη κφλν αλ ην έγγξαθν ζην νπνίν εκθαλίδεηαη, 
αλήθεη ζηελ θιάζε c. Καηά ηελ επηινγή ραξαθηεξηζηηθψλ επηιέγνληαη ηα 
ραξαθηεξηζηηθά κεγαιχηεξν MI, εθείλα δειαδή ηα νπνία παίδνπλ θαζνξηζηηθή 
ζεκαζία γηα ηελ θαηάηαμε ελφο εγγξάθνπ ζε θάπνηα θιάζε.  
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2.2.3.4     Το ππόβλημα ηηρ ςπεππποζαπμογήρ ζηα δεδομένα εκπαίδεςζηρ 
Πνιινί αιγφξηζκνη Μεραληθήο Μάζεζεο αληηκεησπίδνπλ ην πξφβιεκα ηεο ππεξπξν-
ζαξκνγήο ζηα δεδνκέλα ηεο εθπαίδεπζεο (Overfitting). Καηά ηελ εκθάληζε ηνπ overfitting, 
ν αιγφξηζκνο εζθαικέλα εζηηάδεη ζε πνιχ ζπγθεθξηκέλα ραξαθηεξηζηηθά ησλ δεδνκέλσλ 
εθπαίδεπζεο, κε απνηέιεζκα λα παξνπζηάδεη κηθξφ ζθάικα εθπαίδεπζεο, δειαδή ιίγα 
ζθάικαηα ζηελ αλαγλψξηζε εηζφδσλ πνπ πξνέξρνληαη απφ ην ζχλνιν εθπαίδεπζεο, αιιά 
κεγάιν ζθάικα γελίθεπζεο, δειαδή πνιιά ζθάικαηα ζηελ αλαγλψξηζε αγλψζησλ 
εηζφδσλ. Απηφ ζπκβαίλεη δηφηη ην ζχζηεκα δελ έρεη θαηαθέξεη λα εμάγεη νξζνχο θαλφλεο 
γελίθεπζεο θαηά ηελ εθπαίδεπζε ηνπ, νπφηε ζηεξίδεη ηηο πξνβιέςεηο ηνπ ζηελ 
απνκλεκφλεπζε ησλ δεδνκέλσλ εθπαίδεπζεο. Αηηίεο εκθάληζεο ηνπ θαηλνκέλνπ είλαη νη 
εμήο : 
- Ζ ρξήζε κηθξνχ ζπλφινπ δεδνκέλσλ εθπαίδεπζεο, ε νπνία δελ επηηξέπεη ηελ εμαγσγή 
ηθαλνπνηεηηθψλ θαλφλσλ γελίθεπζεο. 
- Ζ χπαξμε ηπραίσλ παξαπιαλεηηθψλ θαλνληθνηήησλ θαη ζνξχβνπ, ζπλήζσο ζε κηθξά 
training sets, πνπ νδεγνχλ ηνλ αιγφξηζκν ζε εζθαικέλεο γεληθεχζεηο.  
- Ζ επηινγή ζπλφινπ εθπαίδεπζεο πνπ δελ πεξηιακβάλεη εμίζνπ δεδνκέλα απφ φιεο ηηο 
δηαζέζηκεο θιάζεηο ηαμηλφκεζεο, κε απνηέιεζκα ην ζχζηεκα λα έρεη ζηε ζπλέρεηα, ηελ 
ηάζε λα πξνβιέπεη πην ζπρλά ηηο θιάζεηο πνπ ππεξίζρπαλ ζηα δεδνκέλα εθπαίδεπζεο. 
- Ζ κε θαηάιιειε επηινγή ραξαθηεξηζηηθψλ.  
- Ο κεγάινο αξηζκφο παξαµέηξσλ ηνπ κνληέινπ, ή πην γεληθά ε ηθαλφηεηα ηνπ αιγνξίζκνπ 
κάζεζεο λα θαηαζθεπάδεη ηδηαίηεξα πνιχπινθα κνληέια. 
 
 
                  Δηθφλα 8. Overfitting 
 
Ζ δηπιαλή εηθφλα παξνπζηάδεη ην 
πξφβιεκα ηνπ overfitting. Οη θφθθηλεο 
θνπθίδεο απνηεινχλ ηα δεδνκέλα εθπαί-
δεπζεο, ε πξάζηλε γξακκή είλαη ε 
πξαγκαηηθή ζπλαξηεζηαθή ζρέζε ηνπο θαη 
ε κπιε γξακκή είλαη ε ζπλάξηεζε πνπ 
πξνέθπςε απφ ηελ εθπαίδεπζε θαη 
ππνθέξεη απφ ην overfitting. (Απφ 
www.wikipedia.org) 
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Γηα ηνλ πεξηνξηζκφ ηνπ θαηλνκέλνπ έρνπλ πηνζεηεζεί δηάθνξεο κέζνδνη, νη νπνίεο 
ζηεξίδνληαη ζηελ “αξρή ηνπ μπξαθηνχ” ηνπ Occam (Occam‟s Razor). ΢χκθσλα κε ηελ αξρή 
απηή “Καλείο δελ ζα πξέπεη λα πξνβαίλεη ζε πεξηζζφηεξεο εηθαζίεο απφ φζεο είλαη 
απαξαίηεηεο” πνπ ζε ειεχζεξε απφδνζε ζεκαίλεη φηη “Όηαλ δχν ζεσξίεο παξέρνπλ εμίζνπ 
αθξηβείο πξνβιέςεηο, πάληα επηιέγνπκε ηελ απινχζηεξε”. Δπίζεο, ζηελ πξφιεςε ηνπ 
θαηλνκέλνπ ζπκβάιεη ε επηινγή ελφο dataset ηθαλνπνηεηηθνχ κεγέζνπο, ην νπνίν 
πεξηιακβάλεη ηζάξηζκα αληηπξνζσπεπηηθά δείγκαηα απφ φιεο ηηο θιάζεηο ηαμηλφκεζεο. Ζ 
ηζνξξνπία ησλ θιάζεσλ πξέπεη λα δηαηεξείηαη θαη θαηά ηνλ ρσξηζκφ ηνπ αξρηθνχ dataset ζε 
training set θαη test set, ελψ πξέπεη πξηλ ηελ εθπαίδεπζε λα πξνεγεζεί κηα εχζηνρε κέζνδνο 
επηινγήο ραξαθηεξηζηηθψλ, αλάινγα κε ην είδνο ηνπ πξνο αλάιπζε θεηκέλνπ.   
2.2.3.5        Καηηγοπίερ Μησανικήρ Μάθηζηρ ζηην Ανάλςζη Σςναιζθήμαηορ  
΢ην ζεκείν απηφ ζα αλαθεξζνχκε ζηηο δηάθνξεο θαηεγνξίεο Μεραληθήο Μάζεζεο φπσο 
απηέο εθαξκφδνληαη ζηνλ ηνκέα ηεο Αλάιπζεο ΢πλαηζζήκαηνο θαη ζα πεξηγξάςνπκε ηνπο 
πην δηαδεδνκέλνπο αιγφξηζκνπο πνπ ρξεζηκνπνηνχληαη ζηελ θάζε θαηεγνξία.  
Αναπαπάζηαζη κειμένυν 
΢εκεηψλνπκε φηη ζηηο πεξηγξαθέο αιγνξίζκσλ πνπ ζα αθνινπζήζνπλ, ζα γίλεη 
αλαπαξάζηαζε ησλ θεηκέλσλ ζην δηαλπζκαηηθφ ρψξν κε ρξήζε ηεο πξνζέγγηζεο ηνπ ζάθνπ 
ραξαθηεξηζηηθψλ (bag of features), ζχκθσλα κε ηελ νπνία ηα ραξαθηεξηζηηθά, πνπ έρνπλ 
πξνθχςεη απφ ηελ δηαδηθαζία ηεο πξνεπεμεξγαζίαο θαη ηεο επηινγήο ραξαθηεξηζηηθψλ, 
είλαη κεηαμχ ηνπο αλεμάξηεηα. Έζησ {f1, f2……,fm} ην ζχλνιν ησλ m ραξαθηεξηζηηθψλ πνπ 
κπνξεί λα εκθαλίδνληαη ζε έλα θείκελν d πνπ αλήθεη ζε θιάζε c θαη ni(d) ν αξηζκφο 
εκθαλίζεσλ ηνπ ραξαθηεξηζηηθνχ fi ζην θείκελν. Κάζε θείκελν d αλαπαξίζηαηαη απφ ην 
δηάλπζκα 𝑑 = (𝑛1 𝑑 ,𝑛2 𝑑 …𝑛𝑖(𝑑)). ΢ηελ πεξίπησζε καο, κε ηνλ φξν θιάζε ελλννχκε 
ηελ θαηεγνξία ζπλαηζζήκαηνο. 
α) Δπιβλεπόμενη Μησανική Μάθηζη  
Γηα ηελ Αλάιπζε ΢πλαηζζήκαηνο κε ρξήζε Δπηβιεπφκελεο Μεραληθήο Μάζεζεο ην ππφ 
εθπαίδεπζε ζχζηεκα ηξνθνδνηείηαη κε δεδνκέλα θεηκέλνπ ηα νπνία είλαη ήδε 
ραξαθηεξηζκέλα σο πξνο ην ζπλαηζζεκαηηθφ ηνπο πεξηερφκελν, κε ζηφρν ηελ εθπαίδεπζε 
ηνπ. Σα δεδνκέλα θεηκέλνπ κπνξεί είηε λα έρνπλ ζρνιηαζηεί κε ρξήζε Λεμηθνχ 
΢πλαηζζήκαηνο, είηε λα έρνπλ ζρνιηαζηεί ρεηξνλαθηηθά (hand-annotated data) απφ 
άλζξσπν, είηε λα εκπεξηέρνπλ ην ζρνιηαζκφ ηνπο (self-annotated data) εμαξρήο (π.ρ. έλα 
review ζπλήζσο ζπλνδεχεηαη απφ θάπνην rating). Σα δεδνκέλα απηά αμηνπνηνχληαη απφ 
θάπνηνλ αιγφξηζκν ψζηε λα πξνθχςεη ε γλψζε πνπ ζα επηηξέςεη κειινληηθά ζην ζχζηεκα 
λα πξνβιέςεη απηφκαηα ηελ απφθξηζε ζε νπνηαδήπνηε είζνδν θεηκέλνπ πξνο 
ζπλαηζζεκαηηθή αλάιπζε.  
 34 
 
Μεξηθνί απφ ηνπο πην δηαδεδνκέλνπο αιγφξηζκνπο πνπ ρξεζηκνπνηνχληαη ζηελ 
Δπηβιεπφκελε Μεραληθή Μάζεζε είλαη νη εμήο: Support Vector Machines, Maximum 
entropy, Naive Bayes, Decision tree, θ.α.. 
 
Αθνινπζεί ζχληνκε πεξηγξαθή ηεο εθαξκνγήο ησλ παξαπάλσ αιγνξίζκσλ γηα Αλάιπζε 
΢πλαηζζήκαηνο ζε θείκελν: 
 Αλγόπιθμορ Naive Βayes  
Ο αιγφξηζκνο απηφο είλαη έλαο απιφο πηζαλνηηθφο αιγφξηζκνο πνπ βαζίδεηαη ζην 
ζεψξεκα Bayes ζε ζπλδπαζκφ κε ηελ ππφζεζε φηη νη πηζαλφηεηεο ησλ ζηνηρείσλ 
πνπ εκπιέθνληαη είλαη κεηαμχ ηνπο αλεμάξηεηεο, ζηελ νπνία νθείιεη θαη ην 
ραξαθηεξηζκφ ηνπ σο naive (απιφο). 
 
΢ην πξφβιεκα ηεο Αλάιπζεο ΢πλαηζζήκαηνο ε ηαμηλφκεζε κε ρξήζε ηνπ 
αιγφξηζκνπ Naive Bayes εξκελεχεηαη σο εμήο:  
Ζ πηζαλφηεηα ελφο ραξαθηεξηζηηθνχ λα αλήθεη ζε κηα ζπγθεθξηκέλε θιάζε δελ 
ζρεηίδεηαη κε ηελ πηζαλφηεηα ησλ ππφινηπσλ ραξαθηεξηζηηθψλ λα αλήθνπλ ζηελ 
ίδηα θιάζε. Ο ππνινγηζκφο ηεο ζπλνιηθήο πηζαλφηεηαο ηνπ θεηκέλνπ πξνθχπηεη απφ 
ηνλ πνιιαπιαζηαζκφ ησλ πηζαλνηήησλ ησλ επηκέξνπο ραξαθηεξηζηηθψλ ηνπ 
θεηκέλνπ. 
 
Με καζεκαηηθνχο φξνπο ηα παξαπάλσ εθθξάδνληαη σο εμήο: 
 
΢χκθσλα κε ην ζεψξεκα Bayes, ε πηζαλφηεηα ελφο δεδνκέλνπ θεηκέλνπ d λα αλήθεη 
ζηελ θιάζε c δίλεηαη απφ ηνλ ηχπν:  
 
P c d) =  
P c ∗P(d|c)
P(d)
                    (2.5) 
 
, φπνπ P(c) ε πηζαλφηεηα ηεο θιάζεο c, P(d) ε πηζαλφηεηα ηνπ θεηκέλνπ d θαη P(d|c) 
ε πηζαλφηεηα ηνπ θεηκέλνπ d δεδνκέλεο ηεο θιάζεο c.  
Έζησ Ν ην πιήζνο ησλ θεηκέλσλ ηνπ ζπλφινπ εθπαίδεπζεο, Νj ν αξηζκφο ησλ 
εκθαλίζεσλ ελφο θεηκέλνπ d κέζα ζην ζχλνιν, Κ ην πιήζνο ησλ δηαθνξεηηθψλ 
θιάζεσλ πνπ εκθαλίδνληαη ζην ζχλνιν θαη Kj νη εκθαλίζεηο κηαο θιάζεο c. Σφηε 
P(c) =  
K j
K
 θαη P(d) =  
N j
Ν
. Ζ πηζαλφηεηα P d c) ππνινγίδεηαη κε βάζε ηελ ππφζεζε 
αλεμαξηεζίαο ησλ ραξαθηεξηζηηθψλ δεδνκέλεο ηεο θιάζεο ηνπ θεηκέλνπ. ΢χκθσλα 
κε ηελ απηή, ε πηζαλφηεηα ελφο θεηκέλνπ d δεδνκέλεο ηεο θιάζεο c ηζνχηαη κε ην 
γηλφκελν ησλ πηζαλνηήησλ φισλ ησλ ραξαθηεξηζηηθψλ απφ ηα νπνία απνηειείηαη ην 
θείκελν d, δεδνκέλεο ηεο c. Σειηθά πξνθχπηεη ν αθφινπζνο ηχπνο γηα ηελ 
πηζαλφηεηα κηαο θιάζεο c, δεδνκέλνπ ελφο θεηκέλνπ πξνο αλάιπζε: 
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PNB  c d)  =  
P c ∗ P fi  c 
n i (d )m
i=1 
P(d)
                             (2.6) 
 
Ο αιγφξηζκνο επηζηξέθεη σο έμνδν ηελ θιάζε c κε ηε κέγηζηε πηζαλφηεηα PNB  
δειαδή ηελ c* = arg maxc P(c|d). 
             Χπήζη και επιδόζειρ Νaive Βayes  
Παξά ηελ απιφηεηα ηνπ αιγνξίζκνπ θαη ην γεγνλφο φηη ε ππφζεζε πεξί 
αλεμαξηεζίαο ησλ ραξαθηεξηζηηθψλ ελφο θεηκέλνπ δελ επζηαζεί ζηνλ πξαγκαηηθφ 
θφζκν, ε Αλάιπζε ΢πλαηζζήκαηνο κε ρξήζε ηνπ ηαμηλνκεηή Naive Bayes είλαη 
εληππσζηαθά απνηειεζκαηηθή [29]. Γειαδή, παξφιν πνπ ε εθηίκεζε ησλ 
πηζαλνηήησλ είλαη ρακειήο πνηφηεηαο, κε απνηέιεζκα λα απέρνπλ ζεκαληηθά απφ 
ηηο πξαγκαηηθέο ηνπο ηηκέο, ε ηειηθή ηαμηλφκεζε είλαη πνιχ αθξηβήο αθνχ ζχκθσλα 
κε ηνπο ππνινγηζκνχο ηνπ Naive Bayes ε “ληθήηξηα” θιάζε πξνθχπηεη λα έρεη πνιχ 
κεγαιχηεξε πηζαλφηεηα απφ ηηο ππφινηπεο θιάζεηο [29][30]. Ωζηφζν, πνιινί άιινη 
ηαμηλνκεηέο παξνπζηάδνπλ θαιχηεξεο επηδφζεηο απφ ην Naive Bayes ζηηο 
πεξηζζφηεξεο εθαξκνγέο. Ο ηαμηλνκεηήο Naive Bayes πξνηηκάηαη ζε πεξηπηψζεηο 
πεξηνξηζκέλσλ δηαζέζηκσλ ππνινγηζηηθψλ πφξσλ (CPU θαη κλήκε) θαζψο θαη ζε 
πεξηπηψζεηο ζηηο νπνίεο επηζπκνχκε ηε γξήγνξε εθπαίδεπζε ηνπ ζπζηήκαηνο ιφγσ 
ηεο απιφηεηαο θαη ηεο κηθξήο ππνινγηζηηθήο πνιππινθφηεηαο ηνπ. Σέινο, 
ρξεζηκνπνηείηαη ζε πνιιέο έξεπλεο σο ηαμηλνκεηήο αλαθνξάο (baseline), ψζηε λα 
γίλεη αμηνιφγεζε ηεο επίδνζεο άιισλ ηαμηλνκεηψλ πνπ κειεηνχληαη [29].   
 Αλγόπιθμορ Maximum Entropy 
Ο αιγφξηζκνο Μέγηζηεο Δληξνπίαο είλαη έλαο αθφκα πηζαλνηηθφο αιγφξηζκφο πνπ 
ρξεζηκνπνηείηαη ζηελ Μεραληθή Μάζεζε. Ζ ιεηηνπξγία ηνπ βαζίδεηαη ζηελ αξρή 
ηεο κέγηζηεο εληξνπίαο, ζχκθσλα κε ηελ νπνία ε θαηαλνκή πηζαλφηεηαο πνπ αλαπα-
ξηζηά θαιχηεξα ηελ ππάξρνπζα γλψζε, ιακβάλνληαο ππφςε ηα δεδνκέλα εθπαί-
δεπζεο πνπ έρνπκε κειεηήζεη κέρξη ζηηγκήο, είλαη απηή κε ηε κεγαιχηεξε εληξνπία, 
δειαδή απηή γηα ηελ νπνία νη κνλαδηθέο ππνζέζεηο πνπ έρνπκε θάλεη είλαη απηέο 
πνπ επηβάιινληαη απφ ηα ηξέρνληα δεδνκέλα εθπαίδεπζεο ή αιιηψο ε πην θνληηλή 
ζηελ νκνηφκνξθε θαηαλνκή.  
 
 Ζ πηζαλφηεηα ελφο δεδνκέλνπ θεηκέλνπ d λα αλήθεη ζηελ θιάζε ζπλαηζζήκαηνο c 
ππνινγίδεηαη απφ ηνλ αθφινπζν ηχπν: 
 
PME  c d ∶=  
1
Z(d)
exp( λi,c  Fi,c(d, c) i )              (2.7) 
 
, φπνπ 𝑍(𝑑) είλαη κηα ζπλάξηεζε θαλνληθνπνίεζεο γηα κεηαηξνπή ησλ εθζεηηθψλ 
ηηκψλ ζε ηηκέο πξαγκαηηθήο πηζαλφηεηαο. Ζ ζπλάξηεζε 𝐹𝑖 ,𝑐(𝑑, 𝑐)  είλαη κηα 
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ζπλάξηεζε πνπ πεξηγξάθεη ηo ραξαθηεξηζηηθφ fi θαη ηελ θιάζε c θαη πξνζδηνξίδεηαη 
σο εμήο: 
 
Fi,c d, c
′ =     
1    , ni d > 0 and c
′ = c
0                       , otherwise 
              (2.8) 
               
Ο παξαπάλσ ηχπνο εθθξάδεη φηη γηα έλα θείκελν d θαη κηα θιάζε c‟, ε  𝐹𝑖 ,𝑐 𝑑, 𝑐
′  
είλαη ίζε κε ηε κνλάδα κφλν αλ ην fi εκθαλίδεηαη ζην θείκελν d ηνπιάρηζηνλ κία 
θνξά θαη c=c‟.   
 
Ζ παξάκεηξνο 𝜆𝑖 ,𝑐  (Πνιιαπιαζηαζηήο Lagrange) είλαη ην βάξνο ηνπ 
ραξαθηεξηζηηθνχ fi σο πξνο ηελ θιάζε ζπλαηζζήκαηνο c. Μειεηψληαο ηνλ νξηζκφ 
ηεο PME  παξαηεξνχκε φηη κεγάιν βάξνο 𝜆𝑖 ,𝑐  ζεκαίλεη φηη ην ραξαθηεξηζηηθφ fi είλαη 
ηζρπξή έλδεημε φηη ην θείκελν αλήθεη ζηελ θιάζε c. Οη ηηκέο ηεο παξακέηξνπ 𝜆𝑖 ,𝑐  
επηιέγνληαη έηζη ψζηε λα κεγηζηνπνηείηαη ε δεζκεπκέλε πηζαλφηεηα PME . H πην 
δηαδεδνκέλε πξνζέγγηζε γηα ηνλ ππνινγηζκφ ηνλ παξακέηξσλ είλαη ε ρξήζε 
αιγνξίζκσλ Δπαλαιεπηηθήο Κιηκάθσζεο (Iterative Scaling algorithms), νη νπνίνη 
έρνπλ σο θνηλφ ραξαθηεξηζηηθφ ηελ επίιπζε ελφο ππνπξνβιήκαηνο κηαο κεηαβιεηήο 
ζε θάζε θάζε. Σέηνηνη αιγφξηζκνη είλαη νη εμήο: Generalized Iterative Scaling 
algorithm (GIS) [31], Improved Iterative Scaling algorithm (IIS) [32], Sequential 
Conditional Generalized Iterative Scaling algorithm (SCGIS) [33].       
            Χπήζη και επιδόζειρ Maximum Entropy 
΢ε αληίζεζε κε ηνλ αιγφξηζκν Naive Bayes, o αιγφξηζκνο Μέγηζηεο Δληξνπίαο δελ 
θάλεη θάπνηα ππφζεζε γηα ηελ ζρέζε ησλ ραξαθηεξηζηηθψλ κεηαμχ ηνπο, νπφηε ζα 
κπνξνχζε λα απνδψζεη θαιχηεξα απφ ηνλ NB ζε πεξηπηψζεηο πνπ ε αλεμαξηεζία 
ησλ ιέμεσλ δελ ηζρχεη. Απηφ βέβαηα κεηαθξάδεηαη ζε κεγαιχηεξν ππνινγηζηηθφ 
θφζηνο θαη ρξφλν εθπαίδεπζεο, ιφγσ ηνπ ππνινγηζκνχ ησλ παξακέηξσλ. Ωζηφζν, 
κεηά ηνλ ππνινγηζκφ ηνπο, ν ηαμηλνκεηήο παξέρεη αμηφπηζηα απνηειέζκαηα θαη 
είλαη αληαγσληζηηθφο ζε φξνπο CPU θαη θαηαλάισζεο κλήκεο.  
 Αλγόπιθμορ Support Vector Machines (SVM)  
 
΢ε αληίζεζε κε ηνπο αιγνξίζκνπο Naive Bayes θαη Maximum Entropy, ν 
αιγφξηζκνο SVM παξέρεη ηαμηλφκεζε κεγάινπ πεξηζσξίνπ (large margin) αληί 
πηζαλoηηθήο. ΢ε πεξίπησζε πνπ επηδηψθεηαη ζπλαηζζεκαηηθή θαηάηαμε δχν θιάζεσλ 
(negative θαη positive), ε βαζηθή ηδέα πίζσ απφ ηε κεραληθή εθπαίδεπζε είλαη ε 
θαηαζθεπή ελφο ππεξεπηπέδνπ πνπ αλαπαξίζηαηαη απφ ην δηάλπζκα 𝑤   . Σν 
ππεξεπίπεδν απηφ δηαρσξίδεη ηα δηαλχζκαηα ησλ θεηκέλσλ πνπ αλήθνπλ ζηελ 
θαηεγνξία positive απφ ηα δηαλχζκαηα εθείλσλ πνπ αλήθνπλ ζηελ θαηεγνξία 
negative θαη  ν δηαρσξηζκφο απηφο γίλεηαη κε ηε κεγαιχηεξε δπλαηή απφζηαζε 
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κεηαμχ ηνπ ππεξεπηπέδνπ θαη ησλ θνληηλφηεξσλ δηαλπζκάησλ ηεο θάζε πιεπξάο πνπ 
νξίδεη. Όζν κεγαιχηεξε είλαη απηή ε απφζηαζε ηφζν κηθξφηεξν είλαη ην ζθάικα 
γελίθεπζεο (generalization error), ην νπνίν εθθξάδεη πφζν θαιά πξνζαξκφδεηαη 
(γεληθεχεη) ην εθπαηδεπκέλν ζχζηεκα ζε άγλσζηα δεδνκέλα πξνο αλάιπζε. 
Δπνκέλσο, ε εχξεζε ηνπ επηπέδνπ απνηειεί πξφβιεκα βειηηζηνπνίεζεο ππφ 
πεξηνξηζκνχο. Έζησ φηη cj είλαη ε θαηεγνξία ζηελ νπνία αλήθεη ην θείκελν d𝑗  ηνπ 
ζπλφινπ θεηκέλσλ εθπαίδεπζεο. Σν cj κπνξεί λα πάξεη ηηο ηηκέο 1 θαη -1 γηα ηελ 
θαηεγνξία positive θαη negative αληίζηνηρα. Σν δεηνχκελν επίπεδν δίλεηαη απφ ηνλ 
αθφινπζν ηχπν. 
 
𝑤   ≔   aj  cj  j dj           , aj ≥ 0               (2.9) 
 
, φπνπ ην aj πξνθχπηεη απφ ηελ επίιπζε ελφο πξνβιήκαηνο δηπιήο βειηηζηνπνίεζεο 
(dual optimization problem). 
 
 
Σα δηαλχζκαηα dj     γηα ηα νπνία aj ≥ 0 νλνκάδνληαη support vectors, αθνχ είλαη ηα   
κνλαδηθά πνπ ζπλεηζθέξνπλ ζην w    .  
Μεηά ηελ παξαπάλσ εθπαίδεπζε ηνπ ζπζηήκαηνο, ε ιχζε ζην πξφβιεκα ηεο 
Αλάιπζεο ΢πλαηζζήκαηνο ελφο νπνηνπδήπνηε θεηκέλνπ πξνθχπηεη πξνζδηνξίδνληαο 
ζε πνηα πιεπξά απφ ηηο δχν πνπ νξίδεη ην ππεξεπηπέδν πξνζπίπηεη ην δηάλπζκα ηνπ 
εθάζηνηε θεηκέλνπ. 
            Χπήζη και επιδόζειρ SVM 
Υάξηο ζηελ πξνζηαζία απφ ην overfitting πνπ πξνζθέξεη, ε νπνία δελ εμαξηάηαη απφ 
ην πιήζνο ησλ ραξαθηεξηζηηθψλ ηνπ πξνο αλάιπζε θεηκέλνπ, ν αιγφξηζκνο SVM 
είλαη θαηάιιεινο γηα δηαρείξηζε θεηκέλσλ πνπ αλαπαξίζηαληαη απφ δηαλχζκαηα 
κεγάιεο δηάζηαζεο, δειαδή κε πνιιά ραξαθηεξηζηηθά. Με ηελ ηθαλφηεηα ηνπ λα 
γεληθεχεη παίξλνληαο σο είζνδν δηαλχζκαηα κεγάιεο δηάζηαζεο, πεξηνξίδεη ηελ 
αλάγθε ηεο επηινγήο ραξαθηεξηζηηθψλ (feature selection). 
β) Mη Δπιβλεπόμενη Μησανική Μάθηζη  
Γηα ηελ Αλάιπζε ΢πλαηζζήκαηνο κε ρξήζε Με Δπηβιεπφκελεο Μεραληθήο Μάζεζεο, ην 
ππφ εθπαίδεπζε ζχζηεκα ηξνθνδνηείηαη κε δεδνκέλα θεηκέλνπ ηα νπνία δελ είλαη 
ραξαθηεξηζκέλα σο πξνο ην ζπλαηζζεκαηηθφ ηνπο πεξηερφκελν. To ζχζηεκα, κελ έρνληαο 
πιεξνθνξία γηα ην ηη απνηειεί ζσζηή δξάζε ή επηζπκεηή θαηάζηαζε, δε κπνξεί λα εμάγεη 
θαλφλεο γελίθεπζεο ζηνπο νπνίνπο ζα ζηεξίμεη ηηο πξνβιέςεηο ηνπ. Δπνκέλσο, πξνζπαζεί 
λα αλαθαιχςεη αλάκεζα ζηα δεδνκέλα εθπαίδεπζεο θάπνηεο θξπκκέλεο δνκέο, ψζηε λα ηα 
ηαμηλνκήζεη ζε αγλψζησλ ηδηνηήησλ νκάδεο, νη νπνίεο ζα απνηειέζνπλ ηηο θιάζεηο 
ζπλαηζζήκαηνο. Μηα απφ ηηο πην δηαδεδνκέλεο κεζφδνπο πξνζέγγηζεο ηνπ πξνβιήκαηνο 
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είλαη ε ζπζηαδνπνίεζε (clustering), ηεο νπνίαο ην φλνκα ζπρλά ηαπηίδεηαη κε ηε Με 
Δπηβιεπφκελε Μεραληθή Μάζεζε. Πξνθαλψο, αθνχ ε ζπζηαδνπνίεζε είλαη Με 
Δπηβιεπφκελε κνξθή Μάζεζεο, δελ είλαη γλσζηφ ζε πνηά θιάζε ζπλαηζζήκαηνο 
αληηζηνηρεί ε θάζε κηα απφ ηηο ζπζηάδεο πνπ πξνθχπηνπλ. Δπνκέλσο, κεηά ηε 
ζπζηαδνπνίεζε πξέπεη λα αθνινπζήζεη θάπνηα δηαδηθαζία αλάζεζεο θιάζεσο 
ζπλαηζζήκαηνο ζε θάζε κηα απφ ηηο ζπζηάδεο. H πην ζπλεζηζκέλε κέζνδνο είλαη απηή ηνπ 
ππνινγηζκνχ ηνπ βάξνπο ησλ ραξαθηεξηζηηθψλ ελφο θεηκέλνπ. ΢χκθσλα κε απηή, γηα θάζε 
φξν ππνινγίδεηαη ε νκνηφηεηα ηνπ κε ιέμεηο αλαθνξάο (π.ρ. “good”, “bad”) κε ηε βνήζεηα 
θάπνηα ιεμηθνχ ζπλσλχκσλ θαη αλάινγα κε ηελ ηηκή απηήο ηεο νκνηφηεηαο ππνινγίδεηαη 
έλα βάξνο γηα θάζε φξν, κε απνηέιεζκα λα εληάζζεηαη ην θείκελν ζπλνιηθά ζε θάπνηα 
θιάζε ζπλαηζζήκαηνο.  
 Αλγόπιθμορ k-means  
Πξφθεηηαη γηα έλαλ απφ ηνπο πην απινχο αιγνξίζκνπο Με Δπηβιεπφκελεο 
Μεραληθήο Μάζεζεο πνπ επηιχνπλ ην πξφβιεκα ηεο ζπζηαδνπνίεζεο (clustering). 
Ο αιγφξηζκνο k-means ρξεζηκνπνηεί ζπζηαδνπνίεζε βαζηζκέλε ζε θέληξα 
(centroids), θαηά ηελ νπνία κηα ζπζηάδα αλαπαξίζηαηαη απφ ην centroid ηεο (cj), πνπ 
είλαη ν κέζνο φξνο ησλ ζεκείσλ πνπ ηελ απνηεινχλ. Δπνκέλσο, έλα ζεκείν αλήθεη 
ζε κία ζπζηάδα αλ ε απφζηαζε ηνπ απφ ην θέληξν ηεο είλαη ε κηθξφηεξε απφ ηηο 
αληίζηνηρεο απνζηάζεηο απφ ηα θέληξα ησλ ππφινηπσλ ζπζηάδσλ ηνπ πξνβιήκαηνο. 
Γεδνκέλνπ ελφο ζπλφινπ n δεδνκέλσλ (dataset) D ={d1, d2,d3,…dn}, φπνπ 𝑑 =
(𝑛1 𝑑 ,𝑛2 𝑑 …𝑛𝑖(𝑑)) φπσο έρεη ήδε αλαθεξζεί, θαη ελφο αξηζκνχ k πνπ 
αληηζηνηρεί ζην πιήζνο ησλ ζπζηάδσλ, ν αιγφξηζκνο k-means ζηνρεχεη ζηελ 
ειαρηζηνπνίεζε κηαο αληηθεηκεληθήο ζπλάξηεζεο απφζηαζεο, έζησ ηεο ζπλάξηεζεο 
ηεηξαγσληθνχ ζθάικαηνο (squared error function).  
 
 
Έρνπκε, επνκέλσο: 
J =     di
(j)
−  cj 
2
𝑛
𝑖=1
k
j=1                (2.10) 
 
 
, φπνπ  di
(j)
−  cj 
2
 είλαη ε επηιεγκέλε ζπλάξηεζε πνπ κεηξά ηελ απφζηαζε κεηαμχ 
ελφο ζεκείνπ – δεδνκέλνπ di
(j)
 πνπ αλήθεη ζηε ζπζηάδα j θαη ηνπ θέληξνπ cj ηεο 
ζπζηάδαο ηνπ, ελψ ην J είλαη άζξνηζκά ησλ απνζηάζεσλ θάζε ζεκείνπ –δεδνκέλνπ 
απφ ην θέληξν ηεο αληίζηνηρεο ηνπ ζπζηάδαο.  
 
H ειαρηζηνπνίεζε απηήο ηεο ζπλάξηεζεο επηηπγράλεηαη κέζσ κηαο επαλαιεπηηθήο 
δηαδηθαζίαο, ζε θάζε επαλάιεςε ηεο νπνίαο επαλαπξνζδηνξίδνληαη ηα centroids.  
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Ο αιγφξηζκνο k-means ζπλνςίδεηαη ζηα εμήο βήκαηα: 
1.Σπραία ηνπνζέηεζε k θέληξσλ ζην ρψξν ησλ δεδνκέλσλ. 
2.Σαμηλφκεζε ησλ δεδνκέλσλ ζηηο ζπζηάδεο πνπ νξίδνληαη απφ ηα παξαπάλσ  
    centroids, αλάινγα κε ηηο απνζηάζεηο ηνπο απφ ηα centroids. 
3.Δπαλαπξνζδηνξηζκφο ησλ centroids κε ρξήζε κέζνπ φξνπ ησλ ηαμηλνκεκέλσλ  
    δεδνκέλσλ.  
4.Δπαλάιεςε ησλ βεκάησλ 2 θαη 3 κέρξη λα κε ζεκεησζεί κεηαθίλεζε θάπνηνπ  
    centroid.  
            Χπήζη και επιδόζειρ k - means  
Ο αιγφξηζκνο k - means είλαη έλαο απιφο ζην ζθεπηηθφ θαη ηελ πινπνίεζε 
αιγφξηζκνο, πνπ κπνξεί λα εθαξκνζηεί κφλν ζε πξνβιήκαηα κε εμαξρήο γλσζηφ 
αξηζκφ ζπζηάδσλ. Παξφιν πνπ κπνξεί λα απνδεηρζεί φηη πάληα ηεξκαηίδεη, ν 
αιγφξηζκνο k-means δε βξίζθεη απαξαίηεηα ηε βέιηηζηε ιχζε ηνπ πξνβιήκαηνο, 
πνπ αληηζηνηρεί ζην νιηθφ ειάρηζην ηεο ζπλάξηεζεο. Σέινο, επεηδή ν αιγφξηζκνο 
επεξεάδεηαη ζεκαληηθά απφ ηελ ηπραία αξρηθή επηινγή ησλ centroids κπνξεί λα 
ρξεηαζηεί λα γίλνπλ πνιιαπιέο εθηειέζεηο ηνπ κέρξη ηελ επίηεπμε ηεο επηζπκεηήο 
πνηφηεηαο ησλ απνηειεζκάησλ. 
γ) Μησανική Μάθηζη με μεπική επίβλετη  
Γηα ηελ Αλάιπζε ΢πλαηζζήκαηνο κε ρξήζε Μεραληθήο Μάζεζεο κε Μεξηθή Δπίβιεςε, ην 
ππφ εθπαίδεπζε ζχζηεκα ηξνθνδνηείηαη κε ιίγα δεδνκέλα θεηκέλνπ ηα νπνία είλαη 
ραξαθηεξηζκέλα σο πξνο ην ζπλαηζζεκαηηθφ ηνπο πεξηερφκελν θαη κε αξθεηά δεδνκέλα ηα 
νπνία δελ είλαη ραξαθηεξηζκέλα. Δίλαη, δειαδή, κηα κέζνδνο πνπ είλαη ζαθψο πην αθξηβήο 
απφ ηελ Με Δπηβιεπφκελε Μάζεζε, ελψ δελ απαηηεί ην δχζθνιν θαη ρξνλνβφξν έξγν ηνπ 
ζρνιηαζκνχ φισλ ησλ δεδνκέλσλ πνπ ραξαθηεξίδεη ηελ Δπηβιεπφκελε Μάζεζε. Ωζηφζν, 
γηα λα είλαη ε κέζνδνο ηειηθά πην απνδνηηθή θαη απφ ηελ Δπηβιεπφκελε Μάζεζε ζα πξέπεη 
ε θαηαλνκή ησλ παξαδεηγκάησλ πνπ ζα πξνθχςεη απφ ηα κε ραξαθηεξηζκέλα δεδνκέλα λα 
είλαη αληηπξνζσπεπηηθή ηεο ηαμηλφκεζεο ζηελ νπνία ζηνρεχνπκε, δειαδή ηα κε 
ζρνιηαζκέλα δεδνκέλα λα θέξνπλ ρξήζηκε πιεξνθνξία θαη λα κελ είλαη παξαπιαλεηηθά 
[34]. Αθνινπζεί πεξηγξαθή δηαδεδνκέλσλ αιγνξίζκσλ γηα ην πξφβιεκα ηεο Μεραληθήο 
Μάζεζεο.   
 Αλγόπιθμορ Expectation – Maximization ζε ζςνδςαζμό με ηαξινομηηή Naive 
Bayes  
Ο αιγφξηζκνο Expectation - Maximization (Δ-Μ) είλαη κηα επαλαιεπηηθή κέζνδνο 
γηα ηελ αλεχξεζε βέιηηζησλ εθηηκήζεσλ ησλ παξακέηξσλ ζηαηηζηηθψλ κνληέισλ κε 
ρξήζε ηεο κέγηζηεο πηζαλνθάλεηαο, ζε πεξηπηψζεηο πνπ ηα δεδνκέλα είλαη ειιηπή. 
Οη δεηνχκελεο παξάκεηξνη επαλαυπνινγίδνληαη κέρξη λα επηηεπρζεί ε επηζπκεηή 
ζχγθιηζε. H δηαδηθαζία μεθηλά κε κηα αξρηθή ππφζεζε ησλ ηηκψλ ησλ αγλψζησλ 
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παξακέηξσλ. Καηά ηε δηάξθεηα ηεο δηαδηθαζίαο γίλεηαη ελαιιαγή κεηαμχ ησλ εμήο 
δχν βεκάησλ:  
 
Βήκα Δ (expectation): ΢ην βήκα απηφ γίλεηαη πξφβιεςε ησλ δεδνκέλσλ πνπ ιείπνπλ 
            κε βάζε ηα ππάξρνληα δεδνκέλα θαη ηελ παξνχζα εθηίκεζε ησλ  παξακέηξσλ. 
 
Βήκα Μ (maximization): ΢ην βήκα απηφ γίλεηαη επαλεθηίκεζε ησλ παξακέηξσλ ηνπ  
κνληέινπ κε βάζε ηηο πξνβιέςεηο ηνπ ζηαδίνπ E πνπ πξνεγήζεθε. Γειαδή, ζεσξψ-
ληαο πιένλ γλσζηά ηα δεδνκέλα πνπ ιείπνπλ, γίλεηαη κεγηζηνπνίεζε ηεο 
ζπλάξηεζεο πηζαλνθάλεηαο ψζηε λα ππνινγηζηνχλ εθ λένπ νη παξάκεηξνη ηνπ 
κνληέινπ. 
Γηα ηηο αλάγθεο ηεο Μεραληθήο Μάζεζεο κε κεξηθή επίβιεςε, ν αιγφξηζκνο EM ζπρλά 
ζπλδπάδεηαη κε ηνλ ηαμηλνκεηή Naive Bayes πνπ κειεηήζεθε ζηελ Δπηβιεπφκελε 
Μεραληθή Μάζεζε. ΢πγθεθξηκέλα, ν αιγφξηζκνο πνπ πξνθχπηεη απφ ηνλ παξαπάλσ 
ζπλδπαζκφ πεξηιακβάλεη ηα εμήο ζηάδηα [28]: 
 
 
΢ηάδην 1: Υξεζηκνπνηψληαο ηα ζρνιηαζκέλα δεδνκέλα εθπαηδεχεηαη έλαο ηαμηλνκεηήο  
                 Naive Bayes (Δπηβιεπφκελε Μάζεζε).  
΢ηάδην 2 (Βήκα Δ): Με ρξήζε ηνπ ηαμηλνκεηή πνπ πξνέθπςε ζην ΢ηάδην 1 γίλεηαη ζρνιηα- 
                                 ζκφο ησλ κε ζρνιηαζκέλσλ δεδνκέλσλ.  
΢ηάδην 3 (Βήκα Μ): Θεσξψληαο ζσζηέο ηηο εθηηκήζεηο γηα ην ζρνιηαζκφ ησλ δεδνκέλσλ 
                                πνπ πξνέθπςαλ ζην ΢ηάδην 2, γίλεηαη επαλεθηίκεζε ησλ παξακέηξσλ   
                                ηνπ ηαμηλνκεηή Naive Βayes (Δπηβιεπφκελε Μάζεζε).    
΢ηάδην 4: Δπαλαιακβάλνληαη ηα ζηάδηα 2 θαη 3 κέρξη λα επηηεπρζεί ε επηζπκεηή ζχγθιηζε, 
                δειαδή κέρξη λα κελ παξαηεξείηαη αιιαγή ζηηο ηηκέο ησλ παξακέηξσλ ηνπ ηαμη- 
                 λνκεηή. 
2.2.3.6     Πποβλήμαηα ηηρ πποζέγγιζηρ με Μησανική Μάθηζη  
Έλα απφ ηα ζεκαληηθφηεξα εκπφδηα πνπ ζπλαληψληαη θαηά ηε ρξήζε Μεραληθήο Μάζεζεο  
ζηελ Αλάιπζε ΢πλαηζζήκαηνο είλαη ε εμάξηεζε ηνπ εθπαηδεπκέλνπ ππνινγηζηηθνχ ζπζηή-
καηνο απφ ηνλ ζπγθεθξηκέλν ζεκαηηθφ ηνκέα θαη ηνλ ηχπν ησλ δεδνκέλσλ θεηκέλνπ κε 
βάζε ηα νπνία έγηλε ε εθπαίδεπζε ηνπ (genre and domain dependence), φπσο έρεη ήδε 
αλαθεξζεί. Απηφ ζεκαίλεη φηη ζα δνχκε ηελ απφδνζε ηνπ ζπζηήκαηνο λα πέθηεη ζεκαληηθά 
ζε πεξίπησζε εηζαγσγήο πξνο αλάιπζε θεηκέλνπ δηαθνξεηηθήο δνκήο θαη λνεκαηηθνχ 
ηνκέα [56]. Ωζηφζν, ππάξρνπλ πνιινί ηνκείο γηα ηνπο νπνίνπο είλαη δχζθνιν λα βξεζεί 
αξθεηφ πιηθφ εθπαίδεπζεο (training data). Δπίζεο, πνιιέο ζχγρξνλεο εθαξκνγέο, εηδηθά 
φζεο ηξνθνδνηνχληαη απφ ηνλ παγθφζκην ηζηφ, απαηηνχλ ζπλαηζζεκαηηθή αλάιπζε 
ζηαζεξήο πνηφηεηαο, θεηκέλσλ κε κεγάιε πνηθηιία ζηε δνκή θαη ην πεξηερφκελν. Δπνκέλσο, 
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έρνπλ γίλεη θαη ζπλερίδνπλ λα γίλνληαη πξνζπάζεηεο [56] [57] κε ζηφρν ηελ επίηεπμε 
κεηαθεξζηκφηεηαο ηνπ εθπαηδεπφκελνπ ζπζηήκαηνο (system portability) σο πξνο ην 
ζεκαηηθφ ηνκέα θαη ηνλ ηχπν ησλ θεηκέλσλ πνπ είλαη ζε ζέζε λα αλαιχζεη απνδνηηθά. Έλα 
άιιν πξφβιεκα είλαη ε δπζθνιία αλεχξεζεο ήδε ζρνιηαζκέλσλ ζπλφισλ δεδνκέλσλ ζε 
νπνηνδήπνηε ζεκαηηθφ ηνκέα. Δπηπιένλ, ε δεκηνπξγία λέσλ ζπλφισλ δεδνκέλσλ είλαη πνιχ 
απαηηεηηθφ έξγν σο πξνο ηε ζπιινγή ησλ θεηκέλσλ αιιά θπξίσο σο πξνο ηνλ ζρνιηαζκφ 
ηνπο, αθνχ είλαη ρξνλνβφξα θαη θνπξαζηηθή δηαδηθαζία πνπ πξνθαλψο ελέρεη ηνλ θίλδπλν 
ηεο ππνθεηκεληθφηεηαο ηνπ ζρνιηαζηή. Σέινο, ζε πεξίπησζε ρξήζεο ιεμηθνχ γηα ην 
ζρνιηαζκφ (annotation) ησλ δεδνκέλσλ, εηζάγνληαη φινη νη θίλδπλνη πνπ αλαιχζεθαλ ζηελ 
βαζηζκέλε ζε ιεμηθφ πξνζέγγηζε Αλάιπζεο ΢πλαηζζήκαηνο.  
2.2.3.7     Αξιολόγηζη ζςζηήμαηορ Ανάλςζηρ Σςναιζθήμαηορ  
Ζ απφδνζε ελφο ζπζηήκαηνο απηφκαηεο Αλάιπζεο ΢πλαηζζήκαηνο θξίλεηαη απφ ηε 
ζπκθσλία πνπ παξνπζηάδεη ε ηαμηλφκεζε πνπ παξάγεη σο έμνδν, κε ηελ αληίζηνηρε 
αλζξψπηλε θξίζε. 
       Απφ ηε ζηηγκή πνπ ε αλζξψπηλε θξίζε ρξεζηκνπνηείηαη σο ζεκείν αλαθνξάο γηα ηελ 
αμηνιφγεζε ηνπ ζπζηήκαηνο ζα πξέπεη, αξρηθά, λα ιάβνπκε ππφςε ην γεγνλφο φηη απηή 
ζπλήζσο δηαθέξεη απφ άλζξσπν ζε άλζξσπν. Απηφ κπνξεί λα ζπκβαίλεη ιφγσ δηαθνξεηηθνχ 
γλσζηηθνχ ππνβάζξνπ, ιφγσ αζάθεηαο ηεο αλζξψπηλεο γιψζζαο θαη γεληθφηεξα ιφγσ 
ππνθεηκεληθήο αληίιεςεο δηαθφξσλ πξαγκάησλ. Δπνκέλσο, είλαη απαξαίηεην λα 
εθηηκήζνπκε ζε ηη βαζκφ ζπγθιίλνπλ νη γλψκεο ησλ αλζξψπσλ - θξηηψλ. ΢ηε ζηαηηζηηθή, ε 
ζσμθωνία ηων κριηών (inter-rater agreement) εθθξάδεη ηελ νκνηνγέλεηα κεηαμχ ησλ 
θξηηηθψλ ηνπο θαη πξνθαλψο νξίδεη ην πάλσ φξην ζην νπνίν κπνξεί λα θηάζεη ε απφδνζε 
ηνπ ζπζηήκαηνο απηφκαηεο Αλάιπζεο ΢πλαηζζήκαηνο. Γηα ηνλ ππνινγηζκφ ηεο κπνξνχλ λα 
ρξεζηκνπνηεζνχλ νη εμήο ζηαηηζηηθνί δείθηεο: joint-probability of agreement, Cohen's 
kappa, Fleiss' kappa, inter-rater correlation, concordance correlation coefficient θαη intra-
class correlation. Αθνινχζσο πεξηγξάθνληαη νη πην ζπρλά ρξεζηκνπνηνχκελνη ζηηο έξεπλεο 
ηεο Αλάιπζεο ΢πλαηζζήκαηνο ζηαηηζηηθνί δείθηεο 
 Cohen‟s kappa coefficient (Σπληειεζηήο Κάπα ηνπ Cohen) 
Ο ζπληειεζηήο Κάπα (θ) ηνπ Cohen απνηειεί έλαλ απφ ηνπο πην αμηφπηζηνπο δείθηεο 
ζπκθσλίαο κεηαμχ δχν θξηηψλ πνπ ηαμηλνκνχλ N αληηθείκελα ζε C ακνηβαία 
απνθιεηφκελεο θιάζεηο, θαζψο ιακβάλεη ππφςε ηελ πεξίπησζεο ζπκθσλίαο θαηά 
ηχρε. Τπνινγίδεηαη απφ ηνλ εμήο ηχπν: 
 
k =
Pr a − Pr (e) 
1−Pr (e)
            (2.11) 
, φπνπ Pr(a) είλαη ε ζρεηηθή παξαηεξνχκελε ζπκθσλία κεηαμχ ησλ δχν θξηηψλ θαη 
Pr(e) είλαη ε ππνζεηηθή πηζαλφηεηα ηπραίαο ζπκθσλίαο, ρξεζηκνπνηψληαο ηα 
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δεδνκέλα πνπ παξαηεξήζεθαλ γηα ηνλ ππνινγηζκφ ησλ πηζαλνηήησλ ηνπ θάζε θξηηή 
γηα θάζε πηζαλή θαηεγνξία ηαμηλφκεζεο. 
 
Δάλ νη θξηηέο είλαη ζε πιήξε ζπκθσλία, ηφηε θ = 1. Αλ δελ ππάξρεη ζπκθσλία 
κεηαμχ ησλ θξηηψλ, εθηφο απφ απηή πνπ ζα αλακελφηαλ απφ ηελ ηχρε (φπσο νξίδεηαη 
απφ ην Pr(e)), ηφηε θ = 0. Γεληθά, ην θ κπνξεί λα πάξεη ηηκή κηθξφηεξε ή ίζε ηνπ 1, 
κε ηηο αξλεηηθέο ηηκέο λα ππνδειψλνπλ ζπκθσλία κηθξφηεξε θαη απφ απηή πνπ 
νθείιεηαη ζηελ ηχρε. Λφγσ ηνπ φηη ν ζπληειεζηήο ηνπ Cohen αλαθέξεηαη ζε δχν 
κφλν θξηηέο, ζε πεξηπηψζεηο χπαξμεο πνιιψλ θξηηψλ ππνινγίδνληαη νη ζπληειεζηέο 
θ γηα φια ηα πηζαλά δεχγε θξηηψλ θαη σο ηειηθφο ζπληειεζηήο θ ηνπ ζπγθεθξηκέλνπ 
πξνβιήκαηνο νξίδεηαη ν κηθξφηεξνο απφ φζνπο έρνπλ ππνινγηζηεί. Δλαιιαθηηθά, 
κπνξεί λα ρξεζηκνπνηεζεί ν ζπληειεζηήο Κάπα ηνπ Fleiss, ν νπνίνο πεξηγξάθεηαη 
ζηε ζπλέρεηα. 
 Fleiss kappa coefficient (Σπληειεζηήο Κάπα ηνπ Fleiss) 
΢ε αληίζεζε κε ην ζπληειεζηή θάπα ηνπ Cohen, o ζπληειεζηήο θάπα ηνπ Fleiss, ν 
νπνίνο πξνέθπςε απφ γελίθεπζε ηνπ ζπληειεζηή pi ηνπ Scott, εθηηκά ηε ζπκθσλία 
κεηαμχ ελφο πιήζνπο Κ θξηηψλ πνπ ηαμηλνκνχλ έλα πιήζνο Ν αληηθεηκέλσλ ζε C 
θιάζεηο, επίζεο ιακβάλνληαο ππφςε ηνλ παξάγνληα ηεο ηχρεο. ΢εκεηψλνπκε φηη δελ 
είλαη απαξαίηεην θάζε αληηθείκελν λα έρεη αμηνινγεζεί απφ ηνπο ίδηνπο θξηηέο. 
Έζησ n ην πιήζνο ησλ αμηνινγήζεσλ γηα θάζε αληηθείκελν, i αληηθείκελν, j θιάζε 
θαη nij ην πιήζνο ησλ θξηηψλ πνπ ηαμηλφκεζαλ ην αληηθείκελν i ζηελ θιάζε j. 
 
Ο ηχπνο ππνινγηζκνχ ηνπ θ είλαη ν αθφινπζνο: 
 
θ =  
P − Pe    
1−  Pe    
              (2.12) 
 
 
Σν P  πξνθχπηεη απφ ην κέζν φξν ησλ πηζαλνηήησλ ζπκθσλίαο ησλ θξηηψλ γηα θάζε 
έλα απφ ηα Ν αληηθείκελα δειαδή: 
 
P  = 
1
Ν
  Pi
Ν
i=1 = 
1
Ν∗ n∗(n−1)
 (   nij  
2 –  Nn )Cj=1
Ν
i=1         (2.13) 
 
Σν Pe  πξνθχπηεη απφ ην άζξνηζκα ησλ ηεηξαγψλσλ ησλ πνζνζηψλ ηαμηλφκεζεο ζε 
θάζε κηα απφ ηηο C θιάζεηο.  
                           
                                Pe    =  Pj  
2C
j=1  = 
1
Ν∗n
  nij
Ν
i=1                                (2.14) 
 
Πξνθαλψο θαη γηα ην ζπληειεζηή ηνπ Fleiss, ε ηέιεηα ζπκθσλία επηηπγράλεηαη γηα θ =1, ε 
ζπκθσλία πνπ νθείιεηαη κφλν ζε ηχρε γηα θ = 0, ελψ κηθξφηεξε απφ ηελ ηπραία ζπκθσλία 
γηα θ <0. 
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Αθνινπζεί ζπγθεληξσηηθφο πίλαθαο εξκελείαο φισλ ησλ ηηκψλ ελφο νπνηνπδήπνηε 
ζπληειεζηή θ [58]: 
 
Τιμή κ Σςμθυνία 
<0,00 Less than chance agreement 
0,00 Chance agreement 
0,01 – 0.20 Slight agreement 
0,21 – 0,40 Fair agreement 
0,41 - 0,60 Moderate agreement 
0,61 – 0,80 Substantial agreement  
0,81 – 0,99 Almost perfect agreement 
1 Perfect agreement 
Πίλαθαο 3. Δξκελεία ηηκψλ θ 
Γεδνκέλσλ ησλ παξαπάλσ παξακέηξσλ κπνξνχκε λα πξνρσξήζνπκε πιένλ ζηελ 
αμηνιφγεζε ηνπ ζπζηήκαηνο απηνχ θαζαπηνχ. Γηα ηνλ νξηζκφ ησλ δηάθνξσλ δηαδεδνκέλσλ 
κεηξηθψλ, ζα ρξεζηκνπνηήζνπκε ηε Μήηξα ΢χγρπζεο (Confusion Matrix). Έζησ φηη 
επηρεηξνχκε Αλάιπζε ΢πλαηζζήκαηνο ζε αληηθείκελα (θείκελα θάπνηαο κνξθήο),ηα νπνία 
απνηεινχλ ην ζχλνιν ειέγρνπ (test set), κε ζηφρν ηελ ηαμηλφκεζε ηνπο ζε m θιάζεηο 
ζπλαηζζήκαηνο. Γεδνκέλσλ m θιάζεσλ ζπλαηζζήκαηνο, κηα Μήηξα ΢χγρπζεο είλαη έλαο 
πίλαθαο m x m δηαζηάζεσλ, φπνπ θάζε θειί ηνπ (i, j) θέξεη έλαλ αθέξαην αξηζκφ Cij πνπ 
αλαπαξηζηά ην πιήζνο ησλ αληηθεηκέλσλ πνπ θαλνληθά αλήθνπλ ζηελ θιάζε i θαη ην 
ζχζηεκα ηα ηνπνζέηεζε ζηελ θιάζε j. Παξαθάησ θαίλεηαη ε γεληθεπκέλε κνξθή ηεο 
Μήηξαο ΢χγρπζεο: 
Πποβλεπόμενη από ηον ηαξινομηηή κλάζη 
 Κλάζη 1 Κλάζη 2 ….. Κλάζη m 
Π
π
α
γ
μ
α
ηι
κ
ή
 
κ
λ
ά
ζ
η
 
Κλάζη 1 C11 C12 …. C1m 
Κλάζη 2 C21 C22 …. C2m 
….. …. …. …. …. 
Κλάζη m Cm1 Cm2 …. Cmm 
Πίλαθαο 4. Γεληθεπκέλε κνξθή ηεο Μήηξαο ΢χγρπζεο 
 
 
Απφ ηελ παξαπάλσ πεξηγξαθή πξνθχπηεη φηη ην άζξνηζκα ησλ ζηνηρείσλ ηεο δηαγσλίνπ  
απνηεινχλ ηνλ αξηζκφ ησλ ζσζηψλ ηαμηλνκήζεσλ, ελψ ην άζξνηζκα ησλ ππνινίπσλ 
ζηνηρείσλ απνηειεί ηνλ αξηζκφ ησλ ιάζνο ηαμηλνκήζεσλ ηνπ ζπζηήκαηνο.   
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Τηνζεηoχκε ηνλ εμήο ζπκβνιηζκφ: 
-
 
TPi : ζσζηέο ηαμηλνκήζεηο ζηελ θιάζε i (true positive)  
- FNij : ιάζνο ηαμηλνκήζεηο ζηελ θιάζε j, αληί ηεο i (false negative) 
΢χκθσλα κε ηα παξαπάλσ ε Μήηξα ΢χγρπζεο γίλεηαη: 
 
Πποβλεπόμενη από ηον ηαξινομηηή κλάζη 
 Κλάζη 1 Κλάζη 2 ….. Κλάζη m 
Π
π
α
γ
μ
α
ηι
κ
ή
 
κ
λ
ά
ζ
η
 
Κλάζη 1 TP1 FN12 …. FN1m 
Κλάζη 2 FN21 TP2 …. FN2m 
….. …. …. …. …. 
Κλάζη m FNm1 FNm2 …. TPmm 
Πίλαθαο 5.  Μήηξα ΢χγρπζεο κε ζπκβνιηζκφ TP θαη FN 
Μπνξνχκε ηψξα λα νξίζνπκε ηηο εμήο κεηξηθέο απφδνζεο ηνπ ζπζηήκαηνο ηαμηλφκεζεο: 
 Accuracy (Οξζόηεηα): Δθθξάδεη ην πνζνζηφ ησλ επηηπρεκέλσλ ηαμηλνκήζεσλ ηνπ 
ζπζηήκαηνο θαη ππνινγίδεηαη απφ ην ιφγν ησλ ζσζηψλ ηαμηλνκήζεσλ πξνο ηηο 
ζπλνιηθέο ηαμηλνκήζεηο ηνπ ζπζηήκαηνο.  
 
                        Accuracy =  
΢σζηέο ηαμηλνκήζεηο
΢πλνιηθέο Σαμηλνκήζεηο
=
 TP i
m
i=1
 TP i  
m
i=1 +  FN ij
m
j=1 ,
j≠i
 
m
i=1
           (2.15) 
  Error rate (Λόγνο ζθάικαηνο): ΢πρλά, αληί ηνπ Accuracy ρξεζηκνπνηείηαη ην κέηξν 
ηνπ error rate, ην νπνίν εθθξάδεη ην πνζνζηφ ησλ εζθαικέλσλ ηαμηλνκήζεσλ ηνπ 
ζπζηήκαηνο θαη δίλεηαη απφ ηνλ αθφινπζν ηχπν: 
 
                             Error rate = 1 − Accuracy                    (2.16) 
 Precisioni (Αθξίβεηα): Αλαθέξεηαη ζε κηα ζπγθεθξηκέλε θιάζε θαη εθθξάδεη πφζεο 
απφ ηηο ηαμηλνκήζεηο πνπ έγηλαλ ζε απηή ηελ θιάζε είλαη ζσζηέο. 
 
Precisioni =  
΢σζηέο ηαμηλνκήζεηο ζηελ θιάζε i
΢πλνιηθέο ηαμηλνκήζεηο ζηελ θιάζε i
=
𝑇𝑃i
TP i + FN ji
m
j=1
j≠i
      (2.17) 
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Γηα ηνλ ππνινγηζκφ ηνπ ζπλνιηθνχ Precision ηνπ ζπζηήκαηνο, ππάξρνπλ δχν 
κέζνδνη: ε micro – averaging θαη ε macro – averaging, ε δηαθνξά ησλ νπνίσλ 
έγθεηηαη ζην φηη ε πξψηε απνδίδεη ίδην βάξνο ζε θάζε έγγξαθν πξνο ηαμηλφκεζε 
(document - pivoted measure), ελψ ε δεχηεξε απνδίδεη ίδην βάξνο ζε θάζε θιάζε 
ηεο ηαμηλφκεζεο (class - pivoted measure) [67].  
Πξνθχπηνπλ νη εμήο ηχπνη ππνινγηζκνχ ηεο ζπλνιηθήο Precision:  
 
Precisionmicro  =  
 TP i
m
i=1
 TP i  +  FN ji
m
j=1 ,
j≠i
 
m
i=1
m
i=1
                   (2.18) 
 
 
 Precisionmacro  =  
1
𝑚
∗   
𝑇𝑃𝑖
𝑇𝑃𝑖+ FN ji
m
j=1 ,
j≠i
 
 
𝑚
𝑖=1                 (2.19) 
 Recalli (Αλάθιεζε): Αλαθέξεηαη ζε κηα ζπγθεθξηκέλε θιάζε θαη εθθξάδεη ην 
πνζνζηφ ησλ αληηθεηκέλσλ πνπ αλήθνπλ ζηελ πξαγκαηηθφηεηα ζηελ θιάζε i ηα 
νπνία θαηάθεξε λα ηαμηλνκήζεη ζσζηά ην ζχζηεκα. 
 
 
Recalli =
΢σζηέο ηαμηλνκήζεηο ζηελ θιάζε 𝑖
 Αλήθνπλ ζηελ πξαγκαηηθφηεηα ζηελ θιά𝜎𝜂  𝑖
=
TP i
TP i + FN ij
m
j=1
j≠i
           (2.21) 
 
Γηα ην ζπλνιηθφ Recall έρνπκε: 
 
Recallmicro =
 TP i
m
i=1
 TP i
m
i=1 +  FN ij
m
j=1
j≠i
m
i=1
                (2.22) 
 
Recallmacro =
1
m
∗   
TPi
TPi+ FNij
m
j=1 ,
j≠i
 
 
m
i=1                 (2.23) 
 F – measure (΢ηαζκηζκέλνο Αξκνληθφο Μέζνο): Ζ κεηξηθή απηή ζπλδπάδεη ην 
Precision θαη ην Recall ππνινγίδνληαο ηνλ αξκνληθφ ηνπο κέζν. 
F − measure =   
2 ∗Precis ion  ∗Recall   
Precision  + Recall
                            (2.24) 
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2.2.3.8     Σύνολα δεδομένυν για Ανάλςζη Σςναιζθήμαηορ  
΢εκαληηθή δηεπθφιπλζε ζην έξγν ηεο Αλάιπζεο ΢πλαηζζήκαηνο πξνζθέξνπλ ηα δηάθνξα 
ζχλνια δεδνκέλσλ γηα Μεραληθή Μάζεζε πνπ έρνπλ δεκηνπξγεζεί κέρξη ζήκεξα θαη ηα 
νπνία βξίζθνληαη ζε κεγάιε πνηθηιία σο πξνο ην ζεκαηηθφ ηνκέα αιιά θαη ην είδνο ηνπ 
θεηκέλνπ. Ζ ρξήζε απηψλ ησλ ζπλφισλ δεδνκέλσλ κεηψλεη ζεκαληηθά ην ρξφλν 
πξνεηνηκαζίαο ηνπ ζπζηήκαηνο Αλάιπζεο ΢πλαηζζήκαηνο, αθνχ παξαθάκπηεηαη ε 
ρξνλνβφξα θαη ακθηβφινπ πνηφηεηαο δηαδηθαζία δεκηνπξγίαο ζπλφινπ δεδνκέλσλ. Δπίζεο, 
ε θνηλή ρξήζε ηνπο απφ πνιινχο εξεπλεηέο νδεγεί ζηελ ζπλερή βειηίσζε ηνπο αιιά θαη 
επηηξέπεη ηελ ζχγθξηζε ησλ δηαθνξεηηθψλ κεζφδσλ πνπ εθαξκφδνληαη πάλσ ζε ίδηα ζχλνια 
δεδνκέλσλ. Αθνινπζεί πεξηγξαθή ησλ πην δηαδεδνκέλσλ datasets.  
 Pang & Lee dataset: Δίλαη κηα ζπιινγή απφ 1.000 αξλεηηθέο θαη 1.000 ζεηηθέο 
θξηηηθέο ηαηληψλ, ε νπνία δεκηνπξγήζεθε απφ ηνπο Pang & Lee. 
(http://www.cs.cornell.edu/people/pabo/movie-review-data/).  
 Blitzer et al Multi-domain sentiment dataset: ΢πιινγή απφ θξηηηθέο πξντφλησλ 
απφ ην Amazon γηα δηάθνξεο θαηεγνξίεο πξντφλησλ ζε πιήζνο πνπ πνηθίιεη αλά 
θαηεγνξία. Οη θξηηηθέο πεξηιακβάλνπλ βαζκνλφκεζε κε αζηέξηα (απφ 1 κέρξη 5) 
πνπ κπνξνχλ λα κεηαηξαπνχλ ζε δπαδηθέο εηηθέηεο αλ ρξεηαζηεί.  
(http://www.cs.jhu.edu/~mdredze/datasets/sentiment/ ) 
 MPQA opinion corpus: ΢πιινγή απφ άξζξα εηδήζεσλ πνπ πξνέξρνληαη απφ 
πνηθηιία εηδεζενγξαθηθψλ πεγψλ θαη έρνπλ ζρνιηαζηεί απφ σο πξνο ηελ άπνςε, ηηο 
πεπνηζήζεηο, ην ζπλαίζζεκα θαη ηηο εηθαζίεο πνπ εθθξάδνπλ. 
(http://mpqa.cs.pitt.edu/corpora/mpqa_corpus/) 
 ISEAR corpus: ΢πιινγή απφ αλαθνξέο θαηαζηάζεσλ ζηηο νπνίεο δηάθνξνη 
άλζξσπνη βίσζαλ ηα 7 βαζηθά ζπλαηζζήκαηα (ραξά, θφβνο, ζπκφο, ιχπε, αεδία, 
ελνρή). (http://www.affective-sciences.org/researchmaterial)  
 EmotiBlog corpus: ΢πιινγή απφ blog posts ζρνιηαζκέλα σο πξνο ην ζπλαίζζεκα 
θαη ηελ πνιηθφηεηα ηνπο ζε δηάθνξα επίπεδα (ιέμεσλ, θξάζεσλ, πξνηάζεσλ θηι).  
΢ηε ζπλέρεηα αλαθέξνπκε ηα ζεκαληηθφηεξα datasets πνπ έρνπλ δεκηνπξγεζεί γηα 
ζπλαηζζεκαηηθή αλάιπζε ζε tweets [35].  
 Stanford Twitter Sentiment Corpus (STS Corpus): Γεκηνπξγήζεθε απφ ηνπο Go 
et al. [36] θαη απνηειείηαη απφ έλα ζχλνιν εθπαίδεπζεο (training set) θαη έλα 
ζχλνιν ειέγρνπ (test set). To ζχλνιν εθπαίδεπζεο πεξηέρεη 1.600.000 tweets 
απηφκαηα ραξαθηεξηζκέλα σο αξλεηηθά ή ζεηηθά (negative, positive) αλάινγα κε ηα 
emoticons πνπ πεξηέρνληαη. Αληίζεηα, ην ζχλνιν εθπαίδεπζεο (STS - Test) είλαη 
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ραξαθηεξηζκέλν ρεηξνλαθηηθά θαη πεξηέρεη 177 αξλεηηθά, 182 ζεηηθά θαη 139 
νπδέηεξα tweets. Σα tweets ζπιιέρζεθαλ κε ρξήζε ηνπ API αλαδήηεζεο ηνπ Twitter 
κε φξνπο αλαδήηεζεο νλφκαηα πξντφλησλ, αλζξψπσλ θαη εηαηξεηψλ. Παξά ην κηθξφ 
ηνπ κέγεζνο, ην ζχλνιν STS - Test έρεη ρξεζηκνπνηεζεί ζε πνιιέο εθαξκνγέο γηα 
αμηνιφγεζε ηαμηλφκεζεο ζε δχν θιάζεηο [36] [37] [61] [38] [39] ή αμηνιφγεζε 
ηαμηλφκεζεο σο πξνο ηελ ππνθεηκεληθφηεηα [40]. 
 (http://help.sentiment140.com/)  
 Health Care Reform (HCR): Γεκηνπξγήζεθε απφ tweets πνπ πεξηέρνπλ ην hashtag 
#hcr (health care reform) απφ ηνπο Speriosu et al. [38]. Έλα ππνζχλνιν ηνπ 
ραξαθηεξίζηεθε ρεηξνλαθηηθά απφ ηνπο δεκηνπξγνχο ηνπ κε 5 θιάζεηο 
ζπλαηζζήκαηνο (positive, negative, neutral, irrelevant, unsure(other)) θαη ρσξίζηεθε 
ζε ζχλνια εθπαίδεπζεο (839 tweets), αλάπηπμεο (838 tweets) θαη ειέγρνπ (839 
tweets). Οη δεκηνπξγνί, επίζεο, εμήγαγαλ 8 δηαθνξεηηθνχο ζηφρνπο ζπλαηζζήκαηνο 
(Health Care Reform, Obama, Democrats, Republicans, Tea Party, Conservatives, 
Liberals, Stupak) απφ ηα ηξία απηά ζχλνια θαη ηνπο απέδσζαλ εηηθέηεο 
ζπλαηζζήκαηνο. Ωζηφζν, ηφζν ζηα tweets φζν θαη ζηνπο ζηφρνπο απνδφζεθαλ νη 
ίδηνη ραξαθηεξηζκνί. Σν ζχλνιν HCR έρεη ρξεζηκνπνηεζεί γηα ηελ αμηνιφγεζε 
ηαμηλφκεζεο δχν θιάζεσλ [38] [45] θαζψο θαη ηαμηλφκεζεο ππνθεηκεληθφηεηαο 
αθνχ αλαγλσξίδεη θαη ηα νπδέηεξα tweets. 
(https://bitbucket.org/speriosu/updown) 
 Obama - McCain Debate (OMD): Γεκηνπξγήζεθε απφ 3.238 tweets θαηά ην 
πξψην ηειενπηηθφ πξνεδξηθφ debate ησλ Obama – McCain ζηηο Ζλσκέλεο Πνιηηείεο 
ην ΢επηέκβξην ηνπ 2008 απφ ηνπο Shamma et al. [41]. Με ρξήζε ηνπ Amazon 
Mechanical Turk
1
 απνδφζεθαλ ζ‟ απηά ηα tweets εηηθέηεο ζπλαηζζήκαηνο (positive, 
negative, mixed, other) κεηά απφ αμηνινγήζεηο ηνπιάρηζηνλ ηξηψλ θξηηψλ γηα ην 
θαζέλα. Ζ ζπκθσλία ησλ θξηηψλ έρεη ππνινγηζηεί ζε 0,655, ηηκή αξθεηά 
ηθαλνπνηεηηθή [42]. Σν ζχλνιν OMD έρεη ρξεζηκνπνηεζεί ζε εθαξκνγέο ηφζν 
Δπηβιεπφκελεο [43] [44] [45] φζν θαη Με Δπηβιεπφκελεο Μεραληθήο Μάζεζεο [46] 
γηα ηελ αμηνιφγεζε ζπλαηζζεκαηηθήο ηαμηλφκεζεο ζε tweets. 
(https://bitbucket.org/speriosu/updown) 
 Sentiment Strength Twitter Dataset (SS-Tweet): Σν ζχλνιν απνηειείηαη απφ 
4.242 tweets ρεηξνλαθηηθά επηζεκαζκέλα κε ηηκέο απφ -5 (extremely negative) κέρξη 
-1 (not negative) θαη 1(not positive) κέρξη 5 (extremely positive). Γεκηνπξγήζεθε 
απφ ηνπο Thelwall et al. [47] κε ζηφρν ηελ αμηνιφγεζε ηνπ Sentistrength, κηαο 
βαζηζκέλεο ζε ιεμηθφ εθαξκνγήο εθηίκεζεο έληαζεο ζπλαηζζήκαηνο. 
(http://sentistrength.wlv.ac.uk/documentation/). 
 Sanders Twitter Dataset: Απνηειείηαη απφ 5.512 tweets γηα ηα εμήο ηέζζεξα 
ζέκαηα: Apple, Google, Microsoft, Twitter. Κάζε tweet έρεη ραξαθηεξηζηεί 
ρεηξνλαθηηθά απφ θάπνηνλ θξηηή σο positive, negative, neutral ή irrelevant ζε ζρέζε 
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κε ην θάζε ζέκα. Απφ ην ραξαθηεξηζκφ πξνέθπςαλ 654 negative, 2.503 neutral, 570 
positive θαη 1.786 irrelevant tweets. Σν ζχλνιν έρεη ρξεζηκνπνηεζεί γηα ηαμηλφκεζε 
ζπλαηζζήκαηνο θαη ππνθεηκεληθφηεηαο [48] [49] [50].  
(http://www.sananalytics.com/lab) 
 The Dialogue Earth Twitter Corpus: Απνηειείηαη απφ ηξία ππνζχλνια απφ 
tweets. Tα δχν πξψηα ππνζχλνια (WA, WB) πεξηέρνπλ 4.490 θαη 8.850 tweets 
ζρεηηθά κε ηνλ θαηξφ, ελψ ην ηξίην ππνζχλνιν (GASP) πεξηέρεη 12.770 tweets 
ζρεηηθά κε ηηο ηηκέο ηνπ θπζηθνχ αεξίνπ. Απηά ηα ζχλνια δεκηνπξγήζεθαλ σο κέξνο 
ηνπ Dialogue Earth Project2 θαη επηζεκάλζεθαλ ρεηξνλαθηηθά απφ αξθεηνχο κε ηνπο 
ραξαθηεξηζκνχο positive, negative, neutral, not related, can‟t tell (other). Σα ζχλνια 
WAB θαη GASP έρνπλ ρξεζηκνπνηεζεί ζηελ αμηνιφγεζε απφδνζεο ηαμηλνκεηψλ 
Μεραληθήο Μάζεζεο (π.ρ. Naive Bayes, SVM, KNN) ζε ζπλαηζζεκαηηθή 
ηαμηλφκεζε tweets [51].  
 SemEval-2013 Dataset (SemEval): Απηφ ην ζχλνιν δεδνκέλσλ δεκηνπξγήζεθε γηα 
ηελ Αλάιπζε ΢πλαηζζήκαηνο ζην Twitter ζηα πιαίζηα ηνπ Semantic Evaluati- 
Evaluation of System challenge (SemEval - 2013, Task 2). Απνηειείηαη απφ 20.000 
tweets, ηα νπνία κνηξάδνληαη ζε ζχλνια εθπαίδεπζεο, αλάπηπμεο θαη ειέγρνπ. Όια 
ηα tweets έρνπλ ραξαθηεξηζηεί ρεηξνλαθηηθά απφ 5 θξηηέο ηνπ Amazon Mechanical 
Turk σο negative, positive θαη neutral. Οη θξηηέο, επίζεο αμηνιφγεζαλ ηα tweets σο 
ππνθεηκεληθά ή αληηθεηκεληθά. ΢ην SemEval 2013 - Task2 ην ζχλνιν δεδνκέλσλ 
ρξεζηκνπνηήζεθε γηα αμηνιφγεζε ησλ ζπζηεκάησλ ζηνλ εληνπηζκφ ππνθεηκελη-
θφηεηαο ζε επίπεδν έθθξαζεο [52][53] θαζψο θαη ζε επίπεδν tweet [54] [55]. 
΢ηνλ παξαθάησ πίλαθα ζπλνςίδνληαη ηα ραξαθηεξηζηηθά ησλ παξαπάλσ datasets:  
Dataset No.of 
Tweets 
Negative Neutral Positive Mixed Other Irrelevant 
STS –Test 498 177 139 182 - - - 
HCR 2,516 1.381 470 541 - 45 79 
OMD 3.238 1.196 - 710 245 1.087 - 
SS-Twitter 4.242 1.037 1.953 1.252 - - - 
Sanders 5.513 654 2.503 570 - - 1.786 
GASP 12.771 5.235 6.268 1.050 - 218 - 
WAB 13.340 2.580 3.707 2.915 - 420 3.718 
SemEval 13.975 2.186 6.440 5.349 - - - 
Πίλαθαο 6. ΢πλνπηηθφο πίλαθαο ησλ datasets γηα Αλάιπζε ΢πλαηζζήκαηνο ζε tweets 
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2.2.3.9     Σσεηικέρ Γημοζιεύζειρ 
Αθνινπζεί πεξηγξαθή ζεκαληηθψλ δεκνζηεπκέλσλ εθαξκνγψλ Αλάιπζεο ΢πλαηζζήκαηνο 
θαη ζπγθξηηηθή παξάζεζε ηνπο: 
 Οη Pang θαη Lee ζε δεκνζίεπζε ηνπο (“Thumbs up? Sentiment Classification using 
Machine Learning Techniques”, 2002)[18] επηρεηξνχλ Αλάιπζε ΢πλαηζζήκαηνο ζε 
θξηηηθέο ηαηληψλ πνπ πξνέξρνληαη απφ ηε βάζε ηαηληψλ IMDb, κε ρξήζε 
Επιβλεπόμενης Μητανικής Μάθηζης, θαη κειεηνχλ ηελ απφδνζε ηεο ζηελ 
πξνζπάζεηα ηνπο λα αληηπαξαζέζνπλ ηελ εξγαζία Αλάιπζεο ΢πλαηζζήκαηνο κε ηελ 
εξγαζία εμαγσγήο ζέκαηνο απφ θείκελν. Οη θξηηηθέο - δεδνκέλα πνπ 
ρξεζηκνπνηεζήθαλ γηα ηελ εθπαίδεπζε ζπκπεξηιάκβαλαλ θαη βαζκνινγία 
εθθξαζκέλε κε αξηζκεηηθή ηηκή ή αζηέξηα, ε νπνία ζηε ζπλέρεηα αληηζηνηρήζεθε 
ζηηο εμήο θαηεγνξίεο ζπλαηζζήκαηνο : αξλεηηθφ, ζεηηθφ, νπδέηεξν. ΢ε πξψηε θάζε, 
νη δχν εξεπλεηέο κε ηε βνήζεηα αλζξψπσλ δεκηνχξγεζαλ ζπιινγέο ιέμεσλ πνπ 
ζχκθσλα κε ηε γλψκε ηνπο εθθξάδνπλ αξλεηηθφ ή ζεηηθφ ζπλαίζζεκα ζε θξηηηθέο 
ηαηληψλ. Με εθαξκνγή ησλ ζπιινγψλ απηψλ πάλσ ζε δεδνκέλα, πξνέθπςαλ 
πνζνζηά αθξίβεηαο (accuracy) πνπ θπκαίλνληαη απφ 50-69%, ηα νπνία ζηε ζπλέρεηα 
ηεο έξεπλαο ρξεζηκνπνηήζεθαλ σο αλαθνξά γηα αμηνιφγεζε απνηειεζκάησλ ηεο 
Μεραληθήο Μάζεζεο. Γηα ηελ Αλάιπζε ΢πλαηζζήκαηνο ρξεζηκνπνηήζεθαλ νη 
ηαμηλνκεηέο Naive Bayes, SVM θαη Maximum Entropy. Δπηιέρζεθαλ ηπραία 700 
ζεηηθέο θαη 700 αξλεηηθέο θξηηηθέο ηαηληψλ θαη κνηξάζηεθαλ νκνηφκνξθα ζε ηξία 
ππνζχλνια. Αθνινχζεζε πξνεπεμεξγαζία ησλ ηξηψλ ππνζπλφισλ δεδνκέλσλ θαηά 
ηελ νπνία ηα ζεκεία ζηίμεο αληηκεησπίζηεθαλ ζαλ ζηνηρεία ηνπ ιεμηινγίνπ, ελψ δελ 
αθαηξέζεθαλ stop words, νχηε εθαξκφζηεθε stemming.Σα πεηξάκαηα έγηλαλ ηφζν 
κε ρξήζε unigrams φζν θαη κε ρξήζε bigrams. Γηα ηε δηαρείξηζε ηεο άξλεζεο, ζηελ 
πεξίπησζε ησλ unigrams, πηνζεηήζεθε ε πξνζέγγηζε ηεο επηζήκαλζεο ησλ ιέμεσλ 
κεηαμχ κηαο ιέμεο άξλεζεο θαη ηνπ ακέζσο επφκελνπ ζεκείνπ ζηίμεο κε ηελ εηηθέηα 
ΝΟΣ_. Δπίζεο, ρξεζηκνπνηήζεθε αλαγλψξηζε κέξνπο ηνπ ιφγνπ (POS – tagging) 
αιιά θαη αλαγλψξηζε κφλν ησλ επηζέησλ (adjective – tagging).Σα πεηξάκαηα πνπ 
πεξηείραλ κφλν unigrams πξαγκαηνπνηήζεθαλ είηε ιακβάλνληαο ππφςε κφλν ηελ 
χπαξμε ελφο ραξαθηεξηζηηθνχ (presence) είηε ιακβάλνληαο ππφςε ηε ζπρλφηεηα 
εκθάληζεο ηνπ ραξαθηεξηζηηθνχ (frequency). Σέινο, ιήθζεθε ππφςε θαη ε ζέζε ησλ 
ραξαθηεξηζηηθψλ ζηελ θξηηηθή(position), αθνχ κηα θξηηηθή ηαηλίαο ζπλήζσο μεθηλά 
κε ηε δήισζε ηνπ γεληθνχ ζπλαηζζήκαηνο ηνπ θξηηή γηα ηελ ηαηλία, αθνινπζεί κηα 
αλάιπζε ηεο πινθήο θαη θιείλεη κε ηε ζχλνςε ησλ απφςεσλ ηνπ ζπγγξαθέα. 
Αθνινπζνχλ ηα πνζνζηά αθξίβεηαο πνπ πξνέθπςαλ απφ ηα δηάθνξα πεηξάκαηα πνπ 
πεξηγξάθεθαλ παξαπάλσ: 
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 Features # of 
features 
frequency or 
presence? 
ΝΒ ΜaxΔnt SVM 
(1) unigrams  16.165 freq. 78,7 N/A 72,8 
(2) unigrams  16.165 pres. 81,0 80,4 82,9 
(3) unigrams + bigrams  32.330 pres. 80,6 80,8 82,7 
(4) bigrams  16.165 pres. 77,3 77,4 77,1 
(5) unigrams +POS 16.695 pres. 81,5 80,4 81,9 
(6) adjectives  2.633 pres. 77,0 77,7 75,1 
(7) top 2633 unigrams 
3
 2.633 pres. 80,3 81,0 81,4 
(8) unigrams + position 22.430 pres. 81,0 80,1 81,6 
Πίλαθαο 7.  Accuracy πεηξακάησλ 
΢ε ζχγθξηζε κε ηα πνζνζηά αλαθνξάο πνπ πξνέθπςαλ, ηα απνηειέζκαηα ησλ 
πεηξακάησλ είλαη αξθεηά θαιά. Ο ηαμηλνκεηήο Naive Bayes έρεη ηε ρεηξφηεξε 
αθξίβεηα, ελψ ν ηαμηλνκεηήο SVM ηελ θαιχηεξε, κε κηθξέο δηαθνξέο βέβαηα. Οη 
ζπγγξαθείο θαηαιήγνπλ ζην ζπκπέξαζκα φηη απαηηείηαη πην ιεπηνκεξήο πξνζέγγηζε 
ησλ θξηηηθψλ ηαηληψλ, ε νπνία ζα πεξηιακβάλεη ην δηαρσξηζκφ ιέμεσλ πνπ 
εθθξάδνπλ άπνςε ηνπ θξηηή απφ απηέο πνπ πεξηγξάθνπλ ηελ ίδηα ηελ ηαηλία.  
 Οη Alec Go et al (2009) ζε δεκνζίεπζε ηνπο (Twitter Sentiment Classification using 
Distant Supervision)[36] επηρεηξνχλ ηε δεκηνπξγία ελφο ζπζηήκαηνο απηφκαηεο 
Αλάιπζεο ΢πλαηζζήκαηνο, ην νπνίν ηαμηλνκεί αγγιηθά tweets ζε ζεηηθά ή αξλεηηθά 
ζε ζρέζε κε ηνλ φξν αλαδήηεζεο (query term) πνπ εηζάγεηαη. Σν ζχζηεκα βαζίδεηαη 
ζε Δπιβλεπόμενη Μητανική Μάθηζη με τρήζη ηων αλγορίθμων Naive Bayes, 
Maximum Entropy και SVM. Γηα ηελ απνθπγή ηνπ ρξνλνβφξνπ θαη απαηηεηηθνχ 
ρεηξνλαθηηθνχ ζρνιηαζκνχ επηιέγεηαη ε ρξήζε ηεο κεζφδνπ distant supervision, 
θαηά ηελ νπνία κέζσ ηνπ Twitter API επηιέγνληαη κφλν tweets κε emoticνns, ψζηε ν 
ζρνιηαζκφο ησλ tweets ηνπ training set λα πξνθχςεη απφ ηα emoticons πνπ 
πεξηέρνπλ. ΢εκεηψλεηαη, επίζεο, φηη εμαηξέζεθαλ ηα νπδέηεξα tweets. Ωο 
ραξαθηεξηζηηθά ζηα δηάθνξα πεηξάκαηα ρξεζηκνπνηήζεθαλ είηε unigrams,είηε 
bigrams, είηε unigrams κε bigrams, είηε unigrams κε POS tags, ελψ 
ρξεζηκνπνηήζεθε ε εηηθέηα QUERY TERM ζηηο εκθαλίζεηο ηνπ φξνπ αλαδήηεζεο 
γηα ηελ απνθπγή αιινίσζεο ηεο ηαμηλφκεζεο απφ ην ζπλαηζζεκαηηθφ πεξηερφκελν 
πνπ ίζσο ελέρεη ν φξνο αλαδήηεζεο. Σα emoticons κεηά ηε ρξήζε ηνπο σο εηηθέηεο 
ζπλαηζζήκαηνο αθαηξνχληαη απφ ην training set, ψζηε λα κελ επεξεάζνπλ ηελ 
εθπαίδεπζε ησλ ηαμηλνκεηψλ SVM θαη Maxent (Ο Naive Bayes δελ επεξεάδεηαη). 
Καηά ηελ πξνεπεμεξγαζία επηζεκαίλνληαη κε εηηθέηεο νη αλαθνξέο ζε νλφκαηα 
ρξεζηψλ (@username) θαη νη ζχλδεζκνη (links), ψζηε λα αγλνεζνχλ θαηά ηελ 
αλάιπζε, ελψ νη ζπλερφκελεο πνιιαπιέο επαλαιήςεηο ελφο γξάκκαηνο 
αληηθαζίζηαληαη απφ δχν επαλαιήςεηο ηνπ. Δπίζεο αθαηξνχληαη απφ ην training set 
ηα tweets πνπ πεξηιακβάλνπλ θαη αξλεηηθφ θαη ζεηηθφ πεξηερφκελν, ηα Retweets, ηα 
tweets emoticon :P (ην νπνίν ιαλζαζκέλα επηζηξέθεηαη ζην query “:(” απφ ην API), 
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θαη ηα επαλαιακβαλφκελα tweets. Μεηά απφ απηή ηελ επεμεξγαζία, ην ζχζηεκα 
εθπαηδεχεηαη κε 800.000 ζεηηθά θαη 800.000 αξλεηηθά tweets. To test set αληιείηαη 
απφ ην Twitter API (κε queries πξντφληα, νλφκαηα θαη εηαηξείεο) θαη ραξαθηεξίδεηαη 
ρεηξνλαθηηθά ψζηε ηειηθά λα πεξηιακβάλεη 177 αξλεηηθά θαη 182 ζεηηθά tweets, ηα 
νπνία δελ έρεη ζεκαζία αλ πεξηέρνπλ ή φρη emoticons, αθνχ θαηά ηελ εθπαίδεπζε 
αγλνήζεθαλ. Ωο απνηειέζκαηα αλαθνξάο ρξεζηκνπνηήζεθαλ ηα απνηειέζκαηα πνπ 
πξνέθπςαλ απφ ην site Αλάιπζεο ΢πλαηζζήκαηνο Twitrratr ην νπνίν πινπνηεί 
αλάιπζε βαζηζκέλε ζε keywords θαη Λεμηθφ ΢πλαηζζήκαηνο. Αθνινπζνχλ ηα 
ζπγθεληξσηηθά απνηειέζκαηα. 
 
Features Keyword NB MaxEnt SVM 
Unigram 65,2 81,3 80,5 82,2 
Bigram N/A 81,6 79,1 78,8 
Unigram + Bigram N/A 82,7 83,0 81,6 
Unigram + POS N/A 79,9 79,9 81,9 
                    Πίλαθαο 8. Accuracy ηαμηλνκεηή 
 Οη Li θαη Liu ζε δεκνζίεπζε ηνπο [60] πξνηείλνπλ ηελ ρξήζε ζσζηαδοποίηζης γηα 
ηε Mη Eπιβλεπόμενη ζπλαηζζεκαηηθή αλάιπζε αγγιηθψλ θξηηηθψλ ηαηληψλ, ζε 
επίπεδν θεηκέλνπ, ζε αληηπαξάζεζε κε ηηο δηαδεδνκέλεο ζπκβνιηθέο κεζφδνπο (κε 
ρξήζε ιεμηθνχ) νη νπνίεο παξνπζηάδνπλ ρακειά πνζνζηά αθξίβεηαο θαη ηηο 
κεζφδνπο Eπηβιεπφκελεο Mάζεζεο πνπ αλ θαη αθξηβείο είλαη ρξνλνβφξεο θαη 
απαηηνχλ αλζξψπηλε ζπκκεηνρή. ΢ηφρνο ηνπο ήηαλ ε ηαμηλφκεζε ησλ δεδνκέλσλ ζε 
αξλεηηθή θαη ζεηηθή θιάζε ζπλαηζζήκαηνο. Ζ πξνεπεμεξγαζία ησλ 300 ζεηηθψλ θαη 
300 αξλεηηθψλ θεηκέλσλ πεξηιακβάλεη stemming, POS – tagging, κεηαηξνπή ησλ 
θεηκέλσλ ζε δηαλχζκαηα ηφζν κε ζπληζηψζεο πνπ εθθξάδνπλ ζπρλφηεηα ησλ 
ραξαθηεξηζηηθψλ φζν θαη κε ζπληζηψζεο πνπ εθθξάδνπλ παξνπζία ή απνπζία ησλ 
ραξαθηεξηζηηθψλ, ελψ απνκαθξχλζεθαλ νη εηηθέηεο ησλ δεδνκέλσλ. Γηα ηε 
ζπζηαδνπνίεζε ρξεζηκνπνηήζεθε ν αιγφξηζκνο k-means κε ζπλάξηεζε απφζηαζεο 
ηελ απφζηαζε ζπλεκηηφλνπ (cosine distance). Λφγσ ηεο αζηάζεηαο ηνπ k-means 
έγηλαλ 20 επαλαιήςεηο ηνπ πεηξάκαηνο  γηα θάζε κηα απφ ηηο δχν δηαλπζκαηηθέο 
αλαπαξαζηάζεηο. Ωζηφζν, ηα κέγηζηα πνζνζηά αθξίβεηαο πνπ επηηεχρζεθαλ ήηαλ 
60,17% θαη 65,67%, αληίζηνηρα. Δπνκέλσο γηα ηελ βειηίσζε ηεο κεζφδνπ θξίζεθε 
απαξαίηεηε θαηά ηελ πξνεπεμεξγαζία ε ρξήζε ηνπ θξηηεξίνπ tf-ifd4 γηα ηελ επηινγή 
ησλ πην ζεκαληηθψλ ραξαθηεξηζηηθψλ. Ζ αζηάζεηα ησλ απνηειεζκάησλ παξέκεηλε, 
σζηφζν επηηεχρζεθε κέγηζηε αθξίβεηα 79%.  
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Δηθφλα 9. Απνηειέζκαηα κεηά ηελ εθαξκνγή ηνπ tf-idf 
 
Γηα ηνλ πεξηνξηζκφ ηεο αζηάζεηαο ησλ απνηειεζκάησλ ρξεζηκνπνηήζεθε 
κεραληζκφο ζπκςεθηζκνχ ησλ πνιιαπιψλ επαλαιήςεσλ. ΢ηε ζπλέρεηα, ην πείξακα 
εκπινπηίδεηαη ππνινγίδνληαο ηηκέο-βάξε γηα ηα ραξαθηεξηζηηθά αλάινγα κε ηελ 
ζρέζε ηνπο κε ηηο ιέμεηο αλαθνξάο “good” θαη “bad”, κε ηε βνήζεηα ηνπ WordNet, 
θαη θξαηψληαο κφλν ηα ραξαθηεξηζηηθά κε πςειά βάξε. H πξνζζήθε απηή αθελφο 
κεηψλεη ηηο δηαζηάζεηο ησλ δηαλπζκάησλ, θάλνληαο ηε δηαδηθαζία ηεο αλάιπζεο πην 
ζχληνκε θαη αθεηέξνπ επηηξέπεη λα εληνπίζνπκε ζε πνηα θιάζε αληηζηνηρεί ε θάζε 
ζπζηάδα ππνινγίδνληαο ην κέζν φξν ησλ βαξψλ, ελψ βειηηψλεη ζεκαληηθά ηελ 
αθξίβεηα ζηελ πεξίπησζε ησλ δηαλπζκάησλ ζπρλφηεηαο ραξαθηεξηζηηθψλ, φπνπ 
επηηπγράλεηαη αθξίβεηα κέρξη θαη 78,33%. 
 
Δηθφλα 10. Απνηειέζκαηα κεηά ηε ρξήζε βαξψλ 
Αθνινχζσο παξνπζηάδεηαη πίλαθαο ζχγθξηζεο ηεο ηειηθήο κεζφδνπ ζπζηαδν-
πνίεζεο κε ηηο ζπκβνιηθέο θαη επηβιεπφκελεο ηερληθέο. 
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 Accuracy Efficiency Human 
participation 
 
Symbolic 
Techniques  
65,83 % (Turney 
2002) 
 
Very fast 
 
Mostly No 
 
Supervised 
Learning 
77% - 82 % (Pang 
2002) 
Slow on training & 
fast on test 
 
Yes 
 
Clustering – based 
Approach 
 
77,17% - 78,33% 
 
Fast 
 
No 
Πίλαθαο 9. Αμηνιφγεζε ησλ ηξηψλ κεζφδσλ 
 
 Οη Gamon et al. [66] δεκηνχξγεζαλ έλα ζχζηεκα (Pulse) ην νπνίν εμάγεη απηφκαηα 
ην ζέκα (topic) θαη ην ζπλαίζζεκα (sentiment) απφ ζρφιηα πειαηψλ γηα απηνθίλεηα. 
Ζ αλάιπζε ηφζν ηνπ ζέκαηνο φζν θαη ηνπ ζπλαηζζήκαηνο έγηλε ζε επίπεδν 
πξφηαζεο (sentence- level). Ωο ζχλνιν δεδνκέλσλ ρξεζηκνπνηήζεθε έλα δείγκα 
406.818 θξηηηθψλ απηνθηλήησλ κε κέγεζνο απφ κία έσο 50 πξνηάζεηο ε θαζεκία, νη 
νπνίεο ζπλνδεχνληαλ απφ κία βαζκνινγία γηα θάζε ζπλνιηθή θξηηηθή. Όζνλ αθνξά 
ηελ Αλάιπζε ΢πλαηζζήκαηνο, ε αξρηθή βαζκνινγία αγλνήζεθε θαη απφ ην ζχλνιν 
ησλ θξηηηθψλ επηιέρζεθαλ 3.000 πξνηάζεηο ζηηο νπνίεο έγηλε ρεηξνλαθηηθφο 
ζρνιηαζκφο σο positive, negative ή other, απφ ηηο νπνίεο νη 2.500 ρξεζηκνπνηήζεθαλ 
ζηε ζπλέρεηα γηα ηελ εθπαίδεπζε ελψ νη ππφινηπεο 500 γηα ηελ αμηνιφγεζε. Σν 
κέγηζην inter - annotator agreement ππνινγίζηεθε ίζν κε 79,93%, γεγνλφο πνπ 
ππνδειψλεη ηελ δπζθνιία ηνπ πξνβιήκαηνο. Λφγσ ηεο έιιεηςεο αξρηθνχ 
ζρνιηαζκνχ ησλ πξνηάζεσλ επηιέρζεθε κηα κέζνδνο κάζεζεο κε κεξηθή επίβιεςε, 
πνπ απαηηεί ηα ειάρηζηα δπλαηά ζρνιηαζκέλα δεδνκέλα. ΢πγθεθξηκέλα 
ρξεζηκνπνηήζεθε ν αιγφξηζκνο Expectation- Maximization ζε ζσνδσαζμό με Naive 
Bayes. ΢ην γλσζηφ αιγφξηζκν εηζήρζεθε κηα παξάκεηξνο δ, ε νπνία ξπζκίδεη ην 
βάξνο πνπ απνδίδεηαη ζηα κε ζρνιηαζκέλα δεδνκέλα. Γηα ηε δεκηνπξγία ηνπ 
κνληέινπ ρξεζηκνπνηήζεθαλ ζπλνιηθά 9.000 κε ζρνιηαζκέλεο πξνηάζεηο θαη 3.000 
ρεηξνλαθηηθά ζρνιηαζκέλεο. Ζ πξνεπεμεξγαζία ησλ δεδνκέλσλ πεξηιάκβαλε 
κεηαηξνπή φισλ ησλ γξακκάησλ ζε κηθξά θαη θάζε αξηζκφο κεηαηξάπεθε ζε κηα 
απιή ιέμε. Κάζε πξφηαζε κεηαηξάπεθε ζε δηάλπζκα κε δπαδηθέο ζπληζηψζεο πνπ 
αληηζηνηρνχλ ζε θάζε δηαθνξεηηθή ιέμε ή ζεκείν ζηίμεο. Λφγσ ηνπ κεγάινπ 
πιήζνπο ζεηηθψλ πξνηάζεσλ έλαληη ησλ άιισλ θιάζεσλ θαη επνκέλσο ηεο ηάζεο 
ηνπ ζπζηήκαηνο πξνο ηε ζεηηθή θιάζε, ε αμηνιφγεζε έγηλε σο πξνο ηηο θιάζεηο 
negative θαη other. Πξνέθπςε φηη ηη ζχζηεκα κπνξεί λα πεηχρεη πςειφ precision 
ζηηο δχν απηέο κεηνλεθηνχζεο θιάζεηο, εηο βάξνο ηνπ recall, πξάγκα απνδεθηφ ζε 
ηνκείο κε πνιιά ζρφιηα πειαηψλ. Σν recall ηεο ζεηηθήο θιάζεο θπκάλζεθε απφ 0,95 
κέρξη 0,97. Αθνινπζεί ην δηάγξακκα precision – recall γηα ηηο θιάζεηο negative θαη 
other. 
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Δηθφλα 11. Γηάγξακκα precision – recall γηα ηηο θιάζεηο negative θαη other. 
2.2.3.10 Γιασείπιζη tweets   
΢ηελ παξνχζα εξγαζία εζηηάδνπκε ζηελ απηφκαηε Αλάιπζε ΢πλαηζζήκαηνο κηθξψλ 
θεηκέλσλ πνπ πξνέξρνληαη απφ δηθηπαθέο πεγέο (microblogging), φπσο νη ηζηνρψξνη 
θνηλσληθήο δηθηχσζεο (social networking sites) ή ζειίδεο ζηηο νπνίεο ν ρξήζηεο θαιείηαη λα 
ζρνιηάζεη ζχληνκα θάπνην αληηθείκελν. Αληηπξνζσπεπηηθφ παξάδεηγκα ηέηνηαο κνξθήο 
θεηκέλνπ είλαη ηα tweets, δειαδή νη αλαξηήζεηο ρξεζηψλ ηνπ ηζηνρψξνπ θνηλσληθήο 
δηθηχσζεο Twitter, ηα νπνία θαη πξφθεηηαη λα κειεηήζνπκε ζηα επφκελα θεθάιαηα. 
Υαξαθηεξηζηηθή ηδηφηεηα ησλ tweets είλαη ην κηθξφ ηνπο κήθνο, πνπ πεξηνξίδεηαη ζηνπο 
140 ραξαθηήξεο. Λφγσ ησλ πεξηνξηζκέλσλ δηαζέζηκσλ ραξαθηήξσλ, νη ρξήζηεο ηνπ Twitter 
ζπλεζίδνπλ λα ρξεζηκνπνηνχλ ζπληνκνγξαθίεο ιέμεσλ (π.ρ. lol, cu, bff), emoticons5 (:) :P 
:S) θαη εζθεκκέλα ή κε εζθεκκέλα ηξνπνπνηεκέλεο νξζνγξαθηθά ιέμεηο (π.ρ. luv, lovin). 
Δπίζεο, ζπρλά ζπκπεξηιακβάλνπλ hastags6, αλαθνξέο7 ζε άιινπο ρξήζηεο ηνπ Twitter θαη 
ζπλδέζκνπο (URL) πξνο άιιεο ζειίδεο. Σέινο, νη ρξήζηεο δελ επηδηψθνπλ ηε δεκηνπξγία 
νξζψλ ζπληαθηηθά θξάζεσλ, αιιά ηελ παξάζεζε αηειψλ θξάζεσλ ή αζχλδεησλ ιέμεσλ 
κέζσ ησλ νπνίσλ εθθξάδνληαη ζχληνκα θαη πεξηεθηηθά. Σα παξαπάλσ καξηπξνχλ φηη ε 
Αλάιπζε ΢πλαηζζήκαηνο ζε tweets απαηηεί εηδηθή πξνζέγγηζε κε ηδηαίηεξε πξνζνρή θαηά 
ηελ νπνία πξέπεη νπσζδήπνηε λα ιεθζνχλ ππφςε ηα δηάθνξα ζηνηρεία ηεο γιψζζαο ηνπ 
δηαδηθηχνπ, ηα νπνία κπνξεί λα θέξνπλ ζεκαληηθφηαηε ζπλαηζζεκαηηθή πιεξνθνξία. Ζ 
δπζθνιία έγθεηηαη ζην γεγνλφο φηη ηα παξαπάλσ ζηνηρεία είλαη ακέηξεηα, αιιάδνπλ 
δηαξθψο, θαη ζπλερψο πξνζηίζεληαη λέα, αλάινγα κε ηηο ηάζεηο ηνπ δηαδηθηχνπ.  
Αθνινπζνχλ παξαδείγκαηα απφ tweets ζηα νπνία δηαθαίλνληαη νη ηδηαηηεξφηεηεο πνπ 
πεξηγξάθεθαλ παξαπάλσ:  
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 “I bought iPad yesterday, just lovvee it :-)”. 
“@epiphanygirl we gon‟ be like 15 deep coming to see u on Saturday in atlantic city. We     
luuuuvvvvv you!!! Lol!” 
 “It‟s soooo funny... Guys, U should watch it! (=” - 
 ΢ηελ πεξίπησζε Αλάιπζεο ΢πλαηζζήκαηνο ζε tweets κε ρξήζε Λεμηθνχ 
΢πλαηζζήκαηνο, ην ιεμηθφ πνπ ρξεζηκνπνηείηαη ζα πξέπεη λα εκπινπηίδεηαη κε ηα 
βαζηθά ηνπιάρηζηνλ emoticons, θαζψο θαη ηηο δηαδεδνκέλεο δηαθνξεηηθέο εθδνρέο 
γξαθήο νξηζκέλσλ ιέμεσλ (π.ρ. love = looove = loveee = luv, you = U = ya θ.α.). 
Βέβαηα, κηα ηέηνηα πξνζπάζεηα πξέπεη ζπλερψο λα αλαλεψλεηαη, ρσξίο θαη πάιη λα 
είλαη εγγπεκέλα επαξθήο.  
 ΢ηελ πεξίπησζε Αλάιπζεο ΢πλαηζζήκαηνο ζε tweets κε ρξήζε Μεραληθήο 
Μάζεζεο, ζα πξέπεη λα δνζεί ηδηαίηεξε πξνζνρή θαηά ηελ πξνεπεμεξγαζία ηνπ 
ζπλφινπ δεδνκέλσλ. Όπσο έρνπκε δεη πξνεγνπκέλσο, έλα ζηάδην ηεο 
πξνεπεμεξγαζίαο κπνξεί λα είλαη ε αθαίξεζε ζεκείσλ ζηίμεο θαη αξηζκψλ. ΢ηελ 
πεξίπησζε ησλ tweets ζα ήηαλ πξνηηκφηεξν λα εληνπηζηνχλ αξρηθά πηζαλά 
emoticons θαη ζηε ζπλέρεηα λα αθαηξεζνχλ ηα άρξεζηα ζεκεία ζηίμεο θαη αξηζκνί. 
Δπίζεο, απαξαίηεηε θξίλεηαη ε απνκάθξπλζε ησλ ζπλδέζκσλ θαη ε επέθηαζε 
ζπληνκεχζεσλ. 
2.2.3.11 APIs για Ανάλςζη Σςναιζθήμαηορ 
 
Σα ηειεπηαία ρξφληα έρνπλ αλαπηπρζεί πνιιά software γηα Αλάιπζε ΢πλαηζζήκαηνο ηα 
νπνία είλαη δηαζέζηκα ζην δηαδίθηπν σο APIs πνπ κπνξνχλ λα ελζσκαησζνχλ ζε 
νπνηαδήπνηε εθαξκνγή. Σα πεξηζζφηεξα απφ απηά πέξα απφ ην ζπλαίζζεκα, εμάγνπλ θαη 
άιια ραξαθηεξηζηηθά απφ ην θείκελν, φπσο ην ζέκα θαη νη νληφηεηεο γηα ηηο νπνίεο γίλεηαη 
ιφγνο. Αθνινπζεί ε πεξηγξαθή κεξηθψλ απφ απηά.  
 Σν API ηεο εηαηξείαο αλάιπζεο θεηκέλνπ Semantria επηηξέπεη ηελ αλάιπζε 
νπνηνπδήπνηε θεηκέλνπ (κέρξη 16.384 ραξαθηήξεο) είλαη γξακκέλν ζε θάπνηα απφ 
ηηο έληεθα δηαζέζηκεο γιψζζεο. Απφ ηελ αλάιπζε ηνπ θεηκέλνπ πξνθχπηεη ην 
ζπλνιηθφ ηνπ ζπλαίζζεκα πνπ κπνξεί λα είλαη αξλεηηθφ (negative), ζεηηθφ (positive) 
ή νπδέηεξν (neutral), ζπλνδεπφκελν απφ κηα αληίζηνηρε βαζκνινγία. Δπίζεο 
εμάγνληαη νη νληφηεηεο πνπ εκθαλίδνληαη ζ‟ απηφ, νη θαηεγνξίεο ζηηο νπνίεο 
αλήθνπλ νη νληφηεηεο, ηα ζέκαηα ζηα νπνία αλαθέξεηαη ην θείκελν θαη ε πεξίιεςε 
ηνπ. Καζέλα απφ ηα επηκέξνπο ραξαθηεξηζηηθά πνπ εμάγνληαη ζπλνδεχεηαη θαη απφ 
ηελ αληίζηνηρε βαζκνινγία σο πξνο ην ζπλαηζζεκαηηθφ πεξηερφκελν. Ζ Αλάιπζε 
΢πλαηζζήκαηνο πινπνηείηαη κε ζπληαθηηθή αλάιπζε ηνπ θεηκέλνπ αξρηθά θαη 
εληνπηζκφ θξάζεσλ κε ζπλαηζζεκαηηθφ πεξηερφκελν ζηε ζπλέρεηα. Ζ ηειηθή 
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βαζκνινγία πξνθχπηεη απφ ην ζπλδπαζκφ ησλ βαζκνινγηψλ ησλ επηκέξνπο 
θξάζεσλ. Δθηφο απφ ην ζρεηηθφ API δηαηίζεηαη θαη plug-in ηεο εθαξκνγήο γηα ην γηα 
ην excel. Αθνινπζνχλ βαζηθά ζηηγκηφηππα απφ ην demo ηεο εθαξκνγήο. 
(https://semantria.com/demo) 
 
Δηθφλα 12. ΢ηηγκηφηππν Semantria 1 
 
 
Δηθφλα 13. ΢ηηγκηφηππν Semantria 2 
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 Σν Skyttle είλαη έλα API πνπ επηηξέπεη ηελ αλάιπζε  θεηκέλνπ ζε επίπεδν θξάζεο, 
ζε ηέζζεξηο απνδεθηέο γιψζζεο. Ζ αλάιπζε πεξηιακβάλεη ηελ απφδνζε 
ζπλαηζζεκαηηθνχ ραξαθηεξηζκνχ (positive, negative, neutral) ζηηο θξάζεηο ηνπ 
θεηκέλνπ, ηνλ ππνινγηζκφ πνζνζηψλ γηα ηηο θαηεγνξίεο ζπλαηζζήκαηνο πνπ 
εκθαλίδνληαη θαη ηνλ εληνπηζκφ ησλ keywords ηνπ θεηκέλνπ. Αθνινπζνχλ 
ζηηγκηφηππα απφ ην demo ηεο εθαξκνγήο (http://www.skyttle.com/demoin). 
 
Δηθφλα 14. ΢ηηγκηφηππν Skyttle 1 
 
Δηθφλα 15. ΢ηηγκηφηππν Skyttle 2 
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 To Textalytics Media Analysis API επηηξέπεη ηελ αλάιπζε θεηκέλνπ πνπ 
πξνέξρεηαη απφ θνηλσληθά δίθηπα, forums, blogs αιιά θαη sites εηδήζεσλ ζε 
Αγγιηθή ή Ηζπαληθή γιψζζα. Απφ ηελ αλάιπζε πξνθχπηεη ε θαηεγνξία 
ζπλαηζζήκαηνο ηνπ θεηκέλνπ (negative, positive, neutral) θαζψο θαη θαηεγνξίεο, 
νληφηεηεο θαη άιιεο ραξαθηεξηζηηθέο πιεξνθνξίεο. Αθνινπζεί ζηηγκηφηππν απφ ην 
demo ηεο εθαξκνγήο (https://textalytics.com/api-text-analysis-demo-en).  
 
Δηθφλα 16. ΢ηηγκηφηππν Textalytics Media Analysis 
 Σν Bittext API πινπνηεί αλάιπζε θεηκέλνπ ζε επηά γιψζζεο κε ηε κέζνδν Deep 
Linguistic Analysis. Με απηή ηελ αλάιπζε είλαη ηθαλφ λα εμάγεη ζπλαίζζεκα, 
νληφηεηεο, έλλνηεο θαη θαηεγνξίεο απφ ην θείκελν. Αθνινπζνχλ ζηηγκηφηππα απφ ην 
demo ηεο εθαξκνγήο (http://www.bitext.com/api-demo.html). 
 
                Δηθφλα 17. ΢ηηγκηφηππν Bitttext 1 
 
              Δηθφλα 18. ΢ηηγκηφηππν Bitttext 2 
 59 
 
 To Sentigem είλαη ΑPI πνπ πινπνηεί κφλν Αλάιπζε ΢πλαηζζήκαηνο ζε θείκλν ζηα 
Αγγιηθά. Τπνινγίδεη ην ζπλνιηθφ ζπλαίζζεκα ηνπ θεηκέλνπ θαζψο θαη ην 
ζπλαίζζεκα ησλ επηκέξνπο θξάζεσλ. Αθνινπζνχλ ζηηγκηφηππα απφ ην demo ηεο 
εθαξκνγήο(http://sentigem.com/#!). 
 
Δηθφλα 19. ΢ηηγκηφηππν Sentigem 1 
 
 
 
Δηθφλα 20. ΢ηηγκηφηππν Sentigem 2 
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3. Δθαπμογή Μη Δπιβλεπόμενηρ Μησανικήρ  
    Μάθηζηρ ζε ππαγμαηικά δεδομένα 
3.1 Πεπιγπαθή ηος πειπάμαηορ  
Έρνληαο κειεηήζεη ην ζεσξεηηθφ ππφβαζξν ηεο απηφκαηεο Αλάιπζεο ΢πλαηζζήκαηνο ζε 
θείκελν ζηα πξνεγνχκελα θεθάιαηα, ζην παξφλ θεθάιαην ζα πξνρσξήζνπκε ζηελ 
εθαξκνγή ηεο βαζηζκέλεο ζε Μεραληθή Μάζεζε κεζφδνπ Αλάιπζεο ΢πλαηζζήκαηνο ζε 
πξαγκαηηθά δεδνκέλα. Ζ κέζνδνο πνπ επηιέμακε λα εθαξκφζνπκε είλαη απηή ηεο Με 
Δπηβιεπφκελεο Μεραληθήο Μάζεζεο (clustering, ζπζηαδνπνίεζε), ιφγσ ηνπ φηη ην 
κεγαιχηεξν κέξνο ησλ κέρξη ζήκεξα εξεπλψλ ζην πεδίν ηεο Αλάιπζεο ΢πλαηζζήκαηνο 
εζηηάδεη ζηελ ρξήζε Λεμηθνχ ΢πλαηζζήκαηνο θαη ζηελ Eπηβιεπφκελε Μεραληθή Μάζεζε, 
παξακειψληαο ηελ Με Δπηβιεπφκελε Μεραληθή Μάζεζε. ΢ηφρνο καο είλαη λα 
κειεηήζνπκε θαηά πφζν κπνξεί λα είλαη απνηειεζκαηηθή κηα Με Δπηβιεπφκελε κέζνδνο 
Αλάιπζεο ΢πλαηζζήκαηνο αιιά θαη λα εληνπίζνπκε ηνπο ιφγνπο γηα ηνπο νπνίνπο 
δηζηάδνπλ λα επελδχζνπλ ζ‟ απηή νη εξεπλεηέο.  
3.2 To ζύνολο δεδομένυν ηος πειπάμαηορ 
΢ηα πιαίζηα ηεο παξνχζαο δηπισκαηηθήο ρξεζηκνπνηήζεθε σο ζχλνιν δεδνκέλσλ ηεο 
Μεραληθήο Μάζεζεο έλα ζχλνιν απφ 4.009 tweets (καδί κε retweets) ζρεηηθά κε ηνλ 
ηνπξηζκφ ζηελ Διιάδα. Σα tweets καο παξαρσξήζεθαλ απφ ηελ εηαηξεία αλάιπζεο 
δεδνκέλσλ Brandwatch (http://www.brandwatch.com/) θαη ην θνηλφ ραξαθηεξηζηηθφ ηνπο, 
κε βάζε ην νπνίν έγηλε ε εμφξπμε ηνπο είλαη ε παξνπζία ηνπ username @VisitGreecegr. Σα 
tweets καο δφζεθαλ ραξαθηεξηζκέλα σο πξνο ην ζπλαηζζεκαηηθφ πεξηερφκελν σο positive 
(ζεηηθά), negative (αξλεηηθά) θαη neutral (νπδέηεξα). Ο ραξαθηεξηζκφο απηφο έγηλε κε 
απηφκαην ηξφπν, κε βάζε ηελ εκθάληζε θάπνησλ πνιχ ραξαθηεξηζηηθψλ ζπλαηζζεκαηηθψλ 
ιέμεσλ. Σν ζχλνιν ησλ tweets ραξαθηεξίζηεθε απφ εκάο ρεηξνλαθηηθά εθ λένπ, δηφηη 
παξαηεξήζακε φηη ην ζχζηεκα κε βάζε ην νπνίν είρε γίλεη ν αξρηθφο ζρνιηαζκφο δελ ήηαλ 
ηδηαίηεξα επαίζζεην, κε απνηέιεζκα λα ραξαθηεξίδεη ηα πεξηζζφηεξα tweets σο νπδέηεξα. 
Δπίζεο, ζεσξήζακε ρξήζηκε ηελ πξνζζήθε κηαο λέαο θιάζεο ζπλαηζζήκαηνο, ζηελ νπνία 
ζα ηαμηλνκνχληαη ηα tweets ησλ νπνίσλ είλαη αδχλαηε ε ηαμηλφκεζε κε αμηνιφγεζε κφλν 
ηεο πιεξνθνξίαο ηνπ θεηκέλνπ ηνπ tweet θαη φρη ηπρφλησλ δηεπθξηληζηηθψλ ζπλνδεπηηθψλ 
ζπλδέζκσλ, θαζψο είηε πεξηιακβάλνπλ ηαπηφρξνλα αξλεηηθφ θαη ζεηηθφ ζπλαίζζεκα, είηε 
ρξεζηκνπνηνχλ ζπλαηζζεκαηηθέο θξάζεηο νη νπνίεο κπνξεί λα εκπεξηέρνπλ θαηά πεξίπησζε 
είηε αξλεηηθφ είηε ζεηηθφ λφεκα. ΢ηελ θαηεγνξία απηή, εληάμακε επίζεο ηα tweets πνπ ήηαλ 
γξακκέλα ζε γιψζζεο εθηφο Διιεληθψλ θαη Αγγιηθψλ. 
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΢πγθεθξηκέλα, νξίζακε ηηο εμήο θαηεγνξίεο ζπλαηζζήκαηνο : 
 
Καηηγοπία 
Σςναιζθήμαηορ 
Σύμβολο Πεπιγπαθή 
 
Positive (Θεηηθφ) 
 
+ 
 
Σν tweet εθθξάδεη ζεηηθφ ζπλαίζζεκα. 
 
Negative (Αξλεηηθφ) 
 
- 
 
Σν tweet εθθξάδεη ζεηηθφ ζπλαίζζεκα. 
 
Neutral (Οπδέηεξν) 
 
= 
 
Σν tweet δελ εθθξάδεη ζπλαίζζεκα. 
 
 
Undefined 
(Απξνζδηφξηζην) 
 
 
* 
 
Σν tweet θαίλεηαη λα εθθξάδεη ζπλαίζζεκα 
ην νπνίν δελ κπνξνχκε λα πξνζδηνξίζνπκε 
δηαβάδνληαο κφλν ην θείκελν. 
Πίλαθαο 10. ΢χκβνια πνπ ρξεζηκνπνηήζεθαλ γηα ην ζρνιηαζκφ 
Καηά ηνλ ρεηξσλαθηηθφ ζρνιηαζκφ καο αγλνήζεθαλ νη ζχλδεζκνη, ιήθζεθαλ ππφςε ηα 
hashtags πνπ πεξηείραλ ζπλαηζζεκαηηθέο ιέμεηο (π.ρ. #loveGreece), νη αλαθνξέο ζε ρξήζηεο 
ησλ νπνίσλ ην φλνκα απνθαιχπηεη ζπλαίζζεκα (π.ρ. @ilovekavala, @WeLoveKefalonia, 
@loveZante) θαζψο θαη ηα emoticons. Δπίζεο, φπσο ζπλεζίδεηαη, πξνζαξκφζακε ηελ 
αλάιπζε ζηνλ ζπγθεθξηκέλν λνεκαηηθφ ηνκέα ζηνλ νπνίν αλαθέξνληαη ηα tweets ηνπ 
dataset, δειαδή ηνλ ηνπξηζκφ ζηελ Διιάδα, ψζηε λα είλαη πην αθξηβήο. Γηα παξάδεηγκα, ην 
tweet RT @VisitGreecegr: Clear waters in #Halkidiki via @VisitHalkidiki #Greece #ttot 
@VeryMacedonia #travel pic.twitter.com/pEyPrbxelR", πνπ κηιά γηα θαζαξά λεξά ζηε 
Υαιθηδηθή ζεσξνχκε φηη εθθξάδεη ζεηηθφ ζπλαίζζεκα ζηα πιαίζηα ηνπ ηνπξηζκνχ ζηελ 
Διιάδα. 
Αθνινπζνχλ ραξαθηεξηζηηθά παξαδείγκαηα ηνπ ρεηξνλαθηηθνχ ζρνιηαζκνχ καο: 
Καηηγοπία Παπαδείγμαηα από ηο dataset 
 
Positive (Θεηηθφ) 
 
1. Fascinating Blue Caves on #Zakynthos island #Greece 
#travelpics photography by Alistair Ford @alistair_ford 
pic.twitter.com/zy4ctJbT5r 
 
2. RT @VisitGreecegr: #Nafplio: One of the most romantic 
cities in #Greece! Find out more here: ow.ly/ynHx2 
ow.ly/i/60yas 
 
3. RT @penandpalate: #Greece : hospitality and cuisine as 
legendary as its mythology exm.nr/TiBZV9 
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@VisitHalkidiki @VisitGreecegr 
pic.twitter.com/IF784enegP 
 
 
Negative 
(Αξλεηηθφ) 
 
1. @mstoysav @VisitGreecegr who are those monsters who 
use cruelty against poor animals? Please make them pay to 
save dogs life 
 
2. It was a bad idea putting the @VisitGreecegr on my 
Google+ feed. #BagsArePacked 
 
3. @mstoysav @VisitGreecegr Whoever did this murder has 
not only shamed the village of Ziros and Sitia but the 
whole island of Crete. 
 
 
Neutral 
(Οπδέηεξν) 
 
1. RT @VisitGreecegr: Rockwave Festival will take place 
this year on July 11 and 12, 2014. #ttot #Greece 
ow.ly/yAjJc 
 
2. @VisitGreecegr We shared your #travel post on 
geotravellers.com under #Travel #GeoTravellers 
rbl.ms/1jasYoi 
 
3. In #Greece, “YAH sahs!” is the way to say hello 
@VisitGreecegr 
 
 
 
Undefined 
 (Απξνζδηφξηζην) 
 
1. @mstoysav @VisitGreecegr I don't understand please 
explain if to me.What's happening to those dogs...it's 
Incredible what I'm seeing 
2. RT @VisitGreecegr: Nights in #Andros by 
@JamesCiccone @Gemstars81 #Greece 
pic.twitter.com/oVVf6Bn6gG" 
    
3. A Crete Thrill Seeker‟s Guide for Adventure 
blog.visitgreece.gr/a-crete-thrill… via @visitgreecegr 
 
Πίλαθαο 11. Υαξαθηεξηζηηθά παξαδείγκαηα απφ θάζε θιάζε 
Μεηά ηνλ ζρνιηαζκφ καο πξνέθπςε dataset πνπ απνηειείηαη απφ 2.280 ζεηηθά, 115 
αξλεηηθά, 954 νπδέηεξα, 660 απξνζδηφξηζηα. Παξαηεξνχκε φηη ν αξηζκφο ησλ αξλεηηθψλ 
tweets είλαη πνιχ κηθξφο, νπφηε αλακέλεηαη λα αληηκεησπίζνπκε δπζθνιία σο πξνο ηνλ 
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πξνζδηνξηζκφ ηεο αξλεηηθήο ζπζηάδαο. Δπίζεο, ε αληζφηεηα ησλ θιάζεσλ είλαη έλα αθφκε 
ραξαθηεξηζηηθφ πνπ ελδέρεηαη λα πξνθαιέζεη πξνβιήκαηα.  
3.3 Η πλαηθόπμα WEKA 
Ωο εξγαιείν γηα ηελ πινπνίεζε ηεο Αλάιπζεο ΢πλαηζζήκαηνο επηιέμακε ηελ πιαηθφξκα 
WEKA (http://www.cs.waikato.ac.nz/ml/weka/). To WEKA είλαη έλα δσξεάλ ινγηζκηθφ 
αλνηρηνχ θψδηθα πνπ πεξηιακβάλεη κηα ζπιινγή αιγνξίζκσλ Μεραληθήο Μάζεζεο κε 
αληηθείκελν εξγαζίεο ζρεηηθέο κε ηελ εμφξπμε δεδνκέλσλ, ε νπνία δεκηνπξγήζεθε απφ ζην 
Παλεπηζηήκην ηνπ Waikato ηεο Νέαο Εειαλδίαο. Οη αιγφξηζκνη ηνπ WEKA είλαη 
γξακκέλνη ζε Java θαη παξέρνπλ ηηο εμήο δπλαηφηεηεο: 
 Πξνεπεμεξγαζία δεδνκέλσλ 
 Σαμηλφκεζε 
 ΢πζηαδνπνίεζε  
 Δχξεζε Καλφλσλ ΢πζρέηηζεο 
Οη παξαπάλσ εξγαζίεο κπνξνχλ λα γίλνπλ είηε κέζσ ηνπ γξαθηθνχ πεξηβάιινληνο ηεο 
εθαξκνγήο πνπ έρεη ηξεηο δηαθνξεηηθέο εθδνρέο, είηε κέζσ γξακκήο εληνιψλ. Γηα ηηο 
αλάγθεο ηηο δηπισκαηηθήο έγηλε ρξήζε ηνπ γξαθηθνχ πεξηβάιινληνο, θαη ζπγθεθξηκέλα ηνπ 
Explorer.  
 
 
Δηθφλα 21. Οζφλε εθθίλεζεο Weka 
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Δηθφλα 22. Γξαθηθφ πεξηβάιινλ Explorer ηνπ WEKA 
Σα βαζηθά αξρεία ηα νπνία δέρεηαη ην WEKA πξνο επεμεξγαζία είλαη αξρεία ηχπνπ arff 
(Attribute - Relation File Format). Έλα αξρείν ηχπνπ arff είλαη έλα αξρείν θεηκέλνπ 
ραξαθηήξσλ ASCII (ASCII text file) πνπ πεξηιακβάλεη κία ιίζηα παξαδεηγκάησλ 
(instances) ηα νπνία πεξηγξάθνληαη απφ ραξαθηεξηζηηθά (attributes). Απνηειείηαη απφ δχν 
δηαθξηηά ηκήκαηα: ην ηκήκα Header θαη ην ηκήκα Data. Σν ηκήκα Header πεξηιακβάλεη ην 
φλνκα ηνπ ζπλφινπ δεδνκέλσλ, ηα νλφκαηα θαη ηνπο ηχπνπο ησλ ραξαθηεξηζηηθψλ 
(attributes), ελψ ην ηκήκα Data πεξηιακβάλεη ηα παξαδείγκαηα θαη ηηο ηηκέο πνπ 
αληηζηνηρνχλ ζην θάζε ραξαθηεξηζηηθφ ηνπο.  
΢ηελ πεξίπησζε καο, ρξεηάζηεθε λα κεηαηξέςνπκε ην εθάζηνηε dataset απφ αξρείν excel ζε 
αξρείν csv θαη ηειηθά κέζσ ηνπ WEKA ζε αξρείν arff. Σν θάζε arff αξρείν καο 
πεξηιακβάλεη ηξία attributes: ην attribute tweets, πνπ πεξηγξάθεη ηα tweets θαη επνκέλσο 
είλαη ηχπνπ string, ην attribute my_annotation πνπ πεξηγξάθεη ην δηθφ καο ρεηξνλαθηηθφ 
ζρνιηαζκφ θαη είλαη ηχπνπ nominal θαη ην attribute first_annotation πνπ πεξηγξάθεη ηνλ 
αξρηθφ ζρνιηαζκφ ησλ δεδνκέλσλ θαη είλαη επίζεο ηχπνπ nominal. Σν ηξίην attribute 
αγλνήζεθε θαηά ηελ εθηέιεζε ησλ πεηξακάησλ. 
3.4 Πεπιγπαθή ζηαδίυν ηηρ πειπαμαηικήρ διαδικαζίαρ 
΢ηελ παξάγξαθν πνπ αθνινπζεί πεξηγξάθνπκε ηα δηάθνξα πεηξάκαηα πνπ εθηειέζακε θαη 
ηα αληίζηνηρα απνηειέζκαηα πνπ ιάβακε.  
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3.4.1 Τποποποιήζειρ ηος απσικού dataset ππιν ηην εκηέλεζη ηυν πειπαμάηυν 
 Όπσο γίλεηαη εχθνια θαηαλνεηφ, ηα επαλαιακβαλφκελα φκνηα tweets (retweets) δελ 
πξνζθέξνπλ θάηη νπζηαζηηθφ ζηελ απφδνζε ηνπ ζπζηήκαηνο ζηελ πεξίπησζε ηεο 
ζπζηαδνπνίεζεο. Απελαληίαο, αιινηψλνπλ ηα πξαγκαηηθά απνηειέζκαηα θαη βειηηψλνπλ 
πιαζκαηηθά ηελ απφδνζε, αθνχ πξνθαλψο παλνκνηφηππα tweets ηαμηλνκνχληαη ζηελ ίδηα 
ζπζηάδα. Δπνκέλσο, απφ ην αξρηθφ dataset ησλ 4.009 tweets, αθαηξψληαο ηα πνιιαπιά 
tweets παίξλνπκε έλα dataset κε 1.546 tweets (831 ζεηηθά, 89 αξλεηηθά, 453 νπδέηεξα, 173 
απξνζδηφξηζηα). Δπίζεο, γηα ιφγνπο ζπκβαηφηεηαο κε ηελ πιαηθφξκα κεηαηξέςακε ηα 
ειιεληθά γξάκκαηα ζηα αληίζηνηρα ιαηηληθά. 
3.4.2 Διζαγυγή απσείος δεδομένυν και πποεπεξεπγαζία 
Αλνίγνληαο ην πεξηβάιινλ explorer ηνπ WEKA, επηιέγνπκε ηελ θαξηέια Preprocess θαη 
θνξηψλνπκε ην θαηάιιειν dataset ζε κνξθή arff. Γηα λα επεμεξγαζηνχκε ηα δεδνκέλα κε 
ρξήζε θάπνηνπ αιγνξίζκνπ ζπζηαδνπνίεζεο ζα πξέπεη λα ηα κεηαηξέςνπκε ζε καζεκαηηθή 
κνξθή. Απηφ γίλεηαη κε ηε ρξήζε ηνπ θίιηξνπ String-to-Word-Vector πνπ παξέρεη ην 
WEKA(Filter: weka> filters> unsupervised> attributes> stringToWordVector). Σν θίιηξν 
απηφ κεηαηξέπεη θάζε έλα απφ ηα παξαδείγκαηα ηνπ dataset (ζηελ πεξίπησζε καο θάζε 
tweet) ζε έλα δηάλπζκα ηνπ νπνίνπ ην πιήζνο ζπληζησζψλ ηζνχηαη κε ηνλ αξηζκφ ησλ 
δηαθνξεηηθψλ ραξαθηεξηζηηθψλ (features) πνπ ππάξρνπλ ζην dataset αξρηθά ή πνπ 
επηιέγνπκε λα παξακείλνπλ. Ζ ηηκή ηεο θάζε ζπληζηψζαο κπνξεί λα ππνδειψλεη είηε ηε 
ζπρλφηεηα εκθάληζεο (απιή, tf, tf-idf), είηε ηελ παξνπζία - απνπζία ηνπ αληίζηνηρνπ 
ραξαθηεξηζηηθνχ ζην εθάζηνηε παξάδεηγκα - έγγξαθν, αλάινγα κε ηε ξχζκηζε πνπ έρνπκε 
θάλεη ζηελ θαξηέια ξπζκίζεσλ ηνπ θίιηξνπ πξηλ ηελ εθαξκνγή ηνπ. Μέζσ ηεο θαξηέιαο 
ξχζκηζεο κπνξνχκε κεηαμχ ησλ άιισλ, λα επηιέμνπκε δηάθνξεο απφ ηεο κεζφδνπο 
πξνεπεμεξγαζίαο πνπ κειεηήζεθαλ ζην Kεθάιαην 2, φπσο stemming, αθαίξεζε stop-words, 
ρξήζε n-grams.   
3.4.3 Δπιλογή σαπακηηπιζηικών  
Μεηά ηελ εθαξκνγή ηνπ θίιηξνπ String-to-word-vector, θαη αθνχ νξίζνπκε ην attribute πνπ 
ζα απνηειέζεη ηελ θιάζε ζπλαηζζήκαηνο (ζηα dataset καο ην attribute “my annotation”), 
κπνξνχκε λα θάλνπκε επηινγή ραξαθηεξηζηηθψλ κε ρξήζε ηνπ θίιηξνπ Attribute-Selection 
(Filter: weka> filters> supervised> attributes> Attribute - Selection). ΢ηελ θαξηέια 
ξπζκίζεσλ ηνπ θίιηξνπ απηνχ επηιέγνπκε σο κέζνδν αλαδήηεζεο (search) ηελ επηινγή 
Ranker θαη σο αμηνινγεηή (evaluator) είηε ην Info Gain είηε ην Chi-square, πνπ 
κειεηήζεθαλ ζην δεχηεξν θεθάιαην. Δπηζεκαίλνπκε φηη ζε έλα ξεαιηζηηθφ πξφβιεκα Με 
Δπηβιεπφκελεο Μάζεζεο ε επηινγή ραξαθηεξηζηηθψλ κε ηε ρξήζε ησλ παξαπάλσ 
θξηηεξίσλ δελ είλαη εθηθηή εθφζνλ δε ζα δηαζέηακε ηηο θιάζεηο πνπ απαηηνχληαη γηα ηνλ 
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ππνινγηζκφ ηνπο. Ωζηφζν ζην παξφλ πξφβιεκα επηιέγνπκε λα ην ρξεζηκνπνηήζνπκε σο 
επηπιένλ ζηάδην ζηελ πξνεπεμεξγαζία ησλ δεδνκέλσλ, αθνχ δελ επεξεάδεη ηε δηαδηθαζία 
ηεο ζπζηαδνπνίεζεο απηή θαζαπηή.    
3.4.4 Μέθοδορ αξιολόγηζηρ ζςζηαδοποίηζηρ 
Γηα ηελ αμηνιφγεζε ηεο απφδνζεο ηε ζπζηαδνπνίεζεο, ην WEKA παξέρεη ηελ επηινγή 
εθηέιεζεο “classes to clusters evaluation”. ΢χκθσλα κε απηή ζχζηεκα ηξνθνδνηείηαη 
αξρηθά κε ραξαθηεξηζκέλα σο πξνο ην ζπλαίζζεκα δεδνκέλα, ζηε ζπλέρεηα θάλεη 
ζπζηαδνπνίεζε αγλνψληαο ηνλ ραξαθηεξηζκφ ησλ δεδνκέλσλ θαη κεηά ην ηέινο ηεο 
ζπζηαδνπνίεζεο αλαζέηεη κία θιάζε ζπλαηζζήκαηνο ην πνιχ  ζε  κία  ζπζηάδα αλάινγα κε 
ηελ θιάζε πνπ ππεξηεξεί ζηα νκαδνπνηεκέλα δεδνκέλα θαη ηελ ειαρηζηνπνίεζε ηνπ 
πνζνζηνχ απνηπρίαο. Με βάζε απηή ηελ αλάζεζε θιάζεσλ γίλεηαη ζηελ ζπλέρεηα 
ππνινγηζκφο ηνπ πνζνζηνχ επηηπρίαο ηεο ζπζηαδνπνίεζεο. ΢εκεηψλνπκε σζηφζν φηη ε 
ζπγθεθξηκέλε κέζνδνο αμηνιφγεζεο αληηβαίλεη ζην θπξίαξρν πιενλέθηεκα ηεο 
ζπζηαδνπνίεζεο πνπ είλαη ε απνπζία ραξαθηεξηζκνχ ησλ δεδνκέλσλ. Ωζηφζν ηελ 
πηνζεηνχκε γηα ηηο αλάγθεο ηεο παξνχζαο κειέηεο, ψζηε λα εζηηάζνπκε θπξίσο ζηηο 
παξακέηξνπο ηεο ζπζηαδνπνίεζεο θαη φρη ζηηο δηάθνξεο ηερληθέο αλάζεζεο θιάζεσλ ζηηο 
ζπζηάδεο πνπ έρνπλ δεκηνπξγεζεί.  
 Αλ θαη δνθηκάζακε δηάθνξνπο αιγνξίζκνπο ζπζηαδνπνίεζεο, ζα αλαθεξζνχκε κφλν ζηελ 
εθαξκνγή ησλ αιγνξίζκσλ k-means θαη Expectation – Maximization (E-M) θαζψο αθελφο 
επηηξέπνπλ ηελ πξνεπηινγή ηνπ πιήζνπο ησλ ζπζηάδσλ θαη αθεηέξνπ παξνπζίαδαλ πάληα 
ηελ θαιχηεξε απφδνζε. 
3.4.5 Πειπάμαηα 
Α) Πεπιγπαθή ηυν Datasets 
Αθνινπζεί πεξηγξαθή ησλ datasets ζηα νπνία έγηλαλ ηα πεηξάκαηα ζπζηαδνπνίεζεο:  
1. Αξρηθά ρξεζηκνπνηήζεθε αθέξαην ην dataset ησλ 1.546 tweets πνπ πξνέθπςε απφ ηηο 
ηξνπνπνηήζεηο ηνπ αξρηθνχ dataset, δειαδή ην “all-unique” dataset (831 ζεηηθά, 89 
αξλεηηθά, 453 νπδέηεξα, 173  απξνζδηφξηζηα). 
2. ΢ηελ πξνζπάζεηα καο λα απνκαθξχλνπκε νπνηαδήπνηε πιεξνθνξία εηζάγεη 
πιαζκαηηθή νκνηφηεηα κεηαμχ ησλ tweets, γηα ην δεχηεξν πείξακα αθαηξέζεθαλ απφ 
ην dataset “all-unique” oη αλαθνξέο ζε usernames θαη ηα πεξηζζφηεξα links. ΢ηε 
ζπλέρεηα, αθαηξέζεθαλ ηα επαλαιακβαλφκελα tweets πνπ πξνέθπςαλ. Οη αλαθνξέο 
ζε θάπνην ζπγθεθξηκέλν username δελ κπνξνχλ λα ζπλδεζνχλ κε ηελ έθθξαζε 
φκνηνπ ζπλαηζζήκαηνο. Δμαίξεζε απνηειεί ε αλαθνξά ζε usernames καξηπξνχλ ην 
ζπλαίζζεκα ηνπ tweet (π.ρ. @iloveKavala). Δπίζεο, ηα links δελ πξνζδίδνπλ θάπνηα 
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πιεξνθνξία γηα ην ζπλαηζζεκαηηθφ πεξηερφκελν. Πξνέθπςε ην dataset “all-unique-
clean” πνπ απνηειείηαη απφ 1.435 tweets (780 ζεηηθά, 89 αξλεηηθά, 428 νπδέηεξα, 
138 απξνζδηφξηζηα). 
3. Καηά ηελ ηξίηε πξνζπάζεηα αθαηξέζεθαλ απφ ην dataset “all-unique-clean-reduced” 
κεξηθά ζεηηθά θαη κεξηθά νπδέηεξα tweets, αθνχ νη δχν θιάζεηο ήηαλ πνιχ 
κεγαιχηεξεο απφ ηηο άιιεο δχν, κε απνηέιεζκα λα βειηηψλνπλ πιαζκαηηθά ηα 
πνζνζηφ επηηπρίαο. Πξνέθπςε ην dataset “all-unique-clean-reduced” ην νπνίν 
απνηειείηαη απφ 567 tweets (180 ζεηηθά, 89 αξλεηηθά, 160 νπδέηεξα, 138 
απξνζδηφξηζηα). 
Β) Πεπιγπαθή ηυν παπαμέηπυν  
Παπάμεηποι ηυν διάθοπυν ζηαδίυν πποεπεξεπγαζίαρ και ηηρ ζςζηαδοποίηζηρ πος 
έμειναν ζηαθεπέρ  
Καηά ηε δηάξθεηα ησλ δηάθνξσλ δνθηκψλ θξαηήζεθαλ ζηαζεξέο νη εμήο παξάκεηξνη ησλ 
δηάθνξσλ ζηαδίσλ:  
Σηηο ξπζκίζεηο ηνπ StringToWordVectνr filter:  
- Μεηαηξέπνπκε φια ηα γξάκκαηα ζε κηθξά (lowerCaseTokens: True) 
- Υξεζηκνπνηνχκε ιίζηα αθαίξεζεο stopwords (useStoplist: True) 
- Δπηιέγνπκε απιή ζπρλφηεηα εκθάληζεο ιέμεσλ ζε έλα tweet σο ηηκή ηεο αληίζηνηρεο 
ζπληζηψζαο ηνπ δηαλχζκαηνο (outputWordCounts: True) 
-΢ηα πεδία IDFTransform, TFTransform, AttributeIndices, AttributeName - Prefix, 
DoNotOperateOnPerClassBasis, InvertSelection, minTermFreq, normalizeDocLength θαη 
PeriodicPruning δηαηεξήζακε ηηο πξνεπηιεγκέλεο ηηκέο. 
Σηηο ξπζκίζεηο ηνπ AttribureSelection filter: 
Δπηιέγνπκε πάληα σο κέζνδν αλαδήηεζεο ζην πεδίν search ηo Ranker, θαη ζηελ θαξηέια 
ξπζκίζεσλ αλαδήηεζεο αιιάδνπκε κφλν ην πιήζνο ησλ ιέμεσλ πνπ ζέινπκε λα 
παξακείλνπλ κεηά ηελ επηινγή (numToSelect). H κέζνδνο ranker αλαδεηά κεηαμχ ησλ 
attributes θαη επηιέγεη απηά πνπ εκθαλίδνπλ ηηο κεγαιχηεξεο ηηκέο ελφο αμηνινγεηή πνπ 
επηιέγνπκε (π.ρ Info Gain, Gain Ration, Entropy θ.α.). 
Σηηο ξπζκίζεηο ηνπ αιγνξίζκνπ k-means: 
Γηαηεξνχκε ζηαζεξφ ην seed ζηελ ηηκή 8 χζηεξα απφ κεξηθέο δνθηκέο κε δηάθνξεο ηηκέο. Σν 
seed είλαη έλαο ηπραίνο αξηζκφο πνπ απαηηείηαη απφ ηνλ αιγφξηζκν θαη επεξεάδεη ηελ 
επηινγή ησλ θέληξσλ ησλ ζπζηάδσλ. Όπσο παξαηεξήζεθε, ε επίδξαζε ηνπ είλαη 
απξφβιεπηε θαη επνκέλσο δελ έρεη λφεκα λα πξνζπαζήζνπκε λα βξνχκε ηε βέιηηζηε ηηκή 
ηνπ.  
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Σηηο ξπζκίζεηο ηνπ αιγνξίζκνπ E-M: 
Γηαηεξνχκε ην επίζεο απξφβιεπην seed ζηελ ηηκή 100. Γηαηεξνχκε επίζεο ηα πεδία debug, 
displayModelInOldFormat, maxIterations, minStdDev, ζηηο πξνεπηιεγκέλεο ηηκέο.  
Παπάμεηποι ηυν διάθοπυν ζηαδίυν πποεπεξεπγαζίαρ και ηηρ ζςζηαδοποίηζηρ πος 
μεηαβάλλαμε μεηαξύ ηυν διάθοπυν εκηελέζευν 
 
 Έρνληαο αλαθέξεη ηηο παξακέηξνπο πνπ ζα δηαηεξνχκε ζηαζεξέο ζε φιεο ηηο δνθηκέο, ζα 
πξνρσξήζνπκε ηψξα ζηε κειέηε ησλ παξακέηξσλ ηηο νπνίεο κεηαβάιινπκε κε ζηφρν λα 
εξεπλήζνπκε ηελ επίδξαζε ηνπο ζην ηειηθφ απνηέιεζκα ηεο Αλάιπζεο ΢πλαηζζήκαηνο κε 
ηελ ηερληθή ηεο ζπζηαδνπνίεζεο.  
 
 Distance function (Σπλάξηεζε απόζηαζεο): ΢ηελ πεξίπησζε ηνπ αιγνξίζκνπ k-
means o ρξήζηεο θαιείηαη λα επηιέμεη ηε ζπλάξηεζε απφζηαζεο ζηελ νπνία ζα 
βαζηζηεί ν αιγφξηζκνο. Γνθηκάζακε θαη ηηο δχν δηαζέζηκεο ζπλαξηήζεηο, Euclidean 
Distance θαη Manhattan Distance, νη νπνίεο δίλνληαη απφ ηνπο αθφινπζνπο ηχπνπο: 
 
Έζησ ζχλνιν δεδνκέλσλ D, θαη δχν δεδνκέλα ηνπ d1 θαη d2 πνπ πεξηγξάθνληαη απφ 
m ζπληζηψζεο (n1(d1), n2(d1),……,nm(d1)), (n1(d2), n2(d2),……,nm(d2)). Ζ απφζηαζε 
ησλ δχν απηψλ δεδνκέλσλ είλαη ε παξαθάησ. 
 
Euclidean Distance: 𝑑𝑖𝑠𝑡 𝑑1,𝑑2 =     𝑛𝑖 𝑑1 −  𝑛𝑖 𝑑2   
2
𝑖          (3.1) 
 
Manhattan Distance: 𝑑𝑖𝑠𝑡 𝑑1,𝑑2 =    𝑛𝑖 𝑑1 −  𝑛𝑖(𝑑2 ) 𝑖               (3.2) 
 
Ζ δηαθνξά ησλ δχν απηψλ ζπλαξηήζεσλ έγθεηηαη ζην φηη ε πξψηε βαζίδεηαη ζηελ 
ηεηξαγσληθή απφθιηζε, ελψ ε δεχηεξε ζηελ απφιπηε απφθιηζε δχν ζεκείσλ. 
Γίλνπλ πεξίπνπ ίδηα απνηειέζκαηα, εθηφο απφ ηελ πεξίπησζε πνπ ππάξρνπλ 
έθηξνπεο παξαηεξήζεηο (outliers)8, νπφηε ε απφζηαζε Manhattan, ιφγσ κε χςσζεο 
ζην ηεηξάγσλν νδεγεί ζε πην νκαιά απνηειέζκαηα. 
 Πιήζνο clusters: Σφζν ν αιγφξηζκνο k-means φζν θαη ν αιγφξηζκνο E-M δέρνληαη 
σο είζνδν ην πιήζνο ησλ clusters. Ζ δνθηκή απηή γίλεηαη κε ζηφρν λα 
δεκηνπξγεζνχλ έζησ θαη πεξηζζφηεξεο απφ κία ζπζηάδεο γηα θάζε θιάζε, αξθεί λα 
είλαη “θαζαξέο” απφ tweets άιισλ θιάζεσλ. Βέβαηα ιφγσ ηεο ινγηθήο ηνπ WEKA, 
πνπ αλαζέηεη θάζε θιάζε ην πνιχ ζε κία ζπζηάδα, κπνξνχκε λα εθηηκήζνπκε κηα 
ηέηνηα βειηίσζε κφλν κε παξαηήξεζε ησλ ζπζηάδσλ, θαη φρη κέζσ ηνπ πνζνζηνχ 
απνηπρίαο πνπ ππνινγίδεηαη απηφκαηα. 
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 Stemming (ζεκαηνπνίεζε): Πεηξακαηηζηήθακε κε ηελ ρξήζε ή φρη ηεο 
ζεκαηνπνίεζεο, θαη ζπγθεθξηκέλα ηνπ εξγαιείνπ ζεκαηνπνίεζεο lνvinstemmer πνπ 
παξέρεη ην WEKA.  
 Tokenization („ζπάζηκν ηνπ θεηκέλνπ ζε features‟): To WEKA δηαθξίλεη ηα 
ραξαθηεξηζηηθά ελφο θεηκέλνπ κε θξηηήξην ηελ εκθάληζε ζπγθεθξηκέλσλ 
ραξαθηήξσλ - νξηνζεηψλ ησλ πνπ επηιέγνληαη απφ ην ρξήζηε (delimiters). 
Γνθηκάζακε ηε ρξήζε unigrams, bigrams θαη trigrams. Γε κειεηήζεθαλ n-grams 
κεγαιχηεξνπ κήθνπο αθνχ είλαη ζπάληα ε εκθάληζε κεγαιχηεξσλ θξάζεσλ κε 
ηδηαίηεξν λφεκα, εηδηθά ζε θείκελα κηθξνχ κήθνπο φπσο ηα tweets. 
 
 Attribute Selection Δvaluator (αμηνινγεηήο ραξαθηεξηζηηθώλ): Tν WEKA δίλεη ηελ 
δπλαηφηεηα επηινγήο κεηαμχ δηαθνξεηηθψλ αμηνινγεηψλ γηα ηελ επηινγή ησλ 
attributes. Δκείο δνθηκάζακε ηφζν ηνλ αμηνινγεηή Info Gain φζν θαη ηνλ αμηνινγεηή 
Chi-square. 
Γ) Αποηελέζμαηα ηυν πειπαμάηυν 
΢ηηο δνθηκέο πνπ έγηλαλ γηα θάζε έλα απφ ηα ηξία datasets ε επηινγή ησλ ηηκψλ ησλ 
παξακέηξσλ έγηλε κε βάζε ηελ εμήο ινγηθή: Αιιάδακε ηηο παξακέηξνπο κία-κία θξαηψληαο 
ηηο ππφινηπεο παξακέηξνπο (νη νπνίεο είραλ αιιάμεη λσξίηεξα) ζηαζεξέο ζηε βέιηηζηε ηηκή 
ηνπο. Ξεθηλνχζακε πάληα απφ ηελ πην απιή πεξίπησζε πξνεπεμεξγαζίαο ησλ δεδνκέλσλ, 
δειαδή ρσξίο stemming, ζε επίπεδν unigrams, θαη κε πιήζνο ζπζηάδσλ ίζν κε 4. ΢ηελ 
πεξίπησζε ηνπ αιγνξίζκνπ k-means, ζ‟ απηφ ην ζεκείν δνθηκάδακε σο ζπλάξηεζε 
απφζηαζεο ηφζν ηελ Euclidean φζν θαη ηελ Manhattan θαη επηιέγακε θάζε θνξά ηελ 
θαιχηεξε. ΢ηε ζπλέρεηα, απμάλακε ηνλ αξηζκφ ησλ ζπζηάδσλ πνπ δίλεηαη σο πξνεπηινγή 
ζηνλ αιγφξηζκν ζπζηαδνπνίεζεο. Αθνινχζσο, πεηξακαηηζηήθακε κε bigrams θαη trigrams, 
κε stemming, θαη ηέινο κε επηινγή ραξαθηεξηζηηθψλ.  
 
΢ηε ζπλέρεηα παξνπζηάδνληαη δχν πίλαθεο γηα ην θάζε dataset, ζηνπο νπνίνπο ζπλνςίδνληαη 
νη δηάθνξεο ηηκέο ησλ παξακέηξσλ θαη ηα αληίζηνηρα απνηειέζκαηα ηφζν γηα ηνλ αιγφξηζκν 
k-means φζν θαη γηα ηνλ αιγφξηζκν E-M. Παξνπζηάδνληαη επίζεο νη Μήηξεο ΢χγρπζεο 
(Confusion Matrices) θαη νη αλαζέζεηο θιάζεσλ ζηηο ζπζηάδεο, φπσο πξνθχπηνπλ απφ ην 
WEKA. 
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1) Γοκιμέρ ζηο “all-unique” dataset 
Αξρηθφ πιήζνο ζπληζησζψλ δηαλχζκαηνο: 4.066 
ID String-to-word 
 filter  
Attribute-selection 
filter 
k-means clustering 
algorithm  
Incorrectly 
clustered 
instances 
 
 
K1 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
42,62% 
  
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K2 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
43,53% 
 
tokenizer 
 
unigrams 
distance 
function 
Manhattan 
distance 
 
 
K3 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
6 
 
43,07% 
 
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K4 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
15 
 
43,91% 
 
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K5 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
46,05% 
 
tokenizer 
 
bigrams 
distance 
function 
Euclidean 
distance 
 
 
K6 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
46,05% 
 
tokenizer 
 
trigrams 
distance 
function 
Euclidean 
distance 
 
 
K7 
 
stemmer 
 
  
 
 
evaluator 
 
- 
 
clusters 
 
4 
 
51,48% 
 
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K8 
 
stemmer 
 
 - 
 
 
evaluator 
 
InfoGain  
(2000 
attributes) 
 
clusters 
 
4 
 
 
43,53%  
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K9 
 
stemmer 
 
 - 
 
 
evaluator 
 
Chi-
square 
(2000 
attributes) 
 
clusters 
 
4 
 
 
54,98%  
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
Πίλαθαο 12. Πίλαθαο εθηέιεζεο αιγνξίζκνπ k-means γηα ην 1ν dataset 
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ID String-to-word 
filter  
Attribute-selection 
filter 
EM clustering 
algorithm  
Incorrectly 
clustered 
instances 
 
 
E1 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
69,46% 
 
tokenizer 
 
unigrams 
 
 
E2 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
6 
 
66,49% 
 
tokenizer 
 
unigrams 
 
 
E3 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
15 
 
72,63% 
 
tokenizer 
 
unigrams 
 
 
E4 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
63,51% 
 
tokenizer 
 
bigrams 
 
 
E5 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
57,76% 
 
tokenizer 
 
trigrams 
 
 
E6 
 
stemmer 
 
  
 
evaluator 
 
- 
 
clusters 
 
4 
 
58,08% 
 
tokenizer 
 
trigrams 
 
 
E7 
 
stemmer 
 
- 
 
evaluator 
 
Info Gain  
(2000 
attributes) 
 
clusters 
 
4 
 
59,31% 
 
tokenizer 
 
trigrams 
 
 
E8 
 
stemmer 
 
     - 
 
evaluator 
 
Chi-
square 
(2000 
attributes) 
 
clusters 
 
     4 
 
   59,31% 
 
tokenizer 
 
trigrams 
Πίλαθαο 13. Πίλαθαο εθηέιεζεο αιγνξίζκνπ E-M γηα ην 1ν dataset 
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Αθνινπζνχλ ηα Confusion Matrices ησλ παξαπάλσ εθηειέζεσλ, απφ ην WEKA: 
 
            K1:                                                            K2:    
Clustered Instances 
0            6 (0%) 
1        121 (8%) 
2      1418 (92%) 
3            1 (0%) 
 
Classes to Clusters: 
   0     1      2   3    cluster 
   0   53    36   0 | - 
   1   58  113   1 | * 
   1     5  825   0 | + 
   4     5  444   0 | = 
 
Cluster 0  = 
Cluster 1  * 
Cluster 2  + 
Cluster 3  No class 
   Clustered Instances 
0           6 (0%) 
1          42 (3%) 
2      1497 (97%) 
3            1 (0%) 
 
Classes to Clusters: 
    0    1       2   3    cluster 
    0    2     87   0 | - 
    2  40   130   1 | * 
    1    0   830   0 | + 
    3    0   450   0 | = 
 
Cluster 0  = 
Cluster 1  * 
Cluster 2  + 
Cluster 3  No class 
           
            K3:                                                                               
Clustered Instances 
0         6 ( 0%) 
1     121 (8%) 
2   1411 (91%) 
3         1 (0%) 
4         1 (0%) 
5         6 (0%) 
 
Classes to Clusters: 
   0    1     2   3   4   5   cluster 
   0  53   36   0   0   0 | - 
   1  58 113   1   0   0 | * 
   1   5  818   0   1   6 | + 
   4   5  444   0   0   0 | = 
 
Cluster 0  = 
Cluster 1  * 
Cluster 2  + 
Cluster 3  No class 
Cluster 4  No class 
Cluster 5  No class 
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                K4: 
    Clustered Instances 
 0          6 (0%) 
 1       121 (8%) 
 2     1380 (89%) 
 3           1 (0%) 
 4           1 (0%) 
 5           6 (0%) 
 6           3 (0%) 
 7           2 (0%) 
 8           2 (0%) 
 9         12 (1%) 
10           2 (0%) 
11           2 (0%) 
12           2 (0%) 
13           4 (0%) 
14           2 (0%) 
 
Classes to Clusters: 
   0     1       2   3   4   5   6   7   8    9  10  11  12  13  14   cluster 
   0   53     36   0   0   0   0   0   0    0    0    0    0     0   0 | - 
  1    58   109   1   0   0   0   1   0    3    0    0    0     0   0 | * 
   1     5   805   0   1   6   3   0   0    8    0    0    0     0   2 | + 
   4     5   430   0   0   0   0   1   2    1    2    2    2     4   0 | = 
 
Cluster  0  No class 
Cluster  1  * 
Cluster  2  + 
Cluster  3  No class 
Cluster  4  No class 
Cluster  5  No class 
Cluster  6  No class 
Cluster  7  No class 
Cluster  8  No class 
Cluster  9  No class 
Cluster 10  No class 
Cluster 11  No class 
Cluster 12  No class 
Cluster 13  = 
Cluster 14 No class 
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               K5:                                                            K6: 
Clustered Instances 
0      1542 (100%) 
1            2 (0%) 
2            1 (0%) 
3            1 (0%) 
 
 
Classes to Clusters: 
      0   1   2   3   cluster 
    88   0   1   0 | - 
  170   2   0   1 | * 
  831   0   0   0 | + 
  453   0   0   0 | = 
 
Cluster 0 + 
Cluster 1  * 
Cluster 2  - 
Cluster 3 No class 
 
 Clustered Instances 
0      1542 (100%) 
1            2 (0%) 
2            1 (0%) 
3            1 (0%) 
 
 
Classes to Clusters: 
     0   1   2   3    cluster 
   88   0   1   0 | - 
 170   2   0   1 | * 
 831   0   0   0 | + 
 453   0   0   0 | = 
 
Cluster 0  + 
Cluster 1  * 
Cluster 2  - 
Cluster 3  No class 
 
 
                      K7:                                                           K8: 
Clustered Instances 
0       810 (52%) 
1         42 (3%) 
2       692 (45%) 
3           2 (0%) 
 
 Classes to Clusters: 
      0    1      2   3   cluster 
      9    2    78   0 | - 
   60   40    72   1 | * 
 499     0  331   1 | + 
 242     0  211   0 | = 
 
Cluster 0  + 
Cluster 1  * 
Cluster 2  = 
Cluster 3  No class 
 Clustered Instances 
0           5 (0%) 
1          42 (3%) 
2      1498(97%) 
3            1 (0%) 
 
Classes to Clusters: 
   0    1    2    3   cluster 
   0    2  87    0 | - 
   1  40 131   1 | * 
   1   0  830   0 | + 
   3   0  450   0 | = 
 
Cluster 0 = 
Cluster 1  * 
Cluster 2  + 
Cluster 3  No class 
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            K9: 
Clustered Instances 
0      1023 (66%) 
1          42 (3%) 
2            5 (0%) 
3        476 (31%) 
 
Classes to Clusters: 
    0     1  2      3   cluster 
  73     2  5      9 | - 
  90   40  0    43 | * 
 520   0   0  311 | + 
 340   0   0  113 | = 
 
Cluster 0  = 
Cluster 1  * 
Cluster 2  - 
Cluster 3  + 
    
 
         E1:                                                     E2: 
Clustered Instances 
0       401 (26%) 
1       495 (32%) 
2       298 (19%) 
3       352 (23%) 
 
Log likelihood: 8650.98994 
 
Classes to Clusters: 
    0       1      2      3   cluster 
  46     34      0     9 | - 
  45     81    18   29 | * 
161   280  163 227 | + 
149   100  117   87 | = 
 
Cluster 0  - 
Cluster 1  + 
Cluster 2  = 
Cluster 3  * 
 Clustered Instances 
0           1 (0%) 
1       292 (19%) 
2       461 (30%) 
3       249 (16%) 
4       235 (15%) 
5       308 (20%) 
 
Log likelihood: 8818.5235 
 
Classes to Clusters: 
0      1        2       3     4      5    cluster                           
0      8      17       0   28    36 | - 
0    20      31     17   68    37 | * 
1  188    306   124   87  125 | + 
0    76    107   108   52  110 | = 
 
Cluster 0 No class 
Cluster 1  No class 
Cluster 2  + 
Cluster 3  = 
Cluster 4  * 
Cluster 5  - 
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            E3:                                                                               
Clustered Instances 
 0         3 (0%) 
 1         1 (0%) 
 2        58 (4%) 
 3        89 (6%) 
 4          2 (0%) 
 5        27 (2%) 
 6        63 (4%) 
 7      166 (11%) 
 8         58 (4%) 
 9       322 (21%) 
10          3 (0%) 
11          5 (0%) 
12      194 (13%) 
13      354 (23%) 
14      201 (13%) 
 
 
Log likelihood: 9410.26635 
 
Classes to Clusters: 
0   1     2     3   4     5      6      7     8      9   10  11   12    13    14   cluster 
0   1     0   52   0     0      0      6     0       1    3   0    10      9     7 | - 
0   0     4   28   0     1      2     10    3       1    0   0    20    58   33 | * 
3   0    25    3   0   20    34   110  36   229    0   4    80   200  87 | + 
0   0    29    6   2     6    27     40  19     78    0   1    84     87  74 | = 
 
Cluster  0  No class 
Cluster  1  No class 
Cluster  2  No class 
Cluster  3  - 
Cluster  4  No class 
Cluster  5  No class 
Cluster  6  No class 
Cluster  7  No class 
Cluster  8  No class 
Cluster  9  + 
Cluster 10  No class 
Cluster 11  No class 
Cluster 12  = 
Cluster 13  * 
Cluster 14  No class 
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                   E4: 
Clustered Instances 
0       569 (37%) 
1           3 (0%) 
2       592 (38%) 
3       382 (25%) 
 
Log likelihood: 20935.25638 
 
Classes to Clusters: 
      0   1     2      3   cluster 
    16   3    64     6 | - 
    84   0    61   28 | * 
  324   0 258  249 | + 
  145   0  209   99 | = 
 
Cluster 0  + 
Cluster 1  - 
Cluster 2  = 
Cluster 3  * 
 
 
           E5:                                                           E6: 
Clustered Instances 
 0       808 (52%) 
1            3 (0%) 
2        602 (39%) 
3        133 (9%) 
 
Log likelihood: 25132.77463 
 
Classes to Clusters: 
     0   1     2     3   cluster 
   29   3   54     3 | - 
   98   0   60   15 | * 
 455   0 308   68 | + 
 226   0 180   47 | = 
 
Cluster 0  + 
Cluster 1  - 
Cluster 2  = 
Cluster 3  * 
 Clustered Instances 
0       770 (50%) 
1           3 (0%) 
2       637 (41%) 
3       136 (9%) 
 
Log likelihood: 24968.97776 
 
Classes to Clusters: 
     0   1      2     3   cluster 
   25   3    58     3 | - 
   99   0    56   18 | * 
  433  0  329   69 | + 
  213  0  194   46 | = 
 
Cluster 0 + 
Cluster 1  - 
Cluster 2  = 
Cluster 3  * 
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                      E7:                                                           E8: 
Clustered Instances 
0       245 (16%) 
1       559 (36%) 
2           2 (0%) 
3       740 (48%) 
 
 
Log likelihood: 22369.75892 
 
Classes to Clusters: 
   0      1   2      3   cluster 
  26    15   0   48 | - 
  18    84   1   70 | * 
 134 338   1 358 | + 
  67  122   0 264 | = 
  
Cluster 0  - 
Cluster 1  + 
Cluster 2  * 
Cluster 3  = 
 Clustered Instances 
0       245 (16%) 
1       559 (36%) 
2           2 (0%) 
3       740 (48%) 
 
 
Log likelihood: 22369.75886 
 
Classes to Clusters: 
   0       1    2     3    cluster 
  26    15    0   48 | - 
  18    84    1   70 | * 
 134  338  1  358 | + 
  67  122   0  264 | = 
 
Cluster 0  - 
Cluster 1  + 
Cluster 2  * 
Cluster 3  = 
 
 
 
 
 
Σσολιαζμόρ αποηελεζμάηυν για ηο “all-unique” dataset  
 ΢ηελ πεξίπησζε ρξήζεο ηνπ k-means παξαηεξνχκε ηα εμήο: 
 Μεηαμχ ησλ δχν πξψησλ δνθηκψλ (K1, K2), νη νπνίεο δηαθέξνπλ κφλν ζηελ 
ρξεζηκνπνηνχκελε ζπλάξηεζε απφζηαζεο ππάξρεη ειάρηζηε δηαθνξά, κε ηελ δνθηκή 
Κ2 (Manhattan Distance) λα εκθαλίδεη κεγαιχηεξν πνζνζηφ απνηπρίαο θαηά 1% 
πεξίπνπ. Ζ θαηαλνκή ζηηο ζπζηάδεο είλαη ζρεδφλ ίδηα. Ζ κεγαιχηεξε κεηαθίλεζε 
κεηαμχ ησλ δχν εθηειέζεσλ παξαηεξείηαη ζηα αξλεηηθά tweets. Ωζηφζν, ιφγσ ηεο 
ηδηαηηεξφηεηαο ηεο κεζφδνπ αμηνιφγεζεο classes –  to – clusters, πνπ έρεη αλαθεξζεί 
πξνεγνπκέλσο, ζε θακία απφ ηηο δχν πεξηπηψζεηο δελ γίλεηαη αλάζεζε ηεο 
αξλεηηθήο θιάζεο ζε θάπνην cluster. Δπνκέλσο, ζε φπνηα θιάζε θαη λα 
ηνπνζεηεζνχλ ηα αξλεηηθά tweets, πξνθαινχλ ην ίδην πνζνζηφ ιάζνπο. 
΢πκπεξαίλνπκε ινηπφλ, φηη ε δηαθνξά ζηελ επίδνζε ησλ δχν εθηειέζεσλ νθείιεηαη 
ζηελ κεηαθίλεζε θάπνησλ tweets ησλ ππφινηπσλ ηξηψλ θιάζεσλ ζε δηαθνξεηηθά 
clusters, κε ησλ νπνίσλ ηελ θιάζε δελ ηαπηίδνληαη. Ζ κηθξή κεηαθίλεζε απηή είλαη 
απνηέιεζκα ηεο δηαθνξάο ζηνλ ηχπν ππνινγηζκνχ ηεο απφζηαζεο. Λφγσ ηεο 
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ειάρηζηα θαιχηεξεο επίδνζεο ηεο Euclidean distance, επηιέγνπκε λα ζπλερίζνπκε 
απηήλ ζηηο αθφινπζεο δνθηκέο.    
 Μεηαμχ ησλ δνθηκψλ K1, K3, K4 κεηαβάιινπκε ην πιήζνο ησλ ζπζηάδσλ. 
Παξαηεξψληαο ηηο αληίζηνηρεο Μήηξεο ΢χγρπζεο, βιέπνπκε φηη απμάλνληαο ηνλ 
αξηζκφ ησλ ζπζηάδσλ, γίλεηαη κεηαθίλεζε κηθξψλ νκάδσλ απφ tweets πνπ αλήθνπλ 
ζηελ ίδηα θιάζε ζηηο λέεο θελέο ζπζηάδεο. Γεκηνπξγνχληαη δειαδή πεξηζζφηεξεο 
ζπζηάδεο, νη νπνίεο είλαη πην “εμεηδηθεπκέλεο”. Δθφζνλ δελ έρνπκε δπλαηφηεηα 
κειέηεο ηνπ θαηλνκέλνπ κέζσ ηνπ ζπλνιηθνχ πνζνζηνχ ιάζνπο, γηα ιφγνπο 
θαιχηεξεο επνπηείαο θαη πξνζαξκνγήο κε ην ζπγθεθξηκέλν πξφβιεκα δηαηεξνχκε 
ηνλ αξηζκφ ησλ ζπζηάδσλ ζηηο ηέζζεξηο (4) γηα ηηο ππφινηπεο δνθηκέο. 
 Μεηαμχ ησλ δνθηκψλ Κ1, Κ5, Κ6 κεηαβάιινπκε ην κήθνο ησλ n-grams, απφ 1 κέρξη 
3. Παξαηεξείηαη αχμεζε ηνπ πνζνζηνχ απνηπρίαο θαηά ηε κεηάβαζε απφ unigrams 
ζε bigrams ή trigrams, ελψ ηα ην πνζνζηφ παξακέλεη αθξηβψο ην ίδην ζηελ 
πεξίπησζε bigrams θαη trigrams. Αλ θαη θαηά ηε κεηάβαζε απφ unigrams ζε 
bigrams ή trigrams παξαηεξείηαη ζχκπηπμε ησλ tweets ίδηαο θιάζεο, ηαπηφρξνλα 
δελ γίλεηαη απνκάθξπλζε ηνπο απφ ην cluster πνπ είλαη θαηεηιεκκέλν απφ άιιε 
θιάζε. Ωο απνηέιεζκα, έρνπκε ηε ζπγθέληξσζε ηεο πιεηνλφηεηαο ησλ tweets ζε 
έλα cluster θαη ηελ πηψζε ηεο απφδνζεο ελ ηέιεη. Δπηιέγνπκε επνκέλσο ηα unigrams 
γηα ηηο αθφινπζεο εθηειέζεηο.  
 ΢ηε δνθηκή K7 εθαξκφδνπκε stemming ζηα unigrams πξηλ ηε ζπζηαδνπνίεζε θαη 
παξαηεξνχκε ηελ απφδνζε λα πέθηεη ζεκαληηθά (πεξίπνπ 9%) ζε ζχγθξηζε κε ηελ 
αληίζηνηρε ρσξίο stemming δνθηκή (K1). Παξαηεξνχκε ζηνπο πίλαθεο φηη ζπκβαίλεη 
δηάζπαζε ησλ tweets  ίδηαο θιάζεο. Απηφ πξνθαλψο ζπκβαίλεη γηαηί κε ην stemming 
δεκηνπξγνχληαη λέεο νκνηφηεηεο κεηαμχ ησλ tweets νη νπνίεο ππεξηζρχνπλ, 
θαζηζηψληαο θάπνηα tweets πην φκνηα απφ φηη ήηαλ πξηλ. Σπραίλεη ζηελ πεξίπησζε 
καο ινηπφλ λα δεκηνπξγνχληαη νκνηφηεηεο κεηαμχ tweets δηαθνξεηηθψλ θιάζεσλ, κε 
απνηέιεζκα ηελ αχμεζε ηνπ πνζνζηνχ απνηπρίαο. Δπνκέλσο, δε ζα 
ρξεζηκνπνηήζνπκε stemming ζηε ζπλέρεηα.  
 ΢ηηο δνθηκέο Κ8 θαη Κ9 εηζάγνπκε ηελ επηινγή ραξαθηεξηζηηθψλ θαη κεηαβάιινπκε 
ην θξηηήξην επηινγήο ησλ 2000 απφ ηα αξρηθά 4066 unigrams. Μεηαμχ ησλ δχν 
αμηνινγεηψλ δελ παξαηεξείηαη θακία δηαθνξά, ελψ ζε ζρέζε κε ηε δνθηκή Κ1 
(ρσξίο αμηνινγεηή) παξαηεξνχληαη ειάρηζηεο αζήκαληεο κεηαθηλήζεηο tweets. 
 ΢ηελ πεξίπησζε ρξήζεο ηνπ ΔΜ παξαηεξνχκε ηα εμήο: 
 Μεηαμχ ησλ δνθηκψλ Δ1, Δ2, Δ3 κεηαβάιινπκε θαη πάιη ην πιήζνο ησλ ζπζηάδσλ. 
Όπσο θαη ζηελ πεξίπησζε ηνπ k-means παξαηεξνχκε θαη πάιη ηε δεκηνπξγία πην 
εμεηδηθεπκέλσλ clusters κε ηελ αχμεζε ηνπ πιήζνπο ζπζηάδσλ. Γηα ηνπο ίδηνπο 
ιφγνπο ζπλερίδνπκε κε πιήζνο ζπζηάδσλ ίζν κε 4.  
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 Μεηαμχ ησλ δνθηκψλ Δ1,  Δ4, Δ5 κεηαβάιινπκε ην κήθνο ησλ n-grams, απφ 1 κέρξη 
3. Παξαηεξνχκε ζηαδηαθή βειηίσζε θαζψο απμάλεηαη ην κήθνο ησλ n-grams. Ζ 
βειηίσζε παξαηεξείηαη κφλν ζηηο ζπζηάδεο ηεο ζεηηθήο θαη νπδέηεξεο θιάζεο. 
Ωζηφζν νη ζπζηάδεο ησλ ππφινηπσλ δχν θιάζεσλ έρνπλ ηελ θαιχηεξε πνηφηεηα 
ζηελ πεξίπησζε ησλ unigrams, γεγνλφο πνπ ππνδειψλεη φηη ζην dataset  
εληνπίδνληαη bigrams ή trigrams κφλν ζηελ πεξίπησζε ησλ ζεηηθψλ θαη νπδέηεξσλ 
tweets, πνπ είλαη ηα πνιππιεζέζηεξα. Δθφζνλ θακία ζπζηάδα δελ είλαη απνιχησο 
ηθαλνπνηεηηθή ζπλερίδνπκε κε trigrams κε ηελ πξνζδνθία λα βειηηψζνπκε αθφκα 
πεξηζζφηεξν έζησ θαη δχν απφ ηηο ηέζζεξηο ζπζηάδεο.    
 ΢ηε δνθηκή E6 εθαξκφδνπκε stemming ζηα trigrams πξηλ ηε ζπζηαδνπνίεζε θαη 
παξαηεξνχκε ηελ απφδνζε λα πέθηεη ειάρηζηα (πεξίπνπ 1%) ζε ζχγθξηζε κε ηελ 
αληίζηνηρε ρσξίο stemming δνθηκή (E5). Οη ζπζηάδεο ησλ αξλεηηθψλ θαη 
απξνζδηφξηζησλ tweets πξνθαλψο ρεηξνηέξεπζαλ ελψ ρεηξφηεξε έγηλε θαη ε ζεηηθή 
ζπζηάδα. Διάρηζηε βειηίσζε παξαηεξείηαη ζηε ζπζηάδα ησλ νπδεηέξσλ. 
Αθαηξνχκε ην stemming ζηηο επφκελεο δνθηκέο. 
 ΢ηηο δνθηκέο E7 θαη E8 εηζάγνπκε ηελ επηινγή ραξαθηεξηζηηθψλ ελψ κεηαβάιινπκε 
θαη ην θξηηήξην επηινγήο ησλ 10.000 απφ ηα αξρηθά 11.135 trigrams. Οη δνθηκέο Δ7 
θαη Δ8 δίλνπλ παλνκνηφηππεο ζπζηαδνπνίεζεηο πνπ είλαη βειηησκέλεο θαηά 10% ζε 
ζχγθξηζε κε ηελ αληίζηνηρε ρσξίο επηινγή ραξαθηεξηζηηθψλ δνθηκή (E5).  Οιεο νη 
ζπζηάδεο πιελ απηήο ησλ απξνζδηφξηζησλ tweets δείρλνπλ λα βειηηψλνληαη. 
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2) Γοκιμέρ ζηο “all-unique-clean” dataset 
Αξρηθφ πιήζνο ζπληζησζψλ δηαλχζκαηνο: 2.820 
ID String-to-word 
filter  
Attribute-selection 
filter 
k-means clustering 
algorithm  
Incorrectly 
clustered 
instances 
 
 
K1 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
54,14% 
 
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K2 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
54,00% 
 
tokenizer 
 
unigrams 
distance 
function 
Manhattan 
distance 
 
 
K3 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
6 
 
61,67% 
 
tokenizer 
 
unigrams 
distance 
function 
Manhattan 
distance 
 
 
K4 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
15 
 
61,81% 
 
tokenizer 
 
unigrams 
distance 
function 
Manhattan 
distance 
 
 
K5 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
45,92% 
 
tokenizer 
 
bigrams 
distance 
function 
Manhattan 
distance 
 
 
K6 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
45,85% 
 
tokenizer 
 
trigrams 
distance 
function 
Manhattan 
distance 
 
 
K7 
 
stemmer 
 
  
 
evaluator 
 
- 
 
clusters 
 
4 
 
56,37% 
 
tokenizer 
 
unigrams 
distance 
function 
Manhattan 
distance 
 
 
K8 
 
stemmer 
 
- 
 
evaluator 
 
Info Gain  
(2000 
attributes) 
 
clusters 
 
4 
 
51,70% 
 
tokenizer 
 
unigrams 
distance 
function 
Manhattan 
distance 
 
 
K9 
 
stemmer 
 
  - 
 
evaluator 
 
Chi-
square 
(2000 
attributes) 
 
clusters 
 
4 
 
 
51,70%  
tokenizer 
 
unigrams 
distance 
function 
Manhattan 
distance 
Πίλαθαο 14. Πίλαθαο εθηέιεζεο αιγνξίζκνπ k-means γηα ην 2o dataset 
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ID String-to-word filter  Attribute-selection 
filter 
EM clustering 
algorithm  
Incorrectly 
clustered 
instances 
 
 
E1 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
Clusters 
 
4 
 
62,29% 
 
tokenizer 
 
unigrams 
 
 
E2 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
Clusters 
 
6 
 
69,19% 
 
tokenizer 
 
unigrams 
 
 
E3 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
Clusters 
 
15 
 
72,19% 
 
tokenizer 
 
unigrams 
 
 
E4 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
Clusters 
 
4 
 
57,70% 
 
tokenizer 
 
bigrams 
 
 
E5 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
Clusters 
 
4 
 
44,80% 
 
tokenizer 
 
trigrams 
 
 
E6 
 
stemmer 
 
  
 
evaluator 
 
- 
 
Clusters 
 
4 
 
61,95% 
 
tokenizer 
 
unigrams 
 
 
E7 
 
stemmer 
 
  
 
evaluator 
 
Info Gain  
(2000 
attributes) 
 
Clusters 
 
4 
 
54,42% 
 
tokenizer 
 
unigrams 
 
 
E8 
 
stemmer 
 
  
 
evaluator 
 
Chi-
square 
(2000 
attributes) 
 
Clusters 
 
4 
 
54,42% 
 
tokenizer 
 
unigrams 
Πίλαθαο 15. Πίλαθαο εθηέιεζεο αιγνξίζκνπ E-M γηα ην 2o dataset 
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Αθνινπζνχλ ηα Confusion Matrices ησλ παξαπάλσ εθηειέζεσλ, απφ ην WEKA: 
     
              K1:                                                             K2: 
Clustered Instances 
0        71 (5%) 
1      994 (69%) 
2          1 (0%) 
3      369 (26%) 
 
Classes to Clusters: 
    0     1    2      3   cluster 
    0    89   0      0 | - 
    6  108   0    24 | * 
  38  524   1  217 | + 
  27  273   0  128 | = 
 
Cluster 0  * 
Cluster 1  + 
Cluster 2  No class 
Cluster 3  = 
 Clustered Instances 
0        73 (5%) 
1      999 (70%) 
2          1 (0%) 
3      362 (25%) 
 
Classes to Clusters: 
    0     1    2      3   cluster 
    0    89   0      0 | - 
    7  109   0    22 | * 
  38  527   1  214 | + 
  28  274   0  126 | = 
 
Cluster 0  * 
Cluster 1  + 
Cluster 2  No class 
Cluster 3  = 
 
 
                 K3:                                                                               
Clustered Instances 
0       276 (19%) 
1       783 (55%) 
2           1 (0%) 
3           3 (0%) 
4           1 (0%) 
5       371 (26%) 
 
Classes to Clusters: 
     0     1   2   3    4      5   cluster 
     5   84   0   0    0      0 | - 
   26   88   0   0    0    24 | * 
 165  395   1   0   1  218 | + 
   80  216   0   3   0  129 | = 
 
Cluster 0  * 
Cluster 1  + 
Cluster 2  No class 
Cluster 3  No class 
Cluster 4  No class 
Cluster 5  = 
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                K4: 
Clustered Instances 
 0         3 (0%) 
 1         2 (0%) 
 2         1 (0%) 
 3         3 (0%) 
 4         1 (0%) 
 5     369 (26%) 
 6         2 (0%) 
 7         4 (0%) 
 8         3 (0%) 
 9         2 (0%) 
10    255 (18%) 
11      10 (1%) 
12     776 (54%) 
13         3 (0%) 
14         1 (0%) 
 
Classes to Clusters: 
   0   1   2   3   4     5   6   7   8   9   10   11  12  13  14   cluster 
   0   0   0   0   0     0   0   0   0   0     5     0   83   0    1 | - 
   0   0   0   0   0   23   0   0   1   2   23     1   88   0    0 | * 
   2   1   1   3   1 214   2   0   2   0  153    7 392   2    0 | + 
   1   1   0   0   0 132   0   4   0   0    74    2 213   1    0 | = 
 
Cluster  0  No class 
Cluster  1 No class 
Cluster  2  No class 
Cluster  3  No class 
Cluster  4  No class 
Cluster  5  = 
Cluster  6  No class 
Cluster  7  No class 
Cluster  8 No class 
Cluster  9 No class 
Cluster 10  * 
Cluster 11  No class 
Cluster 12  + 
Cluster 13 - No class 
Cluster 14  - 
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                      K5:                                                                  K6: 
Clustered Instances 
0      1429 (100%) 
1            2 (0%) 
2            1 (0%) 
3            3 (0%) 
 
Classes to Clusters: 
    0   1   2   3   cluster 
  89   0   0   0 | - 
 138   0   0  0 | * 
 775   1   1  3 | + 
 427   1   0  0 | = 
 
Cluster 0  + 
Cluster 1  = 
Cluster 2  No class 
Cluster 3  No class 
 Clustered Instances 
0      1430 (100%) 
1            2 (0%) 
2            1 (0%) 
3            2 (0%) 
 
 
Classes to Clusters: 
    0    1   2   3   cluster 
   89   0   0   0 | - 
 138   0   0   0 | * 
 776   1   1   2 | + 
 427   1   0   0 | = 
 
Cluster 0  + 
Cluster 1  = 
Cluster 2  No class 
Cluster 3  No class 
 
 
 
                       K7:                                                                 K8: 
Clustered Instances 
 
0       901 (63%) 
1       161 (11%) 
2           2 (0%) 
3       371 (26%) 
 
Classes to Clusters: 
     0    1   2      3   cluster 
   89    0   0      0 | - 
 100  14   0    24 | * 
 482  79   2  217 | + 
 230  68   0  130 | = 
 
Cluster 0  + 
Cluster 1  * 
Cluster 2  No class 
Cluster 3  = 
 Clustered Instances 
0           5 (0%) 
1      1055 (74%) 
2           1 (0%) 
3       374 (26%) 
 
Classes to Clusters: 
  0      1    2     3   cluster 
  0    89    0     0 | - 
  2   112   0   24 | * 
  2   559   1 218 | + 
  1   295   0 132 | = 
 
Cluster 0  * 
Cluster 1  + 
Cluster 2  No class 
Cluster 3  = 
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            K9: 
Clustered Instances 
0            5 (0%) 
1      1055 (74%) 
2             1 (0%) 
3        374 (26%) 
 
Classes to Clusters: 
   0    1    2     3   cluster 
   0  89    0     0 | - 
   2 112   0   24 | * 
   2 559   1 218 | + 
   1 295   0 132 | = 
 
Cluster 0 * 
Cluster 1  + 
Cluster 2  No class 
Cluster 3  = 
  
 
              E1:                                                       E2: 
Clustered Instances 
0       553 (39%) 
1       558 (39%) 
2        49 (3%) 
3       275 (19%) 
 
Log likelihood: 6239.8277 
 
Classes to Clusters: 
    0     1    2         3   cluster 
  72    16    0        1 | - 
  53    58    8      19 | * 
253   347   32  148 | + 
175   137     9  107 | = 
 
Cluster 0= 
Cluster 1  + 
Cluster 2  No class 
Cluster 3  * 
 Clustered Instances 
0        14 (1%) 
1       411 (29%) 
2       431 (30%) 
3       306 (21%) 
4        90 (6%) 
5       183 (13%) 
 
Log likelihood: 6720.65895 
 
Classes to Clusters: 
 0      1       2     3     4       5   cluster 
 2    24     17    45    1       0 | - 
12   38     42    24    8     14 | * 
  0  253  242  156   48    81 | + 
  0    96  130    81   33    88 | = 
 
Cluster 0 No class 
Cluster 1  + 
Cluster 2  = 
Cluster 3  - 
Cluster 4  No class 
Cluster 5  * 
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              E3:                                                                               
Clustered Instances 
 0        60 (4%) 
 1          6 (0%) 
 2          4 (0%) 
 3       128 (9%) 
 4       212 (15%) 
 5           4 (0%) 
 6         65 (5%) 
 7        502 (35%) 
 8        289 (20%) 
 9          38 (3%) 
10         52 (4%) 
11         63 (4%) 
12           6 (0%) 
13           4 (0%) 
14           2 (0%) 
 
 
Log likelihood: 6705.18887 
 
Classes to Clusters: 
    0   1   2    3     4    5    6      7    8        9   10   11  12  13  14   cluster 
    1   0   0    0     9    2    0    28    40      0     9     0    0    0    0 | - 
    1   1   3  12   19    0     3    53   33      1     9     1    2    0    0 | * 
  50   2   1  65  129    2   49  283  128   15   21   29   2    4    0 | + 
    8   3   0  51   55    0    13  138    88   22   13   33   2    0    2 | = 
 
Cluster  0  No class 
Cluster  1  No class 
Cluster  2  No class 
Cluster  3  No class 
Cluster  4  * 
Cluster  5  No class 
Cluster  6  No class 
Cluster  7  + 
Cluster  8  = 
Cluster  9  No class 
Cluster 10  - 
Cluster 11  No class 
Cluster 12  No class 
Cluster 13  No class 
Cluster 14  No class 
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                E4: 
Clustered Instances 
0         4 (0%) 
1         1 (0%) 
2     882 (61%) 
3     548 (38%) 
 
Log likelihood: 16019.77213 
 
Classes to Clusters: 
   0   1      2      3   cluster 
   0   0    71    18 | - 
   0   0  103    35 | * 
   3   1  444  332 | + 
   1   0  264  163 | = 
 
Cluster 0  No class 
Cluster 1  No class 
Cluster 2  + 
Cluster 3  = 
 
                 E5:                                                              E6: 
Clustered Instances 
0        14 (1%) 
1      1417 (99%) 
2             2 (0%) 
3             2 (0%) 
 
Log likelihood: 16008.69974 
 
Classes to Clusters: 
   0     1   2   3   cluster 
   2   87   0   0 | - 
 12 126   0   0 | * 
   0 778   2   0 | + 
   0 426   0   2 | = 
 
Cluster 0  * 
Cluster 1  + 
Cluster 2  No class 
Cluster 3  = 
 Clustered Instances 
0       368 (26%) 
1       212 (15%) 
2       672 (47%) 
3       183 (13%) 
 
 
Log likelihood: 5265.49811 
 
Classes to Clusters: 
    0     1      2      3   cluster 
   39    2    46      2 | - 
   38  19    69    12 | * 
 178 103  407   92 | + 
 113   88  150   77 | = 
 
Cluster 0  - 
Cluster 1  = 
Cluster 2  + 
Cluster 3  * 
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             E7:                                                               E8: 
Clustered Instances 
0       368 (26%) 
1       727 (51%) 
2       117 (8%) 
3       223 (16%) 
 
 
Log likelihood: 4078.59394 
 
Classes to Clusters: 
     0      1    2     3   cluster 
   54    26    7     2 | - 
   45    60    7   26 | * 
 132  484  50 114 | + 
 137  157  53   81 | = 
 
Cluster 0  = 
Cluster 1  + 
Cluster 2  - 
Cluster 3  * 
 Clustered Instances 
0      368 (26%) 
1       727 (51%) 
2       117 (8%) 
3       223 (16%) 
 
 
Log likelihood: 4078.59394 
 
Classes to Clusters: 
     0     1    2     3  cluster 
   54   26    7     2 | - 
   45   60    7   26 | * 
 132 484  50 114 | + 
 137 157  53   81 | = 
 
Cluster 0 = 
Cluster 1  + 
Cluster 2  - 
Cluster 3  * 
 
 
 
 
Σσολιαζμόρ αποηελεζμάηυν για ηο “all-unique-clean” dataset  
 ΢ηελ πεξίπησζε ρξήζεο ηνπ k-means παξαηεξνχκε ηα εμήο: 
 Μεηαμχ ησλ δχν πξψησλ δνθηκψλ (K1, K2), νη νπνίεο δηαθέξνπλ κφλν ζηελ 
ρξεζηκνπνηνχκελε ζπλάξηεζε απφζηαζεο ππάξρεη ακειεηέα δηαθνξά, κε ηελ 
δνθηκή Κ1 (Euclidean Distance) λα εκθαλίδεη κεγαιχηεξν πνζνζηφ απνηπρίαο. Ζ 
θαηαλνκή ζηηο ζπζηάδεο είλαη ζρεδφλ ίδηα. Λφγσ ηεο ειάρηζηα θαιχηεξεο επίδνζεο 
ηεο Manhattan distance, επηιέγνπκε λα ζπλερίζνπκε απηήλ ζηηο αθφινπζεο δνθηκέο.    
 Μεηαμχ ησλ δνθηκψλ K1, K3, K4 κεηαβάιινπκε ην πιήζνο ησλ ζπζηάδσλ. Όπσο 
θαη ζηελ πεξίπησζε ηνπ πξνεγνχκελνπ data set παξαηεξνχκε ηελ δεκηνπξγία πην 
εμεηδηθεπκέλσλ clusters κε ηελ αχμεζε ηνπ πιήζνπο ησλ ζπζηάδσλ. Γηα ηνπο ίδηνπο  
ιφγνπο ζπλερίδνπκε κε πιήζνο ζπζηάδσλ ίζν κε 4. 
 Μεηαμχ ησλ δνθηκψλ Κ1, Κ5, Κ6 κεηαβάιινπκε ην κήθνο ησλ n-grams, απφ 1 κέρξη 
3. Παξαηεξείηαη κείσζε ηνπ πνζνζηνχ απνηπρίαο θαηά ηε κεηάβαζε απφ unigrams 
ζε bigrams ή trigrams θαηά πεξίπνπ 8%, ελψ κεηαμχ bigrams θαη trigrams ε δηαθνξά 
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ζεσξείηαη ακειεηέα. ΢εκεηψλνπκε σζηφζν, φηη ζηελ πεξίπησζε Κ5 θαη Κ6 
αλαγλσξίδνληαη κφλν 2 απφ ηηο 3 θιάζεηο πνπ αλαγλσξίδνληαη ζηελ Κ1. Δπνκέλσο, 
ε βειηίσζε ζηα απνηειέζκαηα ησλ Κ5 θαη Κ6 είλαη ππνηηκεκέλε ζην ηειηθφ 
πνζνζηφ. Ζ βειηίσζε νθείιεηαη θπξίσο ζην φηη ζπκπηχζζνληαη ηα ζεηηθά tweets, 
πνπ απνηεινχλ ηελ πνιππιεζέζηεξε νκάδα. Ωζηφζν, παξαηεξείηαη θαη εδψ ην 
θαηλφκελν ηεο ζπγθέληξσζεο ηεο πιεηνλφηεηαο ησλ tweets ζε κία ζπζηάδα. 
Δπνκέλσο, παξά ηελ θαηλνκεληθή πνζνζηηαία βειηίσζε επηιέγνπκε ηα unigrams γηα 
ηηο αθφινπζεο εθηειέζεηο.  
 ΢ηε δνθηκή K7 εθαξκφδνπκε stemming ζηα unigrams πξηλ ηε ζπζηαδνπνίεζε θαη 
παξαηεξνχκε ηελ απφδνζε λα πέθηεη ζε ζχγθξηζε κε ηελ αληίζηνηρε ρσξίο 
stemming δνθηκή (K1). Όπσο παξαηεξνχκε, απηφ νθείιεηαη ζε δηάζπαζε θάπνησλ 
tweets ηεο ίδηα θιάζεο ζε  κηθξφηεξεο νκάδεο πνπ ηαμηλνκνχληαη ζε δηαθνξεηηθά 
clusters, θαη ζπζπείξσζε θάπνησλ άιισλ ζε clusters θαηεηιεκκέλα απφ άιιε 
θπξίαξρε θιάζε. Γελ δηαηεξνχκε ην stemming ζηηο αθφινπζεο δνθηκέο. 
 ΢ηηο δνθηκέο Κ8 θαη Κ9 εηζάγνπκε ηελ επηινγή ραξαθηεξηζηηθψλ ελψ κεηαβάιινπκε 
ην θξηηήξην επηινγήο 2.000 απφ ηα αξρηθά 2.820 unigrams. Παξαηεξνχκε πνιχ 
κηθξή βειηίσζε ηεο απφδνζεο (πεξίπνπ 3%) ζε ζρέζε κε ηε δνθηκή Κ1. Σν Info 
Gain θαη Chi-square δίλνπλ παλνκνηφηππα απνηειέζκαηα. 
 ΢ηελ πεξίπησζε ρξήζεο ηνπ ΔΜ παξαηεξνχκε ηα εμήο: 
 Μεηαμχ ησλ δνθηκψλ Δ1, Δ2, Δ3 κεηαβάιινπκε θαη πάιη ην πιήζνο ησλ ζπζηάδσλ. 
Όπσο θαη ζηελ πεξίπησζε ηνπ k-means παξαηεξνχκε ηελ δεκηνπξγία πην 
εμεηδηθεπκέλσλ clusters κε ηελ αχμεζε ηνπ πιήζνπο. Γηα ηνπο ίδηνπο ιφγνπο 
ζπλερίδνπκε κε πιήζνο ζπζηάδσλ ίζν κε 4.  
 Μεηαμχ ησλ δνθηκψλ Δ1,  Δ4, Δ5 κεηαβάιινπκε ην κήθνο ησλ n-grams, απφ 1 κέρξη 
3. Παξαηεξνχκε ζηαδηαθή βειηίσζε ηνπ πνζνζηνχ απνηπρίαο θαζψο απμάλεηαη ην 
κήθνο ησλ n-grams. Ωζηφζν κε παξαηήξεζε πξνθχπηεη φηη ε βειηίσζε είλαη 
πιαζκαηηθή, ιφγσ ηεο πνιππιεζνχο ζεηηθήο θιάζεο. Παξαηεξείηαη ζπζζψξεπζε 
ησλ tweets ζηε ζεηηθή ζπζηάδα. Δπνκέλσο, δηαηεξνχκε ηα unigrams ζηηο αθφινπζεο 
δνθηκέο.  
 ΢ηε δνθηκή E6 εθαξκφδνπκε stemming ζηα unigrams πξηλ ηε ζπζηαδνπνίεζε θαη 
παξαηεξνχκε ηελ απφδνζε λα βειηηψλεηαη ειάρηζηα (πεξίπνπ 1%) ζε ζχγθξηζε κε 
ηελ αληίζηνηρε ρσξίο stemming δνθηκή (E1) κε θάπνηεο ειάρηζηεο κεηαθηλήζεηο θαη 
αλαγλψξηζε πιένλ θαη ηεο αξλεηηθήο ζπζηάδαο. 
 ΢ηηο δνθηκέο E7 θαη E8 εηζάγνπκε ηελ επηινγή ραξαθηεξηζηηθψλ ελψ κεηαβάιινπκε 
θαη ην θξηηήξην επηινγήο ησλ 2.000 απφ ηα αξρηθά 2.570 unigrams. Οη δνθηκέο Δ7 
θαη Δ8 δίλνπλ παλνκνηφηππεο ζπζηαδνπνίεζεηο πνπ είλαη βειηησκέλεο θαηά 10% ζε 
ζχγθξηζε κε ηελ αληίζηνηρε ρσξίο επηινγή ραξαθηεξηζηηθψλ δνθηκή (E1).  Ωζηφζν, 
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ζηηο Δ7 θαη Δ8 παξαηεξνχκε φηη ζηε ζπζηάδα ζηελ νπνία έρεη αλαηεζεί ε ζεηηθή 
θιάζε ππάξρνπλ πεξηζζφηεξα αξλεηηθά tweets, γεγνλφο πνιχ αξλεηηθφ γηα ηελ 
πνηφηεηα ηεο ζπζηαδνπνίεζεο.   
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3) Γοκιμέρ ζηο “all – unique –clean-reduced” dataset 
Αξρηθφ πιήζνο ζπληζησζψλ δηαλχζκαηνο: 1.680 
ID String-to-word 
filter  
Attribute-selection 
filter 
k-means clustering 
algorithm  
Incorrectly 
clustered 
instances 
 
 
K1 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
 
67,37 %  
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K2 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
 
67,72%  
tokenizer 
 
unigrams 
distance 
function 
Manhattan 
distance 
 
 
K3 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
6 
 
 
67,54%  
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K4 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
15 
 
 
70,89%  
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K5 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
 
68,60%  
tokenizer 
 
bigrams 
distance 
function 
Euclidean 
distance 
 
 
K6 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
 
67,90%  
tokenizer 
 
trigrams 
distance 
function 
Euclidean 
distance 
 
 
K7 
 
stemmer 
 
  
 
evaluator 
 
- 
 
clusters 
 
4 
 
 
67,37%  
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K8 
 
stemmer 
 
- 
 
evaluator 
 
Info Gain  
(1500 
attributes) 
 
clusters 
 
4 
 
 
66,13%  
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
 
 
K9 
 
stemmer 
 
- 
 
evaluator 
 
Chi-
square 
(1500 
attributes) 
 
clusters 
 
4 
 
66,84% 
  
tokenizer 
 
unigrams 
distance 
function 
Euclidean 
distance 
Πίλαθαο 16. Πίλαθαο εθηέιεζεο αιγνξίζκνπ k-means γηα ην 3ν dataset 
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ID String-to-word filter  Attribute-selection 
filter 
EM clustering 
algorithm  
Incorrectly 
clustered 
instances 
 
 
E1 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
67,37% 
 
tokenizer 
 
unigrams 
 
 
E2 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
6 
 
65,25% 
 
tokenizer 
 
unigrams 
 
 
E3 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
15 
 
70,89% 
 
tokenizer 
 
unigrams 
 
 
E4 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
69,66% 
 
tokenizer 
 
bigrams 
 
 
E5 
 
stemmer 
 
- 
 
evaluator 
 
- 
 
clusters 
 
4 
 
68,25% 
 
tokenizer 
 
trigrams 
 
 
E6 
 
stemmer 
 
  
 
evaluator 
 
- 
 
clusters 
 
4 
 
 
62,43%  
tokenizer 
 
unigrams 
 
 
E7 
 
stemmer 
 
  
 
evaluator 
 
Info Gain  
(1500 
attributes) 
 
clusters 
 
4 
 
 
69,31%  
tokenizer 
 
unigrams 
 
 
E8 
 
stemmer 
 
  
 
evaluator 
 
Chi-
square 
(1500 
attributes) 
 
clusters 
 
4 
 
 
63,84%  
tokenizer 
 
unigrams 
Πίλαθαο 17. Πίλαθαο εθηέιεζεο αιγνξίζκνπ E-M γηα ην 3ν dataset 
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Αθνινπζνχλ ηα Confusion Matrices ησλ παξαπάλσ εθηειέζεσλ, απφ ην WEKA: 
 
          K1:                                                                K2: 
Clustered Instances 
0      429 (76%) 
1        15 (3%) 
2          3 (1%) 
3      120 (21%) 
 
 
Classes to Clusters: 
      0   1   2   3   cluster 
    89   0   0   0 | - 
 119   1   0  18 | * 
 118   5   0  57 | + 
 103   9   3  45 | = 
 
Cluster 0  * 
Cluster 1  = 
Cluster 2  No class 
Cluster 3  + 
 Clustered Instances 
0      431 (76%) 
1         15 (3%) 
2           3 (1%) 
3      118 (21%) 
 
 
Classes to Clusters: 
     0   1   2     3   cluster 
  86    0   0     3 | - 
 121   1   0   16 | * 
 122   5   0   53 | + 
 102   9   3   46 | = 
 
Cluster 0  * 
Cluster 1  = 
Cluster 2  No class 
Cluster 3  + 
 
 
              K3:                                                                               
Clustered Instances 
0      422 (74%) 
1         15 (3%) 
2           3 (1%) 
3      100 (18%) 
4           9 (2%) 
5         18 (3%) 
 
Classes to Clusters: 
   0     1   2     3  4   5    cluster 
  82    0   0    0   0   7 | - 
 118   1   0  16   0   3 | * 
 117   5   0  50   5   3 | + 
 105   9   3  34   4   5 | = 
 
Cluster 0  * 
Cluster 1  = 
Cluster 2  No class 
Cluster 3  + 
Cluster 4  No class 
Cluster 5  - 
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            Κ4: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Clustered Instances 
 0      103 (18%) 
 1        13 (2%) 
 2          3 (1%) 
 3        52 (9%) 
 4          9 (2%) 
 5        16 (3%) 
 6          1 (0%) 
 7        23 (4%) 
 8        14 (2%) 
 9           2 (0%) 
10      260(46%) 
11        14 (2%) 
12           1 (0%) 
13           2 (0%) 
14         54 (10%) 
 
Classes to Clusters: 
   0  1  2  3   4  5  6  7   8  9  10  11 12 13  14   cluster 
 15  0  0  0   0  6  0  0   2  0  62    3   1   0    0 | - 
 28  1  0  8   0  2  0  5 12  0  72    1   0   0    9 | * 
 38  3  0 29  5  3  1 14  0  2  58    4   0   2  21 | + 
 22  9  3 15  4  5  0   4  0  0  68    6   0   0  24 | = 
 
Cluster  0 * 
Cluster  1  No class 
Cluster  2  No class 
Cluster  3  + 
Cluster  4  No class 
Cluster  5  No class 
Cluster  6  No class 
Cluster  7  No class 
Cluster  8  No class 
Cluster  9  No class 
Cluster 10  - 
Cluster 11  No class 
Cluster 12 - No class 
Cluster 13  No class 
Cluster 14  = 
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            Κ5:                                                              Κ6: 
Clustered Instances 
0      548 (97%) 
1          2 (0%) 
2          3 (1%) 
3        14 (2%) 
 
Classes to Clusters: 
     0   1   2   3   cluster 
  89   0    0   0 | - 
 135   0   0   3 | * 
 172   1   0   7 | + 
 152   1   3   4 | = 
 
Cluster 0  + 
Cluster 1  No class 
Cluster 2  = 
Cluster 3  * 
 Clustered Instances 
0      560 (99%) 
1          2 (0%) 
2          3 (1%) 
3          2 (0%) 
 
Classes to Clusters: 
    0   1   2   3   cluster 
  89   0   0   0 | - 
 138   0   0  0 | * 
 179   1   0  0 | + 
 154   1   3  2 | = 
 
Cluster 0 + 
Cluster 1  No class 
Cluster 2  = 
Cluster 3  No class 
 
              K7:                                                               K8: 
 Clustered Instances 
0      436 (77%) 
1         15 (3%) 
2           3 (1%) 
3       113 (20%) 
 
Classes to Clusters: 
    0   1    2    3   cluster 
  89   0    0    0 | - 
 121   1   0  16 | * 
 120   5   0  55 | + 
 106   9   3  42 | = 
 
Cluster 0 * 
Cluster 1  = 
Cluster 2  No class 
Cluster 3  + 
 Clustered Instances 
0      349 (62%) 
1         11 (2%) 
2            3 (1%) 
3        204 (36%) 
 
Classes to Clusters: 
  0  1   2   3   cluster 
 84  0  0   5 | - 
 98  1  0 39 | * 
 86  5  0 89 | + 
 81  5  3 71 | = 
 
Cluster 0  * 
Cluster 1  = 
Cluster 2  No class 
Cluster 3  + 
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                 K9: 
Clustered Instances 
 
0      348 (61%) 
1        34 (6%) 
2          3 (1%) 
3      182 (32%) 
 
Classes to Clusters: 
   0   1  2    3  cluster 
 84   0  0    5 | - 
 98   5  0  35 | * 
 85 17  0  78 | + 
 81 12  3  64 | = 
 
Cluster 0  * 
Cluster 1  = 
Cluster 2 No class 
Cluster 3  + 
  
              E1:                                                            E2: 
Clustered Instances 
0           1 (0%) 
1      205 (36%) 
2      102 (18%) 
3      259 (46%) 
 
Log likelihood: 2385.99503 
 
Classes to Clusters: 
  0   1   2    3   cluster 
  1 55   5  28 | - 
  0 51 20  67 | * 
  0 45 41  94 | + 
  0 54 36  70 | = 
 
Cluster 0 No class 
Cluster 1  - 
Cluster 2  = 
Cluster 3  + 
 Clustered Instances 
0      136 (24%) 
1      152 (27%) 
2      178 (31%) 
3          1 (0%) 
4          2 (0%) 
5        98 (17%) 
 
Log likelihood: 2525.48339 
 
Classes to Clusters: 
 0    1     2    3   4     5    cluster 
 7   27  54    0   0     1 | - 
 30  35  57   0   0   16 | * 
 57  56  28   1   0   38 | + 
 42  34  39   0   2   43 | = 
 
Cluster 0  + 
Cluster 1  * 
Cluster 2  - 
Cluster 3  No class 
Cluster 4  No class 
Cluster 5  = 
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           E3:                                                                               
Clustered Instances 
 0        1 (0%) 
 1        1 (0%) 
 2        1 (0%) 
 3        4 (1%) 
 4       51 (9%) 
 5       31 (5%) 
 6       95 (17%) 
 7         2 (0%) 
 8      191(34%) 
 9      111(20%) 
10        1 (0%) 
11       71 (13%) 
12        2 (0%) 
13        4 (1%) 
14        1 (0%) 
 
 
Log likelihood: 2584.57548 
 
Classes to Clusters: 
  0  1  2  3   4   5    6   7     8    9  10  11  12  13 14   cluster 
  1  0  1  2   8   5    0   0   45   23   0    4    0    0   0 | - 
  0  0  0  0  19  5   15   0  50   32   0   15   2    0   0 | * 
  0  1  0  0  17 13   32  2  42   27   1   40   0    4   1 | + 
  0  0  0  2   7   8   48   0  54   29   0   12   0    0   0 | = 
 
Cluster  0  No class 
Cluster  1  No class 
Cluster  2  No class 
Cluster  3  No class 
Cluster  4  No class 
Cluster  5  No class 
Cluster  6  = 
Cluster  7  No class 
Cluster  8  - 
Cluster  9  * 
Cluster 10  No class 
Cluster 11  + 
Cluster 12  No class 
Cluster 13  No class 
Cluster 14  No class 
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           E4: 
Clustered Instances 
0       19 (3%) 
1      241 (43%) 
2      306 (54%) 
3          1 (0%) 
 
Log likelihood: 6216.91389 
 
Classes to Clusters: 
  0   1   2  3   cluster 
  3 37 49  0 | - 
  4 67 67  0 | * 
  7 75 97  1 | + 
  5 62 93  0 | = 
 
Cluster 0 * 
Cluster 1  + 
Cluster 2  = 
Cluster 3  No class 
 
 
            E5:                                                               E6: 
Clustered Instances 
0      502 (89%) 
1       56 (10%) 
2         8 (1%) 
3         1 (0%) 
 
 
Log likelihood: 5410.79863 
 
Classes to Clusters: 
     0    1   2   3   cluster 
   79    8   2   0 | - 
 122  10   6   0 | * 
 153  26   0   1 | + 
 148  12   0   0 | = 
 
Cluster 0  = 
Cluster 1  + 
Cluster 2  * 
Cluster 3  No class 
 Clustered Instances 
0      154 (27%) 
1      116 (20%) 
2        14 (2%) 
3      283 (50%) 
 
Log likelihood: 2337.70823 
 
Classes to Clusters: 
   0     1    2     3   cluster 
  45    5    2   37 | - 
  40  22  12   64 | * 
  33  40   0  107 | + 
  36  49   0    75 | = 
 
Cluster 0  - 
Cluster 1  = 
Cluster 2  * 
Cluster 3  + 
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                      E7:                                                              E8: 
Clustered Instances 
0      197 (35%) 
1      163 (29%) 
2        14 (2%) 
3      193 (34%) 
 
Log likelihood: 2133.18397 
 
Classes to Clusters: 
   0  1   2    3   cluster 
 53  5   2  29 | - 
 53 30 12 43 | * 
 42 63  0  75 | + 
 49 65  0  46 | = 
 
Cluster 0  - 
Cluster 1  = 
Cluster 2  * 
Cluster 3  + 
 Clustered Instances 
0      197 (35%) 
1      163 (29%) 
2         14 (2%) 
3       193 (34%) 
 
Log likelihood: 2133.18397 
 
Classes to Clusters: 
 0      1   2    3   to cluster 
 53    5   2  29 | - 
 53  30 12  43 | * 
 42  63  0   75 | + 
 49  65  0   46 | = 
 
Cluster 0  - 
Cluster 1  = 
Cluster 2  * 
Cluster 3  + 
 
 
 
Σσολιαζμόρ αποηελεζμάηυν για ηο “all-unique-clean -reduced” dataset  
 ΢ηελ πεξίπησζε ρξήζεο ηνπ k-means παξαηεξνχκε ηα εμήο: 
 Μεηαμχ ησλ δχν πξψησλ δνθηκψλ (K1, K2), νη νπνίεο δηαθέξνπλ κφλν ζηελ 
ρξεζηκνπνηνχκελε ζπλάξηεζε απφζηαζεο ππάξρεη ακειεηέα δηαθνξά, κε ηελ 
δνθηκή Κ2 (Manhattan Distance) λα εκθαλίδεη κεγαιχηεξν πνζνζηφ απνηπρίαο. Ζ 
θαηαλνκή ζηηο ζπζηάδεο είλαη ζρεδφλ ίδηα. Λφγσ ηεο ειάρηζηα θαιχηεξεο επίδνζεο 
ηεο Euclidean distance, επηιέγνπκε λα ζπλερίζνπκε απηήλ ζηηο αθφινπζεο δνθηκέο.   
 Μεηαμχ ησλ δνθηκψλ K1, K3, K4 κεηαβάιινπκε ην πιήζνο ησλ ζπζηάδσλ. Όπσο 
θαη ζηελ πεξίπησζε ηνπ πξνεγνχκελνπ data set παξαηεξνχκε ηελ δεκηνπξγία πην 
εμεηδηθεπκέλσλ clusters κε ηελ αχμεζε ηνπ πιήζνπο ησλ ζπζηάδσλ. Γηα ηνπο ίδηνπο 
ιφγνπο ζπλερίδνπκε κε πιήζνο ζπζηάδσλ ίζν κε 4. 
 Μεηαμχ ησλ δνθηκψλ Κ1, Κ5, Κ6 κεηαβάιινπκε ην κήθνο ησλ n-grams, απφ 1 κέρξη 
3. Παξαηεξείηαη κηθξή αχμεζε ηνπ πνζνζηνχ απνηπρίαο θαηά ηε κεηάβαζε απφ 
unigrams ζε bigrams ή trigrams, θαζψο παξαηεξνχκε ζπγθέληξσζε ησλ 
πεξηζζφηεξσλ tweets ζην πξψην cluster.  
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 ΢ηε δνθηκή K7 εθαξκφδνπκε stemming ζηα unigrams πξηλ ηε ζπζηαδνπνίεζε θαη 
παξαηεξνχκε ηελ απφδνζε λα κέλεη ζηαζεξή ζε ζχγθξηζε κε ηελ αληίζηνηρε ρσξίο 
stemming δνθηκή (K1), αθνχ παξαηεξνχληαη ειάρηζηεο κεηαθηλήζεηο tweets. 
Δθφζνλ δελ πξνζθέξεη θάηη, δελ ζα εθαξκφζνπκε stemming ζηηο αθφινπζεο 
δνθηκέο. 
 
 ΢ηηο δνθηκέο Κ8 θαη Κ9 εηζάγνπκε ηελ επηινγή ραξαθηεξηζηηθψλ ελψ κεηαβάιινπκε 
ην θξηηήξην επηινγήο 1.500 απφ ηα αξρηθά 1.682 unigrams. ΢ε ζχγθξηζε κε ηελ 
δνθηκή Κ1 νη δνθηκέο Κ8 θαη Κ9 παξνπζηάδνπλ παξφκνην πνζνζηφ απνηπρίαο, κε 
ειάρηζηεο κεηαθηλήζεηο ζηηο Κ8 θαη Κ9 πνπ βειηηψλνπλ ηελ απφδνζε. Οη 
ζπζηαδνπνηήζεηο ησλ Κ8 θαη Κ9 είλαη παλνκνηφηππεο. 
 ΢ηελ πεξίπησζε ρξήζεο ηνπ k-means παξαηεξνχκε ηα εμήο: 
 Μεηαμχ ησλ δνθηκψλ E1, E2, E3 κεηαβάιινπκε ην πιήζνο ησλ ζπζηάδσλ. Όπσο θαη 
ζηελ πεξίπησζε ηνπ k - means παξαηεξνχκε ηελ δεκηνπξγία πην εμεηδηθεπκέλσλ 
clusters κε ηελ αχμεζε ηνπ πιήζνπο ησλ ζπζηάδσλ. Γηα ηνπο ίδηνπο ιφγνπο 
ζπλερίδνπκε κε πιήζνο ζπζηάδσλ ίζν κε 4. 
 Μεηαμχ ησλ δνθηκψλ E1, E4, E5 κεηαβάιινπκε ην κήθνο ησλ n-grams, απφ 1 κέρξη 
3. Παξαηεξείηαη κηθξή αχμεζε ηνπ πνζνζηνχ απνηπρίαο θαηά ηε κεηάβαζε απφ 
unigrams ζε bigrams ή trigrams, θαζψο παξαηεξνχκε ζπγθέληξσζε ησλ 
πεξηζζφηεξσλ tweets ζε έλα cluster. Δπνκέλσο, θξίλεηαη ζθφπηκν λα ζπλερίζνπκε κε 
unigrams ζηηο αθφινπζεο δνθηκέο. 
 ΢ηε δνθηκή Δ6 εθαξκφδνπκε stemming ζηα unigrams πξηλ ηε ζπζηαδνπνίεζε θαη 
παξαηεξνχκε ηελ απφδνζε βειηηψλεηαη θαηά 5% πεξίπνπ ζε ζχγθξηζε κε ηελ 
αληίζηνηρε ρσξίο stemming δνθηκή (Δ1). Δπηπιένλ, ζηελ δνθηκή Δ6 απνδίδεηαη θαη 
ε απξνζδηφξηζηε θιάζε ζε κία απφ ηηο ηέζζεξηο ζπζηάδεο. Μειεηψληαο αλαιπηηθά 
ηνλ πίλαθα βιέπνπκε φηη ην stemming επλνεί κφλν ηελ ζεηηθή ζπζηάδα.  
 ΢ηηο δνθηκέο Δ7 θαη Δ8 εηζάγνπκε ηελ επηινγή ραξαθηεξηζηηθψλ κε stemming ελψ 
κεηαβάιινπκε ην θξηηήξην επηινγήο 1.300 απφ ηα αξρηθά 1.388 unigrams. ΢ε 
ζχγθξηζε κε ηελ δνθηκή Δ1 νη δνθηκέο Δ7 θαη Δ8 παξνπζηάδνπλ παξφκνην πνζνζηφ 
απνηπρίαο, κε ειάρηζηεο κεηαθηλήζεηο ζηηο Δ7 θαη Δ8 πνπ βειηηψλνπλ ιίγν ηελ 
απφδνζε αλαγλσξίδνληαο πιένλ φιεο ηηο θιάζεηο. 
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Γ) Σςνολικόρ Σσολιαζμόρ αποηελεζμάηυν  
Δπίδξαζε κεηαβαιιφκελσλ παξακέηξσλ 
 Παξαηεξήζεθε ειάρηζηε βειηίσζε κε αχμεζε ηνπ πιήζνπο ησλ ζπζηάδσλ (κέρξη έλαλ 
αξηζκφ). Καηά ηελ αχμεζε ησλ ζπζηάδσλ έρνπκε δεκηνπξγία πνιιψλ κηθξψλ πνιχ 
εμεηδηθεπκέλσλ θαη θαζαξψλ ζπζηάδσλ, γεγνλφο πνπ απνηειεί απφξξνηα ηνπ 
overfitting. Γηα ηνπο παξαπάλσ ιφγνπο, αιιά θαη γηα λα έρνπκε αθξηβή πεξηγξαθή ηνπ 
ζπγθεθξηκέλνπ πξνβιήκαηνο πνπ πεξηιακβάλεη 4 θιάζεηο ζπλαηζζήκαηνο, πξνηηκήζακε 
λα δηαηεξήζνπκε ην πιήζνο ζπζηάδσλ ζηηο ηέζζεξηο (4) θαηά ηελ κεηαβνιή ησλ 
ππφινηπσλ παξακέηξσλ. 
 Ζ δηαθνξά επίδνζεο κεηαμχ ησλ ζπλαξηήζεσλ απφζηαζεο ηνπ αιγνξίζκνπ k-means 
είλαη πνιχ κηθξή κε ηελ Euclidean distance λα ππεξηεξεί ζην dataset 1 θαη 3. Όπσο έρεη 
ήδε αλαθεξζεί, νη δχν ζπλαξηήζεηο παξνπζηάδνπλ πνιχ κηθξή δηαθνξά ζηνλ 
ππνινγηζκφ ηεο απφζηαζεο, κε απνηέιεζκα λα δίλνπλ θνληηλά απνηειέζκαηα ζηελ 
πιεηνλφηεηα ησλ πεξηπηψζεσλ. 
 Ζ ρξήζε Stemming δεκηνπξγεί λέεο πηζαλέο νκνηφηεηεο κεηαμχ ησλ tweets, πνπ 
αλάινγα κε ην dataset κπνξεί λα βειηηψζεη ή λα ρεηξνηεξέςεη ηα απνηειέζκαηα. Γηα 
παξάδεηγκα, έζησ φηη έρνπκε ηα εμήο tweets “I love Greece”, “Ι won‟t visit Greece 
again. I hate it.”, “I visited Mykonos and hated it”. Πξηλ ην stemming, ζεσξνχληαη σο 
πεξηζζφηεξν φκνηα ηα δχν πξψηα tweets ιφγσ ηεο ιέμεο Greece. Μεηά ην stemming, νη 
ιέμεηο visited – visit θαη hated – hate ηαπηίδνληαη, κε απνηέιεζκα λα ζεσξνχληαη πην 
φκνηα ηα δχν ηειεπηαία tweets.  
 Πξνθαλψο, φζν κεγαιχηεξν είλαη ην κήθνο ησλ n-grams ηφζν ιηγφηεξα είλαη ηα θνηλά 
n-grams πνπ εληνπίδνληαη κεηαμχ ησλ tweets. Δπνκέλσο, παξφιν πνπ ηα n-grams κε 
κήθνο n = 2 θαη πάλσ βνεζνχλ ζηνλ εληνπηζκφ νκάδσλ ιέμεσλ πνπ κπνξεί λα έρνπλ 
θάπνην ηδηαίηεξν λφεκα θαη ζπλαηζζεκαηηθφ πεξηερφκελν, θαίλεηαη φηη ζε πεξηπηψζεηο 
κηθξψλ datasets πνπ απνηεινχληαη απφ κηθξνχ κήθνπο θείκελα κε απιή ζχληαμε, φπσο 
ηα δηθά καο, δελ βνεζνχλ ζηελ ζπζηαδνπνίεζε ησλ θεηκέλσλ. ΢ε πνιιέο απφ ηηο 
πεξηπηψζεηο πνπ κειεηήζακε παξαηεξνχκε φηη θαηά ηε ρξήζε ησλ bigrams θαη trigrams 
ε ζχγθιηζε επηηπγράλεηαη ζε ιηγφηεξεο επαλαιήςεηο απφ φηη ζηελ πεξίπησζε ησλ 
unigrams. Απηφ ζεκαίλεη φηη ε ζπζηαδνπνίεζε βαζίδεηαη θπξίσο ζηελ πξψηε 
ηνπνζέηεζε ησλ tweets πνπ γίλεηαη κε βάζε ηα ηπραία θέληξα, ε νπνία αλ θαη βέιηηζηε 
ελδερνκέλσο δελ είλαη θαζφινπ αληηπξνζσπεπηηθή ηεο νξζήο ιχζεο ηνπ πξνβιήκαηνο, 
θαη ζηε ζπλέρεηα ιφγσ ηεο ζπαληφηεηαο ηνπ θάζε n-gram δελ εληνπίδνληαη νκνηφηεηεο 
πνπ ζα νδεγνχζαλ ζε κεηαθηλήζεηο.  
  Οη αμηνινγεηέο Info Gain θαη Chi-square εκθάληζαλ ζε φια ηα dataset ζρεδφλ ίδηα 
κεηαμχ ηνπο ζπλνιηθή επίδξαζε, κε κηθξέο δηαθνξέο ζηελ θαηάηαμε ησλ 
 104 
 
ραξαθηεξηζηηθψλ, ελψ γεληθά δελ πξνζέθεξαλ νπζηαζηηθή βειηίσζε ζηε 
ζπζηαδνπνίεζε. 
Πξηλ πξνρσξήζνπκε ζε νπνηνδήπνηε ζπκπέξαζκα πξέπεη λα επηζεκάλνπκε ην εμήο: Όπσο 
έρεη γίλεη αληηιεπηφ απφ ηνλ επηκέξνπο ζρνιηαζκφ ησλ απνηειεζκάησλ πνπ πξνεγήζεθε, ην 
πνζνζηφ απνηπρίαο πνπ πξνθχπηεη απφ θάζε εθηέιεζε ζ δελ είλαη αξθεηά 
αληηπξνζσπεπηηθφο δείθηεο ηεο πνηφηεηαο ηνπ. Ωζηφζν ηνλ παξαζέηνπκε θαη ηνλ κειεηάκε 
κε ζθνπφ λα παξαηεξήζνπκε ηηο δηαθνξέο ζηελ απφδνζε πνπ ζπηαδνπνίεζεο νθείινληαη 
ζηηο κεηαβνιέο ησλ παξακέηξσλ θαη λα έρνπκε κηα γεληθή εηθφλα ηνπ απνηειέζκαηνο. Γηα 
λα θαηαλνήζνπκε ζε βάζνο ηα απνηειέζκαηα ηεο ζπζηαδνπνίεζεο, πξέπεη λα κειεηήζνπκε 
ηελ αληίζηνηρε Μήηξα ΢χγρπζεο. Γηα λα είλαη ζπζηαδνπνίεζε  πεηπρεκέλε πξέπεη νη 
ζπζηάδεο λα είλαη φζν ην δπλαηφλ πην “μεθάζαξεο” σο πξνο ην είδνο ησλ tweets πνπ 
πεξηέρνπλ, αιιά θαη λα απέρνπλ κεηαμχ ηνπο φζν ην δπλαηφλ πεξηζζφηεξν. Ηδαληθά ζε θάζε 
ζπζηάδα ζα έπξεπε λα ππάξρνπλ φια ηα tweets πνπ αλήθνπλ κφλν ζε κία θιάζε 
ζπλαηζζήκαηνο. Γειαδή, ε Μήηξα ΢χγρπζεο ζα έπξεπε λα έρεη κφλν κηα ηηκή δηάθνξε ηνπ 
κεδελφο ζε θάζε ζηήιε. Γηα αθφκα θαιχηεξε επνπηεία ηνπ απνηειέζκαηνο έρνπκε ηε 
δπλαηφηεηα αλάγλσζεο ησλ tweets πνπ αληηζηνηρήζεθαλ ζηελ θάζε θιάζε. 
Μειεηψληαο ηα παξαπάλσ απνηειέζκαηα, παξαηεξνχκε φηη αθφκα θαη απηά κε ην 
κηθξφηεξν πνζνζηφ απνηπρίαο δελ είλαη θαζφινπ ηθαλνπνηεηηθά. Αλαθέξνπκε θαη πάιη φηη 
ιφγσ ηνπ ηξφπνπ ιεηηνπξγίαο ηεο κεζφδνπ αμηνιφγεζεο “classes – to – clusters”, ε νπνία 
αλαζέηεη θάζε θιάζε ην πνιχ ζε κία ζπζηάδα αλάινγα κε ηελ πιεηνλφηεηα ησλ tweets ηεο 
θαη κε θξηηήξην ηελ ειαρηζηνπνίεζε ηνπ πνζνζηνχ ιάζνπο, ππάξρνπλ πεξηπηψζεηο πνπ δελ 
είλαη δπλαηφλ λα αλαηεζεί θιάζε ζε θάπνηα ζπζηάδα. Απηφ πνπ παξαηεξνχκε γεληθά είλαη 
ε αδπλακία δεκηνπξγίαο “θαζαξψλ” ζπζηάδσλ, αθνχ φπσο θαίλεηαη απφ ηηο Μήηξεο 
΢χγρπζεο, ηα tweets θάζε θιάζεο “ζπάλε” ζε κηθξφηεξεο νκάδεο θαη κνηξάδνληαη ζηελ 
πιεηνλφηεηα ησλ ζπζηάδσλ, κε απνηέιεζκα λα δεκηνπξγνχληαη είηε πίλαθεο ζρεδφλ γεκάηνη 
κε ζηνηρεία δηάθνξα ηνπ κεδελφο είηε πίλαθεο κε ζπζζσξεπκέλα tweets ζε έλα cluster. 
Όπσο έρεη ήδε αλαθεξζεί έρνπκε αληηζηνηρήζεη ην θάζε tweet ζε έλα δηάλπζκα, κε 
ζπληζηψζεο ην ζχλνιν ησλ δηαθνξεηηθψλ ραξαθηεξηζηηθψλ πνπ πξνέθπςαλ κεηά ηελ 
πξνεπεμεξγαζία ησλ δεδνκέλσλ, θαη ηηκή ηεο θάζε ζπληζηψζαο ηε ζπρλφηεηα εκθάληζεο 
ηνπ αληίζηνηρνπ ραξαθηεξηζηηθνχ ζην ζπγθεθξηκέλν tweet. 
 ΢ηελ πεξίπησζε ηνπ αιγνξίζκνπ k-means, αξρηθά επηιέγνληαη ηπραία 4 απφ ηα tweets 
σο θέληξα ησλ ζπζηάδσλ. ΢ην επφκελν βήκα ηα ππφινηπα tweets ηαμηλνκνχληαη ζηηο 4 
ζπζηάδεο κε θξηηήξην ηελ απφζηαζε ηνπο απφ ηα θέληξν ησλ ζπζηάδσλ. Γηα θάζε tweet 
επηιέγεηαη ε θνληηλφηεξε ζπζηάδα. ΢ηε ζπλέρεηα ηα θέληξα ησλ ζπζηάδσλ 
επαλαυπνινγίδνληαη θαη ηα tweets αλαθαηαλέκνληαη ζηηο θνληηλφηεξεο ζπζηάδεο κε 
βάζε ηα λέα θέληξα. ΢ηελ νπζία, ε πξνζπάζεηα έληαμεο ηνπ θάζε tweet ζηε ζπζηάδα 
απφ ηελ νπνία απέρεη ιηγφηεξν, εξκελεχεηαη σο πξνζπάζεηα νκαδνπνίεζεο ησλ tweets 
πνπ έρνπλ ηηο πεξηζζφηεξεο θνηλέο ιέμεηο. H δηαδηθαζία επαλαιακβάλεηαη κέρξη λα 
ζηακαηήζνπλ λα γίλνληαη αλαθαηαλνκέο ησλ tweets. Σν πξψην πξνβιεκαηηθφ ζεκείν 
 105 
 
ηεο δηαδηθαζίαο πνπ εληνπίδνπκε είλαη φηη ε ηπραία αξρηθή επηινγή ησλ θέληξσλ είλαη 
πνιχ θξίζηκε γηα ηνλ θαζνξηζκφ ηνπ απνηειέζκαηνο, φπσο θαίλεηαη απφ ηελ αζηάζεηα 
πνπ πξνθαιεί ε κεηαβνιή ηνπ seed (θαη άξα ησλ αξρηθψλ θέληξσλ). Ναη κελ, 
δηαηεξψληαο ην ίδην seed ζε φια ηα πεηξάκαηα κπνξνχκε λα παξαηεξήζνπκε ηηο κεηαμχ 
ηνπο κεηαβνιέο, αιιά ζε θακία πεξίπησζε δελ κπνξνχκε λα ηζρπξηζηνχκε φηη 
πεηπραίλνπκε ηε βέιηηζηε ιχζε ηνπ πξνβιήκαηνο. Σν βαζηθφηεξν φκσο κεηνλέθηεκα 
ηεο κεζφδνπ, φζνλ αθνξά ηε ρξήζε ηεο ζην πξφβιεκα ηεο Αλάιπζεο ΢πλαηζζήκαηνο, 
είλαη φηη αληηκεησπίδεη ηηο ιέμεηο ζαλ απινχο αξηζκνχο ρσξίο θακία ζεκαζηνινγία, θαη 
επνκέλσο δελ αλαγλσξίδεη ηε ζπλαηζζεκαηηθή βαξχηεηα ηνπο. Απηφ έρεη ζαλ 
απνηέιεζκα λα θαηαιήγνπλ ζηελ ίδηα ζπζηάδα tweets πνπ κπνξεί λα έρνπλ θάπνηνλ 
ηθαλφ αξηζκφ θνηλψλ ιέμεσλ, δηαθέξνπλ φκσο ζε θάπνηεο άιιεο ιέμεηο, αθφκα θαη ζε 
κία κφλν ιέμε, πνπ είλαη νη πην θξίζηκεο γηα ηελ ηαμηλφκεζε ζε θάπνηα θιάζε 
ζπλαηζζήκαηνο. Αλαθέξνπκε ην εμήο απινπζηεπκέλν ραξαθηεξηζηηθφ παξάδεηγκα πνπ 
πξνέθπςε απφ παξαηήξεζε ησλ απνηειεζκάησλ καο: 
Έζησ φηη ην ζεηηθφ tweet '#Nafplio: One of the most romantic cities in #Greece! Find 
out more here:' έρεη ηνπνζεηεζεί ζην cluster0 θαη ην αξλεηηθφ tweet 'the poor poor dog 
and all others roaming the streets. Heartbreaking.' ζην cluster1. ΢ηελ απινχζηεξε 
εθδνρή, θαηά ηελ νπνία δελ έρνπλ ηνπνζεηεζεί άιια tweets ζηα clusters, ην αξλεηηθφ 
tweet 'Come to #LiveYourMyth in #Greece where #Tourism in #Kerkyra #Airport Fulll 
of Garbage ' ζα ηνπνζεηεζεί εζθαικέλα ζην cluster0. Πξνθαλψο ε φιε δηαδηθαζία ηεο 
ζπζηαδνπνίεζεο δελ είλαη ηφζν απιή, αθνχ ππάξρνπλ πνιιά tweets κε ηα νπνία γίλεηαη 
ηαπηφρξνλα ζχγθξηζε, αιιά θαη πνιιέο επαλαιήςεηο πνπ βειηηψλνπλ ηα απνηειέζκαηα. 
Ωζηφζν, κε ην παξάδεηγκα απηφ ζέινπκε λα εζηηάζνπκε ζην γεγνλφο φηη αξθεί κηα 
κηθξή νκνηφηεηα ζην ιεμηιφγην ησλ tweets γηα λα αγλνεζεί εληειψο ην ζπλνιηθφ 
ζπλαηζζεκαηηθφ πεξηερφκελν.  
 
 ΢ηελ πεξίπησζε ηνπ αιγνξίζκνπ E-M, ζεσξείηαη σο άγλσζηε παξάκεηξνο ην cluster 
ζην νπνίν αλήθεη ην θάζε tweet, θαη επηδηψθεηαη ε πξφβιεςε ηεο βάζεη ελφο 
πηζαλνηηθνχ κνληέινπ. Ο αιγφξηζκνο ππνζέηεη φηη ηα δεδνκέλα πξνέθπςαλ απφ 
θαλνληθέο θαηαλνκέο, ην πιήζνο ηνλ νπνίσλ ηαπηίδεηαη κε ην πιήζνο ησλ ζπζηάδσλ θαη 
νη παξάκεηξνη ησλ νπνίσλ αλαδεηνχληαη. ΢ηφρνο ηνπ αιγνξίζκνπ είλαη λα θάλεη 
ππνζέζεηο γηα ηνλ ηξφπν δεκηνπξγίαο ησλ δεδνκέλσλ ψζηε ηειηθά λα πξνζδηνξίζεη ηηο 
θαηαλνκέο απηέο. Αξρηθά, κε θάπνην ηξφπν πνπ εμαξηάηαη απφ ηελ πινπνίεζε, ηα 
δεδνκέλα ηαμηλνκνχληαη ζηηο ζπζηάδεο. ΢ηελ πεξίπησζε ηνπ WEKA ε αξρηθή 
ζπζηαδνπνίεζε ησλ tweets γίλεηαη κε ρξήζε ηνπ αιγνξίζκνπ k-means. Με βάζε ηελ 
αξρηθή απηή αλάζεζε ππνινγίδεηαη έλα πξψην κνληέιν. ΢ηε ζπλέρεηα, θαηά ην βήκα E, 
γηα θάζε tweet ππνινγίδεηαη πηζαλφηεηα ηνπ λα αλήθεη ζε θάζε κία απφ ηηο ζπζηάδεο, κε 
βάζε ηελ ηξέρνπζα εθηίκεζε ηνπ κνληέινπ. Σν θάζε tweet ηαμηλνκείηαη ππνζεηηθά ζηελ 
ζπζηάδα γηα ηελ νπνία εκθαλίδεη ηε κεγαιχηεξε πηζαλφηεηα. Αθνινχζσο, ζην βήκα M 
γίλεηαη επαλεθηίκεζε ηνπ κνληέινπ κε βάζε ηηο ππνζεηηθέο ηαμηλνκήζεηο πνπ έγηλαλ 
ζην ζηάδην E. ΢ηφρνο ηεο επαλεθηίκεζεο είλαη λα κεγηζηνπνηεζεί ε ζπλάξηεζε 
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πηζαλνθάλεηαο πνπ πξνθχπηεη. Ζ ελαιιαγή κεηαμχ ησλ βεκάησλ E θαη M ζπλερίδεηαη 
κέρξη λα κελ ππάξρεη πιένλ βειηίσζε ηεο πηζαλνθάλεηαο ησλ δεδνκέλσλ. Καη ζηελ 
πεξίπησζε ηνπ αιγνξίζκνπ EΜ παξαηεξείηαη ε αζηάζεηα πνπ νθείιεηαη ζηελ επηινγή 
ηνπ seed. Δπηπιένλ, ε ρξήζε ηνπ k-means γηα ηελ αξρηθνπνίεζε ησλ ζπζηάδσλ εηζάγεη 
ηα πξνβιήκαηα πνπ αλαθέξζεθαλ ζηνλ αιγφξηζκν k-means. Καη ζε απηή ηελ πεξίπησζε 
αιγνξίζκνπ δίλεηαη έκθαζε ζηνλ εληνπηζκφ νκνηφηεηαο κεηαμχ ησλ tweets, κε 
απνηέιεζκα λα αγλνείηαη ε χπαξμε ελδερνκέλσο νπζηαζηηθψλ δηαθνξψλ.  
 
 
 
Όζνλ αθνξά ηo ζπγθεθξηκέλν dataset πνπ ρξεζηκνπνηήζεθε δηαπηζηψζεθαλ ηα εμήο 
ραξαθηεξηζηηθά ζηνηρεία ζηα νπνία ελδερνκέλσο πξέπεη λα απνδψζνπκε έλα κέξνο ηεο 
επζχλεο γηα ηελ θαθή πνηφηεηα ησλ απνηειεζκάησλ:  
 
Σν dataset πνπ ρξεζηκνπνηήζεθε ήηαλ ζρεηηθά κηθξφ θαη δεδνκέλεο ηεο ηεξάζηηαο πνηθηιίαο 
ηξφπνπ έθθξαζεο πνπ ρξεζηκνπνηείηαη απφ ηνπο ρξήζηεο ηνπ Twitter ν εληνπηζκφο θνηλψλ 
ιέμεσλ θαη πνιχ πεξηζζφηεξν θνηλψλ θξάζεσλ ήηαλ ζπάληνο. Απηφ κπνξνχκε λα ην 
αληηιεθζνχκε απφ ην κεγάιν πιήζνο ησλ δηαζηάζεσλ ησλ δηαλπζκάησλ πνπ 
δεκηνπξγήζεθαλ. Δπίζεο, πξέπεη λα επηζεκάλνπκε φηη αλ θαη ζηφρνο καο ήηαλ λα 
αζρνιεζνχκε κε ην ζεκαηηθφ ηνκέα ηνπ ηνπξηζκνχ ζηελ Διιάδα, ν ηξφπν άληιεζεο ησλ 
δεδνκέλσλ δελ κπνξεί λα εγγπεζεί θάηη ηέηνην. ΢πγθεθξηκέλα, θαηά ην ρεηξνλαθηηθφ 
ζρνιηαζκφ ζπλαληήζεθαλ tweets πνπ λαη κελ ηαμηλνκήζεθαλ ζε θάπνηα απφ ηηο ηέζζεξηο 
θιάζεηο αιιά δηαπηζηψζακε φηη ην πεξηερφκελν ηνπο δελ ήηαλ ζρεηηθφ κε ηνλ ηνπξηζκφ. 
Απηφ θαζηζηά αθφκα πην απίζαλν ηνλ εληνπηζκφ νκνηνηήησλ κέζα ζηα tweets. Ωζηφζν ηα 
ζπγθεθξηκέλα tweets δελ εμαηξέζεθαλ γηα λα πξνζνκνησζεί φζν ην δπλαηφλ πην ξεαιηζηηθά 
ην πξφβιεκα. Άιισζηε, ε ζπζηαδνπνίεζε δελ παξνπζηάδεη θάπνηα εμάξηεζε απφ ην 
λνεκαηηθφ ηνκέα ησλ θεηκέλσλ πνπ επεμεξγάδεηαη. Σέινο, επηζεκαίλνπκε φηη γεγνλφο φηη ην 
πξψην dataset, ην νπνίν πεξηέρεη ηα πην ζνξπβψδε δεδνκέλα, κε links, αλαθνξέο ζε 
usernames, θαη αληζφηεηα κεηαμχ ησλ δηάθνξσλ θιάζεσλ, εκθαλίδεη ηα κηθξφηεξα πνζνζηά 
απνηπρίαο νθείιεηαη πηζαλφηαηα ζην overfitting. 
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4. Δθαπμογή Δπιβλεπόμενηρ Μησανικήρ Μάθηζηρ 
    ζε ππαγμαηικά δεδομένα 
Αθνινχζσο, επηρεηξνχκε ηελ εθαξκνγή κεζφδνπ Δπηβιεπφκελεο Μεραληθήο Μάζεζεο ζηα 
δεδνκέλα, γηα λα ζπγθξίλνπκε ηα απνηειέζκαηα πνπ πξνθχπηνπλ κε απηά πνπ πξνέθπςαλ 
απφ ηελ εθαξκνγή ζπζηαδνπνίεζεο. Πέξα απφ ηε κειέηε ηεο επίδξαζε ησλ αληίζηνηρσλ 
παξακέηξσλ ζηελ Δπηβιεπφκελε κέζνδν ζα κπνξέζνπκε λα εθηηκήζνπκε θαηά πφζν ην 
ζπγθεθξηκέλν dataset επζχλεηαη γηα ηελ θαθή πνηφηεηα ησλ απνηειεζκάησλ. 
Dataset 
Δπηιέγνπκε λα ρξεζηκνπνηήζνπκε ην dataset “all – unique – clean – reduced”, ιφγσ ηεο 
απμεκέλεο επαηζζεζίαο ηεο Δπηβιεπφκελεο Μάζεζεο ζην θαηλφκελν ηνπ overfitting ζε 
πεξίπησζε άληζσλ θιάζεσλ. 
Αλγόπιθμορ 
Ο αιγφξηζκνο Δπηβιεπφκελεο Μεραληθήο Μάζεζεο πνπ επηιέμακε είλαη ν αιγφξηζκνο 
SMO (Sequential Minimum Optimization) ηνπ WEKA, πνπ ζηεξίδεηαη ζηε ρξήζε 
δηαλπζκάησλ ππνζηήξημεο (SVM). Οπζηαζηηθά, ν αιγφξηζκνο απηφο ρξεζηκνπνηείηαη γηα 
ηελ εθπαίδεπζε ησλ δηαλπζκάησλ ππνζηήξημεο, επηιχνληαο ην πξφβιεκα βειηηζηνπνίεζεο 
πνπ πξνθχπηεη θαηά ηε δεκηνπξγία ηνπο. Ο ιφγνο πνπ επηιέμακε ηνλ αιγφξηζκν SVM είλαη 
ε ηθαλφηεηα πνπ παξνπζηάδεη ζην ρεηξηζκφ δηαλπζκάησλ πνιιψλ δηαζηάζεσλ.  
Πειπάμαηα 
Οη δηάθνξεο δνθηκέο έγηλαλ κε ηε κέζνδν 10 – fold, ε νπνία πξνηηκάηαη ζε πεξηπηψζεηο 
κηθξνχ ζπλφινπ δεδνκέλσλ. Όπσο έρεη αλαθεξζεί θαη ζην θεθάιαην 2, θαηά ηε κέζνδν 
απηή ην dataset ρσξίδεηαη ζε 10 ππνζχλνια. Απφ απηά ηα 10 ππνζχλνια ηα 9 
ρξεζηκνπνηνχληαη γηα ηελ εθπαίδεπζε (training) ηνπ κνληέινπ θαη ην 1 ππνζχλνιν πνπ 
απνκέλεη ρξεζηκνπνηείηαη γηα ηνλ έιεγρν (test). Ζ δηαδηθαζία επαλαιακβάλεηαη ζπλνιηθά 
10 θνξέο, ψζηε θάζε έλα απφ ηα ππνζχλνια λα ρξεζηκνπνηεζεί αθξηβψο κία θνξά σο 
ππνζχλνιν ειέγρνπ. Σα 10 δηαθνξεηηθά κνληέια πνπ πξνθχπηνπλ ζπλδπάδνληαη ψζηε λα 
πξνθχςεη έλα ηειηθφ κνληέιν. 
΢ηηο παξακέηξνπο ηνπ αιγνξίζκνπ SMO δηαηεξνχκε ηηο πξνεπηιεγκέλεο ηηκέο. Αθνινπζεί 
ζπγθεληξσηηθφο πίλαθαο ησλ δνθηκψλ πνπ έγηλαλ.  
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           Αξρηθφ πιήζνο attributes: 1.680 
ID String- to -word 
filter 
Attribute- selection 
 filter 
Incorrectly 
clustered  
instances 
S1 stemmer -  
evaluator 
 
- 
 
35,62% tokenizer unigrams 
S2 stemmer -  
evaluator 
 
- 
 
40,91% tokenizer bigrams 
S3 stemmer -  
evaluator 
 
- 
 
44,79% tokenizer trigrams 
S4 stemmer    
evaluator 
 
- 
 
35,09% tokenizer unigrams 
S5 stemmer    
evaluator 
     InfoGain 
(1500 attributes) 
 
34,92% tokenizer unigrams 
S6 stemmer    
evaluator 
  Chi -squared 
(1500 attributes) 
 
36,15% tokenizer unigrams 
Πίλαθαο 18. Απνηειέζκαηα ρξήζεο αιγνξίζκνπ SMO 
Αθνινπζνχλ ηα αλαιπηηθά απνηειέζκαηα απφ ην WΔΚΑ γηα ηηο παξαπάλσ έμη εθηειέζεηο. 
Απφ ην ζχλνιν ησλ δηαζέζηκσλ απνηειεζκάησλ ηα ελδεηθηηθά ηεο επηηπρίαο ηεο 
ηαμηλφκεζεο πνπ πξνβιέπεη ην εθάζηνηε κνληέιν είλαη ην πνζνζηφ ζσζηά ηαμηλνκεκέλσλ 
tweets (correctly classified instances), δειαδή ε αθξίβεηα (accuracy),  ε πεξηνρή θάησ απφ 
ηελ θακπχιε ROC (ROC area) θαη ε γλσζηή Μήηξα ΢χγρπζεο (Confusion Matrix). Σν 
kappa statistic κεηξά ηε ζπκθσλία ηεο πξφβιεςεο κε ηελ πξαγκαηηθή εμαηξψληαο ηνλ 
παξάγνληα ηεο ηχρεο, ελψ ηα δηάθνξα ζηαηηζηηθά ιάζε (Mean Absolute error, Root mean 
squared error, Relative absolute error, Root relative squared error) δελ έρνπλ ηδηαίηεξε 
ζεκαζία θαη εξκελεία ζην πξφβιεκα ηεο ηαμηλφκεζεο πνπ κειεηάκε. Σν κέγεζνο ROC 
Area πξνθχπηεη απφ ηελ θακπχιε ROC ε νπνία αλαθέξεηαη ζε κία θιάζε θαη αλαπαξηζηά 
ηηο TP ηαμηλνκήζεηο ζε ζπλάξηεζε κε ηηο FP, ηηκέο πνπ πξνθχπηνπλ κεηαβάιινληαο ην 
θαηψθιη ηεο ηαμηλφκεζεο. Tν ROC Area θπκαίλεηαη απφ 0,5 (ζηε ρεηξφηεξε πεξίπησζε) 
κέρξη 1 (ζηνλ ηδαληθφ ηαμηλνκεηή) θαη καξηπξά ην πφζν θαιά κπνξεί λα δηαθξίλεη ν 
ηαμηλνκεηήο ηα δείγκαηα πνπ αλήθνπλ ζηελ ζπγθεθξηκέλε θιάζε απφ απηά πνπ δελ 
αλήθνπλ. Σέινο, ηα TP Rate, FP Rate, Precision, Recall, F-measure είλαη νη γλσζηέο απφ ην 
2
ν
 θεθάιαην κεηξηθέο απφδνζεο ηνπ ζπζηήκαηνο.  
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   S1:  
   Correctly Classified Instances      365               64.3739 % 
Incorrectly Classified Instances   202                35.6261 % 
Kappa statistic                                   0.5148 
Mean absolute error                           0.2988 
Root mean squared error                   0.3816 
Relative absolute error                     81.2128 % 
Root relative squared error              88.9867 % 
Total Number of Instances            567      
 
=== Detailed Accuracy By Class === 
 
                       TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area   Class 
                           0.64       0.04          0.75           0.64        0.691          0.885           - 
                           0.674     0.168        0.564         0.674      0.614          0.771           * 
                           0.711     0.15          0.688         0.711      0.699          0.806           + 
                           0.544     0.13          0.621         0.544      0.58            0.729           = 
Weighted Avg.  0.644     0.131         0.649         0.644      0.644          0.788 
 
=== Confusion Matrix === 
    a     b     c     d    classified as 
  57   16     9     7 |   a = - 
    7   93   15   23 |   b = * 
    5   24  128  23 |   c = + 
    7   32    34  87 |   d = = 
 
 
 
 
 
 
  S2: 
Correctly Classified Instances      335               59.0829 % 
Incorrectly Classified Instances    232               40.9171 % 
Kappa statistic                                   0.4432 
Mean absolute error                          0.3092 
Root mean squared error                   0.3955 
Relative absolute error                    84.049  % 
Root relative squared error             92.2277 % 
Total Number of Instances           567      
 
=== Detailed Accuracy By Class === 
 
           TP Rate   FP Rate   Precision   Recall  F-Measure    ROC Area   Class 
0.371      0.008        0.892       0.371       0.524            0.749          - 
0.797      0.368        0.41         0.797       0.542            0.713          * 
0.628      0.101        0.743       0.628       0.681            0.811          + 
0.494      0.076        0.718       0.494       0.585            0.743          = 
Weighted Avg.  0.591       0.144      0.679        0.591       0.595            0.758 
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=== Confusion Matrix === 
     a      b     c    d   classified as 
   33    49     3    4 |   a = - 
     2  110   13  13 |   b = * 
     0    53 113  14 |   c = + 
     2    56   23  79 |   d = = 
 
 
 
   S3: 
Correctly Classified Instances         313               55.2028 % 
Incorrectly Classified Instances       254               44.7972 % 
Kappa statistic                                      0.3929 
Mean absolute error                              0.3161 
Root mean squared error                       0.4042 
Relative absolute error                        85.9265 % 
Root relative squared error                 94.2417 % 
Total Number of Instances                567      
 
=== Detailed Accuracy By Class === 
 
                        TP Rate   FP Rate   Precision      Recall     F-Measure   ROC Area  Class 
0.315        0.004        0.933        0.315         0.471           0.672          - 
0.833        0.462        0.367        0.833         0.51             0.689          * 
0.556        0.072        0.781        0.556         0.649           0.795          + 
0.438        0.064        0.729        0.438         0.547           0.753          = 
Weighted Avg.  0.552        0.154        0.69          0.552         0.558           0.738 
 
=== Confusion Matrix === 
      a     b     c     d    classified as 
    28   58     2     1 |   a = - 
     1  115   11   11 |   b = * 
     0   66  100   14 |   c = + 
     1   74   15    70 |   d = = 
 
 
 
     S4: 
Correctly Classified Instances      368             64.903  % 
Incorrectly Classified Instances    199             35.097  % 
Kappa statistic                                   0.5226 
Mean absolute error                           0.3001 
Root mean squared error                   0.3831 
Relative absolute error                     81.5723 % 
Root relative squared error              89.3228 % 
Total Number of Instances            567      
 
=== Detailed Accuracy By Class === 
 
                       TP Rate   FP Rate   Precision   Recall   F-Measure   ROC Area   Class 
                         0.674        0.046       0.732       0.674         0.702           0.874         - 
                         0.659        0.161       0.569       0.659         0.611           0.763         * 
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                            0.717      0.15         0.69        0.717      0.703         0.805          + 
                            0.55        0.123       0.638      0.55        0.591         0.723          = 
Weighted Avg.    0.649      0.129      0.652      0.649      0.649         0.782 
 
=== Confusion Matrix === 
          a    b      c     d    classified as 
        60   15     8     6 |   a = - 
          8   91   16   23 |   b = * 
          6   24  129  21 |   c = + 
          8   30   34   88 |   d = = 
 
 
 
 
 
      S5: 
Correctly Classified Instances         369               65.0794 % 
Incorrectly Classified Instances       198               34.9206 % 
Kappa statistic                                      0.5251 
Mean absolute error                              0.3001 
Root mean squared error                       0.3831 
Relative absolute error                        81.5723 % 
Root relative squared error                 89.3303 % 
Total Number of Instances                567      
 
=== Detailed Accuracy By Class === 
 
                      TP Rate     FP Rate   Precision      Recall    F-Measure   ROC Area  Class 
                           0.674        0.048        0.723        0.674      0.698           0.874           - 
                           0.652        0.159        0.57          0.652      0.608           0.761           * 
                           0.717        0.147        0.694        0.717      0.705           0.805           + 
                           0.563        0.123        0.643        0.563      0.6               0.726           = 
Weighted Avg.   0.651        0.128        0.654        0.651      0.651           0.783 
 
=== Confusion Matrix === 
    a    b    c    d    classified as 
  60  15   8     6 |   a = - 
   8  90  16   24 |   b = * 
   6  25 129  20 |   c = + 
   9  28  33   90 |   d = = 
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    S6: 
Correctly Classified Instances         362               63.8448 % 
Incorrectly Classified Instances       205               36.1552 % 
Kappa statistic                                      0.5071 
Mean absolute error                              0.3009 
Root mean squared error                       0.3845 
Relative absolute error                        81.772  % 
Root relative squared error                 89.6502 % 
Total Number of Instances               567      
 
=== Detailed Accuracy By Class === 
 
                         TP Rate   FP Rate   Precision   Recall   F-Measure   ROC Area  Class 
                            0.551      0.033        0.754       0.551      0.636           0.878          - 
                            0.688      0.217        0.505       0.688       0.583          0.745          * 
                            0.733      0.137        0.714       0.733       0.723          0.816          + 
                            0.538      0.106       0.667        0.538       0.595          0.732          = 
Weighted Avg.    0.638      0.131       0.656        0.638       0.639          0.785 
 
=== Confusion Matrix === 
 
    a    b    c     d    classified as 
  49  29    5     6 |   a = - 
   7   95  18   18 |   b = * 
   1   28 132  19 |   c = + 
   8   36   30  86 |   d = = 
 
 
 
Σσολιαζμόρ  
Όπσο ήηαλ αλακελφκελν ηα απνηειέζκαηα είλαη ζαθψο θαιχηεξα απφ ηα αληίζηνηρα πνπ 
πξνέθπςαλ κε ζπζηαδνπνίεζε γηα ην ίδην dataset (all - unique - clean - reduced). Γεδνκέλνπ 
ηνπ φηη ε ηαμηλφκεζε γίλεηαη ζε ηέζζεξηο θιάζεηο, ε ηπραία ηαμηλφκεζε ελφο tweet έρεη 
πηζαλφηεηα επηηπρίαο 25%. Δπνκέλσο, ην πνζνζηφ επηηπρίαο ηεο Δπηβιεπφκελεο 
εθπαίδεπζεο ηνπ ζπζηήκαηνο πνπ θπκαίλεηαη γχξσ ζην 65% είλαη αξθεηά ηθαλνπνηεηηθφ 
θαη απνδεθηφ δεδνκέλεο ηεο δπζθνιίαο ηνπ πξνβιήκαηνο. Όπσο θαη ζηελ πεξίπησζε ηεο 
ζπζηαδνπνίεζεο ηνπ ίδηνπ dataset, ηελ θαιχηεξε απφδνζε παξνπζηάδνπλ ηα unigrams. Σν 
stemming θαίλεηαη λα επηδξά ζεηηθά, φπσο είρε γίλεη θαη ζηελ αληίζηνηρε πεξίπησζε 
ζπζηαδνπνίεζεο (θπξίσο θαηά ηε ρξήζε ηνπ E-M αιγνξίζκνπ). Ζ επηινγή 
ραξαθηεξηζηηθψλ νδεγεί ζε βειηίσζε ηεο απφδνζεο, ε νπνία παξακέλεη ζηαζεξή κεηαμχ 
ησλ δχν δηαθνξεηηθψλ αμηνινγεηψλ, ελψ ζηελ πεξίπησζε ηεο ζπζηαδνπνίεζεο ε επηινγή 
ραξαθηεξηζηηθψλ είρε ακπδξά επηδξάζεη ζεηηθά κφλν ζηελ πεξίπησζε ηνπ αιγνξίζκνπ k-
means. Όζνλ αθνξά ηελ απφδνζε ζε θάζε θιάζε μερσξηζηά, παξαηεξνχκε φηη ζηελ 
πιεηνλφηεηα ησλ δνθηκψλ, ρεηξφηεξε απφδνζε εκθαλίδεηαη ζηελ νπδέηεξε (=) θαη ζηελ 
απξνζδηφξηζηε (*) θιάζε, πξάγκα αλακελφκελν αθνχ νη θιάζεηο απηέο νπζηαζηηθά 
ραξαθηεξίδνληαη είηε απφ ηελ απνπζία ζπλαηζζεκαηηθψλ ιέμεσλ ζηελ πεξίπησζε ηεο 
νπδέηεξεο θιάζεο, είηε απφ ηε ζπλχπαξμε αλάκεηθησλ ζπλαηζζεκάησλ ζηελ πεξίπησζε ηεο 
απξνζδηφξηζηεο θιάζεο. Γειαδή, δελ ππάξρνπλ αληηθεηκεληθά αληηπξνζσπεπηηθέο ηνπο 
ιέμεηο θαη επνκέλσο δχζθνια κπνξνχλ λα εληνπηζηνχλ κε απηφκαην ηξφπν.  
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5. Σύνοτη και Σςμπεπάζμαηα 
Βαζηθφο ζηφρνο ησλ πεηξακάησλ πνπ εθηειέζηεθαλ ήηαλ ε κειέηε ηεο απφδνζεο ηεο Με 
Δπηβιεπφκελεο Μεραληθήο Μάζεζεο ζηo πξφβιεκα ηεο Αλάιπζεο ΢πλαηζζήκαηνο. Όπσο 
πξνέθπςε, ε κέζνδνο ηεο ζπζηαδνπνίεζεο δελ απνθέξεη ηθαλνπνηεηηθά απνηειέζκαηα ζην 
είδνο ησλ θεηκέλσλ πνπ κειεηήζεθαλ θαη ζην ζπγθεθξηκέλν λνεκαηηθφ ηνκέα. Όπσο 
θάλεθε θαη θαηά ηελ αλάιπζε ησλ απνηειεζκάησλ ην πξφβιεκα ηεο ζπζηαδνπνίεζεο δελ 
έρεη κία θαη κνλαδηθή ζσζηή ιχζε. Μεηαβάιινληαο ηηο παξακέηξνπο, παξαηεξήζακε 
θάπνηα ραξαθηεξηζηηθά λα βειηηψλνληαη εηο βάξνο θάπνησλ άιισλ. ΢ε ηέηνηεο πεξηπηψζεηο 
ην επηδησθφκελν απνηέιεζκα πξνθχπηεη ζπλήζσο κεηά απφ “ζπκβηβαζκνχο” θαη εμαξηάηαη 
απφ ηηο αλάγθεο ηνπ εθάζηνηε πξνβιήκαηνο.  
      Σν είδνο ησλ θεηκέλσλ πνπ κειεηήζεθε έρεη πνιιέο ηδηαηηεξφηεηεο πνπ θαζηζηνχλ ηελ 
αλάιπζε ηνπ δχζθνιε. Απηφ θάλεθε ηφζν ζηε ζπζηαδνπνίεζε φζν θαη ζηελ Δπηβιεπφκελε 
κέζνδν. Σν κηθξφ κήθνο ησλ tweets αλαγθάδεη ηνπο ρξήζηεο λα εθθξάδνληαη κε αλεπίζεκν 
ιεμηιφγην θαη πνιιέο ρσξίο νξζή ζχληαμε. Υξεζηκνπνηνχληαη ζπλήζσο ζπληνκεχζεηο 
ιέμεσλ θαη ηξνπνπνηεκέλεο νξζνγξαθηθά ιέμεηο πνπ δηαθέξνπλ απφ ρξήζηε ζε ρξήζηε 
αιιά θαη ζχκβνια ή ιέμεηο πνπ θαζηεξψλνληαη ζην δηαδίθηπν θαη κεηαβάιινληαη δηαξθψο. 
Όζν πην πνιχ απνκαθξπλφκαζηε απφ ην αληηθεηκεληθά νξζφ ιεμηιφγην θαη ζπληαθηηθφ ηφζν 
πην απίζαλν γίλεηαη λα εληνπηζηνχλ νκνηφηεηεο κεηαμχ ησλ tweets, νη νπνίεο ζα κπνξνχζαλ 
λα νδεγήζνπλ ζε ζσζηή ζπζηαδνπνίεζε. Σέινο, πνιχ ζπλεζηζκέλε ηαθηηθή είλαη ε 
παξάζεζε εηθφλαο ή ζπλδέζκνπ πνπ ζπκπιεξψλεη ην tweet θαη κεηαδίδεη θαιχηεξα ην 
λφεκα ηνπ, ζηα νπνία ε Αλάιπζε ΢πλαηζζήκαηνο πξνθαλψο δελ έρεη πξφζβαζε.  
      ΢ηελ πξνεπεμεξγαζία πνπ εθαξκφζακε ζπκπεξηιήθζεζαλ ζε δηάθνξνπο ζπλδπαζκνχο 
ηα εμήο: απνκάθξπλζε αλαθνξψλ θαη ζπλδέζκσλ, κεηαηξνπή φισλ ησλ γξακκάησλ ζε 
κηθξά, stemming θαη ρξήζε n-grams. Γηαπηζηψζεθε φηη ε ρξεζηκφηεηα ηνπ stemming θαη 
ησλ n-grams είλαη θάηη πνπ εμαξηάηαη θαζαξά απφ ην εθάζηνηε dataset ζην νπνίν 
ρξεζηκνπνηνχληαη. Ωο θξηηήξηα επηινγήο ραξαθηεξηζηηθψλ ρξεζηκνπνηήζεθαλ ην 
Information Gain θαη ην Chi - square κε ηηο απνδφζεηο ηνπο λα ηαπηίδνληαη ζηηο 
πεξηζζφηεξεο πεξηπηψζεηο, ρσξίο λα πξνζθέξνπλ νπζηαζηηθή βειηίσζε. Όπσο έρεη 
αλαθεξζεί, ε ρξήζε ηέηνησλ θξηηεξίσλ επηινγήο δελ είλαη δπλαηή ζε πεξηπηψζεηο Με 
Δπηβιεπφκελεο Μάζεζεο, αιιά ζηελ πεξίπησζε καο ρξεζηκνπνηήζεθαλ σο 
πξνεπεμεξγαζία ησλ δεδνκέλσλ. Γηα ηελ αλαπαξάζηαζε ησλ tweets ρξεζηκνπνηήζεθαλ 
δηαλχζκαηα κε ζπληζηψζεο ηηο ζπρλφηεηεο ραξαθηεξηζηηθψλ. Διάρηζηα tweets παξνπζίαζαλ 
θάπνηα ιέμε πάλσ απφ κία θνξά, νπφηε νπζηαζηηθά νη ζπληζηψζεο δήισλαλ παξνπζία ή 
απνπζία ελφο ραξαθηεξηζηηθνχ.  
      Όζνλ αθνξά ηνπο δχν αιγνξίζκνπο ζπζηαδνπνίεζεο πνπ κειεηήζεθαλ, παξαηεξήζεθε 
ειάρηζηα θαιχηεξε απφδνζε ζηνλ αιγφξηζκν Expectation - Μaximization, ε νπνία φκσο δε 
δηθαηνινγεί ην πνιχ κεγαιχηεξν ππνινγηζηηθφ ηνπ θφζηνο.  
     Σα πιενλεθηήκαηα ηεο ρξήζεο ζπζηαδνπνίεζεο ζην πξφβιεκα ηεο Αλάιπζεο 
΢πλαηζζήκαηνο είλαη φηη δελ απαηηνχληαη ζρνιηαζκέλα δεδνκέλα θαη επνκέλσο αλζξψπηλε 
αλάκεημε. Δπηπιένλ δελ απαηηείηαη αξρηθά ρξφλνο εθπαίδεπζεο ηνπ ζπζηήκαηνο θαη ην 
ζχζηεκα δελ ζπλδέεηαη κε θάπνην κνλαδηθφ λνεκαηηθφ ηνκέα. Ωζηφζν, απηή ε πιήξεο 
αγλφεζε ηνπ νπνηνπδήπνηε λνήκαηνο νδεγεί ζε αζηνρία ζηελ πεξίπησζε καο. Οη κέζνδνη 
ηεο ζπζηαδνπνίεζεο αλαδεηνχλ νκνηφηεηεο κεηαμχ ησλ tweets θαη αγλννχλ ηε βαξχηεηα 
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ησλ δηαθνξψλ. Δλδερνκέλσο ε κέζνδνο ζα ήηαλ πην απνηειεζκαηηθή ζε θείκελα 
πεξηνξηζκέλνπ ιεμηινγίνπ, ζηα νπνία ην ζπλαίζζεκα εθθξάδεηαη κε αληηθεηκεληθά 
ζπλαηζζεκαηηθέο ιέμεηο θαη φρη κε ιέμεηο πνπ απνθηνχλ ζπλαίζζεκα κφλν εθφζνλ θάπνηνο 
γλσξίδεη ηνλ λνεκαηηθφ ηνκέα ηνπ θεηκέλνπ.   
      Γηα ηελ κειινληηθή έξεπλα πάλσ ζην ζπγθεθξηκέλν πξφβιεκα πξνηείλεηαη ε εηζαγσγή 
βαξχηεηαο ζηηο ιέμεηο ησλ θεηκέλσλ, θαηά ηελ πξνεπεμεξγαζία, ψζηε λα γίλεη απνκάθξπλζε 
ησλ ραξαθηεξηζηηθψλ πνπ δε θέξνπλ έληνλν ζπλαηζζεκαηηθφ πεξηερφκελν. Ζ βαξχηεηα 
κπνξεί λα ππνινγηζηεί κε ηε βνήζεηα εηδηθψλ ιεμηθψλ ζπλσλχκσλ (π.ρ. WordNet), ψζηε λα 
βξεζεί ε ζρεηηθφηεηα θάζε ιέμεο κε θάπνηεο πνιχ ραξαθηεξηζηηθέο ιέμεηο ζπλαηζζήκαηνο 
(π.ρ. “good”, “bad”). Θα ήηαλ πνιχ ρξήζηκν λα γίλεη ν αληίζηνηρνο ππνινγηζκφο βαξχηεηαο  
κε αλαθνξά ζην ιεμηιφγην ηνπ εηδηθνχ λνεκαηηθνχ ηνκέα ζηνλ νπνίν αλήθνπλ ηα θείκελα. 
Δπίζεο, πξνηείλεηαη είηε ε επέθηαζε ηνπ εξγαιείνπ WEKA, είηε ε ρξήζε  άιινπ εξγαιείνπ 
κε πεξηζζφηεξεο δπλαηφηεηεο πξνεπεμεξγαζίαο δεδνκέλσλ, φπσο ε δηαρείξηζε άξλεζεο θαη 
ε αλαγλψξηζε κέξνπο ηνπ ιφγνπ (POS-tagging). 
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Υπνζεκεηώζεηο 
1. Amazon Mechanical Turk: πνπ επηηξέπεη ζε ηδηψηεο θαη επηρεηξήζεηο λα ζπληνλίδνπλ 
ηε ρξήζε ηεο αλζξψπηλεο λνεκνζχλεο κε ζηφρν ηελ εθηέιεζε θαζεθφλησλ πνπ ν 
ππνινγηζηήο δελ είλαη ζε ζέζε λα θάλεη.  
2. To Dialogue Earth, είλαη έλα πξφγξακκα ηνπ Ηλζηηηνχηνπ Πεξηβάιινληνο ζην 
Παλεπηζηήκην ηεο Μηλεζφηα. (www.dialogueearth.org) 
3. Σα top 2.633 unigrams είλαη ηα 2.633 πην ζπρλά unigrams.  
4. Σν tf – idf είλαη έλα ζηαηηζηηθφ κέηξν πνπ εθθξάδεη ην πφζν ζεκαληηθή είλαη κηα 
ιέμε ζε έλα θείκελν, φηαλ έρνπκε κηα ζπιινγή θεηκέλσλ. Ζ ηηκή ηνπ απμάλεηαη 
αλάινγα κε ηνλ αξηζκφ εκθάληζεο ηεο ιέμεο ζην θείκελν αιιά αληηζηαζκίδεηαη απφ 
ηε ζπρλφηεηα ηεο ιέμεο ζε νιφθιεξε ηε ζπιινγή ησλ θεηκέλσλ, ψζηε λα 
ιακβάλεηαη ππφςε ην θαηά πφζν ε ιέμε ζπλεζίδεηαη λα έρεη κεγάιε ζπρλφηεηα 
εκθάληζεο ζηα θείκελα.  
5. Emoticons είλαη αλζξψπηλεο εθθξάζεηο πξνζψπνπ πνπ ζρεκαηίδνληαη κε ρξήζε 
ζεκείσλ ζηίμεο, αξηζκψλ θαη γξακκάησλ θαη καξηπξνχλ ην αληίζηνηρν ζπλαίζζεκα 
6. Hashtag νλνκάδεηαη κηα ιέμε πνπ αθνινπζεί ην ζχκβνιν # θαη ρξεζηκεχεη ζηελ 
ζχλδεζε ηνπ tweet κε ηελ θαηεγνξία πνπ δειψλεη ην hashtag . 
7. Ζ αλαθνξά ζε θάπνηνλ ρξήζηε γίλεηαη κε ην ζχκβνιν @ αθνινπζνχκελν απφ ην 
φλνκα ρξήζηε. 
8. Έθηξνπεο νλνκάδνληαη νη παξαηεξήζεηο πνπ απέρνπλ ζεκαληηθά απφ ηηο ππφινηπεο 
παξαηεξήζεηο ηνπ ζπλφινπ. 
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