Abstract-As early as the late nineteenth century, scientists began research in author attribution, mostly by identifying the writing styles of authors. Following research over centuries has repeatedly demonstrated that people tend to have distinguishable writing styles. Today we not only have more authors, but we also have all different kinds of publications: journals, conferences, workshops, etc., covering different topics and requiring different writing formats. In spite of successful research in author attribution, no work has been carried out to find out whether publication venues are similarly distinguishable by their writing styles. Our work takes the first step into exploring this problem. By approaching the problem using a traditional classification method, we extract three types of writing style-based features and carry out detailed experiments in examining the different impacts among features, and classification techniques, as well as the influence of venue content, topics and genres. Experiments on real data from ACM and CiteSeer digital libraries demonstrate our approach to be an effective method in distinguishing venues in terms of their writing styles.
I. INTRODUCTION
As early as the late nineteenth century, the research scientist T.C. Mendenhall conducted his pioneering studies in authorship attribution among Bacon, Marlowe, and Shakespeare. More than half a century later, another two scientists, Mosteller and Wallace, carried out their famous study on the mystery of the authorship of the Federalist papers [1] . They examined 146 political essays from the late eighteenth century, of which most are acknowledged to have been written by John Jay, Alexander Hamilton and James Madison; however, twelve of them are claimed to be co-authored by Hamilton and Madison. By extracting function words as one of the most important stylometric features and making use of Bayesian statistical analysis, Mosteller and Wallace assigned all twelve disputed papers only to Madison.
These early studies initiated research in author attribution, also known as author verification or identification, and demonstrated that writing style is a key feature in distinguishing among authors. Today we not only have many more authors writing and publishing papers, but also have many different kinds of publications, covering different topics, with different genres and requiring different writing formats. In this paper, we regard the publishing venues of all kinds of publications as venues. We have different venues for different research domains; for example, the 'SIGIR' conference for Information Retrieval (IR) research, and the 'VLDB' conference for database research. Moreover, even in one research domain, we also have multiple venues. To take the 'IR' research domain as an example, we have journals such as Information Retrieval and J.ASIST, as well as conferences, such as SIGIR, JCDL, WWW, CIKM, etc. We also have posters, workshops, technical reports, patents, etc. With so many different kinds of venues provided, a straightforward question may arise: how can they be distinguished from each other? Besides their topic-related differences, are they also distinguishable in writing styles?
A writing style, according to Karlgren [2] , is a consistent and distinguishable tendency in making some linguistic choices. Compared to the content of a paper, writing style more reflects the preferences of authors in organizing sentences and choosing words. Identifying distinguished features of venues in terms of their writing styles can provide us another point of view or additional information in evaluating the differences among multiple venues, and such a differentiation can provide benefit to some applications, one of which is venue recommendation, whose main task is to generate a list of venues to which a given paper may be submitted. It is sometimes difficult to choose a proper venue since there are many available choices and some of them even focus on similar topics. If additional hints can be provided from venues' writing styles, researchers may find it easier to make their choices. In a similar way, distinguishing venues by their writing styles may also help us determine the real publishing venue of a given paper whose venue information is missing, yet that information is needed, for example, in digital libraries. These potential applications stimulate our research into the task of venue classification, which has not been explored before.
In summary, our paper makes the following contributions: 1) the first exploration into distinguishing venues by their writing styles; 2) detailed experiments examining different impact of several factors for classification on two real data sets.
II. RELATED WORK
There is a lack of prior work exploring the problem of classifying venues by their writing styles. However, there has been a long history in the research of author attribution, also known as author identification or verification, whose main task is to determine the author of a piece of work, mostly by identifying the unique writing styles of authors. Author attribution has been used in a small yet diverse number of applications, such as authorship verification for literature and published articles, for online messages [3] , [4] , plagiarism detection and forensic analysis for criminal cases.
One of the most important components for author attribution is to identify representative stylometric features, which compared to the features used in text content classification, are assumed to be topic-independent and context-free. Stylometric features used in early author attribute studies are lexical [1] (i.e., character and word) based, such as number of words and characters, word length, vocabulary richness [5] , [6] . Further study then began to make use of syntactic features [7] . The three most representative syntactic features are function words [8] , [9] , punctuation [10] and part-of-speech tags [7] . More recently, structural features [11] , such as number of paragraphs, use of indentation, use of signature, have attracted attention, especially for online message authorship identification. Other useful stylometric features include character-based n-grams [12] and POS-based n-grams [13] . However, due to different applications, no set of significant stylometric features have been identified to be the most discriminative.
Just as there are a range of stylometric features, there are also many techniques for author attribution. In most cases, this task has been treated as a single-label multi-class classification task, and therefore many classification techniques have been considered [3] . Besides that, there are other techniques such as statistical approaches [14] , neural networks [15] , genetic algorithms [9] , and principle component analysis approaches [8] . Most recently, researchers have started to use latent factor models into author attribution task [16] , [17] . However, there is no consensus on which particular approach can perform the best due to different applications.
In this paper we conduct a detailed study of venue classification by adopting a set of stylometric features that have been demonstrated useful in author attribution. Unlike most author attribution experiments, we test large numbers of classes (venues). We work on real data sets, collecting paper instances according to the actual distributions of venues in the data corpus. Moreover, we compare classification results using different feature sets and classifiers and further examine the distinguishing power between creating style-based classifiers and content-based classifiers. We further explore the relationship between writing styles and topics and genres respectively.
III. PROBLEM IDENTIFICATION
Given a set of papers, with their full or partial content provided, the task of venue classification is to determine the likelihood of a paper to be published in a particular venue. We can approach the task using traditional classification techniques, where a set of papers with known venue information are used for training, and the ultimate goal is to automatically determine the corresponding publishing venue of a paper whose venue information is missing. In particular, we are interested in exploring the following research questions:
• 
IV. FEATURES
Since we focus on writing-style based venue classification, one of the main concerns is to define an appropriate quantitative text representation that captures the writing style of scientific papers. To avoid the influence from paper content, the features we employed need to be unrelated to topic and context-free. Based on previous studies and analyses in the task of author attribution, we incorporated three types of features into the feature set: lexical features, syntactic features and structural features. The entire set of features is listed in Table I . Lexical Features: Lexical features can be further divided into character-based or word-based features. It reflects a paper's preference for particular character or word usage. In our work, we included character-based features like number of terms, number of distinct terms, etc. The number of Hapax terms, one of the features we used, is defined to be the number of distinct terms that appear only once in the paper. We also used vocabulary richness as defined in [18] . In total, we have 66 lexical features.
Syntactic Features: Compared to lexical features, the discriminating power of syntactic features is derived from different formats and patterns in which sentences of a paper are organized. They are more likely to be content-independent. One of the most important syntactic features is the set of short yet all-purpose words, which are often referred to as function words, such as 'the', 'a', 'and', 'to', etc. Research in author attribution demonstrated that function words play an important role in identifying authors, since their frequency of usage are often unaffected by papers' subjective topics. We adopted a set of 298 function words. Another example of a syntactic feature is punctuation. We count the sum of appearances of eight predefined punctuation symbols that appear in the paper.
Structural Features: Structural features represent the layout of a piece of writing. De Vel [11] introduced several structural features specifically for email. In our work, we adopted five structural features specifically for scientific papers: the number of sections, figures, equations, tables, and bibliographic references. Due to the fact that the original paper content available is in raw text format, in order to retrieve the number of figures in one specific paper, we simply count the number of times the word 'figure' or ' Figure' appears in the paper. We did the same for number of sections, number of tables and number of equations. We add number of references as an extra feature, not only because it is available in our data set, but also because this kind of feature is important for scientific papers. We can retrieve all of these five features for the papers in the CiteSeer data set, where the full paper content is available. For papers in the ACM data set, we can only retrieve the number of references feature.
In summary, we have 371 features for papers in the CiteSeer data set, and 367 features for papers in the ACM data set. The data sets are described below.
V. EXPERIMENTAL EVALUATION A. Data Collection
In order to test whether we can successfully classify venues by their writing styles, we perform experiments on two real world data sets. The first data set is a subset of the ACM Digital Library, from which we crawled one descriptive web page for each of 172,890 distinct papers having both title and abstract information.
For each published paper, we extract its publishing venue and citation references. Due to possible venue name ambiguity, we first convert all upper-case characters into lower-case, and remove all non-alphabetical symbols. We further removed all digits as well as the ordinal numbers, such as the 1st, the 2nd, and applied Jaccard similarity match to merge duplicate venue names. We finally obtained 2,197 distinct venues.
The second data set we utilize is the CiteSeer digital library scientific literature distributed by the 2011 HCIR challenge workshop 1 . The whole data corpus is divided into two parts. Meta-data about a paper, such as its title, publishing venue, publishing year, abstract, and information about citation references are kept in XML format; the full content of that paper is in plain text. We collected 119,727 papers published between 1949 and 2010 that have both abstracts and full content information. We applied the same working process as we did for the ACM data set to merge ambiguous venue names, and finally obtained 48,797 venues.
B. Overall Classification Results
In a first analysis, we determine whether venues are distinguishable by their writing styles under general circumstances, regardless of content, topic and genre effects.
For all experiment settings, we make use of 10-fold cross validation, and adopt Accuracy and F 1 score, the two traditional classification metrics for performance evaluation.
1) Multi-Class Classification Results:
To examine multiclass classification results, we randomly choose K venues, where K indicates the number of venues on which we tested. In our experiments, we change the value of K among 2, 5, 10, 30, 50, 100 and 150. For each value of K, we randomly choose K venues that have at least 100 papers for the ACM data set (at least 50 papers for the CiteSeer data set). We collect all the papers published in those chosen venues to construct the training/testing sets. The same process is repeated ten times for each particular K, and the results are an average of all the iterations. We construct RandomForest classifiers Stylometric(A) and Stylometric(F) for the CiteSeer data set, since we have both abstract and full content information for papers in this data set. Stylometric features are extracted from either abstract content or paper full content respectively. For the ACM data set where the full content of papers is missing, we work only on papers' abstracts to generate the stylometric features. Table II shows some brief statistics over the randomly chosen venues we tested. In order to demonstrate the effectiveness of the classification results, we further construct a Baseline Classifier for comparison, which randomly guesses the venue label for paper instances in the testing set.
As shown in Table III and Table IV , our stylometric classifier can outperform the baseline classifier under all circumstances. Based on the p value computed from the students' t test, all improvement over the Baseline classifier is statistically significant (p ≤ 0.05), which confirms that venues are distinguishable by their writing styles. Moreover, there exists a tendency to achieve greater improvement over the random guessing baseline as the number of venues tested increased. Working on CiteSeer data with paper full content, there is a 70.25% improvement for 2-venue classification, and the performance is 7.45 times over random guessing for 30-venue and 8.86 times for 150-venue respectively. We also notice from the experiment results in CiteSeer data that we can achieve better performance working on the full paper content to retrieve the stylometric features than just from paper abstracts. The improvement is statistically significant when 30 or more venues are taken as testing venues.
2) Comparison of Classification Techniques:
To evaluate the classification results of different classifiers, we repeat the same experimental process as described above using three state-of-the-art classifiers: RandomForest (RF), NaiveBayes (NB), and Support Vector Machines (SVM). For the CiteSeer data set, experiments were carried out for both paper abstract (A) and full content (F ) separately. We report experimental results in Figure 1 . We can see that all classifiers achieve better performance than random guessing; however, different classifiers have different impacts on the performance over the two data sets.
For ACM data set, RandomForest and SVM work better than NaiveBayes for both Accuracy and F 1 Score. SVM outperforms RandomForest in terms of Accuracy, however, RandomForest can achieve higher F 1 Score than SVM.
For CiteSeer data set, all three classifiers can achieve better performance working with paper full content than paper abstract. For both working with paper abstract and full content, RandomForest performs the best with small number of testing venues, and is then outperformed by SVM when the number of venues exceeds 30 and 50 respectively. NaiveBayes is the worst in general in terms of Accuracy, however, it gradually catches up with the performance of RandomForest and SVM when the number of venues tested is increased. In terms of F 1 Score, RandomForest is the best classifier working on both data sets. NaiveBayes shows comparable performance as RandomForest. SVM turns out to be the worst of the three, whose performance is only slightly better than random guessing when working on paper abstracts.
3) Comparison of Feature Types:
As introduced in previous sections, we have three groups of stylometric features: lexical, syntactic and structural. To examine the contribution of different feature sets, we first test the performance on each individual group, and then add them one by one to test the changes in performance. We fix the number of venues tested to be 10. Performance in terms of Accuracy and F 1 Score are summarized in Tables V and VI respectively. We can see that lexical features still play the most important role in venue classification. Structural features are the least useful, probably due to our rough calculation method for collecting number of sections, number of figures, etc. However, we can also find that each group of features contributes positively to the overall performance, since when we add them together, performance is better than each individualy.
We further conducted five individual pairwise t tests in order to examine the significance of improvement. Table VII shows the p value of the t tests for feature comparison for both ACM and CiteSeer data sets. Both lexical and syntactic features work significantly better than structural features. Combining lexical and syntactic features can provide significant improvement over pure lexical features, however, the improvement is not significant when we further add structural features. The results are consistent across the two data sets.
C. Content vs. Writing Styles
Under all experimental settings mentioned in previous sections, we work on pure stylometric features. Besides the difference in writing styles, venues also differ in their content. In order to compare the classification performance between writing-style based features and topic/content based features, we further construct the RandomForest-based Content Classifier, in which we represent each paper by the TF-IDF scores of the Top 500 most frequent appearing terms in the whole corpus, and the Combine Classifier, where we combine both stylometric and content-based features. As shown in Tables VIII and IX, the Content Classifier works better than the Stylometric Classifier. It indicates that topic-related difference is more distinguishable than writing styles for venues. When combining both stylometric and content features, the performance is not improved on the ACM data set; however, we can get improved performance on CiteSeer data set when features over full content are integrated.
D. Topics vs. Writing Styles
Working on CiteSeer data set, we randomly select 100 papers published in the venue 'SIGIR'. We would like to test whether papers in this venue can be successfully distinguished from papers published in other venues, either with more or less similarity with the venue 'SIGIR' in terms of venue topics. We select six other venues, and randomly select 100 papers for each of them. RandomForest is used as the classifier.
We can find that papers published in similar venues can also be successfully distinguished with high probability (e.g., 73% for papers in SIGIR and WWW) based on writing style features. There shows an increase in classification accuracy when venues are talking about different topics than similar topics.
E. Genres vs. Writing Styles
We are also interested in discovering the impact of different genres of venues on similar topics in terms of their writing styles. As we already know, there exist many different genres of venues even for the same topic. For example, the journal of SIGMOD Record compared with the conference of SIGMOD in database research domain. In this group of experiments, we collect papers published in journals and conferences, and show their classification results. RandomForest is used as the classifier. As shown in Table XI , we first test on the overall performance for all journals and conferences regardless of topic difference. For doing this, we randomly select 1000 journal venues and 1000 conferences venues, collect all their published papers, and carry out the classification. As indicated, we can retrieve an accuracy over 76%. We further choose three different research domains; for each of them, we collected 100 papers published in their corresponding journal venues and conference venues respectively. Results show that in database and computer architecture domain, the classification results are better than that in the graphics domain. Even though we cannot determine exactly the effect of research topics on the classification results between journals and conferences, we can still see that on a general basis, these two are distinguishable.
F. Improving Classification Results
We have also experimented with techniques to further improve the accuracy of our classifier. Two popular techniques, Boosting and Bagging (Bootstrap aggregating), have been adopted, both of which essentially construct a set of classifiers which are then combined to form a composite classifier. The composite classifier is generally believed to perform better than the individual classifiers. We apply both Bagging and Adaboost, provided by WEKA, on both ACM and CiteSeer data sets. We experimented on different numbers of venues (2, 5, 10, 30 and 50). For venues in CiteSeer data set, we also test the performance by either using only paper abstract or full content respectively. RandomForest is used as the basic classifier, and the results are also evaluated using 10-fold cross validation. We report results in terms of accuracy and F 1 score in Figure 2 .
Both Bagging and Boosting provide significant improvement over the original classification results. Bagging shows better ability in improving accuracy. The improvement increases when more venues are tested. Working on 10-venue task, the improvement of Bagging is 12.44% for ACM data set, 27.56% for CiteSeer abstract and 16.4% for CiteSeer full paper content. AdaBoost, however, works better for improving the performance in terms of F 1 Score: it improves performance by 10.36% for ACM, 10.71% for CiteSeer abstract and 15.09% for CiteSeer full paper content.
VI. CONCLUSION
We addressed in this paper the task of venue classification, for which we tested whether venues are distinguishable by the writing styles of papers published in them. We applied the traditional classification approach for this task, and identified over 300 stylometric features for representing papers' writing styles. Experiments on both ACM and CiteSeer data sets demonstrated that venues can be distinguished by their writing styles. By combining both stylometric features with traditional content-based features using papers' full content, we can get improved performance for venue classification. We examined the impact of three different classifiers: RandomForest, NaiveBayes and SVM. Even though they perform differently on different experimental settings, RandomForest, however, turns out to work the best in general. We further examined the contribution of different feature sets in which lexical features were found to be the most valuable. Moreover, we carried out experiments to test the relationship between venues topics and writing styles as well as venue genres and writing styles, both of which achieved positive results on the tested venues.
