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Abstract
In the context of complex networks, we often encounter systems in which the con-
stituent entities randomly interact with each other as they evolve with time. Such random
interactions can be described by Markov processes, constructed on suitable state spaces.
For many practical systems (e.g. server farms, cloud data centers, social networks), the
Markov processes, describing the time-evolution of their constituent entities, become an-
alytically intractable as a result of the complex interdependence among the interacting
entities. However, if the ‘strength’ of these interactions converges to a constant as the size
of the system is increased, then in the large system limit the underlying Markov process
converges to a deterministic process, known as the mean field limit of the corresponding
system. Thus, the mean field limit provides a deterministic approximation of the randomly
evolving system. Such approximations are accurate for large system sizes.
Most prior works on mean field techniques have analyzed systems in which the con-
stituent entities are identical or homogeneous. In this dissertation, we use mean field
techniques to analyze large complex systems composed of heterogeneous entities.
First, we consider a class of large multi-server systems, that arise in the context of web-
server farms and cloud data centers. In such systems, servers with heterogeneous capacities
work in parallel to process incoming jobs or requests. We study schemes to assign the
incoming jobs to the servers with the goal of achieving optimal performance in terms of
certain metrics of interest while requiring the state information of only a small number
of servers in the system. To this end, we consider randomized dynamic job assignment
schemes which sample a small random subset of servers at every job arrival instant and
assign the incoming job to one of the sampled servers based on their instantaneous states.
We show that for heterogeneous systems, naive sampling of the servers may result in an
‘unstable’ system. We propose schemes which maintain stability by suitably sampling
the servers. The performances of these schemes are studied via the corresponding mean
field limits, that are shown to exist. The existence and uniqueness of an asymptotically
stable equilibrium point of the mean field is established in every case. Furthermore, it is
shown that, in the large system limit, the servers become independent of each other and
the stationary distribution of occupancy of each server can be obtained from the unique
equilibrium point of the mean field. The stationary tail distribution of server occupancies
is shown to have a fast decay rate which suggests significantly improved performance for
the appropriate metrics relevant to the application. Numerical studies are presented which
show that the proposed randomized dynamic schemes significantly outperform randomized
static schemes where job assignments are made independently of the server states. In
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certain scenarios, the randomized dynamic schemes are observed to be nearly optimal in
terms of their performances.
Next, using mean field techniques, we study a different class of models that arise in the
context of social networks. More specifically, we study the impact of social interactions
on the dynamics of opinion formation in a social network consisting of a large number
of interacting social agents. The agents are assumed to be mobile and hence do not
have any fixed set of neighbors. Opinion of each agent is treated as a binary random
variable, taking values in the set {0, 1}. This represents scenarios, where the agents have
to choose from two available options. The interactions between the agents are modeled
using 1) the ‘voter’ rule and 2) the ‘majority’ based rule. Under each rule, we consider
two scenarios, (1) where the agents are biased towards a specific opinion and (2) where the
agents have different propensities to change their past opinions. For each of these scenarios,
we characterize the equilibrium distribution of opinions in the network and the convergence
rate to the equilibrium by analyzing the corresponding mean field limit. Our results show
that the presence of biased agents can significantly reduce the rate of convergence to
the equilibrium. It is also observed that, under the dynamics of the majority rule, the
presence of ‘stubborn’ agents (those who do not update their opinions) may result in a
metastable network, where the opinion distribution of the non-stubborn agents fluctuates
among multiple stable configurations.
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Chapter 1
Introduction
A network can be viewed as a collection of interacting entities. The interactions are
governed either by a central entity or by a distributed algorithm/protocol running at each
constituent entity. Examples of centrally controlled networks include web server farms and
cloud data centers. In such systems, the servers interact via a central job dispatcher that
assigns incoming jobs to the servers by comparing their loads. In contrast, decentralized
network control can be observed in wireless local area networks (WLAN’s), wireless sensor
networks, and social networks, where each node runs a distributed algorithm that causes
the nodes to interact with each other.
In many systems, the interactions among the constituent entities/nodes are random
and can be captured through a Markov process that describes the time evolution of the
network in its entirety. Characterization of the network’s behavior requires analysis of this
underlying Markov process. For many systems, an exact analysis of the underlying Markov
process becomes intractable due to the complex interdependence among the interacting
entities of the system. However, if the ‘strength’ of the interaction between an individual
entity and the rest of the system is ‘weak’, then the underlying Markov process converges
asymptotically to a deterministic process as the number of entities in the system grows to
infinity. This limiting deterministic process is known as the mean field limit or simply the
mean field of the system and provides a simpler way to characterize the system’s behavior
when the number of entities is large. In this dissertation, we analyze large systems of
‘weakly’ interacting entities through their corresponding mean field limits. In particular,
we focus on heterogeneous systems in which the statistical properties of the constituent
entities are different from each other.
First, we consider a model of multi-server systems (such as shown in Figure 1.1) arising
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Figure 1.1: Server farm model consisting of N = 3 parallel servers. Each job is assigned
to the server having the smallest number of unfinished jobs.
in the context of large web server farms and cloud data centers. In such systems, a large
number of servers work in parallel to process incoming job requests. Upon arrival, each job
request is dispatched by a central job dispatcher to a server for processing. The objective is
to assign the incoming jobs to the servers in such a way that certain performance metrics are
optimized. Job assignment schemes, which compare the states of some randomly sampled
servers at the arrival instant of each job in order to assign the job, effectively cause the
servers in the system to interact with each other. We analyze such schemes by analyzing
the resulting interactions among the servers using mean field techniques.
Next, we focus on systems (such as shown in Figure 1.2) in which the interactions among
the constituent entities occur without any central co-ordination. In particular, we study
random interactions between agents in a social network and the effect of such interactions
on the diffusion of opinions in the network. The interactions are defined by simple rules in
which randomly sampled agents interact with each other to exchange information about
their opinions. The global opinion structure that emerges as a result of such interactions
is studied using mean field techniques.
The time evolution of both the systems discussed above can be described by suitably
constructed Markov processes. Exact characterizations of these processes are extremely
2
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Figure 1.2: Opinion dynamics under the ‘majority rule’: Different colors represent different
opinions. Agent A samples agentsB and C at an update instant. It then changes its opinion
according to the ‘majority rule’.
difficult for finite system sizes. However, it is observed that the ‘strength’ of the interaction
between an individual entity and the rest of the system, as measured by the conditional
drift of the individual entity given the entire state of the system, is ‘weak’ in the sense that
it converges to a constant as the number of entities in the system increases. As a result,
the underlying Markov processes for these systems, converge in the large system limit to
their corresponding mean field limits, that are given by solutions of ordinary differential
equations.
Mean field limit of a system serves as a good approximation of the system behavior
when the number of entities in the system is large. For example, the steady state behavior
of the finite system can be shown to concentrate near the equilibrium points (points in the
state space where the time derivative is zero) of the mean field as the number of entities
in the system increases. Furthermore, in the large system limit the individual entities of
the system become independent of each other. This property is known as the asymptotic
independence property that enables analysis of the limiting system through the fixed points
of certain continuous maps.
Typically, mean field analysis, is carried out for homogeneous systems whose constituent
entities are identical. But for heterogeneous systems - the focus of this dissertation - the
analysis becomes more challenging due to the lack of closed form analytical expressions for
the equilibrium points of the corresponding mean field limits. Moreover, for such systems,
3
the standard assumptions underlying mean field analysis, such as exchangeability of states
among the constituent entities, do not hold. To study these systems, we therefore extend
the standard results of mean field theory from the homogeneous case to the heterogeneous
case.
1.1 Motivation
Mean field approximations often provide useful insights into the behavior of large systems
of ‘weakly’ interacting entities when an exact analysis of the finite system is intractable.
In this dissertation, we use such approximations in two different contexts: (1) to study the
performance of randomized job assignment schemes for large web server farms and cloud
data centers; (2) to study opinion dynamics in large social networks. Our motivation to
analyze these systems stems from their widespread use in practice and the lack of analytical
results for the scenarios where the constituent entities are heterogeneous in nature.
1.1.1 Randomized job assignment in heterogeneous multi-server
systems
Dynamic content web services (e.g., web search, e-commerce) and cloud computing appli-
cations (e.g., Amazon EC2, Microsoft Azure) have seen a rapid growth in the recent years
due to their ability to provide scalable and cost effective computing solutions. The preva-
lence of such applications has triggered the development of large scale web server farms and
data centers which can accommodate thousands of servers to meet the increasing demands
of user requests. A central problem in such systems is to decide which server an incoming
request should be assigned to in order to obtain optimum performance in terms of certain
metrics of interest.
In web server farms, the incoming jobs have elastic resource requirements and are
processed at the servers in a round-robin fashion with small granularity. This can be well
approximated by the processor sharing service discipline [1] where the processing speed of
a server is equally shared among the jobs in progress. In this scenario, the objective is
to minimize the mean response time of jobs in the system. On the other hand, for cloud
data centers providing Infrastructure-as-a-Service (IaaS), the incoming jobs have specific
resource requirements and hence must be processed at servers where the required resource
is available. Therefore, in this case, the objective is to minimize the probability with which
jobs are denied access to requested resource or are blocked.
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Ideally, a job assignment scheme, which compares the states of all servers in the system
to assign every new arrival, should achieve the best performance. However, in large multi-
server systems obtaining state information of all the servers at each arrival instant incurs
high communication overhead between the servers and the job dispatcher. In such scenar-
ios, the use of randomized dynamic schemes which sample only a small random subset of
servers at each arrival instant and assign the arrival based on the states of the sampled
servers, can drastically reduce the communication overhead. Such schemes are known to
perform significantly better than randomized static schemes in which the incoming jobs
are randomly assigned to the servers without the comparing the server states.
The existing literature on randomized dynamic job assignment schemes [2, 3, 4] assumes
that the servers in the system are identical in terms of their capacities. In reality, however,
there are servers of varied capacities in web server farms and cloud data centers. In such
cases, uniform sampling of servers may not result in the same gains as in the homogeneous
case. In this dissertation, our objective is to study randomized dynamic schemes when
the servers have heterogeneous capacities. Through our analysis, we conclude that by
appropriate sampling of the servers, gains similar to that in the homogeneous case can
be obtained even in the heterogeneous case. Our observations are mentioned briefly in
Section 1.2 and are discussed in detail in the subsequent chapters of this dissertation.
1.1.2 Opinion dynamics in large social networks with ‘biased’
and ‘stubborn’ agents
We are at present in an era where social networks are shaping the opinions of large groups
of individuals. Understanding how individual opinions are affected by social interactions
and what global opinion structure emerges from such interactions are important in order
to make predictions in economics and politics. One of the key challenges in this area is to
model social interactions in a way that can lead to meaningful predictions.
Various models have been proposed and analyzed in the literature in this context. One
of the models extensively studied is the voter model or the voter rule [5, 6, 7], where
an agent contacts a randomly sampled neighbor at an instant when it decides to update
its opinion. The updating agent then copies the opinion of the sampled neighbor. This
simple model captures the tendency of individuals to mimic their neighbors and explains
why societies often converge to a consensus, where all the agents adopt the same opinion.
Another common model for social interaction is defined by the majority rule [8, 9], where
an updating agent samples multiple neighbors and adopts the opinion of the majority of the
sampled neighbors. This rule is based on the tendency of individuals to conform with the
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majority opinion. Under this rule, a fully connected network of agents reaches consensus
at a rate faster than that under the voter rule.
In most prior works on voter models and majority rule models, it is implicitly assumed
that the agents are ‘unbiased’ in the sense that they do not have any preference for any
of the available choices. It is also assumed that the agents are homogeneous in terms of
their propensities to change their past opinions. However, in reality, the agents are often
‘biased’ towards some specific opinion and/or have different propensities to change their
past opinions (i.e., some agents may be more ‘stubborn’ than others). In such cases, the
extension of the existing results is not direct.
In the second part of the dissertation, we address this issue. In particular, we analyze
the dynamics of opinion formation under the voter rule and the majority rule assuming
two scenarios which represent the cases (1) where the agents are ‘biased’ towards a specific
opinion and (2) where the agents have different propensities to change opinions. We assume
that each agent in the network has two available choices represented by the numbers {0}
and {1}. Using mean field techniques, we study the equilibrium distribution of opinions
in the network as a function of initial opinions of the agents and the number of agents in
the network. We also investigate the time required for the network to reach an equilibrium
state under the scenarios discussed above.
1.2 Contributions and Outline
This dissertation is organized into two parts. In the first part, we study randomized dy-
namic job assignment schemes for large, heterogeneous multi-server systems. We start
in Chapter 2, with an investigation of randomized schemes to assign arriving requests to
servers in a system of parallel processor sharing servers with heterogeneous capacities. The
servers are assumed to be grouped into different types according to their capacities. The
objective is to reduce the mean response time of jobs while requiring the state information
of a small number of servers at each job arrival instant. This is achieved by using job
assignment schemes which sample a small random subset of servers at every job arrival
instant and assign the incoming job to the sampled server with the least number of unfin-
ished jobs. We observe that for heterogeneous systems, the method of sampling the servers
plays a key role in determining the performance of such schemes. More specifically, we
make the following contributions
• It is shown that uniformly sampling servers from the entire system may drive the
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system into instability1 even for arrival rates below the aggregate service rate of the
system.
• To recover stability, we propose a hybrid scheme which combines biased sampling
across different server types with uniform sampling within the same server type. It is
shown that, under the hybrid scheme, the system is stable for all arrival rates below
the aggregate service rate of the system, i.e, the hybrid scheme achieves the maximal
stability region. However, it is observed that the scheme requires the knowledge of
the system parameters to achieve the maximal stability region and is therefore not
robust to system failures.
• A type-based scheme is proposed where a small number of servers are sampled from
each server type at every job arrival instant. The incoming job is then assigned to
the sampled server having the least number of unfinished jobs. It is shown that this
type-based scheme achieves the maximal stability region for all system parameters
and hence is more robust to system failures than the hybrid scheme.
• The performance of the type-based scheme is characterized in the large system limit
using mean field techniques. In particular, it is established that the equilibrium point
of the mean field is unique and globally attractive. The stationary occupancy distri-
bution of the servers in the finite system is shown to concentrate on this equilibrium
point in the large system limit.
• It is shown that, in the limiting system, any finite set of servers behave independently
of each other. This is formally known as the asymptotic independence property or
propagation of chaos property. To prove this property in the heterogeneous case,
we extend the classical notion of exchangeable random variables to a more general
notion of intra-type exchangeable random variables.
In Chapter 3, randomized dynamic job assignment schemes are studied for a system
of parallel heterogeneous servers each of which holds a finite amount of a resource. The
incoming jobs are assumed to have specific resource requirements. Therefore a job can be
served at a server only if the required resource is available at the server. In this case, the
objective is to design a job assignment scheme that reduces the average blocking probability
of jobs while requiring the state information of only a small number of servers at each job
arrival instant. To this end, we make the following contributions:
1Instability refers to the situation where the mean number of unfinished jobs in the system becomes
unbouned.
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• We propose a scheme in which an arriving job is assigned to the server having the
maximum available resource among a set of randomly sampled servers in the system.
• The performance of the proposed scheme is characterized using mean field techniques.
It is shown that the mean field has a unique, asymptotically stable equilibrium point
which characterizes the stationary occupancy distribution of the servers in the lim-
iting system.
• Asymptotic independence among the servers is established.
• The tail occupancy distribution of each server in the limiting system is shown to have
a fast decay rate which suggests improved performance in terms of reducing blocking.
• Numerical experiments are conducted to show that the proposed scheme results in
near minimal average blocking probability under heavy load conditions.
In the second part of the dissertation (Chapter 4), we consider opinion dynamics models
for large social networks of interacting agents. The agents are assumed to be mobile and
hence do not have any fixed set of neighbors. The opinion of each agent is assumed to
be a binary variable taking values in the set {0, 1}. Each agent is assumed to update its
opinion at random instants by interacting with some randomly sampled neighbors. We
consider opinion dynamics under the voter rule and the majority rule. Under each rule,
we consider two different scenarios. In the first scenario, the agents are assumed to be
‘biased’ towards a specific opinion. The second scenario assumes that different agents have
different propensities to change their opinions. The following are the key observations:
• For the voter model with ‘biased’ agents we observe that the network reaches a
consensus state in a time that is logarithmic in the network size. We also show that
the probability with which consensus is achieved on the preferred opinion increases
rapidly to 1 as the network size increases.
• For the voter model with agents having different propensities to change opinions, we
derive a closed form expression for the probability with which the network reaches
consensus on a particular opinion. We also derive an approximation of the mean time
to reach consensus.
• In the case of the majority rule model with ‘biased’ agents, we show that the network
converges to a consensus state on the preferred opinion only when the initial fraction
of agents having the preferred opinion is more than a certain threshold. The threshold
is computed using the mean field limit.
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• Finally, for the majority rule model in the presence of ‘stubborn’ agents (agents who
do not update their opinions), we observe that the network may exhibit metastability
where it fluctuates between multiple stable configurations, spending long intervals in
each configuration.
The dissertation is concluded in Chapter 5, where we summarize our work and present
some future extensions.
1.3 Mean field techniques: A brief overview
Let us consider a system consisting of N identical interacting particles each of which has
a finite state space S. Assume that the time evolution of the entire system of particles
can be described by a pure jump Markov process x(N)(·) = (x(N)i (·), i ∈ S), where for
each i ∈ S, x(N)i (t) denotes the fraction of particles in state i at time t ≥ 0. The process
x(N)(·) is called the empirical measure process whose state space is the set of probability
measures P(S) defined on S. We assume that the process x(N)(·) has a unique stationary
distribution for each N .
Consider an instant t ≥ 0 when the system is in state x(N)(t) = ξ = (ξi, i ∈ S). Let
ri,j(ξ) denote the rate at which each of the Nξi particles in the state i ∈ S transits to the
state j ∈ S\ {i}. The system’s state changes from ξ to ξ + ej/N − ei/N (where ek denotes
the kth unit vector) when one such transition occurs. Therefore, the total rate at which
the process x(N)(·) transits from the state ξ to the state ξ + ej/N − ei/N is Nξiri,j(ξ).
Clearly, the jump sizes of the process x(N)(·) is O(1/N), whereas the rates at which the
jumps occur is O(N).
Convergence to the mean field: Kurtz showed, in [10], that due to the above scaling,
the process x(N)(·) converges to a deterministic process x(·) as N →∞. More specifically,
if the initial state x(N)(0) converges in distribution (weak convergence) to a constant ν as
N → ∞ and if ri,j : P(S) → R is Lipschitz continuous for all i, j ∈ S, then the process
x(N)(·) converges in distribution (hence in probability) to a deterministic process x(·) as
N → ∞, where x(·) is the unique solution of the following system of ordinary differential
equations
x˙(t) = x(t)R(x(t)), (1.1)
x(0) = ν. (1.2)
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In the above, R(·) = [ri,j(·)]i,j∈S denotes the rate matrix of the process x(N)(·). The process
x(·) is called the mean field limit of the system. Thus, the above result shows that the
path of the stochastic process x(N)(·) tends to concentrate on the path of the deterministic
process x(·) as N → ∞. The process x(·) can therefore be used as an approximation of
the process x(N)(·) for large values of N .
Convergence of the stationary distribution: An equilibrium point pi ∈ P(S) of
the process x(·) is a point which satisfies piR(pi) = 0. An equilibrium point pi is called
a globally attractive if x(t) → pi as t → ∞ for all x(0) ∈ P(S). It can be shown that if
the process x(·) has a unique, globally attractive equilibrium point pi, then the stationary
distribution of the process x(N)(·) (which exists and is unique by assumption) converges
in to δpi as N → ∞, where δpi denotes the Dirac measure concentrated at the equilibrium
point pi. Hence, for large N , the steady state of the process x(N)(·) can be approximated
by pi.
Asymptotic independence: Now we focus on the individual particles in the sys-
tem. Let X
(N)
n (t) ∈ S denote the state of the nth particle at time t. Let X(N)(t) =
(X
(N)
1 (t), X
(N)
2 (t), . . . , X
(N)
N (t)). We call X
(N)(t) exchangeable if the distribution of X(N)(t)
remains invariant under the permutation of indices 1 ≤ n ≤ N of the individual particles.
We note that since the particles in the system are identical and the system is Markovian,
the exchangeability of X(N)(0) implies the exchangeability of X(N)(t) for all t ≥ 0. It
has been shown in [11] that if X(N)(0) in exchangeable and x(N)(0) converges weakly to a
deterministic limit as N →∞, then for any finite set of tagged particles n1, n2, . . . , nk
Law(X(N)n1 (∞), X(N)n2 (∞), . . . , X(N)nk (∞))→ pi⊗k as N →∞ (1.3)
where pi is the unique, globally attractive equilibrium point of the mean field x(·) and
X
(N)
k (∞) denotes the steady state of the kth particle in the system. Thus, the above result
implies that any finite set of particles become independent as N → ∞ and the station-
ary distribution of each individual particle in the limiting system is given by the unique
equilibrium point of the mean field. This property is formally known as the asymptotic
independence property or the propagation of chaos property.
The results discussed above are the key components of mean field analysis. They show
how the behavior of a system of weakly interacting particles can be approximated by a
deterministic process as the number of particles in the system becomes large. The results
also imply that the steady state of the system can be approximated by the equilibrium
points of the mean field when the number of particles in the system is large. Such approx-
imations are especially is useful when an exact computation of the stationary distribution
of the finite system is intractable. The technique was first introduced in physics [12] to
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study the evolution of molecules of a dilute gas. The convergence of a sequence of Markov
processes to a deterministic process, given by the solution of a system of ordinary differ-
ential equations, was formally studied in [10]. The mean field approach soon became a
popular methodology in the area of communication networks. In [13], it was used to study
the stationary distribution of a closed queuing system in the asymptotic limit as both the
number of customers and the number of servers grow to infinity. In [14], it was used to
study dynamic alternate routing in large circuit switched networks. In [15], mean sojourn
time of jobs was computed in a large network of interacting queues using mean field ap-
proximations. More recently, mean field techniques have been used in a variety of contexts
such as HTTP flows [16], bandwidth sharing between streaming and file transfers [17],
randomized job assignment techniques [2].
We note that the results discussed in this section and in the references mentioned above
crucially rely on the fact that the particles in the system are identical and therefore per-
muting their states does not change their joint distribution. However, in this dissertation
our emphasis is on systems in which the constituent particles are of different types. In such
cases, permutation of states may affect their joint distribution. This makes the analysis
of such systems more complex. We need more general results from the theory of weak
convergence of Markov processes to analyze such systems. These results are discussed in
Appendix C.
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Part I
Randomized Job Assignment in
Heterogeneous Multi-Server Systems
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Chapter 2
Randomized Job Assignment in
Heterogeneous Processor Sharing
Systems
In this chapter, we consider the problem of job assignment in a system consisting of a large
number of parallel processor sharing servers, categorized into different types according to
their capacities. Our objective is to design a job assignment scheme which reduces the
mean response time jobs in the system while requiring the state information of only a
small subset of servers at each job arrival instant. To this end, we investigate the stability
and performance of randomized dynamic job assignment schemes in which a small random
subset of servers is sampled at every job arrival instant and the incoming job is assigned
to one of the sampled servers based on the states of the sampled servers. We show that
in the heterogeneous case, the method of sampling the servers plays an important role in
determining the performance of such schemes.
2.1 Introduction
The prevalence of dynamic content web services such as online search, social networking, e-
commerce has triggered the growth of large scale web server farms which can accommodate
thousands of front-end servers to meet the increasing demand of user requests. Since such
systems provide web services that are highly delay sensitive, a small increase in the average
response time of jobs may cause a significant loss of revenue and users [18]. Hence, one
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of the key design issues in such systems is to decide which server an incoming job will
be assigned to in order to obtain minimum average response time of jobs. The problem
becomes more challenging due to the large size of web server farms which makes the use
traditional job assignment schemes inefficient.
Traditionally, in small web server farms, a hardware job dispatcher such as F5 Appli-
cation Delivery Controller [19, 20] is used to dispatch incoming jobs to the servers. It uses
the Join-the-Shortest-Queue (JSQ) scheme that assigns each new arrival to the server hav-
ing the least number of unfinished jobs in the system. Implementing this scheme requires
the knowledge of the states of all the servers in the system at each arrival instant of a
new job. This is possible either by probing all the servers at each arrival instant of a new
job or by continuously monitoring all the servers in the system at all times. For a large
web server farm, where thousands of servers run in parallel to process the incoming jobs,
probing all the servers at each job arrival instant introduces a significant delay (due to the
large communication overhead between the job dispatcher and the servers) in the routing
of the incoming jobs. Continuous monitoring also is not desirable as it is wasteful in terms
of energy (since turning off servers of low utilization will require frequent reconfiguration
of the job dispatcher). Therefore, for large web server farms, a job assignment scheme,
which requires the state information of only a small number of servers at each job arrival
instant and yet yields low average response time of jobs, is more desirable.
In randomized static schemes, arrivals are assigned to the servers with fixed probabil-
ities, independently of the server states. Thus, randomized static schemes do not require
the state information of any server in the system. However, the mean response time of jobs
can be further reduced significantly by using randomized dynamic schemes, where a small
subset of servers is randomly sampled at every job arrival instant and the incoming job
is assigned to one of the sampled servers by comparing the states of the sampled servers.
Such randomized dynamic schemes, therefore, significantly reduce the mean response time
of jobs without increasing the communication overhead between the job dispatcher and the
servers significantly.
The the power-of-d scheme or the SQ(d) scheme is an example of randomized dynamic
schemes. In the SQ(d) scheme, every arrival is assigned to the server having the least
number of unfinished jobs among d ≥ 2 servers, sampled uniformly at random from the
entire system at the arrival instant of the job. It was shown in [2, 3, 21] that for a system of
identical first-come-first-serve (FCFS) servers, the SQ(d) scheme results in an exponential
reduction in the mean response time of jobs as compared to the randomized static scheme.
However, the above results do not apply to systems consisting of heterogeneous servers,
which are more realistic models of web server farms . In heterogeneous systems, a uniformly
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sampled set of d servers may not contain servers of all types (or capacities). Hence,
for such systems, uniform sampling may not yield the same gains as for homogeneous
systems. Therefore, an approach based on biased sampling of servers has to be adopted
for heterogeneous systems which we explore in this chapter.
2.1.1 Related literature
The study of job assignment schemes for multi-server systems has a long history that dates
back to the 1960’s. The JSQ scheme was first analyzed in [22, 23] for a system of two
parallel FCFS servers assuming Poisson arrivals and exponential service time distribution.
The stationary distribution of queue length at each server was found. Optimality of the
JSQ scheme, in terms of response time of jobs, was considered in [24, 25]. It was shown
that, under FCFS service discipline and service time distributions having decreasing hazard
rates1, JSQ maximizes the number of jobs that depart from the system in a given amount
of time.
The study of the JSQ scheme was limited to the FCFS service discipline for a long
time until recently Gupta et al [26] analyzed the scheme for the processor sharing service
discipline, which closely approximates the round robin scheduling of jobs actually employed
in web servers [1]. An approximate analysis of the JSQ scheme was presented, assuming a
finite number of servers in the system and general job length distributions. It was shown
that the JSQ scheme is nearly optimal in terms of minimizing the mean delay in such
systems. It was also observed that under the JSQ scheme the stationary distribution of
server occupancies is nearly insensitive to the type of job length distribution so long as the
mean of the distribution remains unchanged.
The concept of randomized dynamic schemes evolved from the seminal work by Azar
et. al [27] in which the SQ(d) scheme was first proposed in the context of the “balls-and-
bins” model. In the balls-and-bins model, n balls are to be sequentially placed in n bins as
evenly as possible. The optimal scheme is to check the load on all bins at every step and
place the next ball to the least loaded bin (with ties broken arbitrarily). Clearly, this is
inefficient when n is large. However, if each ball is placed in the least loaded of d randomly
sampled bins (with ties broken uniformly at random), then it was shown that (with high
probability) the maximum load in a bin (after completion) is (1 + o(1)) lnn/ ln lnn for
1For a service distribution, having cumulative distribution function (CDF) F (·), the hazard rate h(·)
is given by h(t) = f(t)/(1 − F (t)), where f(·) denotes the probability density function (PDF) of the
distribution.
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d = 1, and ln lnn/ ln d+O(1) for d ≥ 2. Thus, an exponential reduction in the maximum
load can be obtained by increasing the number of samples from d = 1 to d = 2.
Motivated by the above observation, a dynamic version of the problem was analyzed
in [2, 3]. It was assumed that jobs having exponentially distributed job lengths arrive at a
bank of N identical FCFS queues according to a Poisson process with rate Nλ. The system
was studied in the limit as N → ∞ using mean field techniques. For the SQ(d) scheme
with d ≥ 2, [2] showed, using the theory of operator semigroups, that the equilibrium tail
distribution queue sizes decay super-exponentially in the large system limit. Mitzenmacher
in [3, 21] derived the same result using an extension of Kurtz’s theorem [28]. Chaoticity on
path space or asymptotic independence of the queue length processes was established in [29]
using empirical measures on the path space. Results of [2] were generalized to the case of
open Jackson networks in [30].
The case, where queues have different service rates, was considered in [31]. It was
shown that, under the SQ(d) scheme, the system is not stable for all arrival rates below the
aggregate service rate of the system. The stability region, however, was not characterized
explicitly. To recover the stability region, a variant of the SQ(d) scheme based on memory
was proposed. In this scheme, after an arrival has been assigned, the least loaded of d
sampled servers for that arrival is kept in the memory and is used as one of the d potential
destination servers for the next arrival. It was shown that this memory based scheme can
support all arrival rates below the aggregate service rate of the system. However, our
results show that the memory based scheme do not perform well in comparison to the
schemes proposed in this chapter.
Recently, in [32], the SQ(d) scheme was analyzed under more general service disciplines
and service time distributions. It was shown that in the case of FCFS discipline and
power-law service time distribution, the equilibrium tail distribution of queue sizes decay
super-exponentially, exponentially, or just polynomially, depending on the power-law ex-
ponent and the number of choices, d. The stability of more general randomized shortest
queue based schemes for non-idling service disciplines was analyzed in [33], which derived
a sufficient condition under which such networks are stable. Asymptotic independence of
servers in equilibrium was conjectured under any local service disciplines and general ser-
vice time distributions in [34]. The conjecture was proved only for FCFS service discipline
and service time distributions having decreasing hazard rate (DHR) functions.
The tradeoff between sampling cost of servers and the expected sojourn time seen by a
customer under the SQ(d) scheme was studied in [35] for FCFS queues. A game theoretic
framework was proposed. It was shown that for arrival rates within the stability region
of the network, a symmetric Nash equilibrium for identical customers exists in which each
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customer chooses a fixed number of queues to sample.
2.1.2 Contributions
Analysis of randomized dynamic job assignment schemes has been mostly restricted to the
homogeneous case, where the servers have identical capacities. However, in reality, a web
server farm contains servers of varied capacities for which the above results do not apply.
In this chapter, our focus will be on analyzing the performance of randomized dynamic job
assignment schemes for heterogeneous processor sharing systems.
We first characterize the stability and performance of the SQ(d) scheme under the
heterogeneous scenario. In particular, we show that the stability region (the set of arrival
rates for which the underlying Markov process is positive recurrent) for the heterogeneous
system operating under the SQ(d) scheme is a subset of the maximal stability region,
defined as the set of arrival rates below the aggregate capacity of the system.
To recover the loss in the stability region, we then propose a hybrid scheme which
combines probabilistic routing across different server types with the SQ(d) routing within
servers of the same type. We show that the proposed hybrid scheme achieves the maximal
stability region but only with the knowledge of the system parameters. We also obtain
the optimal routing probabilities for which the mean response time of jobs in the system
is minimized under this scheme.
Next, we propose a type-based scheme in which a small subset of servers is sampled
from every server type at each job arrival instant. This ensures that servers of all types
are present in the sampled set of potential destination servers for each arrival. The job
is then assigned to one of the sampled servers based on their instantaneous loads. We
show that, unlike the hybrid scheme discussed above, this scheme achieves the maximal
stability region even without the knowledge of the system parameters. We characterize the
performance of this scheme in the large system limit using mean field techniques.
Finally, we study the performance of the above schemes numerically. The proposed
schemes are found to outperform other existing randomized schemes. Specifically, the hy-
brid scheme and the type-based scheme are observed to result in the lowest mean response
times of jobs among all the randomized schemes considered. Another important observa-
tion, made through the numerical studies, is the fact that in the limiting system, the mean
response time of jobs does not depend on the type of job length distribution so long as the
mean of the distribution remains unchanged. We refer to this property as the asymptotic
insensitivity of the system.
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2.1.3 Organization
The rest of the chapter is organized as follows. In Section 2.2, we introduce the system
model, the job assignments schemes considered throughout the chapter, and the notations
used to analyze them. In Section 2.3 we review some of the existing results in detail.
In Sections 2.4, 2.5, and 2.6 we present the detailed analysis of the randomized dynamic
schemes in the heterogeneous scenario. In section 2.7, we report the results of our numerical
studies. Finally, the chapter is concluded in Section 2.8.
2.2 System Model
We consider a system consisting of N parallel processor sharing (PS) servers with hetero-
geneous service rates or capacities. The capacity, C, of a server is defined as the time-rate
at which it processes a single job assigned to it. If q(t) jobs are present at a server of
capacity C at time t, then the rate at which each job is processed at time t is given by
C/q(t). We assume that the servers are divided into M(<< N) different types according to
their capacities. Let J = {1, 2, . . . ,M} denote the index set of server types. The capacity
of each server of type j ∈ J is denoted by Cj. Let C = {C1, C2, . . . , CM} denote the set of
all server capacities. We assume, without loss of generality, that the server capacities are
ordered in the following way
C1 ≤ C2 ≤ . . . CM . (2.1)
For each j ∈ J , the proportion of servers with capacity Cj is assumed to be fixed and is
denoted by γj (0 ≤ γj ≤ 1). Clearly,
∑M
j=1 γj = 1.
Jobs are assumed to arrive at the system according to a Poisson process with rate Nλ.
Each job brings a random amount of work, independent and exponentially distributed
with a finite mean 1/µ. The inter-arrival times and the job lengths are assumed to be
independent of each other. Upon arrival, a job is assigned to one of the N servers where
the job stays till the completion of its service after which it leaves the system. We consider
the following randomized schemes to assign the incoming jobs to the servers.
2.2.1 Scheme 1: The randomized static scheme
As a baseline, we consider a scheme that assigns the incoming jobs to the servers with
fixed probabilities, independent of the current states of the servers. Upon arrival of a job
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a server type j ∈ J is first chosen with probability pj. The job is then assigned to any one
of the Nγj servers of the chosen type with equal probability
2. The probabilities pj, j ∈ J ,
then must satisfy
∑
j∈J pj = 1. Clearly, in this scheme, no communication is required
between the job dispatcher and the servers as the job assignments are made independently
of the states of the servers.
2.2.2 Scheme 2: The power-of-d or SQ(d) scheme
In this scheme, a subset of d ≥ 2 servers is sampled uniformly at random with replacement3
from the set of N servers at each arrival instant. These d sampled servers are the called the
potential destination servers for the incoming arrival. The incoming job is assigned to the
server having the least number of unfinished jobs among the d potential destination servers.
In case of a tie within sampled servers of the same type, the tie is broken by choosing any
one of the tied servers uniformly at random. In case of a tie between sampled servers of
different types, the tie is broken by choosing the server having the highest capacity. We
shall refer to the server selected after tie breaking as the actual destination server for the
incoming arrival.
2.2.3 Scheme 3: The hybrid SQ(d) scheme
In this scheme, upon arrival of a new job, a server type j ∈ J is chosen with probability pj,
where the probabilities pj, j ∈ J , satisfy
∑
j∈J pj = 1. The job dispatcher then samples
d servers uniformly at random (with replacement) from selected server type. Finally, the
incoming job is assigned to the server having the least number of unfinished jobs among
the d sampled servers. Ties are broken uniformly at random. Hence, this scheme combines
probabilistic routing across different server types with the SQ(d) routing within servers of
the same type.
2.2.4 Scheme 4: The type-based scheme
In this scheme, upon arrival of a job, dj servers of type j are sampled uniformly at random
(with replacement) for all j ∈ J . The job is then assigned to the server having the least
2Note that servers of the same type are chosen with the same probability since, by symmetry, choosing
servers of the same type with different probabilities cannot yield lower mean response time of jobs.
3We have seen that sampling with or without replacement yield the same results in the limit as N →∞
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Figure 2.1: The type-based scheme: System consisting of N parallel processor sharing (PS)
servers, categorized into M types. There are γjN servers of type j, each of which has a
capacity or rate Cj. Arrivals occur according to a Poisson process with rate Nλ. For each
arrival, the job dispatcher samples dj servers of type j and routes the arrival to the least
loaded of the sampled servers.
instantaneous occupancy among the
∑
j∈J dj sampled servers. Ties among servers of the
same type are broken uniformly at random and ties across server types are broken by
selecting the server type having the highest capacity. We note that, in this scheme, servers
of each type are present in the sampled set of potential destination servers. This is unlike
the SQ(d) scheme, where all server types may not be present in the sampled set of servers
for an arrival. A schematic diagram describing this scheme is given in Figure 2.1.
2.2.5 Additional notations
Throughout the analysis we shall use Z, Z+, N, R to denote the set of all integers, the set of
non-negative integers, the set of positive integers, and the set of real numbers, respectively.
We define the following sequence spaces
U¯ = {(gn, n ∈ Z+) : g0 = 1, gn ≥ gn+1 ≥ 0 for all n ∈ Z+} . (2.2)
U (N)j =
{
(gn, n ∈ Z+) ∈ U¯ : Nγjgn ∈ N for all n ∈ Z+
}
, j ∈ J (2.3)
U = {(gn, n ∈ Z+) ∈ U¯ :
∑
n≥0
gn <∞}. (2.4)
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We shall mainly be using the product spaces U¯M , U (N) = ∏j∈J U (N)j , and UM in our
analysis. An element u = (un,j, n ∈ Z+, j ∈ J ) is said to belong to U¯M , U (N) or UM if, for
each j ∈ J , the sequence (un,j, n ∈ Z+) belongs to U¯ , U (N)j , or U , respectively. We define
a metric ω on the space U¯M as follows
ω(u,v) = sup
j∈J
sup
n∈Z+
∣∣∣∣un,j − vn,jn+ 1
∣∣∣∣ , for all u,v ∈ U¯M . (2.5)
The space U¯M is compact (and hence complete and separable) under the metric ω (proof
given in Appendix A).
By δx we will denote the Dirac measure concentrated at point x. Weak convergence
(convergence in distribution) of a sequence of probability measures (νn)n (sequence of
random variables (Xn)n) to a probability measure ν (random variable X) is denoted by
νn ⇒ ν (Xn ⇒ X). For the formal definition of weak convergence the reader is referred to
Appendix C. For a measure space (H,H, µH) and a µH-integrable function f : H → R ,
we define duality brackets as 〈f, µH〉 =
∫
fdµH .
2.3 A brief review of previous results
In this section, we briefly review the existing results for the randomized static scheme in
the heterogeneous case and the SQ(d) scheme in the homogeneous case.
2.3.1 The randomized static scheme
We now restate the results of [36] in terms of the notations defined in Section 2.2. In the
randomized static scheme, a job is assigned to a server with a fixed probability, independent
of the instantaneous states of the servers in the system. Hence, under this scheme, the
system reduces to a set of independent M/M/1 processor sharing servers working in parallel.
Stability analysis: We first consider the stability of the system operating under the
randomized static scheme. The stability region is defined to be the set of arrival rates
for which the mean sojourn time of jobs in the system is bounded. Equivalently, it is
set of arrival rates for which the underlying Markov process describing the time evolution
of the system is positive recurrent. Proposition 1 of [36] states that there always exist
probabilities pj, j ∈ J , for which the system is stable under the randomized static scheme
if and only if the following condition holds:
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λ ∈ Λ =
{
0 ≤ λ < µ
∑
j∈J
γjCj
}
. (2.6)
Hence, the stability region of the system operating under the randomized static scheme is
given by the set Λ. We refer to the set Λ as the maximal stability region of the system
because for λ > µ
∑
j∈J γjCj the system is unstable under any job assignment scheme
(see [33]).
It was also shown in [36] that a choice of the routing probabilities for which the system
operating under the randomized static scheme is stable for all λ ∈ Λ is given by
pj =
γjCj∑
i∈J γiCi
for all j ∈ J (2.7)
The optimal routing probabilities: The above choice of the routing probabilities is
not optimal in terms of minimizing the mean sojourn time of jobs under the randomized
static scheme. The routing probabilities p∗j , j ∈ J , for which the mean sojourn time of jobs
in the system is minimized under the randomized static scheme were found in Theorem 1
of [36] by solving a convex optimization problem. The optimal routing probabilities were
found to depend on the arrival rate λ. In particular, it was found that, depending on the
arrival rate of jobs, all server types may not be used in the optimal randomized static
scheme. The only server types used in the optimal static scheme was found to be Jopt =
{j∗, j∗ + 1, . . . ,M} ⊆ J , where j∗ is given by
j∗ = inf
{
j ∈ J : 1√
Cj
<
∑M
i=j γi
√
Ci∑M
i=j γiCi − λµ
}
. (2.8)
Furthermore, the optimal loads ~ρ∗ = (ρ∗1, ρ
∗
2, . . . , ρ
∗
M) were found to be
ρ∗i =
1−
√
1
Ci
∑M
k=j∗ γkCk−λµ∑M
k=j∗ γk
√
Ck
, if i ∈ Jopt
0, otherwise.
(2.9)
The optimal routing probability p∗j , is related to the optimal load ρ
∗
j as ρ
∗
j = p
∗
jλ/γjµCj
for each j ∈ J .
Applying Little’s law, the mean sojourn time of jobs in the system under the optimal
static scheme can be obtained as
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T¯ static(λ) =
1
λ
M∑
j=1
γj
(
ρ∗j
1− ρ∗j
)
, (2.10)
Remark 1. Specializing the above results to the homogeneous case with M = 1, C1 = C,
and γ1 = 1, we have Jopt = {1} and ρ∗ = ρ∗1 = λ/µC. Hence, the mean sojourn time of
jobs in the homogeneous system is given by
T¯ statichomo (λ) =
(
1
µC − λ
)
=
1
λ
∞∑
n=1
(
λ
µC
)n
(2.11)
2.3.2 The SQ(d) scheme in the homogeneous case
An exact analysis of the SQ(d) scheme for any finite value of N is extremely difficult since
under the SQ(d) scheme the servers in the system are dependent on each other. However,
in the large N limit, the SQ(d) scheme was analyzed using mean field techniques in [3, 2].
We now recall their results. To state these results, we assume M = 1, C1 = C, and
γ1 = 1, which corresponds to the homogeneous system with N identical servers having
capacity C. Hence, in this case, the maximal stability region can be obtained from (2.6)
as Λ = {0 ≤ λ < µC}.
For the homogeneous system of size N , operating under the SQ(d) scheme, let x
(N)
n (t)
denote the fraction of servers with at least n unfinished jobs at time t. Clearly, x(N)(·) =
(x
(N)
n (·), n ∈ Z+) defines a Markov process.
Stability analysis: Using simple coupling arguments, it was shown in [2, 3] that the
process x(N)(·), defined above, is positive recurrent if λ ∈ Λ. Hence, the SQ(d) scheme
achieves the maximal stability region for homogeneous systems.
Mean field analysis: Analyzing the Markov process x(N)(·) is intractable for finite
N due to the dependence among servers in the SQ(d) scheme. However, using mean
field analysis it was shown in [2, 3] that if x(N)(0) ⇒ u0 as N → ∞ for some constant
u0 ∈ U¯ , then x(N)(·) ⇒ x(·) = {xn(·), n ∈ Z+}4 where the process x(·) is a deterministic
process lying in the space U¯ and is given by the unique solution of the following system of
differential equations.
4In this case ⇒ denotes the weak convergence of the process x(N)(·) to the process x(·) as N →∞.
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x(0) = u0, (2.12)
x˙0(t) = 0, (2.13)
x˙n(t) = λ
(
xdn−1(t)− xdn(t)
)− µC (xn(t)− xn+1(t)) , n ≥ 1. (2.14)
Thus, the above result shows that as N →∞ the process x(N)(·) tends to concentrate on
the path of the deterministic process x(·). The process x(·) is called the mean field limit
of the system.
An equilibrium point of the mean field is a point P in the state space of the process
x(·) such that x˙(t) = 0 if x(t) = P. It is easy to see that the process x(·), as defined
above, has a unique equilibrium point P = (Pn, n ∈ Z+) in the space U given by
Pn =
(
λ
µC
) dn−1
d−1
. (2.15)
It was shown in [2] that for λ ∈ Λ, x(N)n (∞)⇒ Pn as N →∞, where x(N)n (∞) denotes the
equilibrium fraction of servers in the system having at least n unfinished jobs. Thus, the
above result shows that the steady state x(N)(∞) of the process x(N)(·) tends to concentrate
near the equilibrium point P of the mean field as N →∞.
Using the above results, the mean response time of jobs in the limiting system can be
computed as follows. Since x
(N)
n (∞) ⇒ Pn and 0 ≤ x(N)n (∞) ≤ 1 is bounded, we have
limN→∞ E[x(N)n (∞)] = Pn. Now, for a given system of size N , the expected number of jobs
in the system at equilibrium is NE[
∑∞
n=1 x
(N)
n (∞)] = N∑∞n=1 E[x(N)n (∞)] (which is finite
if λ ∈ Λ due to stability). Therefore, by Little’s law, the mean sojourn time of jobs in the
finite system of size N for λ ∈ Λ is given by
T¯ sqdN,homo(λ) =
N
∑∞
n=1 E
[
x
(N)
n (∞)
]
Nλ
=
∑∞
n=1 E
[
x
(N)
n (∞)
]
λ
(2.16)
Taking the limit of the above equation as N → ∞, we obtain the mean sojourn time of
jobs in the limiting system to be
T¯ sqdhomo(λ) =
1
λ
∞∑
n=1
Pn =
1
λ
∞∑
n=1
(
λ
µC
) dn−1
d−1
. (2.17)
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Comparing the above expression with the expression of mean sojourn time in (2.11) it is
easy to see that for any d ≥ 2, there is a significant reduction in the mean sojourn time of
jobs in the SQ(d) scheme as compared to the that in the randomized static scheme for the
homogeneous case. The reduction is due to the fact that Pn decays super-exponentially
with the increase in n for d ≥ 2.
2.4 Analysis of the SQ(d) scheme in the heteroge-
neous case
We now generalize the results of [2, 3] to the heterogeneous case. To state our main results,
we first introduce the following notations.
For the model described in Section 2.2, let x
(N)
k,j (t), k ∈ Z+, j ∈ J , t ≥ 0 denote the
fraction of type j servers having at least k unfinished jobs at time t in the finite system
of size N . Define x(N)(·) = (x(N)k,j (·), k ∈ Z+, j ∈ J ) to be the process describing the time
evolution of the system. Clearly, under the assumptions of Poisson arrivals and exponential
job length distribution, the process x(N)(·) is Markov.
Let N∗ denote the smallest positive integer (> 2) such that γjN∗ is a positive integer
for all j ∈ J . Now, let Λk, k ∈ N, denote the stability region of the system operating
under the SQ(d) scheme when N = kN∗. In other words, when there are N = kN∗ servers
in the system, the process x(N)(·) is positive recurrent if λ ∈ Λk.
We also define the set Λ∞ as follows
Λ∞ =
0 ≤ λ < µ min1≤m≤M

(∑m
j=1 γjCj
)
(∑m
j=1 γj
)d

 (2.18)
From the above expression and (2.6), it is easy to see (by putting m = M) that Λ∞ ⊆ Λ.
Main Results: Our main results are the following:
1. For Λk, k ∈ N, as defined above, and Λ as given in (2.6), we have Λ ⊇ Λ1 ⊇ Λ2 ⊇ . . ..
Furthermore, Λ∞ ⊆ ∩∞k=1Λk.
2. If x(N)(0)⇒ u0 ∈ U¯M as N →∞, then x(N)(·)⇒ x(·) as N →∞, where the process
x(·) = (xk,j(·), k ∈ Z+, j ∈ J ), lying in the space U¯M , is given by the unique solution
of the following system of differential equations:
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x(0) = u0, (2.19)
x˙(t) = h(x(t)). (2.20)
The mapping h : U¯M → (RZ+)M is given by
h0,j(x) = 0, for j ∈ J , (2.21)
hn,j(x) =
λ
γj
[(
j∑
i=1
γixn−1,i +
M∑
i=j+1
γixn,i
)d
−
(
j−1∑
i=1
γixn−1,i +
M∑
i=j
γixn,i
)d
− µCj (xn,j − xn+1,j) , for n ≥ 1, j ∈ J . (2.22)
3. If λ ∈ Λ∞, then there exists a unique solution, P, of h(P) = 0 in the space UM .
The point P ∈ UM is called the equilibrium point of the process x(·) described
by (2.19)-(2.20). Moreover, for all u0 ∈ UM we have
lim
t→∞
x(t,u0) = P, (2.23)
where x(·,u0) denotes the process x(·) started at x(0) = u0.
4. If λ ∈ Λ∞, then x(N)(∞)⇒ P as N →∞, where x(N)(∞) = limt→∞ x(N)(t), denotes
the random variable representing the equilibrium state of the finite system of size N .
Remark 2. The first result implies that for any finite N , the stability region of the system
operating under the SQ(d) scheme is a subset of the maximal stability region Λ given
by (2.6). Thus, in the heterogeneous case, the stability region under the SQ(d) scheme is
smaller than that under the randomized static scheme. The reason behind the reduction
of the stability region can be intuitively explained as follows.
In the SQ(d) scheme servers are sampled uniformly at random at each arrival instant.
Hence, the servers with higher capacities are chosen with the same probability as the
servers with lower capacities. In this respect, the randomized static scheme provides more
flexibility by allowing to choose servers of different capacities with different probabilities.
Remark 3. The second result implies that if the initial state of the finite system concen-
trates on some point u0 ∈ U¯M , then as N → ∞, the process x(N)(·) concentrates on the
path of the deterministic process x(·) taking values in the space U¯M . The process x(·)
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is called the mean field limit of the heterogeneous system under the SQ(d) scheme. The
condition x(N)(0)⇒ u0 ∈ U¯M is satisfied, for example, if the system is initially empty or if
for each k ∈ Z+ and j ∈ J the fraction of servers of type j with at least k unfinished jobs
in the initial system, denoted by x
(N)
k,j (0), is a constant independent of N . The weak con-
vergence of the process x(N)(·) to the deterministic process x(·) also implies the following
convergences:
• For each t ≥ 0, x(N)(t)⇒ x(t) as N →∞.
• For each t ≥ 0, j ∈ J , and k ∈ Z+, x(N)k,j (t)⇒ xk,j(t) as N →∞.
• For each t ≥ 0, j ∈ J , and k ∈ Z+, E[x(N)k,j (t)]→ E[xk,j(t)] as N →∞.
Remark 4. The third result implies that if λ ∈ Λ∞ then there exists a unique equilibrium
point P of the process x(·) in the space UM . It further states that starting from any initial
state u0 ∈ UM , the process x(·) reaches its unique equilibrium point P ∈ UM as t → ∞.
An equilibrium point P with the above property is referred to as a globally asymptotically
stable equilibrium point.
Remark 5. Since Λ∞ ⊆ Λk, for all k, we have that the process x(N)(·) is positive recurrent
for all λ ∈ Λ∞. Equivalently, there exists a unique equilibrium distribution of the process
x(N)(·) for every N if λ ∈ Λ∞. Thus, for λ ∈ Λ∞ the steady state x(N)(∞) = (x(N)k,j (∞), k ∈
Z+, j ∈ J ) is finite and is distributed according to the unique stationary distribution of
the process x(N)(·). The last result then implies that for each k ∈ Z+ and j ∈ J , the
equilibrium fraction of type j servers having at least k unfinished jobs in the system of size
N , converges to Pk,j as N →∞. Thus, the quantity Pk,j can be treated as the equilibrium
fraction of type j servers having at least k unfinished jobs in the limiting system. Since P
satisfies h(P) = 0, we have from (2.21) and (2.22) that P0,j = 1 for all j ∈ J and
Pk+1,j−Pk+2,j = λ
µCjγj
( j∑
i=1
γiPk,i +
M∑
i=j+1
γiPk+1,i
)d
−
(
j−1∑
i=1
γiPk,i +
M∑
i=j
γiPk+1,i
)d ,
(2.24)
for all k ∈ Z+ and j ∈ J . The quantities Pk,j, k ≥ 0, j ∈ J , can be computed by solving
the recursive relation given above. These quantities can then be used to compute the mean
sojourn time of jobs in the limiting system by using Little’s law. Following similar steps
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as outlined for the homogeneous case, it is easy to see that the mean sojourn time of jobs
in the limiting heterogeneous system is given by
T¯ sqd(λ) =
1
λ
M∑
j=1
γj
∞∑
k=1
Pk,j. (2.25)
We now provide the detailed proof of the first result. The proofs of the other results
are similar to those of the corresponding results for the type based scheme, discussed in
Section 2.6. We, therefore, do not repeat them here.
Theorem 2.4.1. For Λk, k ∈ N, as defined above, and Λ as given in (2.6), we have
Λ ⊇ Λ1 ⊇ Λ2 ⊇ . . . (2.26)
Furthermore, Λ∞ ⊆ ∩∞k=1Λk ⊆ Λ¯∞, where Λ¯∞ denotes the closure of Λ∞ and is given by
Λ¯∞ =
0 ≤ λ ≤ µ min1≤m≤M

(∑m
j=1 γjCj
)
(∑m
j=1 γj
)d

 (2.27)
Proof. Suppose that all the N = kN∗ servers in the system are indexed by the set SN =
{1, 2, . . . , N}. Under this indexing, we denote the capacity of the nth server in the system
by C(n), where n ∈ SN and C(n) ∈ C. For each job, we define a selection set to be the subset
of d servers sampled at its arrival instant. We denote by pA the probability with which
the subset A ⊆ SN is chosen as the selection set for an arrival. Note that the probabilities
pA, A ⊆ SN , define the randomized job assignment scheme used. In particular, under
the SQ(d) scheme, the probability pA is non-zero only for subsets A ⊆ SN which contain
exactly d servers and for each such subset A ⊆ SN , the probability pA is given by
pA =
1(
N
d
) (2.28)
Now we apply condition (1.2) of Corollary 1.1 of [33] to find the stability region of the
system under consideration.5 According to this condition, the system under consideration
is stable if the arrival rate λ satisfies
5 We note that the additional conditions (1.11) and (1.12) of [33]. are automatically satisfied since the
interarrival times are exponentially distributed.
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%(N)(λ) = max
B⊆SN
%(N)(B, λ) < 1, (2.29)
where
%(N)(B, λ) =
(
µ
∑
n∈B
C(n)
)−1
Nλ
∑
A⊆B
pA, (2.30)
Clearly, for the SQ(d) scheme, %(N)(B, λ) is non-zero only when the subset B is composed
of at least d servers. From such a set B a subset A ⊆ B of size d can be chosen in (|B|
d
)
different ways. Hence, combining (2.28), (2.29), and (2.30) we have
%(N)(λ) = max
B⊆SN ,N≥|B|≥d
%(N)(B, λ), (2.31)
and
%(N)(B, λ) =
Nλ
µ(N)(N − 1) . . . (N − d+ 1)
(|B|)(|B| − 1) . . . (|B| − d+ 1)∑
j∈J BjCj
< 1, (2.32)
where for each j ∈ J , Bj denotes the number of servers of type j in the set B, and
|B| = ∑j∈J Bj ≥ d denotes the cardinality of the set B. Thus, to obtain %(N)(λ), we have
to maximize %(N)(B, λ) over all subsets B ⊆ SN having size at least d. This maximization
can be done in two steps. The first step is to maximize %(N)(B, λ) for given size |B| of the
set B by appropriately choosing Bj for all j ∈ J . The second step is to maximize the the
maximum obtained from the first step over all possible values of |B|.
Step 1: Clearly, for a fixed size |B| satisfying N∑mj=1 γj ≤ |B| ≤ N∑m+1j=1 γj, the term
(|B|)(|B| − 1) . . . (|B| − d+ 1)/∑j∈J BjCj, appearing in (2.32), is maximized if Bj = Nγj
for 1 ≤ j ≤ m, Bm+1 = |B| −N
∑m
j=1 γj, and Bj = 0 for j > m + 1.
6 In other words, for
any given size |B|, the quantity %(N)(B, λ) is maximized by filling up the set B starting
with lowest capacity servers (with capacity C1) and gradually moving to servers having
higher capacities. The process is continued until the set B is completely filled with |B|
servers.
Step 2: Now we shall vary |B| from d to N . We first note that the function B1(B1 −
1) . . . (B1 − d + 1)/(B1C1) is is increasing in B1. Hence, in the range d ≤ |B| ≤ Nγ1,
6We have implicitly assumed, without loss of generality, that N(minj∈J γj) ≥ d, i.e., there are at least
d servers of each type. If this is not true, then we can always choose a larger N .
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the quantity %(N)(B, λ) is maximized at |B| = B1 = Nγ1. For Nγ1 ≤ |B| ≤ Nγ1 + Nγ2,
in order to maximize %(N)(B, λ) we must have B1 = Nγ1 and B2 = |B| − Nγ1. Now
to have (Nγ1 + B2)(Nγ1 + B2 − 1) . . . (Nγ1 + B2 − d + 1)/(Nγ1C1 + B2C2) ≤ (Nγ1 +
B2 + 1)(Nγ1 +B2) . . . (Nγ1 +B2 − d+ 2)/(Nγ1C1 + (B2 + 1)C2) we must have Nγ1(C2 −
dC1) ≤ (B2 + 1)C2(d − 1). Hence, as B2 is increased from 0 to Nγ2, the expression
(Nγ1 +B2)(Nγ1 +B2− 1) . . . (Nγ1 +B2− d+ 1)/(Nγ1C1 +B2C2) increases monotonically
if Nγ1(C2− dC1) ≤ C2(d− 1); decreases monotonically if Nγ1(C2− dC1) > Nγ2C2(d− 1);
first decreases and then increases if Nγ1(C2 − dC1) > C2(d − 1) and Nγ1(C2 − dC1) ≤
Nγ2C2(d− 1). Therefore, in the range d ≤ |B| ≤ N(γ1 + γ2), the maximum of %(N)(B, λ)
is obtained either at |B| = Nγ1 or at |B| = N(γ1 + γ2). Proceeding in this way we find
that the maximum of %(N)(B, λ) is obtained over d ≤ |B| ≤ N at one of the values of |B|
in the set
{
Nγ1, N(γ1 + γ2), . . . , N
∑m
j=1 γm, . . . , N
}
. Hence,
%(N)(λ) = max
1≤m≤M
{
λ
µ
∑m
j=1 γjCj
(N
∑m
j=1 γj)(N
∑m
j=1 γj − 1) . . . (N
∑m
j=1 γj − (d− 1))
(N)(N − 1) . . . (N − (d− 1))
}
(2.33)
Since (Nα− k)/(N − k) is an increasing function in N for α ≤ 1, we have from (2.33)
that %(N)(λ) increases with N . This implies that Λ1 ⊇ Λ2 ⊇ . . . holds.
We also note that Nα−k
N−k ≤ α for α ≤ 1. Hence, we have from (2.33)
%(N)(λ) ≤ max
1≤m≤M
{
λ
µ
∑m
j=1 γjCj
(
m∑
j=1
γj)
d
}
for all N. (2.34)
The above implies that Λ∞ ⊆ Λk for all k. Now since Λ1 ⊇ Λ2 ⊇ . . ., we have Λ∞ ⊆ ∩∞k=1Λk.
Now let us assume λ ∈ ∩∞k=1Λk. This implies that %(N)(λ) < 1 for all N . Hence,
limN→∞ %(N)(λ) ≤ 1. But from (2.33) we have
lim
N→∞
%(N)(λ) = max
1≤m≤M
{
λ
µ
∑m
j=1 γjCj
(
m∑
j=1
γj)
d
}
. (2.35)
Hence, we must have λ ∈ Λ¯∞. This proves ∩∞k=1Λk ⊆ Λ¯∞.
The following result follows from the proof of the above theorem.
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Proposition 2.4.1. If for every m ∈ J we have (∑m−1j=1 γj)Cm− d(∑m−1j=1 γjCj) ≤ 0, then
the SQ(d) scheme attains the maximal stability region Λ for heterogeneous systems. In
particular, if d ≥
⌈
CM
C1
⌉
, then SQ(d) scheme attains the maximal stability region Λ for
heterogeneous systems.
Proof. Let us assume that for each m ∈ J the condition (∑m−1j=1 γj)Cm−d(∑m−1j=1 γjCj) ≤ 0
holds. From the proof of Theorem 2.4.1 we know that in the range N
∑m−1
j=1 γj ≤ |B| ≤
N
∑m
j=1 γj the quantity %
(N)(B, λ) is maximized by choosing Bj = Nγj for 1 ≤ j ≤ m− 1,
Bm = |B| − N
∑m−1
j=1 γj, and Bj = 0 for j > m. Now the term (|B|)(|B| − 1) . . . (|B| −
d + 1)/(N
∑m−1
j=1 γjCj + BmCm), appearing in the expression of %
(N)(B, λ), increases with
increase in Bm if
(N
∑m−1
j=1 γj +Bm)(N
∑m−1
j=1 γj +Bm − 1) . . . (N
∑m−1
j=1 γj +Bm − d+ 1)
N
∑m−1
j=1 γjCj +BmCm
≤ (N
∑m−1
j=1 γj +Bm + 1)(N
∑m−1
j=1 γj +Bm) . . . (N
∑m−1
j=1 γj +Bm − d+ 2)
N
∑m−1
j=1 γjCj + (Bm + 1)Cm
, (2.36)
which is equivalent to the condition (N
∑m−1
j=1 γj)Cm − dN(
∑m−1
j=1 γjCj) ≤ (Bm + 1)(d −
1)Cm. But the above condition is true for all Bm+1 ≥ 0 since by assumption we have
(
∑m−1
j=1 γj)Cm − d(
∑m−1
j=1 γjCj) ≤ 0. Hence, in the range N
∑m−1
j=1 γj ≤ |B| ≤ N
∑m
j=1 γj
the quantity %(N)(B, λ) is monotonically non-decreasing. Since, this true for all m ∈ J ,
we conclude that the maximum of %(N)(B, λ) in the entire range d ≤ |B| ≤ N is attained
at |B| = N . Hence, from (2.33) we have
%(N)(λ) = max
1≤m≤M
{
λ
µ
∑m
j=1 γjCj
(N
∑m
j=1 γj)(N
∑m
j=1 γj − 1) . . . (N
∑m
j=1 γj − (d− 1))
(N)(N − 1) . . . (N − (d− 1))
}
=
λ
µ
∑m
j=1 γjCj
.
The above implies Λk = Λ for all k and thus proves the first statement of the proposition.
The second statement follows easily from the first since, for d ≥ CM/C1, the condition
(
∑m−1
j=1 γj)Cm − d(
∑m−1
j=1 γjCj) ≤ 0 is satisfied for all m ∈ J .
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Remark 6. The above proposition shows that by increasing the number of choices d, the
stability region under the SQ(d) scheme can be made equal to the maximal stability region.
In particular, if d is chosen such that d ≥ dCM/C1e, then the maximal stability region can
be recovered.
2.5 Analysis of the hybrid SQ(d) scheme
We saw that under the SQ(d) scheme, the stability region of the heterogeneous system is
(in general) smaller than the maximum achievable stability region. In this section, we show
that with the hybrid SQ(d) scheme it is possible to recover the maximal stability region Λ.
In the hybrid SQ(d) scheme, a server type j ∈ J is chosen for a new arrival with a
probability pj independent of all other server types. Hence, for each j ∈ J , the aggre-
gate arrival process to the set of Nγj servers of type j is Poisson with rate pjNλ and is
independent of the arrival processes to other server types. Thus, under this scheme, the
system can be viewed as a collection of M independent homogeneous subsystems, working
in parallel. The jth subsystem has Nγj identical servers of capacity Cj; the arrival rate
at this subsystem is Nλpj; and the arriving jobs are assigned to servers in this subsystem
according to the SQ(d) scheme. From the results discussed in Section 2.3.2, we know that
the jth subsystem is stable if ρj = pjNλ/µNγjC = pjλ/γjµCj < 1. Hence, the entire
system is stable if ρj < 1 for all j ∈ J .
Define ~p = (pj, j ∈ J ) to be the vector of routing probabilities or the routing vector.
We call a routing vector ~p stable for a given λ, if the system is stable under the hybrid
SQ(d) scheme with ~p as the routing vector and λ as the arrival rate. We first find the
necessary and sufficient condition (on λ) that guarantees the existence of a stable routing
vector.
Proposition 2.5.1. There exists a stable routing vector ~p = (pj, j ∈ J ) for a given λ if
and only if λ ∈ Λ.
Proof. Let us assume that λ ∈ Λ holds. We choose the routing probabilities as
pi =
γiCi∑
j∈J γjCj
, for i ∈ J (2.37)
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For the above choice of pi, we have
ρi =
piλ
γiµCi
=
γiCi∑
j∈J γjCj
λ
γiµCi
=
λ
µ
∑
j∈J γjCj
< 1 since λ ∈ Λ
Since the above holds for all i ∈ J , the system is stable for the above choice of rout-
ing probabilities. Hence, the condition λ ∈ Λ is sufficient for the existence of routing
probabilities for which the system is stable.
We now show that λ ∈ Λ is also a necessary condition for existence of a stable routing
vector. Let us assume that the system is stable, i.e., ρj < 1 for all j ∈ J but λ /∈ Λ, i.e.,
λ/(µ
∑M
j=1 γjCj) ≥ 1. We show that this leads to contradiction. From the condition above,
we have λ/(µ
∑M
j=1 ρjγjCj) > 1 since ρj < 1. We know that the routing probability pi is
related to ρi as follows:
pi =
ρiγiµCi
λ
(2.38)
Hence, we have
∑
i∈J
pi = µ
∑
i∈J
ρiγiCi
λ
< 1, (2.39)
which contradicts the fact that
∑
i∈J pi = 1 Hence, the condition λ ∈ Λ is necessary for
existence of a stable routing vector.
Remark 7. We have thus shown that for all arrival rates λ ∈ Λ it is possible to find a
stable routing vector. In particular, from the above proof it is clear that if the routing
probabilities are chosen as
pi =
γiCi∑
j∈J γjCj
for all i ∈ J , (2.40)
then the system is stable under the hybrid SQ(d) scheme for all λ ∈ Λ. We note that the
above choice of the routing probabilities requires the knowledge of the system parameters
(e.g., the knowledge of γj, Cj, j ∈ J ). In general, the routing probabilities for which the
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system operating under the hybrid SQ(d) scheme is stable are functions of the system
parameters.
Henceforth we shall assume that λ ∈ Λ holds. Therefore, the existence of a stable
routing vector ~p is guaranteed. We now compute the routing vector ~p∗ = (p∗j , j ∈ J ) or
equivalently the load vector ~ρ∗ = (ρ∗j , j ∈ J ) that minimizes the mean sojourn time of jobs
in the limiting system under the hybrid SQ(d) scheme for a given value of λ ∈ Λ.
From the discussion in Section 2.3.2, we know that for a given routing vector ~p =
(pj, j ∈ J ), the mean sojourn time of jobs in the jth subsystem (in the limit as N → ∞)
is given by
T¯ hsqdj (~ρ) =
γj
pjλ
∞∑
n=1
ρ
dn−1
d−1
j , (2.41)
where ~ρ = (ρj, j ∈ J ) and ρj = pjλ/µγjCj. Hence, the overall mean sojourn time of jobs
in the system is given by
T¯ hsqd(~ρ) =
∑
j∈J
pjT¯
hsqd
j (~ρ) =
1
λ
∑
j∈J
γj
∞∑
n=1
ρ
dn−1
d−1
j . (2.42)
We now formulate the mean sojourn time minimization problem in terms of the loads ρj,
j ∈ J , as follows:
Minimize
~ρ
1
λ
∑
j∈J
γj
∞∑
n=1
ρ
dn−1
d−1
j
subject to 0 ≤ ρj ≤ 1, for all j ∈ J∑
j∈J
γjCjρj =
λ
µ
.
(2.43)
Note that the equality constraint in (2.43) ensures that the routing probabilities sum to
unity. To characterize the solution of the convex problem defined in (2.43), we proceed
along lines similar to Theorem 1 of [36]. Let Jopt ⊆ J denote the index set of server types
being used in the optimal scheme.
Proposition 2.5.2. Let Φ : R+ → [0, 1) be the inverse of the monotone mapping Φ−1 :
[0, 1) → R+ defined as Φ−1(ρ) =
∑∞
k=1(d
k − 1)ρ d
k−d
d−1 /(d − 1) < ∑∞x=1 xρx−1 < ∞ for
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0 < ρ < 1. Further, for each j ∈ J , let Ψj : R+ → R+ denote the inverse of the monotone
mapping Ψ−1j : R+ → R+ defined as Ψ−1j (θ) = µ
∑M
i=j γiCiΦ(θCi). The index set of server
types used in the hybrid SQ(d) scheme is then given by Jopt = {j∗, j∗ + 1, . . . ,M}, where
j∗ is given by
j∗ = inf
{
j ∈ J : 1
Cj
< Ψj(λ)
}
. (2.44)
Moreover, the optimal traffic intensities ρ∗i , for i ∈ J satisfy
ρ∗i =
{
Φ(Ψj∗(λ)Ci), if i ∈ Jopt
0, otherwise.
(2.45)
Proof. The Lagrangian associated with problem (2.43) is given by
L(~ρ, ~ν, ~ζ, θ) =
M∑
j=1
γj
∞∑
k=1
ρ
dk−1
d−1
i +
M∑
j=1
νj(0− ρj)
+
M∑
j=1
ζj (ρj − 1) + θ
(
M∑
j=1
γjCjρj − λ
µ
)
, (2.46)
where ~ν = (ν1, ν2, . . . , νM) ≥ ~0, ~ζ = (ζ1, ζ2, . . . , ζM) ≥ ~0, and θ ∈ R. Since problem (2.43) is
strictly convex and a feasible solution exits (due to condition λ ∈ Λ), by Slater’s condition
[[37], Section 5.2.3], strong duality is satisfied. Let ~ρ∗ and
(
~ν∗, ~ζ∗, θ∗
)
denote the primal
and dual optimal solutions, respectively. Since the duality gap is zero, we have by applying
KKT conditions
~0 ≤ ~ρ∗ ≤ ~1
M∑
j=1
γjCjρ
∗
j =
λ
µ
θ∗ ∈ R, ~ν∗ ≥ ~0, ~ζ∗ ≥ ~0
ν∗j ρ
∗
j = 0, ζ
∗
j (ρ
∗
j − 1) = 0 ∀j ∈ J (2.47)
γj
∞∑
k=1
dk − 1
d− 1
(
ρ∗j
) dk−d
d−1 − θ∗γjCj − ν∗j + ζ∗j = 0 ∀j ∈ J . (2.48)
35
Since the objective function tends to infinity as ρ∗j → 1, for any j ∈ J , we must have
~ρ∗ < ~1 which implies ~ζ∗ = ~0 from (2.47). Since ~ν∗ ≥ ~0, we have from (2.48)
θ∗ ≤ 1
Cj
∞∑
k=1
dk − 1
d− 1
(
ρ∗j
) dk−d
d−1 ∀j ∈ J (2.49)
Further, by eliminating ν∗j from (2.48) we obtain( ∞∑
k=1
dk − 1
d− 1
(
ρ∗j
) dk−d
d−1 − θ∗Cj
)
ρ∗j = 0 (2.50)
Thus, if for a given j ∈ J , we have θ∗ > 1
Cj
, then (2.49) implies for that j we must have
ρ∗j > 0. Therefore, from (2.50) and from the definition of the map Φ we have ρ
∗
j = Φ(θ
∗Cj)
for such a j. If, on the other hand, θ∗ ≤ 1
Cj
for some j ∈ J , then ρ∗j = 0. This is so because
θ∗ ≤ 1
Cj
implies θ∗ < 1
Cj
∑∞
k=1
dk−1
d−1
(
ρ∗j
) dk−d
d−1 if ρ∗j > 0. But this contradicts (2.50). Hence,
we must have
ρ∗j =
{
Φ(θ∗Cj), if 1Cj < θ
∗
0, otherwise.
(2.51)
To find θ∗, we use the equality constraint in (2.43). If the server types belonging to the
set {j∗, j∗ + 1, . . . ,M} are used in the optimal SQ(d) scheme, then
M∑
j=j∗
γjCjΦ(θ
∗Cj) =
λ
µ
(2.52)
Hence by definition of the map Ψj,
θ∗ = Ψj∗(λ), (2.53)
where j∗ is defined as in (2.44).
Remark 8. We note that the optimal routing probabilities are functions of the arrival
rate λ. Hence, computing them requires the knowledge of the arrival rate of jobs, which is
difficult to estimate. However, as discussed in Remark 7 the knowledge of only the system
parameters is required to compute the routing probabilities which stabilize the system for
all λ ∈ Λ. Such a choice of the routing probabilities is, however, not optimal in terms of
minimizing the mean sojourn time of jobs in the system.
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2.6 Analysis of the type-based scheme
In the previous section, we saw that the hybrid SQ(d) scheme achieves the maximal stability
region only when the proportions γj, j ∈ J are known. Hence, if a large number servers of
a certain type fail or need to be shut down (due to low utilization), then a reconfiguration
of the job dispatcher is required. In this section, we show that the type-based scheme
achieves the stability region without requiring the knowledge of the proportions γj, j ∈ J .
Therefore, the type-based scheme is more robust to server failures than the hybrid SQ(d)
scheme. We also characterize the performance of the type-based scheme in the large system
limit using mean field analysis.
As in the SQ(d) scheme, we denote by x
(N)
k,j (t), k ∈ Z+, j ∈ J , t ≥ 0 the fraction of type
j servers having at least k unfinished jobs at time t in the finite system of size N and define
the process x(N)(·) = (x(N)k,j (·), k ∈ Z+, j ∈ J ). Clearly, the process x(N)(·) takes values
in the space U (N). Moreover, under the assumptions of Poisson arrivals and exponential
job length distribution, the process x(N)(·) is Markov. We first find the set of arrival rates
for which the process x(N)(·) is positive recurrent. This set is the stability region of the
system working under the type-based scheme.
Theorem 2.6.1. The system under consideration is stable under the type-based scheme if
λ ∈ Λ.
Proof. We proceed along lines similar to the proof of Theorem 2.4.1. We first index the
N servers in the system by the set SN = {1, 2, . . . , N}. The capacity of the nth server is
denoted by C(n), where C(n) ∈ C and n ∈ SN . For each job, we define a selection set to
be the subset of
∑
j∈J dj servers sampled at its arrival. We denote by pA the probability
that the subset A ⊆ SN is chosen as the selection set for an arrival. Under the type-based
scheme, the probability pA is non-zero only for subsets A which contain dj servers of type
j for all j ∈ J and for each such a subset A, the probability pA is given by
pA =
1∏
j∈J
(
Nγj
dj
) . (2.54)
Applying condition (1.2) of Corollary 1.1 of [33], we have that the system under consider-
ation is stable if the arrival rate λ satisfies
%(N)(λ) = max
B⊆SN
%(N)(B, λ) < 1, (2.55)
where
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%(N)(B, λ) =
(
µ
∑
n∈B
C(n)
)−1
Nλ
∑
A⊆B
pA. (2.56)
Clearly, for the type based scheme, the %(N)(B, λ) is non-zero only when the subset B is
composed of at least dj servers of type j for all j ∈ J . Let Bj (≥ dj) denote the number of
type j servers in B. Hence, a set A having exactly dj servers of type j for all j ∈ J can be
chosen from the set B in
∏
j∈J
(
Bj
dj
)
different ways. Hence, using (2.54), (2.55), and (2.56)
we have
%(N)(λ) = max
B⊆SN :Nγj≥Bj≥dj∀ j∈J
%(N)(B, λ), (2.57)
and
%(N)(B, λ) =
Nλ
µ
1∑
j∈J BjCj
∏
j∈J
(
Bj
dj
)(
Nγj
dj
) (2.58)
It is easy to verify that that the function
∏
j∈J (
Bj
dj
)∑
j∈J BjCj
is increasing with respect to Bj for
each j ∈ J . Hence, %(N)(B, λ) is maximized when we set Bj = Nγj for all j ∈ J . Thus,
we have
%(N)(λ) =
Nλ
µ
1
N
∑
j∈J γjCj
=
λ
µ
∑
j∈J γjCj
(2.59)
This implies that the system under consideration is stable if λ ∈ Λ.
Remark 9. Thus, Theorem 2.6.1 shows that the system under consideration is stable for
all N under the type-based scheme if λ ∈ Λ. We note that above proof does not depend the
choices of dj, j ∈ J . Hence, even with dj = 1 for all j ∈ J the type-based scheme achieves
the maximal stability region. Furthermore, the scheme does not require knowledge of the
proportions γj, j ∈ J , to achieve the maximal stability region.
Remark 10. An alternative proof of stability via a coupling argument is as follows: Con-
sider a modified scheme in which, upon arrival of each job, one server is chosen from each
type uniformly at random (i.e., dj = 1 for all j ∈ J ). The job is then routed to the sampled
server of type j with probability
γjCj∑
i∈J γiCi
for each j ∈ J . A coupling argument, similar
to the one discussed in the proof of Theorem 3 of [30], shows that the system operating
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under the modified scheme always has higher number of unfinished jobs than that operat-
ing under the type-based scheme. It is easy to check that the system operating under the
modified scheme is stable for λ ∈ Λ. Hence, the system operating under the type-based
scheme also must be stable under for λ ∈ Λ.
We now analyze the evolution of the process x(N)(·) in the limit as N →∞ using mean
field techniques. The generator AN of the process x
(N)(·) acting on continuous functions
ϕ : U¯M → R is given by ANϕ(u) =
∑
v 6=u r (u→ v) (ϕ(v)− ϕ(u)), where r (u→ v)
denotes the transition rate from state u ∈ U (N) to state v ∈ U (N). In the following lemma,
we provide the expression for the generator AN .
Lemma 2.6.1. Let u ∈ U (N) be any state of the process x(N)(·) and let e(n, j) = (ek,i, k ∈
Z+, i ∈ J ) be the unit vector with en,j = 1 and ek,i = 0 for (k, i) 6= (n, j). Under the
type-based scheme, the generator AN of the Markov process x
(N)(·) acting on continuous
functions ϕ : U¯M → R is given by
ANϕ(u) = Nλ
∑
j∈J
∑
n≥1
[
(un−1,j)
dj − (un,j)dj
] j−1∏
i=1
(un−1,i)
di
M∏
i=j+1
(un,i)
di
×
[
ϕ
(
u +
e(n, j)
Nγj
)
− ϕ(u)
]
+ µN
∑
j∈J
∑
n≥1
γjCj [un,j − un+1,j]
[
ϕ
(
u− e(n, j)
Nγj
)
− ϕ(u)
]
. (2.60)
Proof. We first consider an arrival joining a server of type j having exactly n−1 unfinished
jobs, when the state of the system is u. This corresponds to a transition from the state
u to the state u + e(n,j)
Nγj
. We note that a job joins a server of type j with exactly n − 1
occupancy if the following conditions are satisfied:
• Among the dj sampled servers of type j, at least one has exactly n− 1 jobs and the
rest of them have at least n jobs. This occurs with probability
(
(un−1,j)
dj − (un,j)dj
)
.
• For each i < j, all the di sampled servers of type i have at least n − 1 jobs. This
occurs with probability
∏j−1
i=1 (un−1,i)
di .
• For each i > j, all the di servers of type i have at least n jobs. This occurs with
probability
∏M
i=j+1 (un,i)
di .
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Since the arrival rate of jobs is Nλ, the rate of the above transition is given by
r
(
u→ u + e(n, j)
Nγj
)
= Nλ
[
(un−1,j)
dj − (un,j)dj
] j−1∏
i=1
(un−1,i)
di
M∏
i=j+1
(un,i)
di (2.61)
Further, the rate at which jobs depart from a server of type j having exactly n jobs is
µCjNγj (un,j − un+1,j). Hence,
r
(
u→ u− e(n, j)
Nγj
)
= µCjNγj (un,j − un+1,j) . (2.62)
The expression (2.60) now follows directly from the definition of AN .
The next theorem shows that the process x(N)(·) weakly converges to a deterministic
process x(·) as N →∞.
Theorem 2.6.2. If xN(0) ⇒ u0 ∈ U¯M as N → ∞, then the process x(N)(·) ⇒ x(·) =
(xk,j(·), k ∈ Z+, j ∈ J ), where the process x(·) is a deterministic process taking values in
the space U¯M and is given by the unique solution of the following system of differential
equations
x(0) = u0, (2.63)
x˙(t) = l(x(t)), (2.64)
where the mapping l : U¯M → (RZ+)M is given by
l0,j(x) = 0, for j ∈ J , (2.65)
lk,j(x) =
λ
γj
(
(xk−1,j)
dj − (xk,j)dj
) j−1∏
i=1
(xk−1,i)
di
M∏
i=j+1
(xk,i)
di (2.66)
− µCj (xk,j − xk+1,j) , for k ≥ 1, j ∈ J .
The process x(·), defined in the theorem above, is referred to as the mean field limit of
the heterogeneous system under the type-based scheme. Before proving the above theorem
we first show that the process x(·) defined by (2.63)-(2.64) is indeed unique in the space
U¯M .
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Proposition 2.6.1. If u0 ∈ U¯M , then the system defined by (2.63)-(2.64) has a unique
solution x(·) taking values in the space U¯M .
Proof. Define θ(x) = [min(x, 1)]+, where [z]+ = max {0, z} and let us consider the following
modification of (2.63)-(2.64):
x(0) = u0, (2.67)
x˙(t) = lˆ(x(t)), (2.68)
where the mapping lˆ :
(
RZ+
)M → (RZ+)M is given by
lˆ0,j(x) = 0, for j ∈ J , (2.69)
lˆk,j(x) =
λ
γj
[
(θ (xk−1,j))
dj − (θ (xk,j))dj
]
+
j−1∏
i=1
(θ (xk−1,i))
di (2.70)
×
M∏
i=j+1
(θ (xk,i))
di − µCj [θ (xk,j)−θ (xk+1,j)]+ , for k ≥ 1, j ∈ J .
Clearly, the right hand sides of (2.66) and (2.70) are equal if x ∈ U¯M . Therefore, the two
systems must have identical solutions in U¯M . Also if u0 ∈ U¯M , then any solution of the
modified system remains within U¯M . This is because of the facts that if xn,j(t) = xn+1,j(t)
for some j, n, t, then lˆn,j(x(t)) ≥ 0 and lˆn+1,j(u(t)) ≤ 0; and if xn,j(t) = 0 for some j, n,
t, then lˆn,j(x(t)) ≥ 0. Hence, to prove the uniqueness of solution of (2.63)-(2.64), we need
to show that the modified system (2.67)-(2.68) has a unique solution in (RZ+)M . We now
extend the metric ω defined in (2.5) to the space (RZ+)M .
Using (2.5) and the facts that |x+ − y+| ≤ |x− y| for any x, y ∈ R, |a1bm1 − a2bm2 | ≤
|a1 − a2| + m |b1 − b2| for any a1, a2, b1, b2 ∈ [0, 1], and |θ(x)− θ(y)| ≤ |x− y| for any
x, y ∈ R we obtain
ω(ˆl(x), 0) ≤ K1, (2.71)
ω(ˆl(x), lˆ(y)) ≤ K2ω(x,y), (2.72)
where x,y ∈ (RZ+)M , K1 and K2 are constants defined as K1 = λminj∈J γj + µ(maxj∈J Cj)
and K2 = 4Mλ
maxj∈J dj
minj∈J γj
+ 3µ(max1≤j≤M Cj). The existence and uniqueness of solution
of (2.67)-(2.68) now follows from inequalities (2.71) and (2.72) by using Picard’s iteration
technique since (RZ+)M is complete under ω.
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To prove Theorem 2.6.2, we will also require the following result, which shows that
the mean field process x(·) is smooth with respect to the initial conditions. We denote by
x(t,u) the value taken by the process x(·) at time t ≥ 0 when it starts at x(0) = u.
Lemma 2.6.2. For each j, j′, i ∈ J , n, n′, k ∈ Z+, and t ≥ 0, the partial derivatives
∂x(t,u)
∂un,j
, ∂
2x(t,u)
∂un,j2
, and ∂
2x(t,u)
∂un,j∂un′,j′
exist for u ∈ U¯M and satisfy∣∣∣∣∂xk,i(t,u)∂un,j
∣∣∣∣ ≤ exp(B1t) (2.73)
and ∣∣∣∣∂2xk,i(t,u)∂un,j2
∣∣∣∣ , ∣∣∣∣ ∂2xk,i(t,u)∂un,j∂un′,j′
∣∣∣∣ ≤ B2B1 (exp(2B1t)− exp(B1t)), (2.74)
where B1 =
2λ
∑
j∈J dj
minj∈J γj
+ 2µ (maxj∈J Cj), and B2 =
2λ(
∑
j∈J dj)
2
minj∈J γj
.
Proof. Fix j, n, u and define x′(t) = ∂x(t,u)/∂un,j. If this partial derivative exists, then
x′(t) must satisfy x′0,i(t) = 0, x′k,i(0) = δi,jδk,n, where δi,j denotes the Kronecker’s delta.
Further, by differentiating (2.66) with respect to un,j we obtain (we omit the argument t
to simplify notations)
dx′k,i
dt
=
diλ
γj
(
(xk−1,i)
di−1 x′k−1,i − (xk,i)di−1 x′k,i
) i−1∏
s=1
(xk−1,s)
ds
M∏
s=i+1
(xk,s)
ds
+
i−1∑
l=1
dlλ
γjxk−1,l
(
(xk−1,i)
di − (xk,i)di
) i−1∏
s=1
(xk−1,s)
ds
M∏
s=i+1
(xk,s)
ds
+
M∑
l=i+1
dlλ
γjxk,l
(
(xk−1,i)
di − (xk,i)di
) i−1∏
s=1
(xk−1,s)
ds
M∏
s=i+1
(xk,s)
ds
− µCj (x′k,i − x′k+1,i) . (2.75)
Conversely, if x′(t) is a solution of the system above, then it must be the required partial
derivative. Using Lemma 3.1 of [30] (a generalized version of the Gronwall’s lemma) with
a = B1, b0 = 0, and c = 1 and the fact that |xk,i| ≤ 1 for all k,i it is easily seen that
∂xk,i(t,u)
∂un,j
exists and is bounded as given by (2.73).
Similarly, by differentiating (2.75) again with respect to un,j and un′,j′ , we obtain the
systems of equations satisfied by
∂2xk,i(t,u)
∂un,j2
and
∂2xk,i(t,u)
∂un,j∂un′,j′
, respectively. Lemma 3.1 of [30]
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can be applied again to these systems to show that the second order partial derivatives
also exist and are bounded as given by (2.74).
We now prove Theorem 2.6.2 below.
Proof of Theorem 2.6.2 : Let Ξ be the set of continuous functions ϕ : U¯M → R and let
D be the set of those ϕ ∈ Ξ for which the derivatives ∂ϕ(u)
∂un,j
, ∂
2ϕ(u)
∂u2n,j
, and ∂
2ϕ(u)
∂un,j∂u′n′,j′
exist for
all n, n′ ∈ Z+ and j, j′ ∈ J and are uniformly bounded by some constant B < ∞. Using
the metric ω on U¯M and the sup norm on Ξ we find that D is dense in Ξ. For ϕ ∈ D we
have
Nγj
(
ϕ
(
u +
e(n, j)
Nγj
)
− ϕ(u)
)
→ ∂ϕ(u)
∂un,j
(2.76)
Nγj
(
ϕ
(
u− e(n, j)
Nγj
)
− ϕ(u)
)
→ −∂ϕ(u)
∂un,j
. (2.77)
Thus using (2.60) we have
ANϕ(u)→
∑
j∈J
∑
n≥1
λ
γj
[
(un−1,j)
dj − (un,j)dj
] j−1∏
i=1
(un−1,i)
di
M∏
i=j+1
(un,i)
di
(
∂ϕ(u)
∂un,j
)
− µ
∑
j∈J
∑
n≥1
Cj [un,j − un+1,j]
(
∂ϕ(u)
∂un,j
)
. (2.78)
The right hand side of (2.78) can be rewritten as
∑
j∈J
∑
n≥1
(
λ
γj
[
(un−1,j)
dj − (un,j)dj
] j−1∏
i=1
(un−1,i)
di
M∏
i=j+1
(un,i)
di − µCj (un,j − un+1,j)
)
×
(
∂ϕ(u)
∂un,j
)
, (2.79)
which coincides with
d
dt
ϕ(x(t,u))|t=0, (2.80)
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where x(t,u) is the solution of (2.63)-(2.64) with x(0) = u.
We know that the semigroups of operators (T(t), t ≥ 0) and (TN(t), t ≥ 0) correspond-
ing to the processes x(·) and x(N)(·) are given by
T(t)ϕ(u) = ϕ(x(t,u)), (2.81)
TN(t)ϕ(u) = E[ϕ(x(N)(t))|x(N)(0) = u]. (2.82)
The generators corresponding to the semigroups T and TN are A and AN , respectively,
where
Aϕ(u) =
d
dt
ϕ(x(t,u))|t=0, (2.83)
and AN is given by (2.60). Hence, from (2.78),(2.79)(2.80) we have
lim
N→∞
A(N)ϕ = Aϕ (2.84)
for all ϕ ∈ D.
Define D0 ⊂ D as the set of those functions in D which depend only on finitely many
components un,j. By definition of the metric ω on U¯M , D0 is dense in D and hence
in Ξ. Also, it follows from Lemma 2.6.2 that T(t)ϕ0 ∈ D for ϕ0 ∈ D0 and t ≥ 0.
Therefore, by Proposition C.2.1 we have that D is the core of A. We also observe that
the semigroups (TN(t), t ≥ 0) and (T(t), t ≥ 0) are, by definition, strongly continuous,
contraction semigroups on Ξ. These facts together with (2.84) and Theorem C.2.3 imply
that TN(t)ϕ→ T(t)ϕ for all ϕ ∈ Ξ and all t ≥ 0.
Now we notice that T is a Feller semigroup on Ξ. This is because i) T(t)1 = 1, where 1
is the indicator function on U¯M , ii) by Lemma 2.6.2, x(t,u) is continuous with respect to
initial condition u. Hence, applying Theorem C.2.2 we conclude that if xN(0)⇒ u0 ∈ U¯M ,
then x(N)(·)⇒ x(·).
Now we characterize the properties of the equilibrium points of the mean field x(·). We
recall that a point P = (Pk,j, k ∈ Z+, j ∈ J ) ∈ U¯M is called the equilibrium point of the
mean field x(·) if it satisfies l(P) = 0, i.e., x(t,P) = P for all t ≥ 0. Hence, from (2.66)
we have that for all k ∈ Z+ and j ∈ J
Pk+1,j − Pk+2,j = ∆j
(
(Pk,j)
dj − (Pk+1,j)dj
) j−1∏
i=1
(Pk,i)
di
M∏
i=j+1
(Pk+1,i)
di , (2.85)
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where ∆j =
λ
µγjCj
for each j ∈ J . Note that by definition we have P0,j = 1 for all j ∈ J .
In the next proposition, we show that for a fixed j ∈ J the components Pk,j, k ∈ Z+
decrease with k super-exponentially, in the sense of the following definition.
Definition 2.6.1. A real sequence {zn}n∈Z+ is said to decrease super-exponentially if and
only if there exist positive constants L, ω < 1, θ > 1, and κ such that zn ≤ κωθn for all
n ≥ L.
Clearly, if a sequence {zn}n∈Z+ decays super-exponentially, then it is summable, i.e.,∑∞
n=0 zn <∞.
Proposition 2.6.2. Let P be an equilibrium point of the mean field x(·). Assume that for
each j ∈ J , Pk,j ↓ 0 as k →∞. Then the following equations must hold
∑
j∈J
Pl+1,j
∆j
=
∏
j∈J
(Pl,j)
dj . (2.86)
Further, for each j ∈ J , the sequence {Pk,j, k ∈ Z+} decreases super exponentially. In
particular, under the assumption of the proposition, {Pk,j, k ∈ Z+} is a summable sequence.
Proof. For a fix j adding (2.85) for all k ≥ l and using the fact limk→∞ Pk,j = 0 we obtain
Pl+1,j = ∆j
∑
k≥l
[
j∏
i=1
(Pk,i)
di
M∏
i=j+1
(Pk+1,i)
di −
j−1∏
i=1
(Pk,i)
di
M∏
i=j
(Pk+1,i)
di
]
(2.87)
Now, multiplying both sides of the above equation by 1
∆j
and adding the resulting equation
over all j ∈ J (and using limk→∞ Pk,j = 0) we obtain (2.86). From (2.86) we obtain
Pk+1,j
∆j
≤ ∏j∈J (Pk,j)dj ≤ (Pˆk)d, where Pˆk = max1≤j≤M Pk,j and d = ∑j∈J dj. Thus, we
have Pk+1,j ≤ δPˆk, where δ =
(
Pˆk
)d−1
max1≤j≤M(∆j). Since by hypothesis, for each j,
Pk,j → 0 as k → ∞, one can choose k sufficiently large such that δ < 1. Hence, we have
(max1≤j≤M Pk+1,j) ≤ δPˆk. Similarly we have, (max1≤j≤M Pk+n,j) ≤ δ
dn−1
d−1 Pˆk. This proves
that the sequence {Pk,j, k ∈ Z+} decreases doubly exponentially for each j.
The following theorem guarantees the existence of an equilibrium point P of the process
x(·).
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Theorem 2.6.3. If λ ∈ Λ, then there exists an equilibrium point P ∈ UM of the process
x(·).
Proof. The proof is given in Appendix B.
The next theorem shows that P is unique and globally asymptotically stable.
Theorem 2.6.4. If λ ∈ Λ, then
lim
t→∞
x(t,u) = P ∈ UM for all u ∈ UM , (2.88)
Furthermore, P is the only equilibrium point of x(·) in the space UM .
To prove Theorem 2.6.4, we first state the following lemma. We will write u ≤ u′ to
mean that un,j ≤ u′n,j holds for all n ∈ Z+ and j ∈ J .
Lemma 2.6.3. If u ≤ u′ holds, for u,u′ ∈ U¯M , then x(t,u) ≤ x(t,u′) holds for all t ≥ 0.
Proof. We observe from (2.66) that for each k ∈ Z+ and j ∈ J , lk,j(x) is a non-decreasing
in xn,i for all (n, i) 6= (k, j). In other words, dxk,j(t)/dt is quasi-monotone for each k ∈ Z+
and j ∈ J . Therefore, the statement of the lemma follows from [[38], p. 70-74].
We define zn,j(t,u) =
∑
k≥n xk,j(t,u) and zn(t,u) =
∑
j∈J γjzn,j(t,u) for each n ≥ 1
and j ∈ J . Further, zn,j(u) =
∑
k≥n uk,j and zn(u) =
∑
j∈J γjzn,j(u) for each n ≥ 1 and
j ∈ J .
Lemma 2.6.4. If u ∈ UM , then x(t,u) ∈ UM for all t ≥ 0 and
dzn(t,u)
dt
= λ
(
M∏
j=1
(xn−1,j(t,u))
dj −
M∑
j=1
xn,j(t,u)
∆j
)
for all n ≥ 1. (2.89)
In particular,
dz1(t,u)
dt
= λ
(
1−
M∑
j=1
x1,j(t,u)
∆j
)
(2.90)
Proof. The result directly follows from (2.66) by first summing the right hand side of (2.66)
over all k ≥ n and then over all j ∈ J .
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Using the above results we now prove Theorem 2.6.4 as follows.
Proof of Theorem 2.6.4: Clearly, Lemma 2.6.3 implies the following
x(t,min(u,P)) ≤ x(t,u) ≤ x(t,max(u,P)) (2.91)
Hence, to prove (2.88), it is sufficient to show that the convergence holds for u ≥ P and
for u ≤ P.
We first need to check that for each such u, the quantity z1(t,u) (and hence also
zn(t,u) for n > 1) is bounded uniformly in t. If u ≤ P, then by Lemma 2.6.3 we have
x(t,u) ≤ x(t,P) = P for all t ≥ 0. Hence, z1(t,u) ≤ z1(P).
On the other hand, if u ≥ P, then by Lemma 2.6.3, we have x(t,u) ≥ x(t,P) = P.
Hence,
M∑
j=1
x1,j(t,u)
∆j
≥
M∑
j=1
P1,j
∆j
= 1. (2.92)
Thus, from (2.90) we have dz1(t,u)
dt
≤ 0. This implies that 0 ≤ z1(t,u) ≤ z1(u) for all t ≥ 0.
Since the derivative of xn,j(t) is bounded for all j ∈ J , the convergence x(t,u) → P
will follow from ∫ ∞
0
(xn,j(t,u)− Pn,j) dt <∞, j ∈ J , n ≥ 1 (2.93)
in the case u ≥ P, and from∫ ∞
0
(Pn,j − xn,j(t,u)) dt <∞, j ∈ J , n ≥ 1 (2.94)
in the case u ≤ P. Both the bounds can be shown similarly. We discuss the proof of (2.93).
To prove (2.93) it is sufficient to show that
∫ ∞
0
M∑
j=1
(xn,j(t,u)− Pn,j)
∆j
dt <∞, (2.95)
for all n ≥ 1. We show this using induction starting with n = 1. Using (2.90), we have
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∫ τ
0
M∑
j=1
(x1,j(t,u)− P1,j)
∆j
dt =
(∫ τ
0
M∑
j=1
x1,j(t,u)
∆j
− 1
)
dt
= −1
λ
∫ τ
0
dz1(t,u)
dt
dt
=
1
λ
(z1(u)− z1(τ,u)).
Since the right hand side is bounded by a constant for all τ , the integral on the left hand
side must converge as τ →∞.
Now assume that (2.93) holds for all n ≤ L− 1. We have from (2.89) and (2.86)
zL(0,u)− zL(τ,u) = −
∫ τ
0
dzL(t,u)
dt
dt
= λ
∫ τ
0
(
M∑
j=1
xL,j(t,u)
∆j
−
M∏
j=1
(xL−1,j(t,u))
dj
)
dt
= λ
∫ τ
0
M∑
j=1
(xL,j(t,u)− PL,j)
∆j
dt
+ λ
∫ τ
0
(
M∑
j=1
PL,j
∆j
−
M∏
j=1
(xL−1,j(t,u))
dj
)
dt
= λ
∫ τ
0
M∑
j=1
(xL,j(t,u)− PL,j)
∆j
dt
− λ
∫ τ
0
(
M∏
j=1
(xL−1,j(t,u))
dj −
M∏
j=1
(PL−1,j)
dj
)
dt
By the induction hypothesis, the last integral on the right hand side converges as τ →∞.
The left hand side also is uniformly bounded. Hence, the first integral on the left hand
side also must converge as required.
Remark 11. A distribution pi ∈ P(U¯M) is called an invariant distribution of the map
u→ x(t,u) if for all continuous (and hence bounded) functions ϕ : U¯M → R and all t ≥ 0
we have
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∫
ϕ(x(t,u))dpi(u) =
∫
ϕ(u)dpi(u). (2.96)
Hence, by definition δP, the Dirac measure concentrated at the equilibrium point P, is an
invariant distribution for the map u→ x(t,u). Conversely, suppose that pi is an invariant
distribution of the map u → x(t,u) with pi(UM) = 1. Let u be chosen according to pi.
Theorem 2.6.4 implies that x(t,u)→ P as t→∞ for all u ∈ UM . This implies that for all
continuous (hence bounded)functions ϕ : U¯M → R and all u ∈ UM , ϕ(x(t,u))→ ϕ(P) as
t→∞. By dominated convergence theorem this implies that limt→∞
∫
ϕ(x(t,u))dpi(u) =∫
(limt→∞ ϕ(x(t,u)))dpi(u) = ϕ(P). But since pi is assumed to be an invariant map of
u→ x(t,u) we also have
lim
t→∞
∫
ϕ(x(t,u))dpi(u) =
∫
ϕ(u)dpi(u) (2.97)
Thus, we have
∫
ϕ(u)dpi(u) = ϕ(P) for all continuous maps ϕ. This implies pi = δP.
Hence, a probability measure pi ∈ P(U¯M) with pi(UM) = 1 is an invariant measure of the
map u→ x(t,u) if and only if pi = δP.
We now show that, if λ ∈ Λ, the stationary distribution of the process x(N)(·) (which
exists and is unique due to stability) converges weakly to the Dirac measure concentrated
at the unique equilibrium point of the mean field. Let piN ∈ P(U¯M) denote the stationary
distribution of the process x(N)(·). Furthermore, let x(N)(∞) = limt→∞ x(N)(t) denote the
equilibrium state of the finite system distributed according to piN .
Theorem 2.6.5. If λ ∈ Λ, then piN ⇒ δP or equivalently x(N)(∞)⇒ P.
Proof. We recall that the space U¯M is compact under the metric ω. Hence, the sequence of
probability measures (piN)N ∈ P(U¯M) is tight (See definition C.1.3). Thus Theorem C.1.2,
implies that (piN)N is relatively compact and thus has limit points. In order to prove the
theorem, we now need to show that all limit points coincide with δP.
Suppose that a subsequence (piNk)k of the sequence (piN)N converges to the limiting
distribution pi. Further, for each k let the process x(Nk)(·), start with initial distribution
piNk and let the mean field process x(·) start with distribution pi. By the convergence of
the operator semigroups established in Theorem 2.6.2 and Theorem C.2.2, it follows that
x(Nk)(t) ⇒ x(t) for all t ≥ 0. Since, piNk is the stationary distribution of the process
x(Nk)(·), the distribution of x(Nk)(t) is piNk for all t ≥ 0. Hence, piNk ⇒ pi and x(Nk)(t)⇒
x(t) together imply that the distribution of x(t) must be pi for all t ≥ 0. This implies
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Figure 2.2: Commutativity of limits
that pi is an invariant distribution of the map u 7→ x(t,u). If we can show that pi satisfies
pi(UM) = 1, then by Remark 11 we can conclude pi = δP which proves the theorem. To
prove that pi is concentrated on UM it is sufficient to show that Epi
[∑
n≥1 un,j
]
< ∞ for
all j ∈ J . The coupling described in Remark 10 implies that EpiN
[∑
n≥1 un,j
] ≤ ρ
1−ρ ,
where ρ = λ
µ
∑
j∈J γjCj
< 1. Hence, Epi
[∑
n≥1 un,j
]
= limN→∞ EpiN
[∑
n≥1 un,j
] ≤ ρ
1−ρ . This
completes the proof.
We have therefore established that the interchange of limits indicated in Figure 2.2
holds.
2.6.1 Propagation of chaos
So far we have considered the convergence of the process x(N)(·) which describes the evo-
lution of the entire system. In this subsection, we focus on a given finite set of servers in
the system. We show that as the system size grows the servers in the set become mutually
independent. Such independence is shown to hold at any finite time and at the equilib-
rium, provided that the initial server occupancies satisfy certain assumptions. We also
find the stationary distribution of occupancy of each server in the large system limit using
the independence property. It is shown that the stationary distribution is given by the
unique equilibrium point P of the mean field x(·). The independence property considered
is known as the propagation of chaos [29, 11] or asymptotic independence property [34, 32]
in the literature.
To formally state the results, we first introduce the following notations.
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• Let q(N)k,j (t) and q(N)k,j (∞), for k ∈ {1, 2, . . . , Nγj} and j ∈ J , denote the occupancy of
the kth server of type j at time t ≥ 0 and at equilibrium, respectively.
• For j ∈ J and n ∈ Z+, let x¯(N)n,j (t) = x(N)n,j (t) − x(N)n+1,j(t) denote the fraction of type
j servers having occupancy exactly n at time t ≥ 0. Define the process x¯(N)(·) =(
x¯
(N)
n,j (·), n ∈ Z+, j ∈ J
)
. For each j, the vector x¯
(N)
j (t) =
(
x¯
(N)
n,j (t), n ∈ Z+
)
, there-
fore, denotes the empirical distribution of occupancies of type j servers in the finite
system. By x¯
(N)
j (∞) we shall denote the empirical distribution of occupancies of type
j servers at equilibrium.
• Let the process x¯(·) = (x¯n,j(·), j ∈ J , n ∈ Z+) be defined as x¯n,j(t) = xn,j(t) −
xn+1,j(t), for t ≥ 0. We define x¯n,j(∞) = Pn,j − Pn+1,j, where P is the unique
equilibrium point of the process x(·). For t ∈ [0,∞], we denote by x¯j(t) the distri-
bution on Z+ given by x¯j(t) = (x¯n,j(t), n ∈ Z+).
Next, we define the following notion of exchangeable random variables.
Definition 2.6.2. Let
(
q
(N)
k,j , 1 ≤ k ≤ Nγj, 1 ≤ j ≤M
)
denote a collection of N random
variables classified into M different types, where the index j represents the type. The
collection is called intra-type exchangeable if the joint law of the collection is invariant under
permutation of indices of random variables belonging to the same type. Thus, the collection(
q
(N)
k,j , 1 ≤ k ≤ Nγj, 1 ≤ j ≤M
)
is intra-type exchangeable if for each i ∈ {1, 2, . . . ,M}
and permutation σi of the numbers {1, 2, . . . , Nγi}, we have
Law
(
q
(N)
k,j , 1 ≤ k ≤ Nγj, 1 ≤ j ≤M
)
= Law
(
q
(N)
σi(1),i
, q
(N)
σi(2),i
, . . . q
(N)
σi(Nγi),i
; q
(N)
k,j ,
1 ≤ k ≤ Nγj, j ∈ J \{i}
)
(2.98)
Theorem 2.6.6. For the model considered in this paper if (q
(N)
k,j (0), 1 ≤ k ≤ Nγj, 1 ≤ j ≤
M) is intra-class exchangeable and if x(N)(0) ⇒ u ∈ UM as N → ∞, then the following
holds
(i) For each j ∈ J , 1 ≤ k ≤ Nγj, and t ∈ [0,∞], q(N)k,j (t) ⇒ Uj(t) as N → ∞, where
Uj(t) is a random variable with distribution x¯j(t).
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(ii) Fix positive integers 1 ≤ r1 ≤ Nγ1, 1 ≤ r2 ≤ Nγ2, . . . , 1 ≤ rM ≤ NγM . Then for
each t ∈ [0,∞],(
q
(N)
k,j , 1 ≤ k ≤ rj, 1 ≤ j ≤M
)
⇒ {Uk,j(t), 1 ≤ k ≤ rj, 1 ≤ j ≤M} ,
as N →∞, where Uk,j(t), 1 ≤ k ≤ rj, 1 ≤ j ≤M , are independent random variables
with Uk,j(t) having distribution x¯j(t) for all 1 ≤ k ≤ rj.
Proof. Note that the first part of Theorem 2.6.6 is a special case of the second part.
Hence, it is sufficient to prove the second part. For simplicity of notations, we shall prove
the second part for the M = 2 case. The proof readily extends to any M ≥ 2.
Since under the type based scheme all the servers of the same type are statistically
identical, the collection (q
(N)
k,j (t), 1 ≤ k ≤ Nγj, 1 ≤ j ≤ 2) is intra-type exchangeable at
time t ∈ [0,∞] provided that the collection (q(N)k,j (0), 1 ≤ k ≤ Nγj, 1 ≤ j ≤ M) is also
intra-type exchangeable. 7
Now, given that x(N)(0) ⇒ u0 ∈ UM as N → ∞ we know from Theorem 2.6.2 and
Theorem 2.6.5 that x¯(N)(t)⇒ x¯(t) as N →∞ for all t ∈ [0,∞]. Henceforth, we will omit
the variables t in our calculations since they hold for all t ∈ [0,∞]. To prove the second
part of the theorem for M = 2 it is sufficient to show that:
E
[
r1∏
k=1
φk
(
q
(N)
k,1
) r2∏
k=1
ψk
(
q
(N)
k,2
)]
→
r1∏
k=1
〈φk, x¯1〉
r2∏
k=1
〈ψk, x¯2〉 as N →∞ (2.99)
for all bounded mappings φk : Z+ → R+ and ψk : Z+ → R+. We have
∣∣∣∣∣E
[
r1∏
k=1
φk
(
q
(N)
k,1
) r2∏
k=1
ψk
(
q
(N)
k,2
)]
−
r1∏
k=1
〈φk, x¯1〉
r2∏
k=1
〈ψk, x¯2〉
∣∣∣∣∣
≤
∣∣∣∣∣E
[
r1∏
k=1
φk
(
q
(N)
k,1
) r2∏
k=1
ψk
(
q
(N)
k,2
)]
−E
[
r1∏
k=1
〈φk, x¯(N)1 〉
r2∏
k=1
〈ψk, x¯(N)2 〉
]∣∣∣∣∣
+
∣∣∣∣∣E
[
r1∏
k=1
〈φk, x¯(N)1 〉
r2∏
k=1
〈ψk, x¯(N)1 〉
]
−
r1∏
k=1
〈φk, x¯1〉
r2∏
k=1
〈ψk, x¯2〉
∣∣∣∣∣ , (2.100)
7We note that the collection (q
(N)
k,j (∞), 1 ≤ k ≤ Nγj , 1 ≤ j ≤ M) is intra-type exchangeable since the
stationary distribution can be symmetrized by using appropriate scaling factor.
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where x¯
(N)
j = (xn,j, n ∈ Z+) is the random probability measure on Z+ induced by the
process x¯(N)(·). We note that the second term on the right hand side of the above inequality
vanishes as N → ∞ because of the following facts: x¯(N)j ⇒ x¯j as N → ∞ for j = 1, 2; x¯1
and x¯2 are deterministic; x¯
(N)
j is a bounded random vector for each j = 1, 2. Now, due
to intra-type exchangeability the permutation of states between servers belonging to the
same class does not affect the joint distribution. Hence, we have
E
[
r1∏
k=1
φk
(
q
(N)
k,1
) r2∏
k=1
ψk
(
q
(N)
k,2
)]
=
1
(Nγ1)r1(Nγ2)r2
×
E
 ∑
σ∈P (r1,Nγ1)
σ′∈P (r2,Nγ2)
r1∏
k=1
φk
(
q
(N)
σ(k),1
) r2∏
k=1
ψk
(
q
(N)
σ′(k),2
) (2.101)
where (N)k = N(N − 1) . . . (N − k+ 1), and P (r, n) denotes the set of all permutations of
the numbers {1, 2, . . . , n} taken r at a time. Also, by definition of x¯(N)j we have
E
[
r1∏
k=1
〈φk, x¯(N)1 〉
r2∏
k=1
〈ψk, x¯(N)2 〉
]
= E
[(
r1∏
k=1
1
Nγ1
Nγ1∑
l=1
φk
(
q
(N)
l,1
)) ( r2∏
k=1
1
Nγ2
Nγ2∑
l=1
ψk
(
q
(N)
l,2
))]
(2.102)
Hence, the first term on the right hand side of (2.100) can be bounded as follows
∣∣∣∣∣E
[
r1∏
k=1
φk
(
q
(N)
k,1
) r2∏
k=1
ψk
(
q
(N)
2,k
)]
− E
[
r1∏
k=1
〈φk, x¯(N)1 〉
r2∏
k=1
〈ψk, x¯(N)2 〉
]∣∣∣∣∣
≤ (Nγ1)r1(Nγ2)r2
(
1
(Nγ1)r1(Nγ2)r2
− 1
(Nγ1)r1(Nγ2)r2
)
Br1+r2
+ ((Nγ1)
r1(Nγ2)
r2 − (Nγ1)r1(Nγ2)r2)
Br1+r2
(Nγ1)r1(Nγ2)r2
≤ 2Br1+r2
(
1− (Nγ1)r1(Nγ2)r2
(Nγ1)r1(Nγ2)r2
)
→ 0 as N →∞
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where B is a constant such that ‖φk‖∞ < B for k = 1, 2, . . . , r1 and ‖ψk‖∞ < B for
k = 1, 2, . . . , r2. This completes the proof.
Thus, the above proposition shows that in the limiting system server occupancies be-
come independent of each other. It also shows that the stationary occupancy distribution of
any given type j server in the limiting system is x¯j(∞) = {Pn,j − Pn+1,j, n ∈ Z+}. Hence,
in the limiting system the stationary tail distribution of occupancy of a type j ∈ J server
in the limiting system is given by {Pk,j, k ∈ Z+}. Using the independence of servers in the
limiting system we conclude the following proposition.
Proposition 2.6.3. In equilibrium, the arrival process of jobs at any given server in the
limiting system is a state dependent Poisson process. Further, the arrival rate of jobs at a
server of type j ∈ J when it has occupancy k in the equilibrium is given by
λk,j =
λ
γj
(Pk,j)
dj − (Pk+1,j)dj
Pk,j − Pk+1,j
j−1∏
i=1
(Pk,i)
di
M∏
i=j+1
(Pk+1,i)
di . (2.103)
Proof. Consider a tagged type j server in the system and the arrivals that have the tagged
server as one of its possible destinations. These arrivals constitute the potential arrival
process at the tagged server. The probability that the tagged server is selected as a potential
destination server for a new arrival is
(Nγj−1dj−1 )
(Nγjdj )
=
dj
Nγj
. Thus, due to Poisson thinning, the
potential arrival process to the tagged server is a Poisson process with rate
dj
Nγj
×Nλ = djλ
γj
.
Next, we consider the arrivals that actually join the tagged server. These arrivals
constitute the actual arrival process at the server. For finite N , this process is not Poisson
since a potential arrival to the tagged server actually joins the server depending on the
number of jobs present at the other possible destination servers. However, as N →∞, due
to the asymptotic independence property shown in Theorem 2.6.6 the occupancies of the
sampled servers become independent of each other. As a result, in equilibrium the actual
arrival process converges to a state dependent Poisson process as N →∞.
Consider the potential arrivals that occur to the tagged server when its occupancy is
k. This arrival actually joins the tagged server with probability 1
x+1
when x other servers
among the dj servers of type j have occupancy k, all the di servers of type i < j have at
least occupancy k, and all the di servers of type i > j have at least occupancy k+ 1. Thus,
the total arrival rate λk,j can be computed as
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λk,j =
djλ
γj
dj−1∑
x=0
1
x+ 1
(
dj − 1
x
)
(Pk,j − Pk+1,j)x (Pk+1,j)dj−1−x
×
j−1∏
i=1
(Pk,i)
di
M∏
i=j+1
(Pk+1,i)
di , (2.104)
which simplifies to (2.103).
Thus, the above proposition shows that at equilibrium the arrival rate at a given server
in the limiting system is a state dependent Poisson process whose rates depend on the
stationary tail probabilities Pk,j, k ∈ Z+ and j ∈ J through (2.103).
The stationary tail probabilities can, in turn, be expressed as functions of the arrival
rates. Indeed, in equilibrium the global balance equations (which hold under state depen-
dent Poisson arrivals due to Theorems 3.10 and 3.14 of [39]) yield
(Pk,j − Pk+1,j)λk,j = (Pk+1,j − Pk+2,j)µCj, for j ∈ J , k ∈ Z+. (2.105)
We note that the above equation reduces to (2.85) if we replace the arrival rates λk,j by
the RHS of (2.103) The equilibrium point P is, therefore, the unique fixed point of the
mapping Θ : UM → UM defined as Θ(P) = F (G(P)), where G(·) denotes the mapping
from UM to the space of possible arrival rates (defined by (2.103)) and F (·) denotes the
mapping from the space of possible arrival rates to the space UM (defined by (2.105)).
Thus, the equilibrium point P can be computed using the fixed point iterations (i.e., by
repeatedly applying the mapping Θ(·) to some arbitrary point Q ∈ UM .)
Remark 12. All the results discussed above have been obtained assuming exponential
job length distributions. If the independence of servers shown in Theorem 2.6.6 holds
for all job length distributions, then Proposition 2.6.3 continues to hold irrespective of
the job length distribution. This implies that (2.105) holds. Since the servers in the
system are processor sharing servers and (2.105) represents detailed balance, Theorem 1
of [40] implies that that the stationary distribution of each server in the limiting system
is insensitive to job length distributions. Hence, under the assumption of asymptotic
independence of servers for general job length distributions, the stationary distribution of
server occupancies in the limiting system becomes insensitive to the job length distribution
type and only depends on its mean. We refer to this as the asymptotic insensitivity property.
The proof of asymptotic insensitivity requires proving asymptotic independence for general
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job length distributions, which remains as an open problem. Asymptotic independence was
conjectured in [34] for homogeneous systems with any local service disciple (where the rate
at which jobs are processed depends only on the current jobs that are being processed) and
general job length distributions. Our numerical results, presented in Section 2.7, supporting
asymptotic insensitivity, suggest that such asymptotic independence should also hold for
heterogeneous systems considered in this chapter.
Remark 13. As in the case of the SQ(d) scheme with heterogeneous servers, it is easily
seen (by applying Little’s law) that the mean response time of jobs for the type based
scheme in the heterogeneous case can be expressed as a function of the stationary tail
probabilities Pk,j, k ∈ Z+, j ∈ J and is given by
T¯ tb(λ) =
1
λ
M∑
j=1
γj
∞∑
k=1
Pk,j (2.106)
Thus, the mean response time of jobs can be computed by first computing the stationary
point P from equations (2.103) and (2.105) (using the fixed point method discussed above)
and then using (2.106).
2.7 Numerical Results
In this section, we first investigate the accuracy of the mean field analysis of the type-based
scheme in predicting the performance of the scheme for large but finite systems. We then
numerically compare the mean response time of jobs under the different job assignment
schemes discussed in this chapter. Finally, numerical evidence to support asymptotic
insensitivity is also provided. All simulation results, presented in this section, are obtained
by averaging 10,000 independent runs.
To investigate the accuracy of the mean field analysis of the type-based scheme, we
compare the mean response time of jobs computed from (2.106) with that obtained by
simulating the finite system for different values of N and d, where dj = d for all j ∈ J . We
choose the following parameter setting: M = 2, γ1 = γ2 = 0.5, µ = 1, C1 = 2/3, C2 = 4/3.
For the above parameter setting the maximal stability region of the system is given by
Λ = {λ : 0 ≤ λ < 1}. We choose λ = 0.8, which lies in the stability region. The results
are shown in Table 2.1. As expected, the difference between the asymptotic results and
the corresponding simulation results decreases with the increase in N . We also observe
that for the same value of N , increasing d, increases the percentage of error between the
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simulation results and the results obtained from the mean field limit. This is because for
finite N increasing d increases the correlation between the servers. This acts in opposition
to the independence of servers in the limiting system. From the results it is clear that
the mean field analysis quite accurately captures the behavior of finite systems under the
type-based scheme.
Table 2.1: Accuracy of the mean field analysis of the type-based scheme
d Asymptotic N = 20 N = 50 N = 100 N = 200
2 1.3687 1.4695 1.3960 1.3720 1.3689
4 1.0960 1.2319 1.1492 1.1211 1.1055
6 1.0123 1.1595 1.0699 1.0396 1.0281
8 0.9732 1.1216 1.0328 1.0007 0.9847
10 0.9539 1.1064 1.0083 0.9788 0.9646
We now compare the mean response time of jobs under the different schemes discussed
in this chapter. We take the following parameter values: M = 2, γ1 = γ2 = 0.5, µ = 1,
C1 = 2/3, C2 = 4/3, d = 2, N = 200. For these parameter values we have Λ∞ = Λ =
{λ : 0 ≤ λ < 1}. Hence, in this setting, the SQ(d) scheme achieves the maximal stability
region. We note that this is in accordance with Proposition 2.4.1 since the condition
d ≥ dC2/C1e is satisfied in this case. In Figure 2.3, we plot the mean sojourn time of jobs in
the system as a function of λ for the different schemes discussed in this chapter. The routing
probabilities for the randomized static scheme and the hybrid SQ(2) scheme are chosen to
be the optimal routing probabilities (obtained using (2.9) and (2.45), respectively). We
have also plotted the mean sojourn time of jobs under the memory based scheme proposed
in [31], in which the least loaded server among the d servers, sampled for an arriving job,
is kept in the memory and used as a potential destination server for the next arriving
job. From Figure 2.3, we observe that the mean sojourn time of jobs is highest under
the randomized static scheme and lowest under the type-based scheme. The performance
of the hybrid SQ(2) scheme is seen to be close that of the type-based scheme. Thus, we
conclude that the proposed schemes significantly outperform other existing randomized
schemes.
We now consider a second set of parameter values given by M = 2, γ1 = γ2 = 0.5,
µ = 1, C1 = 1/3, C2 = 5/3, d = 2, N = 200. For the above parameter values we have
Λ∞ = {λ : 0 ≤ λ < 2/3} ⊂ Λ = {λ : 0 ≤ λ < 1}. Hence, in this case, the stability region
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Figure 2.3: Mean sojourn time jobs as a function of λ for different schemes. Parameters:
M = 2, C1 = 2/3, C2 = 4/3, and γ1 = γ2 = 0.5.
of the system under the SQ(d) scheme is smaller than the maximal stability region. In
Figure 2.4, we plot the mean sojourn time of jobs in the system as a function of λ for
the different schemes considered in this chapter. As in the previous case, the routing
probabilities for the randomized static scheme and the hybrid SQ(2) scheme are chosen to
be the optimal routing probabilities. We observe that in this case, the mean sojourn time
of jobs under the randomized static scheme is lower than that under the SQ(2) scheme.
This is expected since in this case the stability region of the system under the randomized
static scheme is larger than that under the SQ(2) scheme. We observe that the hybrid
SQ(2) scheme and the type-based scheme significantly outperform the randomized static
scheme even in this case.
In Figures 2.3 and 2.4, the routing probabilities for the randomized static scheme and
the hybrid SQ(2) scheme were chosen to be the optimal routing probabilities. Computing
the optimal routing probabilities requires the knowledge of the the arrival rate λ, which is
difficult to estimate. However, if we choose pi =
γiCi∑
j∈J γjCj
for all i ∈ J , then according to
Remark 7 the system, operating under the hybrid SQ(d) scheme, is stable for any λ ∈ Λ.
The same result also holds for the randomized static scheme. With the above choice of
routing probabilities, in Figure 2.5 we now compare the mean sojourn time of jobs in the
system under the randomized static scheme, the hybrid SQ(2) scheme and the type-based
scheme. The parameters are chosen to be M = 2, C1 = 1/5, C2 = 9/5, γ1 = γ2 = 0.5. We
observe that even in this case the performance of the type-based scheme is very close to
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Figure 2.4: Mean sojourn time jobs as a function of λ for different schemes. Parameters:
M = 2, C1 = 1/3, C2 = 5/3, and γ1 = γ2 = 0.5.
that of the hybrid SQ(2) scheme.
We now numerically investigate the behavior of the type based scheme under different
job length distributions. In Table 2.2, mean sojourn time of jobs under the type-based
scheme is shown as a function of λ, for the following distributions.
1. Constant: We consider the job length distribution having the cumulative distribution
given by F (x) = 0 for 0 ≤ x < 1, and F (x) = 1, otherwise.
2. Power law: We consider the job length distribution having cumulative distribution
function given by F (x) = 1− 1/4x2 for x ≥ 1
2
and F (x) = 0, otherwise.
For both distributions we have µ = 1. We choose the following parameter values M = 2,
C1 = 4/3, C2 = 2/3, N = 100, γ1 = γ2 =
1
2
, and d1 = d2 = 2. We observe that there is
no significant change in the mean sojourn time of jobs when the job length distribution
type is changed. The results, therefore, numerically supports the asymptotic insensitivity
property as discussed in Remark 12.
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Figure 2.5: Mean sojourn time jobs as a function of λ for different schemes. Parameters:
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2.8 Conclusion
In this chapter, we investigated the stability and performance of randomized dynamic job
assignment schemes for heterogeneous processor sharing systems. We showed that uniform
sampling of servers from the entire system may result in the reduction of the stability
region of the system. A hybrid scheme in which biased sampling of different server types is
combined with uniform sampling of servers within the same type was shown to achieve the
maximal stability region but only with the knowledge of the system parameters. A type-
based scheme in which servers of each type are sampled at each arrival instant of a new job
was also considered. We saw that the type-based scheme achieves the maximal stability
region without requiring the knowledge of the system parameters. The performance of the
type-based scheme was characterized using mean field techniques. Numerical results were
presented to show that the hybrid scheme and the type-based scheme have significantly
lower mean response time of jobs than randomized static schemes. We also observed that
under the proposed schemes the system is insensitive to the type of job length distribution
in the large system limit. Some of our preliminary results on the stability of the SQ(d)
scheme in the heterogeneous scenario and on the analysis of the hybrid SQ(d) scheme were
presented in [41, 42, 43]. The detailed analysis of the type-based scheme appeared in [44].
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Table 2.2: Asymptotic insensitivity of the type-based scheme
λ
Mean sojourn time
(Mean Field)
Constant
(Simulation)
Power Law
(Simulation)
0.2 0.8076 0.8106 0.8098
0.3 0.8609 0.8642 0.8640
0.5 0.9809 0.9852 0.9840
0.7 1.1696 1.1759 1.1757
0.8 1.3687 1.3741 1.3740
0.9 1.7531 1.7641 1.7645
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Chapter 3
Randomized Job Assignment in
Heterogeneous Loss Systems
In this chapter, we consider randomized job assignment schemes for a system of parallel
servers each having a finite amount of a resource. The incoming jobs are assumed to have
specific resource requirements. Therefore, only a finite number of jobs can be processed
simultaneously at each server. This is unlike the model in Chapter 2, where the incoming
jobs had elastic resource requirements and therefore could be served by processor sharing
servers. A job is accepted for processing at a given server only if the server has enough
resource to process the job. Otherwise, the job is discarded or blocked. We consider
randomized schemes to assign jobs to the servers with the aim of reducing the average
blocking probability of jobs in the system. In particular, we consider a scheme that assigns
an incoming job to the server having the maximum vacancy or maximum amount of unused
resource among d servers, sampled uniformly at random. We show that the above scheme
significantly reduces the average blocking probability of jobs as compared to randomized
static schemes in which the incoming jobs are assigned to the servers independently of the
states of the servers.
3.1 Introduction
Consider jobs with specific requirements of a resource, arriving at a multi-server system
consisting of N parallel servers. Each server holds a finite amount of the required resource
and therefore can process only a finite number of jobs simultaneously. We consider a het-
erogeneous system where different servers hold different amounts of the resource. Upon
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arrival, a job is routed/assigned to a server, where the job is either accepted or blocked
depending on the availability of the resource requested by the job. If accepted, the pro-
cessing of the job begins immediately at the server. Our aim is to design job assignment
schemes that reduce the average blocking probability of the jobs while requiring the state
information of a small number of servers at each job arrival instant.
Models, such as the one described above, arise frequently in the context of cloud com-
puting systems that provide Infrastructure-as-a-service (IaaS) [45, 46]. A cloud service
provider sells computing resources to its users in terms of virtual machines (VM’s), that
are computing instances consisting of various resources such as CPU, memory, storage etc.
To meet different user demands the cloud operator allows its users to choose from various
classes of VM’s (e.g. large, small etc.), differing in the amounts of resources they hold. We
model situations [47], where the VM’s differ only in one bottleneck resource (e.g. memory).
In such situations, different classes of VM’s correspond to different amounts of the same
resource.
Each user, depending on its requirement, requests a VM of a specific class. The VM
request is then assigned to a physical machine (PM) or server where the request is either
accepted or blocked depending on the availability of the requested resource. If accepted,
the user holds the VM for the duration of its service after which it is released. To maintain a
certain quality of service, the cloud service provider aims at reducing the average blocking
probability of users which measures the fraction of time a user is denied access to its
required resource.
The average blocking probability of jobs in the system can be reduced by suitably
assigning the incoming jobs to the servers. Ideally, a job assignment scheme, which com-
pares the states of all the servers at every arrival instant of a new job, has the potential
to minimize the average blocking probability of the jobs. However, for large systems, such
a scheme will involve high communication overhead between the job dispatcher and the
servers. To reduce the overhead, we propose a randomized dynamic scheme in which only
d ( N) servers are randomly sampled at each arrival instant and the arriving request
is assigned to the server having the maximum available resource (vacancy) among the
d sampled servers. We show that the above scheme results in a significant reduction in
the average blocking probability of jobs as compared to randomized static job assignment
schemes, where job assignments are made independently of the server states. Our results
also show that at ‘high’ loads the the performance of the proposed scheme is nearly optimal
in terms of reducing the average blocking probability of jobs.
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3.1.1 Related literature
The dynamic routing scheme considered in this chapter is a loss model analog of the SQ(d)
scheme considered in Chapter 2. A detailed discussion on the literature treating the SQ(d)
scheme for first-come-first-serve servers is given in Section 2.1.1 of Chapter 2. Here we
only discuss the works relevant to loss networks.
Turner [4, 48] studied the SQ(d) scheme for a system of Erlang servers having infinite
capacities in the large system limit. It was shown that in the large system limit, the system
behavior can be characterized by a mean field limit, which satisfies a system of differential
equations. The resulting tail distribution of server occupancies was shown to have a fast
rate of decay even for small values of d. However, the existence and uniqueness of the
equilibrium point of the mean field were not shown explicitly.
Our work is closest to a recent work by Xie et al. [49], which analyzed an Erlang
loss system with identical (homogeneous) servers under the SQ(d) policy using mean field
techniques. In [49], the existence, uniqueness, and (global) asymptotic stability of the
equilibrium point of the mean field were established for the homogeneous (servers) case
with single class of customers. For the homogeneous (servers) case with multiple class of
customers, the paper derived a recursive relationship among the tail probabilities of the
number of occupied resource units for the limiting system. In this chapter, we generalize
their results to the scenario where the servers have heterogeneous capacities. For this
scenario, we establish independence of the servers in the limiting system through the milder
requirement of intra-type exchangeability since the stronger requirement of exchangeability
among all types of servers does not hold in the heterogeneous scenario. Such asymptotic
independence of servers in the large system limit, also known as the propagation of chaos
property, was studied earlier in the context of alternative routing by Graham and Me´le´ard
[50, 51] where the independence among servers was established on the path space of the
processes of interest.
Mean field techniques have also been used in [52, 53] to study dynamic alternate routing
policies for a fully connected, circuit switched network. The policies were analyzed in the
limit as the number of links in the system increases to infinity. A simpler version of the
problem, for a network without spatial features, was considered in [54]. A lattice caricature
of the alternate routing problem was analyzed in [14]. In all the above works, it was found
that, for certain ranges of the system parameters, multiple stable equilibrium points of the
mean field exist. Hence, in such cases the finite system exhibits metastability, where the
system fluctuates among multiple stable configurations. Metastability was also observed in
[55] for an open network of loss servers where jobs of different classes move from one server
to the other until they complete their service at all servers. However, for the system under
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consideration in this chapter, the mean field is shown to have a unique, asymptotically
stable equilibrium point for all parameter settings.
3.1.2 Contributions
In this chapter, we consider the loss model analog of the SQ(d) scheme, where each incoming
job is assigned to the server having the maximum vacancy among a set of d servers, sampled
uniformly at random from the entire system. A job is discarded or blocked if none of the
d servers, sampled at its arrival instant, has the required resource to process the job. We
refer to this scheme as the MV(d) scheme, keeping in mind its similarity with the SQ(d)
scheme discussed in the previous chapter.
The performance of the MV(d) scheme is analyzed for a system with heterogeneous
servers and multiple job classes using mean field techniques. The mean field limit is
shown to have a unique and asymptotically stable equilibrium point which characterizes the
stationary distribution of the states of the servers in the limiting system. Using the concept
of intra-type exchangeable random variables, introduced in Section 2.6.1 of Chapter 2, it
is shown that any finite set of servers in the limiting system become independent.
Using the asymptotic independence of servers, a one dimensional recursive relationship
between the stationary tail probabilities of server occupancies is obtained. This allows
computation of the average blocking probability of jobs without having to compute the
stationary distribution of the states of the servers. Using the recursive relationship, the rate
of decay of stationary tail distribution of server occupancies is characterized. Numerical
results are presented to show that the MV(d) scheme significantly reduces the average
blocking probability of jobs as compared to the randomized static job assignment schemes.
Furthermore, at ‘high’ loads the scheme is shown to be nearly optimal in terms reducing
the average blocking probability of jobs.
3.1.3 Organization
The rest of the chapter is organized as follows. In Section 3.2, we introduce the detailed
system model and the proposed job assignment scheme. In Section 3.3, we state our main
results and discuss their implications. Section 3.4 presents the detailed proofs of the main
results. Numerical results are provided in Section 3.5 to compare the proposed scheme
with other existing schemes. Finally, the chapter is concluded in Section 3.6.
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3.2 System model
We consider a system consisting of N parallel servers, where jobs or VM requests arrive
and request necessary resource for processing. The servers are categorized into M different
types based on the amounts of resource they hold or their capacities. Let J = {1, 2, . . . ,M}
be the index set of server types. A server of type j ∈ J is assumed to hold Cj units of the
resource. Without loss of generality, we assume that the capacities are ordered as follows:
C1 ≤ C2 ≤ . . . ≤ CM . (3.1)
Furthermore, the fraction of type-j servers in the system is assumed to be fixed and is
denoted by γj ∈ [0, 1] for all j ∈ J . Clearly, we have
∑M
j=1 γj = 1.
Jobs or VM requests are categorized into L classes depending on their resource re-
quirements. Class l ∈ L = {1, 2, . . . , L} VM requests require Al ≥ 0 units of resource
from any given server in the system and are assumed to arrive at the system accord-
ing to a Poisson process with rate Nλl independent of the other classes. We denote by
A = (A1, A2, . . . , AL) the L-dimensional vector of resource requirements. We say that a
server is in state n = (n1, n2, . . . , nL) when, for each l ∈ L, there are nl jobs of class l in
progress at the server. Clearly, the set of admissible states for a type j ∈ J server is given
by Sj =
{
n ∈ ZL+ : n · A ≤ Cj
}
, where Z+ denotes the set of all non-negative integers and
n ·A ,∑Ll=1 nlAl. We define the set of blocking states B(l)j for class l ∈ L jobs at a server
of type j ∈ J as the set of states in Sj for which the vacancy or the number of unused
resource units is less than Al, i.e., B(l)j =
{
n ∈ ZL+ : Cj − Al < n · A ≤ Cj
}
. Upon arrival,
a job is routed to one of the N servers according to the following routing scheme:
The MV(d) scheme: Upon arrival of each VM request, d ≥ 2 potential destination
servers are sampled uniformly at random from the set of N servers. The actual destina-
tion server for the arriving request is then chosen to be the server having the maximum
vacancy or the maximum units of unused resource among the sampled servers. Ties among
(sampled) servers of the same type are broken uniformly at random and ties across server
types are broken by selecting the server type with the highest index (highest capacity). For
example, if there are two type-j servers and one type i < j server having the maximum
vacancy among the sampled set of d servers, then any one of the two type j servers is
chosen to be the destination server with probability 1/2.
The destination server accepts the job assigned to it only if the resource requested by the
arriving job is available at the server. If accepted, processing of the job begins immediately.
Otherwise, if the server is in a blocking state for the arriving request, then the request is
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discarded or blocked and lost. Clearly, a class-l VM request is blocked only when all the d
potential destination servers have vacancies less than Al. The service times of the accepted
job requests are assumed to be independent and exponentially distributed random variables
with mean 1. The service times of jobs are assumed to be also independent of the inter-
arrival times of the jobs. The resource held by a request is released immediately upon the
completion of its service.
3.3 Main results
In this section, we state the main results of this chapter and discuss their consequences.
Our results are asymptotic in the sense that they are derived in the limit as the system
size N → ∞ keeping the proportions γj, j ∈ J , fixed. Such results are especially useful
in the context of cloud computing systems since they typically run tens of thousands of
servers having varied capacities. We assume that Cj and Al are non-negative integers for
each j ∈ J and l ∈ L.
Main results: For the model described in Section 3.2, let P
(N)
k,j denote the stationary
probability that a server of type j ∈ J has at least k units of occupied resource. Then
P
(N)
k,j converges to Pk,j as N → ∞, where Pk,j is the solution of the following recursive
relationship:
k (Pk,j − Pk+1,j) =
L∑
l=1
Alλl
γj
[(
j∑
i=1
γiPk−Al+Ci−Cj ,i +
M∑
i=j+1
γiPk−Al+Ci−Cj+1,i
)d
−
(
j−1∑
i=1
γiPk−Al+Ci−Cj ,i +
M∑
i=j
γiPk−Al+Ci−Cj+1,i
)d , (3.2)
where 1 ≤ k ≤ Cj, Pk,j = 1 for k ≤ 0, and PCj+1,j = 0 for all j ∈ J . Furthermore, in the
limit as N →∞ the servers become mutually independent.
Remark 14. Using the independence of servers stated above and the probabilities Pk,j
found by solving (3.2) the blocking probability P
(l)
blocking of class-l requests in the limiting
system can be computed as follows: A class-l request is blocked at a server with capacity
Cj if the number of units of available resource is less than Al. The stationary probability
that a server of type j has less than Al units of available resource is PCj−Al+1,j. The
67
probability with which a type-j server is sampled at the arrival instant of a job γj (due
to uniform sampling). Thus the total probability that a randomly sampled server is in a
blocking state for class-l requests is
∑
j∈J γjPCj−Al+1,j. Since the servers in the limiting
system are mutually independent, the probability that a class-l arrival is blocked is given
by P
(l)
blocking =
(∑
j∈J γjPCj−Al+1,j
)d
. Hence, the one-dimensional recursive relation (3.2)
allows one to compute the average blocking probability of jobs in the limiting system using
the stationary probabilities of the total number of occupied resource units. The stationary
probabilities of the total number of occupied resource units at a server are much simpler
to compute than the stationary probabilities of the server states since the state of each
server lies in a multi-dimensional state space.
A lower bound on the average blocking probability: Under an arbitrary job
assignment policy, the average blocking probability of jobs can be lower bounded as follows.
For an arbitrary job assignment scheme, let the average blocking probability of class-l
requests be denoted by P
(l)
blocking. Hence, by Little’s law, the average number of class-l
requests in the system is given by (1 − P (l)blocking)Nλl. Now let the maximum number of
class-l requests that a server of type j can process be B
(l)
j = maxn∈Sj (nl). Then the average
number of class-l requests in the entire system is upper bounded by N
∑
j∈J γjB
(l)
j . We
therefore have
(1− P (l)blocking)Nλl ≤ N
∑
j∈J
γjB
(l)
j , (3.3)
from which we obtain the following lower bound on P
(l)
blocking.
P
(l)
blocking ≥
(
1−
∑
j∈J γjB
(l)
j
λl
)
+
=
(
1− λ
(l)
crit
λl
)
+
, (3.4)
where λ
(l)
crit =
∑
j∈J γjB
(l)
j and (w)+ = max(0, w). We note that the above lower bound is
tight only for λl > λ
(l)
crit, which represents the heavy load scenario. In Section 3.5, we will
compare the blocking probability of jobs under the MV(d) scheme with the lower bound
derived above to show the efficacy of the MV(d) scheme.
Rate of decay of the stationary tail probabilities: If we specialize (3.2) to the
case where only a single class of jobs (L = 1) requiring one unit of resource (A = 1) arrive
at the system, then we obtain
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Pk,j − Pk+1,j = λ
γjk
[(
j∑
i=1
γiPk−1+Ci−Cj ,i +
M∑
i=j+1
γiPk+Ci−Cj ,i
)d
−
(
j−1∑
i=1
γiPk−1+Ci−Cj ,i +
M∑
i=j
γiPk+Ci−Cj ,i
)d , (3.5)
where the arrival rate of the jobs is Nλ. Using (3.5) we can explicitly characterize the
rate of decay of the probabilities Pk,j, k ∈ {0, 1, . . . , Cj}, which denote stationary tail
probabilities of the number of jobs in progress at a type j server in the limiting system.
This is done in the following proposition whose proof is similar to the proof of Theorem 2
of [49] for the homogeneous loss model.
Proposition 3.3.1. Let
{
P¯k, 0 ≤ k ≤ CM
}
be defined as follows: P¯k = 1 for 0 ≤ k ≤ k0
and
P¯k =
λd
k−k0−1
(bλc+ k − k0)(bλc+ k − k0 − 1)d . . . (bλc+ 1)dk−k0−1
, (3.6)
for k0 + 1 ≤ k ≤ CM , where k0 = bλc+CM −C1, and byc denotes the greatest integer not
exceeding y. Then for the single class case, with each job requiring one unit of resource,
we have
M∑
j=1
γjPk+Cj−CM ,j ≤ P¯k for 0 ≤ k ≤ CM (3.7)
In particular, the average blocking probability of jobs is upper bounded as
P avgblocking =
(∑
j∈J
γjPCj ,j
)d
≤ P¯ dCM (3.8)
Proof. From (3.5) we obtain
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∑
j∈J
(k + 1 + Cj − CM)+γj(Pk+1+Cj−CM ,j − Pk+2+Cj−CM ,j)
= λ
( M∑
j=1
γjPk+Cj−CM ,j
)d
−
(
M∑
j=1
γjPk+1+Cj−CM ,j
)d , (3.9)
where 0 ≤ k ≤ CM − 1 and (w)+ = max(0, w). From (3.9) the following can be shown to
hold for 0 ≤ k ≤ CM − 1 using backward induction starting at k = CM − 1.
M∑
j=1
(k + 1 + Cj − CM)+γjPk+1+Cj−CM ,j ≤ λ
(
M∑
j=1
γjPk+Cj−CM ,j
)d
. (3.10)
From (3.10) it is clear that for CM − C1 ≤ k ≤ CM − 1 we have
(
M∑
j=1
γjPk+1+Cj−CM ,j
)
≤ λ
k + (C1 − CM) + 1
(
M∑
j=1
γjPk+Cj−CM ,j
)d
, (3.11)
Now, for 0 ≤ k ≤ k0, P¯k = 1 ≥
(∑M
j=1 γjPk+Cj−CM ,j
)
holds trivially. Assume that(∑M
j=1 γjPk+Cj−CM ,j
)
≤ P¯k holds for some k ≥ k0. Using induction, we will now show that
the inequality must hold for k + 1. Since k0 > CM − C1, we have from (3.10) that
(
M∑
j=1
γjPk+1+Cj−CM ,j
)
≤ λ
k + (C1 − CM) + 1
(
M∑
j=1
γjPk+Cj−CM ,j
)d
≤ λ
k + (C1 − CM) + 1 P¯
d
k = P¯k+1.
The last equality follows from the definition of
{
P¯k, 0 ≤ k ≤ CM
}
. This completes the
proof.
The above proposition shows that for d ≥ 2 the quantity ∑Mj=1 γjPk+Cj−CM ,j, which
denotes the probability that a randomly sampled server can hold at most CM−k additional
jobs, decreases with the increase in k at a rate much faster than that for d = 1. This shows
the efficacy of assigning each incoming job by comparing the states a small number (> 1)
of servers in the system at the arrival instant of the job.
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3.4 Mean field analysis
In this section we provide detailed proofs of the main results given in Section 3.3 using
mean field analysis. We first introduce the notation and mathematical framework required
for the analysis.
Notations: The unit vector in ZL+ with one in the rth position is denoted by er and by
e we denote the L-dimensional vector of all ones, i.e., e = (1, 1, . . . , 1). Furthermore, for
each j ∈ J we denote the space of probability distributions on Sj by Vj, i.e.,
Vj =
(gn)n∈Sj : gn ≥ 0 for all n ∈ Sj,∑
n∈Sj
gn = 1
 . (3.12)
We note that the space Vj of probability measures on the finite space Sj is convex and
compact under any norm. The set of empirical probability distributions on Sj when the
system size is N is denoted by V(N)j , i.e.,
V(N)j =
{
(gn)n∈Sj ∈ Vj : Nγjgn ∈ Z+
}
. (3.13)
We will mainly be interested in the spaces V = ∏j∈J Vj and V(N) = ∏j∈J V(N)j , which are
the Cartesian products of the spaces Vj and V(N)j , respectively, over j ∈ J . A point in the
space V (or V(N)) is denoted by u = (un,j, n ∈ Sj, j ∈ J ) with the understanding that for
each j ∈ J the collection (un,j, n ∈ Sj) belongs to Vj (V(N)j ). We observe that the space V
is compact since for each j ∈ J the space Vj is compact.
Analysis: For each t ≥ 0 and n ∈ Sj, let x(N)n,j (t) denote the fraction of type-j servers in
state n at time t. We define the process x(N)(·) = (x(N)n,j (·), n ∈ Sj, j ∈ J ). Clearly, x(N)(·)
is a Markov process with state space V(N), i.e., for each j ∈ J and t ≥ 0 the collection
(x
(N)
n,j (t), n ∈ Sj) is the empirical distribution of states of type-j servers at time t. The
generator GN of the Markov process x(N)(·) acting on functions ϕ : V(N) → R is given
by GNϕ(u) =
∑
h6=u r (u→ v) (ϕ(v)− ϕ(u)), where r (u→ v) denotes the transition rate
from the state u ∈ V(N) to the state v ∈ V(N). In the following lemma, we characterize
the generator GN .
Lemma 3.4.1. Let u ∈ V(N) be any state of the process x(N)(·) and e(n, j) = (ek,i)k∈Si,i∈J
be the unit vector with en,j = 1 and ek,i = 0 if (k, i) 6= (n, j). The generator GN of the
Markov process x(N)(·) acting on functions ϕ : V(N) → R is given by
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GNϕ(u) = N
∑
j∈J
∑
n∈Sj
∑
l∈L
[
λl
F (n− el, j,u)
E(n− el, j, j,u)
γjun−el,j
(
ϕ
(
u− e(n− el, j)
Nγj
+
e(n, j)
Nγj
)
−ϕ(u)
)
+ γjun,jnl
(
ϕ
(
u +
e(n− el, j)
Nγj
− e(n, j)
Nγj
)
− ϕ(u)
)]
In−el∈Sj , (3.14)
where I denotes the indicator function and for n ∈ Sj and i, j ∈ J we have
E(n, i, j,u) = γi
∑
n′∈Si:
n′·A=n·A+Ci−Cj
un′,i (3.15)
G(n, i, j,u) = γi
∑
n′∈Si:
n′·A>n·A+Ci−Cj
un′,i (3.16)
GE(n, i, j,u) = G(n, i, j,u) + E(n, i, j,u). (3.17)
and
F (n, j,u) =
(
j∑
i=1
GE(n, i, j,u) +
M∑
i=j+1
G(n, i, j,u)
)d
−
(
j−1∑
i=1
GE(n, i, j,u) +
M∑
i=j
G(n, i, j,u)
)d
. (3.18)
Proof. We first consider the transition of the system from the state u ∈ V(N) at t− to
the state u − e(n−el,j)
Nγj
+ e(n,j)
Nγj
at t, where n ∈ Sj. This transition occurs when an arrival
of class l ∈ L at time t joins a type-j server which was in state n − el at time t− (just
before the arrival). Let k of the d servers, sampled at the arrival instant, be of type j
with state n′ satisfying n′ · A = (n − el) · A. For the transition to occur, we must have
k ≥ 1 and one among the k servers must be in state n− el. Since there are Nγjun−el,j and
N × E(n− el, j, j, u) servers of type j in states n− el ans n′, respectively, the probability
of the above mentioned event is given by
(
k
1
)
γjun−el,jE
k−1(n− el, j, j, u). In this case, since
there are k servers with equal vacancy, the arrival joins a server with state n − el with
probability 1/k. The other d − k sampled servers must satisfy one of the following two
conditions:
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• If the sampled server is of type i < j, then its state n′ must satisfy Ci − n′ · A ≤
Cj − (n− el) ·A, or, n′ ·A ≥ (n− el) ·A+Ci−Cj. The number of type i servers in a
state satisfying the above relation is N×GE(n−el, i, j,u). Since servers are sampled
uniformly at random, the probability with which one of these servers is sampled is
GE(n− el, i, j,u).
• If the sampled server is of type i ≥ j, then its state n′ must satisfy Ci − n′ · A <
Cj − (n − el) · A, or, n′ · A > (n − el) · A + Ci − Cj. Using the similar argument as
before, the probability with which such a server is sampled is G(n− el, i, j,u).
Thus the total probability with which the incoming arrival joins a server of type j in state
n−el is
∑d
k=1
(
k
1
)
1
k
γjun−el,jE
k−1(n−el, j, j, u)
(∑j−1
i=1 GE(n, i, j,u) +
∑M
i=j G(n, i, j,u)
)d−k
which simplifies to
F (n−el,j,u)
E(n−el,j,j,u)γjun−el,j. Since the arrival rate of class-l jobs is Nλl, the rate
of transition from the state u to the state u− e(n−el,j)
Nγj
+ e(n,j)
Nγj
is given by
r
(
u→ u− e(n− el, j)
Nγj
+
e(n, j)
Nγj
)
= Nλl
F (n− el, j,u)
E(n− el, j, j,u)
γjun−el,j. (3.19)
Next, we consider the transition from the state u ∈ V(N) to the state u+ e(n−el,j)
Nγj
− e(n,j)
Nγj
,
where n ∈ Sj. This transition occurs when a job of class l ∈ L leaves a type j ∈ J server in
state n. The number of type-j servers in state n when the system is in state u is Nγjun,j.
From each of these servers, the rate at which class-l jobs depart is nl. Hence, the rate of
transition from the state u to the state u +
e(n−el,j)
Nγj
− e(n,j)
Nγj
is given by
r
(
u→ u + e(n− el, j)
Nγj
− e(n, j)
Nγj
)
= Nγjun,jnl (3.20)
The expression (3.14) now follows directly from the definition of GN .
Using the generator GN , we now show that that as N →∞, the sequence of processes(
x(N)(·))
N
converges to a deterministic process.
Theorem 3.4.1. If x(N)(0)⇒ u0 ∈ V as N →∞, then x(N)(·)⇒ x(·) as N →∞, where
the process x(·), taking values in the space V is given by the unique solution of the following
system of differential equations
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x(0) = u0, (3.21)
x˙(t) = h(x(t)). (3.22)
The mapping h above is given by
hn,j(x) =
∑
l∈L
[
λl
F (n− el, j,x)
E(n− el, j, j,x)
xn−el,j − nlxn,j
]
In−el∈Sj
−
[
λl
F (n, j,x)
E(n, j, j,x)
xn,j − (nl + 1)xn+el,j
]
In+el∈Sj , (3.23)
where I denotes indicator function and E(n, i, j,u), F (n, j,u) are as defined in Lemma
3.4.1.
Proof. The first step is to show that there exists a unique process x(·) satisfying (3.21)-
(3.22) and taking values in the space V . To see this, we first note that for all x ∈ V and
j ∈ J , we have ∑n∈Sj hn,j(x) = 0. This ensures that if ∑n∈Sj xn,j(0) = 1 for all j ∈ J ,
then
∑
n∈Sj xn,j(t) = 1 for all j ∈ J and all t ≥ 0. Furthermore, we note from (3.23) that if
for some j ∈ J , n ∈ Sj, t ≥ 0 we have xn,j(t) = 0, then hn,j(x(t)) ≥ 0. Thus, any solution
of (3.21)-(3.22) starting from u0 ∈ V always remains in the space V . To show that there
exists a unique solution to (3.21)-(3.22), it is sufficient to show that the mapping h on V is
Lipschitz continuous, i.e., there exists K > 0 such that ‖h(u)− h(v)‖ ≤ K‖u− v‖, where
‖·‖ denotes the L1-norm defined as ‖u− v‖ =
∑
j∈J
∑
n∈Sj |un,j − vn,j| for all u,v ∈ V .
But this is clearly satisfied with K = 2B + 2λd + 8λS(d − 1), where S = ∑j∈J |Sj| and
B = maxn∈Sj
(∑
l∈L nl
)
. Hence, for each initial point u0 ∈ V there exists a unique process
x(·,u0) satisfying (3.21)-(3.22) with x(0) = u0.
The next step is to show that the partial derivatives ∂x(t,u)
∂un,j
, ∂
2x(t,u)
∂un,j2
, and ∂
2x(t,u)
∂un,j∂un′,j′
exist
and are bounded for u ∈ V . This can shown using the same line of arguments as in the
proof of Lemma 2.6.2 of Chapter 2. We therefore do not repeat them here.
Finally, the statement of the theorem follows by noting that GNϕ(u)→ ddtϕ(x(t,u))|t=0
as N → ∞ uniformly in u for all ϕ : V → R such that ϕ has bounded partial derivatives
of first and second orders with respect to each component of its argument.
The process x(·), defined in the theorem above, is referred to as the mean field limit of
the system. To emphasize the dependence of x(·) on its initial value, we denote the process
x(·) started at x(0) = u0 by x(·,u0).
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We now characterize the properties of the equilibrium points pi = (pin,j, n ∈ Sj, j ∈ J )
of the process x(·) satisfying x(t,pi) = pi for all t ≥ 0. Clearly, for any such equilibrium
point pi we must have hn,j(pi) = 0 for all n ∈ Sj and j ∈ J . Hence, from (3.23) we obtain
∑
l∈L
[
λl
F (n− el, j,pi)
E(n− el, j, j,pi)
pin−el,j − nlpin,j
]
In−el∈Sj
=
∑
l∈L
[
λl
F (n, j,pi)
E(n, j, j,pi)
pin,j − (nl + 1)pin+el,j
]
In+el∈Sj , (3.24)
for n ∈ Sj and j ∈ J . In the next theorem, we show that there exists an equilibrium point
pi of the mean field x(·) in the space V .
Theorem 3.4.2. There exists a equilibrium point pi of the system (3.21)-(3.22) in the
space V.
Proof. Consider a point x ∈ V . For each j ∈ J , l ∈ L and n ∈ Sj, define
λ
(l)
n,j(x) = λl
F (n, j,x)
E(n, j, j,x)
> 0. (3.25)
Next, we define the quantities yn,j(x), j ∈ J , n ∈ Sj as the solution to the following system
of linear equations
∑
l∈L
[
λ
(l)
n−el,j(x)yn−el,j(x)− nlyn,j(x)
]
In−el∈Sj
=
∑
l∈L
[
λ
(l)
n,j(x)yn,j(x)− (nl + 1)yn+el,j(x)
]
In+el∈Sj , for j ∈ J and n ∈ Sj (3.26)
and
∑
n∈Sj yn,j(x) = 1 for each j ∈ J . Clearly, the solution y(x) = (yn,j(x), n ∈ Sj, j ∈ J )
to the above set of linear equations satisfies
λ
(l)
n−el,j(x)yn−el,j(x)In−el∈Sj = nlyn,j(x) for all n ∈ Sj, j ∈ J . (3.27)
The above equations (which imply that yn,j(x) has the same sign for each n ∈ Sj and
j ∈ J ) together with ∑n∈Sj yn,j(x) = 1 imply that y(x) ∈ V for all x ∈ V . Furthermore,
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the map x 7→ y(x), as defined above, is continuous on the space V . Since V is convex
and compact, Brouwer’s fixed point theorem guarantees the existence of a fixed point of
the map x 7→ y(x). From (3.26), it is clear that any fixed point pi of the map x 7→ y(x)
satisfies (3.24) and hence is an equilibrium point of the mean field x(·). This proves the
existence of an equilibrium point pi in V of the mean field x(·).
Remark 15. We note that for each x ∈ V , the mapping x 7→ y(x) satisfies (3.27). Hence,
the fixed point pi of the above map satisfies
λ
(l)
n−el,j(pi)pin−el,jIn−el∈Sj = nlpin,j for all n ∈ Sj, j ∈ J . (3.28)
We will later show that the above equations correspond to the detailed balance equations
for the servers in the large N limit.
We now focus on the single class case (L = 1) and show that the equilibrium point
in this case is unique and globally asymptotically stable, i.e., for any x(0) ∈ V we have
limt→∞ x(t) = pi, where pi denotes the equilibrium point of the mean field.
Theorem 3.4.3. For the single class case (L = 1), the mean field x(·) has a unique globally
asymptotically stable equilibrium point pi ∈ V.
Proof. We note that the uniqueness of the equilibrium point follows (by the uniqueness of
limit) if one can show that any equilibrium point pi is globally asymptotically stable. We
now proceed to show the global asymptotic stability of any equilibrium of the mean field
x(·) for the single class case.
For the single class case, we assume without loss of generality that all incoming jobs re-
quire one unit of resource and they arrive according to a Poisson process with rate Nλ , i.e.,
A1 = 1 and λ1 = λ. Hence, Sj = {0, 1, . . . , Cj}, Vj =
{
(gn)n∈Sj : gn ≥ 0,
∑
n∈Sj gn = 1
}
,
V = ∏j∈J Vj. In this case, the mean field x(·) = (xn,j(·), n ∈ Sj, j ∈ J ) ∈ V satisfies the
following system of differential equations (from (3.21)-(3.22))
x(0) = u0, (3.29)
x˙(t) = h(x(t)), (3.30)
with h is defined as
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hn,j(x) =
[
λ
γj
F (n− 1, j,x)− nxn,j
]
I1≤n≤Cj−
[
λ
γj
F (n, j,x)− (n+ 1)xn+1,j
]
I0≤n≤Cj−1.
(3.31)
The mean field can be equivalently expressed in terms of the tail sums x˜k,j(t) =
∑Cj
n=k xn,j(t),
k ∈ Sj, j ∈ J . We define x˜(t) = (x˜k,j(t), k ∈ Sj, j ∈ J ). Hence, from (3.30) and (3.31) we
have
x˜(0) = u˜0, (3.32)
˙˜x(t) = h˜(x˜(t)), (3.33)
where the mapping h˜ =
(
h˜k,j, k ∈ Sj, j ∈ J
)
is given by h˜0,j(x˜) = 0 for all j ∈ J and for
1 ≤ k ≤ Cj
h˜k,j(x˜) =
λ
γj
[(
j∑
i=1
γix˜k−1+Ci−Cj ,i +
M∑
i=j+1
γix˜k+Ci−Cj ,i
)d
−
(
j−1∑
i=1
γix˜k−1+Ci−Cj ,i +
M∑
i=j
γix˜k+Ci−Cj ,i
)d− k (x˜k,j − x˜k+1,j) (3.34)
We say that u˜ ≤ u˜′ if u˜k,j ≤ u˜′k,j for all k ∈ Sj and j ∈ J . We first prove the following
monotonicity property of the mean field with respect to the initial condition.
Lemma 3.4.2. If u˜0 ≤ u˜′0 then x˜(t, u˜0) ≤ x˜(t, u˜′0) for all t ≥ 0.
Proof. Clearly, the right hand side of (3.34) is non-decreasing in x˜n,i(t) for all (n, i) 6= (k, j).
Hence, (3.34) defines a quasi-monotone system of differential equations. The proof of the
lemma now follows directly from pages 70-74 of [38].
We now define z(t, u˜0) =
∑
j∈J γj
∑Cj
k=1 x˜k,j(t, u˜0). Clearly, z(t, u˜0) denotes the mean
number of customers in the limiting system at time t when the initial state is u˜0. From (3.34)
we obtain
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dz(t, u˜0)
dt
= λ
1−(∑
j∈J
γjx˜Cj ,j(t, u˜0)
)d− z(t, u˜0). (3.35)
Let p˜i be an equilibrium point of the process x˜(·). From (3.35) we have
λ
1−(∑
j∈J
γjp˜iCj ,j
)d = z(t,pi) = ∑
jJ
γj
Cj∑
k=1
p˜ik,j (3.36)
Now, from Lemma 3.4.2 we have
x˜(t,min(u˜0, p˜i)) ≤ x˜(t, u˜0) ≤ x˜(t,max(u˜0, p˜i)), (3.37)
where the maximum and the minimum are taken component-wise. Hence, to establish
limt→∞ x˜(t, u˜0) = p˜i for all u˜0, it is sufficient to show that the convergence holds for
u˜0 ≥ p˜i and for u˜0 ≤ p˜i.
To show x˜(t, u˜0)→ p˜i for u˜0 ≥ p˜i it is sufficient to show that∫ ∞
0
(x˜n,j(t, u˜0)− p˜in,j) dt <∞, for all j ∈ J , 1 ≤ n ≤ Cj. (3.38)
Similarly for u˜0 ≤ p˜i the convergence x˜(t, u˜0)→ p˜i will follow if we can show that∫ ∞
0
(p˜in,j − x˜n,j(t, u˜0)) dt <∞, for all j ∈ J , 1 ≤ n ≤ Cj (3.39)
We discuss the proof for u˜0 ≥ p˜i. The proof for u˜0 ≤ p˜i follows similarly.
For u˜0 ≥ p˜i we have from Lemma 3.4.2 that x˜(t, u˜0) ≥ p˜i for all t ≥ 0. Hence, to
prove (3.38) it is sufficient to show that
∫∞
0
(
z(t, u˜0)−
∑
j∈J γj
∑Cj
n=1 p˜in,j)
)
dt < ∞. We
have
78
∫ τ
0
z(t, u˜0)−∑
j∈J
γj
Cj∑
n=1
p˜in,j
 dt = −∫ τ
0
dz(t, u˜0)
dt
dt
−
∫ τ
0
λ
(∑
j∈J
γjp˜iCj ,j
)d
−
(∑
j∈J
γjx˜Cj ,j(t, u˜0)
)d dt
≤ (z(0, u˜0)− z(τ, u˜0)) ≤ z(0, u˜0)
where the first equality follows from (3.35) and (3.36); the second inequality follows since
x˜(t, u˜0) ≥ p˜i; the third inequality follows since z(τ, u˜0) ≥ 0 for all τ ≥ 0. Hence, the
integral on the left hand side is uniformly bounded by a constant (independent of τ) for
all τ ≥ 0. This implies that the integral must converge as τ → ∞. This completes the
proof.
We now consider uniqueness and stability of the equilibrium point for the multi-class
case, where the monotonicity property, similar to the one established in Lemma 3.4.2,
does not hold [56]. In this case, it is difficult to show the global asymptotic stability
of the equilibrium point due to the lack of the monotonicity property. However, in the
following theorem we show that a unique equilibrium point pi ∈ V of the mean field x(·)
exists and it is asymptotically stable, i.e., there exists  > 0 such that for any u0 ∈ V
satisfying ‖u0 − pi‖2 < , we have x(t,u0) → pi as t → ∞. This implies that if the
initial condition for the process x(N)(·) is chosen sufficiently close to the equilibrium point,
then the corresponding mean field limit converges asymptotically to its unique equilibrium
point.
Theorem 3.4.4. For the multi-class case (L > 1) there exists a unique equilibrium point
pi ∈ V of the mean field x(·). Furthermore, the equilibrium point pi is asymptotically stable.
Proof sketch: To prove the theorem, we first express the mean field in terms of the tail
sums x˜k,j =
∑
n∈Sj :n.A≥k.A xn,j, k ∈ Sj assuming without loss of generality that the vector
A is such that for any two states n, n′ ∈ Sj we have n.A 6= n′.A 1. We note that x˜0,j(t) = 1
for all j ∈ J , t ≥ 0. Therefore, expressed in terms of the tail sums, the mean field is given
by
1In case this does not hold, we can order the states of the servers of each type in the increasing order of
their resource requirements. States having the same resource requirement can be ordered arbitrarily. The
tail sums can then be defined according to the ordering of the states.
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x˜(0) = u˜0, (3.40)
˙˜xk,j(t) = h˜k,j(x˜(t)), (3.41)
where x˜ = (x˜k,j, k ∈ Sj\0, j ∈ J ) and h˜k,j =
∑
n∈Sj :n.A≥k.A hn,j for k ∈ Sj\0, j ∈ J . We
define the mapping h˜ = (h˜k,j, k ∈ Sj\0, j ∈ J ). The next (second step) is to verify that the
mapping h˜, when seen as a mapping from R
∑
j∈J |Sj |−M to itself, is proper, i.e., ‖h˜(x˜)‖2 →
∞ if ‖x˜‖2 → ∞. Finally, the third step is to verify that the Jacobian matrix J˜(x˜) of h˜
evaluated at x˜ is negative definite (and hence non-singular) for all x˜ ∈ R
∑
j∈J |Sj |−M . The
third step shows that the mapping h˜ locally homeomorphic at every point in R
∑
j∈J |Sj |−M
[[57], Theorem 3.1.5, Page 113]. According to the Hadamard’s global inverse function
theorem [[57], Theorem 5.1.4 (i), Page 221], the second and the third step will then together
imply that the mapping h˜ is globally homeomorphic on R
∑
j∈J |Sj |−M , i.e, the inverse exists
and is continuous at every point on R
∑
j∈J |Sj |−M . This implies in particular that h˜−1(0)
is unique proving the uniqueness of the equilibrium point of the mean field. The negative
definiteness of the Jacobian matrix, as established in the third step, will imply that the
mean field x˜(t, u˜0) converges asymptotically to its unique equilibrium point p˜i for all u0
sufficiently close to the equilibrium point pi.
The steps described above can be shown for any L > 1 (multiple classes) and M > 1
(heterogeneous servers). However, for notational convenience, we show the steps for a
particular example which is representative of the general case. The proof for the general
case is identical to the proof discussed below with necessary alterations in the notations.
We choose a system with parameters: L = 2, M = 2, d = 2 C1 = 3, C2 = 4,
A1 = 2, A2 = 3. For the above parameter setting we have S1 = {(0, 0), (1, 0), (0, 1)} and
S2 = {(0, 0), (1, 0), (0, 1), (2, 0)}. In this case the mean field can be expressed in terms of
the vector of tail sums x˜ = (x˜(1,0),1, x˜(0,1),1, x˜(1,0),2, x˜(0,1),2, x˜(2,0),2) as follows (we omit t for
convenience)
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x˜(0,0),1 = 1, (3.42)
dx˜(1,0),1
dt
= h(1,0),1(x˜) =
λ1 + λ2
γ1
ϑ1(x˜)− x˜(1,0),1 (3.43)
dx˜(0,1),1
dt
= h(0,1),1(x˜) =
λ2
γ1
ϑ1(x˜)− x˜(0,1),1 (3.44)
x˜(0,0),2 = 1, (3.45)
dx˜(1,0),2
dt
= h(1,0),2(x˜) =
λ1 + λ2
γ2
ϑ2(x˜)− x˜(1,0),2 + x˜(2,0),2 (3.46)
dx˜(0,1),2
dt
= h(0,1),2(x˜) =
λ2
γ2
ϑ2(x˜) +
λ1
γ2
ϑ3(x˜)− x˜(0,1),2 − x˜(2,0),2 (3.47)
dx˜(2,0),2
dt
= h(2,0),2(x˜) =
λ1
γ2
ϑ3(x˜)− 2x˜(2,0),2, (3.48)
where
ϑ1(x˜) = (γ1 + γ2x˜(1,0),2)
2 − (γ1x˜(1,0),1 + γ2x˜(1,0),2)2, (3.49)
ϑ2(x˜) = 1− (γ1 + γ2x˜(1,0),2)2, (3.50)
ϑ3(x˜) = (γ1x˜(1,0),1 + γ2x˜(1,0),2)
2 − (γ1x˜(1,0),1 + γ2x˜(0,1),2)2. (3.51)
Hence, each component of the mapping h˜ = (h(1,0),1, h(0,1),1, h(1,0),2, h(0,1),2, h(2,0),2) is a
polynomial on R5. It is easy to see from the expressions of the polynomials that if any
subset of components of the vector x˜ approaches to∞, then at least one of the components
of h˜ approaches to∞ or −∞. Therefore, h˜ is proper on R5 to itself. Finally, the Jacobian
matrix J˜(x˜) of the map h˜ computed at any point x˜ ∈ R5 is given by
J˜(x˜) =

−2(λ1+λ2)(γ1x˜(1,0),1
+γ2x˜(1,0),2)−1 0
2(λ1+λ2)γ2(1−x˜(1,0),1) 0 0
−2λ2(γ1x˜(1,0),1+γ2x˜(1,0),2) −1 2λ2γ2(1− x˜(1,0),1) 0 0
0 0 −2(λ1 + λ2)(γ1 + γ2x˜(1,0),2)− 1 0 1
2λ1γ1(x˜(1,0),2 − x˜(0,1),2) 0 −2λ2(γ1+γ2x˜(1,0),2)+2λ1(γ1x˜(1,0),1+γ2x˜(1,0),2)
−2λ1(γ1x˜(1,0),1
+γ2x˜(1,0),2)−1 −1
2λ1γ1(x˜(1,0),2 − x˜(0,1),2) 0 2λ1(γ1x˜(1,0),1+γ2x˜(1,0),2) −2λ1(γ1x˜(1,0),1+γ2x˜(0,1),2) −2

A Routh-Hurwitz test [58] of the characteristic polynomial of the matrix J˜(x˜) shows that all
the eigenvalues of the matrix have strictly negative real parts. Therefore, J˜(x˜) is negative
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Figure 3.1: Squared Euclidean distance between the mean field and its equilibrium point
as a function of time for random initial states. Parameters: M = 2, L = 2, γ1 = γ2 = 0.5,
C1 = 3, C2 = 4, A1 = 2, A2 = 3, λ1 = 20, λ2 = 40.
definite (hence non-singular) everywhere in R5. Thus, we conclude that the system has a
unique equilibrium point p˜i and it is asymptotically stable.
Remark 16. Although we have only established local asymptotic stability of the equilib-
rium point pi for the multi-class case, our numerical results suggest that pi is globally
asymptotically stable, i.e., the convergence x˜(t) → p˜i holds for all x˜(0) in the space
of tail sums. As an example, in Figure 3.1 we plot the squared Euclidean distance
between the vector x˜ = (x˜(1,0),1, x˜(0,1),1, x˜(1,0),2, x˜(0,1),2, x˜(2,0),2) and the equilibrium point
p˜i = (p˜i(1,0),1, p˜i(0,1),1, p˜i(1,0),2, p˜i(0,1),2, p˜i(2,0),2) as a function of time for different initial condi-
tions. The parameters are chosen as M = 2, L = 2, C1 = 3, C2 = 4, A1 = 2, A− 2 = 3, γ1 =
γ2 = 0.5, λ1 = 20, λ2 = 40. We observe that for all initial conditions the squared Euclidean
distance converges to 0 as t→∞.
The global asymptotic stability for the mean field corresponding to the multi-class case
is also suggested by the Markus-Yamabe conjecture [59] which states that if a continuously
differentiable map h˜ on Rn has a unique equilibrium point and its Jacobian matrix is
negative definite at each point in Rn then the equilibrium point is globally asymptotically
stable. Although this conjecture has been proven only for n = 2 and is in general not true
for n > 2, the exceptions are few and pathological.
We note that for each N the process x(N)(·) is positive recurrent and hence has a unique
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stationary distribution. Let x(N)(∞) denote the steady state of the process xN(·). In the
next theorem, we show that x(N)(∞) concentrates near pi as N →∞.
Theorem 3.4.5. We have x(N)(∞)⇒ pi as N →∞.
Proof. The proof is essentially the same as that of Theorem 2.6.5 of Chapter 2. We
first note that the space V is compact. Hence, the sequence of probability measures
(Law
(
x(N)(∞)))N on V is tight. According to Theorem C.1.2 this implies that the se-
quence
(
Law
(
x(N)(∞)))
N
has limit points. We now show that all the limit points coincide
with δpi. Due to Theorem 3.4.1, any limit point of the sequence
(
Law
(
x(N)(∞)))
N
must
be invariant distribution of the map u0 7→ x(t,u0). Since by Theorem 3.4.2 there exists a
unique invariant distribution δpi of the map u0 7→ x(t,u0) in V (see Remark 11), we con-
clude that every limit point of
(
Law
(
x(N)(∞)))
N
must coincide with δpi, or equivalently
x(N)(∞)⇒ pi as N →∞. This completes the proof.
3.4.1 Propagation of chaos
So far we have considered the convergence of the process x(N)(·) that describes the evolution
of the empirical distribution of the server states. We now focus on servers in a given finite
set of tagged servers. We show that as the system size grows the tagged servers become
independent of each other, provided that the initial state of the overall system satisfies the
intra-type exchangeability criterion as defined in 2.6.2. As discussed earlier, this property
is formally known as the asymptotic independence property or the propagation of chaos
property. We show that the stationary distribution of state of each server in the limiting
system is determined by the unique stationary point pi of the the process x(·). To formally
state our results we introduce the following notations.
• The state of the kth server of type j at a finite time t ≥ 0 and at equilibrium are respec-
tively denoted by the random variables q
(N)
k,j (t) and q
(N)
k,j (∞), for k ∈ {1, 2, . . . , Nγj},
j ∈ J .
• For each j ∈ J and t ≥ 0, we denote by xj(t), the distribution on Sj given by
xj(t) = (xn,j(t), n ∈ Sj), where x(·) is the mean field process satisfying (3.21)-(3.22).
Furthermore, we define xj(∞) = (pin,j, n ∈ Sj).
Theorem 3.4.6. For the model considered in Section 3.2, let (q
(N)
k,j (0), 1 ≤ k ≤ Nγj, 1 ≤
j ≤M) be intra-type exchangeable in the sense of Definition 2.6.2 and let x(N)(0)⇒ u0 ∈ V
as N →∞. Then the following holds
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1. For each j ∈ J , 1 ≤ k ≤ Nγj, and t ∈ [0,∞], q(N)k,j (t) ⇒ Uj(t) as N → ∞, where
Uj(t) is a random variable with distribution xj(t).
2. Fix positive integers 1 ≤ r1 ≤ Nγ1, 1 ≤ r2 ≤ Nγ2, . . . , 1 ≤ rM ≤ NγM . Then, for
each t ∈ [0,∞],
(
q
(N)
k,j (t), 1 ≤ k ≤ rj, 1 ≤ j ≤M
)
⇒ (Uk,j(t), 1 ≤ k ≤ rj, 1 ≤ j ≤M) , (3.52)
as N →∞, where Uk,j(t), 1 ≤ k ≤ rj, 1 ≤ j ≤M , are independent random variables
with Uk,j(t) having distribution xj(t) for all 1 ≤ k ≤ rj.
Proof. With the observation that, under the MV(d) scheme, servers of the same type are
statistically indistinguishable the proof is identical to that of Theorem 2.6.6.
The above theorem shows that the servers in the limiting system are independent of
each other and the stationary probability that a server of type j ∈ J is in state n ∈ Sj is
given by pin,j. The following proposition shows (using the independence of the servers in
the limiting system) that in equilibrium the arrivals of class l ∈ L at any given server of
type j ∈ J in the limiting system form a state dependent Poisson process whose rates are
given by λn,j(pi), n ∈ Sj, where λn,j(x) for x ∈ V is as defined in (3.25).
Proposition 3.4.1. In equilibrium, the arrival process of jobs at any given server in the
limiting system is a state dependent Poisson process. Furthermore, the equilibrium arrival
rate of class-l jobs at a server of type j ∈ J , when it is in state n ∈ Sj, is given by
λ
(l)
n,j(pi) = λl
F (n, j,pi)
E(n, j, j,pi)
, (3.53)
where n ∈ Sj is such that n + el ∈ Sj and F (n, j,pi), E(n, j, j,pi) are as defined in
Lemma 3.4.1.
Proof. We consider a tagged server of type j and the class-l arrivals that have the tagged
server as one of their potential destinations. These arrivals constitute the potential arrival
process at the tagged server. The probability that the tagged server is sampled at the
arrival instant of a job is
(N−1d−1)
(Nd)
= d
N
. Thus, due to Poisson thinning, the potential arrival
process of class-l jobs to the tagged server is a Poisson process with rate d
N
×Nλl = dλl.
84
Now we consider the arrivals that actually join the tagged server. These arrivals consti-
tute the actual arrival process at the server. For finite N , this process is not Poisson since
a potential arrival at the tagged server actually joins the tagged server depending on the
states of the other possible destination servers. However, as N → ∞, due to the asymp-
totic independence property established in Theorem 3.4.6, the sampled servers become
independent of each other. As a result, in equilibrium, the actual arrival process converges
to a state dependent Poisson process as N → ∞. Now the arrival rates of this Poisson
process can be obtained using arguments similar to those in the proof of Proposition 2.6.3.
We see that the arrival rates are given by (3.53).
From Remark 15, we already know that the equilibrium point pi satisfies
λ
(l)
n−el,j(pi)pin−el,jIn−el∈Sj = nlpin,j for n ∈ Sj and l ∈ L. (3.54)
Now, since (by Proposition 3.4.1) λ
(l)
n−el,j(pi) is the equilibrium arrival rate of class-l jobs
at a server of type j in state n − el ∈ Sj, the above equations can be interpreted as the
detailed balance equations that equate the transition rates between the states n − el and
n ∈ Sj for each n, n − el ∈ Sj, j ∈ J , l ∈ L. Using the detailed balance equations, we
now find a recursive relationship among the stationary tail probabilities of the number of
occupied resource units as in [60, 61] at each server in the limiting system. This allows
efficient computation of the blocking probabilities for each class of jobs.
Proposition 3.4.2. Let Pk,j, for 1 ≤ k ≤ Cj and j ∈ J , denote the stationary probability
that a server in the limiting system has at least k units of occupied resource, i.e., Pk,j =∑
n∈Sj :
n.A≥k
pin,j. Then Pk,j satisfies (3.2) for 0 ≤ k ≤ Cj − 1, where Pk,j = 1 for k ≤ 0, and
PCj+1,j = 0 for all j ∈ J .
Proof. For j ∈ J , 0 ≤ k ≤ Cj, we define the set Dk,j as follows:
Dk,j = {n ∈ Sj : n · A = k} . (3.55)
Thus, Dk,j denotes the set of states in Sj for which the total number of occupied resource
units at a type j server is exactly k. We note that for all n ∈ Dk,j such that n − el ∈ Sj,
we have G(n − el, i, j,pi) = γiPk−Al+Ci−Cj+1,i and E(n − el, i, j,pi) = γi(Pk−Al+Ci−Cj ,i −
Pk−Al+Ci−Cj+1,i). Thus, for all n ∈ Dk,j such that n− el ∈ Sj we have using (3.53) that
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λ
(l)
n−el,j =
λl
γj (Pk−Al,j − Pk−Al,j)
[(
j∑
i=1
γiPk−Al+Ci−Cj ,i +
M∑
i=j+1
γiPk−Al+Ci−Cj+1,i
)d
−
(
j−1∑
i=1
γiPk−Al+Ci−Cj ,i +
M∑
i=j
γiPk−Al+Ci−Cj+1,i
)d . (3.56)
Now multiplying (3.54) by Al and summing over all n ∈ Dk,j and all l ∈ L we have
∑
l∈L
∑
n∈Dk,j
Alλ
(l)
n−el,jpin−el,jIn−el∈Sj =
∑
l∈L
∑
n∈Dk,j
nlAlpin,j for n ∈ Sj and l ∈ L (3.57)
Now, the LHS of the above equation can be simplified as follows:
∑
l∈L
∑
n∈Dk,j
Alλ
(l)
n−el,jpin−el,jIn−el∈Sj =
∑
l∈L
Alλ
(l)
n−el,j
∑
n∈Dk,j
pin−el,jIn−el∈Sj
=
∑
l∈L
Al
λl
γj (Pk−Al,j − Pk−Al+1,j)
[(
j∑
i=1
γiPk−Al+Ci−Cj ,i +
M∑
i=j+1
γiPk−Al+Ci−Cj+1,i
)d
−
(
j−1∑
i=1
γiPk−Al+Ci−Cj ,i +
M∑
i=j
γiPk−Al+Ci−Cj+1,i
)d (Pk−Al,j − Pk−Al+1,j)
=
∑
l∈L
Al
λl
γj
[(
j∑
i=1
γiPk−Al+Ci−Cj ,i +
M∑
i=j+1
γiPk−Al+Ci−Cj+1,i
)d
−
(
j−1∑
i=1
γiPk−Al+Ci−Cj ,i +
M∑
i=j
γiPk−Al+Ci−Cj+1,i
)d
The second equality follows since
∑
n∈Dk,j pin−el,jIn−el∈Sj = (Pk−Al,j − Pk−Al+1,j). Similarly,
the RHS can be simplified as
∑
l∈L
∑
n∈Dk,j
nlAlpin,j =
∑
n∈Dk,j
pin,j
∑
l∈L
nlAl =
∑
n∈Dk,j
pin,jk = k (Pk,j − Pk+1,j) .
This completes the proof.
86
Remark 17. All the results, discussed so far in this section, have been obtained assuming
that the service time distribution of the incoming jobs is exponential. The same results can
be shown to hold for any service time distribution if asymptotic independence of the servers
is assumed to hold for general service time distributions. The asymptotic independence
property was conjectured to hold for homogeneous systems with local service disciplines
and general service time distributions in [34]. The proof of this remains as an open problem.
Under the assumption of asymptotic independence of servers for general service time
distributions, the statement of Proposition 3.4.1 continues to hold, i.e., the equilibrium
arrival process at each server in the limiting system is a state dependent Poisson process
whose rates are given by (3.53). This implies that the detailed balance equations given
by (3.54) also hold for general service time distributions. Since the servers in the system are
loss servers, the detailed balance condition implies that that the stationary distribution of
each server in the limiting system is insensitive to service time distributions (see Theorem
1 of [40]). We refer to this property as the asymptotic insensitivity of the system. Thus,
asymptotic insensitivity of the system holds under the hypothesis of asymptotic indepen-
dence of the servers, the proof of which remains as an open problem. In the next section,
we provide numerical evidences to support insensitivity.
3.5 Numerical Results
In this section, we first present simulation results that indicate the accuracy of the mean
field analysis of the MV(d) scheme in predicting the performance of the scheme for large
but finite systems. To show the efficacy of the MV(d) scheme, we then compare the average
blocking probability of jobs under the MV(d) scheme with that under the randomized static
schemes. We also compare the average blocking probability of jobs under the MV(d) scheme
with the lower bound given in (3.4) to show that the MV(d) scheme is nearly optimal in
terms of reducing the average blocking probability of jobs. Finally, we provide results that
support insensitivity of the MV(d) scheme in the large system limit. All simulation results
presented in this section are the averages of 10,000 independent runs.
To investigate the accuracy of the asymptotic analysis of the MV(d) scheme, we compare
the average blocking probability obtained from the mean field analysis to that obtained
by simulating the system for finite values of N . We set the following parameter values:
L = 1, A1 = 1, M = 2, γ1 = γ2 = 0.5, C1 = 20, C2 = 25, λ1 = 30, i.e., we consider
the single class case where every job requires one unit of resource from each server. In
this case, the blocking probability can be obtained using (3.5). The results are shown
in Table 3.1. We observe that the difference between the asymptotic results and the
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Figure 3.2: Efficacy of the MV(d) scheme
corresponding simulation results decreases with the increase in N . Furthermore, for the
same value of N , increasing d increases percentage of deviation between the analytical and
simulation results. This is expected since for finite N increasing d increases the correlation
between the server states which acts in opposition to the independence of servers in the
limiting system. From our observations we conclude that the mean field analysis quite
accurately captures the behavior of the finite system operating under the MV(d) scheme.
Table 3.1: Accuracy of the mean field analysis of the MV(d) scheme
d Asymptotic N = 20 N = 50 N = 100 N = 200
2 0.2751 0.2761 0.2757 0.2753 0.2751
4 0.2616 0.2651 0.2618 0.2616 0.2616
6 0.2576 0.2593 0.2588 0.2580 0.2577
8 0.2557 0.2584 0.2578 0.2569 0.2562
10 0.2545 0.2574 0.2565 0.2559 0.2549
In Figure 3.2, we compare average blocking probability of jobs under the MV(d) scheme
with that under the randomized static scheme in which an incoming job is assigned to a
server of type j with probability pj independent of the states of the servers. We set pj =
88
γjCj/
∑M
i=1 γiCi since in this case pj is proportional to both γj and Cj.
2 The parameters
are chosen to be L = 1, M = 2, N = 100, γ1 = γ2 = 0.5, C1 = 30, and C2 = 60. For this
parameter setting, the critical load (see (3.4)) is given by λ
(1)
crit = γ1C1 + γ2C2 = 45. In
Figure 3.2(a), we plot the average blocking probability of jobs as a function of λ1 for the
MV(d) scheme and the randomized static scheme. We have also plotted the lower bound
obtained from (3.4). We observe that the average blocking probability of jobs under the
MV(d) scheme is significantly lower than that under the randomized static scheme. We also
observe that with the increase in d the average blocking probability reduces. Furthermore,
the average blocking probability for d = 4 is seen to be quite close the lower bound for
λ1 > λ
(1)
crit. Hence, we conclude that the the MV(d) scheme is nearly optimal in terms of
reducing the average blocking for probability even for small d.
In Figure 3.2(b), we plot the ratio of the average blocking probability under the MV(d)
scheme to that under the randomized static scheme as a function of λ1. The y-axis is drawn
in the log scale. It is clear that the average blocking probability under the MV(d) scheme
is orders-of-magnitude lower than that under the randomized static scheme. This shows
the advantage of comparing the states of a small number of randomly sampled servers to
assign each incoming request over randomly assigning the job requests to the servers.
So far we have investigated single class systems. We now numerically study a multi-
class system with the following parameters: N = 200, L = 2, λ1 = 0.2λ, λ2 = 0.8λ,C1 =
10, C2 = 20, γ1 = γ2 = 0.5, A1 = 5, A2 = 2, where λ = λ1 +λ2 denotes the total normalized
(by the number of servers) arrival rate of jobs, all classed combined. In Table 3.2, we
compare the average blocking probability of each class of jobs under the MV(2) scheme
with that under the randomized static scheme. As in the single class case, we observe that
the the average blocking probabilities under the MV(2) scheme are significantly smaller
than that under the randomized static scheme.
We now numerically verify the asymptotic insensitivity of the system under the MV(d)
scheme as was indicated in Remark 17. To do so, we compare the average blocking proba-
bility of jobs under the MV(d) scheme for different service time distributions. We set the
following parameter values: L = 1, M = 2, d = 2, N = 100, γ1 = γ2 = 0.5, C1 = 20, and
C2 = 25. In Table 2.2, average blocking probability is shown for different values of λ and
for the following distributions.
1. Constant: We consider job length distribution having the cumulative distribution
given by F (x) = 0 for 0 ≤ x < 1, and F (x) = 1, otherwise.
2The probabilities pj , j ∈ J , can be optimally chosen to minimize the average blocking probability.
However, such optimal choice requires the knowledge of the arrival rate λ, which is difficult to estimate.
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Table 3.2: Average blocking probability of jobs in the multi-class case
λ
MV(2) Scheme Randomized Static Scheme
Class 1 Class 2 Class 1 Class 2
2.0 0.0077 0.0002 0.0969 0.0245
3.0 0.0740 0.0029 0.2047 0.0592
5.0 0.3968 0.0386 0.4349 0.1589
10.0 0.6054 0.2747 0.7728 0.3787
15.0 0.7515 0.4547 0.8967 0.5148
2. Power law: We consider job length distribution having cumulative distribution func-
tion given by F (x) = 1− 1/4x2 for x ≥ 1
2
and F (x) = 0, otherwise.
Note that for each of the above distributions the mean service time is 1. We see from
Table 3.3 that the change in the average blocking probability is insignificant when the
service time distribution is changed keeping the same mean. This supports the fact that
under the MV(d) scheme the system becomes insensitive to service time distributions as
N →∞.
Table 3.3: Asymptotic insensitivity of the MV(d) scheme
λ
Constant
(Simulation)
Power Law
(Simulation)
20 0.0087 0.0086
25 0.1467 0.1470
30 0.2758 0.2747
35 0.3733 0.3737
40 0.4490 0.4485
45 0.5085 0.5085
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3.6 Conclusion
In this chapter, we characterized the performance of randomized dynamic job assignment
schemes in reducing the average blocking probability of jobs arriving at a multi-class het-
erogeneous Erlang loss system. In particular, we considered the MV(d) scheme, where
each incoming job request is assigned to the server having the maximum amount of unused
resource among a set of d servers, sampled uniformly at random from the entire system.
The system operating under the MV(d) scheme was analyzed in the large system limit.
It was shown that in the large system limit the evolution of the empirical distribution of
states of the servers can be described by a mean field limit. We established the existence of
a unique equilibrium point of the mean field and showed that it characterizes the station-
ary occupancy distribution of the servers. We also established independence of the servers
in the limiting system. Numerical studies revealed that the average blocking probability
of jobs in the system under the MV(d) scheme is significantly lower than that under the
randomized static scheme, where jobs are assigned to the servers independently of server
states. The MV(d) scheme was further shown to be nearly optimal in terms of reducing
the average blocking probability of jobs. Numerical evidence supporting asymptotic insen-
sitivity of the system under the MV(d) scheme was also provided. The results presented
in this chapter also appeared in [62, 63].
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Part II
Opinion Dynamics in Large Social
Networks
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Chapter 4
Binary Opinion dynamics with
Biased and Stubborn Agents
In this chapter, we investigate the impact of random interactions between agents in a social
network on the diffusion of opinions in the network. The agents are assumed to be mobile
and hence do not have any fixed set of neighbors. We consider the case where the opinion
of each agent is a binary variable taking values in the set {0, 1}. This represents scenarios
where every agent in the network has to choose from two available options. Each agent
updates its opinion at random instants and interacts with other agents while performing the
update. We consider two rules of interaction differing in the number individuals contacted
during the update: (1) the voter rule in which a single agent is contacted during an update;
(2) the majority rule, in which multiple agents are contacted during an update. Under each
rule, we consider two different scenarios: (1) where the agents are ‘biased’ towards one of
the opinions, (2) where different agents have different propensities to change their opinions.
For each scenario, we characterize the equilibrium state of the network as a function of the
initial opinions of the agents and the number of agents in the network. We also characterize
the time to reach the equilibrium state as a function of the aforementioned factors.
4.1 Introduction
With the widespread use of online social networking, opinions of individuals are constantly
being shaped by social interactions. Understanding how individual opinions are affected
by social interactions and what global opinion structure emerges from such interactions are
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important in many contexts such as economics, politics and psychology. The dynamics of
opinion formation in a network is also important in the context of viral marketing and can
provide useful guidelines for targeted message delivery to users in a network. Consequently,
modeling social interactions both analytically and through empirical studies has gained vast
attention in different fields of study.
Mathematical models of social interaction treat opinion of each individual in a social
network as a variable taking values in either a discrete or a continuous subset of the
Euclidean space. Although this may seem too reductive to capture the complexity of
choices made by real individuals, in everyday situations, individuals in a network are often
faced with only a limited number of choices (often as few as two) concerning a specific
issue, e.g., pro-/anti-government, Windows/Linux, Democrat/Republican, etc. Thus, a
vast body of literature treats opinions of individuals as binary variables taking values in
the set {0, 1}.
The interactions between agents in a social network are generally modeled using simple
rules that capture the essential features of individuals in a society such as their tendency
to mimic their neighbors or to conform with the majority opinion in local neighborhoods.
One of the models, extensively analyzed in the literature, is the voter model [5, 6, 7]
or the voter rule, where an agent randomly samples one of its neighbors at an instant
when it decides to update its opinion. The updating agent then adopts the opinion of
the sampled neighbor. This simple rule captures the tendency of an individual to mimic
other individuals in the society. Because of its simplicity the rule has been analyzed under
a variety of network topologies [64] that assume connectedness of the underlying graph.1
It is known that, under the voter rule, any connected network converges to a consensus,
where all individuals adopt the same opinion. It is of interest to determine the probability
with which consensus is reached on a specific opinion and the time it takes for the network
to converge to the consensus state.
Another rule studied in this context is the majority rule model [9, 65, 66]. In it, instead
of sampling a single individual, an updating agent consults multiple individuals while
performing the update and adopts the choice of the majority of the sampled neighbors.
This rule captures the tendency of the individuals to conform with the majority opinion
in their local neighborhoods. In a fully connected network, the majority rule also leads to
a consensus among agents. However, the rate at which consensus is reached is faster than
that under the voter rule.
In all the prior works on the voter models and the majority rule models, it is assumed
1Connectedness implies that every individual is connected to every other individual either directly or
via immediate neighbors.
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that an agent’s decision to update its opinion does not depend on the current opinion of
the agent. It is also assumed that all agents in the network have the same propensity to
change their opinions. However, in a real scenario an agent may be ‘biased’ towards a
specific opinion in the sense that if it holds its ‘preferred’ opinion, then the probability
with which it updates its opinion is small. We may also encounter situations where some
of the agents update their choices less frequently than others (irrespective of their current
opinions). In this chapter, we focus on these two scenarios.
4.1.1 Related literature
There is a rich and growing literature that studies diffusion of technologies and opinions in
large social networks. Early studies on this topic [67] considered models for growth of new
products in a society. Such models are similar to the susceptible-infected-susceptible (SIS)
and susceptible-infected-removed (SIR) models which describe the spread of epidemics or
infections in networks [68, 69]. In both the SIS and SIR models, diffusion occurs through
infected agents, infecting their susceptible neighbors. The process of recovery from the
infected state to the susceptible state, however, is assumed to be independent of the number
of susceptible agents in the neighborhood. This is different from the models considered in
this chapter, where all transitions depend on the configuration of the local neighborhood
of the agents.
An interesting line of research evolved in the 1990’s where opinion dynamics was treated
in the Bayesian setting [70, 71, 72, 73, 74, 75]. In this setting, individuals observe the
actions of other individuals in the society and update their beliefs about an underlying
state variable. This process is referred to as social learning. The primary question of
interest in these models is whether social learning leads to a society where individuals
adopt the technologies that produce higher payoffs for them. Although, in this chapter,
we are interested in similar questions, our models are different from the models of social
learning since we do not assume that the updating agents can observe the opinions of all
the other agents in the network.
Another line of research considers opinion dynamics models in the non-Bayesian setting.
The voter models and the majority rule models fall under this category. Such models were
first studied by DeGroot [76] where the agents were assumed to update their opinions
(assumed to be continuous variables within a certain range) synchronously by averaging
the opinions of their neighbors. This is equivalent to the synchronous average consensus
algorithms considered in [77] and thus can be analyzed using similar techniques. The ‘voter
model’ with binary opinions was first studied independently in [5] and [6]. It was assumed
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that an agent simply copies the opinion of a randomly sampled neighbor at an instant of
update. Due to its simplicity, the voter model soon became popular and was analyzed
under a variety of network topologies, e.g., finite integer lattices in different dimensions
[7, 78], heterogeneous graphs [79], Erdos-Renyi random graphs and random geometric
graphs [64] etc. In [80, 81], the voter model was studied under the presence of stubborn
individuals who do not update their opinions. In such a scenario, the network cannot
reach a consensus because of the presence of stubborn agents having both opinions. Using
coalescing random walk techniques the average opinion in the network and the variance of
opinions were computed at steady state.
The majority rule model was first introduced in [8], where it was assumed that, at
every iteration, groups of random sizes are formed by the agents. Within each group, the
majority opinion is adopted by all the agents. Under this rule, it was shown that consensus
is achieved on a particular opinion with high probability only if the initial fraction of agents
having that opinion is more than a certain critical value. Furthermore, the time to reach
consensus was shown to scale as logarithm of the network size (number of agents). Similar
models with fixed (odd) group size were considered in [9, 65]. It was shown that for finite
dimensional integer lattices the consensus time grows as a power law in the number of
agents in the network.
A deterministic version of the majority rule model, where an agent, instead of randomly
sampling some of its neighbors, adopts the majority opinion among all its neighbors, is
considered in [82, 83, 84, 85]. In such models, given the graph structure of the network,
the opinions of the agents at any time is a deterministic function of the initial opinions
of the agents. The interest there is to find out the the initial distribution of opinions for
which the network converges to some specific absorbing state. In social networks, where
the neighborhood of each agent is large, such majority rule dynamics involves complex
computation by each updating agent at each update instant. Our interest in this chapter
is on scenarios where the agents are mobile and do not have any fixed neighborhoods. We
therefore consider a randomized version of the majority rule.
4.1.2 Contributions
In this chapter, we study binary opinion dynamics under the voter model and the majority
rule model. Under each model, we consider two different scenarios. In the first scenario, the
agents are assumed to be ‘biased’ towards a specific opinion. More specifically, the agents
having one of the two opinions (the ‘preferred’ opinion) are assumed to update their choices
less frequently than agents having the other opinion. In the second scenario, different agents
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are assumed to have different propensities to change their opinions, irrespective of their
current opinions.
For the voter model with biased agents, we derive a closed form expression of the
probability with which consensus is reached on the ‘preferred’ opinion. It is observed that
this probability rapidly increases to 1 as the number of agents in the network grows. This
is unlike the case with unbiased agents, where the probability to reach consensus on a
particular opinion remains constant for all network sizes. Using mean field techniques, we
derive an estimate of the average time taken for the network to reach consensus. It is
observed that the mean consensus time grows as logarithm of the network size. This is in
contrast to the case with unbiased agents, where the mean consensus time grows linearly
with the number of agents.
Next we analyze the voter model under a scenario where the agents are categorized
into two groups. Agents belonging to the first group are assumed to update their opinions
with a lesser (but non-zero) probability than the agents belonging to the second group.
Closed form expression of the probability with which the network reaches consensus on a
particular opinion is derived. It is observed that this probability does not depend on the
number of agents in the network. Furthermore, an approximate expression of the mean
consensus time is derived for large network sizes. It is found that the mean consensus time
grows linearly with the network size.
For the majority rule model with biased agents, we derive a closed form expression for
the probability with which consensus is achieved on the preferred opinion. It is observed
that, unlike the voter model, consensus is achieved on the preferred opinion (with high
probability) only if the initial fraction of agents having that opinion is above a certain
threshold. This threshold is determined from the mean field analysis of the model. An
estimate of the mean consensus time is also found from the mean field model. It suggests
that the mean consensus time grows as logarithm of the number of agents in the network.
Finally, we consider the majority rule model when there are ‘stubborn’ agents in the
network. The stubborn agents are assumed to have fixed opinions at all times. Therefore,
in this case consensus can never be reached. We analyze the equilibrium distribution of
opinions among the non-stubborn agents using mean field techniques. Depending on the
system parameters, the mean field is shown to have either multiple stable equilibrium
points or a unique stable equilibrium point within the range of interest. As the system
size grows, the equilibrium distribution of opinions among non-stubborn agents is shown
to converge to a mixture of Dirac measures concentrated on the equilibrium points of the
mean field. This suggests a metastable behavior of the system where the system moves back
and forth between stable configurations, spending long intervals in each configuration. The
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conditions for metastability are obtained in terms of the system parameters.
4.1.3 Organization
The rest of the chapter is organized as follows. In Section 4.2, we introduce the voter
model. In Subsections 4.2.1 and 4.2.2, we analyze the voter model with ‘biased’ agents
and ‘stubborn’ agents, respectively. Section 4.3 introduces the majority rule model. In
Subsections 4.3.1 and 4.3.2, we analyze the majority rule model with ‘biased’ and ‘stubborn’
agents, respectively. Finally, the chapter is concluded in Section 4.4.
4.2 The voter models
Let us consider a network consisting of N social agents, where each agent can communicate
with every other agent. This represents a scenario where the agents are mobile and therefore
do not have fixed sets of neighbors. Opinion of each agent is assumed to be a binary variable
taking values in the set {0, 1}. Initially, every agent adopts one of the two opinions. The
agents then consider updating their opinions at points of independent unit rate Poisson
processes associated with themselves. At a point of the Poisson process associated with
itself, an agent either updates its opinion or retains its past opinion. In case the agent
decides to update its opinion, it samples an agent uniformly at random (with replacement)
from the network2 and adopts the opinion of the sampled agent. The agent sampled by the
updating agent can be seen as the neighbor of the updating agent at the update instant.
Below we consider two different scenarios: (1) where the agents are ‘biased towards a
specific opinion, and (2) where the agents have different propensities to change their past
opinions.
4.2.1 The voter model with biased agents
We first consider the case where the agents are ‘biased’ towards one of the two opinions.
Without loss of generality, we assume that all agents in the network prefer opinion {1} to
opinion {0}. This is modeled as follows: Each agent with opinion i ∈ {0, 1} updates its
opinion at a point of the unit rate Poisson process associated with itself with probability
qi and retains its opinion with probability pi = 1− qi. This is equivalent to an agent with
2In the large N limit sampling with or without replacement does not make any difference.
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opinion i updating its opinion at all points of a Poisson process with rate qi. In case the
agent decides to update its opinion, the update occurs following the voter rule discussed
in the beginning of this section. We assume q0 > q1 (p1 > p0) to imply that the agents
having opinion {0} update their opinions more frequently than the agents having opinion
{1}. In the above sense, the agents are biased towards opinion {1}.
Clearly, in this case, the network gets absorbed (in a finite time) in a state where all
the agents adopt the same opinion. This is referred to as the consensus state. Our interest
is to find out the probability with which consensus is achieved on the preferred opinion
{1}. This is known as the exit probability of the network. We also intend to characterize
the mean time to reach the consensus state.
The case q1 = q0 = 1 is referred to as the voter model with unbiased agents, which
has been analyzed in [5, 6]. It is known that for unbiased agents the probability with
which consensus is reached on a particular opinion is simply equal to the initial fraction
α of agents having that opinion and the expected time to reach consensus for large N is
approximately given by Nh(α), where h(α) = −[α ln(α) + (1 − α) ln(1 − α)]. We now
proceed to characterize these quantities for the voter model with biased agents.
Let X(N)(t) denote the number of agents with opinion {1} at time t ≥ 0. Clearly,
X(N)(·) is a Markov process on state space {0, 1, . . . , N}, with possible jumps at the points
of a rate N Poisson process. This rate N process is referred to as the global clock. All
states, except the states 0 and N , form an open communicating class; the states 0 and N
are the absorbing states. Therefore, with probability 1, the process gets absorbed in one
of the absorbing states in a finite time. Our interest is to find the probability with which
the process X(N)(·) gets absorbed in state N .
Proposition 4.2.1. The probability EN(n) with which the process X
(N)(·) gets absorbed
in state N starting with state n ∈ {1, 2 . . . , N} is given by
EN(n) =
1− rn
1− rN , (4.1)
where r = q1/q0 < 1 and EN(0) = 0.
Proof. Given that the process X(N)(·) is in state k at one point of the global clock, it
transits to state k+ 1 at the next point of the global clock only if one of the agents having
opinion {0} updates its opinion to opinion {1}. The probability with which any one of the
N − k agents having opinion {0} decides to update its opinion is given by q0× (N − k)/N .
The probability with which the updating agent samples an agent with opinion {1} is given
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by k/N . Hence, the total probability with which the process X(N)(·) transits to from the
state k to the state k + 1 is given by
p(k → k + 1) = k(N − k)
N2
q0. (4.2)
Similarly, the probability of transition from the state k to the state k − 1 is given by
p(k → k − 1) = k(N − k)
N2
q1. (4.3)
Therefore, the probability with which no transition occurs between two consecutive points
of the global clock is
p(k → k) = 1− p(k → k + 1)− p(k → k − 1). (4.4)
We now use these transition probabilities to derive the expression of the exit probability
EN(n) as follows. Since X
(N)(·) is Markov, EN(n) must satisfy the following recursive
relationship
EN(n) = p(n → n + 1)EN(n + 1) + p(n → n − 1)EN(n − 1) + p(n → n)EN(n). (4.5)
Using (4.2), (4.3), and (4.4) it is easy to see that (4.5) simplifies to
EN(n+ 1)− EN(n) = r(EN(n+ 1)− EN(n)), (4.6)
where r = q1/q0. This homogeneous, linear recursive relationship can be solved easily using
boundary conditions EN(0) = 0 and EN(N) = 1. The solution is given by (4.1).
3
In terms of the initial fraction α = n/N of agents having opinion {1}, (4.1) can be
rewritten as
EN(α) =
1− rNα
1− rN , (4.7)
where EN(α) denotes the probability with the process X
(N)(·) is absorbed in state N
starting with α fraction of agents having opinion {1}.
3For q0 = q1, we have EN (n) = n/N , which coincides with the known results.
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Clearly, for q0 > q1, we have r < 1. Hence, from (4.7) it is clear that as N increases
the exit probability rapidly increases to 1 for all α. This is in contrast to the case with
unbiased agents (q0 = q1 = 1) where the exit probability remains constant at α for all
values of N .
We now characterize the mean time T¯N(α) to reach the consensus state starting from α
fraction of agents having opinion {1}. To do so, we consider the empirical measure process
x(N)(·) = X(N)(·)/N . The process x(N)(·) jumps from the state x to the state x+1/N when
one of the N(1 − x) agents having opinion {0} updates (with probability q0) its opinion
by interacting with an agent with opinion {1}. Since the agents update their opinions at
points of independent unit rate Poisson processes, the rate at which one of the N(1 − x)
agents having opinion {0} decides to update its opinion is N(1 − x)q0. The probability
with which the updating agent interacts with an agent with opinion {1} is x. Hence, the
total rate of transition from x to x+ 1/N is given by
r(x→ x+ 1/N) = q0Nx(1− x). (4.8)
Similarly, the rate of transition from x to x− 1/N is given by
r(x→ x− 1/N) = q1Nx(1− x). (4.9)
From the above transition rates it can be easily seen that the generator of the process
x(N)(·) converges uniformly as N →∞ to the generator of the process x(·) which satisfies
the following differential equation
x˙(t) = (q0 − q1)x(t)(1− x(t)). (4.10)
Thus, if x(N)(0)⇒ x(0) as N →∞, then by Theorem C.2.2 and Theorem C.2.3, x(N)(·)⇒
x(·) as N →∞. In other words, x(·) is the mean field limit of the system.
Since q0 > q1 and x(t) ∈ [0, 1] for all t ≥ 0, we have from (4.10) that x˙(t) ≥ 0 for
all t ≥ 0. Hence, x(t) → 1 as t → ∞. The mean consensus time T¯N(α) for large N can
therefore be approximated by the time taken by the process x(t) to reach the state 1−1/N
(which corresponds to the situation where all the agents except one agent have opinion
{1}) starting with x(0) = α. Solving (4.10) we have
ln
(
x(t)(1− α)
(1− x(t))α
)
= (q0 − q1)t. (4.11)
Now using the limits discussed above, the mean consensus time T¯N(α) can be found as
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Figure 4.1: Exit probability under the voter model with biased agents
T¯N(α) =
1
q0 − q1 ln(N − 1)−
1
q0 − q1 ln
(
α
1− α
)
= O
(
1
|q0 − q1| ln(N − 1)
)
(4.12)
Clearly, the mean consensus time scales as O(lnN). This is in contrast to the voter model
with unbiased agents where the mean consensus time is known to increase linearly with the
network size N . Thus, in the case with biased agents, the network reaches the consensus
state exponentially faster than that in the case with unbiased agents.
Numerical Results: We now numerically study the exit probability EN(α) and the
mean consensus time T¯N(α) as functions of the network size N and the initial fraction α
of agents having opinion {1}.
In Figure 4.1(a), we plot the exit probability for both biased (q0 > q1) and unbiased
(q0 = q1 = 1) cases as functions of the number of agents N for α = 0.2. For the biased case,
we have chosen q0 = 1, q1 = 0.5. We observe that in the biased case the exit probability
rapidly increases to 1 with the increase N . This is in contrast to the unbiased case, where
the exit probability remains constant at α for all N .
In Figure 4.1(b), we plot the exit probability EN(α) as a function of α for both biased
and unbiased cases. We observe that, in the biased case, the exit probability increases to
1 at a faster rate than that in the unbiased case. We also observe that, in the unbiased
case, exit probability grows linearly with α, independent of N .
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Figure 4.2: Mean consensus time under the voter model with biased agents
In Figure 4.2(a), we plot the mean consensus time T¯N(α) for both the biased and
unbiased cases as functions of N for α = 0.4. We observe that, in the biased case, the
consensus state is reached in a time exponentially smaller than that in the unbiased case.
This is because the bias of the agents towards one of the opinions drives the system to
consensus much faster.
In Figure 4.2(b), we plot the mean consensus time as a function of α for both biased
an unbiased cases. The network size is kept fixed at N = 100. We observe that for the
unbiased case, the consensus time increases for α ∈ (0, 0.5) and decreases for α ∈ (0.5, 1).
In contrast, for the biased case, the consensus time steadily decreases with the increase in
α. This is expected since, in the unbiased case, consensus is achieved faster on a particular
opinion if the initial number agents having that opinion is more than the initial number
of agents having the other opinion. On the other hand, in the biased case, consensus is
achieved with high probability on the preferred opinion and therefore increasing the initial
fraction of agents having the preferred opinion always decreases the mean consensus time.
4.2.2 The voter model with stubborn agents
We now consider the case where different agents have different propensities to change their
opinions. This is modeled as follows: Each agent in the network is assumed to belong to
one of the two disjoint sets S and R. We denote by γS and γR = 1 − γS the fractions of
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agents belonging to the sets S and R, respectively. Each agent belonging to the set S (R)
updates its opinion with probability qS (qR) at a point of the unit rate Poisson process
associated with itself and retains its opinion with probability pS = 1 − qS (pR = 1 − qR).
The updates occur according to the voter rule, discussed in the beginning of this section.
The probabilities qS and qR determine the degrees of ‘stubbornness’ of agents belonging to
the sets S and R, respectively. We set qS < qR to imply that the agents belonging to the
set S update their opinions less frequently than the agents belonging to the set R.
We note that, unlike the voter model with biased agents, in this model, the probability
with which an agent updates its opinion does not depend on the current opinion of the agent
and is determined by the set (S orR) the agent belongs to. We also point out the difference
between the model discussed above and the models considered in [81, 80]. In [81, 80], it was
assumed that the ‘stubborn’ agents do not change their opinions at any time. This implies
that a consensus can never be achieved in such cases due to the presence of ‘stubborn’
agents having both opinions at all times. However, in our model, agents belonging to
both the sets S and R are assumed to have non-zero update probabilities (i.e, qS, qR 6= 0).
Hence, in our model, consensus is always reached in a finite time (with probability 1).
Below we characterize the exit probability and mean time to reach consensus for the model
under consideration.
The evolution of the network can be described by a two dimensional Markov process
X(N)(·) = (X(N)S (·), X(N)R (·)), where X(N)S (t) and X(N)R (t) denote the numbers of agents
with opinion {1} in sets S and R, respectively, at time t. Let (m,n) be the state of the
process at some instant. The process transits to state (m+ 1, n) when one of the NγS −m
agents with opinion {0} in the set S updates its opinion by interacting with an agent with
opinion {1}. The rate at which any one of the NγS −m agents having opinion {0} in set
S decides to update its opinion is (NγS −m)qS. The probability with which the updating
agent samples an agent with opinion {1} from the entire network is (m + n)/N . Hence,
the total rate of this transition is given by
r ((m,n)→ (m+ 1, n)) = (NγS −m)(m+ n)
N
qS (4.13)
Similarly, the rates of other possible transitions are given by
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r ((m,n)→ (m,n+ 1)) = (NγR − n)(m+ n)
N
qR (4.14)
r ((m,n)→ (m− 1, n)) = m(N −m− n)
N
qS (4.15)
r ((m,n)→ (m,n− 1)) = n(N −m− n)
N
qR (4.16)
Proposition 4.2.2. Let EN(αS, αR) denote the probability with which the network with N
agents reaches a consensus state with all agents having opinion {1} starting with αS (resp.
αR) fraction of agents of the set S (resp. R) having opinion {1}. Then
EN(αS, αR) =
qRγSαS + qSγRαR
qRγS + qSγR
. (4.17)
Proof. Let Ft = σ(X(N)(s), 0 ≤ s ≤ t) denote the history of the process X(N)(·) upto time
t ≥ 0. Consider the process X(N)S (·)/qS +X(N)R (·)/qR. The conditional drift of the process
from time t to time t+ h is given by
E
[
X
(N)
S (t+ h)
qS
+
X
(N)
R (t+ h)
qR
− X
(N)
S (t)
qS
− X
(N)
R (t)
qR
|Ft
]
=
((
1
qS
)
r ((m,n)→ (m+ 1, n)) +
(
1
qR
)
r ((m,n)→ (m,n+ 1))
−
(
1
qS
)
r ((m,n)→ (m− 1, n))−
(
1
qR
)
r ((m,n)→ (m,n− 1))
)
h+ o(h)
= o(h)
The third equality follows from the second since the coefficient of h vanishes using (4.13),
(4.14), (4.15), and (4.16). Thus, the process X
(N)
S (·)/qS +X(N)R (·)/qR is an Ft martingale.
Let T denote the random time the process X(N)(·) hits the consensus state. Clearly, T is
an Ft stopping time. Hence, using optional sampling theorem we have
E
[
X
(N)
S (T )
qS
+
X
(N)
R (T )
qR
]
= E
[
X
(N)
S (0)
qS
+
X
(N)
R (0)
qR
]
=
NγSαS
qS
+
NγRαR
qR
(4.18)
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The left hand side of the above equation can be written as
E
[
X
(N)
S (T )
qS
+
X
(N)
R (T )
qR
]
=
(
NγS
qS
+
NγR
qR
)
EN(αS, αR) + 0× (1− EN(αS, αR)) (4.19)
Hence we obtain
EN(αS, αR) =
NγSαS
qS
+ NγRαR
qR
NγS
qS
+ NγR
qR
(4.20)
which simplifies to (4.17).
Remark 18. From (4.17) we see that the exit probability does not depend on the number
of agents N and is a function of the initial fractions αS, αR; the probabilities qS, qR which
determine the stubbornness of the agents; and the proportions γS, γR which define the
sizes of the sets S and R, respectively. We also observe that for αS = αR = α, the exit
probability is given by EN(α, α) = α, which is independent of qS and qR.
The mean time T¯N(αS, αR) to reach consensus starting with αS (resp. αR) fraction of
agents of the set S (resp. R) having opinion {1} can be computed using the first step
analysis of the empirical measure process x(N)(·) = (X(N)S (·)/NγS, X(N)R (·)/NγR). The
process x(N)(·) changes its state only at points of a rate N Poisson point process, referred
to as the global clock. The probability p((x, y)→ (x+ 1/NγS, y)) with which the process
transits from the state (x, y) at one point of the global clock to the state (x + 1/NγS, y)
at the next point of the global clock is given by
p
(
(x, y)→
(
x+
1
NγS
, y
))
= γS(1− x)(γSx+ γRy)qS. (4.21)
Similarly, the probabilities for the other possible transitions are given by
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p(
(x, y)→
(
x, y +
1
NγR
))
= γR(1− y)(γSx+ γRy)qR (4.22)
p
(
(x, y)→
(
x− 1
NγS
, y
))
= γSx(1− γSx− γRy)qS (4.23)
p
(
(x, y)→
(
x, y − 1
NγR
))
= γSy(1− γSx− γRy)qR (4.24)
p ((x, y)→ (x, y)) = 1− p
(
(x, y)→
(
x+
1
NγS
, y
))
− p
(
(x, y)→
(
x, y +
1
NγR
))
− p
(
(x, y)→
(
x− 1
NγS
, y
))
− p
(
(x, y)→
(
x, y − 1
NγR
))
(4.25)
Since the process x(N)(·) is Markov and the average gap between two points of the global
clock is 1/N , we have the following recursive relation
T¯N(x, y) = p
(
(x, y)→
(
x+
1
NγS
, y
))(
T¯N
(
x+
1
NγS
, y
)
+
1
N
)
+ p
(
(x, y)→
(
x, y +
1
NγR
))(
T¯N
(
x, y +
1
NγR
)
+
1
N
)
+ p
(
(x, y)→
(
x− 1
NγS
, y
))(
T¯N
(
x− 1
NγS
, y
)
+
1
N
)
+ p
(
(x, y)→
(
x, y − 1
NγR
))(
T¯N
(
x, y − 1
NγR
)
+
1
N
)
+ p ((x, y)→ (x, y))
(
T¯N (x, y) +
1
N
)
(4.26)
Now using (4.21), (4.22), (4.23), (4.24) and the Taylor series expansion of T¯N(·, ·) of second
order around the point (x, y) we have that for large N
γRqS(y − x)∂T¯ (x, y)
∂x
+
qS((γS + 1)x+ γRy − 2x(γSx+ γRy))
2NγS
∂2T¯ (x, y)
∂x2
+ γSqP (x− y)∂T¯ (x, y)
∂y
+
qR(γSx+ (γR + 1)y − 2y(γSx+ γRy))
2NγR
∂2T¯ (x, y)
∂y2
= −1 (4.27)
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Figure 4.3: Consensus time as a function of the network size N . Parameters: qS = 0.3,
qR = 1, αS = αR = 0.8, γS = γR = 0.5.
with boundary condition T¯N(0, 0) = T¯N(1, 1) = 0. An approximate solution of the above
partial differential equation is given as by
T¯N(x, y) = N
(
γS
qS
+
γR
qR
)
h
(
γSqR
γSqR + γRqS
x+
γRqS
γSqR + γRqS
y
)
, (4.28)
where h(z) = −(z ln z+(1−z) ln(1−z)). The approximation is obtained by noting that the
above solution is exact for the cases γS = 1, γR = 0 and γS = 0, γR = 1. Moreover, putting
the solution in (4.27) we see that the terms containing first order partial derivatives vanish
and the terms containing the second order partial derivatives simplify approximately to
−1.
Numerical results: To numerically investigate how consensus time varies with the
system size N , in Figure 4.3 we plot the mean consensus time of 1000 independent runs of
a network with the following parameters: qS = 0.3, qR = 1, αS = αR = 0.8, γS = γR = 0.5.
We observe that the mean consensus time grows linearly with N . In the figure, we have also
plotted the mean consensus time obtained using (4.28). We observe a close match between
the simulation result and the approximate result which suggests that the approximation
provided in (4.28) is accurate.
Next, we investigate how the consensus time varies with qS the probability with which
the stubborn agents update their opinions. To do so, we plot the mean consensus time
as function of qS for a system with the following parameters: qR = 1, αS = αR = 0.8,
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Figure 4.4: Consensus time as a function of the update probability qS of stubborn agents.
Parameters: qR = 1, αS = αR = 0.8, γS = 0.1 = 1− γR, N = 100.
γS = 0.1 = 1 − γR, N = 100. We see that the mean consensus time decreases with the
increase in qS. This is also suggested by the approximation (4.28).
4.3 The majority rule models
In this section, we consider models where an agent, instead of interacting with a single
agent, interacts with multiple agents at an update instant. As before, we assume that the
agents in the network consider updating their opinions at points of independent, unit rate
Poisson point processes. At a point of the Poisson process associated with itself, an agent
either retains its opinion or updates it. If the agent decides to update its opinion, then
it interacts with 2K (K ≥ 1) agents sampled uniformly at random (with replacement)
from the network and adopts the opinion held by the majority of the 2K + 1 agents which
includes the 2K sampled agents and the updating agent itself.
As in the case of voter models, the decision of an agent to update its opinion is assumed
to depend either i) on the current opinion held by the agent or ii) on the propensity of the
agent to change opinions. Below we consider these two scenarios separately. To simplify
analysis, we focus on the K = 1 case, where each agent interacts with two agents at its
update instant. The case K > 1 is studied separately in Subsection 4.3.3.
We note that in the majority rule model discussed above, only one agent updates its
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state, at each time step, by interacting with a group of randomly sampled neighbors. This
is different from the previous models studied in the literature [9, 65, 8], where all members
of a group of interacting agents were assumed to update their opinions simultaneously.
4.3.1 The majority rule model with biased agents
As in Section 4.2.1, we first consider the case where the agents are ‘biased’ towards one
of the two opinions. More specifically, we assume that an agent with opinion i ∈ {0, 1}
updates its opinion with probability qi at a point of the unit rate Poisson process associated
with itself. The agent retains its opinion with probability pi = 1 − qi. In case the agent
decides to update its opinion, the update occurs according to the majority rule discussed
in the beginning of this section. We assume q0 > q1 to imply that agents with opinion
{0} update their opinions more frequently than agents with opinion {1}. In the above
sense, the agents are biased towards opinion {1}. The case q1 = q0 = 1 corresponds to the
majority rule model with unbiased agents.
Let X(N)(t) denote the number of agents with opinion {1} at time t ≥ 0. Clearly,
X(N)(·) is a Markov process on state space {0, 1, . . . , N}, with possible jumps at the points
of a rate N Poisson process. We refer to the above rate N Poisson process as the global
clock of the system. All states, except the states 0 and N , form a an open communicating
class, and the states 0 and N are the absorbing states. Therefore, with probability 1, the
process gets absorbed in one of the absorbing states in a finite time.
Proposition 4.3.1. The probability EN(n) with which the process X
(N)(·) gets absorbed
in state N starting from state n ∈ {1, 2, . . . , N} is given by
EN(n) =
1
(1 + r)N−1
n−1∑
k=0
(
N − 1
k
)
rk, (4.29)
where r = q1/q0 < 1 and EN(0) = 0.
Proof. Given that the process X(N)(·) is in state n at a point of the global clock, the
probability with which it transits to the state n + 1 at the next point of the global clock
is denoted by p(n → n + 1). This transition occurs when an agent with opinion {0}
updates its opinion to opinion {1} by interacting with two agents having opinion {1}. The
probability with which one among N − n agents having opinion {0} decides to update its
opinion at a point of the global clock is q0(N − n)/N . The probability with which the
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updating agent samples two agents with opinion {1} is (n/N)2. Hence, total probability
of this transition is given by
p(n→ n+ 1) =
(
1− n
N
)( n
N
)2
q0 (4.30)
Similarly, the probabilities of other possible transitions are given by
p(n→ n− 1) =
(
1− n
N
)2 ( n
N
)
q1 (4.31)
p(n→ n) = 1− p(n→ n+ 1)− p(n→ n). (4.32)
Since X(N)(·) is Markov, the exit probability EN(n) must satisfy the following recursive
relationship:
EN(n) = p(n→ n+ 1)EN(n+ 1) + p(n→ n− 1)EN(n− 1) + p(n→ n)EN(n) (4.33)
Using (4.30), (4.31), and (4.32) the above relationship can be simplified to
EN(n+ 1)− EN(n) = N − n
n
q1
q0
(EN(n)− EN(n− 1)) (4.34)
Putting DN(n) = EN(n+ 1)−EN(n) we find that (4.34) reduces to a first order recursion
in DN(n) whose general solution is given by
DN(n) =
(
B
n!(N − n− 1)!
)(
q1
q0
)n
(4.35)
To compute the constant B we use the boundary conditions EN(0) = 0 and EN(N) = 1,
which imply that
∑N−1
n=0 DN(n) = 1. Hence, the constant B is given by
B =
(N − 1)!
(1 + r)N−1
, (4.36)
where r = q1/q0. Thus, we have
EN(n) =
n−1∑
k=0
DN(k) =
(N − 1)!
(1 + r)N−1
n−1∑
k=0
rk
k!(N − k − 1)! , (4.37)
which simplifies to (4.29).
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We now proceed to characterize the mean consensus time of the network by analyzing
the mean field limit of the empirical measure process x(N)(·) = X(N)(·)/N . It is easy to
see that the rates of transition of the process x(·) from the state x to the states x ± 1/N
are given by
r(x→ x+ 1/N) = N(1− x)x2q0 (4.38)
r(x→ x− 1/N) = Nx(1− x)2q1. (4.39)
From the above transition rates, it easily follows that as N → ∞ the generator of x(N)(·)
converges uniformly to the generator of the process x(·) satisfying the following differential
equation:
x˙(t) = x2(t)(1− x(t))q0 − x(t)(1− x(t))2q1 = (q0 + q1)x(t)(1− x(t)) (x(t)− κq) , (4.40)
where κq = q1/(q0 + q1). Therefore, Theorem C.2.2 and Theorem C.2.3 imply that, under
the condition x(N)(0)⇒ α, x(N)(·)⇒ x(·) holds with x(0) = α. In other words, the process
x(N)(·) weakly converges to the deterministic process x(·) as N →∞.
From (4.40), it follows that the process x(·) has three equilibrium points at 0, 1, and
κq, respectively. We now characterize the stability of these equilibrium points in the sense
of the following definition:
Definition 4.3.1. An equilibrium point xe ∈ [0, 1] of the process x(·) is called stable if there
exists a non-empty set S ⊆ [0, 1] containing xe but S 6= {xe} such that for all x(0) ∈ S we
have x(t) → xe as t → ∞. If no such sets exist, then xe is called an unstable equilibrium
point. The equilibrium point xe is said to be globally stable if for all x(0) ∈ [0, 1] we have
x(t)→ xe as t→∞.
If for some t ≥ 0 we have 1 ≥ x(t) > κq, then (4.40) implies x˙(t) ≥ 0. Hence, for
x(0) ∈ (κq, 1] we have x(t) → 1 as t → ∞ . Similarly, for x(0) ∈ [0, κq) we have x(t) → 0
as t → ∞. Therefore, 0, 1 are the stable equilibrium points of the process x(·), and κq is
an unstable equilibrium point.
If x(N)(0) = α = κq +  ( > 0), then, for large N , with high probability the process
x(N)(·) reaches the state 1 in a finite time. This is because for large N the path of the
process x(N)(·) is close to that of x(·) with high probability (by the mean field convergence
result) and we have already shown that for x(0) = α > κq, x(t)→ 1 as t→∞. Therefore,
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the mean consensus time for large N and α = κq +  can be approximated as the time
taken by the process x(·) to reach the state 1− 1/N from the state α = κq + . We denote
the approximate mean consensus time by T¯N(κq + ). Now, solving (4.40) with the above
limits we obtain
T¯N (κq + ) =
1
q0 + q1
[
1
κq(1− κq) ln(N(1− κq)− 1)−
1
κq
ln(N − 1)− 1
κq(1− κq) ln 
+
1
κq
ln(κq + ) +
1
1− κq ln(1− κq − )
]
(4.41)
Similarly, for α = κq − , T¯N(α) can be approximated as the time taken by the process
x(·) to reach the state 1/N from state α. Again by solving (4.40) with the above limits we
have
T¯N (κq − ) = 1
q0 + q1
[
1
κq(1− κq) ln(Nκq − 1)−
1
1− κq ln(N − 1)−
1
κq(1− κq) ln 
+
1
κq
ln(κq − ) + 1
1− κq ln(1− κq + )
]
(4.42)
From the above expressions, it is clear that the mean consensus time scales as O(lnN).
We also observe that (4.41) can be obtained from (4.42) by replacing κq with 1− κq. This
symmetry is intuitive since interchanging q0 and q1 interchanges the statistical behaviors
of agents having opinion {1} and agents having opinion {0}.
Numerical Results: In Figure 4.5(a), we plot the exit probability as a function of the
total number N of agents in the network. The parameters are chosen to be q0 = 1, q1 = 0.6.
We observe that for α > κq, the exit probability increases to 1 with the increase in N and
for α < κq, the exit probability decreases to zero with the increase in N . This implies that
consensus is achieved on the preferred opinion (opinion {1}) with high probability only if
the initial fraction of agents having the preferred opinion is more than the threshold given
by κq. This is unlike the voter model with biased agents where the consensus is achieved
on the preferred opinion always with a higher probability.
In Figure 4.5(b), we plot the exit probability as a function of the initial fraction α of
agents having opinion {1} for the same parameter setting. In this case, we observe a sharp
increase in the exit probability in the range α ∈ (0.2, 0.6) which contains the unstable
equilibrium equilibrium point κq = 0.375. This sharp change is due to the fact that for
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Figure 4.5: Exit probability under the majority rule with biased agents
α ∈ (κq, 1] (resp. α ∈ [0, κq)) the process X(N)(·) converges with high probability to the
consensus state where all agents have opinion {1} (resp. opinion {0}).
In Figure 4.6(a), we plot the mean consensus time as a function of N . Both simula-
tion results and approximations obtained from (4.41) are plotted. We see that the mean
consensus time slowly increases with increase in N , which is suggested by the ln(N) terms
appearing in (4.41) and (4.42).
In Figure 4.6(b), we plot the mean consensus time as a function of the initial fraction of
agents having opinion {1}. From the plot it is clear that the consensus time is maximum
when the initial fraction of agents with opinion {1} is near the unstable equilibrium point
κq. This is because α = κq represents the critical point below which the process x
(N)(·)
converges to the state 0 with high probability and above which it reaches the state 1 with
high probability.
4.3.2 The majority rule with stubborn agents
We now consider the scenario where there are agents in the network who never update their
opinions. We call these agents as the stubborn agents. The other agents, referred to as
the non-stubborn agents, are assumed to update their opinions at all points of the Poisson
processes associated with themselves. The updates occur according to the majority rule
discussed in the beginning of this section. We denote by γi, i ∈ {0, 1}, the fraction of
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Figure 4.6: Mean consensus time under the majority rule with biased agents
agents in network who are stubborn and have opinion i at all times. Thus, (1 − γ0 − γ1)
is fraction of non-stubborn agents in the network.
The presence of stubborn agents prevents the network from reaching a consensus state.
This is because at all times there are at least Nγ0 stubborn agents having opinion {0} and
Nγ1 stubborn agents having opinion {1}. Furthermore, since each non-stubborn agent may
interact with some stubborn agents at every update instant, it is always possible for the
non-stubborn agent to change its opinion. Below we characterize the equilibrium fraction
of non-stubborn agents having opinion {1} in the network for large N .
Let x(N)(t) denote the fraction of non-stubborn agents having opinion {1} at time
t ≥ 0. Clearly, x(N)(·) is a Markov process with possible jumps at the points of a rate
N(1 − γ0 − γ1) Poisson process. The process x(N)(·) jumps from the state x to the state
x + 1/N(1 − γ0 − γ1) when one of the non-stubborn agents having opinion {0} becomes
active (which happens with rate N(1−γ0−γ1)(1−x)) and samples two agents with opinion
{1}. The probability of sampling an agent having opinion {1} from the entire network is
(1− γ0− γ1)x+ γ1. Hence, the total rate at which the process transits from state x to the
state x+ 1/N(1− γ0 − γ1) is given by
r
(
x→ x+ 1
N(1− γ0 − γ1)
)
= N(1− γ0 − γ1)(1− x)[(1− γ0 − γ1)x+ γ1]2 (4.43)
Similarly, the rate of the other possible transition is given by
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r(
x→ x− 1
N(1− γ0 − γ1)
)
= N(1− γ0 − γ1)x[(1− γ0 − γ1)(1− x) + γ0]2 (4.44)
It is easy to see from the above transition rates that the generator of the process x(N)(·)
converges uniformly to the generator of the process x(·) which satisfies the following dif-
ferential equation
x˙(t) = (1− x(t))[(1− γ0 − γ1)x(t) + γ1]2 − x(t)[(1− γ0 − γ1)(1− x(t)) + γ0]2. (4.45)
Hence, by applying Theorem C.2.2 and Theorem C.2.3, we have that if x(N)(0) ⇒ α as
N →∞, then x(N)(·)⇒ x(·) as N →∞ with x(0) = α. In other words, the process x(·) is
the mean field limit of the sequence of processes (x(N)(·))N . We now study the equilibrium
distribution piN of the process x
(N)(·) for large N via the equilibrium points of the mean
field x(·).
From (4.45) we see that x˙(t) is a cubic polynomial in x(t). Hence, the process x(·) can
have at most three equilibrium points in [0, 1]. We first characterize the stability of these
equilibrium points according to Definition 4.3.1.
Proposition 4.3.2. The process x(·) defined by (4.45) has at least one equilibrium point
in (0, 1). Furthermore, the number of stable equilibrium points of x(·) in (0, 1) is either
two or one. If there exists only one equilibrium point of x(·) in (0, 1), then the equilibrium
point must be globally stable (attractive).
Proof. Define
f(x) = (1− x)[(1− γ0 − γ1)x+ γ1]2 − x[(1− γ0 − γ1)(1− x) + γ0]2 (4.46)
Clearly, f(0) = γ21 > 0 and f(1) = −γ20 < 0. Hence, there exists at least one root of
f(x) = 0 in (0, 1). This proves the existence of an equilibrium point of x(·) in (0, 1).
Since f(x) is a cubic polynomial and f(0)f(1) < 0, either all three roots of f(x) = 0 lie
in (0, 1) or exactly one root of f(x) = 0 lies in (0, 1). Let the three (possibly complex and
non-distinct) roots of f(x) = 0 be denoted by r1, r2, r3, respectively. By expanding (4.46)
we see that the coefficient of the cubic term is −2(1−γ0−γ1)2. Hence, f(x) can be written
as
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f(x) = −2(1− γ0 − γ1)2(x− r1)(x− r2)(x− r3) (4.47)
We first consider the case when 0 < r1, r2, r3 < 1 and not all of them are equal.
4 Let
us suppose, without loss of generality, that the roots are arranged in the increasing order,
i.e., 0 < r1 ≤ r2 < r3 < 1 or 0 < r1 < r2 ≤ r3 < 1. From (4.47) and (4.45), it is clear
that, if x(t) > r2 and x(t) > r3, then x˙(t) < 0. Similarly, if x(t) > r2 and x(t) < r3, then
x˙(t) > 0 . Hence, if x(0) > r2 then x(t)→ r3 as t→∞. Using similar arguments we have
that for x(0) < r2, x(t)→ r1 as t→∞. Hence, r1, r3 are the stable equilibrium points of
x(·). This proves that there exist at most two stable equilibrium points of the mean field
x(·).
Now suppose that there exists only one equilibrium point of x(·) in (0, 1). This is
possible either i) if there exists exactly one real root of f(x) = 0 in (0, 1), or ii) if all
the roots of f(x) = 0 are equal and lie in (0, 1).5 Let r1 be a root of f(x) = 0 in
(0, 1). Now by expanding f(x) from (4.47), we see that the product of the roots must be
γ21/2(1 − γ0 − γ1)2 > 0. This implies that the other roots, r2 and r3, must satisfy one of
the following conditions:
• r2, r3 > 1.
• r2, r3 < 0.
• r2, r3 are complex conjugates.
• r2 = r3 = r1.
In all the above cases, we have that (x − r2)(x − r3) ≥ 0 for all x ∈ [0, 1] with equality if
and only if x = r1 = r2 = r3. Hence, from (4.47) and (4.45), it is easy to see that x˙(t) > 0
when 0 ≤ x(t) < r1 and x˙(t) < 0 when 1 ≥ x(t) > r1. This implies that x(t) → r1 for all
x(0) ∈ [0, 1]. In other words, r1 is globally stable.
In the next proposition, we provide the conditions on γ0 and γ1 for which there exist
multiple stable equilibrium points of the mean field x(·).
Proposition 4.3.3. There exist two distinct stable equilibrium points of the mean field
x(·) in (0, 1) if and only if
4To see that that such a situation is possible, consider the parameter setting γ0 = γ1 = 0.2. In this
case, the three roots of f(x) = 0 are x = 0.127322, x = 0.5 and x = 0.872678.
5To see that this is possible consider the case where γ0 = 0.2, γ1 = 0.3.
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1. D(γ0, γ1) = (γ0 − γ1)2 + 3(1− 2γ0 − 2γ1) > 0
2. 0 < z1, z2 < 1, where
z1 =
(3− γ0 − 5γ1) +
√
D(γ0, γ1)
6(1− γ0 − γ1) (4.48)
z2 =
(3− γ0 − 5γ1)−
√
D(γ0, γ1)
6(1− γ0 − γ1) . (4.49)
3. f(z1)f(z2) ≤ 0, where f(x) = (1−x)[(1−γ0−γ1)x+γ1]2−x[(1−γ0−γ1)(1−x)+γ0]2.
If any one of the above conditions is not satisfied then x(·) has a unique, globally stable
equilibrium point in (0, 1).
Proof. From Proposition 4.3.2, we have seen that x(·) has two stable equilibrium points
in (0, 1) if and only if f(x) = 0 has three real roots in (0, 1) among which at least two
are distinct. This happens if and only if f ′(x) = 0 has two distinct real roots z1, z2 in the
interval (0, 1) and f(z1)f(z2) ≤ 0. Since f ′(x) is a quadratic polynomial in x, the above
conditions are satisfied if and only if
1. The discriminant of f ′(x) = 0 is positive. This corresponds to the first condition of
the proposition.
2. The two roots z1, z2 of f
′(x) = 0 must lie in (0, 1). This corresponds to the second
condition of the proposition.
3. f(z1)f(z2) ≤ 0. This is the third condition of the proposition.
Clearly, if any one of the above conditions is not satisfied, then x(·) has a unique
equilibrium point in (0, 1). According to Proposition 4.3.2 this equilibrium point must be
globally stable.
In the above propositions, we have established that depending on the values of γ0 and
γ1 there may exist of multiple stable equilibrium points of the mean field x(·). However,
for every finite N , the process x(N)(·) has a unique stationary distribution piN (since it is
irreducible on a finite state space). In the next result, we establish that any limit point of
the sequence of stationary probability distributions (piN)N is a convex combination of the
Dirac measures concentrated on the equilibrium points of the mean field x(·) in [0, 1].
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Theorem 4.3.1. Any limit point of the sequence of probability measures (piN)N is a convex
combination of the Dirac measures concentrated on the equilibrium points of x(·) in [0, 1].
In particular, if there exists a unique equilibrium point r of x(·) in [0, 1] then piN ⇒ δr,
where δr denotes the Dirac measure concentrated at the point r.
Proof. We first note that since the sequence of probability measures (piN)N is defined on
the compact space [0, 1], it must be tight. Hence, Prokhorov’s theorem implies that (piN)N
is relatively compact. Let pi be any limit point of the sequence (piN)N . Then by the mean
field convergence result we know that pi must be an invariant distribution of the maps
α 7→ x(t, α) for all t ≥ 0, i.e.,∫
ϕ(x(t, α))dpi(α) =
∫
ϕ(α)dpi(α), (4.50)
for all t ≥ 0, and all continuous (and hence bounded) functions ϕ : [0, 1] 7→ R. In the
above, x(t, α) denotes the process x(·) started at x(0) = α. Now, (4.50) implies
∫
ϕ(α)dpi(α) = lim
t→∞
∫
ϕ(x(t, α))dpi(α) (4.51)
=
∫
ϕ
(
lim
t→∞
x(t, α)
)
dpi(α) (4.52)
The second equality follows from the first by the Dominated convergence theorem and the
continuity of ϕ. Now, let r1, r2, and r3 denote the three equilibrium points of the mean
field x(·). Hence, by Proposition 4.3.2 we have that for each α ∈ [0, 1], ϕ(limt→∞ x(t, α)) =
ϕ(r1)INr1 (α) + ϕ(r2)INr2 (α) + ϕ(r3)INr3 (α), where for i = 1, 2, 3, Nri ∈ [0, 1] denotes the
set for which if x(0) ∈ Nri then x(t)→ ri as t→∞, and I denotes the indicator function.
Hence, by (4.52) we have that for all continuous functions ϕ : [0, 1] 7→ R∫
ϕ(α)dpi(α) = ϕ(r1)pi(Nr1) + ϕ(r2)pi(Nr2) + ϕ(r3)pi(Nr3) (4.53)
This proves that pi must be of the form pi = c1δr1 + c2δr2 + c3δr3 , where c1, c2, c3 ∈ [0, 1] are
such that c1 + c2 + c3 = 1. This completes the proof.
Thus, according to the above theorem, if there exists a unique equilibrium point of the
process x(·) in [0,1], then the sequence of stationary distributions (piN)N concentrates on
that equilibrium point as N →∞. In other words, for large N , the fraction of non-stubborn
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Figure 4.7: Majority rule with stubborn agents: Equilibrium point of x(·) as a function of
γ1 for different values of γ0.
agents having opinion {1} (at equilibrium) will approximately be equal to the unique
equilibrium point of the mean field. We now numerically study the unique equilibrium
point as a function of the fractions γ0 and γ1. In Figure 4.7, we plot the equilibrium point of
x(·) as a function of the fraction γ1 of agents having opinion {1} who are stubborn keeping
the fraction γ0 of stubborn agents having opinion {0} fixed. We choose the parameter
values so that there exists a unique equilibrium point of x(·) in [0, 1] (such parameter
settings can be obtained using the conditions of Proposition 4.3.3). We see that as γ1 is
increased in the range (0, 1 − γ0 − ) ( > 0), the equilibrium point shifts closer to unity.
This is expected since increasing the fraction of stubborn agents with opinion {1} increases
the probability with which a non-stubborn agents samples an agent with opinion {1} at
an update instant.
If there exist multiple equilibrium points of the process x(·) then the convergence
x(N)(·) ⇒ x(·) implies that at steady state the process x(N)(·) spends intervals near the
region corresponding to one of the stable equilibrium points of x(·). Then due to some
rare events, it reaches, via the unstable equilibrium point, to a region corresponding to the
other stable equilibrium point of x(·). This fluctuation repeats giving the process x(N)(·)
a unique stationary distribution.
The behavior discussed above is formally known as metastability. Although systems
showing such metastable behavior are rare in practice, there are examples of such systems
in the context of loss networks. See for example [55]. To demonstrate metastability, we
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Figure 4.8: Majority rule with stubborn agents: Sample path of the process x(N)(·) with
N = 100, γ0 = γ1 = 0.2.
simulate a network with N = 100 agents and γ0 = γ1 = 0.2. For the above parameters, the
mean field x(·) has two stable equilibrium points at 0.127322 and 0.872678. In Figure 4.8,
we show the sample path of the process x(N)(·). We see that at steady state the process
switches back and forth between regions corresponding to the stable equilibrium points of
x(·). This provides numerical evidence of the metastable behavior of the finite system.
4.3.3 Sampling more than two neighbors
In this section, we study the scenarios described in Subsections 4.3.1 and 4.3.2 for K ≥ 1.
In this case, the analysis is similar to those discussed above but involves more algebraic
computations. For example, it can be easily verified that for general K, the mean field
limit x(·) of the majority rule model with biased agents satisfies the following differential
equation
x˙(t) =
2K∑
i=K+1
x(t)(1 − x(t))
(
2K
i
)[
x(t)i−1(1− x(t))2K−iq0 − (1− x(t))i−1x(t)2K−iq1
]
.
(4.54)
This implies that for any K ≥ 1, two stable equilibrium points of the mean field are
located at 0, 1. The value of the unstable equilibrium however depends on the value of K.
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Figure 4.9: Majority rule with biased agents: Mean consensus time as a function of K.
Parameters: q0 = 1, q1 = 0.6, α = 0.5, N = 50
It turns out that increasing K (keeping q0, q1 unchanged) shifts the unstable equilibrium
point towards one.
We first numerically study the majority rule model with biased agents for K ≥ 1. It is
expected that with the increase in K mean time to reach consensus will decrease. This is
because for larger values of K the probability with which the majority opinion of a selected
group of 2K + 1 agents is the same as the majority opinion of whole network is higher.
Therefore, when the state of the system is above (or below) the unstable equilibrium point
of the mean field, the network experiences a stronger ‘pull’ towards the majority resulting
in a smaller mean consensus time. In Figure 4.9 we plot the mean consensus time as a
function of K for q0 = 1, q1 = 0.6, α = 0.5, N = 50. As expected we observe that the
mean consensus time decreases with the increase in K. However, since the dynamics of
the majority rule follows that of a diffusion process, the asymptotic order (lnN) of the
consensus time remains unchanged.
Next, we study the majority rule model with stubborn agents for K ≥ 1. We consider
the case γ1 > γ0. In this case, with the increase in K, the probability with which the
majority opinion in a group of 2K + 1 agents is {1}, increases. Therefore, increase in K
should result in a shift of the equilibrium fraction of non-stubborn agents with opinion
{1} closer to unity. In Figure 4.10 we plot the equilibrium fraction of non-stubborn agents
having opinion {1} as a function K for γ0 = 0.2, γ1 = 0.4, N = 50. As expected we observe
that the equilibrium fraction of agents with opinion {1} increases to unity as K increases.
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Figure 4.10: Majority rule with stubborn agents: Mean consensus time as a function of K.
Parameters: γ0 = 0.2, γ1 = 0.4, α = 0.5, N = 50
4.4 Conclusion
In this chapter, we analyzed models of opinion dynamics based on the voter rule and the
majority rule. Under each rule, we considered scenarios i) where the agents are biased
towards a specific opinion and ii) where the agents have different propensities to change
their past opinions. We observed that for the voter model, the presence of biased agents,
reduces the mean consensus time exponentially in comparison to the voter model with
unbiased agents. For the majority rule model with biased agents, we saw that the network
reaches the consensus state with all agents adopting the preferred opinion only if the
initial fraction of agents having the preferred opinion is more than a certain threshold
value. The threshold was computed in the large system limit using the mean field analysis.
For the voter model with agents having different propensities to change their opinions, we
obtained a closed form expression for the probability with which consensus is reached on
a specific opinion. It was observed that this probability does not depend on the number
of agents in the network. Finally, we have seen that for the majority rule model with
stubborn agents the network exhibits metastability, where it fluctuates between multiple
stable configuration, spending long intervals in each configuration.
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Chapter 5
Conclusion
In this dissertation, we analyzed large systems of weakly interacting heterogeneous entities
using mean field techniques. We focused on two instances of such systems arising in two
different contexts. First, we focused on heterogeneous multi-server systems which serve
as models of large web server farms and cloud data centers. Job assignment schemes, in
which the incoming job requests are assigned to the servers by comparing the states of
some randomly sampled servers at each job arrival instant, were analyzed. In the second
part of the dissertation, we considered the effect of random interactions between agents in
a social network on the diffusion of opinions in the network.
In the first part, both processor sharing systems and loss systems were studied. In
Chapter 2, we considered randomized dynamic job assignment schemes for a system of
parallel processor sharing servers having different capacities. It was shown that uniform
sampling of the servers at each job arrival instant may lead to a reduction in the stability
region of the system. A hybrid scheme, that combines biased sampling of different server
types with uniform sampling of servers within the same type, was shown to achieve the
maximal stability region with the knowledge of the system parameters. To avoid requiring
the knowledge of the system parameters, a type-based scheme was proposed and shown to
achieve the maximal stability region under all values of the system parameters. The per-
formance of the type-based scheme was analyzed using mean field techniques. Numerical
studies were conducted to show that the hybrid scheme and the type based scheme sig-
nificantly outperform randomized static schemes where job assignment decisions are made
independently of the server states.
In Chapter 3, randomized dynamic job assignment schemes were studied with the aim
of reducing the average blocking probability of jobs arriving at a system of parallel loss
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servers. A job assignment scheme, where every arriving job is assigned to the server with
the maximum available resource among a set of randomly sampled servers, was shown to
have near optimal performance in terms of reducing the average blocking probability of jobs
in the system. The performance of the scheme was analyzed using mean field techniques.
A recursive formula to efficiently compute the average blocking probability of jobs was
obtained for the multi-class case.
In Chapter 4, diffusion of binary opinions in a large social network was studied under
the voter model and the majority rule model. Two scenarios were considered. In the first
scenario, the agents were assumed to be biased towards a specific opinion. In this scenario,
the voter model was shown to converge to a consensus state in a time that is logarithmic in
the total number of agents. For the majority rule model with biased agents it was shown
that all the agents eventually adopt the ‘preferred’ opinion with high probability only if the
initial fraction of agents having the preferred opinion is above a certain threshold. A second
scenario in which different agents have different propensities to change their opinions was
also analyzed under the voter model and the majority rule model. For the voter model,
the exit probability was found to be independent of the network size. For the majority rule
model, we observed that the presence of stubborn agents results in a metastable behavior
of the system under certain parameter settings.
5.1 Future Extensions
Following the results presented in this dissertation, there are several interesting avenues of
future research. Some of the them are discussed below.
We have noted in Chapter 2 and Chapter 3 that in the large system limit the systems
of processor sharing servers and loss servers operating under the randomized dynamic job
assignment schemes become asymptotically insensitive to job length distributions. This is
due to the following facts: i) In the limiting system the servers become independent of each
other; ii) Each server has a symmetric service discipline (either processor sharing or loss
servers). We have established asymptotic independence of servers only for the exponential
job length distribution. Proving asymptotic independence for more general job length
distributions remains as an open problem. The proof will require construction of Markov
processes on continuous state spaces and analyzing their corresponding mean field limits.
In the model considered in Chapter 3, we assumed that each incoming job is assigned
to the server having the maximum vacancy among a randomly sampled set of d servers. An
interesting variation of the scheme would be a scheme where an incoming job is assigned
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to the server (among the set of sampled servers) whose vacancy ‘matches’ the ‘best’ with
the resource requirement of the job. This will ensure that a job with a ‘small’ resource
requirement will not occupy a server with a much ‘larger’ vacancy where a future potential
arrival having a larger resource requirement can be assigned. Such a criterion of server
selection, based on ‘best fit’, is expected to yield lower blocking probability of jobs than
the scheme considered in Chapter 3. However, a more precise definition of the scheme is
required and a detailed analysis need to be carried out to verify this.
We assumed in Chapter 3 that the resource requirements of the incoming jobs are one-
dimensional in the sense that different classes of jobs require different units of the same
resource. A model where resource requirements are multi-dimensional would be a more
accurate model for cloud computing systems, where each incoming job requires specific
amounts of different resources (e.g. memory, CPU, storage).
In the majority rule model considered in Chapter 4, we assumed that each agent samples
a fixed number of agents in the network at every update instant. A generalization of this
model would one in which the agents sample random number of agents with a fixed mean.
In such a scenario, it would be interesting to study how the mean consensus time depends
on the distribution of the number of agents sampled during an update instant.
Another scenario would be one in which the agents have fixed neighborhoods at all
times. In this case, analyzing the voter model and the majority rule model assuming the
presence of biased and stubborn agents is much more challenging. Mean field techniques
cannot be applied in such a scenario. A generalization of coalescing random walk techniques
may provide bounds on the mean consensus time in such cases.
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Appendix A
Proof of compactness of U¯M
We prove that the space U¯M , defined as the M fold product of the space
U¯ = {(gn, n ∈ Z+) : g0 = 1, gn ≥ gn+1 ≥ 0 for all n ∈ Z+} , (A.1)
is compact under the metric ω, defined as
ω(u,v) = sup
1≤j≤M
sup
k∈Z+
∣∣∣∣uk,j − vk,jk + 1
∣∣∣∣ , for all u,v ∈ U¯M . (A.2)
It is sufficient to show that the space U¯ (defined in (A.1)) is compact under the metric ω˜
defined as
ω˜(u, v) = sup
k∈Z+
∣∣∣∣u(k)− v(k)k + 1
∣∣∣∣ , (A.3)
where u = (u(k), k ∈ Z+), v = (v(k), k ∈ Z+) ∈ U¯ .
In order to prove the compactness of U¯ under the metric ω˜, we prove that any sequence
(un)n ⊂ U¯ has a sub-sequence (unm)m ⊂ (un)n convergent to a limit u ∈ U¯ under the metric
ω˜. We first note that for each k ∈ Z+, the sequence (un(k))n is a bounded sequence in [0, 1]
and therefore has a convergent sub-sequence. Hence, by the process of diagonalization, we
can find a sub-sequence (unm)m of (un)n such that for each k ∈ Z+, unm(k) → u(k) as
m → ∞ for some u(k) ∈ [0, 1]. Clearly, u = (u(k), k ∈ Z+) ∈ U¯ . We now show that
ω˜(unm , u)→ 0 as m→∞.
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Since for each k ∈ Z+ we have unm(k)→ u(k) as m→∞, we can choose m sufficiently
large such that
∣∣∣unm (k)−u(k)k+1 ∣∣∣ < 1l+1 for 0 ≤ k ≤ l. For k > l, we have ∣∣∣unm (k)−u(k)k+1 ∣∣∣ < 1l+1
since |unm(k)− u(k)| ≤ 1 and k > l. Thus, we have that for sufficiently large m
ω˜(unm , u) = sup
k∈Z+
∣∣∣∣u(k)− v(k)k + 1
∣∣∣∣ < 1l + 1 . (A.4)
Since the above holds for any l ∈ N, the required convergence follows.
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Appendix B
Proof of Theorem 2.6.3
We provide a proof for M = 2. The proof can be generalized to any M ≥ 2.
The main idea is to construct sequences {Pk,j, k ∈ Z+} for j = 1, 2 such that they
satisfy the following three properties
P.1 Equation (2.85) for j = 1, 2.
P.2 P0,j = 1 ≥ Pk,j ≥ 0 for all k ∈ Z+, j = 1, 2.
P.3 Pk,j → 0 as k →∞ for j = 1, 2.
The first property ensures that the constructed P = {Pk,j, k ∈ Z+, j ∈ {1, 2}} satisfies
l(P) = 0. The second property (in conjunction with the first property) implies that Pk,j ≥
Pk+1,j ≥ 0 for all k ∈ Z+, j = 1, 2. Hence, P ∈ U¯2. Finally, according to Proposition 2.6.2
the third property (along with the first two properties) guarantees that P must lie in the
space U2. Hence the proof is complete if we can construct a P satisfying all the three
properties.
We now construct the sequences {Pl,1(α), l ∈ Z+} and {Pl,2(α), l ∈ Z+} as functions of
the real variable α as follows:
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P0,1(α) = 1. (B.1)
P0,2(α) = 1. (B.2)
P1,1(α) = α. (B.3)
P1,2(α) = ∆2
(
1− α
∆1
)
. (B.4)
Pl+2,1(α) = Pl+1,1(α)−∆1
(
(Pl,1(α))
d1 − (Pl+1,1(α))d1
)
(B.5)
× (Pl+1,2(α))d2 , l ≥ 0
Pl+2,2(α) = Pl+1,2(α)−∆2
(
(Pl,2(α))
d2 − (Pl+1,2(α))d2
)
(B.6)
× (Pl,1(α))d1 , l ≥ 0
Combining the above relations we obtain
2∑
j=1
Pl+1,j(α)
∆j
=
2∏
j=1
(Pl,j(α))
dj , for l ≥ 0 (B.7)
Note that the sequences {Pl,1(α), l ∈ Z+} and {Pl,2(α), l ∈ Z+} are constructed such that
they satisfy property (P.1). Hence, the the proof will be complete if for some α the
properties (P.2) and (P.3) are satisfied. We first proceed to find the range of α for which
the sequences {Pl,1(α), l ∈ Z+} and {Pl,2(α), l ∈ Z+} are both positive sequences of real
numbers in [0, 1]. This will ensure that (P.2) is satisfied.
We first observe from (B.3) that to have 1 ≥ P1,1(α) ≥ 0 we must choose α in the
range [0, 1]. Also, from (B.4) we observe that to have 1 ≥ P1,2(α) ≥ 0 we must choose
α ∈ [∆1(1 − 1/∆2),∆1]. Combining the above two ranges we have the following effective
range of α for which 1 ≥ P1,1(α), P2,1(α) ≥ 0
α ∈
[
max
(
0,∆1
(
1− 1
∆2
))
,min(1,∆1)
]
. (B.8)
We note that the above range is always non-empty due to the stability condition λ ∈ Λ
which implies that 1/∆1 + 1/∆2 > 1.
The above range can be further refined as follows. From (B.4), (B.6), and (B.3) we
see that at α = 0, P1,1(0) = 0, P1,2(0) = ∆2 > 0, Pl,2 = ∆
d2+1
2 > 0 for all l ≥ 2.
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Hence, at α = 0, Pl,2(0) > 0 for all l ≥ 0. From the same relations we also observe that
Pl,2
(
∆1
(
1− 1
∆2
))
= 1 > 0 for all l ≥ 0. Combining the two we have that for all l ≥ 0
Pl,2
(
max
(
0,∆1
(
1− 1
∆2
)))
> 0 (B.9)
Now, putting l = 0, α = ∆1 in (B.6) we observe that P2,2 (∆1) < 0. Hence, from (B.9) it fol-
lows that there exists at least one root of P2,2(α) in the range
[
max
(
0,∆1
(
1− 1
∆2
))
,∆1
]
.
Let r2,2 denote the minimum of these roots. Then in the range
α ∈
[
max
(
0,∆1
(
1− 1
∆2
))
,min (1, r2,2)
]
, (B.10)
we have 1 ≥ P1,1(α) ≥ 0, 1 ≥ P1,2(α) ≥ P2,2(α) ≥ 0. Repeating the same argument again
for P3,2(α) we find that 1 ≥ P1,1(α) ≥ 0 and 1 ≥ P1,2(α) ≥ P2,2(α) ≥ P3,2(α) ≥ 0 in the
range
α ∈
[
max
(
0,∆1
(
1− 1
∆2
))
,min (1, r3,2)
]
, (B.11)
where r3,2 denotes the minimum root of P3,2(α) in the range defined in (B.10).
We now refine the left limit of the above range as follows. From (B.5) we have P2,1(0) =
−∆1∆d22 < 0. Also, from definition of r3,2 we know that P3,2(r3,2) = 0. Now, by putting
α = r3,2 and l = 1 in (B.6) we obtain
P2,2(r3,2) = ∆2
[
(P1,2(r3,2))
d2 − (P2,2(r3,2))d2
]
(r3,2)
d1
≤ ∆2 (P1,2(r3,2))d2 (r3,2)d1 (since P2,2(r3,2) ≥ 0)
Again, by putting l = 2 and α = r3,2 in (B.7) and using the above we obtain P2,1(r3,2) ≥ 0.
Therefore, there exists at least one root of P2,1(α) in the interval ( 0, r3,2 ]. Denote the
maximum of all such roots to be r2,1. Hence, in the range
α ∈
[
max
(
r2,1,∆1
(
1− 1
∆2
))
,min (1, r3,2)
]
, (B.12)
we have 1 ≥ P1,1(α) ≥ P2,1(α) ≥ 0 along with 1 ≥ P1,2(α) ≥ P2,2(α) ≥ P3,2(α) ≥ 0. Again
from (B.5) we observe that P3,1(r2,1) < 0. Further, putting l = 3 and α = r3,2 in (B.7)
132
we obtain P3,1(r3,2) ≥ 0. Thus, there must be at least one root of P3,1(α) in the range
( r2,1, r3,2 ]. Let r3,1 denote the maximum root in the interval. Hence, in the interval
α ∈
[
max
(
r3,1,∆1
(
1− 1
∆2
))
,min (1, r3,2)
]
, (B.13)
we have 1 ≥ P1,1(α) ≥ P2,1(α) ≥ P3,1(α) ≥ 0 along with 1 ≥ P1,2(α) ≥ P2,2(α) ≥ P3,2(α) ≥
0. Similarly, from (B.5) we have P4,1(r3,1) < 0 and from (B.6) we have P4,1(r3,2) ≥ 0. Thus,
there must be at least one root of P4,1(α) in the range ( r3,1, r3,2 ]. Denote the maximum
of all such roots by r4,1. Hence, in the interval
α ∈
[
max
(
r4,1,∆1
(
1− 1
∆2
))
,min (1, r3,2)
]
, (B.14)
we have 1 ≥ P1,1(α) ≥ P2,1(α) ≥ P3,1(α) ≥ P4,1(α) ≥ 0 and 1 ≥ P1,2(α) ≥ P2,2(α) ≥
P3,2(α) ≥ 0.
Using the same line of arguments as above, the following inductive hypothesis can be
proved: If P1,1(α) ≥ P2,1(α) . . . ≥ P4+3k,1(α) ≥ 0 and P1,2(α) ≥ P2,2(α) . . . ≥ P3+3k,1(α) ≥
0 for some k ≥ 0 and
α ∈
[
max
(
r4+3k,1,∆1
(
1− 1
∆2
))
,min (1, r3+3k,2)
]
, (B.15)
then P1,1(α) ≥ P2,1(α) . . . ≥ P4+3(k+1),1(α) ≥ 0 and P1,2(α) ≥ P2,2(α) . . . ≥ P3+3(k+1),1(α) ≥
0 hold in the range
α ∈
[
max
(
r4+3(k+1),1,∆1
(
1− 1
∆2
))
,min
(
1, r3+3(k+1),2
) ]
, (B.16)
and the interval in (B.16) is included in the interval in (B.15).
The of compact intervals[
max
(
r4+3k,1,∆1
(
1− 1
∆2
))
,min (1, r3+3k,2)
]
, k ≥ 0 (B.17)
eventually become strict subsets of the interval [0, 1]. This can be justified as follows. We
note that Pl,1(1) = 1 for all l ∈ Z+. Hence, from (B.4) we have P1,2(1) = ∆2
(
1− 1
∆1
)
and
from (B.6) we have
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Pl+2,2(1) = Pl+1,2(1)−∆2
(
(Pl,2(1))
d2 − (Pl+1,2(1))d2
)
for l ≥ 0 (B.18)
Notice that the stability condition λ ∈ Λ can be equivalently expressed as
1
∆1
+
1
∆2
> 1, (B.19)
which implies that P1,2(1) < 1. We claim that there exists some l ≥ 1 such that Pl,2(1) < 0.
Let us assume this is not true. Therefore, Pl,2(1) ≥ 0 for all l ≥ 0. By (B.18), this implies
that {Pl,2(1), l ≥ 0} is a non-increasing sequence of numbers in [0, 1). Hence by monotone
convergence theorem liml→∞ Pl,2(1) exists. Let this limit be denoted by β, where 0 ≤ β < 1.
Thus, adding (B.18) for l ≥ 0 and using liml→∞ Pl,2(1) = β we obtain
(
1− 1
∆1
)
=
β
∆2
+ 1− βd2
> β
(
1− 1
∆1
)
+ 1− βd2 .
Hence,
(
1− 1
∆1
)
> 1−β
d2
1−β ≥ 1. This is a contradiction since ∆1 > 0. Hence, there
exists l ≥ 1 such that Pl,2(1) < 0. This implies that for some k ≥ 0, r3k+3,2 < 1.
Similarly, by observing that Pl,2
(
∆1
(
1− 1
∆2
))
= 1 for all l ≥ 0, it can be shown that there
exists l ≥ 1 such that Pl,1
(
∆1
(
1− 1
∆2
))
< 0. This implies there exists k ≥ 0 for which
r4+3k,1 > ∆1(1− 1/∆2).
Further, the intersection of all such compact intervals must be non-empty due to the
Cantor’s intersection theorem. Hence, we have shown that there exists α ∈ (0, 1) such
that the sequences {Pl,1(α), l ∈ Z+} and {Pl,2(α), l ∈ Z+} are both positive non-increasing
sequences of real numbers in [0, 1].
We now show that the above sequences satisfy property (P.3). Let liml→∞ Pl,1(α) =
ξ1 ≥ 0 and liml→∞ Pl,2(α) = ξ2 ≥ 0, where α ∈ (0, 1) is chosen such that both sequences
become positive and non-increasing. Now, taking limit of (B.7) as l→∞ we have
2∑
j=1
ξj
∆j
=
2∏
j=1
(ξj)
dj . (B.20)
Now using the stability criterion and the fact that 0 ≤ ξ1, ξ2 ≤ 1 we have
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1∆1
+
1
∆2
> 1
⇒ ξ2
∆1
+
ξ2
∆2
≥ ξ2 ≥ ξd22
with equality holding if and only if ξ2 = 0. Further, we have
1
∆1
+
ξ2
∆2
≥ ξ2
∆1
+
ξ2
∆2
≥ ξd22
Hence, by multiplying both sides with ξ1 we have
ξ1
∆1
+
ξ1ξ2
∆2
≥ ξ1ξd22 ≥ ξd11 ξd22 ,
with equality if and only if ξ1 = ξ2 = 0. Again, since ξ1 ≤ 1 we have
ξ1
∆1
+
ξ2
∆2
≥ ξ1
∆1
+
ξ1ξ2
∆2
≥ ξ1ξd22 ≥ ξd11 ξd22 ,
Hence, we have shown
ξ1
∆1
+
ξ2
∆2
≥ ξd11 ξd22 (B.21)
with equality holding if and only if ξ1 = ξ2 = 0. Hence, for (B.20) to hold we must have
ξ1 = ξ2 = 0. This proves (P.3) and thus completes the proof.
135
Appendix C
Mathematical Preliminaries
In the appendix, we review some of the key concepts and results related to weak conver-
gence of probability measures and Markov processes. The results discussed here are used
throughout this dissertation. For a more detailed discussion on the topics covered in this
section the reader is referred to Chapters 1, 3, and 4 of [28].
Throughout we shall use (E, r) to denote a metric space; B(E) to denote the σ-algebra
of Borel subsets of E; P(E) to denote the set of (Borel) probability measures on (E,B(E));
C¯(E) to denote the space of real valued bounded continuous functions defined on E with
the norm ‖f‖∞ = supx∈E |f(x)| for f ∈ C¯(E).
C.1 Weak convergence of probability measures
We begin by defining weak convergence of a sequence of probability measures in P(E).
Definition C.1.1. A sequence of probability measures {Pn, n ≥ 1} ∈ P(E) is said to
converge weakly to P ∈ P(E) (written as Pn ⇒ P ) if for all f ∈ C¯(E)
lim
n→∞
∫
fdPn =
∫
fdP. (C.1)
Next, we define a metric dW on P(E) with respect to which weak convergence of
probability measures can be studied.
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Definition C.1.2. For P,Q ∈ P(E), the Prohorov metric dW (P,Q) is defined as
dW (P,Q) = inf { > 0 : P (F ) ≤ Q(F ) +  for all F ∈ C} , (C.2)
where C is the collection of closed subsets of E and for each F ∈ C we denote by F  the
set F  = {x ∈ E : infy∈F d(x, y) < }.
It can be shown that dW is indeed a metric on P(E) (Lemma 1.1 of Chapter 3 of [28]).
The following theorem establishes that a sequence of Borel probability measures on a
separable metric space weakly converges to a limit if and only if it converges to the limit
in the Prohorov’s metric.
Theorem C.1.1 ([28], p. 108, Theorem 3.1). Let {Pn, n ≥ 1} be a sequence in P(E) and
let P ∈ P(E). If (E, r) is separable then Pn ⇒ P if and only if limn→∞dW (Pn, P ) = 0.
In many cases, a direct proof of weak convergence of a sequence {Pn, n ≥ 1} ∈ P(E) to
a limiting probability measure P ∈ P(E) becomes difficult. However, if it is known that
{Pn, n ≥ 1} is relatively compact (i.e., the closure of {Pn, n ≥ 1} in P(E) is compact), then
to establish Pn ⇒ P one just has to show that all convergent subsequences of {Pn, n ≥ 1}
converge to the same limit P . The following theorem, due to Prohorov, provides a neces-
sary and sufficient condition for a sequence of Borel probability measures to be relatively
compact. Before stating the theorem we define the following notion of tightness of Borel
probability measures.
Definition C.1.3. A Borel probability measure P ∈ P(E) is said to be tight if for every
 > 0 there exists a compact set K ⊂ E such that P (K) ≥ 1 − . A family of Borel
probability measures M⊂ P(E) is said to be tight if for every  > 0 there exists a compact
set K ⊂ E such that infP∈M P (K) ≥ 1− .
The following theorem establishes the equivalence between relative compactness and
tightness of a set of Borel probability measures defined on a complete and separable metric
space.
Theorem C.1.2 ([28], p. 104, Theorem 2.2). Let (E, r) be complete and separable and let
M⊂ P(E). Then the following statements are equivalent
(i) M is tight.
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(ii) For each  > 0, there exists a compact set K ⊂ E such that
inf
P∈M
P (K) ≥ 1− , (C.3)
where K is as defined in Definition C.1.2.
(iii) M is relatively compact.
The above theorem implies that a sequence of Borel probability measures on a complete
and separable metric space is relatively compact if and only if it is tight. Note that if
(E, r) is a compact metric space (hence complete and separable) then by definition every
sequence of Borel probability measures is tight (to see this put K = E in Definition C.1.3).
Therefore, Prohorov’s theorem implies that every sequence of Borel probability measures
on a compact metric space is relatively compact. We shall use this fact frequently in this
dissertation.
C.2 Convergence of Markov processes and operator
semigroups
In this subsection, we first discuss the notion of weak convergence of a sequence of stochastic
processes defined on the probability space (Ω,F ,P) and taking values in the metric space
(E, r). We then specialize to the case of Markov processes and discuss the techniques which
can be employed to establish weak convergence of a sequence of Markov processes.
Since in most of our applications we will be dealing with stochastic processes having
right continuous sample paths, we first study the space DE[0,∞) of E-valued right contin-
uous functions having left limits (RCLL) defined on [0,∞). We define the following metric
on DE[0,∞).
Definition C.2.1. Let Λ be the collection of strictly increasing Lipshitz continuous func-
tions λ defined on [0,∞) with λ(0) = 0 and limt→∞ λ(t) =∞. For λ ∈ Λ define
γ(λ) = sup
0≤s<t
∣∣∣∣log(λ(t)− λ(s)t− s
)∣∣∣∣ . (C.4)
Then for each x, y ∈ DE[0,∞), λ ∈ Λ, and u ∈ [0,∞) let
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d(x, y, λ, u) = sup
t≥0
r(x(t ∧ u), y(λ(t) ∧ u)) ∧ 1, (C.5)
and define the metric
d(x, y) = inf
λ∈Λ
{
γ(λ) ∨
∫ ∞
0
e−ud(x, y, λ, u)du
}
. (C.6)
It can be shown that (DE[0,∞), d) defines a metric space. The topology induced by
the metric d on DE[0,∞) is called the Skorohod topology. Let B (DE[0,∞)) denote the σ-
algebra of Borel subsets of DE[0,∞) and P (DE[0,∞)) denote the set of (Borel) probability
measures defined on (DE[0,∞),B (DE[0,∞))).
A stochastic process X, defined on the probability space (Ω,F ,P) and having sample
paths in DE[0,∞), is a measurable mapping X : Ω → DE[0,∞). Hence, the distribution
P of the process X is given by P (Γ) = P(X ∈ Γ) for all Γ ∈ B (DE[0,∞)). A sequence of
processes {Xn, n ≥ 1} having sample paths in DE[0,∞) is said to converge to the process
X, also having sample paths in DE[0,∞) (written as Xn ⇒ X), if Pn ⇒ P , where for
each n ≥ 1, Pn denotes the distribution of Xn and P denotes the distribution of X. The
sequence of processes {Xn, n ≥ 1} is called relatively compact if {Pn, n ≥ 1} is relatively
compact. A sufficient condition for weak convergence of stochastic processes with sample
paths in DE[0,∞) is given in the following theorem.
Theorem C.2.1 ([28], p. 131, Theorem 7.8). Let E be separable and Xn, n = 1, 2, . . .,
and X be processes with sample paths in DE[0,∞). If {Xn, n ≥ 1} is relatively compact
and there exists a dense set D ⊂ [0,∞) such that
(Xn(t1), . . . , Xn(tk))⇒ (X(t1), . . . , X(tk)) , (C.7)
for every finite set {t1, . . . , tk} ⊂ D, then Xn ⇒ X.
So far, we have discussed some key results on the weak convergence of a sequence of
stochastic processes having right continuous sample paths in a separable metric space. We
now specialize on Markov processes and discuss the tools to establish weak convergence
of Markov processes having values in a compact metric space. We first define transition
function for a Markov processes.
Definition C.2.2. A function P (t, x,Γ) defined on [0,∞)×E×B(E) is said to be a time
homogeneous transition function if the following conditions are satisfied
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1. For each (t, x) ∈ [0,∞) × S, we have P (t, x, ·) ∈ P(E), i.e., P (t, x, ·) is a Borel
probability measure on E.
2. For each x ∈ E, we have P (0, x, ·) = δx(·), where δx is the Dirac measure centered
around x.
3. For each t, s ≥ 0, x ∈ E, and Γ ∈ B(E), we have
P (t+ s, x,Γ) =
∫
P (s, y,Γ)P (t, x, dy). (C.8)
A stochastic process X with state space E is said to be a time homogeneous Markov
process with transition function P (t, x,Γ) if for all s, t ≥ 0 and bounded real valued Borel
measurable function f on E the following holds
E [f(X(t+ s)|σ(X(u), 0 ≤ u ≤ t)] =
∫
f(y)P (s,X(t), dy). (C.9)
With a time-homogeneous Markov process one can associate a group of operators satisfying
the semigroup property. The precise definition is given below
Definition C.2.3. Let X be a Markov process with transition function P (t, x,Γ). Define
an indexed family T = {T (t), t ≥ 0} of bounded linear operators on C¯(E) as
T (t)f(x) =
∫
f(y)P (t, x, dy), (C.10)
for each f ∈ C¯(E). The family T = {T (t), t ≥ 0} is said to be the semigroup of operators
corresponding to the Markov process X since it satisfies the semigroup property, i.e., T (s+
t) = T (s) ◦ T (t), where ◦ denotes composition of operators.
Clearly, T (0) = I where I denotes the identity operator on C¯(E). The semigroup of
operators T = {T (t), t ≥ 0} is called a contraction semigroup if ‖T (t)f‖∞ ≤ ‖f‖∞ for all
t ≥ 0 and f ∈ C¯(E). Note that the semigroup T = {T (t), t ≥ 0} corresponding to the
Markov process X is by definition a contraction semigroup. We also note that if f ∈ C¯(E)
is such that f ≥ 0 then by definition T (t)f ≥ 0 for all t ≥ 0. This property is called
the positivity of the semigroup T . The semigroup T = {T (t), t ≥ 0} corresponding to the
Markov process X is called Feller if
1. limt↓0 T (t)f = f for all f ∈ C¯(E). (Strong continuity)
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2. T (t)1 = 1 for all t ≥ 0, where 1(x) = 1 for all x ∈ E.
3. For each t ≥ 0 and f ∈ C¯(E), we have T (t)f ∈ C¯(E).
We now state a key result which provides a sufficient condition for sequence of Markov
processes to converge to a limiting Markov process in terms of their corresponding operator
semigroups. We shall be using this result repeatedly in this dissertation.
Theorem C.2.2 ([28], p. 172, Theorem 2.11). Let (E, r) be a compact metric space and X
be a Markov process having sample paths in DE[0,∞) with initial distribution ν ∈ P(E).
Let T = {T (t), t ≥ 0} denote the semigroup of operators corresponding to the process X.
Assume that T is Feller. For each n ≥ 1, let Xn be a Markov process with operator
semigroup Tn = {Tn(t), t ≥ 0} and having sample paths in DEn [0,∞), where En ⊂ E.
Suppose that the following holds
lim
n→∞
sup
x∈En
|Tn(t)f(x)− T (t)f(x)| = 0, (C.11)
for each f ∈ C¯(E) and t ≥ 0, i.e., Tnf → Tf for each f ∈ C¯(E). If {Xn(0), n ≥ 1}
converges in distribution to ν ∈ P(E), then Xn ⇒ X.
Hence, the above theorem states that a sequence of Markov processes converge to a
limiting Markov process if the corresponding operator semigroups and the initial distribu-
tions converge. An effective way of establishing convergence of operator semigroups is by
showing convergence of their corresponding generators which are defined below.
Definition C.2.4. The (infinitesimal) generator of a semigroup T = {T (t), t ≥ 0} is a
linear operator A on C¯(E) defined as
Af = lim
t↓0
T (t)f − f
t
, (C.12)
for all f ∈ C¯(E) such that the above limit exists. The space on which the A is defined
is called the domain D(A) of A. A subspace D of D(A) is said to be the core of A if the
closure of the restriction of A to D is equal to A.
The core of the generator A of semigroup T = {T (t), t ≥ 0} can be identified using the
following proposition.
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Proposition C.2.1 ([28], p. 17, Proposition 3.3). Let A be the generator of a strongly
continuous contraction semigroup {T (t), t ≥ 0} on C¯(E). Let D0 and D be dense subspaces
of C¯(E) with D0 ⊂ D ⊂ D(A), where D(A) is the domain of A. If T (t) : D0 → D for all
t ≥ 0, then D is the core of A.
Finally, we provide the necessary and sufficient condition for convergence of a sequence
of operator semigroups in terms of their corresponding generators.
Theorem C.2.3 ([28], p. 28, Theorem 6.1). For n ∈ N, let Tn and T be strongly continuous
contraction semigroups on C¯(E) with generators An and A, respectively. Let D ⊂ D(A) ⊂
C¯(E) be the core of A. Then the following statements are equivalent
(i) For each f ∈ C¯(E), Tn(t)f → T (t)f for all t ≥ 0, uniformly on bounded intervals.
(ii) For each f ∈ C¯(E), Tn(t)f → T (t)f for all t ≥ 0.
(iii) For each f ∈ D, Anf → Af .
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