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Abstract
We show that the invariants of a free associative algebra of finite rank under a linear action of a finite-
dimensional Hopf algebra generated by group-like and skew-primitive elements form a finitely generated
algebra exactly when the action is scalar. This generalizes an analogous result for group actions by auto-
morphisms obtained by Dicks and Formanek, and Kharchenko.
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0. Introduction
Given a finite-dimensional vector space V over a field k and a finite subgroup G of the group
GL(V ) of all invertible linear operators on V , the action of the elements of G on V can be extended
to the tensor algebra T (V ) of V in a natural way. The elements of G become, then, automorphisms
of T (V ). We say that G is a group of linear automorphisms of the algebra T (V ). Fixing a basis,
say, {x1, . . . , xr}, of V , G can be regarded as a subgroup of the general linear group GL(r, k) and
T (V ) becomes isomorphic to the free associative algebra R = k〈x1, . . . , xr 〉.
The subalgebra RG of invariants of R under the action of G, defined to be the set of all
elements f ∈ R such that f σ = f , for all σ ∈ G, has been an object of interest for some time. In
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particular, questions regarding presentations for it have been addressed. Lane [11] and Kharchenko
[7] have proved independently that RG is a free algebra over k on a set of homogeneous elements.
Somewhat later, Dicks and Formanek [3], and Kharchenko [9], again independently, showed that
RG is a finitely generated algebra exactly when G is a group of scalar matrices, and is, therefore,
cyclic. Kharchenko’s proof has been later simplified by Dicks and this new argument appears in
[2, Theorem 6.10.4] and in [13, Theorem 32.7].
Lie algebras of derivations of free algebras have a similar behavior with regards to constants.
More precisely, given a finite-dimensional restricted Lie algebra L of linear derivations of R,
Jooste [6] and, independently, Kharchenko [8] have proved that the subalgebra of constants RL =
{f ∈ R : f δ = 0, for all δ ∈ L} is free over k on a set of homogeneous generators. It was then
natural to consider the question regarding finite generation of RL. It follows from the work of
Koryukin [10] that exactly the same situation holds: RL is finitely generated as an algebra if and
only if L consists entirely of scalar derivations. In [4], the authors show that Dicks’ proof for the
automorphism case can be adapted to take into account derivations.
Actions of groups by automorphisms and of Lie algebras by derivations are instances of Hopf
algebra actions on rings. In fact, it was proved in [5] that a free algebra under a homogeneous
action by a Hopf algebra has free invariants. In the present paper we address the question of finite
generation of the subalgebra of invariants. We show that whenever a finite-dimensional Hopf
algebra which is generated by group-like and skew-primitive elements acts in a linear fashion on
a free algebra, the subalgebra of invariants is a finitely generated subalgebra if and only if the
action is scalar. The proof of this fact is based on Dicks’ proof for the automorphisms case.
1. Notation
In this section we fix notation and nomenclature.
Let k be a field. All algebras in this paper will be algebras over k.
We shall adhere to the standard notation of Hopf algebra theory. So, for instance, if H is
a Hopf algebra, then ε and  will denote the counit and comultiplication of H , respectively.
We shall also use Sweedler’s notation (h) =∑(h) h(1) ⊗ h(2) for the comultiplication on an
element h ∈ H . An element σ ∈ H is called a group-like element if σ /= 0 and (σ ) = σ ⊗ σ .
The set of group-like elements is linearly independent over k and forms a group under multipli-
cation. Given group-like elements σ, τ ∈ H , an element δ ∈ H is said to be (σ, τ )-primitive if
(δ) = δ ⊗ σ + τ ⊗ δ. We say simply that δ is a skew-primitive element if the reference to σ
and τ is not necessary. A primitive element is just a (1, 1)-primitive element. Finally if σ is a
group-like element, then ε(σ ) = 1, whereas if δ is a skew-primitive element, then ε(δ) = 0. (For
these and other basic facts on Hopf algebras we refer to [14].)
Let H be a Hopf algebra and let A be an algebra. Suppose that H acts on A, that is, suppose
that A is an H -module algebra (see [12, Chapter 4]). The subalgebra of invariants of A under H
is defined by AH = {a ∈ A : h · a = ε(h)a, for all h ∈ H }.
We shall be concerned with Hopf algebra actions on free algebras.
Let X be a nonempty set and letF = 〈X〉 denote the free monoid on X. Let R = k〈X〉 denote
the free associative algebra on X over k. The algebra R is then a vector space over kwith basisF.
As usual, given f =∑w∈F λww ∈ R, with λw ∈ k, for all w ∈F, the support of f is defined
to be the following subset ofF:
supp(f ) = {w ∈F : λw /= 0}.
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The free algebra R can be graded by the usual degree function on R, that is, R =⊕n0Rn, where
Rn stands for the linear span of all the monomials of length n.
Let H be a Hopf algebra which acts on R. We say that the action of an element h ∈ H on R is
linear, or thath acts linearly onR, if it induces a linear operator on the vector spaceV =∑x∈X kx.
In other words, the action of h on R is linear if for every y ∈ X, there exist scalars ηxy(h) ∈ k,
all but a finite number of which nonzero, such that
h · y =
∑
x∈X
ηxy(h)x.
The action of an element h of H on R is said to be scalar if it is linear, ηxx(h) = ηyy(h), for all
x, y ∈ X, and ηxy(h) = 0, for all x, y ∈ X with x /= y.
If X is finite, say, X = {x1, . . . , xr}, and h ∈ H acts linearly on R, we often write ηij (h) for
ηxixj (h) and write [h]X for the matrix [ηij (h)] ∈Mr (k). In this case, the action of h on R is scalar
if [h]X is a scalar matrix, say [h]X = ηIr , for some η ∈ k, where Ir stands for the r × r identity
matrix. When this is the case we shall say that the action of h is based on η.
The action of H on R is said to be linear if all h ∈ H act linearly on R and it is said to be
scalar if it is linear and all the elements of H act scalarly on R.
Note that if H acts linearly on R, then RH is a graded subalgebra. Hence if f ∈ RH , then all
of the homogeneous components of f lie in RH .
2. Scalar actions
We start by showing that finite generation of the invariants of a free algebra under a linear
action of a Hopf algebra is a consequence of the action being scalar. This, in fact, holds more
generally for finitely generated domains. We shall start with the following lemma.
Lemma 1. Let A be an algebra and let H be a Hopf algebra which acts on A. Let a, b ∈ A be
such that a, ab ∈ AH . If a is not a zero-divisor in A, then b ∈ AH .
Proof. For every h ∈ H , we have
ε(h)ab = h · (ab) =
∑
(h)
(h(1) · a)(h(2) · b) =
∑
(h)
ε(h(1))a(h(2) · b) = a(h · b).
Since a is not a zero-divisor, it follows that h · b = ε(h)b. Hence b ∈ AH . 
Theorem 2. Let A be a finitely generated algebra which is a domain and let H be a Hopf algebra
which acts on A. Suppose that A has a finite set X of generators such that for each h ∈ H, there
exists a λh ∈ k with h · x = λhx, for all x ∈ X. Then AH is a finitely generated algebra.
Proof. Let h ∈ H . Given x1, x2 ∈ X, we have
h · (x1x2) =
∑
(h)
(h(1) · x1)(h(2) · x2) =
⎛
⎝∑
(h)
λh(1)λh(2)
⎞
⎠ x1x2.
We note that the scalar
∑
(h) λh(1)λh(2) does not depend on x1 or x2. More generally, given a
product w of n elements of X, we can show, by induction on n, that there exists a scalar λh,n ∈ k
such that h · w = λh,nw.
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Let  be a basis for A formed by the disjoint union of {1} and a set of products of elements of
X. Define d(1) = 0 and for each v ∈ \{1}, if v = x1 · · · xn, with x1, . . . , xn ∈ X, let d(v) = n.
(Note that the way in which v is written as a product of elements of X might not be unique.
Here we are choosing a representation of v as product of elements of X and defining d(v) to be
the number of elements of X used in that representation.) Now, if v ∈  ∩ AH and d(v) = n,
then every product of n elements of X is in AH . This is so because for each h ∈ H , we have
λh,nv = h · v = ε(h)v. Since v is in the basis , it follows that ε(h) = λh,n and, therefore, if w
is a product of n elements of X, then h · w = λh,nw = ε(h)w.
Let a ∈ AH and let {αv ∈ k : v ∈ } be a family of scalars, all but a finite number equal to
zero, such that a =∑v∈ αvv. Define the support of a to be the set supp(a) = {v ∈  : αv /= 0}.
For every h ∈ H , we have, on the one hand, h · a = ε(h)a =∑v∈ αvε(h)v. On the other hand,
h · a = h ·
(∑
v∈
αvv
)
=
∑
v∈
αv(h · v) =
∑
v∈
αvλh,d(v)v.
Since  is a basis for R over k, it follows that ε(h)v = λh,d(v)v = h · v, for all v ∈ supp(a).
Hence, supp(a) ⊆ AH .
If AH = k1, then AH is trivially finitely generated. Otherwise, by what we have seen above,
there exist (nonempty) products of elements of X which are invariant. Let t the least positive
integer such that there exists an invariant element in A which is a product of t elements of X. We
shall show that AH is generated by the set of all products of t elements of X. Since X is finite,
this will imply that AH is finitely generated.
Let B be the subalgebra of A generated by all products of t elements of X. Our aim is to
show that B = AH . We know that B ⊆ AH . To prove the reverse inclusion, let a ∈ AH . Then,
as we have seen, supp(a) ⊆ AH . For each v ∈ supp(a), let q, r be nonnegative integers such that
d(v) = qt + r , with 0  r < t . Suppose that r > 0 and write v = uw, with u being a product of
qt elements of X and w being a product of r elements of X. Since u ∈ B ⊆ AH , it would follow,
by Lemma 1, that w ∈ AH . But this would contradict the minimality of t . Hence, r = 0 and thus
v ∈ B. Therefore, a ∈ B. So B = AH . 
A particular case of the above theorem is when A is a free algebra of finite rank on which H
acts scalarly. We shall return to that in the proof of Theorem 7 in the next section.
3. Finitely generated invariants
In the proof of [13, Theorem 32.7] and of the main theorem of [4], essential use of the fact
that there exist invariants and constants, respectively, containing monomials with arbitrary initial
segments in their support is made. In each case, an appropriate power of a standard polynomial
is shown to possess such a property. This combinatorial ingredient is no longer at our disposal in
the Hopf algebra context, for the action of the symmetric group does not commute with the action
of skew-derivations. Nevertheless, we can resort to a substitute construction resulting from the
lemma below.
We start by introducing some notation. For each positive integer n, let cn(y, z) be the following
element of the algebra k[y, z] of commutative polynomials over the field k in the indeterminates
y and z,
cn(y, z) =
n−1∑
i=0
yn−1−izi .
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Note that cn(y, z)(y − z) = yn − zn.
In what follows, X will denote a nonempty set, R = k〈X〉 the free algebra on X over k, and
H a Hopf k-algebra which acts linearly on R. Given w ∈F = 〈X〉, we shall write wF for the
set of monomials inF that are left divisible by w, that is,
wF = {wu : u ∈F}.
Lemma 3. Suppose that X is finite, say X = {x1, . . . , xr}, let σ, τ ∈ H be group-like elements
and let δ ∈ H be a (σ, τ )-primitive element. Suppose that σ and τ act scalarly on R, based on
η and μ, respectively, and that [δ]X is in Jordan normal form. Then for each positive integer n
and each i = 1, . . . , r, there exists a homogeneous f ∈ R of degree n satisfying
(i) δ · f = cn(η, μ)g, for some g ∈ R, and
(ii) supp(f ) ∩ xiF /= ∅.
Proof. Fix an i = 1, . . . , r and let J be the Jordan block of [δ]X containing the eigenvalue λ
on the ith diagonal entry of [δ]X. Let s be the positive integer such that the last occurrence of
λ in J lies on the sth diagonal entry of [δ]X. The figure below might help illustrate the choices of
J and s.
Then the element
f =
∑
j1+···+jn=i+(n−1)s
xj1 · · · xjn
satisfies both (i) and (ii). Indeed, it is easily checked that
δ · (xj1xj2 · · · xjn) = λcn(η, μ)xj1xj2 · · · xjn
+ ηn−1xj1+1xj2 · · · xjn
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+ ηn−2μxj1xj2+1 · · · xjn
+ · · ·
+ ημn−2xj1 · · · xjn−1+1xjn
+ μn−1xj1 · · · xjn−1xjn+1,
where each term in which there is an occurrence of xs+1 should be interpreted as being zero.
Therefore, δ · f = λcn(η, μ)f + f ′, where f ′ is an element of R with
supp(f ′) ⊆ {xk1 · · · xkn : k1 + · · · + kn = (i + 1) + (n − 1)s and kq  s,
for all q = 1, . . . , n}.
Note that the restrictions k1 + · · · + kn = (i + 1) + (n − 1)s and kq  s, for all q = 1, . . . , n,
for the elements xk1 · · · xkn in supp(f ′) imply kq  2, for all q = 1, . . . , n. Therefore, the ele-
ment xk1 · · · xkn occurs in the supports of the image of the action of δ on xk1−1xk2 · · · xkn ,
on xk1xk2−1 · · · xkn, . . . , and on xk1xk2 · · · xkn−1 with coefficients ηn−1, ηn−2μ, . . ., and μn−1,
respectively. Hence, f ′ = cn(η, μ)f ′′, for some f ′′ ∈ R. It follows that δ · f = cn(η, μ)(λf +
f ′′). Thus, f satisfies (i). For (ii), note that, by definition of f , xixs · · · xs ∈ supp(f ). 
For the next result, we need the following definition by Koryukin. Given non-negative integers
i, j, k, let τijk be the linear operator of Ri+j+k which, on monomials u ∈ Ri , v ∈ Rj , and w ∈ Rk ,
satisfies τijk(uvw) = uwv. A graded subalgebra S of R is called an algebra with inserts if
τijk(Si+j Sk) ⊆ Si+j+k , for all non-negative i, j, k. The next result is due to Koryukin. We include
a proof for the reader’s convenience.
Proposition 4 [10, Lemma 1.6]. The subalgebra of invariants RH is an algebra with inserts.
Proof. Let i, j, k be non-negative integers, let u and v be monomials of degrees i and j , respec-
tively, and let g ∈ RHk . Then for all h ∈ H , we have
h · τijk(uvg) = h · (ugv) =
∑
(h)
(h(1) · u)(h(2) · g)(h(3) · v)
=
∑
(h)
(h(1) · u)ε(h(2))g(h(3) · v)
=
∑
(h)
(h(1) · u)g(h(2) · v) = τijk((h · (uv))g),
since the action is linear. Hence, by the linearity of τijk , we have, for all f ∈ Ri+j and g ∈ RHk ,
h · τijk(fg) = τijk((h · f )g).
Therefore, if f ∈ RHi+j and g ∈ RHk then τijk(fg) ∈ RH . 
Corollary 5. Let x ∈ X. If there exists f ∈ RH with supp(f ) ∩ xF /= ∅ then, for each positive
integer k, there exists f¯ ∈ RH such that supp(f¯ ) ∩ xkF /= ∅.
Proof. We prove this fact by induction on k. We can assume that f is homogeneous, for the
action of H is linear. Let m be the degree of f and let xw ∈ supp(f ), for some w ∈F. If
76 V.O. Ferreira, L.S.I. Murakami / Linear Algebra and its Applications 420 (2007) 70–78
k = 1, there is nothing to prove. Suppose that k > 1 and assume that there exists a homogeneous
f˜ ∈ RH of degree t , with supp(f˜ ) ∩ xk−1F /= ∅, say xk−1w˜ ∈ supp(f˜ ), where w˜ ∈F. Then
f¯ = τk−1,t−k+1,m(f˜ f ) is invariant, by the previous lemma, and xkww˜ ∈ supp(f¯ ). 
The following is a well known fact. It follows, for instance, from [12, Lemma 5.5.1].
Proposition 6. A Hopf algebra which is generated as an algebra by group-like and skew-primitive
elements is pointed.
Finally, we shall make use of the following Galois correspondence.
Correspondence Theorem 1 [5, Theorem 1.2]. Let X be a set with |X| > 1, and let R = k〈X〉
be the free algebra on X over k. Let H be a finite-dimensional pointed Hopf algebra which acts
faithfully and linearly on R. Then there exists an inclusion-inverting one-to-one correspondence
between the set of all free subalgebras of R containing RH and the set of all right coideal
subalgebras of H.
We are ready to state and prove the main result of the paper.
Theorem 7. Let X be a nonempty set, and let R = k〈X〉 be the free algebra on X over k. Let H
be a finite-dimensional Hopf algebra which acts faithfully and linearly on R. Suppose that H is
generated by group-like and skew-primitive elements. Then the subalgebra of invariants RH is
finitely generated if and only if X is finite and the action of H on R is scalar.
Proof. If X is finite and the action of H on R is scalar, then RH is finitely generated by Theorem
2.
Conversely, suppose RH is finitely generated. Then there exist x1, . . . , xn ∈ X such that RH ⊆
k〈x1, . . . , xn〉. If X were infinite there would exist an infinite chain of proper inclusions
RH ⊆ k〈x1, . . . , xn〉 k〈x1, . . . , xn, xn+1〉 k〈x1, . . . , xn, xn+1, xn+2〉 · · ·
of free subalgebras of R containing RH . By the Correspondence Theorem, there would also
exist an infinite chain of proper inclusions of subalgebras of H , which is impossible, since H is
finite-dimensional. Therefore, X is finite.
If X contains one single element, then any linear action is scalar. Thus we can assume that
|X| > 1, say X = {x1, . . . , xr}. Let H0 denote the Hopf subalgebra kG of H , where G is the
group of all group-like elements of H . (Since H is pointed, by Proposition 6, H0 coincides with
the coradical of H .) By the Correspondence Theorem, RH0 is a free subalgebra of R containing
RH and, by the same argument as above, RH0 is finitely generated. Since H is finite-dimensional,
G is finite. So, by [3, Theorem 5.3], the action of H0 on R is scalar.
Since H is generated by G and skew-primitive elements, it remains to show that each skew-
primitive element acts scalarly on R. To prove that, we start by remarking that it can be assumed
that k is algebraically closed, for if k¯ denotes the algebraic closure of k, then the action of H on R
induces an action of H = k¯⊗k H on R = k¯⊗k R such that RH = k¯⊗k RH is finitely generated.
Let δ ∈ H be a (σ, τ )-primitive element, where σ , τ are group-like elements with actions based
on η and μ, respectively. Consider the subalgebra H(δ) of H generated by {δ, σ, τ }. Then H(δ) is
clearly a Hopf subalgebra of H and, by the Correspondence Theorem, RH(δ) is a finitely generated
free subalgebra of R. Now, under our assumption that k is algebraically closed, we can further
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assume that [δ]X is in Jordan normal form, since any basis for the vector space V =∑x∈X kx is
a set of free generators of R giving rise to the same grading.
We shall start by showing that [δ]X is a diagonal matrix. Suppose otherwise. After reordering
the basis, if necessary, we would have δ · x1 = λx1 + x2 and δ · x2 = λx2 + ζx3, where λ, ζ ∈ k,
ζ = 0 or ζ = 1, and x1, x2 ∈ supp(δ · xi), for i  3. Let A be the set of all monomials different
from 1 which occur in the support of the elements of a finite set of generators for RH(δ). We claim
that there is an m  1 such that xm1 ∈ A. In fact, it is sufficient to show that there exists φ ∈ RH(δ)
satisfying
supp(φ) ∩ x1F /= ∅. (*)
Indeed, having such an invariant φ, using Corollary 5, we can produce a φ¯ ∈ RH(δ) with supp(φ¯) ∩
xk1F /= ∅, say xk1w ∈ supp(φ¯), where k is an integer greater than the degrees of the elements of
A and w ∈F. Since xk1w is a product of elements of A we must have xm1 ∈ A, for some m  1.
In order to exhibit such an invariant element, let f ∈ R be the element obtained in Lemma 3
with i = 1 and n = |G|. We have δ · f = cn(η, μ)g, for some g ∈ R, and supp(f ) ∩ x1F /= ∅.
Since σ, τ ∈ G, we have σn = τn = 1 and, therefore, ηn = μn = 1. If, on the one hand, η /= μ,
it follows that cn(η, μ) = 0; hence δ · f = 0 = ε(h)f , that is, f is invariant under δ. Since f
is homogeneous of degree n it also follows that σ · f = τ · f = f . Thus f ∈ RH(δ). So φ = f
satisfies (*). On the other hand, ifη = μ, thenσ = τ , for the action ofH onR is faithful. In this case
σ−1δ is a primitive element. Therefore, the characteristic of kmust be positive, otherwise, the sub-
algebra of H generated by σ−1δ would be infinite-dimensional. Since cn(η, η) = nηn−1, we have
δ · f k = knηn+k−2gk , for every k  1. If p is the characteristic of k, then δ · f p = 0 = ε(h)f p,
that is, f p is invariant under δ. Again, because it is homogeneous of degree pn, f p is also invariant
under σ and τ . So, a fortiori, f p ∈ RH(δ). In this case φ = f p is an invariant element satisfying
(*).
Now take a homogeneous d ∈ RH(δ) of degree m with xm1 ∈ supp(d) and write d = xm1 +
νxm−11 x2 + d¯, with ν ∈ k and xm1 , xm−11 x2 ∈ supp(d¯). Then
δ · d = λcm(η, μ)xm1 + μm−1xm−11 x2
+ νληcm−1(η, μ)xm−11 x2 + νλμm−1xm−11 x2 + ¯¯d
where xm1 , x
m−1
1 x2 ∈ supp( ¯¯d). Since δ · d = 0, by comparing coefficients, we get λcm(η, μ) = 0
and 0 = νλ(ηcm−1(η, μ) + μm−1) + μm−1 = νλcm(η, μ) + μm−1 = μm−1,which impliesμ =
0, a contradiction. Therefore [δ]X must be a diagonal matrix. So, there exist λ1, . . . , λr ∈ k such
that δ · xi = λixi , for i = 1, . . . , r .
In order to show that all these λi are equal, we observe that there exists w ∈F such that
wxi ∈ A for every i = 1, . . . , r , otherwise we would be able to construct a monomial w¯ of degree k
(where k was chosen to be an integer greater than the degrees of all the elements of A) whose initial
segments would all lie outside A. However this could not happen, since, for each i = 1, . . . , r ,
there exists fi ∈ RH(δ) with xiF ∩ supp(fi) /= ∅ (this can be proved in the same way as we have
done for i = 1 using Lemma 3). But because RH(δ) is an algebra with inserts we would eventually
be able to produce an f ∈ RH(δ) with w¯F ∩ supp(f ) /= ∅. Now this would imply that some initial
segment of w¯ should be an element of A; a contradiction. Write w = xi1xi2 · · · xit . So δ · w = ξw,
where ξ =∑tj=1 λij ηt−jμj−1. Therefore 0 = δ · (wxi) = ξηwxi + μtλiwxi so, λi = −μ−t ηξ ,
for every i = 1, . . . , r . Hence, the action of δ is scalar. 
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We believe the hypothesis on H being generated by group-like and skew-primitive elements
not to be too restrictive, for a great number of finite-dimensional pointed Hopf algebras do have
this property. In fact, it has been conjecture in [1, 1.4] that all finite-dimensional pointed Hopf
algebras over an algebraically closed field of characteristic 0 are generated as algebras by group-
like and skew-primitive elements. In view of that it would not seem unreasonable to believe that
Theorem 7 holds for arbitrary finite-dimensional pointed Hopf algebras, but we do not have a
proof for this fact.
Acknowledgments
The authors would like to thank the referee for having suggested the present version of Theorem
2 which substantially generalizes the original one, and has a simpler proof. We would also like
to thank Jair Donadelli Jr. for an idea that has been essential in the proof of Lemma 3.
References
[1] N. Andruskiewitsch, H.-J. Schneider, Finite quantum groups and Cartan matrices, Adv. Math. 154 (1) (2000) 1–45.
[2] P.M. Cohn, Free Rings and Their Relations, second ed., Academic Press, London, 1985.
[3] W. Dicks, E. Formanek, Poincaré series and a problem of S. Montgomery, Linear and Multilinear Algebra 12 (1)
(1982–1983) 21–30.
[4] V.O. Ferreira, L.S.I. Murakami, Finitely generated constants of free algebras, in: Groups, Rings, and Group Rings,
Lecture Notes in Pure and Appl. Math., vol. 248, Chapman & Hall/CRC, Boca Raton, FL, pp. 149–153.
[5] V.O. Ferreira, L.S.I. Murakami, A. Paques, A Hopf–Galois correspondence for free algebras, J. Algebra 276 (1)
(2004) 407–416.
[6] T.W. Jooste, Primitive derivations in free associative algebras, Math. Z. 164 (1) (1978) 15–23.
[7] V.K. Kharchenko, Algebras of invariants of free algebras, Algebra Log. 17 (4) (1978), 478–487, 491 (English
translation in Algebra Logic 17 (4) (1978) 316–321 (1979)).
[8] V.K. Kharchenko, Constants of derivations of prime rings, Izv. Akad. Nauk SSSR Ser. Mat. 45 (2) (1981), 435–461,
464 (English translation in Math. USSR-Izv. 18 (2) (1982) 381–401).
[9] V.K. Kharchenko, Noncommutative invariants of finite groups and Noetherian varieties, J. Pure Appl. Algebra 31
(1–3) (1984) 83–90.
[10] A.N. Koryukin, On noncommutative invariants of bialgebras, Algebra Log. 33 (6) (1994), 654–680, 716 (English
translation in Algebra Log. 33 (6) (1994) 366–380 (1995)).
[11] D. Lane, Free algebras of rank two and their automorphisms, Ph.D. thesis, London, 1976.
[12] S. Montgomery, Hopf Algebras and Their Actions on Rings, Amer. Math. Soc., Providence, RI, 1993.
[13] D.S. Passman, Infinite Crossed Products, Academic Press, Boston, MA, 1989.
[14] M. Sweedler, Hopf Algebras, W.A. Benjamin, New York, 1969.
