Abstract. "Reduction" of linear operators is effected by commuting projections; the spectrum of the operator is then the union of the spectra of its range and null space restrictions. Disjointness of these partial spectra implies that the projection "double commutes" with the operator, which in turn can be recognised as a curious kind of "exactness". Variants of this exactness correspond to various kinds of disjointness between the partial spectra.
Introduction
"Reduction" of an operator T on a linear space X means writing X = X 0 ⊕ X 1 as the direct sum of a pair of complementary invariant subspaces T X j ⊆ X j for T : the philosophy is that each of the induced operators T j is in some sense simpler than the original operator T , whose behaviour on X can be reconstructed from the behaviour of T 0 and T 1 . When X is a Banach space and T is continuous it is natural to ask that the subspaces X j be closed also; then the open mapping theorem says that there is a bounded projection Q = Q 2 ∈ BL(X, X) with QT = T Q, (0.1) commuting with T , whose range and null space furnish the subspaces X 1 = Q(X) and X 0 = Q −1 (0).
In this situation the behaviour of T is rather easily recovered from T 1 and T 0 ; for example the spectrum
Of course it is not at all clear that such reduction can be achieved in a non-trivial way: the operator T may have no invariant subspaces other than {0} and X, such invariant subspaces may not have closed complements, and if they are complemented, they may not have invariant complements. One situation in which such a projection certainly can be found is when the spectrum of T can be written as a disjoint union of closed subsets
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A projection Q satisfying (0.1) is given by a Cauchy integral
Here the disjoint subsets of the spectrum coincide with the spectra of the restricted operators
Notice in particular that the reduced operators T j induced on the invariant subspaces have mutually disjoint spectra. This need not always happen: in a provocative observation Koliha [8] has noticed that in finite dimensions it is necessary and sufficient that Q is in the "double commutant" ([3, Definition 7.1.1]) of T . If S ∈ BL(X, X) is arbitrary, there is the implication
In infinite dimensions the situation is more complicated, and it is the purpose of this discussion to classify various relationships between the projection Q and the operator T according to various kinds of disjointness between the spectra of the reduced operators. The discussion can be extended to Banach algebra elements, although it is helpful if the algebras behave to some degree like algebras of operators; the conditions are that they should be "prime", or "ultraprime". Specifically ([6, Definition 5]) an algebra G is prime if there is the implication
and ultraprime if there is k > 0 for which
This is satisfied if in particular G = BL(X, X) is the bounded operators on a Banach space. If Q = Q 2 ∈ G is an idempotent in a complex Banach algebra G, with an identity I, then we can represent elements of G as 2 × 2 "operator matrices", writing An element T ∈ G commuting with Q can be written as
The partial spectra σ(T 1 ) and σ(T 0 ) are given by the spectra σ A (a) and σ B (b) relative to the "corner" algebras A ∼ = QGQ and B ∼ = (I − Q)G(I − Q). The condition that Q be in the double commutant of T turns out to be weaker than the disjointness of the spectra σ(a) and σ(b): we shall see that it lies somewhere between disjointness of "point spectra" π(a) and π(b) and disjointness of "approximate point spectra" τ (a) and τ (b). We recall ([3, Definition 9. 
Also the left and the right approximate point spectrum of T in G are the simultaneous approximate eigenvalues of the same operators
and
The one way spectral mapping theorem ([3, Theorem 11.
2.2]) says that there is inclusion, for each
for m-tuples of non-commutative polynomials f : G n → G m , with equality ([3, Theorem 11.3.4]) when ω = τ lef t , τ right for commuting systems T ∈ G n . In particular, in the situation of (0.2), we look at pairs
The one way spectral mapping theorem gives inclusion
and also
Further, if the algebra G is prime then there is equality in (0.4), and if the algebra G is ultraprime there is equality in (0. In effect if the algebra G is prime, then so is the induced category of four "objects" {A, M, N, B}. In the same way ultraprimeness for G transfers to ultraprimeness for {A, M, N, B}.
In this generality the disjointness of partial spectra σ(a) and σ(b) says something stronger than double commuting about the projection Q:
if and only if Q is a holomorphic function of T :
Proof. Here we write Q ∈ Holo ( 
It is clear from the functional calculus that holomorphic functions of a Banach algebra element lie in the double commutant, so that we can expect the double commutant condition to be somewhat weaker than the disjointness of the full spectra.
Theorem. If a ∈ A and b ∈ B have disjoint approximate point spectra, in the sense that
then Q is in the double commutant of T :
If in particular the algebra G is prime, then conversely this implies that point spectra are disjoint:
Now from (2.4) follow the implications
In words the operators
Now the one way spectral mapping theorem (0.3) says (2.6) and this with the prime condition (equality in (0.4)) gives disjointness (2.3). Conversely the condition (2.5), and a fortiori the stronger condition
is sufficient for the double commutivity (2.4), and then (2.7) follows from (2.1). Neither primeness nor ultraprimeness is needed at this stage, but we do need the two-way spectral mapping theorem for τ so that there is equality in (0.3):
The condition (2.5) is equivalent to the condition (2.4) and hence also (2.2), but possibly stronger than the disjointness (2.3): suppose for example b = a with π lef t (a) = ∅. A specific example would be the forward shift. When the algebra G is ultraprime however the conditions (2.1) and (2.7) are the same. A feeble intimation of the disjointness (1.1) follows (cf. [6, (11. 2)]) from the disjointness of the point spectra, and hence from the double commutant condition (2.2):
Even in finite dimensions the double commutant condition (2.2), and hence also the disjointness condition (1.1), need not hold ([8] Example 3.1). Provided the disjointness condition (1.1) is satisfied, the idempotent Q = ( 1 0 0 0 ) of (1.2) and (2.2) is the only projection commuting with the element T = ( a 0 0 b ) ∈ G which induces the correct spectra for the elements a ∈ A and b ∈ B: for if P is another, then by a joint spectrum argument ([5] (6.7)) the spectrum of each of the projections Q − QP and P − QP reduces to {0}. The arguments that (1.2) implies (1.1) and that (2.1) implies (2.2) are due to Koliha [8] , in the finite dimensional case, where of course (1.1) and (2.3) are equivalent. Implication (2.1)=⇒(2.2) is also a consequence of Rosenblum's theorem ([10, Corollary 0.14]). For matrices we can actually deploy the Euclidean algorithm to show [7] , [9] 
Example. If
is the algebra of bounded operators on the sequence space X = 2 and if u ∈ A is the forward shift (ξ 1 , ξ 2 , ξ 3 
Proof. Necessary and sufficient for ( Since the operator I − L u − R u is one-to-one this forces m = n = 0. To see this recall the backward shift v ∈ A, so that vu = 1 = uv: now if ux + xu = x and w ∈ A is arbitrary we claim that there is implication
The first implication here is elementary algebra, and the second follows because 1 − u ∈ A has dense range. By induction, starting with w = 1, it follows that if ux + xu = x, then
so forcing x = 0. Thus we have (3.1): for (3.2) observe
and recall Theorem 1.
If we write T = ( a 0 0 b ) as in (0.2) and define P : G → G by setting
then the commutant condition (2.4) can be written in the form
which is of course equivalent to the spectral condition (2.5). The stronger spectral condition (2.7) should therefore be equivalent to a strengthened version ([3, Definition 10. 
Proof. We claim that (2.7) is equivalent to the following "comparison" (cf. [3, Definition 10.1.1]): there is k > 0 for which
To see this observe, for arbitrary a , m , n , b ,
This proves that the boundedness below (2.7) is sufficient for the operator majorization (4.2), taking the norm of an operator matrix to be the maximum of the norms of its entries. Conversely apply L T − R T to ( 0 m 0 0 ) and to ( 0 0 n 0 ). It is clear that (4.2) is sufficient for (4.1): take V n = U for each n ∈ N. Conversely if (4.1) holds, then premultiply by P and subtract to obtain (4.2), with (1 + P )k in place of k.
Even stronger than (4.1) is "split exactness":
Theorem. With the notation of (3.4), disjointness
implies that there are U and V on G for which
which in turn, provided G is ultraprime, implies disjointness (2.1).
Proof. We prove that left invertibility
is equivalent to the factorization 
If ( 
The spectral theory argument ([6, Lemma 3, Theorem 4]) says that the "co approximate point spectrum" or defect spectrum of the multiplication operator L a − R b on M is given by the algebraic difference between the right and left spectra of a and b: Proof. Recall, following Schmoeger [11] , the "difference quotient" δ α f of a holomorphic function f : U → C at a point α ∈ U : Thus the condition (7.1), together with the equivalence (7.5), ensures that the operator ϕ(L a −R b ) is bounded below, in particular one-to-one. This in the formula (7.6) gives the inclusion (7. 
