Crossing Probabilities of Multiple Ising Interfaces by Peltola, Eveliina & Wu, Hao
Crossing Probabilities of Multiple Ising Interfaces
Eveliina Peltola
eveliina.peltola@unige.ch
Section de Mathe´matiques, Universite´ de Gene`ve, Switzerland
Hao Wu
hao.wu.proba@gmail.com
Yau Mathematical Sciences Center, Tsinghua University, China
Abstract
We prove that in the scaling limit, the crossing probabilities of multiple interfaces in the critical
planar Ising model with alternating boundary conditions are conformally invariant expressions
given by the pure partition functions of multiple SLEκ with κ = 3. In particular, this identifies
the scaling limits with ratios of specific correlation functions of conformal field theory.
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1 Introduction
The planar Ising model is arguably one of the most studied lattice models in statistical physics. It was
introduced in the 1920s by W. Lenz as a model for magnetic materials (and could hence be also termed the
“Lenz-Ising model”). In the 1920s, this model was further studied by Lenz’s student, E. Ising, who proved
that there is no phase transition in dimension one, leading him to conjecture that this is the case also
in higher dimensions. However, as R. Peierls showed in 1936, in two dimensions an order-disorder phase
transition in fact occurs at some critical temperature, identified soon thereafter by a duality argument in
the work of H. Kramers and G. Wannier (1941), and rigorously proven by L. Onsager in 1944. During the
next decades, renormalization group arguments and the introduction of conformal field theory suggested
that, due to its continuous (second-order) phase transition, at criticality the Ising model should enjoy
conformal invariance in the scaling limit [BPZ84, Car96]. Ever since, there has been active research to
understand the 2D Ising model at criticality, with recent success towards proving the conformal invariance
via methods of discrete complex analysis [Smi06, Smi10, CS12, CI13, HS13, CDCH+14].
In this article, we consider the critical Ising model on a δ-scaled square lattice approximation of a
simply connected subdomain of the plane, with δ > 0 small. We impose alternating boundary conditions,
that is, we divide the boundary into 2N segments, N of which have spin ⊕ and N spin 	, and the
different segments alternate — see Section 5 for details. With such boundary conditions, N macroscopic
interfaces connect pairwise the 2N marked boundary points, as illustrated in Figure 1.1. Supplementing
the results of [CDCH+14], it was proved in [Izy17] that “locally” (i.e., up to a stopping time), these
interfaces converge in the scaling limit to a multiple Schramm-Loewner evolution, N -SLEκ, with κ = 3.
The interfaces can form a Catalan number CN =
1
N+1
(2N
N
)
of possible planar connectivities, as also
illustrated in Figure 1.1. We label them by (planar) link patterns α = {{a1, b1}, . . . , {aN , bN}}, where
{a1, b1, . . . , aN , bN} = {1, 2, . . . , 2N}, and we denote by LPN the set of the link patterns of N links {aj , bj}.
We also denote by Aδ the planar connectivity formed by the N discrete interfaces. We are interested in
the crossing probabilities P[Aδ = α] with α ∈ LPN , as functions of the marked boundary points.
We prove that, for any number 2N of marked boundary points and for any link pattern α ∈ LPN , the
crossing probability P[Aδ = α] converges in the scaling limit to a conformally invariant function expressed
in terms of the pure partition functions of multiple SLE3. Notably, this identifies the scaling limits of the
Ising crossing probabilities as ratios of specific correlation functions of conformal field theory (CFT) —
those of a degenerate field on the boundary with conformal weight h1,2 = 1/2 in a CFT of central charge
c = 1/2. Furthermore, our results imply that the scaling limit of the interfaces is in fact the “global”
multiple SLE3 which is the sum of the extremal multiple SLE3 probability measures associated to the
various possible connectivity patterns of the interfaces. In particular, the corresponding Loewner chains
are generated by transient curves.
To state our main result, we fix a simply connected domain Ω ( C and 2N distinct boundary points
x1, . . . , x2N ∈ ∂Ω in counterclockwise order, lying on locally connected boundary segments. We call
(Ω;x1, . . . , x2N ) a (topological) polygon, and when N = 1, we also call (Ω;x1, x2) a Dobrushin domain.
Suppose now that Ω is bounded. A sequence
Ä
(Ωδ;xδ1, . . . , x
δ
2N )
ä
δ>0
of discrete polygons, defined in
Section 5, is said to converge to (Ω;x1, . . . , x2N ) as δ → 0 in the Carathe´odory sense if there exist
conformal maps f δ (resp. f) from the unit disc U = {z ∈ C : |z| < 1} to Ωδ (resp. from U to Ω) such that
f δ → f on any compact subset of U, and for all j ∈ {1, . . . , 2N}, we have lim
δ→0
(f δ)−1(xδj) = f−1(xj).
Theorem 1.1. Let discrete polygons (Ωδ;xδ1, . . . , x
δ
2N ) on δZ2 converge to (Ω;x1, . . . , x2N ) as δ → 0 in
the Carathe´odory sense. Consider the critical Ising model in Ωδ with alternating boundary conditions.
Denote by Aδ the connectivity pattern formed by the N discrete interfaces. Then we have
lim
δ→0
P[Aδ = α] = Zα(Ω;x1, . . . , x2N )
Z(N)Ising(Ω;x1, . . . , x2N )
, for all α ∈ LPN , where Z(N)Ising :=
∑
α∈LPN
Zα, (1.1)
and {Zα : α ∈ LPN} are the pure partition functions of multiple SLE3.
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Figure 1.1: Critical Ising model simulations in a 100×100 square, with alternating boundary conditions.
There are five possible planar connectivities, which can be grouped into two groups by rotational symme-
try. Due to the rotational symmetry, the total partition function is of the form Z(N)Ising =
∑
α∈LPN Zα.
We define the pure partition functions Zα of multiple SLEs in Section 2.2. They are uniquely char-
acterized as solutions of certain boundary value problems for partial differential equations. The total
partition function ZIsing has an explicit Pfaffian formula, already well-known in the physics literature,
and appearing, e.g., in [KP16, Izy17, PW19] in the context of SLEs. From the point of view of conformal
field theory, these partition functions are associated to the free fermion (or the energy density) on the
boundary [ID89, DFMS97, Hon10, HS13, FSKZ17].
Analogues of Theorem 1.1 also hold for other critical planar statistical mechanics models whose bound-
ary conditions are symmetric under cyclic permutations of the marked boundary points (i.e., rotationally
symmetric). In the appendices to the present article, we discuss the following examples:
• Gaussian free field, whose level lines are SLEκ curves with κ = 4;
• chordal loop-erased random walks, which converge in the scaling limit to SLEκ with κ = 2.
Both of these examples are exactly solvable: explicit formulas for connection probabilities for loop-
erased random walks and level lines of the Gaussian free field, and for crossing probabilities in the
double-dimer model, were found by R. Kenyon and D. Wilson in [KW11] and further related to SLEs
in [KKP17, PW19]. The other lattice models seem less exactly solvable — formulas for discrete crossing
probabilities have not been found, and in the scaling limit only certain very special cases are known:
in critical percolation, the case of N = 2 is given by Cardy’s formula [Car92, Smi01] and the case of
N = 3 was solved by J. Dube´dat [Dub06, Section 4.4]; in the critical Ising model, the case of N = 2
and certain other special cases appear in K. Izyurov’s work [Izy15]. In general, crossing probabilities in
critical percolation do not seem exactly solvable even in the scaling limit, but nevertheless do admit a
characterization by multiple SLEκ partition functions with κ = 6. We leave the verification of this for
future work.
As a final note, in the random cluster representation of the Ising model (i.e., FK-Ising model), each
connection probability describes a natural percolation event, but the boundary conditions are not ro-
tationally symmetric. K. Izyurov showed in [Izy15] that at criticality, probabilities of certain unions of
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such events have conformally invariant scaling limits, expressed by quadratic irrational functions. In gen-
eral, however, the problem of finding connection probabilities for the FK-Ising case remains open. With
judiciously found total partition function ZFK for this model, analogue of Theorem 1.1 should also hold.
Outline. The article is organized as follows. Section 2 is devoted to preliminaries: we briefly discuss
SLEs, their basic properties, and define the multiple SLE (pure) partition functions. In the next Section 3,
we focus on the case of κ = 3 and prove crucial results concerning the multiple SLE3 partition function
ZIsing. Section 4 consists of the analysis of the Loewner chain associated to this partition function, leading
to Theorem 4.1: the Loewner chain is indeed a transient curve. This is one of the main difficulties in the
proof, and relies on fine properties of the partition function ZIsing from Section 3.
In Section 5, we first briefly discuss the Ising model and some existing results on the convergence of
Ising interfaces, and then prove the main result of this article, Theorem 1.1. For the proof, we need the
following inputs. First, the convergence of multiple Ising interfaces in a local sense, from [Izy17]. Second,
continuity of the scaling limit curves up to and including the swallowing time of the marked points, which
follows by standard Russo-Seymour-Welsh estimates and Aizenman-Burchard & Kemppainen-Smirnov
theory. Third, continuity of the Loewner chain associated to the multiple SLE3 partition function ZIsing
up to and including the swallowing time of the marked points, that we establish in Theorem 4.1. To
finish the proof of Theorem 1.1, we combine all of these inputs in Section 5.3 with detailed analysis of the
martingale given by the ratio Zα/ZIsing, relying on fine properties of partition functions from Section 3.
Lastly, Appendices A and B briefly summarize results similar to Theorem 1.1 for Gaussian free field
and loop-erased random walks.
Acknowledgments. We thank K. Izyurov for pointing out the useful identity (3.11) and discussing the
limitations of his work. We have also enjoyed discussions with V. Beffara, N. Berestycki, and K. Kyto¨la¨ on
this topic. E.P. is supported by the ERC AG COMPASP, the NCCR SwissMAP, and the Swiss NSF. H.W.
is supported by the Thousand Talents Plan for Young Professionals. Parts of this work was completed
during E.P.’s visit at the Institut Mittag-Leffler, and during the authors’ visit to the MFO, which we
cordially thank for hospitality. This paper was finished during and after the workshop “Random Conformal
Geometry and Related Fields” at Seoul, and we kindly thank the organizers for the inspiring meeting.
2 Partition Functions of Multiple SLEs
In this section, we briefly discuss Schramm-Loewner evolutions (SLE) and their partition functions. For
background concerning SLEs, the reader may consult the literature [Sch00, Law05, RS05].
Fix a simply connected domain Ω ( C. We define a Dobrushin domain to be a triple (Ω;x, y) with
x, y ∈ ∂Ω two distinct points on locally connected boundary segments. In general, given 2N distinct
boundary points x1, . . . , x2N ∈ ∂Ω in counterclockwise order (on locally connected boundary segments),
we call (Ω;x1, . . . , x2N ) a (topological) polygon. We say that U ⊂ Ω is a sub-polygon of Ω if U is simply
connected and U and Ω agree in neighborhoods of x1, . . . , x2N , and in the case of N = 1, we also call it a
Dobrushin subdomain. Finally, when the boundary of Ω is sufficiently regular (e.g., C1+ for some  > 0)
in neighborhoods of all of the marked points x1, . . . , x2N , we say that (Ω;x1, . . . , x2N ) is nice.
2.1 Schramm-Loewner Evolutions
For κ ≥ 0, the (chordal) Schramm-Loewner evolution, SLEκ, can be thought of as a family of probability
measures P(Ω;x, y) on curves, indexed by Dobrushin domains (Ω;x, y). Each measure P(Ω;x, y) is sup-
ported on continuous unparameterized curves in Ω from x to y. In the present article, we only consider
these curves with κ ∈ (0, 4], when they are simple. The SLEκ probability measure is uniquely determined
by the following two properties [Sch00]:
• Conformal invariance: Given any conformal map ϕ : H→ Ω such that ϕ(0) = x and ϕ(∞) = y, we
have ϕ(η) ∼ P(Ω;x, y) if η ∼ P(H; 0,∞).
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• Domain Markov property: given a stopping time τ and initial segment η[0, τ ] of the SLEκ curve
η ∼ P(Ω;x, y), the conditional law of the remaining piece η[τ,∞) is P(Ω \ η[0, τ ]; η(τ), y).
Explicitly, the SLEκ curves can be generated using random Loewner evolutions. Consider a family of
maps (gt, t ≥ 0) obtained by solving the Loewner equation: for each z ∈ H,
∂tgt(z) =
2
gt(z)−Wt , g0(z) = z,
where (Wt, t ≥ 0) is a real-valued continuous function, which we call the driving function. Let
Tz := sup
{
t > 0: inf
s∈[0,t]
|gs(z)−Ws| > 0
}
be the swallowing time of z. Denote Kt := {z ∈ H : Tz ≤ t}. Then, gt is the unique conformal map
from Ht := H \Kt onto H with the following normalization: limz→∞ |gt(z) − z| = 0. We say that gt is
normalized at ∞. The collection of hulls (Kt, t ≥ 0) associated with such maps is called a Loewner chain.
Now, the SLEκ in (H; 0,∞) is the random Loewner chain (Kt, t ≥ 0) driven by Wt =
√
κBt, where
(Bt, t ≥ 0) is the standard Brownian motion. By the results of S. Rohde and O. Schramm [RS05], it is
almost surely generated by a continuous transient curve (ηt, t ≥ 0), in the sense that Kt = η[0, t], for all
t ≥ 0, and limt→∞ |η(t)| =∞. This random curve is the SLEκ trace in H from 0 to ∞.
2.2 Partition Functions of Multiple SLEs
Next, we discuss the functions appearing in the formula (1.1) for the crossing probabilities. We frequently
use the following parameters (mostly focusing on the case of κ = 3, with h = 12):
κ ∈ (0, 6] and h = 6− κ
2κ
.
Multiple SLEκ partition functions are important objects in the theory of SLEs. They are positive
smooth functions Z of 2N real variables x1 < · · · < x2N , satisfying the following two properties:
(PDE) Partial differential equations of second order :κ
2
∂2i +
∑
j 6=i
Ç
2
xj − xi∂j −
2h
(xj − xi)2
åZ(x1, . . . , x2N ) = 0, for all i ∈ {1, . . . , 2N}. (2.1)
(COV) Mo¨bius covariance: For all Mo¨bius maps ϕ of H such that ϕ(x1) < · · · < ϕ(x2N ), we have
Z(x1, . . . , x2N ) =
2N∏
i=1
ϕ′(xi)h ×Z(ϕ(x1), . . . , ϕ(x2N )). (2.2)
By the results of J. Dube´dat [Dub07], there is a one-to-one correspondence between the set of multiple
SLEκ partition functions (up to multiplicative constants) and the space of so-called “local” multiple SLEκ
processes (η1, η2, . . . , η2N ). These processes are described by random Loewner evolutions as follows. For
each j ∈ {1, . . . , 2N}, the curve ηj is a Loewner chain associated to Z starting from xj in the sense that
its Loewner driving function Wt satisfies the SDEs
dWt =
√
κdBt + κ∂j logZ
Ä
V 1t , . . . , V
j−1
t ,Wt, V
j+1
t , . . . , V
2N
t
ä
dt, W0 = xj
dV it =
2dt
V it −Wt
, V i0 = xi, for i 6= j.
(2.3)
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This process is well-defined up to the first time when either xj−1 or xj+1 is swallowed. Note that V it is
the time-evolution of the marked point xi. It coincides with gt(xi) for t smaller than the swallowing time
of xi. From properties (2.1) and (2.2), we know that the law of the Loewner chain associated to Z is that
of the SLEκ in H from xj to ∞ weighted by the following local martingale:∏
i 6=j
g′t(xi)
h ×Z(gt(x1), . . . , gt(xj−1),Wt, gt(xj+1), . . . , gt(x2N )).
The PDE system (2.1) and Mo¨bius covariance (2.2) guarantee conformal invariance as well as a
“stochastic reparameterization invariance” (i.e., “commutation”) property, which roughly amounts to
saying that, up to a certain stopping time, one may grow the curves (η1, . . . , η2N ) in any order using the
Loewner evolutions (2.3).
The pure partition functions Zα are special partition functions with the following asymptotics property
(that serves as a boundary condition for the PDE system (2.1)):
(ASY) Asymptotics: Denoting by ∅ the link pattern in LP0, we have Z∅ = 1 and for all N ≥ 1, for all
α ∈ LPN , and for all j ∈ {1, . . . , 2N − 1} and ξ ∈ (xj−1, xj+2), we have
lim
xj ,xj+1→ξ
Zα(x1, . . . , x2N )
(xj+1 − xj)−2h =
{
0 if {j, j + 1} /∈ α
Zαˆ(x1, . . . , xj−1, xj+2, . . . , x2N ) if {j, j + 1} ∈ α,
(2.4)
where αˆ = α/{j, j + 1} ∈ LPN−1 denotes the link pattern obtained from α by removing the link
{j, j + 1} and relabeling the remaining indices by the first 2(N − 1) positive integers.
The multiple SLEκ pure partition functions have been extensively studied [BBK05, Dub06, Dub07, KL07,
FK15b, KP16, Wu17, PW19]. The existence of the collection {Zα : α ∈ LPN} for κ ∈ (0, 6] was proved
in [Wu17, Theorem 1.6], and under a technical power law bound [FK15a], the functions Zα are unique.
The functions are called “pure” partition functions because, for any N ≥ 1, the collection {Zα : α ∈ LPN}
forms a basis for a CN -dimensional space of multiple SLEκ partition functions, and the multiple SLEκ
probability measures associated to these basis functions are the extremal points of a convex set of such
measures [KP16, PW19].
More generally, the multiple SLEκ partition functions are defined for any nice polygon (Ω;x1, . . . , x2N )
via their conformal image: if ϕ : Ω→ H is any conformal map such that ϕ(x1) < · · · < ϕ(x2N ), we set
Z(Ω;x1, . . . , x2N ) :=
2N∏
i=1
|ϕ′(xi)|h ×Z(ϕ(x1), . . . , ϕ(x2N )), (2.5)
We remark that when considering ratios of partition functions, the niceness assumption on Ω can be
dropped because the derivatives of the conformal maps cancel.
We note that when N = 1, we have only one multiple SLEκ partition function, namely
Z{1,2}(Ω;x1, x2) = HΩ(x1, x2)h,
where HΩ(x, y) is the boundary Poisson kernel, that is, the unique function determined by the properties
HH(x, y) = |y − x|−2 and HΩ(x, y) = |ϕ′(x)||ϕ′(y)|Hϕ(Ω)(ϕ(x), ϕ(y)),
for any conformal map ϕ : Ω → ϕ(Ω). The boundary Poisson kernel also has the following useful mono-
tonicity property: for any Dobrushin subdomain (U ;x, y) of (Ω;x, y), we have
HU (x, y) ≤ HΩ(x, y). (2.6)
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2.3 Properties and Bounds
To end this section, we collect some useful properties of the multiple SLEκ partition functions. First, we
set B∅ := 1 and define, for all N ≥ 1, and α ∈ LPN , and for all x1 < · · · < x2N , the following functions:
B(N)(x1, . . . , x2N ) :=
∏
1≤i<j≤2N
(xj − xi)(−1)j−i , Bα(x1, . . . , x2N ) :=
∏
{a,b}∈α
|xb − xa|−1. (2.7)
More generally, for a nice polygon (Ω;x1, . . . , x2N ), we set
Bα(Ω;x1, . . . , x2N ) :=
∏
{a,b}∈α
HΩ(xa, xb)
1/2,
B(N)(Ω;x1, . . . , x2N ) :=
2N∏
i=1
|ϕ′(xi)|1/2 × B(N)(ϕ(x1), . . . , ϕ(x2N )),
where ϕ is again a conformal map from Ω onto H such that ϕ(x1) < · · · < ϕ(x2N ).
In applications, the following strong bound for the pure partition functions is very important: for
κ ∈ (0, 6], and for any nice polygon (Ω;x1, . . . , x2N ), we have
0 < Zα(Ω;x1, . . . , x2N ) ≤ Bα(Ω;x1, . . . , x2N )2h. (2.8)
This bound was proved in [PW19, Theorem 1.1] and [Wu17, Theorem 1.6], and it was used in [PW19]
to prove that the pure partition functions with κ = 4 give formulas for connection probabilities of the
level lines of the Gaussian free field with alternating boundary data (see also Appendix A of the present
article). Properties of the bound functions Bα were crucial in that proof, and they will also play an
essential role in the present article, where we consider the case κ = 3.
Another useful property of the collection {Zα : α ∈ LPN , N ≥ 0} is the following refinement of the
asymptotics (2.4), proved in [PW19, Lemma 4.3] and [Wu17, Corollary 6.9]: for κ ∈ (0, 6], for all α ∈ LPN ,
and for all j ∈ {1, . . . , 2N − 1} and x1 < · · · < xj−1 < ξ < xj+2 < · · · < x2N , we have
lim
x˜j ,x˜j+1→ξ,
x˜i→xi for i 6=j,j+1
Zα(x˜1, . . . , x˜2N )
(x˜j+1 − x˜j)−2h =
{
0 if {j, j + 1} /∈ α
Zαˆ(x1, . . . , xj−1, xj+2, . . . , x2N ) if {j, j + 1} ∈ α.
(2.9)
Finally, we define the symmetric partition function as
Z(N) :=
∑
α∈LPN
Zα. (2.10)
It satisfies the PDE system (2.1), Mo¨bius covariance (2.2) and the following asymptotics property: for
N ≥ 1, and for all j ∈ {1, . . . , 2N − 1} and x1 < · · · < xj−1 < ξ < xj+2 < · · · < x2N , we have
lim
x˜j ,x˜j+1→ξ,
x˜i→xi for i 6=j,j+1
Z(N)(x˜1, . . . , x˜2N )
(x˜j+1 − x˜j)−2h = Z
(N−1)(x1, . . . , xj−1, xj+2, . . . , x2N ). (2.11)
3 Analyzing Ising Partition Function
In this section, we consider the symmetric partition function (2.10) for κ = 3, denoted by ZIsing = Z(N)Ising,
which appears in the denominator of the formula (1.1) for the Ising crossing probabilities. We prove key
results needed in the proof of the main Theorem 1.1, concerning the following properties of ZIsing:
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Proposition 3.1. For all n ∈ {1, . . . , N} and ξ < x2n+1 < · · · < x2N , we have
lim
x˜1,...,x˜2n→ξ,
x˜i→xi for 2n<i≤2N
Z(N)Ising(x˜1, . . . , x˜2N )
Z(n)Ising(x˜1, . . . , x˜2n)
= Z(N−n)Ising (x2n+1, . . . , x2N ).
Proposition 3.2. For any N ≥ 1, we have
1√
N !
B(N)(x1, . . . , x2N ) ≤ Z(N)Ising(x1, . . . , x2N ) ≤ (2N − 1)!! B(N)(x1, . . . , x2N ). (3.1)
These bounds are not sharp in general, but they are nevertheless sufficient to our purposes.
Another important result in this section is Proposition 3.11, concerning the boundary behavior of
the ratios Zα/ZIsing of partition functions when the variables move under a Loewner evolution. All of
these results are crucial for proving Theorem 1.1, but also interesting by their own right. Furthermore,
some of these results also hold for other values of κ, thereby providing with tools to investigate crossing
probabilities for other statistical mechanics models.
In Section 3.1, we collect general identities concerning the bound functions Bα and B. Then, we focus
on the case κ = 3. We prove Propositions 3.1 and 3.2 respectively in Sections 3.2 and 3.3. Finally, we
state and prove Proposition 3.11 in Section 3.4. Its proof relies on the above Propositions 3.1 and 3.2.
3.1 Properties of Bound Functions
To begin, we consider the bound functions Bα and B defined in Section 2.3. In particular, they satisfy
properties similar to those appearing in Propositions 3.1 and 3.2 — see Lemmas 3.3 and 3.4. These
results can in fact be applied to analyze multiple SLEκ partition functions for any κ ∈ (0, 6], and already
in the article [PW19], related results were used to prove that connection probabilities of level lines of the
Gaussian free field are given by multiple SLEκ pure partition functions with κ = 4 (see also Appendix A).
Lemma 3.3. [PW19, Lemma A.2] For all n ∈ {1, . . . , N} and ξ < x2n+1 < · · · < x2N , we have
lim
x˜1,...,x˜2n→ξ,
x˜i→xi for 2n<i≤2N
B(N)(x˜1, . . . , x˜2N )
B(n)(x˜1, . . . , x˜2n) = B
(N−n)(x2n+1, . . . , x2N ).
Lemma 3.4. Fix p ≥ 0. For any N ≥ 1, we have
((2N − 1)!!)−p ≤
∑
α∈LPN
Ç Bα(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
åp
≤ (2N − 1)!!. (3.2)
Proof. We prove (3.2) by induction on N ≥ 1. The initial case N = 1 is trivial. Let then N ≥ 2 and
assume (3.2) holds up to N − 1. A straightforward calculation shows that
Bα(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
=
Bα/{j,j+1}(x1, . . . , xj−1, xj+2, . . . , x2N )
B(N−1)(x1, . . . , xj−1, xj+2, . . . , x2N )
∏
1≤i≤2N,
i 6=j,j+1
∣∣∣∣∣xi − xj+1xi − xj
∣∣∣∣∣
(−1)i+j
,
for any 1 ≤ j ≤ 2N − 1 and α ∈ LPN such that {j, j + 1} ∈ α. The product expression in the above
formula is the same as the probability P (j,j+1) = P (j+1,j) in (A.2) in Appendix A. Thus, we have
Bα(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
=
Bα/{j,j+1}(x1, . . . , xj−1, xj+2, . . . , x2N )
B(N−1)(x1, . . . , xj−1, xj+2, . . . , x2N )
P (j,j+1)(x1, . . . , x2N ).
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Using the above observation, we first prove the upper bound in (3.2):
∑
α∈LPN
Ç Bα(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
åp
≤
2N−1∑
j=1
∑
α : {j,j+1}∈α
Ç Bα(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
åp
≤
2N−1∑
j=1
∑
α : {j,j+1}∈α
ÇBα/{j,j+1}(x1, . . . , xj−1, xj+2, . . . , x2N )
B(N−1)(x1, . . . , xj−1, xj+2, . . . , x2N )
åp
[since P (j,j+1) ≤ 1]
≤
2N−1∑
j=1
(2N − 3)!! = (2N − 1)!!. [by the ind. hypothesis]
Then, we prove the lower bound in (3.2): first, we have
∑
α∈LPN
Ç Bα(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
åp
≥ max
1≤j≤2N−1
∑
α : {j,j+1}∈α
Ç Bα(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
åp
= max
1≤j≤2N−1
∑
α : {j,j+1}∈α
ÇBα/{j,j+1}(x1, . . . , xj−1, xj+2, . . . , x2N )
B(N−1)(x1, . . . , xj−1, xj+2, . . . , x2N )
åp Ä
P (j,j+1)(x1, . . . , x2N )
äp
≥ ((2N − 3)!!)−p max
1≤j≤2N−1
Ä
P (j,j+1)(x1, . . . , x2N )
äp
. [by the ind. hypothesis]
Second, we note that
∑
j P
(j,j+1) ≥ 1, which implies max
j
P (j,j+1) ≥ (2N − 1)−1. This gives the desired
lower bound and completes the proof.
Remark 3.5. Suppose (U ;x1, . . . , x2N ) is a nice sub-polygon of (Ω;x1, . . . , x2N ). Then by (2.6), we have
Bα(U ;x1, . . . , x2N ) ≤ Bα(Ω;x1, . . . , x2N ).
Combining this with (3.2), we see that
B(N)(U ;x1, . . . , x2N ) ≤ ((2N − 1)!!)2 B(N)(Ω;x1, . . . , x2N ). (3.3)
Corollary 3.6. Fix κ ∈ (0, 6] and let Z(N) be the symmetric partition function (2.10). Then we have
Z(N)(x1, . . . , x2N ) ≤ (2N − 1)!!
Ä
B(N)(x1, . . . , x2N )
ä2h
.
Proof. This follows by combining (2.8) with the upper bound in (3.2) for p = 2h.
Plugging in κ = 3, Corollary 3.6 gives immediately the upper bound in Proposition 3.2. However, the
ratio Zα/Bα can be arbitrarily small, so the lower bound in Proposition 3.2 cannot be derived easily from
the lower bound in Lemma 3.4. Hence, we first prove a useful identity for B in Lemma 3.8.
Remark 3.7. We record a trivial but helpful inequality here: for x1 < x2 < x3 < x4, we have
(x4 − x1)(x3 − x2)
(x3 − x1)(x4 − x2) ≤ 1. (3.4)
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Lemma 3.8. Fix j ∈ {1, . . . , 2N − 1} and denote by yji := xi for 1 ≤ i ≤ j − 1 and yji := xi+1 for
j ≤ i ≤ 2N − 2. Then, we have
B(N)(x1, . . . , x2N )
B(N−1)(yj1, . . . , yj2N−2)
= (x2N − xj)(−1)j
∏
1≤l<2N,
l 6=j
|xl − xj |(−1)l−j
∏
1≤k<2N,
k 6=j
(x2N − xk)(−1)k
( ∏
1≤k<j,
j≤l<2N−1
(yjl − yjk)(−1)
l−k+1
)2
.
(3.5)
In particular, we have
B(N)(x1, . . . , x2N )
B(N−1)(x1, . . . , x2N−2)
= (x2N − x2N−1)−1 ×
2N−2∏
i=1
Ç
x2N − xi
x2N−1 − xi
å(−1)i
≤ x2N − x2N−2
(x2N − x2N−1)(x2N−1 − x2N−2) .
(3.6)
Proof. First, we use the definition (2.7) to write
B(N)(x1, . . . , x2N ) = (x2N − xj)(−1)j
∏
1≤l<2N,
l 6=j
|xl − xj |(−1)l−j
∏
1≤k<2N,
k 6=j
(x2N − xk)(−1)k
×
∏
1≤k<l<j
(xl − xk)(−1)l−k
∏
j≤k<l<2N
(xl − xk)(−1)l−k
∏
1≤k<j,
j<l<2N
(xl − xk)(−1)l−k .
(3.7)
Then, we convert the last three products into expressions in the variables yj1, . . . , y
j
2N−2:∏
1≤k<l<j
(xl − xk)(−1)l−k
∏
j≤k<l<2N
(xl − xk)(−1)l−k
∏
1≤k<j,
j<l<2N
(xl − xk)(−1)l−k
=
∏
1≤k<l<j
(yjl − yjk)(−1)
l−k ∏
j−1≤k<l<2N−1
(yjl − yjk)(−1)
l−k ∏
1≤k<j,
j≤l<2N−1
(yjl − yjk)(−1)
l−k+1
=
( ∏
1≤k<j,
j≤l<2N−1
(yjl − yjk)(−1)
l−k+1
)2
B(N−1)(yj1, . . . , yj2N−2).
(3.8)
Combining (3.7)–(3.8), we get (3.5). The first line of (3.6) follows from (2.7) and the second from (3.4).
3.2 Cascade Asymptotics — Proof of Proposition 3.1
The symmetric partition function ZIsing has an explicit Pfaffian formula, already well-known in the physics
literature, and appearing, e.g., in [KP16, Izy17, PW19] in the context of SLEs. To state it, we use the
following notation: we let ΠN denote the set of all pair partitions $ = {{a1, b1}, . . . , {aN , bN}} of the set
{1, . . . , 2N}, that is, partitions of this set into N disjoint two-element subsets {aj , bj} ⊂ {1, . . . , 2N}, with
the convention that a1 < a2 < · · · < aN and aj < bj for all j ∈ {1, . . . , N}. We also denote by sgn($)
the sign of the partition $ defined as the sign of the product
∏
(a− c)(a− d)(b− c)(b− d) over pairs of
distinct elements {a, b}, {c, d} ∈ $. Note that the set of link patterns LPN is the subset of ΠN consisting
of planar pair partitions. With these notations, the function (2.10) with κ = 3 reads (see, e.g., [PW19,
Lemma 4.13] and [KP16, Proposition 4.6] for a proof)
Z(N)Ising(x1, . . . , x2N ) = pf
Ç
1
xj − xi
å2N
i,j=1
:=
∑
$∈ΠN
sgn($)
∏
{a,b}∈$
1
xb − xa , (3.9)
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for Ω = H, and it can be defined for general nice polygons via conformal covariance: with any conformal
map ϕ : Ω→ H such that ϕ(x1) < · · · < ϕ(x2N ), we have
Z(N)Ising(Ω;x1, . . . , x2N ) :=
2N∏
i=1
|ϕ′(xi)|1/2 ×Z(N)Ising(ϕ(x1), . . . , ϕ(x2N )).
From the Pfaffian formula it is not obvious that ZIsing > 0, but this is indeed the case. The positivity
follows from its definition (2.10): with each Zα being positive by [PW19, Theorem 1.1], we have
Z(N)Ising =
∑
α∈LPN
Zα > 0. (3.10)
In this section, we prove the refined asymptotics property, Proposition 3.1, for the function ZIsing. In
general, limiting behavior of functions of several variables is rather delicate, and indeed, even with the
explicit formula (3.9) for ZIsing, the analysis of its boundary behavior as the variables tend together turns
out to be difficult. The problem with using formula (3.9) is that it includes a sum of positive and negative
terms. However, thanks to the following Haffnian identity, a sum over non-negative terms, we are able to
carry out the required analysis for Proposition 3.1. This identity also appears in [ID89, DFMS97]. Note
that it only holds in the Ising case (κ = 3).
Lemma 3.9. The following identity holds for all z1, . . . , z2N ∈ C with zi 6= zj for all i 6= j:(
pf
Ç
1
zj − zi
å2N
i,j=1
)2
= hf
Ç
1
(zj − zi)2
å2N
i,j=1
:=
∑
$∈ΠN
∏
{a,b}∈$
1
(zb − za)2 . (3.11)
Proof. Expanding the square of the Pfaffian, we have(
pf
Ç
1
zj − zi
å2N
i,j=1
)2
=
∑
$,$′∈ΠN
sgn($) sgn($′)
∏
{a,b}∈$
1
zb − za
∏
{c,d}∈$′
1
zd − zc . (3.12)
We see from the asserted formula (3.11) that the diagonal terms $ = $′ yield the desired Haffnian
expression, and therefore, we only need to prove that all of the off-diagonal terms in (3.12) cancel. To
establish this, we use induction on N ≥ 1. The initial case N = 1 is clear. Let us then assume that
∑
$,$′∈ΠN−1,
$ 6=$′
sgn($) sgn($′)
∏
{a,b}∈$
1
ub − ua
∏
{c,d}∈$′
1
ud − uc = 0,
ß
for all u1, . . . , u2N−2 ∈ C
with ui 6= uj for all i 6= j
™
.
Fix the variables z1, . . . , z2N−1 ∈ C at arbitrary distinct positions, denote by
Pf(z1, . . . , z2N ) :=
∑
$∈ΠN
sgn($)
∏
{a,b}∈$
1
zb − za and Hf(z1, . . . , z2N ) :=
∑
$∈ΠN
∏
{a,b}∈$
1
(zb − za)2 ,
and consider the following meromorphic function of z ∈ C:
F (z) := (Pf(z1, . . . , z2N−1, z))2 −Hf(z1, . . . , z2N−1, z)
=
( ∑
$,$′∈ΠN ,
$ 6=$′
sgn($) sgn($′)
(z − z$(2N))(z − z$′(2N))
∏
{a,b}∈$,
b 6=2N
1
zb − za
∏
{c,d}∈$′,
d6=2N
1
zd − zc
)
. (3.13)
We aim to prove that the function F is identically zero. F (z) vanishes at z → ∞ and it can only have
poles of degree at most two at z = zj for some j ∈ {1, . . . , 2N − 1}. We will show that these points are in
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fact not poles. By symmetry, it suffices to consider the Laurent series expansion of F at  = z − z2N−1,
and by translation invariance, F depends on z2N−1 and z only via their difference. In particular, F is a
meromorphic function of  and the Laurent series reads
F (z) = −2A−2(z1, . . . , z2N−2) + −1A−1(z1, . . . , z2N−2) +
∞∑
n=0
nAn(z1, . . . , z2N−2). (3.14)
To exclude the first order poles, we show that the right-hand side of (3.14) is an even function of . First,
we note that the Pfaffian function Pf(z1, . . . , z2N ) is odd in the sense that for any i < j, we have
Pf(z1, . . . , zi, . . . , zj , . . . , z2N ) = −Pf(z1, . . . , zj , . . . , zi, . . . , z2N ),
and the function Hf(z1, . . . , z2N ) is even in the sense that for any i < j, we have
Hf(z1, . . . , zi, . . . , zj , . . . , z2N ) = Hf(z1, . . . , zj , . . . , zi, . . . , z2N ).
In particular, choosing i = 2N − 1 and j = 2N , we have
F (z) := (Pf(z1, . . . , z2N−2, z2N−1, z))2 −Hf(z1, . . . , z2N−2, z2N−1, z)
= (Pf(z1, . . . , z2N−2, z, z2N−1))2 −Hf(z1, . . . , z2N−2, z, z2N−1).
Now, the Laurent series expansion of the second line as a function of z2N−1 ∈ C at δ = z2N−1 − z reads
δ−2A−2(z1, . . . , z2N−2) + δ−1A−1(z1, . . . , z2N−2) +
∞∑
n=0
δnAn(z1, . . . , z2N−2) = F (z),
and because δ = −, this shows that the Laurent series expansion (3.14) in  = z − z2N−1 is invariant
under the flip  7→ −. Therefore, A−1 ≡ 0 in (3.14).
The term of order −2 in (3.14) is given by those terms in (3.13) for which we have $(2N) = $′(2N) =
2N − 1, that is, {2N − 1, 2N} ∈ $ ∩$′. Removing this pair from both $ and $′ results in two different
pair partitions of 2N − 2 points, which have the same signs as $ and $′. Therefore, we have
A−2(z1, . . . , z2N−2) =
∑
$,$′∈ΠN−1,
$ 6=$′
sgn($) sgn($′)
∏
{a,b}∈$
1
zb − za
∏
{c,d}∈$′
1
zd − zc .
This expression is zero by the induction hypothesis. Thus, the function F : C→ C has no poles.
In conclusion, we have shown that F is a bounded entire function with limz→∞ F (z) = 0. Therefore,
by Liouville’s theorem, F ≡ 0. This shows that (Pf)2 ≡ Hf and finishes the proof.
Proof of Proposition 3.1. By the identity (3.10), we have Z(`)Ising > 0 for all ` ≥ 1, so it is sufficient to
prove the corresponding statement for the squares, that is, to show the identity
lim
x˜1,...,x˜2n→ξ,
x˜i→xi for 2n<i≤2N
Ñ
Z(N)Ising(x˜1, . . . , x˜2N )
Z(n)Ising(x˜1, . . . , x˜2n)
é2
=
(
Z(N−n)Ising (x2n+1, . . . , x2N )
)2
.
We denote by K = {1, 2, . . . , 2n}. Using the explicit formula from Lemma 3.9, we writeÄ
Z(N)Ising(x˜1, . . . , x˜2N )
ä2
=
∑
$∈ΠN
∏
{a,b}∈$
1
(x˜b − x˜a)2
=
∑
$∈ΠN
∏
{a,b}∈$,
a,b∈K
1
(x˜b − x˜a)2
∏
{a,b}∈$,
a∈K,b/∈K
1
(x˜b − x˜a)2
∏
{a,b}∈$,
a,b/∈K
1
(x˜b − x˜a)2 .
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In the limit of the ratio
Ä
Z(N)Ising/Z(n)Ising
ä2
, only those terms in the sum over $ ∈ ΠN in
Ä
Z(N)Ising
ä2
for which
#{{a, b} ∈ $ : a, b,∈ K} ≥ n can have a non-zero contribution. These are exactly the pair partitions
that factorize into two parts: $ = $1 ∪ $2, with $1 ∈ Πn and $2 ∈ ΠN−n pair partitions of K and
{2n+ 1, 2n+ 2, . . . , 2N}, respectively. Thus, we have
lim
x˜1,...,x˜2n→ξ,
x˜i→xi for 2n<i≤2N
Ñ
Z(N)Ising(x˜1, . . . , x˜2N )
Z(n)Ising(x˜1, . . . , x˜2n)
é2
= lim
x˜1,...,x˜2n→ξ,
x˜i→xi for 2n<i≤2N
∑
$1∈Πn
(∏
{a,b}∈$1(x˜b − x˜a)−2
)∑
$2∈ΠN−n
(∏
{a,b}∈$2(x˜b − x˜a)−2
)
∑
$1∈Πn
(∏
{a,b}∈$1(x˜b − x˜a)−2
)
=
∑
$2∈ΠN−n
∏
{a,b}∈$2
1
(xb − xa)2 =
Ä
Z(N−n)Ising (x2n+1, . . . , x2N )
ä2
,
where we omitted terms that tend to zero in the limit. This proves the asserted identity.
3.3 Upper and Lower Bounds — Proof of Proposition 3.2
The purpose of this section is to finalize the proof of Proposition 3.2:
1√
N !
B(N)(x1, . . . , x2N ) ≤ Z(N)Ising(x1, . . . , x2N ) ≤ (2N − 1)!! B(N)(x1, . . . , x2N ). (3.15)
Proof. The upper bound in (3.15) follows directly from Corollary 3.6 with κ = 3. To prove the lower
bound in (3.15), a slightly more clever calculation is needed, where the Haffnian identity of Lemma 3.9
plays a crucial role. The lower bound follows from Lemma 3.10 below.
Lemma 3.10. For any N ≥ 1, we have
1√
N !
B(N)(x1, . . . , x2N ) ≤ Z(N)Ising(x1, . . . , x2N ). (3.16)
Proof. We prove (3.16) by induction on N ≥ 1. The initial case N = 1 follows from B(1) = Z(1)Ising. Let
then N ≥ 2 and assume (3.16) holds up to N − 1. By Lemma 3.9, we haveÄ
Z(N)Ising(x1, . . . , x2N )
ä2
=
∑
$∈ΠN
∏
{a,b}∈$
1
(xb − xa)2 .
Expanding the sum over pair partitions $ ∈ ΠN into terms according to the pair j of the last point 2N ,
we can write
∑
$∈ΠN
∏
{a,b}∈$
1
(xb − xa)2 =
2N−1∑
j=1
1
(x2N − xj)2
∑
$ˆ∈ΠjN−1
∏
{a,b}∈$ˆ
1
(xb − xa)2 ,
where $ˆ ∈ ΠjN−1 are pair partitions of {1, 2, . . . , 2N} \ {j, 2N}. Again, using Lemma 3.9, we getÄ
Z(N)Ising(x1, . . . , x2N )
ä2
=
2N−1∑
j=1
(x2N − xj)−2
Ä
Z(N−1)Ising (yj1, . . . , yj2N−2)
ä2
,
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where yji := xi for 1 ≤ i ≤ j − 1 and yji := xi+1 for j ≤ i ≤ 2N − 2. Now, by the induction hypothesis,
we haveÑ
Z(N)Ising(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
é2
=
2N−1∑
j=1
(x2N − xj)−2
(Z(N−1)Ising (yj1, . . . , yj2N−2)
B(N)(x1, . . . , x2N )
)2
=
2N−1∑
j=1
(x2N − xj)−2
(Z(N−1)Ising (yj1, . . . , yj2N−2)
B(N−1)(yj1, . . . , yj2N−2)
B(N−1)(yj1, . . . , yj2N−2)
B(N)(x1, . . . , x2N )
)2
≥ 1
(N − 1)!
2N−1∑
j=1
(x2N − xj)−2
(B(N−1)(yj1, . . . , yj2N−2)
B(N)(x1, . . . , x2N )
)2
.
Recalling Lemma 3.8 and separating the sum according to the parity of j, we obtain
2N−1∑
j=1
(x2N − xj)−2
(B(N−1)(yj1, . . . , yj2N−2)
B(N)(x1, . . . , x2N )
)2
=
∑
1≤j<2N,
j is even
(x2N − xj)−4
∏
1≤i<2N,
i 6=j
(xi − xj)2(−1)i+1
∏
1≤i<2N,
i 6=j
(x2N − xi)2(−1)i+1
∏
1≤k<j,
j≤l<2N−1
(yjl − yjk)4(−1)
l−k
+
∑
1≤j<2N,
j is odd
∏
1≤i<2N,
i 6=j
(xi − xj)2(−1)i
∏
1≤i<2N,
i 6=j
(x2N − xi)2(−1)i+1
∏
1≤k<j,
j≤l<2N−1
(yjl − yjk)4(−1)
l−k
.
Because all terms are non-negative, dropping the sum over even j yields the lower boundÑ
Z(N)Ising(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
é2
≥ 1
(N − 1)!
2N−1∑
j=1
(x2N − xj)−2
(B(N−1)(yj1, . . . , yj2N−2)
B(N)(x1, . . . , x2N )
)2
≥ 1
(N − 1)!
∑
1≤j<2N,
j is odd
∏
1≤i<2N,
i 6=j
Å
xi − xj
x2N − xi
ã2(−1)i ∏
1≤k<j,
j≤l<2N−1
(yjl − yjk)4(−1)
l−k
.
(3.17)
Now, using Remark 3.7, we see that the last product is in fact larger than 1:
∏
1≤k<j,
j≤l<2N−1
|yjl − yjk|(−1)
l−k
=
∏
1≤m≤ 1
2
(j−1),
1
2
(j+1)≤n≤N−1
∣∣∣∣∣∣(y
j
2n−1 − yj2m−1)(yj2n − yj2m)
(yj2n−1 − yj2m)(yj2n − yj2m−1)
∣∣∣∣∣∣ ≥ 1.
Therefore, (3.17) givesÑ
Z(N)Ising(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
é2
≥ 1
(N − 1)!
∑
1≤j<2N,
j is odd
∏
1≤i<2N,
i 6=j
Å
xi − xj
x2N − xi
ã2(−1)i
.
Finally, we note that
∏
1≤i<2N,
i 6=j
∣∣∣∣∣ xi − xjxi − x2N
∣∣∣∣∣
(−1)i
= P (j,2N)(x1, . . . , x2N ) ∈ (0, 1),
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where P (j,2N) is the probability in (A.2). In particular, we have
∑
1≤j<2N,
j is odd
∏
1≤i<2N,
i 6=j
∣∣∣∣∣ xi − xjxi − x2N
∣∣∣∣∣
(−1)i
=
∑
1≤j<2N,
j is odd
P (j,2N)(x1, . . . , x2N ) = 1.
Using the Cauchy-Schwarz inequality, we eventually get the following lower bound for the square:Ñ
Z(N)Ising(x1, . . . , x2N )
B(N)(x1, . . . , x2N )
é2
≥ 1
(N − 1)!
∑
1≤j<2N,
j is odd
Ä
P (j,2N)(x1, . . . , x2N )
ä2
≥ 1
(N − 1)!
1
N
( ∑
1≤j<2N,
j is odd
P (j,2N)(x1, . . . , x2N )
)2
=
1
N !
.
Because by (3.10) and (2.7), we have ZIsing > 0 and B > 0, this gives also the lower bound (3.16).
3.4 Technical Result on Boundary Behavior
The final result of this section concerns the boundary behavior of the ratios Zα/ZIsing of partition functions
when the variables move under a Loewner evolution. It is crucial for proving Theorem 1.1 in Section 5.
Proposition 3.11. Let κ = 3, α = {{a1, b1}, . . . , {aN , bN}} ∈ LPN and suppose that {1, 2} ∈ α. Fix an
index n ∈ {2, 3, . . . , N} and real points x1 < · · · < x2N . Suppose η is a continuous simple curve in H
starting from x1 and terminating at x2n at time T , which hits R only at {x1, x2n}. Let (Wt, 0 ≤ t ≤ T )
be its Loewner driving function and (gt, 0 ≤ t ≤ T ) the corresponding conformal maps. Then we have
lim
t→T
Zα(Wt, gt(x2), . . . , gt(x2N ))
Z(N)Ising(Wt, gt(x2), . . . , gt(x2N ))
= 0. (3.18)
Proof. By (2.8), we have
Zα
Z(N)Ising
≤ Bα
Z(N)Ising
=
Bα
B(N)
B(N)
Z(N)Ising
.
To reach the conclusion, it suffices to show that Bα/B(N) → 0 and Z(N)Ising/B(N) > 0 in the limit of (3.18).
The former limit was proved in [PW19, Proposition B.1]. For the latter, we first note that, by the lower
bound in Proposition 3.2, we have
Z(N)Ising
B(N) =
Z(n)Ising
B(n)
B(n)
B(N)
Z(N)Ising
Z(n)Ising
≥ 1
(2n− 1)!!
B(n)
B(N)
Z(N)Ising
Z(n)Ising
.
We also have B(N)/B(n) → B(N−n) by Lemma 3.3 and Z(N)Ising/Z(n)Ising → Z(N−n)Ising by Proposition 3.1, so
B(n)
B(N)
Z(N)Ising
Z(n)Ising
→ Z
(N−n)
Ising
B(N−n) > 0.
This proves the claim.
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4 Loewner Chains Associated to Partition Functions When κ = 3
Fix j ∈ {1, . . . , 2N}. Recall from Sections 2.1 and 2.2 that, for x1 < · · · < x2N , the Loewner chain
associated to an SLEκ partition function Z(x1, . . . , x2N ) starting from xj is the process with driving
function given by (2.3). In this section, we fix κ = 3 and consider the Loewner chain η = ηj associated to
Z(N)Ising(x1, . . . , x2N ) starting from xj . For i ∈ {1, . . . , 2N} \ {j}, we denote the swallowing time of xi by
Ti := sup
{
t > 0: inf
s∈[0,t]
|gs(xi)−Ws| > 0
}
.
We note that the Loewner chain η is well-defined up to the swallowing time
T = T (j) := min
i 6=j
Ti.
With (gt, t ≥ 0) the conformal maps normalized at ∞ associated to η, we see from the SDEs (2.3) that
for t < T , the law of η is that of the SLE3 in H from xj to ∞ weighted by the local martingale
M
(N ;j)
t :=
∏
i 6=j
g′t(xi)
1/2 ×Z(N)Ising
Ä
gt(x1), . . . , gt(xj−1),Wt, gt(xj+1), . . . , gt(x2N )
ä
.
Therefore, the Loewner chain η is generated by a continuous curve up to time T because the SLE3 is.
However, the continuity of the Loewner chain as it approaches the swallowing time is difficult to derive in
general. In this section, we analyze the behavior of the Loewner chain when approaching the swallowing
time and prove the continuity of the process. Proposition 3.2 plays an important role in the proof. The
main result of this section is Theorem 4.1 stated below, which we prove in Section 4.2.
To begin, we fix notation to be used throughout. If (Ω;x1, . . . , x2N ) is a polygon and γ a simple curve
from xa to xb that only touches ∂Ω at its endpoints, we denote by D
R
γ (resp. D
L
γ ) the connected component
of Ω \ γ having the counterclockwise boundary arc (xa+1 xb−1) (resp. (xb+1 xa−1)) on its boundary. Also,
for each i ∈ {1, . . . , 2N}, we denote by Ii := {. . . , i−3, i−1, i+1, i+3, . . .} the set of indices in {1, . . . , 2N}
that have different parity than i.
Theorem 4.1. Let κ = 3. The Loewner chain associated to Z(N)Ising(x1, . . . , x2N ) starting from xj is almost
surely generated by a continuous curve (η(t), 0 ≤ t ≤ T ) up to and including T . It almost surely terminates
at one of the points {xi : i ∈ Ij}. For any k ∈ Ij, the probability of terminating at xk is given by
P[η(T ) = xk] =
∑
α∈LPN
Zα(x1, . . . , x2N )
Z(N)Ising(x1, . . . , x2N )
1{{j,k}∈α}. (4.1)
Moreover, conditionally on the event {η(T ) = xk}, the law of η is that of the SLE3 curve γ in H from xj
to xk weighted by the Radon-Nikodym derivative
Z(`)Ising(DRγ ;xj+1, . . . , xk−1)×Z(N−`−1)Ising (DLγ ;xk+1, . . . , xj−1)
|xj − xk| ∑α∈LPN Zα(x1, . . . , x2N )1{{j,k}∈α} , (4.2)
where ` = 12(max(j, k)−min(j, k)− 1).
4.1 Cascade Relation for Partition Functions
Let (Ω;x1, . . . , x2N ) be a nice polygon and α ∈ LPN . Given any link {a, b} ∈ α, let γ be the SLE3
curve in Ω from xa to xb, and assume that a < b for notational simplicity. Then, the link {a, b} divides
the link pattern α into two sub-link patterns, connecting respectively the points {a + 1, . . . , b − 1} and
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{b+ 1, . . . , a− 1}. After relabeling of the indices, we denote these two link patterns by αR and αL. Then,
we have the following cascade relation for the pure partition functions:
Zα(Ω;x1, . . . , x2N ) = HΩ(xa, xb)1/2 E
î
ZαR(DRγ ;xa+1, . . . , xb−1)×ZαL(DLγ ;xb+1, . . . , xa−1)
ó
. (4.3)
This relation was proved in [PW19, Proposition 3.5] and [Wu17, Proposition 6.1]. As a consequence, we
obtain a similar cascade relation for the symmetric partition function ZIsing.
Lemma 4.2. Let (Ω;x1, . . . , x2N ) be a nice polygon. Fix a, b ∈ {1, . . . , 2N} with different parities, and
let γ be the SLE3 curve in Ω from xa to xb. Then we have∑
α∈LPN
Zα(Ω;x1, . . . , x2N )1{{a,b}∈α}
= HΩ(xa, xb)
1/2 E
[
Z(`)Ising(DRγ ;xa+1, . . . , xb−1)×Z(N−`−1)Ising (DLγ ;xb+1, . . . , xa−1)
]
,
(4.4)
where ` = 12(max(a, b)−min(a, b)− 1).
Proof. Without loss of generality, we may assume that a < b. The identity (4.4) then follows by summing
over all possible αL and αR in the cascade relation (4.3):∑
α∈LPN
Zα(Ω;x1, . . . , x2N )1{{a,b}∈α}
= HΩ(xa, xb)
1/2 E
[( ∑
αR∈LP`
ZαR(DRγ ;xa+1, . . . , xb−1)
)
×
( ∑
αL∈LPN−`−1
ZαL(DLγ ;xb+1, . . . , xa−1)
)]
= HΩ(xa, xb)
1/2 E
[
Z(`)Ising(DRγ ;xa+1, . . . , xb−1)×Z(N−`−1)Ising (DLγ ;xb+1, . . . , xa−1)
]
.
We remark that Z(`)Ising and Z(N−`−1)Ising in (4.4) are bounded: by (3.1) and (3.3), we have
Z(`)Ising(DRγ ;xa+1, . . . , xb−1) ≤ (2`− 1)!! B(`)(DRγ ;xa+1, . . . , xb−1)
≤ ((2`− 1)!!)3 B(`)(xa+1, . . . , xb−1),
Z(N−`−1)Ising (DLγ ;xb+1, . . . , xa−1) ≤ (2N − 2`− 3)!! B(N−`−1)(DLγ ;xb+1, . . . , xa−1)
≤ ((2N − 2`− 3)!!)3 B(N−`−1)(xb+1, . . . , xa−1).
4.2 Continuity of the Loewner Chain — Proof of Theorem 4.1
We prove Theorem 4.1 by induction on N ≥ 1. There is nothing to prove in the initial case N = 1, so we
assume that N ≥ 2. We break the proof into several lemmas. Without loss of generality, we assume that
j = 1. We let η be the Loewner chain associated to Z(N)Ising(x1, . . . , x2N ) starting from x1 and define E2N−1
to be the event that η accumulates in the open interval (x1, x2N−1).
Lemma 4.3. Assume that Theorem 4.1 holds for N − 1. Then, on the event E2N−1, the Loewner chain η
is almost surely generated by a continuous curve up to and including T , and it almost surely terminates
at one of the points {x2, x4, . . . , x2N−2}.
Proof. For t < T , the law of η is that of the SLE3 in H from x1 to ∞ weighted by the local martingale
M
(N ;1)
t . Also, if ηˆ is the Loewner chain associated to Z(N−1)Ising (x1, . . . , x2N−2) starting from x1, then for
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t < T , the law of ηˆ is that of the SLE3 in H from x1 to ∞ weighted by the local martingale M (N−1;1)t .
Therefore, the law of η is the same as the law of ηˆ weighted by the local martingale
Rt := g
′
t(x2N−1)
1/2g′t(x2N )
1/2
Z(N)Ising(Wt, gt(x2), . . . , gt(x2N ))
Z(N−1)Ising (Wt, gt(x2), . . . , gt(x2N−2))
. (4.5)
By the bounds (3.1) and (3.6), we have
Rt ≤ ((2N − 1)!!)2 g′t(x2N−1)1/2g′t(x2N )1/2
B(N)(Wt, gt(x2), . . . , gt(x2N ))
B(N−1)(Wt, gt(x2), . . . , gt(x2N−2))
≤ ((2N − 1)!!)2
Ç
g′t(x2N−1)1/2g′t(x2N )1/2
gt(x2N )− gt(x2N−1)
åÇ
gt(x2N )− gt(x2N−2)
gt(x2N−1)− gt(x2N−2)
å
.
By the monotonicity property (2.6), we have
g′t(x2N−1)1/2g′t(x2N )1/2
gt(x2N )− gt(x2N−1) ≤ (x2N − x2N−1)
−1.
Finally, the SDEs (2.3) show that gt(x2N )− gt(x2N−2) is decreasing in t, so
gt(x2N )− gt(x2N−2) ≤ x2N − x2N−2,
and in conclusion, we obtain
Rt ≤ ((2N − 1)!!)2
Ç
x2N − x2N−2
x2N − x2N−1
åÇ
1
gt(x2N−1)− gt(x2N−2)
å
.
From this, we see that for any  > 0, the local martingale Rt is bounded up to the stopping time
S = inf{t > 0: gt(x2N−1)− gt(x2N−2) ≤ }.
In particular, the law of η is absolutely continuous with respect to the law of ηˆ up to S, for any  > 0.
Therefore, on the event E2N−1 that η accumulates in the open interval (x1, x2N−1), the law of η is
absolutely continuous with respect to the law of ηˆ. Thus, by the hypothesis on ηˆ, we see that on the event
E2N−1, η is almost surely generated by a continuous curve up to and including T , and it almost surely
terminates at one of the points {x2, x4, . . . , x2N−2}. This finishes the proof.
Lemma 4.4. Assume that Theorem 4.1 holds for N − 1. Then, for any n ∈ {1, . . . , N − 1}, we have
P[η(T ) = x2n] =
∑
α∈LPN
Zα(x1, . . . , x2N )
Z(N)Ising(x1, . . . , x2N )
1{{1,2n}∈α}. (4.6)
Proof. Using the same notations as in the proof of Lemma 4.3, we recall that η has the law of ηˆ weighted
by the local martingale (4.5), which we write in the form
Rt = g
′
t(x2N−1)
1/2g′t(x2N )
1/2
Z(N)Ising(Wt, gt(x2), . . . , gt(x2N ))
Z(n)Ising(Wt, gt(x2), . . . , gt(x2n))
Z(n)Ising(Wt, gt(x2), . . . , gt(x2n))
Z(N−1)Ising (Wt, gt(x2), . . . , gt(x2N−2))
.
Now, on the event {η(T ) = x2n}, the curve η is continuous up to and including T , by Lemma 4.3. Hence,
Proposition 3.1 and the conformal covariance (2.5) show that as t→ T , we have almost surely
RT := lim
t→T
Rt = g
′
T (x2N−1)
1/2g′T (x2N )
1/2
Z(N−n)Ising (gT (x2n+1), . . . , gT (x2N ))
Z(N−1−n)Ising (gT (x2n+1), . . . , gT (x2N−2))
=
Z(N−n)Ising (DLηˆ ;x2n+1, . . . , x2N )
Z(N−1−n)Ising (DLηˆ ;x2n+1, . . . , x2N−2)
.
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Furthermore, the convergence also holds in L1. Namely, Rt is a uniformly integrable martingale on the
event {ηˆ(T ) = x2n}: the law of ηˆ weighted by Rt is the same as the law of η, and by Lemma 4.3, η is
almost surely continuous up to and including T — thus, on the event {η(T ) = x2n}, there is almost surely
a positive distance between η[0, T ] and the points {x2n+1, . . . , x2N}. Therefore, we have
P[η(T ) = x2n] =
1
R0
E
1{ηˆ(T )=x2n} Z(N−n)Ising (DLηˆ ;x2n+1, . . . , x2N )Z(N−1−n)Ising (DLηˆ ;x2n+1, . . . , x2N−2)
 . (4.7)
Now, by the hypothesis on ηˆ, on the event {ηˆ(T ) = x2n}, the law of ηˆ is that of the SLE3 curve γ in H
from x1 to x2n weighted by the Radon-Nikodym derivative
Z(n−1)Ising (DRγ ;x2, . . . , x2n−1)×Z(N−1−n)Ising (DLγ ;x2n+1, . . . , x2N−2)
(x2n − x1)∑β∈LPN−1 Zβ(x1, . . . , x2N−2)1{{1,2n}∈β} . (4.8)
Combining this with (4.7), we have
P[η(T ) = x2n] =
1
R0
E
 Z(N−n)Ising (DLηˆ ;x2n+1, . . . , x2N )
Z(N−1−n)Ising (DLηˆ ;x2n+1, . . . , x2N−2)
∣∣∣∣ ηˆ(T ) = x2n
P[ηˆ(T ) = x2n]
=
1
R0
E
[
Z(N−n)Ising (DLγ ;x2n+1, . . . , x2N )×Z(n−1)Ising (DRγ ;x2, . . . , x2n−1)
]
(x2n − x1)∑β∈LPN−1 Zβ(x1, . . . , x2N−2)1{{1,2n}∈β} P[ηˆ(T ) = x2n].
Now, Lemma 4.2 gives
P[η(T ) = x2n] =
1
R0
∑
α∈LPN Zα(x1, . . . , x2N )1{{1,2n}∈α}∑
β∈LPN−1 Zβ(x1, . . . , x2N−2)1{{1,2n}∈β}
P[ηˆ(T ) = x2n].
On the other hand, by the hypothesis on ηˆ, we have
P[ηˆ(T ) = x2n] =
∑
β∈LPN−1 Zβ(x1, . . . , x2N−2)1{{1,2n}∈β}
Z(N−1)Ising (x1, . . . , x2N−2)
, (4.9)
and therefore,
P[η(T ) = x2n] =
∑
α∈LPN Zα(x1, . . . , x2N )1{{1,2n}∈α}
Z(N)Ising(x1, . . . , x2N )
. (4.10)
This concludes the proof.
Lemma 4.5. Assume that Theorem 4.1 holds for N − 1. Then, for all n ∈ {1, . . . , N − 1}, conditionally
on the event {η(T ) = x2n}, the law of η is that of the SLE3 curve γ in H from x1 to x2n weighted by the
Radon-Nikodym derivative
Z(n−1)Ising (DRγ ;x2, . . . , x2n−1)×Z(N−n)Ising (DLγ ;x2n+1, . . . , x2N )
(x2n − x1)∑α∈LPN Zα(x1, . . . , x2N )1{{1,2n}∈α} . (4.11)
Proof. We still use the same notations as in the proof of Lemmas 4.3 and 4.4. Then, on the event
{η(T ) = x2n}, the law of η is the same as the law of ηˆ weighted by the Radon-Nikodym derivative
1
R0
Z(N−n)Ising (DLηˆ ;x2n+1, . . . , x2N )
Z(N−1−n)Ising (DLηˆ ;x2n+1, . . . , x2N−2)
.
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On the other hand, on the event {ηˆ(T ) = x2n}, the law of ηˆ is the same as the law of γ weighted by the
Radon-Nikodym derivative (4.8). Therefore, conditionally on the event {η(T ) = x2n}, the law of η is the
same as the law of γ weighted by the Radon-Nikodym derivative
P[ηˆ(T ) = x2n]
P[η(T ) = x2n]
1
R0
Z(n−1)Ising (DRγ ;x2, . . . , x2n−1)×Z(N−n)Ising (DLγ ;x2n+1, . . . , x2N )
(x2n − x1)∑β∈LPN−1 Zβ(x1, . . . , x2N−2)1{{1,2n}∈β}
=
Z(n−1)Ising (DRγ ;x2, . . . , x2n−1)×Z(N−n)Ising (DLγ ;x2n+1, . . . , x2N )
(x2n − x1)∑α∈LPN Zα(x1, . . . , x2N )1{{1,2n}∈α} . [by (4.9) and (4.10)]
This gives the asserted formula (4.11) and completes the proof.
With Lemmas 4.3 – 4.5 at hand, we have proved the conclusions in Theorem 4.1 for the Loewner chain
η associated to Z(N)Ising(x1, . . . , x2N ) starting from x1 on the event E2N−1 that η accumulates in the interval
(x1, x2N−1). It remains to analyze the behavior of η when it accumulates in [x2N−1,∞)∪ (−∞, x1). Since
the Loewner chain is conformally invariant, we may apply a Mo¨bius transformation ϕ of H such that
ϕ(x2N−1) < ϕ(x2N ) < ϕ(x1) < ϕ(x2) < · · · < ϕ(x2N−2). Then, ϕ(η) is the Loewner chain starting from
ϕ(x1), and the boundary segment [x2N−1,∞) ∪ (−∞, x1) becomes [ϕ(x2N−1), ϕ(x1)). This is equivalent
to analyzing the Loewner chain starting from x3 when it accumulates in the boundary segment [x1, x3).
This remaining case will be addressed in the following lemma.
Lemma 4.6. Assume that Theorem 4.1 holds for N − 1. Let η be the Loewner chain associated to
Z(N)Ising(x1, . . . , x2N ) starting from x3, and F2N−1 be the event that η accumulates in (−∞, x3)∪(x3, x2N−1).
Then, on the event F2N−1, the Loewner chain η is almost surely generated by a continuous curve up to
and including T , and it almost surely terminates at one of the points {x2, x4, . . . , x2N−2}. Furthermore,
the probability of terminating at x2 is given by
P[η(T ) = x2] =
∑
α∈LPN
Zα(x1, . . . , x2N )
Z(N)Ising(x1, . . . , x2N )
1{{2,3}∈α}, (4.12)
and conditionally on {η(T ) = x2}, the law of η is that of the SLE3 curve γ in H from x3 to x2 weighted
by the Radon-Nikodym derivative
Z(N−1)Ising (DRγ ;x4, . . . , x2N , x1)
(x3 − x2)∑α∈LPN Zα(x1, . . . , x2N )1{{2,3}∈α} . (4.13)
Proof. Let ηˆ be the Loewner chain associated to Z(N−1)Ising (x1, . . . , x2N−2) starting from x3. Then, as in the
proof of Lemma 4.3, we see that the law of η is the same as the law of ηˆ weighted by the local martingale
Qt := g
′
t(x2N−1)
1/2g′t(x2N )
1/2
Z(N)Ising(gt(x1), gt(x2),Wt, gt(x4), . . . , gt(x2N ))
Z(N−1)Ising (gt(x1), gt(x2),Wt, gt(x4), . . . , gt(x2N−2))
.
By a similar analysis as in the proof of Lemma 4.3, on the event F2N−1, the law of η is absolutely continuous
with respect to the law of ηˆ. In particular, η is almost surely (on F2N−1) generated by a continuous curve
up to and including T , terminating almost surely at one of the points {x2, x4, . . . , x2N−2}.
Then, by a similar analysis as in the proof of Lemma 4.4, on the event {η(T ) = x2}, we obtain
lim
t→T
Qt = lim
t→T
g′t(x2N−1)
1/2g′t(x2N )
1/2
Z(1)Ising(gt(x2),Wt)
Z(1)Ising(gt(x2),Wt)
Z(N)Ising(gt(x1), gt(x2),Wt, gt(x4), . . . , gt(x2N ))
Z(N−1)Ising (gt(x1), gt(x2),Wt, gt(x4), . . . , gt(x2N−2))
= g′T (x2N−1)
1/2g′T (x2N )
1/2
Z(N−1)Ising (gT (x1), gT (x4), . . . , gT (x2N ))
Z(N−2)Ising (gT (x1), gT (x4), . . . , gT (x2N−2))
. [by (2.11)]
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Thus, on the event {η(T ) = x2}, the law of η is the same as the law of ηˆ weighted by
Z(N−1)Ising (DRηˆ ;x1, x4, . . . , x2N )
Z(N−2)Ising (DRηˆ ;x1, x4, . . . , x2N−2)
. (4.14)
Also, by the hypothesis on ηˆ, on the event {ηˆ(T ) = x2}, the law of ηˆ is the same as γ weighted by
Z(N−2)Ising (DRγ ;x4, . . . , x2N−2, x1)
(x3 − x2)∑β∈LPN−1 Zβ(x1, . . . , x2N−2)1{{2,3}∈β} . (4.15)
Therefore, we have
P[η(T ) = x2] =
1
Q0
E
1{ηˆ(T )=x2} Z(N−1)Ising (DRηˆ ;x1, x4, . . . , x2N )Z(N−2)Ising (DRηˆ ;x1, x4, . . . , x2N−2)

=
1
Q0
E
 Z(N−1)Ising (DRηˆ ;x1, x4, . . . , x2N )
Z(N−2)Ising (DRηˆ ;x1, x4, . . . , x2N−2)
∣∣∣∣ ηˆ(T ) = x2
P[ηˆ(T ) = x2]
=
1
Q0
E
[
Z(N−1)Ising (DRγ ;x4, . . . , x2N , x1)
]
(x3 − x2)∑β∈LPN−1 Zβ(x1, . . . , x2N−2)1{{2,3}∈β} P[ηˆ(T ) = x2].
Combining this with (4.4) and the hypothesis on P[ηˆ(T ) = x2], we obtain (4.12). Moreover, combin-
ing (4.14) and (4.15), conditionally on {η(T ) = x2}, the law of η is that of γ weighted by the Radon-
Nikodym derivative given by (4.13). This completes the proof of the lemma, as well as of Theorem 4.1.
5 Crossing Probabilities in Critical Ising Model
Let Ωδ be a family of finite subgraphs of the rescaled square lattice δZ2, for δ > 0. Fix 2N boundary
points xδ1, . . . , x
δ
2N of Ω
δ in counterclockwise order. As illustrated in Figure 1.1 in Section 1, consider the
critical Ising model on (Ωδ;xδ1, . . . , x
δ
2N ) with alternating boundary conditions:
⊕ on (xδ2j−1 xδ2j), for j ∈ {1, . . . , N}, and 	 on (xδ2j xδ2j+1), for j ∈ {0, 1, . . . , N}, (5.1)
with the convention that xδ2N = x
δ
0 and x
δ
2N+1 = x
δ
1. In this setup, N macroscopic interfaces connect
pairwise the boundary points xδ1, . . . , x
δ
2N .
Suppose that (Ωδ;xδ1, . . . , x
δ
2N ) approximate some polygon (Ω;x1, . . . , x2N ) as δ → 0, as detailed below.
K. Izyurov proved in his article [Izy17] that “locally”, the scaling limits of these interfaces are given by
the Loewner chain (2.3) with κ = 3 and Z = Z(N)Ising. In Section 5.2, we briefly explain how to extend this
result to a “global” one, that is, to establish the convergence for the whole curves instead only up to a
stopping time. The proof crucially relies on the continuity of the Loewner chain, Theorem 4.1.
In this article, we are primarily interested in the probability that the Ising interfaces form a given
connectivity encoded in a link pattern α. In general, formulas for such crossing probabilities are not
known — a few special cases appear in [Izy15]. Nevertheless, in our main result, Theorem 1.1, we prove
that the Ising crossing probabilities do indeed have a conformally invariant scaling limit, and specify this
limit as the ratio Zα/ZIsing, hence understanding it completely in the scaling limit. This ratio also gives
a characterization of the Ising crossing probabilities in terms of a c = 1/2 conformal field theory: indeed,
Zα can be seen as boundary correlation functions of a degenerate field with conformal weight h1,2 = 1/2,
associated to the free fermion (or the energy density) [ID89, DFMS97, Hon10, HS13, FSKZ17]. We prove
Theorem 1.1 in Section 5.3.
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5.1 Ising Model
To begin, we fix notation to be used throughout. We consider finite subgraphs G = (V (G), E(G)) of the
(possibly translated, rotated, and rescaled) square lattice Z2. We call two vertices v and w neighbors if
their Euclidean distance equals one, and we then write v ∼ w. We denote the inner boundary of G by
∂G = {v ∈ V (G) : ∃ w 6∈ V (G) such that {v, w} ∈ E(Z2)}.
The dual lattice (Z2)∗ is a translated version of Z2: its vertex set is (1/2, 1/2) + Z2 and its edges
are given by all pairs (v1, v2) of vertices that are neighbors. The vertices and edges of (Z2)∗ are called
dual-vertices and dual-edges, whereas we sometimes call the vertices and edges of Z2 primal-vertices and
primal-edges. In particular, for each primal-edge e of Z2, we associate a dual-edge, denoted by e∗, that
crosses e in the middle. For a subgraph G of Z2, we define G∗ to be the subgraph of (Z2)∗ with edge set
E(G∗) = {e∗ : e ∈ E(G)} and vertex set given by the endpoints of these dual-edges.
We define a discrete Dobrushin domain to be a triple (G; v, w) with v, w ∈ ∂G, v 6= w, where G
is a finite connected subgraph of Z2 such that the complement of G is also connected (that is, G is
simply connected). The boundary ∂G is divided into two arcs (vw) and (wv), where Dobrushin boundary
conditions for the Ising model will be specified. We also define a discrete polygon to be a (2N + 1)-tuple
(G; v1, . . . , v2N ), where v1, . . . , v2N ∈ ∂G are distinct boundary vertices in counterclockwise order. In this
case, the boundary ∂G is divided into 2N arcs, where alternating boundary conditions will be specified.
We also let G denote the simply connected domain formed by all of the faces, edges, and vertices of G.
The Ising model on G is a random assignment σ = (σv)v∈V (G) ∈ {	,⊕}V (G) of spins. With free
boundary conditions, the probability measure of the Ising model is given by the Boltzmann measure
µfreeβ,G [σ] =
exp(−βH freeG (σ))
Z freeβ,G
, where Z freeβ,G =
∑
σ
exp(−βH freeG (σ)),
with inverse-temperature β > 0 and Hamiltonian
H freeG (σ) = −
∑
v∼w
σvσw.
Only the neigboring spins interact with each other. This model exhibits an order-disorder phase tran-
sition [MCW73]: there exists a critical temperature Tc such that above Tc, the Ising configurations are
disordered, and below Tc, large clusters of equal spins appear. For the square lattice, we have
Tc =
2
log(1 +
√
2)
.
At the critical temperature, the system does not have a typical length scale, and using renormalization
arguments, physicists argued [BPZ84, Car96], and mathematicians later proved in a series of works starting
from [Smi06, Smi10], that the model becomes conformally invariant in the scaling limit. In this article,
we consider the scaling limit of the Ising model at criticality.
For τ ∈ {	,⊕}Z2 , we define the Ising model with boundary condition τ via the Hamiltonian
HτG(σ) = −
∑
v∼w,
{v,w}∩G6=∅
σvσw, where σv = τv, for all v 6∈ G.
In particular, if (G; v, w) is a discrete Dobrushin domain, we may consider the Ising model with Dobrushin
boundary conditions (domain-wall boundary conditions): we set ⊕ along the arc (vw), and 	 along the
complementary arc (wv). More generally, in a discrete polygon (G; v1, . . . , v2N ), we consider alternating
boundary conditions, where ⊕ and 	 alternate along the boundary as in (5.1).
In the Ising model, the spins lie on the primal-vertices v ∈ G. On the other hand, interfaces lie on
the dual lattice G∗. Let v∗1, . . . , v∗2N be dual-vertices nearest to v1, . . . , v2N , respectively. Then, given
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j ∈ {1, . . . , N}, we define the Ising interface starting from v∗2j as follows. It starts from v∗2j , traverses on
the dual-edges, and turns at every dual-vertex in such a way that it always has primal-vertices with spin
⊕ on its left and spin 	 on its right. If there is an indetermination when arriving at a vertex (this may
happen on the square lattice), it turns left. The Ising interface starting from v∗2j−1 is defined similarly
with the left/right switched.
We focus on scaling limits of the Ising model on G: we let G = Ωδ be a subgraph of the rescaled square
lattice δZ2 with small δ > 0, which will tend to zero. Our precise approximation scheme is the following:
if (Ω;x1, . . . , x2N ) is a bounded polygon and
Ä
(Ωδ;xδ1, . . . , x
δ
2N )
ä
δ>0
a sequence of discrete polygons, we
say that (Ωδ;xδ1, . . . , x
δ
2N ) converges to (Ω;x1, . . . , x2N ) as δ → 0 in the Carathe´odory sense if there exist
conformal maps f δ (resp. f) from the unit disc U = {z ∈ C : |z| < 1} to Ωδ (resp. from U to Ω) such
that f δ → f on any compact subset of U, and for all j ∈ {1, . . . , 2N}, we have lim
δ→0
(f δ)−1(xδj) = f−1(xj).
In this article, we only consider square lattice approximations of simply connected continuum domains.
However, more general results could also be derived, e.g., for so-called isoradial graphs [CS12].
We emphasize again that the Ising spins lie on the primal-vertices the interfaces on the dual graph.
However, we shall abuse notation by writing Ωδ for Ωδ or (Ω∗)δ, and xδ for xδ or (x∗)δ.
5.2 Convergence of Interfaces
In this section, we first summarize some existing results on the convergence of Ising interfaces, and then
explain how to extend Izyurov’s result [Izy17] on the local convergence of multiple interfaces to be global.
Starting from the celebrated work of S. Smirnov [Smi06, Smi10], the conformal invariance for the
critical planar Ising model has been proved in terms of correlations [CI13, HS13, CHI15] and inter-
faces [CDCH+14, HK13, BH19, Izy17, BPW18]. The key tool in this work is the so-called discrete holo-
morphic fermion, developed by Smirnov with D. Chelkak [CS12]. This led in particular to the convergence
of the Ising interface in Dobrushin domains [CDCH+14]: if (Ωδ;xδ, yδ) is a sequence of discrete Dobrushin
domains converging to a Dobrushin domain (Ω;x, y) in the Carathe´odory sense, then, as δ → 0, the in-
terface of the critical Ising model in (Ωδ;xδ, yδ) with Dobrushin boundary conditions converges weakly to
the chordal SLE3 in (Ω;x, y).
Later, C. Hongler, K. Kyto¨la¨, and K. Izyurov extended the discrete holomorphic fermion to more
general settings [HK13, Izy15, Izy17]. In particular, it follows from Izyurov’s work [Izy17, Theorem 1.1]
that the Ising interfaces in discrete polygons with alternating boundary conditions (5.1) converge to
multiple SLEs in the following local sense. Let discrete polygons (Ωδ;xδ1, . . . , x
δ
2N ) on δZ2 converge to
(Ω;x1, . . . , x2N ) as δ → 0 in the Carathe´odory sense and fix a conformal map ϕ from Ω to H such that
ϕ(x1) < · · · < ϕ(x2N ). Fix j and let ηδ be the Ising interface starting from xδj . For r > 0, define T δ,r to
be the first time that ηδ gets within distance r from the other marked points {xδ1, . . . , xδj−1, xδj+1, xδ2N}.
Then, as δ → 0, the process (ϕ(ηδ(t)), 0 ≤ t ≤ T δ,r) converges weakly to the Loewner chain η associated
to the partition function Z(N)Ising(ϕ(x1), . . . , ϕ(x2N )) starting from xj , up to the stopping time T r, i.e., the
first time that η gets within distance r from the other marked points (the fact that the stopping times for
the interface ηδ indeed converge in probability to a stopping time for η can be proved using the Russo-
Seymour-Welsh estimate — see [GW18, Section 4]). We call this local convergence since the convergence
only holds up to the cutoff time T r.
To establish the convergence globally, that is, without a cutoff time, we need three pieces of input:
(1) the local convergence, as explained above;
(2) the fact that the limiting process η˜ of ϕ(ηδ) is continuous up to and including the swallowing time
T of the marked points; and
(3) the fact that the Loewner chain η is continuous up to and including the swallowing time T .
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With these three pieces of input at hand, we know that η˜ has the same law as η up to the cutoff time
T r by (1), and letting r → 0, we find that η˜ and η have the same law up to and including T because
of (2) and (3). Among the three pieces of input, we have the local convergence (1) from [Izy17]. The
continuity of the scaling limit (2) is a consequence of the Russo-Seymour-Welsh estimate for the Ising
model from [CDCH16, Corollary 1.7] combined with the results in [AB99, KS17], as argued in [Izy15,
Remark 3.2]. Finally, we established the (rather non-trivial) continuity of the Loewner chain (3) in
Theorem 4.1 in the previous section. In summary, we have proven the following proposition.
Proposition 5.1. Let discrete polygons (Ωδ;xδ1, . . . , x
δ
2N ) on δZ2 converge to a nice polygon (Ω;x1, . . . , x2N )
as δ → 0 in the Carathe´odory sense. Fix a conformal map ϕ from Ω to H such that ϕ(x1) < · · · < ϕ(x2N ).
Consider the critical Ising model on Ωδ with alternating boundary conditions (5.1). Fix j ∈ {1, . . . , 2N}
and denote by ηδ the interface starting from xδj . Then, ϕ(η
δ) converges weakly to the Loewner chain
associated to the multiple SLE3 partition function
Z(N)Ising(ϕ(x1), . . . , ϕ(x2N )) =
∑
α∈LPN
Zα(ϕ(x1), . . . , ϕ(x2N ))
of Theorem 4.1 up to and including the swallowing time T .
Remark 5.2. In [BPW18, Theorem 1.2], it was proved that for each α ∈ LPN , there exists a unique
global multiple SLE3 associated to α. This probability measure is supported on families of curves with the
given topological connectivity α. Furthermore, it follows from [PW19, Lemma 4.8 and Proposition 4.9]
that these curves are Loewner chains whose driving functions satisfy the SDEs (2.3) with Z the pure
partition function Zα for κ = 3. On the other hand, since ZIsing = ∑αZα, it follows from Proposition 5.1
that the probability measure of the limit curve η˜ of the Ising interface is the global multiple SLE3 which is
the sum of the extremal multiple SLE3 probability measures associated to the various possible connectivity
patterns of the interfaces [PW19, Corollary 1.2].
5.3 Proof of Theorem 1.1
Now we are ready to prove the main result of this article:
Theorem 1.1. Let discrete polygons (Ωδ;xδ1, . . . , x
δ
2N ) on δZ2 converge to (Ω;x1, . . . , x2N ) as δ → 0 in
the Carathe´odory sense. Consider the critical Ising model in Ωδ with alternating boundary conditions.
Denote by Aδ the connectivity pattern formed by the N discrete interfaces. Then we have
lim
δ→0
P[Aδ = α] = Zα(Ω;x1, . . . , x2N )
Z(N)Ising(Ω;x1, . . . , x2N )
, for all α ∈ LPN , where Z(N)Ising :=
∑
α∈LPN
Zα, (1.1)
and {Zα : α ∈ LPN} are the pure partition functions of multiple SLE3.
Proof. We prove the claim by induction on N ≥ 1. It is trivial for N = 1 because both sides of (1.1)
equal one. Thus, we assume that the claim holds for N − 1 and denote, for all β ∈ LPN−1, by
Pβ(Ω;x1, . . . , x2N−2) the associated crossing probabilities. Then, we fix α ∈ LPN and prove the claim for
P[Aδ = α]. We note that the probabilities
Ä
P[Aδ = α]
ä
δ>0
form a sequence of numbers in [0, 1], so there
is always a subsequential limit. Suppose Qα is any subsequential limit: for some δn → 0 as n→∞,
Qα = lim
n→∞P
î
Aδn = α
ó
.
It suffices to prove that Qα = Zα/ZIsing.
Without loss of generality, we assume that {1, 2} ∈ α. Fix a conformal map ϕ from Ω to H such that
ϕ(x1) < · · · < ϕ(x2N ). Consider the Ising interface ηδ starting from xδ1. Let η be the Loewner chain
associated to Z(N)Ising(ϕ(x1), . . . , ϕ(x2N )) starting from ϕ(x1). Proposition 5.1 shows that ϕ(ηδ) converges
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weakly to η as δ → 0. In particular, ϕ(ηδn) converges weakly to η as n→∞. For convenience, we couple
them in the same probability space so that they converge almost surely.
First, let us analyze η. Using the notation gt(ϕ(xi)) = V
i
t for all i 6= 1, we define, for t < T ,
Mt :=
Zα(Wt, V 2t , . . . , V 2Nt )
Z(N)Ising(Wt, V 2t , . . . , V 2Nt )
.
The partial differential equations (PDE) (2.1) show that Mt is local martingale. Let us consider the limit
of Mt as t → T . By Theorem 4.1, the curve η is almost surely continuous up to and including T and
terminates at one of the points {ϕ(x2), ϕ(x4), . . . , ϕ(x2N )}. On the event {η(T ) = ϕ(x2)}, the strong
asymptotics properties (2.9) and (2.11) show that as t→ T , we have almost surely
Mt =
Zα(Wt, V 2t , . . . , V 2Nt )
Z(1)Ising(Wt, V 2t )
Z(1)Ising(Wt, V 2t )
Z(N)Ising(Wt, V 2t , . . . , V 2Nt )
−→ Zαˆ(V
3
T , . . . , V
2N
T )
Z(N−1)Ising (V 3T , . . . , V 2NT )
, (5.2)
where αˆ = α/{1, 2} ∈ LPN−1. Denote by Dη the unbounded connected component of H \ η[0, T ]. Then,
by (5.2) and the conformal covariance (2.5), on the event {η(T ) = ϕ(x2)}, we have almost surely
Mt → Zαˆ(Dη;ϕ(x3), . . . , ϕ(x2N ))Z(N−1)Ising (Dη;ϕ(x3), . . . , ϕ(x2N ))
as t→ T.
On the other hand, on the event {η(T ) = ϕ(x2j)} for j ∈ {2, 3, . . . , N}, Proposition 3.11 gives
Mt =
Zα(Wt, V 2t , . . . , V 2Nt )
Z(N)Ising(Wt, V 2t , . . . , V 2Nt )
→ 0 as t→ T,
almost surely. In summary, we have shown that almost surely, we have
Mt →MT := 1{η(T )=ϕ(x2)}
Zαˆ(Dη;ϕ(x3), . . . , ϕ(x2N ))
Z(N−1)Ising (Dη;ϕ(x3), . . . , ϕ(x2N ))
as t→ T.
Since 0 < Zα/ZIsing ≤ 1, we see that Mt is a bounded martingale. The optional stopping theorem then
gives M0 = E[MT ], that is,
Zα(ϕ(x1), . . . , ϕ(x2N ))
Z(N)Ising(ϕ(x1), . . . , ϕ(x2N ))
= E
1{η(T )=ϕ(x2)} Zαˆ(Dη;ϕ(x3), . . . , ϕ(x2N ))Z(N−1)Ising (Dη;ϕ(x3), . . . , ϕ(x2N ))
 . (5.3)
Next, let us come back to ηδn . On the event {ηδn terminates at xδn2 }, denote by Dδn the unbounded
connected component of H \ ϕ(ηδn). Similarly as in the proof of [BPW18, Lemma 4.2], we see that the
polygon (ϕ(Dδn);ϕ(xδn3 ), . . . , ϕ(x
δn
2N )) converges almost surely to the polygon (Dη;ϕ(x3), . . . , ϕ(x2N )) as
n→∞ in the Carathe´odory sense. By the induction hypothesis, we have
Qα = lim
n→∞P[A
δn = α]
= lim
n→∞E
[
1{ηδn terminates at xδn2 }E
î
1{Aδn=α} | ηδn
ó]
= E[1{η(T )=ϕ(x2)}Pαˆ(Dη;ϕ(x3), . . . , ϕ(x2N ))] [by (?) below]
= E
1{η(T )=ϕ(x2)} Zαˆ(Dη;ϕ(x3), . . . , ϕ(x2N ))Z(N−1)Ising (Dη;ϕ(x3), . . . , ϕ(x2N ))
 [by the ind. hypothesis]
=
Zα(ϕ(x1), . . . , ϕ(x2N ))
Z(N)Ising(ϕ(x1), . . . , ϕ(x2N ))
, [by (5.3)] (5.4)
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where we used the non-trivial fact (?) that the conditional probability of {Aδn = α} given ηδn does
converge. Although we have the convergence of the joint distribution of {ηδn ,Aδn = α}, this does not
automatically give the convergence of the conditional probability. However, in our case, this is true, by
similar arguments as explained in [BPW18, Lemma 4.3 (proof)]. Equation (5.4) completes the induction
step and finishes the proof of Theorem 1.1.
A Appendix: Connection Probabilities for Level Lines of GFF
In the proof of Lemma 3.4 in Section 3, we use the following facts concerning the level lines of the Gaussian
free field (GFF). We shall not define the GFF nor its level lines precisely, because they are not needed
to understand the present article. The reader may find background on this topic, e.g., in [She07, SS13,
WW17]. Importantly, the level lines are SLEκ curves with κ = 4.
Fix a constant λ = pi/2. Let Γ be the GFF in H with alternating boundary data:
λ on (x2j−1, x2j), for j ∈ {1, . . . , N}, and − λ on (x2j , x2j+1), for j ∈ {0, 1, . . . , N},
with the convention that x0 = −∞ and x2N+1 =∞. For j ∈ {1, . . . , N}, let ηj be the level line of Γ starting
from x2j−1, considered as an oriented curve. If xk is the other endpoint of ηj , we say that the level line ηj
terminates at xk. Similarly as in the case of the Ising model, the endpoints of the level lines (η1, . . . , ηN )
give rise to a planar pair partition, which we encode in a link pattern A = A(η1, . . . , ηN ) ∈ LPN .
Theorem A.1. [PW19, Theorem 1.4] Consider the level lines of the GFF in (H;x1, . . . , x2N ) with al-
ternating boundary data. Denote by A the connectivity pattern formed by the N level lines. Then we
have
P[A = α] = Zα(x1, . . . , x2N )
Z(N)GFF(x1, . . . , x2N )
, for all α ∈ LPN , where Z(N)GFF :=
∑
α∈LPN
Zα, (A.1)
and {Zα : α ∈ LPN} are the pure partition functions of multiple SLE4.
Moreover, for a, b ∈ {1, . . . , 2N}, where a is odd and b is even, the probability that the level line of
the GFF starting from xa terminates at xb is given by [PW19, Proposition 5.6]:
P (a,b)(x1, . . . , x2N ) =
∏
1≤i≤2N,
i 6=a,b
∣∣∣∣xi − xaxi − xb
∣∣∣∣(−1)i . (A.2)
R. Kenyon and D. Wilson found explicit formulas for crossing probabilities in the double-dimer
model [KW11]. These formulas are combinatorial expressions involving the inverse Kasteleyn matrix.
On the other hand, explicit formulas of similar type were obtained in [KW11, PW19] for the connection
probabilities of the GFF level lines appearing in (A.1), where the inverse Kasteleyn matrix gets replaced by
the boundary Poisson kernel. Using Kenyon’s results [Ken00], it should be possible to explicitly check that
in suitable approximations, the double-dimer crossing probabilities converge in the scaling limit to (A.1).
Note, however, that the convergence of double-dimer interfaces to the SLE4 still remains conjectural.
B Appendix: Connection Probabilities for Loop-Erased RandomWalks
R. Kenyon and D. Wilson found in [KW11] determinantal formulas for connectivity probabilities for
multichordal loop-erased random walks (LERW). It follows from these formulas and the discrete complex
analysis developed in [CFL28, CS11] that the multichordal LERW connectivity probabilities converge
(when suitably renormalized) to the pure partition functions of multiple SLEκ with κ = 2 — for a proof,
see, e.g., [KKP17, Theorems 3.16 and 4.1].
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In these results, the multichordal LERWs are realized as boundary touching branches in a uniform
spanning tree (UST) with wired boundary conditions. Such curves converge in the scaling limit to multiple
SLEκ curves with κ = 2 [Sch00, LSW04, Zha08, Kar19]. The reader can find the precise definitions of
these objects, as well as the detailed setup for the scaling limit results, in [KKP17, Section 3]. To give a
satisfactory statement, we translate the notations used there into the notations used in the present article.
Recall from Section 5.1 that, for a finite subgraph G = (V (G), E(G)) of Z2, we denote the inner
boundary of G by ∂G = {v ∈ V (G) : ∃w 6∈ V (G) such that {v, w} ∈ E(Z2)}. We also define the outer
boundary (called boundary in [KKP17]) of G as the vertices w 6∈ V (G) for which there exists a vertex
v ∈ V (G) such that {v, w} ∈ E(Z2). Then, as in [KKP17, Section 3], we call the edges e = {v, w}
boundary edges of G, and we denote v = e◦ and w = e∂ .
Now, for a discrete polygon (G; v1, . . . , v2N ), we may consider those branches in the UST that start
from the vertices v1, . . . , v2N . Importantly, these discrete curves may form other topological configurations
than those labeled by the link patterns — the curves can merge in various ways. However, for each link
pattern α = {{a1, b1}, . . . , {aN , bN}} ∈ LPN with the convention that a1 < a2 < · · · < aN and aj < bj , for
all j ∈ {1, . . . , N}, we can consider the probability that the discrete curves form the connectivity pattern
α in the following sense. We group the marked vertices v1, . . . , v2N into two groups {vaj : j = 1, . . . , N}
and {vbj : j = 1, . . . , N} according to α. We form a modified discrete polygon by replacing the latter
group by {wbj : j = 1, . . . , N}, where vbj and wbj form a boundary edge ebj = {vbj , wbj}, so that vbj = e◦bj
and wbj = e
∂
bj
. Then, we may consider the event that there exist N branches in the UST connecting vaj
to wbj , for j ∈ {1, . . . , N}. Adapting the notations in [KKP17], for each j ∈ {1, . . . , N}, we denote the
corresponding event by
{ ∃ branch in the UST connecting vaj to wbj } = {vaj  wbj}
so that the desired connectivity event is { connectivity of v1, . . . , v2N is α } =
N⋂
`=1
{vaj  wbj}.
Theorem B.1. [KKP17, Theorems 3.16 and 4.1] Let discrete polygons (Ωδ;xδ1, . . . , x
δ
2N ) on δZ2 approx-
imate a nice polygon (Ω;x1, . . . , x2N ) as δ → 0, as detailed in [KKP17, Section 3]. Consider the uniform
spanning tree in Ωδ with wired boundary conditions. Then we have
lim
δ→0
δ−2NP[ connectivity of xδ1, . . . , xδ2N is α ] = pi−NZα(Ω;x1, . . . , x2N ), for all α ∈ LPN , (B.1)
where {Zα : α ∈ LPN} are the pure partition functions of multiple SLE2.
We remark the normalization factor δ−2N in the connection probability (B.1), absent from Theorem 1.1
for the Ising case, as well as the absence of the symmetric partition function Z(N)LERW :=
∑
αZα. In fact, a
formula for ZLERW is known [PW19, Lemma 4.12], and one could also consider the UST conditioned on
the event that the branches starting from the vertices xδ1, . . . , x
δ
2N connect according to some link pattern
Aδ ∈ LPN . This conditioning morally accounts to dividing by ZLERW, and with the conditioned UST
probability measure P˜, we expect that
lim
δ→0
P˜[Aδ = α] = Zα(Ω;x1, . . . , x2N )
Z(N)LERW(Ω;x1, . . . , x2N )
, for all α ∈ LPN . (B.2)
Here, the powers δ−2N are cancelled by the conditioning, resulting in the normalization factor Z(N)LERW on
the right-hand side. To prove (B.2), similar ideas as in the case of the Ising model could be used, the
main inputs again being the following:
(1) local convergence of the branches to multiple SLE2 curves;
(2) continuity of the limiting curve up to and including the swallowing time of the marked points; and
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(3) the fact that the Loewner chain associated to the partition function Z(N)LERW(ϕ(x1), . . . , ϕ(x2N )) is
continuous up to and including the same stopping time.
To establish items (1) and (2), one can show tightness using standard Russo-Seymour-Welsh type estimates
combined with Aizenman-Burchard & Kemppainen-Smirnov theory, and identify the limit using a suitable
martingale observable — see the discussion in [KS17, Kar19]. Item (3) could be shown similarly as
Theorem 4.1, provided that one first proves analogues of Propositions 3.1 and 3.2 for κ = 2.
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