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Abstract. We establish a new upper bound for the Kullback-Leibler divergence of two
discrete probability distributions which are close in a sense that typically the ratio of
probabilities is nearly one and the number of outliers is small.
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1. Introduction
Let P = (pi) and Q = (qi) be two probability distributions on the set R =
{1, 2, . . . , r} and







the Kullback-Leibler divergence between these distributions (cf. [1, 3]). The problem
of obtaining good upper and lower bounds for the relative entropy attracts consider-
able interest in information theory (see [1 – 4]). We present here two famous upper
bounds (see proofs in [2]):














In the case |piqi − 1| ≤  for all i the first bound gives an estimate of order O(). In
the second bound the distributions should be close in the L1 sense. We present here
a new upper bound for D(P ‖ Q) of the first type. However, we achieve the order of
approximation O(2) and also allow a possibility of outliers for P and Q with a small
total mass. We say that (P,Q) ∈ C(, δ, c, d) if there exists a partition R = R1 ∪R2
where R1 is called a regular set and R2 is the set of outliers with the following
properties. Assume that for some , δ > 0 and some constant 0 < c < 1 < d <∞
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pi
− 1
∣∣∣ ≤  ∀i ∈ R1, ∑
j∈R2
qj = δ, c ≤ qj
pj
≤ d ∀j ∈ R2. (3)
The main result is the upper bound of the Kullback-Leibler divergence for small
enough , δ > 0:
Theorem 1. For any (P,Q) ∈ C(, δ, c, d)
0 ≤ D(P ‖ Q) ≤ φ() + ψ(, δ), (4)
where φ() = 12
2+0(3), ψ(, δ) ≤ Cδ for , δ small enough, and C = 2d−c−1+ln 1c .
Explicit formulas for the functions φ and ψ are presented in (12 a, b).
Corollary 1. Suppose that the joint distribution PX,Y on R×2 of random variables
X and Y satisfies for all i, j the inequality
|pX,Y (i, j)/pX(i)pY (j)− 1| ≤ .
Then the mutual information between X and Y
I(X : Y ) = D(pX,Y ‖ pX × pY ) ≤ φ().
2. Bound on the ratio of arithmetic and geometric means
Let 0 < c < a < b < d < ∞, xi ∈ [a, b], i = 1, . . . , r1, yj ∈ [c, a) ∪ (b, d], j =
1, . . . , r2 and
r2∑
j=1
yj = δ, r = r1 + r2. Following the strategy used in [5], write
xi = λia + (1 − λi)b and yj = µjc + (1 − µj)d with 0 ≤ λi, µj ≤ 1. Then for any







piti) = S − T (5)













µif(c) + (1− µi)f(d)
)








If we select the convex function as f(x) = − lnx inequality (5) may be considered
as a logarithmic form of the inequality for the ratio of arithmetic and geometric
means. We proceed by specifying the second term
−T = ln ((a− b)pλ + b(1− δ) + (c− d)pµ + dδ)
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and using the Taylor expansion
−T = ln ((a− b)pλ + b(1− δ) + dδ)+ 1
ξ
(c− d)pµ
with (a− b)pλ + b(1− δ) + dδ + (c− d)pµ < ξ < (a− b)pλ + b(1− δ) + dδ. So, the
RHS of (5) for the function f(x) = − lnx is estimated as follows:





)pµ + C1 + ln
[




with C1 = −(1 − δ) ln b − δ ln d. An upper bound will be obtained if we estimate ξ
from above ξ < b(1− δ) + dδ as c < d. This result provides an upper bound which
is a linear function of pµ:
S − T ≤ ( ln b
a
)
pλ +K(d, c, b, δ)pµ + C1 + ln
[
(a− b)pλ + b(1− δ) + dδ
]
. (7)
In case the coefficient




b(1− δ) + dδ > 0,
an upper bound is obtained by selecting pµ = δ. In the case K < 0 we select pµ = 0.
In any case, the term proportional to pµ does not depend on pλ and the value p
∗
λ
maximizing the RHS in (7) is the solution of equation
ln b−ln a+ a− b
(a− b)pλ + b(1− δ) + dδ = 0, i.e. p
∗
λ =
b(1− δ) + dδ
b− a −
1
ln b− ln a. (8)






ln b− ln a > 0
and p∗λ < 1− δ for δ < δ∗ = 1d−a
(
b−a
ln b−ln a − a
)
.
Let L(a, b) = b−aln b−ln a . Combining all results together we obtain that
S − T ≤ ln Λ(a, b) + δΓ(a, b, c, d, δ), (9)
where
ln Λ(a, b) =
b
L(a, b)
− 1− ln b+ ln(L(a, b)). (10)
The function Λ(a, b) in first term may be represented as follows (cf. [5]):







in the case K(d, c, b, δ) > 0 we have
Γ(a, b, c, d, δ) =
(d− a) ln b− (d− b) ln a
b− a − ln c+
d− c
b+ (d− b)δ (11a)
and in the case K(d, c, b, δ) ≤ 0
Γ(a, b, c, d, δ) =
(d− a) ln b− (d− b) ln a
b− a − ln c. (11b)
Observe that Γ(a, b, c, d, δ) > 0 in both cases.
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3. Proof of the Theorem 1
Let us apply the results of the previous section with ti =
qi
pi
, a = 1− , b = 1 + . By
straightforward calculations the expression in (10) admits the expansion
ln Λ(1− , 1 + ) = + 1
3




2 + . . . =
1
2
2 + . . .
For  small enough both expressions in (11a,b) are bounded by 2d− c− 1 + ln 1c by
inspection. Now the Theorem follows from (9) with








ψ(, δ) = δ
[
(d− 1 + )F ()− ln c+ d− c
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