Abstract. Given two locally compact Hausdorff groupoids G and H and a (G, H)-equivalence Z, one can construct the associated linking groupoid L. This is reminiscent of the linking algebra for Morita equivalent C * -algebras. Indeed, Sims and Williams reestablished Renault's equivalence theorem by realizing C * (L) as the linking algebra for C * (G) and C * (H). Since the proof that Morita equivalence preserves exactness for C * -algebras depends on the linking algebra, the linking groupoid should serve the same purpose for groupoid exactness and equivalence. We exhibit such a proof here.
Introduction
The notion of equivalence for locally compact groupoids is a powerful tool that has many interesting implications for groupoid C * -algebras. The definition, originally developed by Renault, seems to have first appeared in print in [15, Def. 2.1] . In short, two groupoids G and H are equivalent if there is a locally compact Hausdorff space Z that admits suitable commuting left and right actions of G and H, respectively. At a glance, this definition should remind one of Morita equivalence for C * -algebras. Indeed, Renault proved in [18, Cor. 5.4 ] that the full groupoid C * -algebras C * (G) and C * (H) are Morita equivalent via a completion of C c (Z). This result subsumes many classical results, including Green's symmetric imprimitivity theorem [21, Cor. 4.11] . It has since been extended to groupoid crossed products [16] and Fell bundle C * -algebras [14] . Since many C * -algebraic properties (such as nuclearity and exactness) are preserved under Morita equivalence, it seems plausible that certain desirable properties of groupoids should be invariant under Renault equivalence. For example, it is already known [1, Thms. 2.2.17 & 3.2.16 ] that equivalence preserves amenability. This paper deals specifically with the property of exactness for groupoids, which directly generalizes Kirchberg and Wassermann's notion of exactness for groups [9] . We show that this property is preserved under equivalence by mimicking a purely C * -algebraic argument. In [8, Prop. A.10 ], Katsura showed that if A is a C * -algebra and A 0 ⊆ A is a full, hereditary subalgebra, then A 0 is exact if and only if A is. By considering the linking algebra, one can then show that Morita equivalence preserves exactness for C * -algebras. An argument like this one works at the level of groupoids, but it requires a suitable analogue of the linking algebra.
If G and H are two locally compact Hausdorff groupoids and Z is a (G, H)-equivalence, one can construct an object called the linking groupoid of G and H. Its underlying set is the topological disjoint union L = G ⊔ Z ⊔ Z op ⊔ H, and the groupoid operations restrict to the usual ones on G and H. Hence it contains both G and H as closed subgroupoids. This groupoid is described in Muhly's notes [13, Rmk. 5 .35], though the author notes the unfortunate absence of a Haar system on L. In [20], Sims and Williams were able to equip L with a Haar system, and they recovered Renault's equivalence theorem by realizing C * (L) as the appropriate linking algebra. (The Haar system on L was also constructed independently by Paravicini in [17] .) Additionally, Sims and Williams showed that C * r (G) and C * r (H) are Morita equivalent via the linking algebra C * r (L). In a later paper [19] , they proved similar equivalence theorems for full and reduced Fell bundle C * -algebras. Given its connection to the linking algebra of two groupoid C * -algebras, the linking groupoid should provide the key to reproducing Katsura's result in the realm of groupoids. This paper is devoted to a proof in this vein, which appears in Section 4. We begin by laying out some preliminaries on equivalence and the linking groupoid in Section 2, and Section 3 is devoted to the proof a crucial technical result. We explore a short application of the main result in Section 5.
Groupoids, Equivalence, and Exactness
Let G denote a locally compact Hausdorff groupoid. We write G (0) for the unit space of G and G (2) for the set of composable pairs, and r, s : G → G (0) denote the range and source maps, respectively. We assume that all groupoids are second countable and carry continuous Haar systems unless otherwise specified.
Recall that a locally compact Hausdorff space Z is a (left) G-space if there is a continuous open surjection r Z : Z → G (0) and a continuous map (γ, z) → γ · z from G s * rZ Z to Z satisfying:
We say that the G-action is free if γ · z = z implies γ ∈ G (0) , and it is proper if the map G * Z → Z × Z defined by (γ, z) → (γ · z, z) is proper. If G acts both freely and properly on Z, we call Z a principal G-space.
Remark 2.1. The definition of a right G-action is analogous to the one given above, though the map Z → G (0) is usually denoted by s Z . Also, when there is no chance of confusion we will suppress the subscripts on the structure maps and simply write r and s in place of r Z and s Z . 
There are two examples that are particularly noteworthy. If G is a locally compact Hausdorff groupoid, then G is a (G, G)-equivalence. Also, a transitive groupoid is equivalent to any of its isotropy groups [15, Ex. 2.2] . Beyond these very special cases, it is not obvious that there are any interesting examples of groupoid equivalences. However, the following example shows that they are quite prevalent. 
It is well-known that groupoid equivalence induces Morita equivalence of the associated groupoid C * -algebras. Indeed, [18, Cor. 5.4 ] guarantees that C c (Z) completes to a C * (G) − C * (H)-imprimitivity bimodule. Sims and Williams developed an alternative proof of Renault's result using the linking groupoid [20, Cor. 5.2]. One advantage to their approach is that the proof descends nicely to the level of reduced groupoid C * -algebras [20, Thm. 4.1]. Since it is a crucial tool in this paper, we outline the construction of the linking groupoid here. Given a (G, H)-equivalence Z, define the opposite space Z op = {z : z ∈ Z} to be a homeomorphic copy of Z, but let H and G act on the left and right, respectively:
It is straightforward to check that this makes Z op into an (H, G)-equivalence. We then define the linking groupoid to be the topological disjoint union
and one simply needs to specify the multiplication and inversion operations on L. These operations restrict to the usual ones on G and H, and the left G-action on Z lets us define γz = γ · z for γ ∈ G and z ∈ Z. Similar products are defined using the actions of G and H on Z and Z op . If (z, w) ∈ L (2) with z ∈ Z and w ∈ Z op , then we put [17] ). Given u ∈ G (0) , we can define a Radon measure σ u Z on Z by
(Of course one needs to know that this definition is independent of the choice of z.) One can define a family of Radon measures {σ
Then [20, Lem. 2.2] states that the family {κ w } defines a Haar system on L. We now turn to the concept of exactness for groupoids, which is defined in terms of groupoid dynamical systems and crossed products.
If α is an action of G on A, the triple (A, G, α) is called a groupoid dynamical system. We say that (A, G, α) is separable if A is separable and G is second countable.
All dynamical systems in this paper are assumed to be separable. If (A, G, α) is a groupoid dynamical system, the space Γ c (G, r * A) of continuous compactly supported sections becomes a * -algebra with respect to the product
We equip Γ c (G, r * A) with a norm as follows:
where π ranges over all * -representations of Γ c (G, r * A) on Hilbert space that are continuous in the inductive limit topology. (Recall that a net {f i } converges to f in the inductive limit topology if f i → f uniformly and the sets supp(f i ) are eventually contained in a fixed compact set K.) We call this norm the universal norm, and the completion of Γ c (G, r * A) with respect to the universal norm is called the (full) crossed product of A by G, denoted A ⋊ α G.
Exactness for groupoids is defined in terms of the reduced crossed product, which can be constructed from the full crossed product via induced representations. These representations (and many of the proofs in this paper) rely on the notion of an equivalence between dynamical systems, which is formally defined in [16, Def. 5.1].
In short, an equivalence between two groupoid dynamical systems (A, G, α) and (B, H, β) is an upper semicontinuous Banach bundle p E : E → Z over a (G, H)-equivalence Z together with
• A r(z) − B s(z) -imprimitivity bimodule structures on each fiber E x ;
• commuting, continuous actions of G and H on the left and right of E. Additionally, the maps induced by the bimodule actions and inner products are continuous, and the bundle map p E : E → Z is G-and H-equivariant. Moreover, the groupoid actions must be compatible with the imprimitivity bimodule structure, and the G-and B-actions on E commute, as do the H-and A-actions. This definition is exactly what is needed to extend Renault's equivalence theorem to groupoid crossed products. Indeed, it is shown in [16, Thm. 5.5] that if (A, G, α) and (B, H, β) are separable groupoid dynamical systems and p : E → Z is an equivalence between (A, G, α) and (B, H, β), then X 0 = Γ c (X, E) completes to a A⋊ α G−B⋊ β H-imprimitivity bimodule. We will use this theorem in two particular special cases, which we describe below.
Our first example yields a "Mackey machine" for inducing representations of crossed products from closed subgroupoids. This construction is described in detail in Section 1 of [5] . Let (A, G, α) be a separable groupoid dynamical system, and let H ⊆ G be a closed subgroupoid with Haar system. If we put X = s −1 (H (0) ), then the natural right action of H on X is free and proper. Let X H denote the associated imprimitivity groupoid. It is noted in Section 2 of [6] (and it follows from [11, Prop. 5.2]) that X H can be equipped with a Haar system {µ
There is also a natural dynamical system associated to X H . Consider the map ρ : X/H → G (0) given by ρ([γ]) = r(γ), and form the pullback bundle ρ * A over X/H. Then X H acts on ρ * A in a straightforward way: given
⋊ α|H H-pre-imprimitivity bimodule with respect to the following operations for f ∈ Γ c (X H , r * (ρ * A)), g ∈ Γ c (H, r * A), and z, w ∈ Z 0 :
The key to forming induced representations is the observation that A ⋊ α G acts nondegenerately on Z G H via adjointable operators, with the action given by 
Example 2.6. We will implement the above discussion almost exclusively with H = G (0) . Let (A, G, α) be a separable groupoid dynamical system, and take H = G (0) . Then In this case, A| G (0) = A and the action of G (0) on A is trivial, so it is not hard to check that
for the induction process is a completion of Γ c (G, s * A) with respect to the following simplified operations:
and it takes the usual form guaranteed above: for
We will often refer to representations induced from G (0) as regular representations. If we take π to be faithful, then we can define the reduced norm on Γ c (G, r * A):
The resulting completion is the reduced crossed product, denoted by A ⋊ α,r G.
We are mainly interested in reduced crossed products, and it is critical that Proposition 2.5 descends to the level of reduced crossed products. This follows as a special case of [19, Thm. 14] , which is a version of Renault's Equivalence Theorem for Fell bundle C * -algebras.
Corollary 2.7. The operations defined in Proposition 2.5 also make Z 0 into a The reduced crossed product is defined more easily than the full one, but it can be poorly behaved at times. In particular, it is well known that reduced crossed products can fail to preserve short exact sequences, even for groups. As a result, we have the following definition from Kirchberg and Wassermann: a locally compact group G is exact if whenever (A, G, α) is a dynamical system and I is a G-invariant ideal in A, the sequence
of reduced crossed products is exact. This notion generalizes easily to groupoids. Let (A, G, α) be a separable groupoid dynamical system, and suppose I is an ideal in A. Then I and A/I are both C 0 (G (0) )-algebras by [12, §3.3] , and we denote the associated upper semicontinuous C * -bundles by I and A/I, respectively.
Note that this definition implies that the restriction α| I = {α γ | I s(γ) } γ∈G yields an action of G on I. Furthermore, for each γ ∈ G we get an isomorphism 
is exact. Alternatively, this fact follows from [7, Thm. 3.7], which is a more general statement about Fell bundle C * -algebras. It is also shown in [12, Prop. 6 .10] that ι and q induce maps at the level of reduced crossed products, so we get a sequence
However, (4) is not exact in general. Gromov has famously produced examples of groups for which (4) fails to be exact, and there are more tractable examples of groupoids for which (4) is not exact. Given the unfortunate existence of such groupoids, it makes sense to single out the ones for which (4) is always exact.
Definition 2.9. A second countable locally compact groupoid G is said to be exact if whenever (A, G, α) is a separable groupoid dynamical system and I is a G-invariant ideal in A, the sequence
is short exact. 
The Main Technical Result
The proof of the main theorem relies on a variation of [10, Thm. 3.9] for groupoids. This section is devoted to proving this fairly technical fact.
Let Lemma 3.1. Let ι : I → A denote the inclusion map and q : A → A/I the quotient map. Then the sequence
Proof. By [12, Prop. 3.7] , the map ρ * ι is given by
for f ∈ ρ * I and γ ∈ X. Therefore, ρ * ι(f ) = 0 if and only if ι r(γ) (f ([γ])) = 0 for all γ ∈ X. This in turn holds if and only if f ([γ]) = 0 for all γ ∈ X, since ι r(γ) is just the inclusion of the ideal I r(γ) into A r(γ) . Therefore, ρ * ι is injective. Now recall that ρ
is dense in ρ * (A/I). Let f ∈ C c (X/H) and a ∈ A/I, and pickã ∈ A with q(ã) = a.
for all γ ∈ X. Therefore, ρ * q(f ⊗ã) = f ⊗ a, so ρ * q maps onto the dense subspace C c (X/H) ⊙ A/I of ρ * (A/I). It follows that ρ * q is surjective. Finally, we check that im(ρ * ι) = ker(ρ * q). Certainly we have ρ * q • ρ * ι = 0:
for f ∈ ρ * I, since q • ι = 0. Now suppose g ∈ ker(ρ * q). Then for all γ ∈ X we have
Hence g ∈ im(ρ * ι), and (6) is exact.
The rest of this section deals with modifying [10, Thm. 3.9] for groupoids. This requires us to consider the effect of the functor ⋊ σ,r X H on the sequence (6) . For this to make sense, we first need to know that ρ * I is X H -invariant.
Proposition 3.2. The ideal ρ * I is invariant under the X H -action on ρ * A.
Proof. We need to check that if a ∈ ρ
, which is naturally identified with I r(η) . Then
Proposition 3.2 actually buys us a little more. The fact that ρ * I is an X Hinvariant ideal is equivalent to saying that the inclusion ρ * ι is an X H -equivariant homomorphism. Therefore, [12, Prop. 6 .10] guarantees that there is a homomorphism
Similarly, the quotient map ρ * q : ρ * A → ρ * (A/I) is X H -equivariant, so we have a homomorphism
With these ideas in place, we can now state our version of [10, Thm. 3.9]. For simplicity, we will write crossed products of the form A| H (0) ⋊ α|,r H as A ⋊ α,r H, with it understood that we are restricting the bundles and actions to H. 
The proof requires a series of lemmas. To simplify notation, we use J and J ρ to denote the ideals I ⋊ α|I ,r H and ρ * I ⋊ σ| ρ * I ,r X H of A ⋊ α,r H and ρ * A ⋊ σ,r X H , respectively. Similarly, we let K = ker(q ⋊ id) and K ρ = ker(ρ * q ⋊ id). We clearly have J ⊆ K and J ρ ⊆ K ρ , and we know from Corollary 2.7 that ρ * A ⋊ σ,r X H is Morita equivalent to A ⋊ α,r H. Therefore, our goal is to show that J and J ρ are matched up under the Rieffel correspondence, and likewise for K and K ρ . Note that Corollary 2.7 also implies that ρ * I ⋊ σ| ρ * I ,r X H and I ⋊ α|I ,r H are Morita equivalent via a completion of Z I 0 = Γ c (X, s * I). Also, it is clear that the set Z I 0 embeds naturally into Z 0 = Γ c (X, s * A). We show first that this embedding extends to an embedding of the ρ * I ⋊ σ| ρ * I ,r X H −I ⋊ α|I ,r H-imprimitivity bimodule 
which is precisely the formula for z, w A⋊α,r H (η) obtained from viewing z and w as elements of Γ c (X, s * A). Since Γ c (H, r * I) embeds isometrically into Γ c (H, r * A) with respect to the reduced norm, it follows that the embedding Z I 0 ֒→ Z 0 is isometric. Proof. Let z ∈ Z 0 and g ∈ Γ c (H, r * I) ⊆ I ⋊ α|I ,r H. Then for γ ∈ X we have
Note that z(γη) ∈ s * A γη = A s(η) and g(η −1 ) ∈ I s(η) ⊆ A s(η) , so z(γη)g(η −1 ) belongs to the ideal I s(η) of A s(η) . It follows that the integrand in (7) belongs to Proof. The proof is similar to that of the last lemma. Note that if z ∈ Z 0 and f ∈ Γ c (X H , r * (ρ * I)) ⊆ J ρ , then By combining the previous three lemmas, we immediately obtain one half of our desired result: Proposition 3.7. Under the the Morita equivalence of ρ * A⋊ σ,r X H and A⋊ α,r H, the ideals ρ * I ⋊ σ| ρ * I ,r X H and I ⋊ α|I ,r H are paired by the Rieffel correspondence.
We now turn our attention to the ideals K ρ = ker(ρ * q ⋊ id) and K = ker(q ⋊ id). Let π : (A/I)(H (0) ) → B(H) be a faithful separable representation. (Here we use (A/I)(H (0) ) to denote the section algebra of the restricted bundle A| H (0) .) We will frequently use the fact that π can be viewed as a representation on L 2 (H (0) * H, µ) for some analytic Borel Hilbert bundle H (0) * H and finite Borel measure µ on H (0) . Thus π has a direct integral decomposition
where π u is a representation of (A/I) u on H(u). Now putπ = π • q. Thenπ is a representation of A(H (0) ) with kernel I(H (0) ). We can form the regular representation Ind H H (0) π of A/I ⋊ α I ,r H, which is faithful and acts on Z A/I ⊗ A/I H, where
is the usual ρ Proof. Let f, g ∈ Γ c (X, s * A) and z, w ∈ Z ⊗ A H. Then
Now note that
Therefore,
.
Observe that
Proof of Theorem 3.3. Lemma 3.9 implies that ker(τ ) = ker(τ ) = K ρ . By definition,τ is induced from Ind H H (0)π via Z r , and ker(Ind H H (0)π) = K. Therefore, the ideals K ρ and K are matched up under the Rieffel correspondence. Since J ρ and J also correspond, it follows that J ρ = K ρ if and only if J = K. That is, the first sequence in Theorem 3.3 is exact if and only if the second is exact.
Equivalence and Exactness
With Theorem 3.3 in hand, we can proceed with proving the main result. Let G and H be locally compact Hausdorff groupoids with Haar systems {λ u } u∈G (0) and
-equivalence, and L the associated linking groupoid. We will use Theorem 3.3 to show that if G is exact, then L is exact. We will then show that the exactness of L descends to H, again using Theorem 3.3.
Let (B, L, β) be a separable dynamical system. We view G as a closed subgroupoid of L with Haar system, and we let (A, G, α) denote the restriction of (B, L, β) to G, i.e., A = B| G (0) and α = β| G . If we define
then we know that G acts freely and properly on the right of X. If we let X G be the associated imprimitivity groupoid, then X is an (X G , G)-equivalence. As in the previous section, we define ρ : X/G → L (0) by ρ([γ]) = r(γ). We'll see that in this particular case, the imprimitivity groupoid X G can be identified naturally with L. Proof. This is a special case of Example 5.33(7) from [13] . Note that
is a closed subset that meets every orbit, and that G is nothing more than the reduction L| G (0) . Thus X is an (L, G)-equivalence as long as the restrictions of r and s to X are open. But this follows immediately from the fact that r, s :
It is a well-known fact [15, §2] that any groupoid equivalence induces a natural isomorphism with the appropriate imprimitivity groupoid. Thus we have the following immediate corollary. Corollary 4.2. Let X G be the imprimitivity groupoid associated to the right Gspace X. Then X G is naturally isomorphic to L.
In particular, note that Corollary 4.2 gives an identification of X/G with L
via the map ρ. Proof. We have identified X/G with L (0) by associating the orbit [γ] to the unit r(γ). It is then obvious that we can identify the pullback bundle ρ * B with B, and thus ρ * B with B as well. For any γ, η ∈ X with s(γ) = s(η), the isomorphism Φ :
Recall that the action of X G on ρ * B is given by a family
Here we have identified ρ * B s([γ,η]) with B r(η) and ρ * B r([γ,η]) with B r(γ) . But α γη −1 (a) = α Φ([γ,η]) (a), so the actions match up. We could replace G by H in the preceding situation, and everything would work equally well. That is, we could define the principal right H-space
and let Y H be the associated imprimitivity groupoid. We let ψ : Y /H → L Putting these results together establishes an equivalence between (B, L, β) and its restriction (A, G, α) to G (or alternatively, its restriction to H).
Corollary 4.5. Let (B, L, β) be a dynamical system, and let (A, G, α) (respectively, (C, H, τ )) denote the restriction to G (respectively, H). Then B⋊ β L is Morita equivalent to A ⋊ α G (respectively, C ⋊ τ H) via a completion of the pre-imprimitivity bimodule Γ c (X, s * B) (respectively, Γ c (Y, s * B)). Furthermore, this Morita equivalence descends to the level of reduced crossed products, and Γ c (X, s * B) also completes to a B ⋊ β,r L − A ⋊ α,r G-imprimitivity bimodule (respectively, B ⋊ β,r L − C ⋊ τ,r Himprimitivity bimodule).
In light of these results, Theorem 3.3 simplifies to the following special case. Corollary 4.6. Let G and H be locally compact Hausdorff groupoids with Haar systems, let Z be a (G, H)-equivalence, and let L denote the associated linking groupoid. Suppose that (B, L, β) is a separable groupoid dynamical system and J ⊆ B is an L-invariant ideal.
(a) If (A, G, α) denotes the restriction of (B, L, β) to G and I = J ∩ A, then the sequence
is exact if and only if
The first half of this corollary tells us in particular that if G is exact, then the linking groupoid L is exact. We'd like to also use the second half of the corollary to deduce that the exactness of L descends to H. However, to show that H is exact, we must be able to take any dynamical system (A, H, α) and any invariant ideal I ⊆ A, and show that
is exact. Therefore, to use Corollary 4.6 we need to somehow create a new dynamical system (B, L, β) that restricts to (A, H, α). This problem really amounts to the following: given two groupoids G and H, a (G, H)-equivalence Z, and a dynamical system (A, H, α), it is possible to "induce" an upper semicontinuous bundle A Z → G (0) and an action α Z of G on A Z ? A trick for doing so originated in [11] for continuous C * -bundles, and it was then extended to upper semicontinuous bundles in [3] and [2] . The details are worked out thoroughly in Section 6.4 of [2] , so we summarize the general construction here.
Let G and H be groupoids, and suppose Z is a (G, H)-equivalence and (A, H, α) is a dynamical system. Consider the pullback
Then the bundle s * Z A is a (not necessarily locally compact) right H-space with respect to action defined by (9) (z, a) · η = z · η, α −1 η (a) . for (z, a) ∈ s * Z A and η ∈ H [2, Prop. 6.33]. We can then define A Z to be the quotient space s * A/H. There is a continuous surjection
Note that p Z is well-defined: if [z, a] and η ∈ H, then
Furthermore, this map is open and makes A
Z into an upper semicontinuous C * -bundle over G (0) . This is proven in Proposition 2.15 of [11] for continuous bundles, and the upper semicontinuous case is handled in Proposition 6.33 of [2] .
Finally, we can define a continuous action of G on the left of A Z as follows:
Definition 4.7. The dynamical system (A Z , G, α Z ) is called the induction of (A, H, α) to G. Now let G and H be groupoids, Z a (G, H)-equivalence, and L the linking groupoid. We can now use the induction to construct a dynamical system (B, L, β) extending a given system (A, H, α).
Then B is an upper semicontinuous C * -bundle, and L acts on B via * -isomorphisms as follows:
, and we put β z (a) = [z, a];
This makes (B, L, β) into a dynamical system. Furthermore, B| H (0) = A and β γ = α γ for all γ ∈ H, so this dynamical system restricts to (A, H, α) on H.
Suppose that γ ∈ G and z ∈ Z with s(γ) = r(z). Then
Similar computations work in the cases γ ∈ G andz ∈ Z op , η ∈ H and z ∈ Z, and η ∈ H andz ∈ Z op . Suppose then that z ∈ Z andw ∈ Z op with r(w) = s(z). Then Thus β defines an action. To see that it is continuous, it suffices to work with G, H, Z, and Z op separately. We already know that the restrictions of β to G and H are continuous, so suppose z i → z in Z and a i → a in A. Then
On the other hand, supposez i →z in Z op and [z i , a i ] → [z, a] in A Z . Pass to a subnet. Then we can find η i ∈ H such that (z · η i , α −1 ηi (a i )) → (z, a). Now z i → z and z i · η i → z, so the properness of the H-action on Z guarantees that η i has a convergent subnet. Moreover, this subnet must converge to s(z). Pass to this subnet, relabel, and observe that (z i , a i ) = z · η i , α Theorem 4.9. Let G and H be equivalent groupoids. If G is exact, then so is H.
Proof. Let L be the associated linking groupoid. We have already observed that if G is exact, then L is exact. Let (A, H, α) be a dynamical system, I an H-invariant ideal of A, and let (B, L, β) and (J , L, β) be the inductions of these systems to L, as described above. Then 0 → J ⋊ β,r L → B ⋊ β,r L → B/J ⋊ β,r → 0 is exact, since L is exact. But then Corollary 4.6 implies that the sequence 0 → I ⋊ α,r H → A ⋊ α,r H → A/I⋊ α,r → 0 is exact. Therefore, H is exact.
Application: Transitive Groupoids
In this section we present a brief application of Theorem 4.9. First recall the following well-known result for discrete groups.
Theorem 5.1 ([9, Theorem 5.2]). Let G be a discrete group. Then G is exact if and only if C * r (G) is an exact C * -algebra.
It seems plausible that such a theorem should hold more generally forétale groupoids. Indeed, we can use Theorem 4.9 to prove a particularly cute special case. Recall that a groupoid G is transitive if given u, v ∈ G (0) , there is a γ ∈ G such that s(γ) = u and r(γ) = v. Provided G is second countable, [15, Ex. 2.2] guarantees that G is equivalent to any of one of its isotropy groups.
Let G be a second countable, transitive groupoid with discrete isotropy. (Note that this includes all transitiveétale groupoids.) Fix u ∈ G (0) , and let S u be the isotropy group at u. Assume that C * r (G) is exact. Since C * r (S u ) is Morita equivalent to C * r (G), C * r (S u ) is also exact. Theorem 5.1 then implies that S u is an exact group. But Theorem 4.9 shows that exactness is preserved under groupoid equivalence, so G is also exact. Since C * r (G) is exact whenever G is exact by [12, Thm. 6 .14], we have proven:
Theorem 5.2. Let G be a transitive groupoid with discrete isotropy. Then G is exact if and only if C * r (G) is exact. Theorem 5.2 presents a particularly nice special case of the extension of Theorem 5.1 toétale groupoids. It should be noted that Claire Anantharaman-Delaroche has proven the general version of Theorem 5.1 forétale groupoids, as announced in personal correspondence with the author.
