A simple scalar coupled map lattice model for excitable media is intensively analysed in this paper.
Introduction
Excitable media are a very important class of nonlinear spatio-temporal dynamic systems which widely exist in biological, physical, chemical and ecological systems. A wide variety of patterns have been observed in excitable media including solitary patterns, target-like patterns, spiral waves, and so on. Many studies have shown that an enormous and complex range of macroscopic behaviours can be generated using relatively simple microscopic models.
Cells in excitable media can be characterised by three states: resting, excited and refractory. A cell in a resting state is stable for small perturbations while a perturbation with strength greater than a certain threshold can cause this cell to undergo a large excursion. Usually, the shape of the response does not depend on the perturbation strength, as long as the perturbation exceeds the threshold. After this strong response, the system returns to its initial resting state. A subsequent excitation can be generated after a suitable length of time, called the refractory period, has passed. This property of excitable media is commonly called excitability. [Zykov, 2008] Several kinds of models have been proposed to describe excitable media including partial differential equations (PDE), coupled map lattice (CML), cellular automata (CA), and cellular neural networks (CNN). The most commonly used models are reaction-diffusion equations where the local dynamics interact with the diffusive transportation to generate complex patterns.
Excitable media are most naturally represented as partial differential equations, where the evolution of cells in the excitable media is modelled by coupled differential equations of a reaction-diffusion structure. Examples of partial differential equation models include the FHN model [FitzHugh, 1955] the Oragonator model [Field et al., 1972] , the predator-prey models, the Barkley model [Barkley, 1991] and so on. The advantages of PDE models lie in the close connection with real systems. However PDE models for excitable media are always nonlinear and can be very complex. Furthermore the number of differential equations required to represent a cell in the system may be large. For example, the DiFrancesco-Nobel model of Purkinje fibres has 14 dimensions and over a hundred parameters [Difrancesco & Noble, 1985] . Therefore both simulation and identification of partial differential equation models is often a difficult task.
Discretising time and space coordinates of partial differential models yields the coupled map lattice model on a discrete time and space lattice. Owing to the computational efficiency and richness of dynamical behaviour, coupled map lattice models have been widely used for the description, simulation, and identification of excitable media [Kawasaki et al., 1990] . A CML model for excitable media usually needs more than one variable and some of these variables may not be measurable in practical systems. Consequently, some of the difficulties of PDE models in identification of real systems also exist in CML models.
Cellular automata defined on a discrete lattice can simplify the dynamic description of a system by mapping the system behaviour onto a few discrete states. In cellular automata models, the 3 continuous effects of diffusion are mapped to simple rules based on neighbourhood interactions.
Typical cellular automata models include the Geenberg-Hasting model (GHM) [Greenberg & Hastings, 1978] , Hodgepodge Machine Model (HMM), Cyclic Cellular Automata model, and the Gerhardt-Schuster-Tyson Model [Gerhardt et al., 1990] . On the one hand, cellular automata models are simple for the simulation of excitable media, on the other hand only a very limited number of parameters can be controlled when the neighbourhood is determined.
Cellular neural networks which share the best features of both neural networks and cellular automata are another important class of model for excitable media. A CNN is made up of a massive collection of regularly spaced circuit items which communicate with each other through nearest neighbours. CNNs are large-scale nonlinear analogue circuits which process signals in real time [Chua & Yang, 1988] . Simulation applications of CNNs have been developed into a wide range of disciplines [Fortuna et al., 2001] . CNNs also provide a link between nonlinear differential equations and discrete cellular automata [Chua, 2007] . However, procedures are required to efficiently learn suitable template values for complex CNN applications.
Excitable media have been widely and intensively studied including theoretical analysis, experiments and numerical simulations. Researchers exploited excitable media in two basic directions: forward problems and inverse problems. The forward problem is given a transition rule characterise the global behaviour of the system, which is from microscopic model to macroscopic phenomena. The forward research also includes the theoretical analysis and numerical simulation of excitable media. The inverse problem is given a description of some behaviour find a rule which replicates these behaviours. This is a process from macroscopic phenomena to microscopic model. As one of the most important tools to investigate the inverse problems, identification of a model directly from observed patterns is crucial for the study of excitable media. Coca and Billings[2001] identified a spatiotemporal system directly from data using a coupled map lattice model. Pan and Billings[2008] identified the Turing patterns using a similar model. Zhao and Billings et al. [2007] identified a practical pattern acquired from a real Belousov-Zhabotinsky reaction using a type of cellular automata model, the Greenberg-Hasting model (GHM). Wei and Billings et al. [2009] identified a practical BZ pattern using a lattice dynamical wavelet neural network (LDWNN) model.
A new scalar coupled map lattice model (sCML) was recently proposed [Guo et al., 2010] which has the merits of both coupled map lattice and cellular automata. In the present paper the simple sCML model will continue to be studied. Section 2 introduces the general form of a sCML model and two examples identified from spatio-temporal patterns are given. The analysis of the sCML models is studied in Section 3 to illustrate how sCML models generate different patterns. 
General Form of the Scalar Coupled Map Lattice (sCML) Model
A lattice dynamical system (LDS) is a spatially extended dynamical system composed of a finite or infinite number of interacting dynamical systems, each assigned to a node, named as a cell, of a one-or multi-dimensional lattice of integers representing a discretisation of the physical space.
The dynamics of a LDS can be viewed as a combination of local dynamics, involving the local state-space variables assigned to every cell, and spatial interactions [Billings & Coca, 2002 ].
An autonomous lattice dynamical system can be represented using a general CML model as . The Laplace operator in two dimensions can be approximated using a finite difference method as
It is natural to consider a measurement system for the excitable media system. The measurement 
where, z represents the only component measured from practical patterns; p is a temporal shift operator; 2  is the Laplace operator, which represents the diffusion of component z; f is a nonlinear function of z at previous times, and the diffusion of z at previous times.
Two sCML models have been separately identified from a simulated spatio-temporal pattern and from a real Belousov-Zhabotinsky pattern [Guo et al., 2010] . These two models, the simulated pattern model and the real pattern model, are given as (4) and (5) below.
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Analysis of the sCML model

Decomposition of the sCML model
Assume the general sCML model (3) is of a reaction-diffusion structure, that is, the delayed states 
Then model (6) can be rewritten as
The left hand side of equation (8) 
Calculating the F-functions of model (4) 
2.71051 10 ( 1) ( 2) 0.0068082 ( 1) ( 2) 0.00207884 ( 2) 0.0712825 ( 2) Comparing the curves in Fig 2 and Fig 4, it is easy to observe that the F-functions (or cross-sections of F-functions) of both model (4) and model (5) are of similar shapes although these two models were identified from two totally different systems. disturbance. This coincides with the excitability property. However when the perturbation is large enough, the system will leave the equilibrium point and undergoes a long excursion to return to the equilibrium point. Assuming [e, c] . This means   zk will increase and then decrease back to the equilibrium state and this is a relatively longer journey compared with the case when the process is disturbed by a small disturbance.
Analysis of Excitability
    1 2 z k z k dx     , when dx is large enough,         1 2 1 2 f z k f z k     in the region [b, e] while         1 2 1 2 f z k f z k     in the region
Analysis of the Contribution of Variables
In Fig 2 (and Fig 4) , the two intersections of function 
Construction of sCML Models
The analysis results discussed in the preceding section will now be used to inform the construction of simple sCML models. 
where a b c d    and 12 dd  .
Equation (18) is the simplest sCML model where the F-functions are a second order polynomial of only one variable. Of cause more complex sCML models, for example a model like (5), can be constructed to satisfy some specific requirements by appropriately choosing the F-functions.
However, even the simplest sCML model can generate complex patterns such as spiral waves and expanding target patterns. This will be illustrated in the next section.
Illustrative Examples
In this section, illustrative examples will be constructed following the rules developed in the last section. The excitability and bifurcations of this model will then be analysed. The simulations
show that this simple model can generate complex spatio-temporal patterns.
Construction of a sCML Model
Following the procedure in Section 4, a sCML model is constructed as follows.
In a spatially homogeneous condition where the diffusion effect is absent, the behaviours of the system will be dominated by the local dynamics of the system. Dropping the diffusion part of the model initially and simulating the model under perturbations of different strengths. The local dynamics of model (19) is illustrated in Fig 6 which shows the dynamical system damps off a small-strength perturbation but undergoes a long term response for the stronger perturbation. (19) can then be rewrite as the state-space equations. (24), which corresponds to the resting state of an excitable media. The local stability of the fixed point can be analysed by considering the characteristic values of the following Jacobian matrix at the fixed point. 
Bifurcation Analysis of the Constructed sCML Model
A dynamical system loses stability at a fixed point as a pair of complex conjugate eigenvalues of the linearization around the fixed point cross the unit circle in the Z-plane. When this occurs, a limit cycle arises from the fixed point and a Hopf bifurcation happens. The sCML model may . In region 2, a stable equilibrium at (0, 0) exists. In region 3 a stable limit cycle exists. In region 1 and 4, the system is unstable at (0, 0), that is the response of the system to an initial perturbation will not be convergent to any bounded set. Hopf-like bifurcation. For example, spiral patterns will be generated before the Hopf-like bifurcation, while target-like patterns will be generated after the bifurcation. If   zk represents the concentration of a component in an excitable medium, the bifurcation will be coincident with the real dictyostelium discoideum experiment [Lee et al., 1996] . Lee and co-workers showed that using the density as a control parameter, spiral waves dominated the pattern when the density was high whereas circular waves were dominant in the pattern at low densities.
Simulation of the Designed sCML Models (19) and (28)
Combining the local dynamics with the diffusion effects, different patterns can be generated by simulating the sCML models. The sCML model (19) was simulated on a 256X256 square lattice with a periodic boundary condition where a von Neumann neighbourhood was selected to describe the diffusion of components. The simulation was started from a purely random initial state. A snap shots of the simulated pattern at k=500 is illustrated in Fig 9 (a) which shows a typical spiral pattern. spatio-temporal patterns can be generated by appropriately adjusting the parameters.
