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Re´sume´ – L’utilisation du mode`le quaternionique pour les images et signaux vectoriels autorise la de´finition de l’Analyse en
Composantes Principales (ACP) Quaternionique. Sa de´finition et quelques prorie´te´s sont pre´sente´es. Une comparaison avec le
mode`le tensoriel (d’ordre 3) est e´galement donne´e. En s’appuyant sur les re´sultats de la HOSVD (ACP trimodale) et de l’ACP
Quaternionique sur un exemple d’image couleur, la pertinence du mode`le quaternionique a` rendre compte du contenu couleur des
images est mise en e´vidence. Au prix d’une interpre´tation ge´ome´trique plus difficile, l’ACP Quaternionique se re´ve`le plus facile
d’emploi et autorise la ge´ne´ralisation de notions alge´briques simples pour l’analyse des signaux vectoriels (telles que le rang) que
n’autorise pas l’approche tensorielle.
Abstract – Using a quaternion model for vector signals and images, it is possible to define the Quaternionic Principal Component
Analysis (PCA). Its definition and basic properties are given. Also, a comparison with a 3rd order tensor model is investigated.
The fact that the quaternionic model is more accurate for colour (and so vector) images than the tensor model is illustrated
on a colour image example. Despite a more complicated geometrical interpretation, the Quaternionic PCA is much easier to
manipulate and allows the generalisation of simple linear algebra (such as rank) for vector signal and images analysis. Such
concepts are sometimes not accessible via the tensor model.
1 Introduction
Lors d’acquisition de certains signaux, l’information
porte´e par l’onde se de´plac¸ant dans le milieu apparaˆıt
dans les diffe´rentes dimensions du syste`me de mesure. Un
capteur scalaire isole´ nous renseigne sur le comportement
au cours du temps du signal enregistre´ (signal 1D). Le
de´ploiement d’un ensemble de capteurs permet d’avoir
acce`s au comportement spatial (2D) des signaux. Un
re´seau bidimensionnel rendra une image 2D, a` plusieurs
instants, du milieu observe´ (signal 3D). Ce raisonnement
s’e´tant aisement a` N dimensions.
Dans certains types d’acquisition, la quantite´ transpor-
te´e par le signal est intrinse`quement vectorielle. Cette
nature spe´ciale du signal peut avoir diffe´rentes origines.
Principalement, c’est la nature de la source ou celle du
milieu qui de´termine celle du signal. Par exemple en op-
tique, le comportement de la lumie`re est correctement
appre´hende´ sous condition de conside´rer sa nature vec-
torielle. C’est e´galement le cas en e´lectromagne´tisme ou
en sismologie, ainsi qu’en sismique.
Dans tous ces domaines, le support des ondes (lumi-
neuses, e´lectromagne´tiques ou e´lastiques) est par nature
vectoriel. La source est par nature vectorielle et dans le
cas ou` elle rayonne de manie`re uniforme, les anisotropies
du milieu qu’elle traverse peuvent la rendre vectorielle.
L’utilisation de capteurs vectoriels est alors ne´cessaire
pour enregistrer le champ d’onde vectoriel et permet
d’acce´der a` l’information de polarisation des ondes.
Dans le cas de l’enregistrement des images couleurs, la
lumie`re naturelle est enregistre´ sur trois canaux : Rouge,
Vert et Bleu (RVB). Il en de´coule que chaque pixel d’une
image couleur est code´ par un triplet correspondant a`
sa position dans le cube RVB. Chaque pixel couleur est
donc vectoriel et les images couleurs sont des images vec-
torielles.
Nous proposons d’utiliser les quaternions pour
mode´liser les signaux et images vectorielles. Afin de
montrer l’apport de cette approche, nous pre´sentons
l’extension de l’Analyse en Composantes Principales
(ACP) aux signaux et images quaternioniques. Nous
comparons ce mode`le au mode`le tensoriel (classiquement
utilise´ pour les signaux multidimensionnels) et pre´sentons
des re´sultats comparatifs entre l’ACP tensorielle et l’ACP
Quaternionique. Les re´sultats sont pre´sente´s sur un
exemple d’image couleur.
2 Mode`le quaternionique pour les
signaux vectoriels
Classiquement, un mode supple´mentaire dans un jeu de
donne´es se traduit par une augmentation du nombre de
variables dans la fonction repre´sentant le signal issu de
la mesure de la grandeur a` plusieurs dimensions. Cette
variable supple´mentaire est, la plupart du temps, sur le
meˆme corps alge´brique que les pre´ce´dentes. Par exemple,
les donne´es bimensionnelles (a` valeurs re´elles et de dimen-
sions N et M suivant les deux modes) sont mode´lise´es
par des matrices des e´lements de RN×M . Un mode
supple´mentaire (de dimension P ) peut donner lieu a` la de-
scription des donne´es par un tenseur de RN×M×P . Ce pro-
cessus s’e´tend a` l’ordre Q, donnant lieu a` la mode´lisation
des signaux N dimensionnels a` l’aide des tenseurs d’ordre
Q.
Nous nous plac¸ons ici dans le cas de signaux de di-
mension 3. Si, pour de tels signaux, la quantite´ mesure´e
ne posse`de pas d’interpre´tation ge´ome´trique e´vidente, le
mode`le tensoriel est bien adapte´. Mais il existe des cas ou`
il ne permet pas de rendre compte explicitement de la na-
ture des donne´es. C’est le cas pour les signaux polarise´s
et les images couleurs qui sont par de´finition vectoriels,
dans le sens ou` chaque e´chantillon (ou pixel) repre´sente
un vecteur dans un espace a` trois dimensions. L’approche
propose´e ici consiste a` coder chaque e´chantillon (ou pixel)
par un quaternions.
L’utilisation des quaternions [1] pour les images
couleurs a e´te´ initialement propose´ dans [2] afin de de´finir
une transforme´e de Fourier qui leur soit de´die´e, et son
utilisation pour de´velopper des outils de traitement des
images couleurs a trouve´ des applications, entre autres,
en de´tection de contours [3] et filtrage [4].
Un quaternion est constitue´ d’une partie re´elle et de
trois parties imaginaires :
q = a+ ib+ jc+ kd (1)
Les nombres imaginaires i, j et k satisfont les relations :
i2 = j2 = k2 = ijk = −1
ij = k = −ji
Le conjuge´ de q est q¯ = a− ib − jc− kd. Un quaternion
est dit pur quand sa partie re´elle est nulle. Le mode`le
que nous adoptons ici consiste a` conside´rer les signaux
et images vectoriels comme ayant des e´chantillons (ou
pixels) a` valeurs quaternioniques pures. Une onde po-
larise´e collecte´e sur trois capteurs (c1, c2, c3), enregistrant
trois directions de vibrations orthogonales entre elles, sera
mode´lise´ par un signal s(t) tel que :
s(t) = sc1(t)i+ sc2(t)j+ sc3(t)k (2)
De la meˆme fac¸on, le pixel d’une image couleur I(x, y), a`
la position (x, y), est mode´lise´ par :
I(x, y) = R(x, y)i+V(x, y)j+B(x, y)k (3)
ou` R(x, y), V(x, y) et B(x, y) sont respectivement les ca-
naux rouges, verts et bleus de l’image.
Les quaternions font partie des alge`bres ge´ome´triques
(ou alge`bre de Clifford) [5]. L’alge`bre des quaternions est
isomorphe a` C` +3 (alge`bre de Clifford de R3) [5] et ne doit
pas eˆtre confondu avec R3 car sa structure est particulie`re
et diffe´rente de R3.
Le mode`le propose´ ici est justifie´ par la faculte´ des
quaternions a` repre´senter les objets 3D (ici les e´chantillons
ou pixels). Le corps des quaternions est e´galement iso-
morphe a` certains tenseurs antisymme´triques d’ordre 2
[6]. La repre´sentation quaternionique conserve donc la
nature vectorielle des e´chantillons en codant chacun d’eux
comme un tenseur antisymme´trique. L’application d’ope´-
rateurs sur les signaux ou images est alors gouverne´e par
une relation de type produit vectoriel.
Ce formalisme est tre`s proche de celui fonde´ sur les ma-
trices de Jones et Mueller (ainsi que les vecteurs de Stokes)
utilise´es dans l’e´tude de la lumie`re polarise´e en optique
[7]. Il est d’ailleurs inte´ressant de remarquer que la struc-
ture d’une matrice de Jones J repre´sentant un e´le´ment op-
tique quelconque est J =
(
A B
−B∗ A∗
)
. Ceci n’est rien
d’autre que la repre´sentation complexe d’un quaternion [8]
(i.e. isomorphisme H→ C2×2). Un objet agissant sur une
onde polarise´e est donc repre´sentable par un quaternion,
et l’objet lui-meˆme e´galement.
Les signaux vectoriels et leurs interactions sont donc
code´s de fac¸on homoge`ne sur H. La pertinence du
mode`le quaternionique provient e´galement du fait qu’il
manipule des quantite´s vectorielles qui permettent une in-
terpre´tation ge´ome´trique directe. Ceci est mis en avant
dans l’e´tude de l’ACP Quaternionique.
3 Analyse en Composantes Princi-
pales sur H
Afin d’illustrer l’apport de l’approche quaternionique dans
le traitement des signaux vectoriels, nous pre´sentons ici
l’extension de l’ACP au corps des quaternions. Cette tech-
nique sera ensuite compare´e a` l’extension tensorielle de
l’ACP (HOVSD [9] ou ACP trimodale [10]). Les champs
d’application de l’ACP sont vastes, et la version quater-
nionique pre´sente´e ici permet de tenir compte de la nature
particulie`re des signaux vectoriels dans ce traitement.
Par la suite, nous nous focalisons sur l’application de
l’ACP sur les images couleurs. La transposition a` d’autres
types de signaux vectoriels est triviale.
3.1 De´finition
Une image couleur (ou un ensemble de signaux rec¸us
sur un re´seau de capteurs vectoriels) peut eˆtre mode´lise´
comme une matrice S a` valeurs dans HN×M . Il est alors
possible de faire une ACP sur ce jeu de donne´es. Cela
consiste tout d’abord a` estimer la matrice de covariance a`
retard nul :
Γ˜ = SS/ (4)
ou` / est l’ope´rateur de transposition-conjugaison (quater-
nionique). La matrice de covariance ainsi de´finie est
quaternionique hermitienne : Γ˜ = Γ˜/. L’ACP consiste
ensuite a` diagonaliser la matrice Γ˜, c.a`.d. a` estimer sa
de´composition en valeurs propres:
Γ˜ = U
(
Σr 0
0 0
)
U/ (5)
Ensuite la construction du projecteur de rang α, Pα =∑α
n=1 unu
/
n, permet de projeter l’image originale sur le
sous-espace engendre´ par les α valeurs propres. On ob-
tient ainsi une approximation de rang α de l’image. Dans
le cas quaternionique, cette approximation de l’image
couleur est la meilleure approximation (au sens des moin-
dres carre´s) de l’image originale [11]. La projection sur un
sous-espace engendre donc une approximation de l’image
initiale, de dimensionnalite´ plus faible.
3.2 Interpre´tation ge´ome´trique
Il est possible de voir l’ACP sur le corps des quaternions
comme la recherche des axes principaux non plus d’un
nuage de points mais d’un nuage de vecteurs tridimen-
sionnels. L’ACP Quaternionique donnera donc comme
premie`re composante l’axe de dispersion maximale des
vecteurs, et en meˆme temps la direction dominante de tous
les vecteurs du nuage. Dans le cas des images couleurs,
cette information est lie´e a` la re´partition des fre´quences
spatiales ainsi qu’a` l’information de couleur.
La matrice de covariance diagonalise´e lors de l’ACP
Quaternionique est Γ˜ ∈ HN×N . La base des vecteurs pro-
pres estime´e, exprime´e sur C2N×2N graˆce a` l’isomorphisme
HN×N → C2N×2N , est compose´e des vecteurs :
{e1; e1j; e2; e2j; . . . ; eN ; eNj} (6)
ou` les ei sont des e´le´ments de CN . Exprime´e sur H, cette
base devient :
{E1;E2; . . . ;EN} (7)
avec Eα = eα+eαj avec α = 1, . . . , N . L’espace vectoriel
engendre´ par les Eα est le complexifie´ de celui engendre´
par les eα, avec les relations particulie`res entre i et j
propres aux quaternions.
De manie`re ge´ome´trique on peut voir qu’un vecteur pro-
pre quaternionique est compose´ d’un meˆme vecteur propre
complexe e´voluant dans deux plans 2D orthogonaux entre
eux dans R4. En effet, la base {1, j} est une base or-
thonorme´e ce qui fait que eα et eαj e´voluent dans deux
espaces orthogonaux.
Ceci se traduit dans l’ACP Quaternionique d’une image
couleur, par le fait que lors de la projection de l’image
couleur originale sur les premiers vecteurs propres, l’in-
formation couleur re´elle est pre´sente. Aucun axe n’est
privile´gie´ dans le cube RVB, ce qui permet le rendu des
couleurs originales de`s les premie`res valeurs d’approxima-
tion de rang de l’image.
4 Mode`le tensoriel et HOSVD
Afin de comparer l’approche quaternionique a` une ap-
proche multicomposante du traitement des signaux vec-
toriels, nous pre´sentons brie`vement ici l’ACP tensorielle.
Pour plus de de´tails, se re´fe´rer a` [10, 9].
Une approche possible pour la mode´lisation des im-
ages couleurs (et les signaux vectoriels en ge´ne´ral) con-
siste a` les conside´rer comme des tableaux tridimension-
nels. Dans de cas, l’image couleur originale I(x, y, c) est
un tenseur d’ordre 3 (ou trimodale), dont les modes sont
: nombre de lignes, nombre de colonnes, canal de couleur.
Sous l’hypothe`se que l’image est se´parable, elle peut se
de´composer comme une somme de tenseurs de rang 1, telle
que :
I(x, y, c) =
r∑
n=1
w1i (x)⊗w2i (y)⊗w3i (c) (8)
avec w1i (x), w
2
i (y) et w
3
i (c) les composantes de l’image
suivant les trois modes, et ⊗ le produit tensoriel. Le rang
du tenseur I est e´gal a` r. Un proble`me dans l’extension de
l’ACP aux tenseurs est que ce rang peut eˆtre supe´rieur a`
la plus grande dimension de I. Une de´composition canon-
ique (e´quivalent de la SVD pour les matrices) ne conduit
pas a` une base trimodale orthogonale. Cette proprie´te´
est exhibe´e dans le mode`le PARAFAC [9] ou` les e´le´ments
de la de´composition (canonique) ne sont pas orthogonaux
entre eux.
Afin de comparer l’ACP Quaternionique a` une me´thode
tensorielle de´composant les donne´es en des bases orthog-
onales suivant les trois modes, la de´finition de la HOSVD
pour les tenseurs d’ordre 3 est maintenant rappele´e suc-
cintement.
4.1 HOSVD d’une image couleur
La HOSVD d’ordre 3 est l’extension de la SVD aux
tenseurs d’ordre 3 (ou trimodaux). Elle de´compose un
tenseur de RN×M×P sur une base trimodale orthonormale
:
I(x, y, c) = C ×1 U(x) ×2 U(y) ×3 U(c) (9)
La notation ×i, empreinte´e a` [9], de´signe le produit
scalaire suivant le mode i du tenseur C, ou i − mode
produit. Une condition est impose´e dans (9) quand
a` l’orthogonalite´ entre les composantes (e´quivalents des
vecteurs singuliers dans le cas des matrices) de chaque
mode. Cette condition se traduit par U(i)U(i) = I pour
i = x, y, c. La diffe´rence majeure avec la de´composition
des tenseurs d’ordre 2 (i.e. SVD) re´side dans le fait que
le tenseur C n’est pas hyperdiagonal et qu’il ne posse`de
que la contrainte de tout orthogonalite´ [9] dans ses trois
modes. Il ne renseigne donc pas sur le rang r du tenseur.
Il donne par contre le (r1, r2, r3)-rang de I [9].
Un proble`me dans l’utilisation de la HOSVD sur I est
que les colonnes des matrices U(x), U(y) et U(c) ne cor-
respondent pas aux e´le´ments w1i (x), w
2
i (y) et w
3
i (c) du
mode`le tensoriel. Pour obtenir directement ces e´le´ments, il
faudrait utiliser une de´composition canonique de tenseurs
d’ordre 3 de type PARAFAC. Ce mode`le ne permettant
par une de´composition en sous-espaces orthogonaux que
procurent l’ACP Quaternionique et trimodale, il n’est pas
retenu ici et nous utilisons la troncature de (α, β, γ)-rang
du tenseur I, obtenu par HOSVD, pour comparer les deux
mode`les. La HOSVD ne permet pas de remonter aux
e´le´ments de (8)1.
La HOSVD permet d’estimer la meilleure approxi-
mation de (r1, r2, r3)-rang d’un tenseur de rang 3 [9],
tout comme la SVD Quaternionique permet d’obtenir
la meilleure approximation d’une matrice de quaternions
[11].
5 Application aux images couleur
Nous comparons les re´sultats de l’ACP Quaternionique et
l’ACP trimodale sur une image naturelle (6). La difficulte´
1Dans le cas du mode`le quaternionique, les e´le´ments de l’ACP
Quaternionique correspondent aux composantes e´le´mentaires de
l’image
de comparaison re´side dans l’inhomoge´ne´¨ıte´ entre les rangs
des deux approches. Pour palier ceci, nous prenons dans
toutes les images pre´sente´es un rang e´gal a` 3 dans le mode
couleur de la HOSVD. Cela implique que nous conside´rons
bien un espace engendre´ par trois vecteurs principaux et
ne restreignons pas les couleurs a` un plan dans le cube
RVB. De meˆme, les deux autres rangs de la HOSVD sont
pris e´gaux pour ne pas privile´gier une direction de l’image.
Sur la figure (6) son pre´sente´s les projections de rang
2 pour l’ACPQ et de (3,2,2)-rang pour la HOSVD. Le
comportement annonce´ plus haut est visible : alors que
l’ACPQ permet un rendu des couleurs originales de`s les
rangs faibles, la HOSVD rend une information de type
luminence. La structure spatiale de l’image est identique
dans les deux approches.
Pour des troncatures de rang 5, figure (6), la diffe´rence
est moins marque´e : la taille de l’espace reconstruit
augmentant, la HOSVD peut commencer a` acce´der aux
valeurs extreˆmes en termes de couleur.
Ces premiers re´sultats montrent la capacite´ de
l’approche quaternionique a` prendre en compte
l’information couleur de manie`re plus pertinente que
l’approche tensorielle. Ces re´sultats devront eˆtre valide´s
sur une base de donne´es plus large.
6 Conclusion
Nous avons utilise´ le mode`le quaternionique pour les sig-
naux et images vectoriels afin de proposer l’extension de
l’Analyse en Composantes Principales pour les signaux a`
e´chantillons vectoriels. Une comparaison de l’approche
quaternionique avec l’apporche tensorielle a e´te´ initie´e.
La pertinence de l’approche quaternionique a` prendre en
compte intrinse`quement la nature vectorielle des signaux
a e´te´ mise en avant.
Nous avons montre´ sur un exemple d’image couleur le
comportement des deux approches. Si elles sont e´quiva-
lentes pour l’analyse de la structure des images, elles ne le
sont pas pour l’information couleur. L’ACP Quaternion-
ique permet, avec un rendu couleur meilleur, d’approcher
par sous-espace de rang faible des images a` contenu
couleur tre`s varie´, alors que la HOSVD ne donne qu’une
ide´e des couleurs dominantes dans les premiers rangs.
Asymptotiquement (i.e a` mesure que le rang augmente),
les deux me´thodes se rejoignent.
La de´finition de l’ACP Quaternionique s’inscrit dans le
de´veloppement d’outils de traitement du signal de´die´s a`
l’analyse des signaux et images vectoriels.
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