We present analytical exploration of novel activation functions as consequence of integration of several ideas leading to implementation and subsequent use in habitability classification of exoplanets. Neural networks, although a powerful engine in supervised methods, often require expensive tuning efforts for optimized performance. Habitability classes are hard to discriminate, especially when attributes used as hard markers of separation are removed from the data set. The solution is approached from the point of investigating analytical properties of the proposed activation functions. The theory of ordinary differential equations and fixed point are exploited to justify the "lack of tuning efforts" to achieve optimal performance compared to traditional activation functions. Additionally, the relationship between the proposed activation functions and the more popular ones is established through extensive analytical and empirical evidence. Finally, the activation functions have been implemented in plain vanilla feed-forward neural network to classify exoplanets.
Introduction
Neural networks (Lippmann, 1994) or Artificial Neural network (ANN) are systems of interconnected units called "Neurons" organized in layers (loosely inspired by the biological brain). ANN is a framework for many different machine learning algorithms to process complex input data (text, audio, video etc.) in order to "learn" to perform classification/regression tasks by considering examples and without the aid of task-specific programming rules. As of today, ANNs are found to yield state-of-the-art performance in a variety of tasks such as speech recognition, computer vision, board games and medical diagnosis (Xiao and Lu, 2015; Narayanan et al., 2004) and classification of exoplanets . complicated process, as outlined by Bains et.al. (Bains and Schulze-Makuch, 2016) , . This is due to the smaller size of exoplanets compared to other types of stellar objects such as stars, galaxies, quasars, etc. Radial velocity-based techniques and gravitational lensing are most popular methods to detect exoplanets. Given the rapid technological improvements and the accumulation of large amounts of data, it is pertinent to explore advanced methods of data analysis to rapidly classify planets into appropriate categories based on the physical characteristics.
The habitability problem has been tackled in different ways. Explicit Earth-similarity score computation (Bora et al., 2016) based on parameters mass, radius, surface temperature and escape velocity developed into CobbDouglas Habitability Score helped identify candidates with similar scores to Earth. However, using Earth-similarity alone to address habitability is not sufficient unless model based evaluations (Saha et al., 2018c) are interpreted and equated with feature based classification . However, when we tested methods in , it was found that the methods didn't work well with pruned feature sets (features which clearly mark different habitability classes were removed). Therefore, new machine learning methods to classify exoplanets are a necessity.
To address this need for efficient classification of exoplanets, we embark on design of novel activation functions with sound mathematical foundations. We shall justify the need to go beyond Sigmoid, hyperbolic tangent and ReLU activation functions and demonstrate the superior performance of the proposed activation functions in habitability classification of exoplanets. Such a fundamental approach to solving a classification problem has obvious merits and the activation functions that we propose could be readily applied to problems in other areas as well.
One of the key reasons to classify exoplanets is the limitation of finding out habitability candidates by Earth similarity alone, as proposed by several metric based evaluations, namely the Earth Similarity Index, Biological Complexity Index (Irwin et al., 2014b) , Planetary Habitability Index (Méndez, 2018) and Cobb-Douglas Habitability Score (CDHS) (Bora et al., 2016) . In Saha et al. (2018) , an advanced tree-based classifier, Gradient Boosted Decision Tree was used to classify Proxima b and other planets in the TRAPPIST-1 system. The accuracy was near-perfect, providing a baseline for other machine classifiers. However, that paper considered surface temperature as one of the attributes/features, making the classification task significantly easier than the proposed one in the current manuscript.
Motivation and Contribution
Observing exoplanets is no easy task. In order to draw a complete picture of any exoplanet, observations from multiple missions are usually combined. For instance, the method of radial velocity can give us the minimum mass of the planet and the distance of the planet from its parent star, transit photometry can provide us with information on the radius of a planet, and the method of gravitational lensing can provide us the information regarding the mass. In contrast to this, stars are generally easier to observe and profile through various methods of spectrometry and photometry in different ranges of wavelengths of the electromagnetic spectrum. Hence, by the time a planet has been discovered around a star, we would possibly have fairly rich information about the parent star, and this includes information such as the luminosity, radius, temperature, etc. Therefore, the uniqueness of the approach is to classify exoplanets based on smaller sets of observables as features of the exoplanet along with multiple features of the parent star. We elaborate each case of carefully selected features in the Experiments section.
We note, most of the sub-sets of features created from PHL-EC do not contain surface temperature. In fact, the most interesting result of the paper might be that some of the methods are unable to exactly reproduce the correct classification, given the strict dependence of the classification on a single feature, surface temperature namely.
Surface temperature is a hard marker when it comes to classifying exoplanets. Removing this feature enhances the complexity of classification many folds. Our manuscript tackles the challenge by adopting a foundational approach to activation functions.
However a reasonable question arises. When there exists activation functions in literature with evidence of producing good performance, is there a need to define a new activation function? If indeed the necessity is argued, can the new activation function be related to existing ones? We are motivated by these questions and painstakingly address these in subsequent sections 4-9 in the manuscript. We show the activation functions proposed in the paper, SBAF and A-ReLU are indeed generalizations of popular activations, Sigmoid and ReLU respectively. Moreover, the theory of Banach spaces and contraction mapping have been exploited to show that SBAF can be interpreted as a solution to first order differential equation. Further, the theory of fixed point and stability has been used to explain the amount of effort saved in tuning parameters of the activation units. In fact, this is one of the hallmarks of the paper where we intend to show that our activation functions implemented to tackle the classification problem are "thrifty" in comparison to Sigmoid and ReLU. We demonstrate this by comparing system utilization metrics such as runtime, memory and CPU utilization. Additionally, we show that SBAF also satisfies the Universal Approximation Theorem and can be related to regression under uncertainty. We also demonstrate mathematically and otherwise that the approximation to ReLU, defined as A-ReLU is continuous and differentiable at "knee-point" and establish the fact that A-ReLU doesn't require much parameter tuning. Extensive experimentation shows conclusively, the insights gained from the mathematical theory are backed up by performance measures, beating Sigmoid and ReLU.
The remainder of the paper is organized as follows. A novel activation function to train an artificial neural network (ANN) is introduced. We discuss the theoretical nuances of such a function in section 5. We relate SBAF to binary logistic regression in section 6. The following section presnts a mathematical treatment of the evolution of SBAF from theory of differential equations. Next section introduces A-ReLU as an approximation exercise. We follow up with network architecture in the the next section, detailing the back propagation mechanism paving the foundation for ANN based classification of exoplanets. Consequently, the following section presents results on all data sets with performance comparison including system utilization. We conclude by discussing the efficacy of the proposed method.
Saha-Bora Activation Function (SBAF)
We shall introduce SBAF neuron to address the issues elicited in the previous sections. We begin with a brief description of mathematical concepts and definitions will be used throughout the remainder of the manuscript.
Definition of key terms:
• Returns to Scale: For the objective function, y = kx α (1 − x) β , k > 0, 0 < α < 1, 0 < β < 1 feasible solution that maximizes the objective function exists, called an optimal solution under the constraints Returns to scale. When α + β > 1, it is called increasing returns to scale (IRS) and α + β < 1 is known as decreasing returns to scale (DRS). α + β = 1 is known as constant returns to scale and ensures proportional output, y to inputs x, 1 − x. y is used to define production functions in Economics and the form is inspirational to designing the activation functions proposed in the manuscript. Note, we set β = 1 − α in the activation function formulation ensuring CRS and therefore existence of global optima.
• Absolute error is the magnitude of the difference between the exact value and the approximation.
• Relative error is the absolute error divided by the magnitude of the exact value.
• Banach Space: A complete normed vector space i.e. the Cauchy sequences have limits. A Banach space is a vector space.
• Contraction Mapping: Let (X, d) be a Banach space equipped with a distance function d. There exists a transformation, T such that T : X → X is a contraction, if there is a guaranteed q < 1, q may be zero which squashes the distance between successive transformations (maps). In other words, d(T (x), T (y)) < qd(x, y) ∀x, y ∈ X. q is called Lipschitz constant and determines speed of convergence of iterative methods.
• Fixed point: A fixed point x * of a function f : R → R is a value that is unchanged by repeated applications of the function, i.e., f (x * ) = x * . Banach space endowed with a contraction mapping admits of a unique fixed point. Note, for any transformation on Turing Machines, there will always exist Turing Machines unchanged by the transformation.
• Stability: Consider a continuously differentiable function f : R → R with a fixed point x * , f (x * ) = x * .
The fixed point x * is defined to be stable if f (x * ) < 1. If f (x * ) > 1, then x * is defined as unstable.
• First Return Map: Consider an iterative map on the set S, f : S → S. Starting from an initial value x 0 ∈ S, we can iterate the map f to yield a trajectory:
) and so on. The first-return map is a plot of x n+1 vs. x n for integer n > 0 .
• Contour Plot: A contour plot is a 2-D representation of a 3-D surface. An alternative to surface plot, it provides valuable insights to changes in y as input variables x&1 − x change.
This section defines SBAF, computes its derivative and focuses on estimation of parameters used in the function.
We compute the derivative of SBAF for two reasons: to use the derivative in back-propagation and to show that SBAF possesses optima instead of saddle point (note, sigmoid has saddle point). SBAF, defined with parameters k, α (these will be estimated in subsequent sections and no effort is spent on tuning these parameters while training)
and input x (Data in the input layer), produces output y as follows:
From the definition of the function, we have:
Substituting Equation 2 in 1,
Figures 1 and 2 show various plots of the activation function. Figure 1 shows a surface plot by varying x and α. Figure 2 shows the contour plot. In both plots, we fixed k = 1. Note that the contour plot reveals a symmetry about x = α. Further, as discussed in Section 6, the approximation of other activation functions using SBAF can be quite easily seen in the contour plot, by looking at the horizontal lines corresponding to α = 0 and α = 1.
We note, the motivation of SBAF is derived from using kx α (1 − x) 1−α as discriminating function to optimize the width of the two separating hyperplanes in an SVM-like formulation. This is equivalent to the CDHS formulation when CD-HPF (Bora et al., 2016 ) is written as y = kx α (1 − x) β where α + β = 1, 0 ≤ α ≤ 1, 0 ≤ β ≤ 1, and k is suitably assumed to be 1 (CRS condition). The representation ensures global maxima (maximum width of the separating hyperplanes) under such constraints (Bora et al., 2016) . Please also note, when β = 1 − α, CRS condition is satisfied automatically and we obtain the form of the activation, SBAF.
Our activation function has an optima. From the visualization of the function below, we observe less flattening of the function, tackling the "vanishing gradient" problem. Moreover, since 0
we can approximate, kx α (1 − x) 1−α to a first order polynomial. This helps us circumvent expensive floating point operations without compromising the precision. 
It's easy to see,
Clearly, the first derivative vanishes when α = x, and the derivative is positive when α < x and is negative when α > x (implying range of values for α so that the function becomes increasing or decreasing). We need to determine the sign of the second derivative when α = x to ascertain the condition of optima (corresponding to minima of gradient descent training ensuring optimal discrimination between habitability classes). Assuming 0 < x < 1, the condition of optimality, 0 ≤ α ≤ 1, y by construction lies between (0, 1). Hence,
dx 2 > 0 ensuring optima of y.
Saddle points of sigmoid activation and a comparative note with SBAF
We note briefly that as opposed to the sigmoid activation function, SBAF has local minima and maxima. For example, for k = 0.91, α = 0.5, a local minima occurs at x = α. On the other hand, the sigmoid function has neither local minima nor maxima; it is easy to show that it only has a saddle point at x = 0:
Then, f (x) = 0 implies that f (x) ∈ {0, 1}. However, for both these values, the second derivative is 0.
SBAF, however, has a critical point at x = α.
Universal Approximation Theorem for SBAF
It is well known that a feed-forward network with a single hidden layer containing a finite number of neurons satisfies the universal approximation theorem. This is important since it guarantees that simple neural networks can represent a wide variety of interesting linear/non-linear functions (with appropriately chosen parameters). Cybenko (1989) proved one of the first versions of this theorem for sigmoid activation functions. We show that SBAF is also sigmoidal and hence satisfies the Universal Approximation Theorem.
Following Cybenko (1989) , we shall define the following:
• C(I n ): Space of continuous functions defined on I n .
• M (I n ): The space of finite, signed regular Borel measures on I n .
• σ(t): A univariate function is defined as being sigmoidal if
• σ is defined to be discriminatory if for a measure µ ∈ M (I n ),
∀y ∈ R n and θ ∈ R implies that µ = 0.
Approximation Theorem (Cybenko, 1989) : Let σ be any continuous discriminatory function. Then finite sums of the form
are dense in C(I n ). In other words, given any f ∈ C(I n ) and > 0, there is a sum, G(x), of the above form, for
Proof. Please refer to Cybenko (1989) .
Also, it should be noted that by Lemma 1 of Cybenko (1989) , any continuous sigmoidal function is discriminatory. We can thus prove:
Universal Approximation Theorem for SBAF: The proposed function SBAF k,α (x) satisfies the universal approximation theorem.
Proof. We observe that SBAF k,α (x) (for the choices k = 1 and α = 0, see Section 6) is a continuous sigmoidal function and hence discriminatory. All the conditions of the approximation theorem are met.
Thus SBAF can be used with a feed-forward network with a single hidden layer containing a finite number of neurons to approximate a wide variety of linear and non-linear functions.
3.4. SBAF is not a probability density function
Proof. Let us compute the integral below: I 1 1+kx α (1−x) 1−α where I is the interval containing (−∞, +∞). We know from earlier calculations, that
Using the above in the integral and readjusting the limits of integration, we observe that 0,0
. Therefore the integral of f (x) between 0 and 1 would also be less than or equal to 1. Equality will hold iff f (x) = 1, but this is not possible for any x ∈ (0, 1).
SBAF is sampled from a PDF. SBAF is not a PDF and we infer that it may oscillate. The next section contains a more pertinent insight, in clear agreement with the analysis, relating SBAF to regression under uncertainty.
Relating SBAF to Binary Logistic Regression: Regression under Uncertainty
Binary logistic regression builds a model to characterize the probability of Y i (observed value of the binary response variable Y ) given the values of the explanatory variable x i in the following manner:
where π i = P (Y i = 1|x i = x) denotes the probability that the response variable Y i = 1 given the value x i = x, and i stands for the index of the observed sample. The LHS of equation 6 is known as logit(·) or log-odds. The above formulation leads to the celebrated sigmoid activation function:
where the regression co-efficients α 0 and α 1 are to be determined.
Instead, if we formulate the logit as:
where 0 < x i < 1, constants k > 0 and 0 ≤ α ≤ 1, then it leads to our proposed activation function:
Equation 8 can be understood as follows. Firstly, think of {x i } as probabilities of the observed explanatory variable X instead of the value itself. If X is a binary discrete random variable, then the quantities − log(x i ) and − log(1−x i ) would be the self-information of these two outcomes (measured in bits if the base of the logarithm is 2).
The convex combination of these two self-information quantities is like an average information quantity (Shannon entropy). In fact, the RHS is upper bounded by Shannon entropy (if α = x i then RHS is the entropy of {x i }).
Proof. Maximizing (9) is equivalent to minimizing its inverse. We ignore the constant term 1, and assume that k is fixed. Then, the minima occurs where the derivative is 0:
Clearly, the minima of this, and therefore the maxima of (9), occurs when α = x i .
The quantity − log(k) can be thought of as a bias term or the information content that is universally available (if we think of the RHS as average uncertainty instead of average information, then this quantity would be the irreducible uncertainty that is present in the environment, such as noise). Thus, under this scenario, the log-odds of classifying the binary response variable Y as 1 is a function of the average self-information of the observed explanatory variable.
This means that if the probability of observed explanatory variable was very close to zero, then x i would be close to zero and the RHS would also be close to zero giving the log-odds ratio (LHS) also close to zero. If the probability of the observed explanatory variable was close to 0.5, then RHS would be very high and the log-odds ratio (RHS) would be close to 1. Now, as the probability increases towards 1, the RHS starts to reduce and log-odds ratio (LHS) also starts to reduce. This means that we trust the observed variable only if it has probability between 0 and 0.5. We do not trust high values (above 0.5).
Another way to interpret this is that as the uncertainty increases, then the neuron fires (activates). The neuron in this case continuously increases the magnitude of its response as the uncertainty increases. The term − log(k) is the ambient noise term, and the neuron can fire if this is high enough (greater than some preset threshold T ). The task of regression here is to determine α and k such that it models the binary response variable Y as a function of the uncertainty of the observed variables (along with noise in the environment).
Functional Properties of SBAF

Existence of a fixed point
Let's consider the first order differential equation
which is a representation of the standard form:
In order to prove the existence of a fixed point, we need to show that f (x, y) is a Lipschitz continuous function. On differentiating y w.r.t x we obtain y as:
When 0 < x < 1, we observe that y < 1. Moreover, when x → 0, y → 1 and when x → 1, y → 1. In our case, f is a continuous and differentiable function over the interval [0, 1] . This implies f is bounded in (0,1). This further implies that the function follows the mean value theorem. That is, for some c ∈ (0, 1),
On differentiating f w.r.t x we obtain the following equation
Since we already know the representation of y in terms of x from (9), we can substitute the value of y and we obtain the following representation for f :
Clearly, the right hand side is bounded between (0, 1) by some positive constant K. Using the above constraint in the mean value theorem specified, we obtain the following:
Since a = 0 and b = 1, the above equation is of the form
Therefore, f is a Lipschitz continuous and by Picard's theorem, the differential equation has a fixed point and a unique solution in the form of the activation function, to be used in neural networks for classification.
Lipschitz continuity, contraction map and unique fixed point
In this section, we show that the fixed point is unique in the interval, thus ensuring that the solution to the DE, SBAF, is unique in that interval. We exploit the Banach contraction mapping theorem to achieve this goal. We consider the following DE
This gives rise to the solution as the activation function, y. Furthermore, if f (x, y) is Lipschitz continuous in D, or in a region smaller than D, the solution thus found is unique.
Proof. (a) We first prove that f (x, y) is Lipschitz continuous. We write y =
Within (0, 1),
is bounded. The expression blows up at x = 0, 1. Therefore,
By construction, y 1 and y 2 are bounded by some positive constant ξ ∈ (0, 1). Therefore, the sum is bounded by 2ξ
and
is Lipschitz continuous in y. We may now proceed to establish the existence of a unique fixed point i.e unique solution (activation function) to the differential equation above.
(b) Let T be a contraction mapping, i.e. T : X → X, where X is a complete metric space. Then T has a unique fixed point in X (Rhoades, 1977) . Moreover, let x 0 ∈ X, we define x k by setting an iterative map,
Clearly, x k is a Cauchy sequence. Since X is a complete metric space,
This is possible only if d(x, y) = 0 ⇒ x = y. This implies that the fixed point is unique.
We use the following lemma to complete the missing piece. f is continuous and Lipschitz w.r.t y on the defined domain. Then, there exists a unique fixed point of T in X. The function y (activation function) is the unique solution. We establish the fact that the activation function is unique in the interval (0,1).
Computation of the fixed point
Now that the existence of of the fixed point is established, we proceed to find it in the following manner. Let us consider the representation of y given by (1). By definition of fixed point we have T (x) = y(x) = x at the fixed point, i.e.
Assume k = 1. Hence, (15) becomes
On applying log on both sides we obtain
Visual Analysis of the fixed point
We use the formula from the above computation and visually represent the activation function, SBAF, the solution to the differential equation mentioned above. We observe that, for K=0.9 onward, we obtain a stable fixed point. SBAF used for training the neural net is able to classify PHL-EC data with remarkable accuracy when K is very close to 1. Existence of a stable fixed point thus is a measure of classification efficacy, in this case.
In the above expression for the fixed point, for all real values of α and when 0 < x < 1, the left-hand side is always negative if k < 0. Thus, there can't be any fixed point for k < 0 when 0 < x < 1. When k > 0, it is possible to have a fixed point x * . Below we plot the first return maps for the SBAF for a few cases with fixed α = 0.5 and for different values of k. We plot only the real values of x (since we have complex dynamics as x can become a complex number). We can thus explicitly compute the values of k for which there exists a stable fixed point when α = 0.5:
which implies:
where we seek the fixed point x * such that 0 < x * < 1, x * = SBAF (x * ), and we also require for stability:
There are infinite number of stable fixed points satisfying these conditions. Numerically, we
found that x * can be any value in the range 0 < x * < 1, and correspondingly, k takes values: ∞ > k > 0 (lower the x * , higher the k). For example, if the stable fixed point is x * = 1 √ 2 then k = 0.91018. When the fixed point varies from 0 to 1, the value of SBAF (x * ) varies from −0.5 to 0.5 (thus |SBAF (x * )| < 1, making it a stable fixed point).
Note that We find it significant to mention that SBAF is inspired from a production function in economics even though the adaptation is non-trivial and significantly more complex in structure than the CobbDouglas production function, CDPF. Since CDPF is a production function defined by k, α, β and labor and capital inputs, a negative value of k implies no quantity is produced, rather borrowing from market is necessary. This is important since it validates our choice of k in neural net training from an econometric argument. This is consistent with our assertion that the choices of parameters for optimal classification performance are not accidental! As noted above, stable fixed points exists for a range of values of k depending on the value of x * and α. When α = 0.5, we found that there is a stable fixed point for every 0 < k < ∞. However, classification with SBAF works
). This is again consistent with our hypothesis that a stable fixed point will facilitate classification while chaos might occur otherwise. We have proven from the first order ODE that a fixed point exists and computed the fixed point in terms of α by fixing k = 1 and verified the same via simulation.
We have also observed (but not reported here) that altering k values minimally within the stable fixed point range doesn't alter classification performance greatly. This reaffirms the confidence in the range of k values obtained from fixed point analysis. To sum up, SBAF is the analytical solution to the first order DE and has a fixed point! This fixed point analysis is computationally verified and applied in the classification task on the PHl-EC data, via a judicious choice of parameters.
Proof of global maxima for the activation
We now go back to an economics perspective of our activation function (or production function). In this section, we prove the existence of an optimum solution.
Let us consider the activation function: Let the Lagrangian function for the optimization problem be:
On partially differentiating equation (2) with respect to S,I and λ we obtain the following first order constraints
On differentiate again we obtain the second order condition:
For equation (1) to obtain a optimum max value it subject to the assumed constraint ,it must satisfy the condition M > 0 where M is the bordered hessian matrix
→ the production function has global optima under CRS.
Approximating other activations
In this section, we show the k, α values for which SBAF approximates other activation functions.
• k = 1, α = 0; SBAF becomes 1 2−x which is what we obtain in sigmoid when we restrict the Taylor series expansion at 0 of exp(−x) to first order!
• k = 1, α = 1; SBAF becomes 1 1+x which upon binomial expansion (restricting to first order expansion assuming 0 < x < 1) yields y = 1 − x = 1 − ReLU As noted earlier, these approximations can be seen in Figure 2 along the top and bottom horizontal edges, which correspond to α = 1 and α = 0 respectively.
ReLU approximate in the positive half
Consider the function f (x) = kx n . We know that the ReLU activation function is y = max(0, x). We need to approximate the values n and k such that f (x) approximates to the ReLU activation function over a fixed interval.
Relative error = ||f (x) − y|| ||y||
Let the minimum tolerable error be < 10
Since f (x) = kx n approximates the positive half (i.e., when x > 0) of the ReLU activation function, y = max(x, 0), the value of y when x > 0 can be written as:
Using this value in the error calculation we rewrite the error approximation as, ||kx n || ≤ 1.001||x||
The above is an optimization problem i.e. min kx n−1 subject to the constraints k > 0, n > 1, −10 < x < 10.
We obtain the following bounds on k and n:
Therefore, we obtain the following continuous approximation of ReLU: y = kx n , x > 0 when 0 < k < 1, 1 < n < 2, −10 < x < 10, otherwise y = 0. More precisely, the approximation to the order of 10 −3 is k = 0.54, n = 1.3.
Error approximation and estimation of k and n
We need to minimize the least square error to approximate the function f (x) = ||y − kx n || to the Relu activation function. This is a continuation in our efforts to find a continuous and differentiable approximation to ReLU.
Let us fix x between some fixed interval, say 1 < x < 10. This choice is also justified by observing linear combinations of weights and inputs during the training where we observed the combination rarely surpassing +3 in the positive half plane. This means x > 10 would be least likely. Starting with some fixed value of k, say k = 0.5, we try to approximate the value of n such that the error in approximation is minimum. Algorithm 1 shows a simple way to achieve this. 
We test for differentiability at x = 0. When
These derivatives are equal, and thus, the function is differentiable at x = 0. Moreover, the derivative is continuous.
Note about A-ReLU
On plotting the curve for the function, we obtain
for different values of n and k, we have observed that the curve of f(x) for x > 0 increases exponentially with increase in n. Since, the nature of the curve kx n is non linear when k = 0, k = 1 and n = 0, n = 1 it is not meaningful to compute the absolute error for the entire range on the positive scale from 0 to ∞. Hence, we have fixed the range of x between 0 to ∞ on the positive scale and −∞ to 0 on the negative scale. In section 6.1 we have found the relative error is bounded by ||x||. In the chosen interval of −∞ < x < 10, we find that the minimum absolute error is ≈ 0.75 ± 0.05 when k = 0.53 or k = 0.54, and n = 1.3. This value is quite small compared to our chosen bound, 10. Hence, we can say that the function f (x) is a good approximation to the ReLU activation function.
1
For a continuous domain, the squared error changes from a sum to an integral. We take this integral over (0, t),
for some t that we choose later. To minimize this, we take the partial derivatives with respect to k and n, and set them to 0. This yields two equations, with two unknowns. t can be thought of as the upper limit of the domain where the approximation is good.
1 Please note, even if we don't restrict the function in the specified range mentioned above, we can work with the function itself as another activation function with no discontinuity at x = 0. We choose the value of n between 1 and 2 so that the derivative doesn't explode!
Because it is difficult to a solution to this system of equations analytically, we simply plot these equations, fixing t = 10. In the graph below, the y-axis is k, and the x-axis is n. Note that the intersection of the two equations yields the trivial solution k = n = 1; however, this solution is not very interesting. Instead, we fix the value of k, and find the intersections with the two curves above. Figure 7 shows this plot.
Network architecture
The architecture to explore the proposed activation functions is based on a multilayer perceptron that internally deploys back-propagation algorithm to train the network. Neurons are fully connected across all the layers and output of one layer is supplied as input to neurons of subsequent layer during the forward pass. Alternatively, the backward pass computes the error gradient and transmits it back into network in the form of weight-adjustments. hjnet(1−hjnet) (h jnet − α); This paper uses the PHL-EC data set, of which an overwhelming majority are non-habitable samples. Primarily, PHL-EC class labels of exoplanets are non-habitable, mesoplanets, and psychroplanets Méndez (2018) . The class imbalance is observed in the ratio of thousands to one. Further, the potentially habitable planets (meso or psychroplanets) have their planetary attributes in a narrow band of values such that the margins between mesoplanets and psychroplanets are incredibly difficult to discern. This poses another challenge to the classification task.
The classes in the data are briefly described below:
1. Non-Habitable: Planets, mostly too hot or too cold, may be gaseous, with non-rocky surfaces. Such conditions don't favor habitability.
Mesoplanet:
Generally referred to as Earth-like planets, they have sizes between that of Ceres (the largest minor planet in our solar system) and Mercury. The average global surface temperature is usually between 0 • C and 50
• C. However, Earth-similarity is no guarantee of habitability.
Psychroplanet: These planets have mean global surface temperature between -50
• C to 0 • C. Temperatures of psychroplanets are colder than optimal for sustenance of terrestrial life, but some psychroplanets are still considered as potentially habitable candidates.
The data set also has other classes, though insignificant in number of samples for each class. These are thermoplanets, hypopsychroplanets and hyperthermoplanets. The tiny number of samples in each class makes it unsuitable for the classification task and these classes are therefore not considered for class prediction. Certain features such as the name of the host star and the year of discovery have been removed from the feature set as well. We filled the missing data by class-wise mean of the corresponding attribute. This is possible since the amount of missing data is about 1% of all the data. The online data source for the current work is available at the university website 3 .
Experiments
The PHL-EC dataset has 3771 samples of planetary data for 3 classes of planets and 45 features (after pruning unnecessary features). As already mentioned, a Multi Layered Perceptron (MLP) is implemented at the core for classifying planets. The MLP internally utilizes gradient descent to update weights and biases during classification.
The connection weights and biases are randomly initialized. The activation functions used in MLP are sigmoid, SBAF, A-ReLU and ReLU, and details for implementing SBAF and A-ReLU along with the computation of gradients in both cases is shared in the Appendix.
As a part of the experiments, different data sets are explicitly built by selecting certain combination of features from the original feature set. The idea behind doing this is to evaluate the performance of functions for a variety of feature sets. The following subsection illustrates various sets of data used on the activation functions and their results. In all these cases, the training set consists of 80% of samples and remaining 20% are used for testing. SBAF uses the hyper parameters, α and k, that are tuned during execution of code and best results were seen at α = 0.5 and k = 0.91 (in agreement with the fixed point plots we observed, k = 1 doesn't alter classification performance).
Similarly, for A-ReLU, k and n were set to 0.5 and 1.3 respectively (this is from the evidence by the approximation to ReLU-empirical observations match). This eliminates the need for parameter tuning.
The results of classification (Tables 2 and 3) Table 2 . It is evident from the table that the network is able to classify even the minority class samples (Mesoplanets and Psychroplanets) with fairly decent accuracy. Table 3 . The performance of A-ReLU is exceedingly better than the rest of the activation functions.
6. Continuing on the same line of work, another feature set bearing planet's mass and previously used 6 star features are fed to the network. Hidden neurons are same in number as in the previous case. Here too,
A-ReLU has performed better from its parent activation function, ReLU as well as from the other functions in terms of classification accuracy, precision and recall.
7. Table 3 shows the performance of classification using Minimum mass as planet's feature and remaining parent star features as input keeping other arrangements same as the previous cases. Comparing accuracy in each activation function, A-ReLU has again performed better for all the 3 classes of planets.
8. A slightly different grouping of feature is attempted here. Two planet features, mass and minimum distance computed from parent star, and the remaining 6 star features are used as input. For this particular combination of features, A-ReLU and ReLU performs at par and sigmoid performs better classification in comparison with the rest. This is the only case where an irregularity is seen in the performance.
The performance metrics shown in Table 2 and 3 indicates that SBAF and A-ReLU outshine sigmoid and ReLU in almost all of the cases. Some more critical parameters in terms of training time, CPU utilization and memory requirements, for the execution of activation functions is reported in Table 4 . SBAF and A-ReLU take the shortest time to reach convergence even though number of epochs are kept same. CPU utilization is minimum for A-ReLU followed by ReLU, SBAF and sigmoid. Memory consumption is balanced and almost equal for all the functions under study. It is worth mentioning that values reported in the table are obtained after taking the average of all 8
executions from above cases.
An investigation of the confusion matrix resulting from the execution of SBAF, is disclosed in Table 1 . It is noted that, even though there are considerably large number of samples of non-habitable planets, SBAF is able to classify non-habitable and Psychroplanet unmistakably, with the accuracy of 1 and 0.994 for the respective classes. However, Mesoplanets are not flawlessly classified, (out of 9 samples, 5 were correctly labeled and rest of the 4 were mistakenly labeled to be of Psychroplanet), the reason can be attributed to the class distribution in the data set. The number of samples of non-habitable, Mesoplanet and Psychroplanet are 3724, 17 and 30 respectively. Evidently, Mesoplanet are lowest in number and thus, the number of samples were not sufficient to train the network. Nevertheless, this can be handled by generating synthetic data for balancing the class samples. Psychroplanet; the confusion matrix shows all 745 non-habitable planets classified correctly; 5 Mesoplanets and 1 Psychroplanet is also labeled correctly by the network. Please note, all rocky exoplanets have been considered and therefore the numbers don't match up with the total count reported in introduction. Even though our focus is not all on the performance of statistical machine learning or other learning algorithms on the PHL-EC data, we feel it's necessary to report the performance of some of those briefly. This was a postfacto analysis (the realization dawned upon us much later) done to ascertain the efficacy of our methods compared to methods such as Gaussian Naive Bayes (GNB), Linear Discriminant Analysis (LDA), SVM, RBF-SVM, KNN, DT, RF and GBDT . These methods didn't precede the exploration into activation functions.
We believe the readers should know and appreciate the complexity of the data and classification task at hand, in particular when hard markers (surface temperature and surface temperature related features which discriminate the habitability classes quite well). This also highlights the remarkable contribution of the proposed activation functions toward performance metrics. It is for this reason, we don't tabulate the results in detail but just state that for the specific cases (Cases 2, 4, 5-8, "six" out of the total 'eight" cases considered for our experiments) where "hard marker" features were removed, none of the methods mentioned above reached over 75% accuracy class-wise and 68% overall. This augurs well for the strength of our analysis presented in the manuscript.
Discussion and Conclusion
The motivation of SBAF is derived from the idea of using kx α (1 − x) 1−α to maximize the width of the two separating hyperplanes (similar to separating hyperplanes in the SVM as the kernel has a global optima) when 0 ≤ α ≤ 1. This is equivalent to the CDHS formulation when CD-HPF is written as y = kx α (1 − x) β where α + β = 1, 0 ≤ α ≤ 1, 0 ≤ β ≤ 1, k is suitably assumed to be 1 (CRS condition), and the representation ensures global maxima (maximum width of the separating hyperplanes) under such constraints (Bora et al., 2016; Saha et al., 2018) . The new activation function to be used for training a neural network for habitability classification boasts of an optima. Evidently, from the graphical simulations presented earlier, we observe less flattening of the function and therefore the formulation is able to tackle local oscillations more easily as compared to the more generally used sigmoid function. Moreover, since 0 ≤ α ≤ 1, 0 ≤ x ≤ 1, 0 ≤ 1 − x ≤ 1, the variable term in the denominator of SBAF, kx α (1 − x) 1−α may be approximated to a first order polynomial. This may help us in circumventing expensive floating point operations without compromising the precision. We have seen evidence of these claims, theoretically and from implementation point of view, in the preceeding sections.
Habitability classification is a complex task. Even though the literature is replete with rich and sophisticated methods using both supervised (Zighed et al., 2010) paper analyzed the elasticity of the Cobb-Douglas Habitability Score (CDHS) and compared its performance with other machine learning algorithms. They demonstrated the robustness of their methods to identify potentially habitable planets (Saha et al., 2018a) from exoplanet data set. Given our little knowledge on exoplanets and habitability, these results and methods provide one important step toward automatically identifying objects of interest from large data sets by future ground and space observatories. The variable term in SBAF, kx
is inspired from a history of modeling such terms as production functions and exploiting optimization principles in production economics, , (Ginde et al., 2016) , (Ginde et al., 2015) . Complexities/bias in data may often necessitate devising classification methods to mitigate class imbalance, (Mohanchandra et al., 2015) to improve upon the original method, (Vapnik and Chervonenkis, 1964) , (Cortes and Vapnik, 1995) or manipulate confidence intervals (Khaidem et al., 2016) . However, these improvisations led the authors to believe that, a general framework to train in forward and backward pass may turn out to be efficient. This is the primary reason to design a neural network with a novel activation function. We used the architecture to discriminate exoplanetary habitability (Schulze-Makuch and Bains, 2018), (Schulze-Makuch et al., 2011) , (Irwin et al., 2014a) , (Shallue and Vanderburg, 2018) , (Méndez, 2011) , (Méndez, 2018) .
We had to consider the ramifications of the classification technique in astronomy. Hence, we try to classify exoplanets based on one feature of the exoplanet at a time along with multiple features of the parent star. Note, we did not consider surface temperature, which is hard marker. An example of this is as follows:
1. Attributes of a Sample Planet:
• Radius only with attributes of the Parent Star such as Mass, Radius, Effective temperature, Luminosity, Inner edge of star's habitable zone and Outer edge of star's habitable zone with 2. Class Attributes:
• Thermal habitability classification label of the planet
Similarly, we present results of classification when we include the exoplanets mass, instead ofthe radius; and when we include the exoplanets minimum mass instead of the radius. Reiterating, we use only one planetary attribute in a classification run.
Machine classification on habitability is a very recent area. Therefore, the motivation for contemplating such a task is beyond doubt. However, instead of using "black-box" methods for classification, we embarked upon understanding activation functions and their role in Artificial Neural Net based classification. Theoretically, there is evidence of optima and therefore absence of local oscillations. This is significant and helps classification efficacy, for certain. In comparison to gradient boosted classification of exoplanets, Basak et al. (2018) , Saha et al. (2018) , our method achieved more accuracy, a near perfect classification. This is encouraging for future explorations into this activation function, including studying the applicability of Q-deformation and maximum entropy principles.
Even without habitability classification or absence of any motivation, further study of the activation function seems promising.
Our focus has shifted from presenting and compiling the accuracy of various machine learning and data balancing methods to developing a system for classification that has practical applications and could be used in the real world. The accuracy scores that we have been able to accomplish show that with a reasonably high accuracy, the classification of the exoplanets is being done correctly. The performance of the proposed activation functions on pruned features is simply remarkable for two reasons. The first being, the pruned feature set does not contain features which account for hard markers. This makes the job hard since one would expect a rapid degradation in performance when the hard markers such as surface temperature and all its related features are removed from the feature set before classification. We note, when an exoplanet is discovered, surface temperature is one of the features Astrophysicists use to label it. If surface temperature can't be measure, it is estimated. Even if the surface temperature can't be measured, our activation functions make strong enough classifiers to predict labels of exoplanet samples, dispensing away the need for estimating it. This implies that whenever an exoplanet is newly discovered, their thermal habitability classes can be estimated using our approach. This significant information could be useful for other missions based on methods that would try following up the initial observation. Hence, samples that are interesting from a habitability point of view could gain some traction quite early.
Future work could focus on using adaptive learning rates (Yedida and Saha, 2019) by fixing Lipschitz loss functions.
This may help us investigate if faster convergence is achieved helping us fulfill the larger goal of parsimonious computing.
11. Appendix
Neural Networks with SBAF and A-ReLU
A neural network is an interconnection of neurons arranged in hierarchy and predominantly used to perform predictions and classification on a dataset. Commonly, the input is given to the network over and over again to tune the network a little each time, so that when the new inputs are given, the network can predict its outcome.
To explain how neural network works, we will run through a simple example of training a small network shown in figure below. Keeping its configuration simple, we have kept 2 nodes in input, hidden and output layer and have chosen SBAF and A-ReLU as activation functions to demonstrate the working of back propagation.
Basic Structure
Let us assume the nodes at input layer are i 1 , i 2 , at hidden layer h 1 , h 2 and at output layer o 1 , o 2 . To start off, we assign some initial random numbers to weights and biases and move on with a forward pass demonstrated in next subsection. This section computes the activation of neurons at hidden and output layers by using SBAF and A-ReLU. We start with the first entry in the data set of two inputs i 1 and i 2 . The forward pass is a linear product of inputs and weights added with a bias. Calculating the total input at h 1 .
Use SBAF to calculate the activation's of hidden neuron h 1 by the formula , y = 1 1+kx α (1−x) 1−α .
In parallel, if we use A-ReLU to compute the activation's of hidden neuron h 1 , the formula is y = kx n if x > 0 else y = 0, therefore h1 out = k(h1 net ) n h2 out = k(h2 net ) n assuming h1 net > 0 and h2 net > 0.
Repeat the process for neurons at output layer.
o1 net = w 5 · h1 out + w 6 · h2 out + b 2 o2 net = w 7 · h1 out + w 8 · h2 out + b 2
While using SBAF, the activation of neurons are
For A-ReLU, the activation are o1 out = k(o1 net ) n o2 out = k(o2 net ) n assuming o1 net > 0 and o2 net > 0.
Since we initialized the weights and biases randomly, the outputs at the neurons are off-target. Conclusively, we need to compute the difference and propagate it back to the network. The next subsection computes the error gradient by using back propagation and adjust the weights to improve the network. Calculating the errors, Error = Error o1 + Error o2 
The Backward Pass for both SBAF and A-ReLU
This part deals with computing the error margins, the error resulted because the weights are randomly initialized.
Therefore, the weights need adjustments so that the error can be decreased during predictions. Calculating the change of weights in done in two steps. The rate of change in error with respect to weights in computed in first step. In the second, the weights are updated by subtracting a portion of error gradient from weights. Similar to the forward pass, the backward pass is also computed layer-wise, but in the reverse mode. (Here E T is the total error at both neurons of output)
Taking each component one at a time on the RHS of the equation, we first derive
Next we compute the derivative of the activation functions in terms of ∂o1out ∂o1net . We are using SBAF and A-ReLU, and dervatives of both the functions are available. First, while using SBAF -
While using A-ReLU,
Finally the third component of the chain rule ∂o1net ∂w5 (this is common for both SBAF and A-ReLU), o1 net = w 5 · h1 out + w 6 · h2 out + b 2 ∂o1 net ∂w 5 = h1 out
The error gradient with respect to w 5 for SBAF is derivable by putting (21) and (22) and (24) together in
Likewise the other gradients are also computed as,
Correspondingly, the error gradient with respect to w 5 for A-ReLU is derived by keeping (21)(23) and (24) together,
Both activation functions, the weights are adjusted as -
where η is the learning rate.
Hidden Layer
Continuing the backward pass, this part demonstrate the computation of error gradients with respect to weights that are connecting input and hidden layer. Once the gradients are found, the weights can be updated by the formula used previously. Thus, we need to derive ∂E T ∂w1 and correspondingly the other gradients can be obtained.
We need to find ∂E T ∂w1 . Apparently, if E T is the total error at output layer, then
Computing both the additive terms by using chain rule,
Finding the multiplicative terms of equation (1) (Please note that this is with reference to SBAF. For A-ReLU, a similar procedure is followed.),
∂o1 net ∂h1 out = w 5 ∵ o1 net = w 5 · h1 out + w 6 · h2 out + b 2 and ∂o1 net ∂h1 out = w 5 ∂h1 out ∂h1 net = h1 out (1 − h1 out ) h1 net (1 − h1 net ) · (α − h1 net ) ∂h1 net ∂w 1 = i 1 ∵ h1 net = w 1 i 1 + w 2 i 2 + b 1 and ∂h1 net ∂w 1 = i 1 + 0
Similarly, computing all the components of (2), ∂E o2 ∂o2 out = −(o2 target − o2 out ) ∂o2 out ∂o2 net = o2 out (1 − o2 out ) o2 net (1 − o2 net ) · (o2 net − α) ∂o2 net ∂h1 out = w 7 (∵ o2 net = w 7 h1 out + w 8 h2 out + b2)
We already know the values of ∂w4 can be computed in the similar manner for SBAF as well as for A-ReLU. Their corresponding weights are adjusted by using the same weight-update formula.
A Mind map of key ideas presented in the paper 
