Abstract. A parallelotope P is a polytope that admits a facet-to-facet tiling of space by translation copies of P along a lattice. The Voronoi cell P V (L) of a lattice L is an example of a parallelotope. A parallelotope can be uniquely decomposed as the Minkowski sum of a zone closed parallelotope P and a zonotope Z(U ), where U is the set of vectors used to generate the zonotope. In this paper we consider the related question: When is the Minkowski sum of a general parallelotope and a zonotope P + Z(U ) a parallelotope? We give two necessary conditions and show that the vectors U have to be free. Given a set U of free vectors, we give several methods for checking if P + Z(U ) is a parallelotope. Using this we classify such zonotopes for some highly symmetric lattices.
Introduction
Let L = Zv 1 + · · · + Zv n be a lattice of rank n in Euclidean space given by n independent vectors (v i ) 1≤i≤n in R n . The Voronoi cell (or Voronoi polytope) of L is the convex polytope
where v T x is scalar product of vectors v, x ∈ R n . By R we denote the set of relevant vectors, i.e. vectors v ∈ L that determine facet defining inequalities of P V (L). The quotient group L/2L allows to determine the relevant vectors. A coset v + 2L with v ∈ L is called simple if it has a unique, up to sign, minimal vector. One can prove that R is formed by the simple cosets. Above description of the Voronoi polytope P V (L) is given in an orthonormal basis of R n . This basis is self dual.
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If we consider vectors of the lattice L in a basis B of L, and points x ∈ R n in the dual basis B * , then we obtain the following affinely equivalent description of P V (L):
where Z ⊂ Z n is a set of representations of minimal vectors vectors of L in the basis B. Here f (z) = 1 2 z T Dz is a quadratic form related to the chosen basis of L, and D is Gram matrix of the basis.
For a root lattice L the set R is a set of all roots, i.e. of all vectors v ∈ L of norm v 2 = 2. Root lattices A n , D n , for n ≥ 1, and E n , for n = 6, 7, 8, are described in many books and papers on lattices. See, for example, [CS91] .
A parallelotope is a polytope whose translation copies under a lattice L fill the space without gaps and intersections by inner points. For a given lattice L, {P V (L) + v} v∈L define a tiling of R n and so P V (L) is a parallelotope. We call a facet normal each vector p orthogonal to a hyperplane supporting a facet F (p), i.e., an (n − 1)-dimensional face, of an n-parallelotope P . If P = P V (L) is a Voronoi polytope defined above, then every its facet normal p is collinear to some lattice vector s such that the facet F (p) is shared by the parallelotopes P V (L) and P V (L) + s. Such lattice vectors are called facet vectors of F (p).
A parallelotope P is necessarily centrally symmetric and its facets are necessarily centrally symmetric. A k-belt of an n-dimensional polytope P , whose facets are centrally symmetric, is a family of k facets F 1 , F 2 , . . . , F k such that F i ∩ F i+1 and F i ∩ F i−1 are antipodal (n − 2)-dimensional faces in F i for 1 ≤ i ≤ k, where the indexing i in F i taken modulo k. A polytope P is a parallelotope if and only if the following Venkov conditions hold [Ve54, Mu80, Zo96] :
• P is centrally symmetric;
• The facets of P are centrally symmetric;
• The facets of P are organized into 4-and 6-belts. A still open conjecture of Voronoi [Vo08] asserts that any parallelotope is affinely equivalent to a Voronoi polytope. Voronoi conjecture has been solved up to dimension 5 [En98] . For a given set U of vectors, the zonotope Z(U ) is the Minkowski sum Z(U ) = u∈U z(u),
is a segment of a line spanned by the vector u. Voronoi's conjecture has been proved for zonotopes [ErRy94, Er99] . For a parallelotope P , a vector v is called free if the Minkowski sum P + z(v) is again a parallelotope. In [Gr04] free vectors were characterized by the requirement that z(v) is parallel to at least one facet of each 6-belt of P , but the argument that this condition was both necessary and sufficient was incomplete; a complete proof is provided below in Section 4.
A parallelotope is called free or nonfree depending upon whether or not it has free vectors; the first known nonfree parallelotope is P V (E * 6 ) [En98] and it was later proved that the parallelotopes P V (D + 2m ) are also nonfree for m ≥ 4 [Gr06a] . A parallelotope P is called zone-open if it can be represented as a Minkowski sum P ′ + z(v), where P ′ is a parallelotope and v is a non-zero vector; otherwise the parallelotope is called zone-closed. Any parallelotope can be uniquely expressed as Minkowski sum of a zone-closed parallelotope and a zonotope. A parallelotope P is called finitely free if there exists a finite set F (P ) such that any free vector v is collinear to a vector in F (P ). The parallelotopes that we consider in this paper are finitely free Voronoi polytopes of highly symmetric lattices. But, for example, any vector v is free for the cube [−1/2, 1/2] n , which is the Voronoi polytope for the lattice Z n , because the cube has no 6-belts. For a given zone-closed parallelotope P , we want to find the vector systems U such that P + Z(U ) is still a parallelotope. Of course, every vector in U has to be free. Another condition arising from the theory of matroid [BLSWZ93, DG99, Gr04] is that U has to be unimodular, i.e. in any basic subset B ⊆ U , all vectors of U have integer coordinates in the basis B.
The condition that elements of U are free for P , and that U is unimodular are certainly necessary for P + Z(U ) to be a parallelotope. But in general they are not sufficient, as shown below in the discussion of the Voronoi polytope P V (E 6 ) of the root lattice E 6 . If we want to check Venkov conditions, then we have to determine the faces and the k-belts of the sum P + Z(U ).
If G is a face of P , then we decompose U into U 1 (G) ∪ U 2 (G) ∪ U 3 (G). Let x ∈ G be an inner point of G and let λ be a sufficiently small number. Then one of the following three cases are true.
• u ∈ U 1 (G) if x ± λu / ∈ G and one of the points x ± λu is in P .
• u ∈ U 2 (G) if x ± λu ∈ Lin(G).
• u ∈ U 3 (G) if x ± λu / ∈ G and x ± λu / ∈ P .
The vectors in U 1 (G) translate G by some vector w = u∈U1(G) ±u. The vectors u ∈ U 2 (G) belong to the vector space Lin(G) defined by G and extend G to a larger face of the same dimension. The vectors u ∈ U 3 (G) are strongly transversal to G, that is dim(G + z(u)) = 1 + dim G and G + z(u) is a new face of P . Hence, all faces of P + Z(U ) are translated or extended facets of P . So, if one computes all facets and (n − 2)-dimensional faces of P + Z(U ), then one can determine if it is a parallelotope. The method is explained in Section 4 and applied in Section 9 (with modifications) to the root lattice E 6 and in Section 11 to other lattices.
The Voronoi polytope P V (E 6 ) of the root lattice E 6 has only 6-belts. The edges of P V (E 6 ) are of two types: r-edges, which are parallel and equal by norm to minimal vectors of the lattice E 6 , and m-edges, which are parallel and equal by norm to minimal vectors of the dual lattice E * 6 . The set R of minimal vectors of E 6 is the root system E 6 . Roots of R are also facet vectors of P V (E 6 ). One can choose a set M of 27 vectors of E * 6 such that the pairwise scalar products q T q ′ of q, q ′ ∈ M take only two values − For a lattice L we define an empty sphere to be a ball containing no lattice point in its interior. The convex hull of the lattice points on the surface of the ball is called a Delaunay polytope. The Delaunay polytopes define a tessellation, which is dual to the one by Voronoi polytopes P V (L), in particular the vertices of P V (L) are circumcenters of Delaunay polytopes (see, for example, [Sch09] ). It turns out that the Delaunay polytopes of E 6 are Schäfli polytope P Schl and its antipodal P * Schl . The configuration of vectors M is the vertex set of P Schl .
We prove that the set of free vectors of E 6 is exactly M. Then we consider subsets U ⊆ M and give a necessary and sufficient condition for P V (E 6 ) + Z(U ) 4MATHIEU DUTOUR SIKIRIĆ, VIACHESLAV GRISHUKHIN, AND ALEXANDER MAGAZINOV g P P + [−v,v] (i) v is not free
(ii) v is free Figure 1 . The image of a 6-belt of P in P + [−v, v] to be a parallelotope. Namely, the subset U should not contain a subset of five vectors
We find all ten maximal by inclusion feasible subsets U ⊆ M by a computer search. We give a detailed description of these subsets and regular matroids, represented by these subsets. Finally, we consider how the implemented methods can be extended to other lattices.
We use Coxeter's notations α n and β n for regular n-dimensional simplices and cross-polytopes respectively.
In Section 2 general results about free vectors are proved. In Section 3 the standard vectors of parallelotopes P + z(v) are determined. In Section 4 enumeration algorithms for free-vectors are given. In Sections 5 the lattice E 6 is built. In Sections 6, 7 and 8 the Delaunay polytope, Voronoi polytope and free vectors of E 6 are determined. In Section 9 the criterion for P v (E 6 ) + Z(U ) to be a parallelotope is given. In Sections 10 and 11 the enumeration of maximal feasible subsets is done for E 6 and some other lattices.
General results
Recall that a vector x is called a facet vector of a parallelotope P if it connects the center of P with the center of a parallelotope P + x such that P + x and P share a facet. If P is a Voronoi parallelotope, then x is orthogonal to the facet P ∩ (P + x).
In [Do09] Dolbilin introduced the notion of standard faces of parallelotopes. Namely, if P and P + x are parallelotopes of the face-to-face tiling by translates of P , and if F = P ∩ (P + x) = ∅, then F is called a standard face of P and x is called the standard vector of F . If P is centered at the origin, then F has a center of symmetry at x/2. In what follows the definition of standard faces will be used extensively.
The following Theorem gives a characterization of free vectors that can be used for a computer enumeration of all free vectors for a given parallelotope P , or in a case by case analysis as shown below in our discussion of E 6 . Theorem 1. ([Gr04]) Let P be a parallelotope and v be a vector. The following assertions are equivalent:
(i) P is free along v (i.e. P + z(v) is a parallelotope);
(ii) v T p = 0 for at least one facet normal p of each 6-belt of P ; equivalently, p is parallel to at least one facet of each 6-belt.
Proof. If v does not satisfy (ii) then Figure 1 .(i) shows that there is a 8-belt in P + z(v). So, (ii) is necessary.
Assume that (ii) is true. We start by showing that the first two Venkov conditions must then hold for P + z(v). Since P and z(v) are centrally symmetric, the Minkowski sum P + z(v) is centrally symmetric as well. If F is a facet of P + z(v) that is a translate of a facet of P , then it is necessarily centrally symmetric. If the facet F is not such a translate, then it has the form F = G + z(v), where G is either a (n − 1) or (n − 2)-face of P . If G is a facet of P , then it is centrally symmetric, and therefore the sum G + z(v) is also symmetric. If G is a n − 2-face, then condition (ii) implies that G belongs to a 4-belt of P and is symmetric. For this reason G + z(v) is also symmetric.
We now show that P + z(v) has only 4-and 6-belts. We establish this result using a local argument -we show that each (n− 2)-face G of the polytope P + z(v) belongs to either 3 or 4 distinct translates of P + z(v) that fit facet-to-facet around G. From this local tiling property it immediately follows that all belts of P + z(v) have length 4 or 6.
We need to consider the three possibilities for a (n − 2)-face, G v , of P + z(v):
, where G is a (n − 3)-face of P (and the sum is direct); By condition (ii), the local tiling property for G v follows from that for G in cases (1) and (2). So we need only consider case (3).
Consider the face-to-face tiling by parallel copies of P . Let G be an (n−3)-face of the tiling and let π G be a projection along the linear space Lin(G) onto the complementary space (Lin(G))
⊥ . The projections of the tiles sharing G split a sufficiently small neighborhood of π G (G) in the same way as some 3-dimensional complete polyhedral fan Fan(G) does. The incidence type of the face G is a combinatorial type of Fan(G).
It is convenient to label the incidence type of a face (and therefore the combinatorial type of its fan) by its dual cell. By definition [Or05] , the dual cell D(G) of a face G is the convex hull of centers of all parallelotopes in the tiling that have the face G.
The five possible combinatorial types of Fan(G), where G is a (n − 3)-face, were classified by B.N. Delaunay in [De29] . We label these types by their corresponding dual cells: (a) tetrahedron, (b) octahedron, (c) pyramid with quadrangular base, (d) prism with triangular base and (e) cube. In the cases (b) and (e) the face G is standard.
Since the face G is (n−3)-dimensional, and G+z(v) is an (n−2)-dimensional face of P + z(v), the segment π G (z(v)) is non-degenerate. Further, if a 1-dimensional face (ray) of Fan(G) is trivalent, i.e. incident to exactly 3 two-dimensional cones, then these two-dimensional cones correspond to facets of the same 6-belt. Thus for every trivalent ray of Fan(G) the segment π G (z(v)) is parallel to at least one two-dimensional face containing that ray.
We call the segment π G (z(v)) feasible if for every trivalent ray of Fan(G) one of the two-dimensional cones incident to this ray is parallel to π G (z(v)). Respectively, we will call the face G + z(v) a feasible extension of the face G.
We consider each of the five types of local structure for the (n − 3)-faces G of P , and determine how this structure can change when the individual tiles are replaced by their sum with a feasible v. Remarkably, in all cases these modified tiles fit back together as they initially did.
We enumerate all combinatorially distinct pairs of (Fan, z) with Fan a 3-dimensional fan and z a segment with the following properties.
(1) Fan is combinatorially equivalent to a fan of some (n−3)-face in some tiling of R n by parallelohedra. (2) z is feasible for Fan. The way we do the enumeration is as follows: given a 3-dimensional fan Fan and a subset of its 2-dimensional faces, we can determine, if the subset covers all trivalent rays of Fan, and if there is a segment z parallel to every 2-dimensional face from the chosen subset. If the answer is positive for both instances, z is feasible for Fan. Of course, every possible pair (Fan, z) will be considered through this enumeration.
As a result, we obtain a total of 13 types of pairs (Fan, z). All these cases are listed and described explicitly in Figures 2 and 3 . In fact, each of the cases d.1), e.1) and e.2) covers an infinite series of segments for a fixed fan Fan, however the treatment is the same within each single case.
We also emphasize that each of the 13 cases has its own subcases, depending on which 3-dimensional cone of Fan corresponds to P . Still in each case it is easy enough to treat all subcases simultaneously.
In each subcase one can prove that either there is no feasible extension of the face G, or the copies of P + z(v) fit together around G + z(v). The details are provided in Appendix A.
Therefore the third Venkov condition for P + z(v) is fulfilled. Thus P + z(v) is a parallelotope.
In [Gr06b] a graph Γ(P ) is built as follows for every parallelotope P . The vertices of Γ(P ) represent facets and two vertices are said to be adjacent if there exists a 6-belt containing the corresponding facets. If one contracts all pairs of vertices of Γ(P ) corresponding to pairs of antipodal facets, the result will be the so called red Venkov graph Γ RV (P ). Γ RV (P ) is connected iff Γ(P ) is connected.
P is a direct sum of two non-trivial parallelotopes P 1 and P 2 if and only if the red Venkov graph of P is not connected [Gr06b, Proposition 4] (see also [Or05, Or04, RyZa05] ). The following is an extension of Theorem 1 to Voronoi polytopes: Theorem 2. Let P be a non-decomposable Voronoi parallelotope and v be a vector. The following assertions are equivalent:
is affinely equivalent to a Voronoi polytope.
(ii) There exists a > 0 such that for any 6-belt with facet vectors {p 1 , . . . , Corollary 1. Let P be a non-decomposable parallelotope and assume that Voronoi conjecture is true. Then P is finitely free.
Proof. Since P is non-decomposable, every facet vector w belongs to at least one 6-belt. So, if v is a free vector then we have w T v ∈ {−a, 0, a}. Since the facet vectors span R n the linear system has a unique solution for a given choice of signs and zeros. The result follows by remarking that there is only a finite number of possible choices of zeros of signs. The connection between Voronoi conjecture and finite freedom is noticed in [Ve06] .
3. Lattice and standard vectors of P + z(v) Let Λ(P ) be the lattice generated by facet vectors of a parallelotope P , i.e. the lattice such that {P + x : x ∈ Λ(P )} is a face-to-face tiling. Let v be a non-zero free vector of P . In this section we will prove several relations between the lattices Λ(P + z(v)) and Λ(P ), as well as between the sets of standard vectors of P and P + z(v). Proof. Find all facet vectors of P + z(v). As mentioned before, each facet F of P + z(v) is of one of the following types.
•
Then if s and s ′ are the facet vectors of F and F ′ respectively, then s = s ′ .
From here it follows that every point of Λ(P + z(v)) is x + 2nv, where x ∈ Λ(P ) and n ∈ Z. Moreover, for every x ∈ Λ(P ) there exists at least one point of Λ(P + z(v)) of that form. Now suppose that x + 2n 1 v and x + 2n 2 v are points of Λ(P + z(v)). Then, obviously,
for every λ > 0. Then there are two points of Λ(P + λz(v)) which are arbitrarily close to each other as λ → 0. This is impossible, so n is a function of x.
Since we suppose that P + z(v) is a parallelotope, it is of non-zero width along v. Venkov asserts and proves [Ve59, item (2) of Theorem 1] that facet vectors of all facets parallel to v generate an (n − 1)-dimensional sublattice if a parallelotope has non-zero width in direction v. In our case, denote this sublattice of
The layers are equally spaced and cover the entire lattice Λ(P ). Thus there exists a vector e v such that the scalar product e T v x runs through all integers while x runs through Λ(P ).
Put n v (x) = e T v x and A v x = x + 2n v (x)v as in the condition of the Lemma. Then every facet vector of the parallelotope P + z(v) has the form of A v s, where s is some standard vector of P , and every facet vector of the parallelotope P has the form of A −1 v s ′ , where s is a facet vector of P + z(v). Hence A v is an isomorphism between Λ(P ) and Λ(P + z(v)).
Remark. It is not hard to see that n v (x) = n λv (x) for every λ > 0.
Lemma 2. Let x 1 , x 2 , . . . , x k be points of Λ(P ). Then the points
are affinely dependent if and only if x 1 , x 2 , . . . , x k are affinely dependent.
Proof. The matrix A v is non-singular since Λ(P + z(v)) is full-dimensional. Hence the result follows.
Lemma 3. Let x ∈ Λ(P ). Then the following conditions are equivalent.
(i) A v x is a standard vector for P + z(v).
(ii) x is a standard vector for P and n x (v) ∈ {0, ±1}.
Proof. In this proof we write P + x for the translate of P centered at x. This coincides with the standard notation under assumption that P is centered at the origin.
(ii) ⇒ (i). If x is a standard vector, then P + x and P share the point x/2. Under assumption n v (x) ∈ {0, ±1} it immediately follows that
share the point A v x/2, which is equivalent to (i).
(i) ⇒ (ii). Suppose that the parallelotopes
share the point z = A v x/2. Let ℓ be the line passing through z and parallel to v. Since the tiling is face-to-face, then there are three options.
• For some α ≥ 1 we have
Now notice that for every λ > 0 there is a face-to-face tiling by translates of P + λz(v). Using this, consider all three cases separately.
If Equation (2) holds, then n v (x) = 0. Otherwise the tiling by P + λz(v) is not face-to face for λ = 1 + ε (and for λ = 1 − ε) if ε is a sufficiently small positive number. Indeed, one can check that
is nonempty, but this intersection is not a face of any of the two parallelotopes.
If Equation (3) holds, then n v (x) = −1. Indeed, if n v (x) < −1, then the tiling by P + λz(v) is not face-to face for λ = 1 − ε, where ε is a sufficiently small positive number. If n v (x) > −1, then the tiling by P +λz(v) is not face-to face for λ = 1+ε.
The case of Equation (4) does not differ with the case of (3), and we get n v (x) = 1.
Algorithms for computing free vectors
For highly symmetric lattices, some efficient techniques for computing their Delaunay tessellation and so by duality Voronoi polytopes have been introduced in [DSV09] . These techniques use the quadratic form viewpoint for the actual computation and can be adapted to the enumeration of free vectors and strongly regular faces.
For the enumeration of free vectors, Theorem 1 gives implicitly a method for enumerating them. The first step is, given a lattice L, to use [DSV09] in order to get the Delaunay tessellation D(L). The triangular faces of D(L) enumerate all 6-belts of the parallelotope P V (L). By Theorem 1, every free vector of P V (L) must satisfy an orthogonality condition for each 6-belt. So, if we have N 6-belts, then we have 3 N cases to consider, which can be large. The enumeration technique consider the 6-belts one by one by making choice at each step. We use symmetries to only keep non-isomorphic representatives of all choices. We also use the fact that any choice among the three possibilities implies a linear equality on the coefficients of the free vector v. Hence the choice made for some 6-belts might imply other choices for other 6-belts. So, the dimension decreases at each step and the number of choices is thus only 3 m at most, where m = min(n, N ) and n is dimension of L. At the end we have a number of vector spaces containing the free vectors. P V (L) is nonfree, respectively finitely free, if and only if all the vector spaces are 0-dimensional, respectively at most 1-dimensional.
The enumeration of strongly transversal faces can be done in the following way: If G is a strongly transversal face of P , then any subface of G is also strongly transversal. Thus starting from the vertices of P , which correspond to Delaunay polytopes of P , we can enumerate all strongly transversal faces of P and hence describe the facet and belt structure of P + Z(U ) with U a set of free vectors. By using Venkov's condition this allows to determine whether or not P + Z(U ) is a parallelotope.
Another variant is to write U = {u 1 , . . . , u p } and write
If we know that P ′ is a Voronoi polytope, then we can test whether P + Z(U ) is a parallelotope by testing whether u p is a free vector via Theorem 1. Furthermore, by using the sign condition from Theorem 2 we can test whether P + Z(U ) is a Voronoi polytope. The method relies on computing the Delaunay tessellation.
We choose to use the second method because it allows us to distinguish between parallelotope and Voronoi polytope. The process of enumeration is then done by considering all subsets U of the set of free vectors and adding vectors one by one and testing whether they are feasible or not. By F min (L) we denote the set of minimal forbidden subsets of L. Similarly F max (L) denotes the maximal feasible subsets of L. Key information on those subsets are given in Table 4 for 12 lattices. The cost of computing the Delaunay tessellation is relatively expensive, hence we always use the list of already known forbidden subsets in order to avoid such computation whenever possible. We found out that in the case that we consider in Section 11, whenever a polytope P V (L) + Z(U ) is a parallelotope then it is also a Voronoi polytope, thereby confirming Voronoi's conjecture in those cases.
However, for E 6 we prefer to use the first enumeration method. Then we confirm the outcome by an explicit proof.
5. The root lattices E 6 and E * 6
There are exactly 27 straight lines on any smooth non-degenerate cubic surface in the 3-dimensional projective space. This fact is very well known (see, for example, [Cox83] , and other papers of Coxeter). It is proved in many textbooks on algebraic geometry (see, for example, [Re88, ch.3, §7], [Sha88, ch.IV, §2.5]). The combinatorial configuration of the set L of these 27 lines is unique. For example, if two lines l, l ′ ∈ L intersect, then there is a unique line l ′′ ∈ L that intersects both lines l, l ′ . Every three mutually intersecting lines generate a tangent plane of the cubic surface. Each line intersects exactly 10 lines and belongs to exactly 5 of all 45 tangent planes.
Schläfli described his famous double six
which is a special arrangement of twelve lines from L on the surface such that any two of them intersect if and only if they occur in different rows and different columns. Any two columns determine a pair of planes a i b j and a j b i whose intersection c ij = c ji intersects all the four lines and therefore must lie entirely on the surface. In this way Schläfli obtained his notations a i , b j , c ij for all 27 lines. Burnside [Burn11, , used these symbols of 27 lines as elements of an algebra (in fact as vectors in 6-dimensional space). This amounts to representing the lines by 27 points in an affine 6-space, such that the 45 triangles representing the tangent planes all have the same centroid. Using this centroid as the origin, he applies Schläfli's symbols for the 27 lines to the positions of vectors of the 27 points, so that
Choose a set A of six vectors a 1 , a 2 . . . , a 6 ∈ R 6 so that a The lattice integrally generated by the basis A and the vector h is E * 6 which is dual to the root lattice E 6 . This representation of the lattice E * 6 was used by Baranovskii in [Ba91] for a description of Delaunay polytopes of E * 6 . Barnes [Barn57, Formula (8.5)] uses the basis A to describe minimal vectors of E * 6 . Vectors of E * 6 have all coordinates in the basis A equal to one third of an integer. The 27 vectors of the set
are, up to sign, the 27 minimal vectors of the lattice E * 6 . The lattice E * 6 has an automorphism group equal to W (E 6 ) × {±Id 6 } with W (E 6 ) being the Weyl group of E 6 (see [Hu90] for more details), which is also the automorphism group of M.
Let A be the Gram matrix for the basis A. Then the inverse matrix E = A −1 , which is the Gram matrix of the dual basis E = {e 1 , e 2 , . . . , e 6 }, has elements
, i ∈ I 6 , e ij = e ji = e
It is easy to check that vectors of the dual lattice E 6 have in the basis E the following form i∈I6 z i e i , where z i ∈ Z and i∈I6 z i ≡ 0 (mod 3).
The Schläfli polytope P Schl
The convex hull of end-points of all vectors of the set M is the Schläfli polytope P Schl , i.e., P Schl = conv M. Since P Schl is a Delaunay polytope of the lattice E 6 and the Voronoi polytope P V (E 6 ) of the lattice E 6 is the convex hull of P Schl and its centrally symmetric copy P * Schl (see [CS91] ), we have to study properties of P Schl . Two vertices q, q ′ ∈ M of P Schl are adjacent by an edge if and only if q T q ′ = 1 3 , i.e., if the corresponding lines of L are skew. Let X ⊂ M be a subset of cardinality 6 such that q T q ′ = 1 3 for all q, q ′ ∈ X, q = q ′ . Then conv X is a simplicial facet α 5 (r), where r = 1/3 q∈X q.
Let q ∈ M. Then there are 5 non-ordered pairs
The polytope P Schl has two types of facets: 36 pairs of simplicial facets α 5 (r) and α 5 (−r); and 27 cross-polytopal facets of form β 5 (q). Each facet β 5 (q) is orthogonal to the corresponding vector q ∈ M and is opposite to the vertex q. Both types of facets are regular polytopes with facets α 4 . Thus all faces of P Schl of dimension k ≤ 4 are regular simplices α k .
Let I 5 = {1, 2, . . . , 5}, and let q
, be the five pairs of opposite vertices of the facet β 5 (q). For every J ⊆ I 5 and J ′ = I 5 \ J define
Obviously, for each of the 32 subsets J ⊆ I 5 the polytope conv T J (q) is a 4-simplex which is a facet of β 5 (q), and vice versa: if α 4 is a facet of β 5 (q), then α 4 = conv T J (q) for some J ⊆ I 5 .
Lemma 4. Any subset X ⊆ M of cardinality |X| = 5 such that Table 1 . Faces G of the Schläfli polytope P Schl .
Proof. It is not hard to see that conv X = α 4 (X) is a 4-face of P Schl . Therefore, α 4 (X) is a 4-face either of a facet β 5 (q) for some q ∈ M, or of a facet α 5 (r) for some r ∈ R. But each facet of type α 5 (r) is contiguous in P Schl by a 4-face only to facets of type β 5 (q). This means that each 4-face of P Schl is a 4-face of some β 5 (q). The vertex set of each 4-dimensional subface of β 5 (q) equals T J (q) for some J ⊆ I 5 .
7. The Voronoi polytope P V (E 6 )
The convex hull of P Schl = conv M and its centrally symmetric copy P * Schl = conv(−M) is the Voronoi polytope of the lattice E 6 , i.e., [CS91] , where the notation conv(P ∪ P * ) = diplo(P ) is introduced). We also mention the notable fact that the intersection P Schl ∩ P * Schl is the Voronoi polytope of the dual lattice E * 6 . P V (E 6 ) has 27 pairs of opposite vertices q, −q for q ∈ M, and 36 pairs of parallel opposite facets
The edges of P V (E 6 ) are of two types: r-and m-edges. Vertices q and q ′ are adjacent by an r-edge if and only if q T q ′ = 1 3 , and either q, q ′ ∈ M or q, q ′ ∈ −M. Each m-edge connects a vertex q ∈ M to a vertex −q ′ ∈ −M. The m-edge between q and q ′ exists if and only if q T q ′ = − 2 3 . Dolbilin in [Do09] shows that there is a one-to-one correspondence between minimal vectors of a coset of L/2L and standard faces of the Voronoi polytope
, where P (t) = P V (L) + t and t is a minimal vector of a coset L/2L. If G(t) is a facet of P V (L), then t coincides with its facet vector.
Besides, there is a one-to-one correspondence between standard faces of P V (L) and centrally symmetric faces of the Delaunay tiling. Let D(G) be a centrally symmetric Delaunay face related to a standard face G(t). Then t is a diagonal of the centrally symmetric Delaunay face D(G). All other diagonals of D(G) are all other minimal vectors of the coset containing t.
Translates and centrosymmetrical copies of P Schl form the Delaunay tiling for E 6 . Hence all minimal vectors of E 6 are exactly all vectors connecting pairs of vertices of P Schl . These vectors naturally split into two classes:
] is an edge of P Schl , i.e. a 1-dimensional Delaunay cell of E 6 . Thus R is the set of facet vectors of P V (E 6 ). The notation F (r) for the facet of P V (E 6 ) with r being its facet vector coincides with the definition of F (r) above.
Two facets F (r) and F (r ′ ) of P V (E 6 ) intersect by a 4-face if and only if r T r ′ = 1. In this case r ′′ = r − r ′ ∈ R, and r T r ′′ = −(r ′ ) T r ′′ = 1. Hence the six facets F (±r), F (±r ′ ), F (±r ′′ ) form a 6-belt. The Voronoi polytope P V (E 6 ) has 120 6-belts studied in Section 8.
If
] is a diagonal of a facet of P Schl . Consequently, each vector t ∈ T is a standard vector of some m-edge of P V (E 6 ). Denote the endpoints of that edge by a(t) and −b(t) so that a(t), b(t) ∈ M. Let q(t) = −a(t) − b(t). It is easy to check that q(t) ∈ M.
Since R ∪ T is the set of all minimal vectors of E 6 , the Voronoi parallelotope P V (E 6 ) has no standard faces other than its facets and m-edges.
Recall that a vector v is free for a parallelotope P if the Minkowski sum P + z(v) is also a parallelotope. Proposition 1. There are the following 120 triples generating 6-belts of the Voronoi polytope P V (E 6 ), where facet vectors are given in the basis E, e(I 6 ) = i∈I6 e i , e(S) = i∈S e i and S is a subset of I 6 of cardinality 3.
(i) e i − e j , e j − e k , e k − e i , i, j, k ∈ I 6 ; (ii) e(S), e(S), e(I 6 ), S = I 6 − S; (iii) e(S), e i − e j , e(S) − e i + e j , i ∈ S, j ∈ S.
Proof. It is easy to verify that there are 20 triples of type (i), 10 triples of type (ii) and 90 triples of type (iii), total 120 triples. Each 6-belt is uniquely determined by each of its six 4-faces. It is known (see, for example [CS91] ) that P V (E 6 ) has 720 4-faces. Since each 4-face belongs exactly to one 6-belt, P V (E 6 ) has 720 6 = 120 6-belts.
Note that the above 6-belts form 1-orbit under the action of the automorphism group of E 6 .
Call a vector free for a triple if it is orthogonal at least to one vector of the triple.
Theorem 3. The Voronoi polytope P V (E 6 ) is free along a line l if and only if l is spanned by a minimal vector q ∈ M of the dual lattice E * 6 , described in (6). Proof. We seek a vector a which is free for P V (E 6 ) in the basis A = {a i : i ∈ I 6 } related to the lattice E * 6 which is dual to the basis E = {e i : i ∈ I 6 } related to the lattice E 6 . So, let a = i∈I6 z i a i be a vector which is free for P V (E 6 ). We find conditions, when the vector a is orthogonal to at least one vector of each triple of types (i), (ii) and (iii) of Proposition 1. We shall see that a is, up to a multiple, one of the vectors a i , b j , c kl , i, j, k, l ∈ I 6 , of (5).
Claim 1. The coordinates z i , i ∈ I 6 take only two values. Suppose that there are three pairwise distinct coordinates z i = z j = z k = z i . Then the vector a is not free for a triple of type (i).
So, a free vector has the form a T = za(T ) + z ′ a(T ), where T ⊆ I 6 , T = I 6 − T and a(T ) = i∈T a i .
Claim 2. If z = 0 or z ′ = 0, then |T | = 1, or |T | = 1, respectively. In fact, if z ′ = 0 and |T | ≥ 2, then the vector a = za(T ) is not free for each triple of type (ii) such that S ∩ T = ∅ and S ∩ T = ∅.
Note that Claim 2 implies that T = ∅ and T = I 6 . It is easy to verify that each of the six vectors a i , i ∈ I 6 , (which are minimal vectors of E * 6 ) is free for all triples. Now consider vectors a T = za(T ) + z ′ a(T ), with both non-zero coefficients z and z ′ . Claim 3. |T | = 3. In fact, let |T | = 3. Consider a triple of type (ii) for S = T . The vector a T is free for this triple only if e(I 6 ) T a T = z + z ′ = 0. Hence, a T should take the form a T = z(a(T ) − a(T )). But this vector is not free for a triple of type (iii) with S = T and i ∈ T , j ∈ T .
So, without loss of generality we can consider vectors a T such that |T | = 1, 2. Claim 4. z = −2z ′ . Let |T | = 1. For a T to be free for a triple of type (ii) with S ⊃ T , the coefficients z, z ′ should satisfy one of the equalities z + 2z ′ = 0 or z + 5z ′ = 0. If z = −5z ′ , then a T is not free for a triple of type (iii) such that {i} = T . Hence, z = −2z ′ . It is easy to verify that, for all i ∈ I 6 , the vector
3 a(I 6 )) = −3z ′ b i is free for all triples. Now, let |T | = 2. For a T to be free for a triple of type (ii) with S ⊃ T , the coefficients z and z ′ should satisfy one of the equalities 2z + z ′ = 0 or 2z + 4z
is not free for a triple of type (iii) such that S ∩ T = {i} and j ∈ T . One can verify that if z = −2z ′ and T = {ij}, then, for 1 ≤ i < j ≤ 6, the vector a T = 3z ′ (a i + a j − 1 3 a(I 6 )) = 3z ′ c ij is free for triples of all types. 9. A sum of P V (E 6 ) with a zonotope Our main goal is to classify all subsets U ⊂ M such that P + Z(U ) is a parallelotope. If P + Z(U ) is a parallelotope, we call U feasible, otherwise U is called forbidden.
We say that that U 0 ⊂ M is a minimal forbidden set for P V (E 6 ), if P V (E 6 ) + Z(U 0 ) is not a parallelotope, but P V (E 6 ) + Z(U 1 ) is a parallelotope for every U 1 U 0 . Obviously, every forbidden set U ⊂ M contains some minimal forbidden subset U 0 .
Let U 0 ⊂ M be a minimal forbidden set for P V (E 6 ). Choose an arbitrary element p 0 ∈ U 0 and let U 1 = U 0 \ {p 0 } be the pre-forbidden set. Notice that p 0 is not a free vector for the parallelotope P V (E 6 ) + Z(U 1 ). Hence by Theorem 1 P V (E 6 ) + Z(U 1 ) has a 6-belt such that p 0 is not parallel to any facet of that belt. This motivates us to study 6-belts of P V (E 6 ) + Z(U 1 ).
Lemma 3 implies that each standard vector s of P V (E 6 ) + Z(U 1 ) can be represented in the form
where s ′ is a standard vector of P V (E 6 ). In this situation we say that s corresponds to s ′ and vice versa. Thus every facet vector of P V (E 6 ) + Z(U 1 ) arises from some standard vector of P V (E 6 ). Moreover, from Lemma 2 follows that the 3 pairs vectors of each 6-belt of P V (E 6 ) + Z(U 1 ) arise from 3 pairs of coplanar standard vectors of P V (E 6 ).
So, for what follows 2-dimensional subsets of the set R ∪ T are important. Each of these subsets generates a 2-plane α, and it is the intersection (R ∪ T ) ∩ α. Now we state several lemmas that are necessary to describe all minimal forbidden sets for P V (E 6 ). Their proofs are technical, and therefore transfered to the Appendix B.
Lemma 5. Let α be a two-dimensional plane such that the intersection (R ∪ T ) ∩ α consists of at least 6 vectors, i.e., at least three pairs of antipodal vectors. Then this intersection is equivalent to one of the following 5 planar sets up to the action of W (E 6 ).
(a) {±(a 2 − a 1 ), Lemma 7. Let U ⊂ M and let P V (E 6 ) + Z(U ) be a parallelotope. Then 1. P V (E 6 ) + Z(U ) necessarily has a 6-belt with facet vectors corresponding to {±(a 2 − a 1 ), ±(a 3 − a 1 ), ±(a 3 − a 2 )}.
2. P V (E 6 ) + Z(U ) has a 6-belt with facet vectors corresponding to
iff U contains a subset U ′ = {p 1 , p 2 , p 3 , p 4 }, where p 1 ∈ {c 34 , c 56 }, p 1 ∈ {c 35 , c 46 }, p 3 ∈ {c 36 , c 45 }, p 4 ∈ {a 2 , b 1 }.
3. P V (E 6 ) + Z(U ) has a 6-belt with facet vectors corresponding to
iff U contains a subset {b 1 , c 45 , c 46 , c 56 }. 4. P V (E 6 ) + Z(U ) has no 6-belt with facet vectors corresponding to
5. P V (E 6 ) + Z(U ) has no 6-belt with facet vectors corresponding to
6. P V (E 6 ) + Z(U ) has no 6-belt with facet vectors corresponding to {±(b 2 − a 1 ), ±(b 4 − a 3 ), ±(c 23 − c 14 )}. Now we are ready to state and prove the main result. (i) There exists a subset U ′ ⊆ U such that |U ′ | = 5 and p
Proof. (i)⇒(ii) Assume the converse, namely, that P V (E 6 )+Z(U ) is a parallelotope. Then P V (E 6 ) + Z(U 0 ) is a parallelotope as well.
By Lemma 4, U 0 = T J (q) for some q ∈ M. Without loss of generality, let q = c 12 . Then U 0 = {p 1 , p 2 , p 3 , p 4 , p 5 }, where p 1 ∈ {c 34 , c 56 }, p 2 ∈ {c 35 , c 46 }, p 3 ∈ {c 36 , c 45 }, p 4 ∈ {a 2 , b 1 }, p 5 ∈ {a 1 , b 2 }.
Let U 1 = {p 1 , p 2 , p 3 , p 4 }, U 2 = {p 1 , p 2 , p 3 , p 5 }. Since P V (E 6 ) + Z(U 0 ) is a parallelotope, so are P V (E 6 ) + Z(U 1 ) and P V (E 6 ) + Z(U 2 ).
By Lemma 7, Assertion 2, the parallelotope P V (E 6 ) + Z(U 1 ) has a 6-belt with facet vectors corresponding to
On the other hand, the parallelotope P V (E 6 )+Z(U 2 ) has a 6-belt with facet vectors corresponding to {±(a 2 − a 1 ),
Indeed, this statement is analogous to Lemma 7, Assertion 2 up to interchange of a 1 and a 2 . Hence P V (E 6 ) + Z(U ) has two 6-belts with 4 common facets (these belts are inherited from P V (E 6 )+Z(U 1 ) and P V (E 6 )+Z(U 2 )). But 2 different belts can share only 2 facets. The contradiction shows that P V (E 6 ) + Z(U ) is not a parallelotope.
(ii)⇒(i) Suppose that P V (E 6 ) + Z(U ) is not a parallelotope. Then U contains some minimal forbidden subset, say U 0 ⊆ U . Choose arbitrarily p ∈ U 0 and let
is not. Thus P V (E 6 ) + Z(U 0 ) has a 6-belt with no facet of this belt parallel to p. According to Lemmas 5 and 7, the 6-belt is of one of the three types.
(1) The facet vectors of the 6-belt correspond to a configuration of vectors from R ∪ T that is equivalent to {±(a 2 − a 1 ), ±(a 3 − a 1 ), ±(a 3 − a 2 )} up to an isometry of P V (E 6 ). (2) The facet vectors of the 6-belt correspond to a configuration of vectors from R ∪ T that is equivalent to
up to an isometry of P V (E 6 ). (3) The facet vectors of the 6-belt correspond to a configuration of vectors from R ∪ T that is equivalent to
up to an isometry of P V (E 6 ).
Consider these three cases separately. Case 1. Without loss of generality, assume that the facet vectors of the 6-belt correspond exactly to the 6-tuple {±(a 2 − a 1 ), ±(a 3 − a 1 ), ±(a 3 − a 2 )}.
Then the facets of this belt are parallel to the hyperplanes
These are exactly the facet directions of one particular 6-belt of P V (E 6 ). Since p is free for P V (E 6 ), it is parallel to one of those facets. This contradicts the assumption on the vector p, so this case is impossible. Case 2. Without loss of generality, assume that the facet vectors of the 6-belt correspond exactly to the 6-tuple
Then the 4-dimensional direction of this 6-belt is
because two pairs of facets of the belt are extended facets of P V (E 6 ) and have the same direction with those facets. Thus the orthogonal projection of P V (E 6 )+Z(U 0 ) onto the 2-plane a 2 − a 1 , b 1 − a 1 should be an 8-gon. Similarly to the proof of Assertion 2 of Lemma 7, we conclude that U 0 should contain a vector p 5 ∈ {a 1 , b 2 } (as well as a 2 or b 1 ). By the same Assertion 2 of Lemma 7, U 1 also contains the set {p 1 , p 2 , p 3 , p 4 }, where
Setting U ′ = {p 1 , p 2 , p 3 , p 4 , p 5 } finishes the proof of this case, because p T i p j = 1/3 for every 1 ≤ i < j ≤ 5. The last identity follows, for instance, from the fact that U ′ is of the form T J (a 2 − a 1 ) for every possible choice of its elements. Case 3. Without loss of generality, assume that the facet vectors of the 6-belt correspond exactly to the 6-tuple Since every possible case is considered, the implication (ii)⇒(i) is proved.
Recall that a subset U ⊂ M is feasible if P V (E 6 ) + Z(U ) is a parallelotope. As mentioned before, all feasible subsets are unimodular. Hence the following corollary.
it contains no subset U ′ ⊆ U such that |U ′ | = 5 and p
is a parallelotope. This immediately gives the following corollary.
Corollary 2. Suppose that U ⊆ M, and there is no subset U ′ ⊆ U such that
Maximal feasible subsets in M
It is convenient to denote a unimodular system U by a regular matroid M U , which is represented by U . There are many definitions of a matroid, see, for example, [Aig79] . In particular, a matroid on a ground set X is a family C of circuits C ⊆ X satisfying the following axioms: Table 2 . All ten maximal admissible unimodular system of M Note that linear dependencies between vectors of any family of vectors satisfy these axioms. A matroid M on a set X is represented by a set of vectors U if there is a one-to-one map f : X → U such that, for all C ∈ C, the set f (C) is a minimal by inclusion linearly dependent subset of U . Each unimodular set of vectors represents a regular matroid. Special cases of a regular matroids are graphic M (G) and cographic M * (G) matroids whose ground sets are the set of edges of a graph G. The families of circuits of these matroids are cycles and cuts of the graph G, respectively.
Seymour proved in [Se80] that a regular matroid is a 1-, 2-and 3-sum of graphic, cographic matroids and a special matroids R 10 , which is neither graphic nor cographic (see also [Tr98] ). Using this work of Seymour, the authors of [DG99] described maximal by inclusion unimodular systems of a given dimension. Their description is similar to that of Seymour, but they denote a k-sum of Seymour by (k − 1)-sum, and slightly changed the definition of the k-sum. Namely, k-sum of Seymour gives the symmetric difference of the summing sets, but the corresponding (k − 1)-sum of [DG99] gives the union of the summing sets. Below, we use the second k-sum from [DG99] .
The graphic matroid M (K n+1 ) of the complete graph K n+1 on n + 1 vertices is represented by the root system A n , which is one of maximal by inclusion unimodular n-dimensional systems. The matroid R 10 is represented by a ten-element unimodular system of dimension 5, which is denoted in [DG99] by E 5 . Each maximal by inclusion cographic unimodular system of dimension n represents the cographic matroid M * (G) of a 3-connected cubic non-planar graph G on 2(n − 1) vertices and 3(n − 1) edges.
All ten maximal by inclusion unimodular feasible subsets U ⊆ M were found by computer. The method is to take an unimodular subset, to consider all possible ways to extend it in an acceptable way and to reduce by isomorphism. The results are presented on Table 2 . We give vectors of these sets in the denotations (6). Let Aut(M) be the group of automorphisms of the set M. We denote by Stab(U ) ⊆ Aut(M) the stabilizer subgroup of the set U . Among these 10 sets there are two absolutely maximal 6-dimensional unimodular sets U 3 and U 10 (see [DG99] ). The matroids which are neither graphic nor cographic are given in Table 3 and the rest in Figure 4 .
The unimodular system R 10 ⊕ 1 C 3 Table 3 . Unimodular systems which are neither graphic nor cographic
Results for other lattices
The algorithms explained in Section 4 have been implemented in [Du10] and applied to several highly symmetric lattices. We thus proved that the polytopes P V (L) are nonfree for L = E * 7 , κ * 8 , κ * 9 , Λ * 10 or K 12 . For the lattice BW 16 this direct approach does not work, because there are too many 6-belts. However, by selecting a subset of the 6-belts, one can prove that this lattice is nonfree as well.
For a general lattice L, we cannot expect a simple criterion for determining the forbidden and feasible subsets of P V (L). This is because the lattice E 6 is very symmetric and other cases are necessarily more complicated.
In Table 4 we give detailed information on 12 lattices of the computed data. For the lattice ER 7 , we found out that there exist some minimal forbidden subsets U such that P V (ER 7 ) has some faces G such that dim G U = 7. Hence, for this case, one cannot limit oneself to the quasi 4-belt in the analysis.
Appendix A. Feasible extensions of (n − 3)-faces Hereby we consider feasible extensions of (n − 3)-faces of the parallelotope P and construct local matchings around these extensions. The classification of feasible arrangements of Fan(G) and π G (z(v)) is given in Figures 2 and 3 .
We will use the notation v ∈ U i (G) (i = 1, 2, 3) introduced in Section 1. Recall the meaning of the notation. If λ > 0 is sufficiently small, and x is an arbitrary point in the relative interior of G, then we write
• v ∈ U 1 (G) if x ± λv / ∈ G and one of the points x ± λv is in P .
A feasible extension of the gace G exists iff v ∈ U 3 (G). If Fan(G) and π G (z(v)) are arranged together as in one of the cases a.1), a.2), b.2), c.2), c.3), d.2), d.3), e.3), then v ∈ U 1 (G), regardless of the position of π G (P ) relative to Fan(G). Hence P + z(v) has no (n − 2)-face of the form G + z(v). Consider the remaining 5 cases. Then, if π G (P ) lies in one of the cones O(−x 1 )(−x 4 )x 2 x 3 or Ox 1 x 4 (−x 2 )(−x 3 ), we have v ∈ U 1 (G). In all four other subcases we have v ∈ U 3 (G).
Let P , P 1 , P 2 , and P 3 be the translates of P that share the face G so that their projections along G lie in the four cones Table 4 . For 12 lattices, we give the following information on their free structure: |F (L)| is the size of F (L), |O(F min (L)| is the number of orbits of minimal forbidden subsets, |O(F max (L)| is the number of orbits of maximal unimodular subsets, dim max (L) is the maximum dimension of admissible subsets of F (L), S max (L) is the maximum size of an admissible subsets of F (L). The lattices are given in [NeSo12] and the lattice ER 7 is given in [ErRy02] .
O(−x 1 )(−x 2 )(−x 3 )(−x 4 ), and Ox 1 x 2 (−x 4 )(x 3 ). Then P +z(v), P 1 +z(v), P 2 +z(v), and P 3 + z(v) match around their common face G + z(v). This matching can be presented as splitting D(G) into two quadrangular pyramids by a parallelogram, which is the "dual cell" of G + z(v). We do not assume that the tiling by translates P + z(v) exists, however, the local matching proves that G + z(v) determines a 4-belt. c.1) Suppose that Fan(G) and π G (z(v)) are arranged together as in case c.1). Then, if π G (P ) lies in one of the cones Ox 1 x 4 y or Ox 2 x 3 y, we have v ∈ U 1 (G). For the other three subcases we have v ∈ U 3 (G).
Let P , P 1 , and P 2 be the translates of P that share the face G so that their projections along G lie in the three cones Ox 1 x 2 x 3 x 4 , Ox 1 x 2 y, and Ox 3 x 4 y. Then P + z(v), P 1 + z(v), and P 2 + z(v) match around their common face G + z(v). This matching can be presented as splitting the dual cell D(G) into two tetrahedra by a triangle, which is the "dual cell" of G + z(v). Thus G + z(v) determines a 6-belt. d.1) Suppose that Fan(G) and π G (z(v)) are arranged together as in case d.1). Then, if π G (P ) lies in one of the three cones Ox 1 x 2 y, Ox 1 x 3 y or Ox 2 x 3 (−y), then we have v ∈ U 1 (G). For the other three subcases we have v ∈ U 3 (G).
Let P , P 1 , and P 2 be the translates of P that share the face G so that their projections along G lie in the three cones Ox 1 x 2 (−y), Ox 1 x 3 (−y) or Ox 2 x 3 y,. Then P + z(v), P 1 + z(v), and P 2 + z(v) match around their common face G + z(v). This matching can be presented as splitting D(G) into a tetrahedron and a quadrangular pyramid by a triangle, which is the "dual cell" of G + z(v). e.2) Suppose that Fan(G) and π G (z(v)) are arranged together as in case e.2). Then, if π G (P ) lies in one of the four cones Ox 1 x 2 x 3 , Ox 1 x 2 (−x 3 ), O(−x 1 )(−x 2 )x 3 or O(−x 1 )(−x 2 )(−x 3 ), then we have v ∈ U 1 (G). For the other three subcases we have v ∈ U 3 (G).
Let P , P 1 , P 2 , and P 3 be the translates of P that share the face G so that their projections along G lie in the four cones Ox 1 (−x 2 )x 3 , Ox 1 (−x 2 )(−x 3 ), O(−x 1 )x 2 x 3 , and O(−x 1 )x 2 (−x 3 ). Then P + z(v), P 1 + z(v), P 2 + z(v), and P 3 + z(v) match around their common face G + z(v). This matching can be presented as splitting D(G) into two triangular prisms by a parallelogram, which is the "dual cell" of G + z(v). e.1) Suppose that Fan(G) and π G (z(v)) are arranged together as in case e.1). Then, if π G (P ) lies in one of the cones O(−x 1 )x 2 x 3 or Ox 1 (−x 2 )(−x 3 ), we have v ∈ U 1 (G). For the other three subcases we have v ∈ U 3 (G).
Let P , P 1 , P 2 , . . . P 5 be the translates of P that share the face G so that their projections along G lie in the six cones of Fan(G) not mentioned in the previous paragraph. Let P 6 and P 7 be the other two translates of P the face G.
Without loss of generality, we can assume that P 6 shares a facet with P , P 1 and P 2 . Then P 7 shares a facet with P 3 , P 4 and P 5 . We can also assume that the vector π G (v) is directed from π G (P 6 ) to π G (P 7 ). Then P + z(v), P 1 + z(v), and P 2 + z(v) match around their common face G + z(v), as well as P 3 + 2v + z(v), P 4 + 2v + z(v), P 5 + 2v + z(v) match around G + 2v + z(v) and share common facets with the three polytopes mentioned just before. Thus G produces two (n − 2)-faces of the local matching. This can be presented as splitting D(G) into two tetrahedra and an octahedron by two triangles, being the "dual cells" for G + z(v) and G + 2v + z(v).
Appendix B. 6-belts of parallelotopes
Proof of Lemma 5. Notice that for every r ∈ R and t ∈ T one has |r| = √ 2 and |t| = 2.
Since every vector of R ∪ T is minimal for the lattice E 6 , then every vector from the set (R ∪ T ) ∩ α is minimal for the two-dimensional lattice E 6 ∩ α.
Now we have two possibilities -either the Delaunay tessellation D(E 6 ∩ α) for the lattice E 6 ∩ α is triangular, or it is rectangular. Case 1. D(E 6 ∩ α) is triangular. Then there is no vector in (R ∪ T ) ∩ α, except of the edge vectors of D(E 6 ∩ α). But, since the intersection (R ∪ T ) ∩ α consists of at least 3 pairs of antipodal vectors, it should contain every edge vector of D(E 6 ∩ α). As a consequence, (R ∪ T ) ∩ α contains three vectors that form a Delaunay triangle for E 6 ∩ α.
Every Delaunay triangle is acute-angled. Among all triangles that have all sidelengths equal to √ 2 or 2, the acute-angled are the following:
• equilateral with side-length √ 2; • equilateral with side-length 2.
• isosceles with sides equal to 2, 2, and √ 2.
This forces us to restrict the search to the following subcases:
1.1. r, r ′ ∈ R with r T r ′ = 1 and r − r ′ ∈ R; 1.2. t, t ′ ∈ T with t T t ′ = 2 and t − t ′ ∈ T ; 1.3. t, t ′ ∈ T with t T t ′ = 3 and t − t ′ ∈ R;
Consider these subcases separately. Subcase 1.1. Consider a lattice triangle ∆ in E 6 with edge vectors r, r ′ and r − r ′ . This triangle is equilateral with side-length √ 2. We prove that ∆ is a Delaunay triangle for E 6 .
Consider a ball B ⊂ R 6 centered at the center of ∆ and containing the vertices of ∆ on its boundary. B contains no points of E 6 other than the vertices of ∆. Indeed, every point of B is at least as close to the nearest vertex of ∆ as 2/ √ 3. But the minimum distance between points of E 6 is √ 2 > 2/ √ 3, a contradiction. Since ∆ is a Delaunay triangle for E 6 , it is a face of P Schl . All such faces are equivalent to conv{a 1 , a 2 , a 3 } up to some action of W (E 6 ). Hence Subcase 1.1 gives exactly the planar sets of type (b). Subcase 1.2. In this case we write t = p 1 − p 1, 2) . The condition t T t ′ = 2 now can be written as
Each scalar product equals 4/3, 1/3, or −2/3, with no more than one scalar product being equal to 4/3 (i.e., no more than one pair of vectors with different indices coincide). This leaves the following four possibilities (up to an interchange of pairs (p 1 , p c 13 ), or (a 3 , c 13 ) . In all these cases we have a planar set of type (d). Subcase 1.3. In this case we write t = p 1 − p
Again, no more than one scalar product is equal to 4/3, which results in the only possible case 4/3 + 1/3 − (−2/3) − (−2/3) = 3. This leads to p 1 = p 2 . Similarly to Subcase 1.2, we can assume p 1 = p 2 = a 1 and p Again, the set (R∪T )∩α contains at least 3 pairs of antipodal vectors. Therefore at least one of the diagonal vectors of Ξ is a minimal vector for E 6 .
Consequently, the sphere in R 6 , that has the diagonal of Ξ as a diameter, is empty for E 6 . Hence Ξ is a planar section of a centrally symmetric Delaunay polytope from D(E 6 ). This polytope has at least 4 vertices, so it is not a segment. Therefore it is a crosspolytope. But all planar sections of such crosspolytopes are equivalent up to automorphisms of E 6 , so only one type of a planar set is possible, namely, the type (a).
Proof of Lemma 6. Define F and F ′ are facets of P V (E 6 ), and their facet vectors are q = a 1 − b 1 and q ′ = a 2 − a 1 respectively. The edge [a 2 , −b 1 ] is standard for P V (E 6 ) with the standard vector t = a 2 − b 1 . It is easy to see that
Let A p be the operator moving the lattice Λ(P V (E 6 )) to the lattice Λ(P V (E 6 ) + z(p)) as defined in Lemma 1. One can see that t is a standard vector of the parallelotope P V (E 6 ) + z(p), passing through the center of the face [a 2 , −b 1 ] ⊕ z(p). Therefore A p t = t. Further, A p q and A p q ′ are facet vectors of the parallelotope P V (E 6 ) + z(p), because facet vectors of P V (E 6 ) always correspond to facet vectors of P V (E 6 ) + z(p). Hence
Recall that the operator A p has the form A p = Id + 2pe ). Therefore t = q + q ′ is also a lattice vector of Λ(P V (E 6 ) + z(p)). Consequently, P V (E 6 ) + t + z(p) belongs to the same tiling as P V (E 6 ) + z(p), and
The sum in the right-hand side is direct, because the segments [a 2 , −b 1 ] and z(p) are not parallel. Hence p is strongly transversal to [a 2 , −b 1 ]. Now suppose that e T p q = 0. Then the scalar products e T p q and e T p q ′ have opposite signs. Therefore p is parallel neither to F nor to F ′ . Moreover, if the vector p intersects the facet F inwards P V (E 6 ), then p intersects the facet F ′ outwards P V (E 6 ), and vice versa. Thus scalar products of p with the facet normals of F and F ′ , i.e., with q and q ′ , should have opposite signs. Among all vectors of M this property holds only for a 1 and b 2 .
If p = a 1 , then p intersects F in outer direction, therefore A p q = q + 2p and
′ is a lattice vector of Λ(P V (E 6 ) + z(p)) as well. Again, this means that P V (E 6 ) + t + z(p) belongs to the same tiling as P V (E 6 ) + z(p), and
Similarly to the previous case, the sum in the right-hand side is direct, and thus p is strongly transversal to [a 2 , −b 1 ].
Proof of Lemma 7. We prove all the assertions independently. 1. Indeed, P V (E 6 ) already has a 6-belt with facet vectors {±(a 2 − a 1 ), ±(a 3 − a 1 ), ±(a 3 − a 2 )}. This 6-belts turns into a 6-belt of P V (E 6 ) + Z(U ) with the same direction of the generating (n − 2)-face. 2. The vectors ±(a 2 − a 1 ) and ±(b 1 − a 1 ) are already facet vectors of P V (E 6 ). Their directions, (a 2 − a 1 ) ⊥ and (b 1 − a 1 ) ⊥ do not change after adding a zonotope Z(U ). Now consider the 6-belt of P V (E 6 ) + Z(U ) with facet vectors corresponding to {±(a 2 − a 1 ), ±(b 1 − a 1 ), ±(b 2 − a 1 )}. Its generating face G should be parallel to both (a 2 − a 1 ) ⊥ and (b 1 − a 1 ) ⊥ , so
We also notice that Consider the facets F and F ′ of P V (E 6 ) as in formula (7). Recall that their facet vectors are a 1 − b 1 and a 2 − a 1 respectively. Let F + Z(U 1 ) and
) are adjacent, because in the set {±(a 2 − a 1 ), ±(b 1 − a 1 ), ±(b 2 − a 1 )} the vectors a 1 − b 1 and a 2 − a 1 are neighbouring, i.e. no other vector from this 6-tuple lies is a positive combination of these two.
The direction a 2 − a 1 , b 1 − a 1 ⊥ generates a belt of P V (E 6 ) + Z(U ). Therefore the intersection
i.e., 1-dimensional. To expand the intersection to a 4-dimensional polytope, the set U should contain 3 vectors, making together with −b 1 − a 2 = c 12 a 4-dimensional linearly independent set. This can only be achieved by taking one vector from each pair On the other hand, let U 2 be a 3-element set obtained by an arbitrary choice of representatives from each pair in (8). Then P V (E 6 ) + Z(U 2 ) has a 4-belt generated by a 4-face parallel to a 2 − a 1 , b 1 − a 1 ⊥ . The parallelotope P V (E 6 ) + Z(U 2 ) has a 4-face G = [b 2 , −a 1 ] + Z(U 2 ) which is standard. The standard vector of G corresponds to b 2 − a 1 . Therefore extending P V (E 6 ) + Z(U 2 ) to P V (E 6 ) + Z(U ) should turn G into a facet. For this purpose it is necessary and sufficient for U to contain a vector p 4 strongly transversal to G.
Therefore p 4 is strongly transversal to the edge [b 2 , −a 1 ] of P , but is not parallel to G. By Lemma 6, this is possible only for p 4 = a 2 or p 4 = b 1 .
All the arguments are reversible. Indeed, if U contains U 2 = {p 1 , p 2 , p 3 } as a subset, then P V (E 6 ) + Z(U 2 ) has a standard 4-face G = [b 2 , −a 1 ] + Z(U 2 ) whose standard vector is exactly t = b 2 − a 1 . Similarly to the argument of Lemma 6, t is also a lattice vector of Λ(P V (E 6 ) + Z(U 2 ) + z(p 4 )). Thus (P V (E 6 ) + Z(U 2 ) + z(p 4 )) ∩ (P V (E 6 ) + Z(U 2 ) + z(p 4 ) + t) = G + z(p 4 ), which is a 5-polytope.
Hence the 4-belt of P V (E 6 ) + Z(U 2 ) has turned into a 6-belt of P V (E 6 ) + Z(U 2 ) + z(p 4 ), which persists in P + Z(U ). Assertion 2 is proved completely.
3. Let the 4-face G generate the 6-belt of P V (E 6 ) + Z(U ), whose facet vectors correspond to {±(b 2 − a 1 ), ±(b 3 − a 1 ), ±(b 3 − b 2 )}.
First we prove that the affine hull of G is spanned by 4 vectors of M. i.e., F is the facet of P V (E 6 ) with the facet vector b 3 − b 2 . Let U 2 ⊂ U 1 ∪ {c 12 } be the 4-element vector set spanning the linear hull of G. G is parallel to F , so q(t) / ∈ U 2 . Thus U 2 ⊂ U 1 and P V (E 6 ) + Z(U 2 ) is a parallelotope. But P V (E 6 ) + Z(U 2 ) has nonzero width in the direction U 2 . Thus it has a belt parallel to U 2 . The facet vectors of this belt cannot correspond to other vectors than {±(b 2 − a 1 ), ±(b 3 − a 1 ), ±(b 3 − b 2 )}, because they persist in the belt of P V (E 6 ) + Z(U ) parallel to G.
The belt of P V (E 6 ) + Z(U 2 ) parallel to U 2 should be a 6-belt, because every 4-belt requires 8 coplanar standard vectors, but the plane Since |U 2 | = 4, U 2 = {b 1 , c 45 , c 46 , c 56 }. However, the polytope P V (E 6 ) + Z(U 2 ) has a belt consisting of facets ±(F + Z(U 2 )), ±([b 2 , −a 1 ] + Z(U 2 )), and ±([b 2 , −a 1 ] + Z(U 2 )), and this belt remains in all polytopes P V (E 6 ) + Z(U ), where U ⊇ U 2 , if only P V (E 6 ) + Z(U ) is a parallelotope. 4. The facet, whose facet vectors corresponds to the vector a 2 − a 1 , is orthogonal to a 2 − a 1 . Further, the facet, whose facet vectors corresponds to the vector b 1 − a 2 , is orthogonal to b 1 − a 2 . Indeed, if a segment z(p), p ∈ M, is strongly transversal to the edge [b 1 , −a 2 ], then, by Lemma 6, p is orthogonal to b 1 − a 2 . Therefore the facet obtained by extensions of the edge edge [b 1 , −a 2 ] is orthogonal to b 1 − a 2 .
Assume that the 6-belt with facet vectors corresponding to {±(a 2 − a 1 ), ±(b 1 − a 2 ), ±(b 2 − a 1 )} exists. Then it is generated by a 4-face parallel to a 2 − a 1 , b 1 − a 2 ⊥ = a 2 − a 1 , b 1 − a 1 ⊥ .
But a belt with this direction of the generating 4-face should contain two facets parallel to b 1 − a 1 ⊥ , because such facets are already in P V (E 6 ). The facet vectors of these facets correspond to ±(b 1 − a 1 ). But by assumption, there are no such facet vectors in the 6-belt we consider. The contradiction finishes the proof of Assertion 4. 5. Similarly to the proof of Assertion 3 we can establish that there is a 4-element set U 2 ⊂ U such that P V (E 6 ) + Z(U 2 ) has a 6-belt consisting of facets ±([a Indeed, let G 1 and G 2 be faces of P V (E 6 ) such that G 1 + Z(U 1 ) and G 2 + Z(U 2 ) are faces of P V (E 6 ) + Z(U ) satisfying (G 1 + Z(U 1 )) ∩ (G 2 + Z(U 2 )) = ∅.
Then one can see that the intersection is of the form (G 1 + Z(U 1 )) ∩ (G 2 + Z(U 2 )) = G 3 + Z(U 3 ) with G 3 ⊂ G 1 ∩ G 2 .
Hence a contradiction, because facets making together a belt cannot be pairwise disjoint.
