Experimentation platforms are essential components of modern large IT companies, as they are used to carry out a large number of randomized experiments daily. On such platforms, the classic assumption of no interference among users-that is, the fact that the outcome of a user does not depend on the treatment assigned to other users-is rarely tenable. Here, we introduce an experimental design strategy for testing whether this assumption holds. Our approach is in the spirit of the Durbin-Wu-Hausman test for endogeneity in econometrics, where multiple estimators return the same estimate if and only if the null hypothesis holds. The design that we introduce makes no assumptions on the interference model between units, nor on the network among the units, and comes with a sharp bound on the variance, and an implied analytical bound on the type I error rate. The idea is to obtain two different estimates of the total treatment effect leveraging two randomization strategies-namely, complete randomization and clusterbased randomization-and to analyze the distribution of their difference. We propose a multilevel assignment strategy for obtaining these two estimates simultaneously, and we develop theoretical guarantees for rejecting the null hypothesis that no interference holds, regardless of the type of interference. We discuss how to apply the proposed design strategy to large experimentation platforms, and we illustrate it in the context of a live experiment on the LinkedIn experimentation platform.
Introduction
Applications of the potential outcomes approach to causal inference (Rubin, 1974; Imbens and Rubin, 2015) often rely on the assumption of no interference among the units of analysis; that is, the fact that the outcome of each unit does not depend on the treatment assigned to other units. This fact is formalized by the stable unit treatment value assumption (SUTVA; Cox, 1958; Rubin, 1990) . However, in applications where social information among the units of analysis is recorded, assuming SUTVA is often untenable, and classical results in causal inference may no longer hold true (Karwa and Airoldi, 2017) . Examples of causal analyses where interference is present are numerous, including education policy (Hong and Raudenbush, 2012) , viral marketing campaigns (Aral and Walker, 2011; Eckles et al., 2016) , and social networks and healthcare (Shakya et al., 2017) . In these examples, for instance, the difference-in-means estimator computed under Bernoulli randomization is no longer guaranteed to be an unbiased estimator of the average treatment effect (ATE).
The research community has made significant efforts to extend the theory of causal inference to scenarios where SUTVA does not hold. A popular approach to minimizing the effects of interference, cluster-based randomized designs, have been extensively studied, spanning from the early work of (Cornfield, 1978; COMMIT, 1991; Donner and Klar, 2004 ) to more recent contributions by Eckles et al., 2014) . Multi-level designs where treatment is applied with different proportions across the population (Hudgens and Halloran, 2008; Tchetgen and VanderWeele, 2012) are also an important tenet of the literature on improving causal estimates under interference, having been applied to vaccination trials (Datta et al., 1999) and more recently voter-mobilization campaigns (Sinclair et al., 2012) . More recent literature has developed around various assignment strategies and estimators, beyond cluster-based randomized design or multi-level designs with some guarantees under specific models of interference (Backstrom and Kleinberg, 2011; Katzir et al., 2012; Toulis and Kao, 2013; Manski, 2013; Aronow and Samii, 2013; Choi, 2014; Basse and Airoldi, 2015; Gui et al., 2015; Sussman and Airoldi, 2017) .
While dealing with interference for the purpose of estimating causal effects is often an important goal in causal inference problems where interference is due to a network, a more fundamental need is to be able to detect whether or not SUTVA holds in a given experiment. Rosenbaum (2007) was the first to formulate two sharp null hypotheses that imply SUTVA does not hold. We can obtain the exact distribution of network parameters under these restricted null hypotheses. More recent work in this vein (Aronow, 2012; Athey et al., 2015) explicitly tackles testing for the non-sharp null that SUTVA holds, by considering the distribution of network effect parameters for a subpopulation of the graph under SUTVA.
In this paper, we introduce a multilevel experimental design strategy that allows the experimenter to test for whether SUTVA holds. This design-centric approach differs from prior work, which focuses on applying post-experiment analysis methods to classical experimental designs, such as the Fisher randomization test. Our approach is in the spirit of the Durbin-Wu-Hausman test for endogeneity in econometrics (Hausman, 1978) , where multiple estimators return the same estimate if and only if the null hypothesis holds. The design that we introduce makes no assumptions on the interference model between units, nor on the network among the units, and comes with a sharp bound on the variance (under some conditions), and an implied analytical bound on the Type I error rate. Most importantly, the proposed design is non-intrusive: it allows the experimenter to analyse the experiment in a classical way, for example to conduct an analysis of the treatment effect with the standard assumptions.
In Section 2, we discuss the methodology for the experimental design. In Section 3, we provide guarantees on the Type I and II error of our suggested test. Finally, in Section 4, we present some of the results obtained for an experiment launched in August 2016 on LinkedIn's experimentation platform using our suggested framework.
Methodology

Complete randomization and cluster-based randomization
Let G = (V, E) be a graph of N units which we can assign to two possible intervention buckets: treatment (Z i = 1) and control (Z i = 0). Without making the SUTVA assumption, we define each unit's potential outcome as a function of the entire assignment vector Z ∈ {0, 1} G of units to treatment buckets: Y i (Z). The causal estimand of interest is the Total Treatment Effect (TTE) given by:
We briefly review the notation and main results for two popular experimental designs: the completely randomized (CR) design and the cluster-based randomized (CBR) design. For
2 . In a completely randomized experiment, we sample the assignment vector Z uniformly at random from the set {z ∈ {0, 1} N : z i = n t }, where n t is the number of units assigned to treatment and n c . . = N − n t is the number of units assigned to control. The difference-in-means estimator is defined as:μ
. In a cluster-based randomized assignment, we randomize over clusters of units in the graph, rather than individual units. We suppose that each unit in G is assigned to one of m clusters. We sample the cluster assignment vector z uniformly at random from {v ∈ {0, 1} m : v i = m t }, assigning units in cluster j to the corresponding treatment: Z i = 1 ⇔ z j = 1 if i ∈ j, where m t is the number of clusters assigned to treatment and m c . . = M − m t is the number of clusters assigned to control. We let Y be the vector of aggregated potential outcomes, defined as Y j . . = i∈j Y i , the sum of all outcomes within that cluster. We let Y t be the aggregated outcomes of the treated clusters Y t . . = {Y j : z j = 1} and Y c the aggregated outcomes of the control clusters
The aggregated difference-in-means estimator is given by:
When SUTVA holds,μ cr is an unbiased estimator of the total treatment effect µ under a completely randomized assignment: E Z [μ cr ] = µ. Similarly, when SUTVA holds,μ cbr is an unbiased estimator of µ under a cluster-based randomized assignment. However, when SUTVA does not hold, these result are no longer guaranteed and we expect the estimate of the total treatment effect to be different under each design when interference is present.
A randomization strategy over randomization strategies
If it were possible to apply both the completely randomized and cluster-based randomized designs, we could test for interference by comparing the two estimates from each assignment strategy: if the two estimates are significantly different, there is interference. Unfortunately, just as we cannot assign both treatment and control to each unit, we cannot apply both assignment designs on G. We solve this problem by first randomly assigning units to treatment arms and within each treatment arm, applying a specific assignment strategy of units to treatment buckets. In order to maintain some of the graph structure intact within each treatment arm without sacrificing covariate balance or introducing bias, we suggest to use a cluster-based randomized design to assign units to treatment arms. Once units are assigned to treatment arms, we suggest to apply within each treatment arm either a cluster-based randomized design or a completely randomized design. See Figure 1 for an illustration.
We now set up the formal notation. We cluster graph G into m clusters J . Let m cr and m cbr be the number of clusters we wish to assign to treatment arms cr and cbr respectively and let n cr and n cbr = N − n cr be the resulting number of units assigned to each arm. Let W ∈ {0, 1} N be the assignment vector of units to treatment arm cr (W i = 1) and treatment arm cbr (W i = 0) and let ω ∈ {0, 1} J be the corresponding cluster-to-treatmentarm assignment vector. In treatment arm cr, let n cr,t and n cr,c be the number of units that we wish to assign to treatment and control respectively. In treatment arm cbr, let m cbr,t and m cbr,c be the number of clusters that we wish to assign to treatment and control respectively. Let Z ∈ {0, 1} N be the assignment vector of units to treatment and control, composed of two parts Z cr ∈ {0, 1} n 1 for units in treatment arm cr and Z cbr ∈ {0, 1} n cbr for units in treatment arm cbr.
The hierarchical design is as follows: we (i) sample W in a cluster-based randomized way. Conditioned on W, we (ii) sample Z cr using a completely randomized assignment to assign units in treatment arm cr to treatment and control. Conditioned on W, we (iii) sample Z cbr using a cluster-based randomized assignment to assign units in treatment arm cbr to treatment and control. The resulting assignment vector Z of units to treatment and control is such that Z cr ⊥ ⊥ Z cbr |W.
Though we could imagine re-clustering the graph for step (iii), a simpler option from an analytical and methodological perspective is to re-use the same clustering used in step (i). We define the two estimates of the causal effect for this experiment as follows:
where If the chosen number of clusters is small, we run the risk of having strong covariate imbalances in the sampled treatment arm assignment vector W. In this case, we recommend using a stratified treatment arm assignment. Suppose that each graph cluster j ∈ J is assigned to one of S strata. We let G(s) be the nodes in the graph which belong to strata s. Within each strata s ∈ [1, S], we assign m cr (s) clusters completely at random to treatment arm cr and m cbr (s) clusters to treatment arm 2, denoted by vector W(s), sampled uniformly at random
Let Z cr (s) be the assignment of units in treatment arm cr to treatment buckets within strata s. If G cr (s) is the subgraph of G in strata s assigned to treatment arm cr, Z cr (s) is chosen uniformly at random from the vectors { u ∈ {0, 1} Gcr(s) : i u i = n cr,t (s)}. Similarly, let z cbr (s) be the assignment of clusters in treatment arm cbr to the treatment buckets within strata s. If J cbr (s) is the subset of clusters in strata s assigned to treatment arm cbr, z cbr (s) is chosen uniformly at random from the vectors
Let n cbr (s) be the total number of units assigned to treatment arm 2 and m cbr (s) be the total number of clusters assigned to treatment arm cbr within strata s. We can extend the previous estimators of the average treatment effect under stratification. Let Y cr,t (s) . . = {Y i :
The stratified estimators are given by:
We can therefore define the stratified ∆ estimator as follows:
The overall ∆ estimator can be expressed as an appropriately weighted average of the ∆(s):
As we will see in Section 3, it is necessary to consider the variance of our difference-indifference-in-means estimator. For a given empirical upper-boundσ
we define an empirical upper-boundσ 2 :
Corollary 1 still holds with the above definitions. See Section 3 for more details.
Simultaneous experiments and subsampling
Online experimentation platforms often need to run multiple experiments simultaneously. They also regularly change the treatment assignment of their users as products get rolled out or replaced. As a result, the population of interest is randomly divided up into segments.
When an experiment launches, a segment of the population is chosen at random to be assigned to treatment or control, leaving the units in other segments available for other experiments. In other words, there is a default layer of randomization X which decides which units are included in experiment. Since this subsampling might negatively impact the effect of the cluster-based randomization, we decided against subsampling in the cluster-based randomization arm.
Formally, we begin by sampling W in a cluster-based randomized way to assign units to treatment arms. For the units assigned to treatment arm cr, we sample X uniformly at random from all vectors in {0, 1}
ncr . We assign units such that W i = X i = 1 to treatment using a Bernoulli randomized assignment (cf. Section 3.4). For units assigned to the cbr treatment arm, we directly sample the vector z to assign clusters in J cbr to their treatment bucket, without a subsampling step. We redefine Y cr,t . . = {Y i :
We let n cr,t and n cr,c be the number of units assigned to treatment and control in treatment arm cr post-subsampling. Taking into account these new definitions, the results of Section 3 still hold.
3 Theory
Type I error guarantees
If SUTVA does not hold, the moments ofμ cr andμ cbr (cf. Eq. 1-2) are unknown without specifying a model of interference. However, assuming that n cr , n cbr , n cr,t , n cr,c , m cbr,t and m cbr,c are constants and not random variables, we can easily compute the first and secondorder moment of each estimator under SUTVA. Thus, we require the clustering of the graph to be balanced such that for any cluster j ∈ J , |j| =
. Under this assumption, the following theorem holds: Theorem 1. If SUTVA holds, the first and second order moments of the difference-indifference-in-means estimator are given by:
where we let S 1
be the variance of the potential outcomes and let S 10
be the variance of the difference in potential outcomes. Similarly, we defined the variance of the aggregated potential outcomes:
, as well as the difference in aggregated potential outcomes:
.
Note that λ 1 ≈ 1 and that λ 2 << λ 1 . The following corollary is a direct application of Chebyshev's inequality. Corollary 1. Letσ 2 ∈ R + be any computable quantity from the experimental data which upper-bounds the true variance:σ 2 ≥ var W,Z [∆] . Suppose that we reject the null if and only if:
Then if SUTVA holds, we reject the null (incorrectly) with probability no greater than α.
A proof of Theorem 1 and Corollary 1 is included in the supplementary material. Note that this results hold for any clustering, for any graph, and for any model of intereference. This is not surprising because the theorem states a result on the Type I error of our test, under which we can assume SUTVA. Another way of rejecting the null is to approximate the test statistic T . . =μ cr −μ cbr √σ 2 by a normal distribution N (0, 1). In this case we obtain the following conservative (1 − α) × 100% confidence intervals:
where z α 2 and z 1− α 2 are the α 2 quantile of the standard normal distribution.
Variance estimators
The main assumption made in Corollary 1 is that the quantityσ 2 , computable from observable data, is an upper-bound of the unknown theoretical variance of our estimator σ 2 .
In this section, we discuss solutions to finding the smallest possible upper-boundσ 2 of the theoretical variance.
One common quantity studied in the causal inference literature is the variance assuming Fisher's Null hypothesis of no treatment effect: ∀i, Y i (1) = Y i (0). Note that Fisher's Null states that each units potential outcome under all treatment assignment is the same, which implies the null hypothesis that SUTVA holds, but the converse is not true (Rosenbaum, 2007) . However, it is sometimes reasonable to assume that the variance of our estimator under Fisher's null is a good proxy for the theoretical variance under SUTVA. For example, for a completely randomized assigment and treatment effect given by
In other words, for a small treatment effect ρ = 5%, κ 2 << S and
, the variance will change by only 6%. See the supplementary materials for more details. Under Fisher's null, the theoretical formula for the variance becomes computable from the observed data. Let S . . = σ 2 (Y ) be the variance of all observed potential outcomes, and S . . = σ 2 (Y ) be the variance of all observed aggregated outcomes. Furthermore,
Theorem 2. Under Fisher's null hypothesis of no treatment effect,
A proof is included in the supplementary material. It is not always the case that assuming Fisher's null of no treatment effect is reasonable. Another approach which we can take is to compute an empirical approximation of the variance, which upper-bounds the true expectation. Note that the condition of Corollary 1 will be met only in expectation. 
If SUTVA holds, then the previous quantity upper-bounds the theoretical variance of the ∆ estimator in expectation:
Furthermore, in the case of a constant treatment effect, ∃τ ∈ , ∀i, Y i (1) = Y i (0) + τ , the above inequality becomes tight:
where we introduced the following empirical variance quantities in each treatment arm and treatment bucket:Ŝ cr,t
A proof can be found in the supplementary material. In other words, the intuitive idea of summing the normalized variances of the potential outcomes in each treatment bucket of each treatment arm, results in an upper-bound in expectation of the variance of the differencein-difference-in-mean estimator under our suggested hierarchical assignment. Due to its simplicity and lack of strong assumptions, we use the empirical upper-bound of Theorem 3 in our experiments.
Understanding the type II error rate
To paraphrase the result stated in Corollary 1, if we set our rejection region to {T ≥ 1 √ α }, then ifσ 2 ≥ σ 2 , the probability under the null of rejecting the null is lower than α. Computing and controlling the Type I error is straightforward because we can make the assumption that SUTVA holds. The same is not true of the type II error rate, where we must posit a model for the interference between units. We assume here a common linear model of interference and compute the resulting type II error of our test under this model. This linear model, sometimes referred to as the Distributional Interactions with Reference Groups (DIRG), assumes the following structure for the outcomes
where
is the average number of treated friends in unit i's neighbhorhood and i ∼ N (0, σ 2 ) with ⊥ ⊥ ρ i .
We now provide some intuition as to what might happen when computing the ∆ estimator under this model. Suppose that the graph clustering J is a perfect clustering (i.e cuts no edges of the graph), then the average treatment effect estimated in the completely randomized treatment arm is approximately β 1 and β 1 + β 2 in the cluster-based randomized treatment arm, such that ∆ = β 2 under a perfect clustering. Since there is interference only when β 2 = 0, the greater the interference the greater our chances of rejecting the null. In this sense, our test for interference is sensible. In fact, we can compute the expectation of the ∆ estimator under any clustering, as given by the following theorem:
be the average fraction of a unit's neighbors contained in the cluster. Then,
A proof is included in the supplementary material. Note that when m cbr and n cr are large:
With the variance remaining the same, this results corroborates the intuitive idea that a clustering of the graph which cuts fewers edges of the graph will have a greater chance of rejecting the null under this model of interference.
Knowing the type II error rate can help us determine which clustering of the graph is most appropriate. The selection of hyper-parameters in clustering algorithms, including the number of clusters to set, can be informed by minimizing the type II error under plausible models of interference. The optimization program varies depending on the choice of variance estimatorσ 2 J for a clustering J : max
where J is composed of M balanced clusters. We discuss a reasonable heuristic in Section 4.2 to solving this optimization program, conjectured to be NP-hard. Further power analysis, such as exploring other parametrizations of interference and studying the impact on the variance of our estimators, is beyond the scope of the current paper.
Bernoulli randomization as an alternative assignment strategy
The completely randomized assignment is a well-understood assignment mechanism, which avoids degenerate cases where all units are assigned to treatment and control. However, experimentation platforms at major internet companies are rarely set up to run completely randomized experiments. Instead, these platforms run Bernoulli randomized (BR) assignments, which for large sample sizes, are intuitively equivalent to completely randomized assignments. We provide a formal explanation for why running a Bernoulli randomized assignment does not affect the validity of our test in practice: the variance of the difference-inmeans estimator under the Bernoulli randomized mechanism and the completely randomized mechanism are equivalent up to O(1/N 2 ) terms.
Theorem 5. Let CR be the completely randomized assignment, assigning exactly N cr units to treatment and N cbr . . = N −N cr to control. Let BR be the re-randomized Bernoulli assignment, assigning units to treatment with probability p . . = N cr /N and to control with probability 1 − p = N cbr /N . For all N ≥ 2 and for all
we have the following upper-bound:
A proof is included in the supplementary material. Note that we did not seek to optimize the constant term, which can be easily improved. For the analysis, we considered a re-randomized Bernoulli assignment scheme, which rejects assignments where all units are assigned to treatment ( Z = 0) or to control ( Z = 1).
Illustration on the LinkedIn experimentation platform 4.1 Experimental set-up
Today's major Internet companies (e.g. Google (Tang et al., 2010) , Microsoft, (Kohavi et al., 2013) , Facebook (Bakshy et al., 2014) , LinkedIn ) rely heavily on experimentation to understand the effect of each product decision, from minor UI changes to major product launches. Due to their extensive reliance on randomized experiments, these companies have each built mature experimentation platforms. It is an open question how many of the experiments run on these platforms violate SUTVA. By collaborating with the team in charge of LinkedIn's experimentation platform, we were able to apply the previous theoretical framework to test for interference in one of LinkedIn's many randomized experiments.
Users on LinkedIn can interact with content posted by their friends through a personalized feed. Rather than presenting the content chronologically, LinkedIn strives to improve a user's feed by ranking content by relevance. In order to improve user experience, LinkedIn feed team continually suggests new feed ranking algorithms and seeks to determine the impact of each one on key user metrics through randomized experiments: time spent on the site, engagement with content on feed, original content creation etc. Experimentation on feed ranking algorithms is a typical case where interference between units is present. If a user receives a "good" treatment, they will interact more with the content on their feed which impact the feed of their connections. We seek to understand whether or not these network effects are negligible. To run the experiment, we (i) clustered the LinkedIn graph into balanced clusters (cf. Section 4.2) (ii) stratified the clusters by blocking on cluster covariates (cf. Section 4.3) (iii) assigned a set number of clusters to treatment and to control chosen at random, comprising the second treatment arm and treatment bucket assignment. Any unit not already assigned to treatment or control was given to the main experimentation pipeline: a sub-population of units is first (iv) sampled at random (cf. Section 2.3.2) and then (v) assigned to treatment and control using a Bernoulli randomized assignment (cf. Section 3.4).
Before applying treatment to units assigned to treatment, we ran covariate balance checks and measured outcomes, and again 2 weeks after treatment was applied. The number of units per bucket and per treatment arm was in the order of several million.
Clustering the graph
The main challenge of implementing the proposed test for interference is clustering the graph into clusters of equal size. Due to the scale of the LinkedIn graph-millions of nodes and billions of edges-we considered only parallelizable streaming algorithms that explicitly enforce balance. We performed an extensive experimental evaluation of the state-of-the-art balanced clustering algorithms and found the restreaming version of the Linear Deterministic Greedy algorithm (reLDG) (Nishimura and Ugander, 2013) to work best. To cluster the full LinkedIn graph, we ran the parallel version of reLDG on 300 Hadoop nodes for 30 iterations. We set the number of clusters to k = {1000, 3000, 5000, 7000, 10000} and a leniency of 1% for the balance constraint, to slightly sacrifice balance for better clustering quality. In the experiment, we used the clustering obtained by setting k = 3000 as it compromises between maximizing the fraction of edges within clusters (28.28%) and minimizing pre-treatment variance. See (Saveski et al., 2017) for more details.
Stratifying the clusters
As suggested in Section 2.3.1, we assigned each cluster to one of S strata in order to reduce variance of the estimator, and to ensure balance of cluster-level covariates. Each cluster is described by four covariates: number of edges within the cluster, number of edges with an endpoint in another cluster, and two metrics that characterize users' engagement with the LinkedIn feed (averaged over all users in the cluster). We experimented with different stratification strategies (Saveski et al., 2017) and found stratification using balanced k-means clustering (Malinen and Fränti, 2014) to work best. We first ran balanced clustering to group the clusters into equally-sized strata and then sampled clusters from each stratum to place them in the different treatment arms and treatment buckets.
Statistic Formula
Pre-treatment Post-treatment Table 1 : Results of experiments on subset of the LinkedIn graph. BR, Bernoulli randomized; CBR, cluster-based randomized. The final row displays the two-tailed p-value of the test statistic T under assumption of normality T ∼ N (0, 1). Outcomes have been multiplied by a constant to avoid disclosing raw numbers.
Experimental results
We implemented our experimental design on the LinkedIn experimental platform, in August 2016. We considered a subset of the LinkedIn graph, containing several million users. The primary outcome variables of interest is related to a user's engagement with their LinkedIn feed. We measured this outcome prior to launching the experiment and 2 weeks after treatment was applied. These results are reported in Table 1 . The experiment failed to reject the null. To reject at 5% (resp. 10%) using Corollary 1, the rejection zone is {T ≥ 4.47} (resp. {T ≥ 3.36}) which we did not come close to. However, under the assumption that our test statistic is normally distributed, the post-treatment test statistic for the outcome variable measuring the levels of engagement with the feed decreased. In general, the treatment effect within each arm was not as significant as expected. With roughly 2/3 of edges cut, and a pre-treatment variance upper-bound equal to .08, we would have needed an interference parameter value β 2 = 0.48 to achieve statistical significance at 5% under the DIRG model of outcomes (cf. Theorem 4). Yet, under the DIRG model of interference, an easy upper-bound for β 2 is 0.17 from Table 1 . A more disruptive product launch, with a greater treatment effect, might be better able to identify interference effects on the LinkedIn experimentation platform. Furthermore, the majority of the variance came from the cluster-based randomized arm which was expected. A better clustering method which minimizes edges cut and focuses on minimizing the pre-treatment variance might lead to a statistically significant result.
A Supplementary material
The following section includes a proof of Theorems 1-5, a proof of Corollary 1, and a proof of Equation 5. Recall that for a vector µ ∈ R n , we denote byμ = 1 n n i=1 µ br and σ 2 (µ) =
A.1 Proof of Theorem 1
Recall that m br and n br are the number of clusters and units respectively in treatment arm br (W i = 1), that m cbr and n cbr are the number of clusters and units respectively in treatment arm cbr (W i = 0) and that M = m br + m cbr and N = n br + n cbr . Since the clustering of the graph is balanced, we have
As a result, under SUTVA,
We now compute the theoretical variance of the ∆ estimator. By Eve's law, we have:
We compute each term separately, where we introduce
Recall that n br,t and n br,c are the number of treated and control units in treatment arm br and n cbr,t and n cbr,c are the number of treated and control units in treatment arm cbr. Conditioned on the assignment of units to treatment arms, it is a classical result of causal inference that:
By linearity of expectation, we now compute the expectation of each term with respect to W.
The expectation of the first term is given by
We now compute the second term.
if i and j belong to the same cluster and
Another way to obtain this result is to notice that Y br (1) =
Putting the two terms together, we obtain:
We obtain an identical expression for E[S br (0)]:
We follow the same reasoning for the second cluster-based estimator:
We now compute the second term:
}, then we reject with probability less than α.
A.3 Proof of Equation 5
Under no treatment effect:
S, whilst the true variance becomes
It follows that
A. 
A.5 Proof of Theorem 3
Recall the notation introduced in the proof of Theorem 1. We let
Let us rewrite the formula for the theoretical variance using this notation:
We begin by noting that E W [S br (10)] ≥ 0. Furthermore, we have the following equalities from the previous proof:
It is easy to observe that:
Thus, it follows that:
We must now compute the expectation of each term with respect to {W, Z}. For the first difference, we first compute the expectation w.r.t to , which cancels out.
The same goes for E Z [μ cbr,0 |W] and therefore E W,Z [μ br,0 −μ cbr,0 ] = 0. We now compute the second difference.
Therefore, E W,Z [μ br,1 −μ cbr,1 ] = 0. We compute the expectation of the last difference.
We now compute the expectation under the second arm: 
A.7 Proof of Theorem 5
We compare the variance of the difference-in-means estimator under the CR assignment to its variance under a Bernoulli Randomized (BR) assignment. In order to avoid situations where no units are assigned to treatment or control, we condition on the event that at least one unit is assigned to treatment and control. In other words, BR denotes the re-randomized Bernoulli assignment strategy, which rejects the edge cases where all units are assigned to treatment or control. Let N t be the realized number of units assigned to treatment under the BR assignment, and N 1 be the desired number of units assigned to treatment under the CR assignment. Naturally,
, where N is the total number of units. Under the BR assignment, using Eve's law, we have the following:
We now examine the first term of Equation 8:
Note that: We now examine the second term of Eq. 8:
We need to compute E 1 Nt
. We rely on the following crude-upper bound given by Lemma 1, proved in the following section:
, we have the crude upper-bound:
It follows therefore that: 
As expected N t behaves almost like a binomial distribution when n → +∞. There is a known closed form formula for the first negative moment of a binomial distribution from Chao and Strawderman (1972) . For a binomial X of parameters (n, p),
Let X ∼ B(n, p):
We study the second term:
