Phones and their context-dependent variants have been the standard modeling units for conventional speech recognition systems, while characters and character-based subwords are becoming increasingly popular for end-to-end recognition systems. We investigate the use of phone-based subwords, and byte pair encoding (BPE) in particular, as modeling units for endto-end speech recognition, and develop multi-level language model-based decoding algorithms based on a pronunciation dictionary. Besides the use of the lexicon which is easily available, our system avoids the need of additional expert knowledge or processing steps from conventional systems. Experimental results show that phone-based BPEs lead to more accurate recognition systems than the character-based counterpart, and further improvement can be obtained with the newly developed one-pass beam search decoder, which efficiently combines both phone-based and character-based BPE systems. For Switchboard, our phone-based BPE system achieves 7.9%/16.1% word error rates (WER) on the Switchboard/CallHome portion of the test set while the ensemble system achieves 7.2%/15.0% WER.
Introduction
For English speech recognition, phones and the contextdependent variants have long been the standard modeling units for conventional automatic speech recognition (ASR) systems [1, 2] . However, there has been a surge of interest in using character and character-based subwords, such as byte pair encoding (BPE, [3] ) and word-pieces [4] , in modern end-toend systems [5, 6, 7, 8, 9, 10, 11, 12, 13, 14] . The advantages of character and character subwords mainly lie in the simplicity. While straight-forwardly enabling open-vocabulary recognition, they avoid the need of domain knowledge such as pronunciation dictionary and phonetic questions in state tying [15] for context-dependent phones, and additional processing steps such as hidden Markov models and Gaussian mixture models training for phone state modeling.
On the other hand, phones have tighter correspondence to audio than characters, and often leads to higher recognition accuracy. As a concrete example, for the Switchboard corpus we will experiment with, it takes more modeling effort for the char CTC system to match performance of the phone CTC system, as noted by [16] and [17] . This motivates the question of whether phone-based subwords are relevant for ASR.
In this work, we investigate the use of phone-based BPEs in the context of end-to-end speech recognition. We use a pronunciation dictionary to convert transcription into phone sequences (while maintaining the word boundaries), and extract BPEs by gradually merging frequent pairs of phones or phone sequences, as is done for character BPEs. 1 Intuitively similar to contextdependent phones, phone BPEs shall capture correlations between contiguous phones. On the other hand, it allows a tradeoff between the size of modeling units and output sequence length, as achieved by character subwords. We then train the acoustic model using the phone BPE targets as usual, with the multi-task attention + CTC loss [19] .
At decoding time, we use the pronunciation dictionary again to convert decoded phone BPE sequence back into words, with a newly developed multi-level RNN language model (LM). Furthermore, we develop a one-pass beam search decoder that efficiently combines both phone and character BPE systems on the fly, to exploit the complementarity of the two. Our experimental results on both the Wall Street Journal and Switchboard corpora show that the phone BPE system consistently outperforms the character-based counterpart in accuracy, and their ensemble may lead to significant further improvement. Specifically, our phone BPE system achieves 7.9%/16.1% word error rates (WER) on the Switchboard/CallHome portion of the test set while the ensemble system achieves 7.2%/15.0% WER.
We emphasize that, besides the use of pronunciation dictionary for subword extraction and decoding, our method avoids the extra processing steps from conventional systems. On the other hand, large collections of pronunciations are readily accessible [20] , and pronunciation of out-of-collection words can be constructed with grapheme-to-phoneme methods [21, 22, 23] , and therefore our approach maintains the simplicity of endto-end methods. In the following, we describe the multi-level LM in Section 2, detail the beam search decoder for ensemble system in Section 3, provide empirical analysis in Section 4, and give concluding remarks in Section 5.
Multi-level LM for decoding with BPEs
Compared to decoding with character BPEs which just needs to output the highest scoring sequence of modeling units, possibly without additional language models (subword-level or wordlevel), there are a few challenges for decoding with phone BPEs. First, it is necessary to use a pronunciation dictionary to convert the decoded phone sequence into a word sequence. Second, unlike in the character case where the spelling uniquely determines a word, in the phone case different words can have the same pronunciations (e.g., homophones) and therefore a word LM is helpful for distinguishing them.
We develop a multi-level LM that combines scores from both a subword LM and a word LM, and use it in beam search by shallow fusion [24] . Intuitively, the method is similar to the one proposed in [25] which combines character LM and word 1 We use implementation of [18] for training and inference of BPEs. arXiv:2004.04290v1 [eess.AS] 8 Apr 2020 LM: we build a prefix tree storing the pronunciation of words in the dictionary, and as we are moving down the tree from the root according to the hypothesized subwords and accumulating subword LM scores from each step, we may come across tree nodes containing words whose pronunciations match the sequences of subwords on the paths stemming from root, at which points we may decide to output the words and replace accumulated subword LM scores with word LM scores, and subsequently move back to the root. We highlight challenges not existent in [25] :
• To build the prefix tree, we need to first decompose the pronunciation of each word-a phone sequence-into a phone BPE sequence, using the BPEs extracted from transcription. This decomposition is greedy (utilizing large subwords as much as possible) and deterministic.
• In [25] , the modeling units are characters, and one can determine the completion of a word when the word boundary ' ' is proposed. In the BPE case, however, many subwords contain ' ' as the first symbol, therefore all these subwords indicate the word boundary is met and a new word is started at the same time.
• Due to the issue of homophones, a node in the prefix tree may contain multiple words. If the word boundary is met at such node, we have to output multiple word hypothesis. As a result, one decoding beam branches into multiple beams, which have the same subword LM state but different word LM states.
In Algorithm 1, we detail the forwarding function of our multi-level LM M, constructed from a subword LM S and a word LM W. This function forward(state, s) takes as input the current state state and a subword s, and returns the updated state after accepting s, the vector of look-ahead scores la scores for all subwords in the next step, as well as word outputs if the word boundary is met (output is set to special token <incomplete> otherwise); these scores are combined with the acoustic model scores for evaluating partial hypothesis. The state for multi-level LM is a tuple of 6 elements (Sstate, Slogp, Wstate, Wlogp, node, accum), containing the state and associated log-probabilities (for subwords) from S, the state and associated log-probabilities (for words) from W, the position in the prefix tree T, accumulated subword score since the last word output. To start decoding, we initialize states and log-probabilities by accepting the start of sentence token <sos>, and set node to the root of T:
Ensemble of BPE systems
The multi-level LM in Section 2 applies to both phone BPE systems and character BPE systems. Since the two types of units can be complementary to each other (capturing different aspects of the language), we develop a one-pass beam search algorithm utilizing both systems. Note that, while ideas of (hierarchically) combining phone and character labels have been exploited for acoustic model training of end-to-end systems (e.g., [26, 27, 28, 29] ), our approach of combining systems with different units at decoding time is orthogonal to them. Our main idea is to use the phone BPE system, denoted as Model1, to propose subwords, and after seeing a word boundary, decompose the word into sequence of character BPEs and run the character BPE system, denoted as Model2, to accept the sequence, and linearly combines scores from both systems up to the word boundary. In other words, the phone BPE system leads the decoding process (since it is more accurate in our experiments) and the character BPE system verifies its hypothesis; the two system synchronize at each word boundary. In such a way, we inject the evidence from Model2 as early as possible to adjust the scores of word hypothesis. Compared to a second pass rescoring algorithm, this approach avoids generating large amount of hypothesis by Model1 and saving them, and is therefore simpler.
To simply presentation, we divide each BPE system into acoustic model and language model. The acoustic model (AM) refers to the model trained with end-to-end objectives, e.g., the hybrid attention + CTC model [19] in our case (even though the decoder implicitly models the language of subwords), and provides a scoring function which computes the score of the next subword given acoustic inputs and previously decoded subwords (in our case, the score is a linear combination of logprobabilities from the attention decoder and CTC outputs). The language model (LM) refers to the one described in previous section with the components (subword and word LMs) trained separately on text data, and provides the forward() function computing the score of next subword given previously decoded words and subwords.
Our algorithm maintains a set of decoding beams (hypothesis), each of which is a tuple of 8 elements (score, ws, sc1, ys1, st1, sc2, ys2, st2)
containing the final score of the beam (for pruning purpose), the word hypothesis, followed by the score (sc), output subword sequence (ys), and multi-level LM state (st) from Model1 and Model2 respectively. The detailed procedure is given in Algorithm 2. We use the parameter β for combining the LM score with the AM score within each system, and use γ ∈ [0, 1] for combining scores from Model2 with those of Model2, as shown in (*). We use the end detection method of [19] for terminating the algorithm.
In our algorithm, for each beam we run Model1 once through the phone BPE sequence, run Model2 once through the corresponding character BPE sequence; Model2 does not propose additional hypothesis but simply follows Model1. Therefore, the time complexity of Algorithm 2 is roughly the sum of that of individual systems for the same beam size.
Experiments

Acoustic model training
In the experiments, we adopt the acoustic modeling recipe based on transformers [30] from Espnet [11] , as detailed in [31] , for training the hybrid attention + CTC model [19] . 2 The detailed network architecture and much of the user parameters are taken from [31] without tuning. We extract 80D fbank features plus 3D pitch features audio recordings (resampled to 16KHz) as inputs to our acoustic model. The encoder shared by both the attention and CTC consists of 2 convolutional layers that reduce the time and frequency dimension by a factor of 4, and 12 transformer layers, while the decoder consists of 6 transformer layers. Every encoder layer employs self-attention, and every decoder layer employs self-attention (to the previously decoded labels) followed by source-attention (to encoder outputs). All attention operations use 4 heads of 64 dimensions each, and the output of multi-head attention goes through a one-hidden-layer position-wise feed-forward network of 2048 ReLU units, before 2 We mainly adapt Espnet's character BPE recipe for Switchboard. if not w ==<incomplete> then # Incorporate Model2 score at word boundary score n ← (1 − γ) · sc1 + γ · sc2 n + c ( * ) ws n.append(w) else # Otherwise update score with Model1 only score n ← score + c end if T .append((score n, ws n, sc1 n, ys1 n, st1 n, sc2 n, ys2 n, st2 n)) end for end for end for H ← prune(T , beamsize) for beam in H do if beam.ys1[−1] ==<eos> then C.append(finish(beam)) end if end for end while it is fed to the next transformer layer together with the position encoding. We apply SpecAugment [32] during training, and set the "max time warp" parameter to 5 (frames), use two frequency masks of widths up to 30 frequency bins, and two time masks of widths up to 40 frames. A warmup schedule is applied to ADAM [33] learning rate during training for 100 epochs unless otherwise stated. We average the model parameters of last Char BPE Multi-level (0.5) 7.8 8.2 9.0 9.5 10. 1 12.3 Phone BPE Multi-level (0.6) 6.8 7.2 7.5 7.8 9.6 12.0 We vary the number of subword units, denoted by k, for both character and phone BPE systems. Dev set WERs of these systems are given in Table 1 . For character BPE systems, we use both subword RNNLM and multi-level RNNLM for decoding. We observe that small k is clearly preferred by both systems, indicating that the WSJ training set (80 hours) probably has poor coverage for large set of BPE units. Also, lexicon and word LM greatly improve the character BPE systems (in contrast to results on SWBD). Furthermore, phone BPE systems consistently outperforms character BPE systems for all k with multi-level LM. In Figure 1 , we provide the learning curves for both types of BPE systems for three k values. Observe that too large k (e.g., k = 1000) yields significantly worse dev losses, agreeing with the trend in WER. And for the same k, the phone BPE systems have consistently lower losses than character BPE systems, implying less confusion for the acoustic model.
We give the test WERs of the systems at k = 75 in Table 2 . As a reference, we provide the WER of Espnet's character recipe trained with our setup (specAugment, same mini-batch size). With world RNNLM for decoding, it is not surprising that the character system, using 52 character units, performs very similarly to the character BPE system with k = 75. The phone BPE system significantly outperforms character based systems, and the ensemble system that emphasizes the phone BPE system (using γ = 0.1) yields small further improvement. We note that the improvement from using phone-based subwords is on par with the one obtained from discriminative training for the character system achieved by [36] .
Results on Switchboard (SWBD)
We then experiment with the Switchboard corpus ( [37] , LDC97S62), with 300 hours of training data. The word LM has a vocabulary size of 30K, and both subword and word RNNLMs are trained on the SWBD training set transcription.
In the first set of experiments, we hold out 4000 utterances Table 3 . Observe that SWBD prefers a much larger k than WSJ, and the performance is quite stable for a large range of k.
We then add the 4000 utterances back to training, and train the phone BPE system with k = 500 and mini-batch size of 32 for 150 epochs. We also train a character BPE system with k = 2000 as recommended by the Espnet recipe (experimenting with k = 1000 and k = 3000 shows no improvement), and find that multi-level LM slightly improves over subword LM for decoding. We report test WERs on the eval2000 set (LDC2002S09 and LDC2002T43) in Table 4 , together with several recent results obtained by attention-based models. 3 Both BPE systems perform well compared with strong baselines, and their ensemble with close to equal weight γ = 0.4 significantly improves the accuracy over either. Note that even for the ensemble system, the total number of parameters in our acoustic models is still smaller than the largest model in [32] which uses an encoder of 6 Bi-LSTM layers of 1280 units in each direction, and our WER is slightly inferior on the SWBD portion (7.2% vs. 6.8%).
Conclusions
In this work, we have investigated the use of phone-based subwords in end-to-end ASR, and have developed a multi-level language model for subword-based decoding as well as a new beam search algorithm for the ensemble of phone-based and character-based subword systems. Experiments on two benchmark datasets show that phone-based BPE systems achieve high accuracy while maintaining the simplicity of end-to-end methods. In the future, we can explore other types of subwords than BPE, and incorporate subword regularization [40] which is shown to improve character-based subword systems.
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