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INTRODUCTION AND SUMMARY OF THE MAIN RESULTS
1.1. In order to facilitate description of biological developmental and growth processes, the concept of a physiological clock is often resorted to. The progress of the process is then thought of as depending on a physiological clock that is specific to this process and the running of which might differ considerably from that of an ordinary clock. Especially, different heat sum methods have frequently been employed as physiological clocks.
In the present paper, the concept of a physiological clock and its function in biological processes is studied in strictly mathematical terms. The starting point is the heat sum method employed by RISTO SARVAS (1972 and 1974) . In the form introduced by him a heat sum is an integral expression whose formula is determined experimentally from the object of research. The function of this heat sum as a physiological clock can be explained mathematically and so satisfactorily that there is no need for intuitive a priori assumptions which are often unavoidably associated with different heat sums and the concept of a physiological clock. Furthermore, his approach to the physiological clock provides a conceptually clear model and by following it we can define the physiological clock in fairly general terms.
1. 2. R. SARVAS applied the heat sum method in studying the annual cycle of development of forest trees. This is a biological process which does not initially involve any measurable quantity or numerical scale but consists of a chain of successive events called cardinal phases. They include e.g. the different phases of meiosis, anthesis, syngamy and the autumn and winter dormancies.
In the first part of this paper (Chapters 1-3) we shall consider a general process of this kind and define a physiological clock for it. Moreover, we wish to study how the formula pertaining to this clock can be derived and its components calculated from observational data.
We assume that the progress of the process depends on time and environmental factors. The environmental factors involved may include e.g. heat, light, moisture etc. In order to be able to observe the progress of the process we shall pick out from it easily distinguishable successive events which we call cardinal phases. Each cardinal phase is assigned, in a manner that will be described in detail later, a numerical value which we call the physiological age of the cardinal phase concerned. After this we shall define the physiological clock of the process (see Definition 2. 2 on page 7). This will be, roughly speaking, a mathematical formula from which it is possible to compute the cardinal phase in which the process is at a given time t (in other words: the physiological age of this cardinal phase is computed), provided that the environmental factors and their dependence on time during the process are known. Furthermore, we shall so define the physiological clock that it meets the following natural normalization condition: if, during the entire process, the environmental conditions remain in the same (beforehand fixed) basic state, the time measured by the physiological clock coincides with ordinary time. From this normalization condition it follows that the physiological clock has been rendered unique as will be shown below (see Chapter 2.5).
Now that the concept of the physiological clock of the process has been given a precise form, the next step is to derive its explicit mathematical formula and present methods by which the components of this formula can be calculated from the experimental data obtained from the process in question. Generally speaking, this task can be very difficult. However, if the process meets some condition that sufficiently simplifies the situation, the formula of its physiological clock can be derived. A condition of this kind was used by R. SARVAS (1972) and here we call it the homogeneity condition. The validity of this condition can be checked (at least in principle) by simple experiments regarding the process in question.
As the main result pertaining to our generalized physiological clock, the following emerges: if the process satisfies the homogeneity condition, then the formula of its physiological clock can be derived, and it takes the same general form as the heat sum formula presented by R. SARVAS (1972) .
Particularly, in the case of the heat sum this result indicates that if temperature along with time is the only environmental factor influencing the progress of the process and the process is homogeneous (i.e. meets the homogeneity condition), the formula of its physiological clock is exactly the integral formula used by R. SARVAS (1972) , and the heat sum satisfying the normalization condition mentioned above cannot be computed in any other way.
1. 3. In the latter part of this paper we shall deal with growth processes. In general, by a growth process we mean a process which initially involves a measurable quantity V that grows with time and whose value V(t) at time t fully indicates the phase of the process. The function V = V(t) we call the growth function of the process. The progress of a growth process is mastered, if the dependence of the function V on time and environmental factors is known, so that the value of V can be computed whenever the environmental factors and their dependence on time during the process are known. For instance, the height growth of a tree is a growth process if we set V(t) = the height of the tree at time t.
In investigating the progress of a growth process it is often assumed that the rate dV of growth -rr depends, in addition to environmental factors, on a hypothetical quantity called the »inner state of the plant» or »physiological state of development» or »physiological age» (cf. e.g. HARI et ai. 1970 and 1974 , and POHJONEN 1975 . Usually, the »physiological age» is then given as a mathematical expression depending on time and environmental factors.
However, the concept of »physiological age» or the form of its mathematical expression is then introduced as a somewhat arbitrary a priori assumption which is not meant to be derived, for instance, from another simpler and testable assumption.
We wish to study more closely the role of the »physiological age» in the growth process. In particular, we wish to know whether the »physiological age» that has been assigned to the physiological clock introduced above can be used in this connection. In dealing with the growth process our aim is to pursue a program similar to that employed by R. SARVAS (1972 and 1974) in investigations concerned with the construction of a mathematical model (the heat sum) for a biological phenomenon.
This program consists of experimental testing of the mathematical basic assumptions, the derivation of the solution of the model exclusively from these basic assumptions, and the calculation of all unknown components of the solution directly from the experimental data obtained from the growth process itself. In this spirit we shall present two growth models, i.e. the mathematical model of a homogeneous growth process and that of a semihomogeneous one. Furthermore, we shall show that some earlier growth models (POHJONEN 1975 and HARI et ai. 1970 , 1974 can be reduced to these two basic types.
Especially, in the case of the homogeneous growth process, it is not necessary for the concept of »physiological age» to be included among the basic assumptions to be made regarding the model. However, in the formula of the growth function in either model appears an integral expression which, with good reason, may be called the »phys-iological clock» and the values of the expression the »physiological age». Furthermore, this expression coincides exactly with the physiological clock introduced earlier, provided that the growth process is first in a proper way interpreted to be a general process with cardinal phases.
DEFINITION OF THE PHYSIOLOGICAL CLOCK
2. 1. We consider a general process P whose progress we can observe by means of its cardinal phases. We suppose that P always starts at time t = 0. Let x x ,. . , x n be the environmental factors which affect the progress of P. Environmental factors of this kind may include temperature, moisture, light, etc. We call every n-tuple (x x , . . , x n ) of the environmental factors a state of the environment. Mathematically, a state of the environment is thus a vector in the n-dimensional (euclidean) space R n . Those states of the environment in which P does not progress at all we call static and the others non-static. We single out one of the non-static environmental states (a x , . . , a n ) and call it the basic state of the environment (with regard to P).
When the state of the environment changes, every environmental factor Xj, i = 1, 2, . . , n, is a function of time t or Xj = Xj(t), t > 0. Let the n-tuple of these functions be the function E = E(t) -( Xl (t), x,(t) , . . , x n (t)), which at any time t > O fully describes the state of the environment (in relation to P). Mathematically, E is thus a function from the set of non-negative real numbers to the space R n or E: [0,<x>) -R n . We call a function like this an environmental function. We assume that environmental functions are at least piecewise continuous. The constant function corresponding to the basic environmental state (a x , . . , a n ) is denoted by E o , i.e. E 0 (t) = (a x , . . , a n ) for all t > 0.
Concerning the cardinal phases of P we assume the following. Having once started, the process is, at every moment, in some cardinal phase. If the environment is in the basic state (a x , . . , a n ) all the time, the process passes through all of its cardinal phases in such a way that it at different moments is in different cardinal phases (before the end of the process). The part between two successive cardinal phases, M x and M 2 , of the process P is called a
We now assign every cardinal phase M its physiological age s(M) as follows: 2. 2. DEFINITION. The physiological age s(M) of an arbitrary cardinal phase M of the process P is the time which P requires to progress from its initial phase to the phase M, provided the environment is in the basic state (a x , . . , a n ) all the .time.
2. 3. By the physiological clock C of the process P we mean, roughly speaking, a mathematical formula from which we can compute the cardinal phase M in which P is at time t (or, more precisely, we compute the age s(M)), provided we know that the environmental changes have occurred according to the function E. We set the definition: 2. 4. DEFINITION. The physiological clock G = C(t, E) of the process P is a function depending on time t and on the environmental function E and is defined by the following equation: for any E and any t > 0
where M t is the cardinal phase in which P is at time t, when the environment changes according to the function E during the process.
2. 5. From the definition of the physiological clock it immediately follows that if the environment is in its basic state all the time, the time indicated by the physiological clock coincides with ordinary time, that is, (2. 6) C(t, E,) -t for all t > 0. This natural normalization condition implies an important uniqueness property of the physiological clock. Let P x and P 2 be two different processes (the cardinal phases of which might be entirely different events). We say that P x and P 2 are synchronized if each cardinal phase M x of P x is matched by some cardinal phase M 2 of P 2 in such a way that M x and M 2 always occur simultaneously regardless of changes in the state of the environment, provided that the processes occur in the same environment and start simultaneously. We now prove: 2.7. THEOREM. If P x and P 2 are synchronized processes, it follows that their physiological clocks C t and C 2 are identical, i.e. C x = C,.
PROOF.
Let E be an arbitrary environmental function and t > 0. We must show: C r (t, E) = C 2 (t, E). Let M x be the cardinal phase of P x in which P x is at time t when the environment has complied with function E. Then s(M x ) = C x (t, E) holds for the physiological age s(Mj) of M t . Since the processes P x and P 2 are synchronized, M x is matched by some cardinal phase M 2 of P 2 in such a way that M x and M 2 always occur simultaneously. Hence, they also occur simultaneously when the environment remains in the basic state, i.e. sCM^) = s(M 2 ). Furthermore, their occurrence is simultaneous when the environment complies with function E and, therefore, at time t, process P 2 must be in the cardinal phase M 2 . Then C 2 (t, E) = s(M 2 ). Thus CjCt, E) = s(M x ) -s(M 2 ) = C 2 (t, E). We have proved that C x = C 2 . Q.E.D.
2. 8. The above theorem shows that if the aim is to define the concept of a physiological clock in such a way that the physiological clock is 'synchronized' with the process (regardless of changes in the state of the environment) and, in addition, that the »clock» is to meet the natural normalization condition (2.6), there is no choice: the definition stated in (2.4) is the only possible one.
2. 9. We can say that we master the progress of P if we know the formula of its physiological clock C. Before we begin to consider different possibilities to derive this formula, one more assumption regarding the process P is necessary. In order to be able to handle the physiological clock of P within the framework of an appropriate mathematical formalism, we assume that P satisfies the following regularity condition: if an arbitrary environmental function E is approximated by a piecewise constant environmental function E m , then at any time t > 0 the cardinal phase of P is, if the environment complies with E, approximately the same as when it complies with E m or, in brief, G(t, E) m C(t, E m ).
Furthermore, this approximation is the better the more closely E m approximates E. We formulate this condition precisely as follows: Let E be an arbitrary environmental function, t > 0 and let m > 1 be an integer. We subdivide the interval [0, t] with points k 0 = 0 < k x < k 2 < . . . < k m = t into m equal subintervals, whence kj = i -, i = 0, 1 , . . , m. We now define the function E m by setting
We call E m the m-approximation of E in the interval [0, t] for m = 1, 2, . . . Now we assume: 2. 11. REGULARITY ASSUMPTION. If E is an environmental function and
PHYSIOLOGICAL CLOCK OF A HOMOGENEOUS PROCESS
3. 1. In a general case, the derivation of the formula of the physiological clock of a process can be an exceedingly difficult task. However, if the process satisfies some additional condition that sufficiently simplifies the situation, the task might turn out to be easy. However, it is always necessary to test experimentally whether or not the process really satisfies this condition. If the condition is valid, the physiological clock of the process complies with the formula derived by making use of this condition. A simplifying condition like this was introduced by R. SARVAS (1972) and in this paper we call it the homogeneity condition.
Consider a process P. Let [M lf M 2 ] be a cardinal interval of P and (x x , . . , x n ) a non-static state of the environment. We suppose that at time t x the process P is in a cardinal phase M x and at time t 2 > t x in a cardinal phase M 2 . Furthermore, let the state of the environment in the time interval between t x and t 2 remain constant (x x , . . , x n ). We write
where according to the definition (2.2) of the physiological age, s(M 2 ) -s(M x ) is the time required for the process P to progress from M x to M 2 when the environment remains in the basic state (a a , . . , a n ). We now define:
3. 3. DEFINITION. Process P satisfies the homogeneity condition, i.e. is homogeneous, if for every non-static state (x x , . . . , x n ) of the environment and for every cardinal interval [M l5 M 2 ] of P the ratio h(x x , . . , x n ) depends only on the state (x, , . . , x n ) and not on [M x , M 2 ] or on the states of the environment before M 1 has been reached.
3. 4. Thus, if the process is homogeneous, the ratio h(x x ,. . , x n ) is well-defined for all non-static states of the environment. We set h(x x , . . , x n ) = 0 if (x x , . . , x n ) is a static state. Then h is a real valued function defined for all states of the environment and we call it the homogeneity function of the process P. According to formula (3.2) h(x x , . . , x n ) is the ratio of the 'rates of development' of the process in the constant states (a x , . . , a n ) and (x x , . . , x n ). Without restricting the biological behavior of the process, we obviously can assume that h is a continuous function.
3. 5. Next will be presented the principal result pertaining to the physiological clock: if a process is homogeneous, the formula of its physiological clock can be derived and it always takes the following simple form: 3. 6. THEOREM. Let P be a homogeneous process and h its homogeneity function.
The physiological clock C = C(t, E) of P takes the form
PROOF. Let E be an environmental function and t > 0. For every integer m ]> 1 let E m be the m-approximation of E in the interval [0,t] defined by (2.10). Since h is continuous and E at least piecewise continuous, the composite function h(E(t)) is Riemann-integrable and we get pt m
where kj = i -, i = 0, 1, 2, . . , m for all m = 1, 2,... On the other hand,
for by the definition of the homogeneity function
for each i = 1, 2 , . . , m. Thus the assertion (3.7) follows from (3.8) and (3.9) by the regularity assumption (2.11). Q.E.D.
3. 10. It immediately follows from Theorem 3.6 that if two homogeneous processes have the same homogeneity function, then their physiological clocks are identical. It is to be noted that outwardly the processes can be very different, i.e. their cardinal phases can be completely different, and yet they have identical homogeneity functions. Thus, two outwardly different processes can have a common physiological clock (cf. different tree species, Section 3.14).
3.11. REMARK. Let E be an arbitrary environmental function and write GE(£) = C(t, E) for t >0. By differentiating equation (3.7) with respect to time t we obtain (3.12) i C E (t) -h(E(t)) (with the possible exception of finitely many t). On the other hand, it is not difficult to show that if there is a continuous nonnegative function h:R n -R (R -the set of real numbers) corresponding to the physiological clock C of the process P in such a way that (3.12) holds for every environmental function E (with the possible exception of finitely many t), then P also satisfies (2.11) and the homogeneity condition (3.2). We thus see that the regularity condition (2.11) and the homogeneity condition (3.2) together are equivalent to the mathematically simpler condition (3.12). Because formula (3.7) almost trivially follows from (3.12), condition (3.12) would be a clearly simpler definition of homogeneity than are (2.11) and (3.2) together. However, experimental interpretation of condition (3.12) is difficult and would obviously lead to a review of criteria similar to (2.11) and (3.12). That is why we have based our theory of the physiological clock of a homogeneous process on conditions (2.11) and (3.2) which are experimentally more adequate.
1TESTING OF HOMOGENEITY AND COMPUTATION OF THE HOMO-GENEITY FUNCTION FROM EXPERI-
MENTAL DATA. Experimental testing of the homogeneity of a process is simple (at least in principle) directly by definition 3.3, provided that plenty of reliable observational data are available from different cardinal intervals of the process in different constant states of the environment. If the process proves to be homogeneous, its homogeneity function is determined at the same time in accordance with equation (3.2.). In practice, however, great difficulty can be encountered in carrying out the test. For instance, only a limited number of cardinal phases suitable for observation might be available. However, if the validity of equation (3.2) can be ascertained in respect of a sufficient number of cardinal phases and environmental states, the homogeneity will be largely tested and the homogeneity function approximately determined. In that case, formula (3.7) can be expected to give a satisfactory approximation for the physiological clock of the process.
The homogeneity condition in itself is a rather strict restriction for a general process and obviously there exist numerous nonhomogeneous processes as well. However, if a non-homogeneous process can be divided into finitely many successive roughly homogeneous subprocesses, formula (3.7) can again be used to approximate 'piecewisely' the physiological clock of the process.
3. 14. COMPARISON WITH THE PHYSIOLOGICAL CLOCK USED BY R. SARVAS IN HIS INVESTIGATIONS IN 1972 AND 1974 . The theory of the physiological clock presented above is a generalization of the physiological clock used by R. SARVAS in his investigations made in 1972 and 1974 (i.e. his heat sum method). He applied the method to the study of the annual cycle of development of forest trees.
The process he considered was the annual cycle of development of an individual tree. There is only one essential environmental factor that influences the progress of the process, i.e. temperature T, and so the environmental function E(t) takes the form E(t) = T(t) for t > 0. The cardinal phases used for the observation of the process included the different phases of meiosis, opening of the male catkins, anthesis, syngamy, autumn dormancy (dormancy I) and winter dormancy (dormancy II).
The annual cycle of development is not, in its entirety, a homogeneous process but is divided into three homogeneous parts: winter dormancy, the active period, and autumn dormancy. For every subprocess an appropriate temperature has been chosen as the basic state of the environment: for the winter dormancy this temperature is 2° C, for the active period 2° C (or 2.15° C, to be exact) and for the autumn dormancy 3.5° C. The homogeneity function of each subprocess has been determined experimentally. On the basis of the experimental results it has been possible to assume that in each subprocess the homogeneity function is the same for all the investigated tree species and even for the respective individual trees. Thus, in each subprocess, there is only one physiological clock and it is common to all the individual trees of the investigated tree species.
The homogeneity function of the active period was called »the rate of progress of the active period» by R. SARVAS. The homogeneity functions of autum and winter dormancies were named analogously. The active period provides numerous appropriate cardinal phases for the arrangement of tests and the results obtained support the opinion that this subprocess is homogeneous. In the case of autumn and winter dormancies, the number of appropriate cardinal phases available have not been sufficient for the testing of homogeneity. However, the results obtained do not occasion the abandonment of the opinion that these subprocesses, too, are homogeneous (within the limits of satisfactory accuracy). Furthermore, it has been possible by experimentation to determine fairly accurately the corresponding homogeneity functions for all the three subprocesses. Their graphs were presented by R. SARVAS in his 1974 paper (Fig. 22 , page 95; for the figure, the functions have been so normalized that each function assumes the value 1 at temperature T = 3.5° C).
GROWTH PROCESS AND GROWTH FUNCTION
4. 1. We consider a growth process P whose growth function is V = V(t). The function V(t) is then a function of time and of the state of the environment. When necessary, we express this by writing V(t) = VEOO where E is the environmental function which determines the state of the environment during the process.
We assume that the function V = YE(X) is continuously differentiable with respect to time t for all environmental functions E. dV The rate of growth is defined as -= V'(t) = V'EOO, or, in other words, as the derivative of the growth function with respect to time. We further assume that "VE(O) SB 0 for all environmental functions E, which assumption only refers to an appropriate choice of the zero point of the growth scale.
We often consider the behavior of the growth function when the environment remains in some constant state z = (x x , . . , x n ). The growth function corresponding to this constant state is denoted by V z (t), i.e. V z (t) = V E (t), t > 0, where E(t) -z for all t > 0. The graph of the function V z (t), drawn on the xy-plane, is called a growth curve (corresponding to the constant state z) and denoted by y = V z (x), as usual.
We further suppose that V' z (t) > 0 for all t > 0 where V z (t) is the growth function corresponding to the basic state z 0 = (a x , . . , a n ) of the environment. In other words, we suppose that a growth process keeps proceeding without stopping if the environment constantly remains in the basic state (until the possible final end of the process).
Often a growth process is studied as a function of time in different constant states of the environment, that is, the growth curves y = V z (x) are the only concern. Or, alternatively, time is kept constant and the state of the environment is allowed to vary, i.e. we study how in a constant growing time, growth depends on different constant states of the environment. For example, LYR et al. 1967, pages 379 -395, have studied the growth of a tree in both of the above ways. A growth model derived from inspections of this kind is often called static.
Obviously, in natural conditions the state of the environment can vary during the growth process and thus growth actually is a function of time and of the state of the environment so that both factors may vary simultaneously. In the present paper we wish to study this general case. A growth model that takes into consideration the variation in the environment during the process is often called dynamic (cf. HARI et al. 1970 , 1974 and POHJONEN 1975 . However, it is to be noted that in those dynamic growth models which we shall present, the 'static' growth curves play an important part: they provide the observational data from which we are to calculate the unknown components of the formula of the 'dynamic' growth function.
4. 2. It is appropriate to consider a growth process as a first order differential equation and state on which factors the rate of growth V'(t) depends and in what way. In a general case it can be very hard to form the differential equation required. However, if the process under consideration meets some conditions which sufficiently simplify the situation, it will be possible to form and solve its differential equation and thus derive the formula of the growth function itself.
In Chapters 5 and 6 we shall present two conditions of this kind: the homogeneity condition (for a growth process) and the semihomogeneity condition and also the mathematical models of the growth processes corresponding to these conditions. In this paper, the mathematical model of the growth process refers to a whole which comprises the simplifying assumptions concerning the growth process or its growth function, the formula of the growth function, and the methods by which the unknown components of the formula are calculated from experimental data.
4.3. CONSTRUCTION OF A MATHE-MATICAL MODEL FOR A GROWTH PROCESS. Several kinds of mathematical models can be constructed for the same growth process, depending on the starting point or on the goal to be achieved. Consequently, we first wish to describe the program we shall follow in approaching the problem.
It covers the following points: (I) The basic assumptions pertaining to the model. All the assumptions made on the model should be clearly stated. The mathematical treatment of the model and, above all, the derivation of the formula of the growth function may be based exclusively on these basic assumptions (possibly excepting mathematical regularity assumptions that do not restrict the biological behavior).
(II) Experimental testing of the basic assumptions. The statement of the basic assumptions made on the model should be followed by a demonstration of how they can be tested experimentally (at least in principle) in the case of the growth process involved. If the growth process satisfies (exactly) the conditions of the assumptions, the growth is in (accurate) agreement with the model.
(III) Solving the growth function and computing the components of its formula from experimental data. The formula of the growth function is to be derived exclusively from the basic assumptions. The resulting formula often includes unknown constants or functions and it should be stated how they can be computed from experimental data. At the same time it will become evident which kinds of observational data are to be collected for the final computation of the formula of the growth function.
Often, the mathematical side of the above program is rather easy to accomplish but the experimental side can cause insurmountable obstacles. For instance, the testing of the basic assumptions can be very hard and laborous. Furthermore, it can prove difficult to collect for point (III) a satisfactory number of observational data that are accurate enough. However, if these difficulties can be overcome, the entire growth model will stand on a very firm experimental and theoretical basis.
4. 4. In the spirit of the above program we shall present two growth models, i.e. the mathematical models of a homogeneous and a semihomogeneous growth process. We shall also show that some earlier mathematical growth models (HARI et ai. 1970 , 1974 and POHJONEN 1975 can be reduced to these two basic types.
Often, in constructing growth models it has been found useful to employ an auxiliary quantity called the »state of development» or the »physiological age» etc. (e.g. HARI et ai. 1970 and 1974) . This auxiliary quantity has been introduced into the model as a kind of a priori assumption. This was considered necessary for purely biological (but weighty) reasons. Now the question arises: what is the role of an auxiliary quantity of this kind in a homogeneous and a semihomogeneous growth process.
We shall see that in the case of a homogeneous growth process it is not necessary for the concept of the »state of development» or for an equivalent one to be included in the set of the basic assumptions made on the model. However, in the solution of the model there appears an integral expression which we, in describing the behavior of the model, can with good reason call the »physiological clock» and, similarly, the values of the expression can be called the »state of development» or the »physiological age». As a matter of fact, we can show that if the growth process is in a proper way interpreted to be a general process with cardinal phases, the integral expression in question will be identical with the physiological clock defined in 2.4.
The semihomogeneous growth process is a natural generalization of the homogeneous growth process from which it follows that the »physiological clock» of the homogeneous process appears also in the formula of the semihomogeneous growth function.
Thus, in the formulas of the growth functions of the homogeneous and the semihomogeneous processes, there appears an integral expression whose values may be called the »physiological age» or equivalent. However, all the components of this integral expression can be computed directly from (appropriate) observational data (as can all the other parts of the growth function). Therefore, it is not necessary to make any a priori assumptions on the form of this integral expression, its formula or its numerical values.
HOMOGENEOUS GROWTH PROCESS
5. 1. We now wish to find, for the growth process, a condition restrictive enough to enable the growth function formula to be easily derived and easily computed from observational data. A condition of this kind can be brought about if we require that the differential equation of the growth function should be separable, i.e. it should be of a well-known, easily solvable form. We choose this condition as our starting point but present the separability requirement in a somewhat unusual form and call it the homogeneity condition. Below, we shall show that the homogeneity we are to define is, when appropriately interpreted, identical with the homogeneity of the general process presented in Definition 3.3 in Chapter 3.
We introduce the following notation. Let V z (t) be the growth function corresponding to the basic state z 0 of the environment. Then V, (t) > 0 for all t ^ 0, and thus V z (t) is a strictly increasing function with an inverse function which is denoted by V7 1 (x), as usual, or in other words, V z (Vr^x) ) = x for all x ^ 0. For the sake of brevity, we also call the growth function V(t) homogeneous and the function h its homogeneity function, if V(t) is the growth function of a homogeneous growth process and h the homogeneity function of this process. On the other hand, by the formula of the derivative of an inverse function G'(x) = l/F'(G(x) ), x > 0. Then
2. DEFINITION. A growth process is called homogeneous if its growth function V(t) satisfies the following condition:
K ' J Jo v(V) J o P(G(V) ) f V G'(V)dV -G(V) . J o
Now the equations (5.7) and (5.8) imply: G(V) = G(V(t)) = s(t) and so V(t) = F[G(V(t) )] -F(s(t) ). Q.E.D.
Next, we shall prove a couple of equivalent conditions for the homogeneity of a growth function. ) for all x ^ 0. Observe that -r(t) = dt f(E(t) ) for all t ^ 0. Then it follows that (5.11) V(t) = f iXdt = f f(E(t) )g(r(t))dt
THEOREM. A growth function V = V(t) is homogeneous if and only if it takes the form (5.10) V'(t) = f(E(t) )g(r(t) ), t ^ 0, with r(t) -f f(E(t) )dt,
and by (5.11), V(t) = G(r(t) ) = V Z() (r(t)/ f(z 0 ) ), which implies r(t) -f(z o )V~1(V(t) ). PROOF. Obviously, a homogeneous growth function V(t) satisfies condition (5.13). On the other hand, if V(t) satisfies the separable differential equation (5.13), its solution takes, as is well-known, the form (5.14) V(t) -F(s(t) ) , where s(t) = f u(E(t))dt, J o and F is the inverse function of
Thus (5.10) takes the form V'(t) = f(E(t))g(r(t)) = f(E(t))^V' Zo (r(t)/f(z o )) -

h(E(t) )V'
XäO -By differentiating both sides of (5.14) with respect to time t we obtain V'(t) = u(E(t) ) F'(s(t)), and so V(t) is homogeneous by Theorem 5.9. Q.E.D.
1TESTING THE HOMOGENEITY OF THE GROWTH PROCESS AND COMPUTING THE GROWTH FUNCTION FROM EXPERIMENTAL DATA.
Homogeneity can be tested directly with the aid of the defining condition (5.3), if numerous experimental data are available. It is then to be checked that the ratio of the derivatives V' E (t) and V z (s(t)) depends only on the state E(t) of the environment at time t but not in any other way on the environmental function E or on the amount V(t) of growth at time t. The value of this ratio h(E(t)) yields, as a byproduct, the values of the function h, whenever the ratio can be computed for a sufficient number of states z of the environment.
However, a considerably more practical and accurate way to test homogeneity and to compute the homogeneity function h is the following. We assume that functions V = V z (t) have been determined experimentally for a sufficient number of constant states z of the environment. If the process is homogeneous, then by Theorem 5.4 (5.16) V z (t) -V Zo (h(z)t) for all t ^ 0, because, whenever the environment is in a constant state z all the time,
We now must examine whether or not the experimentally determined functions V z (t) satisfy equation (5.16) for all z and all t ^> 0. This examination can be carried out graphically in several ways by comparing, in some appropriate way, the growth curves y = V z (x) with one another for different values of z. In the following, we shall present one method.
If (5.16) holds, then for a fixed z we get (5.17) W-jv-YvUt)) for all t ;> 0. If the right hand side of (5.17) is constant for different values of t, this constant is h(z) and equation (5.16) holds for the studied state z of the environment. When all states z of the environment are studied in this way the validity of (5.16) gets checked and, at the same time, the function h gets computed from the experimentally determined growth curves. If the right hand side of (5.17) is not independent of t, the growth process in question is not homogeneous. On the other hand, if the relationship between V z (t) and V z (t) is in agreement with equation (5.16), the growth process is apparently homogeneous (cf. Remark 6.12). In order to make sure that this is the case it is necessary to test condition (5.3) by means of the function h which is already known. If the process proves homogeneous its growth function agrees with equation (5.5). The functions V z (t) and h(z) in this equation have already been determined above.
As an example of testing the homogeneity of the growth function V and of determining the homogeneity function h we consider the following hypothetical situation. Let P be a growth process whose progress depends, in addition to time, on one environmental factor only, for instance, temperature T. Then E(t) = T(t) for all t ^ 0. Assume that temperature T o = 10° G has been chosen as the basic state of the environment. Further, assume that the growth curves y = v T (x) for T = 3, 6, 8, 10, 12, 15, and 20° C have been experimentally determined. Let these curves agree with those in Fig. 1 . Then the graph of the inverse function Vf 1 (t) of V T (t) is presented in Fig. 2 . From equation (5.17) the function h can be computed. Its graph is presented in Fig. 3 . Finally, it can be established by computation (and graphically) that the functions in Fig. 1 satisfy equation  (5.16) and that the process is obviously homogeneous. 5.18. REMARK. We now wish to show that the Definition (5.2) of the homogeneity of the growth function is in agreement with the definition of the homogeneity of a general process (3.3). For this purpose, the growth process must first be interpreted, in an appropriate way, to be a general process whose progress is followed with the aid of the cardinal phases instead of the values of the growth function V(t). This interpretation we make in a trivial way: we define that the different values V(t), t > 0, assumed by the growth function V form the cardinal phases of a growth process. Then, according to the definition of the physiological age (2.2), the physiological age s(t) of the growth phase V(t) is the time required for the attainment of this amount of growth when the environment remains in the basic state z 0 all the time, that is, s(t) -vr^VCt)).
Hence, by Definition 2.4 the expression of the physiological clock of the homogeneous growth process under consideration is C(t,E) = V^CViCt)). According to Remark 3.11, a general process is homogeneous and h its homogeneity function if and only if
Thus the definitions of homogeneity (3.3) and (5.2) are equivalent. Note, especially, that if V(t) is homogeneous, then by formulas (5.5) and (5.6) of Theorem 5.4, the formula of the physiological age is
Jo and so we have for the physiological clock V^CVsCt) ) -C(t, E),
Thus, the integral Ph(E(t))dt in formula J 0 (5.5) can be called the physiological clock of the homogeneous growth process P and its values s(t) the physiological age of P at time t ;> 0. 5. 19. REMARK. We shall show that the growth model used by POHJONEN (1975) is homogeneous. He investigates the growth of Italian ryegrass and the growth function involved is W(t), where W(t) = the dry weight of the yield at time t. The environmental function he denotes by X(t), t > 0. The following assumption is made on the growth rate of the growth function (POHJONEN 1975, page 96, formula 4.7) --M(X(t) )v(s"(t)), where i(t) = M(X(t) )dt, t > 0. for all constant states z of the environment with h(z) > 0. Thus in all non-static constant states z of the environment, growth attains the same maximal growth L as a result of a long growing time. Obviously, this need not be the situation in a general nonhomogeneous growth process but rather, the size of the maximal growth L(z) in a constant state z can also depend on the state z. We shall now find out how a shift could be accomplished, with a minimum of change, from a homogeneous to such a non-homogeneous case in which the maximal growth L(z) could vary with z.
Let P be a growth process whose growth function in a constant state z takes the form (5.23) V,(t) --t^ V (h(z)t), t ;> 0 where 0 < L(z 0 ) < °o. Hence, lim V z (t) = t-*oo L(z). We differentiate both sides of (5.23) with respect to time t and get
where we have written: u(z) = L(z)h(z)/ L(z 0 ) and s(t) = h(z)t. If we finally require that the growth rate V'(t) of the growth function V(t) is to take the form (5.24) not only in the constant states z of the environment, but also when the state of the environment varies, we arrive at the following requirement:
(5.25) V' z (t) -u(E(t) )V' Zo (s(t)) with s(t) = h(E(t))dt J o for all environmental functions E(t) and all t > 0, where u and h are continuous nonnegative functions.
If the growth function V(t) of a growth process P satisfies condition (5.25), its behavior in the constant environmental states z is, short of the constant multiplier L(z)/L(z 0 ), similar to that of a homogeneous growth function, but its maximal growth L(z) in the constant state z depends on the state z. We call a growth process that satisfies condition (5.25) semihomogeneous and shall study it more closely in the next chapter.
SEMIHOMOGENEOUS GROWTH PROCESS
6. 1. DEFINITION. A growth process is called semihomogeneous if its growth function takes the form (6.2) V' E (t) = u(E(t) )V' Z(j (s(t) ) with s(t) = f h(E(t)) dt J o for all t > 0 and for all environmental functions E(t), where u and h are continuous functions such that u(z) > 0 and h(z) > 0 for all environmental states ze R n . 6.3. We also call the growth function of a semihomogeneous growth process semihomogeneous. The functions h and u of Definition 6.1 we call, respectively, the homogeneity function and the sensitivity function of the growth process (and of its growth function V(t), too).
We immediately see that semihomogeneity is a generalization of homogeneity: homogeneous are such semihomogeneous processes for which u = h. From Definition 6.1 we directly get the formula of a semihomogeneous growth function by integrating both sides of equation (6.2): 6. 4. THEOREM. If V(t) is a semihomogeneous growth function, h its homogeneity function and u the sensitivity function, then the growth function V(t) takes the form (6.5) V(t) -u(E(t))V' z (s(t))dt with Jo °S (t) = r h(E(t))«. PROOF. Formula (6.5) is obtained directly from condition (6.2) by integration. For proving equation (6.7) let z be an arbitrary environmental state. If the environment is in a constant state z all the time, then
Now, if h(z) > 0, then by (6.5)
and so (6.7) holds. By differentiating (6.7) with respect to time t and putting t = 0 we get (6.6). In the case h(z) = 0, condition (6.5) implies
Jo 0 °B y differentiating this equation with respect to t and putting t = 0 we get (6.6). Q.E.D. 6. 8. THEOREM. Let V(t) be a growth function such that (6.9) V' E (t) -u(E(t) )v(s(t) ) with s(t) = f h(E(t))dt, PROOF. Let a = u(z 0 ) and b -h(z 0 ) > 0. Then (6.9) implies: V' z (t) = av(bt), and thus v(t) = V' z (t/b)/a, t ^ 0. Then again by (6.9)
V' E (t) -iu(E(t))V' Zo (^s(t)) for all environmental functions E and ali t >0, which implies that V(t) is semihomogeneous by Definition (6.1). Q.E.D.
6. 10. TESTING SEMIHOMOGENEITY AND COMPUTING THE GROWTH FUNCTION FROM EXPERIMENTAL DATA. Suppose that it has been possible to determine experimentally the growth curves y •» V 2 (x) for a sufficient number of states z of the environment. We now wish to test the semihomogeneity of growth function V(t) and compute its sensitivity function u and homogeneity function h by means of these growth curves. If V(t) is semihomogeneous, we shall in this way manage to determine u and h. If V(t) is not semihomogeneous, this is likely to show up as nonvalidity of equations (6.7) when functions u and h are being computed.
Consider growth curves y = V z (x) and y = V z (x). We determine values u(z) and h(z) from these curves. This can be done in several ways, for instance, as follows. For the sake of brevity, we denote f(x) = V ZQ (X) and
Then by equation (6.7)
g(x) -P£ f(h(z)x), x > 0.
We define two new functions, F and G, by equations
The graphs of the functions F and G can be easily drawn with the aid of the graphs of y = f(x) and y = g(x). On the other hand,
f(h(z)x) for all x > 0. The value h(z) can now be easily determined from curves y = F(x) and y = G(x) by comparing these curves with each other. For instance, choose an appropriate number x x > 0 and find x 2 such that F(x 2 ) -G(x x ). If there are several x 2 to choose from, the 'correct' one is easy to distinguish. Then F(x 2 ) = G(x x ) = F(h(z) x x ) and so x 2 = h(z)x x or h(z) = x 2 /x x . The value h(z), of course, is to be computed by means of several pairs (x x , x 2 ) and the final h(z) is to be determined, for instance, as the mean value of several results. Lastly, u(z) is to be computed from the formula u(z) = h(z)g(x)/f(h(z)x) with an appropriate value (or values) of x.
The method described above is illustrated by Figs. 4 and 5. The (hypothetical) functions y = f(x) and y = g(x) appear in Fig. 4 and the functions y = F(x) and y = G(x) computed from f and g, in Fig. 5 . For determination of the value h(z), x ± = 5 has been chosen. From Fig. 5 it can be seen that F(4) -G(5). Thus, x 2 -4. So, h(z) = 4/5 = 0.8. For computation of the value u(z), x = 7 has been chosen and then we get u(z) = h(z)g(7)/f(h(z)7) -0.8 g(7)/f(5.6) = 0.6. When the functions u and h have in this way been determined from experimental data, it is necessary to check how well equation (6.7) holds for the different states z of the environment. If it does not hold at all, the growth process under consideration is not semihomogeneous. If (6.7) holds satisfactorily, the process is apparently semihomogeneous, cf. Remark 6.12. However, for final ascertainment of the semihomogeneity it is necessary to check by means of observational data whether or not the defining condition (6.2) holds for a sufficient number of environmental functions. Here s(t) can now be computed with the aid of the homogeneity function h determined above. If the growth function V(t) proves to be semihomogeneous, it is possible that it may even be homogeneous. Namely, if u = h, V(t) is homogeneous and the formula of its growth function is obtained from equation (5.5). If V(t) is semihomogeneous, but the functions u and h distinctly differ from each other, the growth function V(t) complies with formula (6.5).
6. 12. REMARK. If V(t) is semihomogeneous (or homogeneous, whence u = h), then it is necessary, by Theorem 6.4, that
for all states z of the environment. This gives rise to the question: is the validity of equation (6.13) also a sufficient condition for semihomogeneity? In other words, if the growth curves y = V z (x) have been determined experimentally and the functions u and h have been computed from these curves and the equation (6.13) has proved to hold for all z, is the growth function V(t) necessarily semihomogeneous? In view of the biological nature of the growth process, the answer is inclined to be affirmative, which would mean that (6.13) is also a sufficient condition for semihomogeneity. So far, the author has not been able to prove this. However, this view finds support in the following.
Consider two growth processes P and P* whose growth functions are V(t) and V*(t). We assume that they progress exactly in the same way whenever the environment is in a constant state z all the time, and this holds for any z, i.e.
(6.14) V z (t) -V*(t) for all t ^ 0 and for all z.
Now it seems natural to conclude that P and P* always progress in the same way, even when the environmental state varies during the process, i.e.
(6.15) V E (t)=VS(t) for all t > 0 and for all environmental functions E. In order to formulate, more clearly, the above problem that remains open, we define that a set 9> of growth processes is called normal if the two conditions below are satisfied: a) For any two growth processes P and P* in r J> the following holds: if P and P* satisfy condition (6.14), then they inevitably satisfy condition (6.15), too.
(b) The set r J> contains all the semihomogeneous growth processes.
From a biological point of view, the assumption that the set of growth processes under consideration is normal seems a rather slight restriction. If this assumption can be made, it leads to a considerable advantage: the validity of equation (6.13) alone guarantees that the growth process is semihomogeneous. Consequently, it would be of great value for the mathematical research on growth processes to find a condition that is as general as possible and guarantees normality in the above sense.
6. 16. REMARK. To conclude with we shall show that the growth model used by HARI et ai. (1970 and 1974 ) is semihomogeneous. Their model is based on the following assumptions. As regards environmental factors, only temperature T is assumed to affect (appreciably) the growth process under consideration, that is, E(t) = T(t), t > 0. The growing season has been divided into days in such a way that the j:th day begins at time tj, j = 1, 2,. . . . , and t x -0. It is then assumed (HARI et ai. 1970, page 377, formulas (8) and (9) Therefore, the growth function V(t) is semihomogeneous with u(T) = a(R(T) + c) as its sensitivity function and R(T) as its homogeneity function. Consequently, u(T) and R(T) satisfy equation (6.7) for all temperatures T. Furthermore, they can be computed from the experimental growth curves y = VT(X) as described in Section 6.10. On the other hand, by Theorem 5.9 the investigated growth function V(t) is homogeneous if, in equation (6.18), the constant c is equal to zero. As a matter of fact, the assumption c^O does not seem very natural. Namely, if c < 0 and, at some tempereture T, the inequality R(T) < |c| would hold, then at that temperature growth would go backwards (a > 0, of course)! Also, if c > 0, then the rate of dV growth -never drops below the positive limit acf(s(t)), not even at very low temperatures T.
However, satisfactory results have been obtained (HARI et ai. 1970 and 1974) with the above model based on the assumption (6.17) with b ^ 0 (that is, c ^ 0, too). Furthermore, the value of b has depended on the growth process under investigation and has always deviated considerably from zero. This can be explained as follows.
If in equation (6.18) the homogeneity function R(T) is replaced by the homogeneity function R*(T) = R(T) + c, (6.18) takes the equivalent form dV (6.19) -« R*(T(t) ) af (s*(t) -tc) with s*(t) = R*(T(t) )dt. J o Since |c| in any case is a small number, it seems obvious (within the limits of satisfactory accuracy) that in equation (6.19) the expression af(s*(t) -tc) can be replaced by v(s*(t)), where v(x) is an appropriate (fixed) continuous function. If this replacement is possible, equation (6.18) takes the dV form -= R*(T(t) )v(s*(t)). Then, by Theorem 5.9, the growth function V(t) is homogeneous and the formal difficulties pertaining to the constant c in equation (6.18) are eliminated. Also, if V(t) is really homogeneous, the computation of its formula from the experimental growth curves will be simplified.
