Enhancement in coupling efficiency from laser to forward hot electrons by conical nanolayered targets Appl. Phys. Lett. 100, 204101 (2012) Note: A large aperture four-mirror reflective wave-plate for high-intensity short-pulse laser experiments Rev. Sci. Instrum. 83, 036104 (2012) Time-resolved single-shot imaging of femtosecond laser induced filaments using supercontinuum and optical polarigraphy Appl. Phys. Lett. 100, 111107 (2012) Multicolor Čerenkov conical beams generation by cascaded-χ(2) processes in radially poled nonlinear photonic crystals Appl. Phys. Lett. 100, 101101 (2012) Additional information on Rev. Sci. Instrum. A novel technique for absolute wavelength determination in high-precision crystal x-ray spectroscopy recently introduced has been upgraded reaching unprecedented accuracies. The method combines visible laser beams with the Bond method, where Bragg angles (θ and −θ ) are determined without any xray reference lines. Using flat crystals this technique makes absolute x-ray wavelength measurements feasible even at low x-ray fluxes. The upgraded spectrometer has been used in combination with first experiments on the 1s2p 1 P 1 → 1s 2 1 S 0 w-line in He-like argon. By resolving a minute curvature of the x-ray lines the accuracy reaches there the best ever reported value of 1.5 ppm. The result is sensitive to predicted second-order QED contributions at the level of two-electron screening and twophoton radiative diagrams and will allow for the first time to benchmark predicted binding energies for He-like ions at this level of precision.
I. INTRODUCTION
The precise knowledge of x-ray transition energies is the basis for a deep understanding of the structure of atoms and ions. 1, 2 The accuracy which can be achieved in highprecision crystal x-ray spectroscopy depends on the properties of the radiation source, the diffraction device and the detection system. 3 For the absolute calibration of wavelengths two techniques can be taken: either wavelengths are measured relatively with respect to an absolutely known reference line or absolutely by geometrical means alone.
Among radiation sources, electron beam ion traps (EBITs) (Refs. 4-7) provide a very convenient technique to produce few-electron ions for high-precision wavelength measurements. In contrast to x-ray spectra obtained using the recoil-ion technique, 8, 9 the deceleration and electron capture method, 10 or tokamak plasmas, 11 EBIT spectra are rather pure, in so far as coronal excitation conditions prevail, and therefore the lines are symmetric and satellite-free. 12 Conversely, it is also possible to prepare the otherwise disturbing satellite transitions also in a targeted way, using well-defined, monoenergetic excitation conditions. 13, 14 Moreover, EBIT spectral line positions are not affected by Doppler shifts on the level of accuracy achieved in x-ray crystal spectroscopy [15] [16] [17] [18] at accelerators.
In principle, several methods are available for precise xray wavelength determination: crystal spectroscopy, resonant laser spectroscopy, and bolometry. In general, resonant laser excitation, which in the optical region [19] [20] [21] reaches extreme accuracies, would be the ideal spectroscopic tool. Unfortunately, throughout the last decades application of this method in the x-ray region suffered from the lack of appropriate laser sources. Only now, with x-ray free electron lasers (XFELs) being developed and starting operation at several places 22 resonant laser fluorescence spectroscopy both in the vacuum a) Electronic mail: kubicek@mpi-hd.mpg.de. ultraviolet 23 and the x-ray region 24 up to photon energies of ∼10 keV (Refs. 25-27) will become feasible.
Apart from that x-ray bolometers exhibit today a resolution near that of crystal spectrometers. [28] [29] [30] [31] [32] Here, however, wavelengths can be measured relatively only.
Crystal spectrometers using curved [33] [34] [35] [36] [37] or flat crystals are still used for high-resolution measurements of x-ray transition energies. The Bragg angle θ is typically determined with fractional uncertainties θ /θ in the tens of ppm region relative to those of x-ray reference lines, e.g., K α transition lines of copper, molybdenum, and tungsten, 38 by fixing the direction of incoming x-rays by collimating slits, 39 which unfortunately also reduces the x-ray flux. To avoid error contributions caused by the asymmetric reference lines, techniques without them were developed. Such methods include, for example, using a monolithic crystal, where two reflecting surfaces are separated by an accurately measured distance, 40 or the Bond method, 41 where x-ray reflections at the Bragg angles θ and −θ are determined to eliminate errors due to a zero offset of the angular scale (double sided measuring technique).
Combining the Bond technique with a laser-assisted reference method for the precise directional determination of the incoming x-rays 3 we have introduced a novel spectrometer type which we tested at the Heidelberg EBITs. Here laser beams are used as reference spots -called fiducials -instead of collimation slits.
In this review we report on a substantial upgrade of that combined concept, explicitly resolving curvatures of the x-ray lines on the two-dimensional detectors which previously were determined indirectly only. This improved the absolute accuracy by more than a factor of 10. In this new configuration the wavelength of the w-transition 42 (1s2p 1 P 1 → 1s 2 1 S 0 ) in Helike argon could be determined with an uncertainty of 1.5 ppm only. This result is the most precise value for a wavelength of any He-like ion reported so far, what makes it sensitive to binding energy QED contributions at the level of two-electron and two-photon radiative diagrams. Since various predictions . Merging and manipulation chamber: (e) represents the linear manipulator for changing optical bandpass filter and Be x-ray window, (f) the pellicle beam merger and (g) and (h) the first and second retractable optical lenses, respectively. Bond x-ray spectrometer: (i) is the first detector and (j) the second one, (k) the crystal, and (l) a glass window for optical alignment.
differ on the level of 2 ppm, our measurements provide benchmarks for these calculations. We describe the laser-assisted Bond technique, i. e., the combination of the light fiducials with the Bond method in detail, giving special emphasis to the estimate of the accuracies achievable and to the discussion of remaining error contributions.
II. SPECTROMETER ARRANGEMENT
An overview on the measuring setup and its principle is sketched in Fig. 1 . The central unit is a Bond precision flat crystal x-ray spectrometer, for details see Fig. 2 , designed to measure mirrored Bragg angles θ and −θ determined by means of two opposed two-dimensional detectors (i) and (j) viewing alternatively the diffracting side of the crystal (k). The detectors (i, j) are simultaneously used also for determining the position of the light fiducidals. They can be rotated by ±30
• by two opposing stepper motor driven flexible bellows. The rotation angles are measured with an uncertainty of ∼10 −3• . One crystal (k) can be mounted on the stepper motor driven crystal holder which can be rotated using a vacuum rotation platform. Its rotation angle ξ is measured with an absolute precision of 5 × 10 −5• by means of a incremental angular encoder. For our experiments, this crystal holder was balanced by supporting it from one side to reduce excentric forces acting on the angular encoder. The holder allows for rotation of the crystal around its surface normal, in order to align φ, the pivot angle between the crystal surface and the crystal lattice planes, perpendicular to the diffraction plane. Thus, differences in the reference planes for the reflection angles of the x-rays and the light fiducials have been effectively reduced.
The crystal receives simultaneously photons, both from an x-ray source (EBIT) and an angular fiducial visible light source where this source (a) utilizes a well-defined interference pattern from a transmission grating (c) diffracted laser beam (635 nm) for relative angular calibration. Both photon beams are overlayed in a merger and manipulation chamber Here, α and β 1, 2 are the angles between the direction from the source to the rotation axis of the crystal and the x-ray, respectively the light fiducial beams, ξ 1 (α) and ξ 2 (α) the crystal angles determined for (a/b) 1 
, where a and b are the distances from the light fiducials to the x-ray line, the offset angle of the crystal angular measurement, γ = ξ 1 (α) − ξ 2 (α), ϕ an arbitrary crystal rotation and 2ϕ the corresponding detector rotation angle. x and y characterize shifts in the grating and the ion cloud position. Notice that the order of light fiducials on the CCD detector planes is reversed. The function of the pinhole is described in detail in Sec. III B 2. by a light reflecting but x-ray transmitting thin membrane, the pellicle beam merger (f). Within this chamber additionally a manipulator allows for rapid exchange of a bandpass filter (440 nm) and a beryllium foil (e). The Be foil is needed for the x-ray measurements whereas the bandpass filter is used for optical adjustment of the fiducial light source. Both filter and window are compulsory for respective background reduction. At the exit of the merger chamber two retractable lenses (g,h) can be inserted into the beamline in order to focus visible light to the detector plane (see Sec. IV). The characteristic details of the components for our setup can be found in Table I . The x-ray spectrometer axis, i.e., the rotation axis of the crystal, was mounted parallel (shown in Fig. 1 ) or perpendicular, i.e., head on, to the electron beam -line or point source, respectively (UHV vacuum 10 −9 mbar). The distance L between EBIT and spectrometer represents a compromise between photon flux and resolution λ/ λ.
III. MEASUREMENT PRINCIPLE
The laser-assisted Bond technique relies on a precise knowledge of the geometrical parameters of the flat crystal x-ray spectrometer and exploiting light fiducials is crucial. X-rays and laser beams are reflected by the same rotatable flat crystal (k) according to Bragg's law, respectively to the specular optical reflection law, in direction of the CCDs (i, j) ( and, thus, the method are both widely insensitive to changes in the crystal or detector positions, as long as the origin of the x-rays and the laser light overlap. 
A. Geometry of the light fiducial setup
As illustrated in Fig. 2 , a crystal rotation by γ = 180
leads for x-rays of identical incoming directions to be reflected to the respective other detector with equal ratios a/b(α) measured on both CCDs. Here, θ is the Bragg angle of the line of interest and ξ 1 (α), ξ 2 (α) the crystal angles corresponding to the start and end positions of the crystal rotation, respectively. The ratios a/b(α) are determined as a function of the crystal angle ξ (α), and the resulting curves a/b(ξ ) are then used to calculate θ by means of the difference in the crystal angles θ = (180
• − ξ 1 (α) + ξ 2 (α))/2. Here, ξ 1 (α) and ξ 2 (α) have to be obtained under the constraint that (a/b) 1 (α) = (a/b) 2 (α), (a/b) 1 (α) being the ratio a/b(α) of one detector, and vice versa. Advantageously, while applying this method only the differences in the crystal angles ξ 1 (α) − ξ 2 (α) are considered in the data analysis and, consequently, a possible offset angle has no influence on the measured Bragg angle.
B. Alignment of the origin of the light fiducials
In order to achieve a wavelength determination with a total uncertainty of λ/λ ∼ 1 ppm the method described above requires (virtual) spatial overlap of the positions of the adjustable grating, i.e., the origin of the light fiducials, and the ion cloud, i.e., the origin of the x-rays, within certain boundaries x and y (see Fig. 2 ).
Using the geometrical relation for the ratio a/b in dependence of x and y, and the def-
, the former two were calculated to x ≤ 5 mm and y ≤ 0.5 mm. Here, L refers to the distance between the x-ray source and the detector, α is the angle of the incoming direction for the diffracted x-rays and β 1 + β 2 is the separation angle between the light fiducials, respectively. As expected, alignment in the x direction is less crucial than in the y direction and can be met comparatively easily by carefully mounting the grating. In contrast, for the lateral y direction, a determination of the positions of the ion cloud and the transmission grating and a subsequent sophisticated adjustment of the position of the grating are required.
Adjustment in y direction
The position of the cloud is measured by imaging it onto the detector plane. Boron-like argon is produced and trapped in our EBIT. Its 2s 2 2p 3/2 → 2s 2 2p 1/2 forbidden transition is excited by electron impact, and as depicted in Fig. 3 the ∼440 nm light emitted passes the bandpass filter suppressing stray light and is reflected by the crystal toward the detectors. To measure the position of the grating which is mounted underneath a slit (see also (b) in Fig. 1 ), this slit is illuminated by a light emitting diode at 440 nm, the light is coupled into the beam path of the x-rays by the pellicle beam merger and reflected by the crystal on the detector plane. During both measurements focussing onto the CCD plane is achieved by two achromatic lenses. The y position of the slit and grating is adjusted to the cloud position by comparing the fitted peak positions of the projections of their images on the wavelength dispersive detector axis and by moving the slit correspondingly using the micrometer screw (d) in Fig. 1 . In this way, an overlap in the y position is achieved within ±∼25 μm.
Corrections for the extended source
The influence of a possible misalignment z of the x-ray spectrometer in axial direction, i.e., with respect to a geometry where the centers of the x-ray source, the crystal and the detectors, and the crystal lattice normal lie inside the diffraction plane, was calculated taking into account that all x-ray lines exhibit a minute curvature in the detector plane (perpendicular to the dispersion plane). Consequently, projecting raw data x-ray peak positions are shifted by an assumed factor K compared to those of ideal straight lines. For the light fiducial method this implies that at equal incoming direction of the x-rays the ratios a/b for both detectors show a reversed behaviour, a/b(α) = (a/b) 1 (α) = (a/b) 2 (α) being changed to (a/b) 1 (α) = (a + K)/(b − K) for the first detector and to (a/b) 2 
Here, L denotes again the distance between the x-ray source and the detector, and q and l are the dimensions of the source and the detector in z direction, respectively. For L = 1886 mm, l = 23 mm, z = 0, and q = 40 mm (q = 1 mm) corresponding to a configuration where the x-ray spectrometer axis is mounted parallel (line source) (perpendicular, i.e., head on, (point source)) to the EBIT electron beam the correction angles ζ are on the order of ∼10 −3• (∼10 −4• ). To verify these results, a Monte-Carlo-ray-tracing-simulation which includes all beamline components has been developed. Figure 4 shows the results of this simulation along with the calculated (see Eq. (2)) x-ray reflex for the w-transition in Ar 16 + including all points along the line source. The graph shows the excellent agreement between this calculation and the simulation. Disregarding the correction angles ζ an unacceptable systematic error of λ/λ ≈ 25 ppm ( λ/λ ≈ 5 ppm) is induced in the wavelength determination. Accordingly, in our earlier publication 12 taking this effect only partially into account we stated a larger error of 20 ppm.
Adjustment in z direction
To improve the alignment in z direction two approaches have been followed: reducing the line curvature and determining its magnitude experimentally. Minimizing the curvature while at the same time preserving the x-ray flux (which would imply using a point source), requires very good alignment. The z positions of the center of the ion cloud, the crystal and the detectors, as well as of the origin of the light fiducials, have to be measured on an absolute scale with respect to the crystal surface normal and the position of the spectrometer has to be adjusted correspondingly, such that all these points lie inside the diffraction plane, and z = 0.
r The position of the crystal center is determined coupling a He-Ne-laser that is adjustable in the z direction from the back side into the spectrometer main chamber through an UHV window (l in Fig. 1 ) opposite of the EBIT port. Its back-reflection from the crystal is monitored as a function of z. This allows to align the beam parallely to the crystal surface normal and to determine the z position of the crystal center.
r The z positions of the CCD centers are measured relatively to the surface normal and the crystal center. The laser is adjusted to the crystal center and the crystal is rotated reflecting the He-Ne-laser on either one of the two CCDs. The z position of the laser spot recorded is compared to the z position of the crystal center. A difference in the two positions is taken into account in the data analysis.
r The z position of the cloud center is measured according to the procedure described for the alignment in Sec. III B 1. the pinhole. We estimate that the remaining deviation from the ideal spectrometer configuration together with the fact that the setup was adjusted to the crystal surface rather than to the lattice normal, both lead to a maximum uncertainty of ∼0.3 ppm in the determination of the x-ray transition energy. This error contribution is denoted as " fiducials " in Sec. IV B.
After alignment in x, y, and z directions, the lenses are retracted for the remaining measurement period, and the light fiducials are generated (see Fig. 5 ). Their incoming angles of β 1,2 ∼ 0.15
• , corresponding to a grating constant of g = 0.2 mm, can be adjusted to β 1 = β 2 by rotating the light fiducial assembly in the x-y-plane. The slit is placed at the center of rotation, thus preserving the established alignment.
X-ray line profiles
Moreover the x-ray line curvature was observed experimentally. X-ray sum spectra (see Fig. 6 ) were carefully analyzed, determining the position of the x-ray peak on the wavelength dispersive axis as a function of the position on the non-dispersive axis (slices). The results are depicted in Fig. 7 for the w-transition in Ar 16 + measured with the x-ray spectrometer rotation axis oriented parallel to the electron beam (line source). Excellent agreement between this observations and a simulated curvature calculated using the Monte-Carloray-tracing-simulation described above is found. The magnitude of the curvature could be obtained with an uncertainty of about ∼6.5 × 10 −5• corresponding to an error contribution on the order of ∼1.3 ppm in the wavelength determination, which is listed as " curvature " in Sec. IV B. As a result and compared to our earlier measurements 12 the contribution of the line curvature on the detectors to the total absolute error budget has been reduced by more than a factor 10 for this spectrometer configuration.
IV. DATA ANALYSIS AND RESULTS
A detailed description of the EBIT settings, measurement procedure, data aquisition and analysis can be found in Ref. 3 . . The latter is binned 32 times. X-ray energies were calculated by determining the peak maxima through Voigt fits on the experimental (dots) and simulated (Monte-Carlo-ray-tracing-simulation; triangles) line profiles. These were obtained by projecting the x-ray sum spectrum on the dispersive axis. The whole process was automated and only data points which could be fitted by the program in a reasonable number of iterations are displayed. The x-ray sum spectrum was measured with the x-ray spectrometer axis mounted parallel to the EBIT electron beam.
Here, we want to discuss mainly crucial changes in the data analysis, sources of systematic errors, and their influence on the total uncertainty of wavelength measurements while using the laser-assisted Bond method as well as the results of our latest experiments on the w-transition in Ar 16 + .
A. Determination of the Bragg angle and the wavelength of the w-transition
The ratios a/b(α) for the w-line are plotted for both detectors as a function of the measured crystal angle ξ . Both curves are fitted according to the procedure described in Ref. 3 . The two detector crystal angles ξ 1 (α) and ξ 2 (α) are obtained at equal ratios a/b(α) of the x-ray line. The Bragg angle θ is calculated via the relation θ = (180
• − ξ 1 (α) + ξ 2 (α))/2 (see Sec. III A). However, the effect of the x-ray line curvature on the measured Bragg angle θ has to be considered. Therefore, two approaches are followed. In a first ansatz, the correction angle ζ (see Sec. III B 2) is determined by calculating the average value of the absolute peak positions of the fits to the curved x-ray line profiles for all positions on the nondispersive axis (see Fig. 7 ). The real Bragg angles θ are then obtained correcting the measured Bragg angles θ according to the relation ζ = θ − θ . In a second approach, the experimental data is fitted using the equation for the shift of the peak position on the wavelength dispersive axis as a function of the position on the non-dispersive axis. The curved x-ray line is transformed into an ideal straight line shifting each row of the non-dispersive axis corresponding to the fit results parallel to the dispersive axis. Both approaches yielded consistent results for the real Bragg angle θ . This angle is converted into wavelength via the relation
with δ λ being the refractive index of the Si-111 crystal at the wavelength λ and d its lattice constant. The former is taken from the Center for X-Ray Optics 44 while the latter is determined to be 2d = 6.271 219(3) Å using the values 2d = 6.27 120 246(16) Å and 2.60 × 10 −6 K −1 temperature for the Si-111 lattice constant and the linear temperature coefficient of expansion of silicon, respectively, as recommended for vacuum conditions and 22.5
• C by CODATA. 38 Finally, the transition energy is calculated from the wavelength determined to be 3949.068(6) mÅ for the w-line in He-like Ar 16 + setting the wavelength-to-energy conversion factor to hc = 1.239 841 875 × 10 −6 eV m yielding a transition energy of 3139.581(5) eV. Table II shows the remaining error contributions for the w-transition wavelength in Ar 16 + after alignment and temperature stabilization of the spectrometer setup. Here, " fiducials " refer to the error caused by the remaining uncertainty in the position of the origin of the light fiducials after alignment to the origin of the x-rays. " Curvature " takes into account the uncertainty of about 6.5 × 10 −5• in the determination of the correction angle ζ for a configuration where the x-ray spectrometer rotation main axis is oriented parallel to the EBIT electron beam. " Lattice " is related to the contribution induced by minor fluctuations T < 0.3 K in the temperature of the experimental area which lead to variations of about 3 × 10 −6 Å in the crystal lattice constant and, thus, to an uncertainty of about 3 × 10 −5• in the determination of the Bragg angles. Finally, " statistics " accounts for the limited counting statistics. It can be seen that the total error of the wavelength measurement on the w-transition in Ar 16 + is dominated by the ±2.5 meV and ±4.0 meV contribution of the uncertainty in the lattice constant and in the curvature of the x-ray lines, respectively. However, in recent experimental tests the latter contribution could be reduced additionally by up to a factor of ∼25 mounting the spectrometer axis perpendicular to the EBIT electron beam axis by looking head on to the ion cloud through the electron collector aperture (x-ray point source). This minimizes the dimension q of the x-ray source in z direction and, consequently, the line curvature (Eq. (2)). Apart from that, in future measurements the contribution " lattice " will be diminished further if the temperature of the spectrometer setup can be stabilized to T 0.3 • K.
B. Error budget

C. Results and discussion
Our measurements on the w-line in Ar 16 + yields a transition energy of 3139.581(5) eV or a wavelength of 3949.068 (6) mÅ with an error of 1.5 ppm only. Figure 8 compares this result with former experimental values 3, 9, 12 and theoretical predictions. [45] [46] [47] Regarding the experimental results it has to be emphasized that in our 2005, 3 2007, 12 and the Deslattes et al. 9 experiment the wavelength of the w-line was determined relatively to the Lyman-α lines of Ar 17 + with only the present experimental values being obtained through absolute wavelength measurements. Besides, an important point is that for our first high-precision measurement on this line in 2005 the origin of the light fiducials was not aligned in x and y direction with the origin of the x-rays. Unfortunately, this was not considered in the error analysis such that the total uncertainty for the 2005 result is underestimated. We want to indicate as well that in our 2007 experiment 12 a final uncertainty of the absolute wavelength measurements of roughly 20 ppm could not be excluded. This figure could be significantly reduced by correcting the curvature of the x-ray lines in the detector plane comparing the theoretical and absolutely measured values for the wavelength of the Lyman-α 1 line in Ar 17 + , attributing a possible deviation to the curvature and scaling the effect to the wavelength of the w-line. 46 BSQED. 47 Experiment: Deslattes et al., 9 Braun et al., 3 Bruhns et al. 12 The present total uncertainty of 4.8 meV is indicated by the dashed lines.
In contrast, in the present measurements the curvature was determined explicitly, and an extensive simulation of this effect was carried out. In summary, aligning the origin of the light fiducials with respect to the origin of the x-rays in x and y direction, providing an absolute instead of a relative wavelength measurement and exactly adjusting the spectrometer setup in z direction the total experimental uncertainty could be reduced by a factor of 10 between 2005 and today. Thus, the current result, the only absolute, reference-line free measurement on this line, represents the most precise value for a wavelength of any He-like ion reported so far, being a factor 1.2 more accurate than the previous best relative result 12 provided also by our group.
We want to emphasize that our 2007 and the latest experimental value agree within <1 ppm in spite of the fact that the spectrometer assembly was dismounted and rebuilt several times in between these measurements. This demonstrates the outstanding reproducibility of our results when using the laser-assisted measurement method. In contrast, a comparison with the previous result by Deslattes et al. 9 shows a slight discrepancy of the absolute values, even though that within uncertainties overlap is achieved. However, in the latter experiment Ar 16 + ions were produced as recoil ions in a gas cell by collisions with fast highly charged uranium ions. As stated by the authors contamination of the spectra with satellite lines is likely and could have led to a shift in the x-ray line centroid and a reduction of the measured energy.
Comparing our present result with predictions, it can be stated that it agrees excellently with both the values of bound state QED (BSQED) (Ref. 47 ) and All Order (AO) (Ref. 46) calculations. In contrast, the result calculated by the unified method (UM) (Ref. 45 ) deviates by about one standard deviation. This small difference could be explained by the fact that UM does not include higher order relativistic corrections to the electron-electron interaction, and could indicate that already for He-like systems with nuclear charge Z = 18 relativistic effects play an important role in the calculations of the QED contributions to the energy levels. Table III shows the theoretical one-and two-electron QED terms 47 of the 1s2p 1 P 1 excited and 1s 2 1 S 0 ground states of Ar 16 + , respectively. The uncertainty of our present result is a factor of ∼20 smaller than all of the two-electron QED corrections to the 1 S 0 ground state energy and a factor of 2 smaller than the corrections caused by the exchange of two virtual photons (9 meV). Consequently, the experiment probes these QED contributions as well as the total one-electron contribution of the excited 1 P 1 state (6 meV) but is not yet sensitive to its total two-electron term (3 meV).
We finally want to mention that future measurements will focus on He-like transitions of other elements, probing QED over its whole range from the regime where calculations are dominated more by electron-electron interactions to the highly relativistic domain. Besides, using our laser-assisted method, x-ray line energies of other systems, e.g., hydrogenlike ions, can be absolutely determined with uncertainties as small as 1 ppm. This could allow to establish Lyman-α lines of H-like ions as future atomic x-ray standards, e.g., for the calibration of microcalorimeters or for resonant laser excitation experiments at third generation synchrotons and freeelectron lasers (FEL). 23, 24 Finally, in this context it seems promising to use the here presented spectrometer setup for high-precision FEL x-ray emission spectroscopy.
