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We study the quantum noise of electronic current in a double barrier system with a single resonant
level. In the framework of the Landauer formalism we treat the double barrier as a quantum
coherent scattering region that can exchange photons with a coupled electric field, e.g. a laser beam
or a periodic ac-bias voltage. As a consequence of the manyfold parameters that are involved in
this system, a complicated step-like structure arises in the non-symmetrized current-current auto
correlation spectrum and a peak-like structure in the cross correlation spectrum with and without
harmonic ac-driving. We present an analytic solution for these noise spectral functions by assuming
a Breit-Wigner lineshape. In detail we study how the correlation functions are affected by photo-
assisted tunneling (PAT) events and discuss the underlying elementary events of charge transfer
where we identify a new kind of contribution to shot-noise. This enables us to clarify the influence
of a not centered irradiation of such a structure with light in terms of contributions originating
from different sets of coherent scattering channels. Moreover we show how the noise is influenced
by acquiring a scattering phase due to the complex reflection amplitudes that are crucial in the
Landauer approach.
PACS numbers:
I. INTRODUCTION
As a striking consequence of charge quantisation
shot noise can be used to characterize electron trans-
port in mesoscopic systems1–4. In ballistic electron
transport5,6 partitioning of the scattered quasiparticles7
is the mechanism defining the statistics of charge fluctu-
ations in the two leads. Indeed, the principle of count-
ing individual charges leads to the full counting statis-
tics approach8 which has been successfully applied to
tackle a variety of problems, e. g. superconducting
heterostructures9,10, electron transport in multi-terminal
conductors11, zero-frequency noise in multi-level quan-
tum dots12 or frequency-dependent noise in interacting
conductors.13 This formalism has also been incorporated
to characterize the elementary events of current-current
correlations for energy-independent scattering at zero fre-
quency but with finite ac-driving voltage.14,15 Such an
harmonic voltage dependence can be induced by irradi-
ating the structure with light16, e.g a laser beam.17 Ongo-
ing effort in improving the detection of current-current
correlations at high frequencies18–20 and coupling such
structures to light fields or ac-bias voltages21–27 offers
an interesting playground to examine quantum charge
transport or light-matter interaction in mesoscopic sys-
tems. Within the last years considerable progress in
ac-transport has been achieved. E.g. the irradiation
induced opening of a dynamical gap has been calcu-
lated28 in a 2D electron gas when spin-orbit interaction
is present. The current and noise through long, ac-driven
molecular wires29–32, various aspects about ac-driven car-
bon based conductors33–37, photo-assisted noise in the
fractional quantum Hall regime38, low-frequency cur-
rent noise in diffusive conductors39, noise in adiabatic
pumping40–42 and the influence of electron-phonon in-
teraction has been studied43. Even more works have
investigated the influence of Coulomb repulsion on the
transport through a quantum dot44–50. Electron-electron
interactions can be included within a Green function for-
malism or generalized master-equation approach. Inter-
estingly, quantum noise spectra are symmetrized by per-
forming a Markov approximation58,59. In this classical
limit, one can make use of the Mac Donald formula and
calculate the noise of a quantum dot system with ac-bias
voltages up to a Born approximation as shown recently
in Ref.66.
It has been shown recently in experiment18–20,51–53 and
theoretically3,4,54–61 that the noise of a two-terminal de-
vice, as for a coherent scattering double barrier structure,
leads to an asymmetric noise spectrum in the quantum
regime. Since current operators at different times do not
commute one could argue that, in order to get physical
results, the shot-noise spectrum should be symmetrized
in the frequency Ω in analogy to the classical noise16. In-
deed, such a quantity describes experiments in the classi-
cal detection regime correctly54,62–65. Nevertheless it has
become clear during the last years that asymmetric noise
can be measured if a detector discriminates between the
absorption and emission of energy quanta ~Ω from or to
the system55,56. Then the positive (negative) frequen-
cies of the noise spectra correspond to energy quanta
~Ω transferred from (to) the radiation field to (from)
the charge carriers in the quantum dot. The negative
frequency part of the spectrum, the emission branch,
should be measured by an active detector setup56, since
at low enough temperature the energy transfer from the
quasiparticles to the radiation field is forbidden other-
wise. The detected current fluctuations are described by
a combination of the “pure” correlators of two currents at
different times. Fourier transformation to the frequency
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2domain defines the asymmetric noise spectrum, which
might in addition depend on some harmonic driving in
the leads eVac cos(ωt), as
Sαβ(Ω,Ω
′, ω) =
∞∫
−∞
dtdt′Sαβ(t, t′, ω)eiΩt+iΩ
′t′ . (1)
The non-symmetrized shot noise correlates currents at
two times:
Sαβ(t, t
′, ω) =
〈
∆Iˆα(t)∆Iˆβ(t
′)
〉
(2)
with variance ∆Iˆα(t) = Iˆα(t) − 〈Iˆα(t)〉. Experimental
accessible are the fluctuations averaged over a timescales
large compared to the one defined by the driving fre-
quency ω. Thus, as in Ref.16, we introduce Wigner co-
ordinates t = T + τ/2 and t′ = T − τ/2 and average
over a driving period 2pi/ω. Then the noise spectrum
is defined by the quantum statistical expectation value
of the Fourier-transformed current-operator Iˆα(Ω) via
Sαβ(Ω,Ω
′, ω) = 2piδ(Ω + Ω′)Sαβ(Ω, ω) = 〈Iˆα(Ω)Iˆβ(Ω′)〉.
Sαβ(Ω, ω) is just the Fourier transform of Sαβ(τ, ω).
Similarly, in the case without ac-driving the noise is
only a function of relative times τ = t − t′. In or-
der to keep notation short, in the dc-bias limit we write
Sαβ(Ω) := Sαβ(Ω, ω = 0).
As we show in this article, the finite frequency cur-
rent noise can be interpreted by splitting it into contri-
butions which are emanating from reservoir α = L,R
and being scattered into terminal β = L,R. This mo-
tivates us to study the individual auto-terminal and
cross-terminal current-current correlators, the ‘building-
blocks’ of the possible noise spectra measured in experi-
ments3,18–20,51–53. The paper is organized as follows: Be-
low we describe the basic properties of the driven quan-
tum dot. In the next section we provide the basic for-
mulas in the scattering formalism. The main results are
discussed in the two following parts about the auto- and
cross-correlation noise spectra. We relate features of the
calculated plots to possible scattering events and com-
pare the spontaneous PAT events at finite dc-bias with-
out driving with those induced by the ac-voltage. Where
possible we connect our approach to known cases. The
following part is devoted to interpret the results in terms
of elementary events of charge transfer. The results are
summarized in the last section of this article.
For resonant tunneling with energy-dependent trans-
mission through the scattering region, e.g. as in many
quantum dots or molecules, the scattered particles have
to be in resonance with the available energy levels of the
scatterer. In case of a single resonant level at least one of
the chemical potentials of the reservoirs has to be aligned
with this energy level. Alternatively a quasiparticle in
the leads has to absorb or emit suitable energy quanta
to bridge the energy gap between the chemical potential
and the resonance. This can be achieved via absorption
or emission of photons stimulated by an external elec-
tric field, typically a microwave or laser beam. In the
Tien-Gordon theory16,67 such an illumination with light
corresponds to an oscillating voltage in either one or both
leads. Depending on the way the light field is coupled to
the electronic circuit it has to be treated as either sym-
metric or asymmetric in the amplitudes of the harmonic
ac-driving in the left and right lead. A spatial asymmetry
in the illumination could additionally introduce different
temperatures in the two leads and thus create thermo-
currents25. If the driving is asymmetric there can be a
photocurrent even when no bias voltage is applied. For
the noise, asymmetry effects in terms of enhancement or
reduction of the ac-drive in a terminal α can be related
to the corresponding correlator and so to the kind of
scattering events described by its integrand. We neglect
interactions and disregard charging effects by assuming
metallic structures with pefect screening. In general one
should treat charging effects in a self-consistent manner
via a dynamical conductance16,68–70, which has been re-
cently confirmed experimentally71
II. SCATTERING APPROACH TO RESONANT
TUNNELING WITH AC-DRIVING
Following the work of Pedersen and Bu¨ttiker16 we
take the ac-voltage Vm(t) = Vac,m cos (ωt) at contact
m = L,R into account by redefinition of the reservoir
operators via aˆm() =
∑
l aˆ
′
m( − l~ω)Jl (αm). Here the
Jl are the Bessel functions of the first kind. The dimen-
sionless parameters αL =
a+1
2 α and αR =
a−1
2 α define
the strength of the ac-drive in the contacts via α = eVac~ω
and the asymmetry parameter a ∈ [−1, 1]. Vac denotes
the amplitude of the ac-bias coupling to the DB system
and ω the corresponding driving frequency. In order to
write down the current one has to integrate the expres-
sion for the current operator and replace the statistical
averages of the creation and annihilation operators by
their equilibrium values. For the Fermi function in lead
m the abbreviation f em() = [exp (βm(− µm)) + 1]−1
with βm = 1/(kBTm) is used. Unoccupied states, in
other words occupied hole-like states, are denoted by
fhm() = 1− f em().
We treat our setup as a Fabry-Pe´rot like DB sys-
tem, for which the transmission probability T (, r) =
t†(, r)t(, r) is well known72. Incoming and outgo-
ing scattering states are related by the energy-dependent
scattering matrix (s-matrix) via bˆn() =
∑
m smnaˆm().
The s-matrix is of the form
s(, r) =
(
r(, r) t
′(, r)
t(, r) r
′(, r)
)
. (3)
For a resonant level we can use the Breit-Wigner expres-
sion to define the matrix elements and thus the transmis-
sion through the scattering region via
smn(, r) = δmn − i
√
γmγn
− r + iγ2
, (4)
3S
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FIG. 1: Top: Zero-temperature auto-correlations for a cen-
tered resonance (top) where each curve belongs to a differ-
ent resonance width γ. The curves are for symmetrically ap-
plied dc-bias (−eV/2 = µl = −µr). With increasing reso-
nance width γ the step-like structure of the noise spectrum
gets washed out. By increasing γ the noise at negative fre-
quencies is reduced while the spectrum exhibits the typical
linear frequency-dependence for energy-independent scatter-
ing. Bottom: The four contributions to the noise spectrum
SLL(Ω, L)α→β for resonance positions r/eV = −0.3, 0, 0.3
and γ/eV = 0.01 are shown. Shifting the resonance or the
potentials will change the positions of the steps and the im-
pact of the contributions.
where γ =
∑
m γm is the half width of the resonance and
r is the resonance energy of the level. In general the
barrier strength γn could also depend on energy which
we neglect here for simplicity. Furthermore we assume
symmetric barriers γL = γR = γ/2 and call the setup
symmetric if the resonance is at the Fermi energy (r = 0)
and −µL = µR = eV/2.
If the s-matrix does not dependent on energy,
quantum-noise generated by the current partitioning at
the scattering region can be traced down to fluctuations
in the electronic occupations of the contact with the emis-
sion of carriers from left and right leads73. These fluc-
tuations are the sum of variances of the possible current
pulses of incident (or empty) wave packets at left and
right contacts times their weight factors. An incident
wave packet can either be transmitted, with probabil-
ity T , or reflected with probability 1 − T . It has been
shown that in this limit completely closed (T = 0) or
open (T = 1) channels can not produce any noise, since
either no charge is transferred or their is no partition-
ing at the scatterer. For intermediate values of T the
quantum noise in this regime consists of four linear con-
tributions. Two contribution with initial and final states
related to the same terminal with onsets at Ω = 0 and
two contributions with initial and final states at oppo-
site terminals and onsets at ~Ω = ±eV . This limit is
approached in the spectrum of Fig. 1 for γ & eV . Thus,
at zero temperature the asymmetric noise spectrum is
nonzero if ~Ω > −eV and exhibits kinks at frequencies
~Ω = 0, eV . When performing the zero-frequency limit
some contributions will be absent due to Pauli princi-
ple. This is e.g the case for current pulses incident from
right and left lead where one is transmitted and the other
one reflected, the whole process being proportional to
T (1 − T )f eα()f eβ(), because then f eα() = f eβ(). How-
ever, at finite frequency and with additional ac-driving
it is in general not possible to express the noise in terms
of transmission or reflection probabilities but one has to
interpret the different products of s-matrices involved in
the four contributions to the noise. The weight of these
contributions is given by the Besselfunctions Jn (α) that
describe a photon emission or absorption processes of or-
der n at driving strength α. The noise spectral density
is defined as
Sαβ(Ω, ω) =
(
e2
2pi~
)∫
d
∑
γδ,lkm
Jl
(
eVγ
~ω
)
Jk
(
eVδ
~ω
)
Jm+k−l
(
eVδ
~ω
)
Jm
(
eVγ
~ω
)
Tr [Aγδ(α, , + ~Ω)Aδγ(β, + ~Ω + (m− l)~ω, + (m− l)~ω, )] f eγ(− l~ω)fhδ (+ ~Ω− k~ω) (5)
With the so-called current matrix Aγδ(α, , 
′) =
δαγδβδ − s∗αγ()sβδ(′) which connects incoming and out-
going states via the s-matrices at different energies. If
one of the frequencies involved is zero at least some
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FIG. 2: Examples of the integrands real parts for finite eV
without (top) and with (bottom) ac-driving. We show the
integrands Mn→n′(Ω, ω) with (n, n
′) = (L,L), (L,R), (R,L)
and (R,R) as a function of  for a centered resonance (r =
0). The lines show the integrand while the filling denotes
the integration interval. Top: No ac-driving, so at negative
frequency only R→ L contributions are present, as indicated
by the shaded region. The L→ R term is similar to the other
cross-terminal contribution, both have a single peak, located
at  = r or at  = r − ~Ω. If Ω → 0 these terms interfere
destructively leading to a double peak shape with maximal
values of 1/4 around the local minima at  = 0,−~Ω. The
auto-terminal contributions have a double-peak structure at
the same energies. For Ω → 0 the L → L term can be > 1,
but it is not probed for a centered resonance. Its significant
contributions are at ~Ω ≥ eV/2 and not shown in the example.
Bottom: Integrands of the ac-driven setup with ~Ω/γ = 30,
~ω/γ = 65, and l = 1; other parameters as above. Due to the
complex s-matrices negative values are possible.
correlators can be written in terms of T () and R().
But in general this is not the case due to the special
role of the complex reflection amplitudes. In equilib-
rium (eV = 0, α = 0) these amplitudes lead to finite
noise even if no transmission through the system is pos-
sible74. We will emphasize their special role concerning
the noise spectral function if finite bias voltages are ap-
plied. Therefore we separate the dc-noise spectrum into
a sum of states which are scattered from terminal α to
terminal β:
SLL(Ω, ω) :=
∑
α,β=L,R
Cα→β(Ω, ω) (6)
The four correlators contributing to auto-correlation
noise without time-dependent voltages (ω = 0) are then
determined by
CL→L(Ω) =
e2
2pi~
Θ(~Ω)
µL∫
µL−~Ω
d |r∗()r(+ ~Ω)− 1|2
(7a)
CR→R(Ω) =
e2
2pi~
Θ(~Ω)
µR∫
µR−~Ω
d T ()T (+ ~Ω) (7b)
CL→R(Ω) =
e2
2pi~
Θ(~Ω− eV )
µL∫
µR−~Ω
dR()T (+ ~Ω)
(7c)
CR→L(Ω) =
e2
2pi~
Θ(~Ω + eV )
µR∫
µL−~Ω
d T ()R(+ ~Ω) .
(7d)
Here the correlator of Eqn. (7a) can not explicitly be
written as a product of probabilities. Rather we find
a term with states scattered from and back to lead
L describing the two-particle quantum interference of
coherently scattered quasiparticles with the occupied
states in the lead where current-fluctuations are mea-
sured. The quasiparticles in the lead can interfere with
either a reflected quasi-electron that absorbs a quanta
~Ω or with a quasi-hole propagating along the inverse
path and emitting a photon with energy ~Ω. In terms
of probabilities CL→L(Ω) acquires a finite scattering-
phase Φ(,Ω) = Arg [r∗()r(+ Ω)] via its integrand that
can be written as (1 + R()R( + ~Ω) − 2[R()R( +
~Ω)]1/2 cos(Φ(,Ω)))f eL()fhL(+ ~Ω). Moreover it is this
contribution that can produce noise even for vanishing
transmission, in analogy to the equilibrium problem. For
our choice of chemical potentials the only non-vanishing
correlator at zero-frequency is given by Eq. (7d).
Without ac-bias voltages but at finite frequency the
auto-correlations are real and the cross-correlations at
opposite terminals are the hermitian conjugate of each
other, so they obey the symmetries:
S†LL(Ω) = SLL(Ω) (8)
S†LR(Ω) = SRL(Ω) (9)
In addition, if Ω = 0, the well-known symmetry Sαα(Ω =
0) = −Sαβ(Ω = 0) is recovered, so the sum of all current-
correlations vanishes
∑
α,β=L,R
Sαβ(Ω = 0) = 0, see also
Refs.2,61. In order to develop an intuitive interpretation
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FIG. 3: Elementary events of Cα→β(Ω, ω). We have cho-
sen (α, β) = (R,L) and r = 0 as an example. The fre-
quency is fixed close to the step at ~Ω = −eV/2 in the noise
spectrum. A higher frequency would shift the lower bound
of the integration window (colored region around the reso-
nance) and the hole-like final states downward towards µL.
The filling of the left and right reservoirs refer to the ap-
plied dc- and ac-bias voltages. The available free and occu-
pied states are defined by the Fermi functions for electrons
feL/R(Ω, k) = fL/R(+~Ω+k~ω) and for holes fhL/R(Ω, k) =
1− fL/R(+ ~Ω + k~ω). Arrows indicate the possible mecha-
nism which are suggested by the products of s-matrices that
appear in the integrands. We show the contributions up to
first order in the driving n~ω, so n = 0,±1. The colored re-
gion in-between the barriers denotes the integration interval
when n=0.
for products of two s-matrices s∗αβ()sα′β′(+~Ω) we ex-
press them in terms of probabilities. If both s-matrices
have the same indices α′ = α and β′ = β we introduce
the transmission and reflection functions
T (, + ~Ω) = t∗()t(+ ~Ω) (10)
R(, + ~Ω) = r∗()r(+ ~Ω) . (11)
In terms of the usual probabilities T () and R() we find
T (, + ~Ω) =
T ()
(
+ ~ΩT (+ ~Ω)
+ ~Ω
+
i~ΩT (+ ~Ω)
γ
)
(12)
R(, + ~Ω) =
R()
(
+ ~ΩT (+ ~Ω)

+
i~Ω(+ ~Ω)T (+ ~Ω)
γ
)
.
(13)
For Ω → 0 these expressions reproduce the probabilities
T () and R(). At finite Ω they illustrate nicely how an
imaginary part and at the same time an additional con-
tribution to the real part are acquired, both proportional
to ~ΩT (+~Ω). At the same time contributions propor-
tional to the probability T () are modified by a factor
/( + ~Ω). Depending on the value of Ω this can lead
to a reduced or enhanced transmission function for those
processes. The imaginary part can be seen as a finite
scattering time in the FP setup where the corresponding
timescale is given by the inverse resonance width 1/γ.
If we allow arbitrary pairings of s-matrices at energies
separated by the frequencies Ω, ω, as they appear in in
Eq. (5) for the noise spectral function with finite ac-bias
voltage, we find the transmission functions
T (Ωm, ωn) := s
∗
LR(Ωm)sLR(ωn)
= T (Ωm)T (ωn)
(
1 +
mn
γ2
+ i
ωn − Ωm
γ
)
(14a)
R(Ωm, ωn) := s
∗
LL(Ωm)sLL(ωn)
= R(m)R(n)
(
1 +
γ2
mn
+ i
γ(ωn − Ωm)
nm
)
(14b)
M(Ωm, ωn) := s
∗
LL(Ωm)sLR(ωn)
= R(Ωm)T (ωn)
(
ωn − Ωm
n
+ i
2n + γ
2
γn
.
)
(14c)
Above we used the shorthands ωm(Ωm) = m~ω(Ω) and
n(m) = + ωn(Ωm), with integer m,n.
Since we only regard symmetric coupling to the leads
(γL = γR) the s-matrices are invariant when exchang-
ing reservoir indices L and R. Then the noise is sym-
metric under exchange of the indices L,R if the dc-
bias is reversed, too. Therefore we only deal with the
auto-correlation and cross-correlation noise SLL(Ω, ω)
and SLR(Ω, ω). Consequently we also give the formu-
las in terms of t() = sLR() = sRL() as well as
r() = sLL() = sRR().
III. CURRENT-CURRENT AUTO
CORRELATIONS
The description in terms of initial and final states de-
fined by the Fermi function products is supported by
expressing the noise spectrum with the help of Fermi’s
golden rule55,56:
Sαα(Ω) = 2pi
∑
i,f
Pi
∣∣∣〈i ∣∣∣∆Iˆα∣∣∣ f〉∣∣∣2 δ (i − f − ~Ω) , (15)
where Pi is the probability that the initial state is filled,
here described by the grand-canonical ensemble. The sys-
tem absorbs photons ~Ω from an electric field and tunnels
from the initial state |i〉 = |i, n〉 with n photons to the fi-
nal state |f〉 = |f, n+ 1〉 containing n+1 photons. In the
same way the substitution Ω→ −Ω describes emission of
photons with final states containing n−1 photons. Then
the sum of emission and absorption processes can be used
to relate the noise spectrum to the ac-conductivity. For a
Breit-Wigner lineshape, Eq. (4), the noise spectral den-
sity can be calculated analytically at kBT = 0. In the
6dc-limit integration of Eqs.(7) yields
CL→L(Ω, V ) = Θ(Ω)f(Ω)(1 + (Ω/γ)2)F (µL − r,Ω)
(16a)
CR→R(Ω, V ) = Θ(Ω)f(Ω)F (µR − r,Ω) (16b)
CL→R(Ω, V ) = Θ(Ω− eV )f(Ω) G(− r,Ω)|µLµR−Ω
(16c)
CR→L(Ω, V ) = Θ(Ω + eV )f(Ω) G(− r,Ω)|µRµL−Ω ,
(16d)
where we used the definitions provided in the appendix,
Eqs. (27)-(38). The result for CR→L(Ω, V ) is iden-
tical to CR→L(Ω, V ) when we interchange the reser-
voir indices L,R and thus replace eV by −eV in
the pre-factor. When the setup is symmetric the re-
sult for the cross-terminal contributions is defined by
the replacement G(− r,Ω)|µLµR−Ω → H(−V/2,Ω) and
G(− r,Ω)|µRµL−Ω → H(V/2,Ω). Obviously, the unique
fingerprint of the terminal L, where the fluctuations are
probed, is given by the additional frequency-dependence
in the pre-factor. Moreover, at Ω = 0 the noise power is
defined by SLL(0, V ) = CR→L(0, V ) where
CR→L(0, V ) =
e2γ
4~
[
atan
(
µR − r
γ
)
− atan
(
µL − r
γ
)
+γ
(
µR − r
(µR − r)2 + γ2 −
µL − r
(µL − r)2 + γ2
)]
.
(17)
Thus, at −µL = µR = eV/2 and with γ  eV we have
CR→L(0, V ) = e
2γpi/2~. This results in the well known
sub-Poissonian Fano factor F ≡ SLL(Ω = 0, ω)/eI =
1/2. In the opposite limit, when ~Ω  eV , the correla-
tors approach the values
CL→L(Ω→∞, V ) =
e2piγ
2~
(18a)
CR→R(Ω→∞, V ) = 0 (18b)
CL→R(Ω→∞, V ) =
e2γ
2~
[
pi − 2atan
[
eV
2γ
]]
(18c)
CR→L(Ω→∞, V ) =
e2γ
2~
[
pi + 2atan
[
eV
2γ
]]
, (18d)
in agreement with Fig. 1. For large bias voltages
CL→R(Ω → ∞, V ) = 0 whereas CR→L(Ω → ∞, V ) and
CL→L(Ω → ∞, V ) both contribute to the frequency-
dependent Fano factor with unity. Thus, for large fre-
quencies the Fano factor approaches F = 2. Due to the
lengthy expressions that occur when finite ac-bias is ap-
plied, we provide the analytical results in the appendix,
Eqs.(39). Then Fano factors F > 2 are possible since
the average dc-current can be suppressed by the ac-bias
voltage. Besides the onsets of the correlators and their in-
terpretation in terms of absorption (Ω > 0) and emission
(Ω < 0) of photons by the scattered quasiparticles there
is a second important ingredient that determines the cur-
rent fluctuations. Namely, if the energy is provided there
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FIG. 4: Zero dc-bias auto-correlations but finite ac-bias. Top:
Noise vs driving for different values of the asymmetry param-
eter a. Other parameters are ~ω/γ = 50, α = 1.86, eV,Ω = 0.
Bottom: Some examples (a = 0, 0.5, 1) of the four contribu-
tions to the noise vs α. For a → 1 (Vac,R = 0) the R → R
term vanishes (bottom). Then SLL(~Ω = 0, eV = 0) oscillates
around smaller values in comparison to the a = 0 configura-
tion.
has to exist a scattering channel so a quasiparticle can
contribute to the current and current-noise. This is de-
termined by the integrand, the distance of the resonant
level to the chemical potentials of the reservoirs and the
resonance width. The interplay of these features will be
discussed in the following intensively.
A. Effect of finite frequency
In the noise spectrum of Fig. 1 the first step of SLL(Ω)
is determined by states contributing to CR→L(Ω). For
a centered resonance the distance of the resonance to
the chemical potential of the left reservoir is −eV/2, so
the step is at the corresponding frequency. If we in-
crease the distance to the reservoir of the final state the
step is shifted to smaller frequencies so the plateau gets
wider. This behavior can be understood by an argument
provided by the structure of the involved product of s-
matrices (Fig. 2). This product exhibits a single peak at
r − ~Ω that is only probed by the noise if it is inside
the energy window µL − ~Ω . . . µR and a small shoulder
for energies larger than ~Ω. It is clear from above ar-
7-2 -1 0 1 20
0,5
1
1,5
2
2,5
3
-1
-0.5
0
0.5
1
￿Ω/eV
￿ e 2π
￿
S
L
L
(Ω
,ω
)/
e
￿I￿
a
S
L
R
(Ω
,ω
)/
e
￿I￿
￿ e 2π
￿
-2 -1 0 1 2-0,02
0
0,02
0,04 -1
-0.5
0
0.5
1
￿Ω/eV
a
S
L
L
(Ω
,ω
)/
e
￿I￿
￿ e 2π￿
FIG. 5: Auto-correlation (top) and cross-correlation noise
spectral density (bottom) with ac-driving (α = 1.86, ~ω/γ =
35, a = 1). The coincidence of steps in the auto-terminal
and peaks in the cross-terminal noise spectra is only partial,
since the integrand in dominating contributions probes peaks
at different energies. The (local) minimum at ~Ω = 0 of the
(auto) cross-terminal noise translates for the chosen parame-
ters into a Fano factor F = (+)− 0.5.
guments that the step-width is 2γ. Since for frequencies
−eV/2 < ~Ω < eV/2 no further scattering paths exist,
the noise stays constant in this regime apart from the dip
around ~Ω = 0. This sub-Poissonian Fano factor can be
understood as the effect of electron anti-bunching. Since
incoming wave packets hit the scattering region with a
rate 1/eV and have a temporal extension proportional
to 1/γ, a frequency ~Ω ∼ γ can not probe the correla-
tion between them. This picture is supported by the fact
that at frequencies of the order of the resonance width the
two correlated events, which are suggested by the Fermi
functions, are both in resonance. Namely an electron-
like state f eR() transmitted T () at energy  from right
to left, and a hole state fhL(+~Ω), reflected at left termi-
nal at energy + ~Ω with probability R(+ ~Ω). So the
integrand in CR→L is suppressed by a factor of 2 (we have
a second resonant path) in terms of the interference-like
dip around  = 0. In the mentioned regime the transmis-
sion can still be aligned with the resonance energy lead-
ing to the same charge transfer as for higher frequencies,
whereas the reflected path is strongly suppressed since
R() → 0 as  → r, so the ratio S/eI should be sup-
pressed. A similar discussion of the other contributions
is straight forward. The main aspects are: The dom-
inating contributions are those where the final state is
related to the measurement terminal. This is also the
terminal where charge is effectively transferred to. If the
energy transferred via PAT events matches the distance
of the resonance energy r from the chemical potential
µL = −eV/2, then the interference-like term CL→L leads
to the second step, located at ~Ω = eV/2 in the noise
spectrum. Assuming a centered resonance, the integrand
for this term exhibits peaks at  = 0,−~Ω. Those peaks
unite to a single one when ~Ω ≤ 2γ (see the black curve in
Fig. 2 a) and show destructive interference corresponding
to the afore mentioned anti-bunching of the quasiparti-
cles. If µL = µR = 0 this behavior is the origin of a small
overshoot in the auto-correlation spectrum at frequency
Ω ≤ γ before the spectrum saturates (not shown in the
plots).
If a finite dc-bias is applied, then the peak around  = 0
is outside the integration window. But the center of the
second peak comes into play when ~Ω ≥ eV/2, thus we
find a step there. The smallest impact on the noise comes
from CR→R(Ω) and CL→R(Ω) since they probe the tail
of the resonance only. The latter one naturally only has
a small impact on current-current correlations because a
quasiparticle needs to be provided with an energy quan-
tum ~Ω ≥ eV in order to overcome the potential differ-
ence. Therefore the resonance position, as long as it is
inside the bias-window does not affect the onset of the
contribution, but modifies the impact on the noise.
B. Influence of harmonic ac-driving
Here we have to distinguish between differently
coupled light fields, wether the ac-drive is applied at
both or one terminal only. The ac-bias voltage opens
additional scattering paths as illustrated in Fig. 3
for CR→L(Ω, ω) with arbitrary a. There, PAT events
induced by the ac-bias are considered up to first order.
When a = 1 all contributions to the auto-terminal noise
except CL→L(Ω, ω) are given by the set of scattering
paths determined by the s-matrices without ac-drive. In
that case the two Besselfunction corresponding to the
not driven terminal generate a Kronecker delta which
assures that the two remaining Besselfunctions of the
other terminal have the same indices. So the product of
all Besselfunctions is positive by definition. Furthermore
the arguments of the s-matrices are independent of the
driving frequency because only the energies (m − l)~ω
with m − l = 0 are allowed. Thus, for scattering
events where one of the two states is related to a driven
reservoir, either the initial or the final one, the ac-driving
enters only via the k~ω or l~ω terms in the argument of
the Fermi functions but leave the integrand unchanged.
Consequently, PAT events that are stimulated by the
ac-bias voltage show up in all correlators even if initial
and final states are not related to the driven terminal.
But the number of features that can be identified in the
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FIG. 6: Frequency dependence of the zero-temperature
current-current cross-correlations for r = 0. The minima
at ~Ω → 0 is given by SLR = −SLL|Ω=0. Dominating terms
inside the integration intervals are originating from the cross-
terminal contribution. The inset shows a zoom into auto-
terminal terms, which are identical (r = 0) and orders of
magnitude smaller than cross-terminal ones due to the sharp
resonance considered. Now a peak-like structure can be ob-
served instead of the step-like behavior observed in the auto-
correlation spectrum.
noise spectral function increases when |a| 6= 1. Now let
us take a closer look on Fig. 4, where eV = 0 and Ω = 0:
Starting the analysis with the curve for a = 1 one can
identify the minima and maxima of SLL(Ω, ω) with the
zeros of the Jn(α) when n = 0, 1. The surprising fact
that the oscillations have minima when J1 vanishes is
due to the n = 0 term which has no contribution to the
noise because it does not probe the peak of the involved
integrand. But for frequencies larger then γ the n = 1
term does and therefore dominates the charge transport
and fluctuations. The same reason leads to the maxima
when J0 has minima and thereby reduces the weight of
the zero-order terms. Because of the completeness of the
Besselfunctions then the higher order terms, which are
non-zero if m = l > 0, have a stronger weight and the
noise is enhanced. In this example the ac-generated PAT
contributions to the noise are related to the left reservoir
- the oscillating one - so the correlations CR→R(Ω, ω)
vanish. The oscillatory behavior of the Besselfunctions
is clearly visible for contributions CL→L(Ω, ω) and for
the two cross-contributions to SLL(Ω = 0, ω). These are
identical and exhibit even more pronounced oscillations,
with a maximal contribution of Cα→β(Ω, ω)/eI = 0.125.
That’s why the two limiting cases a = 1 and a = 0 have
maximal values of 0.5 and 0.375. If the asymmetry in the
driving is reduced, as done above (meaning we increase
the amplitude of the driving with opposite sign at the
second reservoir), the contributions CR→R(Ω, ω) are
finite. As an example we analyse the curve for a = 0.5.
This means in the left reservoir we have an effective
driving of the order 0.75α while at the right reservoir
of the order 0.25α. Consequently for CL→L(Ω, ω) we
find maxima where Jn(0.75α) has minima and for
CR→R(Ω, ω) where Jn(0.25α) has minima. Since we
are analyzing a situation where r = 0 (symmetric
setup) the two cross-contributions Cα→β(Ω, ω) (α 6= β)
to the auto-correlation noise are identical at eV = 0,
showing minima at intermediate positions between the
expected minima related to αL and αR. Concerning the
cross-correlation spectrum at ~Ω = 0 as a function of
the driving the results are analogues. The curve starts
at SLR(α = 0) = 0 and oscillates around negative values
between −1/2 . . . − 3/8 (a = −1 . . . 1). At finite voltage
the curves start at ±1/2 and still show the oscillations
due to the Besselfunctions. But, e.g. for the auto-
correlator in our setup, contributions scattered into the
left reservoir (the driven one) are again dominant. Then
the CR→L(Ω, ω) term is the one giving the finite value at
zero driving, consistent with the dc noise spectra. The
second dominant contribution at ~Ω = 0, CL→L(Ω, ω), is
switched on by the driving voltage. When an additional
ac-bias voltage is applied, the noise spectral function as
plotted in Fig. 5 acquires additional steps due to PAT
events related to the driving. The height of the steps
is non-universal and determined by the Besselfunctions.
Since the arguments αL/R stay constant, the step-height
height decreases for large n and oscillates as a function of
α. It vanishes at nodes of the Besselfunctions, analogues
to the limit of energy-independent scattering as studied
for ac-biased junctions in Ref.21. For vanishing ac-drive
only the zero order Besselfunction should contribute,
thus we find a step height proportional to J0(0) = 1.
Besides the dip around ~Ω = 0 one now expects further
features in the noise at frequencies ~Ω = µα − r ± n~ω
with α = L,R.
IV. CURRENT-CURRENT
CROSS-CORRELATIONS
In this section we focus on the cross-correlation noise
spectral function. Again we write contributions to the
zero temperature noise explicitly as a sum.
SLR(Ω, ω) =
∑
α,β=L,R
Ccrossα→β(Ω, ω) (19)
determines the cross-correlation noise spectrum where
the Ccrossα→β(Ω) are in general complex quantities. If α = β
the correlators Ccrossα→α(Ω) ∈ R at ~Ω = 0 in the dc-limit.
Accordingly, at finite frequency these terms acquire a
phase factor. The different contributions in the dc-limit
9read
CcrossL→L(Ω) =
e2Θ(~Ω)
2pi~
µL∫
µL−~Ω
d
t∗(+ ~Ω)t() [r∗()r(+ ~Ω)− 1] (20a)
CcrossR→R(Ω) =
e2Θ(~Ω)
2pi~
µR∫
µR−~Ω
d
t∗()t(+ ~Ω) [r∗(+ ~Ω)r()− 1] (20b)
CcrossL→R(Ω) =
e2Θ(~Ω− eV )
2pi~
µL∫
µR−~Ω
d
r∗()t()r∗(+ ~Ω)t(+ ~Ω) (20c)
CcrossR→L(Ω) =
e2Θ(~Ω + eV )
2pi~
µR∫
µL−~Ω
d
t∗()r()t∗(+ ~Ω)r(+ ~Ω) (20d)
The onsets of the Ccrossα→β(Ω) are the same as before. As
shown in Fig. 6, the finite frequency cross-correlation
noise spectrum can be positive as it is also the case in su-
perconducting systems75,76. Steps in the auto-correlation
spectrum now translate into peaks at negative and into
dips at positive frequencies as it can be seen in Fig. 6.
To shine a light on the this difference it is again fruitful
to study the shape of the integrands involved. In com-
parison to auto-correlations, cross-correlations exhibit a
different symmetry in the pairing of s-matrices. The
cross-contributions to Sαβ(Ω, ω) are similar to the auto-
correlation contributions to Sαα(Ω, ω) and vice versa.
In detail, the main contribution now originates from
CcrossR→L. Similar to the integrand shown in Fig. 2 for
auto-correlation noise with ac-driving, the integrand and
thus the correlator itself can be negative. At frequen-
cies ~Ω ≤ γ the correlations between opposite terminals
are negative by definition, due to the unitarity of the s-
matrix. In this regime the integrand takes negative val-
ues whereas for energies ~Ω  γ a positive contribution
emerges due to PAT. An off-centered resonance splits the
peak at ~Ω = −eV/2 in CcrossR→L symmetrically, in analogy
to the shifting of the step position in the current-current
auto-correlation spectrum, Fig 1. If r > |eV/2| these
two peaks at ~Ω = −eV/2± r move towards Ω = −eV, 0
where they vanish and the noise spectrum gets negative
along the whole emission branch (Ω < 0). As for the
auto-correlation noise spectrum, at kBT = 0 the cross-
correlation noise spectrum can be calculated analytically
by assuming a Breit-Wigner lineshape, Eq. (4). Integra-
tion of Eqs.(20) yields
CcrossL→L(Ω) =Θ(Ω)f(Ω)(1 + iΩ/γ)F (µL − r,Ω) (21a)
CcrossR→R(Ω) =Θ(Ω)f(Ω)(1− iΩ/γ)F (µR − r,Ω) (21b)
CcrossL→R(Ω) =−Θ(Ω− eV )f(Ω) K(− r,Ω)|µLµR−Ω
(21c)
CcrossR→L(Ω) =−Θ(Ω + eV )f(Ω) K(− r,Ω)|µRµL−Ω ,
(21d)
where the functions F (,Ω) and K(,Ω) are defined
in the appendix, see Eqs. (27)-(38). As for the auto-
terminal noise, the correlator CcrossR→L(Ω) is equal to
CcrossL→R(Ω) when the reservoir indices L,R are inter-
changed, and thus the voltage in the Heaviside theta
function changes sign, too. CcrossR→R(Ω) is equal to
CcrossL→L(Ω) if we take the complex conjugate of the pre-
factor (1 + iΩ/γ). Overall the solutions are very sim-
ilar to the auto-terminal noise spectral function were
the most prominent difference is the imaginary part
occurring in the pre-factors. Again the results can
be simplified for a symmetric setup, leading to the
replacements K(− r,Ω)|µRµL−Ω → −2K(V/2,Ω) and
K(− r,Ω)|µLµR−Ω → 2K(V/2,−Ω). At Ω = 0 the noise
power is given by SLR(0) = C
cross
R→L(0) with
CcrossR→L(0) =
−e2γΘ(eV )
4~
(
γ(µL − r)
γ2 + (µL − r)2
− γ(µR − r)
γ2 + (µR − r)2 + atan
[
µR − r
γ
]
− atan
[
µL − r
γ
])
(22)
Assuming γ  µL/R − r this results in
CcrossR→L(0) = − e
2γpi
2~ and thus a Fano factor F = −1/2.
At Ω = 0 the sum of all correlations vanishes
SLR(0) + SLL(0) + SRL(0) + SRR(0) = 0 since in
this limit all s-matrices are probed at the same energy.
In the limit |~Ω|  |eV | all correlators that contribute
to the cross-correlation noise spectrum vanish.
Now we switch on the ac-bias voltage and set Ω, r =
0. Then the auto-terminal contributions to the cross-
correlation spectrum are real and can therefore be de-
scribed by the product of two transmission probabilities.
Cross-terminal contributions are related by complex con-
jugation. In this limit we can use the transmission func-
tions introduced in Eq. (14) to express the integrands
defined by Eq. (5) in an intuitive way as
M crossL→L(ωm−l, 0) = M
cross
R→R(ωm−l, 0)
= T ()T (+ (m− l)~ω) (23a)
M crossL→R(ωm−l, 0) = [M
cross
R→L(ωm−l, 0)]
∗
= T (0, + (m− l)~ω)R(0, ωm−l) .
(23b)
We give our analytical results for the cross-correlation
noise spectral function when a finite ac-bias is applied
in the appendix, Eqs. (40). Corresponding noise spectra
are presented in Fig. 5 for different values of a.
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V. ENERGY INDEPENDENT SCATTERING
AND ELEMENTARY CHARGE TRANSFER
PROCESSES
In the scattering approach without interaction it is
straightforward to go from the single level setup that we
have concentrated on, to two or more energy levels. If
there is no internal coupling of the levels, the current
as well as the current noise through the involved reso-
nances is just the sum of the independent contributions.
Cross-over from an energy-independent scattering to
the multi-level case turns the straight lines shape of the
noise power discussed before into a sequence of steps at
the resonance energies. If the energy levels are internally
coupled the difficulty is to find the corresponding
s-matrix. For two coupled levels at zero bias voltage
the frequency-dependence of shot noise has been studied
recently60. Although the resonant levels fingerprint in
the spectra gives a lot of benefits when interpreting
the data and identifying scattering channels, its energy
dependence also brings a bunch of complications. Es-
pecially the events can not be defined by transmission
and reflection probabilities, which connect occupied and
unoccupied states in the reservoirs. If one drops this
energy dependence, Imry et. al.56 have shown that the
four contributions to the noise are proportional to the
Bose-distribution function nB(). Interestingly this orig-
inates from the product fα() (1− fβ(+ ~Ω)), which
can also be written as (nB(Ω) + 1) (fα()− fβ(+ ~Ω)).
Integration over all energies yields ~Ω (nB(Ω) + 1),
what is again proportional to the photon distribution.
In this way the four contributions are proportional
to Mβ→αxαβ(nB(α,β) + 1), with xLL = xRR = ~Ω,
xLR = ~Ω− eV and xRL = ~Ω + eV .
In Refs.14,15 the noise power has been studied for sys-
tems with time-dependent voltages as an interplay be-
tween unidirectional and bidirectional events of charge
transfer. Those events can be related to the four cor-
relators of the shot-noise spectrum, even at energy-
dependent scattering (see also Fig 3). Let us first set
α, ~Ω, kBT = 0. Then current-fluctuations are deter-
mined by CR→L(Ω, ω) and are a pure source of unidirec-
tional events. If there is a free state in reservoir L an elec-
tron in R is either reflected back to reservoir R or trans-
mitted to L. Thus, the whole process is proportional to
T ()R()f eR()f
h
R(). For symmetric bias µL = −µR < 0
the analogues hole-like process is equivalent and describes
effective electron transfer from R to L with same prob-
ability. At finite Ω the correlator CR→L(Ω, 0) is pro-
portional to T ()R()f eR()f
h
L( + ~Ω). Or in terms of
electron-like events this can be written with the help of
the photonic-distribution nB() = 1/[Exp[/kBT ] − 1]
as T ()R()(nB(Ω) + 1)(f
e
R() − f eL( + ~Ω)). Thus, we
probe photonic fluctuations due to a virtual electron-
hole pair created by the frequency in lead L, with one
partner being transmitted and the other one being re-
flected. CL→R(Ω, 0) describes the equivalent process
with electron-hole pair generation in terminal R with ef-
fective charge transfer to the right. CL→L(Ω, 0) couples
electron and hole paths during reflection in the scattering
region via r∗()r( + ~Ω), what also introduces a finite
scattering phase as discussed in section II. CR→R(Ω, 0)
then probes the difference in the transmission of electron-
hole excitations incident from the right, described by
f eR() − f eR( + ~Ω). Although auto-terminal correla-
tors depend on a single chemical potential, rather than
the bias voltage, the interplay with PAT processes gives
rise to photo-assisted unidirectional events of charge
transfer. Now we finally examine the case of finite ac-
bias eVac,L cos(ωt) at ~Ω, kBT = 0. Then both cross-
contributions still describe unidirectional (l = 0) and
bidirectional events (l 6= 0) via
Suni+biLL (ω) =
e2
2pi~
∑
l
J2l (αL)
∞∫
−∞
T ()(1− T ())d
(
f eR()f
h
L(− l~ω) + f eL(− l~ω)fhR()
)
. (24)
E.g. the first term refers to events that are proportional
to T ()T (m−l)(nB(l~ω) + 1)(f eR()− f eL(− l~ω)), with
electron-hole pair creation in the driven (L) terminal for
l 6= 0. Auto-terminal contributions are given by
SacLL(ω) =
e2
2pi~
∑
β;k,l,m
Jl (αβ) Jk (αβ) Jm (αβ) Jl+k−m (αβ)
∞∫
−∞
d T ()T (m−l)feβ(−l)f
h
β (−k) , (25)
where β = L,R and n ≡ + n~ω. Since we set αR = 0,
the term with β = R vanishes at kBT = 0. This purely
ac-induced contribution can not be interpreted by bidi-
rectional events. If β = L, virtual electron-hole pairs are
generated in the left reservoir. Thus, the two particles are
incident from the left, but now both species are transmit-
ted with different probabilities where the whole process
is proportional to T ()T (m−l). Therefor, the correla-
tor describes events where both particles move into the
same direction. In this way both auto-terminal contribu-
tions refer to ac-induced unidirectional charge transfer
events scattered towards the measurement terminal. If
the resonance is very narrow (γ  eV, ~ω), the product
T ()T (m−l) will be very small if m 6= l. Then the main
contributions from Eq.(25) are expected when l = m. By
assuming energy-independent scattering, the correlators
can be expressed in terms of the photonic distribution as
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CL→L =
e2
2pi~
T 2
∑
k,l,m
Jl (αL) Jk (αL) Jm (αL) Jl+k−m (αL)
× [nB((l − k)~ω) + 1] (l − k)~ω (26a)
CL→R =
e2
2pi~
T (1− T )
∑
l
J2l (αL) (l~ω − eV )
× [nB(l~ω − eV ) + 1] (26b)
CR→L =
e2
2pi~
T (1− T )
∑
l
J2l (αL) (eV − l~ω)
× [nB(eV − l~ω) + 1] (26c)
CR→R =
e2kBT
2pi~
T 2 , (26d)
where we have assumed a = 1 and identical temper-
atures T in both reservoirs. We have also dropped
the arguments on the left hand side for compacter
notation. On one hand, dc-induced unidirectional events
are determined by the the cross-terminal contributions.
On the other hand, bidirectional events are due to
photonic fluctuations and the associated electron-hole
pairs induced in the driven terminal. This terminal
(L) affects three out of the four correlators. If both
distribution functions refer to the ac-biased terminal,
as in CL→L(ω), we have ac-induced unidirectional events.
VI. CONCLUSIONS
In summary we have interpreted the asymmetric noise
spectra of an coherent-scattering double-barrier system
with a single resonant level. We calculated an analyt-
ical solution for the photo-assisted noise spectral func-
tion for auto-terminal and cross-terminal current-current
correlations at kBT = 0 by assuming a Breit-Wigner
lineshape for the resonance. At finite frequency or fi-
nite ac-bias shot noise is produced by partitioning of
electron-hole pairs. As a consequence, this simple system
shows a noise spectrum sensitive to many parameters. It
exhibit signatures of quantum-coherent current-current
correlations as a sub-Poissonian Fano factor around the
resonance energy. This anti-bunching of electrons is in
competition with the PAT events, stimulated by the ac-
driving (n~ω) or a static electric field (~Ω). At frequen-
cies ~Ω ≥ r + eV/2 we find a super-Poissonian Fano
factor for the auto-terminal noise and positive values
for the cross-terminal noise when ~Ω  γ. Further-
more we have shown how the scattering events can be
assigned to the four different combinations of final and
initial electronic states. Cross-terminal contributions to
the auto-correlation noise spectral function can be re-
lated to the unidirectional and bidirectional elementary
events of charge transfer identified in a recent microscopic
derivation14. But the scattering approach also reveals an
additional kind of processes where the ac-bias voltage
induces unidirectional events directed towards the mea-
surement terminal. In the limit ~Ω→ 0 we could express
the photo-assisted noise in terms of the photonic distribu-
tion function. The scattering formalism gives insight to
the connection between the different regimes discussed
throughout this article. Moreover, it also allows us to
connect the interpretation of shot noise obtained via dif-
ferent approaches, e.g. by FCS or a discussion in terms
of wave packets via the Fermi golden rule. The steps and
dips of the noise spectra can be used in experiments to
extract information about the resonance position, effec-
tive chemical potentials or in general to get insight into
the coupling of the laser-field to the system in terms of
PAT.
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VIII. APPENDIX: ANALYTIC SOLUTION
By the help of the definitions below we can write the
analytic solutions for the non-symmetrized noise spec-
trum in a compact way. If only dc-bias voltages are
present, it turns out to be convenient to introduce the
pre-factor
f(Ω) =
e2γ3
2 (4γ2 + Ω2)
. (27)
Furthermore we use the expressions
F (,Ω) = atan
(
+ Ω
γ
)
− atan
(
− Ω
γ
)
− γ
Ω
ln
 (γ2 + 2)2(
γ2 + (+ Ω)
2
)(
γ2 + (− Ω)2
)
 (28)
G(,Ω) =
[
3 +
(
Ω
γ
)2]
atan
(
+ Ω
γ
)
− atan
(

γ
)
+
γ
Ω
ln
[
γ2 + 2
γ2 + (+ Ω)
2
]
(29)
H(,Ω) =
[
2 +
(
Ω
γ
)2](
atan
(
+ Ω
γ
)
+ atan
(

γ
))
+2
γ
Ω
ln
[
γ2 + 2
γ2 + (+ Ω)
2
]
(30)
for auto- and cross-terminal noise. To achieve a compact
notation for the cross-terminal noise we also need the
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definition
K(,Ω) = atan
(
+ Ω
γ
)
+ atan
(

γ
)
+
γ2 + Ω2/2
γΩ
ln
[
γ2 + 2
γ2 + (+ Ω)
2
]
. (31)
If additional ac-bias voltages are present it is reasonable
to make use of the pre-factor
f˜(Ω) =
e2γ4
4
(32)
and the shorthands
D1 = [(2iγ + Ω)(2iγ + ω)(Ω + ω)]
−1
(33)
D2 = [(2iγ + Ω)(−2iγ + ω)(Ω− ω)]−1 (34)
D±3 =2γ(iγ ± Ω + ω) (35)
D±4 =2(γ ± iΩ)(iγ + ω) . (36)
Finally we complete the set of functions with
A±(,Ω, ω) = 2iatan
(
+ Ω + ω
γ
)
± ln (γ2 + (+ Ω + ω)2) (37)
B±(Ω, ω) = 2(γ + iΩ)(±iγ + Ω + ω) , (38)
where A±(,Ω, ω) defines the basic shape of the results
for ac-biased systems and B±(Ω, ω) is needed for the de-
scription of the cross-correlation spectrum. Below we
present the results for the photo-assisted noise spec-
tral density of auto-terminal and cross-terminal current-
current correlations. We assume a Breit-Wigner line-
shape (4) for the resonant level and perform the energy
integration in Eqn.(5). The results are plotted as a func-
tion of frequency in Fig.5. Due to the cumbersome ex-
pressions we use the shorthands defined above as well as
the notation ω˜ ≡ (m − l)~ω and set ~ = 1. For the
auto-correlation function we then find
CL→L(Ω, ω) = f˜(Ω)(1 + (Ω/γ)2)
∑
lkm
Θ(Ω + (l − k)ω)Jl (αL) Jk (αL) Jm+k−l (αL) Jm (αL)
[
−D1A−(, 0, 0) +D2A−(,Ω, 0)−D∗2A−(,Ω, ω˜) +D∗1A−(, 0, ω˜)
]=µL+lω
=µR−Ω+kω (39a)
CR→R(Ω, ω) = f˜(Ω)
∑
lkm
Θ(Ω + (l − k)ω)Jl (αL) Jk (αL) Jm+k−l (αL) Jm (αL)
[
D1A
+(, 0, 0) +D∗1A
−(, 0, ω˜)−D∗2A−(,Ω, 0)−D∗2A+(,Ω, ω˜)
]=µR+lω
=µR−Ω+kω (39b)
CL→R(Ω, ω) = f˜(Ω)
∑
lkm
Θ(Ω + (l − k)ω − eV )Jl (αL) Jk (αR) Jm+k−l (αR) Jm (αL)
[
B+(0, ω˜)D1A
+(, 0, 0) +B−(Ω, ω˜)D∗1A
+(,Ω, ω˜) +B−(−Ω, ω˜)D2A+(,Ω, 0) +B+(0, ω˜)D∗2A−(, 0,Ω)
]=µL+lω
=µR−Ω+kω
(39c)
CR→L(Ω, ω) = f˜(Ω)
∑
lkm
Θ(Ω + (l − k)ω + eV )Jl (αR) Jk (αL) Jm+k−l (αL) Jm (αR)
[
B+(0, ω˜)D1A
−(, 0, 0) +
+B−(−Ω, ω˜)D2A−(,Ω, 0) +B+(0, ω˜)D∗2A+(, 0,Ω) +B−(Ω, ω˜)D∗1A+(,Ω, ω˜)
]=µL+lω
=µL−Ω+kω . (39d)
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Using the same notation the solution of the cross-terminal correlations can be cast in the form
CcrossL→L(Ω, ω) =
∑
lkm
Θ(Ω + (l − k)ω)Jl (αL) Jk (αL) Jm+k−l (αL) Jm (αL)
[
D1A
+(, 0, 0)−D∗1A+(,Ω, ω˜)−D2A+(,Ω, 0) +D∗2A−(, 0, ω˜)
]=µL+lω
=µL−Ω+kω (40a)
CcrossR→R(Ω, ω) =
∑
lkm
Θ(Ω + (l − k)ω)Jl (αR) Jk (αR) Jm+k−l (αR) Jm (αR)
[
D1A
+(, 0, 0)−D∗1A−(,Ω, ω˜)−D2A−(,Ω, 0) +D∗2A+(, 0, ω˜)
]=µR+lω
=µR−Ω+kω (40b)
CcrossL→R(Ω, ω) =
∑
lkm
Θ(Ω + (l − k)ω − eV )Jl (αL) Jk (αR) Jm+k−l (αR) Jm (αL)
[
D+3 D1A
+(, 0, 0) + (D+3 )
∗D∗1A
−(,Ω, ω˜) + (D+4 )
∗D2A+(,Ω, 0) +D+4 D
∗
2A
−(, 0, ω˜)
]=µL+lω
=µR−Ω+kω (40c)
CcrossR→L(Ω, ω) =
∑
lkm
Θ(Ω + (l − k)ω + eV )Jl (αR) Jk (αL) Jm+k−l (αL) Jm (αR)
[
D−4 D1A
−(, 0, 0) + (D−4 )
∗D∗1A
+(,Ω, ω˜) + (D−3 )
∗D2A−(,Ω, 0) +D−3 D
∗
2A
+(, 0, ω˜)
]=µR+lω
=µL−Ω+kω , (40d)
In the dc-limit these expressions simplify to Eqs. (16) for auto-correlation noise and Eqs. (21) for cross-correlation
noise. Obviously, the additional ac-bias introduces a complicated scattering phase via the imaginary parts in the
above expressions. The noise spectrum is plotted for different asymmetry parameters a in Fig. 5. Ac-bias voltages
introduce additional peaks and dips related to the driving frequency ω. By varying a, such PAT induced peaks in the
cross-correlation noise spectra can turn into dips and vice versa.
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