Microfluidic sensors have been very effective for rapid, portable bioanalysis, such as in determining the pH of a sample. By simultaneously detecting multiple chemicals, the overall measurement performance can be greatly improved. One such method involves a series of parallel microchannels, each of which measures one individual agent. For unbiased readings, the flow rate in each channel should be approximately the same. In addition, the system needs a compact volume which reduces both the wasted channel space and the overall device cost. To achieve these conditions, a manifold was designed using a tapered power law, based on a concept derived for electronics cooling systems. This manifold features a single feed passage of varying diameter, eliminating the excess volume from multiple branch steps. The design was simulated using computational fluid dynamics (CFD), which demonstrated uniform flow performance within 2.5% standard deviation. The design was further examined with microparticle image velocimetry (PIV), and the experimental flow rates were also uniform with approximately 10% standard deviation. Hence, the tapered power law can provide a uniform flow distribution in a compact package, as is needed in both this microfluidic sensor and in electronics cooling applications.
Introduction
Biological substances have complex structures and interactions, which can make them difficult to identify in clinical diagnoses and biodefense applications. Many bioagents can be distinguished by studying their pH, since this characteristic changes due to enzymatic reactions [1] . Recently, highly sensitive microfluidic devices have been developed to measure pH using carbon nanotubes (CNTs) and graphene, providing a rapid detection response [2] [3] [4] . Unfortunately, these devices can also be subject to false positive readings, which can reduce their effectiveness. This same limitation occurs in a wide variety of microfluidic biosensors.
To improve the signal-to-noise ratio of a biosensor, additional sensing devices can be operated in parallel. Each device would specifically focus on a different enzyme, providing multiple data points for the same fluid sample without crosstalk. For proper performance, the flow in each individual sensor should have the same flow conditions. Thus, the microfluidic network must have a tailored manifold to produce uniform flows in each passage. Furthermore, this network should be compact since additional manifold volume increases the total device size, mass, and fabrication cost. Sensor accuracy improves with each enzyme test, so a device may require tens to hundreds of channels. As the number of passages increases, the manifold design may become significantly larger and more complex. Beyond this, larger channel volumes could cause a much higher consumption rate for the biosamples, which would be a considerable limitation when using rare or expensive samples.
Manifold design is critical to many flow systems, including biological, chemical, and electronic applications. Several solutions have been based on the biomimetic Murray's law [5] , which shows that the vessel diameters D of the human circulatory system follow a power law dependent on the flow rate Q. Assuming that the network minimizes the total work input, the diameter should vary as D $ Q 1/3 . Since low power input is important to many engineering systems, recent microfluidic and micro-cooling devices have applied this concept [6, 7] . Each of these manifolds uses a bifurcating structure, which inherently produces a uniform flow distribution when minor pressure losses and flow development losses are negligible. However, for structures with large numbers of channels, a bifurcating design requires multiple tiers of branches, which may require a significant increase in total volume. An alternate design technique treats the pressure losses using a resistance analogy [8] , which permits simple examination of a wide variety of applications. These methods are focused more on the required power or pressure for the network, as opposed to specifically uniform flow conditions.
A possible analog device is the microchannel heat sink, which is used to produce uniformly cool temperatures in high-heat flux electronics. Heat sink manifolds have been studied for more than four decades [9, 10] , but there has been renewed interest due to challenges on the microscale. Most microchannel heat sinks consist of multiple parallel passages fed by a common inlet, with the intention to produce uniform flow for each path. Unfortunately, many of these devices experience significant maldistribution [11] , resulting in reduced thermal performance and nonuniform device temperatures.
Recently, Solovitz and Mainka [12] balanced the pressure losses in each flow path through a multichannel heat sink, producing uniform flow conditions at low Reynolds numbers. This analysis indicated that the feed manifolds for the channels should follow a power law, with diameters varying as D $ Q 1/4 . These manifolds consisted of single inlet and outlet passages, resulting in a compact volume. This design was validated computationally for multiple configurations at a range of Reynolds numbers, but it was not examined experimentally. The power law differs from Murray's law, which was based on optimum power rather than optimum flow distribution. Because this flow regime is also applicable to many microfluidic devices, this has not been experimentally validated, such a design must be verified in the laboratory.
Thus, a multipassage microfluidic device was designed using the optimized power law for uniform flow. The performance was examined using computational fluid dynamics (CFD) simulations for a range of realistic test conditions, which demonstrated the desired flow distribution. A scale model was fabricated, and its flow performance was validated using microparticle image velocimetry (PIV). This final design had two important engineering purposes. First, it provided an effective manifold for the microfluidic sensor application. Second, it experimentally verified the tapered power law for a multichannel system, justifying its use in other applications.
2 Manifold Design 2.1 Flow Geometry. Figure 1(a) shows a schematic of the multipassage sensor, which features two primary paths. Path 1 is the single through-channel seen in the upper portion of the figure, while path 2 feeds four separate parallel channels on the lower portion. In the actual sensor, each of these channels would contain four individual, functionalized CNT sensors, which would measure different bioagents. For example, in a pH measurement, these could include acetylcholine, glucose, urea, and cholesterol. In path 1, four sensors would be placed in line, so by-products from each reaction would be carried downstream to possibly interact with later devices. In path 2, the sensors would be located in the four different channels, permitting unbiased measurement of the individual enzymes without crosstalk.
For a fair performance comparison of in-line and parallel sensing methods, the flow rate must be the same in path 1 and each of the four parallel channels in path 2. These five passages have the same rectangular cross section, 50 lm wide by 40 lm deep. The four channels in path 2 each have an identical 5-mm length, and they are equally spaced along the inlet and outlet manifolds feeding them. The remaining dimensions are shown in Fig. 1(b) .
Although the flow rates are the same in each sensor passage, the flow distribution must vary in the feed manifolds leading to them. If the flow rate entering the four parallel channels is Q ch , then the total flow entering path 2 should be 4Q ch . At the first branch, the flow should split, with Q ch going into channel 1 and 3Q ch continuing down the manifold to the remaining passages. The process would continue at each subsequent branch. If the manifold diameter were held constant, the decreasing flow rate would also reduce the pressure loss through each subsequent manifold segment, as each passage has equal length. Hence, the diameter must decrease at each branch in order for the total pressure loss to be identical down every path through the device. Unless the pressure losses are identical, the flow rates will not be uniform in each sensor passage.
This structure is identical to the conceptual topology discussed by Solovitz and Mainka [12] for a microchannel heat sink. By superposing the major pressure losses for each individual flow path, they demonstrated that the manifold diameter should follow a power law D $ Q n , where the exponent n depended on the flow regime. While this model neglected minor pressure losses, these were shown to be negligible at low Reynolds numbers. For laminar, fully developed flow in a circular pipe, the pressure loss due to friction is given by the Hagen-Poiseuille equation Dp ¼ 128QlL/pD 4 . Here l is the fluid viscosity, and L is the channel length. Using this frictional form, the exponent is 1 4 , with the manifold diameter decreasing gradually as flow enters the parallel subpassages. In the outlet manifold, the diameters increase by symmetry, again with the 1 4 -power dependence. For noncircular passages, the manifold hydraulic diameter D h would vary via this power law, and Solovitz and Mainka verified this using CFD simulations [12] . Here D h ¼ 4 A/P, where A is the cross-sectional flow area and P is the perimeter. Thus, the inlet feed manifold in path 2 decreases such that D h $ Q 1/4 . The last passage has the same width as the sensor channels, 50 lm, so the preceding manifold segments have widths of 77.9, 108.8, and 146.6 lm, respectively. The outlet manifold segments increase in size following the same pattern. All passages have the same depth of 40 lm.
To fairly compare the in-line and parallel sensing methodologies, path 1 must also have the same cross-sectional shape and flow rate as the four individual channels in path 2. However, the flow rate through path 1 is Q ch , while the flow rate through path 2 is always greater than or equal to this level. Since all routes through the microfluidic device have an identical length, as seen in Fig. 1 , the only proper way to ensure equal pressure losses in path 1 is to modify its inlet and outlet feed channels. By using a width of 29.4 lm, the total pressure drop through this flow path should be equivalent to each of the other manifold paths, neglecting flow development and minor losses.
Inlet and outlet ports are located on either side of the device, which feed both paths 1 and 2. The port widths are 0.5 mm, considerably larger than any of the manifold segments, which reduces the port pressure losses. Their lengths are 2.5 mm, and their depths are 40 lm, as with the other passages.
The design shown in Fig. 1 is certainly not the only manifold topology that could generate a uniform flow distribution. As noted earlier, a bifurcating structure can produce well-balanced flows, and only two bifurcations would be needed for the four parallel channels in path 2 of the sensor. However, future versions of a microfluidic pH sensor may sample more than four bioagents to improve sensitivity, so a bifurcating design would require additional tiers. Similarly, most microchannel heat sinks require far more than four parallel channels. With the tapered power law, there would still be just one inlet and one outlet manifold, requiring a lower overall volume.
Computational Model.
The initial manifold performance was examined with 3D CFD simulations. The analysis was conducted with ICEPAK TM , a commercial software package based on FLUENT TM . ICEPAK was used to generate all model dimensions, material properties, boundary conditions, and mesh settings, which were then exported to FLUENT for computations.
All model dimensions were identical to those depicted in Fig.  1(b) . The fluid was defined as room temperature water, which entered the inlet port at a uniform velocity and temperature. A range of inlet flow velocities was considered, with values selected so that Q ch varied from 0.8 to 80 lLPM (microliter per minute). The corresponding Reynolds numbers in the smallest subbranches Re Dh ¼ U ch D h = varied from 0.30 to 30. Here U ch is the desired mean velocity in the passage, and is the kinematic viscosity. For these flow conditions and passage lengths, the flow should be laminar and fully developed through most of the device passages, as is needed for the tapered power law. At the outlet port, the pressure was defined as uniformly atmospheric.
The model was divided into a computational mesh, with 10 nodes by 10 nodes at each passage cross section. In the streamwise direction, nodes were placed a minimum of 0.2 mm apart, with higher densities near the manifold branches. The resulting computational grid had approximately 0.84-million nodes. This mesh density was selected based on a grid independence study at a typical flow condition, as discussed later. For each inlet flow rate, FLUENT was used to solve the coupled continuity and momentum (Navier-Stokes) equations, respectively:
Hereũ is the velocity vector. Each of these equations assumes steady, incompressible, laminar flow with constant properties. The effects of gravity are also neglected. In the computations, the pressure and velocity were coupled using the SIMPLE algorithm [13] , and second-order discretization was applied for both pressure and momentum. The simulations were deemed converged to steady state when residuals were less than 10 À10 , which typically required less than 1000 iterations. The mesh and convergence criteria were verified using a grid independence study. Three additional grid densities were considered, ranging from 0.51-million to 1.28-million nodes. In each case, the local pressures and velocities were compared to the simulated values for the baseline, 0.84-million node mesh. The differences in pressure and velocity were 60.8% and 62.3%, respectively, when compared to the finest-density grid.
In addition to the manifold design shown in Fig. 1 , three other geometries were also considered for the path 2 feed passages. Figure 2 shows each of the four manifolds schematically, with the tapered power law shown in Fig. 2(a) . The first alternate case, seen in Fig. 2(b) , was the "wide inlet." This design maintained a constant manifold width of 146.6 lm, rather than tapering at each branch location. This width matched the initial inlet size for the tapered design. The second case, the "narrow inlet", is shown in Fig. 2(c) . This manifold used a constant width of 50 lm, matching the smallest size in the tapered design. The third alternate case, the "linear taper", is depicted in Fig. 2(d) . Here the passage decreased its width from 146.6 to 50 lm linearly across the length of the inlet manifold, beginning at the first branch. While this does not exactly match the desired power law, the profile is quite similar due to the use of the hydraulic diameter, and there may be reduced losses without discrete steps [12] . In all three additional
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FEBRUARY 2013, Vol. 135 / 021101-3 cases, the outlet manifold in path 2 increased size in a symmetric fashion. Figure 3 shows a representative velocity field from the CFD simulations, acquired at a channel Reynolds number Re Dh of 3.0. The vectors here are in the vicinity of the first manifold branch on the inlet side of path 2, which is a location that will be examined experimentally later. The data are displayed at the depthwise midplane location of the passages, which is 20 lm from the wall in the depthwise direction. The velocities are normalized by the mean channel velocity.
Simulated Results.
From Fig. 3 it is not immediately obvious that the flow rates varied in the desired fashion at this branch. The peak velocities upstream of the branch were comparable to those downstream, and they actually increased slightly just after the branch. However, the overall flow rates did decrease significantly due to the smaller cross-sectional area.
To verify the manifold effectiveness, the mean, streamwise channel velocity U was determined in each of the four parallel, 50-lm passages. Figure 4 shows the channel velocities normalized by the desired mean velocity U ch for each of the four manifold shapes considered. The tapered manifold achieved a near-uniform condition, with a standard deviation of only 2.5% between the four channels. The velocities were slightly higher in the two middle passages, with a near symmetric distribution through the four channels. If developing flow had a significant effect on the pressure losses, there would have been a strong asymmetry to the flow distribution. At high Reynolds numbers, the pressure losses are greater in the development region. Under those conditions, the exponent in the manifold power law changes, no longer equaling the laminar, fully developed value of n ¼ 1 4 [12] . For the cases simulated here, there was no difference in uniformity observed for all Re Dh 30. In the bypass channel, the mean flow velocity was within 3% of the velocities in the first and last passages. Overall, these small differences in flow velocities should be acceptable for the sensor application.
As expected, the linear taper was nearly as effective as the power-law design, with a 3.6% standard deviation. The two constant-width manifolds were significantly worse, with standard deviations of 17% and 63% for the wide and narrow inlets, respectively. More significantly, the velocities in the first and last channels were much greater than in the two middle channels, with a ratio of maximum-to-minimum velocities of more than three with the narrow inlet. This is further evidence of the importance of Fig. 1(a) . tapering the inlet manifolds for uniform flow distribution. Unless the inlet manifold is much wider than the four parallel passages, there will be higher flow rates in the first and last channels.
Experimental Validation
The computational simulations indicated that a uniform flow distribution could be generated for the parallel and series sensor devices. However, these results required experimental validation, particularly since the original power law was verified with CFD simulations alone. Thus, an experimental test piece was fabricated and studied using micro-PIV methods.
3.1 Device Fabrication. The optimized manifold design was first incorporated into Tanner L-Edit TM , a commercial electronic design tool, as a 2D physical layout. The layout was then transferred to a photomask, which was used to fabricate the microfluidic device. The fabrication process is depicted in Fig. 5 . Initially, the assembly began with a silicon piece. A layer of SU-8 3050 negative photoresist was spin-coated on the surface to create a 40 lm thick layer. Next, the substrate was soft baked on a hot plate, and it was placed under the photomask for UV light exposure in a hard-contact aligner. Then, the SU-8 layer was hardened in a post-exposure bake step on a hot plate. Last, the device was soaked in SU-8 developer, with steady hand shaking applied to the solution. This development step dissolved the protected SU-8 layer under the photomask, leaving only the exposed, cross-linked SU-8 structure on the surface of the substrate. The remaining SU-8 structure enclosed the microchannel network used in the device.
The microchannel was then sealed with a piece of PDMS using a novel surface treatment method [14, 15] . Before bonding, the cross-linked SU-8 layer was treated with a two-step process. First, it was etched by oxygen plasma at 40 W for 20 s. This etching process activated the SU-8 layer, resulting in a hydrophilic SU-8 surface. Second, the plasma-treated device was soaked in a 5% 3-aminopropyltriethoxysilane (APTES) solution, and then it was heated at 80 C on a hot plate for 20 min. The APTES solution introduced a silylated layer on the substrate, forming amine groups (Si-NH 2 ) on the SU-8 surface. Simultaneously, the PDMS piece was also treated, though it only required a single step. The material was activated by oxygen plasma at 40 W for 20 s, resulting in a surface with silanol groups (Si-OH). Immediately after the treatment of both SU-8 and PDMS, the two pieces were pressed together manually and placed on a hot plate for bonding.
Once sealed, input and output ports were installed on either side of the device using a sandwiched structure. A small piece of laboratory tubing was cut into small pieces and inserted into liquid PDMS before it was cured. One side of the tube was tied into a knot to prevent the PDMS from filling it, while the other side was cut open to serve as a flow inlet. A sharp needle was then used to punch a vertical through-hole that went through both the PDMS piece and the embedded tube. After the PDMS was bonded to the SU-8 microchannel device, the tube was connected to the flow passage through the punched hole. Finally, a second piece of PDMS was bonded to the first one to seal the hole. Figure 6(a) shows the manifold device, which has dimensions of approximately 4.5 cm length by 2.8 cm width by 4 mm depth. Figure 6 (b) displays an enlarged image of the first manifold branch, which is the location of the area of interest shown in Fig. 1(a) .
Micro-PIV. For the micro-PIV experiments, a KDS
TM syringe pump was attached to the inlet port of the microchannel device, while a drain tube was applied at the outlet. The syringe was filled with distilled water, which was seeded with a dilute concentration of tracer particles for flow interrogation. The tracers were 1-lm diameter polystyrene spheres coated with FluoroMax TM fluorescent dye. This coating absorbs light at 532 nm wavelength, and it emits light at a higher 612 nm wavelength, permitting filtering of reflected incident light. The particle density was approximately 0.05%, which was selected to avoid saturation of the micro-PIV images [16] .
The tracer motion was examined using a commercial TSI TM micro-PIV system, which uses a New Wave Solo III-15 TM laser. This is a dual-head, frequency-doubled Nd:YAG laser with a wavelength of 532 nm, matching the dye absorption band. The laser emitted two 50 mJ pulses of 5 ns duration, which passed through a liquid-light guide to an inverted microscope. The light was directed through the 10Â microscope objective (numerical aperture NA ¼ 0.25) to the device test section. While this Fig. 1(a) .
illuminated particles throughout the test section, only tracers within the objective measurement plane were observed clearly. The particles emitted higher-wavelength light back through the objective, which passed through a filter cube to a 1.4 megapixel charge-coupled device camera. The filter eliminated the incident wavelengths, reducing noise from the incident light in the acquired images. For the given objective magnification, the particle image diameter was approximately 3 pixels. Both the laser and the camera were controlled using a commercial synchronizer, which specified the duration between image pairs to submicrosecond accuracy. For all experiments, the time difference between the pulses was 15 ls, which permitted accurate PIV processing later. The resulting images were recorded on a personal computer, which was also used for data processing.
Individual image pairs were analyzed using traditional PIV techniques [17] , again with a commercial software tool. Each image was subdivided into smaller interrogation regions, which were cross correlated between the two images. This step determined the pixel displacement between particles in each interrogation region, which was converted to a local velocity vector using the time duration between images. The processing step included multiple iterations with successively smaller interrogation regions, and the final region had a size of 32 by 32 pixels. This size was selected based on the particle density and the time difference between images. In a typical interrogation region, there were at least four particles, which is typically sufficient for accurate PIV processing. When comparing the image pairs, the peak particle displacements were about 8 pixels, which was one-quarter of the interrogation region size. This displacement allowed for a relatively large dynamic range for the velocities while maintaining processor accuracy. A median filter was applied to the final velocity field, and any invalid vectors were replaced by the local median of the surrounding vectors. Typically, the number of acceptable postprocessed vectors exceeded 90% of the total.
The full, calibrated camera image had a size of 462 lm by 347 lm, which was sufficient to visualize the region around each of the manifold branches in Fig. 1 . After processing, the in-plane resolution between vectors was approximately 11 lm. The out-ofplane position was fixed to micron-scale accuracy by the microscope, although the depth of field was fairly wide due to the relatively low magnification. The measurement plane was estimated to be 35 lm thick [16] , which was approximately the depth of the entire channel.
While this resolution may seem to be insufficient for validation, it actually simplified the analysis. The target metric was the flow rate, which was determined by integrating the velocity profile across the entire channel. Within the plane, each of the flow passages had a minimum of five vectors across its width, with most having 10 to 15 velocity data points. However, the highest velocities were along the centerline of the passage, so the well-resolved vectors there accounted for most of the flow rate. The velocities were also well known at the walls themselves, as they were equal to zero due to the no slip condition. Due to the wide depth of field, virtually all particles in the channel were visible in all images, which actually simplified the analysis of the flow rate. The processed PIV vectors effectively averaged the velocity profile in the depthwise direction already, removing a step needed for integration later. However, this large depth of field did impact the measurement uncertainty. Because particles at virtually all depths were visible, the depthwise variation in velocity produced a displacement gradient across each interrogation window.
The velocity uncertainty was estimated using a propagation of uncertainties, including processor resolution, Brownian motion effects, and Saffman shearing effects [16, 17] . The most significant uncertainty was due to the large depth of field, which resulted in a significant displacement gradient across each interrogation region. Based on the particle density and the depthwise range of velocities, this uncertainty was estimated at approximately 0.4 pixel [17] . The velocity gradient also resulted in a small migration velocity due to the Saffman effect, which was on the order of 0.1 pixel [16] . Most other processor uncertainties were small, with the particle diameter, peak locking effects, particle density, and background noise each resulting in uncertainties of less than 0.1 pixel [17] . Brownian motion was also of minor importance, with a similarly small uncertainty [16] . Combining all of these terms in a propagation of uncertainties, the overall uncertainty in particle displacement was estimated at 0.44 pixel. After including the image calibration factor and the time difference between images, this corresponded to an ensemble-averaged velocity uncertainty of 68 mm/s. This was approximately 5.5% of the peak channel velocity.
The uncertainty in measured flow rate was also estimated using a propagation of uncertainties, which included the uncertainties in the channel dimensions and velocities. Based on the fabrication method, the channel widths and depths were accurate to within 61 lm. Thus, the uncertainty in the 50 lm by 40 lm crosssectional area was 63.2%. When this was combined with the velocity uncertainty, the overall flow rate uncertainty was 66.3%. For the four parallel channels, this was less than 62 lLPM.
Flow Measurements.
In the flow tests, the syringe pump was operated at a flow rate of 90 lLPM, a condition comparable to that needed in CNT sensing applications. The corresponding channel Reynolds number was Re Dh ¼ 6.7, well within the range simulated earlier. Four different locations were examined in the manifold structure. These included each of the three branches on the inlet side of path 2, permitting direct study of their effectiveness in producing uniform flow. The last location was at the entrance of path 1, providing verification of the bypass flow rate. In all experiments, the microscope focal plane was aligned on the depthwise midplane of the passage. As noted earlier, because of the large depth of field, virtually the entire channel was sampled. At each position, a total of 100 image pairs was acquired, and instantaneous PIV vectors were determined for each pair. These were ensemble averaged over the entire series, resulting in approximate mean velocity fields in each region. Figure 7 displays the velocity vectors in the region near the first manifold branch in path 2. The location corresponds to the simulated data shown in Fig. 3 and the branch shown in Fig. 6(b) . The ensemble-averaged vectors are normalized by the mean channel Fig. 7 Experimental velocity vectors near the first manifold branch in path 2 at a channel Reynolds number Re Dh of 6.7. This location corresponds to the area of interest denoted in Fig. 1(a) . velocity U ch . Flow entered from the left, which was the manifold segment of largest width, and then one channel branched downward. The remainder of the flow passed out to the right towards the next manifold branch, which is not shown here.
As seen in the simulations, the peak velocities exiting the branch were slightly larger than those at its inlet, even though the flow rate was reduced. To compare the experiments and simulations directly, the computational velocities were averaged in a depthwise direction, which accounted for the full-field illumination of the micro-PIV. Figure 8 shows the streamwise velocity profiles at two locations, just upstream (in Fig. 8(a) ) and downstream (in Fig. 8(b) ) of the branch. In each case, the velocities are normalized by the mean channel velocity U ch . The positions are normalized by the respective manifold widths.
In both cases, the profiles agree reasonably well over most of the profile, with an average deviation of 6.7%. The largest discrepancies are seen near the wall just downstream of the branch, with deviations of about 20%. At this location, flow development was still occurring in the downstream channel. Hence, increased streamwise resolution may improve the comparison with the simulations. Even so, the velocity order of magnitude was very comparable in both the CFD and micro-PIV, which suggests that the flow rates should be of similar order.
The overall flow rates were computed by integrating the velocity profiles across each passage. Table 1 shows the measured flow rates in each branch of paths 1 and 2, both from CFD and micro-PIV analysis. For these locations, the measured flow rates were directly integrated from the velocity profiles. The flow rates were calculated at several different streamwise locations, with no significant change seen in the measurements. Note that the total flow rate through the five sensor channels sums to 90 lLPM, as expected based on continuity.
At all test locations, the simulations and experiments matched within 3 lLPM, which was on the same order as the experimental uncertainty. More importantly, the five sensor channels had the same flow rate within a standard deviation of approximately 10%, which should be sufficient for CNT sensor applications. There was a slight bias towards the middle channels, but this was also seen in Fig. 4 for the power-law design. In addition, the distribution is significantly more uniform that the narrow inlet or wide inlet designs in Fig. 4 . Based on these results, this design should be able to verify whether the in-line or parallel biosensor structure is effective. Moreover, these measurements verify that the power-law manifold design can indeed produce a relatively uniform flow distribution.
Conclusions
A parallel channel manifold was designed to produce uniform flow rates in a series of channels, as is needed for a microfluidic biosensor. The passage hydraulic diameters were selected using a power-law method, which was developed previously for electronics cooling applications. This solution provided a compact design, which was beneficial in terms of device volume, mass, and cost. The flow performance was simulated using CFD techniques, which showed that the channel flow rates were uniform within 2.5% standard deviation. For validation, an experimental test fixture was fabricated, and micro-PIV was used to determine the velocity vector fields at key locations. The resulting velocity profiles matched the computations within a 6.7% average deviation, and the integrated flow rates agreed within the measurement uncertainty at most locations. Thus, a uniform flow distribution can be achieved for this biosensor design, and it will be implemented in future studies. More importantly, these experiments provided justification of the effectiveness of the power-law profile at low Reynolds numbers (<30), which had only been computationally verified before. The success of the design indicates that it should be effective in other applications, including highersensitivity biosensors and microchannel heat sinks. 
