This paper presents NVIS, an interactive graphical tool used to examine the weights, topology, and activations of a single artificial neural network (ANN), as well as the genealogical relationships between members of a population of ANNs as they evolve under an evolutionary algorithm. NVIS is unique in its depiction of nodal activation values, its usage of family tree diagrams to indicate the origin of individual networks, and the degree of interactivity it allows the user while the learning process takes place. The authors have made use of these features to obtain insights into both the workings of single neural networks and the evolutionary process, based upon which we consider NVIS to be an effective visualization tool of value to designers, users, and students of ANNs.
INTRODUCTION

Introduction to Artificial Neural Networks
Artificial neural networks are models of adaptive distributed computation with roots in neurobiology. ANNs have been used with great success in a variety of domains to solve problems involving function approximation or classification [1] [2] [3] , including problems of face recognition 4 , engine control 5 , and learning to drive a car on public highways 6 . In its simplest form, a feedforward ANN can be considered to be a weighted directed acyclic graph with specially labeled node sets for input and output signals. Application of specific signal values to the inputs of an ANN evokes a specific activation level at each node of the ANN; this activation level is determined by the input values to the network and by the activation levels of the nodes feeding into the given node, weighted by the weights of the connections between nodes. In this way, the nodes of an ANN operate collectively to define a nonlinear mapping from inputs to outputs parameterized by the connection weights.
Adaptation in ANNs consists of a suitable strategy for adjusting the weights in a way that optimizes some domaindependent measure of performance. Strategies for supervised adaptation in ANNs include error backpropagation [7] [8] and evolutionary computation [9] [10] [11] [12] , both of which are implemented in this system. In the latter approach, weights from different individuals of an entire population of networks are combined in a process that resembles reproduction, complete with operators for recombination, mutation, and subsequent selection based on performance. This approach is described further in the next section.
Introduction to Evolutionary Computation
Evolutionary computation is a technique used to search for an instance of an entity that satisfies some desired criterion, where the design of the search process is intended to imitate natural evolution. Using an evolutionary algorithm requires one to define an appropriate representation or "chromosome", a function that evaluates the "fitness" of a particular chromosome, and operators that breed (in general) two chromosomes to form a child. In the case of evolving neural networks, the chromosome is the array of weights associated with the network, and the fitness function is typically taken as the root-mean-squared difference between the network's expected and actual output over a given set of examples of the problem to be solved. In our system, two networks are bred by averaging their corresponding weights. The particular approach to evolutionary computation adopted in this system is the evolution strategy algorithm 9 . Briefly, this algorithm involves evolution over multiple generations of a fixed-size population producing a fixed number of children, where the members of each subsequent generation are selected from either the parents and offspring of the previous generation, or from the offspring alone. In all the experiments reported in this paper, selection is from the former set; the notation ([µ]+[λ]) is used to indicate the use of such an algorithm with µ parents and λ offspring. The evolution strategy approach also makes use of a special coefficient associated with each gene in the chromosome (in this case, each weight) which determines the degree of mutation that this gene undergoes during a breeding operation, and which we later refer to as the volatility of a particular weight.
Relation to Previous Work in Neural Network Visualization
Existing techniques for visualization of neural networks include Hinton diagrams and Bond diagrams 13 . Hinton diagrams consist of a number of sets of boxes, with each box representing a single weight, organized so as to allow one to infer the network topology. In Hinton diagrams, the area of each box is proportional to the absolute value of the corresponding weight, while the color of the box is used to indicate the sign of the weight: white for positive, black for negative. Though the relative magnitudes of different weights are readily apparent from these diagrams, Hinton diagrams fail to give a direct (rather than inferred) depiction of network topology. Bond diagrams improve on Hinton diagrams by superimposing a visual depiction of connection weights on a planar projection of the network graph, using triangles of various sizes to represent the weights, with the altitude of each triangle being proportional to the absolute value of the corresponding weight. However, neither of these approaches includes a mechanism for the visualization of nodal activation values, which indicate how a neural network processes a particular set of inputs. As will be seen in section 2, "Feedforward neural network visualization", NVIS provides a neural network visualization which attempts to overcome both of these limitations, and in addition provides a representation of the volatility parameter associated with each weight, as used by the evolution strategy algorithm. Furthermore, NVIS addresses the visualization of genealogical relationships arising from the evolutionary adaptation process, both in the form of the "Generations" window described in section 4 and the "Family Tree" window described in section 5. Finally, NVIS allows the user to interactively adjust training parameters during adaptation and makes the results of this interaction immediately available to the user in visual form, thus providing important cues that aid in understanding the process and results of adaptation.
FEEDFORWARD NEURAL NETWORK VISUALIZATION
The primary and most important visualization developed as part of this tool is that used to depict a single neural network, as illustrated in Figure 1 (color versions of this and all other figures in this paper are available online at http://davis.wpi.edu/~matt/projects/NVIS/colorfigures.html). The intent of this visualization is to quickly and intuitively convey the weights, volatilities, and activation values associated with a particular network. Figure 1 depicts a feedforward neural network drawn from a population trained to determine the parity of a four bit number, presented both as a weighted graph and in a compact matrix form. This section describes the weighted graph representation; the compact matrix representation will be dealt with in section 3.
The weighted graph representation consists of a number of black circles, each of which represents a node, a set of line segments that connect nodes, representing weights, and a short bar running perpendicular to each weight, representing its volatility. Each row of circles represents a layer of nodes in the network, with the top row representing the input layer, the bottom row the output layer, and all other rows corresponding to hidden layers. The network depicted in Figure 1 has four inputs, one output, and two hidden layers of two nodes each.
In this representation, the diameter of the white circles inside each node has been mapped on a sigmoid scale to the node's activation value. Though it cannot be seen in the grayscale illustration of Figure 1 , the values of the weights have been linearly mapped to both the length of the colored portion of the line segment and the brightness of the color in which it is drawn, with the hue of this color encoding the sign of the weight: cyan for positive and red for negative. A similar length and coloring scheme has been used in the short, perpendicular bars to indicate weight volatility, only without the mapping to hue, since volatility is an unsigned quantity. Note that weights are a fixed property of an individual network, whereas activation values are a function of the particular inputs for which the network is being run. In general, there will be many training examples (and therefore many different sets of inputs) available for use in evaluating a network. In our system, the user may use a horizontal scroll bar to browse through the set of available training examples, or may select a specific training example by typing in the appropriate index. The weighted graph representation in Figure 1 is part of a "Network Editor" window accessible for any network in the population history. This window allows the user to load and save networks, to load new sets of problem examples on which to evaluate a network, to refine a network via error backpropagation, and to manually adjust the weights using each colored bar as a slider. When running error backpropagation, the changes made to the weights by the algorithm are tied to the visualization, thus providing an animation of the training process for this particular algorithm.
COMPACT MATRIX REPRESENTATION
The three colored matrices depicted in the lower right corner of Figure 1 and reproduced in Figure 2 below represent an enlarged version of the what we refer to as the "compact matrix representation" for the network discussed in the previous section. The purpose of this representation, which can in principle be displayed using only a single pixel for each colored square, is to allow many networks to be displayed on the screen at once. The correspondence between matrix squares and network weights (which are drawn in the same color in both representations), is designed to have a special property related to network execution, and is defined formally below.
Matrix n, starting from n=1 on the left, represents the set of weights running from layer n to layer n+1 in the network, with n=1 corresponding to the top layer. The color used to fill the square in row y, column x of matrix n represents the weight of the connection from node y of layer n to node x of layer n+1, and is the same color that is used to draw the colored portion of the line segment representing this weight. This representation has the convenient property that the multiplication of the matrices in the compact representation yields the final transformation matrix for a network using the linear activation function F(x)=x.
We note that this compact matrix representation bears some resemblance to the multidimensional data set visualization technique employed by Beddow 14 , although in our case the representation is more directly related to the known structure of the networks being considered.
DEPICTION OF POPULATION HISTORY
Using the compact matrix representation allows many networks to be displayed on the screen at once. In Figures 3  and 4 , we present the output of two visualizations designed to take advantage of this: the "Generations'' window ( Figure 3) , which organizes all the networks in the population history by generation, and the "Family Tree'' window ( Figure 4) , which depicts the family tree for a specific network. The "Generations" window is discussed in this section; the "Family Tree" window will be discussed in the next. Figure 3 illustrates the first 6 generations of a pool of networks trained to predict the performance of a CPU 15 based on six inputs, including cache size, main memory size, and clock rate. Each generation is represented by a row of compact matrices, presented from left to right in decreasing order of fitness. The user may select any of the networks in the population history by clicking on the corresponding matrix. Once a network has been selected, menu options are available to bring up the "Network Editor"' or "Family Tree" windows for the selected network. Additionally, when a network is selected, a series of links are drawn within the "Generations" window to connect the network to its ancestors. Though it cannot be seen in the grayscale illustration of Figure 3 , green lines are used in this visualization denote parentage, while white lines indicate survival from one generation into the next. Figure 4 illustrates the family tree for the network selected in figure 3 . The organization of this diagram follows that of a standard genealogical tree, with the selected network at the root (lowest position), its two parents connected to it by lines above, and each parent displayed as the root of its own family tree, recursively. Each row of compact matrices is presented at the maximum allowable size (pixels per colored square) given the available window width and the number of networks that must be displayed. Though this example is well-behaved in the sense that all ancestral lines have the same length, and therefore reach the same height in the diagram, it is possible using a (µ+λ) evolution strategy for two parents of the same network to originate in different generations, so that in general the height of one parent's family tree will not be equal to that of the other. In such cases, NVIS simply allows the branches of the tree to reach variable heights, so that equal height corresponds to an equal ancestral depth, rather than an equal age. 
HEREDITY VISUALIZATION
AN INTERACTIVE ENVIRONMENT
The importance of interactive visualization in machine learning applications has been recognized by Koza 16 , the inventor of genetic programming, and by Robertson 17 . The environment presented to the user by the NVIS system is designed to be highly interactive, with a large amount of information available to the user at any moment during the course of the evolutionary process. In addition to the "Network Editor", "Generations", and "Family Tree" windows described above, NVIS provides a simple 2D plot (see Figure 5 for grayscale illustration) of the best, worst, and average fitness of each generation as a function of time, graphed in green, red, and blue, respectively, which allows the user to easily gauge the progress of the evolutionary algorithm. Thus, while the "Network Editor" and "Family Tree" windows described above provide the ability to examine in detail an individual network or hereditary line of networks, the "Generations" and fitness graph windows serve as effective summaries of the evolutionary process as a whole. Furthermore, the ability to load and save networks through the "Network Editor" window encourages comparison of trained networks across different selections of evolutionary and topological parameters, over different sets of problem instances, and over multiple evolutionary runs against the same problem. These features combine to create an environment that actively encourages the user to monitor and participate in the learning process, rather than treating the evolutionary algorithm and the trained networks it produces as a black box.
As in a standard GUI program, each of these windows can be dismissed, invoked, resized, and repositioned as desired. For ease of use, all windows and parameter settings are accessible through a central control panel, a screen shot of the which is reproduced in Figure 6 . Note that in this control panel, each bold word is also a "fly-over" button; when the screen capture for Figure 6 was performed, the mouse pointer was hovering over the "Pause" button. Below we present a set of steps constituting a typical "use case" for the NVIS system. These steps are intended to illustrate how NVIS could be useful for educational or tutorial purposes. More specific uses are described in section 7, "Results".
1. Load the file "sin.ts" from local directory. NVIS indicates that this training set consists of 25 examples, each with 1 input and 1 output. 2. Select an evolution strategy of (10+100) and a network architecture consisting of 1 hidden layer with 5 nodes, each of which use the sigmoid activation function, then begin the run. 3 . After a few generations, bring up the "Generations" window. Examine the population history. 4. Select the best network in the latest generation, and bring it up in the "Network Editor" window. Examine its activation values for various training examples. 5. Attempt to refine this network using error backpropagation. Noting a moderate improvement in performance, save this network for possible later use. 6. Examine the real-time fitness graph. Observing that the evolutionary algorithm has plateaud, most likely indicating that the population has become homogenous. Verify this with "Generations" window. 7. Attempting to escape this local optimum, increase mutation rate with slider. Observe sudden dip in fitness graph. 8. Returning to "Generations" window, observe how one mutated individual changed the makeup of the entire population. 9. Using "Family Tree" window, trace origin of later generations to mutated individual observed in previous step.
RESULTS
After developing this system, the authors conducted a number of experiments solving various problems with neural networks. These included toy problems, such as approximating a sine wave, learning to square a number, and balancing a scale, problems of moderate difficulty, such as determining the parity of a 4-bit number, and difficult real-world problems such as predicting the average value of houses in a development, predicting the performance of a CPU, image recognition, and diagnosis of breast cancer. In solving these problems, we made use of the visualizations and interactive features of this tool, in some cases validating the approaches we had developed, and in some cases discovering unexpected uses of our system. Our experiments have found this visualization tool to be of use in four areas: manually designing networks to solve problems or refining networks that have already been trained, gaining insights into the shape of the error surface for a particular problem and network topology, understanding the phenomenon in evolutionary computation known as "genetic drift", and extracting problem-specific domain knowledge from the operation of a network. Each of these areas is elaborated upon below.
Manually designing and refining networks
The ability of each of the colored bars in the graphical network visualization to act as a slider allows the user to attempt to manually design a neural network from scratch or to refine an existing network trained through evolutionary computation or error backpropagation. Though manual design of neural networks to solve problems is for the most part impractical, such efforts may aid the understanding of the operation of a neural network in the case of a simple problem domain. For a network that has already been trained through evolutionary computation or error backpropagation, adjustment of individual weights and observation of the resulting change in fitness can give an idea of the relative importance of various weights in the network.
Insights into the shape of the error surface
A key factor in determining the success or failure of an evolutionary algorithm is the shape of the error surface in which the algorithm is supposed to find a global minimum. One simple insight into the shape of the error surface is provided by the fitness graph: namely, that if the fitness graph exhibits a plateau, it is likely that the error surface contains a large local optimum, from which the evolutionary algorithm finds it difficult to escape. In training neural networks to recognize winning board configurations in tic-tac-toe, for example, we observed the existence of several plateaus in the fitness graph, some lasting over 100 generations. Another interesting and unforeseen insight into the error surface is provided by sliding the weights of a network while running the backpropagation algorithm. The backpropagation algorithm performs a gradientbased search for a local optimum on the error surface. Therefore, when a weight is dragged to a new location while this algorithm is running, it will sometimes "snap back" to its original location as soon as it is released, as the algorithm returns to the same local optimum it was in before the weight was adjusted. At other times, however, the adjustment of one weight will cause many others to shift dramatically in response, as a new local optimum is found. It is thus possible using this tool to estimate the length of a local optimum on the error surface with respect to each of the axes in weight space.
Understanding genetic drift
Another use of this tool is in understanding genetic drift, defined as the tendency for all the members of an artificial population to converge to a single solution, in contrast to biological evolution, where many species compete within a single ecosystem. To understand why this phenomenon occurs, it is helpful to refer to Figure 7 (a reproduction of Figure 3) , in which, after only six generations, all of the networks in the population can be seen to be very similar. In Figure 7 , it can readily be seen that the initial population (generation 0), whose weights have been randomly initialized, contains a great deal of diversity. This diversity is maintained for the first four generations, after which a single network, though possessing only a minor fitness advantage over its neighbors, is rapidly able to dominate the population. The best (leftmost) network in generation 3 is clearly a parent of the best network in generation 4. Though it is not shown in the figure, this network is also a grandparent of all but the two worst networks in generation 5, and an ancestor of all the networks in all generations to come. Were more generations shown, we would see that the populations under this evolutionary algorithm tend to consist of a set of almost identical members, a few of which occasionally mutate into a slightly more optimal form, and rapidly convert the rest of the population into their own image.
Extracting problem-specific domain knowledge
The purpose of the weighted graph representation is to allow the user to understand how a network processes its inputs and produces its output. In doing so, the user may also gain insight into the problem the network has been trained to solve. An example of such a case is given in this section, where we discuss the results of analyzing a network trained to predict the average market value of houses in a development 15, 18 based on 13 relevant inputs. The meanings of the 13 input attributes which define this problem are given in Figure 8 .
Input Meaning 1
Per capita crime rate (by town). 2 Proportion of residential land zoned for lots over 25,000 square feet. 3 Proportion of non-retail business acres per town. 4 Boolean variable equal to 1 if tract bounds the Charles River, 0 otherwise. 5
Nitric oxides concentration (parts per 10 million). 6 Average number of rooms per dwelling. 7
Proportion of owner-occupied units built prior to 1940. 8
Weighted distances to five Boston employment centers. 9
Index of accessibility to radial highways. 10
Full-value property-tax rate per $10,000. 11
Pupil-teacher ratio by town. 12 1000(P -0.63)^2 where P is the proportion of blacks by town. 13 % lower status of the population. After running the evolution strategy algorithm for 6488 generations, we obtained the neural network depicted in Figure 9 . Though it cannot be seen in the grayscale illustration of Figure 9 , this network has the convenient feature that the weights emanating from the last two layers are all positive, so that the sign of the weights emanating from a specific input node gives a direct indication of the influence that node is having on the final output. Looking at input node (1), for example, which corresponds to the area crime rate, we saw that all the weights flowing out of the node are negative, which suggests that higher crime rates tend to reduce the value of a house. Likewise, examination of input node (6), the average number of rooms per dwelling, revealed that all the weights emanating from this input node are positive, suggesting that houses with more rooms tend to be worth more. In is also possible through examination of Figure 9 to gain an idea of the relative importance of each input by looking at the strength of the weights that emanate from the corresponding input node. This suggests, for example, that factors such as the proportion of homes built prior to 1940, the property tax rate, and the racial makeup of the community (inputs 7, 10, and 12, respectively) are not as important as the two zoning variables (inputs 3 and 4) or the student-teacher ratio (input 11) in determining the value of a house. In principle, this type of analysis could be applied to a problem domain for which no a priori knowledge exists. 
LIMITATIONS
The primary limitation of this visualization tool is that the graphical feedforward network depiction we have presented does not scale well to networks with large numbers of nodes. Already in the network trained for the housing value problem (Figure 9 ), which has a total of 20 nodes, this problem is somewhat apparent; in larger networks it becomes even more pronounced. Additionally, the use of the sigmoid scale to display nodal activation values has made it difficult to distinguish between activations whose sigmoids are close, but which numerically are far apart (e.g. 10.0 and 20.0). The sigmoid scale was chosen due to the absence of an upper bound on nodal activations; in practice a linear or logarithmic scale with a cutoff value may be more appropriate.
FUTURE WORK
The problem of scalability in the graphical network visualization could be addressed via selective zooming and/or clustering of nodes. To further explore the potential of this tool as an educational device to explain aspects of evolutionary computation, a variety of evolutionary algorithms, as well as different breeding and selection schemes, could be integrated into the package. To broaden the applicability of this tool, network architectures other than feedforward could be displayed both in graphical and compact matrix form. Rigorous user evaluation should also be carried out.
CONCLUSIONS
We have found this visualization tool to be useful both as an educational device, to aid in the understanding of neural networks, search spaces, and genetic drift, and as a practical tool for solving complex problems with neural networks. We have been able to extract problem-specific knowledge by examining the graphical depiction of a network provided by NVIS. We have found the interactive training environment to be a great help in successfully solving problems with neural networks, and we believe that this work has relevance in other graph visualization domains, such as network traffic data. An executable demo of the NVIS system described in this paper is available at http://davis.wpi.edu/~matt/projects/NVIS/nvis.zip.
