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Chapitre 1
Introduction
Ce mémoire de thèse de doctorat se place dans le contexte de la simulation dŠéclairage ;
plus précisément, il propose une étude sur les méthodes eicaces permettant de générer
une simulation rapide, en présentant une technique simple de représentation des Ćux
lumineux, ayant comme propriété première une grande adaptation aux données, et donc
un faible coût en mémoire. Le principal défaut de cette première technique réside, comme
toutes celles lŠayant précédé, dans les problèmes de visibilité ; aussi, ce mémoire propose-
tŠil une seconde étude basée sur la visibilité qui, partant des cartes de photons classiques,
en corrige le principal défaut, à savoir sa propension à inclure une erreur résiduelle plus
connue sous le terme de biais.
Contexte de lŠétude
Le processus de simulation dŠéclairage consiste à reproduire la propagation de la lu-
mière, i.e. principalement les réĆexions lumineuses multiples à lŠintérieur dŠun environne-
ment virtuel. Le Ćux lumineux est émis depuis les sources lumineuses, puis est réĆéchi par
les surfaces de lŠenvironnement dans toutes les directions, et ce de façon inĄnie. Les résul-
tats obtenus permettent de réaliser des images de synthèse, ou encore des études précises
de lŠéclairage dans un environnement donné, par exemple pour lŠindustrie automobile ou
lŠarchitecture. Dans ces deux domaines, lŠun des objectifs principaux sera de déterminer
lŠapparence intérieure et extérieure dŠune voiture ou dŠun bâtiment avant même quŠils
ne soient construits, aĄn par exemple de vériĄer les contraintes du cahier des charges en
termes de qualité ressentie des matériaux, ou dŠéconomie dŠénergie liée à lŠéclairage. Pour
dŠautres applications telles que les communications optiques, le but sera dŠapprocher au
mieux la réponse impulsionnelle reçue par un capteur LED.
Les algorithmes les plus précis pour produire des images de référence reposent sur les
méthodes de Monte-Carlo, qui fournissent un cadre mathématique robuste, et permettent
de prendre en compte lŠensemble des phénomènes entrant en jeu dans la propagation de
la lumière. Le principe est de construire un ensemble de chemins lumineux pour donner
une approximation des phénomènes ; plus le nombre de chemins est important, et plus
lŠapproximation est précise. Malheureusement, la construction de chaque chemin repose
sur des calculs de visibilité coûteux, mais nécessaires pour déterminer les surfaces atteintes
par les rayons lumineux.
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Certaines méthodes réalisent les calculs de simulation directement à partir de lŠobser-
vateur pour aboutir à une image unique. Avec ce type dŠapproche, le calcul dŠune image
pour un nouveau point de vue nécessite de ré-exécuter la totalité du processus de simula-
tion. DŠautres méthodes évitent une partie de ce surcoût en procédant en deux étapes : la
première réalise une partie de la simulation de manière indépendante de tout point de
vue ; la seconde étape réutilise ces pré-calculs pour générer une image dépendant des
données de la caméra. Une problématique très importante de ce type de méthodes en plu-
sieurs passes concerne la manière de représenter les Ćux simulés durant la première étape,
dans lŠoptique dŠune réutilisation eicace lors de la construction dŠune série dŠimages en
diférents points de vue.
Représentation des Ćux lumineux
AĄn de rendre compacte lŠinformation, une manière de représenter les Ćux issus de
lŠétape de simulation dŠéclairage est de les projeter sur des bases de fonctions. La construc-
tion des images est alors simpliĄée et rapide à réaliser pour chaque nouveau point de vue.
De nombreuses approches reposent sur les harmoniques sphériques [SKS02, KSS02] ; leur
principal inconvénient réside dans une explosion de la mémoire occupée dans certaines
conĄgurations particulières. Plus précisement, elles nécessitent un nombre très important
de coeicients pour représenter les Ćux lumineux très directionnels, autrement dit ceux
dont la contribution est très dépendante de la direction dŠobservation ou dŠincidence.
Par conséquent, les harmoniques sphériques ne permettent pas de rendre compte précisé-
ment des phénomènes lumineux à lŠintérieur dŠenvironnements comportant des matériaux
ou très brillants ou éclairés par des sources lumineuses de petite taille. DŠautres bases
de fonctions telles que les ondelettes ont été utilisées pour tenter de résoudre ces pro-
blèmes [CPB03], mais sans pour autant y arriver totalement.
Une première contribution de cette thèse concerne la représentation des Ćux lumineux
à lŠissue des calculs de simulation dŠéclairage. Notre approche consiste à exploiter des
fonctions à base de lobes de cosinus, avec un objectif double : (i) permettre de représenter
explicitement les variations importantes de luminance dans lŠenvironnement, (ii) proposer
une représentation homogène de chacun des termes de lŠéquation de transfert lumineux.
Les lobes de cosinus [LFTG97] ont été introduits antérieurement à nos travaux pour
représenter les matériaux des objets, en particulier pour approcher les données mesurées
pour des matériaux réels. Leur représentation est à la fois compacte, intuitive et rapide
à utiliser : chaque lobe possède peu de coeicients (un vecteur et deux scalaires), et son
évaluation (i.e. le calcul dŠune valeur) consiste en un produit scalaire rapide à calculer.
De plus, les lobes de cosinus sont adaptés à la représentation de variations importantes
selon les directions.
Nous montrons que le produit de deux lobes peut être approché par un unique lobe
en entraînant une erreur peu importante. Lors du calcul dŠune image, le nombre de coef-
Ącients à évaluer est alors réduit. Les approximations utilisées peuvent être pré-calculées
et stockées dans une table, car les produits sont indépendants de la scène visualisée. Par
conséquent, lŠétape de visualisation reste rapide et très adaptée à lŠutilisation sur carte
graphique.
Grâce à cette représentation, lŠéquation à résoudre est exprimée de manière homogène
et son calcul efectif peut être réduit à une somme dŠintégrales de lobes de cosinus. La
valeur de lŠintégrale dŠun lobe ne dépendant pas de lŠensemble de ses paramètres, nous
montrons quŠils peuvent également être pré-calculés. Lors du calcul dŠune image, lŠéva-
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luation de lŠéquation de transfert lumineux ne nécessite alors quŠun nombre minimum de
calcul puisquŠune grande partie de ceux-ci sont obtenus par lecture dans des tables.
LŠensemble des transformations et des pré-calculs est utilisé pour réaliser une appli-
cation, dynamique et interactive, de calcul dŠéclairement direct dans des environnements
comportant des matériaux brillants et des sources lumineuses de petites tailles. Notre
approche soufre cependant dŠun défaut commun à toutes celles du même type, à savoir
des di cultés à prendre en compte les masquages de Ćux engendrés par les obstacles,
autrement dit à gérer eicacement la visibilité.
Utilisation robuste des pré-calculs
Les cartes de photons sont une autre manière de représenter les Ćux lumineux issus
dŠune simulation dŠéclairage. Chaque photon correspond à une information énergétique
directionnelle brute. Le calcul de la luminance réĆéchie en un point dépendant de la caméra
repose sur une estimation dans son voisinage de la densité des photons. Cette méthode
permet de réaliser rapidement le calcul, mais elle est intrinsèquement biaisée car elle
représente seulement une valeur moyenne issue de photons voisins. Ce biais est acceptable
dans la mesure où lŠestimation de densité est le plus souvent utilisée seulement pour
lŠéclairement indirect, dont les variations sont généralement peu importantes. Néanmoins,
même dans ce cas, lŠestimation de densité produit un certain nombre dŠartefacts visibles
sur les images. En efet, le voisinage considéré est approché et ne prend pas en compte
les limites des objets lors de lŠestimation. Les conséquences sont dŠune part une sous-
estimation au bord des objets et dŠautre part des débordements lumineux dus à une
prise en compte de photons ne devant pas contribuer au point dŠestimation. Ce dernier
phénomène est par exemple visible lorsquŠune estimation est réalisée à proximité dŠune
cloison.
Nous proposons dŠintroduire des calculs de visibilité aĄn de corriger le problème de
sous-estimation à la frontière des objets. Nous montrons que le problème consiste à déter-
miner de manière exacte le voisinage sur lequel utiliser des photons lors dŠune estimation.
A partir de celui-ci, un terme correcteur est calculé pour supprimer le biais responsable
de la sous-estimation. Nous présentons plusieurs méthodes calculant de manière exacte
ou approchée ce terme correcteur.
Nous proposons également dŠutiliser des tests de visibilité pour supprimer les déborde-
ments lumineux. Nous montrons quŠil est nécessaire dŠefectuer une estimation de densité
sur des zones de continuité à faible variation aĄn de diminuer le biais. Un double test
de visibilité permet dŠassurer que chaque échantillon pris en compte dans lŠestimation de
densité appartient à la même zone de continuité que le point dŠestimation. La conséquence
directe est la suppression des débordements lumineux.
LŠensemble des corrections est mis en œuvre pour trois méthodes de simulation dŠéclai-
rage : la visualisation directe des cartes de photons, la collecte Ąnale, et les cartes de
photons progressives. Nos tests montrent que le coût des corrections peut être diminué en
utilisant la cohérence des requêtes de visibilité.
Plan du mémoire
Ce manuscrit est organisé de la façon suivante : le chapitre 2 introduit les modèles
physiques nécessaires à la simulation dŠéclairage, en insistant sur lŠéquation de transferts
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lumineux, les modèles de FDRB, et les méthodes de calcul proposées dans la littérature
parmi lesquelles les méthodes à bases de pré-calculs et les cartes de photons.
Le chapitre 3 donne une représentation homogène de lŠéquation de transfert lumineux
reposant sur les lobes de cosinus. Il commence par décrire les lobes de cosinus, le produit
de deux lobes et lŠintégration, et comment ces calculs peuvent être eicacement implantés
à lŠaide de tables de pré-calculs. Il montre enĄn comment, à lŠaide de lŠapproximation du
produit de deux lobes, lŠhomogénéisation de lŠéquation de transfert lumineux conduit à
un calcul simple et rapide.
Le chapitre 4 propose une correction des méthodes à base de cartes de photons. Il
commence par une étude sur lŠorigine du biais dans lŠestimation de densité en général,
puis pour les cartes de photons en particulier. Il explique pourquoi les tests de visibilité
permettent de diminuer lŠerreur dŠestimation. EnĄn, il termine par des résultats de calculs
et des comparaisons par rapport à une méthode de référence, mettant en avant la validité
de notre approche.
EnĄn, le chapitre 5 conclut ce mémoire, et présente les diférentes perspectives.
Chapitre 2
Simulation réaliste dŠéclairage
Ce chapitre présente les principes de la simulation dŠéclairage et les méthodes exis-
tantes. La première partie est consacrée aux fondements mathématiques et physiques, avec
les grandeurs à calculer pour réaliser une image de synthèse. La deuxième partie détaille les
grandes familles de méthodes utilisées dans le reste de ce mémoire, à savoir : les méthodes
de Monte-Carlo, les pré-calculs de transferts énergétiques et les cartes de photons.
1 Modèles pour la simulation dŠéclairage
Le but des méthodes de simulation dŠéclairage est dŠestimer la luminance à lŠintérieur
dŠun environnement en prenant en compte les inter-réĆexions lumineuses.
Le résultat du processus de simulation peut être de deux natures diférentes. Il peut
sŠagir dŠune valeur physiquement correcte, dans le sens où elle est comparable à ce quŠun
capteur pourrait enregistrer dans un environnement réel. Dans ce cas, lŠensemble du pro-
cessus de simulation doit respecter scrupuleusement les lois physiques élémentaires. Dans
dŠautres applications, le temps de calcul est primordial. Dans ce cas, la simulation doit
seulement être plausible visuellement et lŠensemble des phénomènes physiques entrant en
jeu ne sont pas tous pris en compte.
La simulation repose sur la déĄnition de quatre entités essentielles :
• la déĄnition géométrique de chacun des objets ;
• les propriétés des matériaux déterminant lŠapparence des objets et la façon dont le
Ćux lumineux interagit avec eux ;
• les sources lumineuses ;
• les caméras indiquant à partir de quel point de vue sera réalisée la simulation.
Le processus de simulation peut être dépendant du point de vue, i.e. le changement
dŠun paramètre de la caméra entraîne un re-calcul complet de la simulation. DŠautres
méthodes sont en revanche indépendantes du point de vue et exploitent une partie des
calculs déjà efectués pour produire une nouvelle mesure de luminance.
Nous souhaitons étudier les méthodes réalistes, essentiellement basées sur les lois phy-
siques. Le reste de la section est consacrée à la physique nécessaire à la simulation dŠéclai-
rage.
6 CHAP 2 - Simulation réaliste dŠéclairage
1.1 Notations
AĄn dŠintroduire quelques notations, cette section rappelle les notions mathématiques
utilisées dans la suite du manuscrit.
Produit scalaire
Le produit scalaire entre deux vecteurs, a et b est donné par la relation suivante :
a · b = ∥a∥∥b∥ cos θ
où ∥a∥ est la norme du vecteur a et θ est lŠangle entre les deux droites support de a
et b (cf. Ągure 2.1). Souvent, et sauf mention contraire dans la suite du manuscrit, les
vecteurs a et b sont considérés comme ayant une norme unitaire (i.e. ∥a∥ = 1).
θ
a
b
Figure 2.1 Ű Produit scalaire. Le produit scalaire (a · b) est égal au cosinus de lŠangle θ
entre deux vecteurs normalisés a et b.
Angle solide
La notion dŠangle solide est très importante pour la simulation dŠéclairage. AĄn de
donner une intuition de sa déĄnition, nous partons de la notion dŠangle planaire en 2D et
nous étendons celle-ci en dimension 3.
Un angle planaire en 2D est déĄni comme la longueur de lŠarc L obtenu par projection
Sp dŠune surface S sur un cercle de centre x et de rayon r (cf. Ągure 2.2). Ainsi, soit Y
lŠensemble des points de L (i.e. Y = ¶y ∈ L♦), alors un angle planaire θ en 2D est :
θ =

Y
dy
r
.
Cette notion sŠétend directement en dimension supérieure et notamment en dimen-
sion 3. Soient Ap la projection de la surface A sur la sphère S de rayon r centrée en x et
Z lŠensemble des points de Ap (i.e. Z = ¶y ∈ Ap♦) et posons :
ω =

Z
dAy
r2
.
LŠélément ω est appelé angle solide centré en x.
Lien entre élément dŠangle solide et élément de surface
Les sources lumineuses sont généralement déĄnies en fonction dŠune surface et lŠinté-
grale du transfert énergétique est, dans sa forme initiale, exprimée selon des angles solides.
1. Modèles pour la simulation dŠéclairage 7
x Sp
S
r
Figure 2.2 Ű Angle planaire. LŠangle planaire (sous tendu par S depuis x) est propor-
tionnel à la longueur de lŠarc obtenu par la projection Sp dŠune surface S sur un cercle de
centre x et de rayon r.
x
dAy
dω
nx
Figure 2.3 Ű Expression dŠun élément dŠangle solide dω en fonction dŠun élément de
surface dAy.
La relation suivante permet de faire le lien entre un angle solide élémentaire et une sur-
face, et donc dŠexprimer lŠensemble des calculs de la simulation dŠéclairage sous une forme
uniĄée :
dωxy =
(nx · yx) dAy
∥x− y∥2 (2.1)
où dωxy est lŠangle solide centré en x autour dŠune direction xy (cf. Ągure 2.3).
1.2 Radiométrie
Les grandeurs essentielles devant être calculées en synthèse dŠimages appartiennent
au domaine visible. Ce dernier est un cas particulier de lŠensemble des rayonnements
électromagnétiques. La science étudiant ces rayonnements sŠintitule la radiométrie.
Energie
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LŠénergie transportée par un photon pour une longueur dŠonde donnée est notée eλ et
sŠexprime à lŠaide de la relation suivante :
eλ =
hc
λ
,
où :
• h est la constante de Planck, h = 6, 626 068 96× 10−34J.s ;
• c est la vitesse de la lumière dans le vide, c = 299 792 458 m.s−1 ;
• λ est la longueur dŠonde considérée, en mètre.
LŠénergie dŠun photon sŠexprime en Joule (J). LŠénergie spectrale Qλ représente lŠéner-
gie dŠun ensemble de photons pour une longueur dŠonde λ donnée :
Qλ = nλeλ = nλ
hc
λ
,
où nλ est le nombre de photons considérés. Là encore, lŠunité est le Joule (J).
Les unités précédentes ne sont déĄnies que pour des longueurs dŠonde particu-
lières ; lŠénergie Q quantiĄe lŠénergie spectrale mais pour lŠensemble des longueurs dŠonde :
Q =
 ∞
0
Qλ dλ.
LŠunité est toujours le Joule (J).
Flux
LŠénergie totale dŠun ensemble de photons pour toutes les longueurs dŠonde pendant
un temps t est le Ćux Φ :
Φ =
dQ
dt
LŠunité est le le Watt (W ), ou le Joule par seconde (J.s−1).
CŠest par cette grandeur que les sources lumineuses sont déĄnies en synthèse dŠimages,
on dira par exemple quŠune source lumineuse émet 100 W dŠénergie lumineuse : peu
importe la forme de la source et la distribution de lŠémission de lŠénergie, il sŠagit du Ćux
total émis par cette source.
Radiosité - Eclairement
A partir de la notion de Ćux, deux autres notions importantes sont établies : la radiosité
et lŠéclairement. Elles déĄnissent respectivement, le Ćux émis et reçu par unité de surface.
La radiosité dŠune unité de surface centrée en x est notée B(x) et lŠéclairement est noté
E(x), leurs déĄnitions mathématiques sont les suivantes :
B(x) =
dΦo
dAx
E(x) =
dΦi
dAx
où Φi et Φo sont respectivement les Ćux reçus et émis en x. LŠunité est le Watt par
mètre carré (W.m−2). La Ągure 2.4 illustre ces deux notions.
Lorsque le contexte ne permet pas lŠambiguité, le Ćux (incident ou sortant) sera noté Φ.
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x
(a)
x
(b)
Figure 2.4 Ű Radiosité et éclairement. (a) La radiosité caractérise le Ćux émis par une
surface. (b) LŠéclairement caractérise le Ćux reçu par la surface.
Intensité
Pour un angle solide ωv, lŠintensité Iv est déĄnie de la façon suivante :
I(v) =
dΦ
dωv
.
dω
Figure 2.5 Ű Intensité lumineuse en un point. Cette grandeur est la quantité dŠénergie
par unité dŠangle solide dω.
LŠunité est le Watt par stéradian (W.sr−1). La Ągure 2.5 donne une illustration dŠin-
tensité sortante.
Luminance
La dernière notion est essentielle à la simulation dŠéclairage, il sŠagit de la luminance.
LŠoeil humain est sensible à la luminance et non pas à lŠintensité ni à lŠéclairement. La
luminance intègre à la fois une notion de surface et de direction. Sa déĄnition est la
suivante :
L(x,v) =
dΦ
cos θ dAx dωv
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où θ est lŠangle entre la normale à la surface centrée en x et la direction v. Souvent
cette relation est donnée à partir du produit scalaire :
L(x,v) =
dΦ
(nx · v) dAx dωv .
La luminance est le terme le plus important en synthèse dŠimages puisque cŠest cette
quantité qui indique lŠaspect Ąnal dŠun objet, et permet de rendre compte des efets tels que
la brillance ou lŠanisotropie. On notera également que la la luminance peut être déĄnie par
longueur dŠonde mais pour simpliĄer le discours, nous considérons cette variable comme
muette.
Relations entre quantités
Parfois il est nécessaire dŠavoir des mécanismes pour passer dŠune quantité à une
autre. Ci-dessous sont listées quelques relations usuelles permettant de lier la luminance
à chacune des autres quantités :
Φ =

A

Ω
L(x,v) cos θ dωv dAx, (2.2)
E(x) =

Ω
Li(x,v) cos θ dωv, (2.3)
I(v) =

A
L(x,v) dAx. (2.4)
Ainsi, chaque quantité : Ćux, éclairement et intensité peut être exprimée à partir de
la luminance.
1.2.1 Propriétés
Dans cette section, nous décrivons deux relations sur lesquelles les algorithmes de simu-
lation reposent. Elles permettent de résoudre ou bien dŠexprimer un calcul de luminance
diféremment.
Luminance constante le long dŠune droite
Cette propriété est fondamentale dans tous les algorithmes de simulation dŠéclairage.
En efet, elle stipule que dans le vide, la luminance émise à un point x dans la direction
dŠun point y est égale à la luminance reçue par y depuis le point x. CŠest-à-dire :
L(x,xy) = L(y,yx).
La démonstration est la suivante :
L(x,xy) =
d2Φ
(nx · xy) dAx dωxy
=
d2Φ
(nx · xy) dAx (ny · yx)dAy∥x−y∥2
=
d2Φ
(ny · yx) dAy dωyx
= L(x,yx).
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Flux dŠun émetteur difus
Cette propriété lie très fortement la luminance et le Ćux dŠune source lumineuse surfa-
cique difuse, i.e. une source lumineuse omnidirectionnelle émettant de la lumière unifor-
mément dans toutes les directions. Dire quŠune source lumineuse est difuse signiĄe que sa
luminance L(x,o) est constante quel que soit le point x et quelle que soit la direction o.
Ceci a pour conséquence directe la relation suivante :
Φ =

A

Ω
L(x,v) cos θ dωv dAx
=

A

Ω
L cos θ dωv dAx
= L

A

Ω
cos θ dωv dAx
= LA

Ω
cos θ dωv
= LAπ.
Les sources lumineuses surfaciques sont souvent considérées comme des émetteurs
difus. Dans ce cas, cette formule facilite le lien entre le Ćux, la luminance et lŠaire de la
surface de la source.
1.3 Fonction de distribution de réĆectance bidirectionnelle
LorsquŠun rayon lumineux atteint une surface, une partie du Ćux est dispersée tan-
dis quŠune autre peut être absorbée ou encore transmise (cas des surfaces transparentes
ou translucides par exemple). La manière dont la lumière est dispersée au contact de
la surface est modélisée par une fonction de distribution de dispersion bidirectionnelle
(FDDB). Celle-ci peut être décomposée en deux fonctions complémentaires, une fonction
de distribution de réĆectance bidirectionnelle (FDRB) et une fonction de distribution de
transmission bidirectionnelle (FDTB). La première caractérise le phénomène de réĆexion
dŠune surface, i.e. la manière dont les rayons lumineux sont réĆéchis dans le même milieu
dŠincidence. La seconde est spéciĄque aux rayons lumineux transmis à travers un dioptre.
La FDRB est le rapport entre la luminance réĆéchie dans une direction donnée par un
objet et lŠéclairement incident :
fr(x, i,o) =
dLo(x,o)
dE(x, i)
=
dLo(x,o)
Li(x, i)(nx · i) dωi
où fr(x, i,o) est la FDRB dŠun élément de surface centré en x pour une direction
incidente i et une direction sortante o , Li(x, i) et Lo(x,o) sont appelées respectivement
luminance incidente et sortante.
Note : on écrira fr(x, i,o) une FDRB, ft(x, i,o) une FDTB et f(x, i,o) une FDDB.
1.3.1 Propriétés
Les propriétés des FDRB permettent dŠexprimer de manière formelle des intuitions
physiques.
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Positivité
Les FDRB sont déĄnies positives :
fr(x, i,o) ≥ 0.
Une FDRB ne peut pas être négative puisque par déĄnition elle est le rapport entre
la luminance réĆéchie et lŠéclairement.
Conservation de lŠénergie
AĄn de respecter la loi de conservation de lŠénergie, lŠintégrale dŠune FDRB sur lŠhé-
misphère quelle que soit la direction incidente i est bornée :

Ωx
fr(x, i,o)(nx · o) dωo ≤ 1. (2.5)
Cette déĄnition est également naturelle : une surface ne peut pas renvoyer plus dŠéner-
gie quŠelle nŠen reçoit.
Nota Bene : LŠintégrale de cette inéquation est appelée réĆectivité et est notée ρ :
ρ =

Ωx
fr(x, i,o)(nx · o) dωo. (2.6)
Réciprocité
Dernière propriété souvent utilisée en optique : la loi de réciprocité (ou critère de
Helmholtz), ou encore loi de symétrie. Elle stipule quŠintervertir les directions dŠincidence
et de réĆexion dans le calcul de la FDRB à un point x ne change pas sa valeur. Ainsi
on a :
fr(x, i,o) = fr(x,o, i).
Ceci signiĄe que quel que soit le sens de propagation du Ćux lumineux, la valeur de la
FRDB pour deux directions i et o est la même. Cette propriété est utilisée, en particulier,
dans de nombreux algorithmes de simulation dŠéclairage, reposant soit sur la propagation
des Ćux lumineux ou bien sur la collecte de Ćux.
Nota Bene : cette propriété nŠest pas vraie pour les FDTB (cf. [Vea97]).
1.4 Equation de transfert lumineux
LŠéquation de transfert lumineux (ETL), appelée équation du rendu dans un contexte
de synthèse dŠimages, exprime le Ćux se propageant dans la scène à partir des sources
lumineuses. Cette équation peut sŠénoncer selon deux manières diférentes : une intégrale
déĄnie selon les hémisphères et une selon les aires des surfaces. La première calcule le
Ćux lumineux provenant dŠun ensemble de directions et la seconde efectue le même calcul
mais pour un ensemble de surfaces. Cette deuxième forme est notamment utilisée pour
calculer les contributions des sources lumineuses.
1. Modèles pour la simulation dŠéclairage 13
1.4.1 Intégration sur lŠhémisphère
LŠETL permet de calculer la luminance émise depuis un point x et une direction o. Sa
formulation, donnée par Kajiya [Kaj86], est la suivante :
Lo(x,o) = Le(x,o) +

Ωx
Li(x, i)fr(x, i,o)(nx · i) dωi. (2.7)
La luminance émise depuis un élément de surface centré en x dans une direction o est
donc la luminance intrinsèque Le à laquelle est ajoutée la somme des luminances reçues
et ré-émises dans la direction o. La Ągure 2.6 illustre les diférents termes utilisés dans
lŠETL.
Nx
x
i
i
i
i i
i
i
i
o
Figure 2.6 Ű Termes utilisés dans lŠETL selon lŠhémisphère. LŠintégrale représente la
luminance sortante pour un élément de surface centré en x dans la direction o, comme
la somme des contributions réĆéchies provenant des directions i. LŠauto-émission en x est
volontairement omise.
Cette équation prend uniquement en compte les phénomènes de réĆexion. Trois mo-
diĄcations de lŠETL permettent dŠinclure les phénomènes de transmission :
• lŠintégration sur la sphère Sx centrée en x (et non plus sur lŠhémisphère) ;
• lŠutilisation dŠune fonction de distribution de dispersion bidirectionnelle, combinant
à la fois une fonction de distribution de réĆectance bidirectionnelle et une fonction
de distribution de transmission bidirectionnelle ;
• lŠajout dŠune valeur absolue autour du calcul du cosinus entre la normale en x et la
direction i.
LŠensemble de ces trois notions permettent dŠécrire une équation plus générale :
Lo(x,o) = Le(x,o) +

Sx
Li(x, i)f(x, i,o)♣nx · i♣ dωi. (2.8)
1.4.2 Intégration sur les aires
Dans lŠintégrale (2.7), le calcul de la luminance incidente provient dŠun ensemble de
directions. Il est parfois plus utile dŠutiliser une intégration utilisant les luminances émises
en chaque point de la scène.
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La transformation de lŠéquation (2.7) est efectuée à partir de lŠéquation (2.1) :
Lo(x,o) = Le(x,o) +

Ωx
Li(x, i)f(x, i,o)♣nx · i♣ dωi
= Le(x,o) +

A
Li(x,xy)f(x,xy,o)
♣nx · xy♣ ♣ny · yx♣
∥x− y∥2 V (x, y) dAy
= Le(x,o) +

A
Li(x,xy)f(x,xy,o)G(x, y)V (x, y) dAy
où G(x, y) = ♣nx·xy♣ ♣ny ·yx♣∥x−y∥2 est appelé terme géométrique, A représente lŠensemble des
surfaces de la scène et V (x, y) est un terme de visibilité indiquant si x et y sont mutuel-
lement visibles.
1.4.3 Discussion sur lŠéquation de transfert lumineux
LŠETL peut être réécrite sans perte de généralité suivant plusieurs termes, chacun
étant associé à une sémantique diférente. Ce partitionnement est couramment mis en
œuvre aĄn de traiter chacun des termes par une méthode adaptée. Une séparation des
termes de lŠéquation est efectuée en distinguant, dans la partie réĆexion de lŠéquation,
la luminance LLi reçue depuis les sources lumineuses, de celle L
S
i reçue depuis les autres
surfaces :
Li(x, i) = LLi (x, i) + L
S
i (x, i).
Ainsi, lŠéquation 2.7 devient :
Lo(x,o) = Le(x,o) +

Ωx
Li(x, i)fr(x, i,o)(nx · i) dωi (2.9)
= Le(x,o) +

Ωx

LLi (x, i) + L
S
i (x, i)

fr(x, i,o)(nx · i) dωi (2.10)
= Le(x,o) +

Ωx
LLi (x, i)fr(x, i,o)(nx · i) dωi
+

Ωx
LSi (x, i)fr(x, i,o)(nx · i) dωi
(2.11)
= Lemis + Ldirect + Lindirect. (2.12)
De cette façon, lŠéquation de transfert lumineux est ré-écrite en trois termes :
• Lemis, un terme émissif intrinsèque à la surface au point x, sa valeur est non nulle
pour une source lumineuse ;
• Ldirect, un terme direct représentant la contribution des sources lumineuses ;
• Lindirect, un terme indirect représentant la contribution des autres surfaces, ou, au-
trement dit, celle des sources lumineuses mais après une ou plusieurs réĆexions sur
les surfaces de la scène.
Ce partitionnement permet dŠadapter le mode de calcul de chacun des termes. Par
exemple, le terme dŠéclairement direct repose souvent sur lŠETL exprimé selon les surfaces.
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Méthodes de calcul
Plusieurs méthodes ont été proposées pour calculer lŠETL. La radiosité [SP94] re-
pose sur une résolution par la méthode des éléments Ąnis. Cette solution est la première
permettant de simuler les inter-réĆexions difuses tout en proposant un calcul indépen-
dant du point de vue. Bien quŠinitialement limitée à des scènes difuses, de nombreux
travaux ont été proposés pour étendre la méthode à des scènes possédant des matériaux
brillants [Chr95, PB94]. Néanmoins, la radiosité repose sur un maillage de la scène dont la
construction nŠest pas triviale. DŠautres méthodes sont alors mises en œuvre : les méthodes
de Monte-Carlo, les pré-calculs de transfert énergétique et les cartes de photons sont déve-
loppés dans ce chapitre. EnĄn, dans un contexte de rendu sur cartes graphiques, diverses
méthodes sont proposées pour calculer rapidement une solution [DSDD07, RGK+08], mais
ne sont pas abordés dans la suite.
2 Modèles de FDRB
De nombreux auteurs sŠintéressent à la modélisation de la FDRB. Il sŠagit dŠun pro-
blème di cile puisque les matériaux sont très variés dans la réalité et sont très di ciles à
reproduire, contrôler ou mesurer avec peu de paramètres. Cette section liste les modèles
les plus courants.
Les modèles de réĆexion sont souvent construits à partir de plusieurs "briques" de
base correspondant à des modèles théoriques ou parfaits de réĆexions. Ainsi, les réĆexions
difuses pures caractérisent les surfaces dispersant les Ćux lumineux de manière uniforme
dans toutes les directions. Les réĆexions spéculaires pures décrivent les surfaces ne réĆé-
chissant les rayonnement lumineux que dans une seule direction privilégiée, comme par
exemple les miroirs. Entre ces deux extrêmes, se situent les réĆexions brillantes, le degré
de brillance variant pour approcher lŠun ou lŠautre des modèles extrêmes. Bien souvent, les
modèles sont des juxtapositions de plusieurs composantes (une composante difuse plus
une composante brillante, deux composantes spéculaires, etc). De cette façon les modèles
sont facilement manipulables.
2.1 Modèle de Lambert
Le modèle de Lambert caractérise une surface difuse pure, i.e. pour laquelle le rayon-
nement lumineux réĆéchi est uniforme dans toutes les directions :
fr(x, i,o) = c
où c est une constante déĄnie de façon à respecter le critère de conservation dŠénergie
(cf. équation (2.5)). Sa valeur minimale est 0 (pour une surface qui absorbe tout le rayon-
nement lumineux) et sa valeur maximale est 1/π (pour une surface qui renvoie la totalité
de lŠénergie reçue). Le modèle de Lambert est déĄni de la façon suivante :
fr(x, i,o) =
ρd
π
avec ρd la réĆectivité de la surface. Sa valeur étant comprise entre 0 et 1, elle contrôle
la fraction dŠénergie incidente réĆéchie. Le modèle de Lambert nŠest pas plausible dans la
réalité mais sa simplicité fait quŠil est beaucoup utilisé pour décrire les objets mats dans
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Figure 2.7 Ű Exemple de réĆexion difuse : le Ćux lumineux est ré-émis de manière
uniforme (i.e. même valeur) dans toutes les directions.
la plupart des systèmes existants. La Ągure 2.7 illustre schématiquement une réĆexion de
type Lambert.
2.2 Modèle de Phong
Le modèle de Phong [Pho75] apporte au modèle de Lambert un terme permettant dŠap-
procher une surface brillante. Bien que ne reposant pas directement sur une modélisation
physique très précise (il ne respecte par exemple pas la loi de conservation de lŠénergie),
son faible nombre de paramètres très intuitifs en fait un modèle particulièrement utilisé.
Sa déĄnition repose sur un expression de la réĆexion de la surface en deux parties : une
partie difuse et une partie brillante. Ainsi le modèle de Phong est le suivant :
f(x, i,o) = kd + ks
(r · o)
(nx · i)
n
où r est la direction miroir réĆéchie, kd et ks sont des coeicients permettant res-
pectivement de contrôler le degré de difusion et de spécularité de la surface tandis que
n contrôle la brillance de la surface. Une valeur importante de n représente une surface
brillante. La Ągure 2.8 montre deux réĆexions de type Phong avec deux valeurs diférentes
dŠexposant (5 et 30).
AĄn de respecter la condition de conservation de lŠénergie, Lewis Ąxe les valeurs de kd
et ks ainsi [Lew94] :
kd =
ρd
π
ks = ρs
n+ 2
2π
où ρd et ρs sont respectivement les réĆectances difuses et spéculaires de la surface.
Elles sont choisies de sorte que leur somme soit inférieure ou égale à un.
Le calcul de la direction réĆéchie est souvent coûteux. AĄn de donner un calcul plus
rapide, Blinn [Bli77] remplace le vecteur r par le demi-vecteur h dont la déĄnition est la
suivante :
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Figure 2.8 Ű RéĆexion de Phong. Le modèle de Phong attribue une valeur plus impor-
tante à un ensemble de directions centrées autour du vecteur réĆéchi (en rouge). La Ąnesse
de la réĆexion est contrôlée par lŠexposant e = 5 à gauche et e = 30 à droite.
h =
i+ o
∥i+ o∥ .
De cette manière, le modèle de Blinn-Phong sŠécrit alors :
fr(x, i,o) =
ρd
π
+ ρs
(n+ 2)
2π
(nx · h)
(nx · i)
n
.
Ce modèle nŠest pas strictement identique au modèle de Phong. Par exemple, il est clas-
sique dŠutiliser un exposant n quatre fois plus grand dans le modèle de Blinn-Phong pour
obtenir une brillance similaire à celui de Phong.
La division par le terme (nx · i) pose problème pour deux raisons. DŠune part, lorsque
lŠangle incident est rasant, la valeur du cosinus tend vers 0 et donc la valeur de la FRDB
tend vers lŠinĄni ; dŠautre part, son utilisation fait que le modèle ne respecte pas le critère
de réciprocité. Une autre version du modèle, appelée version modiĄée de Blinn-Phong
résout ces problèmes en supprimant le cosinus :
fr(x, i,o) =
ρd
π
+ ρs
n+ 2
2π
(nx · h)n.
Cette formulation permet au modèle de Phong de respecter à la fois le critère de
réciprocité mais aussi le critère de conservation de lŠénergie (avec kd et ks déĄnis précé-
demment).
2.3 Modèles à base de micro-facettes
Le modèle de Cook et Torrance [CT82] est composé dŠune partie difuse et dŠune partie
brillante. Les auteurs considèrent que le matériau est composé dŠune ensemble de petites
surfaces lisses. LŠaspect Ąnal de la surface est donné par lŠarrangement de ces micro-
facettes. Si les normales des facettes sont orientées majoritairement dans le même sens
que la normale de la surface alors le matériau est brillant. Plus la surface est rugueuse et
plus le matériau est mat. La déĄnition générale de ce modèle est la suivante :
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Figure 2.9 Ű Exemple de FDRB avec terme de Fresnel. Avec un angle de vue très rasant,
le cube a un aspect miroir (face de gauche), avec un angle très faible par rapport à la
normale, la réĆexion est minimale (face de devant).
fr(x, i,o) =
ρd
π
+
ρs
π
FDG
(nx · i)(nx · o) .
Avec toujours la relation ρd + ρs ≤ 1. Les termes F , D et G sont respectivement le
terme de Fresnel, le terme de distribution et le terme géométrique.
Les équations de Fresnel représentent la proportion de lumière réĆéchie pour deux états
de polarisation (perpendiculaire et parallèle). La Ągure 2.9 donne un exemple de FDBR
intégrant un terme de Fresnel. Ces équations sont déĄnies pour les matériaux isolants (i.e.
qui ne permet pas le passage dŠun courant électrique) et les conducteurs. Les coeicients
de Fresnel sont :
rpara =
η2 cos θ1 − η1 cos θ2
η2 cos θ1 + η1 cos θ2
rperp =
η1 cos θ1 − η2 cos θ2
η1 cos θ1 + η2 cos θ2
où η1 et η2 sont respectivement les indices de réfraction du milieu incident et sortant,
θ1 et θ2 sont les angles incidents et sortants. Pour les matériaux conducteurs, les indices
de réfraction sont complexes : η = n + iκ où κ est appelé coeicient dŠabsorption de la
surface. Pour les isolants, lŠindice est un réel (i.e. κ = 0). Lorsque la polarisation nŠest
pas prise en compte alors le terme de Fresnel devient :
Fr =
r2para + r
2
perp
2
.
Ce terme étant coûteux à calculer, pour des approches rapides, lŠapproximation de
Schlick [Sch94] peut être mise en œuvre :
Fr = F0 + (1− F0)(1− cos θh)5
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où F0 est la valeur de Fresnel pour un rayon normal à la surface et θh lŠangle entre la
direction sortante o et le demi vecteur h.
Le deuxième terme du modèle de Cook-Torrance indique la façon dont sont disposées
ou inclinées les micro-facettes par rapport à la normale de la surface. Une disposition
très chaotique est caractéristique dŠune surface rugueuse tandis quŠune disposition plus
ordonnée est plus adaptée pour modéliser une surface lisse. Plusieurs types de distribution
sont proposées [CT82, Bli77], dans le modèle de Cook et Torrance, la distribution utilisée
est celle de Beckmann :
D =
1
m2 cos4 α
e−(
tanα
m )
2
où α est lŠangle entre la normale nx et le demi vecteur h et m un paramètre indiquant
la rugosité de la surface. Une valeur faible de ce dernier donnera une surface dŠaspect
plutôt lisse et une valeur élevée une surface rugueuse.
Les surfaces étant composées dŠun ensemble de micro-facettes, suivant leur distribution
et leur orientation, les Ćux lumineux incidents nŠimpactent pas la totalité de la surface.
Ainsi, une facette peut empêcher la lumière dŠatteindre (en partie ou en totalité) une
facette située dessous elle ; ceci est appelé auto-ombrage. De même, lorsque le Ćux lumineux
a pu arriver sur la facette, le Ćux sortant peut être bloqué par une autre facette, cŠest
lŠauto-masquage. La Ągure 2.10 illustre les deux phénomènes.
(a) (b)
Figure 2.10 Ű Phénomènes de visibilité sur une surface à base de micro-facettes. (a) Auto-
ombrage, les facettes ne sont pas entièrement atteintes par le Ćux incident. (b) Auto-
masquage, le Ćux sortant est partiellement diminué.
Le terme géométrique G [Bli77] permet alors de prendre en compte ces deux cas.
Il donne la proportion du Ćux lumineux réĆéchie entre la direction dŠincidence i et la
direction sortante o. Dans le cas du modèle de Cook-Torrance, le terme géométrique est :
G = min

1,
2(nx · h)(nx · o)
(o · h) ,
2(nx · h)(nx · i)
(o · h)

.
Les modèles à micro-facettes sont nombreux. Par exemple, elles sont utilisées par Wal-
ter et al. [WMLT12] pour simuler des matériaux transparents. Oren et Nayar [ON95] uti-
lisent des micro-facettes difuses pour représenter des matériaux mats de manière réaliste,
et Ashikmin [APS00] propose une étude sur lŠimpact de la distribution des micro-facettes.
2.4 Modèle de Lafortune
Le dernier modèle que nous présentons est celui de Lafortune [LFTG97]. Il ne repose
pas sur une description physique mais est néanmoins conçu pour lŠajustement de données
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n
t
b
i
r
o
h
x
Figure 2.11 Ű Géométrie utilisée pour le calcul dŠune FDRB pour des directions dŠinci-
dence i et sortante o autour de la normale n au point x. Le vecteur r est le vecteur i auquel
est appliquée une réĆexion par rapport à la normale. Le demi vecteur h est construit à
partir de i et o : h = i+o∥i+o∥ .
mesurées. Il permet dans ce cas dŠobtenir des fonctions de réĆexions réalistes [APCP09].
Les auteurs généralisent le modèle de Phong avec des sommes de lobes de cosinus.
Les auteurs commencent par exprimer dans un repère orthonormal (t,b,n) les direc-
tions incidentes, sortantes et miroir i, o, r (cf. Ągure 2.11). Ensuite, les auteurs expriment
le modèle à lŠaide de la notation matricielle suivante :
fr(x, i,o) =
ρd
π
+ ρsCs(r · o)n
fr(x, i,o) =
ρd
π
+ ρsCs

iT (2nxnTx − I)o
n
fr(x, i,o) =
ρd
π
+ ρsCs

iTMo
n
où Cs est le terme de normalisation de la FDRB de Phong (i.e. dans le cas de la version
modiĄée, Cs = 2+n2pi ).
Le terme M = (2nxnTx−I) étant la matrice de passage de i à r. Les auteurs généralisent
de la façon suivante :
fr(x, i,o) =
ρd
π
+ ρs [Cxixox + Cyiyoy + Czizoz]
n
où (ix, iy, iz) et (ox,oy,oz) sont respectivement les coordonnées des vecteurs i et o dans
la base locale (b,t,n). Cette formulation est appelée lobe de cosinus généralisé. Le choix des
paramètres Cx,Cy,Cz inĆuence la direction du lobe de cosinus tandis que le paramètre n
indique sa Ąnesse (i.e une faible valeur indique un lobe large, et une grande valeur indique
un lobe Ąn). Le modèle de Phong est retrouvé en posant : −Cx = −Cy = Cz = n
√
Cs.
Les auteurs étendent leur modèle pour quŠil puisse sŠadapter à des FDRB complexes
(par exemple pour certaines peintures métalliques). Pour ceci, ils utilisent une somme de
lobes de cosinus décrite de la façon suivante :
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fr(x, i,o) =
ρd
π
+
n
j=1

Cjxixox + C
j
yiyoy + C
j
z izoz
nj
.
Ainsi, autant de lobes de cosinus que nécessaire peuvent être utilisés pour sŠadapter
aux données mesurées des FDRB correspondant à des matériaux réels. Chaque lobe est
alors caractérisé par les 4 coeicients Cjx, C
j
y , C
j
z et n.
Ce modèle de FDRB est très générique et a pour but initial lŠajustement de données.
Il est le point de départ de nos travaux du chapitre 3 pour homogénéiser les termes de
lŠETL.
3 Suivi de chemins
Cette section décrit une première famille de méthodes mises en œuvre pour résoudre
lŠETL.
3.1 Intégration de Monte-Carlo
Les méthodes de Monte-Carlo permettent de calculer numériquement une intégrale à
partir de lŠévaluation de la fonction à intégrer pour un certain nombre de points.
Soit lŠintégrale I suivante à calculer :
I =
 b
a
f(x)dx.
La forme générale dŠun estimateur de Monte-Carlo est :
⟨I⟩ = 1
N
N
i=1
f(xi)
p(xi)
où N est le nombre dŠéchantillons utilisés, xi est un échantillon et p(xi) sa probabilité.
LorsquŠun échantillonnage uniforme est utilisé lŠestimateur est dit naïf. Sa formule est
alors :
⟨Inaïf⟩ = (b− a)
N
N
i=1
f(xi).
Les méthodes de Monte-Carlo sŠappliquent en toute dimension. Ainsi, en posant vi =
(xi, yi, zi), lŠestimateur de la fonction f(x, y, z) déĄnie sur R3 est déĄnie de la même façon
quŠen dimension 1 :
⟨I⟩ = 1
N
N
i=1
f(vi)
p(vi)
.
Cette expression nécessite seulement lŠévaluation de la fonction f pour les échantillons
xi ainsi aucune supposition sur f nŠest requise (continuité, dérivabilité, etc). Cependant,
cette généralité sŠaccompagne dŠune vitesse de convergence relativement lente. En efet,
lŠerreur de lŠestimateur est caractérisée par son écart-type σ :
σ =
 1
N
 b
a

f(x)
p(x)
− I
2
p(x)dx.
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Ainsi, lŠécart type (donc lŠerreur de lŠestimateur) est fonction de 1/
√
N ; pour dimi-
nuer lŠerreur par deux il faut utiliser, statistiquement, quatre fois plus dŠéchantillons. Ce
résultat décevant est toutefois à relativiser dans le sens où cette convergence est indépen-
dante de la dimension utilisée (contrairement aux méthodes des trapèzes ou de Simpson
par exemple).
Biais et consistance
Un estimateur est dit non biaisé sŠil respecte la condition suivante :
E [⟨I⟩] = I
où E est lŠespérance mathématique. LŠestimateur est dit consistant si :
lim
n→∞⟨I⟩ = I.
LŠestimateur de Monte-Carlo est à la fois non biaisé et consistant.
Ces deux notions sont importantes en synthèse dŠimages. Elles caractérisent souvent
les méthodes de rendu. Les deux points suivants illustrent ce que signiĄent ces deux
notions ; dans les deux cas, nous considérons une méthode de rendu dépendante dŠun
paramètre N :
• une méthode de rendu non biaisée signiĄe que pour un N Ąxé,M estimations (indé-
pendantes) peuvent être efectuées et la moyenne des M estimations converge vers
le bon résultat (i.e. respectant les lois physiques et lŠETL) ;
• une méthode de rendu consistante ne permet pas dŠobtenir le bon résultat dans les
mêmes conditions. En revanche, plus N augmente et plus le résultat obtenu tend
vers la bonne solution.
On notera quŠune méthode non biaisée nŠest pas forcément consistante et quŠune mé-
thode consistante nŠest pas nécessairement non biaisée. En efet les deux contre-exemples
classiques sont les suivants :
• lŠestimateur qui pour un ensemble dŠéchantillons ¶x1, x2, ..., xn♦ issus dŠune variable
aléatoire uniforme X sur le domaine [a; b] est donné par I = x1 est un estimateur
non biaisé mais non consistant de lŠespérance E[X] ;
• lŠestimateur qui, pour les mêmes échantillons ¶x1, x2, ..., xn♦, est donné par I =
1
n

xi + 1n est quant à lui consistant mais biaisé.
Roulette russe
La roulette russe est une méthode permettant dŠutiliser moins dŠéchantillons dans un
estimateur tout en donnant un résultat similaire (i.e. lŠespérance du nouvel estimateur est
la même que lŠancien). Le principe général est de ne garder quŠune portion des échantillons
pour évaluer lŠestimateur. Soit p une probabilité, et ξi un nombre aléatoire uniformément
distribué alors la contribution frr(xi) dŠun échantillon xi est la suivante :
frr(xi) =


f(xi)
p
si ξi < p
0 sinon.
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En dŠautres termes, seuls les échantillons pour lesquels ξi < p sont utilisés dans lŠes-
timateur. Ce mécanisme donne un nouvel estimateur non biaisé si lŠestimateur de départ
lŠest. En efet, lŠespérance dŠun estimateur basé sur une roulette russe est :
E[⟨Irr⟩] = (1− p)× 0 + p× E [⟨I⟩]
p
= E[⟨I⟩].
Cette méthode est souvent utilisée en synthèse dŠimages pour arrêter des processus
récursifs inĄnis tout en assurant un résultat correct en moyenne.
3.2 Tracé de chemins
Le tracé de chemins [Kaj86] est, historiquement, la méthode de référence pour la
production dŠimages de qualité permettant lŠutilisation de tous types de surfaces (impli-
cites, explicites, etc), de tous types de FDRB (difuses, brillantes, transparentes, etc) et
de sources lumineuses (ponctuelles, surfaciques, etc). En efet, sa construction reposant
directement sur lŠETL et sur les méthodes de Monte-Carlo, est consistante et non biaisée.
Le terme émissif de lŠETL est directement calculable, la di culté réside dans lŠintégrale
du second terme. Pour approcher celle-ci, Kajiya propose dŠabord de remplacer le calcul
de la luminance incidente par la luminance sortante dans la direction −i ; celle-ci est
directement issue du point y = τ(x, i), i.e. le point dŠintersection entre le rayon (x, i) et
la scène :
L(x,o) = Le(x,o) +

Sx
Lo(τ(x, i),−i)f(x, i,o)(nx · i) dωi.
La deuxième étape consiste à appliquer une méthode de Monte-Carlo aĄn de calculer
une approximation de lŠintégrale :
⟨L(x,o)⟩ = Le(x,o) + 1
N
N
k=1
Lo(τ(x, ik),−ik) f(x, ik,o) (nx · ik)
p(ik)
où ik est la direction choisie après la kème réĆexion et p(ik) est la probabilité dŠavoir
tiré cette direction.
Cette déĄnition est cependant toujours récursive, et appliquée directement elle conduit
à une explosion combinatoire. En efet, elle signiĄe quŠà chaque point dŠintersection y =
τ(x, i), N nouveaux rayons sont générés. Pour résoudre ce problème, Kajiya propose de ne
construire quŠun seul chemin (i.e. N = 1), i.e. un seul rayon est relancé à chaque réĆexion.
Ainsi, le processus consiste à construire de manière incrémentale (cf. Ągure 2.12) un chemin
dans la scène puis à évaluer celui-ci. La valeur numérique calculée est alors la suivante :
⟨L(x,o)⟩ =
N
i=1
Pi(x,o)
où Pi(x,o) est la contribution du chemin i. Une formulation possible de cette contri-
bution est la suivante :
Pi(x,o) =
∞
k=0
Pk(xk, ik−1)
où P k(xk, ik−1) est la contribution du chemin après k interactions avec la scène. Cette
expression de la contribution dŠun chemin indique que lŠon ajoute les contributions au fur
et à mesure que le chemin est construit. Ainsi :
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(a) (b)
(c) (d)
Figure 2.12 Ű Construction incrémentale des chemins dans une méthode de tracé de
chemins. A chaque surface atteinte, une nouvelle direction est choisie.
P0(x0, i−1) = Le(x,o)
P1(x1, i0 ) = fr(x,o, i0)(nx · i0)Le(x1,−i0)
P2(x2, i1 ) = fr(x,o, i0)(nx · i0)fr(x,−i0, i1)(nx1 · i1)Le(x2,−i1)
P3(x3, i2 ) = ...
La longueur du chemin est cependant toujours Ąnie ; si une borne sur la longueur des
chemins était ajoutée alors lŠestimateur serait biaisé. Une roulette russe est mise en œuvre
pour limiter la longueur des chemins sans imposer de borne maximale. En efet, un test
est efectué après chaque surface atteinte pour savoir si le chemin doit être pousuivi.
Le principal problème du tracé de chemins est sa vitesse de convergence. AĄn dŠob-
tenir une erreur faible, il est nécessaire dŠexplorer lŠensemble de la scène (matériaux,
objets, sources lumineuses). Pour certaines scènes complexes (FDRB, sources lumineuses
et géométries complexes), ceci requiert la construction de plusieurs dizaines de milliers
de chemins. Or ce coût de construction est important à cause de lŠévaluation de la fonc-
tion lancé de rayons. Par conséquent, pour certaines conĄgurations les temps de calculs
peuvent atteindre plusieurs dizaines dŠheures. La Ągure 2.13 donne des exemples de rendu
obtenus par la méthode de tracé de chemins.
3.2.1 Calcul avec estimation du prochain événement
Le chemin a une contribution non nulle seulement si un de ses noeuds est situé sur
une source lumineuse. LorsquŠune scène comporte des sources lumineuses ponctuelles ou
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(a) (b)
(c) (d)
Figure 2.13 Ű Exemple de rendu par tracé de chemins. (a) 1 chemin par pixel. (b) 32
chemins par pixel. (c) 128 chemins par pixel. (d) 2048 chemins par pixel.
(a) (b)
Figure 2.14 Ű Construction des chemins pour un tracé de chemin avec calcul des contri-
butions directes. En plus du chemin original (a), pour chacun des impacts, une contribu-
tion directe (en pointillés) est calculée (b).
de très petites tailles la probabilité pour que cet événement survienne est très faible. Dans
un tel cas, beaucoup de chemins sont inutiles.
Dutré [Dut96] suggère dŠutiliser une méthode appelée estimation du prochain évé-
nement. LŠidée est dŠutiliser une version partitionnée de lŠETL (direct et indirect, cf.
section 1.4.3), ainsi, à chaque réĆexion une contribution directe est évaluée. Ceci permet
une réduction de la variance puisque la probabilité dŠobtenir une contribution non nulle
par chemin augmente. La Ągure 2.14 montre le processus efectué lors de lŠévaluation dŠun
chemin. La Ągure 2.15 montre une comparaison entre un tracé de chemin simple et la
version avec prise en compte des contributions directes.
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(a) (b)
Figure 2.15 Ű Exemple de rendu par tracé de chemins pour un même temps de calcul.
(a) Sans prise en compte des contributions directes. (b) Avec estimation du prochain
événement.
3.2.2 Tracé de chemin bidirectionnel
Lorsque les chemins atteignent les sources lumineuses seulement après de nombreuses
réĆexions, peu de chemins ont une contribution non nulle. Dans ce cas, même lŠapproche
avec estimation du prochain événement nŠest pas eicace.
(a) (b)
Figure 2.16 Ű Exemple de tracé de chemin bidirectionnel. (a) Deux chemins sont géné-
rés : un issu de la caméra, lŠautre de la source. (b) Les chemins sont combinés en reliant
une partie dŠun chemin avec une partie dŠun autre.
Pour résoudre ce problème, Lafortune et al. [LW93] et Veach et al. [VG94] ont proposé
simultanément une méthode appelée tracé de chemins bidirectionnel. Deux chemins sont
construits : lŠun partant de lŠoeil et lŠautre partant de la caméra. Toutes les combinaisons
des chemins sont alors construites pour donner la contribution du pixel. La Ągure 2.16
donne un exemple de combinaisons réalisables pour deux chemins de longueur 2, la Ą-
gure 2.17 donne un exemple de rendu dans une scène avec un éclairement indirect (les
sources lumineuses sont situées en dehors de la pièce).
Cette méthode permet dŠexplorer un grand nombre de chemins mais a pour principal
défaut son coût. En efet, en plus de la construction des chemins de base, chacune des
combinaisons nécessite des tests de visibilité. Ceux-ci représentent alors la majorité des
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Figure 2.17 Ű Exemple de tracé de chemin bidirectionnel pour un même nombre de
chemins par pixel. (a) Tracé de chemin (b) Tracé de chemin bidirectionnel. Le tracé de
chemins bidirectionnel "capte" mieux les chemins qui passent depuis lŠouverture de la
porte dŠoù un bruit plus faible.
temps de calculs dŠune image. Bien que des approches probabilistes basées sur une roulette
russe permettent de diminuer le nombre de tests [LW95, Vea97], le coût total reste élevé.
3.3 Cache dŠéclairement
Une solution pour diminuer les temps de calcul lors de la génération dŠune image
par tracé de chemin est de réutiliser une partie des calcul déjà efectués. La méthode
des caches dŠéclairement [WRC88] consiste à interpoler certaines valeurs dŠéclairement
aĄn de diminuer les coûts de calculs dans les scènes difuses. LŠidée de la méthode part
du principe que dans des scènes difuses, les variations de lŠéclairement indirect sont très
progressives. Ainsi, les auteurs proposent de ne pas calculer les simulations pour lŠensemble
des points dŠune surface mais seulement pour un nombre limité, les autres étant obtenus
par interpolation.
LorsquŠune requête de calcul de luminance est efectuée, le principal problème est
de savoir si celle-ci doit être interpolée ou calculée entièrement. Ward et al. proposent
un calcul permettant de déterminer, pour un point P (dont la normale à ce point est
N) quelle est lŠerreur ϵi(P ) commise par lŠutilisation dŠun échantillon en position Pi (de
normale Ni). La formule proposée par Ward et al. est la suivante :
ϵi(P ) =
∥Pi − P∥
Ri
+

1−Np ·Ni
où Ri est la moyenne harmonique des distances entre Pi et les objets visibles de la
scène :
Ri =
MM
k=1
1
dk
avec M le nombre de rayons utilisés pour calculer cette distance et dk est la distance,
pour le rayon k entre le premier point visible et Pi (cf. Ągure 2.18). Cette métrique pénalise
les points situés loin de P mais aussi ceux dont lŠorientation (de la surface sous-jacente)
est très diférente.
A partir de cette métrique, des poids wi sont associés aux échantillons :
wi(P ) =
1
ϵi(P )
.
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Pi
dk
Figure 2.18 Ű Calcul de Ri, la moyenne harmonique des distances entre Pi et les objets
visibles. La moyenne est calculée à partir des distances dk entre Pi et un objet visible.
Ceux-ci sont alors utilisés pour calculer une interpolation de lŠéclairement au point P :
E(P ) =
N
i=1wi(P )Ei(P )N
i=1wi(P )
où N est le nombre total dŠéchantillons et Ei est lŠéclairement dŠun échantillon. Un
paramètre α, spéciĄé par lŠutilisateur permet dŠéliminer les échantillons dont le poids est
au dessous dŠun seuil (cŠest-à-dire dont lŠerreur est importante), si le nombre dŠéchantillons
nŠest pas assez important alors lŠinterpolation nŠest pas efectuée et un nouvel échantillon
est ajouté à lŠensemble.
LŠavantage de la méthode est de permettre un gain de temps important par rapport
à un rendu de type tracé de chemins, mais cette approche est à la fois biaisée puisquŠil
sŠagit dŠinterpolation et est également limitée à des environnements difus (pas de FDRB
brillante ou de type miroir). Krivanek [Kri05] propose dŠutiliser une base dŠharmoniques
sphériques pour représenter la luminance incidente aĄn de pouvoir utiliser des surfaces
brillantes, mais cependant cette méthode produit des artefacts aux bords des zones dŠéclai-
rement [KGW+08] et elle est toujours limitée à des surfaces faiblement brillantes.
4 Projection sur des fonctions de base
Lorsque lŠobjectif est la production interactive dŠimages de synthèse réalistes, alors une
solution est de pré-calculer un maximum dŠinformation, puis à les exploiter rapidement
lors du rendu Ąnal. Le pré-calcul représente une quantité importante de données et un
stockage eicace est nécessaire (i.e. grande compression et rapidité dŠexploitation). La
principale contribution des méthodes de Précalcul des Transferts Energériques (PTE) est
de projeter lŠensemble des pré-calculs sur des bases de fonctions ad hoc.
Même si lŠapproche originale repose sur une base dŠharmoniques sphériques, lorsque
le terme PTE est utilisé dans la suite du manuscrit, il englobe toutes les méthodes com-
portant une projection des pré-calculs sur des bases de fonctions.
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La suite de cette section présente des bases de fonctions et quelques propriétés sur
celles-ci. Ensuite, la méthode PTE de Sloan et al. ainsi que des extensions sont introduites.
4.1 Bases de fonctions
Les méthodes PTE sŠappuient sur les bases de fonctions pour stocker les pré-calculs
de la simulation dŠéclairage. En efet, toute fonction continue peut être représentée à
lŠaide dŠune combinaison linéaire de fonctions de base. De plus, à lŠaide de deux opéra-
tions nommées projection et reconstruction un signal peut être eicacement compressé et
reconstruit.
Cette section présente quelques propriétés sur les bases orthonormales de fonctions.
Bases de fonctions orthonormales
Soit ¶b1(x), b2(x), b3(x), ..., bn(x)♦ une base de fonctions sur un domaine D, pour n ∈
N
∗. Celle-ci est orthogonale si et seulement si :

D
bi(x)bj(x) dx =

0 si i ̸= j̸= 0 sinon, ∀i, j ∈ J1;nK2 (2.13)
Elle est orthonormale si et seulement si :
D
bi(x)bi(x) dx = 1,∀i ∈ J1;nK (2.14)
Projection et reconstruction
Une fonction peut être représentée de manière exacte et unique par une combinaison
linéaire des fonctions de base orthonormale. Le calcul des coeicients de cette combinaison
est appelée projection. LŠopération inverse, i.e. le calcul efectif de la fonction à partir des
coeicients est appelée reconstruction.
La projection dŠune fonction f(x) sur une fonction bi(x) de la base consiste à calculer
la valeur suivante :
c1 =

D
f(x)bi(x)dx. (2.15)
La reconstruction de la fonction à partir des n projections sur les fonctions de la base
est donnée par :
f(x) =
n
i=1
cibi(x). (2.16)
Intégrale et projection
LŠintégrale du produit de deux fonctions f(x) et g(x) peut être réalisé directement à
lŠaide des coeicients de projection orthonormale de chacune des fonctions. Ainsi, si f˜i et
g˜i (avec i ∈ [1;n]) sont les projections respectives de f(x) et g(x) sur les fonctions de base
alors lŠintégrale du produit de f(x) par g(x) est :

D
f(x)g(x) dx =
n
i=1
f˜ig˜i (2.17)
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Un exemple de base de fonctions orthonormales (les harmoniques sphériques) est donné
en annexe.
4.2 Méthodes PTE
Les méthodes PTE font quelques suppositions sur lŠenvironnement :
• il est statique : les objets, les sources lumineuses ne se déplacent pas ;
• il est basse fréquence (des objets principalement mats) ;
• les sources lumineuses sont larges et proviennent généralement de cartes dŠenviron-
nement.
Nous donnons une présentation des méthodes PTE à partir de lŠETL :
Lo(x,o) = Le(x,o) +

Sx
Li(x, i)f(x, i,o)(nx · i) dωi.
Le terme émissif nŠétant pas au coeur de lŠétude, il est omis dans la suite. LŠéclairement
provient dŠun environnement lointain, idéalement depuis une carte dŠenvironnement, ainsi
la luminance incidente est alors réduite à :
Li(x, i) = Lei (i)V (x, i).
Le terme Lei représente la luminance incidente depuis la carte dŠenvironnement, suppo-
sée à lŠinĄni donc, sa valeur ne dépend que de la direction i. Le terme de visibilité permet
de tester si la carte dŠenvironnement est visible depuis le point x dans la direction i. Dans
un premier temps, par souci de simplicité, seul lŠéclairement direct est pris en compte (la
luminance est alors notée L0 pour indiquer quŠaucune réĆexion indirecte nŠest utilisée) :
L0(x,o) =

Sx
Lei (i)V (x, i)f(x, i,o)(nx · i) dωi.
En exprimant la contribution directe par une projection sur une base dŠharmoniques
sphériques :
L(i) ≈
n
l=0
l
m=−l
αml Y
m
l (i). (2.18)
De plus, aĄn de simpliĄer les notations posons j = (l,m) :
L(i) ≈
(n+1)2
j=1
αjYj(i)
où n est le degré maximal de lŠharmonique sphérique. Avec la projection sur une base
dŠharmoniques sphériques lŠETL devient :
L0(x,o) =

Sx
(n+1)2
j=1
αjYj(i)V (x, i)f(x, i,o)(nx · i) dωi
=
(n+1)2
j=1
αj

Sx
Yj(i)V (x, i)f(x, i,o)(nx · i) dωi.
LŠintégrale ne dépend plus de lŠéclairement, et peut être pré-calculée :
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T0,j(x) =

Sx
Yj(i)V (x, i)f(x, i,o)(nx · i) dωi.
LŠETLse résume alors à un produit scalaire :
L0(x,o) =
(n+1)2
j=1
αjT(0,j)(x)
où T(0,j)(x) est appelé coeicient de transport (lŠindice 0 indique un nombre de rebonds
nul pour la contribution indirecte). De manière intuitive ce coeicient représente la façon
dont lŠobjet projette les ombres sur lui même. Le rendu dŠun point x de la scène est
réalisé en deux étapes : récupérer les valeurs des coeicients dŠéclairement et de transport
puis efectuer un produit scalaire entre ces deux quantités. Ceci peut être fait de manière
interactive sur carte graphique.
Ce calcul ne prend en compte que la contribution lumineuse directe. AĄn de simuler
les inter-réĆexions difuses, le même processus est évalué en prenant en compte le premier
rebond puis le second et ainsi de suite. Par exemple pour la première réĆexion, avec
y = τ(x, i) lŠETL est :
L1(x,o) =

S
L0(y,−i)fr(x, i,o)(nx · i)(1− V (i)) dωi.
Le terme de visibilité est égal à 1 − V (i) puisque le premier rebond ne doit être pris
en compte que si un objet est présent dans la direction i. En efet, sŠil nŠy a pas dŠobjet,
seule la contribution directe doit être prise en compte. En exprimant L0(y,−i) de manière
analogue à L0(x, i) (i.e. à lŠaide dŠun produit scalaire) lŠéquation pour la première réĆexion
est :
L1(x,o) =

S

(n+1)2
j=0
αjT(0,j)(y)

 fr(x, i,o)(nx · i)(1− V (i)) dωi
=
(n+1)2
j=0
αj

S
T(0,j)(y)fr(x, i,o)(nx · i)(1− V (i)) dωi
=
(n+1)2
j=0
αjT(1,j)(x).
Ainsi, en prenant en compte un seul rebond indirect, la luminance au point x est :
L(x,o) = L0(x, i) + L1(x, i)
=
(n+1)2
j=0
αi

T(0,j)(x) + T(1,j)(x)

.
Le processus peut être répété pour autant de réĆexions indirectes que désiré.
Pré-calcul et stockage
Le pré-calcul des coeicients de transport est efectué via une méthode de type Monte-
Carlo pour lŠensemble des sommets des objets (ou parfois pour un ensemble plus dense
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si le nombre de points de lŠobjet est trop faible). Sloan et al. utilisent entre 10 000 et
30 000 directions pour échantillonner les sphères centrées en chacun de ces points. Les
temps nécessaires à tous ces pré-calculs sont de lŠordre de quelques minutes à plusieurs
heures lorsque plusieurs dizaines de milliers dŠéchantillons sont utilisés [SKS02].
Pour chacun des échantillons une projection sur chacune des fonctions de base est
calculée puis stockée. Sloan et al. utilisent 25 coeicients pour chacun des échantillons
(i.e. ils utilisent les fonctions de base seulement jusquŠau degré 4).
Limitations
Les limites de la méthode sont nombreuses, notamment le fait que lŠéclairement et
les FDRB ne peuvent être employées que pour des matériaux faiblement brillants. Ceci
est dû au faible nombre de coeicients stockés. Pour utiliser des environnements hautes
fréquences (i.e. sources plus petites projetant des ombres dures et FDRB plus brillantes),
Ng et al. [NRH03] utilisent des ondelettes. Ces dernières permettent, à nombre de coei-
cients équivalents, dŠapprocher un signal avec de hautes fréquences avec une plus grande
précision par rapport à une base dŠharmoniques sphériques. Cependant, lŠutilisation dŠun
tel signal, comportant de très grandes variations, nécessite dŠutiliser plus dŠéchantillons
dans le pré-calcul. (Ng et al. en utilisent de lŠordre de 500 000). Ceci implique pour cer-
taines scènes des temps de pré-calculs et un stockage important. Les auteurs indiquent des
temps de pré-calculs de plusieurs heures et un stockage pouvant dépasser lŠordre du Giga
Octet pour des scènes complexes. Des méthodes de compression basées sur des Analyses
en Composantes Principales (ACP) [SHHS03] permettent de réduire lŠespace nécessaire
au stockage mais au prix de temps de calculs encore plus longs.
La méthode PTE ne prend pas non plus en compte les environnements dynamiques.
AĄn de relâcher cette contrainte, Sloan et al. utilisent uniquement les Harmoniques Zo-
nales (HZ), i.e. uniquement avec les ordres m nuls. Elles permettent la projection dŠun
signal symétrique par rapport à un axe du signal. Les auteurs indiquent comment obtenir
le même processus pour un signal symétrique par rapport à un axe s quelconque. Ils dé-
crivent également comment la rotation dŠune approximation du signal peut être efectuée
par le biais dŠune rotation dans R3 soit un calcul en O(n) au lieu de O(n3) pour une ro-
tation avec une fonction approchée par une base dŠharmoniques sphériques. La possibilité
dŠun calcul rapide permet une rotation des coeicients de transfert et donc lŠutilisation de
modèles déformables. Néanmoins, cette approche ne permet pas de gérer correctement les
ombres projetées par un objet sur lui même puisque ceci nécessite un re-calcul complet
des coeicients de transfert.
Les méthodes PTE ont de nombreux défauts, telle une quantité de données à stocker
importante et une dépendance forte vis-à-vis de la géométrie. Pour pallier ces problèmes,
de nombreux auteurs utilisent dŠautres approches, nous détaillons celle appelée cartes de
photons.
5 Cartes de photons
La solution la plus générale et robuste pour résoudre le problème de la simulation
dŠéclairage repose sur les méthodes de Monte-Carlo. Cependant, aĄn dŠobtenir une er-
reur faible, beaucoup dŠéchantillons doivent être utilisés et par conséquent les algorithmes
sŠappuyant sur ces méthodes sont lents. Les cartes de photons reposent sur un pré-calcul
permettant dŠaccélérer le rendu dŠune image. En efet, la méthode est basée sur lŠinterpo-
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lation dŠéchantillons de la simulation de Monte-Carlo pour calculer de nouvelles valeurs
de luminance.
La suite de cette section présente les méthodes dŠestimation de densité utilisées pour
efectuer lŠinterpolation des valeurs de luminance. La méthode des cartes de photons est
ensuite présentée.
5.1 Estimation de densité
Les méthodes dŠestimation de densité permettent de calculer une approximation de
probabilité dŠune fonction. En efet, très souvent, cette fonction nŠest pas connue. Par
exemple, dans un contexte expérimental, seuls quelques échantillons sont disponibles.
LŠestimation permet de construire une approximation de la fonction à partir dŠéchan-
tillons.
Les méthodes dŠestimation de densité peuvent avoir un a priori sur la nature de la
densité observée. Par exemple, si la fonction de densité est de nature normale (i.e. gaus-
sienne), le problème revient alors à chercher la moyenne et lŠécart type de cette distribu-
tion. Il sŠagit, dans ce cas, de méthodes dŠestimation paramétrique. Un exemple classique
de ce type de méthode est lŠestimation par méthode de moindres carrés. En revanche,
les méthodes non-paramétriques ne supposent aucune connaissance de la fonction ou de
la nature des échantillons. La suite du mémoire se place dans le cadre des méthodes
non-paramétriques.
On appelle fonction de densité de probabilité dŠune variable aléatoire continueX, toute
fonction f déĄnie sur R telle que :
P[a < X ≤ b] =
 b
a
f(u) du
où P[a < X ≤ b] est appelée probabilité de lŠintervalle [a, b], cŠest la probabilité quŠun
échantillon de la variable aléatoire continue prenne une valeur dans cet intervalle. Cette
déĄnition implique immédiatement les deux propriétés suivantes :
f(x) ≥ 0, (2.19)
R
f(x) dx = 1. (2.20)
On appelle fonction de répartition F (x) dŠune variable aléatoire continue la fonction :
F (x) = P[X ≤ x].
Il sŠagit de la probabilité quŠun échantillon soit inférieur ou égal à une valeur donnée.
La fonction de répartition F (x) et la fonction densité f(x) sont liées à lŠaide des relations
suivantes :
F (x) =
 x
−∞
f(u) du, (2.21)
dF (x)
dx
= f(x). (2.22)
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5.1.1 Estimateur naïf
En appliquant la déĄnition de la dérivée, le calcul de la fonction de densité de proba-
bilité devient :
f(x) =
dF (x)
dx
= lim
h→0
F (x+ h)− F (x)
h
= lim
h→0
F (x+ h)− F (x− h)
2h
.
En utilisant lŠestimateur Fˆ (x) de F (x) suivant :
Fˆ (x) =
1
n
n
i=1
χ¶α<x♦(xi)
où xi est un échantillon, n est le nombre dŠéchantillons et χA(x) est la fonction caracté-
ristique indiquant lŠappartenance dŠun échantillon x à un ensemble A :
χA(x) =

1 si x ∈ A0 sinon
alors lŠestimateur naïf fˆ(x) de f est :
fˆ(x) =
Fˆ (x+ h)− Fˆ (x− h)
2h
(2.23)
=
1
2hn
n
i=1
χ¶x−h≤α<x+h♦(xi). (2.24)
où le terme h est appelé fenêtre.
Exemple numérique
Nous donnons un exemple numérique dŠestimation de densité de probabilité. Soit la
fonction f1u déĄnie sur lŠintervalle [−5; 10] suivante :
f1u(x) = 0.020x5 − 0.0258x4 − 0.0142x3 + 0.8002x2 − 0.1873x+ 0.8331.
Celle-ci est normalisée de façon à respecter lŠéquation 2.20 :
f1(x) =
f1u(x) 10
−5f1u(v) dv
.
La Ągure f1(x) 2.19 donne lŠallure de la courbe f1(x) et la reconstruction par estimation
de densité en utilisant 500 échantillons.
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Figure 2.19 Ű Exemple dŠestimation de densité de la fonction f1 avec un estimateur naïf
et une fenêtre h = 1. (a) Fonction exacte. (b) Echantillons. (c) Estimation de densité.
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Figure 2.20 Ű Exemple dŠestimation de densité en faisant varier la taille de la fenêtre.
LŠensemble dŠéchantillons sur lesquels est efectuée lŠestimation de densité est le même.
Plus la fenêtre augmente et plus les variations de lŠestimation sont lissées.
Variation de la fenêtre
La fenêtre est un paramètre très important. En efet, elle indique un certain degré de
lissage. Une fenêtre de très faible taille entraine une sensibilité aux variations de lŠéchan-
tillonnage importante. Une fenêtre large permet de lisser lŠestimation. Le choix de la
fenêtre idéale est très compliqué. Celle-ci peut être déĄnie en fonction des considérations
de lŠestimateur global (désir dŠune faible variance, dŠun faible biais), mais cette approche
masque des efets locaux (une fenêtre large va lisser des pics sans doute désirés). La Ą-
gure 2.20 donne diférentes courbes obtenues à partir dŠun même ensemble dŠéchantillons,
seule la taille de la fenêtre change.
Des méthodes adaptent automatiquement la taille de la fenêtre en fonction de la densité
des échantillons. Lorsque peu dŠéchantillons xi sont présents autour du point dŠestimation
x, le paramètre h est grand, tandis que lorsque la densité dŠéchantillons est importante
autour de x alors h est petit. La valeur exacte de h est donnée par la distance dk(x) du
kème plus proche voisin xk de x. La méthode sŠappelle alors estimation de densité par k
plus proches voisins.
5.1.2 Estimateur par noyaux
LŠestimateur naïf peut être généralisé dans une classe dŠestimateurs appelés estima-
teurs par noyaux :
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fˆ(x) =
1
nh
n
i=1
K

x− xi
h

où K est appelée noyau. LŠestimateur naïf peut être exprimé à lŠaide du noyau suivant :
K(x) =


1
2
si ♣x♣ < 1
0 sinon.
Cette formulation est communément appelée fenêtre de Parzen [Par62]. NŠimporte
quelle fonction peut être utilisée pour le noyau, cependant la contrainte suivante est
souvent utilisée :
 ∞
−∞
K(u) du = 1 (2.25)
Cette déĄnition permet dŠassurer que lŠestimateur est une fonction de densité de pro-
babilité et quŠil est consistant. Une fonction respectant ces conditions est appelée noyau.
Plusieurs fonctions ont été proposées pour K. La table 2.1 donne une liste non exhaustive
de noyaux utilisés dans la littérature.
Noyau Expression Noyau Expression
Uniforme K(u) =
1
2
χ¶♣λ♣≤1♦(u) Cubique K(u) =
35
32

1− u2
3
χ¶♣λ♣≤1♦(u)
Triangle K(u) = (1− ♣u♣)χ¶♣λ♣≤1♦(u) Tricubique K(u) = 7081

1− ♣u♣3
3
χ¶♣λ♣≤1♦(u)
Epanechnikov K(u) =
3
4

1− u2

χ¶♣λ♣≤1♦(u) Quadratique K(u) =
15
16

1− u2
2
χ¶♣λ♣≤1♦(u)
Cosinus K(u) =
π
4
cos

π
2
u

χ¶♣u♣≤1♦
Table 2.1 Ű Diférents noyaux utilisés dans la littérature lors dŠune estimation de densité.
La principale motivation pour le choix dŠun noyau réside dans le problème de lŠinĆuence
lointaine. En efet, dans une approche naïve, lorsquŠun échantillon est proche ou lointain
du point dŠestimation, sa contribution est constante. Ceci pose problème car un échantillon
au bord de la fenêtre a une inĆuence identique à ce que peut produire un échantillon très
proche du point dŠestimation. Les diférents types de noyaux permettent de donner une
inĆuence de lŠéchantillon en fonction de sa distance par rapport au point dŠestimation. La
Ągure 2.21 montre les allures de diférents noyaux.
5.1.3 Estimation en dimension supérieure
Les méthodes dŠestimation de densité sont utilisables en toutes dimensions. Une esti-
mation de densité par noyaux sur un espace de dimension d est :
fˆ(x) =
1
n♣H♣
n
i=1
K

H−1(x− xi)

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(a) Uniforme (b) Triangle
(c) Epanechnikov (d) Quadratique
(e) Cubique (f) Tricubique
(g) Cosinus
Figure 2.21 Ű Exemples de noyaux. La courbe donne la pondération afectée à un
échantillon en fonction de sa distance vis-à-vis du point dŠestimation.
où H est une matrice carrée inversible de taille d, ♣H♣ son déterminant, H−1 son
inverse, K un noyau de dimension d. Si la matrice est diagonale :
H =


h1 0
. . .
0 hd


Alors chaque élément hi contrôle le lissage sur chacune des dimensions. De même
manière, si H = hId, où Id est la matrice identité de dimension d, alors lŠestimateur est :
fˆ(x) =
1
nhd
n
i=1
K
x− xi
h

.
Le choix du noyau a peu dŠinĆuence sur la variance de lŠestimateur [Sil98]. Ainsi,
le noyau peut être radial symétrique, comme par exemple le noyau dŠEpanechnikov en
dimension 2 :
Kes(x) =
2
π

1− ∥x∥2

χ¶∥x∥2≤1♦
ou bien, être directement le produit de d noyaux 1D :
K(x) =
n
i=1
K(xi),
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soit dans le cas du noyau de type Epanechnikov en dimension 2 :
Kep(x) =
9
16

1− u2
 
1− v2

où u et v sont les coordonnées de x sur la première et deuxième dimension.
5.2 Cartes de photons
La mise en œuvre des cartes de photons repose sur deux étapes : (i) la simulation des
inter-réĆexions lumineuses et son stockage dans une structure appelée carte de photons
(ii) lŠexploitation de ce calcul pour la réalisation de lŠimage Ąnale.
Les calculs dŠinter-réĆexions sont réalisés en construisant des chemins issus des sources
lumineuses. Chaque impact, appelé photon, dŠun chemin avec la scène est stocké dans une
carte de photons. Celle-ci est ensuite organisée de façon à pouvoir accélérer la recherche
des k plus proches photons depuis nŠimporte quel point de la scène. Les avantages de
cette structure sont nombreux. Elle est indépendante du point de vue : une même carte
de photon pourra être réutilisée pour générer des images depuis des points de vue difé-
rents dans le cas où aucun paramètre de la scène ne change. Un autre avantage notable
est la construction de cette structure puisquŠil ne prend que quelques secondes. EnĄn,
reposant sur une approche rigoureuse de type Monte-Carlo, la simulation ainsi efectuée
est consistante et non biaisée.
La deuxième étape consiste à utiliser les résultats de la simulation dŠéclairage pour
produire une image. Cette phase, dépendante du point de vue, commence par déterminer
les surfaces visibles depuis la caméra, puis, pour chaque point visible, récupère lŠensemble
des photons dans un voisinage donné à partir de ceux-ci, une valeur de luminance est alors
calculée. Elle est obtenue par une méthode dŠestimation de densité [Sim96]. Celle-ci repose
sur le fait que plus la densité des photons autour du point dŠestimation est importante
alors plus lŠéclairement lŠest aussi. Puisque lŠinterpolation des valeurs est efectuée avec
des photons proches mais nŠétant pas situés exactement au point dŠestimation, la méthode
est intrinsèquement biaisée.
On notera que la carte de photon nŠest pas toujours utilisée pour produire lŠimage
Ąnale, en efet, Brouillat [BGB08] propose dŠutiliser une carte de photon aĄn de construire
un cache dŠéclairement. LŠimage est ensuite produite à partir du cache. Néanmoins, la
construction du cache repose toujours sur les méthodes usuelles dŠestimation de densité
décrites dans la suite de ce chapitre.
Détail de la méthode
Les formulations suivantes sont celles introduites par Veach [Vea97] avec les notations
de Pharr et al. [PH10]. Le tracé de photons consiste à produire des chemins lumineux
depuis les sources. Chaque impact dŠun chemin avec une surface de la scène produit un
photon. Ce dernier est identiĄé par une position xi, une direction incidente ii et une énergie
αi où i est lŠindice du photon. Dans la terminologie de Veach [Vea97], αi est également
appelé poids du photon. Son calcul est donné par les relations suivantes 1 :
1. les indices représentent un numéro de photons dans un chemin quelconque, alors que les exposants
dénotent des photons dŠun même chemin.
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α0 =
Le(y,o)(ny · o)
p(y,o)
αj+1 = αj
fr(x, i,o)(nx · o)
p(o)
où α0 est le poids dŠune particule émise sur une source lumineuse depuis la position
y dans la direction o, nx est la normale à la surface considérée au point x et p(y,o) est
la probabilité dŠavoir émis la particule depuis la position y dans la direction o. Le poids
αj+1 est celui de la particule après j + 1 rebonds sur les surfaces de la scène. Le dernier
rebond sŠefectuant au point x depuis la direction incidente i dans la direction sortante o
avec une probabilité p(o). EnĄn, Le est lŠémissivité de la surface.
Veach [Vea97] montre que des poids déĄnis de la sorte respectent lŠégalité suivante :
E

 1
N
N
j=1
αjWe(xj,vj)

 = 
A

S2
We(x, i)Li(x, i) di dA (2.26)
où We(x, i) est appelée fonction de mesure et (αj, xj,vj) sont respectivement le poids,
la position et la direction incidente dŠun photon.
La deuxième étape consiste, pour un point x (appelé point dŠestimation) et une di-
rection o, à calculer une approximation de la luminance indirecte. Veach montre que ce
calcul revient à choisir une fonction de mesure adéquate :
Lind(x,o) =

S
L(x, i)fr(x,o, i)(nx · i) di (2.27)
=

A

S
We(x, i)Li(x, i) di dA (2.28)
avec We(x, i) :
We(x, i) = δ(x− xj)fr(x, i,o)(nx · i) (2.29)
En pratique, cette équation est toujours fausse puisque la probabilité dŠavoir un photon
exactement au point x est quasiment nulle. Dans les cartes de photons, cette contrainte
est relachée :
Lind(x,o) =
k
i=1
αifr(x, ii,o)
A
K

x− xi
h

où k est le nombre de photons utilisés dans lŠestimation de densité, αi est le poids du
ieme photon, A est lŠaire dŠun disque de rayon h centré en x, xi est la position du photon
i et K(u) est une fonction dŠinterpolation appelée noyau.
Nota Bene : dans sa forme initiale, Jensen [Jen01b] utilise une estimation par k plus
proches voisins. Néanmoins dŠautres auteurs conservent une estimation de densité par
noyaux [SFES07]. Cette deuxième forme permet non seulement de garder une estima-
tion continue mais qui est également indépendante des données. Nous nous plaçons dans
ce cadre cas il simpliĄe les raisonnements et les démonstrations sans perdre en qualité
dŠestimation.
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x
Figure 2.22 Ű Exemple de collecte Ąnale. Pour un point x donné, des rayons sont ré-émis
dans la scène et à chaque point dŠimpact de ces rayons avec la scène, une estimation de
densité est efectuée.
Limitations
La méthode soufre de nombreux défauts. Le choix du nombre de photons à stocker
et à utiliser lors de lŠestimation de densité nŠest pas trivial. En efet, ceux-ci sont non
seulement dépendants des scènes utilisées mais contrairement au tracé de chemins la
simple augmentation dŠun paramètre nŠindique pas nécessairement une diminution de
lŠerreur.
Ce biais est usuellement classé en trois catégories [Sch03] :
• Le biais topologique, il se caractérise par une sur-estimation de lŠéclairement sur les
surfaces courbes. Ceci sŠexplique par le fait que la fenêtre est trop petite par rapport
à la surface réelle sur laquelle les photons sont cherchés.
• Le biais de frontière, est lŠefet inverse : il sŠagit dŠune sous-estimation de lŠéclaire-
ment sur le bord des objets. Sa cause est lŠutilisation dŠune fenêtre plus grande que
la surface réelle sur laquelle les photons sont utilisés.
• Le biais de proximité, nŠest pas dû à un problème de domaine mais de photons
utilisés dans lŠestimation : certains photons sont utilisés à tort dans lŠestimation. Il
en résulte des débordements lumineux, ceux-ci sont particulièrement visibles sous
les murs ou les cloisons Ąnes dans les scènes architecturales.
Une première approche proposée par Jensen [Jen01a] consiste à ne pas utiliser directe-
ment la carte de photons au point dŠimpact x mais seulement après une réĆexion indirecte.
Cette approche est appelée collecte Ąnale. La Ągure 2.22 illustre le procédé. Cette mé-
thode permet de repousser un cran plus loin le biais. En efet, plutôt quŠil nŠapparaisse
directement au premier impact, celui-ci est repoussé à la réĆexion suivante. Le résultat
est visuellement convainquant, cependant, cette approche ne résout pas le problème du
biais (le biais de proximité est toujours visible sur le bord des cloisons par exemple) et
elle est très coûteuse du fait du nombre important de rayons de collecte à utiliser (un mo-
teur de rendu commercial comme Mental Ray en utilise 1000 par point). Havran [HHS05]
et Cristensen [Chr99] accélèrent les requêtes de collecte Ąnale soit en ré-ordonnant les
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(a) (b)
Figure 2.23 Ű Exemple de calcul dŠéclairement direct avec correction du biais de frontière
par méthode de Lavignotte et al. (a) Le cube est posé sur le sol, le domaine (en vert) est
bien tronqué. (b) Le cube est légèrement surélevé, la méthode proposée donne une aire
trop importante (en pointillés, la limite de la zone de contribution de la source).
requêtes (Havran), soit en pré-calculant la requête par photon (Christensen). Dans ce
deuxième cas, les estimations de densité sont pré-calculées par photon, dès lors la requête
dans la carte de photons ne consiste plus quŠen la recherche du plus proche voisin. Bien
quŠaccélérant les requêtes, ces approches ne résolvent pas le problème du biais.
Lavignotte et al. [Lav03], dans un contexte dŠécrasement de photon (une méthode
de rendu reposant également sur une estimation de densité), déterminent les surfaces
utiles de lŠestimation de densité (i.e. lorsquŠune estimation est efectuée au bord dŠun
objet, le bord limite la surface Ak). Lors de lŠestimation de densité, lŠaire de la surface sur
laquelle sont utilisés les photons est calculée et le biais présent au bord des objets est alors
supprimé. Cependant, cette correction nŠest que partielle puisquŠelle repose seulement sur
la géométrie des objets. La Ągure 2.23 donne un exemple dans lequel la géométrie des
objets nŠest pas suisante pour corriger le biais de frontière.
Schregle [Sch03, Sch05] propose une approche pour réduire le biais de proximité. Il
réalise une série dŠestimation de densité en faisant varier le nombre k de photons dans
lŠestimation entre deux bornes [Nmin, Nmax]. Pour chacune des estimations, une métrique
évalue le rapport bruit vs biais dans lŠestimation. Un critère statistique permet alors de
sélectionner le meilleur choix pour le nombre k dŠéchantillons à utiliser dans lŠestimation de
densité. Cette méthode permet de diminuer le biais dans le sens où un rayon de recherche
plus petit sera utilisé au bord des objets. Néanmoins le biais est toujours présent, le coût
des estimations de densité successives pour le choix du paramètre k optimal demeure
important, et le choix des bornes Nmin et Nmax reste empirique.
Tobler et al. [TM06] proposent deux solutions pour diminuer à la fois le biais de
frontière et le biais de proximité dans les scènes architecturales. Ils utilisent une structure
appelée octobox permettant à la fois de Ąltrer les photons utilisés dans lŠestimation de
densité et de déterminer un domaine plus précis que celui de base. Une octobox est une
boite englobante régulière à huit côtés (cf. Ągure 2.24(a)) ; les distances entre les sommets
de la boite et point dŠestimation sont choisies de façon à sŠadapter aux photons collectés
(cf. Ągure 2.24(b)). De plus, pour diminuer le biais de proximité, les auteurs proposent
dŠutiliser des rayons dans quatre directions principales de façon à limiter la taille des
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(a) (b)
Figure 2.24 Ű Exemple dŠoctoboxes. (a) Il sŠagit dŠune boite englobante en dimension 2
possédant 8 cotés. (b) Les dimensions de la boite sont adaptées aux photons collectés.
(a) (b)
Figure 2.25 Ű Exemple de réduction de la taille dŠune octobox à partir des quatre
directions principales. (a) La boite est réduite à cause du mur de droite. (b) La réduction
échoue à cause de lŠouverture dans le mur.
octoboxes et donc Ąltrer des photons (cf. Ągure 2.25(a)). Malheureusement, comme le
montrent les auteurs, cette méthode soufre dŠinstabilité lorsque peu de photons sont
utilisés (les octoboxes deviennent très petites et souvent mal formées) et la limitation de
la taille des boites par les quatre directions échoue dans certains cas (cf. Ągure 2.25(b)).
6 Conclusion
Ce chapitre résume les diverses étapes nécessaires à la simulation dŠéclairage. Plusieurs
méthodes sont proposées pour la résolution de ce problème. La plus générale, le tracé
de chemins, permet une prise en compte des phénomènes nécessaires au réalisme dŠune
image (FDRB réalistes, inter-réĆexions, etc) ; cependant le principal inconvénient de cette
méthode est son temps de calcul. En efet pour la réalisation dŠune seule image plusieurs
heures sont souvent nécessaires. AĄn de diminuer ces coûts, de nombreuses approches
reposent sur un pré-calcul de la simulation.
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Les méthodes PTE pré-calculent un facteur de transport, indépendant des sources
lumineuses, et le réutilisent au moyen dŠun produit scalaire lors du rendu dŠune image.
Bien que cette approche permette un rendu interactif, elle impose beaucoup de limi-
tations : FDRB difuses, sources lumineuses larges, objets statiques. De nombreuses ap-
proches ont été proposées pour diminuer ces contraintes mais sans les lever toutes en même
temps ou alors par le biais de nouvelles approximations : par exemple, lŠapproche basée
sur des harmoniques zonales ne permet plus de prendre en compte les ombres générées
par un objet sur lui même.
Les cartes de photons efectuent une simulation dŠéclairage complète en créant des
chemins depuis les sources lumineuses, chaque impact, appelé photon, dŠun chemin avec
une surface dŠun objet est stockée. Ils sont ensuite utilisés lors du calcul Ąnal dŠune image
pour réaliser une interpolation des photons les plus proches dŠun point donné. Les cartes de
photons permettent un rendu réaliste mais biaisé. De nombreux travaux ont été apportés
pour réduire les biais inhérents mais ne permettent pas de les supprimer totalement.
Nos objectifs sont doubles. Dans un premier temps, nous souhaitons proposer une
représentation des pré-calculs de façon à pouvoir utiliser des environnements dynamiques
et hautes fréquences (i.e. matériaux brillants et sources lumineuses petites). Dans une
deuxième approche nous souhaitons diminuer le biais dans les méthodes dŠestimation de
densité.

Chapitre 3
Fonctions à base de lobes de cosinus
LŠobjectif de la synthèse dŠimages est de résoudre lŠéquation de transfert lumineux
(ETL). Des solutions basées sur un pré-calcul dŠun grand nombre de termes de lŠETL
ont été proposées. Parmi ces approches, les méthodes de type pré-calcul de transfert
énergétique (PTE) [SKS02] sont très populaires. Elles ont lŠavantage de transformer, grâce
aux harmoniques sphériques, lŠintégrale de lŠETL en un produit de coeicients, rendant
très eicace le rendu dŠune image tout particulièrement sur carte graphique. Cependant,
le pré-calcul nécessaire à leur mise en œuvre est très coûteux et requiert bien souvent le
stockage dŠun grand nombre de coeicients. De plus, même si des solutions basées sur les
harmoniques hémisphériques [GKPB04] ou les ondelettes [NRH03] ont été proposées pour
diminuer la quantité de données à stocker, lŠutilisation dŠenvironnements hautes fréquences
(i.e. matériaux avec forte brillance, sources lumineuses ponctuelles, etc) ou dynamiques
reste problématique. LŠobjectif de ce chapitre est de fournir une représentation permettant
dŠutiliser des environnements dynamiques et hautes fréquences, à la fois simple et rapide
à utiliser.
Nous utilisons les fonctions lobes de cosinus [Fyf09, FWD09] pour homogénéiser
les termes de lŠETL. Bien que ces fonctions aient été introduites pour modéliser des
FDRB [LFTG97], nous les généralisons à lŠensemble de lŠETL. En efet, nous proposons
de remplacer chacun des termes de lŠéquation (luminance incidente, FDRB et calcul de
visibilité) par des sommes de fonctions lobes de cosinus, puis de réécrire lŠETL comme
une somme dŠintégrales de lobes de cosinus. Les fonctions lobes de cosinus sont faciles
et rapides à évaluer (produit scalaire) et permettent de représenter des signaux hautes
fréquences avec un faible nombre de coeicients. Nous montrons quŠil est possible dŠuti-
liser un pré-calcul de produits et dŠintégrales de fonctions lobes de cosinus bien choisies
indépendamment de toute scène. Ces pré-calculs permettent, lors du rendu, une résolution
rapide des calculs. Les transformations et pré-calculs sont mis en œuvre pour réaliser une
application interactive dŠéclairement direct dans des environnements dynamiques.
La suite du chapitre est organisée de la façon suivante. Dans une première section,
nous présentons les fonctions lobes de cosinus, ainsi que deux opérations fondamentales
les concernant : leur produit et leur intégration. La deuxième section montre comment
écrire chacun des termes de lŠETL sous la forme dŠune somme de produits de lobes de
cosinus. EnĄn, la dernière section décrit notre application de simulation dŠéclairement
direct interactif basé sur une homogénéisation de lŠETL.
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1 Terminologie et notions de base
Cette première partie présente les fonctions lobes de cosinus et deux opérations fonda-
mentales dans le contexte de la synthèse dŠimages : le produit de deux lobes et lŠintégration
dŠune fonction lobe de cosinus. Bien que des sommes de lobes de cosinus sont utilisées
pour modéliser les diférents termes de lŠETL, les transformations de lŠéquation efectuées
dans la section 2.1 montrent quŠaucune évaluation explicite de ces sommes nŠest en réalité
efectuée.
1.1 DéĄnition générale
Les fonctions lobes de cosinus sont directement liées au développement des modèles de
FDRB. LŠapproche la plus aboutie sur ces familles de fonctions est celle de Lafortune et
al. [LFTG97]. Une des principales motivation des auteurs est la généralisation du modèle
de FDRB de Phong [Pho75]. Parmi les nombreux problèmes de ce dernier, se trouve
notamment la non prise en compte des efets rétro-réĆéchissants, i.e. la possibilité quŠune
surface puisse réĆéchir le Ćux lumineux dans une direction proche de celle dŠincidence.
Lafortune et al. proposent donc une généralisation des lobes de Phong où lŠaxe du lobe
nŠest plus dirigé par la direction incidente mais par une direction arbitraire, donnant ainsi
plus de souplesse au modèle.
Une fonction lobe de cosinus pour une direction o est déĄnie de la manière suivante :
C(s,a,e)(o) = smax(a · o, 0)e
où s est un facteur dŠéchelle, a est lŠaxe unitaire du lobe et e est un facteur contrôlant la
largeur du lobe. La Ągure 3.1 illustre les diférentes formes dŠune fonction lobe de cosinus
en dimension 3 en fonction du paramètre e. Parfois, il est nécessaire (cf section 2.1), de
séparer le facteur dŠéchelle du reste du cosinus, on écrira alors :
C(s,a,e)(o) = sC¯(a,e)(o). (3.1)
Les fonctions lobes de cosinus possèdent les propriétés suivantes :
• elles sont symétriques par rapport à lŠaxe du lobe. En efet, si u est un vecteur et
u′ est le symétrique de u par rapport à lŠaxe a alors C(s,a,e)(u) = C(s,a,e)(u′) ;
• projetées sur nŠimporte quel plan contenant lŠaxe a, elles sŠexpriment comme une
fonction de lŠangle entre a et o ;
• dans un tel plan, elles sont croissantes monotones puis décroissantes monotones. Le
point dŠinĆexion entre ces deux courbes se situe pour un angle nul, soit o = a.
La largeur du lobe donnée dans la Ągure 3.1 est purement intuitive. AĄn de le déĄnir
de manière plus rigoureuse, on introduit lŠintervalle signiĄcatif dŠun lobe. Il sŠagit dŠun
intervalle dŠangle (par rapport à lŠaxe du lobe) pour lequel le lobe a une valeur supérieure
à un réel strictement positif k (Ągure 3.2) :
Iksig(C(s,a,e)) =

θ ♣ θ = arccos(a · o), C(s,a,e) > k

.
Tous les lobes étant non nuls pour des valeurs dŠangles (par rapport à lŠaxe du lobe)
comprises entre ]−pi
2
; pi
2
[, lŠintervalle signiĄcatif permet alors de discriminer les lobes en
fonction de leur exposant. En efet, plus lŠexposant augmente, plus lŠintervalle signiĄcatif
1. Terminologie et notions de base 47
(a) e = 1 (b) e = 5 (c) e = 10
(d) e = 20 (e) e = 30 (f) e = 50
Figure 3.1 Ű Exemple de fonctions lobes de cosinus pour un axe Ąxe (a =

1√
3
, 1√
3
, 1√
3

)
et diférentes valeurs de e.
Isig
k
θ
Figure 3.2 Ű Intervalle signiĄcatif dŠun lobe ; lŠintervalle correspond aux angles pour
lesquels la valeur du lobe est supérieure à un seuil k.
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est faible. Le tableau 3.1 donne des exemples dŠintervalles signiĄcatifs pour des combi-
naisons de seuils et dŠexposants (le facteur dŠéchelle est égal à 1). La Ągure 3.3 montre
lŠévolution de la taille de lŠintervalle signiĄcatif en fonction de lŠexposant dŠun lobe (tou-
jours pour un facteur dŠéchelle unitaire).
e
k
0.1 0.2 0.5
1 −1.47 ≤ θ ≤ 1.47 −1.37 ≤ θ ≤ 1.37 −1.04 ≤ θ ≤ 1.04
5 −0.88 ≤ θ ≤ 0.88 −0.76 ≤ θ ≤ 0.76 −0.51 ≤ θ ≤ 0.51
10 −0.61 ≤ θ ≤ 0.61 −0.55 ≤ θ ≤ 0.55 −0.36 ≤ θ ≤ 0.36
100 −0.21 ≤ θ ≤ 0.21 −0.17 ≤ θ ≤ 0.17 −0.11 ≤ θ ≤ 0.11
1000 −0.067 ≤ θ ≤ 0.067 −0.056 ≤ θ ≤ 0.056 −0.037 ≤ θ ≤ 0.037
Table 3.1 Ű Exemples dŠintervalles signiĄcatifs pour quelques valeurs de e et de seuil k
(le facteur dŠéchelle étant égal à 1).
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Figure 3.3 Ű Evolution de la taille de lŠintervalle signiĄcatif (en ordonnée) en fonction
de lŠexposant (en abscisse) du lobe (le facteur dŠéchelle est constant, Ąxé à 1 et k = 0.1).
Plus lŠexposant augmente et plus lŠintervalle signiĄcatif est petit.
Les fonctions lobes de cosinus peuvent être combinées sous la forme de sommes de
lobes de cosinus. Il est alors possible dŠobtenir des fonctions évoluées à partir de fonctions
lobes simples. Ainsi :
S(o) =
i
C(si,ai,ei)(o)
=

i
Ci(o)
est la somme de fonctions lobes de cosinus, où chaque lobe a ses propres paramètres (i.e.
axe, exposant et facteur dŠéchelle).
On notera quŠà lŠinstar des fonctions à base radiale sphérique, les lobes de cosinus ne
forment pas une base orthonormale.
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θ1 θ2θr
C1(θ)
C2(θ)
Cr(θ)
Figure 3.4 Ű Exemple de produit de deux lobes.
1.2 Produit
Dans un contexte de synthèse dŠimages, il est nécessaire dŠefectuer le produit dŠau
moins deux fonctions. En efet, reprenons lŠETL :
Lo(x,o) = Le(x,o) +

Ωx
Li(x, i)fr(x, i,o)(nx · i) dωi.
Le calcul de lŠintégrale nécessite, entre autres, le produit des deux termes : f et Li. Si,
de plus, ces deux fonctions sont exprimées à lŠaide de sommes de fonctions lobes de cosinus,
leur produit requiert le calcul dŠun ensemble de produits de deux lobes de cosinus. Par
exemple, pour deux fonctions S1(o) et S2(o) déĄnies chacune à partir de deux fonctions
lobes de cosinus :
S1(o)S2(o) = [C1(o) + C2(o)] [C3(o) + C4(o)]
= C1(o)C3(o) + C1(o)C4(o) + C2(o)C3(o) + C2(o)C4(o).
LŠopération essentielle de ce calcul est donc le produit de deux lobes de cosinus. Nous
montrons quŠil est possible de lŠapprocher par un lobe unique :
C1(o)C2(o) ≈ Cr(o) (3.2)
C(s1,a1,e1)(o)C(s2,a2,e2)(o) ≈ C(s1s2pr,ar,er)(o) (3.3)
où pr est appelé facteur dŠéchelle partiel. Nous montrons dans la section 1.4 que lŠutilisation
de cette approximation entraîne peu dŠerreurs dans le calcul du produit. Un premier
exemple de produit de deux lobes est donné par la Ągure 3.4. La Ągure 3.5 donne un
second exemple en représentation polaire. Avec ces représentations, lŠaxe dŠun lobe est
directement identiĄable par lŠangle quŠil forme par rapport à une origine commune à tous
les axes : les vecteurs étant unitaires, seul lŠangle est nécessaire.
LŠaxe ar du lobe produit correspond, par déĄnition, à celui pour lequel la valeur du
produit est maximal.
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Avec une représentation polaire du produit, nous pouvons montrer que lŠaxe ar, dŠangle
θr, est situé entre les axes a1 et a2, soit :
θr ∈ [θ1; θ2].
Pour cela, il suit dŠobserver le comportement du produit de deux lobes. On suppose,
sans perte de généralité que θ1 ≤ θ2. De plus, notons θ lŠangle entre lŠaxe du lobe Cr(o) et
le vecteur o ; alors il est facile de vériĄer les propriétés suivantes pour Cr(o) en fonction
de θ :
• Cr est déĄnie positive pour θ ∈ R ;
• Cr est croissante pour θ ∈ ]−∞; θ1] ;
• Cr est décroissante pour θ ∈ [θ2;∞[ ;
• Cr est croissante puis décroissante dans lŠintervalle [θ1; θ2].
Ainsi, le maximum de Cr est logiquement atteint dans le dernier intervalle. Par consé-
quent, lŠaxe de Cr se situe entre a1 et a2. Les paramètres du lobe approché : ¶pr, ar, er♦
ne dépendent alors que de e1, e2 et α, lŠangle entre a1 et a2
a1
a2
ar
(a)
a1
a2
ar
(b)
Figure 3.5 Ű Représentation polaire du produit de deux lobes de cosinus. Les lobes en
bleu représentent le produit des lobes a1 (en rouge) et a2 (en vert). Les lobes a1 et a2
forment respectivement un angle de 2π/5 et π/4 avec lŠaxe horizontal et ils ont le même
facteur dŠéchelle (ici 1). Sur la Ągure (a), les deux lobes ont un exposant de 5 ; sur la Ągure
(b) le lobe a1 a un exposant de 20 alors que celui de a2 vaut 5 : lŠaxe du lobe produit se
rapproche de celui ayant un exposant plus élevé.
LŠapproximation du produit de deux lobes possède un exposant plus élevé que lŠun
ou lŠautre des deux lobes. En efet, lors du produit de C1 et C2, le lobe approché a,
par construction, un intervalle signiĄcatif inférieur ou égal à lŠintersection des intervalles
signiĄcatifs de C1 et C2. Il a donc un exposant supérieur ou égal au plus grand des exposants
de C1 ou C2. La Ągure 3.6 illustre la valeur de lŠexposant approché en fonction des deux
exposants des lobes de base.
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Figure 3.6 Ű Valeur de lŠexposant lors de lŠapproximation du produit de deux lobes en
fonction des exposants des lobes dŠorigine. LŠexposant résultat est toujours plus important
que lŠun ou lŠautre des deux lobes. On notera également que contrairement aux apparences,
la Ągure nŠest pas un plan.
Puisque les paramètres pr, ar et er dépendent uniquement de α, e1 et e2, nous décidons
de les pré-calculer pour un grand nombre de triplets (α, e1, e2). Ceci permettra plus tard de
retrouver de manière eicace les valeurs approchées du produit de deux lobes quelconques
par une simple recherche dans une table.
AĄn de minimiser les erreurs commises lors de lŠapproximation, les valeurs de pr, ar,
et er sont calculées en minimisant la distance entre le produit C1(o)C2(o) et Cr(o) :
¶ar, pr, er♦ = argmin
¶ar,pr,er♦

Ω
(C1(o)C2(o)− Cr(o))2 do.
Nous détaillons dans la section 1.4 les méthodes numériques mises en œuvre pour ce
calcul.
1.3 Intégration
La deuxième opération indispensable au calcul de lŠETL est le calcul de lŠintégrale
dŠune fonction lobes de cosinus. En efet, soit lŠETL :
Lo(x,o) = Le(x,o) +

Ωx
Li(x, i)fr(x, i,o)(nx · i) dωi
et en utilisant la propriété du produit de deux lobes (i.e. le produit de deux lobes est
approché par un seul et unique lobe) le terme de lŠintégrale peut se réécrire en un lobe
(ou plus généralement sous la forme dŠune somme de lobes, comme nous le verrons dans
la section 2). Ainsi pour calculer une valeur de lŠETL, il est nécessaire de déterminer
lŠintégrale dŠun lobe de cosinus.
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Dès lors, nous étudions dans cette section plusieurs propriétés de lŠintégrale dŠune fonc-
tion lobes de cosinus. Nous montrons pourquoi ce calcul dépend seulement de lŠexposant.
Ainsi, quel que soit lŠaxe ou le facteur dŠéchelle, le calcul est le même pour des fonctions
ayant le même exposant. Des pré-calculs peuvent être mis en œuvre permettant par la
suite de trouver rapidement la valeur de lŠintégrale dŠun lobe de cosinus en fonction de
son exposant.
LŠintégrale dŠun lobe de cosinus est donnée par :
I =

Ω
C(s1,a1,e1)(v) dv
= s1

Ω
max(a1 · v, 0)e1 dv.
Les fonctions lobes de cosinus sont des fonctions radiales à base sphérique, elles sont
donc symétriques par rapport à lŠaxe a, ainsi leurs valeurs ne dépendent que de lŠangle
donné entre v et a. Cette symétrie permet dŠairmer quŠune rotation de lŠaxe du lobe ne
change pas la valeur de lŠintégrale ; elle peut donc être écrite selon un axe ak indépendant
de tout lobe :
I = s1

Ω
max(ak · v)e1 dv
où ak est un axe choisi de manière arbitraire et nŠa aucune dépendance vis-à-vis de a1.
Ceci permet de simpliĄer lŠintégrale dŠun lobe quelconque et de lŠexprimer uniquement en
fonction de son exposant e et de son scalaire s :
I = s1

Ω
max(a1 · v, 0)e1 dv
= s1

Ωak
(ak · v)e1 dv.
Puisque les intégrales des fonctions lobes de cosinus ne dépendent que de lŠexposant,
un pré-calcul des intégrales pour certaines valeurs de e est alors possible. Lorsque la valeur
dŠune intégrale (pour un exposant non pré-calculé) est nécessaire, une interpolation est
mise en œuvre. La Ągure 3.7 montre la variation de lŠintégrale en fonction de lŠexposant.
Cette courbe fait apparaître un comportement logarithmique. Ce dernier est utilisé pour
choisir les valeurs de e utilisées dans le pré-calcul.
1.4 Pré-calculs
LŠutilisation des fonctions lobes de cosinus doit permettre une utilisation rapide dans
un but de rendu interactif. AĄn dŠatteindre cet objectif, un minimum de termes doivent
être utilisés lors du rendu et un maximum doivent être pré-calculés.
Les produits de lobes de cosinus ainsi que leurs intégrales sont pré-calculés. Ceci peut-
être fait indépendamment du choix de la scène. En efet, nous avons montré que le produit
était seulement fonction des exposants et de lŠangle entre les deux lobes des opérandes.
Pour obtenir une approximation du produit de deux lobes, il suit de donner ces trois
paramètres à une table de recherche, récupérer les valeurs pré-calculées les plus proches
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Figure 3.7 Ű Evolution de la valeur de lŠintégrale (en ordonnée) dŠune fonction lobe de
cosinus en fonction de lŠexposant (en abscisse). La valeur du facteur dŠéchelle est Ąxée à
1.
puis de les interpoler. Un raisonnement similaire est appliqué à lŠintégrale dŠun lobe puis-
quŠelle ne dépend que de son exposant. Deux tables sont alors construites : une table pour
les produits et une pour les intégrales.
Au moment du calcul de lŠapproximation dŠun produit ou dŠune intégrale, les échan-
tillons les plus proches des valeurs exactes sont cherchés dans les tables pré-calculées puis
sont interpolés pour donner la valeur Ąnale. Dans le cas du calcul dŠune intégrale, une
interpolation linéaire est efectuée tandis que pour un produit il sŠagit dŠune interpolation
tri-linéaire.
Echantillonnage
Chacune des tables est construite à partir dŠune série dŠéchantillons pour lesquelles une
valeur numérique est calculée. Le choix de la distribution de ces valeurs de base repose
sur les propriétés des sections précédentes.
Pour la construction de la table des intégrales, les échantillons sont choisis de manière
logarithmique. En efet, lŠintégrale dŠun lobe décroit de manière logarithmique en fonction
de la valeur de lŠexposant. Ceci signiĄe que plus la valeur de lŠexposant augmente, plus
les variations de lŠintégrale sont faibles. Ainsi, il est naturel de choisir un échantillonnage
en donnant plus de valeurs pour les faibles exposants et peu pour les valeurs élevées.
Notre échantillonnage est alors découpé en 6 strates uniformes : chacune représentant
un intervalle de plus en plus grand : [0; 1], [1; 10], [10; 100], [100; 1000], [1000; 10000],
[10000; 100000]. Dans chacune des strates, 128 échantillons sont tirés de manière linéaire.
Pour la table des produits, le paramètre α est échantillonné à lŠaide de 128 échan-
tillons distribués de manière uniforme entre 0 et π ; les paramètres e1 et e2 sont quant
à eux échantillonnés suivant le même principe que pour les exposants du pré-calcul de
lŠintégration. En efet, dans lŠETL exprimée avec les fonctions lobes de cosinus, tous les
produits de lobes sont, au Ąnal, intégrés. En se servant de lŠobservation sur les variations
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de lŠintégrale dŠun lobe, nous concluons quŠil est nécessaire de donner plus de précision,
et donc fournir plus dŠéchantillons pour des faibles valeurs dŠexposants. Le même principe
de découpage en strates est alors utilisé mais avec seulement 16 échantillons par strate.
Le choix des strates et du nombre dŠéchantillons est déĄni de manière empirique. En
efet, les observations montrent que lŠutilisation de plus dŠéchantillons nŠaméliore pas si-
gniĄcativement la précision des calculs. Le choix proposé ici représente un bon compromis
entre la qualité des résultats, les temps de pré-calculs et lŠespace nécessaire au stockage
de ces derniers.
Méthodes numériques
Les pré-calculs de lŠintégrale sŠefectuent en utilisant la méthode de quadrature de
Gauss [AH12]. Cette méthode a lŠavantage dŠêtre bien adaptée aux fortes variations du
lobe de cosinus lorsquŠun exposant élevé est donné. Elle est de plus simple à mettre en
œuvre.
Les pré-calculs du produit sont réalisés au moyen de méthodes numériques, que nous
décrivons maintenant. Comme nous lŠavons énoncé dans la section 1.2 le choix des valeurs
de ar, er et pr doit respecter lŠégalité suivante :
¶ar, pr, er♦ = argmin
¶ar,pr,er♦

Ω
(C1(o)C2(o)− Cr(o))2 do.
Ceci est un problème de minimisation compliqué et sujet à de nombreuses erreurs
numériques du fait de la recherche de trois inconnues en parallèle. AĄn de le simpliĄer,
nous avons choisi de le traiter en deux étapes. Dans un premier temps, nous cherchons
lŠaxe ar du lobe résultant, puis les valeurs des deux autres paramètres. LŠaxe correspond
à la direction pour laquelle la valeur de ce lobe est maximale (cf. section 1.2). Ainsi, la
première étape du problème consiste à résoudre :
¶ar♦ = argmax
¶ar♦
C1(ar)C2(ar).
Nous résolvons ce problème à lŠaide dŠune méthode de type Nelder-Mead [NM65] qui est
simple à mettre en œuvre, fonctionne en toute dimension et ne requiert que lŠévaluation du
produit (pas de dérivée à calculer par exemple). La valeur initiale donnée à cet algorithme
est :
ainit =
a1 + a2
∥a1 + a2∥ .
En efet, si e1 = e2 alors ainit est la bonne solution. De plus, étant donné que le vecteur
ar est nécessairement entre a1 et a2 alors la valeur de ainit est en moyenne le meilleur
choix possible si aucun a priori nŠest fait sur ni sur e1 ni sur e2.
La seconde étape du calcul des paramètres du produit de deux lobes de cosinus consiste
à minimiser lŠerreur entre le produit et lŠapproximation. Ainsi, ceci se traduit par lŠex-
pression suivante :
¶pr, er♦ = argmin
¶pr,er♦

Ω
[C1(o)C2(o)− Cr(o)]2 do.
Cette équation revient à résoudre un problème de moindres carrés non linéaire. En
pratique, nous utilisons lŠalgorithme de Levemberg-Marquardt [Mar63], qui est lŠun des
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plus utilisé dans la littérature, et qui se comporte mieux que lŠalgorithme de Nelder-Mead
lorsque plusieurs paramètres sont à trouver en même temps. AĄn dŠinitialiser lŠalgorithme,
nous choisissons les paramètres suivants :
pinit = 1
einit = e1 + e2.
Le choix de ces valeurs a une double origine. Avant tout, elles correspondent à la
solution lorsque a1 = a2. En efet, dans ce cas, on a :
C1(o)C2(o) = s1s2max(a1 · o, 0)e1+e2 .
DŠautre part, le produit de deux lobes donne un lobe dont lŠexposant est toujours plus
élevé que les exposants des deux lobes initiaux.
Nous avons réalisé des mesures entre les valeurs exactes du produit de deux lobes et
les valeurs approchées par un seul lobe. Celles-ci sont illustrées dans les Ągures 3.8 et 3.9.
Les erreurs les plus importantes se situent pour des exposants faibles et quasi exclusi-
vement inférieurs à 1. Les lobes à intégrer sont, en pratique, toujours issus de produits.
La section 1.2 indique que lŠapproximation du produit entraine une augmentation de la
valeur de lŠexposant. De plus, étant donné que les exposants inférieurs à 1 sont extrême-
ment rares (ils correspondent à des lobes très large peu employés dans notre méthode),
les approximations des intégrales sont employées pour des valeurs dŠexposant induisant
peu dŠerreurs.
2 Application au rendu
Cette section décrit les transformations des diférents termes de lŠETL aĄn de la rendre
homogène. Par homogène, nous entendons que chacun des termes est exprimé selon une
somme de lobes de cosinus.
2.1 Transformation de lŠéquation de transfert lumineux
LŠETL est donné par :
Lo(x,o) = Le(x,o) +

Ωx
Li(x, i)fr(x, i,o)(nx · i) dωi.
Le terme émissif ne nécessite pas de calcul. En efet, il sŠagit la plupart du temps
dŠune valeur constante, intrinsèque aux surfaces lumineuses : lŠobtention de sa valeur
est immédiate. Par conséquent, aĄn de simpliĄer les notations et la lecture ce terme est
enlevé des écritures. De plus, aĄn de donner une représentation plus compacte, le cosinus
est intégré dans la fonction de réĆectance bidirectionnelle :
Lo(x,o) =

Ωx
Li(x, i)f˜r(x, i,o) dωi. (3.4)
Dans une approche interactive, lŠéquation, récursive par nature, nŠest pas calculée
dans son ensemble. En efet, la solution usuelle consiste à supprimer la récursivité et
calculer seulement la luminance directe et quelques rebonds indirects. Notre approche ne
garde que la contribution directe Ls. Cette contribution peut provenir de lŠensemble de
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Figure 3.8 Ű Erreur relative entre les produits exacts et les produits approchés. LŠerreur
est la valeur absolue de la diférence entre le produit exact et le produit approché. Chaque
image correspond à une valeur de α (lŠangle entre les axes des deux lobes), chaque axe du
graphique correspond à un exposant diférent. LŠerreur moyenne est inférieure à 10−4 en
moyenne.
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Figure 3.9 Ű Zoom de la Ągure 3.8. Erreurs relatives entre les produits exacts et les
produits approchés, zoom sur les exposants faibles.
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lŠenvironnement. Ainsi, aĄn de déterminer si un point x reçoit cette contribution, un test
de visibilité V (x, i) est introduit :
Lo(x,o) =

Ωx
Ls(x, i)f˜r(x, i,o)V (x, i) dωi
où Ls(x, i) est lŠéclairement depuis lŠenvironnement dans la direction −i, et V (x, i) est
un terme de visibilité qui vaut 1 si aucun objet nŠest trouvé dans la direction i depuis le
point x, et 0 dans le cas contraire.
Cette formulation de lŠETL fait apparaître trois termes : un terme de luminance Ls, un
terme de FDRB (modiĄé) f˜r et un terme de visibilité V . Notre objectif est de transformer
chacun des termes aĄn de les exprimer de façon homogène selon une somme de lobes.
Ainsi après transformations nous obtenons (pour x et o Ąxés) :
f˜r(i) ≈

i
C f˜i (i),
Ls(i) ≈

j
CLj (i),
V (i) ≈
k
CVk (i).
LŠintroduction de ces transformations dans lŠETL donne :
Lo(x,o) =

Ωx
Ls(x, i)f˜r(x, i,o)V (x, i) dωi (3.5)
≈

Ωx

j
CLj (i)

i
Cfi (i)

k
CVk (i) dωi (3.6)
≈

Ωx

j

sLj C¯Lj (i)

i

sf˜i C¯ f˜i (i)

k

sVk C¯Vk (i)

dωi. (3.7)
Dans une méthode de type PTE, la transformation suivante est utilisée :
Lo(x,o) ≈

i

j

k
sf˜i s
L
j s
V
k

Ωx
C¯ f˜i (i)C¯Lj (i)C¯Vk (i) dωi
≈
i

j

k
sf˜i s
L
j s
V
k I
où le terme I est pré-calculé. Cependant, cette transformation nŠest pas appropriée
pour des environnements dynamiques. En efet, dans ce cas, les termes composant I ne
sont pas déĄnis quel que soit lŠinstant du rendu. Ainsi, une FDRB variable au cours du
temps, un déplacement dŠobjet ou une modiĄcation dŠune source lumineuse entraîne de
nouveaux termes pour I. Notre approche ofre une solution à ce problème en utilisant des
pré-calculs ne dépendant pas des scènes. Ainsi, nous exploitons les propriétés du produit
pour ré-écrire lŠETL sous la forme suivante :
Lo ≈

Ωx

ij

sfi C¯fi (i)sLj C¯Lj (i)

k

sVk C¯Vk (i)

dωi. (3.8)
En utilisant lŠapproximation (3.2), le premier produit de deux lobes peut être approché
par :
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smC¯m(i) ≈ sfi C¯fi (i)sLj C¯Lj (i)
ainsi, lŠéquation (3.8) devient :
Lo(x,o) ≈

Ωx

m
smC¯m(i)

k
sVk C¯Vk (i) dωi. (3.9)
Cette approximation est appliquée de la même façon pour les deux sommes restantes :
Lo(x,o) ≈

Ωx

m,k

smC¯m(i)sVk C¯Vk (i)

dωi (3.10)
≈

Ωx

p
spC¯p(i) dωi. (3.11)
Par une dernière transformation, nous obtenons lŠéquation suivante :
Lo(x,o) ≈

p
sp

Ωx
C¯p(i) dωi. (3.12)
Le calcul de luminance consiste alors en une somme dŠintégrales de lobes de cosinus.
La section 1.3 a donné une approche pour le calcul efectif et eicace de lŠintégrale dŠun
lobe de cosinus, la résolution de lŠETL peut donc être efectuée entièrement à lŠaide des
lobes de cosinus. Cette approche est rapide et eicace puisque les produits et les intégrales
de lobes sont obtenus à partir de tables pré-calculées et les seuls calculs mis en œuvre lors
du calcul dŠune image ne sont que des interpolations et des sommes de scalaires.
La suite de cette section est consacrée à lŠétude des diférents termes de lŠéquation
dans le but de les exprimer à lŠaide de lobes ou de sommes de lobes de cosinus.
2.2 Calcul de la FDRB
La réécriture de la FDRB sous la forme dŠune somme de lobes de cosinus est lŠétape
la plus simple à mettre en œuvre, puisque cŠest dans lŠétude de ces fonctions que réside
lŠidée dŠutiliser des fonctions lobes de cosinus.
Nous rappelons que la transformation que nous souhaitons efectuer est la suivante :
f˜r(x, i,o) ≈

k
Ck(i).
Il sŠagit donc de trouver une approximation pour chacun des termes. Nous verrons
que dans le cas de la FDRB cette transformation est souvent exacte (i.e. elle nŠintroduit
pas dŠapproximation par rapport à la déĄnition originale) et bien souvent immédiate : en
efet, la plupart des modèles de FDRB (Phong, Lafortune, etc) sont déjà basés sur des
lobes de cosinus.
2.2.1 Modèle de Phong
Nous souhaitons exprimer le modèle original de Phong [Pho75, Lew94] sous la forme
dŠune somme de lobes de cosinus.
fr(x, i,o) = kd + ks
(r · o)e
(i · nx)
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où r est la direction miroir de i par rapport à nx la normale à la surface en x. En
ajoutant le terme en cosinus tel que nous lŠavons fait dans lŠéquation (3.4), le modèle
devient alors :
f˜r(x, i,o) = kd(i · nx) + ks(r · o)e.
Dans le formalisme des lobes de cosinus, les fonctions sont évaluées pour une même
direction, or ici cela nŠest pas le cas (le terme difus est fonction de i alors que le terme
brillant est fonction de o). Nous proposons alors dŠutiliser la déĄnition du vecteur réĆéchi
par rapport à une normale ainsi que la propriété de distributivité du produit scalaire pour
réécrire lŠéquation sous la forme dŠune somme de lobes de cosinus.
Le vecteur réĆéchi sŠécrit de la façon suivante :
r = 2(nx · i)nx − i.
De plus, on remarque que le produit scalaire de ce vecteur par la direction o donne
le produit scalaire entre le vecteur i et un vecteur réĆéchi r1. Ce dernier étant le vecteur
réĆéchi de o par la normale nx. Il vient :
(r · o) = [2(nx · i)nx − i] · o
= 2(nx · i)(nx · o)− (i · o)
= 2(nx · o)(nx · i)− (i · o)
= [2(nx · o)nx − o] · i
= (r1 · i).
Avec cette relation, le modèle de Phong devient alors :
f˜r(x, i,o) = kd(i · nx) + ks(r1 · i)e.
Il est alors possible de le réécrire sous la forme de deux fonctions lobes de cosinus :
f˜r(x, i,o) = C(kd,nx,1)(i) + C(ks,r1,e)(i).
Le modèle de Phong est cependant simpliste et ne prend en compte quŠun nombre
limité de propriétés.
2.2.2 Modèle de Lafortune
AĄn de prendre en compte des phénomènes que le modèle de Phong ne gère pas, telles
les rétro-réĆexions (i.e. le fait quŠune surface puisse réĆéchir la lumière dans une direction
proche de la direction incidente), Lafortune et al. [LFTG97] ont introduit un modèle plus
général également basé sur les lobes de cosinus. Le modèle original tel quŠil a été proposé
par ces auteurs est le suivant :
fr(x, i,o) =

k
ρkmax (iTMko, 0)
ek
où ρk est un facteur dŠéchelle, ek est un exposant contrôlant la Ąnesse du kème lobe. La
matrice Mk permet quant à elle dŠexprimer la direction principale du lobe résultant. Elle
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est déĄnie selon un repère local à la surface au point x. A lŠaide dŠune réécriture la FDRB
devient :
fr(x, i,o) =

k
C(sk,ak,ek)(o)
où :
• sk = ρk∥Mki∥ek est le facteur dŠéchelle du lobe k ;
• ak = Mki∥Mki∥ , est lŠaxe du lobe k ;
• ek est lŠexposant du lobe k.
Cependant cette formulation donne la FDRB sous la forme de lobes de cosinus seulement
en fonction de la direction sortante o ; or dans notre système elle doit sŠexprimer en
fonction de la direction incidente i. En utilisant la règle de réciprocité de Helmholtz (i.e.
pour une FDRB, fr(x, i,o) = fr(x,o, i)), nous pouvons alors écrire :
C(sk,ak,ek)(o) = ρk∥Mko∥ek max

Mko
∥Mko∥ · i, 0
ek
= skmax(ak · i, 0)ek
= C(sk,ak,ek)(i).
Ainsi, le modèle de Lafortune peut-il être exprimé directement à lŠaide de fonctions
lobes de cosinus.
2.2.3 Autres modèles
DŠautres modèles de FDRB sŠexpriment à lŠaide de lobes de cosinus. Par exemple, le
modèle de Lambert (avec intégration du cosinus dans la FDRB) donne :
f˜r(x, i,o) =
ρd
π
(nx · i)
= C(sd,nx,1)(i)
De même, en suivant les mêmes dérivations que celles du modèle de Phong, sa variante,
couramment appelée Blinn-Phong est la suivante :
f˜r(x, i,o) =
ρd
π
(nx · i) + ρsn+ 22π (nx · h)
n
= C(kd,nx,1)(i) + C(ks,nx,n)(h)
où h = i+o∥i+o∥ .
Si les modèles de FDRB sont déjà écrits sous la forme de lobes de cosinus, il est
aisé de les modiĄer légèrement pour obtenir une formulation adaptée à notre contexte.
Pour dŠautres modèles plus complexes ou pour des modèles issus dŠobservations (données
numériques brutes), il peut être envisagé dŠefectuer un ajustement de modèle [APCP09]
sur lŠun des modèles déjà exprimés sous la forme de lobes de cosinus (Lafortune par
exemple), permettant ainsi une utilisation dans notre système.
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2.3 Calcul de lŠéclairement
La ré-écriture de lŠETL exprime les sources lumineuses sous la forme dŠune somme de
lobes de cosinus. LŠexpression dŠune source lumineuse quelconque sous cette forme nŠest
pas intuitive. AĄn de résoudre ce problème, notre système de rendu utilise des sources
lumineuses sphériques et isotropes. En efet, celles-ci permettent la génération de lobes
de manière intuitive.
Soit une source lumineuse sphérique, de rayon r, centrée en y et possédant une lumi-
nance v. Nous souhaitons déĄnir la fonction lobe de cosinus correspondant à sa contribu-
tion au point x dans la direction i :
Ls(x, i) ≈ Cl(x, i)
Cl(x, i) = vwlmax

xy
∥xy∥ · i, 0
ei
où x est le point à partir duquel on cherche à calculer la contribution de la source
lumineuse, wl est le poids associé à la source et ei lŠexposant du lobe de cosinus. La
luminance v nŠest pas intégrée dans le lobe de cosinus et est représentée par un terme
spéciĄque. De cette façon, toutes les données géométriques peuvent-être pré-calculées.
x
y
r
ÈÈxyÈÈ
(a)
x
y
(b)
Figure 3.10 Ű (a) Exemple de source lumineuse sphérique vue depuis le point x. La
source est centrée en y et de rayon r. (b) Approximation de la source lumineuse par un
lobe de cosinus.
La Ągure 3.10 montre un exemple de source lumineuse et lŠapproximation de cette
dernière vue depuis le point x par une fonction lobe de cosinus.
LŠaxe du lobe est directement donné par la direction xy. Cet axe est construit à partir
du point éclairé et du centre de la sphère. Les deux paramètres restants du lobe, wl et ei
doivent être déterminés de manière identique à celle des produits de lobes. Elle consiste à
minimiser le carré de la distance euclidienne entre les luminances exactes et approchées :
¶wl, el♦ = argmin
¶wl,el♦

Ω
(Ls(x, i)− Cl(x, i))2 di.
LŠobjectif de notre système est de permettre une application interactive. Pour atteindre
cet objectif, il est nécessaire de limiter le nombre de calculs et, si possible, de les repousser
en amont du rendu. A lŠinstar des produits et des intégrales, les lobes de cosinus peuvent
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être pré-calculés. En efet, Ls(x, i) ne dépend que de ∥xy∥ et de r, respectivement la
distance par rapport au centre de la sphère et le rayon de cette dernière. Un pré-calcul pour
un grand nombre de valeurs des paramètres est mis en œuvre. Lors dŠun rendu il est alors
possible, à partir des valeurs de distance et de rayon, de déterminer par une interpolation
linéaire entre les plus proches valeurs de la table, les paramètres correspondants à une
source lumineuse.
LŠutilisation directe de cette déĄnition pose problème. En efet, deux lobes de cosi-
nus peuvent se chevaucher. Ceci survient, par exemple, lorsquŠune source lumineuse est
approchée par deux sphères contigües, les lobes résultants ont alors une intersection non
vide (cf. Ągure 3.11). Sans correction, la contribution des sources lumineuses sera plus
importante que nécessaire car la zone de chevauchement est prise en compte deux fois.
LŠautre problème est directement lié à la visibilité, dans un cas général, des objets peuvent
masquer, pour un point de vue donné, les sources lumineuses. Il est alors nécessaire de
déterminer quelle est la portion de la source lumineuse visible de façon à adapter la
contribution de cette dernière. Ces deux problèmes sont pris en compte par les calculs de
visibilité détaillés dans la section suivante.
Figure 3.11 Ű Chevauchement des lobes des sources lumineuses. Lorsque deux lobes sont
générés pour des sources lumineuses contigües, une correction doit être apportée sinon la
zone de chevauchement est prise en compte deux fois.
2.4 Calcul de visibilité
Pour respecter les transformations de lŠETL le terme de visibilité est également mis
sous la forme de lobes de cosinus. Cette mise en forme doit répondre au double problème
du calcul dŠoccultation (i.e. prise en compte des objets pouvant masquer la visibilité des
sources lumineuses) et du chevauchement des lobes des sources lumineuses (i.e. efectuer
une correction pour éviter de surestimer la contribution des sources).
Le terme de visibilité doit pouvoir sŠexprimer (cf. section 2.1) selon une somme de
lobes. Dès lors il est nécessaire de choisir une représentation qui permette leur construction
de manière eicace. Notre système repose alors sur une approximation de la géométrie des
objets par une hiérarchie de sphères virtuelles. Cette approche est déjà mise en œuvre dans
dŠautres systèmes [SGNS07, GJW08, RWS+06] et permet de réutiliser les constructions
de lobes évoquées dans la section 2.3.
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2.4.1 Approche naïve
Nous décrivons dans cette section, une première approche naïve de construction de la
visibilité. Celle-ci permet dŠintroduire lŠutilisation de lobes de cosinus pour les problèmes
de visibilité ; néanmoins, nous montrons quŠelle conduit à une explosion combinatoire la
rendant inutilisable.
La fonction de visibilité V (x, i) indique si, pour une position x donnée, un objet se
trouve dans la direction i. LorsquŠun objet est approché par une seule sphère, la fonction
est déĄnie par :
V (x, i) = 1− focc(x, i)
où focc est une fonction de visibilité qui indique si la direction i, depuis le point de
vue x, est obstruée par une sphère approchant la géométrie dŠun objet. La déĄnition de
focc repose sur la construction dŠune calotte sphérique à partir de la sphère approchant
lŠobjet occultant. Cette calotte sphérique permet de distinguer la portion de lŠhémisphère
occultée par lŠobjet. La Ągure 3.12 montre un exemple de construction de calotte sphérique
à partir dŠune sphère. Le terme focc est déĄni de la façon la suivante :
focc(i) =

1 si (i · xy) ≥ cos(α)0 sinon
où xy est lŠaxe entre le point où lŠon cherche à calculer la visibilité, y le centre de
la sphère et α est lŠangle formé par une tangente à la sphère passant par x et lŠaxe xy
(cf. Ągure 3.12).
y
x
Α
Figure 3.12 Ű Exemple de calotte sphérique déĄnie par une sphère centrée en y de rayon r.
La calotte sphérique (en rouge) représente la portion de lŠhémisphère occultée par une
sphère approchant la géométrie dŠun objet.
Lorsque N sphères sont employées, le terme devient alors :
VN(i) =
N
k=1
V (i) (3.13)
=
N
k=1
(1− fkocc(i)). (3.14)
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Le terme focc est approché par un lobe de cosinus :
focc(i) ≈ Cocc,
Cocc(i) = max(i · xy, 0)e.
LŠexposant e est calculé, en cherchant à minimiser la distance au carré entre la valeur
exacte et la fonction lobe de cosinus :
¶e♦ = argmin
¶e♦

Ω
(focc(i)− Cocc(i))2di.
A partir de cette approximation, lŠéquation (3.13) devient :
VN(i) ≈
N
k=1
(1− Ckocc(i))
≈
2N
j=1
Cj(sj ,aj ,ej)(i)
où les C(sj ,aj ,ej) proviennent des produits des fonctions lobes de cosinus introduits dans
la section 1.2. Ainsi, pour N sphères, le terme de visibilité devient égal à une somme
de 2N lobes de cosinus. Ceci donne lieu à un terme conséquent en taille mais surtout
sujet à de nombreuses erreurs de calculs. En efet, les erreurs induites par lŠutilisation
de lobes de cosinus se multiplient et sŠaccumulent, rendant le résultat trop imprécis pour
être utilisable. De plus, sachant que les géométries des objets peuvent être approchées par
plusieurs centaines de sphères, la génération de 2N termes est trop coûteuse pour être mis
en œuvre.
Le problème des erreurs de calculs et celui de la construction des lobes sont opposés.
En efet, lorsquŠune précision importante est souhaitée, il est nécessaire de construire
beaucoup de lobes ; en revanche, lorsque les performances sont la priorité, il est important
de ne construire quŠun nombre restreint de lobes. DŠoù la solution suivante.
2.4.2 Deuxième approche de la visibilité
Le double problème de lŠexplosion combinatoire et du chevauchement des lobes est
directement issu de la forme focc = 1 − C. Nous proposons dŠen utiliser une autre, ayant
lŠavantage de limiter à la fois le nombre de lobes et leurs superpositions. Ces dernières
existent toujours ; mais sont contrôlées dans le sens où le chevauchement est prévisible.
Pour chaque source lumineuse, un carré unitaire est placé à une certaine distance dist
de façon à contenir le cône correspondant à la sphère vue depuis un point x, comme
lŠillustre la Ągure 3.13.
La valeur de dist sŠobtient à lŠaide de lŠidentité suivante :
dist =
1
2 tanα
où α est lŠangle formé par le cône de visibilité de la sphère, comme illustré en 2D
sur la Ągure 3.12. Etant donné la taille Ąxe du carré, lorsque la sphère est très petite, il
peut arriver que le carré soit situé derrière la sphère. Ceci nŠest pas problématique et est
parfaitement géré dans notre approche.
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x
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Figure 3.13 Ű Sphère lumineuse centrée en y de rayon r vue depuis le point x. La
construction dŠun carré unitaire sŠefectue en plaçant celui-ci à une distance dist de x. La
distance dist est telle que le cercle inscrit dans le carré est tangent au cône.
LŠétape suivante, consiste à projeter les sphères représentant les objets occultants sur
ce carré unitaire. Bien entendu, les sphères se situant derrière les sources lumineuses
ou bien en dehors du cône formé par le point à éclairer et la sphère sont rejetées (cf.
Ągure 3.14).
La projection des sphères est efectuée sur une structure discrète, de manière à limiter
les erreurs de calculs pouvant survenir lors dŠune projection analytique. De plus, aĄn
de réduire le plus possible la génération de lobes, une structure hiérarchique dŠarbre
quaternaire est utilisée. En pratique, la profondeur de cette structure est égale à 4 ou
5, ce choix étant Ąxé de manière empirique, permettant dŠassurer le meilleur compromis
entre vitesse et précision des calculs.
La projection des sphères consiste à déterminer lŠintersection entre le cône de visibilité
de la sphère et le carré (cf. Ągure 3.15). Cette méthode permet de ne pas avoir à efectuer
un traitement diférent en fonction de la position de la sphère vis-à-vis du carré.
AĄn de pouvoir utiliser des objets transparents, il est nécessaire de projeter les objets
par ordre de profondeur (du plus lointain au plus proche). Notre approche ne gère que
les objets opaques, par conséquent, aucun ordre nŠest à respecter lors de la projection des
sphères.
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Figure 3.14 Ű Rejet des sphères lors de la projection. Seules les sphères ayant une in-
tersection non nulle avec le cône formé par la source en y et le point à éclairer x sont
utilisées. Les sphères c1 (de fait de sa non intersection avec le cône) et c3 (parce quŠelle
est située au dessus de la source lumineuse) sont rejetées.
2.4.3 Construction du masque de visibilité
La structure hiérarchique de visibilité est construite selon un arbre quaternaire. Les
feuilles de lŠarbre portent lŠinformation de visibilité. La suite de cette section détaille le
processus de construction de lŠarbre.
Pour chaque niveau de subdivision de lŠarbre, lŠintersection avec le cône est réalisée.
Ensuite le choix suivant est efectué :
• si une feuille est marquée non visible alors on ne la traite pas (i.e. elle est déjà
occultée par un ou plusieurs obstacles) ;
• si une feuille est marquée visible alors deux cas de Ągures sont possibles :
Ű soit elle est pleinement contenue dans lŠintersection, et alors elle est marquée non
visible ;
Ű soit elle est partiellement contenue dans lŠintersection ; dans ce cas, elle est sub-
divisée (à condition quŠelle ne soit pas à la profondeur maximale de lŠarbre) et la
procédure est rappelée sur les feuilles du noeud nouvellement créé.
Lorsque la procédure arrive à la profondeur maximale de lŠarbre, nous choisissons dŠap-
pliquer une méthode agressive, consistant à considérer les feuilles partiellement couvertes
comme visibles. Ceci permet de limiter le nombre de lobes Ąnalement construits. LŠautre
approche, conservative, peut être mise en œuvre en prenant en compte les feuilles partiel-
lement couvertes pour construire de nouveaux lobes. En pratique, les diférences visuelles
entre les deux méthodes sont imperceptibles si la profondeur du masque de visibilité est
suisante. Un exemple de construction de masque de visibilité est donné par la Ągure 3.16.
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Figure 3.15 Ű Projection des sphères occultantes sur le carré unitaire. Les sphères peuvent
être projetées soit depuis une sphère située au dessus du carré (sphère verte) soit depuis
une sphère située au dessous (sphère bleue) sans quŠaucun des deux cas ne soit à distinguer.
Une fois le masque de visibilité créé, le terme de visibilité est déterminé de la façon
suivante. Une sphère est placée sur chacune des feuilles portant lŠinformation non visible
de lŠarbre. Ces sphères sont ensuite utilisées pour construire les lobes de visibilité selon la
procédure décrite en section 2.4.1. Avec le masque ainsi crée, le terme de visibilité devient
alors :
V (i) = C(1,n,0) −
N
k=1
wkCk(i) (3.15)
où les pondérations wk permettent de corriger les erreurs induites par le chevauchement
des lobes de cosinus utilisés sur des feuilles adjacentes.
La détermination de ces poids est efectuée de façon à obtenir une contribution de
lŠéclairement correcte, i.e. les ombres douces ou dures et lŠéclairement. Ces poids sont
dépendant à la fois de la distance dist qui sépare le carré unitaire du point à éclairer,
mais également de la profondeur à laquelle la sphère est créée. En efet, la Ągure 3.18
montre que si la distance dist augmente, les lobes de cosinus deviennent de plus en plus
Ąn, dès lors les chevauchements sont faibles. En revanche, lorsque la distance dist diminue,
les lobes de cosinus deviennent de plus en plus épais, il est alors nécessaire de prendre en
compte des chevauchements plus importants entre lobes. De plus, les sphères créées pour
des feuilles situées aux profondeurs les plus importantes de lŠarbre sont les plus petites.
Ces sphères engendrent alors des lobes Ąns pour lesquels les chevauchements sont faibles.
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(a) Sphère 1 - prof. 1 (b) Sphère 1 - prof. 2
(c) Sphère 2 - prof. 1 (d) Sphère 2 - prof. 2
(e) Sphère 3 - prof. 1 (f) Sphère 3 - prof. 2
Figure 3.16 Ű Exemple de construction dŠun masque de visibilité de profondeur 2 à partir
de trois sphères. En vert, les feuilles de lŠarbre représentant une portion non visible, en
rouge, une partie devant être subdivisée et en jaune une partie ne rentrant pas en compte
dans la construction courante du masque.
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Figure 3.17 Ű Construction des nouveaux lobes de visibilité à partir du masque. Pour
chaque feuille de lŠarbre marquée non visible (en vert), une sphère englobante est créée
de manière à générer de nouveaux lobes.
dist
dist
Figure 3.18 Ű Chevauchement des lobes de visibilité. Pour deux distances dist don-
nées, et pour le même masque de visibilité (i.e. pour les mêmes sphères sur le masque),
le chevauchement est diférent : plus la distance augmente moins le chevauchement est
important.
3. Application au rendu interactif 71
Etant donné que les poids sont dépendants uniquement de la distance dist et de la
profondeur de lŠarbre, ils peuvent être choisis de manière indépendante de chacune des
scènes. Nous avons donc réalisé un prototype permettant à lŠutilisateur de Ąxer les poids.
Le prototype consiste en une scène simple composée dŠune source lumineuse, dŠun objet
occultant et dŠun plan recevant lŠombre de lŠobjet. LŠutilisateur Ąxe, pour diférentes
valeurs de dist, et pour chaque niveau de profondeur du masque, les poids wk de façon à
obtenir une ombre douce réaliste, i.e. une ombre parfaitement noire au centre puis, qui
passe progressivement de la pénombre à la lumière. Les poids sont ajustés de façon à ne
pas avoir de cassures dans lŠombre douce. Une fois ceux-ci Ąxés, ils sont stockés dans une
table puis interpolés linéairement durant le rendu Ąnal, en fonction de la distance efective
dist.
Le temps de calcul des termes de visibilité est linéaire en fonction du nombre de
sources lumineuses. En efet, le temps de calcul dŠun masque peut être borné par une
constante C, correspondant à un masque de visibilité complet. Par conséquent, pour n
sources lumineuses, la complexité en temps de construction des masques de visibilité est
O(nC) = O(n).
3 Application au rendu interactif
Nous avons mis en œuvre lŠensemble des transformations proposées précédemment
(transformation de chacun des termes de lŠETL, pré-calculs des produits, intégrales de
lobes de cosinus et poids de visibilité) dans un prototype de calcul interactif avec prise
en compte de lŠéclairement direct. Il sŠagit dŠune application où lŠenvironnement nŠest pas
limité à un type de FDRB et qui permet même de faire varier ses paramètres de manière
interactive. Les objets et le point de vue ne sont pas Ąxés à lŠavance et peuvent varier
tout ou long du programme.
3.1 Mise en œuvre
Notre prototype est écrit en C++ et Cuda 2.0 avec une machine de test possédant un
processeur Intel core i7 920, une carte graphique NVidia GeForce GTX 280, ainsi que 6Go
de mémoire centrale. AĄn dŠoptimiser les accès à la mémoire de la carte graphique, nous
suivons les recommandations de Zhou et al.[ZHWG08] nous utilisons ainsi des structures
de tableaux et non des tableaux de structures pour stocker les données. La taille du cache
de notre carte graphique étant limitée, seul un faible nombre de masque de visibilité est
construit à un moment donné (32 simultanément).
Précalcul des produits et des intégrales de lobes
Les pré-calculs des produits de lobes et des intégrales de lobes sont efectués hors ligne.
Nous rappelons que ceux-ci ne dépendent pas des scènes utilisées et nŠont donc pas besoin
dŠêtre recalculés à chaque nouvelle scène. LŠimplémentation des méthodes de Nelder-Mead
et Levemberg-Marquardt sont celles décrites dans [PTVF07], elles ne sont pas optimisées
pour un traitement multi-processeur. Le pré-calcul de lŠensemble des termes (produits et
intégrales) dure 4 heures sur notre machine de test. La mémoire nécessaire pour stocker
ces données représente 10 Mo.
Précalcul des sphères englobantes
Le pré-calcul des sphères englobantes repose sur lŠapproche proposée par Bradshow et
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OŠSullivan [BO02]. La profondeur de la création de la hiérarchie dépend de la nature de
lŠobjet à approcher. Lorsque lŠobjet présente des cassures importantes ou des parties Ąnes
(doigts pour un personnage par exemple), alors le nombre de sphères nécessaires à une
bonne approximation est grand. Notre approche consiste à trouver pour chaque objet,
le bon compromis entre une bonne approximation et un trop grand nombre de sphères.
La Ągure 3.19 donne un exemple dŠapproximation dŠun objet par un ensemble de sphères
telles quŠutilisées dans notre application. Le temps nécessaire à la génération des sphères
est directement dépendant de la précision voulue. Pour chacun des objets de notre étude,
les temps vont de quelques minutes à plusieurs heures (cas de la Ągure 3.19). Aucune
recherche dŠoptimisation des temps de calculs nŠa été mise en œuvre, puisque le pré-calcul
nŠest efectué quŠune seule et unique fois par objet.
Figure 3.19 Ű Exemple de sphères englobantes pour un objet. A gauche lŠobjet, à droite,
lŠensemble de sphères et au milieu la superposition des sphères sur lŠobjet.
Méthode de calcul dŠune image
Le calcul dŠune image est efectué en appliquant directement les transformations de
lŠETL proposées dans ce chapitre. AĄn de donner les performances brutes de notre mé-
thode, aucune optimisation exploitant la cohérence entre deux images successives nŠest
mise en œuvre. Ainsi, à chaque nouvelle image, lŠensemble des lobes est généré et un calcul
complet de lŠimage est efectué.
AĄn de garantir de bonnes performances, les approches interactives cherchent à utiliser
les calculs les plus utiles possibles. La solution la plus courante est de négliger certains
termes nŠapportant pas ou peu de contribution. Nous avons mis en œuvre une méthode
reposant sur ce principe. Les lobes apportant une faible contribution au résultat Ąnal sont
enlevés du calcul. Les calculs comportent moins de termes et sont donc plus rapides.
Le critère pour supprimer les lobes est basé sur lŠéquation (3.12), sur la propriété de
croissance de lŠexposant des lobes produits et sur la variation de lŠintégrale dŠun lobe en
fonction de lŠexposant. En efet, le calcul dŠune image est une somme dŠintégrale de lobes.
LŠobjectif est de diminuer le nombre de termes à sommer, i.e. le nombre dŠintégrales à
calculer. Or, lorsque la valeur de lŠexposant du lobe augmente son intégrale diminue. Les
lobes devant être intégrés sont issus dŠapproximations de produits (cf. équations (3.9) et
(3.11)). Le processus dŠapproximation augmente la valeur de lŠexposant. Notre idée est
donc de vériĄer, à chaque fois quŠune approximation est faite si lŠintégrale de ce nouveau
lobe est inférieure à un seuil ti. Dans lŠairmative, il est enlevé du calcul puisquŠil est
considéré comme négligeable.
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Figure 3.20 Ű Exemple dŠutilisation de FDRB complexe. Une FDRB de type Lafortune
avec deux lobes est utilisée.
3.2 Résultats
La section suivante présente les résultats de notre prototype. Dans un premier temps
des résultats bruts sont donnés. Ceux-ci sont notamment comparés avec une solution de
type Monte-Carlo. Ensuite, les performances sont évoqués, en détaillant notamment les
parties du calcul les plus coûteuses. EnĄn, les limites de la méthode sont expliquées.
Généricité de lŠapproche
Notre méthode permet de gérer des ombres dures ou douces (cf. Ągure 3.21). Deux
termes inĆuent sur lŠapparition des ombres dures : le lobe dû à lŠéclairement et les sommes
de lobes induites par le terme de visibilité.
Notre méthode est également applicable à des scènes plus complexes. La Ągure 3.22
montre un exemple dŠune telle scène : géométrie non triviale, deux sources lumineuses et
des ombres douces qui se chevauchent. Ceci montre que la complexité des objets nŠest pas
un facteur limitant pour notre méthode. En efet, seule lŠapproximation par les sphères
englobantes est utilisée pour les calculs. Ainsi, à partir du moment où la hiérarchie de
sphères englobantes est calculable, notre prototype est utilisable.
La Ągure 3.20 propose un exemple de gestion de FDRB non constante, et variant
dans lŠespace. La FDRB utilisée est de type Lafortune avec deux lobes de cosinus. Cet
exemple montre que notre modèle nŠest pas restrictif en termes de FDRB utilisables tout
en restant dans des temps interactifs. En efet, la Ągure 3.20 est issue dŠune animation
avec une fréquence moyenne de 3.01 images par seconde.
Qualité du rendu
La Ągure 3.23 donne une comparaison entre deux rendus : un premier par une méthode
lobes de cosinus, et un second calculant des ombres douces par une approche stochastique.
Une autre comparaison où les diférences sont explicitées est disponible dans la Ągure 3.24.
Dans cette dernière Ągure, lŠécart maximal (en valeur absolue) de luminance entre la
méthode de Monte-Carlo et la nôtre est de 0.054902 tandis que la moyenne des diférences
est égale à 0.003884. Les diférences les plus importantes se situent au niveau des ombres.
En efet, un grand nombre de lobes est nécessaire, et par conséquent de nombreuses erreurs
sont accumulées.
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(a) 17.9 i/s (b) 12.3 i/s (c) 8.02 i/s
(d) 25.1 i/s (e) 17.5 i/s (f) 15.3 i/s
Figure 3.21 Ű Illustration des ombres produites par notre prototype. Les ombres gérées
peuvent être dures ou douces en fonction soit de la distance de lŠobjet au plan (ligne 1)
soit de la taille de la source lumineuse (ligne 2). Les temps de calcul pour chacune des
images sont donnés à titre indicatif.
Notre méthode prend uniquement en compte des sources sphériques. Néanmoins, il est
possible dŠapprocher par exemple une source polygonale à lŠaide dŠun ensemble de sphères.
CŠest ce que montre la Ągure 3.25 dans laquelle la source est approchée par neuf sphères.
Elle montre la même scène mais avec seulement une seule source sphérique (de même aire
que la somme des précédentes). Ceci permet de mettre en évidence le fait quŠune source
rectangulaire peut être approchée par un ensemble de sources sphériques. De plus, dans
ce cas, une unique source sphérique donne un rendu très proche dŠune source carrée. Des
résultats similaires ont également été donnés [Wan92] et exploités [SRMK05] par dŠautres
auteurs aĄn dŠoptimiser les performances du calcul dŠombres douces.
Nous souhaitons montrer ce quŠimplique la suppression des lobes dans les calculs dŠune
image. La Ągure 3.26 montre trois images avec une valeur de seuil ti variant de 5× 10−2
à 0. Au delà dŠun certain seuil, le fait dŠenlever des lobes devient très clairement visible.
On notera également que cŠest lŠutilisateur qui Ąxe de manière empirique la valeur de ti.
Performances
La Ągure 3.27 montre les gains obtenus en réduisant le nombre de lobes utilisés. Plus
précisément, elle présente quatre images correspondant à deux points de vue et deux seuils
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Figure 3.22 Ű Exemple de rendu dŠune scène "complexe". La scène comporte 664011
triangles, approché par 3578 sphères, deux sources lumineuses et un masque de visibilité
de profondeur maximale égale à 5. Le temps de rendu est de 17.68 secondes.
(a) Référence (b) Lobes de cosinus
Figure 3.23 Ű Comparaison entre une méthode de type Monte-Carlo et notre approche
à base de lobes de cosinus. Les ombres douces sont reproduites de manière réaliste dans
notre méthode à lŠaide dŠun masque de visibilité de profondeur 5.
diférents (ti = 0 et ti = 0.001) ; le premier seuil de valeur nulle implique la conservation
de tous les lobes, alors que le second permet dŠéliminer tous les lobes dont lŠintégrale est
inférieure à 0.001. Pour certaines conĄgurations, 50% des calculs peuvent être évités pour
un résultat visuel similaire. Ces optimisations conduisent à une amélioration signiĄcative
des performances. Ainsi, sur le premier point de vue (ligne du haut), avec un seuil à 0,
le rendu est généré à une cadence de 14.52 images par seconde ; avec un seuil à 0.001 la
fréquence augmente à 17.35 images par seconde.
Le tableau 3.2 fournit une décomposition du temps de calcul pour plusieurs images.
Les images sont choisies aĄn de montrer les capacités de notre méthode avec plusieurs
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Figure 3.24 Ű Comparaison entre notre méthode et une autre de type Monte-Carlo. La
première ligne montre les images résultantes des deux méthodes (à gauche la méthode
de Monte-Carlo, à droite la méthode basée sur les lobes de cosinus). La ligne du dessous
montre les diférences absolues positives (à gauche) et négatives (à droite) entre les deux
méthodes.
conĄgurations : ombres plus ou moins douces, matériaux diférents, diférents types dŠob-
jets occultant la visibilité, etc. Cette décomposition permet de mettre en avant un des
facteurs limitant de notre méthode : la construction du masque de visibilité. En efet, il
occupe de 50% à 85% du temps de calcul.
Figure FDRB Eclairement Masques Lobe-V Final
3.20 2.1 1.5 84.8 4.5 7.1
3.21 (a) 3.6 4.7 72.2 9.1 10.4
3.21 (b) 2.5 3.5 60.1 14.4 19.5
3.21 (c) 2.7 2.5 52.1 18.2 24.5
Table 3.2 Ű Décomposition du temps de calcul dŠune image pour nos quatre scènes de test.
Les chifres sont des pourcentages du temps de calcul dŠune image. (FDRB) Génération
des lobes de cosinus pour la FDRB. (Eclairement) Eclairement. (Masques) Construction
des masques de visibilité. (Lobe-V) Construction des lobes de visibilité après le masque.
(Final) Calcul Ąnal dŠintégration.
La complexité théorique de la méthode est linéaire en fonction du nombre de sources
lumineuses (cf. section 2.4). Le graphique 3.28 conĄrme, en pratique, cette évolution en
exprimant les temps de calcul en fonction du nombre de sources lumineuses.
AĄn dŠétudier le comportement de notre prototype avec des ombres douces de plus en
plus larges, nous avons étudié lŠévolution des temps de calculs en fonction de la taille de la
source lumineuse. En efet, plus les ombres douces sont larges, plus les masques de visibilité
sont développés. Par conséquent, le nombre de lobes de cosinus utilisés pour la visibilité
augmente. Nous souhaitons observer dans quelle mesure ceci inĆue sur les performances.
La Ągure 3.29 montre lŠévolution des temps de calcul en fonction de lŠaire dŠune source
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(a) (b) (c)
(d) (e) (f)
Figure 3.25 Ű Exemple dŠapproximation dŠune source carrée par un ensemble de sphères
pour trois positions dŠun objet. La première ligne utilise neuf sphères tandis que la
deuxième en utilise une seule. Les diférences visuelles entre les deux rendus sont faibles,
la sphère unique donne des ombres plus lisses.
(a) ti = 0 (b) ti = 1× 10−3 (c) ti = 5× 10−2
Figure 3.26 Ű Qualité du rendu en fonction de la valeur de seuil ti. Plus la valeur est
importante et plus les lobes sont enlevés du calcul. Au delà dŠun certain seuil, les défauts
dans les ombres deviennent très signiĄcatifs (lŠombre portée de la Ągure (c) par exemple).
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(a) ti = 0 (b) ti = 0, # lobe (c) ti = 0.001 (d) ti = 0.001, # lobe
(e) ti = 0 (f) ti = 0.001,# lobe (g) ti = 0.001 (h) ti = 0.001,# lobe
0 60 120 180 240 300
Figure 3.27 Ű Réduction du nombre de lobes avec lŠapport du seuillage des lobes de
cosinus. Les Ągures (a) et (e) sont rendues avec un seuil à 0. Les Ągures (b), (d), (f) et (h)
indiquent, par leurs fausses couleurs, le nombre de lobes de cosinus générés pour le calcul
dŠun pixel.
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Figure 3.28 Ű Evolution des temps de calcul en fonction du nombre de sources lumineuses.
LŠévolution est en pratique linéaire, conĄrmant lŠétude théorique de la section 2.4.
lumineuse. La scène est composée dŠune source lumineuse et dŠun objet Ąxe ; et les calculs
sont réalisés pour un seul point de vue. Le nombre de sphères englobantes pour la visibilité
est constant ; le masque de visibilité a une profondeur Ąxée à 5.
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Figure 3.29 Ű Evolution des temps de calcul en fonction de lŠaire de la source lumineuse.
LŠévolution est, comme dans le cas du nombre de sources lumineuses, linéaire.
LŠévolution des temps de calcul est proche dŠune fonction linéaire. LŠexplication est
identique à celle utilisée pour le nombre de sources lumineuses. Lorsque la taille de la
source augmente, le nombre de sphères projetées dans le masque de visibilité augmente
également. En efet, plus la taille de la source augmente, plus le nombre de points se
situant dans une zone de pénombre est important. Les temps de calculs nŠexplosent pas
et restent asymptotiquement linéaires, puisque pour un point donné, le temps nécessaire
au calcul de visibilité est limité. Cette limite est due à la construction des masques de
visibilité : ces derniers ont une profondeur maximale bornant les temps de calcul.
Limite
Notre méthode présente le défaut dŠêtre très dépendante de la visibilité. En efet, dŠune
part, cette étape occupe la majeure partie de lŠefort nécessaire à la production dŠune
image ; dŠautre part, elle montre également ses limites visuelles. En efet, la Ągure 3.30
montre un objet possédant un trou (i.e. le casque nŠest pas collé à la tête). Du fait
de lŠapproximation par des sphères, lŠombre du casque nŠest pas réaliste et les sphères
englobantes ayant servie à lŠapproximation de la géométrie sont clairement identiĄables.
Même en utilisant une source lumineuse plus importante, conduisant à des ombres douces
plus larges et donc à un afaiblissement visuel de ces erreurs, le problème apparait : il
est clairement visible sur le socle de la statue où les sphères des angles produisent des
artefacts très visibles.
4 Conclusion - Perspectives
Ce chapitre propose une méthode reposant sur les lobes de cosinus aĄn de résoudre
de manière homogène lŠETL. Le formalisme des lobes de cosinus permet de bénéĄcier
des mêmes avantages que ceux des fonctions à base radiale sphérique, i.e. la possibilité
dŠapprocher un signal multidimensionnel complexe potentiellement haute fréquence avec
un nombre réduit de coeicients par rapport à une approche reposant sur les harmoniques
sphériques. Nous avons proposé de résoudre deux problèmes fondamentaux pour lŠETL
à base de lobes de cosinus : le calcul du produit de deux lobes de cosinus et lŠintégrale
dŠun lobe de cosinus. Les erreurs engendrées par nos approximations sont faibles et chaque
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(a) (b)
Figure 3.30 Ű Exemple dŠobjet possédant un trou. Deux images avec pour chacune une
source lumineuse diférente. A gauche une source petite produisant des ombres dures et à
droite une source plus large produisant des ombres douces.
terme de lŠETL peut sŠécrire sous la forme de sommes de lobes de cosinus. AĄn de montrer
la faisabilité de notre approche nous avons développé un prototype permettant de calculer
lŠéclairement direct de manière interactive.
Les calculs de visibilité constituent la principale limite de notre approche. Nous avons
proposé une première solution pour limiter le coût de leurs calculs. Cette méthode repose
sur la construction dŠun masque de visibilité limitant le nombre de lobes de cosinus gé-
nérés pour la visibilité. Néanmoins cette approche pose le problème à la fois du calcul de
lŠapproximation des sphères englobantes et de la profondeur du masque à utiliser. Nous
pensons que dŠautres approches sont possibles. En efet, un calcul de type shadow map
pourrait être utilisé, soit comme lŠont proposé Schwartz et Stamminger [SS07] pour cal-
culer des informations de visibilité, soit pour remplacer de manière plus importante les
calculs de visibilité comme dans lŠapproche avancée par [ADM+08]. Une autre approche
pour limiter le coût de la visibilité peut être lŠutilisation de niveaux de détails, avec une
approche de plus en plus grossière à mesure que les ombres sont douces. En efet, cette
technique doit réduire le nombre de sphères à projeter sur les masques de visibilité et ainsi
diminuer les temps de calculs liés à la visibilité.
DŠune manière plus générale, pour diminuer les coûts de calcul, nous avons proposé
une approche basée sur la suppression de lobes en fonction de leur importance dans le
calcul Ąnal. Ainsi, une technique de seuillage est mise en œuvre, enlevant les lobes dont
lŠintégrale est en dessous dŠune valeur donnée. Ce seuillage permet dŠéconomiser un grand
nombre de calculs inutiles. Néanmoins, ce nombre étant choisi empiriquement, il semble
intéressant de trouver une métrique permettant de le calculer automatiquement. Une
approche pour y parvenir pourrait être dŠefectuer un rendu sans correction (seuil à 0)
puis progressivement augmenter sa valeur ; à chaque augmentation, lŠerreur par rapport
à la version sans correction peut être calculée, et lorsque le niveau dŠerreur devient trop
important le seuil est Ągé. Lors du calcul dŠune image, il peut être mis à jour en efectuant
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régulièrement pour deux images consécutives le même traitement : un calcul sans seuil et
lŠautre avec le seuil courant. Lorsque la diférence entre les deux valeurs est trop importante
le seuil est abaissé ; dans le cas contraire (diférence très faible), le seuil est augmenté.

Chapitre 4
Visibilité et cartes de photons
Ce chapitre montre comment des méthodes de visibilité permettent de diminuer le biais
dans les cartes de photons. Dans un premier temps un rappel rapide sur les méthodes
dŠestimation de densité est efectué, puis les deux principaux biais de la méthode sont
exposés. Ces biais sont ensuite décrits dans un contexte de simulation dŠéclairage par
cartes de photons. Des solutions reposant sur des tests de visibilité sont alors mises en
œuvre aĄn de réduire le biais dans les cartes de photons. EnĄn, des résultats sont proposés
pour illustrer la validité de notre nouvelle approche.
1 Rappels sur lŠestimation de densité
Cette section rappelle les propriétés de biais et de variance dans lŠestimation de densité
en insistant sur lŠorigine des problèmes, et en présentant les solutions disponibles pour
tenter de les réduire. La suite du chapitre se place dans le cadre dŠune estimation de
densité par noyaux (cf. chapitre 2). Ainsi, fˆ(x) est un estimateur par noyaux déĄni de la
façon suivante :
fˆ(x) =
1
nh
n
i=1
K

x− xi
h

(4.1)
où K est appelé noyau, x le point dŠestimation, xi les échantillons utilisés pour calculer
une approximation de f , n le nombre dŠéchantillons et h la taille de la fenêtre de lŠesti-
mation. AĄn dŠestimer une densité de probabilité et dŠobtenir un estimateur consistant,
il est nécessaire de respecter la condition de normalisation suivante :
 ∞
−∞
K(x) dx = 1. (4.2)
1.1 Biais dans lŠestimation de densité
Les méthodes dŠestimation de densité sont biaisées ; ceci signiĄe quŠà nombre dŠéchan-
tillons Ąxé, elles ne donnent pas en moyenne le résultat correct (cf. chapitre 2). Néanmoins
elles sont consistantes, i.e. elles convergent à la limite vers le bon résultat. Nous détaillons
84 CHAP 4 - Visibilité et cartes de photons
maintenant le biais et la variance dans lŠestimation de densité. Nous décrivons également
deux biais caractéristiques de lŠestimation de densité.
1.1.1 Biais et bruit
Par déĄnition, le biais est lŠécart entre lŠespérance mathématique de lŠestimateur et la
valeur exacte de la fonction de densité de probabilité :
b

fˆ(x)

= E

fˆ(x)

− f(x). (4.3)
Un estimateur fˆ(x) sera dit non biaisé si son biais est nul pour tout x ∈ R. LŠexpression
du biais pour un estimateur par noyau est :
E

fˆ(x)

− f(x) = E

1
nh
n
i=1
K

x− xi
h

− f(x) (4.4)
=
1
nh
n
i=1
E

K

x− xi
h

− f(x) (4.5)
=
1
nh
n
i=1
 ∞
−∞
K

x− t
h

f(t) dt− f(x) (4.6)
=
1
h
 ∞
−∞
K

x− t
h

f(t) dt− f(x). (4.7)
Par le changement de variable z = x−t
h
lŠéquation devient :
E

fˆ(x)

− f(x) =
 ∞
−∞
K(z)f(x− hz) dz − f(x). (4.8)
LŠéquation (4.8) permet directement dŠindiquer que lŠestimateur par noyaux est consis-
tant. En efet, lorsque h tend vers 0 alors on obtient :
lim
h→0

E

fˆ(x)

− f(x)

= lim
h→0
 ∞
−∞
K(z)f(x− hz) dz − f(x)
=
 ∞
−∞
K(z)f(x) dz − f(x)
= f(x)
 ∞
−∞
K(z) dz − f(x).
Ainsi, en utilisant la condition de normalisation (4.2) :
lim
h→0
b

fˆ(x)

= lim
h→0
E

fˆ(x)

− f(x) = 0.
La déĄnition du biais posée, nous pouvons nous intéresser à ses propriétés. Pour cela,
reprenons lŠéquation (4.8) et utilisons au voisinage de x le développement de Taylor sui-
vant :
f(x− hz) = f(x)− hzf ′(x) + (hz)
2
2
f ′′(x) + o(h2).
Le biais de lŠestimateur est alors :
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b

fˆ(x)

=
 ∞
−∞
K(z)f(x− hz) dz − f(x)
=
 ∞
−∞
K(z)f(x) dz −
 ∞
−∞
K(z)hzf ′(x) dz +
 ∞
−∞
K(z)
(hz)2
2
f ′′(x) dz − f(x) + o(h2)
= f(x)
 ∞
−∞
K(z) dz − hf ′(x)
 ∞
−∞
zK(z) dz +
h2
2
f ′′(x)
 ∞
−∞
z2K(z) dz − f(x) + o(h2).
La condition de normalisation du noyau (i.e. équation (4.2)) permet de simpliĄer
lŠexpression du biais en éliminant les premier et quatrième termes :
b

fˆ(x)

= −hf ′(x)
 ∞
−∞
zK(z) dz +
h2
2
f ′′(x)
 ∞
−∞
z2K(z) dz + o(h2). (4.9)
Le noyauK est une fonction quelconque, à laquelle des conditions peuvent être ajoutées
de façon à réduire le biais :
 ∞
−∞
uK(u) du = 0, (4.10) ∞
−∞
u2K(u) du <∞. (4.11)
De cette façon, le biais est réduit à :
b

fˆ(x)

=
h2
2
f ′′(x)
 ∞
−∞
z2K(z) dz + o(h2)
≈ h
2
2
f ′′(x)
 ∞
−∞
z2K(z) dz.
Sous ces conditions, le biais est faible pour deux cas : avec une variation faible de
f(x) (i.e. pour f ′(x) ∼ f ′′(x) ∼ 0) ou bien pour une petite valeur de h.
Variance
La variance et le biais sont deux notions antagonistes : pour diminuer le biais il est
nécessaire de réduire la valeur de h ; or cette diminution entraine une hausse de la variance.
En efet, par déĄnition la variance est :
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V

fˆ(x)

= V

1
nh
n
i=1
K

x− xi
h

=
1
n2h2
n
i=1
V

K

x− xi
h

=
1
n2h2
n
i=1

E

K

x− xi
h
2
− E

K

x− xi
h
2
=
1
n2h2
n
i=1
 ∞
−∞
K

x− t
h
2
f(t) dt−
 ∞
−∞
K

x− t
h

f(t)dt
2
=
1
nh2
 ∞
−∞
K

x− t
h
2
f(t) dt−
 ∞
−∞
K

x− t
h

f(t)dt
2
=
1
n
 ∞
−∞
1
h2
K

x− t
h
2
f(t) dt−
 ∞
−∞
1
h
K

x− t
h

f(t)dt
2
=
1
n
 ∞
−∞
1
h2
K

x− t
h
2
f(t) dt− E

fˆ(x)
2
=
1
n
 ∞
−∞
1
h2
K

x− t
h
2
f(t) dt

− 1
n
E

fˆ(x)
2
.
En efectuant le changement de variable z = x−t
h
dans le premier terme de la somme, la
variance est :
V

fˆ(x)

=
1
nh
 ∞
−∞
K(z)2f(x− hz) dz − 1
n
E

fˆ(x)
2
. (4.12)
En supposant :  ∞
−∞
K(z) dz = c (4.13)
avec 0 < c <∞, alors la limite de la variance lorsque la fenêtre h diminue est :
lim
h→∞
V

fˆ(x)

=∞. (4.14)
DŠun coté, le biais, donc lŠerreur intrinsèque de la méthode est réduite en diminuant la
valeur de h, de lŠautre coté, lorsque h diminue, la variance augmente. On notera enĄn que
ces deux erreurs sont souvent qualiĄées dŠerreur de la méthode pour le biais et dŠerreur
dŠéchantillonnage pour la variance. Le meilleur choix de h est donc un compromis entre
les deux erreurs. Plusieurs approches ont été proposées pour choisir une valeur de h en
fonction de plusieurs critères comme la minimisation de lŠerreur quadratique moyenne,
nous renvoyons le lecteur vers [Sil98] pour le détail de ces approches.
Notre objectif est de diminuer le biais intrinsèque des méthodes dŠestimation de den-
sité. La section suivante présente trois types de biais critiques en rendu.
1.1.2 Biais de frontière
Le biais de frontière est présent lorsque lŠestimation de densité est efectuée pour un
point dŠestimation x proche de lŠune des bornes de lŠintervalle dŠestimation. Le biais est
alors caractérisé par un afaiblissement numérique des valeurs estimées, et ce dŠautant
plus que lŠestimation est efectuée à proximité dŠune borne de lŠintervalle.
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Figure 4.1 Ű Exemple dŠestimation de densité sur un domaine borné. Le domaine dŠes-
timation est [1, 5;∞[, lŠestimation est efectué pour x = 2 avec un noyau de type Epa-
nechnikov. La fenêtre est h = 1, 5. En bleu le support complet du noyau et en rouge, le
domaine réel dŠutilisation du noyau.
La principale raison de ce biais est que lŠestimation de densité est déĄnie pour un
domaine inĄni ; lŠapplication sur un domaine borné est plus délicate. Plus précisément, la
condition de normalisation (équation (4.2)) ne tient plus, pas plus que son application lors
de lŠétude du biais, permettant dŠobtenir lŠéquation (4.9). Ainsi le biais devient important
et ce quelle que soit la largeur de la fenêtre h. Ce problème apparait même pour des
noyaux nuls sur une grande partie de R.
Par exemple, le noyau de type Epanechnikov a pour domaine lŠintervalle [−1; 1]. Celui-
ci est, dans un contexte dŠestimation par noyaux, mis à lŠéchelle et son domaine centré
sur le point dŠestimation x est [x − h;x + h]. Lorsque lŠestimation est efectuée proche
dŠune borne de lŠintervalle, par exemple pour x ∈ [a; a + h[ le domaine réellement utilisé
du noyau est tronqué (Ągure 4.1). Or dans ce cas on a :

D
K(u) du < 1 (4.15)
où D est lŠintervalle sur lequel est utilisé le noyau. Ceci viole donc la condition (4.2) et
la conséquence directe est que dans les intervalles [a; a+ h[ et ]b− h; b], lŠestimateur nŠest
pas consistant. La Ągure 4.2 donne un exemple de biais de frontière lors de lŠestimation
dŠune fonction constante pour diférentes largeurs de fenêtre h.
1.1.3 Biais de proximité
Le biais de proximité est inhérent à toutes les méthodes dŠinterpolation. Il est la consé-
quence de lŠutilisation dŠéchantillons qui ne se situent pas exactement au point dŠestima-
tion x. Ainsi la valeur de lŠéchantillon est transmise à la position x. Il nŠest pas possible de
totalement supprimer ce biais. En efet, sa suppression implique que seuls les échantillons
situés aux points dŠestimation peuvent être utilisés, ce qui, en pratique est impossible. Ce
biais est parfois lissé à lŠaide dŠun noyau et de lŠadaptation dŠune fenêtre en fonction du si-
gnal, mais ceci implique dŠavoir un a priori sur la fonction à estimer. La Ągure 4.3 montre
une fonction de densité de probabilité avec de fortes variations (f(x) = sin(10x) + 1,
normalisée sur lŠintervalle [0; 10]). La Ągure 4.4 montre deux estimations de densité par
noyaux réalisées sur la base de 1000 échantillons. Le choix de la fenêtre conduit soit à une
estimation sinusoïdale (Ągure 4.4(a)) soit à une estimation quasi uniforme (Ągure 4.4(b)).
88 CHAP 4 - Visibilité et cartes de photons
2 4 6 8 10
0.02
0.04
0.06
0.08
0.10
(a) h = 0.5
2 4 6 8 10
0.02
0.04
0.06
0.08
0.10
(b) h = 1
2 4 6 8 10
0.02
0.04
0.06
0.08
0.10
(c) h = 2
2 4 6 8 10
0.02
0.04
0.06
0.08
0.10
(d) h = 5
Figure 4.2 Ű Illustration du biais de frontière dans une estimation de densité dŠune
fonction constante sur un domaine borné (ici [0; 10]). Diférentes valeurs de fenêtre h et
un noyau de type Epanechnikov sont utilisées sur le même ensemble dŠéchantillons. Plus
la valeur de h augmente et plus le biais est visible aux bornes de lŠestimation. En pointillés
la fonction exacte à reconstruire.
On notera que la fonction reconstruite y compris avec une faible fenêtre ne passe jamais
par 0, et ce contrairement au signal original ; ceci est dû également au biais de proximité.
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Figure 4.3 Ű Exemple de fonction de densité à très fortes variations. (a) La fonction de
densité de probabilité. (b) 1000 échantillons tirés selon cette densité de probabilité.
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Figure 4.4 Ű Exemple dŠestimation de densité sur une fonction à très fortes variations
(avec un noyau de type Epanechnikov). (a) Avec une fenêtre h = 0.25. (b) Avec une fenêtre
h = 2. Sans a priori sur la fonction, le choix de la fenêtre h nŠest pas possible.
Certains auteurs associent lŠestimation de densité à un processus de lissage, sous-
entendant que la fonction à estimer doit être suisamment lisse pour que le résultat ne
soit pas trop biaisé. Autrement dit, il faut que la fonction dérivée de f soit proche de 0.
1.1.4 Biais de visibilité
Nous souhaitons mettre en évidence un troisième type de biais que nous appelons
biais de visibilité. Il est quelquefois nommé biais dŠocclusion [TM06, HBHS05] dans la
littérature des cartes de photons. Il sŠagit dŠune combinaison du biais de frontière et du
biais de proximité. La fonction à reconstruire, en plus dŠêtre bornée, peut posséder des
discontinuités. Ceci provoque un biais dans lŠestimation de densité. Par exemple, soit la
fonction f déĄnie sur lŠintervalle [0; 10] suivante :
f(x) =
1
55
×

1 si x ∈ [0; 2] ∪ [5; 8]10 si x ∈ ]2; 5[ ∪ ]8; 10] (4.16)
La Ągure 4.5 en donne quatre estimations de densité par noyaux pour des tailles de
fenêtre diférentes. Chacune des estimations est réalisée à partir des mêmes 5000 échan-
tillons.
Dans cet exemple, la discontinuité de f est lissée. Le biais de visibilité entraine un
débordement dŠune zone de continuité sur une autre. Par exemple, dans lŠintervalle [0; 2],
des échantillons de lŠintervalle ]2; 5] peuvent être utilisés alors quŠils ne sont pas dans la
même zone de continuité. La conséquence de ce biais est un lissage entre les zones. Celui-ci
augmente directement avec la taille de la fenêtre.
Réduire la taille de la fenêtre peut sembler une solution. Pourtant, la Ągure 4.5(a) le
rappelle, cela ne règle pas le problème tout en entrainant une forte augmentation de la
variance, ce qui est dŠautant plus dérangeant puisque la fonction f(x) utilisée dans cet
exemple est constante par paliers.
1.1.5 Biais et cartes de photons
Cette section replace les diférents biais exposés précédemment dans un contexte de
tracé de photons. Chaque biais est identiĄé ainsi que la ou les causes qui le provoquent.
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Figure 4.5 Ű Estimation de densité dŠune fonction discontinue. En pointillés, la fonction
exacte. LŠestimation de densité ne préserve pas la discontinuité.
Biais de proximité
Le biais de proximité est inhérent aux méthodes dŠestimation de densité, sa consé-
quence dans les cartes de photons est un lissage. Sa forme varie en fonction de la largeur
de fenêtre. Si la taille de la fenêtre h est petite alors le biais est faible mais la variance est
identiĄable par des pics de luminance centrés autour des photons. Lorsque la fenêtre est
large, il y a un fort lissage de lŠestimation et donc le biais entraine un écart important par
rapport à une méthode de Monte-Carlo. Le choix de la fenêtre est un problème di cile
et résulte dŠun compromis entre le biais et la variance.
Biais de frontière
Dans les cartes de photons, le biais de frontière se traduit par une sous-estimation
de lŠéclairement aux bords des objets. Le support du noyau dépasse du bord des objets
entrainant un calcul erroné dans lŠestimation de densité. Le schéma de la Ągure 4.6(a)
illustre ce phénomène. Le biais est présent à la fois aux bords des objets (une table par
exemple), mais également à lŠintersection des objets (telle lŠintersection entre un plafond
et un mur). La Ągure 4.7 donne un exemple de biais de frontière lorsquŠune carte de
photons est utilisée. Visuellement, il se caractérise par des bords dŠobjets trop sombres.
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Figure 4.6 Ű Diférents biais étudiés dans lŠestimation de densité par cartes de photons.
(a) Biais de frontière, le support du noyau dépasse du bord dŠun objet. (b) Biais de
visibilité, le support du noyau dépasse également, mais en plus des photons peuvent être
utilisés à tort.
Figure 4.7 Ű Exemple de biais de visibilité et de biais de frontière en utilisant une
estimation de densité. Le biais de frontière est visible sur le bord des objets (assombrisse-
ment aux bords des chaises par exemple), le biais de visibilité est facilement identiĄable
(débordements lumineux de la pièce du fond).
Biais de visibilité
Le biais de visibilité dans les cartes de photons est identiĄable par des débordements
lumineux : pour certaines portions de la scène, des zones sont sur-éclairées parfois de
manière très grossière. Par exemple, lorsquŠil est présent, ce biais se manifeste, dans des
scènes architecturales, par de la lumière qui "traverse" un mur ou une cloison. La première
cause du phénomène est lŠutilisation de photons à tort dans lŠestimation de densité. Le
schéma 4.6(b) illustre ce phénomène : lorsquŠun mur est présent, le support du noyau
dépasse de lŠautre coté ; dans lŠestimation, des photons situés de lŠautre coté du mur par
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rapport au point dŠestimation sont utilisés à tort. La Ągure 4.7 montre un exemple concret
de biais de visibilité.
2 Résolution du biais de frontière
Cette section décrit notre solution pour résoudre le biais de frontière dans les cartes
de photons.
2.1 Normalisation de noyau
Le biais de frontière peut être résolu à lŠaide dŠune méthode appelée normalisation
de noyau [Jon93]. LorsquŠune estimation par noyaux est efectuée près des bornes de
lŠintervalle, lŠestimateur nŠest pas consistant (i.e. il ne converge pas vers la bonne solution).
La normalisation permet de produire un nouvel estimateur consistant.
Une estimation est considérée proche des bornes si la distance entre le point dŠestima-
tion est plus faible que la largeur de la fenêtre h. Sans perte de généralité, en supposant
un domaine borné en 0, les points x tels que x = ph avec 0 ≤ p < 1 sont considé-
rés comme proches de cette borne. Dans ce cas, lŠéquation du biais de lŠestimateur peut
sŠécrire [Jon93] :
b

fˆ(x)

= E

fˆ(x)

− f(x)
= f(x)
 p
−1
K(u) du− hf ′(x)
 p
−1
uK(u) du+
h2
2
f ′′(x)
 p
−1
u2K(u) du− f(x) +O(h2).
Pour p < 1 lŠintégrale du noyau nŠest plus égale à 1 :
 p
−1
K(u) du < 1,
et par conséquent,
lim
h→0
b

fˆ(x)

̸= 0. (4.17)
La solution classique [Jon93, Sim96, Sil98] consiste à calculer au point dŠestimation x
un nouvel estimateur consistant :
fˆN(x) =
fˆ(x) p
−1K(u) du
.
Dans la suite, on posera :
KN =
 p
−1
K(u) du
où KN est appelé facteur de normalisation. Le biais de lŠestimateur normalisé est en
O(h) au bord (i.e. lorsque p < 1) et en O(h2) en dehors du bord (lorsque p ≥ 1). En efet,
sans condition supplémentaire sur le noyau, le biais est dépendant du terme :
 p
−1
uK(u)du ̸= 0.
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Figure 4.8 Ű Frontières dans lŠestimation de densité par cartes de photons. (a) LŠobser-
vateur ne perçoit quŠune portion du domaine de lŠestimation de densité. (b) Une source
(ou pseudo-source) ne peut déposer des photons que sur une zone limitée du domaine.
La normalisation consiste, lorsque lŠestimation est efectuée au bord, à déterminer le
domaine réel R dŠutilisation du noyau (i.e. le domaine tronqué), puis à intégrer le noyau
sur ce domaine, pour enĄn pondérer lŠestimateur par le facteur de normalisation. Ainsi,
le facteur de normalisation est en général :
KN =

R
K(u) du.
2.2 Normalisation dans les cartes de photons
Dans une approche basée sur les cartes de photons, le calcul du facteur de normalisation
consiste à déterminer le domaine R. Celui-ci est un domaine principalement délimité par
le bord des objets (cf. Ągure 4.6(a)). Néanmoins, considérer seulement le bord des objets
nŠest pas suisant, car dŠautres bornes existent.
Les Ągures 4.8(a) et 4.8(b) donnent deux exemples où tenir compte uniquement des
bords des objets est clairement insuisant. Le domaine R est donc lŠintersection entre les
bornes du support de lŠestimation, i.e. les surfaces, et les bornes de la fonction à estimer.
Ces bornes sont données par la visibilité dŠune part de lŠobservateur (cf. Ągure 4.8(a))
mais aussi par la visibilité de chaque source de photons (cf. Ągure 4.8(b)). Ce dernier cas
consiste à déterminer sur quelles surfaces, la source du photon peut contribuer.
Le domaine R est calculé pour un couple observateur/photon, et donc un facteur de
normalisation doit être calculé par photon dans lŠestimation de densité. La Ągure 4.9
donne un exemple de calcul du domaine pour un couple observateur/source de photon.
2.3 Méthodes de calcul
La suite de cette section décrit nos solutions pour le calcul du facteur de normalisation
étant donné un domaineR. Dans notre approche, les estimations de densités sont réalisées
sur des surfaces (nous ne considérons pas les estimations volumiques). Par conséquent,
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le domaine initial de lŠestimation de densité est seulement constitué dŠun ensemble de
surfaces.
Le domaine R est obtenu par découpe du domaine initial. En considérant un système
de rendu basé sur des polygones, les découpes, dues aux bords des objets ou à la visibilité
sont efectuées uniquement par des plans.
Noyau constant
Dans le cas dŠun noyau constant, lŠapproche analytique consiste en un calcul dŠaire
occupée par le domaine deR. En efet, pour un noyau constant le facteur de normalisation
est :
KN =

R
K(u) du
=

R
c du
= cS
où S est lŠaire du domaine R. Le calcul de lŠaire peut être efectué à lŠaide de formules
de lŠaire dŠun triangle et dŠun segment circulaire [Arv91].
Cas général - noyau à symétrie centrale
LorsquŠun noyau à symétrie centrale est utilisé, le support initial du noyau est un
disque. Le calcul du facteur de normalisation est rendu possible en découpant le domaineR
en une somme de surfaces élémentaires intégrables. Nous proposons dŠutiliser les surfaces
introduites par Walter [Wal98]. En efet, il montre quŠelles sont intégrables de manière
analytique.
Les surfaces élémentaires de Walter sont :
• un triangle rectangle (cf. Ągure 4.10(b)) ;
• un segment circulaire (cf. Ągure 4.10(a)) ;
• un demi segment circulaire (cf. Ągure 4.10(c)).
x
(a)
x
(b)
x
(c)
Figure 4.9 Ű Exemple de calcul du domaine R pour un point de vue et un photon donné.
(a) Le domaine initial (en vert). (b) Le domaine réduit par la visibilité de lŠobservateur.
(c) Le domaine R Ąnal.
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Figure 4.10 Ű Géométries de base utilisées par Walter. Chaque forme est intégrable
analytiquement.
Les équations (4.18), (4.19) et (4.20) donnent respectivement les formules dŠintégration
pour le segment circulaire, le demi-segment circulaire et le triangle rectangle.
MS =
 h
d
 √h2−u2
−√h2−u2
K(u, v) dv du, (4.18)
MD =
 h
c
 bh2−u2
b2
0
K(u, v) dv du, (4.19)
MT =
 c
a
 bu−a
c−a
0
K(u, v) dv du. (4.20)
Cas général - noyau produit
Les deux approches précédentes posent le problème des instabilités numériques. Par
exemple le calcul de lŠaire dŠun segment circulaire selon Thompson [Arv91] implique de
nombreux calculs trigonométriques. Ceux-ci peuvent être évités si un noyau produit est
utilisé. En efet, dans ce cas, les calculs dŠaire et dŠintégration ne sŠefectuent que sur
des polygones convexes, simpliĄant les calculs et réduisant par la même occasion les
imprécisions numériques.
Avec les noyaux produits, tous les calculs peuvent se réduire à des calculs dŠaires ou
dŠintégration sur des triangles. De plus, les noyaux produits sont séparables permettant
un calcul indépendant sur chacune des dimensions. Par exemple, le noyau Epanechnikov,
peut être intégré sur un demi-triangle à lŠaide de la formule suivante :
I =

T
K(x, y) dy dx
=
 x2
x1
 a2x+b2
a1x+b1
K(x, y) dydx
=
 x2
x1
K(x)
 a2x+b2
a1x+b1
K(y) dydx
=
 x2
x1
K(x)
 a2x+b2
a1x+b1
K(y) dydx
=
 x2
x1
K(x)
3
4
u− 1
4
u3
a2x+b2
a1x+b1
dx
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Figure 4.11 Ű Découpe dŠun triangle pour lŠintégration. (a) Un triangle composé des
points p1,p2,p3 est découpé (b) suivant des droites parallèles alignées aux axes. (c) Les
équations des droites sont alors calculées.
où les réels a1, a2, b1, b2 représentent deux des cotés du triangle (cf. Ągure 4.11). Cette
formule calcule lŠintégrale sur le premier demi-triangle (i.e. entre les axes y = x1 et
y = x2). En posant :
A = 60(−3b1 + b13 + 3b2 − b32)
B = 90(a1 − a1b21 + a2(−1 + b22))
C = 20(3(1 + a21)b1 − b31 − 3(1 + a22)b2 + b32)
D = 15(a31 − 3a1(−1 + b21)− a2(3 + a22 − 3b22))
E = 36(a21b1 − a22b2)
F = 10(a31 − a32)
alors lŠintégrale du noyau sur le demi triangle est :
I =
1
320

A(x2 − x1)−B(x22 − x21) + C(x32 − x31) +D(x42 − x41)− E(x52 − x51)− F (x62 − x61)

.
Le même processus est exécuté sur le deuxième demi-triangle pour obtenir lŠintégrale
sur le triangle en entier. Le processus peut être étendu à tout polygone convexe en le
découpant par des droites verticales passant par chacun des sommets du polygone.
Résolution approchée
Les approches précédentes nécessitent de calculer explicitement le domaine R ; or ce
processus peut être très coûteux (nombreux calculs de visibilité). De plus, les approches
proposées supposent une géométrie polygonale. Lorsque dŠautres types de surfaces sont
utilisées pour modéliser la scène (NURBS par exemple), le calcul exact du domaine R est
un problème di cile ou même impossible à résoudre.
Nous proposons une approche basée sur les méthodes de Monte-Carlo aĄn de donner
une solution plus générale au calcul du facteur de normalisation, ne nécessitant pas un
calcul explicite du domaine R.
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Figure 4.12 Ű Intégration de Monte-Carlo pour le calcul du facteur de normalisation.
En vert, les échantillons utilisés pour le facteur de normalisation (i.e. ceux pour lesquels
sj ∈ R), en rouge les échantillons rejetés.
Le processus consiste à tirerm échantillons sj avec une probabilité p(sj) sur le domaine
initial (i.e. le domaine complet) puis de déĄnir lŠestimateur suivant :
⟨KN⟩ = 1
m
m
j=1
K(x− sj)χ¶sj∈R♦
p(sj)
(4.21)
où χ¶sj∈R♦ indique si lŠéchantillon sj appartient au domaine R (cf. Ągure 4.12). De
part la déĄnition de ⟨KN⟩, il est aisé de vériĄer que :
E [⟨KN⟩] = KN . (4.22)
Cet estimateur est général et permet ainsi lŠutilisation de tout type de géométrie pour le
domaine R, le seul pré-requis étant de pouvoir tester si un échantillon est à lŠintérieur ou
à lŠextérieur du domaine.
3 Résolution du biais de visibilité
Cette section décrit notre solution pour la suppression du biais de visibilité. Cette
correction permet dŠéviter les débordements lumineux pouvant survenir par exemple sous
les portes ou les cloisons Ąnes.
3.1 Origine du biais de visibilité dans les cartes de photons
La source du biais de visibilité dans les cartes de photons sŠexprime directement à
partir de la description mathématique de Veach [Vea97] du tracé de particules. Nous
rappelons ici les résultats énoncés dans le chapitre 2, section 5.2.
Dans lŠapproche de Veach, des particules (i.e. les photons), sont émises dans la scène.
Chacune dŠentre elles est identiĄée par son poids αj, sa direction incidente vj et sa posi-
tion xj. Le choix des valeurs de poids est efectué de façon à respecter lŠidentité suivante :
E

 1
N
N
j=1
αjWe(xj,vj)

 = 
A

S2
We(x, i)Li(x, i) di dA.
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Puisque lŠobjectif est un calcul de la luminance en x pour une direction o :
L(x,o) =

A

S2
We(x, i)Li(x, i) di dA (4.23)
la fonction de mesure We est alors déĄnie [Vea97, PH10] de la façon suivante :
We(x, i) = δ(x− xj)fr(x, i,o)(nx · i), (4.24)
où δ(x) est la fonction de Dirac usuelle. Dans lŠapproche des cartes de photons, le
terme δ(x − xj) est remplacé par une estimation de densité en x ; ainsi, là où lŠéqua-
tion (4.24) sélectionne de manière exacte les particules, lŠestimation de densité efectue
une interpolation des contributions (i.e. des photons) les plus proches de x. Cette re-
cherche est faite sans discernement de la validité des photons pour calculer la luminance
en x repartant dans la direction o. Pourtant, il est possible que le photon xi ne soit pas le
représentant dŠune source (ou pseudo source, dans le cas de plusieurs rebonds indirects)
pouvant apporter une contribution en x.
Il est également nécessaire de déterminer si le photon appartient à une zone visible
depuis le point de vue dŠobservation. LŠéquation (4.23) donne une solution exacte pour un
point x et une direction sortante o, or cette équation est souvent utilisée dans lŠautre sens.
En efet, depuis un point dŠobservation (par exemple la caméra lors dŠune visualisation
directe dŠune carte de photons), un rayon est émis dans la direction −o. Ce dernier possède
une intersection avec la scène ; donc une requête dans la carte de photons. Ainsi, lorsque
lŠestimation de densité est réalisée, elle lŠest pour un point de vue dŠobservation précis.
Cependant, lŠapproche initiale proposée, ne vériĄe pas cette condition.
3.2 Solution analytique
Dans cette section nous montrons que la réduction du biais de visibilité peut être
traitée dŠune part en un problème de validation des échantillons dans lŠestimation de
densité, et dŠautre part en une correction du biais de frontière. La validation permet
dŠassurer que les échantillons appartiennent aux mêmes zones de continuité de la fonction
à estimer. Les validations ajoutent des frontières dans lŠestimation de densité, il est alors
nécessaire dŠutiliser les corrections de la section 2.
Le biais de visibilité est présent lorsque lŠestimation est efectuée sur une fonction f
dont la déĄnition est une somme de fonctions :
f(x) =
k
i=1
fi(x) (4.25)
où chaque fonction de base fk est déĄnie sur un domaine Dk :
D =
k
i=1
Di (4.26)
avec D le domaine de déĄnition de f . La Ągure 4.13 montre un exemple de fonction
déĄnie à partir de la somme de trois autres fonctions.
Dans ce cas, lŠestimation de densité en x peut être interprétée comme la somme des
estimations de densité de chaque fonction de base. Si lŠestimation est efectuée avec f(x) de
manière globale, les discontinuités sont lissées et provoquent des débordements lumineux.
La solution pour supprimer le biais de visibilité réside donc en deux temps :
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Figure 4.13 Ű Exemple dŠune fonction déĄnie à partir de la somme de trois autres fonc-
tions. (a) Les fonctions de base. (b) Somme de fonctions (f(x) = f1(x) + f2(x) + f3(x)).
En x la fonction est la somme uniquement de f2(x) et f3(x) (note : les Ągures ne sont pas
à la même échelle).
1. IdentiĄer les fonctions contribuant au point dŠestimation ; ceci supprime les débor-
dement lumineux en ne considérant que les fonctions de base utiles.
2. Corriger les problèmes aux bords de chacune des fonctions de base.
Le processus de validation dans lŠestimation de densité consiste à utiliser un prédicat
P(x, xi) pour chacun des échantillons :
fˆ(x) =
1
nh
n
i=1
K

x− xi
h

P(x, xi).
Celui-ci assure que lŠéchantillon appartient à une fonction contribuant en x. Puisque
chaque fonction de base possède des bornes pouvant être diférentes de la fonction à
estimer, il est nécessaire de les prendre en compte de façon à corriger le biais de frontière.
Un facteur de normalisation doit donc être calculé par fonction de base :
fˆ(x) =
1
nh
n
i=1
1
KNi
K

x− xi
h

P(x, xi)
oùKNi est le facteur de normalisation associée à la fonction produisant lŠéchantillon xi.
La Ągure 4.14 montre lŠapplication du processus de validation des échantillons sur la
fonction par paliers déĄnie dans la section 1.1.4 (cf. équation (4.16)).
La validation permet de prendre en compte les discontinuités de la fonction lors de
lŠestimation. En efet, la section 2.2 montre que le biais de frontière doit être corrigé dans
deux situations : les bornes du domaine dŠestimation (pour lŠexemple de la fonction palier,
les limites aux bornes 0 et 10) et les bornes dans la discontinuité de la fonction elle-même
(dans le même exemple (les bornes en 2, 5 et 8). La dernière ligne de la Ągure 4.14, illustre
la nécessité de la correction du biais de frontière en plus de la validation des échantillons.
La validation des échantillons ne change pas la consistance de lŠestimateur. En ef-
fet, lorsque la fenêtre devient de plus en plus petite, lŠestimation est efectuée avec des
échantillons de plus en plus proches du point dŠestimation. CŠest-à-dire :
lim
h→0
P(x, xi) = 1
et donc la limite de lŠespérance est :
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Figure 4.14 Ű Correction du biais de visibilité (en rouge la fonction à estimer). La
validation permet de prendre en compte les discontinuités du signal et la correction du
biais de frontière permet dŠefectuer une estimation correcte.
lim
h→0
E [f(x)] = f(x).
3.3 Application aux cartes de photons
Validation
AĄn de supprimer les débordements lumineux dans lŠestimation de densité, notre ap-
proche valide chacun des photons lors de son utilisation dans lŠestimation. Cette validation
permet dŠassurer : (i) que le photon est le représentant dŠune source lumineuse pouvant
contribuer au point dŠestimation ; (ii) que le photon peut contribuer dans la direction
dŠobservation.
Le prédicat P(x, xi) est, dans le cadre des cartes de photons, mis en œuvre via deux
tests de visibilité par photons :
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(b) Visibilité depuis les sources des photons
Figure 4.15 Ű Tests de visibilité pour la validation des photons. (a) Validation depuis
la caméra, les photons en x3 et x4 sont rejetés car non visibles depuis lŠobservateur. (b)
Validation depuis les (pseudo-)sources des photons, le photon en x2 est rejeté car sa
(pseudo-)source p2 ne contribue pas en x.
• un test entre le photon et le point de vue dŠobservation (cf. Ągure 4.15(a)) ; ce test
permet de valider le fait que le photon peut contribuer à la luminance sortante dans
la direction de lŠobservateur ;
• un test entre la source du photon (i.e. le point dŠimpact précédent du chemin condui-
sant au photon, celle-ci est soit une source lumineuse, soit un point dŠimpact appelé
pseudo-source) et le point dŠestimation (cf. Ągure 4.15(b)) ; ce test assure que le
photon est un représentant dŠune source pouvant contribuer au point dŠestimation.
En notant O le point de vue dŠobservation, pi la source du photon, x le point dŠestima-
tion et xi la position du photon i, une estimation de densité avec validation des photons
est donnée par :
fˆ(x) =
1
nh2
n
i=1
K

x− xi
h

V (O, xi)V (pi, xi). (4.27)
Cette validation ne garantie pas que le photon et le point dŠestimation reposent sur la
même zone de continuité. La Ągure 4.16 montre par exemple que les zones où un photon
peut être considéré valide ne sont pas nécessairement contigües. Néanmoins, la section 3.2,
montre que la solution pour réduire le biais de visibilité est dŠassurer que les échantillons
utilisés appartiennent à des fonctions contribuant en x. Or lŠapproche proposée ici respecte
cette condition.
Normalisation
La section 3.2 montre quŠen plus de la validation des photons, il est nécessaire de
corriger le biais de frontière de chacune des fonctions de base. Dans les cartes de photons,
ceci consiste à déterminer un facteur pour chacun des photons utilisés dans lŠestimation
de densité. Celui-ci est calculé à lŠaide des méthodes présentées dans la section 2. Le
domaine R à considérer est donné par lŠintersection entre le support du noyau et les
surfaces visibles depuis chaque source de photon.
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P
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Figure 4.16 Ű Exemple de domaine pris en compte par notre correction du biais de
visibilité. En vert, les zones dans lesquelles les photons sont considérés comme valides
pour une estimation de densité au point x. On notera que les parties valides ne forment
pas une unique zone de continuité.
En efet, chaque photon est le représentant dŠune fonction, celle-ci peut être déĄnie de
manière analogue au tracé de chemin (une fonction = un chemin). Si le photon est obtenu
après k réĆexions lumineuses, alors le domaine à considérer est celui sur lequel le chemin
peut contribuer après la kème réĆexion.
4 Résultats
Les corrections de biais proposées dans les sections précédentes ont été mises en œuvre
dans plusieurs méthodes de simulation dŠéclairage basées sur les cartes de photons : vi-
sualisation directe de la carte de photons, collecte Ąnale et cartes de photons progressives.
Cette section décrit nos implémentations, la méthodologie employée pour les tests, et
Ąnalement les résultats.
4.1 Mise en œuvre
Cette section décrit lŠensemble des algorithmes développés pour réduire les biais au
moyen de méthodes de visibilité. Une première partie décrit ces méthodes, puis les difé-
rentes implementations des corrections de biais sont exposées.
4.1.1 Méthodes de visibilité
La correction des biais de frontière et de visibilité repose essentiellement sur des calculs
de visibilité. Deux calculs sont utilisés :
• un calcul point-à-surface permettant de calculer lŠensemble des morceaux de surface
visibles entre un point et une surface ;
• un test point-à-point ; il sŠagit dŠun prédicat de visibilité indiquant si deux points
sont mutuellement visibles.
Le calcul point-à-surface est réalisé selon lŠimplémentation paresseuse de Mora et
al. [MAAG12]. Lorsque les requêtes de visibilité sont cohérentes (i.e. efectuées pour des
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points de vues proches et vers les mêmes surfaces) elle ofre de très bonnes performances.
Elle permet également dŠefectuer des tests de visibilité point-à-point multiples, i.e. entre
un ensemble de points sur une surface et un ensemble de points sur une autre surface. Ceci
permet de déterminer, en une seule requête, la visibilité dŠun ensemble de points. Avec les
conditions de cohérence exposées précédemment, ce type de requête est particulièrement
eicace.
Le test de visibilité point-à-point est basé sur un lancé de rayons avec la structure
accélératrice proposée par Dammertz et al. [DHK08]. Il sŠagit dŠune structure de type hié-
rarchie de volumes englobants, optimisée pour exploiter au mieux les processeurs actuels
(prise en compte des instructions SSE et AVX). Elle est également utilisée pour toutes
les recherches de plus proches intersections : tracé des photons, rayons primaires, rayons
de collecte Ąnale.
4.1.2 Biais de frontière
La correction du biais de frontière consiste à déterminer un facteur de normalisation.
Diférentes solutions ont été avancées pour le calcul de ce facteur dans la section 2. Le
biais de frontière est calculé dŠune part depuis la caméra et dŠautre part depuis les pseudo-
sources lumineuses. Il sŠagit dans ce cas dŠune correction apportée dans le cadre du biais
de visibilité. Ainsi, nous distinguons le calcul coté observateur (noté DO) et le calcul côté
source des photons (noté DS) dans la suite.
De nombreuses combinaisons sont possibles pour résoudre le biais de frontière. En
efet :
• le noyau utilisé peut être à symétrie centrale ou de type produit, ceci change la
géométrie du domaine initial : disque dans le premier cas, rectangle dans le second ;
• la résolution est analytique ou bien de type Monte-Carlo ; lŠune nécessite la construc-
tion explicite du domaine R, lŠautre requiert uniquement des tests pour déterminer
si un échantillon est à lŠintérieur de R ;
• lors dŠune résolution de type Monte-Carlo, les requêtes de visibilité peuvent être
efectuées soit par un calcul point-à-point soit par une approche point-à-surface
(plus exactement point-à-ensemble de points).
Notre système inclut trois modes de correction de biais de frontière :
• un mode analytique (appelé Analytique-Carré) reposant sur un noyau produit de
type Epanechnikov ; le domaine R est calculé à lŠaide dŠune méthode point-à-surface
et le facteur de normalisation est mis en œuvre pour un noyau Epanechnikov ;
• un mode de Monte-Carlo (appelé MC-PP) avec un noyau produit ; cŠest une ap-
proche de type Monte-Carlo, où les tests de visibilité pour les échantillons sont
réalisés par un calcul point-à-point ;
• un mode de Monte-Carlo (appelé MC-PS) avec un noyau produit, également basé
sur un approche de type Monte-Carlo mais avec des tests de visibilité point-à-surface
pour valider par groupe les échantillons du facteur de normalisation.
4.1.3 Biais de visibilité
La correction du biais de visibilité, présentée dans la section 3.2, consiste à valider les
photons dans lŠestimation de densité. Cette validation permet dŠassurer une contribution
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cohérente au point dŠestimation (i.e. il est à la fois un représentant dŠune source pouvant
contribuer au point dŠestimation, mais est également visible depuis lŠobservateur).
Dans la suite, le test de visibilité depuis le point dŠobservation est noté VO ; le second,
entre la source des photons et le point dŠestimation est noté VS. Cette distinction permet
de sélectionner une méthode de visibilité (point-à-point ou point-à-surface) pour chacune
des validations. Ceci conduit donc à quatre combinaisons :
• une méthode, appelée PP-PP, réalisant les deux tests de visibilité par une approche
point-à-point à lŠaide dŠun lancé de rayons ;
• une méthode, appelée PS-PP, dans laquelle le premier test de visibilité (i.e. VO) est
réalisé à lŠaide dŠun calcul point-à-surface, le deuxième est quant à lui efectué à
lŠaide dŠune méthode point-à-point ;
• une méthode, appelée PP-PS, réalise le test VO par une approche point-à-point, le
test VS est efectué par une approche point-à-surface ;
• une méthode, appelée PS-PS, où les deux tests VO et VS sont efectués par la méthode
point-à-surface.
4.1.4 Méthodes de rendu
Les corrections du biais de frontière et de visibilité ont été implantées dans trois
méthodes de rendu basées sur les cartes de photons :
• visualisation directe de la carte de photons [Jen96] ; dans ce cas, une estimation
de densité par noyaux est employée pour calculer les contributions indirectes de
luminance ;
• collecte Ąnale et cartes de photons [Jen01a] ; il sŠagit dŠune méthode dans laquelle
128 rayons de collecte Ąnale sont suivis par une estimation de densité toujours de
type noyaux ;
• cartes de photons progressives [HOJ08] ; dans cette approche, 100000 photons sont
émis à chacune des itérations.
La méthode de rendu par cartes de photons progressives ne stocke pas lŠintégralité
des photons utilisés pour la réalisation dŠune image. De plus, la correction du biais de
frontière modiĄe fondamentalement les bases mathématiques sur lesquelles reposent les
cartes de photons progressives. En efet, cette méthode suppose une diminution monotone
de lŠaire du domaine (i.e. le domaine est de plus en plus petit à chaque itération), assertion
remise en cause par la correction du biais de frontière. Pour ces deux raisons (stockage
des photons et modiĄcation de la théorie sous-jacente) seule la validation des photons est
mise en œuvre dans cette méthode.
4.1.5 Méthodologie
Les scènes de test utilisées et les résolutions des images calculées sont données dans le
tableau 4.1.
Les études les plus détaillées concernent la visualisation directe des cartes de photons.
En efet, cette méthode de rendu est la plus pertinente pour mener des tests puisquŠaucun
autre efet (réĆexions supplémentaires indirectes pour la collecte Ąnale) ne peut masquer
les efets de la correction. De plus, pour lŠensemble des méthodes de rendu (sauf cartes
de photons progressives), seule la contribution indirecte est calculée et aichée (puisquŠil
sŠagit de la seule qui soit calculée par les cartes de photons).
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Scène Résolution Nb polygones
Cornell Box 800× 600 32
Demi 1280× 720 94
Eventail 1280× 720 222
Classroom 1280× 720 10 000
Sponza 1280× 720 53 734
Table 4.1 Ű Caractéristiques des scènes et résolutions utilisées pour les tests.
Correction Métr. Cornell Box Demi Eventail Classroom Sponza
Sans EQM 20.3833 669.804 246.084 502.576 0.568987
Sans ICN 0.970981 0.956102 0.950358 0.653837 0.678796
VO EQM 22.1741 853.169 196.321 516.344 0.611461
VO ICN 0.969403 0.949265 0.948528 0.644199 0.65552
DO EQM 21.2541 438.392 527.902 408.237 0.490209
DO ICN 0.968366 0.971115 0.913083 0.727329 0.804251
VO, DO EQM 15.0680 86.9799 175.605 427.293 0.155594
VO, DO ICN 0.976211 0.993915 0.970512 0.779240 0.911481
VO, VS EQM 24.0097 887.164 169.458 524.564 0.633011
VO, VS ICN 0.967172 0.949851 0.954562 0.642091 0.652416
VO, DO, VS EQM 17.2328 91.1899 148.096 439.504 0.065754
VO, DO, VS ICN 0.973157 0.993821 0.972266 0.771297 0.953686
VO, DO, VS, DS EQM 17.0818 79.3698 232.151 430.791 0.0645239
VO, DO, VS, DS ICN 0.973304 0.994541 0.964767 0.760144 0.956692
Table 4.2 Ű Comparaisons numériques entre chaque correction et la méthode de référence
(en gras les meilleurs résultats). Vx indique une validation des photons etDx une correction
du biais de frontière (où x = O pour lŠobservateur et x = S pour les sources des photons).
Les images de référence sont obtenues à lŠaide dŠun tracé de chemins avec 32 768 che-
mins par pixels. Lorsque des comparaisons numériques sont efectuées avec cette méthode
de référence, deux métriques sont utilisées : lŠerreur quadratique moyenne (EQM ) et lŠin-
tercorrélation normalisée (ICN ). Ces métriques sont très souvent utilisées en traitement
dŠimages, et particulièrement pour estimer globalement la diférence de qualité entre deux
images (après compression par exemple).
4.2 Résultats
Cette section présente les résultats obtenus en appliquant nos corrections. Dans un
premier temps toutes les comparaisons sont efectuées avec une visualisation directe de la
carte de photons. Les résultats sont ensuite étendus aux autres méthodes de rendu.
4.2.1 Comparaisons numériques
Le tableau 4.2 donne les comparaisons numériques pour un ensemble de combinaisons
de corrections. LŠensemble des comparaisons est efectué entre lŠimage de référence et
chacune des corrections. Les métriques doivent être interprétées de la façon suivante : une
image très vraisemblable à la référence possède une valeur dŠICN proche de 1 et une EQM
faible.
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Pour toutes les scènes, lŠintercorrélation normalisée montre que les corrections du biais
de frontière et la validation coté observateur (i.e. la combinaison VO, DO) donnent des
résultats numériquement meilleurs que lorsquŠaucune correction nŠest efectuée. En efet,
généralement cette correction donne le plus de gain, puisquŠelle supprime une partie des
débordements lumineux et quŠelle corrige les assombrissements aux bords des objets. La
Ągure 4.17 illustre les diférentes combinaisons de corrections dans la scène Cornell Box.
De plus, pour lŠensemble des scènes de test, les diférences entre la combinaison VO, DO, VS
et VO, DO, VS, DS sont très faibles.
(a) Référence Monte-Carlo (b) Sans correction
(c) VO (d) DO (e) VO, DO
(f) VO, VS (g) VO, DO, VS (h) VO, DO, VS , DS
Figure 4.17 Ű Illustration des diférentes corrections sur la scène Cornell Box.
4.2.2 Temps de calculs
Dans cette section, les temps de calculs de chacune des corrections sont étudiés.
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Biais de frontière
La correction du biais de frontière est efectuée uniquement pour une frontière calculée
depuis lŠobservateur (i.e. il sŠagit de la correction DO). La correction du point de vue de
la source des photons (i.e. DS) est intégrée dans la correction du biais de visibilité. Dans
cette correction, une version analytique et deux versions de type Monte-Carlo sont mises
en œuvre. Pour ces deux dernières, des échantillons sont tirés sur le domaine initial puis
validés. Pour chacune des scènes, un nombre dŠéchantillons est Ąxé de manière empirique
et permet dŠobtenir une bonne estimation du facteur de normalisation (il sŠagit dŠun
compromis nombre dŠéchantillons vs qualité visuelle du résultat : le nombre dŠéchantillons
est Ąxé de façon à ne plus voir dŠartefacts visuels causés par la variance de lŠestimation).
Le nombre dŠéchantillons utilisés pour chacune des scènes est donné dans le tableau 4.3.
Scène Nb échantillons
Cornell Box 64
Demi 64
Eventail 256
Classroom 64
Sponza 256
Table 4.3 Ű Nombre dŠéchantillons utilisés dans une approche de type Monte-Carlo pour
le calcul du facteur de normalisation coté observateur.
Les temps de calcul du facteur de normalisation (domaine et facteur dans le cas ana-
lytique) sont donnés dans le tableau 4.4, les temps de construction des rayons primaires,
de lŠimage ainsi que de la recherche des photons ne sont pas comptabilisés dans ces sta-
tistiques. Pour lŠensemble des méthodes de calcul, un noyau de type Epanechnikov est
utilisé.
Scène Analytique-Carré MC-PS MC-PP
Cornell Box 7s 8s 15s
Demi 1m2s 58s 1m 21s
Eventail 45s 41s 53s
Classroom 36s 29s 31s
Sponza 27s 55s 1m30s
Table 4.4 Ű Temps de calcul de la correction du biais de frontière coté observateur. Seul
le temps consacré à la correction du biais est aiché, aucune des autres étapes (rayons
primaires, recherche des photons, etc) nŠest comptabilisée. (En gras les meilleurs résultats).
Le calcul du facteur de normalisation entraine un coût modéré, de lŠordre de la minute
par image. Il est plus rapide à calculer avec une approche de visibilité de type point-à-
surface. En efet en comparant les méthodes de Monte-Carlo, réalisant les mêmes calculs,
lŠapproche de visibilité point-à-point est plus lente de 6% à plus de 80%. LŠapproche
point-à-surface bénéĄcie, dans la correction du biais de frontière, de requêtes de visibilité
hautement cohérentes puisque le point de vue est unique et les surfaces entrant en jeu
dans les calculs de visibilité demeurent restreintes et identiques.
Biais de visibilité - validation des photons
108 CHAP 4 - Visibilité et cartes de photons
La correction du biais de visibilité consiste à valider chaque photon dans lŠestimation
de densité de façon à sŠassurer quŠaucun ne puisse entrainer des débordements lumineux
incohérents. Les temps de calculs sont détaillés en deux parties : dŠune part la validation
des photons (i.e. VO et VS) et dŠautre part la correction du biais de frontière supplémentaire
(i.e. DS).
Le tableau 4.5 donne les temps de calcul pour la validation des photons. Chaque
validation est efectuée avec une méthode de visibilité diférente : point-à-surface (PS) ou
point-à-point (PP ). Le premier terme indique la méthode utilisée pour la validation VO
et le second pour VS. Ainsi, PP − PS indique une validation VO efectuée point-à-point
et une validation VS point-à-surface.
Scène PP-PP PS-PP PP-PS PS-PS
Cornell Box 23.8s 21.8s 42.86s 37.1s
Demi 2m 52s 2m 45s 3m 18s 3m 11s
Eventail 2m 09s 1m 53s 3m 15s 2m 59s
Classroom 2m 19s 1m 42s 23m 20s 22m 43s
Sponza 2m 49s 2m 07s 30m 54s 30m 12s
Table 4.5 Ű Temps de calcul pour la validation des photons en fonction de la méthode
de visibilité utilisée (en gras, les meilleurs résultats).
Les temps de calculs pour la validation des photons sont trois à quatre fois plus
importants que ceux de la correction du biais de frontière côté caméra. Néanmoins, ces
chifres se justiĄent dans la mesure où ils requièrent souvent plus de calculs. En efet,
le nombre moyen de photons à valider dépasse le nombre dŠéchantillons utilisés pour le
facteur de normalisation dans une approche de type Monte-Carlo (il est de lŠordre de 100
à plus de 800 suivant les scènes).
Ces tableaux conĄrment également les gains apportés par lŠapproche point-à-surface.
En efet, lorsque la conĄguration est favorable, i.e. lorsque les conditions de cohérence
sont respectées, alors lŠapproche point-à-surface est clairement plus rapide que la méthode
point-à-point. LŠinverse est également vrai : la combinaison PS-PP est la plus eicace pour
valider les photons : la validation du point de vue de lŠobservateur produit des requêtes
hautement cohérentes, tandis que la validation depuis les sources des photons est lŠextrême
opposée. En efet, cette deuxième validation peut produire des requêtes entre des couples
de surfaces uniques (i.e. chaque source de photon est sur une surface diférente des autres
sources). Dans ce cas, les requêtes sŠefectuent pour des couples de surfaces diférents
réduisant alors la cohérence au minimum.
Biais de visibilité - facteurs de normalisation
Le tableau 4.6 donne les temps de calcul des facteurs de normalisation associés aux
photons lors de la correction du biais de visibilité. Trois méthodes de calcul sont pré-
sentées : une méthode analytique (Analytique-Carré) nécessitant le calcul explicite du
domaine R, et deux méthodes de Monte-Carlo où chacune utilise une méthode de visibi-
lité diférente (PP = Point-à-Point ; PS = Point-à-Surface).
La deuxième étape de normalisation, celle calculant pour un photon donné de lŠes-
timation son facteur de normalisation, est quant à elle extrêmement coûteuse. Ce coût
sŠexplique par le nombre de facteurs de normalisation à calculer. Il est directement pro-
portionnel au nombre dŠéchantillons. Le coût unitaire du facteur de normalisation est du
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Scène Analytique-Carré MC-PP MC-PS
Cornell Box 37m 32s 1h 06m 20m
Demi 9h 16m 1h 34m 2h 5m
Eventail 1h 40m 5h 08m 44m
Classroom 30h 55m 45m 11h 03m
Sponza 15h 5m 4h 22m 20h 09m
Table 4.6 Ű Temps de calcul des facteurs de normalisation dans la correction du biais
de visibilité.
même ordre de grandeur que celui utilisé pour le biais de frontière. Le tableau 4.7 donne
par exemple le rapport entre le temps total et le nombre de facteurs de normalisation pour
une approche du calcul de facteur de normalisation avec une méthode de Monte-Carlo et
un calcul de visibilité point-à-point. Ce tableau est alors à rapprocher avec la deuxième
colonne du tableau 4.4.
Scène DS DO
Cornell Box 10s 15s
Demi 25s 1m 21s
Eventail 55s 53s
Classroom 14s 31s
Sponza 2m 20s 1m30s
Table 4.7 Ű Coût moyen unitaire des facteurs de normalisation pour le biais de visibilité
(DS) avec une méthode de Monte-Carlo et un calcul de visibilité point-à-point. Le coût
moyen est du même ordre que celui observé lors du calcul des facteurs de normalisation
du biais de frontière (DO).
Les calculs de facteurs de normalisation depuis chaque source de photon mettent aussi
en avant la faiblesse de lŠapproche de visibilité point-à-surface lors de requêtes peu cohé-
rentes. Cela conĄrme lŠétude dŠApostu et al. [AMGA12] qui, dans un contexte dŠocclusion
ambiante voient les performances diminuer lorsque les rayons de recherche augmentent.
Contrairement aux requêtes de visibilité, utilisées pour les validations des photons
depuis les sources lumineuses, les calculs entrant en œuvre dans la normalisation des
noyaux depuis les sources sont très peu cohérentes. Le tableau 4.8 détaille les requêtes
de visibilité point-à-surface, en donnant le nombre de créations de nouvelles requêtes et
le nombre total de requêtes. Ainsi, une nouvelle requête ne demande pas toujours un
calcul complet de la visibilité : certains sont réutilisés. La méthode est eicace lorsque
beaucoup de réutilisations des calculs est possible. Dans le cas de la scène Cornell Box,
peu de créations de requêtes sont nécessaires et beaucoup de réutilisations est possible.
En revanche, pour les scènes Classroom ou Sponza, beaucoup de requêtes correspondent à
un nouveau calcul de visibilité : il y a peu de ré-exploitation des anciennes. Ceci est signe
dŠune très faible cohérence, et explique les performances de cette méthode de visibilité
pour le calcul du domaine et le calcul de ce facteur de normalisation.
4.3 Gains qualitatifs
Les images présentées ci-dessous sont, sauf mentions contraires, obtenues par une
visualisation directe de la carte de photons en excluant la contribution directe.
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Scène Nb créations Nb requêtes % C/R
Cornell Box 22 418 279 0.005 250
Demi 1216 13 501 423 0.009 000
Eventail 2 846 4 232 229 0.067 000
Classroom 534 894 3 516 124 15.212 600
Sponza 1 625 792 3 507 153 46.356 400
Table 4.8 Ű Illustration de la cohérence pour le biais de visibilité. Nb créations : nombre
de requêtes engendrant un nouveau calcul de visibilité ; Nb requêtes : nombre total de
requêtes de visibilité ; % C/R : rapport entre le nombre de créations et le nombre de
requêtes.
Biais de frontière
La correction du biais de frontière DO permet de supprimer lŠassombrissement aux
bords des objets. La Ągure 4.18 donne un exemple de correction du biais de frontière
associé à une validation des photons du point de vue de lŠobservateur. Sur cette scène,
les bords des objets sont, avec une estimation de densité usuelle, trop sombres. Avec la
correction, lŠaire utilisée pour le calcul de lŠestimation est correcte et de ce fait, les bords
des objets ne sont plus aussi sombres.
(a)
(b) (c)
Figure 4.18 Ű Correction du biais de frontière. (a) Référence. (b) Sans correction, les
bords des murs, des tables et des chaises sont plus sombres quŠils ne devraient. (c) Avec
correction, les bords retrouvent une estimation correcte.
Biais de visibilité - validation des photons
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La validation des photons (VO et VS) permet de supprimer les débordements lumineux
dans lŠestimation de densité. La Ągure 4.19 montre un exemple caractéristique où la vali-
dation des photons est primordiale pour assurer un résultat cohérent. En efet, dans cette
scène, utilisée volontairement avec un rayon de recherche important, les débordements lu-
mineux sont nombreux et très visibles. La Ągure 4.19 montre également que la correction
nécessite les deux tests de visibilité aĄn de supprimer tous les débordements lumineux.
(a) (b) (c)
Figure 4.19 Ű Exemple caractéristique de correction des débordements lumineux. (a)
Sans correction. (b) Avec validation des photons visibles depuis lŠobservateur, des débor-
dements lumineux restent visibles (c) Avec les deux validations : coté observateur et coté
sources des photons. Seules les deux validations permettent de supprimer totalement les
débordements.
Biais de visibilité - facteurs de normalisation
Lorsque la validation des photons est mise en œuvre, la correction supplémentaire du
biais de frontière DS permet, dans les scènes à forte composante indirecte, un gain visuel
important. CŠest le cas par exemple de la scène Eventail présentée dans la Ągure 4.20.
Dans cette scène, lŠobservateur est placé dans une pièce où lŠéclairement lumineux provient
de faibles ouvertures (i.e. à travers un éventail). Etant donné la forme et lŠorientation des
ouvertures, ces dernières entraînent une forte "directionnalité" dans la luminance réĆé-
chie. La correction du biais de frontière supplémentaire permet de mettre en évidence ce
phénomène.
Cependant, cette correction nŠest pas toujours utile ; visuellement elle a parfois un im-
pact faible voire indiscernable. La scène Sponza est un exemple où cette correction apporte
visuellement peu de diférences. La Ągure 4.21 montre la diférence entre une image avec les
corrections VO, DO, VS et une autre avec les corrections VO, DO, VS, DS. Visuellement, les
diférences sont très faibles. Numériquement la diférence moyenne de luminance entre les
deux images est de moins de 0.03%, malgré le temps de calcul important (cf. tableau 4.6).
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(a) (b)
(c) (d)
Figure 4.20 Ű Exemple de scène pour laquelle la correction du biais de frontière supplé-
mentaire dans le biais de visibilité est importante. (a) Sans correction (b) Avec correction,
la correction permet de mieux prendre en compte la "directionnalité" du Ćux lumineux
au niveau des éventails. (c) Image de diférence (en terme de valeur absolue luminance)
entre les deux corrections (i.e. diférence entre (a) (b)). (d) Référence.
4.4 Autres méthodes de rendu
Collecte Ąnale
Les méthodes de réduction des deux biais ont été mises en œuvre dans une méthode
de type collecte Ąnale. Notre objectif est de montrer que la correction a encore du sens
dans ce type de méthode. En efet, cette dernière est usuellement mise en œuvre pour
pallier de nombreux défauts du tracé de photons, et particulièrement pour reléguer le biais
après une réĆexion de type Monte-Carlo. La Ągure 4.22 montre un exemple de rendu par
collecte Ąnale avec 128 rayons de collecte, et la même image avec nos corrections. Le biais
tout en étant moins perceptible est toujours présent. Ainsi, les débordements lumineux
sont atténués mais pas supprimés. La validation des photons permet de supprimer ces
débordements et le calcul du facteur de normalisation permet dŠéviter un assombrissement
aux bords des objets.
Cartes de photons progressives
La dernière méthode dans laquelle nous avons implanté la réduction du biais de vi-
sibilité est le tracé de photons progressif. Dans cette approche, la correction du biais de
visibilité est primordiale dans le sens où, même la contribution directe (i.e. celle provenant
des sources lumineuses) est réalisée par une estimation de densité. Ainsi, la validation des
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(a) (b)
(c) (d)
Figure 4.21 Ű Exemple de scène où la correction DS a un faible impact sur lŠimage. (a)
Sans correction. (b) Avec correction. (c) Diférence absolue (de luminance) entre les deux
images. (d) Référence.
photons permet, dans le cas dŠune scène éclairée par une ou plusieurs sources ponctuelles,
dŠobtenir des ombres dures (i.e. qui passent de lŠombre à la lumière sans zone de pé-
nombre). La Ągure 4.23 illustre ce phénomène : une seule source ponctuelle est utilisée et
les ombres dures peuvent être obtenues par la validation des photons.
Les temps de calcul dans cette méthode sont donnés dans le tableau 4.9. Les résultats
montrent que le surcoût dû aux validations décroit en pourcentage lorsque le nombre
dŠitérations croit. LŠexplication se situe dans la méthode elle-même. En efet, à chaque
itération le rayon de recherche de lŠestimation de densité est réduit ; ainsi de moins en
moins de photons sont utilisés pour les estimations de densité, et donc le nombre moyen
de photons à valider devient faible.
4.5 Discussion
La principale limitation de notre approche réside dans le coût des étapes de correc-
tions. Les facteurs de normalisation calculés par photon donnent des surcoûts beaucoup
trop importants pour être utilisés en pratique. De plus, même avec un temps de calcul
important, cette correction nŠapporte pas toujours un gain signiĄcatif en terme de qualité
du résultat. Les deux seuls cas où cette correction peut sŠavérer nécessaire sont : une
scène avec une forte contribution indirecte, ou avec un calcul dŠéclairement direct par une
estimation de densité.
Les autres corrections sont moins coûteuses et permettent des avancées importantes
en terme de qualité des estimations. Le biais de frontière (coté observateur) est calculé en
un temps raisonnable et permet de corriger les problèmes dŠassombrissement aux bords
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(a) (b)
(c) (d)
Figure 4.22 Ű Exemple de corrections dans une approche de type collecte Ąnale. (a) Sans
correction, le biais est encore visible (débordement lumineux au niveau de la cloison).
(b) Corrections VO, VS : le débordement lumineux nŠest plus présent. (c) Corrections
VO, DO, VS, DS, les bords des objets sont correctement estimés. (d) Référence.
(a) (b)
Figure 4.23 Ű Exemple de calcul de luminance directe depuis une unique source ponc-
tuelle avec la méthode des cartes de photons progressives. La correction du biais de visi-
bilité permet dŠapporter une qualité de rendu des ombres très importante ; pour un même
nombre dŠitérations (ici 20). Figure (a) : sans correction, (b) avec correction.
des objets. Les validations assurent que les photons utilisés dans lŠestimation de densité
ne produisent pas de débordements lumineux incohérents. Ces validations sont également
réalisables pour un surcoût modéré. De plus, lorsque les conditions de cohérence sont
remplies, lŠapproche de visibilité point-à-surface permet de diminuer le coût global des
corrections.
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Scène
Nb Itérations
20 40 80 160
Cornell Box 24s 42s 1m 15s 2m 27s
Cornell Box (Vis) 1m 19s 1m 37s 2m 09s 3m 14s
Demi 57s 1m 15s 2m 00s 3m 39s
Demi (Vis) 3m 27s 3m 59s 4m 36s 6m 08s
Eventail 1m 12s 1m 43s 3m 06s 5m 59s
Eventail (Vis) 2m 47s 3m 28s 4m 44s 7m 25s
Classroom 1m 12s 2m 31s 5m 46s 10m 04s
Classroom (Vis) 4m 5s 5m 41s 8m 04s 11m 30s
Sponza 1m 00s 1m 57s 3m 51s 7m 27s
Sponza (Vis) 1m 16s 2m 11s 3m 57s 7m 48s
Table 4.9 Ű Temps de calcul cumulés. LŠimpact du coût de calcul avec (Vis) et sans
correction du biais de visibilité est de plus en plus faible.
La cohérence des requêtes point-à-surface peut être optimisée en réorganisant lŠordre
des requêtes. En efet, le rendu dŠune image peut être découpé en deux parties : la première
listerait lŠensemble des requêtes à réaliser pour toute lŠimage, puis les classerait par couple
de surfaces ; la deuxième efectuerait ces requêtes. Cette approche diminuerait le nombre
total de requêtes par couple de surfaces et donc augmenterait la rentabilité dŠune approche
point-à-surface. Cette étape reste une perspective de nos travaux.
Dans le cas de résolutions analytiques, le calcul du facteur de normalisation entraîne
des constructions géométriques qui numériquement peuvent être instables. Par exemple,
lorsquŠune résolution analytique à partir dŠun disque est efectuée, le calcul de lŠaire du
domaine repose sur des calculs trigonométriques [Arv91]. Ces opérations sont particulière-
ment instables et les facteurs de normalisation ainsi calculés produisent des défauts dans
les estimations de densité. La Ągure 4.24 illustre ce phénomène. Des solutions consistent
à utiliser des transformations sans erreur (EFT) [MBdD+10] ou bien une bibliothèque de
calcul en multiprécision [FHL+07]. Néanmoins dans ce dernier cas, les temps de calculs
augmentent considérablement. Par exemple, le temps de calcul des facteurs de normali-
sation dans la scène Sponza pour une approche analytique basé sur un disque dépasse
48h (contre 15h pour un noyau produit). La résolution analytique à base de polygones ne
nécessite pas ces précautions. En efet, dans ce cas, les calculs mis en œuvre ne soufrent
pas ou peu dŠinstabilité.
5 Conclusions et perspectives
Conclusions
Ce chapitre illustre et explique diférents biais dans les méthodes dŠestimation de den-
sité. Nous avons expliqué la nature de deux principaux biais : le biais de visibilité, causant
des débordements dans lŠestimation de densité, et le biais de frontière se caractérisant par
une sous-estimation de la densité aux bornes du domaine dŠestimation.
Nous avons proposé une solution pour corriger chacun des biais, sŠappuyant sur des
calculs de visibilité. Ces corrections ont été appliquées dans le cadre de méthodes de
simulation dŠéclairage reposant sur une estimation de densité (cartes de photons, collecte
Ąnale et cartes de photons progressives). Deux méthodes de calculs de visibilité sont
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Figure 4.24 Ű Exemple de défauts lorsque des problèmes de précision surviennent dans
le calcul du facteur de normalisation.
employées : une reposant sur un calcul point-à-point avec une structure accélératrice
usuelle en lancé de rayons, et lŠautre sŠappuyant sur un calcul point-à-surface.
Lorsque les conditions de cohérence sont présentes (i.e. mêmes points de vue, mêmes
surfaces), le calcul point-à-surface permet un calcul plus eicace (du fait de la validation de
plusieurs photons en un seul calcul de visibilité) et donc au Ąnal plus rapide. Néanmoins,
ces conditions nŠétant pas toujours respectées, les calculs point-à-point demeurent alors
une bonne alternative.
Perspectives
Parmi les objectifs et déĄs à relever, une étude plus poussée de la visibilité point-
à-surface devrait permettre de diminuer les coûts des corrections. En efet, lorsque les
conditions de cohérence sont réunies, les gains apportés par une telle solution sont très
importants. La section 4.5 met en avant une première approche réorganisant lŠordre des
requêtes ; nous pensons quŠil est possible de diminuer de manière encore plus importante
les temps de calcul en utilisant une structure hiérarchique. Dans ce cas, il serait alors
possible dŠefectuer des calculs de visibilité point-à-groupe de surfaces et non plus point-
à-surface. Ainsi, lorsque deux requêtes de visibilité sont efectués pour des surfaces proches
(et donc pour le même groupe de surface) les conditions de cohérence sont respectées, et
donc les coûts de construction de la structure doivent pouvoir être amortis de manière
plus signiĄcative que pour la première approche.
La cohérence est un critère important pour le choix de la méthode de visibilité à
employer. Néanmoins, cette notion de cohérence est très compliquée à caractériser : elle
nŠest pour lŠinstant donnée que de manière intuitive. En disposant dŠune caractérisation
ou dŠune métrique associée à celle-ci, nous devrions être en mesure de décider quand
utiliser un certain type de visibilité (point-à-point ou point-à-surface). Ceci permettrait
dŠavoir une méthode hybride qui puisse utiliser chacune des méthodes de visibilité là où
elles sont les plus eicaces. Un calcul basé sur une notion dŠangle solide peut être une
solution. LŠidée serait alors de déterminer lŠangle solide maximal dans lequel une requête
point-à-surface est plus eicace quŠun ensemble de requêtes point-à-point.
Notre approche ne propose quŠune correction partielle dans la méthode des cartes de
photons progressives. En efet, seule la validation des photons est prise en compte. Nous
souhaitons étudier comment la correction du biais de frontière peut sŠintégrer dans la déĄ-
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nition mathématique des cartes de photons progressives. Nous pensons quŠil est nécessaire
de stocker la géométrie du domaine R à chaque photon primaire, ainsi, lŠestimation doit
pouvoir prendre en compte une surface correcte.
Nos corrections apportées dans les cartes de photons peuvent être naturellement éten-
dues à dŠautres méthodes de simulation dŠéclairage. En efet, lŠapproche de cache dŠéclai-
rement proposée par Brouillat [BGB08] repose sur une carte de photons pour construire
un premier cache dŠéclairement. Nous pensons que nos corrections peuvent permettre la
construction dŠun cache initial de meilleure qualité et donc aider à réduire les erreurs de
manière signiĄcative dans cette approche.
La visibilité point-à-surface doit pouvoir être utilisée dans dŠautres méthodes de rendu.
En efet, lorsquŠil sŠagit de valider un ensemble dŠéchantillons, nous avons vu quŠelle
se montrait particulièrement eicace. Elle a déjà été utilisée pour calculer les contri-
butions des sources lumineuses surfaciques [MA05] ou bien pour un calcul dŠocclusion
ambiante [AMGA12]. Nous pensons quŠune approche de type Instant Global Illumination
peut bénéĄcier de cet apport [WKB+02]. En efet dans celle-ci, un des principaux coût est
lié à un calcul de visibilité entre des sources lumineuses virtuelles et un point de vue dŠob-
servation. LorsquŠun grand nombre de requêtes de visibilité est nécessaire alors lŠapproche
point-à-surface peut être rentable. Elle peut aussi avoir lŠavantage de diminuer la variance
et/ou le biais puisque les solutions proposées, lorsquŠun grand nombre de source virtuelles
sont utilisées, ne donnent que des résultats approchés. En efet, le clustering, regroupant
les échantillons à tester sous la forme dŠun représentant, ou bien les tests probabilistes
qui nŠefectuent quŠune partie seulement des tests de visibilité ne testent au Ąnal quŠun
nombre limité dŠéchantillons. Avec une approche de type point-à-surface, nous pensons
quŠun nombre plus important dŠéchantillons peuvent être réalisés pour des coûts similaires
voire moindres permettant ainsi dŠaugmenter la qualité des rendus.

Chapitre 5
Conclusion
De nombreuses applications requièrent la simulation des transferts lumineux à lŠinté-
rieur dŠun environnement virtuel. Par exemple, pour des questions de confort ou dŠécono-
mie dŠénergie en urbanisme, pour la conception dŠintérieurs dans le domaine automobile,
pour les communications optiques sans Ąls, etc. Malheureusement, un calcul précis des
transferts lumineux est un processus particulièrement coûteux, car il revient à simuler une
inĄnité de réĆexions lumineuses.
Nous avons dans le chapitre 2 mené une étude bibliographique sur les principales mé-
thodes utilisées pour déterminer une approximation de telles simulations. Les méthodes
à la fois les plus générales et robustes reposent sur lŠintégration de Monte-Carlo ; elles
donnent un résultat consistant et non biaisé de lŠapproximation. Malheureusement, pour
produire des résultats précis, elles nécessitent un efort de calcul très important, corres-
pondant à la construction de très nombreux chemins lumineux. De plus, pour les méthodes
dépendantes du point de vue, chaque image demande de réaliser lŠintégralité des calculs.
Le chapitre 2 a aussi montré lŠintérêt des méthodes réalisant une simulation en deux
étapes : la première calcule une partie des transferts lumineux, indépendamment de toute
position de caméra ; la seconde réutilise ces calculs pour terminer la simulation, en tenant
compte du point de vue. Ce mémoire de thèse se place dans le contexte de telles méthodes
fonctionnant en deux passes.
Représentation des pré-calculs
Un problème majeur dans les méthodes en deux passes concerne la quantité de données
nécessaire pour stocker les Ćux lumineux estimés lors de la première étape de la simulation.
Une solution classique consiste à les projeter sur des bases de fonctions, telles que les
harmoniques sphériques. Le chapitre 2 montre que le choix des bases de fonctions est
primordial ; les familles de fonctions classiques ne sont pas toujours satisfaisantes, car
certains Ćux trop directionnels nécessitent beaucoup trop de coeicients, empêchant et
leur stockage et leur réutilisation rapide lors de la dernière étape de la simulation.
Le chapitre 3 propose une représentation résolvant ces problèmes ; elle nécessite peu de
pré-calculs, tout en étant parfaitement adaptée aux fonctions fortement directionnelles.
Les fonctions lobes de cosinus, antérieurement introduites dans un contexte de modéli-
sation de matériaux réels, sont étendues ici à lŠensemble des termes de lŠéquation des
transferts lumineux. LŠhomogénéisation des termes permet une simulation rapide et ei-
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cace de lŠéquation. LŠeicacité de notre approche repose sur un faible nombre de propriétés
des fonctions lobes de cosinus : nous montrons dŠabord quŠun produit de deux lobes peut
être approché par un unique lobe, au prix dŠune erreur faible ; ensuite, nous proposons une
technique simple et bien connue ofrant une évaluation rapide et précise des produits de
deux lobes et de lŠintégrale dŠun lobe donné. Cette dernière méthode de calcul repose sur
des pré-calculs des résultats pour un ensemble de valeurs biens choisies, qui sont ensuite
directement utilisées et interpolées pour obtenir lŠapproximation recherchée.
LŠensemble des pré-calculs et transformations de lŠéquation de transferts lumineux est
mis en œuvre dans un prototype interactif pour le calcul dŠéclairement direct dans des en-
vironnements dynamiques. Les tests menés montrent que lŠerreur de notre représentation
est peu importante comparée à un processus de simulation précis. Notre utilisation des
lobes de cosinus permet de prendre en compte les ombres dues à des sources sphériques
de petite taille. Les tests réalisés lors de cette étude mettent en évidence les faiblesses de
la méthode pour les tests de visibilité, dont les temps de calculs sont proportionnellement
importants pour la méthode, et sont la source principale des erreurs de calcul.
Interpolation robuste des pré-calculs
Une autre technique travaillant en plusieurs étapes utilise les cartes de photons, aĄn de
représenter précisement les Ćux lumineux à lŠintérieur dŠun environnement virtuel donné ;
lŠestimation de densité utilisée dans la dernière passe de la simulation est rapide, et produit
une approximation de la luminance observée en un point de vue donné. Néanmoins, cette
estimation est intrinsèquement biaisée, et donc produit des artefacts visibles sur les images.
En efet, dŠune part une sous-estimation est systèmatiquement observée aux bords des
objets et, dŠautre part des débordements lumineux apparaissent, par exemple à proximité
de cloisons dans des scènes architecturales.
Le chapitre 4 propose deux solutions pour réduire le biais associé à lŠestimation de
densité. Nous montrons que le biais aux bords des objets peut être réduit grâce à un
terme correcteur, utilisant la visibilité pour déterminer les bornes de lŠestimation. Nous
montrons également que les débordements lumineux peuvent être réduits en assurant que
les échantillons utilisés dans lŠestimation de densité soient situés sur la même zone de
continuité que le point dŠestimation. Chaque échantillon est ainsi validé à lŠaide de deux
tests de visibilité. Puisque nos corrections nécessitent des calculs supplémentaires, nous
proposons dŠexploiter la cohérence de certaines requêtes aĄn de diminuer le coût global
des requêtes.
LŠensemble de nos corrections est mis en œuvre pour trois méthodes de rendu re-
posant sur une estimation de densité : la visualisation directe des cartes de photons, la
collecte Ąnale et les cartes de photons progressives. Nous montrons quŠavec nos correc-
tions, les bords des objets ont des estimations correctes, et les débordements lumineux
incohérents sont supprimés. Des comparaisons avec une méthode de référence mettent en
avant lŠaugmentation de la qualité des estimations.
Perspectives
Nos deux approches peuvent être étendues suivant de nombreuses pistes, portant sur
plusieurs aspects, notamment la visibilité et la mise en place dŠheuristiques.
Nos deux contributions soufrent dŠun même problème, à savoir le coût en terme de
temps de calculs de la visibilité. Nous pensons que ces deux approches doivent pouvoir
bénéĄcier de calculs hiérarchiques. Dans le cas des lobes de cosinus, il sŠagirait dŠune hié-
rarchie de type niveau de détails ; lŠidée est alors de limiter le nombre de lobes à construire
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pour la visibilité, et ainsi dŠaccélérer les calculs. Dans le cas des corrections des estimations
de densité, il sŠagirait dŠune hiérarchie dans les calculs de visibilité permettant dŠaugmen-
ter la cohérence des requêtes point-à-surface. En efet, dans les corrections apportées nous
avons mis en avant les gains apportés par la cohérence des requêtes ; nous pensons donc
quŠefectuer les requêtes point-à-groupe de surface (et non plus point-à-surface) permet-
trait dŠaugmenter encore la cohérence, et donc la rentabilité de ces requêtes.
Notre seconde grande piste dŠoptimisation concerne lŠutilisation dŠheuristiques de cal-
culs, et ce dans nos deux approches. En efet, dans le cas des lobes de cosinus, une heuris-
tique est déjà mise en œuvre pour limiter la construction des lobes ; lorsquŠun produit de
lobe génère un lobe dont lŠinĆuence sur le résultat est jugé trop faible, alors il est éliminé
du calcul. Le seuil à partir duquel un lobe est considéré comme négligeable est à lŠheure
actuelle Ąxée de manière empirique. Nous pensons quŠune heuristique basée sur un calcul
dŠerreur entre plusieurs images calculées avec un seuil diférent peut être mis en œuvre
de façon à adapter automatiquement sa valeur et à garder le meilleur compromis entre
qualité et performance. Dans le cas de lŠestimation de densité, des heuristiques devraient
permettre de décider quand une requête point-à-point est plus judicieuse quŠune requête
point-à-surface. En efet, nous avons mis en avant de meilleures performances avec des
requêtes cohérentes. Néanmoins, aucun critère objectif nŠindique clairement ce quŠest la
cohérence. La mise en place dŠheuristiques, notamment basées sur lŠangle solide, devrait
permettre de sélectionner la meilleure approche pour les tests de visibilité.
Bien quŠétant développées de manière indépendantes, nous pensons quŠil est cependant
possible dŠutiliser nos deux approches de manière conjointe. En efet, nous pensons que les
tests de visibilité doivent permettre de corriger certains défauts, notamment sur le calcul
de lŠéclairement. En efet, aĄn de gérer les ombres douces, des poids doivent être Ąxés
par lŠutilisateur de manière à gérer le chevauchement des lobes de visibilité. Nous pensons
quŠun calcul de la zone dŠintersection entre des lobes, à lŠinstar du calcul des domaines
dans lŠestimation de densité, doit permettre de calculer de manière analytique les poids
sans intervention de lŠutilisateur.
A plus long terme, nous souhaitons étudier comment utiliser, dans dŠautres méthodes
de simulation, la visibilité point-à-surface, soit pour diminuer la variance des estimations
soit pour accélérer les calculs tout en diminuant lŠerreur. En efet, la variance est souvent
due à des problèmes de visibilité (passage dŠun point éclairé à un point dans lŠombre) en
exploitant la visibilité point-à-surface, il est possible de ne travailler quŠavec des chemins
lumineux possédant une contribution non nulle. Ceci peut être avantageux par exemple
dans une approche de type Métropolis. Ainsi, en utilisant la visibilité point-à-surface
(voire surface-à-surface), il doit être possible dŠutiliser des mutations (i.e. une exploration
locale des chemins) contraintes uniquement sur des surfaces visibles. Dans un approche
de type light-cut, des requêtes de visibilité point-à-surface cohérentes doivent permettre
de tester eicacement la visibilité de nombreuses sources virtuelles. Ceci doit permettre
non seulement dŠobtenir de bien meilleures performances, tout en permettant de diminuer
lŠerreur puisque dans ce cas un nombre plus important de sources virtuelles peuvent être
utilisées.

Annexe A
Harmoniques sphériques
Les termes de lŠéquation de transfert de luminance (ETL) sont déĄnis sur la sphère.
Ainsi, lŠéclairement incident sur un élément de surface provient dŠun ensemble de direc-
tion situées dans un hémisphère. Les harmoniques sphériques sont des bases de fonctions
déĄnies sur la sphère. Elles sont alors naturellement adaptées pour représenter les termes
de lŠETL.
1 Polynômes associés de Legendre
Les harmoniques sphériques sont déĄnies à partir des polynômes associés de Legendre.
Les polynômes de Legendre, sont déĄnis de la manière suivante :
Pn =
1
2nn!
dn
dxn

(x2 − 1)n

.
Les premiers termes de cette suite sont :
P0 = 1
P1 = x
P2 =
1
2
(3x2 − 1)
P3 =
1
2
(5x3 − 3x)
P4 =
1
8
(35x4 − 30x2 + 3).
Ils sont orthogonaux sur lŠintervalle [−1; 1] :
 1
−1
Pr(x)Ps(x) dx =


2
2n+1
si r = s
0 sinon.
Cette déĄnition permet directement de déduire que la suite des polynômes de Legendre
forme une base orthogonale. Les polynômes associés de Legendre peuvent être déĄnis à
partir des polynômes de Legendre :
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Pml (x) = (−1)m

(1− x2)m d
m
dxm
(Pl(x))
où l et m sont respectivement appelés degré et ordre du polynôme associé, Pl est le
lème polynôme de Legendre. Les termes l et m sont des entiers respectant : 0 ≤ m ≤ l.
Les polynômes peuvent sŠécrire à lŠaide de la formule de Rodrigues :
Pml =
(−1)m
2ll!

(1− x2)m d
l+m
dxl+m
(x2 − 1)l
On notera quŠen posant m = 0, on retrouve les polynômes de Legendre. À lŠimage de
ces derniers, les polynômes associés sont orthogonaux, pour un ordre m Ąxé, sur [−1; 1] :
 1
−1
Pmr (x)P
m
s (x) dx =


2(s+m)!
(2s+1)(s−m)! si r = s
0 sinon
Le tableau A.1 donne les premiers polynômes associés de Legendre.
l
m
0 1 2 3
0 1
1 x −√1− x2
2 1
2
(3x2 − 1) −3x

(1− x2) 3(1− x2)
3 1
2
(5x3 − 3x) 3
2
(1− 5x2)√1− x2 15x(1− x2) −15

(1− x2)3
Table A.1 Ű Liste des premiers polynômes associés Pml (x) de Legendre.
2 Harmoniques sphériques
Les harmoniques sphériques Y ml (θ, φ) réelles, de paramètres entiers l et m avec 0 ≤ l
et −l ≤ m ≤ l, sont déĄnies à partir des polynômes associés de Legendre :
Y ml (θ, φ) =


√
2Nml cos(mφ)P
m
l cos(θ) si m < 0
N0l P
0
l cos(θ) si m = 0√
2N ♣m♣l sin(♣m♣φ)P ♣m♣l cos(θ) si m > 0
où P ji est un polynôme associé de Legendre et N
j
i est un facteur de normalisation dont
la valeur est :
N ji =
(2i+ 1)
4π
(i− j)!
(i+ j)!
La Ągure A.1 donne une représentation des harmoniques sphériques jusquŠau degré 3.
Les harmoniques sphériques sont des bases de fonctions orthonormales, elles per-
mettent ainsi de représenter une fonction à lŠaide dŠun ensemble de coeicients. Cependant,
étant donné que les harmoniques sphériques forment une base inĄnie, en pratique seuls
les n premiers degrés sont utilisés pour donner une approximation de f :
f˜(θ, φ) =
n
l=0
m=l
m=−l
cml Y
m
l (θ, φ). (A.1)
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Figure A.1 Ű Exemples dŠharmoniques sphériques pour 0 ≤ l ≤ 3. Chaque ligne repré-
sente un degré l croissant et chaque colonne indique un ordrem croissant avec −l ≤ m ≤ l.
Soit la fonction f1 suivante :
f1(θ, φ) = 1 +
sin(5φ)
5
,
la Ągure A.2 donne un exemple de reconstruction de cette fonction à lŠaide dŠharmo-
niques sphériques en faisant varier le nombre n de fonctions de base utilisées. Lorsque
peu de coeicients sont utilisés, cŠest-à-dire lorsque seules les fonctions de base avec les
degrés les plus faibles sont conservées, la fonction reconstruite est très lointaine du résul-
tat attendu : seules les basses fréquences du signal sont obtenues. Au fur et à mesure de
lŠaugmentation du degré, les signaux hautes fréquences sont de mieux en mieux recons-
truits.
126 CHAP A - Harmoniques sphériques
(a) f1(θ, φ)
(b) n = 6 (c) n = 12 (d) n = 18 (e) n = 24 (f) n = 30
Figure A.2 Ű Exemple de reconstruction dŠune fonction après projection sur une base de
n harmoniques sphériques. (a) LŠoriginal. (b)-(f) Reconstruction en utilisant les n premiers
degrés de la base dŠharmoniques sphériques.
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Lobes de cosinus et visibilité pour la simulation
dŠéclairage
Résumé :
La simulation des réĆexions lumineuses multiples à lŠintérieur dŠun environnement
nécessite de résoudre une intégrale de premier ordre, récursive inĄnie, pour laquelle il
nŠexiste pas de solution analytique dans le cas général. Certaines méthodes permettent
de donner une solution théorique exacte, mais avec des temps de calculs trop importants
pour espérer produire plusieurs images par seconde dans un avenir proche. De nombreuses
méthodes permettent de réaliser ces calculs de manière plus rapide, mais elles reposent
sur des approximations dont les efets sont souvent visibles sur les images produites.
Notre objectif est de proposer des solutions permettant de réduire les erreurs de calculs
en exploitant deux approches complémentaires : (i) une homogénéisation des termes de
lŠéquation de manière à la résoudre seulement à lŠaide de quelques opérateurs simples ; (ii)
la prise en compte précise des informations de visibilité pour réduire le biais des méthodes
reposant sur une estimation de densité. A terme, notre objectif est de diminuer le coût des
requêtes de visibilité de nos deux contributions. Pour cela nous envisageons notamment
dŠintroduire des calculs hiérarchiques de visibilité de façon à amortir le coût global des
requêtes.
Cosine lobes and visibility for lighting simulation
Abstract :
Simulating light transfer within a virtual environment requires to solve a Ąrst order,
inĄnite recursive integral, that unfortunately doesnŠt have any solution in general cases.
Though theoretically exact solutions exist, their computing time is not adapted to real-
time rendering in a near future. Many methods have been proposed for accelerating these
computations, but they rely on approximations that often produce visible artifacts on the
resulting images. Our goal is to propose some new solutions that can reduce biases with
two complementary approaches : (i) a new homogeneous representation of each term of
the equation can be used to resolve it using only simple operators ; (ii) considering precise
visibility information in order to reduce bias of methods that rely on density estimation.
On the long range, we aim at reducing visibility requests costs of each contribution. For
that purpose, we particularly plan to introduce hierarchical visibility computations so as
to amortize queries cost.
Discipline : Synthèse dŠimages - Simulation dŠéclairage
Mots clés : Simulation dŠéclairage ; Lobes de cosinus ; Visibilité ; Cartes de photons.
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