Abstract-In this paper we consider the restoration of images corrupted by both uniform motion blur and Poissonian noise. We formulate an image formation model that explicitly takes into account the length of the blur point-spread function and the noise level as functions of the exposure time. Further, we present an analysis of the achievable restoration performance by showing how the root mean squared error varies with respect to the exposure time. It turns out that the worst situations are represented by either too short or too long exposure times. In between there exists an optimal exposure time that maximizes the restoration performance, balancing the amount of blur and noise in the observation. We justify such result through a mathematical analysis of the signal-to-noise ratio in Fourier domain; this study is then validated by deblurring synthetic data as well as camera raw data.
I. INTRODUCTION
This correspondence concerns restoration from uniform motion blur, which is the blur produced by a convolution against a point-spread function (PSF) that is constant on its straight 1-D support. Uniform motion blur is a simplified description of the blur resulting from some translational motion between camera and scene during the exposure.
Under noisy conditions, inversion of uniform motion blur is particularly challenging due to the patterns of zeros in the Fourier domain. Nevertheless, this type of blur has been the subject of the earliest works on image restoration [1] - [3] , mainly because of the simple parametric description of the corresponding PSFs in terms of blur extent and direction. Recently, uniform motion blur has been considered in blind image restoration algorithms [4] , [5] , in the restoration of pictures containing moving objects [6] , and in a study on how the restoration performance varies when several uniform motion blurred images are available [7] . Uniform motion blur seriously affects aerial images, and forward motion compensation (FMC) hardware [8] is typically exploited in order to attenuate the image degradation due to plane or satellite motion. FMC devices are either based upon mechanical actuation (e.g., by physically translating the imaging sensor during the exposure time) or on time-delayed integration (i.e., a specialized charged coupled device that, during The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Luminita Vese.
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A. the exposure, shifts the rows of charged pixels together with the motion): in both cases the exact ground speed and the flight altitude are required. The optical image stabilization methods, nowadays becoming omnipresent in digital cameras, are instead based upon accelerometers which as such cannot sense the uniform motion causing the blur. Hence, under many circumstances, uniform motion blur needs to be compensated by means of digital image processing. Although uniform blur has been often considered in the literature, the blur and noise have been always considered independent whereas in practice they are always linked: e.g., by controlling the exposure time of a digital sensor, one can reduce the noise level at the expense of heavier blur, and vice versa. This correspondence aims at filling this gap, by introducing an image formation model that describes the interplay between noise, blur, and signal intensity as the exposure time varies. This model is particularly suited for the raw data from digital imaging sensors (see, e.g., [9] and [10] ). The proposed model allows to evaluate the tradeoff between noise and blur, aiming at establishing an optimal exposure time for which the image quality can be maximized by means of a deconvolution algorithm. It turns out that such optimal exposure time is, to a first approximation, independent from the original image (i.e., the underlying image without blur and noise), as images having different content demonstrate similar optimal exposure-time values.
The rest of the correspondence is organized as follows. Section II introduces the image formation model and shows how the noise level in the observed data varies with the exposure time. In Section III, we present an analytical analysis of the best restoration performance achievable by blur inversion in an ideal scenario where the PSF is known. This analysis is consistent with the experimental results given in Section IV. In particular, we show results obtained for synthetically blurred images as well as for raw data from digital camera. Section V concludes the correspondence presenting some implications of these findings to practical applications.
II. IMAGE FORMATION MODEL
We model an image z T acquired with an exposure time T as
where X 2 is the sampling grid and > 0 is a factor that can be used for scaling the signal into a usable (limited) dynamic range, thus, mimicking the amplification gain in digital sensors (typically, / T 01 ). The two components u T (x) and (x) are independent random variables distributed as
where P and N denote, respectively, the Poisson and Gaussian distributions, and > 0 is a parameter characterizing the quantum efficiency of the sensor [9] . The function y : 
A. Uniform Blur PSF
The blur is modeled as a linear and shift-invariant operator and, thus, using generalized functions, the argument of the Poisson distribution in (2) can be rewritten as hT (s)ds = T: (4) Note that despite PSFs are often assumed to have unit mass, in our model the mass, given by the integral (4), equals the exposure time T : in such a way, we take into account how the signal expectation varies with respect to the exposure time. The parameter in (1) will eventually take care of the normalization. Since we restrict to uniform blur PSF, out-of-focus or blur due to camera optics are neglected as these are time-independent.
B. Noise
Equation (1) can be then rewritten in the following form:
where (x) is a random variable with zero mean and unitary variance and overall is an independent homoskedastic process. The expectation and the standard deviation of our observations are, respectively
and std fz T (x)g = var fu T (x)g + var f(x)g = (y 3 hT )(x) + 2 = E fzT (x)g + 2 2 :
The two terms uT 0 EfuT g and , respectively, model the signaldependent noise, inherent to the photon acquisition process, and the signal-independent electric and thermal noises. The latter are approximated as independent of the exposure time and thus, while u T is influenced by the exposure time, is not. 
C. Observation SNR
Let us now consider how the exposure time influences the signal-tonoise ratio (SNR) between the expectation of the observation (meant as the signal) and its noise. Since h T > 0, from (4) we have inf s2 fy(s)gT (y 3 hT )(x) sup s2 fy(s)gT; 8x 2 X: (8) From the previous inequality and from (7) , it follows 8x 2 X:
fy(s)g + 2 : (9) Thus, for T large enough we have stdfz T (x)g p T , where the symbol indicates that the ratio between the two terms is bounded from above and from below by two strictly positive constants. Similarly, one may derive from (6) that Efz T (x)g T . This leads to an asymptotic expression for long exposure times of SNR(z T (x)), the signal-to-noise ratio of zT at x 2 X
On the contrary, for T small enough we have that stdfz T (x)g p T + 2 , and EfzT (x)g T . Then, the corresponding asymptotic expression of SNR(z T (x)), for short exposure times is Note however that because of the blur, the increase of the SNR(z T (x)) in (10) does not necessarily correspond to an observation that can lead to a better restoration. Such a correspondence holds when the blur effects do not increase with the exposure: for the uniform blur this happens, for example, when y is constant along the PSF direction, or when v is zero. Only for such exceptional cases the SNR(z T ) can be a meaningful indicator of the restoration quality.
Otherwise, while EfzT (x)g increases and stdfzT (x)g decreases with the exposure time, the blur extent increases, making the restoration more challenging. In order to clarify the interplay between blur and noise with the increase of the exposure time, we now reformulate the previously shown inequalities in Fourier domain. In what follows, for the sake of simplicity, we will consider discrete domain variables, ignoring possible aliasing effects in the convolutions.
III. FOURIER DOMAIN ANALYSIS
The Fourier transform ZT of the observation zT can be expressed thanks to (5)- (7) (y 3 h T )(x) + 2 : (13) This equality follows from the independence of in (5), and from the fact that the basis elements of the Fourier transform take their values on the unit circle in the complex plane. On similar grounds, we remark that 2 is not an independent and identically distributed process. The SNR on each frequency allows us to speculate on the effects of both blur and noise in our observation. Let SNR(ZT (!)) be the computed SNR for the frequency ! of our observation, i.e., where (#X) stands for the cardinality of X. 
In other words, for any fixed frequency ! 6 = 0, the upper bounds for SNR(Z T (!)), decrease like T 00:5 . In this way, Fig. 1 illustrates how, for any original image y, the SNR on each frequency of the observation Z is scaled when the exposure time varies. The SNR of the DC component, SNR(Z T (0)), increases monotonically with respect to the exposure time, while on all the other frequencies (! 6 = 0), SNR(Z T (!)) shows a sinusoidal behavior with respect to the exposure time. Equation (16) implies that the local maxima of these sinusoids are decreasing with the exposure time T , and that such decay is faster the higher is the frequency.
A. Blur and Inversion
Equation (16) gives a quantitave estimate of the poor conditioning resulting from rectilinear blur as the exposure time varies. Regardless of the particular technique utilized for recovering y out of z, the inversion of the blur shall aim at scaling the attenuated spectral components Z T (!) back to Y (!). Diagonal inverses, such as the pseudoinverse or a regularized inverse, operate by frequency-wise multiplication of each ZT (!) by an appropriate scaling factor, and in these cases the SNR on each frequency of the restored image varies proportionally to the term in squared brackets from (14) . Effective deblurring techniques are instead essentially nondiagonal operators, 1 as they exploit the existing structural correlations in the underlying image y to restrain the noise.
Nevertheless, also in this case, the SNR of non-DC components of the restored image will, as T grows, necessarily decrease unless more and more correlations are exploited as a result of some kind of (adaptive) filtering. However, because the correlations in y are fixed, and because the T 00:5 rate for (16) holds for all ! 6 = 0, we can conclude that this particular rate is generally valid for any deblurring algorithm for T large enough. Thus, the SNR after the blur inversion follows, for each !, a limiting trend like the one shown in Fig. 1 , which tells us that for an increasing exposure time one will eventually be able to recover only the mean values of the image along lines parallel to the blur direction.
B. Optimal Exposure Time
From the equations derived so far we can conclude that, in case of uniform blur, increasing the exposure time may not result in observations that are easier to restore, as the conditioning of the blur operator may worsen. In particular, for each individual nonzero frequency, the corresponding SNR is inevitably maximized at a finite exposure time. In principle, this does not have any direct implication on the overall quality of the restored image, because such exposure times might not be the same for every frequency and, moreover, on each frequency SNR(ZT (!)) depends upon the image spectrum jY (!)j, as shown in (14) . Consider, for example, the trivial cases where y is flat or contains only stripes perfectly aligned with the PSF: the longer is the exposure, the less the noise affects the resulting image, while instead the blur leaves the image unchanged. However, except from these cases and all other situations where the AC terms in the image spectrum are dominated by the DC term alone, it is natural to expect the overall quality to eventually decrease, as the exposure time goes to infinity. Thus, it appears that there exists a finite optimal exposure time that, balancing the blur/noise tradeoff, maximizes the quality of the restored image. The following experiments aim at establishing the existence of this optimal exposure time within a concrete deblurring application and at assessing how its value is affected by the image content and noise parameters.
IV. EXPERIMENTS
In this section, we show how the restoration performance varies with the exposure time, first by considering a dataset of synthetically blurred and noisy observation, and second by restoring blurred and noisy rawdata images acquired with a digital camera.
The image restoration algorithm used is the LPA-ICI deconvolution for signal-dependent noise 2 [11] , [12] . This algorithm is based upon a nonparametric Poisson ML modeling and it couples the Tichonov regularized inverseŶ RI T;" = Z T H T jH T j 2 + S 2 T " 2 (17) with adaptive anisotropic filtering. This filtering is realized in spatial domain, using directional polynomial-smoothing kernels g ;h ( ) having pointwise-adaptive support-size h + (i) along the different directions i : the final restored imageŷ is computed aŝ y(x) = x; h + ( i ); iŷ RI T;" ()g ;h ( ) (x 0 )d; x 2 X whereŷ RI T;" is the inverse Fourier transform ofŶ RI T;" (17) , and the convex weights (x; h + (i); i) are used to combine the directional estimates into an anisotropic one. For details, we refer the reader to [13] and especially to [12] . As criterion, we utilize the root mean squared error (RMSE) computed between the rescaledŷ and the original image y RMSE(ŷ; y) = 255
We assume that the PSF h T is exactly known; moreover, an oracle regularization parameter " ? is selected for each observation by minimizing the RMSE. The minimization has been carried out using the Nelder-Mead algorithm [14] , [15] . Although these assumptions are rarely met in practice, they allow to investigate how the potential restoration performance varies with the exposure time: for this reason, in the sequel, this RMSE is referred to as the ideal restoration performance. 
A. Deblurring of Synthetic Data
We synthetically generate several blurred and noisy observations according to (1) using five standard 512 2 512 grayscale test images (Lena, Hill, Boats, Baboon, Man), by considering 100 exposure times exponentially distributed between T 1 = 0:005 and T 100 = 1. The test images are normalized so that black and white correspond to 0 and 1, respectively. We restrict to horizontal uniform blur PSFs, generated using subpixel linear interpolation. The PSF supports range from 2 (at T1) to 34 (at T100) pixels, depending upon the exposure time.
The top row of Fig. 2 shows some details taken from some of the observations generated from Lena ( = 1, = 24000, = 0, and exposure times T 2 f0:005; 0:0188;0:0707;0:2659; 1g), with the corresponding PSFs depicted in the top-left corner, while the bottom row shows the corresponding restored images: their RMSE are, respectively, 7.47, 6.00, 4.74, 6.37, 8. 91. An extensive simulation is made to evaluate the restoration performance under several values of (ranging from 750 to 3072000) and (ranging from 0 to 32). We fixed = 1, as this scaling factor bears no effect on the result. The plots of Figs. 3 and 4 show the RMSE of the restored image when assuming perfectly known PSF and oracle regularization parameters for each exposure time. In order to reduce the influence of the discretization of PSFs on the image grid, the reported values are, for each exposure time, the averages of the RMSEs obtained after restoring 10 different observations generated by subpixel shifting the PSF of 0:12f0; 1; . ..; 9g pixels. 
B. Deblurring of Camera Raw Data
In order to ensure uniform motion blur, we acquired a sequence of pictures in front of a monitor running a short movie containing the Lena image progressively translated. A still image of Lena was also shown, in order to provide a ground-truth image for measuring the restoration performance. We processed one of the green subchannels of the Bayer raw data. The size of Lena imaged in this way was 408 2 408 pixels. A marker moving together with the image was used as an aid for the estimation of the PSFs, which was obtained via parametric fitting, first on the image of the blurred marker (as initialization), and then through the minimization of the RMSE. Images have been acquired with a Canon EOS 400D 10-Mpixel camera fixed on a tripod: the parallelism between the monitor and the imaging sensor was ensured by controlling that the imaged windows containing the video and the still image were rectangular. We acquired eight blurred images by changing the camera exposure and ISO parameter as listed in Table I , while all other camera parameters where fixed. The pedestal in the raw data had been subtracted prior to processing, ensuring a linear response of the sensor, while the noise model parameters and were estimated using the algorithm [9] and are given in Table I . After processing, the image intensities were rescaled adaptively, in order to have all images in the same range. The obtained RMSE results are given in Table I , 3 while Fig. 5 shows some details of the observations together with the estimated PSFs (top row) and the corresponding restored images (bottom row).
C. Discussion
The plots in Figs. 3 and 4 show that the behavior of the RMSE with respect to the exposure time is consistent with the equations derived in Section III and with the trend of the SNR in Fourier domain shown in Fig. 1 . In particular, the RMSE curves show that the optimal exposure time exists and that after this moment the RMSE eventually increases. Moreover, the oscillations that appear in all plots for large values of T reflect the oscillatory behavior of the SNR shown in Fig. 1 . These are not seen unless T is large enough, because the regularization term in (17) eventually dampens the role of H T in the deblurring. Note that because of the oracle regularization, the deblurred estimate is in practice never worse than a flat image equal to the mean value of the image, which bounds the RMSE to 255 (1=#X) x2X (y(x) 0 (1=#X)( s2X y(s))) 2 . For this reason, the rate predicted by (11) is never realized and one can observe the effect of oracle regularization in Fig. 4 when = 32 and = 750.
Most importantly, the plots show that the optimal exposure time is essentially determined by the and parameters, whereas the influence of the particular image to be restored is negligible, at least when images are drawn from the same class (in our experiments we have been processing natural test images). Thus, the optimal exposure times found from the plots in Fig. 4 can be used for any of the images leading to RMSE results practically identical to the optimal ones. We emphasize that even though our test images are indeed taken from the same class of natural images, they nevertheless portray significant variations in the image content, also in terms of spectral features (e.g., among Lena, Boat, and Baboon).
Experiments reported in Fig. 5 and in Table I show that the results on camera raw data are consistent with the results obtained on synthetic data.
V. CONCLUDING REMARKS
We presented an image formation model where both the blur due to camera motion and the sensor noise are defined as functions of the exposure time. This model can be directly generalized to arbitrary motion PSFs and it is, thus, suited for describing very general acquisition paradigms including the recently proposed approaches based upon blurred/noisy image pairs [16] , [17] , as it offers a unified description of both long-exposure and short-exposure images.
We have shown that in case of uniform blur, increasing the exposure time leads to an improvement of the SNR of the observed blurred and noisy image, but, even in ideal conditions (where the PSF is perfectly known and an oracle regularization term is given), this does not imply an improvement of the restoration performance. On the contrary, our study highlights that there is a finite optimal exposure time which maximizes the restoration performance, balancing the blur/noise tradeoff in the observation. According to experiments on both synthetically generated observation and on camera raw data, the estimated optimal exposure times correspond to observations that are corrupted by noise levels that are far form being negligible. Thus, at least in case of uniform motion blur, explicitly handling the noise (even in long-exposure images) becomes a mandatory issue for algorithms that rely on observations acquired with varying exposure times.
Our ongoing research generalizes the presented analysis to randommotion PSFs to investigate the blur/noise tradeoff for a wider class of camera motions.
