Multicollinearity in logistic regression affects the variance of the maximum likelihood estimator negatively. In this study, Liu-type estimators are used to reduce the variance and overcome the multicollinearity by applying some existing ridge regression estimators to the case of logistic regression model. A Monte Carlo simulation is given to evaluate the performances of these estimators when the optimal shrinkage parameter is used in the Liutype estimators, along with an application of real case data.
Introduction
It is a very common problem to deal with highly intercorrelated explanatory variables. Especially in economics and in other applied research areas, the variables used in the multiple linear regression models are collinear. This problem is called multicollinearity. There are some results of the multicollinearity problem such as having inflated variance scores and instable estimations of the parameters when the ordinary least square (OLS) estimator is used. Similarly, in the logistic regression model, if the maximum likelihood method is used, these drawbacks occur at all. Also, one cannot obtain decisive answers to the related questions in both of the models.
There are some methods to deal with this problem. One method is to use ridge regression, first introduced by Hoerl and Kennard (1970) . The other methods are to use Liu or Liu-type estimators proposed by Liu (1993) and Liu (2003) respectively.
These methods have been applied in the case of multiple linear models. However, there is not much attention paid to the multicollinearity problem in the case of logistic regression. Månsson and Shukur (2011) , Kibria, Månsson, and Shukur (2012) , and Inan and Erdogan (2013) are some exceptions. In the first two studies, the authors used some early defined ridge estimators in the logistic regression model. In the last one, the authors applied Liu-type estimators given in Liu (1993) to the logistic model as well.
There is another Liu-type estimator defined by Huang (2012) for the logistic regression model. The author explained the theoretical advantages of this estimator and gave some comparisons. In this study, we use this estimator with optimal shrinkage parameter and some existing ridge parameters in order to make a simulation study to see the performance of these estimators in the logistic regression model.
Methodology
Consider the binary logistic regression model, a widely used method in statistical analysis, such that the dependent variable is Be(P) where e 1e  
X is the design matrix of order n × (p + 1), p is the number of explanatory variables, and β is the coefficient vector of order (p + 1) × 1. The most commonly applied method of estimating β is the maximum likelihood estimation (MLE) method. One can compute the MLE of β by using the iteratively re-weighted least square algorithm as follows:
where
is the i th element of the vector ẑ , i = 1, 2,…, n. The mean square error (MSE) of the MLE is given as follows:
where λ j is the j th eigenvalue of the matrix X'WX. If some of the eigenvalues are small (close to zero), then the asymptotic variance of MLE becomes inflated. In other words, multicollinearity between the LIU-TYPE LOGISTIC ESTIMATORS 740 explanatory variable makes this estimator instable. Schaefer, Roi, and Wolfe (1984) proposed the following logistic ridge estimators to cure this problem:
The following logistic Liu estimator ˆd β was defined in Månsson, Kibria, and Shukur (2012) :
where 0 < d < 1. Also, Huang (2012) defined the estimator   , kd β as a combination of the two different estimators given above such that
where k > 0, 0 < d < 1. It was shown that:
kd  ββ . In Månsson et al. (2012) , it was proved that, when d < 1, MLÊd  ββ; it was also shown that ˆd β has a better performance than MLÊ β in the presence of multicollinearity.
In order to provide the explicit form of the MSE function of   , kd β use the following transformations: (Huang, 2012) . (Huang, 2012) .
These theorems show the theoretical advantage of the estimator
Huang (2012), the author designed a simulation study considering k = 0.1, 0.3, and 0.5 and d = 0.2, 0.4, and 0.6. However, it is anticipated that optimal value of d and some estimators of k will result in better performance. 
Proof: It is easy to find the optimal parameter d opt by differentiating
with respect to d and equating the derivative to zero. Solving the equation for d, we get the optimal parameter d opt . ∎ After choosing the optimal parameter d opt for d, the parameter k must be selected. In literature, there are some estimators for the selection of k. The followings are the estimators of k that are used in the simulation study: (Schaefer et al., 1984) 2.
MLE MLÊp
k   ββ (Schaefer et al., 1984) 3. (Hoerl & Kennard, 1970) 4. 
Monte Carlo Simulation
The effective factors are chosen to be the number of explanatory variables p, the sample size n, and the correlation among the explanatory variables ρ 2 . MSE and mean absolute error (MAE) are used as the criterion of judgment. Following Kibria (2003) , in order to generate the explanatory variables, the following equation is used:
LIU-TYPE LOGISTIC ESTIMATORS 744 where i = 1, 2,…, n and j = 1, 2, …, p + 1, and the z ij 's are pseudo-random numbers following the standard normal distribution.
The dependent variable is obtained by using Be(P), where e 1e
such that x i is the i th row of the design matrix X. The parameters β 1 , β 2 ,…, β p+1 are chosen due to Newhouse and Oman (1971) such that β'β = 1, which is a commonly used restriction in many simulation studies in the field; for example see Alkhamisi and Shukur (2008) , Asar, Karaibrahimoğlu, and Genç (2014) , and Kibria (2003) .
The following cases are considered: ρ 2 = 0.90, 0.95, and 0.99, n = 50, 100, and 200, and p = 4, 8, and 12. The simulation is repeated 3000 times for each set of (ρ 2 , n, p). Thus, via this set up, it may be determined which of the estimators k 1 ,…, k 8 has better performance when d opt is used for different combinations of (ρ 2 , n, p).
Results and Discussion
Results of the Monte Carlo simulation are compiled in Tables 1-6 . The factors affecting the MSE's of the estimators in the simulation are the degree of correlation ρ, the sample size n, and the number of explanatory variables p. Tables 1, 3 , and 5 are the AMSE values of Liu-type estimators, MLE for different values of k, and optimal shrinkage parameter d opt when p = 4, 8, and 12. According to these tables, when n and p are fixed, the increase in the correlation ρ causes an increase in the AMSE values of the estimators without exception. When p = 12, the increase in the correlation inflates the AMSE values drastically. The worst case is obtained when the sample size is low and the degree of correlation is high, namely, n = 50 and ρ = 0.99. When the sample size n is increased, fixing p and ρ, it has a positive effect on estimators; in other words, it can be seen that the AMSE values decreases for all of the estimators. Especially for MLE, there is a rapid decrease in the case of high correlation. When fixing n and ρ, if the number of explanatory variables is focused upon, it is observed that an increase in the value of p corresponds to an increase in the AMSE values for both MLE and the other estimators. When the number of explanatory variables is increased, one should also increase the sample size sufficiently in order to make stable estimations. The estimator having best performance among others is k 8 for all of the situations.
In Tables 2, 4 and 6, the MAE values are presented for the estimators for different values of k and optimal shrinkage parameter d opt when p = 4, 8, and 12. Similar comments apply in the case of AMSE. However, the only difference is that the MAE values are significantly smaller than AMSE values for all of the cases.
Particularly for the case p = 12, the MAE values are much smaller than the AMSE values. Again, k 8 is the best option if MAE is used as a performance criterion. 
Application
An empirical application is demonstrated by using a data set taken from the web site of Statistics Sweden 1 . There are 290 municipalities in Sweden; eighty-three municipalities are considered. Those considered are the urban regions defined as the municipalities belonging to the Functional analysis regions Stockholm, Göteborg and Malmö, corresponding to the year 2012. The explanatory variables are defined as follows: X 1 is the population, X 2 is the number of unemployed people, X 3 is the number of newly constructed buildings, and X 4 is the number of bankrupt firms. A binary logistic regression model is set by using the dependent variable defined as follows: If there is an increase in the population of a municipality it is coded as 1; otherwise it is coded as 0.
It is observed from For different values of k defined above and for the optimal shrinkage parameter d opt , the MSEs of the estimators are given in Table 8 . It can be seen from that table that k 8 has the best performance in the sense of MSE reduction.
Also, k 5 and k 6 perform quite well. If the coefficients, standard errors of the estimators, and the corresponding t-values given in Table 9 are considered, it is seen that k 5 and k 6 have very low standard errors when compared to the other estimators. Moreover, t-values corresponding to k 5 and k 6 are larger than the others in absolute value which further shows the superiority of k 5 and k 6 . Thus, k 5 and k 6 seem to be more practical for this data set. Finally, a graph of the MSE function versus k is provided in Figure 1 . According to Figure 1, 
Summary and Conclusion
The benefits of Liu-type estimators in logistic regression were shown in the case of multicollinearity. The optimal shrinkage parameter d opt used in the Liu-type estimator was defined in Huang (2012) . The Monte Carlo experiment was used to evaluate the early proposed ridge regression parameters in logistic regression. Results show that the estimators chosen from the literature outperform MLE for all of the cases taken into consideration when the optimal shrinkage parameter d opt is used. AMSE and MAE values of MLE become inflated when the correlation increases and the sample size decreases. Thus, researchers are advised to use Liutype logistic estimators with the optimal shrinkage parameter in place of MLE in the presence of multicollinearity. The best performance from the estimator will be obtained if k 8 is used. 
