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Abstract
A non-invasive implementation of the Latin domain decomposition method for frictional contact problems
is described. The formulation implies to deal with mixed (Robin) conditions on the faces of the sub-domains,
which is not a classical feature of commercial software. Therefore we propose a new implementation of the linear
stage of the Latin method with a non-local search direction built as the stiffness of a layer of elements on the
interfaces. This choice enables us to implement the method within the opensource software Code Aster, and to
derive 2D and 3D examples with similar performance as standard Latin method.
1 Introduction
Industrialists more and more consider conducting simulation of their products at the scale of the (sub)system instead
of the scale of the individual part. To do so, it is crucial to use robust methods capable of handling large contact
zones with friction. Such interface law are highly non-regular and complex to handle numerically. The contact
formulations often involve Lagrange multipliers [32, 31, 34] and regularization [1, 35]. When the problem can be
tracked back to a linear complementary problem, direct solvers, like the Lemke method, are available. However
they do not scale efficiently with the number of degrees of freedom. A very general family of iterative methods to
handle contact is formed by the Uzawa algorithms [24, 19].
Industrial mechanical simulations also involve large numbers of degrees of freedom. Domain decomposition
techniques are suitable to tackle this issue: by distributing the computation over parallel hardware architecture,
they lift the memory limits of direct solvers. Moreover when well configured they may accelerate the resolution.
Main domain decomposition iterative solvers are: Schwarz methods [17], Balancing Domain Decomposition [27],
Finite Element Tearing and Interconnecting [16, 15, 14] as well as their constrained counterparts [8, 13].
However tackling contact within domain decomposition method is not trivial, in particular if one wants the
contact interfaces to match the interfaces between sub-domains. One notable adaptation of FETI was proposed in
[9, 10, 12, 11]. Robustness of domain decomposition methods was recently significantly improved by the introduction
of adapted augmentation spaces obtained through prior quasi-local analysis [33] or multi-preconditioned approaches
[21]. However these methods are not yet implemented in commercial software due to their invasive nature and the
significant implementation effort required to include them in industrial software.
The Latin method [25] is particularly adapted to treat contact with domain decomposition. In this method,
sub-domains and interfaces are considered as different entities with their own mechanical behavior. Under this
assumption interfaces behavior corresponds to the nonlinear contact laws. The principle of the method is to
separate the linear equations over the sub-domains from the nonlinear local formulation of contact problems, and
to formulate the problem as the search of a fixed point.Two successive problems are defined and solved at each
iteration: independent linear systems set on sub-domains (linear stage) followed by independent nonlinear pointwise
equation on the interfaces with explicit solutions (local stage). The steps of the methods are linked by alternating
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directions [18] which can be interpreted as interface stiffnesses (Robin conditions), this connects the Latin method
with mixed domain decomposition methods, also known as non-overlapping optimized Schwarz techniques [17].
The current challenge is to implement this method inside a commercial software. The difficulty comes from
the treatment of the mixed conditions on the boundary of the sub-domains. Indeed, sub-domains computation
with Robin’s boundary condition is not a classic feature of commercial mechanical simulation software. Thus we
propose a non-invasive approach which enables its implementation. The Robin’s condition is dealt with a “non-
local” stiffness over the faces of the sub-domains. The search direction is built as a mechanical problem on a
layer of elements located on the interfaces. Even though the non-invasive aspect is crucial to the linear stage, this
modification implies reformulation of the one from the local stage.
The paper is organized as follow: the reference problem is presented in sub-structured form in section 2. A
full description of the non-invasive Latin approach is given in section 3. The contact and friction are treated in
section 4. The last section focuses on the numerical studies. A comparison between a ”standard” Latin method and
the new non-invasive formulation is shown. An 2D academic case is presented to validate the contact computation,
then a 3D assembly with frictional contact is treated.
2 Reference problem in substructured form
2.1 Substructured problem
2.1.1 Notations
We consider a family of non-overlapping sub-domains (ΩE)E∈[1,N ] of Rd (d = 1, 2 or 3). Each sub-domain corre-
sponds to a part of an assembly. We assume each part is constituted by an isotropic linear elastic material whose
Hooke’s tensor K is characterized by the Young modulus E and the Poisson ratio ν. Small perturbations and
quasi-static isotherm evolutions are assumed. The displacement field is designated by u, the stress field by σ and
the strain field by ε. When needed the subscript E is used for the restriction to sub-domain ΩE .
Each part ΩE is subjected to Neumann boundary conditions F d on ∂FΩE , Dirichlet boundary conditions ud on
∂uΩE and body force fd. It also interacts with any neighboring sub-domain ΩE′ through the interface ΓEE′ ⊂ ∂ΩE .
Let E be the set of all sub-domains and G the set of all interfaces.
Remarks: Of course we have ∂ΩE ∩ ∂ΩE′ ⊂ ΓEE′ , but ΓEE′ also contains all portions of the boundary which
may enter in contact. Thanks to the small displacement hypothesis, this information needs not be updated during
the resolution (one piece of the boundary can only interact with one given neighbor).
For each interface, displacement and force fields are defined on the two sides. They are respectively written
(WEE′ ,WE′E) ∈ (H1/2(ΓEE′))2 and (FEE′ , FE′E) ∈
(
H−1/2(ΓEE′)
)2
. FEE′ represents the force exerted by the
sub-domain E′ on the sub-domain E. In the case of quasi-static evolution velocity fields
(
W˙EE′ , W˙E′E
)
are also
considered. The interface displacement field is linked to the displacement inside the sub-domain by the trace
operator: WEE′ = tr (uE)|ΓEE′ .
ΩE ΩE ′
ΓEE ′
FEE ′ ,WEE ′ FE ′E ,WE ′E
Figure 1: Force and displacement fields of an interface
In our formulation, not only the sub-domains but also the interfaces are granted a mechanical behavior.
2.1.2 Weak formulation on the sub-domains
For any sub-domain ΩE , let us define local admissibility space UE =
{
u ∈ H1(ΩE), u = ud on ∂uΩE
}
, and its
associated vector space U0E =
{
u ∈ H1(ΩE), u = 0 on ∂uΩE
}
.
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The weak formulation can be written as:
∀ΩE ∈ E ,

∀u˙E ∈ U0E ,
∫
ΩE
σE : ε(u˙E) dΩ =
∫
ΩE
f
d
· u˙E dΩ +
∫
∂FΩE
F d · u˙E dΓ +
∑
E′
∫
ΓEE′
FEE′ · u˙EdΓ
σE = KE : ε(uE)
WEE′ = tr (uE)|ΓEE′
(1)
where one can recognize the conservation of the momentum of the sub-domain submitted to given loads and
neighbors’ interactions, the constitutive equation and the trace relation on the interfaces.
2.1.3 Interface behavior
The interface ΓEE′ can be granted a mechanical behavior given by a relation of the form:
FEE′(τ) = bEE′
(
W˙E′E − W˙EE′ , t < τ
)
(2)
Such a relation can be used to model spring interfaces or cohesive interfaces [23, 29]. Note that bE′E is not
independent from bEE′ because the balance of the interface must be preserved:
FEE′ + FE′E = 0 (3)
The interface ΓEE′ can also be granted kinematic constraints, like in the case of perfect cohesion or contact.
Typically a perfect interface is characterized by:{
FEE′ + FE′E = 0
WEE′ = WE′E
(4)
Intuitively, perfect and contact interfaces can be considered as limit cases of mechanical behaviors (2) (think of
a perfect interface as an infinitely stiff interface). In the following we use the term “interface behavior” and the
notation bEE′ for any kind of interface, except when being more specific is required.
2.2 Discrete formulation
The continuous formulation above is rather standard in the Latin literature. We now propose to completely describe
the resulting discrete system, using operators and notations inspired from [20].
2.2.1 Discretization
A classical FE is used in the sub-domains for the displacement field. Let φu
E
be the matrix of shape function and
UE the vector of nodal displacement, such that uE = φ
u
E
UE .
The interface displacement is also discretized with shape functions φw
EE′
: WEE′ = φ
w
EE′
WEE′ . It is assumed
that φw
EE′
= φw
E′E
. In the classic description of the Latin method, interface traction (FEE′) is also discretized.
This assumption is not useful in the case of matching grids where the key quantity is the work of the traction in
the discretized displacements, that is to say the nodal reactions FEE′ :
∀W ∗EE′ = φwEE′W∗EE′ ,
∫
ΓEE′
FEE′ ·W ∗EE′dS =
∫
ΓEE′
FEE′ · (φwEE′W∗EE′)dS = W∗TEE′FEE′ (5)
In the case where sub-domains have matching grids, we suggest to choose φw
EE′
= tr
(
φu
)
|ΓEE′
. In that case we can
directly build the discrete counterpart to the trace operator as a boolean matrix NEE′ such that
WEE′ = NEE′UE (6)
In the case where sub-domains have non-matching grids, sub-domains are connected to the interface by a mortar-like
approach [3, 2] which sums up to choosing a discretization for the traction field and ensuring the following work
equivalence:
∀F ∗EE′ ∈ FEE′ (ΓEE′) ,
∫
ΓEE′
F ∗EE′ · (WEE′ − (truE)|ΓEE′ )dS = 0 (7)
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where the subspace FEE′ is spanned by the shape functions φFEE′ such that
∫
ΓEE′
φF
EE′
T
φw
EE′
is invertible. This
leads to a non-boolean NEE′ matrix.
To easily handle the many interfaces of one sub-domain, we define concatenated operators:
WE =

...
WEE′
...
 , FE =

...
FEE′
...
 , NE =

. . .
NEE′
. . .
 , E′ spans all neighbors (8)
In the end, the discrete counterpart to system (1) can be written as:
Subdomains: ∀ΩE ∈ E ,
{
KEUE = fdE + N
T
EFE
WE = NEUE
Interfaces: ∀ΓEE′ ∈ G,
FEE′ + FE′E = 0FEE′(τ) = bEE′ (W˙E′E − W˙EE′ , t < τ)
(9)
where fdE stands for the generalized forces associated to given loads and displacements (it is assumed that non
zeros Dirichlet conditions were substituted).
Remarks: The relation between displacement and velocity has not been written to avoid the overloading of the
expression. This relation will be implied in the following of the article.
2.2.2 Global notations
Global variables are used to simplify the writing of all the relations. Let’s consider a given discrete interface variable
xEE′ . As said earlier xE represents the gathering of all the (xEE′)E′ . x will represent the gathering of all the xE
defined on each sub-domain ΩE , same procedure applies to operators:
x =

...
xE
...
 , K =

. . . 0
KE
0
. . .
 , where E spans all sub-domains (10)
2.2.3 Sum and difference assembly operator
We introduce operators which permit to make neighboring sub-domains communicate: the operator A makes sum
of interface vectors whereas the operator B makes differences:
(AF)|Γ{EE′} = FEE′ + FE′E
(BW)|Γ{EE′} = WE′E −WEE′
(11)
Because operators A and B assemble contributions from neighboring sub-domains, their range lies in an “in-between
interface” written Γ{EE′}. There is an arbitrary sign convention in the difference operator which plays no role in
the following. Note that because multiple points are handled in the matrix N, operators A and B are full-ranked.
Let R{Γ} = Range(A) = Range(B) stands for the vector space supported by the “in-between interface” and
RΓ = Range(N) be the vector space constituted by the boundary degrees of freedom (on (ΓEE′)E,E′).
The following property is fundamental to handle interface quantities:
Proposition: Range(BT )
⊥⊕ Range(AT ) = RΓ.
When needed, for regular enough interfaces, we will split the normal n and tangential t components.
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2.2.4 Discrete problem
Under these notations, the discrete problem equivalent to the sub-structured problem is:
KU = fd + N
TF Equilibrium of the sub-domains
W = NU Trace of the sub-domain displacement
F(τ) = BTb(BW˙, t < τ) Interfaces’ behavior
(12)
This notation for the interface’s behavior makes it clear that the equilibrium is ensured: AF = ABTb(BW) = 0.
In the case of perfect interfaces, the equations become:{
AF = 0
BW = 0
(13)
Contact is detailed in section 4.
3 The non-invasive quasi-static Latin method
3.1 Principle of the Latin method
3.1.1 Separation of the equations
In order to solve the problem (12), the Latin method [25] is applied. The first idea of the Latin method is to
separate the equations in two groups. The first one concerns the sub-domains equations, which in our case are all
linear. The second one gathers the equations which manage the behavior of the interfaces, these equations are all
local (i.e. pointwise) in space and time.
Remarks: Historically the separation of equations is made between linear and local equations. We will keep this
denomination even if sub-domain/interface would be more appropriate in our case.
These two groups define respectively two sets of partial solutions to the problem: A and L. The solution of the
whole problem is the intersection of these two sets:
A : (F,W) solutions to
{
KU = fd + N
TF
W = NU
(14)
L : (F̂,Ŵ) solutions to F(τ) = BTb(BW˙, t < τ) (15)
The set A is an affine space often called space of admissible fields. The set L is in general a manifold, in the
case of perfect interfaces, it is a vector space:
L : (F̂,Ŵ) solutions to
{
AF̂ = 0
BŴ = 0
(16)
3.1.2 Iterations
In order to reach the solution of the whole problem an iterative method is applied where partial solutions are found
alternatively in each set A and L.
The so-called local stage consists in, starting from a partial solution sn = (Fn,Wn,W˙n) ∈ A, searching for a
partial solution ŝn = (F̂n,Ŵn,
̂˙Wn) ∈ L. This is made possible by enforcing a search direction of the form:
F− F̂− k+V
(
W˙ − ̂˙W) = 0 (17)
where k+V is an operator which can be chosen by the user. In order to benefit the local character of the equations
which define L, k+V is often chosen to be diagonal.
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The so-called linear stage consists in, starting from a partial solution ŝn = (F̂n,Ŵn,
̂˙Wn) ∈ L, searching for
a partial solution sn+1 = (Fn+1,Wn+1,
̂˙Wn+1) ∈ A. This in made possible by enforcing a search direction of the
form:
Fn+1 − F̂n + k−V
(
W˙n+1 − ̂˙Wn) = 0 (18)
where k−V is an operator which can be chosen by the user.
A relaxation is often applied at the end of linear stages:
sn+1 ← sn + α(sn+1 − sn) (19)
with 0 < α 6 1.
The iterations are graphically represented on Figure 2.
Γ
Ad
S
sn
ŝn
k+V
sn+1
k−V
Figure 2: Latin scheme
Proposition: The convergence of the iterations is proved [25] when k− = k+ are symmetric definite positive
operator and α = 0.5 for maximal monotone behaviours b.
3.1.3 Interpretation of search directions
Considering an interface ΓEE′ search directions are often written at the continuous level as a relation of the form:
FEE′ − F̂EE′ ± kV EE
′
(W˙EE′ − ̂˙WEE′) = 0 (20)
This leads to the following considerations:
• In its most general meaning, kV EE
′
is an operator from H1/2(ΓEE′) to H
−1/2(ΓEE′). Choosing it to be linear
is a classical hypothesis to preserve the linearity of the sub-domains’ computations. But it has no reason from
being local.
• In the literature, a relation like (20), is often referred to as a generalized Robin condition. A possible way to
implement it is to use Ventcell conditions [22].
• In [7] it was proposed to accept the non-locality, and make it clearly appear by choosing a search direction of
the following form:
JEE′(FEE′ − F̂EE′)± k′EE
′
V (W˙EE′ − ̂˙WEE′) = 0 (21)
where JEE′ is Riesz isomorphism from H
−1/2(ΓEE′) to H1/2(ΓEE′), k′EE
′
V can easily be chosen to be scalar.
This choice leads to dense matrices of search direction which are not computationally tractable.
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• In practice, kV EE
′
is often taken as a scalar or a local orthotropic operator [30] (without taking the care to
use Riesz’ isomorphism). In that case the search direction is a classical Robin condition.
• Even when kV EE
′
is chosen to be scalar, there remains two possible interpretations of the search direction.
First the “weak” interpretation where discretization leads to:∫
ΓEE′
(FEE′ − F̂EE′) · W˙ ∗ dS ±
∫
ΓEE′
kEE
′
V (W˙EE′ − ̂˙WEE′) · W˙ ∗ dS = 0
FEE′ − F̂EE′ ± kEE′V (W˙EE′ − ̂˙WEE′) = 0
(22)
and the discrete search direction kEE
′
V is some sort of weighted L
2-mass matrix of the interface.
Second the “strong” (collocation) interpretation where one directly writes:
FEE′ − F̂EE′ ± kEE′V (W˙EE′ − ̂˙WEE′) = 0 (23)
which has the evident advantage of making the search direction local.
• Note that a local search direction can also be derived from a “weak” interpretation by lumping kEE′ or simply
keeping only the diagonal terms.
3.2 The non-invasive Latin method
The mono-scale Latin method is the direct application of the two principles exposed previously. We detail the
method in the case of perfect interfaces. The linear stage is presented first since it is mainly impacted by the
non-invasive hypothesis. Several possibilities to tackle the local stage are presented afterwards.
3.2.1 Linear stage
The linear stage consists in solving problems on the sub-domains. Equations (14) and (18) lead to the following
equations which are independent per sub-domains, and where (F̂, ̂˙W) are known from previous local stage:
Solve for U solution to: KU + NTk−V NU˙ = fd + N
T
(
F̂ + k−V
̂˙W) (24)
In order to solve the differential equation on U, an Euler implicit integration time scheme is applied : U˙t+1 =
Ut+1 −Ut
∆t
. That leads to the problem written in displacement:
(
K + NT
k−V
∆t
N
)
Ut+1 = fd + N
T
(
F̂t+∆t + k−V
̂˙Wt+∆t + k−V
∆t
Wt
)
(25)
Then compute

W˙t+∆t = NU˙t+1
Ft+∆t = F̂t+∆t + k−V
(̂˙Wt+∆t − Ŵt+∆t) (26)
Remarks: Equation (24) can be interpreted as the discretization of the sub-domains equilibrium under a gen-
eralized Robin boundary condition. The term (NTk−V N) in (24) corresponds to the interface impedance, it is a
non-standard term in commercial software for mechanical problems (there often exist implementations for thermal
problems, since it corresponds to convection conditions).
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3.2.2 Non-invasive implementation for the linear stage
Here the aim is to propose a new implementation of the generalized Robin condition prone to be implemented in a
commercial software. First note that other options were possible:
• first, the interface could be connected to the sub-domain by node-to-node springs elements leading to a local
operator.
• second, cohesive elements could be used in their elastic regime. Depending on the chosen quadrature, a local
operator can be obtained.
The idea which we investigate in this study, is to think of k− = k−V /∆t as a generalized Robin condition which
can be realized by adding matter on the boundary of the sub-domains. This strategy leads to a non-local search
direction.
The matter added at interface ΓEE′ is written θEE′ , the Hooke tensor associated to its behavior is KθEE′ . The
addition is called a sole. A zero Dirichlet condition is imposed on the part ∂uKθEE′ of the boundary of the sole
which is not in contact with the interface.
At the continuous level, the search direction operator written in displacement k
EE′
is defined by the following
relation:
FEE′ = kEE′(WEE′) ⇔

u ∈ H1(θEE′), u = WEE′ on ΓEE′ , u = 0 on ∂uθEE′
∀v ∈ H1(θEE′), v = 0 on ΓEE′ ∪ ∂uθEE′∫
θEE′
ε (v) : KθEE′ : ε (u) dΩ =
∫
ΓEE′
FEE′ · v dS
(27)
At the discrete level, if KθEE′ is the stiffness matrix of the sole (with zero Dirichlet boundary conditions taken
into account), then k− is the Schur complement of KθEE′ which condenses the stiffness on the interface degrees of
freedom.
Remarks: A parallel can be done with the Restricted Additive Schwarz method [4, 5]. Indeed the matter addition
at the interface may be seen as an overlap between two sub-domains. However contrary to the Schwarz method, the
boundary of the overlap which is not in contact with the interface is blocked, whereas a displacement come from
the sub-domains is imposed in the Schwarz method. Moreover the material characteristics of the added matter is
a parameter of the method.
From an implementation point of view, solving the problem of the linear stage
(
K + NTk−N
)
corresponds to
solving a mechanical problem on the sub-domain extended with the sole, loaded by an inner interface traction field,
(Figure 3) which is a classic operation in most software. This permits to compute WEE′ and UE .
The nodal reaction FEE′ can be obtained by post-processing the sub-domain or by computing a Dirichlet
problem on the sole alone.
S1
S2
S3
Γ1
Γ2
F
(a) 3 sub-domains with 2 interfaces
S1
Γ1
Γ2
F
(b) Subdomain with
soles. Interface forces
are applied on (Γ1,Γ2)
Figure 3: Example of a problem to solve at linear stage
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3.2.3 The local stage
The local stage corresponds to solving a system of equation at the interfaces. Equations (2) and (17) lead to
searching for
(
Ŵ, ̂˙W, F̂), solution to:
F̂(τ) = b
(̂˙W, t < τ) Constitutive law
F̂− F− k+V
(̂˙W − W˙) = 0 Search direction (28)
We detail the case of a perfect interface:
AF̂ = 0 Equilibrium
BŴ = 0 Continuity of displacement
F̂− F− k+V
(̂˙W − W˙) = 0 Search direction (29)
The use of the search direction in the relation of equilibrium and the relation of continuity leads to the following
expressions of
(
Ŵt+∆t, F̂t+∆t
)
:Ak
+
V Ŵ
t+∆t = Ak+V W˙
t+∆t + A
k+V
∆t
Ŵt −AFt+∆t
Bk+V
−1
F̂t+∆t = Bk+V
−1
Ft+∆t −BWt+∆t
(30)
The equilibrium and continuity relations also impose that F̂ and Ŵ respectively belong to Range(BT ) and
Range(AT ). Thus one can deduce that:
Ŵt+∆t = AT
(
Ak+V A
T
)−1 [
Ak+V W˙
t+∆t −AFt+∆t + Ak
+
V
∆t
Ŵt
]
F̂t+∆t = BT
(
Bk+V
−1
BT
)−1 [
Bk+V
−1
Ft+∆t −BW˙t+∆t
] (31)
Remarks: If we consider a continuous formulation, the solution of the perfect interface problem for the local
stage becomes:
ŴEE′
t+∆t
= ŴE′E
t+∆t
= (kEE′ + kE′E)
−1
[
−FEE′ t+∆t − FE′Et+∆t + kEE′ŴEE′
t
. . .
+ . . . kE′EŴ
t
E′E + kEE′
V W˙
t+∆t
EE′ . . .
+ . . . kE′E
V W˙
t+∆t
E′E
]
F̂EE′
t+∆t
= −F̂E′E
t+∆t
=
(
kEE′
−1 + kE′E−1
)−1 [
W˙
t+∆t
E′E − W˙
t+∆t
EE′ . . .
+ . . . kEE′
−1FEE′
t+∆t − kE′E−1FE′Et+∆t
]
(32)
Thus the case of a perfect interface is a resolution of a mechanical problem over two assembled soles with a Neumann
condition on the interface between them.
Remarks: The case of local stage with contact will be developed further. A major difficulty will be constituted
by the fact that the proposed ”non-invasive” search direction k− is non-local. Thus the choice k+ = k−, which is
recommended by the theory, is not efficient from a computation point of view. Propositions will be made to obtain
a diagonal operator k+ “close to” k−.
3.2.4 Control of the convergence
An error indicator η can be defined to control the convergence of the method. This indicator represents the distance
between a local solution in L and a linear solution in A:
η =
(
W˙ − ̂˙W)T k−V (W˙ − ̂˙W)+ (F− F̂)T k−V −1 (F− F̂)
W˙k−V W˙ + Fk
−
V
−1
F + ̂˙Wk−V ̂˙W + F̂k−V −1F̂ (33)
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Remarks:
• The indicator is post-processed from the linear stage.
• The indicator depends on the search direction.
• Other indicators based on true errors AF and BW, which are computed at the begin of the local step can
also be used.
4 Treatment of the contact
4.1 Frictionless contact
In order to write the contact problem, we assume sufficient smoothness for the interface so that we can define a local
basis at each interface node: n stands for the outer normal direction and t for the tangent direction (the tangent
basis is (t1, t2) in 3D). Conventionally the same normal vector is used on both neighbors, the orientation of the
vector is chosen in agreement with the sign convention of B. Thus we assume all vectors and matrix are turned in
the local interface frame (n, t).
In order to preserve locality, the search direction must be a diagonal operator (in the normal-tangent frame).
Note that obtaining such an operator is not trivial in the case of search directions obtained with matter addition.
In our case the diagonal of the stiffness operator of the sole is chosen.
The local stage for contact interfaces regroups the different relations that govern the contact plus the search
directions written in term of velocity. As for the linear stage, an implicit scheme is applied to link the speed
distribution and the displacement distribution. Thus the problem to solve becomes:
Find
(
Ŵt+∆t, ̂˙Wt+∆t, F̂t+∆t) solution to:

BnŴ
t+∆t
n + jn > 0
AF̂t+∆t = 0
BnF̂
t+∆t
n > 0
BtF̂
t+∆t
t = 0(
BnF̂
t+∆t
n
)T (
BnŴ
t+∆t
n + jn
)
= 0
F̂t+∆t − Ft+∆t − k+V
(̂˙Wt+∆t − W˙t+∆t) = 0
Ŵt+∆t = Ŵt + ∆t̂˙Wt+∆t
(34)
where hat-less quantities and quantities at time step t are known from previous time step and linear stage. jn is
the initial normal gap.
To solve the problem, the time integration scheme is used in the non-interpenetration relation, and then the
search direction is applied to make F̂t+∆t appear, so that we can control the sign of the normal component.
BnŴ
t+∆t
n + jn = BnŴ
t
n + jn + ∆tBn
(
W˙t+∆tn + k
+
V n
−1 (
F̂t+∆tn − Ft+∆tn
))
> 0 (35)
which can be reorganized as:
BnŴ
t
n + jn + ∆tBnW˙
t+∆t
n −∆tBnk+V n
−1
Ft+∆tn︸ ︷︷ ︸
Cn
+ ∆tBnk
+
V n
−1
F̂t+∆tn > 0 (36)
Cn is a computable quantity which enables us to evaluate nodewise the feasibility of a contactless solution. In the
following non-bold characters stand for a given node, we have:{
Contact ⇔ Cn 6 0
No-contact ⇔ Cn > 0
(37)
No contact case Cn > 0
In that case, the solution F̂ t+∆tn = 0 and BnŴ
t+∆t + jn = Cn > 0 satisfies all equations.
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Contact case Cn 6 0
In that case, the solution is ∆tBnk
+
V n
−1
F̂ t+∆tn = −Cn > 0 and BnŴ t+∆tn +jn = 0. To compute F̂ t+∆tn one simply
has to remember that it can be expressed as F̂ t+∆tn = B
T
nF
∗
n for some F
∗
n (indeed F̂
t+∆t
n verifies AnF̂
t+∆t
n = 0),
and thus:
F t+∆tn = −BTn
(
Bnk
+
V n
−1
BTn
)−1 Cn
∆t
(38)
Ŵ t+∆tn then can be deduced using the search direction and the time integration.
For the tangential component of the interface distributions, we use the fact that F̂ t+∆tt = 0. Then with the
search direction and the temporal integration scheme, we obtain :
̂˙W t+∆tt = W˙ t+∆tt − k+V t−1F t+∆tt
Ŵ t+∆tt = Ŵ
t+∆t
t + ∆t
(
W˙ t+∆tt − k+V t
−1
F t+∆tt
) (39)
As a conclusion it is possible to define a nodewise indicator which gives the contact status. This indicator can
be expressed only with the distribution
(
Ŵ tt , W˙
t+∆t, F t+∆t
)
known from the previous linear stage and previous
time step of local stage. Then the computation of the solutions
(
Ŵ t+∆t, ̂˙W t+∆t, F̂ t+∆t) is explicit.
4.2 Coulomb friction
The frictional aspect is taken into account by adding new conditions in the case of contact. First the normal
components can be found as explained in previous subsection. Then in the case of contact, another indicator is
computed to evaluate the possibility of sliding.
Let µ be Coulomb’s friction coefficient. The friction conditions can be written nodewise as: If ‖F̂
t+∆t
t ‖ 6 µ|F̂ t+∆tn | then Bt̂˙W t+∆tt = 0
If ‖F̂ t+∆tt ‖ = µ|F̂ t+∆tn | then ∃λ > 0, Bt̂˙W t+∆tt = λ (BtBTt )−1BtF̂ t+∆tt (40)
where F̂ t+∆tt is still submitted to the balance condition AtF̂
t+∆t
t = 0.
With the same idea as for frictionless contact, it is possible to define an indicator that makes precise the status
of the node. The tangential component of the force distribution is computed and compared to the norm of the
normal one. Beforehand, as the search direction is semi positive definite, a decomposition of the tangential velocity
distribution is done:
∃ (α, β) , ̂˙W t+∆tt = ATt α+ k+V t−1BTt β (41)
ATt α corresponds to the sticking part whereas k
+
V t
−1
BTt β corresponds to the sliding part.
With such an expression for the velocity distribution, the search direction is used to computed the force distri-
bution:
F̂ t+∆tt = F
t+∆t
t + k
+
V t
(̂˙W t+∆tt − W˙ t+∆tt ) (42)
Applying the equilibrium of the force distribution, α can be determined as:
α =
(
Atk
+
V tA
T
t
)−1
At
[
k+V tW˙
t+∆t − F t+∆t
]
(43)
Thus the expression of the force distribution becomes:
F̂ t+∆tt =
[
I− k+V tATt
(
Atk
+
V tA
T
t
)−1
At
]
F t+∆t − k+V t
[
I−ATt
(
Atk
+
V tA
T
t
)−1
Atk
+
V t
]
W˙ t+∆tt︸ ︷︷ ︸
Gt
+BTt β (44)
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Gt represents the sticking contribution to the force distribution. It only depends on contributions from the
linear stage and so can be computed directly at the local stage. It is used as a nodewise indicator for the possibility
of sliding.
Sticking ⇔‖Gt‖ 6 µ|F t+∆tn |
Sliding ⇔‖Gt‖ > µ|F t+∆tn |
(45)
Sticking case If ‖Gt‖ 6 µ|F̂ t+∆tn |
We can directly set β = 0, F̂ t+∆tt = Gt. The velocity distribution is computed with the expression of α.
̂˙W t+∆tt = ATt (Atk+V tATt )−1At (k+t W˙ t+∆tt − F t+∆tt )
Ŵ t+∆tt = Ŵ
t
t + ∆t
̂˙W t+∆tt (46)
Sliding case: If ‖Gt‖ > µ|F̂ t+∆tn |
β and λ > 0 must be found such that ‖F̂ t+∆tt ‖ = µ|F̂ t+∆tn | and Bt̂˙W t+∆tt = λ(BtBTt )−1BtF̂ t+∆tt .
With the expression of the tangential component of the velocity, the traction can be expressed as a function of
β and λ:
(BtB
T
t )
−1BtF̂ t+∆tt =
1
λ
Btk
+
V t
−1
BTt β (47)
Moreover F̂ t+∆tt = Gt +B
T
t β. Thus the relation between β and λ is:
(BtB
T
t )
−1BtGt + β = Btk+V t
−1
BTt
β
λ
(48)
and
β = λ
(
−λI+Btk+V t
−1
BTt
)−1
(BtB
T
t )
−1BtGt (49)
The tangential force distribution can be expressed as a function of λ:
F̂ t+∆tt =
I−BTt
(
I− Btk
+
V t
−1
BTt
λ
)−1
(BtB
T
t )
−1Bt
Gt (50)
And λ > 0 is determined by the relation ‖F̂ t+∆tt ‖ = µ|F̂ t+∆tn | given from the sliding assumption. It is more conve-
nient to consider the intermediate quantity (non-redundant between the two sides of the interface): ‖(BtBTt )−1BtF̂ t+∆tt ‖ =
µ|(BnBTn )−1BnF̂ t+∆tn |. Then we must ensure:∥∥∥∥∥∥∥
I−(I− Btk+V t−1BTt
λ
)−1 (BtBTt )−1BtGt︸ ︷︷ ︸
G′t
∥∥∥∥∥∥∥ = µ|(BnBTn )−1BnF̂ t+∆tn |︸ ︷︷ ︸D (51)
Note that the square matrices are all diagonal.
Remarks:
• F̂ t+∆tt can be expressed as F̂ t+∆tt = γG′t as γ =
(
I−
(
I− Btk
+
V t
−1
BTt
λ
)−1)
• In a 2D case, γ ∈ R∗+ and G′t ∈ R so the unknown γ is easily computed with γ = µ|F̂
t+∆t
n |
‖G′t‖ and therefore:
F̂ t+∆tt = µ|F̂ t+∆tn |
G′t
‖G′t‖
(52)
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• In a general 3D case, the equation 51 is a polynomial equation of the forth degree. However, in the case of
the two tangential search directions are equal, γ = γI with γ > 0. Under this assumption, a similar result
than previously is obtained: γ =
µ|F̂ t+∆tn |
‖G′t‖ and therefore:
F̂ t+∆tt = µ|F̂ t+∆tn |
G′t
‖G′t‖
(53)
• The velocity distribution ̂˙W t+∆t is computed with the relation of the search direction and the expression of
the force distribution F̂ t+∆t. Then the displacement is computed with the temporal integration scheme.
The Latin method for frictional contact is summarized in algorithm 1.
Algorithm 1: Summary of the Latin method
Input: Initialisation
while Error criterion < objective do
Local stage:
foreach time step do
foreach interface do
if interface is perfect then
Non-local computation on a double sole to obtain displacement : Wt+∆t
Explicit time scheme to compute velocity :̂˙Wt+∆t
Search direction to compute force : F̂t+∆t
else
Contact interface:
for each node on the interface do
Compute the contact indicator Cn
if Cn > 0 then
No contact computation
else
Contact computation
Compute the sticking indicator Gt
if ‖Gt‖ 6 µ|F̂ t+∆tn | then
Sticking computation
else
Sliding computation
end
end
end
end
end
end
Linear stage:
foreach time step do
foreach sub-domain do
Computation of displacement Wt+∆t by solving a problem on sub-domain plus soles
Explicit time scheme to compute velocity :W˙t+∆t
Search direction to compute force : Ft+∆t
Relaxation step: sn+1 ← sn + α(sn+1 − sn) ;
end
end
end
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5 Numerical examples
First a validation of implementation of the non-invasive aspect is presented in 5.1 compared to a “standard” Latin
with an invasive modification of the stiffness operator. This validation is performed on a simple traction beam
study. Moreover the influence of the search direction on the convergence is shown. An academical test case for
contact with friction is presented in 5.2. The objective is to validate the frictional contact by comparing results
with the ones in [6]. A 3D study of a bolted assembly involving frictional contact with initial gap and pre-load
interfaces is developed in 5.3. The computations are made with Code Aster driven by a python instance.
5.1 Comparison ”standard Latin” / non-invasive Latin
The comparison between a “standard” invasive Latin method and the non-invasive one is performed on a simple
traction beam problem fixed on one side and under a load F on the other side (Figure 4). The Young modulus is E,
the length L and a section S. A sub-structuring in 5 sub-domains is chosen. In this 1D case, the search direction
is reduced to only one parameter per interface.
F
L,S
(a) Reference problem
1
L/5
2
L/5
3
L/5
4
L/5
5
L/5
I II III IV
F
(b) Sub-structured problem
Figure 4: Traction beam
For the standard computation k− = k+ = ESL [25]. For the non-invasive version, the parameter is reduced to
the Young modulus of the soles and therefore it is easy to obtain equivalent search directions for the two cases by
choosing Es the Young modulus of the soles as Es = E
Ls
L with Ls the length of the soles. As the soles are composed
with a layer of one element, the size Ls is equal to the discretization h. A parametric computation is led to study
the impact of the search direction on the convergence.
The numerical value of the parameters are given on the Table 1.
Table 1: Parameters
Parameters Value
E 200 GPa
L 100 mm
S 10 mm
h=Ls 1 mm
As seen on the Figure 5 the standard and the non-invasive Latin method give the same results. This validates
the non-invasive implementation.
On figure 6 the parametric study is presented to illustrate the dependency of convergence on the search direction.
We use the multiplicative parameter α as k− = k+ = αESL for several sub-structuring. The dimensions of the global
structure and the size of the discretization are the same for all the sub-structuring case. The results show that
an optimal search direction exists and that it does not depend on the choice of the sub-structuring. The optimal
search direction depends on the global structure. These two results are classical for the Latin computation.
Actually as the optimal search direction is not evident to compute for any structure, we keep a “non-optimal”
standard one but sufficient to reach good level of convergence (indicator < 10−5). The rule to choose k+ = k− = ESL
is chosen. For 2D or 3D structure that is translated by adjusting the Young modulus of the soles to ensure that
soles and sub-domains have approximatively the same rigidity.
5.2 An academic 2D friction case
the developed contact management is exemplified on an academic use-case [6]. The quasi-static problem is presented
on the Figure 7. Two interfaces with frictional contact link respectively the sub-domains (1,2) and the sub-domains
(2,3) with the parameters µ1 and µ2 as Coulomb coefficients. An additional interface enables to manage a boundary
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Figure 6: Parametric study of the search direction
condition of unilateral contact with an initial gap j. The structure is under loads F1 and F2 defined by two time
step t0 and t1. Firstly the structure is pre-load with the load F1 before loading with F2. The materials are still
linear elastic defined by the Young modulus E and the Poisson ratio ν. Each sub-structure is discretized by 25× 25
elements. The values of the different parameters are in Table 2.
Table 2: Parameters
Parameters Value/Range
E 210 GPa
h 50 mm
j 0.04 mm
Fmax1 50 MPa
Fmax2 30 MPa
µ1 ∈ [0, 0.6]
µ2 ∈ [0, 0.6]
Depending of the chosen parameters for the Coulomb coefficient, the sub-domain 2 touches or not the boundary
condition with the initial gap. So in order to illustrate this behavior, the force reaction on the boundary condition
is computed at convergence of the algorithm and plotted depending on the two parameters µ1 and µ2 (Figure 8).
Our results correspond to those of Champaney and Boucard in [6]. We obtain the different configurations in
which the contact on the interface with gap is reached or not. On Figures 9a,9b,9c contact is reached, Coulomb
coefficients are too weak to retain the sub-domain 2. On the other hand, on Figure 9d, no contact is obtained on
the interface with gap.
This 2D computation of frictional contact validated our non-invasive implementation. The contact formulation
imposes to modify the non-local search direction into a local one. The convergence of the algorithm by using the
diagonal of the stiffness of the soles as a local search direction proves that the condition of k+V = k
−
V is not really
necessary.
5.3 A 3D contact problem
A 3D contact problem of a bolted assembly is presented here (Figure 10). The purpose of this example is to show
that the non-invasive permits to tackle complex 3D case with frictional contact. The assembly is composed with
two plates and three bolts, symmetry is exploited to limit the size of the problem. Each plate is assigned to three
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Figure 7: Test case for frictional contact
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Figure 8: Response surface of the reaction force wrt
(µ1, µ2)
(a) µ1 = 0, µ2 = 0 (b) µ1 = 0, µ2 = 0.6 (c) µ1 = 0.6, µ2 = 0 (d) µ1 = 0.6, µ2 = 0.6
Figure 9: Deformed shape after the second time step for different cases of friction coefficients - Color corresponds
to horizontal displacement.
sub-domains. The bolts are also sub-structured in three sub-domains. One is the nut whereas the two others
compose the screw. The interface between the two sub-domains of the screw permits to impose a pre-load.
The Young modulus is E = 200 GPa, the Poisson’s ratio is ν = 0.3. The frictional interface has a Coulomb
coefficient of µ = 0.1 and the gap between the screw and the plate is 0.001 mm. These parameters are recalled in
Table 3. The problem is computed in four time steps: the first corresponds to the pre-load of the structure, the
other ones represent a linear traction force F of the upper plate (Figure 11). The lower plate is fixed on the other
side of the assembly.
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Remarks: The pre-load is managed with a contact interface. An initial negative gap imposed at the time step t1
: BnW|t=t1 = −jn with jn > 0 which results in a tension stress in the screw.
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Figure 10: Description of the interfaces and boundary conditions
Table 3: Parameters
Parameters Value/Range
E 200 GPa
ν 0.3
pre-load j 0.001 mm
Time step 1 s
Number timestep 4
Fmax 30 MPa
µ 0.1
gap jn 0.001
Size mesh h 0.5 mm
F
pre− load
t0 t1 t f
Fmax
j
Figure 11: History of the pre-loads in screws and load F
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Figure 12: Error indicator
On Figure 13a we represent the elements in compression (σzz is negative) when the pre-load is imposed. On
this example we find the classical Ro¨tscher’s pressure cone under the head of the screw [28] and the tension in the
body of the screw on Figure 13b. The shearing stress σxz at the last time step is shown on Figure 14a. Stresses
concentrate under heads of screws, due to relative movements of plates. The different contact zones are represented
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(a) Rotscher’s cone with the pre-load: σzz 6 0 (b) Tension in the screw with the pre-load: σzz > 0
Figure 13: Stress in MPa at the time step t1
(a) Negative shearing stress σxz (b) Negative shearing stress σxz
Figure 14: Stress in MPa at the last time step tf
in black on Figure 15 and a detachment of the two plates is visible between the screws. The error indicator is
presented on Figure 12.
Figure 15: Contact zones in black - jump of displacement in mm
This last use-case was derived from actual engineering activities experienced at Airbus. It highlights how the
non-invasive methods permits to overcome critical issues raised by such configurations (multi bolts joints with
significant structural effects of friction and pre-loads). These issues still prevent today from proper computations
with commercial software, and demand expensive and time consuming experimental protocols when certifying.
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A main appeal of non-invasive methods for industry is to allow accurate computational investigations (rather
than tests), while skipping any refurbishment of existing numerical frameworks: as demonstrated, non-invasive
capabilities can be embedded in day-to-day commercial FE software.
6 Conclusion
In this paper we have presented a non-invasive derivation of a mixed domain decomposition capable of dealing with
frictional contact interfaces. In particular the linear stage of the Latin method has been modified to handle Robin
conditions over the boundaries of the sub-domains. A non-local stiffness operator has been proposed to compute
the search direction on the interfaces. It transforms the standard formulation into a simple assembly of stiffness
over the sub-domains that any commercial software is able to compute.
The implementation of this derivation has been validated on a simple test case. Classical results of the Latin
method about the influence of the search direction can be applied to our new non-invasive method: the optimal
search direction does not depend on the sub-structuring but on the global structure.
The contact formulation imposes a scalar node-wise search direction at the local stage that implies different up
and down search direction (k−V 6= k+V ). In order to avoid convergence problems we need to have the closest local
search direction from the non-local one. In that sense we choose the scalar search direction as the diagonal of the
stiffness operator of the sole. According to that operation we transform the non-local behavior of the interfaces
into a decoupled behavior suited to contact formulation. Numerical examples on a 2D academic case confirm the
convergence of the algorithm and a first 3D contact problem of a bolted assembly has been presented
The future works will consist in implementing the extensibility of the method. This multi-scale approach, in the
mean of [26], modifies the linear stage by introducing a macro resolution that ensures a global equilibrium of force
distributions. This approach will be seen as a particular choice of the search direction that makes appear a specific
macro projector. The multi-scale extensibility will be coupled with a parallel implementation of the algorithm in
order to investigate its scalability.
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