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Abstract
This thesis is concerned with the application of set-theoretical methods to problems in anal-
ysis, estimation and control of nonlinear systems. Set-theoretical concepts are often used in
the formulation of various problems in science and engineering. One of the key enablers for
the successful application of set-theoretical methods is the ability to enclose the image set
of nonlinear multivariate systems, which is the focus of the main body of this thesis.
Chapter 2 concentrates on bounding the image of factorable, vector-valued functions.
To this aim, a framework is developed which enables the analysis of existing set-valued
arithmetics—such as interval and polynomial model arithmetics—and the construction of
new ones e.g. an ellipsoidal arithmetic for vector-valued nonlinear factorable functions.
This framework also allows to study on a unified way the convergence (in the Hausdorff
sense) of the enclosures to the exact image as the domain of the function shrinks.
Chapters 3 and 4 are concerned with set propagation through dynamic systems (reach-
ability analysis) defined by parametric ordinary differential equations (ODEs). Computing
enclosures for the reachable set is not straightforward, since it is the image of a function
which is not factorable, but it is defined implicitly by the ODEs. Nevertheless, computa-
tional methods for reachability analysis can take advantage the factorable structure of the
ODE right-hand side. The focus on Chapter 3 is on discrete-time set propagation, i.e. meth-
ods where the integration horizon is discretized into finite steps, and then propagating the
enclosure through each of these steps. Classical methods rely on Taylor expansions of the
ODE solution and proceed in two phases. First, an a step-size and an a priori enclosure for
the reachable set over the current step are determined. Then, the enclosure is tightened at the
end of the step. The algorithm presented in this chapter is also based on Taylor expansions
of the solution, but the order of the phases is reversed. This construction leads to a natural
step-size control mechanism and eliminates the need for tightening the enclosure at the end
of the time-step. Furthermore, sufficient conditions are then derived for the algorithm to be
locally asymptotically stable in the neighborhood of a locally asymptotically stable periodic
orbit or equilibrium point. The key requirement for stability is that the affine-set extensions
used in the propagation have quadratic Hausdorff convergence order.
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On the other hand, Chapter 4 deals with continuous-time set propagationmethods. These
class of methods rely on the construction of an auxiliary system of ODEs, whose solution
is guaranteed to enclose the reachable set of the original ODEs. Here, a unified framework
for the construction of continuous time methods is presented. It is based on a generalized
differential inequality (GDI), whose solutions describe the support function of time-varying
enclosures for the reachable set. This GDI contains as special cases known continuous-
time reachability methods, such as differential inequalities and ellipsoidal set propagation
techniques. Although the GDI is based on the support function characterization of convex
sets, an extension for nonconvex sets is provided using polynomial models with convex re-
mainders. The framework also provides a means for analyzing the Hausdorff convergence
properties of continuous-time enclosure methods. A nontrivial extension of the GDI in the
form of a min-max differential inequality is also introduced for the characterization of ro-
bust forward invariant tubes. This min-max DI provides as a by product a semi-explicit
nonlinear feedback control law, which can also be exploited in robust optimal control and
tube-based robust model predictive control.
Chapter 5 is concerned with the characterization of sets defined implicitly by systems
of constraints. These problems are addressed from a set-theoretical perspective, by adopt-
ing the use of complete-search based constraint projection methods. The chapter presents a
branch-and-prune algorithm which is enhanced by the use of higher order bounding strate-
gies based on polynomial models. The use of optimization-based domain reduction strate-
gies inspired by developments in branch-and-bound algorithms for complete-search global
optimization is also studied. We also introduce a CPU time reduction strategy for polyno-
mial models, which allows reusing the computed bounds whenever they have converged.
For constraint systems that include undetermined systems of equations a domain reduc-
tion strategy in reduced space is presented. This strategy relies on the use of polynomial
models in order to characterize the boundary of the set and makes use of state-of-the-art
Newton-like methods for the solution of systems of nonlinear implicit algebraic equations.
The algorithm is applied to two different problems: guaranteed parameter estimation and
guaranteed asymptotic analysis.
The methods in this thesis have been implemented in CRONOS (https://bitbucket.org/
omega-icl/cronos), a C++ library that builds upon the MC++ library (https://bitbucket.org/
omega-icl/mcpp) for bounding factorable functions. These algorithms have also been tested
in a variety of case studies drawn from Chemical Engineering and Systems biology.
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Notation
Without recalling standard mathematical notation, we collect in this section some of the
syntax used in this thesis. This list is not comprehensive and all of the concepts which are
not defined here are defined throughout the different chapters.
The set of compact subsets of Rn is denoted by Kn, and the subset of compact convex
subsets of Kn, by KnC. We define the unit ball B
n ∈KnC as Bn := {z ∈ Rn | ‖z‖2 ≤ 1}. The
diameter diam(Z) of a set Z ∈Kn is defined as
diam(Z) := max
z1,z2∈Z
‖z1− z2‖ ,
and the support function V [Z] : Rn→ R of Z as
∀c ∈ Rn , V [Z](c) := max
z
{
c⊤z | z ∈ Z
}
.
The Minkowski sum of two compact setsW,Z ∈Kn is denoted by
W ⊕Z := {w+ z | w ∈W,z ∈ Z} ,
and the Haussdorf distance betweenW and Z is given by
dH(W,Z) := max
{
max
w∈W
min
z∈Z
‖w− z‖ ,max
z∈Z
min
w∈W
‖w− z‖
}
. (1)
In particular, the Hausdorff distance of any two convex compact setsW,Z ∈KnC is bounded
by the maximum difference of their support functions
dH(W,Z) ≤ max
c∈Rn,cT c=1
|V [W ](c)−V [Z](c)| . (2)
This result follows readily from (1), by noting that the Hausdorff distance dH(W,Z) =
‖w∗− z∗‖ at a min-max point [resp. a max-min point] (w∗,z∗)∈W×Z is bounded by the dif-
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ference |V [W ](c)−V [Z](c)| in the direction c= w∗− z∗ [resp. in the direction c= z∗−w∗].
IfW ⊆ Z, we have
dH(W,Z) =max
z∈Z
min
w∈W
‖w− z‖ .
Moreover, by a small abouse of notation, we denote the Hausdorff distance between a com-
pact set Z ∈Kn and the origin by
‖Z‖H := dH(Z,{0}) =max
z∈Z
‖z‖ ,
although the function ‖·‖H does not define a norm in general. The set of n-dimensional inter-
val vectors is denoted by IRn. The midpoint and radius of an interval vector P :=
[
pL, pU
]∈
IR
n are defined as mid(P) := 1
2
(pU+ pL) and rad(P) := 1
2
(pU− pL), respectively. The n-
by-nmatrix diag rad (P) ∈Rn×n is a diagonal matrix whose elements are the components of
rad(P).
The set of n-dimensional positive semi-definite symmetric matrices is denoted by Sn+,
while the set of n-dimensional positive definite matrices is denoted by Sn++. For a matrix
M ∈ Sn+, M
1
2 denotes its symmetric square-root. An ellipsoid with center c ∈ Rn and shape
matrixM ∈ Sn+ is denoted by
E(c,M) :=
{
c+M
1
2 v | v ∈ Rn : v⊤v≤ 1
}
or, simply, E(M) if the ellipsoid is centered at the origin.
he Moore-Penrose pseudoinverse of a rectangular matrix M ∈ Rm×n is denoted by M†
and its Frobenius norm by ‖M‖F :=
√
Tr(A⊤A).
A multi-index γ is a vector in Nn, n> 0. The order of γ is |γ| := ∑ni=1 γi. Given a point
p ∈ Rn, pγ is a shorthand notation for the expression ∏ni=1 pγii . Moreover, given a function
f :Rn → R, ∂ γ f is a shorthand notation for the partial derivative ∂ |γ | f
∂ p
γ1
1 ···∂ pγnn
.
The set of n-dimensional Lebesgue-integrable functions on the interval I ⊆R is denoted
by L(I)n. Likewise, Ln denotes the set of Lebesgue integrable functions on R. Unless
otherwise stated, Lebesgue integration is understood with respect to the time variable.
Chapter 1
Introduction
A great variety of natural, engineered and industrial systems are inherently dynamic, includ-
ing batch processes and processes operating at a cyclic steady state. Other such systems are
operated in a transient manner on purpose, for instance in order to improve their versatility
or robustness. All these systems have their evolution governed by differential equations and
are often uncertain due to the presence of time-varying disturbances or due to incomplete/i-
naccurate knowledge of certain parameters or initial conditions.
Uncertain dynamic systems in the form of ordinary differential equations appear in de-
sign and control problems. These problems can in turn be formulated, analyzed or solved
in a set-theoretic framework. By set-theoretic we refer here to any method which exploits
properties of suitably chosen sets or constructed sets in the state space [18]. In designing
a control system for instance, the constraints, uncertainties and design specifications all to-
gether are described naturally in terms of sets; and in measuring the effect of a disturbance
on a system’s response or in bounding the error of an estimation algorithm likewise, sets
play a central role. A number of key set-theoretic concepts have been proposed in the early
1970s, but their systematic applications were not possible until enough computational capa-
bility became widely available.
Today, many such methods and tools are available for the estimation and control of linear
systems – Witness for instance the popularity of Matlab’s Multi-Parametric Toolbox [48].
To name but a few features, they support the construction and a variety of operations on
convex sets, the synthesis and implementation of explicit model predictive control (MPC)
for linear time invariant or piecewise affine systems, the construction of maximal invariant
sets or Lyapunov functions for piecewise affine systems, etc [see, e.g., 69, 18].
Despite enormous progress in recent years, set-theoretic methods and tools for nonlinear
systems are not as developed as their linear counterparts, and they still constitute a widely
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open fields of research when it comes to computational efficiency; see, e.g., Streif et al.
[141] for a recent survey (with applications to biochemical networks).
The main aim of this thesis is to develop methods inspired by set-theory for the solu-
tion of problems in estimation and control of nonlinear systems. The thesis can roughly
be divided in three main parts. The first part is concerned with computing enclosures for
the image set of nonlinear vector-valued factorable functions—informally, those nonlinear
vector-valued functions that can be represented explicitly by a computer code. The sec-
ond part is concerned with the construction of enclosures for the image set of functions
defined by ordinary differential equations, which are not factorable. The third part is con-
cerned with the application of the above enclosure methods to higher-level set-theoretical
algorithms, such as constraint projection for the characterization of implicitly defined sets.
Through this thesis we approach problems from a unified theoretical perspective, but never
loosing sight of their computational implementation.
The remainder of this chapter presents a review of the literature relevant to the topics
addressed in this thesis. Section 1.1 reviews the literature dealing with the construction of en-
closures for factorable functions. Section 1.2 presents a road map of the contributions made
by different communities to set-propagation methods for dynamic systems. Section 1.3
presents an overview of methods for robust model predictive control, with emphasis on the
set-theoretical formalism known as tube-base MPC. In Section 1.4 we review the literature
concerned with the characterization of implicitly defined sets. In this section we emphasize
contributions to the problem of guaranteed parameter estimation and the global solution of
systems of nonlinear algebraic equations. Finally, Section 1.5 presents the contributions and
the general organization of this thesis.
1.1 Set Propagation Through Factorable Functions
A key enabler for set-theoretic methods is the ability to enclose the range of nonlinear multi-
variate systems, and the class of factorable functions—namely, those functions which can be
represented by means of a finite computational graph—has attracted much attention. Since
the invention of interval analysis by Moore more than 50 years ago, many computational
techniques have been developed to construct tight enclosures for the range of factorable
functions. For real-valued, factorable functions, interval arithmetic [97] provides a natu-
ral way of computing such enclosures, since the image set of any continuous function is
itself an interval. In practice, an interval enclosure can be obtained by traversing a directed
acyclic graph (DAG) of the function in order to bound its atom operations recursively and
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as tightly as possible [129]. Although simple, this approach suffers two main limitations,
namely the dependency problem and the wrapping effect. The former happens when multi-
ple occurrences of the same variable, e.g. in a complicated function expression, are treated
as if they were independent from each other. The latter is due to the fact that the image of
an interval vector under a vector-valued function, even a linear linear function, is generally
not an interval vector itself, thus leading to overestimation in enclosing that image set with
an interval vector [82].
The inherent problems of interval arithmetic have lead to the development of alterna-
tive methods to bound the image set of a function, such as the construction of so called
convex/concave enclosures. Convex/concave enclosures are of particular interest in global
optimization, since their aim is to construct under and over estimators for the graph of a
function. One of such approaches is the α-based enclosures for general twice-continuously
differentiable functions [86]. The general idea behind this method is to subtract (resp. add)
from the original function a quadratic term —which depends on a α ≥ 0 in such a way that
the resulting function is convex (resp. concave) in the domain of interest. Intuitively we can
visualize the negative quadratic term as a way of ‘pulling down’ the function until it becomes
convex. The main challenge in constructing α-based estimators is in calculating a value of
the α parameter which will guarantee the convexity of the underestimator, while being small
enough for the enclosure to remain tight. Methods to calculate the α parameter rely on the
observation that the enclosure is convex if and only if its Hessian matrix is positive semidef-
inite in the domain of interest, thus computing the α parameter often requires bounds on the
eigenvalues of the Hessian matrix on the domain. Bounds on the eigenvalues of the Hessian
matrix can be computed using interval arithmetic and Gersgorin’s theorem [50] or the so
called eigenvalue arithmetic for twice-continuously differentiable functions [94].
Another approach to construct convex and concave enclosures was defined by Mc-
Cormick, in his seminal 1976 paper [89]. McCormick’s composition technique provides
a way to relax the original function by the application of rules for the relaxation of univari-
ate composition, binary multiplication and binary addition. This approach requires the use
of interval arithmetic and the availability of convex and concave enclosures for univariate
functions. McCormick relaxations have also been generalized to account for the case of
composition of functions where the the outter function is factorable but the inner function is
not [134]. One of the key properties of McCormick and generalized McCormick relaxations
is that they are at least as tight as their underlying interval bounds [128]. In general, these
relaxations are nonsmooth, thus they can not be used directly with gradient-based optimiza-
tion methods. Approaches to handle this problem rely on the use of nonsmooth optimization
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which requires the construction of subgradients of the enclosure. A systematic method for
the construction of subgradients has been presented in [93]. Analogously to the construc-
tion of McCormick relaxation, the propagation of subgradients is carried out by a recursive
application of rules for binary addition and multiplication and composition with univariate
functions.
It is worth noticing that α-based enclosures and McCormick relaxations are convex
when we consider them as enclosures of the the graph of the function, i.e. the enclosures are
convex with respect to its variables. When considering them as enclosures of the image of
the function they are only intervals. Nevertheless, convexity of the enclosure with respect
to its variables is a higly desirable property in optimization, since any local optimization
method for a convex problem will yield a global optimum. For the problem of bounding
the image of a vector-valued function, convexity may not be such a desirable property since
the image of a vector-valued function is in general nonconvex. Taylor models [15] provide
a way of constructing nonconvex enclosures using multivariate polynomials. Informally a
Taylor model of a function is a pair consisting of a multivariate polynomial of a given order
matching the Taylor expansion of the function at a point and an interval remainder bound-
ing the difference between the expansion and the function [103]. Taylor models can be
constructed and propagated using arithmetic rules much like McCormick relaxations. Com-
putationally, the polynomial is propagated by symbolic computations whenever its possible
while specialised rules to handle the interval remainder exist [15, 13, 103]. Taylor polyno-
mials provide an approximation of a function around a given point, and thus are somehow
‘local’ approximations. Since, we are often looking for global properties of a function it
makes sense to look for ‘global approximations’. Recently a polynomial arithmetic based
on Chebyshev polynomial basis has been introduced and analysed [113, 34]. This arithmetic
has the same convergence properties of Taylor models while providing the global approxi-
mation characteristics of Chebyshev expansions and Chebyshev interpolating polynomials.
As mentioned Taylor and Chebyshev models are nonconvex both in the function space and
with respect to its variables, but methods to obtain convex bounds based on Taylor models
have also been developed. One way of obtaininig convex/concave bounds its to compute
an interval extension of the polynomial and add the interval remainder. Although straight-
forward, the bounds obtained through a naive interval computation can be rather loose, this
has lead to several improvements such as computing exact interval bounds for the first and
second order terms of the polynomial [85, 78] and expressing the polynomial in a Bernstein
basis [77]. Another technique for computing convex/concave enclosures involves the use of
McCormick relaxations for Taylor models [93].
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Polytopes can also be used to enclose the image of a function. Polyhedral relaxations
have been widely used in the context of global optimisation [142]. These relaxations
can be constructed using the decomposition/relaxation/outer-approximation technique [139].
These technique proceeds by decomposing nonlinear terms into unary and binary operations
with the aid of intermediate variables, then bilinear and fractional terms are replaced by
polyhedral envelopes. In the last step, nonlinear relaxations of univariate functions are outer
approximated using affine relaxations at well chosen points. Other techniques for the con-
struction of polyhedral relaxations are the reformulation-linearization technique [136, 135]
and affine relaxations (via subgradients) of McCormick relaxations [93].
Among the alternatives to enclose the range of functions or sets defined by equalities
and/or inequalities, mention should also be made of the sum-of-squares (SOS) approaches
which provide nested sequences outer-approximations as hierarchies of linear matrix in-
equality (LMI) relaxations [73]; see also Parrilo [107].
An important property of methods for constructing enclosures of the image of a func-
tion is how quickly these enclosures converge to the exact image as the size of the domain
vanishes. This property is studied through the convergence rate of these enclosures in the
Hausdorff sense. This is specially relevant in global optimization where it has been shown
that the convergence order can be related to the so-called cluster effect [33, 155]. The con-
vergence properties of McCormick relaxations, Taylor models and α-based estimators as
applied to factorable functions have been analyzed in [19, 20]. In particular it was shown
that McCormick relaxations and α-based estimators converge quadratically while the con-
vergence of Taylor models is equal to the degree of the Taylor polynomial plus one.
The approaches taken for the construction of enclosures for the image-set of factorable
functions are various, but they seem to have several properties in common. Now, Can these
similarities be formalized in any way?, Can we converge to a general theory for the construc-
tion and analysis of enclosure methods for factorable functions?. Typically these methods
are also analyzed in the context of multivariate but real-valued functions. When extend-
ing these methods to vector-valued functions, the analysis is carried componentwise. This
raises another question, Do the properties of these methods trivially extend to vector-valued
functions?. These questions will be addressed in Chapter 2As it turns out, we can construct
a general arithmetic which contains most of the methods presented in this review. This
framework was designed specially for vector-valued functions and allows to study concepts
like convergence in general way. Moreover the framework provides means to construct new
set-valued arithmetics.
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1.2 Set Propagation Through Dynamic Systems
The next level of complexity of set propagation is the construction of enclosures for the set
of states that can be reached by a dynamic system when it is subject to uncertainties either in
the initial conditions or in the form of uncertain parameters. The aforementioned set is called
reachable set and computing enclosures for the reachable set is motivated for example by
applications in the field of dynamic optimization. In the context of global optimization, an
over-approximation of the reachable set can be used to construct relaxations of the feasible
region and the objective function, which are pivotal in branch-and-bound search and its
variants; [see, e.g., 106, 24, 78, 126]. In robust optimization likewise, the enclosure of a
system’s reachable set can be used to ensure feasibility of that system’s response despite the
presence of uncertainty [56]. Other applications of reachability analysis are for problems
in the fields of robust MPC [76], guaranteed state and parameter estimation [57, 62, 3], and
system verification and fault detection [79, 145, 144].
Advances in the field of reachability analysis originate from various fields. In viability
theory [8], uncertain dynamics are expressed as differential inclusions. In contrast, compari-
son principles consider auxiliary sets of ODEs that do not depend on the uncertain variables
to enclose the reachable set of an uncertain dynamic system. One such comparison principle
is provided by the theory of differential inequalities [71, 154], where the right-hand side of
the auxiliary ODEs under/overestimate the minimal/maximal value of the right-hand side
of the uncertain dynamic system. Other comparison principles relate the reachable sets of
uncertain ODEs to the solutions of Hamilton-Jacobi-Bellman (HJB) and Hamilton-Jacobi-
Isaacs (HJI) equations [67, 91, 92, 83].
Contributions to reachability analysis are also found in the field of reliable computing.
Verified ODE integration techniques were first developed to compute guaranteed solutions
for ODEs with rounding errors as the sole source of uncertainty. In the classical approach,
the integration horizon is discretized into finite steps and a two-phase algorithm is applied
at each step [35, 100]. Phase I is concerned with the computation of an a priori enclosure
and a step-size, such that existence and uniqueness of the solution can be ascertained on that
domain. This typically relies on a high-order Taylor series expansion of the ODE solutions,
in combination with interval analysis [29, 99]. Phase II propagates a tightened enclosure
until the end of a given step, for instance based on an interval Taylor series [81] or a more
involved interval Hermite-Obreschkoff method [100]. Further developments aiming to re-
duce conservatism in Phase II include wrapping mitigation strategies [81] as well as the use
of Taylor models [84, 103] to mitigate the dependency problem [16, 14, 80, 101]. A hybrid
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approach combining differential inequalities with the two-phase approach is proposed in
[119], which provides a verified implementation of the method of differential inequalities.
Another verified implementation featuring a simple Runge-Kutta method in combination
with a Piccard iteration scheme is described in [120].
A well-developed theory for enclosing the solution set of linear and hybrid uncertain
systems has emanated from the field of control theory. These methods commonly proceed
by propagating sets forward in time too [18]. One example is the ellipsoidal bounding ap-
proach [70], first developed for linear systems under ellipsoidal uncertainty sets, and later
extended to address nonlinear systems as well [56]. This method involves constructing
vector- and matrix-valued ODEs, whose solutions are, respectively, the center and the shape
matrix of ellipsoids that enclose the reachable set of the uncertain dynamic system, point-
wise in time [147]. Other set representations used for bounding reachable sets include poly-
topes [26] and zonotopes [6].
In the field of global optimization, the construction of convex lower-bounding prob-
lems for nonlinear dynamic optimization problems is pivotal to the development of efficient
complete search methods. Considerable effort has thus been devoted to obtaining convex
estimators for the solution of parametric nonlinear ODEs with respect to the uncertain pa-
rameters. For linear dynamic systems, a method was developed in [137] which provides
affine bounds in the parameter space via the solution of an auxiliary set of ODEs. This
method was later extended to propagate affine bounds [138] as well as a pair of convex and
concave bounds [131, 132] for the solutions of parametric nonlinear ODEs based on differ-
ential inequalities and (generalized) McCormick relaxations [89, 134]. The refinement of
reachable set enclosures by accounting for a priori or physical information about a given
system was also investigated in [137, 133]. Another way of computing pointwise-in-time,
convex under-estimators and concave over-estimators using the α-BB approach [87, 2] has
been described in [106, 22, 105]. Discretization-based methods adapted from the field of
reliable computing too have been considered in the context of global optimization. An
extension of the two-phase approach based on Taylor models for handling parametric uncer-
tainty was considered in [80, 78], and similar extensions for the propagation of McCormick
relaxations and McCormick-Taylor models [20] are described in [127, 128].
Other approaches involve constructing outer-approximations of the reachable set of (pos-
sible controlled and constrained) dynamic systems as hierarchies of linear matrix inequality
(LMI) relaxations [47]. Moreover, so-called indirect approaches have also been developed,
which formulate reachability questions as optimal control (or game theory) problems and
determine reachable-set outer-approximations by Hamilton-Jacobi projections [91, 83]. Re-
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lated to reachability analysis, the problems of computing the region of attraction of a target
set or the maximum invariant set are also essential and long-standing challenges in dynamic
system and control theory [47, 65].
In sum, existing methods for constructing enclosures of the reachable set of nonlinear
ODEs are scattered across different disciplines. A possible classification for all of these
methods is whether the enclosures are propagated continuously in time or on a time grid
after discretization of the integration horizon.
The concept of Hausdorff convergence order can also be extended to the enclosures of
reachable sets. Although no systematic analysis has been carried out for the propagation
of the convergence order when propagating sets through ODEs it is not hard to contrive
examples whereby the enclosures computed based on differential inequalities would only
enjoy first-order Hausdorff convergence. One of the main problems that these method suffer,
is the so-called bound explosion which occurs when the size of the enclosures of reachable
sets grows without a bound in a finite time horizon. This problem is analogous to the
finite escape time occurring in ODEs whose right-hand sides are not Lipschitz continuous.
Although no rigorous analysis of this problem has been carried out, empirical evidence
points out to the accumulation of overestimation through the set propagation method.
Again, the first question that can be asked at this point is: What do these methods have in
common?. In particular, Is there any link betweeen continuous-time set propagation meth-
ods such as the ellipsoidal method or differential inequalities? and Can we link continuous
and discrete-time set propagation methods?. Furthermore the last paragraph shows the need
for a systematic analysis of these methods. In Chapters 3 and 4 these questions are ad-
dressed. In particular in Chapter 3 we provide a method for discrete-time set propagation
using affine-set parameterizations and also analyze its stability properties. As it turns out,
the problem of stability in set-propagation through dynamic systems is intimately related to
the convergence properties of the chosen arithmetic. In Chapter 4 a unifying framework for
the construction of continuous-time set propagation methods in the form of a generalized
differential inequality (GDI) for support functions is presented. In particular the methods of
differential inequalities and ellipsoidal calculus are special case of this GDI. Furthermore,
this framework provides means for analyzing the convergence properties of such enclosures.
1.3 Robust Model Predictive Control
Model predictive control (MPC) refers to a class of feedback controllers, which proceed
by solving, at each time step, an optimal control problem predicting the future behavior of
1.3 Robust Model Predictive Control 9
a dynamic system on a finite, receding time-horizon, using the current state measurement
as initial condition [122]. The predicted optimal control trajectory is applied to the actual
system until the next measurement becomes available, and the process is then repeated. The
implementation of such controllers is based on a certainty-equivalence principle, whereby
the future of the system is optimized as if neither external disturbances nor model mismatch
were present, despite the fact that such disturbances and mismatch are the reason why feed-
back is needed in the first place.
The main advantage of certainty-equivalence in MPC is that the resulting optimization
problems can often be solved efficiently, in real time [32, 51]. This approach works well
in many practical applications, and it often exhibits a certain robustness due its inherent
ability to reject disturbances [104, 156]. However, the constraints may become violated
when large disturbances occur, since uncertainty is not taken into account in optimizing the
predicted state trajectories. In such cases, robust MPC schemes can be used to mitigate
these optimistic, certainty-equivalence-based predictions [122]. Nonetheless, a rigorous for-
mulation of robust MPC calls for the solution, at each sampling time, of an optimization
problem whose decision variables are the future control policies, that is, functions mapping
the state measurements onto the control actions. Such optimization problems are hard to
solve in general, and only for very short time-horizons can brute-force approximations, e.g.
based on scenario trees [30, 36], be used currently. Because scenario-tree approaches scale
exponentially with the length of the time-horizon, they may even be worse than robust dy-
namic programming approaches [12, 31, 122], which scale linearly with the length of the
prediction horizon, yet exponentially with the state dimension.
Convex formulations of robust MPC have been derived for certain classes of problems,
for instance when the dynamic system is jointly affine in the state, control and uncertainty
and the feedback control law is itself affine in the disturbance [42, 41]. There, the num-
ber of the (matrix-valued) optimization variables scales quadratically with the length of the
prediction horizon. The conservatism introduced by an affine parameterization of the con-
trol law is discussed in [146]. In this context, we also refer to [157], whereby real-time
variants of robust MPC based on certain affine feedback laws are analyzed. Other convex
formulations can be obtained by reformulating the semi-infinite constraints arising in robust
MPC as linear matrix inequalities (LMIs). One such LMI reformulation for bounding the
worst-case performance of linear systems under additive bounded uncertainty using constant
state-feedback control laws was derived in [66]. Another approach was presented in [75],
whereby the future model variations are bounded by a family of polytopes expressed as LMI
constraints.
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Other state-of-the-art approaches in robust MPC follow a set-theoretic perspective.
These methods find their origins in viability theory [7, 68, 69] or, more specifically, in
set-theoretic methods for control [17, 18]. Robust MPC schemes based on these paramet-
ric set-propagation methods are also known collectively under the name tube-based MPC.
There, the predicted trajectory is replaced by a robust forward invariant tube (RFIT) in
the state-space, namely a tube that encloses all possible state trajectories under a given
feedback control law, which is independent of the uncertainty realization [72]. Tube-based
approaches are typically analyzed under the assumption that exact state measurements are
available [116], or that the equations of a parameterized state estimator, e.g. a linear filter,
can be added to the system dynamics so that standard tube-based methods transfer read-
ily [88].
A parameterized tube-based MPC formulation for linear discrete-time systems with
affine uncertainty has been proposed in [117]. This formulation allows for the simultaneous
optimization of tubes and control laws that are nonlinear in the state measurements, result-
ing in a computationally tractable, linear programming (LP) formulation, whose decision
variables and constraints scale quadratically with the prediction horizon. A generalization
handling more general cost functions is considered in [114], and a way of reducing the
online complexity of this approach to linear complexity via offline computations is further
presented in [118]. Tube-based methods have also been developed for linear systems with
multiplicative uncertainty, for example by using polytopic tubes with quadratic cost, which
leads to a quadratic programming (QP) formulation [37]. Regarding nonlinear dynamics, a
possible tube-based approach involves linearizing the system around a feasible, but subop-
timal, trajectory and computing the tube by regarding the linearization errors as additional
uncertainty. This idea was used in [74] with polytopic tubes and affine feedback laws. A
similar approach was developed by [21] in the case of quadratic cost terms and ellipsoidal
tubes.
In Chapter 4 (cf. Section 4.7) we provide a characterization of robust forward invariant
tubes developed to be used in tube-based MPC and also suited for robust optimal control
problems. These tubes are characterized in terms of a min-max differential inequality, a
nontrivial extension of the GDI. Furthermore, as a bi product of the min-max DI formulation
we can compute (semi) explicit nonlinear feedback control laws.
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1.4 Implicitly Defined Sets and Constraint Projection
Mathematical modelling has become an integral part of modern process design methodolo-
gies as well as in control system design and operations optimization. Often, these model-
based methodologies involve the characterization of sets defined implicitly via systems of
mixed equality and inequality constraints. In the analysis of dynamic models two problems
that can be expressed in terms of implicitly defined sets are: guaranteed parameter estima-
tion and guaranteed asymptotic analysis.
Given a model structure (in the form of parametric ODEs), parameter estimation—often
referred to as model fitting— normally proceeds by determining parameter values for which
the model predictions closely match the available process measurements. Failure to find
an acceptable agreement calls for a revision of the model structure, before repeating the
parameter estimation.
Most commonly, the parameter estimation problem is posed as an optimization problem
that determines the parameter values minimizing the gap between the measurements and
the model predictions, for instance in the least-square sense. Nonetheless, several factors
can impair a successful and reliable estimation procedure. First of all, structural model mis-
match is inherent to the modeling exercise, and it is illusive to look for the ‘true’ parameter
values in this context. Even in the absence of model mismatch, fitting a set of experimental
data exactly is generally not possible due to various sources of uncertainty. A measure-
ment’s accuracy is always tied to the resolution of the corresponding apparatus. Moreover,
measured data are typically corrupted with noise, for instance Gaussian white noise or more
generally colored noise.
Among the available approaches to account for uncertainty in parameter estimation, the
focus in this thesis is on guaranteed parameter estimation [153], namely the determination
of all parameter values—referred to as the solution set subsequently—that are consistent
with the measurements under given uncertainty scenarios. Specifically, we consider the
case that the uncertainty enters the estimation problem in the form of bounded measurement
errors. An inherent advantage of this approach over more traditional parameter estimation
is that no (consistent) solution to the problem will be lost, and this can help detect problems
arising due to lack of identifiability. Moreover, the estimation process does not rely on a
particular statistical description of the uncertainty, as is typically the case when applying
maximum likelihood or Bayesian techniques. On the downside nonetheless, performing
guaranteed parameter estimation turns out to be a very challenging and demanding task
from a computational standpoint.
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The second problem addressed in this thesis is that of guaranteed asymptotic analysis of
a dynamic model. By asymptotic analysis we mean studying the long term behaviour of a
dynamic system, in particular its equilibrium behaviour. This problem involves computing
the solution manifold of a system of —generally nonlinear— algebraic equations. And
by guaranteed —similarly to guaranteed parameter estimation— we mean every possible
solution of the system in a given domain.
In the case that the algebraic system is fully determined— e.g. when all parameters are
fixed and we are only interested in the equilibrim states— the solution set is a discrete space
(0-manifold) [10]. In fact since this set is compact and discrete it is also finite. This means
that the solution manifold is composed of a finite number of locally isolated solutions to the
algebraic system. In this case, solutions can be approximated using iterative methods such
as Newton’s method and its variants. The success of Newton-type methods depends on the
choice of initial guess and no guarantee can be made that all solutions have been found.
In the overdetermined case —e.g. when we are interested in the equilibrium solution
of the model with respect to both state variables and parameters—numerical continuation
methods [4, 5] can be used. The basic idea behind continuation-type methods is to con-
sider some variables (typically state variables) as a function of some independent variables
(parameters). The procedure starts from a known (fixed) point in the equilibrium manifold
and as it name suggests approximately continuing the solution curve in the neighbourhood
of that point. Computationally this can be achieved in a two-phase procedure. The first
phase is the predictor step, where an approximate solution is found by advancing the initial
fixed point by a small perturbation. In the second phase (corrector step) the algebraic con-
dition is enforced using Newton-type methods with the predictor point as an initial guess.
This, so-called natural parameter continuation tends to fail in the presence of singularities
or turns in the solution curve which has lead to the development of refinements such as
piecewise-linear (or simplicial) continuation, arc length and pseudo-arc length continuation
(see e.g. [123] for an overview).
It is worth noticing that the solution set over a domain of interest is typically the union of
possibly disconnected manifolds. In this case if one wishes to approximate every solution
curve using continuation-type methods, it would be necessary to have an initial point for
every curve.
In general, an exact characterization of implicitly defined sets (such as the solution set
of guaranteed parameter estimation and guaranteed asymptotic analysis) is not possible and
thus we have to resort to approximate methods. Constraint projection provides a framework
for the construction of rigorous enclosures for implicitly defined sets. In fact, constraint
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projection is concerned with the exhaustion of the set of values satisfying the system of
implicit constraints and as a by product allows for lower-dimensional projections of this
set [103].
Complete approaches to solve the constraint problem rely on exhaustive search algo-
rithms e.g. branch and prune (B&P). Much as branch and bound methods for complete-
search global optimization, B&P algorithms the computational domain is partitioned into
progressively smaller domains where inclusion tests are performed to decide whether the
elements in the domain satisfy the implicit constraints, else is removed from the search.
For nonlinear algebraic equations, the problem of approximating the solution set by a
box partition, at an arbitrary precision, has been shown to be tractable using branch and
prune with interval analysis [95], for instance using the set-inversion algorithm SIVIA [59].
In the context of guaranteed parameter estimation, the branch and prune approach has
been extended to dynamic systems using ODE bounding techniques [e.g., 57, 111]. In a
recent paper, Kieffer and Walter [61] have identified the main computational bottlenecks
of set-inversion algorithms for guaranteed parameter estimation in dynamic systems to be:
(i) the need for tight bounds on the solutions of the dynamic system; and, (ii) the need
for efficient domain-reduction strategies as part of the exclusion tests. In this context, the
use of ODE bounding techniques based on Taylor models has been investigated by Lin and
Stadtherr [80] and Kletting et al. [63] using discrete-time bounding techniques and, more re-
cently, by Paulen et al. [108] using a continuous-time approach. These authors have reported
significant improvements in the convergence speed of the set-inversion algorithm compared
to classical approaches based on interval enclosures. In principle, the higher the Taylor ex-
pansion order of the ODE solutions with respect to the uncertain parameters, the smaller
the number of iterations required by the set-inversion algorithm to converge. Nonetheless,
a higher-order expansion can incur a significant computational overhead, thereby defining a
trade-off in terms of the overall computational burden with regards to the expansion order.
Another approach to enhancing the convergence of branch-and-prune algorithms for
constraint projection involves applying contractors to the parameter boxes in order to reduce
their width. Contractors based on optimality tests were derived by Jaulin et al. [58] using
interval analysis, and later applied to dynamic system, e.g., by Kieffer and Walter [61].
Besides enabling higher-order convergence, the use of Taylor models to enclose the ODE
solutions provides an explicit representation of parameter dependencies via the multivariate
polynomial part. Lin and Stadtherr [80] and Kletting et al. [63] took advantage of this
representation and used a constraint-propagation strategy in order to contract the parameter
boxes.
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1.5 Contribution and Overview of the Thesis
The next four chapters of this thesis present novel contributions in the area of estimation
and control of uncertain dynamic systems.
Chapter 2 is concerned with methods to bound the image set of nonlinear vector-valued
functions. In particular, a novel framework for the construction and analysis of set-valued
arithmetics is presented. This framework relies on the use of so-called affine-set parameteri-
zations, which allow the representation of sets such as intervals, ellipsoids, and polytopes as
affine transformations of simpler sets such as unit norm-balls. Moreover, the affine-set pa-
rameterization framework allows for the construction of nonconvex set-valued arithmetics
such as polynomial models with both interval and ellipsoidal remainders. In this chapter,
we also provide sufficient conditions to analyze the convergence properties of set-valued
arithmetics. Moreover, conditions to construct quadratically convergent arithmetics have
been provided. The theoretical developments of this chapter have been used to construct
an ellipsoidal arithmetic for vector-valued functions. Moreover, it has been shown that this
ellipsoidal arithmetic is quadratically convergent. The material in this chapter has appeared
in the following peer-reviewed publications:
[54] Houska, B., Villanueva, M. and Chachuat, B. (2015b). “Stable set-valued integration
of nonlinear dynamic systems using affine set-parameterizations”. SIAM Journal on
Numerical Analysis, vol. 53 (5), pp. 2307–2328.
[151] Villanueva, M.E., Rajyaguru, J., Houska, B. and Chachuat, B. (2015). “Ellipsoidal
arithmetic for multivariate systems”. 12th International Symposium on Process Sys-
tems Engineering and 25th European Symposium on Computer Aided Process Engi-
neering, Computer Aided Chemical Engineering, vol. 37 (J.K.H. Krist V. Gernaey
and R. Gani, eds.). Elsevier, pp. 767 – 772.
Chapter 3 deals with discrete-time methods for set propagation through parametric dy-
namic systems. In particular this chapter presents a novel algorithm that propagates generic
affine-set parameterizations and whose images are guaranteed to enclose the reachable set
of parametric ODEs. The algorithm reverses the classical two-phase approach of validated
ODE integration by first constructing a predictor of the reachable set and then determines a
step-size for which this predictor yields a valid enclosure. This reversed approach leads to a
natural step-size control mechanism, which no longer relies on the availability of an a priori
enclosure. Since the algorithm is generic, it encompasses the propagation of intervals, ellip-
soids and polynomial models. Furthermore, an stability analysis of the enclosures computed
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with the algorithm is presented. The main contribution of this chapter is to prove that, for
a certain class of assymptotically stable parametric ODEs, locally stable and convergent en-
closures can be obtained on infinite time horizons when the underlying affine set aritymetic
converges quadratically in the Hausdorff sense. Another contribution of this chapter is on
the use of ODE invariants in order to tighten the enclosures of the reachable set. The prop-
erties of the algorithm are illustrated with some numerical case studies. The material in this
chapter has appeared in the following peer-reviewed publications:
[53] Houska, B., Villanueva, M.E. and Chachuat, B. (2013). “A validated integration
algorithm for nonlinear ODEs using Taylor models and ellipsoidal calculus”. 2013
IEEE 52nd Annual Conference on Decision and Control (CDC). pp. 484–489.
[54] Houska, B., Villanueva, M. and Chachuat, B. (2015b). “Stable set-valued integration
of nonlinear dynamic systems using affine set-parameterizations”. SIAM Journal on
Numerical Analysis, vol. 53 (5), pp. 2307–2328.
[148] Villanueva, M.E., Houska, B. and Chachuat, B. (2014). “On the stability of set-
valued integration for parametric nonlinear {ODEs}”. 24th European Symposium
on Computer Aided Process Engineering, Computer Aided Chemical Engineering,
vol. 33 (J. Klemes, P. Varbanov and P.Y. Liew, eds.). Elsevier, pp. 595 – 600.
[150] Houska, B., Villanueva, M. and Chachuat, B. (2015b). “Stable set-valued integration
of nonlinear dynamic systems using affine set-parameterizations”. SIAM Journal on
Numerical Analysis, vol. 53 (5), pp. 2307–2328.
In Chapter 4 a framework for the construction and analysis of enclosures for the reach-
able set of nonlinear parametric ODEs using continuous-time methods is presented. This
framework is based on the support function representation of convex sets. In particular a
generalized differential inequality, which provides sufficient conditions for a time-varying
support function to describe a convex enclosure for the reachable set is introduced. We show
that this GDI encompases results from both the classical theory of differential inequalities
and ellipsoidal set-propagation techniques as special cases. We also extend our construc-
tion to nonconvex sets characterized as the minkowski sum of a polynomial and a convex
remainder (in particular polynomial models with interval and ellipsoidal remainders). The
GDI is then extended to control systems with time-varying disturbances, and a minmax
GDI is introduced to characterize robust forward invariant tubes for control systems with
particular emphasis on tube-based MPC methods. As a by product of the minmax GDI,
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feedback control laws can be derived in a semi-explicit manner. This minmax GDI is also
used to construct practical tube-mpc approaches using robust forward invariant tubes with
ellipsoidal cross sections. In this chapter we also analyze the convergence properties of
continuous-time enclosures constructed using the GDI. Here again, we recover the classical
linear and quadratic convergence results for differential inequalities and ellipsoidal set prop-
agation respectively. Moreover, the convergence rate of nonconvex set propagation methods
based on Taylor models is analyzed, showing that the Hausdorff convergence order of these
enclosures is q+1 when qth order Taylor models are considered. The material in this chap-
ter has appeared in (or has been submitted to) the following peer-reviewed publications (or
journals):
[25] Chachuat, B. and Villanueva, M.E. (2012). “Bounding the solutions of parametric
ODEs: when taylor models meet differential inequalities”. 22nd European Sympo-
sium on Computer Aided Process Engineering, Computer Aided Chemical Engineer-
ing, vol. 30 (I.D.L. Bogle and M. Fairweather, eds.). Elsevier, pp. 1307–1311.
[152] Villanueva, M.E., Paulen, R., Houska, B. and Chachuat, B. (2013). “Enclosing the
reachable set of parametric ODEs using taylor models and ellipsoidal calculus”. 23rd
European Symposium on Computer Aided Process Engineering, Computer Aided
Chemical Engineering, vol. 32 (A.K. Turunen and Ilkka, eds.). Elsevier, pp. 979–
984.
[149] Villanueva, M.E., Houska, B. and Chachuat, B. (2015a). “Unified framework for
the propagation of continuous-time enclosures for parametric nonlinear ODEs”. J.
Global Optim., vol. 62 (3), pp. 575–613.
[150] Villanueva, M.E., Quirynen, R., Diehl, M., Chachuat, B. and Houska B. (2016). “Ro-
bust MPC via Min-Max Differential Inequalities”. Automatica, (Submitted).
Chapter 5 presents a constraint projection algorithm for computing enclosures of im-
plicitly defined sets. This algorithm is based on branch and prune and thus belongs to the
class of complete methods for global search. The algorithm is applied to two particular
problems that occur in the analysis of dynamic systems: guaranteed parameter estimation
and guaranteed asymptotic analysis. The constraint projection algorithm presented in this
chapter is enhanced by the use of higher order bounding strategies such as the ones pre-
sented in Chapter 4 when dealing with guaranteed parameter estimation problems or the
ones presented in Chapter 2 when dealing with guaranteed asymptotic analysis. The effect
1.5 Contribution and Overview of the Thesis 17
of domain and CPU-time reduction strategies based on polyhedral relaxation of the polyno-
mial model enclosures is also investigated. Finally, we propose a novel approach to mitigate
the clustering effect in constraint projection problems whose defining constraints contain a
system of overdetermined algebraic equations. This approach relies on the use of rigorous
Newton-like methods and allows to express the boundary of a constraint set as the union of
polynomial models. The material in this chapter has appeared (or has been accepted) in the
following peer-reviewed publications:
[23] Chachuat, B., Houska, B., Paulen, R., Peric, N., Rajyaguru, J. and Villanueva, M.E.
(2015). “Set-theoretic approaches in analysis, estimation and control of nonlinear
systems.” 9th {IFAC} Symposium on Advanced Control of Chemical Processes {AD-
CHEM}, vol. 48. Whistler, Canada, pp. 981 – 995.
[108] Paulen, R., Villanueva, M. E., Fikar, M. and Chachuat, B. (2013). “Guaranteed
parameter estimation in nonlinear dynamic systems using improved bounding tech-
niques”. Proceedings of the 2013 European Control Conference (ECC’13). Zurich,
Switzerland, pp. 4514–4519.
[109] Paulen, R., Villanueva, M.E. and Chachuat, B. (2013b). “Optimization-based do-
main reduction in guaranteed parameter estimation of nonlinear dynamic systems”.
9th IFAC Symposium on Nonlinear Control Systems (NOLCOS), Nonlinear Control
Systems, vol. 9. Toulouse, France, pp. 564 – 569.
[110] Paulen, R., Villanueva, M.E. and Chachuat, B. (2015). “Guaranteed parameter es-
timation of non-linear dynamic systems using high-order bounding techniques with
domain and CPU-time reduction strategies”. IMA Journal of Mathematical Control
and Information, (Accepted).
Finally, although a conclusion is presented in every chapter of this thesis, Chapter 6
presents an overall conclusion of the work. Here, we emphasize the unifying aspect of this
work by presenting some of the connections between the methods developed in each chapter.
Some future research directions to advance set-theoretical methods are also proposed.

Chapter 2
Affine-Set Arithmetics
This Chapter deals with methods for the construction of enclosures for the image of a given
host-set under a nonlinear vector-valued factorable function. The main aim of this Chapter
is to provide a general framework for the construction and analysis of such methods. One
of main issues we address in this chapter is how quickly these enclosures converge to the
exact image-set as the host-set is shrinks.
The chapter is organized as follows, Section 2.1 introduces the building blocks of these
framework: affine-set parameterizations and how typical enclosures such as intervals and
polynomial models can be casted within this framework. Section 2.2 introduces factorable
functions and methods to compute their affine-set extensions. This section also introduces
the concepts related to the convergence of these extensions. Section 2.3 presents a method
to construct quadratically convergent affine-set extensions for vector-valued function. In
Section 2.4 presents a practical application of the affine-set parameterization formalism in
the form of an ellipsoidal arithmetic. This arithmetic is shown to be quadratically convergent
under mild assumptions. Finally, Section 2.5 concludes the Chapter. An implementation in
MC++ of the concepts presented in this chapter can be found in Appendix D.
2.1 Affine-Set Parameterizations
There are certainly many ways to store a set in a computer. However, throughout this chapter
the focus is on a particular class of computer represenable sets that are based on so-called
affine set parameterizations.
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Definition 2.1. Let Eℓ ⊆ Rℓ and Dn,ℓ ⊆ Rn×(ℓ+1), with ℓ ≥ 1 and n≥ 1. For any Q ∈ Dn,ℓ,
we define the image of Eℓ under the affine map ξ 7→Q(ξ⊤,1)⊤ as
ImEℓ (Q) := {Q(ξ⊤,1)⊤ | ξ ∈ Eℓ } ⊂ Rn.
In this set-representation, Q is referred to as the parameterization, and the pair (Eℓ,Dn,ℓ)
is called an affine set-parameterization, with Eℓ and Dn,ℓ the basis set and the domain set,
respectively.
The main practical motivation for this definition is that we can store the finite dimen-
sional parameter Q ∈ Dn,ℓ rather than the associated set ImEℓ (Q) itself. Usual families of
convex sets such as intervals, ellipsoids, zonotopes or polytopes can all be represented using
affine set-parameterizations with convex basis sets.
Example 2.1. Every ℓ-dimensional ellipsoid in Rn can be represented using an affine set-
parameterization with the basis set
E
ball
ℓ :=
{
ξ ∈ Rℓ
∣∣∣‖ξ‖2 ≤ 1} ,
and the associated domain set Rn×(ℓ+1). Likewise, every polytope and every zonotope in Rn
can be represented using affine set-parameterizations with the basis sets
E
simplex
ℓ :=
{
ξ ∈ Rℓ+
∣∣∣‖ξ‖1 ≤ 1} and Eboxℓ := {ξ ∈ Rℓ ∣∣∣‖ξ‖∞ ≤ 1} ,
respectively, and the same domain set Rn×(ℓ+1). The latter basis set Eboxℓ can also be asso-
ciated with the domain
D
interval
ℓ :=
{
(diag(r) ,c)
∣∣∣r ∈ Rℓ+ , c ∈ Rℓ}
in order to describe interval boxes in Rℓ with radius r and centered at c. ⋄
Affine set-parameterizations can also be used to describe certain classes of nonconvex
sets by considering nonconvex basis sets.
Example 2.2. The affine set-parameterization (E
pol(q)
ℓ ,R
n×(α(q)ℓ +1)) with
E
pol(q)
ℓ :=
{
Mℓ,q(ξ )
∣∣∣ξ ∈ [−1,1]ℓ} ,
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where Mℓ,q(ξ )∈Rα
(q)
ℓ is the vector containing the first α
(q)
ℓ monomials in ξ in lexicographic
order,
Mℓ,q(ξ ) := (ξ1, ξ2, . . . , ξℓ, ξ
2
1 ,ξ1ξ2, . . . , ξ
2
ℓ , ξ
3
1 , . . . , ξ
q
ℓ )
⊤ , (2.1)
describes nonconvex sets in Rn—this parameterization shall be referred to as the class of
qth-order polynomial models subsequently. Clearly, other bases than the monomial basis
Mℓ,q(ξ ) can be used in (2.1), such as the Legendre basis or the Chebyshev basis. More gen-
erally, any qth-order polynomial model can be combined with a convex set, e.g., in the man-
ner of the remainder term in a Taylor model [103] or Chebyshev model [113] to account for
higher-order terms. Considering interval boxes as the convex set, such a combination leads
to the parameterization (E
pol(q)
ℓ ×Eboxn ,Rn×α
(q)
ℓ ×Dintervaln ); with ellipsoids likewise, it leads
to the affine set-parameterization (E
pol(q)
ℓ ×Eballn ,Rn×(α
(q)
ℓ +n+1)). In the latter construct, the
first n-by-α
(q)
ℓ block of the parameter Q ∈ Rn×(α
(q)
ℓ +n+1) comprises the multivariate polyno-
mial coefficients; the following n-by-n block, the shape matrix coefficients of the ellipsoid;
and the last n-by-1 block, the center of the ellipsoid. ⋄
Of special interest for the stability analysis conducted in the next chapter of this thesis
is the concept of invariance under affine transformation, as defined next.
Definition 2.2. An affine set-parameterization (Eℓ,Dn,ℓ) is said to be invariant under affine
transformation if for every affine map x 7→ Ax+b with (A,b)∈Rm×(n+1) and every Q∈Dn,ℓ,
∃Q′ ∈ Dm,ℓ : ImEℓ
(
Q′
)
=
{
Ax+b
∣∣ x ∈ ImEℓ (Q)} = ImEℓ (AQ)⊕{b} .
Remark 2.1. An immediate consequence of the property of invariance under affine transfor-
mation is that the image ofEℓ under the composition of two affine transformations, say given
by the parameterizations Q ∈ Dn,ℓ and P ∈ Rm×(n+1), can always be represented exactly as
the image of Eℓ under a third affine transformation with Q
′ ∈ Dm,ℓ such that
ImEℓ
(
Q′
)
= Im ImEℓ(Q)
(P) .
Among the convex and nonconvex set representations considered in Examples 2.1 and
2.2, some, but not all, are invariant under affine transformation.
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Example 2.3. Given an ellipsoid Im
Eballℓ
(Q) with Q∈Rn×(ℓ+1), the application of any affine
transformation x 7→ Ax+b with (A,b) ∈ Rm×(n+1) yields another ellipsoid Im
Eballℓ
(Q′) with
Q′ := AQ+(0m×ℓ ,b) ∈ Rm×(ℓ+1) .
Therefore, the class of ellipsoids is invariant under affine transformation. The same pa-
rameters Q′ can be used to show that the classes of polytopes, zonotopes and polynomial
models—as well as any finite combination of these parameterizations—are also invariant
under affine transformation. ⋄
Example 2.4. The rotation of an interval box in Rn may yield another interval box whose
edges are no longer aligned with the original axes, in which case the transformed box cannot
be represented exactly in terms of the affine parameterization (Eboxn ,D
interval
n ) anymore. In
other words, the class of interval boxes is not invariant under affine transformation, which
is one of the main sources of the wrapping effect in interval analysis. It also follows that
any affine set-parameterizations obtained from the combination with interval boxes, e.g.
polynomial models with interval boxes as in Example 2.2, will fail to be invariant under
affine transformation. ⋄
2.2 Factorable Functions and their Affine-Set Extensions
Before introducing the main results of this section, We need to define what a factorable
function is. This concept is formalized in the following definition.
Definition 2.3. A function ϕ : Rn → Rm is called factorable if it can be decomposed into a
finite recursive composition of a given finite library of atom operations ai : R
κ → R, where
κ ∈ {1,2}. In particular, the atom operations ai considered are bivariate sum, bivariate
product and univariate operations.
Originally introduced by McCormick [89] for the development of a convex/concave
relaxation arithmetic, factorable functions cover an extremely inclusive class of functions
which can be represented finitely on a computer by means of a code list or a computational
graph involving atom operations. These are typically unary and binary operations within a
library of atom operators, which can be based for example on the C-code library math.h.
Besides convex/concave relaxations, factorable functions find applications in automatic dif-
ferentiation (AD) [43, 98] as well as in interval analysis [97] and Taylor model arithmetic
[103].
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A factorable function ϕ :Rn→Rm can be evaluated by a computer code taking a vector
x ∈ Rn, setting u0(x) = x and applying the recursive rule
∀i ∈ {1, . . . ,N}, ui(x) = gi(ui−1(x)) :=
(
ui−1(x)
ai(u
i−1(x))
)
. (2.2)
Then, we have
ϕ(x) = PuN(x) = P[gN ◦gN−1 ◦ . . .◦g1](x) (2.3)
where P ∈Rn f×(nx+N) is a projection matrix selecting the appropriate components. The j-th
component of ui(x) is denoted as uij(x) subsequently.
Definition 2.4. Consider a function ϕ : Rn → Rm, and let (E1,D1) and (E2,D2) be two
affine set-parameterizations. The function ϕE1,E2 : D1 → D2 is called an extension of ϕ
from D1 to D2 if
∀Q ∈ D1, ImE2
(
ϕE1,E2(Q)
)
⊇ ϕE1(Q) ,
where ϕE1(Q) :=
{
ϕ(x)
∣∣ x ∈ ImE1 (Q) } denotes the exact image of ϕ on ImE1 (Q). In the
special case that E1 = E2 =: E, we use the shorthand notation ϕ
E.
A special notation is also defined for extensions of the binary addition operation for
convenience. We shall only use this notation when it is clear from the context what the basis
and domain of the affine set-parameterization are.
Definition 2.5. Let (E,D) be an affine set-parameterization. An extension of the binary
addition is a function ⊎ :D×D→ D such that
∀Q,Q′ ∈ D, ImE
(
Q⊎Q′) ⊇ { x+ x′ ∣∣ x ∈ ImE (Q) , x′ ∈ ImE (Q′) } .
Moreover, ⊎ is said to be a regular addition extension if
∀Q,Q′ ∈ D, dH
(
ImE
(
Q⊎Q′) , ImE (Q)) = O(∥∥ImE (Q′)∥∥H ) . (2.4)
Note that (2.4) only imposes a mild regularity condition, which is automatically satisfied
when using either interval arithmetic [97] or Polynomial model arithmetic [15, 13, 103, 113,
34].
The regularity condition imposed by Equation (2.4) can also be satisfied with ellipsoidal
parameterizations. In order to see this consider ellipsoidal set-parameterizations of the form(
E
ball
ℓ ,R
n×(ℓ+1)
)
, with ℓ= n in order to represent ellipsoids with non-zero volume in Rn—
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see Example 2.1. Given any two set-parameterizations (R1,r1),(R2,r2) ∈ Rn×(n+1), a regu-
lar addition extension ⊎ is given by
(R1,r1)⊎ (R2,r2) :=
([
1
λ1
R⊤1 R1+
1
λ2
R⊤2 R2
]1/2
,r1+ r2
)
, (2.5)
where [·]1/2 denotes any (e.g., the symmetric) matrix square-root, and
λ1 = 1−λ2 =
√
trR⊤1 R1+ ε√
trR⊤1 R1+ ε +
√
trR⊤2 R2+ ε
,
with ε > 0 a small numerical regularization to prevent division by zero in degenerate cases;
see, e.g., [56, 69] for a proof.
Other set-valued functions of interest are the so-called image bounding functions. These
functions allow the construction of sets enclosing the original set.
Definition 2.6. The image bounding function (or image bounder) from a parameterization
(E1,D1) to a parameterization (E2,D2) is a function BE1,E2 : D1→ D2 such that
∀Q ∈ D1 : ImE1 (Q)⊆ ImE2
(
BE1,E2(Q)
)
Example 2.5. The interval hull of a set is a well known and widely used image bounder.
Consider the parameterizations (Eballn ,D
ball
n ), (E
box
n ,D
box
n ) and Q ∈ Dballn . The interval hull
of the ellipsoid parameterized by Q is given by
BEballn ,Eboxn (Q) = Q′ := diag
(√
Qi,i
)
1≤i≤n
. (2.6)
Clearly we have ImEballn (Q)⊆ ImEboxn (Q′).
A key property of the affine set-parameterization extension of a function is how much
overestimation it carries with respect to the actual image set of that function. Especially
relevant for the methods developed in this thesis, is the Hausdorff convergence order.
Definition 2.7. The extension ϕE1,E2 : D1 → D2 of a function ϕ : Rn → Rm is said to have
Haussdorf convergence order q≥ 1 if
∀Q ∈ D1, dH
(
ImE2
(
ϕE1,E2(Q)
)
, ϕE1(Q)
)
= O(diam(ImE1 (Q))
q ) .
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In case an affine set-parameterization is not invariant under affine transformation, con-
structing extensions that have Hausdorff convergence order two or higher is not possible in
general. This is even so for extensions of simple linear functions, as illustrated below in the
case of interval analysis.
Example 2.6. Consider the affine set-parameterization (Ebox2 ,D
interval
2 ) and let the matrix
Qδ := (diag(δ , δ ),(0 , 0)
⊤)∈Dinterval2 . Notice that ImEbox2 (Qδ ) describes a 2d-box centered
at the origin and of radius δ , the diameter of which is thus inO(δ ). Now, consider the linear
transformation ϕ : R2 →R2 such that
∀x ∈ R2, ϕ(x) := 1√
2
(
x1+ x2
x1− x2
)
.
The exact image of Qδ under ϕ is given by
ϕE
box
2 (Qδ ) := {Ax | x ∈ [−δ ,δ ]× [−δ ,δ ]} with A=
1√
2
(
1 1
1 −1
)
,
which is a 45◦ rotation of Im
Ebox2
(Qδ ) in the plane, around the origin. On the other hand,
the natural interval extension ϕE
box
2 of ϕ at Qδ gives
ϕE
box
2 (Qδ ) :=
√
2 Im
Ebox2
(Qδ ) ,
which is also the interval hull of ϕE
box
2 (Qδ ). Nonetheless, the Hausdorff distance between
the sets ϕE
box
2 (Qδ ) and ϕ
Ebox2 (Qδ ) is such that
max
x∈ϕEbox2 (Qδ )
min
y∈ϕEbox2 (Qδ )
‖x− y‖∞ = (
√
2−1)δ = O(δ ) ,
that is, the natural interval extension of ϕ has Hausdorff convergence order 1. ⋄
Remark 2.2. The affine set-parameterization (E
pol(q)
ℓ ×Eboxn ,Rn×α
(q)
ℓ ×Dintervaln )—namely
the class of polynomial models combined with interval boxes—is not invariant under affine
transformation for the same reason as in Example 2.6 before. Therefore, extensions of
certain functions may only have Hausdorff convergence order 1 for such parameterization,
regardless of the polynomial order q. This is the case, for instance, when using Taylor model
arithmetic [103] to construct an extension ϕE
pol(q)
ℓ ×Eboxn ,E
pol(q)
ℓ ×Eboxm fromRm×α
(q)
ℓ ×Dintervaln to
R
m×α(q)ℓ ×Dintervalm of a given factorable and (q+1)-times continuously differentiable func-
tion ϕ :Rn→Rm. It is worth mentioning that the foregoing observation is not in contradic-
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tion with the convergence analysis in [20], which shows that an extension ϕE
pol(q)
ℓ ,E
pol(q)
ℓ ×Eboxm
from Rn×α
(q)
ℓ to Rm×α
(q)
ℓ ×Dintervalm of ϕ in the form of a qth-order Taylor model will have
Hausdorff convergence order q+ 1. In the present, more general, context, it is indeed the
wrapping of the interval box by the function that causes the loss of convergence order.
The following result is given for future reference, as it will be used in the stability anal-
ysis of set-valued integrators.
Proposition 2.1. Let the extension ϕE1,E2 : D1 → D2 of a continuously-differentiable func-
tion ϕ : Rn→ Rm have quadratic Hausdorff convergence. Then,
dH
(
ImE2
(
ϕE1,E2(Q)
)
, ϕ(ξ )+
∂ϕ
∂x
(ξ ) · [ImE1 (Q)−ξ ]
)
= O
(‖ImE1 (Q)−ξ‖2H) , (2.7)
for all Q⊆ D1 and all ξ ∈ Rn with ‖ImE1 (Q)−ξ‖H sufficiently small.
Proof. Without loss of generality, we assume ξ = 0 as we can always shift the sets by
a constant offset. The main idea of the proof is to exploit the triangle inequality for the
Hausdorff metric, which yields
dH
(
ImE2
(
ϕE1,E2(Q)
)
, ϕ(0)+
∂ϕ
∂x
(0) · [ImE1 (Q)]
)
≤ dH
(
ImE2
(
ϕE1,E2(Q)
)
, ϕE1(Q)
)
+dH
(
ϕE1(Q) , ϕ(0)+
∂ϕ
∂x
(0) · [ImE1 (Q)]
)
.
By assumption, we have
dH
(
ImE2
(
ϕE1,E2(Q)
)
, ϕE1(Q)
)
= O
(‖ImE1 (Q)‖2H) ,
and, by Taylor’s theorem, we also have
dH
(
ϕE1(Q) , ϕ(0)+
∂ϕ
∂x
(0) · [ImE1 (Q)]
)
= O
(‖ImE1 (Q)‖2H) ,
which completes the proof
2.2.1 Affine-Set Extensions Using Polynomial Models
The construction of extensions can be automated for factorable functions using a variety of
arithmetics, which can be conveniently implemented in computer programs. Unlike inter-
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val arithmetic, Taylor and Chebyshev model arithmetics can be used to construct extension
functions that enjoy higher-order Hausdorff convergence. The idea is to propagate the poly-
nomial part (expressed either in monomial or Chebyshev basis) by symbolic calculations
wherever possible, and processing the remainder term as well as the higher-order terms
according to the rules of a specific arithmetic.
First, we will consider real-valued functions. Given a (q+ 1)-times continuously-
differentiable function ϕ :Rn→R on a set X ∈ IRn, a qth-order Taylor model of ϕ on X at a
point xˆ ∈ X is the pair
(
Pqϕ,X ,Rqϕ,X
)
of a qth-order multivariate polynomial Pϕ,X :Rn→R
with an interval remainderRqϕ,X ∈ IR satisfying
∀x ∈ X : ϕ(x)−Pϕ,X (p) ∈ Rqϕ,X and ,
Pqϕ,X(x) = ∑
γ∈Nn,
|γ |≤q
∂ γϕ(xˆ)
γ!
(x− xˆ)γ .
Likewise
(
Pqϕ,X ,Rqϕ,X
)
is called a qth order Chebyshev model of ϕ on X if it satisfies
∀x ∈ X : ϕ(x)−Pϕ,X(p) ∈Rqϕ,X and ,
Pqϕ,X(x) = ∑
γ∈Nn,
|γ |≤q
cγ(X)Tγ(x
s) ,
with
∥∥cγ(X)∥∥H =O(diam(X)|γ |) and xsi := x−mid()rad(Xi) .
Rules for binary sum, binary product and univariate composition between Taylor mod-
els or Chebyshev models have been described and analyzed, e.g., in Makino and Berz
[85], Bompadre et al. [20], Dzetkulicˇ [34], Rajyaguru et al. [113]. As well as enabling the
computation of Taylor and Chebyshev models for factorable functions, these rules guaran-
tee high-order convergence of the remainder term to zero with the diameter of the parameter
host set P as ∥∥∥Rqϕ,X∥∥∥
H
=O
(
diam(X)q+1
)
. (2.8)
Naturally, the same approach applies to vector-valued functions ϕ :Rn→Rm by treating
each function component separately. In the sense of the affine set-arithmetic formalism
presented in this chapter, the extension of a vector-valued function retains the convergence
property (2.8) when the extension is of the form ϕE
pol(q)
n ,E
pol(q)
m ×Eboxm .
In connection to the affine set-parameterization formalism introduced in Sect. 2.2, Tay-
lor and Chebyshev model arithmetics support the constructions of extensions for a vector-
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valued function ϕ : Rn → Rm in the form ϕEpol(q)ℓ ×Eboxm : Rn×α(q)ℓ ×Dintervaln → Rm×α
(q)
ℓ ×
Dintervalm . In this sense it is also important to recall Remark 2.2, since the extension may only
have Hausdorff convergence order 1, regardless of the order of the polynomial.
Finally, because the image set of a multivariate polynomial of order 2 or higher is non-
convex in general, applications of Taylor/Chebyshev models often require a bounding func-
tion as given by Definition 2.6. Bounding functions can be constructed using constant/affine
bounds or convex/polyhedral enclosures.
• Tight interval bounds can be obtained using LMI methods [73]. Other ways of de-
riving rigorous interval bounds involve exact bounding of the polynomial’s first- and
second-order terms [85, 80] or expressing the polynomial in Bernstein bases [77].
• Affine bounds can be obtained likewise by retaining the first-order term, while bound-
ing all of the other terms using one of the foregoing approaches.
• Polyhedral enclosures can be obtained on the application of the reformulation-
linearization technique (RLT) developed by Sherali and Fraticelli [136] and Sher-
ali et al. [135]. Other approaches to convex/polyhedral enclosures include the
decomposition/relaxation/outer-approximation technique [139, 142] as well as Mc-
Cormick’s relaxation technique [89, 93].
2.2.2 Construction of Affine-Set Extensions of Factorable Functions
via Lifting
Another way of constructing set extensions is by exploiting the recursive method for evaluat-
ing a factorable function, given by Equations (2.2), (2.3). Given a parameterization (E1n,D
1
n)
a factorable function ϕ : Rn → Rm decomposed into ϕ = P[gN ◦ gN−1 ◦ . . . ◦ g1] with fac-
tors g1, . . . ,gN and parameterizations (E
1
n+1,D
1
n+1), . . .(E
N
n+N ,D
N
n+N) we aim compute an
E1n,E
2
m-extension of ϕ on the parameter Q ∈ D1n. This can be achieved by recursively evalu-
ating
∀i ∈ {1, . . . ,N} : Qi = gE
i−1
n+i−1,E
i
n+i
i
(
Qi−1
)
(2.9)
with Q0 := Q, E0n := E
1
n, D
0
n := D
1
n and Q
i ∈ Din+i. Setting E2m = ENn+N and D2m = DNn+N the
E
1
n,E
2
m-extension of ϕ on Q can then be obtained as
ϕE
1
n,E
2
m := PQN . (2.10)
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An important property of the evaluation method given by Equations (2.9), (2.10) is that
the E1n,E
2
m-extension of a factorable function inherits the image Hausdorff convergence or-
der of the Ei−1n+i−1,E
i
n+i-extension of its factors as elaborated in the following Lemma.
Lemma 2.1. If all atom operations ai of a factorable function ϕ are Lipschitz con-
tinuous and if the Ei−1n+i−1,E
i
n+i-extensions g
E
i−1
n+i−1,E
i
n+i
i of all the factors gi have Haus-
dorff convergence order q, then the E1n,E
2
m-extension ϕ
E1n,E
2
m implemented given by Equa-
tions (2.9), (2.10) has also Hausdorff convergence order q.
Proof. The proof of this Lemma follows by induction over the atom operations showing
recursively that the function
ui := gi ◦gi−1 ◦ . . .◦g1
and its associated E-extension
ui,(E
0
n,E
i
n+i) := g
E
i−1
n+i−1,E
i
n+i
i ◦g
E
i−2
n+i−2,E
i−1
n+i−1
i−1 ◦ . . .◦g
E0n,E
1
n+1
1
have Haussdorff convergence order q. Notice that if ai−1 is Lipschitz continuous, gi is
also Lipschitz continuous. Here, the induction start is trivial, as the function u1,(E
0
n,E
1
n+1) =
g
E0n,E
1
n+1
1 has by assumption Haussdorff convergence order q. Next, the induction step can be
verified by using the triangular inequality for the Haussdorff metric, which yields
dH
(
Im
E
i+1
n+i+1
(
ui+1,(E
0
n,E
i+1
n+i+1)(Q)
)
,ui+1
(
ImE0n (Q)
))
= dH
(
Im
E
i+1
n+i+1
(
g
Ein+i−1,E
i+1
n+i+1
i+1
(
ui,(E
0
n,E
i
n+i)(Q)
))
,gi+1
(
ui
(
ImE0n (Q)
)))
≤ dH
(
Im
E
i+1
n+i+1
(
g
Ein+i,E
i+1
n+i+1
i+1
(
ui,(E
0
n,E
i
n+i)(Q)
))
,gi+1
(
Im
Ein+i
(
ui,(E
0
n,E
i
n+i)(Q)
)))
+dH
(
gi+1
(
Im
Ein+i
(
ui,(E
0
n,E
i
n+i)(Q)
))
,gi+1
(
ui+1
(
ImE0n (Q)
)))
= O
(
diam
(
Im
Ein+i
(
ui,(E
0
n,E
i
n+i)(Q)
)))
+LdH
(
Im
Ein+i
(
ui,(E
0
n,E
i
n+i)(Q)
)
,ui
(
ImE0n (Q)
))
,
where L < ∞ denotes an upper bound on the Lipschitz constant of the function gi+1. Thus,
it follows from the induction assumption,
dH
(
Im
Ein+i
(
ui,(E
0
n,E
i
n+i)(Q)
)
,ui
(
ImE0n (Q)
))
= O
(
diam
(
ImE0n (Q)
)q)
,
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that we have
diam
(
Im
Ein+i
(
ui,(E
0
n,E
i
n+i)(Q)
))q
≤
[
diam
(
ui
(
ImE0n (Q)
))
+O
((
ImE0n (Q)
)q)]q
≤
[
Li diam
(
ImE0n (Q)
)
+O
((
ImE0n (Q)
)q)]q
= O
(
diam
(
ImE0n (Q)
)q)
,
where Li denotes an upper bound on the Lipschitz constant of the function ui. Clearly. these
inequalities imply
dH
(
Im
E
i+1
n+i+1
(
ui+1,(E
0
n,E
i+1
n+i+1)(Q)
)
,ui+1
(
ImE0n (Q)
))
=O
(
diam
(
ImE0n (Q)
)q)
which completes our induction proof.
2.3 Quadratically Convergent Affine-Set Extensions of
Vector-Valued Factorable Functions
This section presents a systematic approach for constructing quadratically Hausdorff conver-
gent extensions of twice continuously-differentiable factorable functions when the underly-
ing affine set-parameterization is invariant under affine transformation—see Definition 2.2.
For simplicity of presentation, we only discuss the construction of an extension ϕEℓ :
Dn,ℓ→Dm,ℓ of a given vector function ϕ :Rn→Rm subsequently, the construction of more
general extensions acting on different basis sets being analogous.
The construction starts with a first-order Taylor expansion of the function ϕ at a point
x∗ ∈ Rn,
ϕ(x) = ϕ(x∗)+A(x− x∗)+R(ξ1, . . . ,ξm,x− x∗) , (2.11)
where R(ξ1, . . . ,ξm,x− x∗) := (r1(ξ1,x− x∗), . . . ,rm(ξm,x− x∗))⊤ and with the shorthand
notations
A :=
∂ϕ
∂x
(x∗) , and ∀a,b ∈ Rn, i ∈ {1, . . . ,m}, ri(a,b) :=
[
∂ϕi
∂x
(a)−Ai
]
b .
Points ξi ∈ conv ({x,x∗}), i ∈ {1, . . . ,m}, such that (2.11) holds, where conv({x,x∗}) de-
notes the convex hull of the points x and x∗ in Rn, are guaranteed to exist by the mean-value
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theorem. Moreover, ϕ being a factorable and continuously-differentiable function, the for-
ward mode of automatic differentiation can be applied and the residual function R is itself
a factorable function. At this point, it is worth noting that there is no unique way of choos-
ing a suitable expansion point x∗. In the analysis that follows, we shall assume that x∗ is
contained in the original set ImEℓ (Q); for instance, the center of that set if ImEℓ (Q) is an
ellipsoid. Likewise, there are multiple ways of choosing A besides the Jacobian of ϕ at x∗,
including the Jacobian of ϕ at other points or the midpoint of an interval enclosure of the
Jacobian of ϕ on ImEℓ (Q).
Provided that an extension REℓ : Dn,ℓ → Dm,ℓ of the remainder function R is available
such that
{
R(ξ1, . . . ,ξm,x− x∗) | ξ1, . . . ,ξm,x ∈ ImEℓ (Q)
} ⊆ ImEℓ (REℓ(Q)) ,
an extension of the function ϕ can be obtained in the form
ϕEℓ(Q) := (AQ+(0m×ℓ , ϕ(x∗)))⊎REℓ(Q) . (2.12)
The following theorem provides conditions under which such an extension has quadratic
Hausdorff convergence.
Theorem 2.1. Let the affine set-parameterization (Eℓ,Dn,ℓ) be invariant under affine trans-
formation and such that the addition extension ⊎ is regular. Assume that the extension REℓ
of the residual function R in (2.11) is locally Lipschitz continuous, so that for all Q ∈ Dn,ℓ
with sufficiently small diam
(
ImEℓ (Q)
)
, there exists a constant L< ∞ such that∥∥∥REℓ(Q)∥∥∥
H
≤ L ∥∥{R(ξ1, . . . ,ξm,x− x∗) | x,ξ1, . . . ,ξm ∈ ImEℓ (Q)}∥∥H ,
with x∗ ∈ ImEℓ (Q). Then, the extension ϕEℓ in (2.12) has Hausdorff convergence order 2.
Proof. Let x∗ ∈ ImEℓ (Q). By invariance of (Eℓ,Dn,ℓ) under affine transformation, the set
AQ+ (0m×ℓ , ϕ(x∗)) corresponds to the exact image of the affine approximation ϕ(x∗)+
A(x− x∗) of ϕ on ImEℓ (Q). Moreover, ϕ being twice continuously differentiable, we have
max
x,ξ1,...,ξm∈ImEℓ(Q)
‖R(ξ1, . . . ,ξm,x− x∗)‖ = O
(∥∥ImEℓ (Q)− x∗∥∥2H) ,
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and it follows from local Lipschitz-continuity of REℓ that∥∥∥REℓ(Q)∥∥∥
H
= O
(∥∥ImEℓ (Q)− x∗∥∥2H) ,
for any Q ∈ Dn,ℓ with sufficiently small diam
(
ImEℓ (Q)
)
. The result follows by noting that
the addition extension ⊎ is regular.
Although the proof of Theorem 2.1 is quite straightforward from a mathematical stand-
point, the construct (2.12) proves especially useful to compute practical extensions of fac-
torable functions with quadratic Hausdorff convergence. The key step involves constructing
a Lipschitz-continuous range bounder of the residual function R, yet this poses no particular
problem as simple interval arithmetics [96] can be used for this purpose.
A quadratically convergent arithmetic can be constructed using a parameterization of the
form (E
pol(q)
ℓ ×Eballn ,Rn×(α
(q)
ℓ +n+1)), namely polynomial models with ellipsoidal remain-
ders. The arithmetic requires the availability of a regular extension of the bivariate sum,
which can be defined in a straight forward manner using the regular addition extension for
ellipsoids given by Equation (2.5) and noticing that the sum of two qth-order polynomials
is itself a qth-order polynomial. The quadratic convergence of such arithmetic thus, follows
from Theorem 2.1.
2.4 Ellipsoidal Arithmetic for Factorable Functions
In this section the method presented in Section 2.2.1 is used for the construction of an
ellipsoidal arithmetic for factorable functions. In particular, the arithmetic is based on the
propagation of ellipsoids using Equations (2.9) and (2.10) with parameterizations of the
form (Eballn ,R
n×(n+1)).
In order to present the method in a more concrete manner, the notation for affine
set arithmetics will not be used. Instead, an n-dimensional ellipsoid will be denoted by
E(q,Q) = {q+Q 12 v|‖v‖ ≤ 1}, where q∈Rn and Q ∈ Sn+ denote the center and shape matrix
of the ellipsoid. In this section we will also denote the set of n-dimensional ellipsoids in Rn
by En. Notice that this definition is not in conflict with the definition given in Example 2.1,
since in the affine-set arithmetic formalism, the same ellipsoid is given by taking the base
set Eballn and choosing the parameter (Q
1
2 ,q) ∈ Rn×(n+1).
Consider a factorable function f : Rnx → Rn f and its decomposition f = P[gN ◦ gN−1 ◦
· · ·◦g1] into factors gi with a projection matrix P∈Rn f×(nx+N). Given an ellipsoidal domain
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E(qx,Qx) ∈ Enx the exact image of E(qx,Qx) under f is denoted by
f (E(qx,Qx)) := { f (x) |x ∈ E(qx,Qx)} . (2.13)
The main focus of this section is on computing an enclosure of the image set of f in the
form of an ellipsoid E(q f ,Q f ); that is, E(q f ,Q f )⊇ f (E(qx,Qx)) with (q f ,Q f ) ∈Rn f ×Sn f+ .
The method starts from an ellipsoid E(qi−1,Qi−1) ∈ Ei−1 for some i ∈ nx+1, . . . ,n f , an
ellipsoidal extension of the i-th factor gEi (E(qi−1,Qi−1)) is obtained as:
qi :=
(
qi−1
li
)
and Qi :=
(
Ii−1
Li
)
Qi−1 tr
(
Ii−1
Li
)
(2.14)
where Ii−1 is an (i− 1)-dimensional identity matrix, l ∈ R and L ∈ R1×i are the lifting
parameters. These lifting parameters depend on the functional form of the atom operations
ai.
The desired enclosure E(q f ,Q f ) (and thus the ellipsoidal extension of f ) can then
be recovered by projecting the lifted ellipsoid into Rm, i.e. fE(qx,Qx) = E(q f ,Q f ) :=
PE(qN,QN).
In the following we provide ways to construct the lifting parameters for different atom
operations.
2.4.1 Affine atom operations
Here we are concerned with operations ui(x) := gi(ui−1(x)) where the atom operation ai
is an affine function of at most two preceding factors uk(x), um(x) with k,m ≤ i− 1. This
corresponds to the case of addition (uk(x) + um(x)), subtraction (uk(x)− um(x)), scaling
(buk(x)) and shifting (uk(x)+b).
Addition and subtraction (uk(x)±um(x)) The lifting parameters are given by:
l := qk±qm and L j :=


1 if j = k
±1 if j = m
0 otherwise
. (2.15)
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Scaling (buk(x)) Geometrically speaking, multiplying an ellipsoid by a scalar corresponds
to scaling such ellipsoid. In this case, the lifting parameters are given by:
l := qk and L j :=

b if j = k0 otherwise . (2.16)
Shifting (uk(x)+b) Shifting an ellipsoid is an operation that affects only the center of the
ellipsoid. In this case, the lifting parameters are given by:
l := qk+b and L j :=

1 if j = k0 otherwise . (2.17)
2.4.2 Nonlinear univariate atom operations
In this section we are concerned with operations ui(x) = gi(ui−1(x)) where the atom opera-
tion ai is a possible nonlinear function of at most one factor uk(x) with k ≤ i−1. Moreover
we assume that ai is at least twice continuously differentiable. The domain Di ⊆ R of ai
is given by the projection of the ellipsoid E(qi−1,Qi−1) onto the k-th component of the
(i−1)-th dimensional space Di := (qi−1)k+
√
(Qi−1)k,k [−1,1].
The approach to handle nonlinear functions gi is to expand it at a point v∈E(qi−1,Qi−1):
gi(ui−1(x)) = g(v)+A
(
ui−1(x)− v
uk(x)− vk
)
+R
((
ξ
ξk
)
,
(
ui−1(x)− v
uk(x)− vk
))
(2.18)
where A, is the Jacobian matrix of gi evaluated at v, R is the residual function and
ξ ∈ E(qi−1,Qi−1). The construction of the ellipsoidal extension requires the availability
of validated linear approximations of the atom operations ai on Di, i.e. constants c0, c1 and
an interval [−η,η] such that Im(a(Di)) ⊆ {c1y+ c0 | y ∈ Di}⊕ [−η,η]. These approxi-
mations can be computed in several ways, for example using Taylor or Chebyshev model
arithmetic.
The lifting operation is a two-step procedure, in the first one, the linear approximation
is absorbed into the a lifted ellipsoid E(qi, Q˜i) in a procedure that is similar to the one used
for shifting and scaling i.e. apply Equation (2.14) with the parameters
l := c0 and L j :=


c1
rad(Di)
if j = k
0 otherwise
. (2.19)
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In the second step the interval [−η,η] which encloses the nonlinearity is added (In
the Minkowski sense) to the i-th component of the lifted ellipsoid. Since the set of n-
dimensional ellipsoids is not closed under Minkowski addition, we require an ellipsoidal
extension of the Minkowski sum E(qi,Qi) := E(qi, Q˜i)⊕E E(Qη) , where Qη := η2(eie⊤i )
and ei is the euclidean i-th basis vector. Notice that in the affine-set formalism, an exten-
sion of the Minkowski sum is equivalent to an extension of the addition operation between
parameterization. With this observation, we can use the regular addition operation given in
Equation (2.5). The shape matrix Qi is then computed as:
Qi :=
1
λ0
Q˜i+
1
λ1
Qη with λ0 = 1−λ1 =
√
tr Q˜i−1+ ε√
tr Q˜i−1+ ε +
√
trQη + ε
. (2.20)
2.4.3 Bivariate product
There are many different ways for enclosing the product of two factors uk(x), um(x) with
k,m≤ i−1. In here we use a DC-decomposition approach
uk(x)um(x) =
1
4
(
(uk(x)+um(x))
2− (uk(x)+um(x))2
)
(2.21)
and then apply recursively the rules for bivariate operations and univariate compositions
given in the previous sections.
2.4.4 Convergence Analysis
After explaining the construction of the ellipsoidal arithmetic, we proceed to show its conver-
gence properties. Recall that an ellipsoidal extension fE of f on a domain E(qx,Qx) ∈ Enx
has Hausdorff convergence order q≥ 1 if
dH
(
fE(E(qx,Qx)), Im( f (E(qx,Qx)))
)
=O(diam(E(qx,Qx))q) . (2.22)
We now present the main result of this section.
Theorem 2.2. The construction of an ellipsoidal extension fE of a function f , as given in
Section 2.4 has Hausdorff Image Convergence order 2.
Proof. First, we will show that the ellipsoidal extension of each atom operation converges at
least quadratically. The class of ellipsoids is closed under affine transformations, as a con-
sequence the procedure described in Section 2.4.1 does not introduce any overestimation
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or wrapping and hence. For bivariate products, the procedure is reduced to the application
of affine functions and univariate nonlinear compositions. Consider now a factorable up-
date gi(ui−1(x)) and assume without loss of generality that all the ellipsoids are centered
at zero.By construction of gEi and invariance of ellipsoids under affine transformations the
ellipsoidal approximation E(Q˜i) matches the exact image of the linear approximation of g:
E(Q˜i) =
{
A
(
ui−1(x)
uk(x)
)∣∣∣∣∣v,ui−1(x) ∈ E(Qi−1)
}
.
Let R be the exact image of the residual function R on E(Qi−1), applying the triangular
inequality
dH (E(Qi),gi(E(Qi−1))) = dH
(
E(Q˜i)⊕E E(Qη),E(Q˜i)⊕R
)
≤ dH
(
E(Q˜i)⊕E E(Qη),E(Q˜i)
)
+dH
(E(Q˜i),E(Q˜i)⊕R))
≤ dH
(
E(Q˜i)⊕E E(Qη),E(Q˜i)
)
+O(diam(R)) . (2.23)
It can be shown from Equation (2.20) that the ellipsoidal extension of the Minkowski sum
satisfies
dH
(
E(Q˜i)⊕E E(Qη)
)
≤O(diam(E(Qi−1))) (2.24)
Since gi is twice continuously differentiable and by the local Lipschitz-continuity of interval
enclosures we respectively get:
diam(R)≤O(diam(E(Qi−1))2) and diam(E(Qη))≤O(diam(E(Qi−1))2) . (2.25)
Combining Inequalities (2.23), (2.24) and (2.25) proves the quadratic convergence of the
ellipsoidal update for nonlinear functions. Application of Lemma 2.1 with q = 2 gives the
result.
2.4.5 Numerical Implementation and Case Studies
Although illustrative, the matrix multiplication approach given in Section 2.4 is not the
most effective way to implement the arithmetic. Firstly, the number of atom operations N
participating in a factorable function is known a priori, which allows the preallocation of
the center and shape matrix. The second observation is that the lifting operation defined in
Equation (2.14) corresponds to an update in the i-th row of the shape matrix, for example
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for the addition and substraction (uk(x)±um(x)) for each j ∈ {0, . . . , i}:
(QN)i, j =

(QN)k,k±2(QN)k,m+(QN)m,m if j = 1(QN)k, j± (QN)m, j otherwise
and for scaling (buk(x)) :
(QN)i, j =

b
2(QN)k,k if j = 1
b(QN)k, j otherwise
.
An implementation of the ellipsoidal arithmetic is available as part of the software package
MC++ (https://projects.coin-or.org/MCpp). For efficiency, the (symmetric) shape matrices
of the lifted ellipsoid is stored in sparse format and every atom operation corresponds to a
sparse update of the shape matrix.
We illustrate the benefits of ellipsoidal arithmetic compared with traditional interval
arithmetic for two problems. The left plot in Fig. 2.1 considers the following factorable
function with nx = n f = 2,
f1(x1,x2) =
√
x1+ x2+ x1x2 f2(x1,x2) = (x1− x2)2+3x2 .
The comparison between the actual image set and the corresponding interval and ellipsoidal
extensions, here for a variable host set E(qx,Qx) with qx =
(
3
4
)
and Qx =
(
2 1
1 2
)
, illus-
trates the potential of ellipsoidal arithmetic to mitigate the dependency problem. The right
plot of Fig. 2.1 shows the solution set of the parametric linear ODE (harmonic oscillator)
x˙1(t) = x2(t)+ p , x˙2(t) =−x1(t)+ p ,
with joint ellipsoidal host set E(qx,p,Qx,p) for the initial states x1(0),x2(0) and the parameter
p given by qx,p = (1 0 0)
⊤ and Qx,p = 0.01 I3. The unconditional stability of the reach tube
illustrates the ability of ellipsoidal arithmetic to mitigate the wrapping effect, which is due
to the property of invariance under affine transformations of ellipsoids.
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Fig. 2.1 Left plot: Mitigation of the dependency problem using ellipsoidal arithmetic compared
with interval arithmetic for a factorable function; Right plot: Mitigation of the wrapping effect by
the property of invariance under affine transformation of ellipsoids for a parametric ODE.
2.5 Conclusions
In this chapter, a framework based on the concept of affine-set arithmetics for bounding the
image-set of factorable, vector-valued functions was presented. Similarly to natural inter-
val extensions, the concept of affine-set valued extensions and methods to construct those
extensions were discussed. The Hausdorff convergence of such extensions was considered,
in particular a set of sufficient conditions for the construction of quadratically convergent
affine-set extensions was presented.
The general framework of affine-set arithmetics was also used for the construction of an
ellipsoidal arithmetic. This arithmetic relies on a lifting operation for every atom operation,
which is natural to vector-valued factorable functions. This arithmetic was shown to yield
quadratically convergent ellipsoidal extensions under mild assumptions.
In practice, quadratic Hausdorff convergence is a very desirable property in branch-and-
bound search for global optimization in order to reduce the cluster effect, as well as in the
design of validated integrators for asymptotically stable systems. Further research is needed
in order to extend existing interval-based algorithms to ellipsoidal techniques nonetheless.
Chapter 3
Discrete-Time Set Propagation
This Chapter is concerned with set propagation through dynamic systems. In particular, the
focus is on discrete-time set propagation methods. In here we propose a novel set-valued
integrator using the affine-set arithmetics formalism. One of the main problems of set prop-
agation through dynamic systems is that the diameter of the computed enclosures typically
tends to diverge to infinity on finite integration horizons, even thought the ODE trajectories
themselves may be asymptotically stable. In this chapter we show that if the chosen affine-
set parameterization has quadratic Hausdorff convergence, the enclosures computed with
the proposed set-valued integrator remain stable on infinite time horizons, when applied to
a dynamic system in the neighborhood of a locally asymptotically stable periodic orbit (or
equilibrium point).
The rest of the Chapter is organized as follows. Section 3.1 introduces the problem
definition and the preliminary material used throughout the chapter. Section 3.2 presents
a brief review of existing two-phase discrete-time propagation approaches in the context
of affine-set arithmetics. Section 3.3 introduces a novel two-phase discrete-time set-valued
integrator. Due to the reversal of the phases (with respect to existing approaches) this al-
gorithm eliminates the need for an a priori enclosure and also leads to a natural step-size
selection strategy, which is also introduced in this section. Section 3.4 presents the stabil-
ity analysis of the reversed two-phase algorithm. In particular a set of sufficient conditions
are provided for the enclosures of asymptotically stable dynamic systems to remain stable
on infinite time horizons. Section 3.5 presents a strategy for the use of ODE invariants in
order to tighten the enclosures computed using the set-valued integrator. Section 3.6 illus-
trates the stability of the bounds and the use of invariants in three case studies: a simple
cubic oscillator, a two-stage anaerobic digestion model and a model for reversible chemical
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reactions. Finally, Section 3.7 concludes the chapter. A computational application of the
concepts presented in this chapter can be found in Appendix D.
3.1 Problem Statement
We consider parametric dynamic systems in the form of nonlinear ODEs
∀t ∈ [0,T ], x˙(t, p) = f (t,x(t, p), p) with x(0, p) = x0(p) . (3.1)
In connection to this problem we make the following blanket assumptions:
Assumption 3.1. The right-hand side function f :R×Rnx×Rnp →Rnx is jointly smooth in
(t,x, p) and factorable.
Assumption 3.2. The initial-value function x0 :R
np →Rnx is smooth in p and factorable.
Assumption 3.3. The parameter set P is compact and a parameterization Qp ∈ Dnp,ℓ is
given such that ImEℓ (Qp) ⊇ P, with ℓ ≥ 1 the actual number of degrees of freedom in the
parameterization.
We note that Assumption 3.1 is mainly introduced to keep notation in the chapter as
simple as possible, and the algorithm presented later can be readily applied to more gen-
eral classes of parametric ODEs, whose right-hand side functions are ‘sufficiently often
continuously-differentiable’. Likewise, Assumption 3.2 makes it possible to compute an
enclosure of a (possibly nonconvex) initial value set of the form X0 := {x0(p) | p ∈ P}.
In presenting the set-propagation algorithm, we keep our considerations general and do not
specialize to a particular affine set-parameterization. Regarding existence and uniqueness of
the ODE solutions, we note that a solution x(·, p) : [0,T ]→Rnx of the initial-value problem
(3.1) may not exist for all p ∈ P, but it is guaranteed to be unique on its maximum interval
of existence by Assumption 3.1
The state x : [0,T ]×P→Rnx is regarded as a function of the uncertain parameter vector
p ∈ P ⊆ Rnp along the time horizon [0,T ]. The reachable set of the initial value problem
(3.1) is denoted by
X(t,P) := {x(t, p) | p ∈ P}, (3.2)
or simply X(t) when it is clear from the context what the corresponding parameter host set
P is.
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The focus here is on algorithms that compute a time-varying enclosure Y (t,P)⊇ X(t,P)
for all t ∈ [0,T ] using discretized set-valued integration techniques. Particular emphasis is
on analyzing whether, as well as determining under which conditions, one can obtain stable
enclosures Y (t,P) on infinite time horizons for sufficiently small (yet finite) parameter host
sets P.
A major complication with the solutions x(t, ·) of the parametric ODEs (3.1) is that these
functions do not have a factorable representation in general, and therefore classical bounding
techniques based on interval analysis or Taylor model arithmetic cannot be applied directly.
Nonetheless, algorithms for bounding the solution set of parametric ODEs take advantage
of the fact that the right-hand side function f and the initial value function x0 are typically
factorable.
3.2 Review of Existing Discretized Set-Valued Algorithms
The focus of discrete-time set propagation is to develop numerical algorithms that constructs
a matrix valued function Qx : [0,T ]→ Dnx,ℓ such that
∀t ∈ [0,T ], ImEℓ (Qx(t)) ⊇ X(t) .
Existing validated integrators for nonlinear ODEs [100, 101, 127] consider a Taylor
series expansion in time of the ODE solutions. Assuming that x(·, p) is the solution of (3.1)
up to time t ∈ [0,T ) for a given parameter p, and provided that this solution can be extended
until t+h with h∈ (0,T− t], the application of Taylor’s theorem for an s-th order expansion
gives
x(t+h, p) =
s
∑
i=0
hiφi(t,x(t, p), p)+h
s+1φs+1(τ,x(τ, p), p) (3.3)
for some τ ∈ [t, t+ h]. Here, φ0,φ1, . . . ,φs+1 : [0,T ]×Rnx ×Rnp → Rnx denote the Taylor
coefficient functions of the solution, defined recursively as
φ0(t,x, p) := x and φi(t,x, p) :=
1
i
(
∂φi−1
∂x
(t,x, p) f (t,x, p)+
∂φi−1
∂ t
(t,x, p)
)
,
for i= 1, . . . ,s+1 and for all (t,x, p) ∈ [0,T ]×Rnx×Rnp .
State-of-the-art validated integrators [100, 101, 127] proceed in two phases analagous to
a predictor-corrector method for integration of ODEs. In the first phase a step size and an a
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priori enclosure of the solution trajectory are determined followed by a tightening of this a
priori enclosure on the second phase.
Phase I. Given a parameterization Qx(t) at some t ∈ [0,T ) such that ImEℓ (Qx(t))⊇ X(t), a
step size h and an a priori enclosure Q˜x(t + h) of the solution are computed. That
is, determine Q˜x(t + h) and h such that for some Q˜
0
x(t) satisfying ImEℓ (Qx(t)) ⊂
ImEℓ
(
Q˜0x(t)
)
we have
ImEℓ
(
Q˜x(t+h)
) ⊆ ImEℓ (Q˜0x(t)) (3.4)
Q˜x(t+h) :=
s⊎
i=0
[0,h]iφEℓi ([t, t+h],Qx(t),Qp) ⊎ [0,h]sφEℓs ([t, t+h], Q˜0x(t),Qp) .
Here, φEℓi : [0,T ]×Dnx,ℓ×Dnp,ℓ→Dnx,ℓ are extensions of the Taylor coefficient func-
tions φi for each i = 0, . . . ,s and ⊎ stands for the addition extension according to
Definition 2.5. Notice that the parameter Q˜x can be obtained by recursively increas-
ing Q0(t) and/or decreasing h until Inclusion (3.4) is satisfied. Typically, heuristics
are used in order to determine the step size.
Phase II. Given the parameterization Q˜x(t + h) and the step size h computed in Phase I,
an enclosure Qx(t+ h) is computed, satisfying ImEℓ (Qx(t+h)) ⊇ X(t+ h). Notice
that the inclusion of the reachable set in the tightened enclosure is only valid at the
end of the step, while the a priori enclosure is valid for the whole interval [t, t+ h].
One approach to compute the tightened enclosure is by evaluating an affine set ex-
tension of Equation (3.3) with the remainder term hs+1φs+1(τ,x(τ, p), p) evaluated at
Q˜x(t+h). Since validated methods were developed for parameterizations which are
not closed under affine operations, intervals and Taylor models with interval remain-
ders, the naive evaluation method tends to induce overestimation due to wrapping
and ultimately cause the bounds to escape in finite time (bound explosion). One way
of mitigating the wrapping effect is to use the mean-value theorem applied to Equa-
tion (3.3) and apply a reformulation in order to propagate rotated enclosures [100].
In the next section we present a novel algorithm for discrete-time propagation of affine-
set parameterizations. The algorithm is designed to mitigate (and in some cases eliminate)
the wrapping effect, provide continuous output and have –under certain conditions– better
stability properties than the traditional two-phase method.
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3.3 Discretized Set-Valued Integration Algorithm
In contrast to existing validated methods, the algorithm presented below reverses the order
of these two phases, thereby removing the need for an a priori enclosure of the solution
and providing a natural mechanism for step-size selection. This procedure is described next
for the propagation of a generic affine set-parameterization, as introduced in Chapter 2. It
starts with a parameterization Qx(0) := x
Eℓ
0 (Qp), with x
Eℓ
0 : Dnp,ℓ → Dnx,ℓ an extension of
the initial-value function x0, so that ImEℓ (Qx(0))⊇ X(0). Then, the following two steps are
applied repeatedly:
Step 1. Given a parameterization Qx(t) at some t ∈ [0,T ) such that ImEℓ (Qx(t))⊇ X(t), a
predictor Qx(t+h) of the solution for all h ∈ (0,T − t] is given by:
Qx(t+h) :=
s⊎
i=0
hiφEℓi (t,Qx(t),Qp) ⊎ hTOLQunit (3.5)
for a pre-specified tolerance TOL > 0 and a given Qunit ∈ Dnx,ℓ to be defined below,
and where φEℓi : [0,T ]×Dnx,ℓ×Dnp,ℓ →Dnx,ℓ are extensions of the Taylor coefficient
functions φi for each i= 0, . . . ,s and ⊎ stands for the addition extension according to
Definition 2.5. In order to avoid confusion at this point, we note that the predictor
Qx(t+h) does not need to be evaluated for a particular step-size during the propaga-
tion. In a practical implementationQx can be stored in the form a computational graph,
with one of the graph leaves corresponding to the (symbolic) variable h. This way, an
enclosure ImEℓ (Qx(t+h)) ⊇ X(t+h) can always be obtained after the propagation,
by evaluating (3.5) for any step-size h satisfying the validation condition given next.
Step 2. A step-size h¯ is determined, such that the predictor Qx(t+h) in (3.5) is guaranteed
to yield a valid enclosure of the reachable set, ImEℓ (Qx(t+h)) ⊇ X(t+ h), for all
h∈ [0, h¯]. In particular, any feasible point h¯> 0 of the following optimization problem
is suitable:
sup
h>0
h s.t.


∀τ ∈ [t, t+h],
ImEℓ
(
(τ− t)sφEℓs+1(t,Qx(τ),Qp)
)
⊆ TOL ImEℓ (Qunit)
(3.6)
with φEℓs+1 : [0,T ]×Dnx,ℓ×Dnp,ℓ→Dnx,ℓ an extension of the Taylor coefficient function
φs+1.
The validity of this bounding procedure is established in the following theorem.
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Theorem 3.1. Let the function f satisfy the blanket assumption efass::blanket1, and let
Qx(t) ∈ Dnx,ℓ be such that ImEℓ (Qx(t)) ⊇ X(t). If h¯ is a feasible point of the step-size
selection problem (3.6), then ImEℓ (Qx(t+h)) ⊇ X(t+ h) for all h ∈ [0, h¯], with Qx(t+ h)
given by (3.5).
Proof. It follows from the application of the affine set arithmetic formalism to the Taylor
series expansion (3.3) that ImEℓ (Qx(t+h)) ⊇ X(t+ h) whenever the remainder term (τ −
t)s+1φs+1(x(τ, p)) is contained in the set ImEℓ (hTOLQunit) for all τ ∈ [t, t+h]. The semi-
infinite constraint in (3.6) ensures that the remainder term satisfies this condition on the
interval [0, h¯] by construction.
For any practical purposes, it is convenient (and sufficient) to solve the step-size selec-
tion problem (3.6) approximately. Consider the remainder function rt : [0,T − t]→ Dintervalnx
given by:
rt(h) := BEℓ,Eboxnx
(
φEℓs+1(t,Qx(t+h),Qp)
)
, (3.7)
where BEℓ,Eboxnx : Dnx,ℓ → Dintervalnx is a range bounder for the chosen affine set-
parameterization,
∀Q ∈ Dnx,ℓ, ImEℓ (Q) ⊆ ImEboxnx (Bnx(Q)) ,
and let r
Ebox1 ,E
box
nx
t :D
interval
1 →Dintervalnx be an interval extension of rt . The following corollary
of Theorem 3.1 is immediate upon noting that
ImEℓ
(
hsφEℓs+1(t,Qx(t+h),Qp)
)
⊆ ImEboxnx
(
r
Ebox1 ,E
box
nx
t (
1
2
h , 1
2
h)
)
,
for all h ∈ [0,T − t].
Corollary 3.1. Let the function f satisfy the blanket assumption efass::blanket1, let Qx(t)∈
Dnx,ℓ be such that ImEℓ (Qx(t)) ⊇ X(t), and let σ ∈ Rnx+ , σ > 0, be such that [−σ ,σ ] ⊆
ImEℓ (Qunit). Suppose that h¯ ∈ (0,T − t] satisfies
h¯s
∥∥∥∥diag(σ)−1 abs
(
ImEboxnx
(
r
E
box
1 ,E
box
nx
t (
1
2
h , 1
2
h)
))∥∥∥∥
∞
≤ TOL . (3.8)
Then, ImEℓ (Qx(t+h))⊇ X(t+h) for all h ∈ [0, h¯], with Qx(t+h) given by (3.5).
In particular, (3.8) provides a practical condition for step-size validation. The following
simple iterative procedure determines a feasible step-size:
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1. Consider the following initial guess for the step-size:
h¯= ρ

 TOL∥∥∥∥diag(σ)−1 abs
(
ImEboxnx
(
r
Ebox1 ,E
box
nx
t (0)
))∥∥∥∥
∞


1
s
, (3.9)
with 0< ρ < 1 a tuning parameter, e.g., ρ = 0.8 .
2. While condition (3.8) is not satisfied with h¯, reduce the step-size as h¯← ρ h¯.
Note that this procedure is guaranteed to identify a feasible step-size h¯> 0 after finitely
many iterations, since the left hand-side expression in (3.8) shrinks with order O(hs),
whereas the right-hand term is constant and has a non-empty interior.
As far as the selection of Qunit and σ is concerned, a practical procedure involves setting
σ first—e.g., by accounting for the relative magnitude of the state variables—and determin-
ing Qunit accordingly, in such a way that ImEℓ (Qunit) ⊇ [−σ ,σ ]. In analogy to standard
scaling heuristics used in state-of-the-art (non-validated) ODE solvers [49], σ can be seen
as a scaling vector and adjusted dynamically during the integration as follows:
σi :=
1
2
Bnx(Qx(t))i,i +
ATOL
TOL
, i= 1, . . . ,nx , (3.10)
where ATOL> 0 is an additional tuning parameter, named absolute tolerance.
The full discretized set-valued integration procedure is summarized in Algorithm 1.
Note that this algorithm terminates with an error message as soon as the existence of the
reachable set X(t) can no longer be established. Such scenarios cannot be avoided, for in-
stance if a solution trajectory x(·, p) fails to exist over the entire horizon [0,T ] for certain
parameters p ∈ P or if the enclosure size blows up due to wrapping effects. On the other
hand, not only does Algorithm 1 yield a valid enclosure of the ODE solution upon success-
ful termination, but it also provides a guarantee that the solution trajectories x(·, p) exist for
all p ∈ P⊆ ImEℓ (Qp).
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Input: ODE (3.1) with factorable right-hand side f and initial value function x0; affine
parameterization Qp ∈ Dnp,ℓ such that ImEℓ (Qp) ⊇ P; consistency order s ≥ 1; tolerances
TOL ≥ ATOL > 0; maximum and minimum step-sizes hmax ≥ hmin > 0; step-size reduction
parameter 0< ρ < 1.
Initialization:
1. Set t = 0, and Qx(t) = x
Eℓ
0 (Qp).
Loop:
2. Adjust the scaling vector σ using (3.10).
3. Set the predictor Qx(t+h) for all h ∈ [0,T − t] as in (3.5).
4. Set the step-size guess h :=min{h¯,T − t}, with h¯ given in (3.9).
While condition (3.8) is violated, repeat h← ρh.
5. If h< hmin, return with an error message.
6. Update t← t+h
7. If t+h= T , return with an indication of completion; else return to step 2
Output: Enclosure function Qx : [0, t]→ Dnx,ℓ such that ImEℓ (Qx(τ)) ⊇ X(τ) for all τ ∈ [0, t],
with t ≤ T .
Algorithm 1 Set-valued integration of a parametric initial value problem in ODEs for a
generic affine set-parameterization.
3.4 Stability Analysis
Conditions under which the discretized set-valued integration algorithm presented above
inherits the stability properties of the underlying dynamic system are investigated in this
section. Of particular interest are those parametric ODEs having a unique equilibrium point
x(p) for every p ∈ P. More generally, we shall consider the case that the function f (·,x, p)
is periodic and satisfies the following assumption.
Assumption 3.4. The parametric ODEs (3.1) have a unique limit cycle x(·, p) for every
p ∈ P such that
∀t ∈ [0,T ], x˙(t, p) = f (t,x(t, p), p) and x(0, p) = x(T, p) , (3.11)
for some T > 0.
Implicit to condition (3.11) is the requirement that the cycle time T should be identical
for all p ∈ P, thereby restricting the class of periodic dynamic systems that are considered
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here. Conditions under which T is independent of the time t, at least locally, are further
discussed in Appendix A.
Example 3.1. Consider the scalar differential equation
x˙(t) = −p1x(t)+ sin(p2t)+ p3 ,
with parameters p1 > 0, p2 6= 0 and p3 ∈ R. The following function
x(t, p) :=
1
p1
[(
1− p
2
2
p1
)(
sin(p2t)− p2
p1
cos(p2t)
)
+ p3
]
satisfies condition (3.11) with the cycle time T = 2pi
p2
. In particular, the cycle time T is
constant if parameter p2 is fixed. On the other hand, Assumption 3.4 fails to hold when p2
is allowed to vary. ⋄
Given a compact parameter host set P⊂Rnp , Algorithm 1 propagates a parameterization
Qx(t,P) ∈ Dnx,ℓ, whose image describe a valid enclosure of the reachable parametric initial
value problem (3.1), ImEℓ (Qx(t,P))⊇ X(t,P), for t ≥ 0. In analogy with the definition of
local asymptotic stability in dynamic systems, we formalize the concept of local asymptotic
stability for a set-valued integration algorithm next.
Definition 3.1. Let Assumption 3.4 be satisfied, and denote X(t,P) := {x(t, p) | p ∈ P} for
t ≥ 0. Algorithm 1 for set-valued integration with consistency order s ≥ 1 is said to be
locally asymptotically stable for the parametric ODE (3.1) if the following conditions are
satisfied for sufficiently small local tolerance TOL> 0 and maximum step size hmax > 0:
(i) For every ε > 0 and all t ≥ 0, there exists δ > 0 such that
dH
(
ImEℓ (Qx(t,P)) , X(t,P)
)
= ε + O(TOL) + O(hsmax) , (3.12)
for all P⊆ Rnp with diam(P)< δ , and all Qx(0,P) with dH( ImEℓ (Qx(0,P)) ,X(0,P))< δ .
(ii) There exists δ > 0 such that
limsup
t→∞
‖ ImEℓ (Qx(t,{p∗}))− x(t, p∗)‖H = O(TOL) + O(hsmax) , (3.13)
for all p ∈ Rnp , and all Qx(0,{p∗}) with ‖ ImEℓ (Qx(0,{p∗}))− x(0, p∗)‖H < δ .
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A key advantage of a locally asymptotically stable set-valued integrator (in the sense
of Definition 3.1) is that the computed reachable set enclosures are guaranteed to remain
stable on infinite time horizons when applied to a dynamic system in the neighborhood of
a locally asymptotically stable periodic orbit (or locally asymptotically stable equilibrium
point). Moreover, in the case that the only parametric uncertainty is via the initial condition,
the enclosure ImEℓ (Qx(t,{p∗})) converges to the periodic orbit X(t,{p∗}) for any given
parameter p∗, up to a small numerical ‘noise’ of order O(TOL) + O(hsmax) that can be
made arbitrarily small by adjusting the tuning parameters TOL and hmax in Algorithm 1.
Remark 3.1. In an alternative definition of local asymptotic stability of a set-valued integra-
tor, the termO(hsmax) could be dropped in (3.12) and (3.13), thereby accounting for terms of
orderO(TOL) only. From a practical viewpoint, this refinement would be more appropriate
for stiff dynamic systems, where a larger hmax is desirable in order to not slow down the in-
tegration process unnecessarily. The emphasis in this chapter being on explicit integration
schemes, the assumption is made that a small hmax value compared to the characteristic
timescales of the dynamics should not have a major impact on the performance of the inte-
gration algorithm, at least for small TOL values. We shall revisit this important aspect later
on in Remark 3.2, once we have developed a better understanding of the mechanisms that
may lead to instability in Algorithm 1.
Although asymptotic stability of the computed reachable set enclosures would appear to
be a natural property for any set-valued integration algorithm to have, all currently available
set-valued integrators lack it to the best of our knowledge. This could be attributed to
the fact that these integrators rely on interval arithmetics in one way or another and are
thus subject to bound explosion in finite time due to wrapping effects, regardless of the
size of the uncertainty set. Even state-of-the-art integrators based on Taylor models with
interval remainders, such as VSPODE [80], cannot prevent bound explosion in enclosing the
reachable set of asymptotically stable dynamic systems, despite the fact that they implement
advanced heuristics for rotating the basis of the interval remainder.
In order to determine conditions under which a set-valued integration algorithm is
asymptotically stable, we first recall basic stability results for periodic dynamic systems;
see, e.g., [143] for more details. Given a parametric ODE of the form (3.1) and a limit
cycle x(·, p) satisfying (3.11) for p ∈ P, the so called monodromy matrix Φ(T,0, p) can be
obtained as the solution of the variational differential equation for τ, t ∈ [0,T ]:
∂Φ(t,τ, p)
∂ t
=
∂ f (t,x(t, p), p)
∂x
Φ(t,τ, p) with Φ(τ,τ, p) = I . (3.14)
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It can be shown that the periodic orbit x(·, p) is locally asymptotically stable if all the eigen-
values λi(G(T,0, p)) of the monodromy matrix are in the open unit disk,
max
i∈{1,...,nx}
|λi(Φ(T,0, p))| < 1 . (3.15)
The following theorem establishes quadratic Hausdorff convergence of the underlying
affine set-parameterization to be the critical requirement for local asymptotic stability of
Algorithm 1.
Theorem 3.2. Let Assumption 3.4 hold, and consider an affine set-parameterization for
which (i) function extensions have Hausdorff convergence order 2 (or higher), and (ii) the
addition extension is consistent in the sense of Definition 2.5. Then, Algorithm 2 with con-
sistency order s≥ 1 is locally asymptotically stable for the parametric ODE (3.1).
Proof. Let x(·, p) satisfy condition (3.11) in Assumption 3.4 for a given p ∈ P and
be a locally asymptotically stable orbit. For any t ∈ [0,T ), any Qp(P) ∈ Dnp,ℓ with
sufficiently small
∥∥ ImEℓ (Qp(P))− p∥∥H, any Qx(t,P) ∈ Dnx,ℓ with sufficiently small∥∥ ImEℓ (Qx(t,P))− x(t, p)∥∥H, and any step-size h satisfying condition (3.8), we have:∥∥ ImEℓ (Qx(t+h,P))− x(t+h, p)∥∥H
(3.5)
=
∥∥∥∥∥ ImEℓ
(
s⊎
i=0
hiφEℓi (t,Qx(t,P),Qp(P))⊕hTOLQunit
)
− x(t+h, p)
∥∥∥∥∥
H
(2.4)
=
∥∥∥∥∥ ImEℓ
(
s⊎
i=0
hiφEℓi (t,Qx(t,P),Qp(P))
)
−
s
∑
i=0
hiφi(x(t, p))
∥∥∥∥∥
H
+ hO(TOL) .
Since the Taylor coefficient functions are continuously-differentiable and their extension
have quadratic Hausdorff convergence, Proposition 2.1 gives
∥∥ ImEℓ (Qx(t+h,P))− x(t+h, p)∥∥H
(2.7)
=
∥∥∥∥∥
s
∑
i=0
hi
∂φi
∂x
(t,x(t, p), p) · [ImEℓ (Qx(t,P))− x(t, p)]
∥∥∥∥∥
H
+
∥∥∥∥∥
s
∑
i=0
hi
∂φi
∂ p
(t,x(t, p), p) · [ImEℓ (Qp(P))− p]
∥∥∥∥∥
H
+ hO(TOL)
+hO
(∥∥ ImEℓ (Qx(t,P))− x(t, p)∥∥2H) +hO(∥∥ ImEℓ (Qp(P))− p∥∥2H) . (3.16)
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Notice the absence of terms of order O
(∥∥ ImEℓ (Qx(t,P))− x(t, p)∥∥2H) or
O
(∥∥ ImEℓ (Qp(P))− p∥∥2H) in the right-hand side of the previous inequality—Because the
Taylor coefficient function φ0 is affine, its extension φ
Eℓ
0 matches the actual image set of
φ0 exactly, and therefore all non-trivial terms are of order O(h). Now, by using a Taylor
expansion of the solution Φ of the variational differential equation (3.14), we have:∥∥∥∥∥
[
s
∑
i=0
hi
∂φi
∂x
(t,x(t, p), p)−Φ(t+h, t, p)
]
· [ImEℓ (Qx(t,P))− x(t, p)]
∥∥∥∥∥
H
= hO
(∥∥ ImEℓ (Qx(t,P))− x(t, p)∥∥H) + O(hs+1)
= hO(diam(P)) + hO(hsmax) . (3.17)
In the last inequality we have used that ImEℓ (Qx(t,P)) is locally Lipschitz continuous in P,
which follows trivially from the fact that extensions have quadratic Hausdorff convergence
in the chosen set arithmetic. Moreover, we also have:∥∥∥∥∥
s
∑
i=0
hi
∂φi
∂ p
(t,x(t, p), p) · [ImEℓ (Qp(P))− p]
∥∥∥∥∥
H
= hO
(∥∥ ImEℓ (Qp(P))− p∥∥H) = hO(diam(P)) . (3.18)
Thus, combining (3.16), (3.17) and (3.18) gives
∥∥ ImEℓ (Qx(t+h,P))− x(t+h, p)∥∥H
=
∥∥Φ(t+h, t, p) · [ImEℓ (Qx(t,P))− x(t, p)]∥∥H
+ hO
(∥∥ ImEℓ (Qx(t,P))− x(t, p)∥∥2H) + hO(∥∥ ImEℓ (Qp(P))− p∥∥2H)
+ hO(diam(P)) + hO(TOL) + hO(hsmax) ,
for all t ∈ [0,T ].
In a second step, we apply a discrete version of Gronwall’s lemma to obtain
∥∥ ImEℓ (Qx(t+T,P))− x(t, p)∥∥H
=
∥∥Φ(t+T, t, p) · [ImEℓ (Qx(t,P))− x(t, p)]∥∥H
+ O
(∥∥ ImEℓ (Qx(t,P))− x(t, p)∥∥2H) + O(∥∥ ImEℓ (Qp(P))− p∥∥2H)
+ O(diam(P)) + O(TOL) + O(hsmax) ,
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since we can substitute x(t+T, p) = x(t, p).
In the last step, we use induction over the number N of cycle times together with the fact
that limN→∞ Φ(t+T, t, p)N = 0 for an asymptotically stable orbit in order to show that the
above inequality implies
∀t ∈ [0,T ], lim
N→∞
dH
(
ImEℓ (Qx(t+NT,P)) ,X(t+NT,P)
)
= O(diam(P)) + O(TOL) + O
(
hs+1max
)
. (3.19)
In particular, (3.19) implies both conditions (i) and (ii) in Definition 3.1.
Theorem 3.2 sheds light on the most fundamental reason why existing set-valued integra-
tors based on Taylor models (with interval remainders) fail to stabilize the computed reach-
able set enclosures for small enough uncertainty set, as these affine set-parameterizations
have Hausdorff convergence order 1 in general (see Remark 2.2).
We also note that a set-valued integration algorithm may not inherit the stability proper-
ties of those dynamic systems that are locally stable, but not locally asymptotically stable.
When invariants are known explicitly for such systems though, e.g., based on the underlying
conservation laws in the case of physical systems, these invariants can sometimes be used
to formulate an equivalent, reduced dynamic system that is locally asymptotically stable.
Finally, it is worth noting that the foregoing stability analysis can be extended to the case
that the initial set X0 = {x0(p) | p ∈ P} is not necessarily close to the periodic orbit. More
specifically, if for each p ∈ P the response trajectory x(·, p) reaches an attractive neighbor-
hood of the periodic limit orbit X(t,P) after a finite transition time, then Algorithm 1 shall
remain stable on infinite horizons as long as the diameter of the parameter host set P is
sufficiently small.
Remark 3.2. As a final note in connection to Remark 3.1, it is interesting to observe that
the term O(hsmax) is introduced in (3.18). The reason that the discretization error of the
variational equation cannot be bounded with a term of order O(TOL) is because the step-
size control mechanism in Algorithm 1, although it accounts for discretization errors in
the nominal state trajectories rigorously, does not account for discretization errors in the
associated variational equation on the other hand. In particular, this problem could be
resolved by appending the following semi-infinite constraint to the step-size optimization
problem (3.6):
∀τ ∈ [t, t+h], ImEℓ
(
(τ− t)s∂φs+1
∂x
Eℓ
(Qx(τ))
)
⊆ TOLImEℓ
(
Q′unit
)
,
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for a suitable matrix Q′unit ∈ Dnx×nx,ℓ. However, drawbacks of this approach include the
need to compute enclosures of the Jacobian matrix of φs+1, which can be computationally
demanding in practice, as well as the extra conservatism it would introduce on the selected
step-size. A potentially more efficient way of enforcing stability irrespective of the step-
size control mechanism would involve developing implicit schemes for set-valued numerical
ODE integration, which will be the topic for further research.
3.5 Contraction of the Enclosure using Invariants
In order to improve the stability of the enclosures as well as to tighten them further, sup-
pose now that an invariant for the parametric ODE system is known, namely a function
h : Rnx ×Rnp → R such that h(x(t, p), p) = 0 for any solution x(t, p) of (3.1). Given an
affine-parameterization basis Enp , it follows that an extension h
Enp of h should satisfy
∀t ≥ 0, ImEnp
(
hEnp (Qx(t),Qp)
)
= {0} ,
for given parameterizations Qp and Qx(t) of the parameter and reachable sets.
Consider the special case of qth-order Taylor models with ellipsoidal remainders, such
that [Px(t),Rx(t)] := Qx(t) and [Ph(t),Rh(t)] := hE
pol(q)
np ×Eballnp (Qx(t),Qp). The polynomial
part Ph(t) is trivially equal to zero by construction. On application of Algorithm 1 in [53],
the ellipsoidal remainder is constructed such that:
ImEballnp
(Rh(t))⊇ ImEballnp
(
Ah(t)Rx(t)Ah(t)⊤
)
⊕Nh(t) , (3.20)
where Ah(t) is the Jacobian matrix of h evaluated along the solution trajectory for some
pˆ ∈ P, and Nh(t) is an interval nonlinearity bounder. For linear invariants in particular,
we have Nh(t) = {0} and the ellipsoidal remainder ImEballnp (Rh(t)) can be thus be safely
intersected with the hyperplane Hh(t) := {x ∈ Rnx | Ah(t)Tx = 0}. This intersection is
simply repeated multiple times when several invariants are known.
3.6 Numerical Implementation and Case Studies
The main objective of the numerical case study in this final section is merely to il-
lustrate the ability of the developed set-valued ODE integrator to stabilize the reach-
able set enclosures—not to provide a detailed computational study. Our implementa-
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tion of Algorithm 1 comes in the form of a C++ class called ODEBND_VAL as part of
the CRONOS library, which is made freely available at: http://omega-icl.bitbucket.org/
cronos/. It uses the affine set-parameterization (E
pol(q)
ℓ ×Eballnx ,Rnx×(α
(q)
ℓ +nx+1)) of polyno-
mial models combined with ellipsoids, and computes quadratically Hausdorff convergent
extensions based on Theorem 2.1; see [53] for more details on the construction of Tay-
lor models with ellipsoidal remainder. In particular, we use the verified library PROFIL
(http://www.ti3.tu-harburg.de/) for interval analysis and the library MC++ (http://
omega-icl.bitbucket.org/mcpp/) [93] for Taylor model arithmetic. The Taylor expansion in
time of the ODE solutions are constructed using automatic differentiation in FADBAD++
(http://www.fadbad.com/fadbad.html). Unless otherwise noted, the consistency order is set
to s= 5, the tolerances to TOL= 10−7 and ATOL= 10−8, and the step-size control param-
eter to ρ = 0.8.
3.6.1 Cubic Oscillator
We consider the following cubic oscillator system:
x˙1(t) = x2(t)+
1
10
(1− x1(t)2− x2(t)2)x1(t) with x1(0) = p1 (3.21)
x˙2(t) = − x1(t)+ 1
10
(1− x1(t)2− x2(t)2)x2(t)− 1
5
x2(t) with x2(0) = p2 , (3.22)
where both parameters p1 and p2 are uncertain, given by p∈ P := [1.5,3]× [−0.1,0.1]⊆R2.
The results obtained by running the set-valued integrator with 4th-order Taylor models
are given in Fig. 3.1, with projections on the state components x1(t) and x2(t) shown on
the left plot and the right plot, respectively. Both plots illustrate that the computed set
Im
E
pol(4)
ℓ ×Eball2
(Qx(·,P)) validly enclose the actual reachable set on the time horizon [0,20],
with very small overestimation in this case.
The behavior of the set-valued integrator on the extended time horizon t ∈ [0,400] is
shown in Fig. 3.2. Also reported on this figure are the bounds computed using VSPODE
(v1.4) [80], with the order of the Taylor expansion in time and of the Taylor model set to
5 and 4, respectively, in order to enable direct comparison, and selecting QR-factorization
with row permutation as the wrapping mitigation strategy. These results demonstrate the
ability of Algorithm 1 to stabilize the reachable set enclosures when propagating Taylor
models with ellipsoidal remainders. In contrast, the bounds computed using VSPODE even-
tually explode around t = 180, a behavior attributed to the propagation of Taylor models
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Fig. 3.1 Projections of the exact reachable set X(t) (shaded area) on the state component
x1(t) (left plot) and the state component x2(t) (right plot). The solid lines show the upper
and lower bounds computed with Algorithm 1 over the time horizon [0,20].
with interval remainder, which only enjoy linear Hausdorff convergence in the sense of Def-
inition 2.7 (see also Remark 2.2).
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Fig. 3.2 Projections on the state component x1(t) (left plot) and the state component x2(t)
(right plot) of the upper and lower bounds computed with Algorithm 1 (red lines) and
VSPODE (blue lines) over the extended time horizon [0,400].
Closely related to stability is the question how closely the computed enclosure
Im
E
pol(4)
ℓ ×Eball2
(Qx(·,P)) approximates the actual reachable set X(t,P). This approximation
error can be quantified as the diameter of the ellipsoidal remainder Im
Eball2
(Qremx (·,P)), with
Qremx (t,P)∈R2×3 such that [Qpolx (t,P),Qremx (t,P)] :=Qx(t,P). The left plot on Fig. 3.3 rep-
resents the evolution of such a diameter along the time horizon for various Taylor model
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expansion orders q = 2, . . . ,5. In the case of q = 2, Algorithm 1 stops with an error mes-
sage around t = 35, after a dramatic increase in the diameter of the ellipsoidal remainder.
This is due to the fact that, in this instance, the inherent stability of the cubic oscillator
system (3.21) is over-powered by the wrapping effect inherent to the ellipsoidal remainder
term of the Taylor model (for the given uncertainty set P). In contrast, the reachable set
enclosures can be stabilized with higher-order expansions q ≥ 3; that is, Algorithm 1 can
in principle propagate these enclosures ad infinitum. It is also seen that the approximation
error can be reduced by increasing the expansion order q of the Taylor model. While this
trend could be confirmed for other examples as well, the question whether or not the approx-
imation error converges to zero in the limit remains open.
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Fig. 3.3 Diameter of the remainder ellipsoid in the parameterization of the reachable set
enclosure diam(Im
Eball2
(Qremx )) computed with the set-valued integrator for various Taylor
model orders q = 2, . . . ,5 (left plot) and various tolerances TOL = 10−4, . . . ,10−7 (right
plot).
Finally, the right plot on Fig. 3.3 represents the evolution of the diameter of the ellip-
soidal remainder for various tolerance values TOL= 10−4, . . . ,10−7 in the case of 4th-order
Taylor models (q = 4). These results illustrate the effect of the parameter TOL on the inte-
grator stability. In agreement with the asymptotic stability conditions in Definition 3.1, too
large a value for TOL can indeed lead to instability of the computed enclosures and bound
explosion in finite time.
3.6.2 Anaerobic Digestion
We consider a six-state model representing the dynamics of an anaerobic digester, as origi-
nally proposed by Bernard et al. [11]. Enclosing the solutions of this model in the presence
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of parametric uncertainty is challenging due to the presence of complex and liquid-gas trans-
fer and pH self-regulation mechanisms. Moreover, the system exhibits both fast dynamics
acting on a time-scale of minutes/hours, and slow dynamics acting on a time-scale of days.
X˙1 = (µ1(S1)−αD)X1, (3.23a)
X˙2 = (µ2(S2)−αD)X2, (3.23b)
S˙1 = D(S
in
1 −S1)− k1µ1(S1)X1, (3.23c)
S˙2 = D(S
in
2 −S2)+ k2µ1(S1)X1− k3µ2(S2)X2, (3.23d)
Z˙ = D(Zin−Z), (3.23e)
C˙ = D(Cin−C)−qCO2 + k4µ1(S1)X1+ k5µ2(S2)X2 . (3.23f)
The states X1 and X2 stand for the concentrations of acidogenic and methanogenic biomass,
respectively; S1, the organic substrate concentration (COD other than VFA); S2, the volatile
fatty acids (VFA) concentration; Z, the total alkalinity concentration (TALK); and C, the
total inorganic carbon concentration (TIC). Moreover, D represents the dilution rate; Sin1 ,
Sin2 , Z
in and Cin are the inlet concentrations of organic substrate, VFA, TALK and TIC,
respectively; α is the fraction of biomass in the liquid phase (i.e., not attached to a support);
and k1, . . . ,k6 are pseudo-stoichiometric yield coefficients.
The specific growth rates of acidogenic bacteria, µ1, and methanogenic bacteria, µ2, are
assumed to follow Michaelis-Menten and Haldane kinetics,
µ1(S1) := µ¯1
S1
S1+KS1
, (3.23g)
µ2(S2) := µ¯2
S2
S2+KS2 +S
2
2/KI2
, (3.23h)
with maximum growth rates µ¯1 and µ¯2, half-saturation constants KS1 and KS2 , and inhibition
constantKI2 (methanogenic bacteria only). Finally, the molar flowrate of CO2, qCO2 , is given
by
qCO2 := kLa(C+S2−Z−KHPCO2), (3.23i)
with PCO2 :=
φCO2−
√
φ2CO2−4KHPt(C+S2−Z)
2KH
(3.23j)
φCO2 :=C+S2−Z+KHPt+
k6
kLa
µ2(S2)X2 , (3.23k)
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where kLa denotes the liquid-gas transfer constant, KH is Henry’s constant, and Pt is the
total pressure. This case study, will be considered repeatedly throughout this thesis, the
parameters of the model taken from [11] and summarized in Table 3.1 for the sake of repro-
ducibility.
Table 3.1 Parameters in the anaerobic digestion model (4.62,4.72).
Parameter Value Parameter Value
µ¯1 1.2 day
−1 k1 42.14 g(COD)g(cell)−1
KS1 7.1 g(COD)L
−1 k2 116.5 mmolg(cell)−1
µ¯2 0.74 day
−1 k3 268.0 mmolg(cell)−1
KS2 9.28 mmolL
−1 k4 50.6 mmolg(cell)−1
KI2 256 mmolL
−1 k5 343.6 mmolg(cell)−1
kLa 19.8 day
−1 k6 453.0 mmolg(cell)−1
KH 16 mmolL
−1 atm−1 Sin1 5 g(COD)L
−1
Pt 1 atm S
in
2 80 mmolL
−1
α 0.5 − Zin 50 mmolL−1
D 0.4 day−1 Cin 0 mmolL−1
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Fig. 3.4. Reachable set enclosure projections for the variables X2 and S2.
Enclosures of the reachable set obtained with 2nd- and 3rd-order Taylor models with
ellipsoidal remainders are shown in Fig. 3.4, for uncertain initial values given by X1(0) ∈
0.5× [0.98,1.02], X2(0) ∈ [0.98,1.02], S1(0) = 1, S2(0) = 5, Z(0) = 50, and C(0) = 40.
3rd-order (or higher-order) Taylor models successfully stabilize the reachable set enclosure
here, whereas 2nd-order Taylor models fail to do so for this level of uncertainty. In the latter
case, stabilizing the enclose would require reducing the uncertainty set further.
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3.6.3 Reversible Chemical Reactions
Consider the reversible reactions A+B⇋ C and A+C⇋D in a batch reactor, as described
by the following dynamic model:
x˙A = −r1(xA,xB,xC)
x˙B = −r1(xA,xB,xC)
x˙C = r1(xA,xB,xC)− r2(xA,xC,xD)
x˙D = r2(xA,xC,xD)
with
r1(xA,xB,xC) := k
f
1xAxB− kr1xC
r2(xA,xB,xC) := k
f
2xAxB− kr2xC
Based on mass-conservation considerations, it is not hard to see that the functions
h1(x) := xB + xC + xD and h2(x) := xA − xB + xD are both linear solution invariants for
the ODE system, i.e., h˙1(x) = h˙2(x) = 0 for all t ≥ 0. Such invariants are typical in chem-
ical reaction systems [e.g., 140, 130]. Mixed uncertainty in the initial values and kinetic
parameters is considered here, with xA(0) = 1, xB(0) ∈ [0.95,1.05], xC(0) = xD(0) = 0,
kf1 ∈ [50,60], kf2 = 20, and kr1 = kr2 = 1.
Enclosures of the reachable set obtained with 3rd-order Taylor models with ellipsoidal
remainders are shown in Fig. 3.5, with and without accounting for the invariants. On account
of the invariants the set-valued integrator is able to stabilize the reachable set enclosure,
whereas it fails to do so for this level of uncertainty when the invariants are ignored.
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Fig. 3.5. Reachable set enclosure projections for the variables xA and xB.
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3.7 Conclusion
This chapter has presented a new discretized set-valued integration algorithm for paramet-
ric initial value problems in ODEs. This algorithm uses a predictor-validation approach
to propagate generic affine set-parameterizations, whose images are guaranteed to enclose
the ODE reachable tube by Theorem 3.1. Sufficient conditions have also been derived in
Theorem 3.2 for this algorithm to be locally asymptotically stable, in the sense that the
computed reachable set enclosures are guaranteed to remain stable on infinite time horizons
when applied to a dynamic system in the neighborhood of a locally asymptotically stable
periodic orbit (or equilibrium point). These stability properties have been illustrated for a
simple cubic oscillator and a more challenging dynamic system representing an anaerobic
digestion process. Another contribution has been incorporating ODE invariants in order to
further improve the stability of the algorithm, which has been illustrated using a chemical
reaction system.
The techniques presented in this chapter have been implemented in an in-house library
named CRONOS based on the library MC++, both freely available from: http://omega-icl.
bitbucket.org/cronos. Another open-source implementation is available as a sub-package in
ACADO Toolkit [55] at: http://www.acadotoolkit.org.

Chapter 4
Continuous-Time Set Propagation
This chapter presents a framework for constructing and analyzing enclosures of the reach-
able sets of nonlinear ordinary differential equations using continuous-time set propagations
methods. Although auxiliary ODEs whose solutions are guaranteed to enclose the reachable
set of the dynamic system can be constructed using affine set parameterizations, this frame-
work exploits facet constraints of the system restricting the growth of the reachable set. This
is accomplished by focusing on convex enclosures which can be uniquely characterized in
terms of their support functions. A generalized differential inequality is introduced, whose
solutions describe such support functions for a convex enclosure of the reachable set un-
der mild conditions. This generalized differential inequality is shown to contain as special
cases existing continuous-time set propagation strategies such as differential inequalities
and ellipsoidal set-propagation. An extension of this frameworks for nonconvex sets using
polynomial (Taylor) models with convex remainders is also provided. The framework also
provides a means for analyzing the convergence properties of the enclosures constructed
using the generalized differential inequality. A non trivial extension for the characterization
of robust forward invariant tubes for control-affine nonlinear systems is also presented. This
extension is given in terms of a min-max differential inequality for the support function of
convex enclosures having smooth boundary with positive curvature. As a by product of this
construction nonlinear feedback control functions for the system are constructed by exploit-
ing the structure of the boundary of the set. A tube-based robust model predictive control
strategy based on this min-max differential equation is also introduced and a tractable for-
mulation for robust forward invariant tubes is provided.
The remainder of this chapter is organized as follows. In Section 4.1 the problem stated
in Chapter 3 is briefly recalled in the context of continuous-time methods, together with the
preliminary material needed in this chapter. Section 4.2 presents a brief review of existing
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continuous-time convex set propagation methods, namely standard differential inequalities
and the ellipsoidal propagation approach. Section 4.3 introduces the main contribution of
this chapter, the generalized differential inequality for the propagation of general convex
sets through ODEs. Section 4.4 presents some applications of the generalized differential
inequality. In particular we show that the results of standard differential inequalities and the
ellipsoidal approach are implied by the generalized differential inequality. In this section
we also provide an approach for the construction of nonconvex set propagation methods
based on polynomial models with convex remainders. Section 4.5.1 presents the conver-
gence analysis of the enclosures constructed using the generalized differential inequality.
Section 4.6 discusses the numerical implementation of the bounding methods and illustrates
their bounding capabilities and convergence properties using a model for an anaerobic di-
gestion process. In Section 4.7 the characterization of robust forward invariant tubes for
control-affine nonlinear system in terms of a min-max differential inequality is introduced.
Section 4.8 presents practical conditions for the construction of robust forward invariant
tubes with ellipsoidal cross-sections. Section 4.9 introduces a strategy for robust tube-based
model predictive control using the min-max differential inequality. In this section an ellip-
soidal tube-based MPC procedure is illustrated for a spring-mass-damper system. Finally,
Section 4.10 concludes the chapter.
4.1 Problem Definition and Preliminaries
In this chapter we consider again the problem of enclosing the reachable set of parametric
ODEs given respectively by Equations (3.1) and (3.2), which are recalled here in order for
this chapter to be self-contained,
∀t ∈ [0,T ] x˙(t, p) = f (t,x(t, p), p) with x(0, p) = x0(p) . (4.1)
The reachable set of the initial value problem (4.1) is also denoted by
X(t,P) := {x(t, p) | p ∈ P}. (4.2)
Throughout the paper, we consider solutions to these auxiliary ODEs in the extended
sense, whereby a solution can be any absolutely continuous function satisfying the initial
condition and the ODE almost everywhere on [0,T ]; see, e.g., [28, Theorem 1.1]. More pre-
cisely, we constrain ourselves to the case of locally Lipschitz-continuous functions, which
are sufficient for most practical purposes.
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The problem addressed in this chapter is the computation of time-varying enclosures
Y (t,P)⊇ X(t,P), for t ∈ [0,T ], using continuous-time set-propagation techniques. Specifi-
cally, these enclosures are constructed from the solutions of auxiliary ODEs. In connection
to Chapters 2 and 3 we can consider the enclosure Y (t) as a parameterization of the form
Y (t) = ImEnx,ℓ (Qx) and propagate the parameterization through ODEs of the form:
Q˙x(t) = F(Qx(t),Qp), (4.3)
with initial parameterization Qx(0) := x
Enx,ℓ
0 (Qp). Clearly a possible choice for the right-
hand side function F in Eq. (4.3) is the extension fEnx,ℓ of the original right-hand side f
in Eq. (4.1). However, it is useful in practice to account for certain facet constraints that
mitigate the growth of the enclosure.
In this chapter, the affine-set formalism for representing sets is dropped. In its place we
choose to represent the set Y (t) using support functions. Recall that the support function of
a compact set is the maximum extension of a set in a given direction. More precisely, the
support function of Z ∈Knx in the direction c ∈ Rnz is given by
V [Z](c) :=max
z∈Z
c⊤z . (4.4)
In particular, there exists positive constantsC1 ≤C2 < ∞ such that
∀Z ∈KnC , C1diam(Z) ≤ max
c∈Rn,‖c‖≤1
V [Z](c)+V [Z](−c) ≤ C2 diam(Z) . (4.5)
This result follows from the definition of the support function and the diameter of a set,
using the equivalence of norms in finite dimensional vector spaces.
The support function is important since it can be used to uniquely characterize a convex
and compact set. For example, assuming Z is compact and convex we can reconstruct it
using its support function as
Z =
⋂
c∈Rnz\{0}
{
z ∈ Rnz
∣∣∣c⊤z≤V [Z](c)} .
In this chapter, we provide a set of sufficient conditions for a set valued function
Y : [0,T ]→KnxC to enclose the reachable set X(t) for all t ∈ [0,T ]. These conditions are given
in terms of the support function of Y (t) and thus they are not amenable for numerical com-
putations —since they need to hold for every direction vector c ∈ Rnx \ {0}. Nevertheless,
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for some sets the support function has an analytical expression, enabling the construction of
conditions which can be satisfied computationally.
When considering sets inKnC we often require some assumptions regarding the regularity
of its boundary, which for Z ∈KnC is denoted by bdZ. Given a set Z ∈KnC a point z ∈ bdZ is
called regular if there is an unique supporting hyperplane of Z through that point, otherwise
the point is called singular. The set Z is said to be strictly convex if each of its supporting
hyperplanes meets bdZ at exactly one point z ∈ bdZ and it is called smooth if bdZ is a
smooth submanifold of Rnz . Furthermore the boundary of any smooth set Z can be defined
implicitly as bdZ := {z∈Rnz |g(z)= 0}, for some smooth function g :Rnz →R. In particular
if bdZ has only regular points, then g is continuously differentiable.
Let Snz−1 be the unit sphere in Rnz , Z ∈KnC and bdZ have only regular points, then the
Gauss map GZ : bdZ → Snz−1 is a continuous function assigning to every boundary point
z ∈ bdZ its unique unit outer normal. If in addition Z is strictly convex, the Gauss map has
a continuous inverse, i.e. bdZ is homeomorphic to Snz−1.
The Gauss map of a smooth set Z ∈KnzC is given by
∀ζ ∈ bdZ : GZ(ζ ) =
∥∥∥∥∂g∂ z (ζ )
∥∥∥∥−1 ∂g∂ z (ζ ) .
Moreover, its differential ∂GZ/∂ z(ζ ) defines a linear operator from TζZ the tangent space
of Z at ζ onto itself. If for all ζ ∈ bdZ
w⊤
∂GZ
∂ z
(ζ )w> 0 , ∀w ∈ TζZ \{0} ,
Z is said to have positive curvature. Notice that a smooth set Z with positive curvature is
also strictly convex.
4.2 Review of Existing Convex Set Propagation Methods
4.2.1 Differential Inequalities
The theory of differential inequalities provides sufficient conditions for time-varying inter-
val bounds Y (t) :=
[
yL(t),yU(t)
]
to yield an enclosure of a parametric ODE’s reachable set
X(t). These conditions can be used for propagating an interval enclosure Y (t) of X(t) along
the integration horizon.
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Theorem 4.1. Consider the initial value problem (4.1), and assume that the right-hand side
function f is jointly continuous in (t,x, p) and locally Lipschitz-continuous in x uniformly
on [0,T ]×P, with P⊂Rnp compact, and the initial value function x0 is continuous on P. Let
the functions yL,yU : [0,T ]→ Rnx be Lipschitz-continuous, with yL(t)≤ yU(t), and satisfy
a.e. t ∈ [0,T ] , y˙Li (t)≤min
ξ ,ρ

 fi(t,ξ ,ρ)
∣∣∣∣∣∣∣∣
ξi = y
L
i (t)
ξ ∈ [yL(t),yU(t)]
ρ ∈ P

 (4.6)
and y˙Ui (t)≥max
ξ ,ρ

 fi(t,ξ ,ρ)
∣∣∣∣∣∣∣∣
ξi = y
U
i (t)
ξ ∈ [yL(t),yU(t)]
ρ ∈ P

 , (4.7)
for each i= 1, . . . ,nx, with [y
L(0),yU(0)]⊇ {x0(p) | p ∈ P}. Then, X(t)⊆
[
yL(t),yU(t)
]
for
all t ∈ [0,T ].
This result is well established in the more general setting of a continuous right-hand side
function f ; see, e.g., [71, 154] for ODE systems without parameters, where the differential
inequalities are stated in terms of left-sided Dini derivatives and with strict inequalities. The
corresponding result with weak inequalities follows from a uniqueness argument, such as
(local) Lipschitz-continuity of the ODE right-hand side [45, 133]. The parameter-dependent
case is also addressed in [138, 133].
Revisiting the classical theory of differential inequalities with stronger assumptions has
two principal motivations. The first one is related to well-posedness of the initial value
problems, as uniqueness of the ODE solutions is required in most practical applications. The
second one is concerned with numerical computation of the bounding trajectories, which
usually applies interval analysis to estimate the minimum and maximum values in the right-
hand sides of (4.6,4.7). From this standpoint, (local) Lipschitz-continuity of the right-hand
side function f and of the bounding trajectories yL and yU as well as weak differential
inequalities are certainly justified. A proof of these results will be obtained in Sect. 4.4.1 as
a corollary of the generalized differential inequalities introduced in Theorem 4.3.
A practical application of Theorem 4.1 is in propagating a continuous-time enclosure
of the reachable set by considering equalities in (4.6,4.7) and possibly overestimating the
right-hand sides using interval analysis. This approach presents the advantage that the num-
ber of ODEs in the auxiliary bounding system is 2nx, and therefore the size of the bounding
system is proportional to the number of state variables in the original ODE system. This
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makes the approach computationally tractable for large-scale systems, at least in principle.
Nonetheless, an important limitation with differential inequalities-based bounds is that they
often suffer large overestimation, thus providing a poor approximation of the actual reach-
able set X(t) or even blowing up to infinity in finite time. This instability can even occur in
the case of linear ODEs, as illustrated in the following example.
Example 4.1. Consider the linear differential equations
x˙1(t, p) = x2(t, p) with x1(0, p) = p1
x˙2(t, p) = −x1(t, p) with x2(0, p) = p2
(4.8)
with p ∈ P := [−1,1]2. The solutions of this Hamiltonian system remain bounded, although
not asymptotically stable. An exact expression for the reachable set is:
X(t) =
(
cos(t) sin(t)
−sin(t) cos(t)
)
X(0) . (4.9)
On the other hand, the tightest possible bounding trajectories yL,yU satisfying Theorem (4.1)
are the solutions of the auxiliary ODE system
y˙L1 (t) = y
L
2 (t) with y
L
1 (0) = p
L
1
y˙U1 (t) = y
U
2 (t) with y
U
1 (0) = p
U
1
y˙L2 (t) = −yU1 (t) with yL2 (0) = pL2
y˙U2 (t) = −yL1 (t) with yU2 (0) = pU2 ,
(4.10)
which yields an unstable enclosure of the reachable set X(t) of (4.8) as
Y (t) = exp(t)Y(0) . (4.11)
This instability is entailed by the inability of interval vectors to represent rotated boxes
exactly, the so-called wrapping effect. ⋄
Remark 4.1. In the special case of linear ODE systems, it should be noted that general
transformations can be applied in order to avoid the foregoing bound instability. In [121],
for instance, the original system is first transformed into complex Jordan normal form and
an exponential enclosure technique is used based on complex interval analysis and Piccard
iterations. One can also shift the trajectories of the original ODEs as given below in (4.12),
and then use differential inequalities to bound the shifted ODEs.
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4.2.2 Ellipsoidal Propagation Approach
In order to improve upon interval enclosures, an alternative approach involves propagating
ellipsoidal enclosures of the reachable set X(t). In the presence of uncertain parameters in
the ODE right-hand side or initial condition, it is convenient to construct ellipsoidal enclo-
sures after shifting the trajectories so that
∀(t, p) ∈ [0,T ]×P , x(t, p)− xˆ(t)−G(t)(p− pˆ) ∈ E(Q(t)) , (4.12)
with Q(t) ∈ Snx+ . Here, pˆ ∈ Rnp can be any reference point, for instance pˆ := mid(P); the
reference trajectory xˆ : [0,T ]→ Rnx is such that xˆ(t) := x(t, pˆ); and G(t) ∈ Rnx×np is the
solution of the variational differential equation
∀t ∈ [0,T ] , G˙(t) = A(t)G(t)+B(t) with G(0) = B0 ,
where the following shorthand notation is used:
A(t) :=
∂ f
∂x
(t, xˆ(t), pˆ) , B(t) :=
∂ f
∂ p
(t, xˆ(t), pˆ) , and B0 :=
∂x0
∂ p
(pˆ) ,
assuming that the right-hand side function f is continuously-differentiable in (x, p), and the
initial value function x0 continuously-differentiable with respect to p. With this transforma-
tion, an enclosure Y (t) of the reachable set X(t) of the original ODEs can then be recovered
as:
Y (t) = {xˆ(t)}⊕G(t)[P− pˆ]⊕E(Q(t)) . (4.13)
The following theorem provides sufficient conditions for time-varying ellipsoidal
bounds E(Q(t)) to satisfy (4.12). This construction requires a right-hand side nonlinear-
ity bounder Ω(t,Q,P, pˆ) ∈ IRnx such that
∀(ξ ,ρ) ∈ {xˆ(t)}⊕G(t)[P− pˆ]⊕E(Q)×P ,
f (t,ξ ,ρ)− f (t, xˆ(t), pˆ)−A(t)(ξ − xˆ(t))−B(t)(ρ− pˆ) ∈Ω(t,Q,P, pˆ) , (4.14)
as well as an initial value nonlinearity bounder Ω0(P, pˆ) ∈ IRnx satisfying
∀ρ ∈ P , x0(ρ)− xˆ(0)−B0(ρ− pˆ) ∈ Ω0(P, pˆ) . (4.15)
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By a slight abuse of notation, the more compact notation Ωt(Q) and Ω0 is used subsequently
to denote the nonlinearity bounders as P and pˆ are fixed.
Theorem 4.2. Consider the initial value problem (4.1), and assume that the right-hand
side function f is jointly continuous in (t,x, p) and continuously-differentiable in (x, p) for
t ∈ [0,T ] and the initial-value function x0 is continuously-differentiable on P, with P ⊂
Rnp compact. Suppose that nonlinearity bounders Ωt and Ω0 satisfying (4.14) and (4.15),
respectively, are available, with Ωt locally Lipschitz-continuous in Q on [0,T ]. Let κ :
[0,T ]→ Rnx++ be a continuous function, and let Q : [0,T ]→ Snx+ be a Lipschitz-continuous
function satisfying
a.e. t ∈ [0,T ] , Q˙(t)  A(t)Q(t)+Q(t)A(t)⊤+
nx
∑
i=1
κi(t)Q(t) (4.16)
+diag(κ(t))−1 diag rad(Ωt(Q(t)))2 ,
with Q(0)  diag rad (Ω0)2. Then, X(t)⊆ {xˆ(t)}⊕G(t)[P− pˆ]⊕E(Q(t)) for all t ∈ [0,T ].
A similar result in the presence of time-varying uncertainties was established in [56].
The state transformation approach used in Theorem 4.2 exploits the fact that the uncertainty
is time invariant, thus avoiding over-conservatism. An alternative proof of this results will be
obtained in Sect. 4.4.1 as a corollary of the generalized differential inequalities introduced
in Theorem 4.3.
Similar to differential inequalities, a practical application of Theorem 4.2 is in propagat-
ing a continuous-time enclosure of the reachable set with equality in (4.16). We note that
a positive semidefinite solution of (4.16) is guaranteed to exist (at least locally) when the
initial value Q(0) is itself positive semidefinite. A clear advantage of this approach over
differential inequalities is that it can provide exact bounds for parametric linear ODEs; e.g.,
the actual reachable set of (4.10) in Example 4.1 can be computed. Nonetheless, the number
of ODEs in the auxiliary bounding system now scales as O(()n2x+nxnp), and therefore the
size of the bounding system increases quadratically with the number of state variables in the
original ODE system. Another aspect that must be taken into account is the differentiability
class of the functions f and x0 in (4.1), as the ellipsoidal method in Theorem 4.2 requires
continuous differentiability in both x and p, whereas differential inequalities only require
local Lipschitz-continuity in x. Nonetheless, we note that the ellipsoidal approach may still
provide valid enclosures in the case that f or x0 fail to be continuously-differentiable, for
instance by choosing A(t) in the Clarke subdifferential ∂c f (t, xˆ(t), pˆ) [27]—the quadratic
convergence property (see Sect. 4.5.2) would be lost however.
4.2 Review of Existing Convex Set Propagation Methods 69
Example 4.2. Consider the following parametric nonlinear ODE system of the Lotka-
Volterra type
x˙1(t, p) = p1 x1(t, p) [1− x2(t, p)] with x1(0, p) = 1.2+ p2 (4.17)
x˙2(t, p) = p1 x2(t, p) [x1(t, p)−1] with x2(0, p) = 1.1+ p22 , (4.18)
where p ∈ P := ([2.95,3.05], [−0.05,0.05])T and t ∈ [0,T ].
In order to propagate an ellipsoidal enclosure of the reachable set of (4.17,4.18), The-
orem 4.2 is applied with equality in (4.16). Further details about the numerical solution
procedure will be given later on in Sect. 4.6. The results at t = 1 are shown in the left plot of
Figure 4.1. The actual reachable set (gray-shaded area) is contained in the reachable set en-
closure (thick solid line), which is obtained as the Minkowsky sum of {x(t, pˆ)}⊕G(t)[P− pˆ]
(dashed line) and E(Q(t)) (dotted line). The right plot of Figure 4.1 presents the projections
onto x1 of the time-varying reachable set (shaded area) and of the ellipsoidal enclosure
(thick solid line). This enclosure is also to be compared to the best possible bounds ob-
tained with differential inequalities (thick dotted line) as given in Theorem 4.1, which turn
out to be much more conservative in this example. ⋄
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Fig. 4.1 Left plot: Ellipsoidal enclosure {x(t, pˆ)}⊕G(t)[P− pˆ]⊕E(Q(t)) of the reachable
set X(t) at t = 1. Right plot: Projections onto x1 of the reachable set X(t), the ellip-
soidal enclosure {x(t, pˆ)}⊕G(t)[P− pˆ]⊕E(Q(t)), and the differential inequalities bounds
yL(t),yU(t) along [0,T ]. The reachable set and the ellipsoidal enclosure are represented
with a shaded area and a thick solid line, respectively.
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4.3 Generalized Differential Inequalities
This section presents a unified framework for the continuous-time propagation of pointwise-
in-time convex enclosures of the reachable set of nonlinear ODEs. The main result is a
set of sufficient conditions, in the form of a generalized differential inequality, for a time-
varying support function to describe an enclosure of the reachable set. In particular, this
framework provides a direct link with standard differential inequalities and other existing
time-continuous enclosure techniques that are amenable to numerical implementation.
The analysis that follows is inspired by, and closely related to, Aubin’s viability the-
ory [7]. The properties of the propagation operator Γ defined subsequently have been ana-
lyzed exhaustively in the context of viability theory, even in the more general case that p is
a time-varying input function.
Definition 4.1. The set propagation operator Γ : [0,T ]× [0,T ]×Π(Rnx)→ Π(Rnx) associ-
ated to the ODE (4.1) is defined as
Γ(t1, t2,Y ) :=

x(t2)
∣∣∣∣∣∣∣
∃p ∈ P :
∀τ ∈ [t1, t2] , x˙(τ) = f (t,x(τ), p)
x(t1) ∈ Y

 , (4.19)
for all t1, t2 ∈ [0,T ] with t2 ≥ t1, and all Y ⊆ Rnx . In particular, for the reachable sets X(t1)
and X(t2) at t1 ≤ t2, we have
X(t2)⊆ Γ(t1, t2,X(t1)) .
Our method of proof follows a stepwise procedure, starting by establishing the result
under certain regularity and convexity assumptions, before relaxing these assumptions. In
order to avoid disrupting the flow of the paper, a number of technical lemmata used in the
proof are reported in Appendix B. The following proposition is also instrumental to prove
the result.
Proposition 4.1. Consider the ODE (4.1), and assume that the right-hand side function f is
globally Lipschitz-continuous in x uniformly on [0,T ]×P. Let Yε : [0,T ]→KnxC be a family
of set-valued functions, and suppose that there exist two continuous functions α,β : R+ →
R+, with α(0) = β (0) = 0, such that
Γ(t, t+h,Yε(t))⊆Yε(t+h)⊕h [α(h)+β (ε)]Bnx (4.20)
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for all sufficiently small h≥ 0 with t+h ∈ [0,T ], all t ∈ [0,T ], and all ε ≥ 0. Then,
∀ε ≥ 0 , Γ(0,T,Yε(0))⊆ Yε(T )⊕ γ(ε)Bnx ,
for some continuous function γ : R+→ R+ with γ(0) = 0.
Proof. The function f being globally Lipschitz-continuous in x uniformly on [0,T ]× P,
(unique) solutions x(t, p) of (4.1) are guaranteed to exist on [0,T ] for all p ∈ P. Therefore,
the propagation operator Γ is well defined. Moreover, by uniform Lipschitzness of f in x on
[0,T ]×P, it follows that the set-valued map Γ is itself locally Lipschitz-continuous around
every Y ⊂ Rnx (see [7], Definition 2.1.3); that is, for all t, t ′ ∈ [0,T ], with t ≤ t ′, there exists
C < ∞ such that
Γ(t, t ′,Y +∆)⊆ Γ(t, t ′,Y )+C diam(∆) Bnx , (4.21)
for all ∆⊂ Rnx with sufficiently small diam(∆).
Consider a subdivision of [0,T ] into N equidistant intervals [θi−1,θi], i = 1, . . . ,N, with
end-points θi := ih and width h :=
T
N
. From (4.20) and for a large enough N—or, equiva-
lently, for a sufficiently small h—we have
∀i ∈ {1, . . . ,N} , Γ(θi−1,θi,Yε(θi−1))⊆ Yε(θi)⊕h [α(h)+β (ε)]Bnx . (4.22)
Consider the sequence of sets Xi, i= 0, . . . ,N, defined recursively as
X0 := Yε(0) , and Xi := Γ(θi−1,θi,Xi−1) for i ∈ {1, . . . ,N} . (4.23)
If readily follows from Definition 4.1 and (4.23) that
∀i ∈ {1, . . . ,N} , Γ(0,θi,Yε(0))⊆ Xi . (4.24)
Next, by finite induction on i= 0, . . . ,N−1, assume that
Xi ⊆Yε(θi) ⊕ Ci ih [α(h)+β (ε)]Bnx .
for some constantCi < ∞. We have
Xi+1 = Γ(θi,θi+1,Xi) ⊆ Γ(θi,θi+1,Yε(θi) ⊕ Ci ih [α(h)+β (ε)]Bnx) ,
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and by the Lipschitz-continuity property (4.21), there are constantsC′i ,Ci+1 < ∞ such that
Xi+1 ⊆ Γ(θi,θi+1,Yε(θi)) ⊕ C′i ih [α(h)+β (ε)]Bnx
(4.20)
⊆ Yε(θi+1) ⊕ Ci+1 (i+1)h [α(h)+β (ε)]Bnx ,
for sufficiently small h. Noting that Γ(0,0,Yε(0)) = X0, this induction gives
Γ(0,T,Yε(0))
(4.24)
⊆ XN ⊆ Yε(T ) ⊕ γ(ε)Bnx ⊕ CN T α(h)Bnx ,
for sufficiently small h, where we define γ(ε) := CN T β (ε). Here, The sequence of the
constants Ci remains bounded because the function f is globally Lipschitz—this is in anal-
ogy with Gronwall’s lemma. The result of the proposition follows by a compactness argu-
ment, noting that limh→0CN T α(h)Bnx = {0} and Yε(T )⊕γ(ε)Bnx is compact by assump-
tion.
We are now in a position to state the main result of this section. The following theorem
exploits the unique and exact representation of convex sets in terms of their support func-
tions in order to obtain sufficient conditions for a time-varying support function of a convex
enclosure of the reachable set. As already noted, this analysis is closely related to Aubin’s
viability theory [7], where the mathematical properties of convex enclosures are analyzed
in detail. In this context, a key contribution of this theorem is a mechanism for constructing
the support function of a convex enclosure of the reachable set, which can then be translated
into practical algorithms as shown subsequently in Sect. 4.4.
Theorem 4.3. Consider the initial value problem (4.1) for p ∈ P with P ⊂ Rnp compact.
Assume that the right-hand side function f is jointly continuous in (t,x, p) and locally
Lipschitz-continuous in x uniformly on [0,T ]×P, with P⊂Rnp compact, and that the initial
value function x0 is continuous on P. Let Y : [0,T ]→ KnxC be a set-valued function, with
V [Y (·)](c) Lipschitz-continuous for all c ∈ Rnx , and suppose that
a.e. t ∈ [0,T ] , V˙ [Y (t)](c) ≥ max
ξ ,ρ

c⊤ f (t,ξ ,ρ)
∣∣∣∣∣∣∣
ξ ∈ Y (t)
c⊤ξ =V [Y (t)](c)
ρ ∈ P

 (4.25)
and V [Y (0)](c) ≥ max
ρ
{
c⊤x0(ρ)
∣∣∣ρ ∈ P } (4.26)
for all c ∈ Rnx . Then, X(t) ⊆ Y (t) for all t ∈ [0,T ].
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Proof. The proof of the theorem proceeds in three steps. In the first step (S1), we establish
the result under the following additional assumptions:
A1 The set-valued function Y is such that Y (t) = {x | g(t,x)≤ 0}, where the function g is
strictly smooth (infinitely-often differentiable) and convex in x for each t ∈ [0,T ];
A2 The function V [Y (·)](c) is differentiable for all c ∈ Rnx on [0,T ];
A3 The right-hand side function f is globally Lipschitz-continuous in x uniformly on
[0,T ]×P.
In a second step (S2), we show that the result also holds without imposing Assumption A1,
but with Assumptions A2 and A3 still holding. Finally, the last step (S3) shows that the
result remains valid without the need for Assumptions A2 or A3 to hold.
At this point, we also note that the conditions (4.25) and (4.26) are invariant with respect
to scaling of the directions c ∈ Rnx . Therefore, it is sufficient to prove that the generalized
differential inequality (4.25,4.26) is satisfied for all directions c with c⊤c= 1.
S1 Suppose that Assumptions A1, A2, and A3 are satisfied. Since (4.26) holds for all
c ∈ Rnx , we have X(0) ⊆ Y (0). If we can prove that, for all c ∈ Rnx with c⊤c = 1,
there exist two continuous functions α,β : R+ → R+, with α(0) = β (0) = 0, such
that
∀t ∈ [0,T ) , V [Γ(t, t+h,Y (t))](c)≤V [Y (t+h)](c)+h [α(h)+β (ε)] (4.27)
for all sufficiently small h ≥ 0, and all sufficiently small ε > 0, then it will directly
follow from Definition 4.1 and Proposition 4.1—after passing to the limit as ε → 0—
that
∀t ∈ [0,T ] , X(t)⊆ Γ(0, t,Y(0))⊆ Y (t) .
Let χ(·, t,xt, p) denote the solution of the initial value problem
∀τ ∈ [t,T ], χ˙(τ, t,xt, p) := f (τ,χ(τ, t,xt, p), p) with χ(t, t,xt, p) = xt .
Solutions to this problem are guaranteed to exist for all p ∈ P and all xt ∈ Rnx by
Assumption A3, and we have
V [Γ(t, t+h,Y (t))](c)
(4.4)
= max
ξ
{
c⊤ξ
∣∣∣ξ ∈ Γ(t, t+h,Y (t))}
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(4.19)
= max
ξ ,ρ
{
c⊤χ(t+h, t,ξ ,ρ)
∣∣∣∣∣ ξ ∈ Y (t)ρ ∈ P
}
.
≤ max
ξ ,ρ
{
c⊤ [ξ +h f (t,ξ ,ρ)]
∣∣∣∣∣ ξ ∈ Y (t)ρ ∈ P
}
+ hα1(h) ,
for all c ∈ Rnx with c⊤c = 1, and for some continuous function α1 : R+ → R+, with
α1(0) = 0. Here, the last inequality follows from the fact that χ˙(·, t,ξ ,ρ) exists and
is jointly continuous in all the variables.
Now, by Lemma B.1, approximation functions fε : [0,T ]×Rnx×Rnp →Rnx of f can
be constructed that are jointly continuous in (t,x, p), smooth in x on [0,T ]×P, and
such that
∀x ∈ Rnx,∀t ∈ [0,T ] ,∀ρ ∈ P, ‖ fε(t,x,ρ)− f (t,x,ρ)‖ ≤ β (ε) , (4.28)
for some continuous function β :R+→R+, with β (0) = 0. Then, by Assumption A1,
we have
V [Γ(t, t+h,Y (t))](c) ≤ max
ρ∈P
max
ξ
{
c⊤ξ +hc⊤ fε(t,ξ ,ρ)
∣∣∣ g(t,ξ )≤ 0 }
+ h [α1(h) + β (ε)] , (4.29)
for all c ∈ Rnx with c⊤c = 1. We now have a closer look at the inner maximization
problem
max
ξ
{
c⊤ξ +hc⊤ fε(t,ξ ,ρ)
∣∣∣ g(t,ξ )≤ 0 } . (4.30)
Since g(t, ·) is strictly convex (Assumption A1), the maximizer ξ ∗t (c) :=
argmaxξ
{
c⊤ξ
∣∣ g(t,ξ )≤ 0 } is unique and well-defined for all c ∈ Rnx \ {0}. More-
over, the following properties hold at ξ ∗t (c) [38]: (i) the constraint g(t,ξ ) ≤ 0 is
strongly active, i.e., its KKT multiplier ν∗t is nonzero; (ii) the linear independence
constraint qualification (LICQ) holds since
∂g
∂ξ
(t,ξ ∗t (c)) =
1
ν∗t
c; and, (iii) the strong
second-order sufficiency conditions (SSOSC) hold. It follows from NLP sensitivity
theory [38] that the inner-maximization problem in (4.30) itself has a unique maxi-
mizer ξˆ ∗t (h,ρ ,c) for all (c,ρ) ∈ Rnx ×P and all sufficiently small h ≥ 0. Moreover,
ξˆ ∗t (·,ρ ,c) is differentiable and g is strongly active in that neighborhood of h = 0.
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Therefore, we have
0 = g(t, ξˆ ∗t (h,ρ ,c)) = g(t,ξ
∗
t (c))+h
∂g
∂ξ
(t,ξ ∗t (c))
∂ ξˆ ∗t
∂h
(0,ρ ,c)+O(()h2) ,
so that
∂g
∂ξ
(t,ξ ∗t (c))
∂ ξˆ ∗t
∂h
(0,ρ ,c) =O(()h) . (4.31)
From the stationarity condition at ξ ∗t (c), we also get
c−ν∗t
∂g
∂ξ
(t,ξ ∗t (c)) = 0 ,
which, when multiplied with
∂ ξˆ ∗t
∂h (0,ρ ,c) from the right and using (4.31), gives
c⊤
∂ ξˆ ∗t
∂h
(0,ρ ,c) = O(()h) , (4.32)
for all c ∈ Rnx with c⊤c= 1. It follows that
max
ξ
{
c⊤ξ +hc⊤ fε(t,ξ ,ρ)
∣∣∣ g(t,ξ )≤ 0 }
= c⊤ ξˆ ∗t (h,ρ ,c)+hc
⊤ fε(t, ξˆ ∗t (h,ρ ,c), p)
= c⊤
[
ξ ∗t (c)+h
∂ ξˆ ∗t
∂h
(0,ρ ,c)
]
+hc⊤ fε(t,ξ ∗t (c),ρ)+O(()h
2)
(4.32)
= c⊤ξ ∗t (c)+hc
⊤ fε(t,ξ ∗t (c),ρ)+hα2(h) ,
for all sufficiently small h≥ 0, all ρ in P, all c ∈ Rnx with c⊤c= 1, and for some con-
tinuous function α2 :R+→R+ with α2(0) = 0. Observing that c⊤ξ ∗t (c) =V [Y (t)](c),
we then obtain
max
ρ∈P
max
ξ
{
c⊤ξ +hc⊤ fε(t,ξ ,ρ)
∣∣∣ g(t,ξ )≤ 0 }
= V [Y (t)](c)+hmax
ρ∈P
c⊤ fε(t,ξ ∗t (c),ρ)+hα2(h)
≤ V [Y (t)](c)+hmax
ξ ,ρ

c⊤ fε(t,ξ ,ρ)
∣∣∣∣∣∣∣
ξ ∈ Y (t)
c⊤ξ =V [Y (t)](c)
ρ ∈ P

+hα2(h)
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(4.28)
≤ V [Y (t)](c)+hmax
ξ ,ρ

c⊤ f (t,ξ ,ρ)
∣∣∣∣∣∣∣
ξ ∈ Y (t)
c⊤ξ =V [Y (t)](c)
ρ ∈ P

+h [α2(h)+β (ε)]
(4.25)
≤ V [Y (t)](c)+hV˙ [Y (t)](c)+h [O(()h)+α2(ε)]
(A2)
≤ V [Y (t+h)](c)+h [α2(h)+α3(h)+β (ε)] ,
for all sufficiently small h ≥ 0, and all c ∈ Rnx with c⊤c = 1. In the last equality, we
have used that V [Y (·)](c) is differentiable on [0,T ] for all c by Assumption A2. The
condition (4.27) thus follows from (4.29).
S2 Suppose now that Assumptions A2 and A3 still hold, but not Assumption A1. Fol-
lowing Lemma B.2 (Appendix B), we construct a family of set-valued functions
Yε : [0,T ]→ KnxC , parameterized by ε ≥ 0, such that Yε(t) := {x ∈ Rnx | gε(t,x) ≤
0} ⊇Y (t), with gε(t, ·) strictly convex and smooth for all ε > 0 and all t ∈ [0,T ], and
V˙ [Yε(t)](c)≥ V˙ [Y (t)](c)+Lα(ε)
for all c ∈ Rnx with c⊤c = 1 and some L < 1
T
. Suppose for a moment that T is
sufficiently small in order for the chosen L to remain larger than the uniform Lipschitz
constant of the right-hand side function f on the compact sets
⋃
t∈[0,T ]Yε(t). This way,
we have
V˙ [Yε(t)](c)
(4.25)
≥ max
ξ ,ρ

c⊤ f (t,ξ ,ρ)
∣∣∣∣∣∣∣
ξ ∈ Y (t)
c⊤ξ =V [Y (t)](c)
ρ ∈ P

+Lα(ε)
≥ max
ξ ,ρ

c⊤ f (t,ξ ,ρ)
∣∣∣∣∣∣∣
ξ ∈ Yε(t)
c⊤ξ =V [Yε(t)](c)
ρ ∈ P


for all t ∈ [0,T ] and all c ∈Rnx with c⊤c= 1. Then, we can apply the result from part
S1 above to show that X(t) ⊆ Yε(t) for all t ∈ [0,T ] and all ε > 0, and the result of
the theorem follows by noting that the sets Yε(t) converge to the compact sets Y (t) in
the Haussdorf metric as ε → 0. Finally, the auxiliary assumption that T is sufficiently
small—but strictly larger than 0—can be made without loss of generality, since we
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can otherwise divide [0,T ] into a finite number of sufficiently small subintervals onto
which the foregoing procedure can be applied.
S3 In order to complete the proof of the theorem, we finally relax Assumptions A2 and
A3. Assume first that the right-hand side function f is locally Lipschitz at each x ∈D
uniformly on [0,T ]×P, where D ∈Knx is such that D⊇∪t∈[0,T ]Y (t)—Note that such
a set D always exists since the sets Y (t) are bounded by assumption. A modified func-
tion f˜ that is globally Lipschitz-continuous in x uniformly on [0,T ]×P can then be
constructed, which coincides with f on D. In particular, using f˜ instead of f does not
modify the generalized differential inequality (4.25), showing that the assumption that
f is globally Lipschitz-continuous in x can be replaced by a local Lipschitzness con-
dition without loss of generality. Finally, because any (locally) Lipschitz-continuous
function is differentiable almost everywhere and since perturbing a differential in-
equality on a set with Lebesgue measure equal to zero does not affect the result, one
can drop Assumption A2 as well.
Remark 4.2. Theorem 4.3 remains true if the time-invariant parameter p ∈ P ⊂ Rnp is
replaced with time-varying measurable function p : [0,T ]→ Rnp such that p(t) ∈ P. This
extension can for example be established by dividing the integration horizon [0,T ] into small
subintervals of width h := T
N
for N ∈ N, where the uncertain parameter is kept constant and
Theorem 4.3 can thus be applied. Since the reachable set enclosures Y (t) are compact, one
can then consider the limit as h→ 0 to prove that the result is valid for general bounded
functions, not merely piecewise constant functions. ⋄
4.4 Applications of Generalized Differential Inequalities
This section describes how the generalized differential inequality introduced in Theorem 4.3
can be specialized to yield alternative proofs for the differential inequalities and ellipsoidal
propagation results recalled in Sect. 4.2. An approach based on Taylor models with con-
vex remainder terms is also described in order to propagate nonconvex enclosures of the
reachable set.
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4.4.1 Link with Standard Differential Inequalities and Ellipsoidal
Bounding Approach
The case of interval enclosures is addressed first, by specializing the convex enclosure as
Y (t) :=
[
yL(t),yU(t)
]
. The following proposition establishes that the result of the standard
differential inequalities in Theorem 4.1 is implied by the generalized differential inequalities
in Theorem 4.3.
Proposition 4.2. Any pair of functions yL(t), yU(t) : [0,T ]→ Rnx satisfying Theorem 4.1
also satisfies Theorem 4.3 with Y (t) :=
[
yL(t),yU(t)
]
.
Proof. Noting that
nx
∑
i=1
{
ciy
L
i (t) if ci ≤ 0
ciy
U
i (t) otherwise
}
=
1
2
c⊤
(
yL(t)+ yU(t)
)
+
1
2
abs(c)⊤
(
yU(t)− yL(t)) , (4.33)
with abs(c) := (|c1|, . . . , |cnx|)⊤, the support function of the interval vector Y (t) is given by
∀c ∈ Rnx , V [Y (t)](c) = 1
2
c⊤
(
yL(t)+ yU(t)
)
+
1
2
abs(c)⊤
(
yU(t)− yL(t)) . (4.34)
The initial-value condition (4.26) is trivially satisfied with this definition. Moreover, rewrit-
ing the (right-hand) derivative of the support function in terms of the (right-hand) derivatives
of the bounding trajectories yL(t), yU(t) and using the standard differential inequalities re-
sult in Theorem 4.1 gives
V˙ [Y (t)](c)
(4.34)
=
1
2
(c− abs(c))⊤ y˙L(t)+ 1
2
(c+ abs(c))⊤ y˙U(t)
(4.6),(4.7)
≥
nx
∑
i=1
[
1
2
min
ξ ,ρ
{
(ci−|ci|) fi(t,ξ ,ρ)
∣∣∣∣∣ ξ ∈
[
yL(t),yU(t)
]
,
ξi = y
L
i (t) , ρ ∈ P
}
+
1
2
max
ξ ,ρ
{
(ci+ |ci|) fi(t,ξ ,ρ)
∣∣∣∣∣ ξ ∈
[
yL(t),yU(t)
]
,
ξi = y
U
i (t) , ρ ∈ P
}]
=
nx
∑
i=1
max
ξ ,ρ

ci fi(t,ξ ,ρ)
∣∣∣∣∣∣∣
ξ ∈ Y (t) , ρ ∈ P ,
ξi =
{
yLi (t) if ci ≤ 0
yUi (t) otherwise


≥ max
ξ ,ρ

c⊤ f (t,ξ ,ρ)
∣∣∣∣∣∣∣
ξ ∈ Y (t) , ρ ∈ P ,
∑
nx
i=1 ciξi = ∑
nx
i=1
{
ciy
L
i (t) if ci ≤ 0
ciy
U
i (t) otherwise


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(4.33)
= max
ξ ,ρ

c⊤ f (t,ξ ,ρ)
∣∣∣∣∣∣∣
ξ ∈ Y (t) , ρ ∈ P ,
c⊤ξ = 1
2
c⊤(yL(t)+ yU(t))
+1
2
abs(c)⊤(yU(t)− yL(t))


(4.34)
= max
ξ ,ρ
{
c⊤ f (t,ξ ,ρ)
∣∣∣ ξ ∈ Y (t) , c⊤ξ =V [Y (t)](c) , ρ ∈ P} .
The case of ellipsoidal enclosures is addressed by specializing the convex enclosure
as Y (t) := E(Q(t)). Like previously with standard differential inequalities, the result of
Theorem 4.2 is implied by the generalized differential inequalities in Theorem 4.3.
Proposition 4.3. Any functions κ : [0,T ]→R++ and Q : [0,T ]→ Snx+ satisfying Theorem 4.2,
with associated nonlinearity bounders Ω0 and Ωt , also satisfy Theorem 4.3 with Y (t) :=
{xˆ(t)}⊕G(t)[P− pˆ]⊕E(Q(t)).
Proof. Noting that, for all c ∈ Rnx , V [E(Q(t))](c) =
√
c⊤Q(t)c, we have
V˙ [E(Q(t))](c) = 1
2
√
c⊤Q(t)c
c⊤Q˙(t)c . (4.35)
Assume, for a moment, that Q(t) is positive definite and c 6= 0, so that V˙ [E(Q(t))](c) exists
almost everywhere. Substituting (4.16) in (4.35), and using the fact that ∑
nx
i=1κi(t)Q(t)+
diag(κ(t))−1diag rad(Ωt(Q(t)))2 is minimized by choosing
κ(t) =
c⊤ diag rad(Ωt(Q(t)))√
c⊤Q(t)c
,
we have that
V˙ [E(Q(t))](c)≥ c
⊤A(t)Q(t)c√
c⊤Q(t)c
+
∥∥∥c⊤ diag rad (Ωt(Q(t)))∥∥∥
1
, (4.36)
for all κ(t)> 0.
The shifted state trajectories z(t, p) := x(t, p)− xˆ(t)−G(t)[p− pˆ] satisfy the ODE
z˙(t, p) = f (t,z(t, p)+ xˆ(t)+G(t)(p− pˆ), p)− f (t, xˆ(t), pˆ)− [A(t)G(t)+B(t)](p− pˆ)
=: φ(t,z(t, p), p) (4.37)
with z(0, p) = x0(p)− xˆ(0)−G(0)(p− pˆ) =: z0(p) .
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By construction of the non-linearity bounder Ωt in (4.14) at a given t ∈ [0,T ], we thus have
φ(t,ξ ,ρ)−A(t)ξ ∈Ωt(Q(t)) ,
and ∥∥∥c⊤ diag rad(Ωt(Q(t)))∥∥∥
1
= max
ω∈Ωt (Q(t))
c⊤ω ≥ c⊤ [φ(t,ξ ,ρ)−A(t)ξ ] ,
for all (ξ ,ρ)∈ E(Q(t))×P and all c∈Rnx . In particular, choosing ξ := Q(t)c√
c⊤Q(t)c
∈ E(Q(t))
gives
∥∥∥c⊤ diag rad(Ωt(Q(t)))∥∥∥
1
≥ max
ρ∈P
c⊤
[
φ
(
t,
Q(t)c√
c⊤Q(t)c
,ρ
)
−A(t) Q(t)c√
c⊤Q(t)c
]
,
which after substitution into (4.36) yields
∀c ∈ Rnx , V˙ [E(Q(t))](c) ≥ max
ρ∈P
c⊤φ
(
t,
Q(t)c√
c⊤Q(t)c
,ρ
)
= max
ρ,ξ

c⊤φ(t,ξ ,ρ)
∣∣∣∣∣∣∣
ξ ∈ E(Q(t))
c⊤ξ =V [E(Q(t))](c)
ρ ∈ P

 .
Likewise, by construction of the initial value non-linearity bounder Ω0 in (4.15), we have
V [E(Q(0))](c) =
√
c⊤Q(0)c≥
∥∥∥c⊤ diag rad(Ω0)∥∥∥
1
= max
ω∈Ω0
c⊤ω ≥ c⊤z0(ρ) ,
for all ρ ∈ P and all c ∈ Rnx . Therefore, V [E(Q(t))](c) satisfies the generalized differential
inequalities (4.25) and corresponding initial condition.
The case that Q(t) is only positive semi-definite can be treated by approximating Q(t)
with a positive definite matrix Qε ≻ 0 with ‖Qε(t)−Q(t)‖< ε for any sufficiently small
ε > 0, then repeating the above construction with Qε instead of Q, and finally taking the
limit ε → 0. Notice that this argumentation is analogous to the strongly convex relaxation
of the set Y (t) with the set Yε(t) that was used in the proof of Theorem 4.3.
4.4.2 Propagation of Nonconvex Enclosures using Taylor Models
Convex enclosures of reachable sets can be conveniently computed using the unified frame-
work of generalized differential inequalities, for instance as interval vectors or ellipsoids.
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Nonetheless, approximating nonconvex enclosures with convex sets can result in large over-
estimation, due to both the wrapping effect and the dependency problem. Clearly, the ability
to propagate nonconvex enclosures can help mitigate this overestimation.
This section describes a novel way of propagating nonconvex enclosures of the reach-
able set of the parametric ODE (4.1), whereby high-order polynomial approximations
of the parametric ODE solutions are used in combination with the framework of gen-
eralized differential inequalities for bounding the approximation error. Specifically, let
Pqx : [0,T ]×P→ Rnx denote a qth-order polynomial approximant, and let the remainder
function r
q
x : [0,T ]×P→Rnx be defined such that
∀(t, p) ∈ [0,T ]×P , rqx(t, p) := x(t, p)−Pqx (t, p) . (4.38)
It follows from differentiating (4.38) with respect to time that the remainder function r
q
x
satisfies the parametric ODE
r˙qx(t, p) = f (t,Pqx (t, p)+ rqx (t, p) , p)−P˙qx (t, p) =: rqf (t,rqx(t, p), p) , (4.39)
with initial condition r
q
x(0, p) = x0(p)−Pqx0(p), where Pqx0 : P→ Rnx denotes a qth-order
polynomial approximation of x0 on P. The idea is to apply Theorem 4.3 for characterizing
pointwise-in-time convex enclosures Rqx(t,P)⊇ {r(t, p)|p ∈ P}, and thus obtain a noncon-
vex enclosure of the reachable set in the form
X(t,P)⊆ {Pqx (t, p) | p ∈ P}⊕Rqx(t,P) .
The focus hereafter is on Taylor models [84, 103, 20], although alternative types of
polynomial approximation can be used in principle as long as these constructions can be
automated for general factorable functions. In the Taylor model approach, the polynomial
approximant Pqx (t, ·) matches the qth-order Taylor expansion of x(t, ·) on P at a given refer-
ence point pˆ ∈ P [25]:
∀i{1, . . . ,nx} , ∀t ∈ [0,T ] , ∀p ∈ P , Pqxi(t, p) := ∑
γ∈Nnp ,
|γ |≤q
∂ γxi(t, pˆ)
γ!
(p− pˆ)γ . (4.40)
That is, the time-varying coefficients of Pqx are expressed as functions of the state-
sensitivities ∂ κxi(·, pˆ) of (4.1) up to order q at the reference points pˆ. In particular, this
construction requires that the right-hand side function f and initial-value function x0 be at
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least (q+1)-times continuously-differentiable in both x and p. Moreover, it requires that a
system of state-sensitivity equations of size O(()nxn
q
p) be integrated on [0,T ].
The application of differential inequalities to propagate interval bounds on the remain-
der function r
q
x as Rqx(t,P) :=
[
rLxi(t),r
U
xi
(t)
]
was first investigated in [25]. The following
proposition follows directly on application of Theorem 4.1 to bound the solutions of (4.39).
Proposition 4.4. Consider the initial value problem (4.1), and assume that the right-hand
side function f is jointly continuous in (t,x, p) and (q+1)-times continuously-differentiable
in (x, p) on [0,T ], with q≥ 1, and the initial-value function x0 is (q+1)-times continuously-
differentiable on P, with P⊂Rnp compact. Let Pqx : [0,T ]×P→Rnx be defined as in (4.40),
for a given reference point pˆ ∈ P. Let the functions rq,Lx ,rq,Ux : [0,T ]→ Rnx be Lipschitz-
continuous, with r
q,L
x ≤ rq,Ux , and satisfy
a.e. t ∈ [0,T ] , r˙q,Lxi (t)≤minξ ,ρ

 fi (t,P
q
x (t,ρ)+ξ ,ρ)−P˙qx (t,ρ)
∣∣∣∣∣∣∣∣
ξi = r
q,L
xi
(t)
ξ ∈ Rqx(t,P)
ρ ∈ P

 (4.41)
r˙q,Uxi (t)≥max
ξ ,ρ

 fi (t,P
q
x (t,ρ)+ξ ,ρ)−P˙qx (t,ρ)
∣∣∣∣∣∣∣∣
ξi = r
q,U
xi
(t)
ξ ∈ Rqx(t,P)
ρ ∈ P

 (4.42)
for each i = 1, . . . ,nx, and
[
rLxi(0),r
U
xi
(0)
] ⊇ {x0(p)−Pqx0 | p ∈ P}, where Pqx0 : Rnp →
Rnx is a truncated Taylor expansion of x0 on P at pˆ. Then, X(t) ⊆ {Pqx (t, p)|p ∈ P}⊕
[r
q,L
x (t),r
q,U
x (t)], for all t ∈ [0,T ].
In practice, the resulting enclosures are often found to be tighter than upon application
of the standard differential inequalities given by Theorem 4.1, especially as the expansion
order q increases. This trend is confirmed by the convergence analysis results in Sect. 4.5,
where it is established that the overestimation is of order (no less than) O(()diam(P)q+1)
for Taylor models combined with differential inequalities, while it is normally of order
O(()diam(P)) with standard differential inequalities. Nonetheless, it is noteworthy that
this trend is only asymptotic as diam(P)→ 0, and so standard differential inequalities can
outperform their Taylor model counterparts for large parameter host sets. It is also worth
noting that the combination with Taylor models entails a scaling in the size of the bounding
system not only with nx but also with np and q as O(()nxn
q
p). A trade-off can therefore be
expected between the enclosure tightness and the increase in computational time for larger
expansion orders.
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The propagation of ellipsoidal enclosures for the remainder function r
q
x as Rqx(t,P) :=
E(Qqx(t)) was recently investigated in [152] as well. One way of applying the ellipsoidal
bounding technique of Theorem 4.2 involves rewriting the ODE (4.39) in the form
r˙qx(t, p) = A f (t)r
q
x(t, p)+N f (t,r
q
x(t, p), p, pˆ) , (4.43)
with A f (t) :=
∂ f
∂x
(t,Pqx (t, pˆ) , pˆ) and N f (t,r, p) := rqf (t,r, p)−A f (t)r .
Then, assuming that nonlinearity bounders Ωqt (Q),Ω
q
0 ∈ IRnx can be constructed at each
t ∈ [0,T ] such that
∀(r, p) ∈ E(Q)×P , N f (t,r, p) ∈Ωqt (Q) (4.44)
and ∀p ∈ P , x0(p)−Pqx0(p) ∈Ω
q
0 , (4.45)
the following proposition follows directly on application of Theorem 4.2 to (4.43).
Proposition 4.5. Consider the initial value problem (4.1), and assume that the right-hand
side function f is jointly continuous in (t,x, p) and (q+1)-times continuously-differentiable
in (x, p) on [0,T ], with q≥ 1, and the initial-value function x0 is (q+1)-times continuously-
differentiable on P, with P⊂Rnp compact. Let Pqx : [0,T ]×P→Rnx be defined as in (4.40),
for a given reference point pˆ ∈ P. Suppose that nonlinearity bounders Ωqt (Q) and Ωq0 satis-
fying (4.44) and (4.45), respectively, are available, with Ω
q
t locally Lipschitz-continuous in
Q on [0,T ]. Let κ : [0,T ]→ Rnx++ be a continuous function, and let Qqx : [0,T ]→ Snx+ be a
Lipschitz-continuous function satisfying
a.e. t ∈ [0,T ] , Q˙qx(t) A f (t)Qqx(t)+Qqx(t)A f (t)⊤+
nx
∑
i=1
κi(t)Q
q
x(t) (4.46)
+diag(κ(t))−1 diag rad
(
Ω
q
t (Q
q
x(t))
)2
,
with Q
q
x(0) diag rad
(
Ω
q
0
)
. Then, X(t)⊆ {Pqx (t, p)|p ∈ P}⊕E(Qqx(t)) for all t ∈ [0,T ].
Like with differential inequalities, the propagation of an ellipsoidal enclosure of the
remainder term in a higher-order Taylor model is often found to improve upon the standard
ellipsoidal bounds given by Theorem 4.2. In particular, it can be shown that the enclosures
obtained by considering a first-order Taylor model with ellipsoidal remainder or a standard
ellipsoidal approach are identical when the nonlinearity bounders Ω0,Ωt in the latter are
derived from first-order Taylor models; that is, {x(t, pˆ)}⊕G(t)(p− pˆ) and P1x (t, p) match
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and so do Q(t) and Q1x(t). Here again, a main limitation of Taylor models with ellipsoidal
remainders is the size of the bounding system, which scales as O(()nxn
q
p+n
2
x).
Example 4.2 (continued). We revisit the Lotka-Volterra system (4.17,4.18) in the context
of nonconvex enclosures based on Taylor models. Second-order Taylor models (q = 2) are
considered, as expanded at the midpoint pˆ = (3,0)⊤ and with centered remainder bounds.
Both differential inequalities-based bounds and ellipsoidal bounds are considered for the
remainder function r
q
x and are computed via, respectively, (4.41,4.42) and (4.46), both with
equalities. Further details about the numerical solution procedure will be given later on in
Sect. 4.6.
The results at t = 1 are shown in Figure 4.2. The actual reachable set (shaded area)
is contained in the reachable set enclosure (thick solid line), for Taylor models with ei-
ther interval (left plot) or ellipsoidal (right plot) remainder bounds. The former is ob-
tained as the Minkowsky sum of {P2x (t, p)|p ∈ P} (dashed line) and the remainder interval
[r2,Lx (t),r
2,U
x (t)] (dotted lines); the latter, as the Minkowsky sum of {P2x (t, p)|p∈ P} (dashed
line) and the remainder enclosure E(Q2x(t)) (dotted lines). In comparing Taylor models with
different remainder bounds, it is evident that the wrapping effect and the dependency prob-
lem transfers to the enclosures of the remainder function, although the overestimation is
greatly reduced in this example by the use of Taylor models. Also note that Taylor models
with ellipsoidal remainders outperform their interval remainder counterparts. ⋄
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Fig. 4.2 Left plot: Second-order Taylor model with interval remainder {P2x (t, p)|p ∈ P}⊕
[r2,Lx (t),r
2,U
x (t)] of the reachable set X(t,P) at t = 1. Right plot: Second-order Taylor model
with ellipsoidal remainder {P2x (t, p)|p ∈ P}⊕E(Q2x(t)) of the reachable set X(t,P) at t = 1.
The reachable set and the ellipsoidal enclosure are represented with a shaded area and a
thick solid line, respectively.
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4.5 Convergence Analysis
We already argued in the introduction section that convergence properties of the computed
enclosures to the actual reachable set are important in application areas such as global or
robust optimization. This section investigates conditions under which a family of enclosures
Y (·,P) that satisfy the generalized differential inequality in Theorem 4.3 exhibits a certain
convergence order k≥ 1 with respect to the parameter host set P. This generic result is then
specialized to interval enclosures, ellipsoidal enclosures, and Taylor models with convex
remainders as a means for deriving sharp bounds on their convergence order. The results
are illustrated with a numerical example.
4.5.1 General Convergence Theorem
This subsection investigates the convergence properties of enclosure functions that satisfy
the generalized differential inequality (4.25,4.26). A formal definition of the convergence
order of (the image of) a set-valued function is given below. We formulate this definition in
terms of representable sets, which can be described exactly by a finite number of parameters.
The class of representable sets of interest hereafter are interval vectors and ellipsoids.
Definition 4.2. Let S (Kn) be a class of representable sets in Kn. A set-valued function
Ψ : S (Kn)→ Km is said to have convergence order k ≥ 1 on a set Z ∈ S(Kn), if there
exists a constant C < ∞ such that
diam(Ψ(W ))≤C diam(W )k ,
for all W ∈S (Kn) such that W ⊆ Z with sufficiently small diam(W ).
In practice, the maximization problem defining the right-hand side of (4.25) may not be
solved exactly and the application of Theorem 4.3 typically relies on the availability of an
upper-bounding function Bt : Rnx×Knx×Knp → R such that
∀(c,Y,Z) ∈ Rnx×Knx×Knp , Bt(c,Y,Z) ≥ max
ξ ,ρ

c
⊤ f (t,ξ ,ρ)
∣∣∣∣∣∣∣∣
ξ ∈ Y
ρ ∈ Z
c⊤ξ =V [Y ](c)

 ,
as well as another upper-bounding function B0 : Rnx×Knp → R such that
∀(c,Z) ∈ Rnx×Knp , B0(c,Z) ≥ max
ρ
{
c⊤x0(ρ) | ρ ∈ Z
}
.
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With this notation, the generalized differential inequality (4.25) can be rewritten in the form
a.e. t ∈ [0,T ] , V˙ [Y (t,Z)](c) = Bt(c,Y (t,Z),Z) with V [Y (0,Z)](c) = B0(c,Z) .
(4.47)
The following technical assumptions on the upper-bounding functions Bt and B0 are made
in order to analyze the convergence rate of the enclosure family Y (·,Z) with Z ⊆ P on [0,T ].
Assumption 4.1. Let S (KnxC ) a class of representable sets in K
nx
C . There exist integers
m,n≥ 1 and a set of constants 0≤ L0, . . . ,Ln < ∞ such that the functions Bt and B0 satisfy
[V [Y ](c)+V [Y ](−c) ]n−1 [Bt(c,Y,Z)+Bt(−c,Y,Z)] (4.48)
≤
n
∑
i=0
Li diam(Y )
n−i
diam(Z)im
and B0(c,Z)+B0(−c,Z)) = O(diam(Z)m) (4.49)
for all c ∈ Rnx with ‖c‖ ≤ 1, all Y ∈ S(KnxC ), and all Z ⊆ P.
Theorem 4.4. Let Assumption 4.1 be satisfied with m ≥ 1 for a class S (KnxC ) of repre-
sentable sets, and let the right-hand side function f (t, ·, ·) be locally Lipschitz-continuous.
If V [Y (·,Z)](c) : [0,T ]→ R denotes the solution of the initial value problem (4.47) for all
c ∈ Rnx and all Z ⊆ P, then Y (t, ·) has convergence order m on P, for all t ∈ [0,T ].
Proof. From conditions (4.48,4.49) of Assumption 4.1 and by property (4.5), there exist an
integer n ≥ 1 and a set of constants 0 ≤ L0, . . . ,Ln < ∞, C0,≥ 1 and 0 ≤C1 < ∞ such that
the solutionsV [Y (·,Z)](c) to the initial value problem (4.47) also satisfy
a.e. t ∈ [0,T ] , d
dt
[V [Y (t,Z)](c)+V [Y (t,Z)](−c)]n
≤ n
n
∑
i=0
Li
C1
[
max
c′∈Rn,‖c′‖≤1
V [Y (t,Z)](c′)+V [Y (t,Z)](−c′)
]n−i
diam(Z)im
and V [Y (0,Z)](c)≤C0 diam(Z)m ,
for all c ∈ Rnx with ‖c‖ ≤ 1, and all Z ⊆ P with sufficiently small diam(Z). Then, we have
a.e. t ∈ [0,T ] , d
dt
[
max
c∈Rn,‖c‖≤1
V [Y (t,Z)](c)+V [Y (t,Z)](−c)
]n
≤ max
c∈Rn,‖c‖≤1
d
dt
[V [Y (t,Z)](c)+V [Y (t,Z)](−c)]n
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≤ n
n
∑
i=0
Li
C1
[
max
c∈Rn,‖c‖≤1
V [Y (t,Z)](c)+V [Y (t,Z)](−c)
]n−i
diam(Z)im .
The result of the theorem follows from the application of Lemma B.3, with the choice of
u(t) := max
c∈Rn,‖c‖≤1
V [Y (t,Z)](c)+V [Y (t,Z)](−c), and property (4.5).
4.5.2 Convergence Rate of Standard Differential Inequalities and El-
lipsoidal Bounds
Starting with the case of standard differential inequalities as given in Theorem 4.1, we follow
the same approach as in the proof of Proposition 4.2 by defining
Bt(c,Y,Z) := c⊤mid(Ft(Y,Z))+ abs(c)⊤ rad(Ft(Y,Z)) ,
with the range bounder Ft(Y,Z) :=
[
f Lt (Y,Z), f
U
t (Y,Z)
] ∈ IRnx such that
[
f Lt (Y,Z), f
U
t (Y,Z)
] ⊇

minξ ,ρ

 fi (t,ξ ,ρ)
∣∣∣∣∣∣∣∣
ξi = y
L
i
ξ ∈ Y
ρ ∈ Z

 ,maxξ ,ρ

 fi (t,ξ ,ρ)
∣∣∣∣∣∣∣∣
ξi = y
U
i
ξ ∈ Y
ρ ∈ Z



 .
for each i ∈ {1, . . . ,nx}. Provided that Ft is such that
∀Y ∈ IRnx , ∀Z ⊆ P , diam(F it (Y,Z)) ≤O(diam(Y ))+O(diam(Z)) , (4.50)
it is easy to see that condition (4.48) in Assumption (4.1) can be satisfied withm= n= 1 for
the class of representable sets S (KnxC ) := IR
nx . In particular, we note that if the right-hand
side function f (t, ·, ·) is locally Lipschitz-continuous on Y × Z, then its range converges
with order at least, but in general no better than, m= 1; see, e.g., [19, Lemma 1]. Moreover,
Ft can be evaluated using natural interval extensions or other convergent forms of interval
extensions.
Likewise, provided that a range bounder X0(Z) :=
[
xL0 (Z),x
U
0 (Z)
] ∈ IRnx is available
such that
X0(Z) ⊇
[
min
ρ
{x0 (ρ)|ρ ∈ Z} ,max
ρ
{x0 (ρ)|ρ ∈ Z}
]
,
and ∀Z ⊆ P , diam(X0(Y,Z)) ≤ O(diam(Y ))+O(diam(Z)) , (4.51)
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condition (4.49) can be satisfied with m = 1 as well. This is the case, in general, when the
initial value function x0 is (locally) Lipschitz-continuous and natural interval extensions are
used.
With this in mind, the following convergence result follows readily from Theorem 4.4.
Corollary 4.1. Consider the initial value problem (4.1), and let the right-hand side function
f and the initial value function x0 be locally Lipschitz-continuous in all their arguments.
For any subset Z ⊆ P with sufficiently small diam(Z), let the trajectories yL(·,Z),yU(·,Z) :
[0,T ]→ Rnx , with −∞ < yL(·,Z)≤ yL(·,Z)< ∞, be Lipschitz-continuous and satisfy
a.e. t ∈ [0,T ] , y˙Li (t,Z) = f Lt,i(
[
yL(t,Z),yU(t,Z)
]
,Z)
y˙Ui (t,Z) = f
U
t,i(
[
yL(t,Z),yU(t,Z)
]
,Z) ,
and yLi (0,Z) = x
L
0 (Z), y
U
i (0,Z) = x
U
0 (Z) .
If conditions (4.50) and (4.51) hold, then the reachable set enclosure Y (t, ·) :=[
yL(t, ·),yU(t, ·)] has convergence order m≥ 1 on P for all t ∈ [0,T ].
A direct consequence of Corollary 4.1 is that the convergence rate of Y (t,P) towards the
actual reachable set X(t,P) as diam(P)→ 0, in the sense of the Hausdorff metric, is itself
(at least) linear; that is,
d
([
yL(t,P),yU(t,P)
]
,X(t,P)
) ≤ O(diam(P)) .
We show in the following example that this bound is sharp.
Example 4.1 (continued). We revisit the linear ODE system (4.8) in the context of conver-
gence analysis. For any interval vector Z := ρ [−1,1]2, with 0≤ ρ ≤ 1, we have
X(t,Z) =
(
cos(t) sin(t)
−sin(t) cos(t)
)
Z and Y (t,Z) = exp(t)Z , (4.52)
from which it can be established that dH(X(t,Z),Y(t,Z))≥ (exp(t)−1) diam(Z). ⋄
Next, we analyze the convergence rate of the ellipsoidal bounding method as formulated
in Theorem 4.2. The class of representable sets of interest in this case is S (KnxC ) := E(Q),
with Q ∈ Snx+ . Using (4.35), the tight version of the sufficient condition (4.16)—that is, with
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equality—can be rewritten in the form of (4.47) with
Bt(c,E(Q),Z) :=
c⊤
[
A(t)Q+QA(t)⊤+
nx
∑
i=1
κi(t)Q+(diag(κ(t))
−1
diag rad(Ωt(Q))
2
]
c
2
√
c⊤Qc
as parameterized by some continuous function κ : [0,T ]→ Rnx++. It follows that
[V [E(Q)](c)+V [E(Q)](−c)] [Bt(c,E(Q),Z)+Bt(−c,E(Q),Z)] (4.53)
= 2c⊤
[
A(t)Q+QA(t)⊤+
nx
∑
i=1
κi(t)Q+(diag(κ(t))
−1
diag rad (Ωt(Q))
2
]
c
≤ ‖c‖2 (C1‖Q‖+C2‖diag rad (Ωt(Q))‖) ,
for some constants 0 ≤ C1,C2 < ∞. By definition, a nonlinearity bounder Ωt satisfying
(4.14) can always be constructed such that
∀Q ∈ Snx+ , ∀Z ⊆ P , ‖diag rad(Ωt(Q))‖ ≤ O
(
diam(E(Q))2
)
+O
(
diam(Z)2
)
.
(4.54)
Combining (4.53) and (4.54) gives
[V [E(Q)](c)+V [E(Q)](−c)] [Bt(c,E(Q),Z)+Bt(−c,E(Q),Z)]
≤ O
(
diam(E(Q))2
)
+O
(
diam(Z)4
)
,
for all c ∈ Rnx with ‖c‖ ≤ 1, all Q ∈ Snx+ with sufficiently small diam(E(Q)), and all Z ⊆ P
with sufficiently small diam(Z). Therefore, condition (4.48) is satisfied with m = n = 2
when (4.54) holds. In practice, Ωt can be computed as the remainder of a first-order Taylor
model of f (t, ·, ·) at (xˆ(t), pˆ) on {xˆ(t)}⊕G(t)[P− pˆ]⊕E(Q)×P in the case that f (t, ·, ·) is
twice continuously-differentiable [103, 20].
Likewise, a nonlinearity bounder Ω0 satisfying (4.15) can be constructed such that
∀Z ⊆ P , ‖diag rad (Ω0)‖ ≤ O
(
diam(Z)2
)
, (4.55)
and condition (4.49) can thus be satisfied with m = 2 as well. For instance, Ω0 can be
computed as the remainder of a first-order Taylor model of x0 at pˆ on P provided that x0 is
twice continuously-differentiable.
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The following convergence result follows readily from Theorem 4.4 based on the fore-
going considerations.
Corollary 4.2. Consider the initial value problem (4.1), and let the right-hand side function
f and the initial value function x0 be continuously-differentiable in all their arguments. For
any subset Z ⊆ P with sufficiently small diam(Z), let the matrix-valued functions Q(·,Z) :
[0,T ]→ Snx be Lipschitz-continuous and such that
a.e. t ∈ [0,T ] , Q˙(t,Z) = A(t)Q(t,Z)+Q(t,Z)A(t)⊤+
nx
∑
i=1
κi(t)Q(t,Z)
+diag(κ(t))−1 diag rad(Ωt(Q(t,Z)))2
and Q(0,Z) = diag rad(Ω0)
2 ,
where Ωt and Ω0 satisfy the conditions (4.54) and (4.55), and κ : [0,T ] → Rnx is such
that κ(t) ∈ [κL,κU] with 0 < κL ≤ κU < ∞. Then, the ellipsoidal bound E(Q(t, ·)) has
convergence order m≥ 2 on P for all t ∈ [0,T ].
A direct consequence of Corollary 4.2 is that the convergence rate of Y (t,P) := {xˆ(t)}⊕
G(t)[P− pˆ]⊕E(Q(t,P)) towards the actual reachable set X(t,P)when diam(P)→ 0 is itself
(at least) quadratic; that is,
d ({xˆ(t)}⊕G(t)[P− pˆ]⊕E(Q(t,P)) , X(t,P)) ≤ O
(
diam(P)2
)
.
The sharpness of this bound will be established indirectly in Example 4.3, by checking the
convergence rate of first-order Taylor models with ellipsoidal bounds.
4.5.3 Convergence of Taylor Models with Convex Remainder Bound
The following analysis of the convergence properties of the remainder bounds in Taylor
models assumes that the right-hand side function f (t, ·, ·) and the initial value function x0
are both (q+1)-times continuously-differentiable. Here, the bounders Bt are defined such
that
Bt(c,Y,Z) ≥ max
ξ ,ρ

c⊤rqf (t,ξ ,ρ)
∣∣∣∣∣∣∣
ξ ∈ Y
ρ ∈ Z
c⊤ξ =V [Y ](c)

 ,
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with the remainder function r
q
f given by (4.39). By construction, r
q
f satisfies
∥∥∥rqf (t,ξ ,ρ)∥∥∥ ≤
∥∥∥∥ f (t,Pqx (t,ρ) ,ρ)−P˙qx (t,ρ)+ ∂ f∂x (t,ηξ ,ρ)ξ
∥∥∥∥ for some η ∈ [0,1]
≤O
(
‖ρ− pˆ‖q+1
)
+ O(‖ξ‖) ,
for all (ξ ,ρ)∈E(Qqx(t))×P, where the last inequality follows by the convergence properties
of qth-order Taylor models [103, 20]. An enclosure R f ,t(Y,Z) ⊇ {rqf (t,ξ ,ρ) | (ξ ,ρ) ∈
Y ×Z} in KnxC satisfying
∀Y ∈KnxC , ∀Z ⊆ P , diam
(R f ,t(Y,Z)) ≤O(diam(Y ))+O(diam(Z)q+1) (4.56)
can thus be obtained, e.g., based on a qth-order Taylor model of f
(
t,Pqx (t, ·) , ·
)
on Z as
well as on an interval extension of
∂ f
∂x (t, ·, ·) on Y ×Z. It follows that condition (4.48) can
be satisfied with m= q+1 and n= 1 if condition (4.56) holds.
Likewise, the bounder B0 is defined such that
B0(c,Z) ≥ max
ρ
{
c⊤
[
x0(ρ)−Pqx0(ρ)
]∣∣∣ρ ∈ Z} ,
and an enclosureRx0(Z)⊇ {x0(ρ)−Pqx0(ρ) | ρ ∈ Z} in KnxC satisfying
∀Z ⊆ P , diam(Rx0(Z)) ≤O
(
diam(Z)q+1
)
(4.57)
can be obtained, e.g., as the remainder of a qth-order Taylor model of x0. Therefore, condi-
tion (4.49) can be satisfied with m= q+1 if (4.57) holds.
At this stage, we note that various parameterization of the remainder enclosure Y (·,Z)
can be used, given that conditions (4.48) and (4.49) are satisfied. For instance, both interval
remainders and ellipsoidal remainders can be propagated, as described in Sect. 4.4.2. These
variants differ in the way the bounders Bt and B0 are constructed, similar in essence to the
constructions in Sect. 4.5.2.
The following convergence result follows readily from Theorem 4.4 and the above con-
siderations.
Corollary 4.3. Consider the initial value problem (4.1), and let the right-hand side function
f and the initial value function x0 be (q+ 1)-times continuously-differentiable in all their
arguments. For any subset Z ⊆ P with sufficiently small diam(Z), let the set-valued func-
tions Y (·,Z) : [0,T ]→ KnxC be such that V [Y (·,Z)](c) is locally Lipschitz-continuous and
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satisfy (4.47) for all c ∈Rnx . If conditions (4.56) and (4.57) hold, then the remainder bound
Rqx(Y (t, ·)) has convergence order m≥ q+1 on P for all t ∈ [0,T ].
In turn, the convergence rate of the qth-order Taylor models Pqx (t,P)⊕Rqx(t,P) to the
actual reachable set X(t,P) as diam(P)→ 0 is of order (at least) q+1. For applications in
global optimization however, bounding the multivariate polynomial part too presents some
challenges. A variety of range-bounding strategies for the Taylor polynomial part have
been proposed, some of which enjoy quadratic or higher convergence rate to the actual
polynomial range; see, e.g., [77, 103, 80].
In order to keep our considerations general, we assume here that a set-valued function
T qx (·,P) : [0,T ]→Rnx is available such that for all t ∈ [0,T ] we have
T qx (t,P)⊇ {Pqx (t, p)|p ∈ P} and d (Pqx (t,P) ,T qx (t,P))≤O
(
diam(P)φ(q)
)
,
for a known order function φ : N→ N. It follows from the triangular inequality (for the
Hausdorff metric d) that
∀t ∈ [0,T ] , d (T qx (t,P)⊕Rqx(t,P) , X(t,P))≤O
(
‖P‖min{φ(q),q+1}
)
.
The convergence properties of Taylor models with interval and ellipsoidal remainder
bounds are illustrated in the following example, which assumes exact range bounding of the
multivariate polynomial part.
Example 4.3. The dynamic model of an artificial genetic circuit with three states [158],
known as repressilator, is considered:
x˙1 =
p1
1+ x33
− p2x1+ p3, with x1(0) = 5.5 (4.58)
x˙2 =
p1
1+ x31
− p2x2+ p3, with x2(0) = 3.5 (4.59)
x˙3 =
p1
1+ x32
− p2x3+ p3, with x3(0) = 4.5 , (4.60)
with p ∈ P := ([215,216] [0.995,1.005] [1.495,1.505])⊤. Taylor models are propagated
continuously in time to enclose the reachable set X(t,P) of (4.58-4.60). These estimators
are constructed in the same way as earlier in Example 4.2 and further details about the
numerical solution procedure will be given in Sect. 4.6 below.
The left plot of Figure 4.3 shows the projection of X(t,P) (shaded area) onto x1, as well
as the projections of the corresponding Taylor model enclosuresPqx (t,P)⊕Rqx(t,P) for both
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interval remainder bounds (dashed lines) and ellipsoidal remainder bounds (solid lines).
Notice how increasing the Taylor model order q, here from q= 1 to 5, delays the time when
the enclosure size blows up. Moreover, enclosing the remainder within ellipsoidal bounds
instead of interval bounds provides tighter bounds in this case. The right plot of Figure 4.3
illustrates the corresponding convergence rate of dH(Pqx (t,P)⊕Rqx(t,P),X(t,P)) at time
t = 10 as diam(P)→ 0. It is found that all qth-order Taylor enclosure converge with order
q+ 1, in agreement with the theory, for both types of remainder enclosures. This also
establishes that the convergence bounds derived previously are indeed sharp. ⋄
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Fig. 4.3 Left plot: Projections onto x1 of the reachable set X(t) and the enclosuresPqx (t,P)⊕
Rqx(t,P) for both interval and ellipsoidal remainder bounds. Right plot: Convergence of
the Taylor model enclosure to the actual reachable set at t = 10 in the Hausdorff metric
dH(Pqx (t,P)⊕Rqx(t,P),X(t,P)). The reachable set is represented with a shaded area and the
Taylor model enclosures with interval and ellipsoidal remainders with, respectively, dashed
lines and solid lines.
4.6 Numerical Implementation and Case Study
This section describes the main implementation details for the bounding approaches pre-
sented in Sect. 4.4, before investigating a more challenging case study.
The main difficulty in using the sufficient conditions in Theorems 4.1 and 4.2 and Propo-
sitions 4.4 and 4.5 for computing bounds on the parametric solutions of (4.1) is construct-
ing and evaluating the right-hand sides of the auxiliary bounding systems (4.6,4.7), (4.16),
(4.41,4.42) and (4.46), respectively. Our implementation assumes that the right-hand side
function f in (4.1) and the corresponding initial value function x0 are both factorable. We
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use verified libraries such as PROFIL (http://www.ti3.tu-harburg.de/) for interval
analysis as well as the library MC++ [93] for Taylor model arithmetic. For numerical ODE
integration, we use explicit Runge-Kutta schemes as this avoids computing the Jacobian of
the right-hand side of the auxiliary ODEs. More specifically, our implementation relies on
the explicit solvers with adaptive step-size control available as part of the GNU Scientific
Library (GSL)—function gsl_odeiv2 in GSL ver. 1.5. The developed continuous-time
set-propagation code comes in the form of a C++ class called ODEBND_GSL, which is made
freely available at: http://www3.imperial.ac.uk/environmentenergyoptimisation/software.
Standard Differential Inequalities Technique Theorem 4.1 is applied with equalities in
(4.6,4.7), and the resulting 2nx lower- and upper-bounding ODEs are integrated all together,
forward in time, as they are coupled. At a given time t ∈ [0,T ], the right-hand sides of
these ODEs are evaluated component-wise. For instance, the right-hand side of the ith
lower-bounding ODE (4.6) is evaluated by taking the lower bound from the natural interval
extension of fi(t, ·, ·) on Li×P, with Lii := {minYi(t)} and Lij := Yj(t) if j 6= i. Likewise,
the right-hand side of the ith upper-bounding ODE (4.7) is evaluated by taking the upper
bound from the natural interval extension of fi(t, ·, ·) onU i×P, withU ii := {maxYi(t)} and
U ij :=Yj(t) if j 6= i.
Ellipsoidal Bounding Technique Theorem 4.2 is applied with equality in (4.16), and
the ODEs describing xˆ(t), G(t) and Q(t) are integrated all together, forward in time. Of
the alternatives to construct the right-hand sides of these auxiliary ODEs at a given time
t ∈ [0,T ], our implementation considers a q′th-order Taylor model of f (t, ·, ·) at (xˆ(t), pˆ) on
Ξt ×P, with q′ ≥ 1 and where Ξt denotes the interval hull of xˆ(t)⊕G(t)[P− pˆ]⊕E(Q(t))
and the reference point pˆ is the midpoint of P. Writing such a Taylor model in the form
∀(ξ ,ρ) ∈ Ξt ×P , f (t,ξ ,ρ) ∈ c ft +Lxft (ξ − xˆ(t))+L
p
ft
(ρ− pˆ)+B ft ,
with c ft ∈ Rnx , Lxft ∈ Rnx×nx , L
p
ft
∈ Rnx×np and B ft ∈ IRnx , it follows that B ft can be used
as the nonlinearity bounder Ωt in (4.14) and the right-hand side of the auxiliary bounding
ODE system can be evaluated as
˙ˆx(t) = c ft
G˙(t) = L
p
ft
Q˙(t) = (Lxft )Q(t)+Q(t)(L
x
ft
)⊤+
nx
∑
i=1
κi(t)Q(t)+diag(κ(t))
−1
diag rad
(
B ft
)2
.
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The ellipsoidal parameterization κ(t) in the latter ODE is so chosen as to minimize tr Q˙(t).
A direct evaluation of κ(t) as
∀t ∈ [0,T ] , κ(t) = rad(B ft)√
tr(Q(t))
,
would nonetheless result in κ(t)→ 0 as diam(E(Q(t)))→ 0, thereby impairing the quadratic
convergence property established in Corollary 4.2. The following modification
∀t ∈ [0,T ] , ∀i ∈ {1, . . . ,N} , κi(t) =
√
ai(t)+ ε
TOL
√
ai(t)+ ε +
√
b(t)+ ε
(4.61)
with ai(t) =
1
si(t)
rad(B ft) , b(t) = tr
(
diag(s(t))−1Q(t)
)
,
and with scaling factors si(t) = 1 or si(t) = xi(t)
2, ensures that κ(t) ≥ 1
1+TOL > 0 for all
t ∈ [0,T ]—and hence quadratic convergence. Our implementation uses ε = 2−52 and TOL=
10−6 as default values. Initial conditions for the auxiliary ODEs are evaluated as
xˆ(0) = cx0 , G(0) = Lx0 and Q(0) = diag rad(Bx0)
2 ,
based on a q′th-order Taylor model of x0 at pˆ on P given in the form
∀ρ ∈ P , x0(ρ) ∈ cx0 +Lx0(ρ− pˆ)+Bx0 ,
with cx0 ∈ Rnx , Lx0 ∈ Rnx×np and Bx0 ∈ IRnx . Our implementation considers second-order
Taylor models of f (t, ·, ·) and x0 by default, i.e. q′ = 2. The use of higher-order Taylor
models can provide tighter enclosures by capturing more dependencies in some cases, but
this also causes a significant computational overhead.
Taylor Model with Differential Inequalities Bounding Technique A qth-order Taylor
model with interval remainder, (Pqx (t, ·), [rq,Lx (t),rq,Ux (t)]), is computed based on Proposi-
tion 4.4 with equalities in (4.41,4.42). The 2nx remainder bounds are propagated together
with the coefficients ∂ κx(·, pˆ) of the Taylor polynomial (4.40), forward in time. At a given
time t ∈ [0,T ] and for each component i = 1, . . . ,nx, our implementation computes a qth-
order Taylor model on P at pˆ of the composite function
fi(t,(Pqx (t, ·),Lix), ·) =: (Pqfi,L fi) , with Lix j :=
{
[r
q,L
x j (t),r
q,U
x j (t)] if i 6= j,
{rq,Lxi (t)} otherwise.
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By construction, the coefficients of the multivariate polynomial Pqfi match the time deriva-
tives ∂ κ x˙(t, pˆ) of the polynomial coefficients in (4.40), and the lower bound (minL fi) pro-
vides the right-hand side of (4.41). Likewise, the right-hand side of (4.42) is constructed
based on a qth-order Taylor model on P at pˆ of the composite function
fi(t,(Pqx (t, ·),U ix), ·) =: (Pqfi ,U fi) , with U ix j :=
{
[r
q,L
x j (t),r
q,U
x j (t)] if i 6= j,
{rq,Uxi (t)} otherwise.
Taylor Model with Ellipsoidal Remainder Bounding Technique A qth-order Taylor
model with ellipsoidal remainder, (Pqx (t, ·),Qqx(t)), is computed based on Proposition 4.5
with equality in (4.46). Here, the shape matrixQ
q
x of the ellipsoidal remainder is propagated
with the coefficients ∂ κx(·, pˆ) of the Taylor polynomial (4.40), forward in time. Of the
alternatives to construct the right-hand sides of these auxiliary ODEs at a given time t ∈
[0,T ], one approach—referred to as the full approach subsequently—involves computing a
qth-order Taylor model (with interval remainder) of the composite function f (t,Pqx (t, p)+
r, p) at (0, pˆ) for (r, p) ∈ Rt ×P, where Rt denotes the interval hull of E(Qqx(t)). Writing
such a Taylor model in the form
∀(r,ρ) ∈ Rt ×P , f (t,Pqx (t,ρ)+ r,ρ)∈ ∑
γ∈Nnp
|γ |≤q
α ft ,γ(ρ− pˆ)γ +Lrft r+B ft ,
with α ft ,γ ∈ Rnx , Lrft ∈ Rnx×nx and B ft ∈ IRnx , we have that Lrft and B ft can be used, respec-
tively, as the matrix A f (t) in (4.43) and as the nonlinearity bounder Ω
q
t in (4.44); that is, the
right-hand side of the auxiliary bounding ODE system can be evaluated as
∂ γ x˙(t, pˆ) = α ft ,γ , for all γ ∈ Nnp , with |γ| ≤ q
Q˙qx(t) = (L
r
ft
)Qqx(t)+Q
q
x(t)(L
r
ft
)⊤+
nx
∑
i=1
κi(t)Q
q
x(t)+diag(κ(t))
−1
diag rad
(
B ft
)2
.
Moreover, the ellipsoidal parameterization κ(t) in (4.46) is chosen in a similar way as (4.61),
here for minimizing tr Q˙
q
x(t), possibly after scaling.
The full approach involves Taylor expanding the function f (t,Pqx (t, p)+ r, p) jointly in
(r, p) up to order q, which can prove computationally demanding when either the dynamic
system size nx or the expansion order q is large. An alternative approach—referred to as the
mean-value approach hereafter—proceeds in two steps:
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i. Compute a qth-order Taylor model (with interval remainder) of the composite func-
tion f (t,Pqx (t, ·), ·) at pˆ on P:
∀ρ ∈ P , f (t,Pqx (t,ρ),ρ) ∈ ∑
γ∈Nnp
|γ |≤q
α ft ,γ(ρ− pˆ)γ +B0ft ,
with α ft ,γ ∈ R and B0ft ∈ IRnx ;
ii. Compute a q′th-order Taylor model (with interval remainder) of the Jacobian matrix
∂ f
∂x (t,P
q′
xt (p)+ r, p) at (0, pˆ) for (r, p) ∈ Rq
′
xt ×P, with 0≤ q′ ≤ q and where (Pq
′
xt ,R
q′
xt )
is a q′th-order Taylor model of x(t, ·) on P at pˆ:
∀(r,ρ) ∈ Rq′xt ×P ,
∂ f
∂x
(t,Pq′xt (ρ)+ r,ρ) ∈C∂x ft +B∂x ft ,
withC∂x ft ∈ Rnx×nx and B∂x ft ∈ IRnx×nx .
By construction, C∂x ft can be used as the matrix A f (t) in (4.43), whereas B
0
ft
+ (B∂x ft −
C∂x ft )R
q′
xt can be used as the nonlinearity bounder Ω
q
t in (4.44). This way, the right-hand side
of the auxiliary bounding ODE system can be evaluated as
∂ γ x˙(t, pˆ) = α ft ,γ , for all γ ∈ Nnp , with |γ| ≤ q
Q˙qx(t) = (C∂x ft )Q
q
x(t)+Q
q
x(t)(C∂x ft)
⊤+
nx
∑
i=1
κi(t)Q
q
x(t)
+diag(κ(t))−1 diag rad
(
B0ft +(B∂x ft −C∂x ft )Rq
′
xt
)2
.
Our implementation of the simplified approach uses the automatic differentiation package
FADBAD++ (http://www.fadbad.com/fadbad.html) in order to compute the Jacobian matrix
∂ f
∂x and first-order Taylor models are used to bound the entries of this matrix by default
(q′ = 1). The use of second- or higher-order Taylor models can provide tighter enclosures
by capturing more dependencies, but this also causes a significant computational overhead.
4.6.1 Case Study: Anaerobic Digestion
In this section, the anaerobic digestionmodel presented in Chapter 3 (cf. 3.6.2) is considered
X˙1 = (µ1(S1)−αD)X1 (4.62)
X˙2 = (µ2(S2)−αD)X2 (4.63)
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S˙1 = D(S
in
1 −S1)− k1µ1(S1)X1 (4.64)
S˙2 = D(S
in
2 −S2)+ k2µ1(S1)X1− k3µ2(S2)X2 (4.65)
Z˙ = D(Zin−Z) (4.66)
C˙ = D(Cin−C)−qCO2 + k4µ1(S1)X1+ k5µ2(S2)X2 , (4.67)
with
qCO2 := kLa(C+S2−Z−KHPCO2) (4.68)
PCO2 :=
φCO2−
√
φ2CO2−4KHPt(C+S2−Z)
2KH
(4.69)
φCO2 :=C+S2−Z+KHPt+
k6
kLa
µ2(S2)X2 (4.70)
µ1(S1) := µ¯1
S1
S1+KS1
(4.71)
µ2(S2) := µ¯2
S2
S2+KS2 +S
2
2/KI2
. (4.72)
First, we consider initial conditions as X1(0) ∈ 0.5 × [0.94,1.06] g(COD)L−1,
X2(0) ∈ [0.94,1.06] g(COD)L−1, S1(0) = 1 g(COD)L−1, S2(0) = 5 mmolL−1, Z(0) =
50 mmolL−1, and C(0) ∈ 40× [0.94,1.06] mmolL−1; that is, the model contains three un-
certain quantities. Projections onto the variables X1 and S2 of the actual reachable set and of
the enclosures obtained with standard differential inequalities and the ellipsoidal bounding
technique as well as their Taylor model counterparts for various expansion orders are shown
in Fig. 4.4. Standard differential inequalities are found to produce rather weak bounds here,
blowing up after about t ≈ 0.09 day. Combining Taylor models with differential inequali-
ties delays this blow up time significantly, up to about t ≈ 4.01 day with 4th-order Taylor
models. In comparison, bounds computed with the ellipsoidal technique blow up around
t ≈ 1.61 day, thus outperforming 2nd-order Taylor models with differential inequalities re-
mainder bounds. When used in combination with ellipsoidal remainder bounds, Taylor mod-
els delay the blow up time significantly as well. It is even observed that 4th- or higher-order
Taylor models with ellipsoidal remainder bounds can stabilize the reachable set enclosure
for this level of uncertainty; that is, the bounds converge to the actual steady-state values as
t→ ∞.
The results reported in Table 4.1 are for reduced uncertainty in the initial conditions as
X1(0)∈ 0.5× [0.98,1.02] g(COD)L−1, X2(0)∈ [0.98,1.02]mmolL−1, S1(0)= 1 mmolL−1,
S2(0) = 5 mmolL
−1, Z(0) = 50 mmolL−1, and C(0) ∈ 40× [0.98,1.02] mmolL−1. Here
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Table 4.1 Comparison of computational performance for various continuous-time enclosure
methods. The numerical integration algorithm used is the explicit embedded Runge-Kutta-
Fehlberg (4, 5) method in GSL, with relative tolerance RTOL = 10−6 and absolute tol-
erance ATOL = 10−8. The reported CPU times are for an IntelTM CORETMi7 vProTM
(4×2.1 GHz) computer with 8Gb RAM, running Ubuntu 12.04.3 LTS (GNU/Linux 3.5.0-
45-generic x86_64) and gcc version 4.7.3 (with -O2 compilation option).
Differential inequalities (DI) and ellipsoidal bounding (EB) techniques
Technique q DI EB (q′ = 1) EB (q′ = 2)
Blow up time [day] 0.39 1.99 13.55
RHS evaluations for t ∈ [0,4] N/A N/A 812
CPU time in [s] for t ∈ [0,4] N/A N/A 0.54
Taylor model (TM) w/ differential inequalities remainder bounds
TM Order q 2 3 4 5
Blow up time [day] 3.07 5.31 7.58 9.89
RHS evaluations for t ∈ [0,4] N/A 1,077 1,191 1,272
CPU time in [s] for t ∈ [0,4] N/A 0.39 0.72 1.33
Taylor model (TM) w/ ellipsoidal remainder bounds – Mean-value approach (q′ = 0)
TM Order q 2 3 4 5
Blow up time [day] 4.23 11.12 ∞ ∞
RHS evaluations for t ∈ [0,4] 972 1,077 1,191 1,272
CPU time in [s] for t ∈ [0,4] 0.14 0.23 0.41 0.71
Taylor model (TM) w/ ellipsoidal remainder bounds – Mean-value approach (q′ = 1)
TM Order q 2 3 4 5
Blow up time [day] ∞ ∞ ∞ ∞
RHS evaluations for t ∈ [0,4] 954 1,077 1,191 1,272
CPU time in [s] for t ∈ [0,4] 0.98 1.20 1.47 1.85
Taylor model (TM) w/ ellipsoidal remainder bounds – Full approach
TM Order q 2 3 4 5
Blow up time [day] 39.84 ∞ ∞ ∞
RHS evaluations for t ∈ [0,4] 954 1,077 1,191 1,272
CPU time in [s] for t ∈ [0,4] 0.35 1.49 6.35 26.37
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Fig. 4.4 Projections onto X1 (top plot) and C (bottom plot) of the reachable set X(t) and
the enclosures Y (t) computed with various approaches. The reachable set is represented
with a shaded area. The enclosures labelled with q = 0 correspond to standard differential
inequalities (dashed lines) and the ellipsoidal bounding approach (solid lines). The enclo-
sures labelled q= 2, 3 and 4 are Taylor model enclosures with interval remainders (dashed
lines) and ellipsoidal remainders (with full approach; solid lines).
again, standard differential inequalities produce the weakest bounds, with a blow up time of
t ≈ 0.40 day. The use of ellipsoidal calculus improves the bounds significantly, by delaying
the blow up time to t ≈ 1.99 day and t ≈ 13.52 day when the nonlinearity bounder Ωt is
constructed by using, respectively, 1st-order and 2nd-order Taylor models. The use of Taylor
models as a means of propagating nonconvex enclosures provides tighter bounds as the
Taylor model order is increased, which illustrates well the advantage of bounding techniques
enjoying higher-order Hausdorff convergence. Ellipsoidal remainder bounds are found to
outperform differential inequalities remainder bounds in this case as well. In particular, all
three variants of Taylor models with ellipsoidal remainders appear to stabilize the reachable
set enclosures for small Taylor expansion orders—as small as q = 2 in the mean-value
approach with q′ = 1.
Comparisons of computational performance are made for a fixed integration horizon of
t ∈ [0,4]. As far as Taylor model-based techniques are concerned, the number of right-hand
side evaluations—and therefore the number of integration steps—increases slowly with the
Taylor expansion order between q = 2, . . . ,5, which is due to a larger size of the auxiliary
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bounding system while the tolerances remain unchanged. For a particular Taylor expansion
order q, the use of various bounding schemes for the Taylor remainder does not affect the
number of right-hand side evaluations though; this suggests that the step-size is mainly deter-
mined by the propagation of the Taylor polynomial here. Regarding CPU times, a significant
increase is observed in the full approach of ellipsoidal remainder bounds with the Taylor ex-
pansion order between q= 2, . . . ,5 compared to differential inequalities remainder bounds.
This computational burden is greatly reduced by the use of the mean-value approach with
either q′ = 0 or 1. In particular, the ellipsoidal remainder bound variant with q′ = 0 appears
to be both faster and to provide tighter bounds than the differential inequalities remainder
bound technique as well as the standard ellipsoidal bounding technique.
4.7 Robust Forward Invariant Tubes for Control-Affine
Systems
In this section we study the construction of enclosures for for nonlinear control systems. In
particular, the focus is on control-affine systems of the form:
x˙(t) = f (x(t),w(t))+G(x(t))u(t) (4.73)
where f :Rnx×Rnw →Rnx , G :Rnx →Rnx×nu and g :Rnx×Rnu×Rnw →Rnx are potentially
nonlinear functions, for which regularity assumptionwill be stated later on as necessary. The
state trajectory is denoted by x ∈ Lnx , u ∈ U := {u ∈ Lnu | ∀t ∈ R, u(t) ∈U ⊆ Rnu} denotes
the control, and w ∈W := {w ∈ Lnw | ∀t ∈ R, w(t) ∈W ⊆ Rnw} denotes the exogenous
disturbance.
Before proceeding with the construction of tubes for such control systems, we introduce
the following technical assumptions:
Assumption 4.2. The setsU ⊆Rnu andW ⊆Rnw are compact and convex, i.e. U ∈KnuC and
W ∈KnwC .
Assumption 4.3. The function f is jointly continuous in x,w and locally Lipschitz-
continuous in x. Moreover, the function G is continuously differentiable.
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For a given control u ∈ U and a given set of initial states X1 ∈ KnxC at t1, we denote the
reachable set of (4.73) at t2 > t1 as:
X(t2) :=


ξ ∈ Rnx
∣∣∣∣∣∣∣∣∣∣∣
∃x ∈ Lnx ,∃w ∈W :
a.e. t ∈ [t1, t2],
x˙(t) = f (x(t),w(t))+G(x(t))u(t)
x(t1) ∈ X1 , x(t2) = ξ


.
An enclosure of the reachable set for the class of systems considered in this section is
given by a straightforward application of Theorem 4.3
Corollary 4.4. Consider the uncertain dynamic system (4.73) with initial condition x(t1) ∈
X1, with X1 ∈ KnxC , and a given control u ∈ U, and let Assumptions 4.2 and 4.3 hold. Let
Y : [t1, t2]→KnxC be a set-valued function such that
1. the function V [Y (·)](c) is for all c ∈ Rnx Lipschitz-continuous on [t1, t2] and
2. the set-valued function Y satisfies for all c ∈ Rnx the differential inequality
a.e. t ∈ [t1, t2], V˙ [Y (t)](c)≥max
ξ ,ω

c
⊤ f (ξ ,ω)+ c⊤G(ξ )u(t)
∣∣∣∣∣∣∣∣
c⊤ξ =V [Y (t)](c)
ξ ∈ Y (t)
ω ∈W


and V [Y (t1)](c)≥max
ξ
{
c⊤ξ
∣∣∣ξ ∈ X1} .
Then, Y is an enclosure of the reachable set of (4.73), i.e. Y (t)⊇ X(t) for all t ∈ [t1, t2].
Proof. Follows directly from Theorem 4.3 and Remark 4.2.
The idea now is that the control policy u, is not given, but chosen in the set U of admis-
sible controllers in order to reduce the cross-section of the tube, while accounting for every
possible realization of the exogenous disturbance w ∈W. Furthermore, we are interested in
computing a feedback control function, such that if the state of the system is within the tube,
we can make sure to keep it inside regardless of the uncertainty. This is formalized in the
following definition
Definition 4.3. The set-valued function Y : [t1, t2]→ Π(Rnx) is called a RFIT for (4.73) on
[t1, t2], if there exists a feedback control law µ : [t1, t2]×Rnx →U such that any solution of
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the controlled system
∀t ∈ [t1, t2], x˙(t) = f (x(t),w(t))+G(x(t))µ(t,x(t)) ,
with x(t) ∈ Y (t), satisfies x(t ′) ∈ Y (t ′) for all t, t ′ ∈ [t1, t2] with t ′ ≥ t and all w ∈W.
The following theorem, provides sufficient conditions for a set-valued function to be an
RFIT of a given control-affine nonlinear system. These sufficient conditions come in the
form of a min-max differential inequality (DI), which describe the convex cross-sections of
a RFIT in terms of their support functions.
Theorem 4.5. Consider the uncertain dynamic system (4.73), and let Assumptions 4.2
and 4.3 hold. Let Y : [t1, t2]→KnxC be a set-valued function such that
1. the function V [Y (·)](c) is for all c ∈ Rnx Lipschitz-continuous on [t1, t2] and
2. the set-valued function Y satisfies for all c ∈ Rnx the differential inequality
a.e. t ∈ [t1, t2],
V˙ [Y (t)](c)≥min
ν∈U
max
ξ ,ω

c
⊤ f (ξ ,ω)+ c⊤G(ξ )ν
∣∣∣∣∣∣∣∣
c⊤ξ =V [Y (t)](c)
ξ ∈ Y (t)
ω ∈W

 (4.74)
Then, Y is an RFIT for all t ∈ [t1, t2].
Proof. The proof proceeds in two steps. In the first step (S1), we establish the results under
the following auxiliary assumptions:
A4 The set of admissible controlsU is smooth with positive curvature;
A5 The pointwise-in-time cross-sections Y (t) of the tube Y are smooth with positive cur-
vatures at each t ∈ [t1, t2].
In the second step (S2), we argue that the result still holds by removing these extra assump-
tions.
S1 We start by noting that since the inequality (4.74) is invariant under scaling of the
directions c ∈ Rnx , it is sufficient to consider those directions c with c⊤c = 1, namely c ∈
Snx−1.
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It follows from Assumption A5 that the Gauss map GY (t) : bdY (t)→ Snx−1 is a diffeo-
morphism [125]. For all c ∈ Snx−1 and all t ∈ [t1, t2], the inverse Gauss map values G−1Y (t)(c)
correspond to the elements of the singletons
Ψt(c) :=
{
ξ ∈ Rnx
∣∣∣∣∣ ξ ∈ Y (t)c⊤ξ =V [Y (t)](c)
}
.
In particular, we have
min
ν∈U
V [Γg(ν,c,Y (t))](c) = max
ξ∈Ψt(c),
ω∈W
c⊤ f (ξ ,ω)+min
ν∈U
max
ξ∈Ψt (c)
c⊤G(ξ )ν
= max
ω∈W
c⊤ f
(
G−1
Y (t)(c),ω
)
+min
ν∈U
c⊤G
(
G−1
Y (t)(c)
)
ν .
(4.75)
Moreover, by Lipschitz continuity of V [Y (·)](c) on [t1, t2], the functions G−1Y (·)(c) : [t1, t2]→
bdY (t) are continuous for each c ∈ Snx−1.
Next, we focus on the minimization subproblem in the right-hand side of (4.75). By
continuity of G−1
Y (t) and G (Assumption 4.3) and by compactness ofU (Assumption 4.2), the
sets
argmin
ν∈U
c⊤G
(
G−1
Y (t)(c)
)
ν
are singletons for all c ∈ Snx−1 and all t ∈ [t1, t2], and we can define the function µ∗t as
µ∗t (c) := argmin
ν∈U
c⊤G
(
G−1
Y (t)(c)
)
ν .
Since µ∗t (c) is always attained at the boundary ofU , it follows by Assumption A4, by contin-
uous differentiability of G−1
Y (t)
and G (Assumption 4.3), and from sensitivity theory [38] that
µ∗t (·) is continuously differentiable on Snx−1, for each t ∈ [t1, t2]. Moreover, the function
µ∗(·)(c) : [t1, t2]→U is continuous for each c ∈ Snx−1.
The result follows from the application of Corollary 4.4 to the auxiliary ODE
x˙(t) = f (x(t),w(t))+G(x(t))µ(t,x(t)) ,
with µ(t,x) := µ∗t (GY (t)(x)). In particular, µ(t,x) provides a feedback control law for the
RFIT Y under the auxiliary Assumptions A4 and A5.
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S2 In the case that certain tube cross-sections Y (t) or the control constraint set U fail to
be smooth with positive curvature on [t1, t2], we can always construct a family of set-valued
functionsYε : [t1, t2]→KnxC as well as a family of compact setsUε ⊆U with smooth boundary
and postive curvature such that the following statements hold for all ε > 0:
1. Yε(t)⊇ Y (t) for all t ∈ [t1, t2], Uε ⊇U .
2. There exists a continuous function α : R+ →R+ with α(0) = 0 such that
dH(Yε(t),Y(t))≤ α(ε), dH(Uε ,U)≤ α(ε),
and V˙ [Yε(t)](c)≥ V˙ [Y (t)](c)+Lα(ε)
for all t ∈ [t1, t2] with L := 12(t2−t1) . In particular, L can be made arbitrarily large by
choosing t2− t1 significantly small.
Such outer approximations have been used in the Proof of Theorem 4.3 (See Lemma B.1
and B.2). This way, the result follows from the application of the procedure in S1 above and
taking the limit as ε → 0 by invoking a continuity argument. In detail, we can (without loss
of generality) choose t2− t1 sufficiently small so that
V˙ [Yε(t)](c)≥ V˙ [Y (t)](c)+Lα(ε)
≥min
ν∈U
V [Γg(ν,c,Y (t))](c)+Lα(ε)
≥ min
ν∈Uε
V [Γg(ν,c,Yε(t))](c) (4.76)
for sufficiently small ε > 0. Thus, it follows from step S1 that Yε is a RFIT for all suffi-
ciently small ε > 0. The final technical difficulty involves analyzing the limit behavior of
the sequence
µε(t,ξ ) := µ
∗
t,ε(GYε(t)(ξ ))
with µ∗t,ε(c) := argmin
ν∈Uε
c⊤G
(
G−1
Yε(t)
(c)
)
ν ,
which may fail to converge as ε → 0. Since µε(t,ξ ) takes values in Uε only and the sets
Uε converge in the Hausdorff sense to a compact set U , the sequence µε(t,ξ ) is bounded
uniformly with respect to ε > 0. Consequently, we can use the Bolzano-Weierstrass theorem
to establish the existence of a sequence ε1,ε2, ...∈R+ with limi→∞ εi→ 0 such that the limit
µ(t,ξ ) = lim
i→∞
µεi(t,ξ )
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exists. By construction, µ(t,ξ ) is a control law that generates the limit tube Y , therefore Y
is an RFIT.
The following corollary is a direct side-product of the proof of Theorem 4.5.
Corollary 4.5. Let the set-valued function Y : [t1, t2]→ KnxC satisfy the conditions of Theo-
rem 4.5. Under the additional regularity conditions that the boundaries of the tube cross-
sections Y (t) for all t ∈ [t1, t2] and the set of admissible controls U are smooth with positive
curvature, an explicit feedback control law generating the RFIT is given by
µ(t,x(t)) = µ∗t
(GY (t)(x(t))) , (4.77a)
where GY (t) denotes the Gauss map of Y (t) and
µ∗t (c) := argmin
ν∈U
c⊤G
(
G−1
Y (t)(c)
)
ν , (4.77b)
with G−1
Y (t) being the inverse Gauss map of Y (t).
Proof. Follows directly from Step S1 in the proof of Theorem 4.5.
Remark 4.3. The feedback control law given by Eqs. (4.77) is not necessarily unique.
Although heavily inspired by set-theoretic methods for the synthesis of model predic-
tive controllers (see [115] for an introduction), Theorem 4.5 also provides a constructive
approach for nonlinear feedback control laws by exploiting properties at the boundaries of
RFITs. To the best of our knowledge, this approach has not been exploited as of yet in the
robust MPC literature. This construction is the focus of the following sections.
4.8 Ellipsoidal Robust Forward Invariant Tubes
This section derives practical and computationally tractable conditions for checking whether
a particular set-valued function Y is a RFIT for system (4.73). The focus is on tubes with
ellipsoidal cross-sections given by
Y (t) = E(qx(t),Qx(t)) , (4.78)
where qx(t)∈Rnx and Qx(t)∈ Snx+ denote the center and shape matrix of the tube, pointwise
in time. Moreover, we make the following assumptions:
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Assumption 4.4. The uncertainty and admissible control sets are such that W ⊆ E(qw,Qw)
and U ⊆ E(qu,Qu), with (qw,Qw) ∈ Rnw×Snw+ and (qu,Qu) ∈ Rnu×Snu+ .
Assumption 4.5. The functions f and G are twice continuously differentiable in all of their
arguments.
The following construction of ellipsoidal tubes based on Theorem 4.5 uses the same
ideas as the construction of ellipsoidal bounds for uncertain ODEs based on Theorem 4.3;
see, e.g., [68, 56, 148]. It involves decomposing the state x, control u, and disturbance w
into their nominal and perturbed components as
x(t) = qx(t)+δx(t)
u(t) = qu+δu(t)
w(t) = qw+δw(t) .
First, we choose qx so that it satisfies the ODE
q˙x(t) = f (qx(t),qw)+G(qx(t))ux(t) ,
for some reference input ux(t)∈ E(qu,Qu). Here, ux ∈U is the control input for the nominal
system, i.e. when no disturbance is present or in our case, when the disturbance takes its
nominal value qw. It follows that the perturbed state component δx satisfies the ODE
δ˙x(t) = A(qx(t))δx(t)+B(qx(t))δw(t)+G(qx(t)+δx(t))δu(t)
+n(t,δx(t),δw(t),δu(t)) ,
(4.79)
where n : R×Rnx×Rnw ×Rnu → Rnx is defined in such a way that (4.79) is equivalent to
(4.73); and
A(qx(t)) :=
∂ f
∂x
(qx(t),qw)+
∂G
∂x
(qx(t))qu , and B(qx(t)) :=
∂ f
∂w
(qx(t),qw) .
At this point, we introduce the following technical assumptions regarding the control
constraint set and the nonlinearities in the functions G and n.
Assumption 4.6. For any nominal control ux ∈ U, there exists a matrix-valued function
Ru : [t1, t2]→ Snu+ such that
∀t ∈ [t1, t2] : E(qu,Ru(t))⊆ E(ux(t),Qu) ,
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Assumption 4.7. There exists a nonlinearity bounder Ωn :R
nx×Snx+ → Snx+ for the function
n such that
n(t,ξ ,ω,ν) ∈ E(Ωn(qx(t),Qx(t))) ,
for all t ∈ [t1, t2], all ξ ∈ E(Qx(t)), all ω ∈ E(Qw), and all ν ∈ E(Qu).
Assumption 4.8. There exists a nonlinearity bounder ΩG : R
nx×Snx+ ×Snu+ ×Rnx×nu → Snx+
such that
ΩG(qx(t),Qx(t),Ru(t),S0) Q
1
2
x (t)S0R
1
2
u (t)G(ξ )
⊤+G(ξ )R
1
2
u (t)S
⊤
0 Q
1
2
x (t)
−Q
1
2
x (t)S0R
1
2
u (t)G(qx(t))
⊤−G(qx(t))R
1
2
u (t)S
⊤
0 Q
1
2
x (t) ,
for all t ∈ [t1, t2], all ξ ∈ E(qx(t),Qx(t)) all S0 ∈ Rnx×nu with S0S⊤0  I and all Ru satisfying
Assumption 4.6.
A set of sufficient conditions for a tube with ellipsoidal cross-section to be a RFIT for
system (4.73) are stated in the following theorem. For notational convenience, we introduce
the set-valued function Φg : R
nx×Snx+ ×Rnx×nu×Snu+ ×R++×R++ → Snx+ associated with
the right-hand-side function of (4.73) given by
Φ(qx(t),Qx(t),S0,Ru(t),λ0,κ0) := A(qx(t))Qx(t)+Qx(t)A(qx(t))
⊤
+Q
1
2
x (t)S0R
1
2
u (t)G(qx(t))
⊤+G(qx(t))R
1
2
u (t)S
⊤
0 Q
1
2
x (t)
+
(
1
λ0
+
1
κ0
)
Qx(t)+ΩG(qx(t),Qx(t),S0)
+λ0B(qx(t))QwB(qx(t))
⊤+κ0Ωn(qx(t),Qx(t)) .
Theorem 4.6. Consider the uncertain dynamic system (4.73), let ux ∈ U be a reference
control and let Assumptions 4.4-4.8 hold. If the functions Qx : [t1, t2]→ Snx+ and qx : [t1, t2]→
Rnx satisfy
q˙x(t) = f (qx(t),qw)+G(qx(t))ux(t) , (4.80)
Q˙x(t) Φ(qx(t),Qx(t),S(t),Ru(t),λ (t),κ(t)) , (4.81)
for some functions λ ,κ : [t1, t2]→ R++ and S : [t1, t2]→ Rnx×nu with S(t)S(t)⊤  I, then
Y (t) := E(qx(t),Qx(t)) is a RFIT for (4.73) on [t1, t2].
Proof. In analogy to the proof of Theorem 4.5, the following proof proceeds in two steps.
In the first step (S1), we establish the results under the following auxiliary assumption:
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A6 The shape matrices Qu and Qx(t), t1 ≤ t ≤ t2, are positive definite.
In the second step (S2), we argue that the result still holds by removing this extra assump-
tion.
S1 The idea in this part of the proof is to show that the conditions (4.80)–(4.81) imply the
min-max differential inequality (4.74) for Y (t) := E(qx(t),Qx(t)). Using the state decompo-
sition into nominal part (4.80) and perturbed part (4.79) as well as Assumptions 4.6 and 4.7,
we want to show that
V˙ [E(Qx(t))](c)
≥ min
ν∈E(Ru(t))
max
ξ ,ω1,ω2


c⊤A(qx(t))ξ
+ c⊤B(qx(t))ω1
+ c⊤G(qx(t)+ξ )ν
+ c⊤ω2
∣∣∣∣∣∣∣∣∣∣∣
c⊤ξ =V [E(Qx(t))](c)
ξ ∈ E(Qx(t))
ω1 ∈ E(Qw)
ω2 ∈ E(Ωn(qx(t),Qx(t)))


.
(4.82)
for a.e. t ∈ [t1, t2] and all c∈Rnx such that c⊤c= 1 and E(Ru(t))⊆E(ux(t)−qu,Qu). Notice
that the ellipsoid E(Ru(t)) needs to be introduced since the central path defined by Eq. (4.80)
is evaluated along ux(t) ∈ E(qu,Qu) and not along the center qu.
Now, consider a family of ellipsoids parameterised by the matrix valued function
Qx : [t1, t2]→ Snx++. For each t ∈ [t1, t2] the Gauss map GEx(t) : bdE(Qx(t))→ Snx−1 is a
diffeomorphism under Assumption A6, given by:
GEx(t)(ξ ) :=
Q−1x (t)ξ∥∥Q−1x (t)ξ∥∥2 , G−1Ex(t)(c) =
Qx(t)c√
c⊤Qx(t)c
.
In particular, the right-hand side of Condition (4.82) is given by
c⊤A(qx(t))G−1Ex(t)(c)+ minν∈E(Ru(t))c
⊤G
(
qx(t)+G−1Ex(t)(c)
)
ν
+ max
ω1∈E(Qw)
c⊤B(qx(t))ω1+ max
ω2∈E(Ωn(qx(t),Qx(t)))
c⊤ω2 .
Since, for any matrices D ∈ Rnx×nζ and Qζ ∈ S
nζ
+
max
ζ
/min
ζ
{
c⊤Dζ
∣∣∣ζ ∈ E(Qζ )}=±√c⊤DQζD⊤c ,
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we can write Condition (4.82) as
V˙ [E(Qx(t))](c)≥ c⊤A(qx(t))G−1Ex(t)(c)
−
√
c⊤G
(
qx(t)+G−1Ex(t)(c)
)
Ru(t)G
(
qx(t)+G−1Ex(t)(c)
)⊤
c
+
√
c⊤B(qx(t))QwB(qx(t))⊤c+
√
c⊤Ωn(qx(t),Qx(t))c .
Using the support function of the ellipsoids E(Qx(t))
V [E(Qx(t))](c) =
√
c⊤Qx(t)c ,
we have that Condition (4.82) is equivalent to
1
2
c⊤Q˙x(t)c≥ c⊤A(t)Qx(t)c
−
∥∥∥∥c⊤G(qx(t)+G−1Ex(t)(c))R 12u (t)
∥∥∥∥
2
∥∥∥∥Q 12x (t)c
∥∥∥∥
2
+
∥∥∥∥Q 12x (t)c
∥∥∥∥
2
∥∥∥∥Q 12wB(qx(t))⊤c
∥∥∥∥
2
+
∥∥∥∥Q 12x (t)c
∥∥∥∥
2
∥∥∥∥Ω 12n (qx(t),Qx(t))c
∥∥∥∥
2
,
(4.83)
for a.e. t ∈ [t1, t2] and all c ∈ Rnx with c⊤c= 1.
At this point, we use the following identities,
‖C1y‖2‖C2y‖2 =max
S
y⊤C⊤1 SC2y s.t. SS
⊤  I
= inf
λ>0
1
2λ
y⊤C⊤1 C1y+
λ
2
y⊤C⊤2 C2y ,
in order to establish that (4.83) holds whenever there exist real-valued functions λ ,κ :
[t1, t2]→ R++ and a matrix-valued function S : [t1, t2]→ Rnx×nu with SS⊤  I such that
1
2
c⊤Q˙x(t)c ≥ c⊤A(t)Qx(t)c
− c⊤Q
1
2
x (t)S(t)R
1
2
u (t)G(qx(t)+G−1Ex(t)(c))
⊤
+
(
1
2λ (t)
+
1
2κ(t)
)
c⊤Qx(t)c
+
κ(t)
2
c⊤B(qx(t))QwB(qx(t))⊤c+
λ (t)
2
c⊤Ωn(qx(t),Qx(t))c ,
(4.84)
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for a.e. t ∈ [t1, t2] and all c ∈ Rnx with c⊤c = 1. In particular, condition (4.81) along with
Assumption 4.8 ensure that
Q˙x(t) A(qx(t))Qx(t)+Qx(t)A(qx(t))⊤
+Q
1
2
x (t)S(t)R
1
2
u (t)G(ξ )
⊤+G(ξ )R
1
2
u (t)S(t)
⊤Q
1
2
x (t)
+
(
1
λ (t)
+
1
κ(t)
)
Qx(t)+ΩG(qx(t),Qx(t),S(t))
+λ (t)B(qx(t))QwB(qx(t))
⊤+κ(t)Ωn(qx(t),Qx(t)) ,
for a.e. t ∈ [t1, t2] and for all ξ ∈ E(qx(t),Qx(t)), which also implies condition (4.84) since
G−1
Ex(t)
(c) ∈ E(Qx(t)).
The result that E(qx(t),Qx(t)) describes a RFIT on [t1, t2] follows from Theorem 4.5.
Moreover, a feedback control law for this tube is given by µ(t,x(t)) = µ∗t (GEx(t)(x(t)−
qx(t))) with
µ∗t (c) := argmin
ν∈E(ux(t),Ru(t))
c⊤G
(
qx(t)+G−1Ex(t)(c)
)
ν
= ux(t)−
Ru(t)G
(
qx(t)+G−1Ex(t)(c)
)⊤
c∥∥∥∥R 12u (t)G(qx(t)+G−1Ex(t)(c))⊤ c
∥∥∥∥
2
,
(4.85)
for all c 6= 0, i.e. for x(t) 6= qx(t). On the other hand, µ(t,x(t)) = ux(t) provides a natural
feedback law in the case that x(t) = qx(t) by construction of (4.80).
S2 In order to show that the result also holds for general positive semidefinite matrices, we
can add a small regularization term εI to the matricesQw, Qu andQx(t), and then take limits
as ε → 0 by invoking exactly the same continuity argument as in Step S2 of the proof of
Theorem 4.5. The feedback control law is then given by µ(t,x(t))= µ∗t (GEx(t)(x(t)−qx(t)))
with µ∗t given by Eq. (4.85) and the Gauss map GEx(t) given by
GEx(t)(ξ ) =
Q†x(t)ξ∥∥∥Q†x(t)ξ∥∥∥
2
,
which follows from the fact that
lim
ε→0
(Qx(t)+ εI)
−1ξ = Q†x(t)ξ
for all ξ ∈ bdE(Qx(t))⊆ span(Qx(t)).
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The following corollary is again a direct side-product of the proof of Theorems 4.5 (Step
S2) and 4.6.
Corollary 4.6. Let the set-valued function Y : [t1, t2] → KnxC with Y (t) := E(qx(t),Qx(t))
satisfy the conditions of Theorem 4.6. Then, an explicit feedback law associated with this
RFIT is given by
µ(t,x(t)) =

µ
∗
t (GY (t)(x(t))) if x(t) 6= qx(t)
ux(t) otherwise
(4.86)
where GY (t) and G−1Y (t) denote the Gauss and inverse Gauss maps of E(qx(t),Qx(t)) given
respectively by
GY (t)(ξ ) =
Q†x(t)(ξ −qx(t))∥∥∥Q†x(t)(ξ −qx(t))∥∥∥
2
, and G−1
Y (t)(c) = qx(t)+
Qx(t)c√
c⊤Qx(t)c
,
and the control-minimizer map µ∗t given by
µ∗t (c) = ux(t)−
Ru(t)G
(
G−1
Y (t)
(c)
)⊤
c∥∥∥∥R 12u (t)G(G−1Y (t)(c))⊤ c
∥∥∥∥
2
.
Proof. Follows directly from the proof of Theorem 4.6 Step S2
4.8.1 Practical Considerations for the Construction of Ellipsoidal
RFITs
The application of Theorem 4.6 relies on the availability of an inner approximation of the
control set shifted by nominal controller ux through Assumption 4.6. The construction of
such approximation can be done using Lemma B.4 in Appendix B. It also requires nonlin-
ear bounders through Assumptions 4.7 and 4.8. Such bounders may be constructed either
symbolically, as shown in [56], or numerically, e.g. using tools from interval analysis [148].
A difficulty with the latter, however, is that operations performed using interval arithmetic
are Lipschitz continuous, yet typically nonsmooth, which would impair the use of gradient-
based methods for solving the optimization problems. Instead of applying interval analysis
directly, Lemma B.5 in Appendix B presents a way of constructing smooth nonlinearity
bounders for twice-continuously-differentiable functions using the Frobenius norm of cer-
tain matrices.
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4.9 Robust Tube-BasedMPC Based on Min-Max Differen-
tial Inequalities
The main motivation for the development of methods to characterize RFITs of control sys-
tems, is to consider so-called tube-based approaches for robust model predictive control [88].
The tube MPC approach MPC approach proposed here, involves solving parametric opti-
mization problems of the form
inf
Y∈Y
∫ t+T
t
ℓ(Y (τ))dτ
s.t. ∀τ ∈ [t, t+T ], Y (τ)⊆ Fx
Y (t) = {xˆt} ,
(4.87)
where Y denotes the set of all RFITs for (4.73) on [t, t+T ]; ℓ : Π(Rnx)→R is the objective
of theMPC controller; the feasibility set Fx is a subset ofR
nx ; and xˆt is the state measurement
at time t, assumed to be noisefree.
Problem 4.87 may seem odd at a first sight, since we are optimizing over tubes while
standard MPC formulations optimize over control functions. In this formulation, optimizing
over the tube Y is equivalent to optimize over a feedback control policy µ , since by Defini-
tion 4.3 every Y is generated by at least one µ . In other words, Problem 4.87 can be written
as:
inf
x,µ,Y
∫ t+T
t
ℓ(Y (τ))dτ
s.t. Y is an enclosure of the system:
x˙(τ) = f (x(τ),w(τ))+G(x(τ))µ(τ,x(τ))
x(t) = xˆt Y (t) = {xˆt}
for w ∈W and all τ ∈ [t, t+T ]
∀τ ∈ [t, t+T ], Y (τ)⊆ Fx .
The following analysis aims to develop a tractable computational approach to addressing
the tube-based robust MPC problem 4.87. For simplicity our analysis does not consider
computational delays. Specifically, given any feedback control policy µ(t,x) keeping the
response x in an optimal RFIT Y ∗ —e.g. as found from the repeated solution of (4.87) in a
receding horizon manner— we assume that the control u(t) = µ(t, xˆt) is fed back into the
system instantaneously.
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Recall that Theorem 4.5 provides sufficient conditions for a convex set-valued function
to be an RFIT for (4.73). Therefore, any solution to the following optimization problem
turns out to also be a feasible solution to the tube-based MPC problem (4.87), in the case of
RFITs with convex cross-sections:
inf
Y
∫ t+T
t
ℓ(Y (τ))dτ
s.t. a.e. τ ∈ [t, t+T ], ∀c ∈ Rnx ,
V˙ [Y (τ)](c)≥min
ν∈U
max
ξ ,ω

c
⊤ f (ξ ,ω)+ c⊤G(ξ )ν
∣∣∣∣∣∣∣∣
c⊤ξ =V [Y (t)](c)
ξ ∈ Y (t)
ω ∈W


Y (t) = {xˆt}
∀τ ∈ [t, t+T ], Y (τ)⊆ Fx .
(4.88)
Notice that (4.88) is not a standard optimal control problem, as it involves semi-infinite
differential inequality constraints. However, discretization of this Problem leads to a band-
structured optimization problem whose complexity scales linearly with respect to the length
of the time horizon.
With the results from Theorem 4.6, Problem (4.88) can be further specialized to the case
of tubes with ellipsoidal cross-sections as:
inf
qx,Qx,
ux,Ru,S,
λ ,κ,γ
∫ t+T
t
ℓ(E(qx(τ),Qx(τ)))dτ
s.t. a.e. τ ∈ [t, t+T ],
q˙x(τ) = f (qx(τ),qw)+G(qx(τ))ux(τ)
Q˙x(τ) = Φ(qx(τ),Qx(τ),S(τ),Ru(τ),λ (τ),κ(τ))
Ru(τ) = (1− γ(τ))Qu+
(
1− 1
γ(τ)
)
(ux(τ)−qu)(ux(τ)−qu)⊤
qx(t) = xˆt , Qx(t) = 0nx×nx
∀τ ∈ [t, t+T ],
Qx(τ) 0, Ru(τ) 0, S(τ)S(τ)⊤  I,
κ(τ)> 0, λ (τ)> 0, 0< γ(τ)< 1,
E(qx(τ),Qx(τ))⊆ Fx, ux(τ) ∈ E(qu,Qu) .
(4.89)
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Observe that 4.89 now, yields a standard optimal control problem with linear matrix
inequality (LMI) constraints. A solution to this problem provides a RFIT in the form
Y (τ) = E(qx(τ),Qx(τ)), from which an explicit feedback control law can be derived (See
Corollary 4.6 ).
Practical implementation of this tube-based MPC scheme calls for the specification of
the performance criterion ℓ and the feasibility set Fx. In the case of tracking control, we
may use the so-called generalized rotational inertia of the set Y (t) with respect to a given
reference xref [52], defined by:
ℓ(Y (t)) :=
∫
Y (t)(x− xref)⊤D(x− xref)dx∫
Y (t) 1dx
, (4.90)
where D ∈ Snx++ is any weighting matrix. In the ellipsoidal case, Y (t) := E(qx(t),Qx(t)), we
have (see Appendix C for a derivation)
ℓ(E(qx(t),Qx(t))) = (qx(t)− xref)⊤D(qx(t)− xref)+ 1
nx+2
Tr(DQx(t)) . (4.91)
Regarding the feasible set, we may consider linear state constraints of the form
Fx :=
{
x ∈ Rnx
∣∣∣h⊤i x≤ ηi, i= 1, . . . ,nh} ,
with hi ∈Rnx and ηi ∈R. In the ellipsoidal case, the feasibility constraint E(qx(τ),Qx(τ))⊆
Fx can be rewritten as [69]:
∀τ ∈ [t, t+T ], h⊤i qx(τ)+
√
h⊤i Qx(τ)h
⊤
i ≤ ηi .
One of the main issues in robust MPC is ensuring recursive feasibility, namely the ability
to find, for every possible initial state, a feasible state at every time along the closed-loop
trajectory. This requirement can be addressed by adding the following constraints to the
optimization problem (4.89):
Y (t+T )⊆Yref , (4.92)
where Yref ⊆ Fx is a robust forward invariant set, i.e. a time-invariant RFIT. If Yref satisfies
Definition 4.3 on any time interval, then the sets {µ(t+T,x(t+T ))|x(t+T )∈Y (t+T )}∈U
will remain non-empty by construction, and the MPC procedure discussed previously is
indeed recursively feasible.
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In the case of the ellipsoidal tube-based MPC, the set E(xref,Qref) is a robust forward
invariant set for System (4.73) if
Φg(xref,Qref,Sref,Qu,λref,κref) 0 ,
for some scalar λref,κref ∈R++ and somematrix Sref ∈Rnx×nu with SrefS⊤ref I. For instance,
one such matrix Qref can be found by solving the following optimization problem:
inf
Qref,λref,
κref,Sref
Tr(Qref)
s.t. Φ(xref,Qref,Sref,Qu,λref,κref) 0
Qref ∈ Snx+ , λref, κref > 0, SrefS⊤ref  I .
(4.93)
In the next section we present the ellipsoidal approach for tube-based MPC on a numer-
ical case-study.
4.9.1 Numerical Case Study
We consider a benchmark spring-mass-damper system from [124],
(
x˙1(t)
x˙2(t)
)
︸ ︷︷ ︸
x˙(t)
=

 x2(t)+w1(t)
−k(x)
M
x1(t)− hd
M
x2(t)+
1
M
w2(t)


︸ ︷︷ ︸
f (x(t),w(t))
+
(
0
1
M
)
︸ ︷︷ ︸
G(x(t))
u(t)
where x1 and x2 denote the displacement of the cart with respect to the equilibrium position
and its velocity respectively, M is the mass of the cart, k(x) := k0e
−x1 is the stiffness of
the spring, and hd the damping factor. The values of the parameters are M = 1 kg, k0 =
0.33 N/m and hd = 1.1 Ns/m.
Bounds for the disturbance and the control sets are given by the centered ellipsoids
E(Qw) ∈ K2C, E(Qu) ∈ KC with Qw = diag(1e−2 m2/s2, 0.25 ,N2/m2) and Qu = 36 N2.
The length of the prediction horizon has been set to T = 10 s and the tube based MPC
controller is started at the initial state xstart =(0.7,0.7)
⊤. The setup is based on Problem 4.89
minimizing the term
∫ T
0
(
‖qx(t)‖22+
1
4
Tr(Qx(t))+ux(t)
2
)
dt ,
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Fig. 4.5 Projection of the optimal ellipsoidal RFIT for xˆt = xstart (grey area) onto the
(x1,x2) space without state constraints. Selected ellipsoidal cross section are shown for
t ∈ {1/4,3/4,5/4,7/4,9/4,10}.
which corresponds to the generalized rotational inertia except for the term ux(t)
2, which can
be interpreted as a control regularization term. The nonlinearity bounder is constructed by
using the technique from Appendix B. We first run the controller without state constraints,
i.e. Fx := R
2.
Problem (4.89) is solved numerically using the optimal control sofware ACADO [51]1.
Additionally, we have used a piecewise constant control discretization on 40 equidistant
intervals. The numerical solution of the first optimal control problem is visualized in Fig-
ure 4.5. Notice that the center of the RFIT at time t = 10 is close to the set point x∗ = 0 as
expected. On the other hand the uncertainty cannot be fully compensated, as our adverse
player can choose the functions w1 and w2 while our control function is scalar valued—thus,
in our example the diameter of the predicted RFIT is not necessarily small for large t. A
closed-loop simulation of the controller without disturbances indicates that the controller is
stable and brings the system to its set point—there are no surprises. However, one thing that
is more interesting to analyze is how the predicted RFIT changes if we add a state constraint.
Figure 4.6 shows the solution of Problem 4.89 with the state constraint Fx = {x | x1 ≤ 0.85}.
Notice first that the center of the RFIT at t = 10 is close to the reference point xref = 0.
Quite remarkably, as the shape of the ellipsoidal tube is an optimization that only needs to
satisfy a conservative approximation of the min-max differential inequality, the tube MPC
controller is able to shift and turn the ellipsoidal cross sections of the RFIT in such a way
1Since ACADO Toolkit does not support LMI constraints, the LMI constraints in Problem 4.89 have in
our implementation been replaced by equivalent standard nonlinear state constraints using Schur complement
techniques.
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Fig. 4.6 Projection of the optimal ellipsoidal RFIT for xˆt = xstart (grey area) onto the (x1,x2)
space. The red line shows the state constraint Fx= {x | x1≤ 0.85}. Left: Selected ellipsoidal
cross section are shown for t ∈ {1/4,3/4,5/4,7/4,9/4,10}. Right: Trajectories for selected
uncertainty scenarios are shown in blue.
that constraint violations can be avoided for all possible uncertainty scenarios –which can
be confirmed for some uncertainty scenarios in the right panel. On the other hand the un-
certainty cannot be fully compensated, as our adverse player can choose the functions w1
and w2 while our control function is scalar valued—thus, in our example the diameter of the
predicted RFIT is not necessarily small for large t.
4.10 Conclusions
This chapter has presented a unified framework for continuous-time propagation of enclo-
sures for the reachable set of parametric nonlinear ODEs. The main contribution is the
formulation of a generalized differential inequality, which provides sufficient conditions for
the construction of convex enclosures. This framework has been shown to encompass the
classical theory of differential inequalities as well as the ellipsoidal bounding technique.
Besides being directly applicable for the construction of other types of convex enclosures,
it can also be used for constructing nonconvex enclosures via its combination with Taylor
models. Another principal contribution has been using this generalized differential inequal-
ity to analyze the convergence properties of various kinds of enclosures, namely interval,
ellipsoidal, and Taylor model bounds. Sharp bounds on the convergence order of these
methods have been obtained and illustrated with numerical examples. Finally, implementa-
tion details for the various bounding techniques have been outlined, and we recall that the
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developed C++ code can be obtained freely at: http://omega-icl.bitbucket.org/cronos. The
numerical case study of a six-state dynamic model of anaerobic digestion has shown the
superior stability properties of nonconvex set-propagation techniques based on Taylor mod-
els with ellipsoidal remainder bounds compared to either Taylor models with differential
inequalities remainder bounds or convex set-propagation techniques. On the whole, this
approach appears to be well suited for use in global and robust dynamic optimization. It
is worth mentioning that although not performed in this chapter, the stability analysis of
discrete-time set propagation methods can be extended to the continuous-time counterpart.
The generalized differential inequality was also shown to be applicable to control-affine
nonlinear systems for the characterization of robust forward invariant tubes in the presence
of uncertainties. For this purpose a formulation based on a min-max differential inequality
has been introduced, which provides sufficient conditions for a time-varying convex set-
valued function to be a RFIT for control-affine nonlinear systems. This min-max DI has also
been used to propose a tube-based MPC procedure. Unlike other robust MPC approaches
the procedure based on the min-max DI does not use any particular parameterization for
the feedback control law, while benefiting from having linear complexity with respect to the
time horizon. Another benefit of the proposed approach is that a semi-explicit representation
of a feedback control law is obtained as a side-product of the RFIT computation whenever
the tube and control sets have smooth boundaries with positive curvature. In particular, this
approach has been used to derive a practical implementation tubes tubes with ellipsoidal
cross-sections. This was tested on a spring-mass-damper system using the optimal control
software ACADO. Future work will deal with the derivation of tractable implementation for
other convex sets such as interval boxes and polytopes. Another interesting direction is the
use of the min-max DI in order to derive RFIT around a given nominal trajectory and use
the semi-explicit feedback law in order to transform a nominal optimal open-loop controller
into a robust closed-loop robust controller.

Chapter 5
Constraint Projection
This chapter is concerned with the construction of enclosures for sets defined implicitly by
systems of constraints. In particular we address two different problems in set-membership
(or guaranteed) estimation and analysis of mathematical models. The first problem is guar-
anteed parameter estimation, which deals with the problem of computing the set of param-
eters (in a given domain of interest) whose model output is consistent with a given set of
measurements within a prespecified error. Clearly this is a set defined implicitly by con-
straints that depend on the solution of parametric ODEs. The second problem—guaranteed
asymptotic analysis— is concerned with the enclosure of the set of fixed-points (or equilib-
rium manifold) of an ODE system, the characterization of its stability and the determination
of its bifurcation points. In this case, the set is defined implicitly by systems of nonlinear
algebraic equations and inequalities. These problems are addressed within the constraint
projection framework, which is concerned with the exhaustion of elements of a set satisfy-
ing a system of constraints. We provide a branch-and-prune algorithm, which converges
in a finite number of iterations and whose output is the enclosure of the implicit set to a
prescribed tolerance. The algorithm requires the construction of convergent enclosures for
the constraint system, in particular we focus on methods with higher-order convergence
properties (i.e. polynomial models). The performance of the algorithm is enhanced by the
use of optimization-based domain reduction based on polyhedral relaxations for polyno-
mial models. A domain-reduction strategy in reduced space based on Newton-like methods
for polynomial models is also introduced for constraint systems which contain a system of
underdetermined nonlinear algebraic equations. This method is capable of mitigating the
clustering effect inherent to constraint projection problems. The performance of the algo-
rithm is illustrated with three case studies: Guaranteed parameter estimation and guaranteed
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asymptotic analysis for an anaerobic digestion model and guaranteed asymptotic analysis
for a nutrient-resource-consumer model.
The remainder of this chapter is organized as follows. Section 5.1 introduces the prob-
lems of guaranteed parameter estimation and guaranteed asymptotic analysis in the context
of constraint projection. Section 5.2 introduces the branch-and-prune algorithm for con-
straint projection together with a detailed explanation of the bounding strategy and domain
reduction and CPU-time reduction strategies. Section 5.3 presents a brief analysis on the
clustering effect for constraint projection problems and a novel domain reduction strategy
in reduced space. Section 5.4 illustrates the effects of the enhancements of the branch-and-
prune algorithm applied to the guaranteed parameter estimation of an anaerobic digestion
model. Section 5.5 presents the constraint projection approach applied to the guaranteed
asymptotic analysis for the anaerobic digestion model, while Section 5.6 illustrates the guar-
anteed asymptotic analysis of a nutrient-resource-consumer model. Finally, Section 5.7
concludes the chapter.
5.1 Problem Definition
The focus of this chapter is on the characterization of implicitly defined sets, such as
Zg,Z0,Γ := { z ∈ Z0 | g(z) ∈ Γ } . (5.1)
The set Zg,Z0,Γ defines the preimage of Γ⊂Rng under a function g :Rnz →Rng on a domain
of interest Z0 ∈ Knz . As a small abuse of notation, we will often write Zg to denote Zg,Z0,Γ,
when the domain Z0 and the set Γ are clear from the context.
An exact or analytical characterization for sets of the form (5.1) is not possible in general.
Our focus here is on constraint projection methods, which allow computing enclosures of
Zg,Z0,Γ using subpavings i.e. a collection of non overlapping boxes Z arranged in partitions
Zin and Zbnd satisfying ⋃
Z∈Zin
Z ⊆ Zg,Y0,Γ ⊆
⋃
Z∈Zin∪Zbnd
Z , (5.2)
and Zbnd being sufficiently small.
Characterization of implicitly defined sets occurs often in the analysis of processes and
systems, e.g. constraint satisfaction problems [103, 57]. In this chapter we are concerned
with the application of constraint projection to the analysis of parametric dynamic systems.
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In particular we focus on two specific problems: guaranteed parameter estimation and guar-
anteed asymptotic analysis of parametric dynamic systems.
5.1.1 Guaranteed Parameter Estimation
Consider the following dynamic system
∀t ∈ [0,T ] : x˙(t, p) = f (x(t, p), p) with x(0, p) = x0(p), (5.3a)
y(t, p) = h(x(t, p), p), (5.3b)
where x : [0, tN]×Rnp →Rnx denotes the vector of process states, p ∈ Rnp stands for the vec-
tor of (unknown) process parameters, and y : [0, tN]×Rnp →Rny denotes the ny-dimensional
vector of model outputs (predictions). Associated to this model, we also have the pointwise
in time reachable sets introduced in Chapters 3 and 4 for a given set of parameters P ∈Knp
X(t,P) := {x(t, p) | p ∈ P} and Y (t,P) := {y(t, p) | p ∈ P} .
For a given set of output measurements ym(ti) at N time points t1, . . . , ti, . . . , tN, classi-
cal parameter estimation seeks for one particular instance pe of the parameter values for
which the (possibly weighted) normed difference between these measurements and the cor-
responding model outputs y is minimized. This optimization problem, for instance in the
least-square sense, is given by:
pe ∈ argmin
p∈P0
N
∑
i=1
‖ym(ti)− y(ti, p)‖22
s.t. Equations (5.3)
(5.4)
where P0 := [p
L
0 , p
U
0 ] denotes the a priori set of admissible values for the parameters.
In contrast, guaranteed (bounded-error) parameter estimation accounts for the fact that
the actual process outputs, yp, are only known within some bounded measurement error
e ∈ E := [eL,eU ], so that
yp(ti) ∈ ym(ti)+ [eL,eU ] =: Yp(ti) . (5.5)
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Then, the main objective is to estimate the set Pe of all possible parameter values p such that
y(ti; p) ∈ Yp(ti) for every i= 1, . . . ,N; that is,
Ph,P0,Yp :=

p ∈ P0
∣∣∣∣∣∣∣
∃x such that:
x˙(t, p) = f (x(t, p), p) with x(0, p) = x0(p),
h(x(ti, p), p) ∈ Yp(ti), i= 1, . . . ,N

 . (5.6)
1
yi(t)
t
Y (·,P3)
Y (·,P1)
Y (·,P2)
p1
p2 P1 ∈ Pint
P2 ∈ Pout
Pe
P3 ∈ Pbnd
P0
Fig. 5.1 Illustration of guaranteed parameter estimation concepts in the space of output
trajectories (left plot) and in the parameter space (right plot).
Depicted in red on the left plot in Fig. 5.1 is the set of all output trajectories satisfying
y(ti, p)∈Yp(ti)with i= 1, . . . ,N, and on the right plot the corresponding set Ph,P0,Yp projected
onto the (p1, p2) space.
5.1.2 Guaranteed Asymptotic Analysis of Parametric Dynamic Sys-
tems
Asymptotic analysis refers to the characterization of the equilibrium —and equilibrium-
related phenomena— of a dynamic system. Consider again the dynamic system given by
Equation (5.3a), the equilibrium manifold of this dynamic system is given by
Yf ,Y0,{0} = {y ∈ Y0 | f (y) ∈ {0}} , (5.7)
where y = (x, p)⊤ denotes the vector of stacked states and parameters. This problem re-
quires finding all the solutions of a system of nonlinear algebraic equations in the domain
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Y0. In the sequel we will only refer to under-determined system of equations, since the fully
determined (all parameters are known) can be treated in an analogous manner.
Once the equilibrium manifold is known, we can also characterize it via the local stabil-
ity of its elements. Recall that a dynamic system is stable if and only if the determinant of
its nx-by-nx Hurwitz matrix,
H(x, p) :=


c1(x, p) c3(x, p) c5(x, p) · · · 0
c0(x, p) c2(x, p) c4(x, p) · · · 0
0 c1(x, p) c3(x, p) · · · 0
0 c0(x, p) c2(x, p) · · · 0
...
...
...
. . .
...
0 0 0 · · · cnx(x, p)


, (5.8)
and all its leading principal minors are positive, where ci(x, p) are the coefficients of the
characteristic polynomial of the Jacobian matrix J f :=
∂ f
∂x ,
Det(J f (x, p)−λ I) =: λ nx +
nx
∑
i=1
ci(x, p)λ
nx−i .
In practice, symbolic expressions for the coefficients ci can be obtained using the Faddeev-
Leverrier algorithm [46].
For under-determined systems, the equilibrium manifold is parameterized by the value
of p and variations in the parameters may change the location, stability and number of the
equilibrium points. We call a point (x, p) ∈Yf a local bifurcation if in a small neighborhood
of that point changes in the number of equilibria or its local stability occur. Bifurcation anal-
ysis is tool widely used in control and process design and it is typically done via numerical
continuation methods.
In this chapter, we will focus on two different types of local bifurcations, namely steady-
state and Hopf bifurcations. Steady-state bifurcations are associated with changes in the
number of equilibria, i.e. creation or collapse of branches in the equilibrium manifold.
Steady-state bifurcations occur when the determinant of the Jacobian matrix is singular.
On the other side, Hopf bifurcations are associated with changes in the stability in the
equilibrium manifold. Hopf bifurcations typically occur in the presence of limit cycles
and their occurrence induces or destroys oscillatory behavior in dynamic systems. Hopf
bifurcation occurs when the characteristic polynomial of the Jacobian matrix has a conjugate
pair of purely imaginary eigenvalues while the other roots have negative real part. The above
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condition can be expressed algebraically as
cnx > 0, ∆nx−1 = 0, ∆nx−2 > 0, . . . ,∆1 > 0, (5.9)
with ∆i the ith principal minor of the Hurwitz matrix H (Eq. (5.8)) [60].
5.2 Constraint Projection Algorithm
Algorithm 2 shows the B&P procedure which is at the core of the methods presented in this
chapter. It is worth noticing that the most basic version of a branch and prune algorithm
requires a convergent procedure capable of computing an enclosure of {g(z)|z ∈ Z} —the
image of a given subpartition Z ∈ Z0 under the function g (Step 3), the exclusion tests given
in Step 4 and a termination criteria εbox ≥ 0. With these three ingredients, Jaulin and Walter
[59] has shown that the algorithm terminates in a finite number of iterations. The number of
iterations for such a simple B&P algorithm is bounded by (diam(Z0)/εbox+1)
nz [59].
In the remainder of this section we present the details of the different steps on the algo-
rithm.
5.2.1 Bounding Strategies
In Step 3 of Algorithm 2 a procedure is called to construct a set-valued function g¯ : Knz →
Kng bounding the image of Z under g, i.e. satisfying g¯(Z)⊇ {g(z)|z ∈ Z}.
The main requirement of this step is for the set-valued function g¯ to be Hausdorff con-
vergent, namely if diam(Z)→ 0 then dH({g(z) | z∈ Z}, g¯(Z))→ 0. This in turn is needed to
ensure the convergence of the algorithm in a finite number of iterations [59]. From a prac-
tical perspective, we are interested in set-valued functions with higher order convergence
properties, since they provide tighter enclosures and hence it may reduce the number of
iterations needed .
If the function is factorable e.g., in the case of computing the solution manifold of a sys-
tem of implicit equations, the methods based on set-valued arithmetics presented in Chap-
ter 2 can be used. For guaranteed parameter estimation, the measurement function h is fac-
torable, but depends on the solution of an ODE, which is not factorable. In particular Step 3
involves computing enclosures of the reachable set X(ti,P) with 1 ∈ {1, . . . ,N} for a given
P in the boundary partition of Ph,P0,Yp . In this case, the methods developed in Chapters 3
and 4 can be used.
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Input: Termination tolerances εbox≥ 0 and εbnd≥ 0, initial domain Z0 and image constraint
set Γ.
Initialization: Set partitions Zbnd = {Z0}, Zin = /0 and counter k = 0
Main Loop:
1. Select a box Z ∈ Zbnd and remove it from Zbnd
2. Apply domain reduction to Z
3. Compute g(Z)⊇ {g(z) | z ∈ Z}
4. Exclusion Tests:
(a) If g(Z)⊆ Γ, insert Z into Zin
(b) Else if g(Z)∩Γ = /0, fathom Z
(c) Else bisect Z and insert subsets back into Zbnd
5. Termination Tests:
(a) If width(Z)≤ εbox for all Z ∈ Zbnd, stop
(b) If Vbnd := ∑Z∈Zbnd volume(Z)≤ εbnd, stop
6. Increment counter k+=1; Return to step 1
Output: Partitions Zin and Zbnd; Iteration count k
Algorithm 2 Branch and Prune
A comparison between different continuous-time enclosure strategies in the context of
guaranteed parameter estimation is presented next for a simple case study.
Example 5.1. Consider the following dynamic model involving two state variables x =
(x1,x2)
T and three uncertain parameters p= (p1, p2, p3)
T ∈ [0.01,1]3 [61]:
x˙1(t) =− (p1+ p3)x1(t)+ p2x2(t) with x1(0) = 1, (5.10a)
x˙2(t) =p1x1(t)− p2x2(t) with x2(0) = 0. (5.10b)
This system has a single output variable y, which corresponds to the state variable x2,
y(t, p) := x2(t, p), with N = 15 measurements corresponding to the time instants ti =
1, . . . ,15. Synthetic experimental data are generated by simulating the model (5.10) with
parameter values p∗ = (0.6,0.15,0.35)T, and then rounding the output y(ti) up or down to
the nearest value by retaining two significant digits only; then, measurement error ranges
of ±5×10−3 are added around these values.
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The constraint projection algorithm (Sect. 2) is implemented in a C++ program that
uses the library MC++ for computations involving Taylor models. Moreover, the code calls
the ODE integration methods in the GNU Scientific Library (GSL) to bound the parametric
ODEs based on the techniques presented in Chapter 4. All the numerical results presented
subsequently use the explicit embedded Runge-Kutta-Fehlberg (4,5) method, with both rela-
tive and absolute tolerances set to 10−7, and are obtained on a workstation with Intel Core
i7-3770 processors at 3.40GHz and running 64-bit Linux.
The performance of guaranteed parameter estimation is investigated for continuous-
time ODE bounding techniques propagating Taylor models of orders q= 1, . . . ,4 with inter-
val or ellipsoidal remainders and compared to standard differential inequalities. In order
to allow for fair comparisons, the termination criterion is defined in terms of the level of
accuracy εbnd of the solution set (Test 5b) in the range 10
−3 → 5×10−6—the termination
criterion in terms of the minimum box size εbox (Test 5a) is set to zero, on the other hand.
The results are shown in Fig. 5.2 in terms of the number of iterations (left plot) and CPU
time (right plot).
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Fig. 5.2 Performance of guaranteed parameter estimation using various ODE bounding tech-
niques in the set-inversion algorithm. Left: Number of iterations vs. convergence threshold.
Right: CPU time vs. convergence threshold.
It is evident that classical differential inequalities (DI) require by far the largest number
of iterations, at any accuracy level. For accuracies of εbnd = 10
−5 and εbnd = 5× 10−6,
respectively 932, 454 and 3,612,968 iterations are needed. Memory storage of such a high
number of parameter boxes during the course of the algorithm can become a serious issue
with an increasing number of uncertain parameters, calling for less conservative bounding
techniques. Despite the large number of iterations however, this approach allows for the
fastest computations for accuracies down to εbnd ≈ 10−5 due to its simplicity. At higher
5.2 Constraint Projection Algorithm 129
accuracy levels, bounding techniques based on Taylor models are seen to exhibit faster
convergence as the extra computational burden of these higher-order bounding techniques
is overpowered by a dramatic reduction in overall number of iterations (more than an order
of magnitude). The shortest run-time is obtained with first-order Taylor model with interval
remainder bounds (labelled TM1+DI in Fig. 5.2) for εbnd < 10
−5 here.
In terms of overall number of iterations, the performance of the set-inversion algorithm
between first-order Taylor models (both variants TM1+DI and TM1+EL), on the one hand,
and between all Taylor models of second-, third- and fourth-order (both variants TM2+DI,
TM3+DI, TM4+DI and TM2+EL, TM3+EL, TM4+EL), on the other hand, is about the
same. The lower performance of first-order Taylor models compared to higher-order Taylor
models can be attributed to the fact that first-order Taylor models compute convex enclo-
sures and are thus limited for the approximation of (potentially) nonconvex reachable sets.
In terms of the overall run-time though, first-order Taylor models with interval remainders
are found to outperform the other bounding techniques based on higher-order Taylor mod-
els in this case study. Bearing in mind the trade-off between a smaller number of iterations
and a larger processing time needed for a single iteration, it is expected that higher-order
bounding techniques will become advantageous for dynamic models of higher complexity
or with more uncertain parameters nonetheless.
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Fig. 5.3 Outer approximations of the sets of guaranteed parameter estimates for different
levels of accuracy εbnd. Inner approximation of the set of guaranteed parameter estimates for
εbnd = 5×10−6 plotted in green. Left: Projections onto (p1, p2) space. Right: Projections
onto (p2, p3) space.
Finally, the left and right plots in Fig. 5.3 show projections of the approximate solution
sets—Pint and Pbnd are shown using the same color scheme as in Fig. 5.1 above—onto the
(p1, p2) and (p2, p3) subspaces, respectively, for different levels of accuracy εbnd. Observe
first that the ‘true’ parameter values p∗ used to generate the pseudo-experimental data are
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part of the solution set, for each reported level εbnd. Moreover, the solution set for this
problem turns out to be disconnected, thus suggesting a possible structural identifiability
problem. Interestingly, this non-connectedness of the solution set can only be detected when
the accuracy level εbnd is already lower than 5× 10−5. This clearly supports the need for
developing strategies that can accelerate the convergence of the set-inverse algorithm, such
as box-reduction and other CPU-time-reduction approaches.
5.2.2 Optimization-Based Domain Reduction and CPU Reduction
Strategies
Step 2 of the B&P algorithm is an improvement over the basic algorithm. The main idea
behind domain reduction is to use constraints on the variables in order to exclude parts of
a domain Y where these restrictions are violated. This idea was used in Lin and Stadtherr
[80], Kletting et al. [63] to contract the solution space by deriving contracted bounds for the
variables using the linear part of Taylor models.
The following optimization-based procedure is also introduce in order to reduce the
domain at a particular iteration. This procedure makes use of the dependencies captured by
the polynomial model.
Consider a box Z := [zL,zU] ∈ IRnz and a q-th order polynomial model T qg,Z =
(Pqg,Z ,Rqg,Z) of g on Z. The interval Z can be tightened by solving optimization problems of
the form:
z
L/U
j =minz
/max
z
z j s.t. Pqg,Z(z) ∈ Z⊖Rqg,Z . (5.11)
With this procedure, the size of the interval vector can be reduced by solving 2nz optimiza-
tion problems. As stated, Equation (5.11) is a nonconvex optimization problem for q ≥ 2.
In order to reduce the complexity of these problems, affine relaxations of the model have to
be used. One way of computing such relaxations is by considering only the linear part of
the model, bounding the nonlinear terms and adding them to the remainder term. Another
method consists in computing polyhedral relaxations for the polynomial (cf. Chapter 2).
These relaxations allow us to exploit the robustness, efficiency and speed of state-of-the-art
LP solvers such as GUROBI or CPLEX.
We also note that further improvements could be obtained by tightening the relaxations,
for instance by exploiting intermediate substructures in the factored optimization prob-
lem [159, 90]. Moreover, in case the reduction of a box Z is larger than a given threshold,
for instance ≥ 20% in volume, it can be repeated multiple times. It is important to bear in
mind that repeating the reduction several times requires recomputing the enclosures g(Z) of
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the function g on the reduced box Z though. This defines a clear trade-off between the extra
computational burden and the reduction in the size of the partition Zbnd, which is of course
problem-dependent.
When combined with domain-reduction techniques, polynomial models can improve
the convergence speed of the set-inversion algorithm significantly. But because polynomial
models can also cause a large computational overhead, this benefit is mostly noticeable at
an early stage of the constraint projection procedure, when many boxes can be fathomed
or greatly reduced. This calls for further CPU-time-reduction strategies in order to make
constraint projection more competitive for high-order polynomial models.
In the basic constraint projection algorithm, the enclosures g(Z) are recomputed at every
iteration because of the overestimation inherent to the bounding techniques. In this context,
a simple CPU-time-reduction strategy involves reusing the enclosures computed at a parent
node (i.e., for a larger parameter box Z) as soon as the overestimation of the enclosure has
become smaller than a given threshold εcvg > 0. For polynomial models, such overestima-
tion is directly measured by the remainder term Rqg,Z , and a possible re-usability condition
thus reads
diam(Rqg,Z)≤ εcvg . (5.12)
As soon as this condition is met, the corresponding polynomial model (Pqg,Z ,Rqg,Z) can
indeed be stored and used later on in any child node Z′ ⊆ Z, effectively by-passing the
bounding step 3. Variants of this approach can of course be used that consider relative
convergence criteria and scaling for instance.
In addition to reusing polynomial models at children nodes, a further CPU-time-
reduction strategy involves reducing the order of the polynomial models, which can lead
to significant savings in connection to the relaxation and solution of the optimization-based
domain-reduction problems (5.11). Consider without loss of generality the polynomial part
expressed as
Pqg,Z(z) = ∑
γ∈Nnz ,
|γ |≤q
cγz
γ ,
a simple order-reduction procedure is as follows:
In particular, bounding the ρ-th terms can be done using any of the bounding functions
mentioned in Chapter 2 (cf. Sec. 2.2.1). Regarding the convergence threshold εcvg finally,
notice that a larger threshold will lead to reusing polynomial models from parent nodes ear-
lier as well as reducing their order faster, but too large a threshold can prevent convergence
132 Constraint Projection
Input: Convergence threshold εcvg > 0; domain box Z; qth-order polynomial model
(Pqg,Z ,Rqg,Z) of g on Z satisfying (5.12)
Initialization: Set reduced order ρ = q
Main Loop:
1. Compute bounds for ρ-th terms:
Bρ ⊇

 ∑γ∈Nnz ,|γ |=ρ
cγz
γ
∣∣∣∣∣∣∣∣ z ∈ Z


2. If diam(Bρ)> εcvg, stop
3. Reduce order ρ-=1; Return to step 1
Output: Reduced Taylor model order ρ
Algorithm 3 Order-reduction for polynomial models
of the set-inversion algorithm if the stopping criterion is based solely on the total volume
threshold εbnd (Step 5b).
Example 5.1 (continued). We continue the case study of the dynamic system (5.10) in order
to investigate the effect of optimization-based domain reduction and CPU-time reduction.
Guaranteed parameter estimation is applied with and without the use of domain reduction
as an extra step in the set-inversion algorithm (reduction threshold of 20% and maximum of
10 reduction loops at each iteration). Taylor models of orders q = 1, . . . ,4 are considered
for enclosing the output reachable set Y (·,P), and the termination criteria remain the same
as defined previously.
The number of iterations and the CPU time required by the set-inversion algorithm to
terminate with different Taylor model orders and with or without the use of domain reduc-
tion are reported on the left and right plots of Fig. 5.4, respectively, as a function of the
termination tolerance εbnd. It is evident that the number of iterations decreases significantly
when domain reduction is used—here by at least one order of magnitude for all considered
tolerance levels εbnd. Moreover, the higher the order of the Taylor model, the smaller the
number of iterations required by the algorithm to converge for a given accuracy level. In
terms of overall CPU time, the use of domain reduction is found to be mostly beneficial at an
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early stage of the set-inversion procedure, where many boxes can be significantly reduced
or even eliminated using optimization-based domain reduction.
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Fig. 5.4 Performance of guaranteed parameter estimation with (red lines) and without (blue
lines) the use of domain reduction and with ODE bounding techniques based on Taylor
models of orders q= 1, . . . ,4. Left: Number of iterations vs. convergence threshold. Right:
CPU time vs. convergence threshold.
A certain trade-off is observed in terms of CPU time on the right plot of Fig. 5.4, whereby
higher-order Taylor models can cause a significant computational overhead. On the whole,
first- or second-order Taylor models with interval remainder bounds are found to enable
the fastest computations in this case study. Although higher-order Taylor models reduce
the overestimation, lower-order Taylor models eventually become computationally advanta-
geous as the parameter boxes shrink. Another trade-off is observed in terms of the overhead
caused by the application of domain reduction (construction and solution of relaxed LP
problems). These trends show a clear need for CPU-time-reduction strategies in connec-
tion to Taylor model-based ODE bounding. Nonetheless, when used in combination with
domain reduction, Taylor model-based ODE bounders now greatly outperforms classical
differential inequalities (see Fig. 5.2).
The plots in Fig. 5.5 show the projections of the solution set outer-approximation onto
the (p1, p2) and (p2, p3) subspaces, for increasing accuracy levels of εbnd = 5× 10−4,
5× 10−5, and 5× 10−6, using optimization-based domain reduction and second-order
Taylor models with interval remainder terms for ODE bounding. In comparing outer-
approximations of the guaranteed parameter set Pe for various accuracy levels, it is found
that setting εbnd = 5×10−5 already provides a tight approximation of Pe, with only 34 boxes
and a run-time of about 2 sec.
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As expected, a much tighter approximation is obtained by setting εbnd = 5× 10−6, yet
this is at the price of a much finer box partition comprising 11,250 boxes here and a corre-
sponding run-time of over 60 sec. For the sake of comparison we also note that, when no
domain reduction is used, the partition comprises over 2,200 boxes with εbnd = 5× 10−5
and over 70,000 boxes with εbnd = 5×10−6. These results also suggest that the efficiency
of the set-inversion algorithm in computing highly-accurate set approximations could be
improved significantly if affine cuts were enabled in addition to simple bounds contraction
during the domain-reduction procedure. Such cuts would provide the extra flexibility needed
to closely approximate the actual parameter set and will be the topic of future research.
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Fig. 5.5 Outer approximations of the sets of guaranteed parameter estimates for different
levels of accuracy εbnd using domain reduction and second-order Taylor models. Left: Pro-
jections onto (p1, p2) space. Right: Projections onto (p2, p3) space.
Finally, we investigate the effect of CPU-time reduction, by considering both strategies
of reusing and reducing the order of Taylor models computed at parent nodes. A conver-
gence threshold of εcvg = 10
−4 (determined heuristically) is used here.
Computational time requirements for the set-inversion algorithm to converge are shown
in Fig. 5.6 for various termination tolerances εbnd. Not reported on this plot are the
CPU times for first-order Taylor models since the corresponding improvement is marginal—
convergence of first-order Taylor models within εcvg = 10
−4 is only achieved for very small
parameter boxes in this case. For higher-order Taylor models, it is evident that the CPU-
time-reduction strategies are effective. The best performance is achieved when second-order
Taylor models with interval remainder bounds are used, but third- and fourth-order Taylor
models lead to comparable run-times nonetheless.
With all the proposed improvements used together, guaranteed parameter estimation of
the dynamic system (5.10) can be solved to within εbnd = 5×10−6 in less than 60 seconds.
This is a three-fold reduction compared to the classical method of differential inequalities.
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Fig. 5.6 Performance of guaranteed parameter estimation with (red lines) and without (blue
lines) CPU-time-reduction strategies, in combination with domain-reduction strategy and
ODE bounding techniques based on Taylor models of orders q = 2, . . . ,4: CPU time vs.
convergence threshold.
5.3 Domain Reduction in Reduced Space
One of the biggest problems arising when solving a constraint projection problem is the
accumulation of boxes in the boundary of the set in order to meet the pre-specified ap-
proximation tolerance. In complete methods for global optimization, e.g. those based on
branch and bound algorithms, this problem is known as the clustering effect. It is also
known that the convergence order of the enclosure functions plays a crucial role in mitigat-
ing it [33, 102, 155].
The clustering of boxes in constraint projection is inherent due to the nature of the prob-
lem. In global optimization boxes can be fathomed since we are only looking for one value
(the global optimum). In constraint projection problems boxes are fathomed only if they do
not belong to the set, hence they are bound to accumulate in the boundary of the set.
Example 5.2. Consider the problem of enclosing an arc of the unit sphere in R2, given by
g(z) := z21+ z
2
2−1= 0 z ∈ Z0 = [δ ,1−δ ]2 , (5.13)
with δ > 0. It is clear that this equation is underdetermined with one degree of freedom,
hence the solution manifold is a line. It should also be clear that in this case we expect a
big number of boxes in order to meet the prespecified tolerance. In fact using Algorithm 2
with Chebyshev models of order q= 2 and termination tolerance εbox = 10
−4, the computed
enclosure consists of 15377 boxes. Since the system is underdetermined and the domain
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excludes the poles of the unit sphere, we can always parameterize the arc as a function of
one of the variables via the implicit function theorem, i.e. we can write
χ(p) =
√
1− p2 p ∈ [δ ,1−δ ] (5.14)
and then enclose Eq. (5.14) using a polynomial model. Figure 5.7 shows a comparison
between the enclosure of the solution set of Equation (5.13) and the solution set of Equa-
tion (5.14) using a Chebyshev model with q= 2.
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Fig. 5.7 Left: Enclosure of the solution set of z21+ z
2
2− 1 = 0 using Algorithm 2 (15377
boxes). Right: Enclosure of the solution set of χ(p) =
√
1− p2 using a Chebyshev Model
with q= 2. The exact solution set is shown in blue, the polynomial P2χ,[δ ,1−δ ](p) is shown
using the dashed black line and the enclosure P2χ,[δ ,1−δ ](p)⊕R2χ,[δ ,1−δ ] is shown in red.
The strategy proposed in this section is also geometric in nature. Similarly to the ap-
proach presented in Example 5.2, it relies on the use of the implicit function theorem to
exploit the structure of the boundary of the manifold in order to represent it as the union of
polynomial models in a reduced space.
Assume that the set Zg,Z0,Γ in (5.1) is defined by a set of equality and inequality con-
straints, e.g.
Zg,Z0,Γ =
{
z ∈ Z0
∣∣∣∣∣ g(z) =
(
f (z)
h(z)
)
∈ Γ
}
with Γ := {0n f }×Rng−n f and functions f : Rnz → Rn f and h : Rnz → R
ng−n f
− . Assume also
that the system defined by f is underdetermined, i.e. nz≥ n f , then we can rewrite the system
as f (x, p) = 0, where x ∈ X and p ∈ P for any box Z = X×P ∈ Zbnd denote the dependent
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and independent variables respectively. According to the implicit function Theorem, if the
Jacobian matrix is everywhere invertible on Z, there exists a k-smooth diffeomorphism χ :
P→ X such that f (χ(p), p) = 0.
The observation made in the preceding paragraph is the key to our domain reduction
in reduced space, given a boundary box Z = X ×P, we can compute an enclosure for the
Jacobian matrix of f on Z and if the matrix is everywhere invertible we can compute a q-th
order Polynomial model T
q
χ,P = (Pqχ,P,Rqχ,P) of χ on P. The construction of this polynomial
model can be done by applying Newton-like operators such as the Gauss-Seidel operator for
polynomial models [112].
The Gauss-Seidel operator on polynomial models proceeds by iteratively computing a
sequence of Polynomial models {T q,kχ,P = (Pq,kχ,P,Rq,kχ,P)}k∈N such that
{Pq,kχ,P(p) | p ∈ P}⊕Rq,kχ,P ⊆ {χ(p) | p ∈ P}
Given a polynomial model T q,kχ,P = (Pq,kχ,P,Rq,kχ,P) a new model T q,k+1χ,P = (Pq,k+1χ,P ,Rq,k+1χ,P )
can be computed using the iteration
T q,kb,P (p) :=W kT qf ,P(Pq,kχ,P(p), p) (5.15a)
T q,kG,P(p) :=W kT q∂ f
∂ χ ,P
(Pq,kχ,P(p)+ [0,1]Rq,kχ,P, p) (5.15b)
for every i ∈ {1, . . . ,nx}:
T q,k+1Γi,P (p) := P
q,k
χi,P
(p)− 1
T q,kGi,i,P(p)
[
T q,kbi,P(p)+
i−1
∑
j=1
∆ j(p)+
nx
∑
j=i+1
Λ j(p)
]
(5.15c)
with
∆ j(p) =
[
T q,kGi, j,P
(
T q,k+1χ j,P −P
q,k
χ j
)]
(p) and Λ j(p) = T q,kGi, j,P(p)Rkχ j,P .
The new polynomial enclosure for χ on P is given by:
T k+1χi,P :=
(
Pq,k+1Γi,P (p),R
q,k+1
Γi,P
∪
[
Pq,kχi −Pq,k+1Γi,P (P)+R
q,k
χi,P
])
, (5.15d)
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For any preconditioning matrixW k ∈ Rnx×nx . Such matrix can be computed by taking the
midpoint of an interval enclosure of T q∂ f
∂ χ ,P
(Pq,kχ,P(p)+ [0,1]Rq,kχ,P, p).
Example 5.2 (continued). Consider again enclosing the manifold given by Eq. (5.13) using
the same tolerance and Chebyshev model order but now also including the domain reduction
in reduced space. In this case the Chebyshev model in reduced space can be of a different
order and in this case consider q = 3 for the reduced space. For these settings the arc is
enclosed by the union of 26 Chebyshev models. This is depicted in Figure 5.8.
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Fig. 5.8 Left: Enclosure of the solution set of y21+ y
2
2− 1 = 0 using Algorithm 2 (15377
boxes). Right: Enclosure of the solution set of χ(y2) =
√
1− y22 using a Chebyshev Model
with q= 2. The exact solution set is shown in blue, the polynomial P2χ,Y0(p) is shown using
the dashed black line and the enclosure P2χ,Y0(p)⊕R2χ,Y0 is shown in red.
5.4 Guaranteed Parameter Estimation for an Anaerobic
Digestion Process
This section illustrates the benefits of using high-order ODE bounding, optimization-based
domain reduction, and CPU-time reduction in the context of guaranteed parameter esti-
mation for a case study in anaerobic digestion. The model was introduced in Chapter 3
(cf. 3.6.2), but for the sake of completeness the equations are presented again,
X˙1 = (µ1(S1)−αD)X1, (5.16a)
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X˙2 = (µ2(S2)−αD)X2, (5.16b)
S˙1 = D(S
in
1 −S1)− k1µ1(S1)X1, (5.16c)
S˙2 = D(S
in
2 −S2)+ k2µ1(S1)X1− k3µ2(S2)X2, (5.16d)
Z˙ = D(Zin−Z), (5.16e)
C˙ = D(Cin−C)−qCO2 + k4µ1(S1)X1+ k5µ2(S2)X2 . (5.16f)
with auxiliary equations
µ1(S1) := µ¯1
S1
S1+KS1
, (5.16g)
µ2(S2) := µ¯2
S2
S2+KS2 +S
2
2/KI2
(5.16h)
qCO2 := kLa(C+S2−Z−KHPCO2), (5.16i)
with PCO2 :=
φCO2−
√
φ2CO2−4KHPt(C+S2−Z)
2KH
(5.16j)
φCO2 :=C+S2−Z+KHPt+
k6
kLa
µ2(S2)X2 , (5.16k)
Nominal values for all the parameters are taken from [11] (cf. Table 3.1). We apply guar-
anteed parameter estimation to estimate the kinetic parameters describing biomass growth.
These parameters are listed in Table 5.1 with their nominal values and the considered varia-
tion ranges. The rest of the parameters as well as the initial conditions used are reported in
Table 5.2 for sake of completeness.
Table 5.1 Estimated parameters of the anaerobic digestion model (5.16).
Parameter Nominal value Range Unit
µ¯1 1.2 [1.15, 1.25] /day
KS1 7.1 [6.7, 7.3] g(COD)/L
µ¯2 0.74 [0.735, .75] /day
KS2 9.28 [9.2, 9.5] mmol/L
KI2 256 [235.0, 265.0] mmol/L
In order to apply guaranteed parameter estimation, pseudo-experimental data are gener-
ated by simulating the model (5.16) with nominal parameter values from Tables 5.1 and 5.2
over a four-day period. The profiles used for the dilution rate and for the influent concen-
trations are those reported in Table 5.3. Moreover, three outputs are considered to carry out
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Table 5.2 Constant parameters and initial states of the anaerobic digestion model (5.16).
Parameter Value Unit Parameter Value Unit
k1 42.14 g(COD)/g(cell) X1(0) 0.5 g(VSS)/L
k2 116.5 mmol/g(cell) X2(0) 1.0 g(VSS)/L
k3 268.0 mmol/g(cell) S1(0) 1.0 g(COD)/L
k4 50.6 mmol/g(cell) S2(0) 5.0 mmol/L
k5 343.6 mmol/g(cell) C(0) 40.0 mmol/L
k6 453.0 mmol/g(cell) Z(0) 50.0 mmol/L
kLa 19.8 day
−1 Pt 1 atm
KH 16 mmolL
−1 atm−1 α 0.5 –
the estimation, namely S1, S2, andC, with measurements every 4 hours. In order to simulate
the effect of measurement noise, the simulated values are rounded up or down to the nearest
values by retaining, respectively, 2, 1 and 1 significant digits only; then, measurement error
ranges of, respectively,±0.01, ±0.1 and ±0.1 are added around these values.
Table 5.3 Dilution rate and inlet concentration profiles corresponding to the pseudo-
experimental data.
Input Day 1 Day 2 Day 3 Day 4
D [/day] 0.25 1.00 1.00 0.25
Sin1 [g(COD)/L] 2.38 2.38 4.76 2.38
Sin2 [mmol/L] 80.0 80.0 160.0 80.0
Zin [mmol/L] 50.0 50.0 100.0 50.0
Cin [mmol/L] 5.0 5.0 10.0 5.0
In the remainder of this section, we investigate guaranteed parameter estimation with dif-
ferent bounding techniques and with both optimization-based domain-reduction and CPU-
time-reduction strategies in order to demonstrate the proposed improvements on a real-life
problem. As previously in the simple case study, a 20% threshold and a maximum of 10
reduction loops are defined for the optimization-based domain-reduction strategy, and an
absolute convergence threshold of εcvg = 10
−4 is defined in connection to the CPU-time-
reduction strategy. Problems of increasing complexity with 2, 3, 5 and 7 estimated parame-
ters are addressed in Sect. 5.4.1–Sect. 5.4.3 below.
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5.4.1 Case Study 1 – Two-Parameter Guaranteed Parameter Estima-
tion
We consider the estimation of the parameters µ¯1 and KS1 , while the rest of the parameters
from Tables 5.1 and 5.2 are fixed at their nominal values. The set-inversion algorithm is
used with continuous-time ODE bounding techniques propagating Taylor models of orders
q = 1, . . . ,4 with interval or ellipsoidal remainders. The termination criterion is defined as
εbnd = 10
−4, whereas εbox is set to zero, and the maximum number of iterations and maximal
computational time are set to 1,000,000 iterations and 10 hours, respectively.
Fig. 5.9 shows both the inner- and outer-approximation of the set of guaranteed parame-
ter estimates for the selected termination criteria. We start by noting that the true parameter
values lie inside the approximation of the set Pe and that the selected termination criteria
appear to be appropriate in view of the approximation level. Such a shape of the guaranteed
parameter set is characteristic of the large correlations between the parameters µ¯1 and KS1 ,
according to (5.16g), and shows that µ1(S1)≈ µ¯1KS1X1 in this case.
When the method of differential inequalities is used to bound the reachable set, the algo-
rithm stops after 1,000,000 iterations, without reaching the desired level of approximation—
The volume of the partition Pbnd is about 2.5×10−4 then. This behavior is attributed to the
inability of the method of differential inequalities to generate tight bounds for the anaerobic
digestion model, even for very small parameter uncertainty. In contrast, higher-order ODE
bounding techniques enable convergence of the set-inversion algorithm, as summarized in
Table 5.4. Using Taylor models in combination with domain reduction, the algorithm is
found to converge within a few thousand iterations (2nd and 3rd row), yet this remains in-
sufficient to override the extra computational burden associated with domain reduction (1st
row). The use of domain reduction becomes advantageous only when combined with CPU-
time reduction (4th row), then leading to dramatic reduction of the run-time down to 49 s.
Note that the number of iterations increases in the latter case compared to a run with the
same settings but without CPU-time-reduction strategies, a behavior that is indeed expected
and attributed to the approximation introduced by the finite convergence threshold εcvg.
5.4.2 Case Study 2 – Three-Parameter Guaranteed Parameter Estima-
tion
Next, we consider the estimation of the parameters µ¯2, KS2 and KI2 , while the rest of the
parameters from Tables 5.1 and 5.2 are fixed at their nominal values. The set-inversion
algorithm is run with the exact same settings as previously in Sect. 5.4.1, to the exception
of the termination criterion εbnd that is now set to 5×10−5.
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Fig. 5.9 Guaranteed parameter set approximation (Pint in green, Pbnd one in blue) for Case
Study 1. The red cross indicates the ‘true’ (nominal) parameter values.
Table 5.4 Iteration counts and run-times of the set-inversion algorithm for Case Study 1.
Bounding method Domain reduction CPU-time reduction Number of iterations CPU time [s]
TM1+EL ✗ ✗ 8,738 801
TM1+DI ✓ ✗ 4,280 1682
TM4+EL ✓ ✗ 3,690 5748
TM4+EL ✓ ✓ 5,229 49
Fig. 5.10 shows the outer-approximation of the set of guaranteed parameter estimates for
the selected termination criteria. The true parameter values lie inside the approximation of
the set Pe and the selected termination criteria is deemed appropriate by visual inspection of
the approximation level. Here again, the shape of the guaranteed parameter set is expected
given the large correlations between the parameters µ¯2, KS2 and KI2 according to (5.16h).
When the method of differential inequalities is used to bound the reachable set, the algo-
rithm stops after 1,000,000 iterations, without reaching the desired level of approximation—
The volume of the partition Pbnd is about 1.7×10−3 then. This behavior is again due to the
inability of the method of differential inequalities to generate tight bounds for the anaerobic
digestion model, even for very small parametric uncertainty. In contrast, higher-order ODE
bounding techniques enable convergence of the set-inversion algorithm, as summarized in
Table 5.5. Using first-order Taylor models with ellipsoidal remainders but no other improve-
ment, the set-inversion algorithm takes about 24,000 iterations to converge (1st row). This is
to be compared with a few thousand iterations when domain domain reduction is used (2nd,
3rd and 4th rows), similar to the previous 2-parameter case despite the extra parameter. This
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Table 5.5 Iteration counts and run-times of the set-inversion algorithm for Case Study 2.
Bounding method Domain reduction CPU-time reduction Number of iterations CPU time [s]
TM1+EL ✗ ✗ 23,838 3,584
TM1+DI ✓ ✗ 4,095 1,154
TM4+EL ✓ ✗ 3,423 9,593
TM4+EL ✓ ✓ 3,488 111
suggests that the domain reduction might become more and more advantageous as the num-
ber of uncertain parameters increases, a trend that will confirm later on in Sect. 5.4.3. An
expected behavior here is the reduction in the number of iterations as higher-order Taylor
models are used. Finally, the effect of the CPU-time-reduction strategy is rather dramatic,
with a run-time reduction about 2 orders of magnitude lower in the case of fourth-order
Taylor models with ellipsoidal remainder bounds. It is noteworthy that the shortest run-
time in this case is even lower, down to 41 s when fourth-order Taylor models with interval
remainder bounds are used.
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Fig. 5.10 Outer approximation of the set of guaranteed parameter estimates for Case Study 2.
Projections onto the subspaces (KS2 ,µ¯2), (KI2 ,µ¯2), and (KI2 ,KS2). The red crosses indicate
the true (nominal) parameter values.
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5.4.3 Case Study 3 – Five- and Seven-Parameter Guaranteed Parame-
ter Estimation
We now consider the estimation of the parameters µ¯1, KS1 , µ¯2, KS2 and KI2 simultaneously,
leaving the other parameters at their nominal values in Table 5.2. The set-inversion algo-
rithm is run with the exact same settings as previously in Sect. 5.4.1 and Sect. 5.4.2, apart
from the termination criterion εbnd that is now set to 5×10−7.
Fig. 5.11 shows the outer-approximation of the set of guaranteed parameter estimates for
the selected termination criterion. The true parameter values lie inside the approximation
of the set Pe and the approximation level, although coarse, validates the chosen termination
criterion. Large correlations between the parameters µ¯1 and KS1 , on the one hand, and
between µ¯2, KS2 and KI2 , on the other hand, are observed, which is in complete agreement
with the results shown earlier in Fig. 5.9 and Fig. 5.10. In contrast, rather small cross-
correlations are observed between these two parameter subsets, as illustrated for instance
for the parameters KS1 and µ¯2 in the top-right plot of Fig. 5.11.
Table 5.6 presents a comparison of the performance of various ODE bounding tech-
niques and other improvement strategies. As previously, early termination is obtained with
the method of differential inequalities after 1,000,000 iterations (without a single parame-
ter box being fathomed here), and the algorithm now fails to converge after 10 hours with
Taylor models as well when domain reduction is not applied. With respect to Taylor models
combined with domain reduction, the benefit of higher-order ODE bounds in terms of the
number of iterations is becoming more obvious in this 5-parameter problem—for instance,
10 times more iterations are needed with a first-order Taylor model compared to a fourth-
order one. Yet, this large reduction is still not enough to overpower the extra computational
burden of a single iteration with a higher-order Taylor model. Only when used in combi-
nation with CPU-time-reduction strategies are fourth-order Taylor models found to become
competitive, with a runtime down to about 2,100 s. Finally, it is noteworthy that the shortest
runtime in this case is close to 1,400 s, which is obtained for fourth-order Taylor model with
interval remainder bounds and with all the developed reduction strategies.
Concerning the anaerobic digestion application, a more realistic parameter estimation
problem should of course consider the initial biomass concentrations to be uncertain as well.
Adding both initial concentrations X1(0) and X2(0) to the five uncertain kinetic parameters
in Table 5.1 yields a total of seven parameters. In order to carry out the computations,
only a small level of uncertainty of ±0.001 g(VSS)/L is considered for X1(0) and X2(0)
here, and the termination criterion εbnd is decreased to 5× 10−11. The set-inversion algo-
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Fig. 5.11 Outer approximation of the set of guaranteed parameter estimates for Case Study 3.
Projections onto the subspaces (KS1 ,µ¯1), (µ¯2,KS1), (KS2 ,µ¯2), and (KI2 ,µ¯2) only. The red
crosses indicate the true (nominal) parameter values.
Table 5.6 Iteration counts and run-times of the set-inversion algorithm for Case Study 3.
Bounding method Domain reduction CPU-time reduction Number of iterations CPU time [s]
TM1+EL ✗ ✗ 219,178 36,0001
TM1+DI ✓ ✗ 41,148 8,295
TM4+EL ✓ ✗ 3,010 18,346
TM4+EL ✓ ✓ 3,130 2,118
aDid not converge to the specified termination criterion within the maximum allowable time.
rithm appears to be tractable only with fourth-order Taylor models (or higher) and only
when combined with domain-reduction and CPU-time-reduction strategies—Convergence
is achieved after 4,225 iterations and a corresponding runtime just above 19,000 s (5.3 h)
in this case. These results confirm the advantage of high-order ODE bounding techniques
and improved domain- and CPU-time-reduction strategies in addressing real-life problems
possessing complex dynamics and more than a handful of uncertain parameters.
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5.5 Guaranteed Asymptotic Analysis for an Anaerobic Di-
gestion Process
In this section we consider again the anaerobic digestion model (5.16), but this time in
the context of guaranteed asymptotic analysis. The focus is on varying the dilution rate D
as the bifurcation parameter in the range P0 := [10
−3,1.5], and the state-space domain for
[X1 X2 S1 S2 Z C PCO2] is X0 := [0,0.6]× [0,0.8]× [0,5.]× [0,80]× [0,80]× [0,80]× [0,1].
As previously, the model parameter values are those listed in Table 3.1.
The results produced by the set-inversion algorithm are shown in Fig. 5.12, with an in-
dication of the stable and unstable parts of the equilibrium manifold. In order to compute
the enclosures in Step 3 of Algorithm 2, we use affine relaxations derived from 2nd-order
Chebyshev models of the equilibrium constraints, Moreover, we perform domain reduction
at each node via the solution of auxiliary LPs in order to refine the equilibrium set approxi-
mation.
The algorithm terminates after checking 20000 nodes in 121.312 (CPU) seconds. The
equilibrium manifold is enclosed using 9149 boxes with a volume of the boundary partition
of 3.82×10−5.
After computing the equilibrium manifold, the stability of its branches is determined
by first reducing the the Hurwitz matrix (5.8) to an upper triangular form, say U , using
a modified Neville elimination algorithm in O(n2x) operations [40], and then performing a
series of stability test on the elements of U . The following stability tests can be performed
sequentially on a subpartition Y = X ×P by evaluating the elements ci and Uii in a given
arithmetic, such as interval arithmetic or Taylor/Chebyshev model arithmetic:
1. If none of the coefficients ci or diagonal elements Uii are nonnegative, then all the
equilibrium points in the considered subpartition are stable;
2. If at least one element ci or Uii is negative, then all the equilibrium points in the
subpartition are unstable;
3. Otherwise (that is, if any one of the elements ci orUii have zero in range), the subpar-
tition may contain a bifurcation point.
Like-wise, bifurcation points can be identified by appending to the equilibrium condi-
tions f (x, p) = 0 the algebraic conditions:
Steady-State bifurcation: ci 6= 0 andUii 6= 0 for all i ∈ {1, . . . ,nx}.
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Hopf bifurcation: cnx > 0,Unx−1,nx−1 = 0 andUnx−2 > 0, . . . ,U1,1 > 0.
Note that only steady-state bifurcations occur in this problem, which correspond to a
change in stability of the equilibrium manifold. Since we introduce extra constraint in the
system, finding the steady state bifurcations takes only 0.695 (CPU) seconds. One such
bifurcation occurs here around D = 1 [day], where both a stable branch and an unstable
branch merge into a single stable branch. Another bifurcation is seen to occur around D=
1.07 [day] with a change in stability along a single branch.
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Fig. 5.12 Set of stable (blue) and unstable (red) equilibrium points of the two-step anaerobic
digestion model with respect to the dilution rate D.
5.6 Guaranteed Asymptotic Analysis for a Nutrient-
Resource-Consumer Model
In this section we consider a nutrient-resource-consumer model (NRC) [64] in the context
of guaranteed asymptotic stability analysis. The model is given by the following system of
parametric ODEs:
N˙ = D(Nr−N)− INR N
kNR+N
R (5.17a)
R˙ =
(
µNR
N
kNR+N
−D−mR
)
R− IRC R
kRC+R
C (5.17b)
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C˙ =
(
µRC
R
kRC+R
−D−mC
)
C (5.17c)
with parameters D= 0.02, µNR = 0.5 µRC = 0.2, INR = 1.25, IRC = 0.333 kNR = 8.0, kRC =
9.0, mR = 0.025 and mC = 0.01. The focus here is characterizing the asymptotic behavior
of the model with respect to the nutrient density parameter Nr. For the constraint projection
problem, the domain of interest is Nr ∈ [0,80], N ∈ [0,30], R ∈ [0,30] and C ∈ [0,24].
Figure 5.13 shows the bifurcation diagram for the NRC model with respect to the nutri-
ent density parameter Nr. The constraint projection algorithm terminates in 392.54 (CPU)
seconds and the solution manifold is enclosed using 271886 boxes for a total volume of the
boundary partition of 3.834×10−5.
Fig. 5.13 Set of stable (blue) and unstable (red) equilibrium points of nutrient-resource
consumer model with respect to nutrient density parameter Nr. Steady-state bifurcations
are depicted by circles while the Hopf bifurcation is depicted by a square.
In the given computational domain, the model exhibits two steady state bifurcations —
one close to Nr = 1, and the other at Nr = 10—computed by the algorithm in 0.468 (CPU)
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seconds. The Hopf bifurcation is located at Nr= 70 and it gives rise to sustained oscillations
in the dynamic behavior of the model.
5.7 Conclusion
In this chapter we have presented a constraint projection algorithm for computing enclo-
sures of implicitly defined sets. For this algorithm we have presented and tested the effect
of higher order bounding strategies based on polynomial models. We have also exploited
the properties of polynomial models in order to reduce the size of the boxes created during
the branching step of the algorithm. In order to make the polynomial model bounding more
attractive a CPU reduction strategy is presented, where the enclosures of the constraint set
can be reused after certain a convergence criterion has been met. For the case when the
constraint system includes a system of under determined nonlinear algebraic equations, we
have proposed a novel strategy that helps dealing with the clustering effect. This strategy
exploits the structure of the boundary partition by representing it as the union of polyno-
mial models using Newton-like methods. The approach has been applied to problems of
guaranteed parameter estimation and guaranteed asymptotic analysis of dynamic systems
described by parametric ODEs.

Chapter 6
Conclusion and Future Directions
This thesis led to some new contributions in the area of set-theoretical methods for non-
linear systems: first, we have introduced a new framework for the construction and analy-
sis of set-valued arithmetics. Second, we have presented a set-valued integrator based on
quadratically convergent affine-set parameterizations that preserves the asymptotic stability
of parametric ODEs and thus does not suffer from bound explosion. Third, a framework for
the construction and convergence analysis of continuous-time set propagation methods was
introduced. This framework is based on the support function representation of convex sets
and has also been extended for the case of nonconvex sets represented as the Minkowski
sum of a polynomial model and a convex remainder term. The framework has been shown
to include as special cases classical methods for continuous-time reachability analysis. Us-
ing this framework we have also presented formulations for robust model predictive control
using tubes. Fourth, we have contributed to the area of constraint projection by introducing
enhancements to classical branch and prune algorithms. Constraint projection was also used
to enclose implicitly defined sets arising in guaranteed parameter estimation problems and
guaranteed asymptotic analysis of dynamic systems.
In perspective, all of the methods presented in this thesis are intimately related. For ex-
ample the affine-set arithmetics framework provides means to construct algorithms which
are not dependent on a specific parameterization. It also allows us to understand how the
convergence properties of a given parameterization affect the development of such algo-
rithms. In particular the affine-set parameterization formalism provides a clear explanation
on how the higher-order convergence properties of polynomial get lost when they are used
in combination with remainders which are not invariant under affine transformations e.g.
intervals. This higher-order convergence property is a key component for our ability to com-
pute stable enclosures (in an infinite time horizon) of the solutions of asymptotically stable
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parametric dynamic systems. If we continue with the story told by this thesis, we arrive
to the construction of continuous-time methods for set propagation. As we have explained,
although we choose not to, continuous time-methods can also be constructed by evaluating
the ODE using affine set parameterizations. In this case the link between the chapters is also
both way, since the arithmetic used to evaluate the right-hand side of the GDI corresponds
to an implementation of a quadratically convergent affine-set arithmetic (Taylor model with
ellipsoidal remainder). There is also a link which has been demonstrated empirically, but
not proven mathematically: the stability statement for discrete-time integrators extends to
continuous-time methods. Intuitively, stability of the enclosures of asymptotically stable
dynamic systems is achieved when the enclosure contracts faster than the growth of the
reachable set, so as long as we have that condition bound explosion will not occur. The
extension of this result for continuous-dynamic systems seems to be correct for various rea-
sons. First, consider constructing the auxiliary ODE system by evaluating the ODE in a
particular quadratically convergent arithmetic, then the result would follow by taking the
limit as the step-size in the Taylor expansion of the solution goes to zero. Now, the con-
struction of continuous-time methods based on the GDI accounts for facet constraints while
the construction directly using affine-set parameterizations does not, hence the GDI-based
enclosures are at least as tight as their affine-set parameterization counterpart. Finally, the
arithmetic presented in the numerical implementation for continuous-time methods (Taylor
models with ellipsoidal remainder) is at least quadratically convergent in the Hausdorff-
sense.
The development of bounding methods for both factorable functions and solutions to
ODEs, had also a deep impact in the development of ‘higher-level’ set-theoretical algo-
rithms. Take for example the continuous-time robust model predictive control approach
presented at the end of Chapter 4, it is clear that the formulation shows a deep connection
between robust forward invariant tubes and reachable tubes for uncertain ODEs. This con-
nection allowed us to provide a formulation which is amenable for practical application
(namely roubust MPC based on tubes with ellipsoidal cross-sections). Furthermore, the
geometrical insight gained by expressing reachable tubes in terms of support functions en-
abled the exploitation of the boundary structure of the robust forward invariant tubes for the
construction of semi-explicit feedback control laws.
All the methods presented in the earlier chapters come together in the constraint projec-
tion methodology. Continuous-time methods are used in order to compute bounds for sets
whose implicit constraints depend on ODE solutions, while affine set arithmetics are used
when computing bounds of factorable constraint systems and for computing relaxations of
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the derived bounds. In here, the convergence and stability properties of the bounds are
paramount for the successful implementation of the methods. Having stable bounds for
the whole time horizon prevents the algorithm from branching excessively and thus faster
termination can be achieved. Convergence rate of the enclosures in constraint projection
has also an important role in the termination of constraint projection algorithm, as we keep
branching, the overestimation reduces faster which means a smaller number of iterations in
the algorithm. In complete-search methods for global optimization, the convergence rate
of the enclosures directly affect the clustering problem. In constraint clustering is natural
to the geometry of the problem. In the approach we have proposed in this thesis for do-
main reduction in reduced spaces, the convergence rate of the enclosures is again directly
involved in mitigation of the algorithm. The faster the enclosures converge, the faster the
Newton-like methods for polynomial models can be used, and the less boxes will be used in
the boundary.
A plethora of problems occurring in science and engineering can be formulated using
a set-theoretical formalism. As we have seen throughout this thesis, set-theoretical ap-
proaches can also be used to solve the problems. Working with sets, often allows us to
exploit certain characteristics of the problem, that could be ignored by classical numerical
methods. They also provide a robustness and if implemented rigorously they provide rigor-
ous numerical certificates. One of the main reasons for not using these methods is that they
are not amenable for computational implementation. Unlike other approaches, the methods
presented in these thesis were designed to be general but also amenable for implementation.
All of these contributions, have been implemented in CRONOS, a C++ package that builds
upon the MC++ library for bounding factorable functions.
Despite these contributions, there is still some road ahead before set-theoretical methods
can be used to solve practical problems, in particular large-scale problems. Possible research
directions leading towards the implementation of set-theoretical methods include structure
exploitation for set-extensions (e.g. sparse implementations of set-valued arithmetics) and
investigating and implementing different range bounders for nonconvex parameterizations
(e.g. LMI relaxations for polynomial models).
One very interesting research direction is the development of (semi) explicit robust tube-
based optimal control and its receding horizon counterpart. The min-max differential in-
equality is a powerful theoretical tool for the development of such methods, since it allows
us to compute (semi) explicit feedback control laws instead of control actions typically
computed in nominal optimal control. Consider for example the case of periodic dynamic
systems within a fixed horizon optimal control problem framework. In this case a nominal
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optimal control problem can be solved in order to compute a trajectory such that a certain
(perhaps economic) criterion is optimized. Then, a tube-based optimal control problem can
be solved in order to construct a tube (with its associated feedback law) around the nomi-
nal solution for a given uncertainty. This effectively renders an open-loop optimal control
strategy into a closed loop control without the need of using receding horizon control. Exten-
sions to polytopic tubes, and in general tubes that do not have smooth or positively curved
cross-sections can also be constructed using the min-max DI framework.
Finally, the constraint projection framework can be applied to systems of optimality
conditions for nonlinear programs or optimal control problems, in order to track changes
in the optimal solution or active constraints in the presence of uncertainties. In particular,
this approach could be applied to explicit MPC methodologies (e.g. using multi parametric
programming). The use of the constraint projection presented in this thesis for multipara-
metric programming would allow the determination of a polynomial approximation of the
boundary between critical regions in nonlinear multi-parametric programs.
In retrospective, set-theoretical methods are not only useful in the formulation of engi-
neering problems—in particular problems involving uncertainties, but they usefulness also
extends to the solution of those problems. The set-theoretical formalism often allows for
a global understanding of the problem, which translates into efficient algorithms capable
of exploiting its geometric structure. These methods work-well in small and medium-scale
problems but more research is needed in order to apply them to large-scale problems.
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Appendix A
On Invariance of the Cycle Time T
In connection to Assumption 3.4, the following result establishes that the cycle time T is
independent of t under mild conditions.
Proposition A.1. Suppose that the right hand-side function f is continuously differentiable
and can be rewritten in the form f (t,x, p) = fˆ (ξ (t),x, p), where the function ξ is periodic
with ξ (t+T ) = ξ (t) for all t. Suppose further that there exists a parameter p∗ such that the
associated limit cycle x(t, p∗), defined implicitly by
x(t, p∗) := x(t,x0(p∗), p∗) with x0 such that x0(p∗) = x(T,x0(p∗), p∗)
satisfies condition (3.15), that is, is locally asymptotically stable. Then, there exists an open
neighborhood P⊆ Rnp with p∗ ∈ P and a cycle time T > 0 such that the limit cycles x(t, p)
satisfy (3.11) for all p ∈ P. In other words, the cycle time T of the limit cycles is locally
independent of p.
Proof. The proof follows directly by applying the implicit function theorem to the non-
linear equation
0 = x0(p
∗)− x(T,x0(p∗), p∗) ,
since the associated Jacobian matrix I−G(T,0, p∗) is indeed invertible from the asymptotic
stability condition (3.15).
Remark A.1. Consider Example 3.1. If parameter p2 is fixed, then the assumptions in
Proposition A.1 are satisfied upon choosing ξ (t) = sin(p2t). But if p2 is allowed to vary,
then the function ξ depends on an unknown parameter, which is not allowed in Proposi-
tion A.1.

Appendix B
Technical Lemmata
The following two lemmata are used in the proof of Theorem 4.3. Although variants of
these results can be found in the literature [39], we provide short proofs for the sake of
completeness.
Lemma B.1. Let ϕ : Rn → Rm be a continuous function. For any compact set D⊂ Rn and
any finite tolerance ε > 0, there exists a smooth function ϕε : R
n→ Rm such that
∀x ∈ D , ‖ϕε(x)−ϕ(x)‖ ≤ α(ε) , (B.1)
for some continuous function α : R+→ R+ with α(0) = 0.
Proof. The proof follows by applying well-known standard analysis techniques [39], and we
only summarize the main idea here. Let σε :R
n→R, ε > 0 be a family of smooth functions
parameterized in ε > 0, such that σε(x) = 0 for all x with ‖x‖ ≥ ε and
∫
Rn
σε(x)dx = 1.
Of the alternatives for constructing such a family of ‘mollifier’ functions, we consider the
function
σε(x) :=


C(ε)exp
(
1
‖x‖2− ε2
)
if ‖x‖< ε
0 otherwise
with
C(ε) :=
∫
‖x‖≤ε
exp
(
1
‖x‖2− ε2
)
dx .
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In turn, the function ϕε can be defined as the convolution
∀x ∈ Rnx , ϕε(x) :=
∫
Rnx
σε(x− y)ϕ(y)dy ,
which is smooth by construction for any ε > 0. Observe that the function α : R+ → R+
defined by
∀ε ≥ 0, α(ε) := max
x∈D
max
y
{‖ϕ(x)−ϕ(y)‖ | ‖y− x‖ ≤ ε} ,
is is continuous since ϕ is itself continuous and D is compact, and such that α(0) = 0. In
particular, this choice of α satisfies the condition (B.1).
Lemma B.2. Let Y : [0,T ] → KnxC be a set-valued function such that V [Y (·)](c) is dif-
ferentiable and V˙ [Y (·)](c) is bounded for all c ∈ Rnx with c⊤c = 1. Then, there exists
a family of functions gε : [0,T ]×Rnx → R parameterized by ε ≥ 0, such that gε(t, ·)
is strictly convex and smooth for all ε > 0 and all t ∈ [0,T ], and the associated sets
Yε(t) := {x ∈ Rnx | gε(t,x)≤ 0} satisfy for all ε ≥ 0 and all t ∈ [0,T ]
Y (t)⊆Yε(t) and dH(Y (t),Yε(t))≤ α(ε) ,
∀c ∈ Rnx with c⊤c= 1, V˙ [Yε(t)](c)≥ V˙ [Y (t)](c)+Lα(ε) (B.2)
for some continuous function α : R+→ R+ with α(0) = 0, and any constant 0≤ L< 1T .
Proof. A proof can be obtained by passing through two steps.
S1 We start with any smooth function νε(t, ·) : Rnx → R such that
∀ε > 0, ∀c ∈ Rnx with c⊤c= 1, ∀t ∈ [0,T ] :
νε(t,c)≥ V˙ [Y (t)](c) and
∥∥νε(t,c)−V˙(t,c)∥∥≤ α1(ε) ,
for some continuous function α1 : R+ → R+ with α1(0) = 0. Such a function
is guaranteed to exist by Lemma B.1. Then, we define the set-valued function
Zε : [0,T ]→KnxC such that
∀c ∈ Rnx with c⊤c= 1, V [Zε(t)](c) := V [Y(0)](c)+
∫ t
0
νε(τ,c)dτ .
The following properties hold by construction of Zε , for every ε > 0:
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a) For all c ∈ Rnx with c⊤c= 1, the function V [Zε(·)](c) is differentiable on [0,T ],
and we have
∀c ∈ Rnx with c⊤c= 1, ∀t ∈ [0,T ] , V˙ [Zε(t)](c) ≥ V˙ [Y (t)](c) .
b) dH(Zε(t),Y(t))≤ Tα1(ε), by property (2).
S2 We construct the set-valued function
Yε(t) := Zε(t)⊕ [Tα1(ε)+ tLα(ε)] Bnx with α(ε) := 2T
1−TLα1(ε) ,
with 0 ≤ L < 1
T
. Note that the function α is continuous and non-negative and it
satisfies α(0) = 0 by definition. Therefore, we have Yε(t)⊇ Y (t) since Yε(t)⊇ Zε(t)
and dH(Yε(t),Zε(t))≥ dH(Zε(t),Y(t)). It follows from Property a) that
V˙ [Yε(t)](c) = V˙ [Zε(t)](c)+Lα(ε)
≥ V˙ [Y (t)](c)+Lα(ε) ,
for all t ∈ [0,T ], all c ∈ Rnx with c⊤c = 1, and all ε ≥ 0. Moreover, by Property b),
we have
dH(Yε(t),Y(t))≤ dH(Zε(t),Y(t))+α0(ε)+Tα1(ε)+TLα(ε)
≤ 2α0(ε)+2Tα1(ε)+TLα(ε)
= α(ε) ,
for all t ∈ [0,T ], and all ε ≥ 0. Finally, by Theorem 1 in [9], there exists a functions
gε : [0,T ]×Rnx → R such that Yε(t) =: {x ∈ Rnx | gε(t,x)≤ 0} and gε(t, ·) is convex
and smooth for all ε ≥ 0 and all t ∈ [0,T ]. In order for gε(t, ·) to be strictly convex for
all ε > 0, one can always add a strictly convex and smooth term of order O(()ε) that
is negative on the compact sets
⋃
t∈[0,T ]Yε(t).
The following lemma is used in the proof of Theorem 4.4. The result allows one to
bound the solution of a particular parametric differential inequality and can be regarded as
a generalization of Gronwall’s lemma [44].
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Lemma B.3. Let v∈R+ and let u : [0,T ]→R be a Lipschitz-continuous function satisfying
the parametric differential inequality
a.e. t ∈ [0,T ] , d
dt
[u(t)]n ≤ n
n
∑
i=0
Li u(t)
n−ivim with u(0)≤C0vm , (B.3)
for some integers m,n ≥ 1 and a set of constants 0 ≤ L0, . . . ,Ln < ∞ and C0 ≥ 1. Then,
u(t)≤C0 exp(∑ni=0Lit) vm, for all t ∈ [0,T ].
Proof. The proof proceeds in two steps. It is assumed first that the function u is differ-
entiable on [0,T ]. Then, it is argued that the result still holds in extending this class of
functions to Lipschitz-continuous.
Assuming that u is differentiable on [0,T ] and discretizing the differential inequal-
ity (B.3) with a step-size h := T
N
for a large enough N ∈ N gives
∀k ∈ {0,N−1} , [u((k+1)h)]n ≤[u(kh)]n+hn
n
∑
i=0
Li (u(kh))
n−i vim+hα(h) ,
for some continuous function α : R+ → R+ with α(0) = 0. Now, supposing that u(kh) ≤
Ck v
m withCk ≥ 1, we have
[u((k+1)h)]n ≤ (Ck+1)n vnm + hα(h) with (Ck+1)n :=
(
1+hn
n
∑
i=0
Li
)
(Ck)
n ≥ 1 .
In particular, the definition of (Ck+1)
n uses the result that
(Ck)
n+hn
n
∑
i=0
Li(Ck)
n−i ≤
(
1+hn
n
∑
i=0
Li
)
(Ck)
n ,
for all Ck ≥ 1. It follows by induction that u(kh) ≤ Ck vm + hα(h) for each k = 0, . . . ,N,
with
Ck =
(
1+hn
n
∑
i=0
Li
)k/n
C0 .
Let t ∈ [0,T ] be such that t¯ := k0
N0
T for given 0≤ k0 ≤ N0, and consider the sequence {C j}
given by
C j :=
(
1+
nT
jN0
n
∑
i=0
Li
) jk0/n
C0 ,
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so that u(t) ≤ C j vm + TjN0 α(
T
jN0
) for all j ≥ 1. It follows from the definition of the ex-
ponential function as exp(x) := lim j→∞(1+ xj )
j that this sequence is convergent, and we
have
lim
j→∞
C j = exp
(
n
∑
i=0
Lit
)
C0 .
As u is continuous on [0,T ], and since the rationals are a dense subset of the real numbers,
it follows that
∀t ∈ [0,T ] , u(t) ≤ C(t)vm with C(t) := exp
(
n
∑
i=0
Lit
)
C0 .
In a second step, the assumption of differentiability for u can be relaxed to Lipschitz-
continuity, by a similar argument as in part S3 of the proof of Theorem 4.3, namely that
any (locally) Lipschitz-continuous function is differentiable almost everywhere.
The following lemma enables the construction of inner approximation of centered ellip-
soids. Similar constrictions have been derived by Kurzhanski and co-workers [see, e.g. 69],
but we provide a simple construction for the sake of consistency.
Lemma B.4. Let z ∈ E(qz,Qz) ∈KnzC , and let
Rz = (1− γ)Qz+
(
1− 1
γ
)
(z−qz)(z−qz)⊤ ,
for some γ ∈ (0,1). If Rz ∈ Snz+ , then E(z,Rz) ⊆ E(qz,Qz) or, equivalently E(Rz) ⊆ E(z−
qz,Qz).
Proof. Let us introduce the rank-1 ellipsoid E (qz,(z−qz)(z−qz)⊤). Notice that if
E
(
qz,(z−qz)(z−qz)⊤
)
⊕E(Rz)⊆ E(qz,Qz) (B.4)
then E(z,Rz) ⊆ E(qz,Qz). Using the standard formula for the ellipsoidal bounding of the
Minkowski sum of ellipsoids [68], we find that (B.4) holds if
Qu =
1
γ
(z−qz)(z−qz)⊤+ 1
1− γRz , (B.5)
for any γ ∈ (0,1). Solving Eq. (B.5) for Rz gives
Rz = (1− γ)Qz+
(
1− 1
γ
)
(z−qz)(z−qz)⊤ ,
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which proves the first result. The second claim follows trivially.
The following lemma enables the construction of smooth nonlinearity bounders for
twice-continuously differentiable functions.
Lemma B.5. Consider a twice-continuously-differentiable function g : Rny → Rny , and de-
fine the remainder function n : Rny → Rny such that
g(y) = g(qy)+
∂g
∂y
(qy)δy+n(δy) ,
with δy := y−qy. Let Dy ∈Kny and (qy,Qy) ∈ Rny×Sny+ such that E(qy,Qy)⊆Dy. Suppose
that there exist constants F¯1, . . . , F¯ny ∈ R+ satisfying
∀y ∈ Dy , F¯i ≥
∥∥∥∥∂ 2gi∂y2 (y)Si
∥∥∥∥
F
,
for certain invertible matrices S1, . . . ,Sny ∈Rny×ny . Then, n(δy) ∈ E (Qn), for all δy ∈ E(Qy)
with
Qn :=
1
4
diag
(
F¯2i
∥∥S−1i Qy∥∥2F)1≤i≤ny .
Proof. From Taylor’s theorem, the remainder function ni corresponding to gi, for each i =
1, . . . ,ny, is given by
ni(δy) =
1
2
δ⊤y
∂ 2gi
∂y2
(ξi)δy ,
for some ξi ∈ conv({y,qy}). Then, for all δy ∈ E(Qy), we have
ni(δy) =
1
2
Tr
(
∂ 2gi
∂y2
(ξi)SiS
−1
i δyδ
⊤
y
)
≤ 1
2
Tr
(
∂ 2gi
∂y2
(ξi)SiS
−1
i Qy
)
=
1
2
∥∥∥∥∂ 2gi∂y2 (ξi)Si (S−1i Qy)
∥∥∥∥
F
≤ 1
2
∥∥∥∥∂ 2gi∂y2 (ξi)Si
∥∥∥∥
F
∥∥S−1i Qy∥∥F
≤ 1
2
F¯i
∥∥S−1i Qy∥∥F .
Therefore, n is bounded on E(Qy) by an ellipsoid centered at the origin and with semi-axes
of length 1
2
F¯i‖S−1i Qy‖F.
Appendix C
Generalized Rotational Inertia For
Ellipsoidal Sets
For a set X ∈Kn the generalized rotational inertia (GRI) with respect to a reference xref ∈Rn
is given by
ℓ(X) =
∫
X
(x− xref)⊺D(x− xref)dx∫
X
1dx
, (C.1)
with D ∈ Sn+ denoting any weighting matrix.
In the following we present a derivation for an explicit expresion of the GRI of ellip-
soidal sets.
Proposition C.1. Let X := E(q,Q) with q ∈Rn and Q ∈ Sn+, then the generalized rotational
inertia of X with respect to a reference point xref ∈ Rn and a weighting matrix D ∈ Sn+ is
given by
ℓ(E(q,Q)) =
∫
E(q,Q)
(x− xref)⊺D(x− xref)dx∫
E(q,Q)
1dx
= (q− xref)⊺D(q− xref)+ n
n+2
Tr(DQ) .
(C.2)
Before proceeding with the proof of Proposition C.1, we will introduce the following
trivial but useful identity
Lemma C.1. Let A ∈ Rn×n and x ∈ Bn, we have
∫
Bn
x⊺Axdx=
Vn
n+2
Tr(A) (C.3)
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Proof. First, notice that the volume of the unit ball in hyperspherical coordinates can be
written as
Vn =
∫ 1
0
∫
Sn−1
rn−1dr |J(σ)|dσ
=
1
n
∫
Sn−1
|J(σ)|dσ .
where |J(σ)|dσ includes all the angle contributions and the determinant of the Jacobian of
the coordinate transformation. Alternatively, the last identity can be expressed as
nVn = An =
∫
Sn−1
|J(σ)|dσ . (C.4)
Decomposing the quadratic form x⊺Ax, we have
∫
Bn
x⊺Axdx=
∫
Bn
n
∑
i=1
xi
(
n
∑
j=1
Ai, jx j
)
dx
=
∫
Bn
n
∑
i=1
xi
(
n
∑
j=i
Ai, jx j+
n
∑
j 6=i
Ai, jx j
)
dx
=
∫
Bn
n
∑
i=1
xi
n
∑
j=i
Ai, jx j dx+
∫
Bn
n
∑
i=1
xi
n
∑
j 6=i
Ai, jx j dx
By symmetry of the unit ball the second integrand vanishes, hence we have
=
1
n
∫
Bn
n
∑
i=1
Ai,ix
2
i dx
=
∑ni=1Ai,i
n
∫
Bn
x2i dx
Where the last equality follows from the application of Fubini’s Theorem, as the integral is
bounded. Rewritting the last integral in hyperspherical coordinates we get
=
1
n
n
∑
i=1
Ai,i
∫ 1
0
∫
Sn−1
r2rn−1 dr |J(σ)|dσ
=
1
n
n
∑
i=1
Ai,i
∫ 1
0
∫
Sn−1
rn+1 dr |J(σ)|dσ
=
1
n(n+2)
Tr(A)
∫
Sn−1
|J(σ)|dσ
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substituting Eq. (C.4)
=
Vn
n+2
Tr(A)
which proves the identity .
Now, let us proceed with the proof of Proposition C.1
Proof. Using the change of variables x= q+Q
1
2 v we can change the domain of integration
from an ellipsoid to an unit ball, obtaining
ℓ(E(q,Q)) =
∫
E(q,Q)
(x− xref)⊺D(x− xref)dx∫
E(q,Q)
1dx
=
∫
Bn
(
(q− xref)+Q
1
2 v
)⊺(
D(q− xref)+DQ
1
2 v
)
Det(Q
1
2 )dv∫
Bn
Det(Q
1
2 )dv
=
(q− xref)⊺D(q− xref)
∫
Bn
dv+2
∫
Bn
(q− xref)⊺Dvdv+
∫
Bn
v⊺DQvdv
Vn
,
at this point we notice that the second integral in the numerator vanishes due to symmetry
of the domain of integration and the integrand being odd. Integrating the constant function
in the first integral and applying Identity (C.3) to the third integral with A := DQ yields
ℓ(E(q,Q)) = (q− xref)⊺D(q− xref)+ 1
n+2
Tr(DQ) ,
which proves the proposition.

Appendix D
Brief Tutorial Overview of the MC++
and CRONOS Libraries
The purpose of this appendix is to relate the theoretical concepts and constructions presented
in this Thesis to their implementation in the MC++ (http://omega-icl.bitbucket.org/mcpp/)
and CRONOS (http://omega-icl.bitbucket.org/cronos/) libraries.
MC++ is an open-source C++ library for the construction of enclosures for the image-set
of factorable functions. It is a header-only library developed by the OMEGA (Optimization
Methods for Green Applications) group at the Centre for Process Systems Engineering (Im-
perial College London). It provides a collection of classes for constructing enclosures using
different arithmetics such as interval, McCormick relaxation, eigenvalue, ellipsoidal and
polynomial (Taylor and Chebyshev) model arithmetics.
The MC++ library makes use of operator overloading and templates. This makes the
evaluation of set-extensions as intuitive as evaluating functions in real numbers. Adopting a
template-based design facilitates the use of other arithmetic implementations, e.g. interval
libraries such as PROFIL (http://www.ti3.tu-harburg.de/profil_e) or FILIB++ (http://www2.
math.uni-wuppertal.de/~xsc/software/filib.html) can be used in place of the non-verified in-
terval library. Apart from these optional dependencies, MC++ relies on the LAPACK (http://
www.netlib.org/lapack/) and BLAS (http://www.netlib.org/blas/) libraries and the CPPLA-
PACK wrapper (http://www.cpplapack.sourceforge.net/) for linear algebra computations
and FADBAD++ (http://www.fadbad.com/fadbad.html) for automatic differentiation.
CRONOS (Complete seaRch sOlutions for NOnlinear Systems) is an open-source C++
library for the analysis, estimation and optimization of nonlinear systems using complete-
search methods. Like MC++ is a header-only library developed within the OMEGA group
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and provides a collection of classes tailored for analysing different aspects of nonlinear
systems.
The CRONOS library, relies on a number of libraries to work
• MC++ library for constructing and bounding factorable functions
• GSL (GNU Scientific Library, http://www.gnu.org/software/gsl/) or SUNDIALS
(SUite of Nonlinear and DIfferential/ALgebraic equation Solvers, https://computation.
llnl.gov/casc/sundials/main.html) integrators for set propagation through ODEs
• MC13 and MC21 from the Harwell Soubrutine Library (http://www.hsl.rl.ac.uk/) for
sparse matrix computations used in implicit equation solvers
• CPLEX (http://www-03.ibm.com/software/products/en/ibmilogcpleoptistud) or
GUROBI (http://www.gurobi.com/) optimizers for solving linear programming
problems involved in domain reduction routines
• IPOPT (Interior Point OPTimizer, https://projects.coin-or.org/Ipopt) for local NLP
optimization.
Finally, this tutorial is by no means an exhaustive guide of the libraries. Instructions to
obtain, install and use MC++ and CRONOS can be found at (http://omega-icl.bitbucket.org/
mcpp/) and (http://omega-icl.bitbucket.org/cronos/ respectively. The main objective of this
appendix is–as stated earlier– to relate the theoretical concepts presented in this thesis to
their implementation and use within the MC++ and CRONOS libraries.
The next section illustrates how to construct bounds for a factorable function using
MC++.
D.1 Bounding Factorable Functions Using MC++
The first building block for bounding the image set of a factorable function is a way of con-
structing and representing such function. As defined in Chapter 2, a function is factorable
whenever it can be represented recursively using a finite number of so called atom opera-
tions. These operations are specified in a computational list and includes binary sums, binary
products and univariate operations such as square root, power, logarithms, and trigonometric
functions.
In MC++, factorable functions are stored and manipulated using the classes contained
in the ffunc.hpp header file. Figure D.1 depicts a minimal working example to represent
D.1 Bounding Factorable Functions Using MC++ 181
the function
f (x) =
( √
x0+ x1+ x0x1
(x0− x1)2+3x1
)
. (D.1)
where x=⊤ (x0 x1).
Construction of Directed Acyclic Graph. Firstly, factorable functions are stored and ma-
nipulated by the mc::FFGraph environment. Variables participating in a factorable function
(X[0], X[1] for independent and F[0], F[1] for dependent in our example) are represented
by the mc::FFVar data type. MC++ makes use of operator overloading of the atom op-
erations for most data types –in particular mc::FFVar. This allows to obtain dependent
variables F[0] , F[1] as the result of some atom operation overloaded on X[0], X[1].
The decomposition of a factorable function into its atoms can be represented in a variety
of ways. For example using the lifted representation (cf. Section 2.2), the decomposition of
Equation (D.1) into its factors can be written as:
u0(x) = x (D.2a)
u1(x) = g1
(
u0(x)
)
=
(
u0(x)
a1(u
0(x))
)
=
(
u0(x)
u00(x)u
0
1(x)
)
(D.2b)
u2(x) = g2
(
u1(x)
)
=
(
u1(x)
a2(u
1(x))
)
=
(
u1(x)
u10(x)+u
0
1(x)
)
(D.2c)
u3(x) = g3
(
u2(x)
)
=
(
u2(x)
a3(u
2(x))
)
=

 u2(x)√
u23(x)

 (D.2d)
u4(x) = g4
(
u3(x)
)
=
(
u3(x)
a4(u
3(x))
)
=
(
u3(x)
u32(x)+u
3
4
)
(D.2e)
u5(x) = g5
(
u4(x)
)
=
(
u4(x)
a5(u
4(x))
)
=
(
u4(x)
3u41(x)
)
(D.2f)
u6(x) = g6
(
u5(x)
)
=
(
u5(x)
a6(u
5(x))
)
=
(
u5(x)
u50(x)−u51(x)
)
(D.2g)
u7(x) = g7
(
u6(x)
)
=
(
u6(x)
a7(u
6(x))
)
=
(
u6(x)(
u67(x)
)2
)
(D.2h)
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#include <fstream >
#include "ffunc.hpp"
int main ()
{
// /////// Representing a Factorable Function /////////
// Define enviroment to store factorable function FF
mc:: FFGraph FF;
// Define independent vars X participating in FF
const unsigned int NX = 2; // No. of independent vars
mc:: FFVar X[NX];
// Set independent vars X in factorable function FF
for( unsigned int i=0; i<NX; i++ ) X[i].set( &FF );
// Define dependent variables F participating in FF
const unsigned int NF = 2; // No. of dependent vars
mc:: FFVar F[NF] = { mc::sqrt(X[0]+X[1]) + X[0]*X[1],
mc::pow(X[0]-X[1],2) + 3*X[1] };
// Output FF decomposition represented as code list
std:: cout << FF << std::endl;
// Output FF decomposition represented as DAG
std:: ofstream output_F ( "F.dot", std:: ios_base ::out );
FF.dot_script ( NF , F, output_F ); // Generates DOT fig
output_F .close ();
return 0;
}
Fig. D.1 Minimal working code for representing a factorable function (Eq. D.1) in MC++.
u8(x) = g8
(
u7(x)
)
=
(
u7(x)
a8(u
7(x))
)
=
(
u7(x)
u76(x)+u
7
8(x)
)
. (D.2i)
Notice that uij(x) denotes the j-th component of the i-th iteration and that we are adopting
for the time being the C++ index notation for vectors–indices starting with 0.
In MC++ the decomposition of a factorable function is represented as a directed acyclic
graph or as a code list. The code list representation is obtained by using the (overloaded)
standard output operator (std::out « ) on the mc::FFGraph object. The directed acyclic
graph representation is through the dot_script method in the mc::FFGraph class. The
dot_script method takes as arguments the array of dependent variables (F), its dimension
(NF) and an output stream (std::ofstream) object (output_F in this example) and re-
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turns a DOT script file. The directed acyclic graph (DAG) can then visualized using the
DOT program. Figure D.2 shows both the code list output and the DAG obtained using
MC++ and DOT. Here, we can see that MC++ introduces auxiliary variables Z1,...,Z8 to
represent the the atom operations in the factored decomposition. We can see that the three
representations are equivalent by associating the auxiliary variables in both the code list and
DAG representations to the atom operations ai(u
i−1
j ) in the lifted representation.
DAG VARIABLES :
X0 => { Z0 Z1 Z6 }
X1 => { Z0 Z1 Z5 Z6 }
DAG INTERMEDIATES:
Z0 <= X0 * X1 => { Z3 }
Z1 <= X0 + X1 => { Z2 }
Z2 <= SQRT( Z1 ) => { Z3 }
Z3 <= Z0 + Z2 => { }
Z5 <= X1 * Z4 => { Z8 }
Z6 <= X0 - X1 => { Z7 }
Z7 <= SQR( Z6 ) => { Z8 }
Z8 <= Z5 + Z7 => { }
Z4 <= 3(D) => { Z5 }
X0
x Z0 + Z1 - Z6
X1
x Z5
+ Z3
sqrt Z2
3(D) Z4
+ Z8
sqr Z7
Fig. D.2 Code list (left) and DAG (right) representation of a factorable function using
MC++.
Once the factorable function has been defined in MC++ it can also be evaluated in dif-
ferent arithmetics. As an example, we will evaluate Eq. (D.1) in interval, Chebyshev model
and ellipsoidal arithmetic.
DAG Evaluation in Interval Arithmetic. Figure D.3 presents an MC++ code snippet
that can be added to that presented in Fig. D.1 for the evaluation of a factorable function
in interval arithmetic. In this example evaluation is done using the MC++ interval class
(mc::Interval) and requires to include the interval.hpp header file. Evaluation in inter-
vals is very intuitive, first intervals for the independent variables are instantiated using the
class constructor with the lower and upper endpoints as arguments. Then, interval variables
are defined for the dependent variables and finally the eval method of the mc::FFGraph
class is called to perform the evaluation. This method is templated, so different arithmetics
can be used in place of intervals. Figure D.4 presentes the output of the code after compiling
and running.
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// ////////// Evaluation of FF in Intervals ///////////
// Define interval domain for independent variables
mc:: Interval IX[NX] = { mc:: Interval (1.585 ,4.415) ,
mc:: Interval (2.585 ,5.415) };
// Define interval variables to hold image set
mc:: Interval IF[NF];
// Evaluation of F in intervals (results stored in IF)
FF.eval(NF ,F,IF ,NX ,X,IX);
// Output results
std:: cout << "Interval ␣enclosure ␣of␣F" << std::endl;
for( unsigned int i=0; i<NF; i++ )
std::cout << "IF[" << i << "]=␣"<< IF[i] <<"\n";
std:: cout << std::endl;
Fig. D.3 Code snippet for the evaluation of a factorable function in interval arithmetic using
the MC++ interval class.
Interval enclosure of F
IF[0]= [ 6.13928e+00 : 2.70425 e+01 ]
IF[1]= [ 7.75500e+00 : 3.09139 e+01 ]
Fig. D.4 Example of an interval enclosure as produced by the evaluation of a factorable
function using MC++.
DAG Evaluation in Chebyshev Model Arithmetic. Evaluating a factorable function in
Chebyshev model arithmetic using MC++ can be achieved through the templated classes
mc::CModel<T> and mc::CVar<T> contained in the cmodel.hpp header file (See Fig-
ure D.5 for a small code snippet). From the perspective of an MC++ user, the main dif-
ferences between interval and Chebyshev model arithmetic is the fact that the latter has
both a model environment and a lightweight variable class –while in the former everything
is contained in the same class. In our example, the Chebyshev model environment is con-
structed with mc::Interval as a template parameter and requires the number of indepen-
dent variables (NX) and the order (2 in our case) as parameters. Chebyshev variables for
the independent variables and their interval domains need to be associated to the Cheby-
shev model environment using the set method. Once this hass been done and Chebyshev
variables for the dependent variables have been created the evaluation can proceed as in the
interval case.
Figure D.6 shows the output of the evaluation of Eq. (D.1) in Chebyshev model arith-
metic. The output for each dependent variable (CVF[0] and CVF[1]) is a list of coefficients
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// ////// Evaluation of FF in Chebyshev Models ////////
// Define Chebyshev model environment
mc::CModel <mc::Interval > CM( NX , 2 );
// Define Chebyshev independent variables
mc::CVar <mc::Interval > CVX[NX];
for( unsigned int i=0; i<NX; i++ )
CVX[i].set( &CM , i, IX[i] );
// Define Chebyshev dependent variables
mc::CVar <mc::Interval > CVF[NF];
// Evaluation of F in Chebyshev model arithmetic
// (results stored in CVF)
FF.eval(NF ,F,CVF ,NX ,X,CVX);
// Output results
std::cout << "Chebyshev ␣model␣enclosure ␣of␣F" << "\n";
for( unsigned int i=0; i<NF; i++ )
std::cout <<"CVF[" << i << "]:"<< CVF[i] <<"\n";
Fig. D.5 Code snippet for the evaluation of a factorable function in Chebyshev model
arithmetic using MC++.
(in this case a0 to a5) together with the interval remainder (R) and the interval bounds for
the model (B). Next to the numerical values of the coefficients are NX columns with inte-
gers from 0 up to the order of the model (2 in our case). Let Ti(x j) be the ith Chebyshev
polynomial on the jth variable, then column number denotes the index of the variable while
the integer in that colum denotes the Chebyshev polynomial. For example the line a2 =
5.93174e+00 1 0 denotes a term of the form a2T1(x0) in the polynomial model.
DAG Evaluation in Ellipsoidal Arithmetic. The first step towards the evaluation in el-
lipsoidal arithmetic is to define the parameters for the ellipsoidal domain where the inde-
pendent variables lie. This is achieved by defining the center vector and the shape matrix
through CPPL::dcovector and CPPL::dsymatrix objects. Then, the ellipsoidal image
environment is defined using the templated class mc::EllImg<T> from the ellimage.hpp
header file. Since each auxiliary variable has an interval range, the template parameter
should be an interval class (in this case, the mc::Interval) class provided with MC++.
The ellipsoidal domain is then associated to the ellipsoidal image object using the set
method. Independent and dependent (ellipsoidal) variables are created using the templated
class mc::EllVar<T> (also contained in ellimage.hpp). The mc::EllVar<T> class uses
also an interval class as the template parameter. Its usage is similar to that of the CVar<T>
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Chebyshev model enclosure of F
CVF [0]:
a0 = 1.46317 e+01 0 0
a1 = 4.51674 e+00 0 1
a2 = 5.93174 e+00 1 0
a3 = -7.03380e-03 0 2
a4 = 1.97409 e+00 1 1
a5 = -7.03380e-03 2 0
R = [ -3.93409e-03 : 3.93409e-03 ]
B = [ 2.19110 e+00 : 2.70441 e+01 ]
CVF [1]:
a0 = 1.50022 e+01 0 0
a1 = 7.07500 e+00 0 1
a2 = -2.83000 e+00 1 0
a3 = 1.00111 e+00 0 2
a4 = -4.00445 e+00 1 1
a5 = 1.00111 e+00 2 0
R = [ 0.00000 e+00 : 0.00000 e+00 ]
B = [ 2.92277 e+00 : 3.09139 e+01 ]
Fig. D.6 Example of a Chebyshev model as produced by the evaluation of a factorable
function using MC++.
class and it needs also to be associated to the ellipsoidal image environment using its set
method. Finally, the dependent variables are also defined as functions of the ellipsoidal
independent variables defined before. As explained in Chapter 2, the ellipsoidal arithmetic
uses a sequence of liftings, so its shape matrix holds all the first and second order depen-
dencies between the original variables and the auxiliary variables created. In order to obtain
the enclosure for the image set of the function, the dependent variables have to be projected
using the get method of the mc::EllImg<T> class. Finally, the projected ellipsoid can be
obtained by using the standard output on the Ellimage<T> object. Figure D.8 presents an
example of the output of the evaluation of Eq. (D.1) in ellipsoidal arithmetic. The stan-
dard output applied to a projected ellipsoidal image gives prints the center vector and the
symmetric shape matrix.
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// ///////// Evaluating a Factorable Function //////////
// ///////// in Ellipsoidal Arithmetic //////////
// Define parameters for ellipsoidal domain
CPPL :: dcovector q0(NF); CPPL :: dsymatrix Q0(NF);
q0(0) = 3.; Q0(0,0) = 2.;
q0(1) = 4.; Q0(1,0) = 1.; Q0(1,1) = 2.;
//CPPL :: dssmatrix depmap = FF.depmap(NF ,F,NX ,X);
// Construct ellipsoidal domain
mc::EllImg <I> Img;
mc:: Ellipsoid :: options .PSDCHK = false;
Img.set( Q0 , q0 ); //, depmap );
Img.options .CHEBUSE = false;
// Set independent variables in the ellipsoidal model
mc::EllVar <I> EX[NX];
for( long i=0; i<NX; ++i ) EX[i].set( Img , i );
// Define dependent variables to hold result
mc::EllVar <I> EF[NF];
FF.eval( NF , F, EF , NX , X, EX );
mc::EllImg <I> ImgProj = Img.get( NF , EF );
std::cout << "Ellipsoidal ␣Enclosure :";
std::cout << ImgProj << std::endl;
Fig. D.7 Code snippet for evaluating a factorable function (Eq. D.1) in ellipsoidal arithmetic
in MC++ using operator overloading.
Ellipsoidal Enclosure :
center:
1.52526 e+01
1.44325 e+01
shape:
1.52960 e+02 {4.55765 e+01}
4.55765 e+01 9.03034 e+01
Fig. D.8 Example of an ellipsoidal enclosure as produced by the evaluation of a factorable
function using MC++.
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D.2 Bounding the Reachable Set of Parametric ODEs us-
ing CRONOS
The focus of this section is the construction of bounds for parametric ODEs using CRONOS.
In particular, the implementation will be demonstrated with the following Lotka-Volterra
system:
t ∈ [0,10] :
x˙0(t, p) = px0(t, p)(1− x1(t, p))
x˙1(t, p) = px1(t, p)(x0(t, p)−1)
(D.3)
with p ∈ [2.95,3.05].
In the following, we will focus on continuous-time methods, (cf. Chapter 4) since the
application of the discrete-time integrator presented in Chapter 3 is analogous. Figure D.9
presents a minimal working example for the definition of the IVP in Eq. (D.3).
The problem definition is very similar to that of bounding a factorable function. The
problem is defined as a directed acyclic graph via an mc::FFGraph object. Then parameters
and state variables are defined as mc::FFVar objects and set in the DAG –just as we did
with independent variables in the previous section. Finally, the right-hand side and initial
value functions are defined as mc::FFVar objects depending on states and parameters –it
can also be constant like the initial value functions in our example.
Once the problem has been defined, the reachable set at a certain time point can be com-
puted using either continuous or discrete-time method. Figure D.10 presents a code-snippet
that can be added after the problem definition for computing enclosures for reachable sets
using continuous-time methods and Chebyshev models with ellipsoidal remainder. The first
step is to define the method, in our example we are using GSL integrators through the class
mc::ODEBND_GSL contained in the odebnd_gsl.hpp header file. This class is templated in
the specific arithmetic we want to use, in our example it requires an interval class, a Cheby-
shev model and a Chebyshev variable class (also with intervals as template parameters). In
order to bound the ODE, the DAG, states, parameters, right-hand side and initial value func-
tions have to be set using the set_dag, set_state, set_parameter, set_differential
and set_initial methods respectively. Different wrapping mitigation strategies –as de-
fined in Chapter 4– can be set using the class option WRAPMIT depending on whether we
want to use differential inequalities DINEQ, the ellipsoidal method ELLIPS or just avoiding
the exploitation of facet constraints NONE.
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#include <fstream >
#include "odebnd_gsl .hpp"
#include "interval .hpp"
#include "cmodel.hpp"
typedef mc:: Interval I;
typedef mc::CModel <I> CM;
typedef mc::CVar <I> CV;
int main ()
{
// /////// Bounding the Reachable Set of pODEs //////////
// /////// Problem Definition //////////
mc:: FFGraph IVP; // DAG describing the parametric ODE
// Define parameter (NP) and state (NX) dimension
const unsigned int NP = 1, NX = 2;
mc:: FFVar P[NP]; // Parameter array
for( unsigned int i=0; i<NP; i++ ) P[i].set( &IVP );
mc:: FFVar X[NX]; // State array
for( unsigned int i=0; i<NX; i++ ) X[i].set( &IVP );
mc:: FFVar RHS[NX]; // Right -hand side function
RHS [0] = P[0] * X[0] * ( 1. - X[1] );
RHS [1] = P[0] * X[1] * ( X[0] - 1. );
mc:: FFVar IC[NX] = { 1.2, 1.1 }; // Initial values
return 0;
}
Fig. D.9 Minimal working code for defining the bounding problem for the reachable set of
a parametric ODE system (Eq. D.3).
The next step is the definition of the numeric and set-valued environments needed for
evaluating the factorable functions that define the reachability problem. Here we are in-
terested in computing the reachable set at NS = 20 equidistant points between the initial
and final times. These time stages are defined as a real-valued (double) array. Then the
set-valued environments are set, starting by the interval domain of the parameter and then
the Chebyshev model environment. The Chebyshev model environment is defined with re-
spect to the parameters and in this example we are using a third order model. Since we
are interested in bounding the reachable sets at different time points, NS+1 arrays of NX
Chebyshev variables have to be created. It is important to notice that the arrays are allo-
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cated dynamically using the new operator and thus they have to be deallocated using the
delete[] operator at the end of the main() function.
Computing Chebyshev model bounds for the state variables CVxk at NS time points
tk with respect to the parameter bounds CVp is achieved through the bounds method of
the mc::ODEBND_GSL class. These bounds are outputted to the terminal and can also be
recorded to an output stream through the bndrec method.
Computing enclosures using other set-valued arithmetics can be easily done by
calling the mc::ODEBND_GSL with other template parameters such as Taylor models
(mc::TModel<mc::Interval>) with Taylor variables (mc::TVar<mc::Interval>). In-
terval ( differential inequalities) and the Ellipsoidal methods can be used without polyno-
mial models through the mc::ODEBND_GSL<T> with an interval class as the single template
parameter and using DINEQ and ELLIPS respectively as the wrapping mitigation strategy
(options.WRAPMIT). In a similar manner, SUNDIALS integrators can be used in place
of the GSL integrators just by changing mc::ODEBND_GSL to the mc::ODEBND_SUNDIALS
class. The discrete integrator presented in Chapter 3 is implemented in CRONOS as the
mc::ODEBND_VAL class and its usage is analogous to the example presented here.
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// /////// Bounding the Reachable Set of pODEs //////////
// /////// Using GSL and Chebyshev Models ///////////
// Define Bounding Problem
mc:: ODEBND_GSL <I,CM ,CV > LV; // Use GSL
LV.set_dag ( &IVP );
LV.set_state ( NX , X );
LV.set_parameter( NP , P );
LV.set_differential( NX , RHS );
LV.set_initial ( NX , IC );
LV.options .RESRECORD = true;
// Define wrapping mitigation strategy :
// NONE , DINEQ or ELLIPS
LV.options .WRAPMIT =
mc:: ODEBND_GSL <I,CM ,CV >:: Options :: ELLIPS;
// Define time horizon and time stages
double t0 = 0., tf = 10.; // Time horizon
const unsigned int NS = 20; // Time stages
double tk[NS +1]; tk[0] = t0;
for( unsigned k=0; k<NS; k++ )
tk[k+1] = tk[k] + (tf -t0)/( double)NS;
// Define parameter domain
mc:: Interval Ip[NP] = { I(2.95 ,3.05) };
// Define Chebyshev model environment and variables
// to bound RHS and IC w.r.t. parametersgnu
CM CMenv( NP , 3 ); // Environment
CV CVp[NP]; // Variables
for( unsigned i=0; i<NP; i++ )
CVp[i].set( &CMenv , i, Ip[i] );
// Define Chebyshev model variables to hold state bounds
// at each time stage
CV* CVxk[NS+1];
for( unsigned k=0; k<=NS; k++ )
CVxk[k] = new CV[NX];
// Evaluate ODE bounds in
LV.bounds( NS , tk , CVp , CVxk );
std:: ofstream bndrec( "Bounds.out", std:: ios_base ::out );
LV.record( bndrec );
Fig. D.10 Code snippet for computing bounds of a parametric ODE system (continuous-
time method) using Chebyshev models.
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D.3 Bounding Systems of Nonlinear Algebraic Equations
using CRONOS
This section deals with the computation of enclosures for sets defined implicitly by systems
of nonlinear equations using CRONOS. As an example, consider the steady-state manifold
of a mutating autocatalator model [1], given by
0=− x
θ
+(1+α)γ1(1− x)y2+βγ1(1− x)z2
0=
y f − y
θ
+(1−α)γ1(1− x)y2− γ2y
0=
z f − z
θ
+βγ1(1− x)z2+2αγ1(1− x)y2− γ2
β
z ,
(D.4)
with θ ∈ [10−6,1] and (x,y,z) ∈ [0,1]3.
In CRONOS, the solution of nonlinear algebraic equations is addressed via the
mc::NLCP_GUROBI<T> class, where the template parameter is any interval class. Fig-
ure D.11 presents a minimal working code to find the equilibriummanifold of Equation D.4.
The code requires the nlcp_gurobi.hpp header file. The problem is defined just as the
ODE and factorable function bounding –through a directed acyclic graph. Once the DAG,
variables and functions have been defined, the constraint projection problem is instantiated
through the mc::NLCP_GUROBI class. The problem is set in a similar manner as the ODE
problem from the previous section, the DAG, variables and constraints are set through the
set_dag, set_var and add_ctr. If the system is underdetermined (as in our example) the
set_var(NP-NF,P) method can be used to set the (NP-NF) degrees of freedom variables
(in our case P[0] = theta ), while set_dep(NF,P+NP-NF,F) is used to set the remaining
dependent variables. Finally, the problem can be solved through the solve method on the
initial interval box.
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#include <fstream >
#include "nlcp_gurobi .hpp"
#include "interval .hpp"
typedef mc:: Interval I;
int main ()
{
// /////// Bounding the Solution Set of ///////////
// /////// Nonlinear parametric AEs //////////
mc:: FFGraph AE; // DAG describing the AE System
// Define variable (NP) and equation (NX) dimension
const unsigned int NP = 4, NF = 3;
mc:: FFVar T, mc:: FFVar P[NP]; // Variables array
for( unsigned int i=0; i<NP; i++ ) P[i].set( &AE );
// Define model Parameters
double gamma1 = 450., gamma2 = 11.25, Yf = 0.067;
double alpha = 0.22, beta = 0.66, Zf = 0.0;
// Define equilibrium Parameters
mc:: FFVar theta = P[0]; X = P[1], Y = P[2], Z = P[3];
// Define algebraic equation system (dependent vars)
mc:: FFVar F[NF];
F[0] = - (X/theta )+(1.+ alpha)* gamma1 *(1.-X)*mc::pow(Y,2)
+ beta*gamma1 *(1.-X)*mc::pow(Z,2);
F[1] = (Yf -Y)/ theta
+ (1.- alpha)* gamma1 *(1.-X)*mc::pow(Y,2)- gamma2*Y;
F[2] = (Zf -Z)/ theta + beta*gamma1 *(1.-X)*mc::pow(Z,2)
+ 2.* alpha*gamma1 *(1.-X)*mc::pow(Y,2)
- (gamma2/beta )*Z;
// Define constraint projection problem
mc:: NLCP_GUROBI <I> CP;
CP.set_dag ( &AE ); CP.set_var( NP , P );
for( unsigned i=0; i<NF; i++ )
CP.add_ctr ( mc:: BASE_OPT ::EQ , F[i] );
// Define initial search domain
const I Ip[NP] = {I(1.e-6,1.0), I(0.,1.),
I(0., 1.), I(0. ,1.)};
// Solve problem
CP.setup (); CP.solve( Ip );
return 0;
}
Fig. D.11 Minimal working code for defining the bounding problem for the reachable set
of a parametric ODE system (Eq. D.3).
