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Abstract
Tensor type data are becoming important recently in various application fields.
We determine a rank of a tensor T so that A+T is diagonalizable for a given 3-tensor
A with 2 slices over the complex and real number field.
1 Introduction
Tensor type data are becoming important recently in various application fields (for ex-
ample see Miwakeichi et al. [8], Vasilescu and Terzopoulos [10] and Muti and Bouren-
nane [9]). The factorization of a tensor to a sum of rank 1 tensors means that the data is
expressed by a sum of data with simplest structure, and we may have better understand-
ing of data. This is an essential attitude for data analysis and therefore the problem of
tensor factorization is an essential one for applications. In this paper we consider the rank
problem of 3-tensors with 2 slices. This was studied in the 1970’s and 1980’s by many
authors. JaJa [6] gave the rank for a 3-tensors with 2 slices. He used Kronecker canonical
forms of the pencil of two matrices. Results by Brockett and Dobkin [2, 3] are useful for
giving a lower bound. JaJa showed that the rank of a Kronecker canonical form without
regular pencils is equal to the sum of the ranks of direct summand. However, the rank
of a Kronecker canonical form is not equal to the sum of the ranks of direct summand in
general and it depends on invariant polynomials. This causes to be difficult to determine
the rank of tensors. Our aim is to determine a rank of a tensor T so that A+T is diagonal-
izable for a given 3-tensor A with 2 slices (see Theorem 3.8). In this paper we consider
ranks of tensors over the complex and real number field.
2 Kronecker canonical forms
We consider the case of the complex number field and the real number field. Let F = R,C.
We note that (A1, . . . , Ar) denotes a horizontally posed m × nr matrix and (A1; . . . ; Ar)
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denotes a tensor whose k-th slice is an m × n matrix Ak. A tensor (A; B) is called diag-
onalizable if there are an m × m nonsingular matrix P, an n × n nonsingular matrix Q
and diagonal matrices DA, DB such that PAQ = (DA,O), PBQ = (DB,O) for m ≤ n and
PAQ = (DA,O)T , PBQ = (DB,O)T for m > n. Note that if A is an n × n matrix, then
(En; A) is diagonalizable if and only if A is similar to a diagonal matrix, i.e., there is a
nonsingular matrix P such that PAP−1 is a diagonal matrix.
We summarize briefly about Kronecker canonical forms.
Lemma 2.1 ([4, (30) in §4, XII]) Let A and B be m×n rectangular matrices. Then there
are nonsingular matrices P and Q such that
P(A; B)Q = (PAQ; PBQ)
is of a block diagonal form
Diag((S 1; T1), . . . , (S r; Tr)),
where each (S j; T j) is one of the following
(A) k × ℓ × 2 tensor (O; O),
(B) k × k × 2 tensor (αEk + Jk; Ek),
(C) 2k × 2k × 2 tensor (Ck(c, s) + Jk ⊗ E2; E2k), s , 0,
(D) k × k × 2 tensor (Ek; Jk),
(E) k × (k + 1) × 2 tensor ((0, Ek); (Ek, 0)),
(F) (k + 1) × k × 2 tensor (
(
0T
Ek
)
;
(
Ek
0T
)
).
Here Ek is the k × k identity matrix, Jk =

0 1 O
...
. . .
. . .
...
. . . 1
0 · · · · · · 0

is a k × k square matrix and
Ck(c, s) = Ek ⊗
(
c −s
s c
)
= Diag(
(
c −s
s c
)
, . . . ,
(
c −s
s c
)
) is a 2k × 2k square matrix.
This decomposition is called the Kronecker canonical form. It is unique up to permu-
tations of blocks. Note that tensors of type (A) include ones when k > 0 and ℓ = 0, or
k = 0 and ℓ > 0, where a direct sum of a 0× ℓ tensor of type (A) and an s× t tensor (X; Y)
means a k × (ℓ + t) tensor ((O, X), (O, Y)). Also note that type (C) does not appear over
the complex number field C, and if α is not real in (B), then type (C) appears over the real
number field R.
First we note the following
Lemma 2.2 Let A be an ℓ × ℓ matrix with entries in F. Then rankF(Eℓ; A) = ℓ if and only
if (Eℓ; A) is diagonalizable over F.
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To estimate the ranks of tensors of types (B), (C) and (D), we recall some basic facts
of linear algebra.
Definition 2.3 Let f (x) = xn + a1xn−1 + · · · + an−1x + an be a monic polynomial with
coefficients in F. The matrix
M :=

−an
1 −an−1
. . .
...
1 −a1

is called a companion matrix for f (x).
Note that f (x) is both the characteristic polynomial and the minimal polynomial of M.
For any monic polynomial g(x) = xn + b1xn−1 + · · · + bn−1x + bn of degree n, set
N :=

0 · · · 0 bn − an
0 · · · 0 bn−1 − an−1
...
...
...
0 · · · 0 b1 − a1

.
Then M−N is the companion matrix for g(x). In particular, by taking g(x) to be a product
of distinct monic linear polynomials, we see the following
Lemma 2.4 For any companion matrix M with entries in F, there is a tensor (O; N)
with rank at most 1 such that (En; M) − (O; N) is diagonalizable. In particular, it holds
rankF(En; M) ≤ n + 1.
The following three lemmas are well known and easily proved.
Lemma 2.5 Let A be an ℓ× ℓ matrix. If the minimal polynomial h(x) of A has no multiple
factor, then the minimal polynomial of Ek ⊗ A + Jk ⊗ Eℓ is h(x)k.
Lemma 2.6 The minimal polynomial of Diag(A, B) is the least common multiple of the
minimal polynomials of A and B.
Lemma 2.7 Let A be a square matrix whose minimal polynomial is equal to the char-
acteristic polynomial. Then A is similar to the companion matrix for the characteristic
polynomial of A, i.e., there is a nonsingular polynomial P such that PAP−1 is the com-
panion matrix for the characteristic polynomial of A.
By Lemma 2.4, we see the following
Corollary 2.8 Suppose an ℓ×ℓ matrix A satisfies the condition of Lemma 2.7. Then there
is an ℓ × ℓ × 2 tensor T with rank at most 1 such that (Eℓ; A) − T is diagonalizable. In
particular, rankF(Eℓ; A) ≤ ℓ + 1.
Now we examine the tensors of types (B), (C) and (D).
3
Lemma 2.9 For an ℓ × ℓ × 2 tensor T of type (B), (C) or (D), there is a tensor T ′ with
rank at most 1 such that T − T ′ is diagonalizable. In particular, rankF(T ) ≤ ℓ + 1.
Proof First consider the tensor of type (B). Since the minimal polynomial of 1×1 matrix
(α) is x−α, the minimal polynomial of αEℓ+ Jℓ is (x−α)ℓ by Lemma 2.5. So the minimal
polynomial of αEℓ + Jℓ is equal to the characteristic polynomial of it. Therefore the result
follows by Corollary 2.8.
Type (D) is a special case of type (B).
Finally, we consider a tensor of type (C). Note that F = R in this case. Since the
minimal polynomial of C1(c, s) is an irreducible polynomial of degree 2, the result follows
from Lemma 2.5 and Corollary 2.8.
JaJa showed that rankF((0, Ek); (Ek, 0)) = k + 1 (see [6, Theorem 2.1]). The following
is obtained from his proof.
Lemma 2.10 For a k × (k + 1) × 2 tensor (A; B) = ((0, Ek); (Ek, 0)), there are a rank 1
matrix M, a nonsingular matrices P, Q and numbers s1, . . . sk and such that
P((A; B) − (M; O))Q = (Diag(s1, . . . , sk), 0); (Ek, 0)) .
Note that the similar result as above holds for a (k + 1) × k × 2 tensor (A; B) =
(
(
0T
Ek
)
;
(
Ek
0T
)
) since (A; B) = ((0, Ek); (Ek, 0))T .
We denote by 〈A1, . . . , Am〉 a vector space spanned by matrices A1, . . . , Am.
Theorem 2.11 Let m ≤ n ≤ 2m and (A1; . . . ; Am) be a 2 × n × m tensor. Suppose that
dim〈A1, . . . , Am〉 = m. Let ℓ ≤ ⌊n/2⌋ be an integer such that rank(A′1T , . . . , A′ℓT ) = 2ℓ for
any A′j = A j + c j,ℓ+1Aℓ+1 + · · · + c j,mAm, 1 ≤ j ≤ ℓ. Then rankF(A1; · · · ; Am) ≥ m + ℓ.
Proof Since dim〈A1, . . . , Am〉 = m, it holds that rankF(A1; . . . ; Am) ≥ m. Assuming that
each A j for 1 ≤ j ≤ m is a linear combination of rank 1 matrices C1, . . . ,Cm+q, we derive
that q must be larger than or equal to ℓ. Putting
Ai =
m+q∑
j=1
αi jC j, i = 1, . . . ,m
since the m × (m + q) matrix (αi j) has rank m, if necessary, exchanging suffixes, without
loss of generality, we can assume the first m columns of (αi j) are linearly independent.
Let (βi j) be its inverse matrix and take i1, i2, . . . , im so that (βis,t)1≤s,t≤k become nonsingular
matrices for all 1 ≤ k ≤ m. Putting
Bs =
m∑
j=1
βis, jA j, s = 1, . . . , ℓ
and define a 2ℓ × n matrix X by X =

B1
...
Bℓ
. Let P be the inverse matrix of the ℓ × ℓ square
matrix (βis,t)1≤s,t≤ℓ. Since P(βis, j) = (Eℓ, ∗) for the ℓ × m matrix (βis, j), we have
(P ⊗ E2)X =

A1 + (a linear combination of Aℓ+1, . . . , Am)
A2 + (a linear combination of Aℓ+1, . . . , Am)
...
Aℓ + (a linear combination of Aℓ+1, . . . , Am)

.
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Then rank(X) = 2ℓ by assumption. On the other hand, since
Bs =
m∑
j=1
βis, jA j =
m∑
j=1
βis, j
m+q∑
k=1
α jkCk =
m+q∑
k=1
(
m∑
j=1
βis, jα jk)Ck
= Cis +
q∑
k=1
γskCm+k
where γsk =
m∑
j=1
βis, jα j,m+k for s = 1, . . . , ℓ and k = 1, . . . , q, we have
X =

1
0
...
0

⊗ Ci1 + · · · +

0
...
0
1

⊗ Ciℓ +

γ11
γ21
...
γℓ1

⊗ Cm+1 + · · · +

γ1q
γ2q
...
γℓq

⊗ Cm+q
and therefore X becomes a linear combination of ℓ + q matrices of rank 1. This means
that q ≥ ℓ, which completes the proof.
Corollary 2.12 Let m ≤ n ≤ 2m and ℓ ≤ ⌊n/2⌋. Let X11, X22 and Y be nonsingular
(n − ℓ)× (n − ℓ), (m+ ℓ − n)× (m+ ℓ − n) and ℓ × ℓ matrices respectively. We define m × n
matrices A and B by
A =
(
X11 X12 O
O X22 O
)
, B =
(
O Y
O O
)
.
Then rankF(A; B) = m + ℓ.
Proof Set X11 =

xT11
...
xT
n−ℓ,1
, X12 =

xT12
...
xT
n−ℓ,2
, X22 =

xT
n−ℓ+1,2
...
xT
m,2
. Let Y = (Y1, Y2), where
Y1 =

yT11
...
yT
ℓ,1
 is a ℓ × (m + ℓ − n) matrix and Y2 =

yT12
...
yT
ℓ,2
 is a ℓ × (n − m) matrix. We take
(A; B) as an array with m slices of 2 × n matrices A1, A2, . . . , Am:
Ai =
(
xTi1 x
T
i2 0T
0T yTi1 yTi2
)
for 1 ≤ i ≤ n − ℓ and
Ai =
(
0T xTi2 0T
0T 0T 0T
)
for n − ℓ + 1 ≤ i ≤ m. Here yi1 = yi2 = 0 if i > ℓ. Since rank(A) = m, it holds
dim〈A1, . . . , Am〉 = m and also by assumption A1, . . . , Am satisfy the assumption of The-
orem 2.11 and then rankF(A; B) ≥ m + ℓ. Conversely, we have rankF(A; B) ≤ rank(A) +
rank(B) = m + ℓ.
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Example 2.13 For the tensor X = ((Em,O);
(
O E⌊n/2⌋
O O
)
) of Fm×n×2 with m ≤ n ≤ 2m, it
holds that rankF(X) = m + ⌊n/2⌋.
Theorem 2.14 Let A j = (En j ; xEn j + Jn j) be an n j × n j × 2 tensor for j = 1, . . . , ℓ and X
an arbitrary n′ × n′ matrix. Then
rankF(Diag(A1, . . . , Aℓ, (En′; X))) ≥
ℓ∑
j=1
n j + n′ + ℓ .
Proof It suffices to show the claim when x = 0. We take
Diag(A1, . . . , Aℓ, (En′; X))
as an array with n slices of 2 × n matrices B1, B2, . . . , Bn, where n =
∑ℓ
j=1 n j + n
′
. Since
〈B1, . . . , Bn〉 = n, by applying Theorem 2.11 for
A′1 = B1, A
′
2 = Bn1+1, . . . , A
′
ℓ = Bn1+···+nℓ−1+1 ,
we can show the claim straightfowardly.
3 Decomposition and Rank
Now we recall that the maximal rank of tensors with 2 slices was given by the following
theorem.
Theorem 3.1 (cf. [6, Theorem 3.5])
max.rankF(m, n, 2) = min
(
n +
⌊
m
2
⌋
,m +
⌊
n
2
⌋
, 2m, 2n
)
.
In this section we determine all tensors which attain the maximal rank.
First we consider about the rank of (En; A). JaJa discussed ranks by using invariant
polynomials [5, 6].
Let K be an arbitrary field and x an indeterminate over K. For a matrix A(x) with
entries in K[x], we denote by ei(A(x)) the i-th elementary divisor of A(x). If we denote the
greatest common divisor of i-minors of A(x) by di(A(x)), then ei(A(x)) = di(A(x))/di−1(A(x))
in case di−1(A(x)) , 0.
Here we recall a basic fact.
Lemma 3.2 Let A, B be n × n matrices with entries in K. Then B is similar to A if and
only if
ei(xEn − A) = ei(xEn − B) for i = 1, 2, . . . , n .
Note e1(xEn − A)e2(xEn − A) · · · en(xEn − A) = det(xEn − A) , 0 for an n × n matrix A
with entries in K. In particular, en(xEn − A) , 0.
Now we recall the result of JaJa. Let A be an n × n matrix. JaJa called en−i+1(xEn − A)
the i-th invariant polynomial of A and denoted as pi(A).
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Theorem 3.3 ([6, Theorem 3.3 and proof of Theorem 3.1]) Let A be an n × n matrix
and k the number of those pi(A)’s which cannot be factored into distinct linear factors
over K. Suppose Card(K) ≥ deg p1(A). Then rankK(En; A) ≤ n + k. In fact, (En; A) is
diagonalizable after adding k tensors of rank 1.
The following example shows that Theorem 3.1 does not hold over the Galois field
GF(2) and thus the condition Card(K) ≥ deg p1(A) can not be removed in Theorem 3.3.
Proposition 3.4 For A =

0 0 1
1 0 1
0 1 0
, it holds that rankGF(2)(E3; A) ≥ 5 .
Proof Supposing that rankGF(2)(E3; A) ≤ 4 we show a contrary. There are ai, bi ∈ GF(2)3
and αi, βi ∈ GF(2) for 1 ≤ i ≤ 4 such that
E3 =
4∑
i=1
aiαibTi , A =
4∑
i=1
aiβibTi .
Changing the suffix if necessary, we may assume that a1, a2, a3 are linearly independent
and α1, α2, α3 , 0. Since we are working over GF(2), this means α1 = α2 = α3 = 1.
On the other hand, since (E3; A) is not diagonalizable, we see that b4 , 0. And, since
rankA = 3, by changing the suffix if necessary, we may assume that b2, b3, b4 are linearly
independent and β2, β3, β4 , 0. Again this implies that β2 = β3 = β4 = 1.
Therefore, we see that
E3 + A = E3 − A ∈ 〈a1bT1 , a4bT4 〉 .
This contradicts to the fact that rank(E3 + A) = 3.
Note that since pn(A) | pn−1(A) | · · · | p2(A) | p1(A), p j(A) can be factored into distinct
linear factors over K if and only if j > k, in the notation of Theorem 3.3.
JaJa [6, Theorem 3.6] showed the reverse inequality on the assumption that p1(A) can
be factored into (not necessarily distinct) linear factors over K. Here we show the reverse
inequality without any assumption.
Theorem 3.5 Let A and k be as in Theorem 3.3. Then
rankK(En; A) ≥ n + k .
Proof Set rankK(En; A) = n + q. We want to show that q ≥ k, and so we may assume that
q < n. Take a1, . . . , an+q, b1, . . . , bn+q ∈ Kn and α1, . . . , αn+q, β1, . . . , βn+q ∈ K such that
En =
n+q∑
j=1
aiαibTi , A =
n+q∑
j=1
aiβibTi .
Changing the suffix if necessary, we may assume that a1, . . . , an are linearly independent
and α1, . . . , αn , 0 since rank(En) = n. By exchanging αiai by ai for 1 ≤ i ≤ n, we may
assume α1 = · · · = αn = 1. Set dim〈bn+1, . . . , bn+q〉 = q′. Then by changing the suffix
within {n + 1, . . . , n + q} if necessary, we may assume that bn+1, . . . , bn+q′ is a basis of
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〈bn+1, . . . , bn+q〉. Then b j ∈ 〈bn+1, . . . , bn+q′〉 for j > n + q′. Since dim〈b1, . . . , bn, . . . ,
bn+q〉 = n, we may further assume, by changing the suffix within {1, . . . , n} if necessary,
that bq′+1, . . . , bn, . . . , bn+q′ are linearly independent.
Then there are nonsingular matrices P and Q with entries in K such that
P(a1, . . . , an+q) = (En, ∗),

bT1
bT2
...
bTn+q

Q =

∗ ∗
En−q′ O
O Eq′
O ∗
 .
Since
xEn − A =
n+q∑
j=1
ai(αix − βi)bTi
= (a1, . . . , an+q)Diag(α1x − β1, . . . , αn+qx − βn+q)

bT1
bT2
...
bTn+q

,
we wee that
P(xEn − A)Q = (En, ∗)Diag(α1x − β1, . . . , αn+qx − βn+q)

∗ ∗
En−q′ O
O Eq′
O ∗

=
(
∗ ∗
Diag(x − βq′+1, · · · , x − βn) ∗
)
.
Therefore dn−q′(xEn −A) = dn−q′(P(xEn −A)Q) divides ∏nj=q′+1(x−β j) and can be factored
into linear factors over K. Since q ≥ q′ and pq+1(A) = en−q(xEn −A) divides dn−q(xE −A),
we see that pq+1(A) can be factored into linear factors over K.
By assumption, pk(A) cannot be factored into distinct linear factors over K. So pk(A)
has an irreducible factor of degree greater than 1 and/or pk(A) has a multiple linear factor.
In the first case, q + 1 > k since pq+1(A) does not have an irreducible factor whose
degree is greater than 1. Therefore q ≥ k. Now assume that (x − β)2 divides pk(A). Then
A is similar to B = Diag(βEm1 + Jm1 , . . . , βEmk + Jmk , A′) for appropriate A′ by Lemma 3.2.
Therefore
rankK(En; A) = rankK(En; B) ≥ n + k
by Theorem 2.14.
As a corollary, we obtain the main theorem of this section.
Theorem 3.6 Let A be an n × n matrix and let αF(A, x) be the number of Jordan blocks
whose sizes are greater than or equal to 2 for an eigenvalue x of A. Then
rankF(En; A) = n + max
x
αF(A, x) ,
where we treat Ck(c, s) + Jk ⊗ E2 as a Jordan block of size 2k if F = R. Furthermore, the
tensor (En; A) is diagonalizable after adding maxx αF(A, x) tensors of rank 1.
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Then we have easily to obtain a border rank.
Proposition 3.7 ([1, Proposition 3.3]) For a border rank brkF(En; A), we have
brkC(En; A) = n and brkR(En; A) = n, n + 1 .
In particular,
max.brkC(n, n, 2) = n and max.brkR(n, n, 2) = n + 1 .
Proof There is a sequence {A j} of n×n matrices whose eigenvalues in C are distinct each
other and converges to A. Then rankC(En, A j) = n and rankR(En, A j) = n, n+ 1 for each j.
If A has a complex, not real eigenvalues, then A j has also for sufficiently large j and thus
rankR(En, A j) = n + 1.
For arbitrary n × n × 2 tensor (X; Y), there is a sequence {(X j; Y j)} such that X j is
nonsingular and eigenvalues of X−1j Y j are distinct each other for each j. Thus the claim
follows from rankF(X j; Y j) = rankF(En; X−1j Y j).
Two tensors T and T ′ are called equivalent if there are nonsingular matrices P and Q
such that PT Q = T ′.
Before closing this section we show the rank of a tensor (A; B) having a Kronecker
canonical form. Let A and B be m × n rectangular matrices. The rank of a tensor (A; B)
is obtained by its Kronecker canonical form (cf. [6, Theorem 5]). If (A; B) is equivalent
to one consisting of the direct sum of an mA × nA × 2 tensor (O; O) of type (A), an m(i)E ×
(m(i)E + 1) × 2 tensor of type (E) for 1 ≤ i ≤ ℓE, and an (n(i)F + 1) × n(i)F × 2 tensor of type
(F) for 1 ≤ i ≤ ℓF, and tensors of type (B), (D) and in addition if F = R, tensors of type
(C). Let α be the maximal integer among the number of (xEk + Jk; Ek) of type (B) with
k ≥ 2 for each x, the number of (Ek; Jk) of type (D) with k ≥ 2, and in addition if F = R
the number of (Ck(c, s)+ Jk ⊗E j; E2k) with k ≥ 1 for each (c, s), s , 0. Put mE = ∑ℓEi=1 m(i)E
and nF =
∑ℓF
i=1 n
(i)
F for short.
Theorem 3.8 It holds m − mA + ℓE = n − nA + ℓF and
rankF(A; B) = α + m − mA + ℓE .
In fact there is a tensor T of rank α + ℓE + ℓF such that (A; B) + T is diagonalizable.
Proof We may assume that (A; B) is of a Kronecker canonical form. Let
(A; B) = Diag((O; O), (A1; B1), (A2; B2)),
where (A1; B1) is an (mE + nF + ℓF) × (mE + nF + ℓE) × 2 tensor consisting of tensors of
type (E) and (F) and (A2; B2) is a tensor consisting of tensors of type (B), (C) and (D). By
Lemma 2.10 the tensor (A1; B1) is diagonalizable after adding at most ℓE + ℓF tensors of
rank 1. Since a tensor of type (B), (C), (D) consists 2 slices of square matrices, we have
(m − mA) − (n − nA) = ℓF − ℓE. For simplicity, let
p = m − mA − mE − nF − ℓF
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which is the size of the square matrix A2. Take d ∈ F so that A2 + dB2 is nonsingular.
Direct summands of (A2; B2) are 1 to 1 corresponding to Jordan blocks of (A2 +dB2)−1B2.
Furthermore, Jordan blocks with eigenvalue 0 come from tensors of type (D), and if
F = R Jordan blocks with non-real eigenvalues come from tensors of type (C). Thus
α = maxx αF((A2 + dB2)−1B2, x). By Theorem 3.6 (A2 + dB2; B2) and then (A2; B2) is
diagonalizable after adding α tensors of rank 1. Therefore (A; B) is diagonalizable after
adding a tensor of rank at most α + ℓE + ℓF and the rank of the obtained diagonal tensor
is equal to p + mE + nF = m − mA − ℓF. Moreover, it follows by Theorem 3.6 and [6,
Theorem 2.4] that
rankF(A; B) = rankF(A2; B2) + (mE + ℓE) + (nF + ℓF)
= rankF(Ep; (A2 + dB2)−1B2) + m − mA − p + ℓE
= α + m − mA + ℓE .
As a corollary, we obtain all Kronecker canonical forms giving the maximal rank. We
denote by X⊕k the direct sum of k copies of a tensor X.
Corollary 3.9 Suppose m ≤ n ≤ 2m and rankF(A; B) = max.rankF(m, n, 2). If n is even,
then (A; B) is equivalent to
Diag(Y⊕α, ((0, 1); (1, 0))⊕ℓE)
and otherwise (A; B) is equivalent to one of the following tensors:
(i) Diag(Y⊕α, ((0, 1); (1, 0))⊕ℓE ), 0)
(ii) Diag(Y⊕α, ((0, 1); (1, 0))⊕ℓE , ((0, 1); (1, 0))T )
(iii) Diag(Y⊕α, ((0, 1); (1, 0))⊕ℓE , (x; 1))
(iv) Diag(Y⊕α, ((0, 1); (1, 0))⊕ℓE , (1; 0))
(v) Diag((xE2 + J2; E2)⊕(α−1), (xE3 + J3; E3), ((0, 1); (1, 0))⊕ℓE)
(vi) Diag((E2; J2)⊕(α−1), (E3; J3), ((0, 1); (1, 0))⊕ℓE )
(vii) Diag(Y⊕α, ((0, 1); (1, 0))⊕(ℓE−1), ((0, E2); (E2, 0)))
where Y is (xE2 + J2; E2), (E2; J2), or (C1(c, s); E2).
Proof As in the proof of Theorem 3.8, put p = m − mA − mE − nF − ℓF and let (A2; B2)
be the tensor consisting of all direct summands of type (B), (C) and (D) in (A; B). Then
m = mA + p+mE + nF + ℓF and n = nA + p+mE + nF + ℓE. Since ⌊n/2⌋ = rankF(A; B)−m,
it holds
(p − 2α) + (mE − ℓE) + 2mA + nA + nF = n − 2⌊n/2⌋ .
Note that p ≥ 2α, mE ≥ ℓE and nF ≥ ℓF. Then mA = 0. If n is even it holds that
p = 2α, mE = ℓE, nA = nF = 0. p = 2α yields that (A2; B2) = Y⊕α for some Y = (xE2 +
J2; E2), (E2; J2), (C1(c, s); E2) and mE = ℓE implies that the direct summand of tensors of
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type (E) is ((0, 1); (1, 0))⊕ℓE . Therefore (A; B) is equivalent to Diag(Y⊕α, ((0, 1); (1, 0))⊕ℓE )
when n is even. Now let n be odd. One of p−2α, mE − ℓE, nA and nF is one and the others
are all zero. The tensor (A; B) is equivalent to the tensor (i) if nA = 1 and to the tensor
(ii) if nF = 1. In the case when p = 2α + 1, (A; B) is equivalent to (iii), (iv), (v) or (vi).
Finally if mE = ℓE + 1, then (A; B) is equivalent to (vii).
Corollary 3.10 Let m and n be positive integers with m ≤ n. Any m × n × 2 tensor is
diagonalizable after adding at most ⌊n/2⌋ tensors of rank 1.
Proof Let Lk = ((0, Ek); (Ek, 0)) be a k × (k + 1) × 2 tensor of type (E). Then LTk is a
(k+1)×k×2 tensor of type (F). By Lemma 2.10, for a tensor Diag(La, LTb ), Diag(La, LTb )+T
is diagonalizable for some tensor T of rank 2. In particular, if a, b > 0 and a + b ≥
3, then Diag(La, LTb ) is diagonalizable after adding some tensor of rank at most ⌊(a +
b + 1)/2⌋. We show Diag(L1, LT1 ) is diagonalizable after adding some tensor of rank
1. Set Diag(L1, LT1 ) = (X; Y) and M =

0 0 0
1 1 0
0 0 0
. Then X + M is nonsingular and
(X+M)−1(Y+M) has eigenvalues ±1, 0. Thus (X; Y)+(M; M) is diagonalizable. Therefore
for a, b > 0, the (a + b + 1) × (a + b + 1) × 2 tensor Diag(La, LTb ) is diagonalizable after
adding adequate tensor of rank at most ⌊(a + b + 1)/2⌋.
Suppose that ℓE ≥ ℓF. Then by Lemma 2.9 and the above observation, we see that
(A; B) is a direct sum of tensors each one is diagonalizable after adding a rank 1 tensor
and has at least 2 columns. So the result follows. We can treat the case where ℓF ≥ ℓE by
the same way. So we complete the proof.
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