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Abstract
We prove an adiabatic theorem for the non-autonomous Gross-Pitaevskii equation in the
case of a weak trap. More precisely, we assume that the external potential decays suitably
at infinity and admits exactly one bound state.
Contents
1 Introduction 2
2 Ground state manifold: existence and regularity 3
3 Main theorem 4
4 Linearization around the ground state 5
5 Reformulation of Theorem 3.1 6
6 Proof of Theorem 5.2 for small time [0, s0] 8
7 Proof of Theorem 5.2 for all s ∈ [0, 1] 16
A Proof of Theorem 6.3 19
B Proof of Lemma 6.5 21
C Proof of Lemma 6.6 22
References 22
∗gzhou@caltech.edu, partly supported by NSF grant DMS-1308985 and DMS-1443225.
†pgrech@ethz.ch, the main part of this work has been carried out at the Institute for Theoretical Physics,
ETH Zurich, 8093 Zurich, Switzerland
1
2 CONTENTS
1 Introduction
Quantum adiabatic theory has been initiated with the study of the non-autonomous Schrödinger
equation
iε∂sψs = Hsψs (1.1)
in the limit εց 0. Here, Hs is a time-dependent self-adjoint Hamiltonian and the macroscopic
time variable s is assumed to take values in [0, 1]. The first adiabatic theorem was discovered
by Born and Fock [6] in 1928 who treated the case where Hs has a simple eigenvalue which
remains isolated from the rest of the spectrum at all times.
Since that time a wide range of generalizations have been found. Some authors considered
the case of isolated yet degenerate eigenvalues or isolated energy bands [4, 5, 23]. Others were
concerned with the development of superadiabatic expansions which approximate the solution of
(1.1) with exponential accuracy in ε [22,26]; much like in the well-known Landau-Zener Formula
[24, 43]. It has also been found that an adiabatic theory can even be given for non-isolated
eigenvalues at the cost of having no information on the rate of convergence as ε ց 0 [2, 7].
Many of these theorems have later been further generalized to non-self-adjoint Hamiltonians
which arise for instance in non-equilibrium statistical mechanics [3, 21, 27, 32].
The present article takes a slightly different approach and studies a nonlinear example of a
quantum adiabatic theorem. More precisely, we consider the non-autonomous Gross-Pitaevskii
equation with a time-dependent potential Vs = Vs(x),
iε∂sΨs = −∆Ψs + VsΨs + b|Ψs|
2Ψs , (1.2)
where b = ±1 (focusing resp. defocusing nonlinearity). Equation (1.2) constitutes an effective
description for the dynamics of a Bose-Einstein condensate with one-particle wave function Ψs
in an external trap Vs. It can be rigorously derived from the underlying many-body Schrödinger
dynamics in the limit of large particle numbers N → ∞ if the interaction potential between
the particles is scaled suitably with N (see e.g. [29, 35] and references therein). However, it is
worthwhile to note that such results are not uniform in the macroscopic time t := s/ε and hence
we will simply take Equation (1.2) as our starting point: Issues concerning the interchangeability
of adiabatic and particle number limit will not be addressed here.
To give an informal explanation of our main theorem we introduce the stationary pendant
to (1.2) which reads
−∆ψE,s + VsψE,s + EψE,s + b|ψE,s|
2ψE,s = 0 . (1.3)
Its solutions are referred to as ground states since they solve the Euler-Lagrange equation for
the Gross-Pitaevskii energy functional
I[ψE,s] :=
∫
R3
d3x
(
1
2
|∇ψE,s|
2 + Vs|ψE,s|
2 +
b
4
|ψE,s|
4
)
, (1.4)
where ‖ψE,s‖
2
2 = η is fixed. We assume that the initial data Ψ0 for (1.2) is small in a suitable
sense (equivalently, Ψ0 could be rescaled at the price of choosing the parameter b to be small
instead). In addition, we assume that the linear Hamiltonian −∆+ Vs admits exactly one
bound state for each s, that is, the trapping potential Vs is supposed to be weak. After adding
the nonlinearity this bound state bifurcates into a whole manifold of ground states as will be
shown below.
2. ground state manifold: existence and regularity 3
Our result can now be described as follows: Under the assumption that Ψ0 belongs to the
ground state manifold we prove that, up to phase and uniformly in s, Ψs converges to an element
in the ground state manifold with equal mass, i.e. L2−norm of the solution, as εց 0. In fact,
the error term will be O(ε) and is thus reminiscent of linear adiabatic theorems in presence of
a gap condition.
From a physical perspective the existence of an adiabatic theorem for the Gross-Pitaevskii
equation is to be expected and has been observed in interference experiments [1,28]. Mathemat-
ically however, the non-autonomous setting considered here - contrary to the autonomous case
(e.g. [14, 36–38, 42]) - has not yet been subject to intensive investigations: A space-adiabatic
theorem was found in [33]. The result closest to ours is [31], where the equation of the form
iε∂sΨs = −∆Ψs + VsΨs + bε|Ψs|
2σΨs ,
was considered. Here the nonlinearity is of the size ε, which goes to zero as ε tends to zero.
Interestingly, the techniques we apply to prove our theorem differ from the ones commonly
used in the linear case. The main difficulty is that by linearizing the Gross-Pitaevskii equation
around a ground state one obtains a generator which does no longer give rise to a contracting
evolution on L2(R3) and therefore makes it more involved to estimate error terms. This problem
can be dealt with by a bootstrap argument which uses the dispersive behavior of the linear
Schrödinger equation; see e.g. [19, 34]. For the related nonlinear problems, see the results
in [8–13,15, 16, 20, 25, 30, 39–41].
The organization of this article is as follows. We start in Section 2 we establish the existence
and regularity of a ground state manifold for Equation (1.3). This enables us to give a precise
statement of the main theorem in Section 3. After studying, in Section 4, various properties
of the linearized operator, obtained by linearizing around the ground state, we reformulate the
main Theorem into Theorem 5.2 in Section 5. Theorem 5.2 will be proved in Sections 6 and 7.
Various technical estimates will be in Appendices.
Throughout the paper we use the standard notation for the weighted Sobolev spaces
H2,σ(R3) := {φ : R3 → C|‖φ‖H2,σ := ‖〈x〉
σφ‖H2 <∞}, 〈x〉 :=
√
1 + |x|2.
2 Ground state manifold: existence and regularity
2.1 Hypotheses on the potential
We start with the general assumptions for the potential Vs.
(Hd) The potential Vs(x), s ∈ [0, 1] and x ∈ R
3, satisfies V· ∈ C([0, 1];H
2,σ(R3))∩C2([0, 1];L∞(R3))
for a σ > 2.
(He) For every s ∈ [0, 1], −∆+Vs admits exactly one eigenstate v∗,s, with eigenvalue −E∗,s < 0
separated from the rest of the spectrum of −∆+ Vs, by a margin uniformly in s: there is
G0 > 0 such that E∗,s ≥ G0 for all s.
(Hr) For every s ∈ [0, 1], Vs admits no zero energy resonance, that is, the equation
(−∆+ Vs) g = 0
admits no distributional solution g /∈ L2(R3) such that 〈x〉−βg ∈ L2(R3) for every β > 1/2.
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2.2 Ground state manifold
We present the proposition to establish the existence of a curve of constant mass in the man-
ifold of instantaneous stationary states for Equation (1.2). More generally, our result yields a
differentiable manifold of nonlinear ground states. Before stating it we introduce some notation.
By
P dHs := |v∗,s〉 〈v∗,s| , (2.1)
P cHs := 1− P
d
Hs (2.2)
we denote the spectral projections onto the eigenvector space of −∆ + Vs and its orthogonal
complement. Moreover, we declare that a subindex in Landau’s O-symbol denotes the space in
which the statement is to be understood.
Proposition 2.1. For any fixed s ∈ [0, 1], η ≪ 1, 0 ≤ (E∗,s − E)/b≪ 1 and l ∈ R, we have
(i) The “time-independent” Gross-Pitaevskii equation (1.3) admits a family of nonlinear ground
states ψE,s > 0 satisfying the equation
(−∆+ Vs + E)ψE,s + b(ψE,s)
3 = 0, (2.3)
and they bifurcate from the zero solution:
ψE,s =
√
E∗,s − E
b
1√
〈v2∗,s, v
2
∗,s〉
v∗,s +OH2,l(E∗,s − E) .
In fact, ψE,s is analytic in
√
E∗,s−E
b and P
c
H,sψE,s = OH2,l
((
E∗−E
b
) 3
2
)
.
(ii) The ground states ψE,s form a two-dimensional Banach manifold M ⊂ H
2,l(R3). For
fixed s the assertions in (i) hold and the map s 7→ ψE,s ∈ H
2,l(R3) is C2.
(iii) There exists a unique positive family of ground states s 7→ ψEs,s ∈ C
2([0, 1];H2,l(R3))
with constant mass, ‖ψEs,s‖
2
2 ≡ η.
The results are well known, see e.g. [42]. Hence we choose to skip the details.
3 Main theorem
The notion of a family of ground states allows to formulate the following adiabatic theorem,
which is the main result.
Theorem 3.1. Let Ψ0 = ψE0,0 with ‖ψE0,0‖
2
2 = η ≪ 1 as above and ε ≪ 1. Then Equation
(1.2) possesses a unique solution s 7→ Ψs in C
1([0, 1];H2(R3)) with the property that
sup
0≤s≤1
‖Ψs − e
−iζsψEs,s‖H2 . ε .
Here, ζs := ξ
ε
s +
1
ε
∫ s
0 Es′ds
′ and ξεs is a real function, uniformly bounded in s and ε.
The theorem will be reformulated into Theorem 5.2 below.
The unesthetic factor eiζs is avoided by going over to projectors. Dirac notation allows us
to formulate the following immediate corollary of Theorem 3.1.
4. linearization around the ground state 5
Corollary 3.2. Under the assumptions in Theorem 3.1,
sup
0≤s≤1
‖ |Ψs〉 〈Ψs| − |ψEs,s〉 〈ψEs,s| ‖L2→L2 . ε .
For a complete proof we need to prove the local wellposedness of the solution in space
H2(R3). But here we choose to skip it by the fact it is straightforward in the present setting,
see also e.g. [17, 18].
The following well-known results will be used often. Their proofs are standard, hence
omitted.
Lemma 3.3.
(i) ‖φ‖H2 ≃ ‖φ‖2 + ‖(−∆+ V )φ‖2 .
(ii) For any l ∈ R
‖φ‖H2,l ≃ ‖〈x〉
lφ‖2 + ‖〈x〉
l∆φ‖2 .
(iii) Product estimates, recall that by definition ‖φ‖W 2,1 := ‖φ‖1 + ‖∆φ‖1,
‖φχ‖W 2,1 . ‖φ‖H2‖χ‖H2 , (3.1)
‖φχ‖H2 . ‖φ‖H2‖χ‖H2 , (3.2)
‖φχ‖H2,l . ‖φ‖H2,l‖χ‖H2,l , (if l ≥ 0). (3.3)
4 Linearization around the ground state
We start with linearizing around the ground state and make an ansatz1
Ψs = e
i
ε
∫ s
0
Es′ds
′
(ψEs,s + ϕs) (4.1)
to derive an equation for ϕs. Note that since the nonlinearity in (1.2) is not complex analytic
in the wave function Ψs, the linearized operator will only be real linear. It is thus favorable to
adopt the notation
~ϕs =
(
Rϕs
Iϕs
)
=
(
ϕ1,s
ϕ2,s
)
(4.2)
and likewise for any other complex quantities. Plugging (5.1) into (1.2) to find
~˙ϕs = −
1
ε
J
(
−∆+ Vs + Es + 3bψ
2
Es,s
0
0 −∆+ Vs + Es + bψ
2
Es,s
)
~ϕs (4.3)
−
d
ds
~ψEs,s −
1
ε
J
(
bψEs,s|~ϕs|
2 + 2bψEs,s(ϕ1,s)
2 + b|~ϕs|
2ϕ1,s
2bψEs,sϕ1,sϕ2,s + b|~ϕs|
2ϕ2,s
)
(4.4)
=:
1
ε
LEs,s~ϕs −
d
ds
~ψEs,s −
1
ε
N(~ψEs,s, ~ϕs) . (4.5)
1The ansatz is arguably naive as it does not reflect possible geometric phase changes (in the sense of Berry’s
phase). This will be made good for in Lemma 5.1.
6 CONTENTS
Here the linear operator LE,s is naturally defined by (4.3) and the nonlinearity N = N(~ψEs,s, ~ϕs)
by (4.4). We used the notation
J :=
(
0 −1
1 0
)
,
and moreover LE,s is considered as an unbounded operator on the Hilbert space L
2(R3)⊕L2(R3).
To facilitate later discussions we define operators L+E,s, L
−
E,s so that LE,s takes the form
LE,s =
(
0 L−E,s
−L+E,s 0
)
. (4.6)
Now we study the eigenvalues of the operator LE,s. Compute directly to find
L−E,sψE,s = 0 .
Hence
(
0, ψE,s
)⊺
is an eigenvector of LE,s with eigenvalue 0. Differentiation of the left hand
side with respect to E yields
L+E,s∂EψE,s = −ψE,s .
It follows that
(
−∂EψE,s, 0
)⊺
is an associated generalized eigenvector of
(
0, ψE,s
)⊺
for LE,s.
The Riesz projection for the linear operator LE,s take the following form.
Lemma 4.1. 0 is the only eigenvalue of LE,s in the ball of radius G0/2 around zero (cf. (He)).
More precisely, if Γ parametrizes its boundary in counterclockwise direction then
P dE,s := −
1
2πi
∮
Γ
(LE,s − z)
−1dz =
2
∂E‖ψE,s‖
2
2
(∣∣∣∣∂EψE,s0
〉〈
ψE,s
0
∣∣∣∣+
∣∣∣∣ 0ψE,s
〉〈
0
∂EψE,s
∣∣∣∣
)
. (4.7)
The result is well known, can be found in, for example, [16].
5 Reformulation of Theorem 3.1
We start with decomposing the solution Ψs into different components, according to the spectrum
of Ls. It relies on the following lemma to decompose the solution. In figurative language what
the lemma says is the following: As long as ϕs in Ansatz (4.1) is sufficiently small, then, at the
cost of introducing an additional phase γεs , we can “shadow” ψEs,s ∈ M by ψEεs ,s such that
Ψs = e
− i
ε
(
∫ s
0
Eε
s′
ds′−γεs )(ψEεs ,s + φs) (5.1)
with P dEεs ,sφs = 0.
Lemma 5.1. For any φ with ‖φ‖2 ≪ 1 there exist parameters Eˆ = Eˆ(E, s, φ) and γˆ =
γˆ(E, s, φ) ∈ R, with Eˆ(E, s, 0) = E and γˆ(E, s, 0) = 0, such that if
Ψs = φE,s + φ
then
Ψs = e
iγˆ
(
ψEˆ,s + φEˆ,s
)
,
where φEˆ,s lies in the continuous subspace of LEˆ,s. The dependence of Eˆ, γˆ on E, φ is smooth;
the dependence on s is C2.
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The proof of the lemma can essentially be found in [42].
Applying Lemma 5.1, we reformulate Theorem 3.1 in terms of estimates on various com-
ponents of (5.1). Plug (5.1) into (1.2) to find,
~˙φs =
1
ε
Ls~φs −
1
ε
γ˙εsJ
~φs −
d
ds
~ψEεs ,s −
1
ε
γ˙εt J
~ψEεs ,s −
1
ε
N(~ψEεs ,s,
~φs) . (5.2)
Recall that ~φ :=
(
Rφ
Iφ
)
by the convention in (4.2), Ls := LEεs ,s and the nonlinearity is defined
in (4.5), and for later use, P ds := P
d
Eεs ,s
. It is not hard to see that our initial condition ~φ0 satisfies
~φ0 = 0. (5.3)
As a first consequence we derive equations for E˙εs , γ˙
ε
s , the modulation equations. To that
end recall the condition P ds
~φs = 0, which, by (4.7) amounts to〈
~φs
∣∣∣∣ψE,s0
〉
=
〈
~φs
∣∣∣∣ 0∂EψE,s
〉
= 0 .
Apply these two orthogonality conditions to Equation (5.2) to derive
E˙εs
[
〈∂EψEεs ,s, φ1,s〉 − 〈ψEεs ,s, ∂EψEεs ,s〉
]
+
γ˙εs
ε
〈ψEεs ,s, φ2,s〉
=− 〈∂sΨEεt ,s|t=s, φ1,s〉+ 〈ψEεs ,s, ∂sΨEεt ,s|t=s 〉+
1
ε
〈ψEεs ,s, N(
~ψEεs ,s,
~φs)〉, (5.4)
E˙εs〈∂
2
EψEεs ,s, φ2,s〉 −
γ˙εs
ε
[
〈∂EψEεs ,s, φ1,s〉+ 〈∂EψEεs ,s, ψEεs ,s〉
]
=
1
ε
〈∂EψEεs ,s, N(
~ψEεs ,s,
~φs)〉 − 〈∂s∂EψEεs ,s, φ2,s〉 . (5.5)
We continue to transform the equation for ~˙φs in (5.2). To remove the term −P
c
s
d
ds
~ψEεs ,s,
which is considered the main term, from the right hand, we make a refined decomposition for
the function ~φs as follows
~φs = εL
−1
s P
c
s
d
ds
~ψEεs ,s +
~˜φs = εL
−1
s P
c
s∂s
~ψEεs ,s +
~˜φs . (5.6)
The function L−1s P
c
s ∂s
~ψEεs ,s is well defined since, by Lemma 4.1, the operator L
−1
s : P
c
s (L
2(R3))→
P cs (L
2(R3)) is well-defined and bounded. The second identity in (5.6) follows from the explicit
form of the projection (4.7).
Plug the Decomposition (5.6) into (5.2) to yield the equation for
~˜
φs,
~˙˜
φs =
1
ε
Ls
~˜
φs −
γ˙εs
ε
J ~˜φs − γ˙
ε
sJL
−1
s P
c
s ∂s
~ψEεs ,s − P
d
s
d
ds
~ψEεs ,s −
γ˙εs
ε
J ~ψEεs ,s − ε
d
ds
(L−1s P
c
s ∂s
~ψEεs ,s)
−
1
ε
N(~ψEεs ,s, εL
−1
s P
c
s ∂s
~ψEεs ,s +
~˜
φs) .
Apply P cs on both sides to see certain term vanish, and use
~˙˜
φs = P˙
c
s
~˜
φs+P
c
s
~˙˜
φs = −P˙
d
s
~˜
φs+P
c
s
~˙˜
φs
to obtain
~˙˜φs =
1
ε
Ls
~˜φs −
γ˙εs
ε
P cs J
~˜φs − P˙
d
s
~˜φs − γ˙
ε
sP
c
s JL
−1
s P
c
s∂s
~ψEεs ,s −
γ˙εs
ε
P csJ
~ψEεs ,s︸ ︷︷ ︸
=0
−εP cs
d
ds
(L−1s P
c
s ∂s
~ψEεs ,s)
−
1
ε
P csN(
~ψEεs ,s, εL
−1
s P
c
s ∂s
~ψEεs ,s +
~˜
φs) . (5.7)
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The initial data for the equation above is, by the fact ~φ0 = 0 and (5.6),
~˜
φ0 = −εL
−1
0 P
c
0∂s
~ψEεs ,s|s=0 = −εL
−1
0 P
c
0∂s
~ψEs,s|s=0 . (5.8)
We now reformulate Theorem 3.1:
Theorem 5.2 (Reformulation of Theorem 3.1). The function ~˜φs, the scalar functions E
ε
s , γ
ε
s
satisfy the following estimates:
sup
0≤s≤1
|Eεs − Es| . ε , (5.9)
sup
0≤s≤1
|γ˙εs | . ε
2 , (5.10)
sup
0≤s≤1
‖~˜φ‖H2 . ε , (5.11)
sup
0≤s≤1
‖~˜φ‖H2,−σ . ε
2 . (5.12)
The theorem will be proved for a short time interval [0, s0], with s0 small but independent
of ε, in Section 6 below, and proved in the interval [0, 1] in Section 7.
Clearly, Theorem 5.2 implies Theorem 3.1: with ξεs :=
1
ε
∫ s
0
(
Eεs′ −Es′
)
ds′ it follows that
sup
0≤s≤1
‖Ψs − e
−i(ξεs+
1
ε
∫ s
0
Es′ds
′)ψEs,s‖H2 = sup
0≤s≤1
‖ei
γεs
ε (ψEεs ,s + φs)− ψEs,s‖H2
. sup
0≤s≤1
‖ψEεs ,s − ψEs,s‖H2 + sup
0≤s≤1
‖φs‖H2 + ε
. ε .
The first inequality makes use of (5.10), the second of Proposition 2.1 in combination with (5.9)
as well as (5.11).
6 Proof of Theorem 5.2 for small time [0, s0]
Mathematically, the main work for the proof of Theorem 5.2 lies in the demonstration of its
validity on a small interval [0, s0], with s0 being independent of ε. Here we need s0 small
enough so that some Fixed-Point-Theorem-type argument can be applied, see the choice of (or
two conditions on) s0 in (6.23) and (6.26) below.
We begin with presenting the main ideas. The core of the proof is a bootstrap argument.
Specifically, define a locally controlling function M
(l)
s as
M (l)s : = sup
0≤s′≤s
‖~˜φs′‖H2,−σ
and a globally controlling function M
(g)
s as
M (g)s : = sup
0≤s′≤s
‖~˜φs′‖H2 ,
cf. Equation (5.6). Recall that σ > 2.
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To start the bootstrap arguments, we use that, by (5.8), the initial data satisfies the condi-
tions
‖~˜φ0‖H2,−σ ≤ ε‖L
−1
0 P
c
0∂s
~ψEs,s|s=0‖H2∩W 2,1 ,
‖
~˜
φ0‖H2 ≤ ε‖L
−1
0 P
c
0∂s
~ψEs,s|s=0‖H2 ,
resp.
~˜
φ0 = 0 if L
−1
0 P
c
0∂s
~ψEs,s|s=0 = 0 .
Hence there is a maximal 0 < τ such that the (Bl, Bg) resp. (B
′
l, Bg) conditions, to be defined
below, are satisfied with s = τ as long as ε ≪ 1. Here the (Bl, Bg) resp. (B
′
l, Bg) conditions
are defined as
(Bl) M
(l)
s ≤ 2Aε‖L
−1
0 P
c
0∂s
~ψEs,s|s=0‖H2∩W 2,1 + ε ,
(Bg) M
(g)
s ≤ ε
2
3 ,
where A > 1 is the constant in the dispersive Estimate (6.19) below. Note that if L−10 P
c
0∂s
~ψE0,s|s=0 =
0 then (Bl) is replaced by
(B′l) M
(l)
s ≤ ε .
With these at hand we may turn to the analysis of ~˜φs itself. The key fact is that ~˜φs lies in the
continuous subspace of the linear operator Ls, which allows us to apply dispersion estimates.
which in turn is generated by some linear operator approximately Ls. This in turn is generated
by some linear operator which approximates Ls. Together with bootstrap assumption (Bg), this
will enable us to improve the estimates for ~˜φs on the small interval [0, τ ], as long as τ ≤ s0 with
s0 > 0 being small and independent of ε. The result is the following proposition.
Proposition 6.1. There exists s0 > 0, independent of ε (provided that it is sufficiently small),
such that if (Bl, Bg) resp. (B
′
l, Bg) hold for s ≤ s0, then the better estimates
M (l)s ≤ Aε‖L
−1
0 P
c
0∂s
~ψE0,s|s=0‖H2∩W 2,1 +
2
3
ε , (6.1)
M (g)s . ε (6.2)
are true for all ε≪ 1. If L−10 P
c
0∂s
~ψE0,s|s=0 = 0 then (6.1) is replaced by
M (l)s . ε
2 . (6.3)
The proposition will be proved in the rest of the section.
Assuming Proposition 6.1 holds, then we can prove (5.11) of Theorem 5.2 by a continuity
argument.
In order to prove (6.1), (6.2) we start with establishing controls for the modulation para-
meters. This will also yield (5.9) and (5.10) of Theorem 5.2.
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6.1 Control of modulation parameters Eεs and γ
ε
s , proof of (5.9) and (5.10)
Recall the decomposition of the solution in (5.1). The parameters Eεs and γ
ε
s satisfy the equa-
tions (5.4) and (5.5). The function ~φs is further decomposed in (5.6), and the function
~˜
φs
satisfies Equation (5.7).
We start with some preliminary estimates. It is easy to see that every scalar product in
(5.4) and (5.5) which involves φs is of order ε whenever assumption (Bl) resp. (B
′
l) holds. For
ε≪ 1, it follows that
|E˙εs | . 1 , (6.4)
|γ˙εs | . ε
2 . (6.5)
Note that (6.5) is the desired bound in (5.10).
Now we prove (5.9). Recall that the scalar function Es, which is independent of ε, is the
function satisfying ‖ΨEs,s‖
2
2 = ‖ΨE0,0‖
2
2 = η, see (iii) of Proposition 2.1. In the next result we
measure the difference between Es and E
ε
s , or is to prove (5.9).
Lemma 6.2. If (Bl) resp. (B
′
l) holds in [0, s], then we have
|Eεs −Es| . ε ,
uniformly in s.
Proof. We apply a Grönwall-type argument. The function
f(E, s) := −
〈ψE,s, ∂sψE,s〉
〈ψE,s, ∂EψE,s〉
is C1 in s and smooth in E by Proposition 2.1. By (Bl) and (5.4)
E˙εs = f(E
ε
s , s) +O(ε) , (6.6)
where O(ε) is uniformly bounded in s.
To derive an equation for Es, we take a s−derivative on the identity 〈ψEs,s, ψEs,s〉 =
〈ψE0,0, ψE0,0〉 = η to find
E˙s = f(Es, s) . (6.7)
Subtract this from (6.6) to obtain
E˙εs − E˙s = f(Es, s)− f(E
ε
s , s) +O(ε)
≤ C (|Eεs − Es|+ ε) . (6.8)
Here C is a constant independent of ε. Using Eε0 = E0 (see Theorem 3.1)
|Eεs −Es| ≤ Cεs+ C
∫ s
0
|Eεs′ −Es′ |ds
′ .
This last inequality yields for x(s) := e−Cs
∫ s
0 ds
′ |Eεs′ − Es′ |
x˙(s) ≤ Cεse−Cs
which, after integration, implies the desired claim.
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6.2 Proof of Proposition 6.1
We start from the equation for
~˙˜
φs in (5.7).
In the proof we rely on propagator estimates generated by certain linear operators. Here
we do not choose Ls on the right hand side of (5.7) since its time-dependence will complicate
our analysis. Instead we approximate it by a linear operator −JHEεs ,0 with HEεs ,0 defined as
HEεs ,0 := −∆+ V0 −E
ε
s = H0 − E
ε
s , (6.9)
and the linear Schrödinger operator H0 naturally defined. We rewrite the equation for
~˙˜
φs as
~˙˜φs = −
1
ε
J(HEεs ,0 + γ˙
ε
s)
~˜φs (6.10)
+
1
ε
(Ls + JHEεs ,0)
~˜
φs +
γ˙εs
ε
P ds J
~˜φs − P
d
s P˙
d
s
~˜
φs
− γ˙εsP
c
s JL
−1
s P
c
s ∂s
~ψEεs ,s − εP
c
s
d
ds
(L−1s P
c
s ∂s
~ψEεs ,s)−
1
ε
P csN(
~ψEεs ,s, εL
−1
s P
c
s∂s
~ψEεs ,s +
~˜φs) .
The difference between Ls and −JHEεs ,0,
Ls −
(
−JHEεs ,0
)
= −J
(
Vs − V0 + 3bψ
2
Eεs ,s
0
0 Vs − V0 + bψ
2
Eεs ,s
)
, (6.11)
is small if s is small, and decays at spatial infinity.
Apply the Duhamel’s principle and apply P cH0 on (6.10) to find,
P cH0
~˜φs =U0(s, 0)P
c
H0
~˜φ0 (6.12)
+
∫ s
0
ds′ U0(s, s
′)
(1
ε
P cH0(Ls′ +HEεs ,0)
~˜φs′ +
γ˙εs′
ε
P cH0P
d
s′J
~˜φs′ − P
c
H0P
d
s′ P˙
d
s′
~˜φs′ (6.13)
− γ˙εs′P
c
H0P
c
s′JL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′ − εP
c
H0P
c
s′
d
ds′
(L−1s′ P
c
s′∂s′
~ψEε
s′
,s′)
(6.14)
−
1
ε
P cH0P
c
s′N(
~ψEε
s′
,s′, εL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′ +
~˜φs′)
)
. (6.15)
Here, the propagator U0(s, s
′), s ≥ s′ ≥ 0 is generated by the linear operator HEεs ,0 + γ˙
ε
s
defined in (6.9). Its mathematical definition is
ε∂sU0(s, s
′) =− J(HEεs ,0 + γ˙
ε
s)U0(s, s
′) ,
U0(s
′, s′) =Id.
The time decay estimates of various terms (6.12)-(6.15) depend critically on the estimation of
U0(s, s
′). Using the definition of HEεs ,0, we cast the expression into a convenient form
U0(s, s
′) = e
1
ε
[
∫ s
s′
Eεz dz−γ
ε
s+γ
ε
s′
]Je−
1
ε
(s−s′)(−∆+V0)J . (6.16)
The first factor e
1
ε
[
∫ s
s′
Eεz dz−γ
ε
s+γ
ε
s′
]J is a 2× 2 scalar unitary matrix, since J is anti-self-adjoint.
Hence to estimate U0(s, s
′), it suffices to estimate ei
1
ε
(s−s′)(−∆+V0). Moreover note that U0(s, s
′)
commutes with P dH0 and P
c
H0
, the projections onto the discrete and continuous subspace of H0,
respectively.
To estimate (6.12)-(6.15) we rely on appropriate propagator estimates. Here to facilitate
later discussions we consider cases more general than ei
1
ε
(s−s′)(−∆+V0), namely ei
1
ε
(s−s′)(−∆+Vτ ), τ ∈
[0, 1].
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Theorem 6.3 (Goldberg). Under conditions (Hr,Hd) it holds for arbitrary τ ∈ [0, 1] and t ∈ R
that
‖e−itHτP cHτ ‖L1→L∞ . |t|
− 3
2 (6.17)
‖e−i
t
ε
HτP cHτχ‖H2 ≃ ‖P
c
Hτχ‖H2 . ‖χ‖H2 , (6.18)
‖e−i
t
ε
HτP cHτχ‖H2,−σ ≤ A〈
t
ε
〉−
3
2 ‖χ‖H2∩W 2,1 , (6.19)
where ‖χ‖H2∩W 2,1 := ‖χ‖H2 + ‖χ‖W 2,1 . The constant A and the multiplicative constant in
(6.18) can be chosen independent of τ and t.
The proof is based on results in [19], and will be given in Section A.
We are now ready to estimate the various terms (6.12)-(6.15), the local estimates for (6.12-
6.15) are collected in the following lemma. Its proof is provided in the next subsection. Recall
that ‖ψE0,0‖
2
2 = η.
Lemma 6.4. Assume (Bl, Bg) resp. (B
′
l, Bg) in the time interval [0, s]. We have that if
η, ε≪ 1 then in [0, s],
‖(6.12)‖H2,−σ ≤ A〈
s
ε
〉−
3
2 ε‖L−10 P
c
0∂t
~ψEεs ,s|t=0‖H2∩W 2,1 ≃ 〈
s
ε
〉−
3
2 ε ,
‖(6.13)‖H2,−σ . δ(0, s) (ε〈
s
ε
〉−
3
2 + ε2)M
( 3
2
,l)
s + ε
2 ,
‖(6.14)‖H2,−σ . ε
2 ,
‖(6.15)‖H2,−σ . ε
2 .
If L−10 P
c
0∂s
~ψE0,s|s=0 = 0 then the first two estimates are replaced by
‖(6.12)‖H2,−σ = 0 ,
‖(6.13)‖H2,−σ . δ(0, s) M
(l)
s + ε
2 .
Here the constants M
( 3
2
,l)
s and δ(u, τ) are defined as
M
( 3
2
,l)
s := sup
0≤s′≤s
(ε〈
s′
ε
〉−
3
2 + ε2)−1‖~˜φs′‖H2,−σ , (6.20)
δ(u, τ) := sup
u≤s≤τ
[‖Vs − Vu + 3bψ
2
Eεs ,s
‖H2,σ ]. (6.21)
One last minor difficulty remains before proving Proposition 6.1. Recall that we need to
prove that ‖~˜φs‖H2,−σ ≤ · · · using (6.12), while what appears on the left hand side of (6.12) is
P cH0
~˜φs, instead of the desired ~˜φs. In the next lemma we show their H
2 and H2,−σ-norms are
equivalent.
Lemma 6.5. Suppose s0, η and ε are sufficiently small. The for 0 ≤ s ≤ s0, we have
‖P cH0
~˜φs‖H2 ≃ ‖~˜φs‖H2 ,
‖P cH0
~˜φs‖H2,−σ ≃ ‖~˜φs‖H2,−σ .
The lemma will be proved in Section B.
Given Lemmata 6.4 and 6.5, we are ready to prove Proposition 6.1.
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Proof of Proposition 6.1. We discuss first the case where L−10 P
c
0∂s
~ψE0,s|s=0 6= 0.
Results in Lemmata 6.4 and 6.5 imply that, for all sufficiently small ε
‖
~˜
φs‖H2,−σ ≤ Cs0,A
(
ε〈
s
ε
〉−
3
2 + ε2 + δ(0, s) (ε〈
s
ε
〉−
3
2 + ε2)M
( 3
2
,l)
s
)
. (6.22)
Here we have made the multiplicative constant Cs0,A explicit in order to define our prescription
for δ(0, s): We choose s0 small enough so that Lemma 6.5 holds for s ≤ s0 and
Cs0,Aδ(0, s0) ≤ 1/2 . (6.23)
Consequently, by the definition of M
( 3
2
,l)
s in (6.20)
M
( 3
2
,l)
s0 ≤ 2Cs0,A (6.24)
and therefore
‖
~˜
φs‖H2,−σ ≤ 2Cs0,A
(
ε〈
s
ε
〉−
3
2 + ε2
)
. (6.25)
This, together with applying the results in Lemma 6.4 to yield
‖~˜φs‖H2,−σ ≤ Aε‖L
−1
0 P
c
0∂s
~ψE0,s|s=0‖H2∩W 2,1 + C˜s0,A
(
δ(0, s) ε+ ε2
)
.
In addition to the condition on δ(0, s) in (6.23) we require that δ also satisfies
δ(0, s0) ≤
1
2C˜s0,A
. (6.26)
Hence the bootstrap assumption (Bl) , for s ∈ [0, s0], is improved to the desired estimate(6.1),
M (l)s ≤ Aε‖L
−1
0 P
c
0∂s
~ψE0,s|s=0‖H2∩W 2,1 +
2
3
ε
for all sufficiently small ε.
Now we turn to estimating ‖~˜φs‖H2 . By (Bl, Bg) and Lemma 6.2, for s
′ ≤ s0 it holds
‖N(~ψEε
s′
,s′ , ~φs′)‖H2 . ε
2 .
This together with (6.12)-(6.15) and (6.25) yields the desired estimate (6.2)
‖~˜φs‖H2 .‖
~˜φ0‖H2 +
∫ s
0
ds′
(1
ε
‖~˜φs′‖H2,−σ + ε
2‖L−1s′ P
c
s′∂s′
~ψEε
s′
,s′‖H2 + ε‖
d
ds′
(L−1s′ P
c
s′∂s′
~ψEε
s′
,s′)‖H2
+
1
ε
‖N(~ψEε
s′
,s′ , εL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′ +
~˜
φs′)‖H2
)
. ε+
∫ s
0
ds′
(
1
ε
(ε〈
s′
ε
〉−
3
2 + ε2) + ε
)
. ε .
Note that the implicit multiplicative constant can be chosen to be uniform in s ∈ [0, s0].
The case L−10 P
c
0∂s
~ψE0,s|s=0 = 0 is easier: Estimate (6.22) is then modified to
‖~˜φs‖H2,−σ ≤ Cs0,A
(
δ(0, s) M (l)s + ε
2
)
. (6.27)
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With (6.23) one obtains
M (l)s0 . ε
2, (6.28)
which is (6.3). Estimating (6.12-6.15) in ‖ · ‖H2 similarly as above yields
M (g)s . ε ,
with an implicit multiplicative constant being uniform in s ∈ [0, s0]. This proves Proposition 6.1.
6.3 Proof of Lemma 6.4
Next, we estimate (6.12)-(6.15) in the space H2,−σ(R3) term by term.
Local estimate for (6.12): If L−10 P
c
0∂s
~ψE0,s|s=0 = 0 there is nothing to do. Otherwise, use
the estimate
‖〈x〉−σ〈x〉σL−1s P
c
s ∂s
~ψEεs ,s‖W 2,1 . ‖〈x〉
−σ‖H2‖L
−1
s P
c
s ∂s
~ψEεs ,s‖H2,σ ,
and Theorem (6.3) to obtain
‖U0(s, 0)P
c
H0
~˜
φ0‖H2,−σ ≤ A〈
s
ε
〉−
3
2 ε‖L−10 P
c
0∂s
~ψEεs ,s|s=0‖H2∩W 2,1 ≃ 〈
s
ε
〉−
3
2 ε .
Local estimate for (6.13): To apply Theorem 6.3 we need bounds for the ‖·‖H2∩W 2,1-norms
of each term:
Lemma 6.6.
‖P cH0(Ls + JHEεs′ ,0)
~φs‖H2∩W 2,1 . δ(0, s) ‖~φs‖H2,−σ , (6.29)
‖P cH0P
d
s J
~φs‖H2∩W 2,1 . ‖~φs‖H2,−σ , (6.30)
‖P cH0P
d
s P˙
d
s
~φs‖H2∩W 2,1 . ‖~φs‖H2,−σ . (6.31)
A proof of this lemma is given in Section C.
In what follows we estimate (6.13), and start with the case L−10 P
c
0∂s
~ψE0,s|s=0 6= 0.
Lemma 6.6, Theorem 6.3, and Estimate (6.5) yield, for s ≤ s0 and s0, η, ε≪ 1,∥∥∥∫ s
0
ds′ U0(s, s
′)
(
1
ε
P cH0(Ls′ + JHEεs′ ,0)
~˜
φs′ +
γ˙εs′
ε
P cH0P
d
s′J
~˜φs′ − P
c
H0P
d
s P˙
d
s
~˜
φs′
)∥∥∥
H2,−σ
.
∫ s
0
ds′〈
s− s′
ε
〉−
3
2
(1
ε
‖P cH0(Ls′ + JHEεs′ ,0)
~˜φs′‖H2∩W 2,1 + ε‖P
c
H0P
d
s′J
~˜φs′‖H2∩W 2,1
+ ‖P cH0P
d
s′ P˙
d
s′
~˜φs′‖H2∩W 2,1
)
.
∫ s
0
ds′〈
s− s′
ε
〉−
3
2
(
(ε〈
s′
ε
〉−
3
2 + ε2)(ε〈
s′
ε
〉−
3
2 + ε2)−1
δ(0, s)
ε
‖~˜φs′‖H2,−σ + ‖~˜φs′‖H2,−σ
)
. δ(0, s) (ε〈
s
ε
〉−
3
2 + ε2)M
( 3
2
,l)
s + ε
2 ,
with
M
( 3
2
,l)
s = sup
0≤s′≤s
(ε〈
s′
ε
〉−
3
2 + ε2)−1‖~˜φs′‖H2,−σ ,
recall the constant δ(0, s) from (6.21). In the last inequality we applied (Bl) as well as the
following key observations:
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Lemma 6.7. ∫ s
0
ds′〈
s− s′
ε
〉−
3
2 . ε ,∫ s
0
ds′〈
s− s′
ε
〉−
3
2 〈
s′
ε
〉−
3
2 . ε〈
s
ε
〉−
3
2 .
Proof. The first estimate follows immediately after a change of variables s′ → s
′
ε . For the second
we divide the integral region into two parts [0, s/2] and [s/2, s] to obtain∫ s
0
ds′〈
s− s′
ε
〉−
3
2 〈
s′
ε
〉−
3
2 =
∫ s/2
0
ds′〈
s− s′
ε
〉−
3
2 〈
s′
ε
〉−
3
2 +
∫ s
s/2
ds′〈
s− s′
ε
〉−
3
2 〈
s′
ε
〉−
3
2
. 〈
s
2ε
〉−
3
2
(∫ s/2
0
ds′〈
s′
ε
〉−
3
2 +
∫ s
s/2
ds′〈
s− s′
ε
〉−
3
2
)
. ε〈
s
ε
〉−
3
2 .
Next we estimate (6.13) for the simpler case L−10 P
c
0∂s
~ψE0,s|s=0 = 0:∥∥∥∫ s
0
ds′ U0(s, s
′)
(
1
ε
P cH0(Ls′ + JHEεs′ ,0)
~˜
φs′ +
γ˙εs′
ε
P cH0P
d
s′J
~˜φs′ − P
c
H0P
d
s P˙
d
s
~˜
φs′
)∥∥∥
H2,−σ
.
∫ s
0
ds′〈
s− s′
ε
〉−
3
2
(1
ε
‖P cH0(Ls′ + JHEεs′ ,0)
~˜φs′‖H2∩W 2,1 + ε‖P
c
H0P
d
s′J
~˜φs′‖H2∩W 2,1
+ ‖P cH0P
d
s′P˙
d
s′
~˜φs′‖H2∩W 2,1
)
.
∫ s
0
ds′〈
s− s′
ε
〉−
3
2
(
δ(0, s)
ε
‖~˜φs′‖H2,−σ + ‖~˜φs′‖H2,−σ
)
. δ(0, s)M (l)s + ε
2 .
Local estimate for (6.14):∥∥∥ ∫ s
0
ds′ U0(s, s
′)
(
−γ˙εs′P
c
H0P
c
s′JL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′ − εP
c
H0P
c
s′
d
ds′
(L−1s′ P
c
s′∂s′
~ψEε
s′
,s′)
)∥∥∥
.
∫ s
0
ds′ 〈
s− s′
ε
〉−
3
2 ε
(∥∥∥L−1s′ P cs′∂s′ ~ψEεs′ ,s′
∥∥∥
H2∩W 2,1
+
∥∥∥ d
ds′
(L−1s′ P
c
s′∂s′
~ψEε
s′
,s′)
∥∥∥
H2∩W 2,1
)
. ε2.
The first inequality results from Estimate (6.5) and the fact that ‖P cH0P
c
s ‖H2∩W 2,1→H2∩W 2,1
is uniformly bounded. The second inequality follows from Lemma 6.7 and (Bl) as well as
‖ · ‖H2∩W 2,1 . ‖ · ‖H2,σ .
Local estimate for (6.15): Instead of expanding N(~ψEε
s′
,s′ , εL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′+
~˜φs′) it is more
convenient to consider N(~ψEε
s′
,s′, ~φs′), recall that in (5.6),
~φs = εL
−1
s P
c
s ∂s
~ψEεs ,s +
~˜φs.
By Equation (4.5) we may conclude that
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- terms which are quadratic in φs′ come with a factor of ψEε
s′
,s′ which decays rapidly at
spatial infinity. By (Bl)
‖ψEε
s′
,s′φ
2
s′‖H2∩W 2,1 = ‖〈x〉
2σψEε
s′
,s′〈x〉
−2σφ2s′‖H2∩W 2,1 . ‖
~˜φs′‖
2
H2,−σ . ε
2 ,
- terms which are cubic in φs′ are estimated by
‖|φs′ |
2φs′‖H2∩W 2,1 . ‖~˜φs′‖
3
H2 . ε
2 .
Here the bootstrap assumption (Bg) for the global norm ‖~˜φs‖H2 has been used.
Hence collect the estimates above to obtain
∥∥ ∫ s
0
ds′ U0(s, s
′)
1
ε
P cH0P
c
s′N(
~ψEε
s′
,s′ , ~φs′)‖H2,−σ .
∫ s
0
ds′ 〈
s− s′
ε
〉−
3
2
1
ε
· ε2 . ε2 .
This finishes the proof of Lemma 6.4. 
7 Proof of Theorem 5.2 for all s ∈ [0, 1]
So far we have established Theorem 5.2 on the small interval [0, s0] only. Recall that s0 does
not depend on ε if ε≪ 1. Next we extend the results to the interval [0, 1].
Proposition 7.1. For η ≪ 1 there exists a small time τ∗ > 0 and constant Cτ∗ with the
following property: Whenever
M
(l)
s∗ ≤ Cs∗ε
(
〈
s
ε
〉−
3
2 + ε
)
M
(g)
s∗ ≤ Cs∗ε
hold for some s∗ ∈ [s0, 1], then
M
(l)
s∗+τ∗ ≤ Cτ∗Cs∗ε
(
〈
s
ε
〉−
3
2 + ε
)
(7.1)
M
(g)
s∗+τ∗ ≤ Cτ∗Cs∗ε (7.2)
for all ε≪ 1.
Proof of Theorem 5.2. Clearly the hypothesis of the proposition is satisfied at s∗ = s0. Estim-
ate (5.11) follows by iteration. Estimates (5.9) and (5.10) are proven by the same techniques
as before.
Proof of Proposition 7.1. The choice of τ∗ will be in (7.10), after considering all the factors
determining it.
We reformulate the equation for
~˙˜
φs similar to that in (6.10). The only difference is that we
approximate Ls by −JHEεs ,s∗ with
HEεs ,s∗ := −∆+ Vs∗ − E
ε
s = Hs∗ − E
ε
s . (7.3)
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Hence the equation for ~˙˜φs becomes
~˙˜
φs = −
1
ε
J(HEεs ,s∗ + γ˙
ε
s)
~˜
φs (7.4)
+
1
ε
(Ls + JHEεs ,s∗)
~˜φs +
γ˙εs
ε
P ds J
~˜φs − P
d
s P˙
d
s
~˜φs
− γ˙εsP
c
s JL
−1
s P
c
s ∂s
~ψEεs ,s − εP
c
s
d
ds
(L−1s P
c
s ∂s
~ψEεs ,s)−
1
ε
P csN(
~ψEεs ,s, εL
−1
s P
c
s∂s
~ψEεs ,s +
~˜
φs) .
Now we consider the initial condition, since the equation for
~˙˜
φs in (6.10) is started from time
s∗, its initial condition ~˜φs∗ takes the form
~˜
φs∗ =Us∗(s
∗, 0)
~˜
φ0 +
∫ s∗
0
ds′ Us∗(s
∗, s′)× (7.5)
×
(1
ε
(Ls′ + JHEε
s′
,s∗)
~˜φs′ +
γ˙εs′
ε
P ds′J
~˜φs′ − P
d
s′P˙
d
s′
~˜φs′
− γ˙εs′P
c
s′JL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′ − εP
c
s′
d
ds′
(L−1s′ P
c
s′∂s′
~ψEε
s′
,s′)
−
1
ε
P cs′N(
~ψEε
s′
,s′ , εL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′ +
~˜φs′)
)
.
Then for any time s ≥ s∗, apply Duhamel’s principle on (7.4) to obtain
P cHs∗
~˜
φs =P
c
Hs∗
Us∗(s, s
∗)
~˜
φs∗ +
∫ s
s∗
ds′ Us∗(s, s
′)×
×
(1
ε
P cHs∗ (Ls′ + JHE
ε
s′
,s∗)
~˜
φs′ +
γ˙εs′
ε
P cHs∗P
d
s′J
~˜φs′ − P
c
Hs∗
P ds′ P˙
d
s′
~˜
φs′
− γ˙εs′P
c
Hs∗
P cs′JL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′ − εP
c
Hs∗
P cs′
d
ds′
(L−1s′ P
c
s′∂s′
~ψEε
s′
,s′)
−
1
ε
P cHs∗P
c
s′N(
~ψEε
s′
,s′, εL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′ +
~˜φs′)
)
.
Plug the expression for
~˜
φs∗ in (7.5) and use the semigroup property
Us∗(s, s
∗)Us∗(s
∗, 0) = Us∗(s, 0)
to obtain
P cHs∗
~˜φs =Us∗(s, 0)P
c
Hs∗
~˜φ0 (7.6)
+
(∫ s∗
0
+
∫ s
s∗
)
ds′ Us∗(s, s
′)×
×
(1
ε
P cHs∗ (Ls′ + JHE
ε
s′
,s∗)
~˜
φs′ +
γ˙εs′
ε
P cHs∗P
d
s′J
~˜φs′ − P
c
Hs∗
P ds′ P˙
d
s′
~˜
φs′ (7.7)
− γ˙εs′P
c
Hs∗
P cs′JL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′ − εP
c
Hs∗
P cs′
d
ds′
(L−1s′ P
c
s′∂s′
~ψEε
s′
,s′) (7.8)
−
1
ε
P cHs∗P
c
s′N(
~ψEε
s′
,s′ , εL
−1
s′ P
c
s′∂s′
~ψEε
s′
,s′ +
~˜
φs′)
)
. (7.9)
In what follows we estimate (7.6)-(7.9). As usual we assume (Bl, Bg) resp. (B
′
l, Bg) hold in
a time interval [s∗, s∗ + τ ] for some τ > 0. The existence of τ > 0 is guaranteed by the local
wellposedness of the solution. Recall that the (Bl, Bg) resp. (B
′
l, Bg) conditions are defined as
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(Bl) M
(l)
s ≤ 2Aε‖L
−1
0 P
c
0∂s
~ψEs,s|s=0‖H2∩W 2,1 + ε ,
(Bg) M
(g)
s ≤ ε
2
3 ,
where A > 1 is the constant in the dispersive Estimate (6.19). Note that if L−10 P
c
0∂s
~ψE0,s|s=0 =
0 then (Bl) is replaced by
(B′l) M
(l)
s ≤ ε .
In estimating (7.6)-(7.9), the decay estimates generated by Us∗(s, t) play a prominent role,
as in the proof of Proposition 6.1. Here after analyzing as in (6.16), we find that it suffices to
study the operator e−itHs∗ , which makes the results in Theorem 6.3 applicable.
Local estimate for (7.6): It is easy to obtain
‖Us∗(s, 0)P
c
Hs∗
~˜
φ0‖H2,−σ ≤ A〈
s
ε
〉−
3
2 ε‖L−10 P
c
0∂s
~ψEεs ,s|s=0‖H2∩W 2,1 . ε
2 .
Here we used s ≥ s0 > 0.
Local estimate for (7.7): The integrals of the first summand 1εP
c
Hs∗
(Ls′ + JHEε
s′
,s∗)
~˜φs′
dominate the others for ε≪ 1. By (6.25) and Lemmata 6.6, 6.7
∥∥∥1
ε
∫ s∗
0
ds′ Us∗(s, s
′)P cHs∗ (Ls′ + JHE
ε
s′
,s∗)
~˜
φs′
∥∥∥
H2,−σ
≤
Cs∗A
ε
∫ s∗
0
ds′ 〈
s − s′
ε
〉−
3
2 (ε〈
s′
ε
〉−
3
2 + ε2)
≤Cs∗,A
(
ε〈
s
ε
〉−
3
2 + ε2
)
≤Cs∗,Aε
2 ,
if L−10 P
c
0∂s
~ψE0,s|s=0 6= 0. The same estimate holds if L
−1
0 P
c
0∂s
~ψE0,s|s=0 = 0.
Next, we use (6.29) in Lemma 6.6 with 0 replaced by s∗. There exists a constant C1 =
C1(A) > 0, so that for all ε≪ 1
∥∥∥1
ε
∫ s
s∗
ds′ Us∗(s, s
′)P cHs∗ (Ls′ + JHE
ε
s′
,s∗)
~˜
φs′
∥∥∥
H2,−σ
≤ A
δ(s∗, s)
ε
∫ s
s∗
ds′ 〈
s− s′
ε
〉−
3
2‖
~˜
φs′‖H2,−σ
≤ C1δ(s
∗, s) sup
s∗≤s′≤s
‖
~˜
φs′‖H2,−σ .
Recall the definition of δ(u, s) ∈ R+ from (6.21).
Local estimate for (7.8): The integral of the second summand εP cHs∗P
c
s′
d
ds′ (L
−1
s′ P
c
s′
~ψEε
s′
,s′)
dominates the other and
ε
∥∥∥ ∫ s
0
ds′ Us∗(s, s
′)P cHs∗P
c
s′
d
ds′
(L−1s′ P
c
s′∂s′
~ψEε
s′
,s′)
∥∥∥
H2,−σ
. Cs∗ε
∫ s
0
ds′ 〈
s− s′
ε
〉−
3
2 . ε2 .
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Local estimate for (7.9): By the same reasoning as in the local estimate for (6.15) we have
∥∥∥ ∫ s
0
ds′ Us∗(s, s
′)
(
−
1
ε
P cHs∗P
c
s′N(
~ψEε
s′
,s′ , εL
−1
s P
c
s∂s
~ψEε
s′
,s′ +
~˜φs)
)∥∥∥
H2,−σ
. Cs∗ε
2 .
Collect the estimates above to conclude that, for s ∈ [s∗, τ ] and for all ε≪ 1,
‖~˜φs‖H2,−σ ≤ C2ε
2 + C1δ(s
∗, s) sup
s∗≤s′≤s∗+τ∗
‖~˜φs′‖H2,−σ .
Next we choose a (possibly small) τ∗ such that
C1δ(s
∗, s∗ + τ∗) ≤
1
2
. (7.10)
Then it follows that for τ∗∗ = min{s∗ + τ∗, τ}
sup
s∗≤s′≤τ∗∗
‖~˜φs′‖H2,−σ ≤ 2C2ε
2 . (7.11)
Next we estimate ‖~˜φs′‖H2 . We estimate (7.6)-(7.9) in the norm ‖ · ‖H2 as in the proof of
Proposition 6.1, with the help of (7.11), to find
sup
s∗≤s′≤s∗+τ∗
‖~˜φs′‖H2 . Cs∗ε . (7.12)
It is not hard to see that (7.11), (7.12) imply the desired (7.1), (7.2), if we prove τ∗∗ = s∗+τ∗.
This is indeed true. By the local wellposedness of the solution, the bootstrap assumptions
(Bl, Bg) resp. (B
′
l, Bg) hold for a maximal subinterval [s
∗, s∗ + τ ] ⊂ [s∗, s∗ + τ∗], where τ
a priori depends on ε. We claim that τ = τ∗: If we assume τ < τ∗, then the estimates
(7.11), (7.12), which are better than (Bl, Bg) resp. (B
′
l, Bg), still hold in [0, τ ]. But the local
wellposedness implies that the bootstrap assumptions also hold on a bigger interval (for ε≪ 1).
This contradicts the maximality of τ .
A Proof of Theorem 6.3
The estimate (6.17) can be found in [19].
The estimate (6.18) follows from
‖e−i
t
ε
HτP cHτχ‖H2 ≃ ‖e
−i t
ε
HτP cHτχ‖2 + ‖Hτe
−i t
ε
HτP cHτχ‖2
≃ ‖e−i
t
ε
HτP cHτχ‖2 + ‖e
−i t
ε
HτHτP
c
Hτχ‖2
≃ ‖P cHτχ‖2 + ‖HτP
c
Hτχ‖2
≃ ‖P cHτχ‖H2
≃ ‖P cHτχ‖2 + ‖P
c
HτHτχ‖2 . ‖χ‖H2 . (A.1)
By inspection we see that all multiplicative constants can be chosen to be independent of τ due
to (Hd).
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Next we prove (6.19). By ‖〈x〉−σχ‖2 ≤ ‖〈x〉
−σ‖2‖χ‖∞ . ‖χ‖∞ for any σ > 2 (recall (Hd))
we obtain
‖e−i
t
ε
HτP cHτχ‖H2,−σ ≃ ‖〈x〉
−σe−i
t
ε
HτP cHτχ‖2 + ‖〈x〉
−σHτe
−i t
ε
HτP cHτχ‖2
≃ ‖〈x〉−σe−i
t
ε
HτP cHτχ‖2 + ‖〈x〉
−σe−i
t
ε
HτP cHτHτχ‖2
. ‖e−i
t
ε
HτP cHτχ‖∞ + ‖e
−i t
ε
HτP cHτHτχ‖∞
.
∣∣∣∣ tε
∣∣∣∣−
3
2
(‖χ‖1 + ‖Hτχ‖1)
.
∣∣∣∣ tε
∣∣∣∣−
3
2
‖χ‖W 2,1 . (A.2)
This together with (A.1) yields the desired estimate (6.19).
The uniformity of the constant A follows from compactness of [0, 1] and the following lemma.
Lemma A.1. Consider H0 = −∆+V0 with V0 ∈ H
2,σ(R3) admitting no zero energy resonance,
thus
‖e−iH0tP cH0φ‖H2,−σ ≤ C0〈t〉
− 3
2 ‖φ‖H2∩W 2,1 .
Then for H = −∆+ V , V ∈ H2,σ(R3), ‖V − V0‖H2,σ sufficiently small, it holds that
‖e−iHtP cHφ‖H2,−σ ≤ C〈t〉
− 3
2 ‖φ‖H2∩W 2,1 ,
where C can be chosen such that C → C0 as ‖V − V0‖H2,σ → 0.
Proof. To simplify the notation, δ > 0 will denote a generic quantity which tends to zero as
‖V − V0‖H2,σ → 0. By Duhamel’s formula
e−iHtP cHφ = e
−iP c
H
HP c
H
tP cHφ =e
−iP c
H
H0P cH tP cHφ
− i
∫ t
0
ds e−iP
c
HH0P
c
H(t−s)P cH(V − V0)P
c
He
−iP cHHP
c
HsP cHφ .
(A.3)
Claim: ‖e−iP
c
H
H0P cH tP cHφ‖H2,−σ ≤ 〈t〉
− 3
2 (C0 + δ)‖φ‖H2∩W 2,1 .
We first show that the claim implies the lemma. With Lemma 3.3 we have
‖P cH(V − V0)〈x〉
σ〈x〉−σP cHe
−iP c
H
HP c
H
sP cHφ‖H2∩W 2,1 ≤ δ‖e
−iP c
H
HP c
H
sP cHφ‖H2,−σ
and thus estimating (A.3) for all t ≤ t∗ we obtain
〈t〉
3
2 ‖e−iHtP cHφ‖H2,−σ ≤ (C0 + δ)‖φ‖H2∩W 2,1 + δ〈t〉
3
2
∫ t∗
0
ds(C0 + δ)〈t − s〉
− 3
2 〈s〉−
3
2×
× sup
s≤t∗
〈s〉
3
2‖e−iP
c
H
HP c
H
sP cHφ‖H2,−σ .
The lemma now follows from ∫ ∞
0
ds〈t− s〉−
3
2 〈s〉−
3
2 ≤ D〈t〉−
3
2
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for a numerical constant D. This is proved as in Lemma 6.7.
To prove the claim we define φt := e
−iP cHH0P
c
H tP cHφ and apply Duhamel’s formula again,
φt = e
−iH0tP cHφ+ i
∫ t
0
ds e−iH0(t−s)P dHH0P
c
Hφs
It holds that
‖φt‖H2,−σ = ‖P
c
Hφt‖H2,−σ ≤‖(P
c
H0 − P
c
H)φt‖H2,−σ + ‖P
c
H0φt‖H2,−σ
≤δ‖φt‖H2,−σ + ‖P
c
H0φt‖H2,−σ ,
and the same is true if H2,−σ(R3) is replaced by H2(R3)∩W 2,1(R3). The second inequality can
be proved with the Riesz formula and certain resolvent estimates. It follows that it is sufficient
to estimate
P cH0φt = e
−iH0tP cH0P
c
Hφ+ i
∫ t
0
ds e−iH0(t−s)P cH0P
d
HH0P
c
Hφs
= e−iH0tP cH0φ+ e
−iH0tP cH0(P
c
H − P
c
H0)φ+ i
∫ t
0
ds e−iH0(t−s)P cH0P
d
H(V0 − V )P
c
Hφs .
Hence for all t ≤ t∗
〈t〉
3
2‖φt‖H2,−σ ≤ (1 + δ)〈t〉
3
2 ‖P cH0φt‖H2,−σ
≤ (C0 + δ)‖φ‖H2∩W 2,1
+ (1 + δ)〈t〉
3
2
∫ t
0
ds〈t− s〉−
3
2 〈s〉−
3
2 〈s〉
3
2‖(V0 − V )〈x〉
σ〈x〉−σP cHφs‖H2∩W 2,1
≤ (C0 + δ)‖φ‖H2∩W 2,1 + δD sup
s≤t∗
〈s〉
3
2‖φs‖H2,−σ
This proves the claim.
B Proof of Lemma 6.5
Proof. Obviously, ‖P cH0
~˜φs‖2 ≤ ‖~˜φs‖2 and ‖H0P
c
H0
~˜φs‖2 = ‖P
c
H0
H0 ~˜φs‖2 ≤ ‖H0 ~˜φs‖2 imply
‖P cH0
~˜φs‖2 + ‖P
c
H0H0
~˜φs‖2 ≃ ‖P
c
H0
~˜φs‖H2 . ‖~˜φs‖H2 .
By the definition of P dH0 and that the eigenvectors of −∆ + V0 decay rapidly at |x| = ∞, we
have
‖〈x〉−σP dH0
~˜φs‖2 . ‖〈x〉
−σ ~˜φs‖2 ,
and similarly,
‖〈x〉−σH0P
d
H0
~˜φs‖2 = ‖〈x〉
−σP dH0H0
~˜φs‖2 . ‖~φs‖H2,−σ ,
whence ‖P cH0
~˜φs‖H2,−σ . ‖~˜φs‖H2,−σ . To show the converse inequalities note that for both norms
‖~˜φs‖ ≤ ‖P
c
H0
~˜φs‖+ ‖
(
Ps − P
c
H0
)
~˜φs‖ .
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Therefore it suffices to show that ‖Ps−P
c
H0
‖H2→H2 resp. ‖Ps−P
c
H0
‖H2,−σ→H2,−σ can be made
arbitrarily small by choosing s0, η, ε suitably. By the second resolvent formula we obtain
‖Ps − P
c
H0‖ .
∮
Γ
dz ‖(JLs − z)
−1‖‖JLs −H0‖‖(H0 − z)
−1‖ ,
Γ as above. Observe that for arbitrary δ > 0 we can achieve
‖JLs −H0‖ . δ
in both operator norms as a consequence of (6.11) and (6.21). Furthermore the norms of
(Ls − z)
−1 and (H0 − z)
−1 are both uniformly bounded on H2,−σ(R3) (the case H2(R3) is
easier). This concludes the proof.
C Proof of Lemma 6.6
Proof. By Lemma 6.5 we have
‖P cH0(Ls + JH0)
~φs‖H2 . ‖(Ls + JH0)~φs‖H2 ,
and
‖P cH0(Ls + JH0)
~φs‖W 2,1 . ‖(Ls + JH0)~φs‖W 2,1 .
Then, by means of Estimate (6.21)
‖(Ls + JH0)〈x〉
σ〈x〉−σ~φs‖H2 . δ‖~φs‖H2,−σ ,
‖(Ls + JH0)〈x〉
σ〈x〉−σ~φs‖W 2,1 . δ‖~φs‖H2,−σ .
The proof of (6.30) is follows from similar arguments using the explicit expression for P ds ,
Equation (4.7). Ultimately, to prove (6.31) we note that since
d
dtψEεs ,s,
d
dt∂EψEεs ,s ∈ H
2,σ(R3) it holds that
‖P ds P˙
d
s
~φs‖H2∩W 2,1 . ‖P˙
d
s
~φs‖H2,−σ . ‖~φs‖H2,−σ .
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