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Abstract
Both risk management and managing business processes are major concerns of corpo-
rate and government organisations. While risk management begins with risk identifi-
cation, risk management standards only provide high-level guidance about the ways to
identify risks. Similarly, business processes are exposed to different risks, referred to
here as process-related risks, which can jeopardise the achievement of process goals,
e.g., in terms of time, cost or the quality of outputs. Human resources are often in-
volved in the execution of business processes and their behaviours can be a source of
process-related risks. Existing approaches typically address the issue of process risks
during design-time. To date insufficient attention has been paid to the problem of iden-
tifying process-related risks during run-time and to the problem of analysing human
resource behaviour in an objective way.
In many large organisations IT systems or workflow systems provide automated
support for a number of business processes and these systems record data about process
executions in event logs. Such event logs typically contain information about executed
process steps and their time stamps, and they also may contain records of the resources
involved in the processes. Some IT systems keep richer records of process executions
that may include different data attributes, e.g., process outcomes or task complexity. In
this research we tackle the problem of how to use event logs to both identify process-
related risks and to analyse human resource behaviour in business processes in an
objective way. The main contributions of this research are:
• Definition of a set of indicators for identification of process-related risks and
development of practical techniques for recognising the presence of these indi-
cators in event logs.
• A method for evaluation of overall process risk by analysing event logs and a
method for predicting process outcomes based on the current value of overall
process risk.
• An extensible framework for mining human resource profiles from event logs
iii
that allows us to analyse resource skills, utilisation, preferences, productivity and
collaboration patterns; to check the relationship between resource behaviours
and process outcomes; and to evaluate resource productivity.
The results of this research can help managers to more accurately and objectively
evaluate the risk exposure of their business processes by extracting valuable informa-
tion from the data already stored in event logs. The framework for mining resource
profiles can also help managers evaluate the performance of their employees in a more
objective way, to identify opportunities for improvement of resource and process per-
formance, and to identify resource-related sources of process risks.
The theoretical principles developed in this research have been implemented as
plug-ins of the state-of-the-art, open-source process mining framework ProM. We eval-
uated our proposed methods by conducting experiments with real event logs from two
Australian and two European companies, and through an industry-based survey.
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Chapter 1
Introduction
1.1 Problem Area
Effective risk management is crucial for organisations [22]. The lack of a properly
implemented risk management strategy can result in financial losses, loss of reputation
or even an organisation’s demise. ISO Guide 73:2009 defines risk as the “effect of
uncertainty on objectives” where effect is “a deviation from the expected – positive
and/or negative” [35]. One of the most important areas of risk management is risk
identification [75]. Risk identification is defined as a “process of finding, recognizing
and describing risks” [35]. Traditional risk management approaches tend to rely on
the knowledge of domain experts for risk identification [75]. Although Standard ISO
31000 specifies that “risk identification can involve historical data” [75] it does not
provide any further guidelines on how to use this historical data.
Many organisations use a number of IT systems to support their business processes.
A business process is a coordinated sequence of activities that jointly realize a business
goal and which are performed “in an organizational and technical environment” [101].
The business process lifecycle consists of four phases: design (process modelling and
verification), configuration (deployment of a process-aware information system), en-
actment (process execution) and evaluation (process analysis) [94, 101]. Business Pro-
cess Management (BPM) is defined by van der Aalst et al. as “supporting business
processes using methods, techniques, and software to design, enact, control, and ana-
lyze operational processes involving humans, organizations, applications, documents
and other sources of information” [94].
IT systems that support business processes often record information about their
executions in event logs. Such event logs typically contain information about ex-
1
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ecuted process activities and their time stamps, they also may contain information
about resources that executed the activities. Many IT systems also keep records of
different process-related data attributes, such as cost or process outcomes. Process
mining aims to extract knowledge about different process-related aspects from event
logs [86]. The first process mining techniques aimed to discover process models
from event logs [100]. Later on, process mining algorithms were developed that
also support the discovery of other process perspectives (e.g., organisational, case,
or time) [86, 90, 92, 93].
Business processes are exposed to different types of risks. For instance, a process
may not be finished within the time-frame defined by a service level agreement, it may
produce low-quality output or it may exceed its budget [37]. We refer to a risk as
process-related if it threatens the achievement of process goals (i.e., having a negative
effect on the process goals) and its root cause is any combination of process design (i.e.,
executed activities and their sequence), resource behaviour (e.g., resource availability,
capabilities or interaction patterns) or case-related data (e.g., urgent cases that require
third-party involvement).
Currently risks and business processes are typically managed by different organ-
isational units and risk management and business process management practices are
largely disjoint [36]. A number of recent publications propose different approaches to
the integration of risk management and the BPM fields. Our detailed literature survey
on current approaches to support risk-aware business process management identified
27 distinct approaches in this area [76]. Most of the proposed approaches address
the issue of process risks during design-time and propose high-level frameworks for
integration of BPM and risk management with little support for the enactment phase
and the evaluation phase. Our survey [76] only found two approaches that attempt to
reason about risks during the evaluation phase of the BPM lifecycle [38, 104]. How-
ever, business processes are often executed in complex environments [89]. Therefore,
it is impossible to consider all process execution scenarios and to eliminate all op-
erational risks during the process design stage [70, 76]. Furthermore, addressing all
known process risks during the process design stage can be very expensive. For ex-
ample, checking the result of every completed task instance by a human resource not
involved in its execution can decrease the likelihood of human mistakes (“four-eyes
principle” [106]). However, this strategy is very time consuming and is too costly
to be applied in non-critical processes. Many research questions are still open in the
field of risk-aware business process management. To date insufficient attention has
PhD Thesis - c© 2015 Anastasiia Pika - Page 2
1.2. PROBLEM STATEMENT
been paid by previous research to the problem of identification of process-related risks
based on analysis of event logs.
Risks can be caused by different factors including human factors [75]. Human fac-
tors are considered to be “unequivocally the single most important element that can
affect project success” [79]. Managers need information about behaviours of their em-
ployees in order to more objectively evaluate their performance, investigate resource-
related issues, and identify best practices or opportunities for performance improve-
ment. Often managers have to make decisions based on their subjective judgments as
they do not have information about resource behaviours [53].
Many event logs keep information about resources that executed process tasks (i.e.,
activities)1. Some techniques that can extract knowledge about certain aspects of re-
source behaviour from event logs have been proposed in the process mining area: Van
der Aalst et al. proposed a method for extracting social networks [74, 91]; Song et al.
proposed techniques for mining organisational models [74]; Nakatumba et al. inves-
tigated the effect of resource workload on service times [58]; Huang et al. proposed
a few measures for resource preference, availability, competence and cooperation and
demonstrated how these measures can be used [33]; several approaches have been pro-
posed that mine resource allocation rules from event logs [9, 45, 48]. Most of the
available methods focus on organisational aspects rather than on individual resources.
To date insufficient attention has been paid to the problem of extracting knowledge
about behaviour of individual resources from event logs.
1.2 Problem Statement
Process-related risks can threaten the achievement of process goals, e.g., in terms of
timeliness, cost or the quality of outputs [37]. They can be caused by a variety of
factors [75]. Some of the factors are related to a process itself. For example, when an
activity is skipped in a case (i.e., process instance)2 the quality of the case output can
be affected [84]; or when an activity is repeated in a case it can cause a case delay [27].
One of the main sources of risks for a process are human resources involved in its
execution. For example, when a human resource working on a process has a high
workload, the resource can make a data entry error or may not complete some activities
in time, thus affecting outcomes of the process in terms of time or quality [32, 58].
1In this thesis we use terms task and activity as synonyms.
2In this thesis we use terms case and process instance as synonyms.
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Furthermore, resources have different capabilities and levels of productivity which can
also change over time, thus affecting process outputs. In this thesis we consider those
process-related risks that are related to a process itself or to resource behaviours. We
also focus on mining resource profiles from event logs. Thus the main objective of
this research is the development of methods for extracting knowledge from event logs
that can help us to identify process-related risks and to analyse resource behaviours.
The results of this research can be used as input for real-time risk mitigation and for
improvement of resource and process performance.
1.2.1 Research Questions
To address our major goal of extracting risk-related knowledge from event logs, this
research considers the following specific research questions:
1. How can we identify risks in running process instances?
It is important to identify risks during the early stages of process executions in
order to be able to address such risks in a timely fashion, hence our first goal is
to be able to identify risks in running process instances. When certain process
behaviours manifest themselves in a case they may highlight an increased like-
lihood of some process-related risk. The first question that arises when doing
so is which process behaviours can be considered risky. For example, when an
activity is executed in a case by an inexperienced resource this may lead to the
case producing low-quality output or running overtime. Therefore, execution of
an activity by an inexperienced resource can be considered as a risky process
behaviour. Another example of a risky process behaviour is repetition of an ac-
tivity in a case as this repetition may cause a case delay or a budget overrun. As
the first step we define a set of such risky process behaviours discoverable from
event logs. The second question that arises is how to recognise the presence of
such risky behaviours in a case by analysing event logs. Using our example of
the execution of an activity by an inexperienced resource, one way to recognise
such behaviour in an event log is to check if the resource executing the activity
was often involved in previous executions of this activity. The solution for this
research question is described in Chapter 2.
2. How can we evaluate overall process risk and predict process outcomes based
on the current value of overall process risk?
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Our second goal is to be able to evaluate the overall risk of a process by analysing
risky behaviours observed in all running instances of the process and learning
from information about past process executions. Multiple process instances are
often executed in parallel, e.g., multiple claims are processed in an insurance
company. On many occasions managers may be interested to know what is the
total risk level in all running cases and how it is changing over time, rather than
looking at process risks in individual process instances. While risks in individual
process instances can be insignificant, the overall process risk may be still high.
Let us consider an example when an activity is repeated in a case. Repetition of
an activity in a case may cause a delay of the case, but the risk level of this pro-
cess behaviour may be relatively low and a manager of the process may prefer
not to be alerted each time when an activity is repeated in a case. On the other
hand, when multiple activities are repeated in multiple process instances within
a short period of time this may be an indicator of a more serious problem in the
process and a manager may like to be alerted when an increase in overall pro-
cess risk is identified. We would also like to be able to predict process outcomes
based on the current value of overall process risk, e.g., if the current value of
overall process risk is X then Y% of running cases are likely to be delayed or
completed with mistakes. Knowledge of overall process risk and its evolution
over time is intended to help stakeholders to reason about process-related risks
by revealing systemic problems in a process not identifiable by looking at pro-
cess instances in isolation. Our solution for this research question is described
in Chapter 3.
3. How can we get objective information about human resource behaviours and
their effects on process outcomes?
Our third goal is to develop a method that allows for knowledge discovery about
human resource behaviours and their evolution over time. This can assist in iden-
tifying any anomalies that can be a source of process risks. Such analysis can,
for example, help us to discover that the workload of a resource is abnormally
high during specific periods (e.g., before the end of the financial year) which
can be a reason for low-quality outputs. Objective information about different
aspects of human resource behaviour is also crucial for resource performance
evaluation and can help identify opportunities for improvement of resource and
process performance. The first question is which human resource behaviours
are relevant for managers and how can we extract knowledge about these be-
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haviours from event logs. For example, one may wish to look at a resource’s
skills, utilisation or collaboration patterns. The second question is how to iden-
tify if given resource behaviours affect process outcomes. For example, one may
wish to check if multitasking affects the quality of a resource’s outputs. Finally,
we also address the problem of evaluation of the overall resource productivity
and its evolution by analysing event logs. Our approach to this research question
is described in Chapter 4.
1.3 Research Approach
This research follows the principles of design science [30]. Design-science research
should produce a purposeful and innovative artefact (concept, model, method or instan-
tiation) which should be developed and evaluated with rigour. Techniques developed
within this research are relevant and innovative as the problems of process-related risk
identification and of evaluation of human resource behaviour in an objective way are
of critical importance for enterprises but has not received adequate attention yet. Our
research uses formal methods for the specification of developed techniques and related
concepts. The techniques are implemented using established tools such as the process
mining framework ProM 3. We conducted experiments using synthetic and real event
logs from different organisations and a survey with industry representatives to evaluate
our developed techniques. This ensures the rigour of implementation and evaluation
of the techniques.
An underlying assumption of this research is that it is possible to extract from data
already stored in event logs knowledge about human resource behaviours and knowl-
edge that can help us identify process-related risks. Hence, all our devised techniques
are based on the analysis of event log data. In our methods we use indicators that
reflect risky process behaviours or resource behaviours. We define sets of such indi-
cators, focusing on those that can be extracted from event logs that only contain basic
process information (e.g., activity name, time stamp and resource). We also provide
examples of indicators that require richer event logs. We focus on those process risks
whose sources are related to a process itself or resources involved in a process. (Pro-
cesses may be also influenced by external factors, such as changes of market demands
or weather conditions. For example, after extreme weather events the number of insur-
ance claims related to property or transport damages will significantly increase and that
3http://www.promtools.org/
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may affect their processing times. External factors that can influence process outcomes
are out of scope in this research project.)
We look at the problem of identification of process-related risks from three per-
spectives focusing on individual process instances (Chapter 2), on a process as a whole
considering all its instances (Chapter 3), and on human resources (Chapter 4). We
first tackle the problem of identification of risks in running cases by analysing risky
behaviours in those cases. We use the risk of case delay as an example and define
a set of indicators for identifying the risk, and devise two methods for recognising
the presence of the indicators in running process instances. Then we look at process
risk across all running process instances and devise a method for evaluation of over-
all process risk by analysing risky behaviours in the process instances involved. We
also devise a method for predicting process outcomes based on the current value of
overall process risk. Finally, we tackle the problem of extracting objective information
about resource behaviours and evaluating the effects of resource behaviours on process
outcomes. We provide an extensible framework that allows us to analyse and evalu-
ate different aspects of resource behaviour. Figure 1.1 depicts the main idea of our
research approach.
Figure 1.1: Research approach
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1.4 Research Publications
In the course of this research project the following publications were produced:
• A. Pika, W.M.P. van der Aalst, C.J. Fidge, A.H.M. ter Hofstede, and M.T. Wynn.
Predicting deadline transgressions using event logs. In M. La Rosa and P. Soffer,
editors, Proceedings of the Eighth International Workshop on Business Process
Intelligence (BPI’12), volume 132 of Lecture Notes in Business Information
Processing, pages 211-216. Springer-Heidelberg, 2013. (Chapter 2)
• A. Pika, W.M.P. van der Aalst, C.J. Fidge, A.H.M. ter Hofstede and M.T. Wynn.
Profiling event logs to configure risk indicators for process delays. In C. Sali-
nesi, M.C. Norrie, and O. Pastor, editors, Proceedings of the 25th International
Conference on Advanced Information Systems Engineering (CAiSE’13), vol-
ume 7908 of Lecture Notes in Computer Science, pages 465-481. Springer-
Heidelberg, 2013. (Chapter 2)
• S. Suriadi, B. Weiss, A. Winkelmann, A.H.M. ter Hofstede, M. Adams, R. Con-
forti, C. Fidge, M. La Rosa, C. Ouyang, A. Pika, M. Rosemann, and M. Wynn.
Current research in risk-aware business process management – overview, com-
parison, and gap analysis. In Communications of the Association for Information
Systems, volume 34, article 52. 2014.
• A. Pika, M.T. Wynn, C.J. Fidge, A.H.M. ter Hofstede, M. Leyer, and W.M.P. van
der Aalst. An Extensible Framework for Analysing Resource Behaviour Using
Event Logs. In Jarke et al., editors, Proceedings of the 26th International Confer-
ence on Advanced Information Systems Engineering (CAiSE’14), volume 8484
of Lecture Notes in Computer Science, pages 564-579. Springer-Heidelberg,
2014. (Chapter 4)
• A. Pika, M. Leyer, M.T. Wynn, C.J. Fidge, A.H.M. ter Hofstede, and W.M.P.
van der Aalst. Mining Resource Profiles from Event Logs. Technical report. In
eprints.qut.edu.au/80195, 2015. (Chapter 4)
• A. Pika, W.M.P. van der Aalst, M.T. Wynn, C.J. Fidge, and A.H.M. ter Hof-
stede. Mining Overall Process Risk from Event Logs. Technical report. In
eprints.qut.edu.au/85441, 2015. (Chapter 3)
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1.5 Outline
This thesis is organised as follows.
• Chapter 2 tackles the problem of identifying risks in running process instances,
defines a set of indicators for such risks and devises two methods for recognising
them from event logs [64, 65].
• Chapter 3 provides a method for quantification of the overall risk level of a pro-
cess and a method for prediction of process outcomes based on the current level
of overall process risk.
• Chapter 4 focuses on analysing resource behaviours and provides an exten-
sible framework for extracting knowledge about these behaviours from event
logs [66].
Each of the Chapters 2–4 defines the problem it tackles, provides a review of
related work, and describes our methods devised and experiments conducted.
• Chapter 5 concludes the thesis.
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Chapter 2
Identifying Risks in Process Instances
2.1 Introduction
Managing risks is one of the top priorities in corporate and government organisations1.
As we have mentioned in Chapter 1, risk identification is an essential starting point for
risk management and it is defined as a “process of finding, recognizing and describing
risks” [35]. Although many risk management approaches provide high-level guidance
about risk management strategy, they do not provide any tools to operationalise this
strategy [55, 75].
Managing business processes is another important concern of an organisation. Busi-
ness processes are exposed to different risks. In Chapter 1 we defined a risk as process-
related if its root cause is any combination of process behaviour, resource behaviour,
or case-related data. Process-related risks can jeopardise the achievement of process
goals in terms of cost, timeliness or the quality of outputs [37]. Most organisations
use information systems supporting their operational business processes. Often these
systems also record information about process executions in event logs. Accordingly,
our goal is to show how the data recorded in event logs can be exploited for the pur-
pose of identification of process-related risks. Such data results from the execution of
real processes and thus provides a firm empirical basis for estimating the probabilities
of certain types of risks occurring. These estimations, made from previously-observed
behaviours, can subsequently be used for risk prediction and mitigation in currently
executing processes. The results of this research can be used as input to real-time risk
monitoring. Timely identification of process-related risks enables managers to take
1http://www.gartner.com/id=1957716, Gartner report “CEO Survey 2012: CIOs Must Link Risk
Management and Compliance to Business Priorities”
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Figure 2.1: Main steps of our approach for identification of process-related risks
corresponding actions in order to mitigate the risks or decrease their severity.
Our approach consists of three steps depicted in Figure 2.1. We first define Process
Risk Indicators (PRIs), i.e., patterns observable in an event log that highlight the risk of
a case failing. For case overruns examples of such indicators are: an atypical number
of activity repetitions in a case; an atypical number of resources involved in a case; etc.
The main challenge in this step is to identify PRIs that have good explanatory power.
Then we need to be able to identify instances of risk patterns in a log. The main
challenge of this step is to choose appropriate thresholds that satisfactorily distinguish
between risky and non-risky behaviours of a process. We devise two methods. The
first method allows us to identify occurrences of the PRIs using established statistical
techniques for outlier detection. The second method allows us to configure PRIs by
using information about outcomes from cases executed in the past. The method aligns
these indicators with the specifics of a particular process to minimise the number of
false positives. Finally, we define predictor functions that characterise the risk of a
case failing from its local characteristics only. We define two predictor functions. The
first is binary and predicts whether or not a case will exceed its deadline. The second
quantifies the risk by assigning a “suspicion score” to a case based on the number of
risk indicators found in the event log.
In this chapter we use as an example one type of risk, the likelihood that cases do
not meet their deadline. However, our general strategy is not restricted to time-related
risks and can be applied to other types of quantifiable process-related risks such as
budget overruns.
In the following sections we describe our approach in detail. We then demonstrate
the feasibility of the proposed approach using case studies with data sets from a finan-
cial institution and an Australian insurance company (Suncorp).
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2.2 Related and Previous Work
Few approaches exist that aim to identify and/or assess process risks [37, 38, 104].
Wickboldt et al. proposed a framework that uses process execution data for risk as-
sessment [104]. Risk assessment modules of the framework use information about risk
events reported during past activity executions. Our approach also predicts future risks
based on past behaviours, but it does not require risk-related information to be explic-
itly stored. Jallow et al. [37] proposed a framework for identification of operational
process risks. However, estimation of the probabilities and impacts associated with
risk-related activities was assumed to be done by experts. Our approach avoids subjec-
tive opinions and learns such values from historic event data. Jans et al. [38] proposed
using process mining for the identification of one particular type of risk (transactional
fraud risk) and showed that available process mining tools can help auditors detect
fraud. By contrast, our approach focuses on quantifiable values such as delays and it
emphasises automatable techniques for risk identification that can be used for run-time
operational support [86].
Conforti et al. proposed a few methods for managing process risks [11, 13, 12]: an
approach for real-time monitoring of process risks that provides a language for defi-
nition of process risks and makes it possible to monitor running cases and to generate
alerts when the likelihood of a risk in a case exceeds a given threshold [13]; a method
for predicting process risks by learning predictors from historical data [11]; and a rec-
ommendation system that provides recommendations to resources about tasks and data
values that minimise risk across all running process instances [12]. These methods rely
on business analysts or domain experts to specify process risks. On the other hand, the
approach presented in this chapter does not require such manual input and is based on
the set of pre-defined Process Risk Indicators.
Van Dongen et al. proposed an approach for predicting the remaining cycle time
of a case by applying non-parametric regression and using case data as predictor vari-
ables [98]. The approach for predicting remaining process time proposed by van der
Aalst et al. [93] is based on building an annotated transition system and estimating the
average remaining time of cases that visited the same state previously. Rogge-Solti
et al. proposed an approach for predicting remaining process execution time based on
the use of Petri nets enriched with “additional stochastic timing information” [69]. De
Smet proposed a method for predicting case completion time which is based on min-
ing queue collections from event logs [18]. In contrast, our approach predicts the
likelihood of case delay rather than the remaining execution time.
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Grigori et al. presented a set of integrated tools that help manage process execution
quality supporting such features as analysis and prediction [24]. In other work they
propose a method for exception analysis, prediction, and prevention [25]. Maggi et al.
proposed a framework for predictive monitoring of business processes that monitors
business goals specified by users using Linear Temporal Logic and attempts to predict
the likelihood of achieving these goals [50]. A common feature of these approaches
is that it is the responsibility of users to specify what process properties (conditions,
exceptions etc.) they would like to analyse. Our approach does not require such input
and is based on a set of previously-defined risk indicators.
Many methods have been proposed in the project management field for project
scheduling, evaluation and prediction of project completion times [81]. Established
approaches in the field include CPM (Critical Path Method) [41] and PERT (Program
Evaluation and Review Technique) [51]. While CPM is deterministic, PERT “focuses
on creating and controlling project schedules in stochastic environments” [81]. Both
methods [41, 51] use as inputs estimates for activity completion times provided by
experts. Since the introduction of CPM and PERT many extensions to the methods
were devised [8, 27, 81]. Bowman devised a method for supplementing PERT analysis
with the use of limits for activity durations [8]. In his method [8] activity durations
are modeled with probability distributions and the limits are defined using simulation.
Hardie presented an approach that models a project as a recursive network using a
Markov model [27]. A few papers report on the use of historical data to calibrate task
duration distributions in scheduling systems [10, 81]. Our approach on the other hand
is based on the use of pre-defined process risk indicators for case delays. It uses event
logs to identify presence of such indicators and predict case delays, and it does not
require specification of expected task durations by experts.
2.3 Risk Identification Method
Our goal is to develop a method that can identify the risk of case delay with a high
degree of precision. Our method analyses characteristics of a case, compares them
with characteristics of similar cases executed in the past and predicts a case delay if
a “risky” behaviour is detected. Our overall approach consists of three major steps:
(1) define Process Risk Indicators; (2) identify the presence of PRI instances in a case;
(3) define predictor functions.
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2.3.1 Problem Definition
Before introducing our Process Risk Indicators (PRIs), we first introduce some nota-
tions. Random variable X denotes a case’s outcome in terms of timeliness. In this
chapter, we assume that X takes one of two possible values: 1 if a case is delayed and
0 if it is completed in time. However, X may also denote the total case duration or the
severity of the delay. Our goal is to define a function G that predicts the value of X,
i.e., we would like to minimise the expected value of difference |X´G|. Function G is
based on a few local characteristics of a case. (Having a good understanding of G also
gives clues on how to minimise the risks, i.e., G can be used for operational support.)
Let A denote the set of all possible activities and E denote the set of all possible
events. A trace is a sequence of events δ P E˚ (˚ is the “Kleene star” operator for
iteration [68]). An event log L is a set of traces. Events in a log are unique. We
assume that each event has the following attributes: an activity name that relates an
event to an activity, a time stamp, a resource (or resource set) and a transaction type
(including types start and complete). Let ai denote an instance of activity a. Every
activity instance belongs to one case (i.e., process instance), and a case may contain
multiple instances ai of activity a. An instance ai of activity a may have multiple events
in a log. We assume that for each activity instance events of at least two transaction
types, start and complete, are recorded. Information recorded in an event log can be
used to learn G.
As we use historic data to learn predictor function G, it is important to apply our
method to cases with similar characteristics. For example, a process in an insurance
company may vary for different insurance products. Hence, one should separate cases
related to different insurance products and learn predictor functions separately for each
product only using cases related to the product. Furthermore, characteristics of some
processes may vary for different process paths (i.e., process model runs). For such
processes we introduce a second approach.
A process model M “ pS,SI,SF ,AM,T q is a transition system over a set of
activities AM Ď A with states S, initial states SI Ď S, final states SF Ď S, and
transitions T Ď SˆAM ˆ S.
Function runspMq Ď AM˚ returns the set of all possible runs that start in a state in
SI and end in a state in SF .
Let us consider an example. Let α1 “ xa, b, c, dy P runspMq, and α2 “ xa, cy P
runspMq. The duration of activity a P α1 can be different from the duration of activity
a P α2. Also durations of cases corresponding to different process model runs may
PhD Thesis - c© 2015 Anastasiia Pika - Page 15
CHAPTER 2. IDENTIFYING RISKS IN PROCESS INSTANCES
differ. For such processes we need to learn predictor functions for different process
model runs separately. Let random variable Xα denotes a case’s outcome in terms of
timeliness per run α P runspMq. We would like to define per run α a function Gα
that predicts the value of Xα. Each case is described by a trace δ P L which can be
related to a run α P runspMq. Information recorded in traces that correspond to a run
α P runspMq can be used to learn Gα.
Application of Gα for run-time operational support is limited due to the fact that it
is often not possible to relate a running case to a process model run. For such processes
Gα can be used for root cause analysis of case delays. For example, one may discover
that cases corresponding to run α1 are often delayed when task a takes longer than 2
days, while cases corresponding to run α2 are typically delayed when task a is not
completed within 3 days.
2.3.2 Process Risk Indicators
First, we need to identify which behaviour of a process can be considered “risky”. Us-
ing indicators for risk monitoring is a common practice in areas such as safety [61]
and fraud detection [5], so we use “risk indicators” for identification of process-related
risks. We define a Process Risk Indicator as a pattern observable in an event log whose
presence indicates a higher likelihood of some process-related risk. Rosemann and
zur Muehlen [70] defined the following types of process risks: goal, structural, data,
technology and organisational. They defined goal risks as “those that threaten the
achievement of process and activity objectives” [70]. Delgado et al. [19] defined the
following generic “measurable concepts” and corresponding process goals (as a part
of their Business Process Execution Measurement Model): throughput time (goals:
minimise throughput time, maximise efficiency), capacity (goals: maximise capac-
ity, minimise bottlenecks), resources (goals: minimise quantity, maximise utilisation),
cost (goal: minimise cost), path execution (goals: maximise successful, minimise un-
successful), final state (goals: maximise normal, minimise abnormal), quality (goals:
maximise external and internal quality), flexibility (goals: maximise flexibility, min-
imise time for introducing changes). In this chapter we only focus on process through-
put time, more specifically we consider only the risk of a case overrun. An example
of a PRI that might indicate a case delay is an atypical number of activity repetitions
per case. Identification of a PRI does not necessarily mean that a case will be delayed,
it rather indicates a high probability of a case delay. We believe that our general ap-
proach is also suitable for prediction of other quantifiable process risks, e.g., the risk of
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a budget overrun or the risk of a low-quality output, this is a direction for future work.
Sources of process risks can be related to process activities, business objects and
data, resources, information technology, and also to “links between these clusters” [70].
In this chapter we only focus on risks that can be discovered using basic event logs (i.e.,
event logs that contain information about case identifiers, tasks, event types, resources
and time), information about case outcomes and process models. Therefore, we de-
fine risk indicators whose sources are related to process activities and resources; risks
related to data and information technology are out of scope in this chapter.
Our aim is to identify the most typical domain-independent indicators, i.e., we are
not interested in indicators that have very low probabilities of occurrence in a pro-
cess or are domain-specific. Based on our knowledge of the information typically
recorded in event logs, and the risk management and process improvement litera-
ture [3, 27, 32, 39, 54, 58, 70], we have identified the following set of time-related
process risk indicators (Table 2.1). Each indicator represents an outlying behaviour
for some process aspect. “An outlying observation, or outlier, is one that appears to
deviate markedly from other members of the sample in which it occurs” [31].
PRI ID PRI name
PRI 1 Atypical activity execution time
PRI 2 Atypical waiting time
PRI 3 Multiple activity repetitions
PRI 4 Presence of a “risky” activity
PRI 5 Multiple resource involvement
PRI 6 Atypical sub-process duration
PRI 7 High resource workload
PRI 8 Use of a “risky” resource
Table 2.1: Process Risk Indicators
PRI 1: Atypical activity execution time. The duration of an activity significantly
exceeds its typical duration.
Possible causes. An activity may take more time than usual due to human factors:
an employee executing the activity may be inexperienced or occupied with many other
tasks. Fatigue is a common factor that may cause a delay. Another reason can be
a complex or exceptional case that requires additional investigation/learning. Activity
delay is also often caused by a third party’s involvement—reducing the number of con-
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tacts with third parties is one of Business Process Re-engineering’s best practices [54].
PRI 2: Atypical waiting time. An activity has not been started for an atypically
long period of time.
Possible causes. One possible explanation for long waiting times is a lack of avail-
able resources. Another possible reason is the “too hard basket” syndrome, i.e., the
situation where no one is willing to start an activity as it is perceived to be too chal-
lenging or time consuming. Also, some employees tend to process certain tasks in
batches, which may increase a particular task’s waiting time. A typical example is an
approval task. Removing batch-processing is another of the BPR best practices [54],
as is reducing waiting times because these often occupy 95% of the throughput time of
a case [39].
PRI 3: Multiple activity repetitions. The number of times an activity is repeated in
a case significantly exceeds its usual value.
Possible causes. It may be necessary to repeat an activity if previous attempts
fail [27]. This can happen due to third party involvement, e.g., not receiving an ex-
pected service from subcontractors or failure to provide required information by a
client. Employees may also need to repeat a task because of inexperience or complex
case requirements.
PRI 4: Presence of a “risky” activity. It may be known for some processes that
if a specific activity is executed in a case it indicates that there is a problem with the
case that may cause the case’s delay. For example, if activity “Third party consulta-
tion” is executed in a case, it may indicate a longer processing time for the case, it is
recommended to reduce the number of contacts with third parties by Business Process
Re-engineering best practices [54]. We define two variants of this indicator.
PRI 4a: a case contains an activity that has not often been performed previously.
PRI 4b: a case contains an activity whose execution in a case was often associated
with case delays in the past.
Possible causes. Execution of a “risky” activity may be related to a case’s specifics,
e.g., consultation with an expert or a manager may be required for an exceptionally
complex case. Another example is the execution of an activity that previously was not
often executed. Employees may lack skills or knowledge to efficiently complete such
an activity, the lack of skills or knowledge are considered major sources of run-time
process risks [70].
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PRI 5: Multiple resource involvement. More resources are involved in a case than
usually.
Possible causes. One possible reason for such a situation is the so-called “hot
potato” phenomenon where a case is forwarded between different resources because
nobody is willing to take charge of it. Atypically high resource involvement can also
be needed for a very complex case. Reducing the number of parties involved in a case
is another of the BPR best practices [54]. Balasubramanian et al. name frequent hand-
overs of work between people in a process as one of the factors that can lead to time
overruns [3].
PRI 6: Atypical sub-process duration. The sum of activity duration and its waiting
time in a case (referred to here as a sub-process) is significantly higher than its typical
value.
Possible causes. We introduce this indicator to be able to work with event logs that
only record “complete” events for activities, as is often the case for real event logs.
This indicator tackles the same issues as PRIs 1 and 2.
PRI 7: High resource workload. An activity has been assigned to or started by a
resource with a high workload. The workload of a resource at a point in time is the
number of items that were started by or assigned to the resource but not yet completed.
High resource workload is often mentioned in the literature as a reason for such risks
as time overruns or low-quality outputs [32, 58].
Possible causes. Humans do not work with constant speeds, their processing speeds
may be affected by their workloads [58]. When a resource’s workload gets abnor-
mally high the resource’s stress level increases and often negatively affects his perfor-
mance [58].
PRI 8: Use of a “risky” resource. An activity has been assigned to or started by a
“risky” resource. A “risky” resource for some activity is one that was often involved
in execution of this activity in delayed cases.
Possible causes. Some human resources may be incompetent or inexperienced
when it comes to the execution of some activities in a process. Lack of skills or knowl-
edge can lead to run-time process risks [70]. It is important to use recent data for
identification of this PRI as the qualification levels and experience of resources will
change over time. Another reason for a resource to be considered risky is a tendency
to postpone execution of certain activities, e.g., approval tasks.
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2.3.3 Process Risk Indicator Identification
In this section we describe our first method for PRI discovery that is based on unsuper-
vised statistical techniques for outlier identification. These methods are often used in
risk management [5, 31]. They have the advantage of not requiring pre-classified data
samples for learning. We use the “standard deviations approach” for outlier detection
which assumes that the sampled values follow a normal distribution. The following
notations are used herein: µ – population mean, σ – standard deviation of a popula-
tion, x – sample mean, x˜ – sample median, s – standard deviation of a sample, MAD –
median absolute deviation of a sample.
A cut-off threshold for a normally distributed population is usually defined as µ ˘
2σ (for a 95% confidence interval). Observations whose values are outside this range
are considered outliers. (Other outlier detection methods, e.g., Tukey’s method [82],
might also be applicable.) If a sample contains extreme outliers a cut-off threshold
defined by the mean x and standard deviation s is often unnecessarily biased, so for a
normally distributed population the median x˜ is a robust estimator for x and a robust
estimator for s is 1.483MAD [72].
Our method for Process Risk Indicator identification consists of two steps: (1) Iden-
tify a cut-off threshold by analysing the given event log; and (2) For a given case (rep-
resented by a trace) identify outliers using the learned threshold. For each trace δ P L
we introduce attributes for each risk indicator, denoted PRIn. Let δPRIn denotes the
value of attribute PRIn of trace δ. These attributes are used by the risk identification
method to store information about the indicators found in a trace. Attribute PRIn is 1
if indicator n is found, and 0 otherwise.
Below we describe the procedure for deriving the value of PRI 1. A similar proce-
dure is followed for other PRIs.
PRI 1: Atypical activity execution time
We assume that activity durations follow a log-normal distribution [107], therefore
logarithms of activity durations follow a normal distribution. The following procedure
is repeated for all activities. In our current implementation, this set of activities is
derived from activities recorded in the event log. In the procedure described below we
assume that event log L only contains traces that represent cases with similar process
characteristics. As discussed in Section 2.3.1, traces that represent cases with different
process characteristics (e.g., related to different insurance products or process model
runs) should be separated.
PhD Thesis - c© 2015 Anastasiia Pika - Page 20
2.3. RISK IDENTIFICATION METHOD
1. Identifying a cut-off threshold.
Given a log L and an activity a:
(a) Find events in L corresponding to a.
(b) Match start and complete events that correspond to every instance ai of
activity a.
(c) For all ai calculate durations ad as the difference between the timestamps
of the complete and start events.
(d) Create a sample, x, which consists of logpadq for all ad.
(e) Calculate a cut-off threshold t “ x` 2s.
2. Identify the pattern represented by PRI1.
For a given case represented by trace δ, and an activity instance ai represented
by events in δ:
(a) Calculate the duration ad of instance ai.
(b) Calculate the logarithm of its duration logpadq.
(c) If logpadq ą t, then trace δ is considered an outlier, and thus δPRI1 is set
to 1.
For PRI 2 we assume that waiting times follow a log-normal distribution [107]. (An
exponential distribution is another possible option.) The waiting time is calculated as
the difference between the end time and the start time of two consecutive activities
in a log. (Importantly, this assumption may not always be true.) If a process model is
available, we use it to more accurately estimate waiting times. We first identify the pre-
set of a given activity, i.e., the set of tasks that can directly precede the activity. We then
calculate the waiting time for the activity as the difference between its start time and
the end time of the last activity from its pre-set preceding it in the case. For PRI 3 we
assume that the number of activity executions in a case follows a normal distribution.
It might also be interesting to explore other alternatives, e.g., a geometric distribution.
An activity is considered “risky” (PRI 4a) if it has been executed in fewer than a
certain number of cases in the log. When an activity is not often executed in a process,
resources are less experienced in the execution of such activity, hence they may need
more time to complete it. Furthermore, if an activity is not often executed, it may
be related to complex or exceptional cases, e.g., when a consultation with an expert
or a special approval of a manager is required. The threshold t is an input parameter
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that represents the fraction of cases where a particular activity has been executed. The
percentage of delayed cases can be an estimator for the value of t. For example, if 5%
of cases in a log are delayed than the value of the threshold t for PRI 4a should not
exceed 0.05 (as we assume that a “risky” activity is often associated with case delays).
For PRI 5 the assumption is that the number of resources involved in a case follows a
normal distribution. The presence of PRI 4b and PRI 8 cannot be identified using our
first method for PRI discovery described in this section. To identify these indicators
information about case outcomes is required, hence they can only be identified using
the method described in the following section.
2.3.4 Configuring Process Risk Indicators
In this section we describe how to identify PRIs using our method for PRI configura-
tion. Our first method for PRI discovery introduced in section 2.3.3 does not require
information about outcomes of cases in the past. To define the values of cut-off thresh-
olds it relies on the following assumptions:
• We assume that some particular process behaviour follows a certain distribution
(e.g., the number of activity repetitions in a case follows a normal distribution).
• We also assume that atypical behaviour of a process can be considered “risky”,
e.g., when some activity in a case has an atypically long duration it signals a
higher likelihood of the case ending up delayed.
Though these assumptions may be true for some processes, they will not be true in
all cases, e.g., atypically long duration of a task will only increase the likelihood of a
case delay if the task is on the critical path [41]. Let us consider an example of a process
that contains an automated activity which typically takes a very small amount of time
compared to the total time that cases take. Variations to the execution time of such an
activity, even relatively large ones, will not affect the case duration. In order to be able
to consider specific characteristics of a particular process we present here a method
for configuration of indicators. We again use cut-off thresholds to identify “risky”
behaviours, however we introduce a way of learning the threshold values by using
information about outcomes of cases in the past. The method allows us to identify
atypical process behaviour that has often been associated with case delays in the past
rather than assuming any outlier indicates a risk and represents an extension to the
work presented in Section 2.3.3.
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Our aim is to find the values of parameters for the PRIs that turn the PRIs into good
predictors when applied to historic data. If we cannot detect such values for an indica-
tor then it is not used for a particular process. An input parameter to our method is a
desired precision level. Precision is the fraction of cases predicted to be delayed that
are actually delayed. Increasing precision is usually done at the expense of decreasing
recall, which is defined as the fraction of delayed cases that can be successfully pre-
dicted against the actually delayed cases. If a user deals with a critical process, he may
prefer monitoring alerts with lower precision levels in order to increase recall, while
for a non-critical process he may want to check only those alerts that indicate a very
high likelihood of a case delay.
For each relevant process behaviour (e.g., the number of activity repetitions in a
case) we look for the smallest value that allows distinguishing between delayed and in
time cases with a required degree of precision. This value is used as a cut-off threshold.
In order to define this threshold we need to check the effectiveness of various candidate
values. However, there could be a wide range of these. Analysing past logs can be
time consuming, so in order to reduce the search space we learn cut-off thresholds
for the PRIs by checking only values from a pool of selected candidates. We use the
following heuristic to define candidate values. First, we discard those values lower than
the mean x (which gives us a measure of central tendency). As we are interested in the
identification of the risk of a case’s delay, we assume that it is safe to discard indicator
values (e.g., typical activity execution or waiting times) lower than their mean values
as they are unlikely to lead to the case’s delay. We then include those values calculated
as x ` n ˚ s, where s is the standard deviation (as a measure of statistical dispersion),
and n is in the range of 0 to 10 with an increment of 0.25 (these values were used for
the experiments, they are input parameters). We do not necessarily assume a normal
distribution. Nevertheless, these conventional statistical measures provide a natural
starting point for searching for thresholds. Knowing the actual distribution may help
to further reduce the search space, e.g., if some process behaviour follows a normal
distribution it is safe to only consider values lower than the mean plus three standard
deviations, as more than 99% of sample values will be within three standard deviations
from their mean. Using a smaller increment value may improve the precision while
increasing the processing time. We then check all values from the defined pool of
candidates. Another option may be using binary search or any other method that helps
to decrease the search time.
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We are interested in indicators that can predict delays during a case’s execution.
Therefore, while learning parameters of PRIs from past execution data, our method
considers only those events that happened before a deadline, i.e., we discard activities
that have been started after the deadline was missed.
As an example of the calculation, consider PRI 5 “ Multiple resource involvement”
(Figure 2.2). PRI 5 is a case-based PRI, i.e., it can only have one value per case and
we define one cut-off threshold. In order to identify and use PRI 5 the following steps
are performed:
1. Define candidate values T for the cut-off threshold t:
(a) Identify average number of resources involved in a case before deadline (x)
and standard deviation s of the population.
(b) T fi tx` n ˚ s | n P t0, 0.25, 0.50, ..., 10uu
2. Define the cut-off threshold t:
For each ti P T :
(a) Collect a subset Ctrue of the training set comprising all cases that are de-
layed and whose number of resources involved before the deadline is higher
than ti;
(b) Collect a subset Cfalse of the training set comprising all cases that are in
time and whose number of resources is higher than ti;
(c) pi “
$&%|Ctrue|{p|Ctrue| ` |Cfalse|q, if p|Ctrue| ` |Cfalse|q ą 00 otherwise.
Here t = arg mintiPT ppi ą pq, where p is the desired precision level and arg min
yields the argument (i.e., ti) for which ppi ą pq is minimised.
3. Check the number of resources involved in the current case and alert a likelihood
of a case delay if the number is higher than the value of the learned threshold t.
For activity-based PRIs such as PRI 1 (“Atypical activity execution time”), PRI 2
(“Atypical waiting time”), PRI 3 (“Multiple activity repetitions”) and PRI 6 (“Atypical
sub-process duration”) a similar procedure is repeated for each activity to learn proper
thresholds. A case can have multiple instances of an activity-based PRI, e.g., several
activities may be delayed or repeated. We consider that there is a chance of a case delay
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Figure 2.2: Example of configuring PRI 5 “Multiple resource involvement”
if the case contains at least one instance of an activity-based PRI. For resource-based
PRI 7 “High resource workload” we learn appropriate values for cut-off thresholds for
each resource. If in a current case an activity is assigned to or started by a resource
with a high workload (defined by the learned threshold), we consider a case delay more
likely.
PRIs 4b and 8 do not follow the general procedure described above. These are
examples of indicators that can only be identified using information about the outcomes
of cases in the past. To identify PRI 4 “Presence of a risky activity” we check if there
exists an activity that is executed mainly in delayed cases. For PRI 8 we check for
each pair “activity-resource” if some resource’s involvement in the execution of an
activity mainly occurs in delayed cases. Then we check if a current case contains a
“risky” activity or if an activity is assigned to a “risky” resource. Identification of such
behaviour signals increased likelihood of case delay.
2.3.5 Predictor Functions
We define a predictor function G that estimates the risk level of a case based on the
risk indicators exhibited in the case. Let δ be a trace that represents a given case, δPRIn
denotes the value of attribute PRIn of trace δ, PRI1, . . . ,PRIk are k PRIs (e.g., the eight
described in Section 2.3.2):
Gpδq “
kŽ
i“1
δPRIi
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Thus binary function G predicts a delay if any of the indicators is found in a case2.
We have also defined a function Score that returns a “suspicion score” based on the
number of identified indicators for each case. A high suspicion score means that many
indicators were found in a case, and this can be used to calibrate risk alert levels. For
instance, all case delay alerts may be treated as a priority in critical processes while
for non-critical processes, only those alerts with a high suspicion score may receive
attention. Let wi P Rě0 denote the weight chosen for indicator PRIi:
Scorepδq “
kř
i“1
wi ˚ δPRIi
In the current implementation once a risk indicator is identified we update the corre-
sponding attribute of a trace. Functions G and Score are calculated for each complete
trace and the values are compared with real outcomes to evaluate the performance of
the functions. The method can therefore be applied to real-time risk monitoring. For
example, one way to implement it is monitoring the partial traces of running cases and
generating alerts when a risk indicator is found or when the value of the Score function
exceeds some predefined value. Definition of other predictor functions, e.g., a function
that can predict the extent of a case delay, is a direction for future work.
2.4 Evaluating an outlier-based method for PRI identi-
fication
In this section we describe experiments conducted to evaluate our first method for
process risk identification (based on a statistical technique for outlier detection).
2.4.1 Implementation
Our devised methods for process risk identification have been implemented as a pro-
totype plug-in “Process Risk Indicators”3. Its main functionality is to identify occur-
rences of the proposed PRIs in a given log and to predict the likelihood of a case being
delayed. Predicted values are then compared with the actual outcome of a case to
evaluate the performance of the predictor functions.
2We treat here 1 as True and 0 as False.
3The prototype can be downloaded from http://yawlfoundation.org/risk/files/ProcessRiskIndicators.7z.
We plan to release it as a plug-in of the process mining framework ProM 6
(http://www.promtools.org/prom6/)
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Recall that our risk identification method should be applied to traces that corre-
spond to cases with similar process characteristics. If process characteristics of cases
following different process model runs differ, we first need to isolate traces corre-
sponding to different process model runs. Three versions of the plug-in have been
implemented. The first version (“Process Risk Indicators – using log replay”) requires
an event log and a corresponding process model (a Petri net in the current implementa-
tion) as input. It uses an existing ProM 6 plug-in that replays a log on a process model
and “assigns” log traces to the “closest” process model run [1]. The second version
(“Process Risk Indicators – using trace clustering”) requires only an event log as an
input and is used when a process model is not available. In such cases, we use the
ProM 6 plug-in “Guide Tree Miner” to cluster the log traces [6]. The third version
(“Process Risk Indicators – all log”) does not isolate traces that correspond to differ-
ent process model runs. Each version allows us to choose a risk identification method
(i.e., a method based on statistical techniques for outlier detection or a method that
configures PRIs).
We first tested basic functionality of the prototype plug-in using simulated event
logs. We used CPN Tools4 and created a set of event logs that did not contain any risky
process behaviours, i.e., all relevant process behaviours, e.g., activity durations or the
number of resources involved in a case, did not deviate significantly from their mean
values. We then manually edited a small number of traces in the logs and introduced
“risky” patterns corresponding to our PRIs, i.e., process behaviours that significantly
deviated from their mean values, e.g., waiting time for some activities was significantly
higher than their typical waiting time. The three versions of the plug-in were able to
detect all such patterns introduced into the log. We then conducted experiments with a
real event log.
2.4.2 Experiments with a real event log
We evaluated our first method for process risk identification using an event log which
represents the application process for a personal loan or overdraft from a Dutch finan-
cial institution given for the BPI Challenge 2012.5
The log contains 13,087 traces in total and we first filtered this log to produce
934 traces suited to our experimental purposes as described below. First we need to
filter out all incomplete cases. As we do not know which cases are completed in the
4http://cpntools.org/
5BPI Challenge 2012. doi:10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
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event log we made the following assumptions. We assume that a case ends with one
of the following activities: Registered, Declined, O Cancelled or A Cancelled. As
there is only one completed case with the Registered activity which makes this case
not interesting for analysis, it was filtered out. All cases that were completed with a
Declined activity were also filtered out as they only have three events and the total case
durations are less than 2 minutes. As a result, only cases completed with O Cancelled
or A Cancelled activities were used in the experiments.
We did not have access to the process model corresponding to the event log, hence
the second version of the plug-in “Process Risk Indicators – using trace clustering”
was applied (it only uses an event log and does not require a process model as an
input). Trace clustering requires the number of clusters as an input parameter. One
way to estimate the number of clusters is to extract a process model using one of the
ProM “process discovery” plug-ins. Such a model gives us an idea of the number of
distinct kinds of process runs and is an estimator for the number of clusters. After
getting the initial clustering results, we inspected the clusters to assess their fitness for
our purpose. The following are some of the heuristic rules used while experimenting
with the number of clusters:
• If there exists a cluster that contains a significant number of different traces, the
number of clusters should be increased. We assume that the cluster probably
contains traces that correspond to different process model runs.
• If a cluster contains very few traces, the number of clusters should be decreased.
We assume that traces probably represent some exceptional behaviour and should
belong to another existing cluster.
Ultimately the log was grouped into 12 clusters with the total number of traces in
each cluster ranging from 20 to 206. After clustering, 50% of traces in each cluster
were randomly selected and put into a training set, the remaining traces in each cluster
were put in a test set. The traces in the training set were used to learn appropriate
cut-off thresholds for PRIs 1, 2, 3, 4a and 5 to enable us to distinguish between typical
and atypical behaviours. As we do not know the duration of a “normal” case, we
consider a case to be delayed if its duration is longer than the value of its mean plus
two standard deviations (estimated as x˜ ` 2 ˚ 1.483 ˚ MAD). For each cluster within
the training set, we calculated its mean case duration and used it to calculate the cut-
off threshold. We then marked all cases in the test set as delayed if their duration
was longer than the threshold. This was used as the “real” case outcome. Then, we
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Table 2.2: Experimental results showcasing the predictive value of five process risk
indicators (PRIs) on the test set of the BPI Challenge event log.
5 PRIs PRI 1 PRI 2 PRI 3 PRI 4a PRI 5
Delayed In Time
TN FN FP TP TN FP TN FP TN FP TN FP TN FP
Traces 22 7 221 212 8 115 0 19 19 121 0 2 3 25
% 76% 24% 51% 49% 28% 27% 0% 4% 66% 28% 0% 0.5% 10% 6%
Legend: TN—True Negatives; FN—False Negatives; FP—False Positives; TP—True Positives
calculated predictor function values for each case in the test set using the thresholds
learned from the training set. We then compared and analysed the results from the
predictor functions with the real case outcomes.
Table 2.2 shows the experimental results for the test set of 462 traces. To evaluate
the quality of predictions we used the mean absolute error (MAE). This is calculated
as 1n
řn
i“1 |pi´ri| for both delayed cases (yielding the MAE for false negatives) and for
cases that are in time (yielding the MAE for false positives), where n is the number of
cases in each category and pi and ri denote predicted and real values respectively. We
calculated the MAE for delayed cases and cases that are on time separately, because it
is often important to distinguish between different types of errors, both false-negatives
and false-positives, as their impact on business performance can be very different. We
can observe that the MAE for delayed cases with 5 PRIs is 0.24, i.e., the predictor
function estimated correctly the outcome of 76% of delayed cases (“True Negatives”
in Table 2.2). On the other hand, the MAE for the cases that are not delayed is 0.51
(“False Positives” in Table 2.2). From further analysis, we observed that 74% of the
221 cases that were falsely predicted as delayed have durations that are very close to
the cut-off threshold (the difference is lower than 5% of assumed normal case duration).
From the individual PRI results, we can see that for this particular log all predicted
problems (“True Negatives” in Table 2.2) are based on observations of PRIs 1, 3 and 5.
Table 2.2 focussed on the results from our first predictor function, G. We also tested
the weighted Score function (with wi “ 1 for all PRIs) and found that for most of the
cases predicted as delayed just one of the indicators was discovered (64% of correctly
predicted cases and 76% of falsely predicted cases). This reveals that the “suspicion”
attached to these poor results of G was actually very low.
After examining the BPI Challenge event log we noted certain log characteristics
that may have influenced the presented results and discovered opportunities for the im-
provement of the risk identification method. The durations of the cases assigned to a
cluster did not significantly deviate from the cut-off thresholds, thus there were very
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few outlier cases. Also, the number of traces in some clusters was too small to get sta-
tistically significant results. Many activities have very small durations compared to the
total case duration. Discarding durations whose values are lower than some predefined
threshold may help to filter out false positive predictions. The event log used does not
contain start events recorded for all activities. To be able to work with event logs that
do not contain start events we can use an indicator “PRI 6: Atypical sub-process du-
ration” that considers both activity service and waiting time (sub-process durations are
calculated as the time difference between two consecutive complete events). We also
introduced PRI 3 v.2 that considers the values of repetition durations. If the number
of activity repetitions is atypical but the values of repetition durations are lower than
a given threshold, than we do not consider this indicator in the corresponding case.
Applying PRI 6 and PRI 3 v.2 we were able to correctly estimate the outcome of 86%
of delayed cases and 30% of cases in time were falsely predicted as delayed.
2.5 Evaluating a PRI identification method based on
PRI configuration
In this section we describe experiments conducted to evaluate our second method for
process risk identification which is based on PRI configuration.
2.5.1 Experimental Setup
To estimate the quality of case delay predictions by our method based on PRI con-
figuration we use hold-out cross-validation [42]. This is a commonly used statistical
practice that implies partitioning of data into two subsets, where one subset is used for
initial learning (a training set), and the results are validated using the other subset (a
test set). We used the third version of the prototype plug-in (“Process Risk Indicators -
all log”). The plug-in takes as an input an event log and splits it into a training data set
and a test data set. It uses training data set to configure the PRIs, then it analyses cases
in the test set to identify occurrences of these PRIs. An other input parameter is the
expected case duration. Cases that take longer than this value are considered to be de-
layed. If any of the indicators is found in a case it is predicted to be delayed (function
G). We compare predicted case delays with the actual case durations and evaluate the
performance of the process risk identification method by estimating the values of pre-
cision and recall. These metrics are often used in different machine learning areas to
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estimate performance of prediction techniques. These values are calculated separately
for each indicator to evaluate their individual performance. We also calculate the val-
ues of precision and recall for all indicators combined to evaluate their cumulative
performance.
We used two different approaches to splitting data into a training set and a test set.
In one approach, we split event logs randomly, such that 75% of cases were put into
a training set and 25% of cases in a test set (referred to later as a “random” split). In
the other approach, cases that were completed during one period of time (four months)
were put into a training set while cases that were started within the next period (two
months) were put into the test set (referred to later as a “time” split). As our approach
is based on learning from past execution data it is important to use large data sets for
training, therefore we decided to put more data in the training set while still having
enough data in the test set for meaningful validation.
Before applying our method for risk identification it is important to perform data
pre-processing. Processes tend to evolve over time. To avoid learning from outdated in-
formation recent data should be used. Extending our method for processes that change
over time is a direction for future work we discuss in Chapter 5. For our experiments
we picked cases that were active over the same period of six months. The algorithm
should use only completed cases to properly configure PRIs, therefore partial traces
representing running process instances should be filtered out. The results of any pro-
cess mining algorithm depend on input data, therefore the quality of event log data is
crucial [96]. For example, if event log data contains mislabelled activities, the perfor-
mance of the algorithm may be affected, therefore it is important to clean the event log
first (e.g., filtering out mislabelled events). It is also important to separately analyse
cases that are executed in different contexts that affect their durations. For example, the
expected case duration may depend on the type of customer (“gold” versus “silver”) or
type of service (“premium” versus “normal”). If such execution contexts are known,
event log data should be first split and cases that are executed in different contexts
should be analysed separately.
2.5.2 Data Properties and Preprocessing
We evaluated our approach using two data sets from Suncorp, a large Australian in-
surance company. Both data sets represent insurance claim processes from different
organisational units, referred to here as data set A and data set B. Both event logs pro-
vided by Suncorp contained only completed cases. Data set B contains cases from five
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departments and was split into five sets (referred to here as B1–B5) which were used
in separate experiments, as the process characteristics and typical duration of cases
may vary for different departments. Each data set (A, B1–B5) was split into a training
set and a test set. The training set was used by the algorithm for learning the cut-off
thresholds. Cases in the test set were used for evaluating the performance of the PRIs.
We first cleaned up the data sets by filtering out cases with activities that appear
only once in the whole log. In most cases, such activities were not really unique
though their label was. Typically this was a consequence of combining an activity’s
name with the name of the employee who executed that activity. To more accurately
estimate resource workloads (required for PRI 7) original data sets were used (i.e.,
containing all events).
To more accurately estimate waiting times (for PRIs 2 and 6) we used process
models. We first identified the pre-set of an activity, i.e., the set of activities that can
directly precede a given activity. We then calculated the waiting time for the activity
as the difference between its “start” time and the “complete” time of the last activity
from its pre-set preceding it in the case. Since we did not have process models, we
instead used process mining to discover them from the event logs. First we filtered
the logs so that they contained only cases representing mainstream process behaviour
and used these filtered logs to discover process models represented by Petri nets with
one of the ProM process mining plug-ins [95]. For data set A we used 95% of the
cases representing the most frequent process variants. Data sets B1–B5 proved to have
a large variety of process variants. For these data sets only those cases were used for
process discovery that share the same process variant with at least four other cases.
These filtered logs were only used for process discovery and not in the experiments.
Suncorp’s business analysts provided us with indications about what they felt should
be the usual case durations for different departments. However, while analysing the
event logs we realized that these expectations were not realistic as more than 50% of
cases have durations higher than expected in four out of six data sets. For these data
sets we therefore learned the values for typical case durations such that at least 50%
of cases in a set are completed in time. These values were used in the experiments.
As an example, Figure 2.3 shows the distribution of case throughput times for data
set B4. Only cases highlighted in blue are completed in time if we consider the value
provided by the company’s business analysts to be the typical case duration. It is very
likely that the behaviour of a process is different when an explicit due date exists and
is communicated to workers. However, this should not affect the performance of our
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method since process behaviour is still consistent across training and test data sets.
Figure 2.3: Durations of cases in data set B4 (more than 50% of cases have durations
higher than expected by the company)
Data set A has some nice properties which make it suitable for our experiments:
a significant number of cases, steady case arrival rates and similar case duration dis-
tributions over time (low variability). Figure 2.4 shows some basic properties of data
set A.
For data sets B1–B5 additional filtering was required. We were informed by Sun-
corp that cases with claim amounts higher than a certain value are considered “com-
plex” and that it is normal for them to have long durations. We filtered the event logs
for our experiments and only used “simple” cases that are expected to be completed
within a certain time period. We found a large number of process variants in these sets.
High variability of the processes can be explained by the fact that process models used
by Suncorp are not prescriptive and are only used as guidance. High process variability
may decrease precision of delay predictions for two PRIs that use information about
the order of activities (PRI 2 “Atypical waiting time” and PRI 6 “Atypical sub-process
duration”). The performance of other PRIs is not expected to be affected since they
do not rely on the order of activity executions. Also case arrival rates, case durations,
Legend: SLA (Service Level Agreement) – usual case duration in days
Figure 2.4: Properties of data set A
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Legend: SLA (Service Level Agreement) – usual case duration in days
Figure 2.5: Properties of data sets B1–B5
and mean active and waiting times were found to change over time. All these charac-
teristics of the process may have influenced the results of the experiments. Figure 2.5
depicts basic characteristics of these five data sets.
2.5.3 Performance of the PRIs
We first conducted our experiments with data set A. Figure 2.6 depicts the results of the
experiments conducted with event log A using a random split and Figure 2.7 depicts
results of the experiments using a time split. An input parameter for the algorithm
is the “desired precision level”. When we learn a cut-off threshold for an indicator
we pick the minimum value of the threshold that allowed predicting case delays in a
training set with a given precision level. We conducted experiments for three precision
levels: 95%, 90% and 80%. The columns represent results for individual PRIs, i.e.,
the number of cases in which a given indicator was present (True Positives and False
Positives) or was not present (False Negatives and True Negatives) and the values of
precision and recall for individual PRIs. We used version b of PRI 4 in all experiments
described in this section. The last column represents the cumulative result for all indi-
cators (i.e., the value of our predictor function G): a case is predicted to be delayed if
any of the indicators is found in the case. (As there may be more than one indicator
present in a case, the value in the column Total is not equal to the sum of values for
individual PRIs.) For a desired precision level the first two rows represent the number
of True Positives (T P) and the number of False Positives (FP) produced. These pre-
dictions are produced before expiry of the deadline. The next two rows are the number
of False Negatives (FN) and the number of True Negatives (T N). T P ` FP is the
number of cases predicted to be delayed. The precision is calculated as the fraction
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T P
T P`FP . T P` FN is the number of cases actually delayed and can be used to compute
the recall which is the fraction of delayed cases that are successfully predicted and the
actually delayed cases, i.e., T PT P`FN . Figures 2.6 and 2.7 show both precision and recall
values for the test sets.
Figure 2.6: Performance of the PRIs in data set A. “Random” split experiment
The results of the experiments for the two different types of event log split were
comparable in terms of the indicators’ performance. Most predictions in both cases
came from PRIs 1, 2 and 6. Some delays were indicated by PRIs 4 and 8. Poorly
performing indicators for this data set were PRIs 3, 5 and 7. In the vast majority of
cases it was only possible to identify PRIs 3 (“Multiple activity repetitions”) and 5
(“Multiple resource involvement”) after the deadline was missed. One of the reasons
for the poor performance of PRI 7 (“High resource workload”) for this log may be the
fact that we do not have all data for the process (incomplete cases were filtered out).
We also assumed that resources are involved full-time in this one particular process
which may not be true. Figures 2.6 and 2.7 also demonstrate the number of delays that
can be predicted with these indicators for different precision levels. It can be observed
that lowering the desired precision level leads to a decrease in precision and an increase
PhD Thesis - c© 2015 Anastasiia Pika - Page 35
CHAPTER 2. IDENTIFYING RISKS IN PROCESS INSTANCES
in recall.
Figure 2.7: Performance of the PRIs in data set A. “Time” split experiment
We have also applied the risk identification algorithm to data set A without config-
uring the PRIs using a “random” 75/25% split. The results are depicted in Figure 2.8.
For PRIs 1, 2, 3, 5, 6 and 7 the cut-off thresholds were defined as x` 2 ˚ s, i.e., we as-
sume normal distributions and use a 95% confidence interval. We did not use PRIs 4b
and 8 in this experiment as they can only be learned using information about the out-
comes of past cases. Precision levels for all indicators were significantly lower than
the corresponding values from our previous experiment where we configured the PRIs
(depicted in Figure 2.6). This confirms that proper configuration of indicators is an
essential step in the risk identification method.
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Figure 2.8: Performance of the PRIs without configurations in data set A. “Random”
split experiment
Figure 2.9: Performance of the PRIs in data sets B1-B5. “Random” split experiment
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Then we conducted the experiments with data sets B1–B5. Figure 2.9 depicts the
results of the experiments for the five departments in data sets B1-B5. We have used
a random 75/25% split and 90% as the value for the desired precision level. PRIs 1,
2, 6 and 8 demonstrated a good performance for all departments, and a few delays
were predicted with PRIs 3, 5 and 7. PRI 4 (“Presence of a risky activity”) did not
predict any delays for these data sets because no single activity was a strong predictor
of delays in these logs.
2.5.4 Moment of Delay Prediction
We also evaluated the ability to predict delays early during a case’s execution which
is obviously a highly desirable capability. In order to do so we checked how many
true positive and false positive predictions (coming from any of the indicators) were
generated before a given point in time during a case’s execution, to find the earliest
point when we can identify risks. The moment of delay prediction depends on event
types recorded in an event log. The event logs available to us only have “start” and
“complete” event types recorded. We describe here how we calculated the moment
of delay prediction for the available event logs. We also discuss the earliest possible
time when each PRI can be identified if all event types from the standard transactional
life-cycle model [85] are recorded in an event log.
In our experiments we consider the time of the “start” event for an activity to be
the discovery time for PRIs 3 and 4. In event logs that record all standard event types
PRI 3 (“Multiple activity repetitions”) and PRI 4 (“Presence of a “risky” activity”) can
be identified when “schedule” event is recorded for a corresponding activity.
In our experiments we also consider the time of the “start” event for an activity to
be the discovery time for PRIs 5, 7 and 8, e.g., when an activity has been started by a
“risky” resource (PRI 8), or by a resource with a high workload (PRI 7). In event logs
that record all standard event types resource-related PRIs 5, 7, and 8 can be identified
when “assign” (or “reassign”) events are recorded.
The earliest time when we can observe PRI 1 (“Atypical activity duration”) is the
time of the “start” event of an activity plus the value of PRI 1’s threshold for this
activity. For example, if an activity is not completed within three days (the threshold
value) after it has been started there is a higher likelihood of the case delay, i.e., at this
point we can already predict delay.
In our experiments the earliest time when PRI 2 (“Atypical waiting time”) can be
observed is either the time of the “complete” event of an activity plus the maximum
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of its successors’ PRI 2 thresholds or the time of the “start” event of the next activity
if it has been started earlier and its wait duration is higher than its PRI 2 threshold.
For example, if an activity is completed and none of its successors have been started
within two days (maximum of their PRI 2 thresholds), we can say at this point that a
case delay is likely due to PRI 2. A similar approach for calculating the discovery time
is used for PRI 6. In event logs that record all standard event types the waiting time for
an activity can be calculated as the time difference between the activity’s “start” and
“assign” events. In this case the earliest time when PRIs 2 and 6 can be identified is the
time of the “assign” event of an activity plus the value of PRI 2’s or PRI 6’s threshold
for this activity.
Figure 2.10 depicts the discovery times for data set A. Recall that the discovery
time is the time at which true positive or false positive predictions are generated. Fig-
ure 2.11 presents the discovery times for data set B5. The horizontal axes in both
diagrams represent the number of days since the beginning of a case when the risk of
the case delay was discovered. Cases from data set A should be completed within 14
days while the typical case duration for data set B5 is 120 days. The vertical axes de-
pict the cumulative number of delay predictions at a certain point in time. For example,
Figure 2.10 shows that more than 1000 correct delay predictions have been generated
within the first twelve days. For data set A early predictions (below seven days) are
coming mainly from PRI 4 (“Presence of a risky activity”) and PRI 8 (“Use of a risky
resource”). Early predictions for data set B5 (below 30 days) were generated mainly
by PRI 8 (“Use of a risky resource”) and PRI 7 (“High resource workload”).
2.5.5 Discussion
Some of the limitations of the experiments described above are related to the data
available to us. One of the two data sets provided by Suncorp displayed high process
variability. Multiple process variants may have influenced the performance of PRIs
that rely on the order of activities (PRIs 2 and 6), however the performance of other
indicators should not be affected. The other concern is related to estimating the per-
formance of PRI 7 “High resource workload”. This is due to two reasons. The first
one is that the event logs available to us contained only completed cases, i.e., traces
corresponding to running process instances were filtered out. We also assumed that
all resources are involved in one process. Hence, the workload of resources may have
been underestimated. In order to more accurately estimate the performance of this PRI
complete information about all processes in a company is required. This limitation
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Figure 2.10: PRI discovery times for data set A, “Random” split experiment with 90%
as the desired precision level; FP – False Positives, TP – True Positives
should not affect the performance of other indicators.
A limitation of the approach is our assumption that a process is in a steady state, i.e.,
it is not changing over time. To deal with this limitation we used data from a relatively
short period (six months). However, if a process’s behaviour is constantly changing,
the amount of available up-to-date data may be insufficient for proper configuration of
PRIs. In Chapter 3 we describe our method for evaluation of the overall process risk
which does not rely on the assumption that a process is in a steady state.
We considered instance and process contexts, however we did not consider social
and external contexts using the terminology of [89], that may also influence case du-
rations. This is a direction for possible future research. Another direction for possible
future work is to investigate the relation between PRIs and the extent of the expected
delay.
2.6 Conclusions
In this chapter, we have presented a new approach for identification of the risk of dead-
line transgression. We first defined relevant “Process Risk Indicators” and then devised
two methods to identify their presence in event logs. The first method is based on a sta-
tistical technique for outlier detection. Our initial experiments showed that the method
produced a high number of false positive predictions and further work is needed to
properly calibrate the analysis. Hence, we presented a new method for configuration
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Figure 2.11: PRI discovery times for data set B5, “Random” split experiment with
90% as the desired precision level; FP – False Positives, TP – True Positives
of risk indicators for process delays. This method learns parameters of indicators by
analysing event logs and exploiting information about the outcomes of cases com-
pleted in the past. Such configuration of indicators takes the specifics of a particular
process into account thus improving the accuracy of the predictions. We conducted a
number of experiments with different data sets from an Australian insurance company
that confirmed that this approach decreases the level of false positive alerts and thus
significantly improves the precision of case delay predictions.
The experiments demonstrated the ability to predict case delays with eight selected
PRIs. Some of the indicators showed a consistently good performance in all data sets
(e.g., PRIs 1, 2 and 6), others were only good predictors of delays in some data sets
(e.g., PRIs 4b, 7 and 8). PRIs 3 and 5 produced few predictions in all data sets due to
the fact that it was typically possible to discover these indicators only after the deadline
was missed. As is often the case in the information retrieval field, there is a trade-off
between precision and recall. It is hard to predict many delays with a very high degree
of precision, while many delays can be predicted with a degree of precision of 80%.
We expect that our approach can be applied for configuration of indicators for other
types of process risks such as cost overruns or low-quality outputs, but this remains to
be explored in future work. In this chapter we focused on the question of how to
identify risks in running process instances. In Chapter 3 we look at the problem of
evaluation of the overall process risk.
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Chapter 3
Mining Overall Process Risk from
Event Logs
3.1 Introduction
In order to deliver desirable outcomes in an efficient manner and minimise operational
risks companies often standardise and automate their business operations. However, it
is not possible to consider all process execution scenarios and to eliminate all opera-
tional risks during the process design stage as processes are often executed in complex
and changeable environments. Multiple cases (i.e., process instances) are often pro-
cessed in parallel, e.g., multiple loan applications can be processed in a bank at the
same time. The same resources may be involved in execution of these process in-
stances. Human resources tend to make mistakes and their productivity levels can
vary. A case can be affected by events, either happening in the case itself or external
to the case. For example, when a resource is busy processing a complex case, he may
neglect other cases assigned to him, hence causing delays. Sometimes an event that
is not risky on its own can be risky in combination with other events, e.g., consider
the arrival of an urgent case – one such case will typically not be a problem, but when
multiple urgent cases arrive within a short period of time, outcomes (e.g., quality and
duration) of all cases active during this period may be affected.
Furthermore, it can be very costly to address all known process risks during the pro-
cess design stage. For example, in order to decrease the likelihood of human mistakes,
the result of every completed task instance can be checked by a human resource not
involved in its execution (“four-eyes principle” [106]). However, this strategy is very
time-consuming and is too costly to be applied in non-critical processes. Although it is
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not always possible to build mechanisms into a process that address all known process
risks during the process design stage, it is important to evaluate the level of overall
process risk during the execution of a process.
As we mentioned in Chapter 1, risk identification is a critical and one of the most
challenging tasks in the risk management process [75]. ISO Standard 31000:2009
“Risk management: principles and guidelines” [75] provides high-level guidelines
about risk identification strategies; however it does not provide any guidelines on how
to operationalise them. Recently a few approaches have been proposed, including
our approach described in Chapter 2, that allow us to identify some process-related
risks [13, 11, 64, 65]. Existing approaches typically analyse characteristics of indi-
vidual process instances and predict risks on the process instance level, though “the
handling of cases is influenced by a much broader context” [89]. They also do not
consider the fact that process risk can change over time. As managing risks in indi-
vidual process instances can be very costly, for non-critical processes companies may
be more interested in managing overall process risk rather than dealing with risks in
individual process instances. For example, for some processes a manager may wish
to be alerted only when overall process risk reaches some predefined threshold rather
than receiving “delay likelihood” notifications for individual process instances.
Till now insufficient attention has been paid to the problem of evaluation of overall
process risk [12]. Hence, our first research question in this chapter is: how can we
evaluate overall process risk at a given point in time considering different risk factors
across all running process instances? A method for evaluation of overall process risk
at different points in time can help managers identify changes in overall process risk.
In the case of a significant increase of overall process risk, managers may wish to look
more closely at business operations in order to investigate sources of the risk increase
and take corresponding actions. For example, they can discover that the overall risk
increased because specific tasks in a process are often repeated or delayed (if such
tasks are on the critical path [41]). Consequently, they may decide to provide training
to resources that execute these tasks or to hire additional employees.
When multiple events that increase process risks (i.e., risky process behaviours)
happen in a process within a short period of time, many cases that are active during
this period may not achieve their goals (e.g., in terms of time or quality). Let us
consider as an example a service desk organisation. Within a few hours many urgent
requests may be lodged, a few complex incidents may be re-opened and a special type
of expertise may be required for some urgent cases. During such periods resources
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may become abnormally busy. Due to the fact that the resources need to solve many
urgent or complex issues it is likely that many cases that are active during this period
may be delayed or completed with mistakes. Our second research question we tackle
in this chapter is: how can we predict aggregate process outcomes based on the current
value of overall process risk? Examples of aggregate process outcomes include: the
percentage of active cases that will not produce a process outcome of a high quality or
the number of active cases that will be delayed. Such a prediction may help managers
to mitigate significant risks, e.g., when they learn that many running process instances
are likely to be delayed or completed with mistakes, they may prioritise tasks or decide
to outsource some work.
Companies often use information systems to support executions of their business
processes. These information systems record information about process executions in
event logs. An event log is a set of events with different attributes. As we have men-
tioned in Chapter 2, typically events have at least the following attributes: case identi-
fier, task name, resource involved in the task, transaction type (e.g., start or complete)
and a time stamp. They can also have different data attributes, e.g., cost or urgency.
In this chapter we present a method for evaluating overall process risk and a method
for predicting aggregate process outcomes based on the analysis of information about
process executions recorded in event logs.
An input to our methods is information about risk factors that can cause negative
process outcomes provided by domain experts. Some companies keep risk registries
specifying such risky behaviours. For example, a risk register in a hospital emergency
department can include the following risky process behaviours: an urgent patient is
not attended to within 15 minutes after admission or task Xray is not performed for a
patient with chest pain. Desired process behaviour, i.e., behaviour that does not impose
process risks is modelled as a Petri net with data [16]. We consider deviations from
such process model as risky process behaviours. Such process model should allow for
both mainstream and exceptional process behaviours that do not lead to process risks,
e.g., if some activity can sometimes be skipped, but this deviance does not negatively
affect process outcomes, the possibility to skip the activity should be allowed by the
process model. Alternatively, users may select not to penalise certain deviations when
evaluating overall process risk as we describe in Section 3.5.1. We use an existing
technique for replaying an event log on a process model [15] that allows us to identify
the deviations, i.e., risky process behaviours. Then we evaluate overall process risk
based on the identified risky process behaviours and produce a chart that depicts values
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Figure 3.1: Evaluating overall process risk and predicting process outcomes
of overall process risk at different points in time, e.g., as shown below in Figure 3.14.
We also provide a method that learns a regression model from past process executions
and predicts aggregate process outcomes by evaluating the current value of overall
process risk. It takes as input training and test data sets and produces a chart depicting
real and predicted aggregate process outcomes in the test data set, e.g., as shown in
Figure 3.15. Figure 3.1 depicts the main idea of the approach. We demonstrate the
approach using an illustrative example and evaluate it using synthetic and real event
logs.
3.2 Related work
A few approaches have been proposed that deal with risks in individual process in-
stances. Conforti et al. [13] proposed a sensor-based approach for real-time monitor-
ing of process risks. Their approach provides a language for definition of process risks,
allows to monitor running process instances and to alert managers when the likelihood
of some risk in a process instance exceeds a given threshold. In other work, Con-
forti et al. [11] proposed a method for predicting risks in individual process instances
by learning predictors from historical data. Wickboldt et al. proposed a framework
that uses process execution data for risk assessment [104]. Risk assessment modules
of the framework use information about risk events reported during past activity ex-
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ecutions. Grigori et al. proposed a method for exception analysis, prediction, and
prevention [25]. Maggi et al. proposed a framework for predictive monitoring of busi-
ness processes that monitors business goals specified by users using Linear Temporal
Logic and attempts to predict the likelihood of achieving these goals [50]. In our own
previous work (Chapter 2) we presented an approach for identification of the risk of
case delays [64, 65]. We defined Process Risk Indicators for case delays and methods
for recognising their presence in process instances. All these methods focus on risks,
exceptions or constraints in individual process instances, while in this chapter we focus
on overall process risk.
Conforti et al. [12] proposed a recommendation system that recommends actions
to resources (i.e., recommends tasks and data values) that minimise risk across all
running process instances. Their recommendation system first estimates risks for in-
dividual process instances and then finds an optimal distribution of tasks to resources
which “minimizes the weighted sum of overall execution time and overall risk across
all running instances” [12]. Our goal on the other hand is not to provide an optimal
distribution of tasks to resources, but to be able to evaluate overall process risk based
on given risky process behaviours, track the evolution of overall process risk over time,
and predict aggregate process outcomes based on the current value of overall process
risk.
Our approach is inspired by quality improvement programs such as Six Sigma and
Lean that originated in the manufacturing world. Six Sigma uses statistical metrics
to monitor the quality of outputs and Lean is focused on elimination of waste and
reduction of variability [2]. Multiple approaches to measuring process performance
have been proposed, e.g., Balanced Scorecard or Statistical Process Control [44]. They
aim to evaluate how well a process performs based on a set of measures. Similar to
quality improvement programs and process performance evaluation approaches our
method also reasons about an overall process by analysing its characteristics, but unlike
these approaches we focus on overall process risk rather than quality or performance
and we provide a method that can mine such risks from event logs.
In recent years multiple Business Intelligence tools have been proposed, however
these typically focus on data, rather than processes. An exception is the Business
Process Intelligence tool suite proposed by Grigori et al. [24] that helps to manage
process execution quality. Their tool suite allows users to analyse, predict, monitor,
control and optimise different process behaviors, e.g., they can “examine how many
process instances per fiscal quarter are initiated by a certain user” or “the variance
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of the duration” of a service during weekends [24]. The tool also allows to predict
risks of “abnormal behaviors” [24] for running process instances. Like them we also
analyse event logs and use user-defined process characteristics as inputs, but we focus
on overall process risk, rather than different characteristics of process quality or risks
in individual process instances.
A framework for detecting process concept drifts was proposed by Bose et al. [7].
In this chapter we also consider the fact that processes change over time, but we focus
on evaluation of overall process risk and prediction of aggregate process outcomes,
rather than detection of process changes.
3.3 Illustrative example
Consider processes in a processing center that provides transaction processing ser-
vices to banks. Typical operations in such a processing center include: issuing of new
credit cards, installation of new ATM1 and POS2 terminals, processing card transac-
tions, clearing card transactions with Payment systems, investigating and resolving
incidents, monitoring and preventing card transaction fraud, etc. The processes rely on
human resources and they are exposed to risks typical for a service desk environment:
employees make mistakes leading to cost and quality issues, and cases run over time or
are re-opened. The same human resources can be involved in different processes. The
number of resources working in the processing center is constant, while the amount
and type of work they perform can vary significantly. We will use two processes as
examples: process Add new terminal (Figure 3.2a) and process Investigate incident
(Figure 3.2b). Figures 3.2a and 3.2b depict desirable control flows for both processes
(using BPMN notation [103]). In real life deviations from these processes are possible
and we will show examples of such deviations.
The first process (Figure 3.2a) specifies the steps followed by engineers in the
processing center to add information about new terminals (ATM or POS) on the host.
The process starts when a client bank lodges a request for adding a new terminal on
the host (task Lodge Request). Then an engineer checks information provided by the
bank (task Check Form) and adds information about the terminal on the host (task
Add on the Host). Then information about the terminal on the host is double-checked
by another engineer (task Approve). For ATM terminals network access should be
1Automated Teller Machine
2Point of Sale
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Figure 3.2: Desirable flows for processes Add new terminal (a) and Investigate inci-
dent (b)
allowed (task Network Access). Then security keys are loaded on the host to enable safe
communication with the terminal (task Load Keys). ATM terminals should be started
after this (task Load ATM). For POS terminals tasks Network Access and Load ATM
are not performed. Then an engineer checks the quality of the terminal installation
(task Quality Check) and fills in a form with the host specifications of the terminal
which is sent to the bank (task Complete Form).
The second process (Figure 3.2b) provides a high-level specification of the steps
followed by engineers to resolve an incident. The process starts when a client bank
lodges an incident (task Lodge Incident), an engineer investigates the incident and
provides a solution (task Investigate Problem), then the solution is checked (task Check
Solution) and the incident is closed (task Problem Resolved).
Figures 3.2a and 3.2b depict desirable control flows for the processes. Deviations
from these processes are possible in practice and they can be risky. For example, in
process Add new terminal task Approve can be skipped, or it can be completed by the
same engineer that completed task Add on the Host. Let us consider two scenarios.
Scenario 1
In our first scenario we look at examples of situations that may happen in process Add
new terminal and can cause financial losses, i.e., we describe risky process behaviours
that increase the risk of cost overrun (depicted in Figure 3.3).
• Let us consider situations when task Approve is skipped or tasks Add on the
Host and Approve are executed by the same engineer. As a result, the likelihood
of mistakes in a terminal’s specification on the host increases. For example, a
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Figure 3.3: Scenario 1: risky process behaviours in process Add new terminal
wrong currency may be assigned to an ATM cassette or a terminal may be as-
signed to a wrong terminal profile on the host. Consequently, incorrect amounts
of money will be withdrawn which may cause financial loss for a bank or for a
client.
• Another example of a risky situation in the process is when an urgent case is
not started within three hours after it was lodged by a bank as this breaks the
existing Service Level Agreement (SLA) between the bank and the processing
center, which may result in a monetary penalty for the processing center.
Such undesirable situations in processes are often known by domain or process
experts and some companies may even keep risk registers [62, 105]. (Note that the
process model depicted in Figure 3.3 allows for execution of tasks Correct Form and
Restart which are not a part of desirable process flow depicted in Figure 3.2a, but in
this scenario we do not consider the execution of these tasks risky.) Let us now assume
that a manager would like to know the overall process risk with respect to the risky
process behaviors that can cause financial losses and see how the risk evolves over
time. We tackle the problem of evaluation of overall process risk in Section 3.5.1 and
demonstrate how to evaluate overall process risk for this scenario in Section 3.6.1.
Scenario 2
In the second scenario we look at process behaviours that can affect outcomes of pro-
cess Add new terminal in terms of time or quality (depicted in Figure 3.4). We assume
that the same resources can be involved in processes Add new terminal and Investi-
gate incident at the same time. Moreover, one resource can be involved in multiple
instances of the two processes at a given moment of time. Hence, when a resource is
very busy working on a case other instances of the two processes in which the resource
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Figure 3.4: Scenario 2: risky process behaviours in processes Add new terminal (a)
and Investigate incident (b)
is involved may get less attention resulting in delays or mistakes. We assume that pro-
cess analysts or domain experts can provide us with process behaviours that contribute
to more risky periods. Let us consider examples of behaviours in process Add new
terminal that contribute to such risky periods.
• When a higher number of urgent cases arrive within a short period of time em-
ployees will focus on the urgent cases, as a result other types of cases may be
neglected.
• In process Add new terminal two types of cases are possible – adding a new
ATM terminal or a new POS terminal. Adding ATM terminals is more time-
consuming as the process has more steps, hence, a higher number of requests for
adding ATM terminals within a short period of time also contributes to “busy”
periods.
• Another example is the execution of task Correct Form after task Check Form.
If these two tasks are performed in this order in a case, this means that the bank
provided incomplete or erroneous information about a terminal which is often
associated with case delays or problems with the terminal in the future.
• Another risky behaviour is execution of task Restart after task Quality Check
which indicates that there were problems with the terminal’s installation.
• It may be known that some resources are often associated with delays or mistakes
when executing certain tasks. For example, here we consider the execution of
task Load Keys by a given resource as a risky behaviour.
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• Finally, when tasks Investigate Problem and Check Solution are repeated in pro-
cess Investigate incident it typically indicates a more complex incident as it was
not resolved after the initial investigation. Hence, repetitions of these tasks also
contribute to risky periods.
It is important to underline that situations like arrival of an urgent case or repetition
of a task in a case are not necessarily risky on their own, but multiple occurrences of
such process behaviours within a short period of time can be risky. After we have de-
fined risky process behaviours we would like to be able to predict aggregate outcomes
of process Add new terminal (in terms of the process timeliness and erroneousness) by
evaluating the current level of overall process risk. We describe our method for predict-
ing aggregate process outcomes in Section 3.5.2 and in Section 3.6.1 we demonstrate
how to predict aggregate process outcomes for Scenario 2.
Note that risky process behaviours described in Scenario 1 and Scenario 2 are re-
lated to different process perspectives: the control-flow perspective (skipping of task
Approve, repetition of tasks Investigate Problem and Check Solution, execution of tasks
Restart or Correct Form); the resource perspective (execution of tasks Add on the Host
and Approve by the same resource, execution of task Load Keys by a specific resource);
the time perspective (a case is not started within three hours after it was lodged); and
the data perspective (a higher number of urgent cases arrive or an ATM has to be added
on the host).
3.4 Research problem
Before describing our method we first introduce notations for related concepts. In this
section we do not provide formal definitions of these concepts as our goal here is to
define the research problem without reference to the particular technical solution we
devise for the problem.
Risky process behavior is a process behaviour displayed in a case that may pose
a risk on its own or in combination with other risky process behaviours in the same
case or in other cases, and which can threaten the achievement of goals by the case, by
other cases of the same process or by other processes in a company. An example of
a risky process behaviour is the execution of a specific task in a case, e.g., execution
of task Restart in process Add new terminal (Section 3.3). This task is only executed
when there is a problem with a terminal and it can cause a delay of the case or other
cases processed by the same engineer. It also increases the chance of problems in the
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terminal’s operations in the future. Another example concerns the arrival of urgent
cases. While arrival of one urgent case will not usually be considered risky, arrival
of multiple urgent cases within a short period of time increases the chance of delays
for other cases processed by the same resources, as the resources will give priority to
the urgent cases. Other examples of risky process behaviours include: repetitions of
certain tasks [27], involvement of certain resources who have been involved in case
failures before, and delayed execution of tasks. Let R be a set of all possible risky
process behaviours in the context of process P, C be a set of cases of P, c P C, r P R.
c ( r, if risky process behaviour r occurs in case c; c * r, otherwise. Let cæt denote
a sequence of events that happened in case c before time t. cæt ( r, if risky process
behaviour r occurs in case c before time t; cæt * r, otherwise.
3.4.1 Basic notations
Let t, t1, and t2 be given points in time, t1 ď t2, and c be a given case. Then we introduce
the following notations.
Captq – the set of all cases active3 at time t, i.e., cases that were started before or on
t and completed after t.
Capt1, t2q – the set of all cases active during the period rt1, t2q. Analysts may want
to look at cases that were started or completed during the period, or were started before
t1 and completed after t2.
RPBpc, tq – the set of all risky process behaviours that happened in case c before
time t, i.e. all r P R cæt ( r.
RPBpC, tq fi ŤcPC RPBpc, tq – the set of all risky process behaviours that happened
in all cases in C before time t.
CRpc, tq, or case risk at time t, is a function4 of all risky process behaviours dis-
played in case c before time t, i.e., CRpc, tq “ gpRPBpc, tqq, CRpc, tq P r0, 1s.
OPRptq, or overall process risk at time t, is a function of all risky process be-
haviours displayed before time t in the process instances that were active at time t, i.e.,
OPRptq “ f pRPBpCaptq, tqq, OPRptq P Rě0.
OPRpt1, t2q, overall process risk during the period [t1, t2) is a function of all risky
process behaviours displayed in the process instances that were active during the period
3We consider the time of the first event in a case as the case start time and the time of the last event
in a case as the case completion time.
4We do not provide formal definition of the function in this section as our goal here is to define the
research problem without reference to the particular technical solution.
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Figure 3.5: Risky process behaviours contributing to overall process risk at time t
[t1, t2), i.e., OPRpt1, t2q “ f pRPBpCapt1, t2qqq, OPRpt1, t2q P Rě0.
Figure 3.5 depicts process instances, each consisting of a sequence of task instances
A, B, etc., started at different points in time and risky process behaviours (denoted by
triangles). Those risky process behaviours that contribute to the overall process risk at
time t are highlighted with circles.
Our first goal can now be re-expressed as: How to evaluate overall process risk at
a given point in time, OPRptq, or during a given period, OPRpt1, t2q?
3.4.2 Notations for basic outcomes
Let Outcomepcq denote an outcome of case c, e.g., case duration, cost or the quality of
output.
APOptq, or aggregate process outcome at a given point in time t, is a function of
outcomes of all cases that were active at time t.
Let v denote a given case outcome value, e.g., it can be used to specify the value of
normal case duration or an acceptable level of output quality.
APOpt, vq denotes aggregate process outcome at time t for a given case outcome
value v.
Some examples of aggregate process outcomes include: the number of cases that
produced low-quality outputs, the fraction of delayed cases with respect to the total
number of active cases, average case cost, or the number of cases that received negative
customer feedback.
Notation APOpt, rvsq is used as a generalisation of APOptq and APOpt, vq.
Let EAPOpt, rvsq denote the expected aggregate process outcome for cases active
at time t.
Our second goal can therefore be re-expressed as: How to predict expected aggre-
gate process outcome at time t, EAPOpt, rvsq, based on the value of overall process risk
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at time t, OPRptq?
3.5 Approach
We first describe our method for evaluating overall process risk (Section 3.5.1), which
is followed by the description of a method for predicting an aggregate process outcome
based on the current value of overall process risk (Section 3.5.2).
3.5.1 A method for evaluation of overall process risk
An input to our method is information about risky process behaviours. Domain experts
often know which factors can cause negative process outcomes. Some companies keep
risk registries specifying these risky behaviours. For example, in a hospital emergency
department the following process behaviours increase patients’ health risks: task X-ray
is not performed for a patient with chest pain, an urgent patient is not attended to within
15 minutes after admission, a patient record is not completed within an hour after the
patient is discharged, etc. Some of these behaviours may be more risky than others,
e.g., not performing task X-ray is more risky than not completing a patient’s record in
time. Other examples of risky process behaviours were described in Section 3.3.
Our method uses as an input a process model that represents desirable (i.e., not
risky) process behaviour. We consider deviations in cases from the process model as
risky process behaviours. We use Petri nets with data [16]. Petri nets with data can be
translated/created from processes captured in well-known process modelling languages
such as BPMN [103] or EPCs [83]. Such translation or creation of Petri nets with data
is outside the scope of our work.
A Petri net with data is “a Petri net in which transitions can write vari-
ables” [15]. It can be defined as N “ pP,T, F,V,U,W,Gq, where pP,T, Fq
define a Petri net (P – a set of places, T – a set of transitions, F – the
flow relation between transitions and places), V – a set of variables, U
– a function that defines the domain of each variable in V , W – a write
function “that labels each transition with a set of write operations”, G – a
guard function that “associates a guard with each transition” [15]. A guard
is a formula over the process variables, that can use the logical operators
conjunction, disjunction, and negation [15].
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Figure 3.6: Example of a Petri net with data
Figure 3.6 depicts an example of a Petri net with data which comprises the first
four tasks from the process depicted in Figure 3.2a (Lodge Request, Check Form,
Add on the Host and Approve). The table depicted in Figure 3.6 specifies variables
written by each transition and transition guards. For example, transition Approve
writes variable Approve Resource and there is a guard associated with the transition:
Approve Resource1 ‰ AddOnTheHost Resource5. Modelling desired process behaviour
as a Petri net with data allows us to consider different process perspectives, such as the
control-flow, time, resource and data perspectives (the resource and time perspectives
are modelled as data [15]).
To evaluate overall process risk at a given point in time t our method follows the
steps:
1. Select all cases Captq that were active at time t, i.e., started before t and com-
pleted after t.
2. For all c P Captq discard all events that happened after time t, and let Catptq
denote the set of the resulting truncated cases.
3. For all c P Catptq evaluate case risks at time t, CRpc, tq.
We use an existing algorithm for replaying an event log on a Petri net with
data [15]. The algorithm finds optimal alignments of cases in an event log and a
process model. Figure 3.7 depicts an example of alignments for two cases and
the process model depicted in Figure 3.6. In case 1 task Approve was not exe-
cuted, hence the case deviates from the process model, in case 2 tasks Add on
5If a prime symbol is used with a variable in a transition guard it refers to the value of the variable
after occurrence of the transition [15].
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the Host and Approve where executed by the same resource (Mike) which does
not satisfy the guard associated with task Approve (Figure 3.6), hence case 2
also deviates from the model. The guard associated with task Check Form is
not violated in both cases as the time difference between tasks Check Form and
Lodge Request is smaller than 3. The algorithm first finds alignments of cases
and a process model considering only the control-flow perspective, and then it
applies Integer Linear Programming to find an optimal alignment that also con-
siders other process perspectives, such as data, resource and time. The algorithm
uses the costs of deviations as an input and aims to find alignments that minimise
the cost. When replaying truncated cases it is important not to penalise improper
completion of cases, the algorithm provides for this possibility. When replaying
truncated cases we cannot consider skipping of a task as a risky process be-
haviour as the algorithm cannot distinguish between an incomplete case and a
skipped task. This is a limitation of our approach. The possibility to use other
approaches to identify risky process behaviours from event logs could also be
explored, e.g., the use of ProM’s LTL Checker, an approach based on Linear
Temporal Logic, can be considered [88] or checking against a Declare specifica-
tion [63].
We replay all cases c P Catptq using the algorithm which returns an optimal align-
ment for each such case. Risky process behaviours may have different levels of
severity, hence our approach allows users to assign different costs to different
risky process behaviours (these costs are not the same as the costs used by the
replay algorithm). Recall that we model risky process behaviours as deviations
from a process model which represents desirable process behaviour. Such de-
viations include: execution of a task in a case that is not in the process model,
skipping of a task that is in the process model, non-writing of a variable by a
task, and execution of a task whose guard is false. If a guard is a conjunction of
a few different constraints, our approach allows users to assign different costs to
these constraints. Let Costprpbq denote the cost of risky process behaviour rpb.
The case risk of case c at time t is:
CRpc, tq fi řrpbPRPBpc,tqCostprpbq.
4. Evaluate overall process risk at time t, OPRptq.
We use two measures:
1) Mean process risk at time t: OPRMptq fi řcPCatptqCRpc, tq{|Catptq|
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Figure 3.7: Example of alignments of two cases with a process model
Figure 3.8: The main idea of our method for evaluating overall process risk
2) Total process risk at time t: OPRT ptq fi řcPCatptqCRpc, tq
To get an idea of the evolution of overall process risk over time we generate a time
series of process risk values at different points in time (e.g., daily or weekly). Time
series are often used to model the evolution of different phenomena [14]. The time
series sampling rate is an input parameter. Selection of the time series sampling rate is
an important step that can affect the analysis results. It is a well-known problem often
discussed in the literature [47]. Let TS start be the starting time point, TS slotsize be the
sampling rate and TS size be the number of time slots, then an OPR time series can be
defined as:
TS OPR fi tpOPRptq, tq | t P tTS start ` i ˚ TS slotsize | i P t0, 1, . . . ,TS size ´ 1uuu
Figure 3.8 depicts the main idea of the method, in which the overall process risk is
evaluated at the end of each time slot. We use notation OPRptq when evaluating overall
process risk at time t in one process; when considering multiple processes, we denote
overall process risk of process Pi at time t as OPRPiptq.
The procedure for evaluating overall process risk during a given period of time,
OPRpt1, t2q, is similar to the procedure for evaluation of overall process risk at a given
point in time OPRptq described above with the following differences. During the first
step we select cases that were active during time slot pt1, t2q. Analysts may choose
to look at cases that were completed during time slot pt1, t2q, started during time slot
pt1, t2q, or were started before t1 and completed after t2. For the cases that were not com-
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pleted by time t2 analysts may choose to use complete cases or cases that are truncated
at time t2. This allows for flexibility when selecting which cases and events should be
considered. The possibility to evaluate overall process risk considering cases active
during a given time slot is introduced for users who are only interested in tracking the
changes of overall process risk over time, while we evaluate overall process risk at a
given point in time if we want to use it for prediction of aggregate process outcomes.
3.5.2 A method for predicting an aggregate process outcome by
evaluating overall process risk
Recall that an aggregate process outcome at an earlier time t, APOpt, rvsq, is a function
of outcomes of the cases that started before t and were completed after t, and v denotes
a given case outcome value. Examples of case outcomes include: case duration, cost,
quality of case output, customer feedback, etc. Our method allows one to look at the
following types of aggregate process outcomes: 1) the number of cases with a given
case outcome (“total”), 2) the fraction of cases with a given case outcome (“fraction”),
and 3) the mean value of a given case outcome (“mean”). The value of a case outcome
should be stored in a case attribute or in an attribute of a given task (a user input).
1. Aggregate process outcome (total):
APOpt, vq fi |tc P Captq | Outcomepcq “ vu|
2. Aggregate process outcome (fraction):
APOpt, vq fi |tc P Captq | Outcomepcq “ vu|{|Captq|
3. Aggregate process outcome (mean):
APOptq fi řcPCaptq Outcomepcq{|Captq|
Our method for predicting aggregate process outcomes by evaluating overall pro-
cess risk uses the following steps:
1. Generate aggregate process outcome time series.
For a given time series sampling rate we generate a time series that consists of
the values of aggregate process outcomes at each point in time. Let TS start be
the starting time point, TS slotsize be the sampling rate, TS size be the number of
time slots, then an APO time series can be defined as:
TS APO fi tpAPOpt, rvsq, tq | t P tTS start ` i ˚ TS slotsize | i P t0, 1, . . . ,TS size ´
1uuu
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2. Generate overall process risk time series. For each process P1 . . . Pn whose be-
haviours can affect the outcomes of a given process we generate the overall pro-
cess risk time series as described in Section 3.5.1 using the same time series
parameters as in Step 1 of this method. Let TS OPRPi denote the overall process
risk time series for process Pi.
3. Learn a prediction model. For this purpose we use a multivariate non-parametric
regression [29] as it allows us to use multiple independent variables and it does
not make assumptions about data distribution. The values of the overall process
risk time series TS OPRPi are used as the values of independent variables, while
the values of the aggregate process outcome time series TS APO are used as the
values of the dependent variable.
4. Predict expected aggregate process outcome at time t. During the last step we
use the values of the overall process risk at time t for each process Pi, OPRPiptq,
and the regression model fitted during Step 3 to predict the expected aggregate
process outcome at time t, EAPOpt, rvsq.
Figure 3.9 depicts the idea of our method for an example when the outcomes of
process P1 are affected by risky process behaviours in processes P1 and P2. The ex-
pected aggregate process outcome for process P1 at time tn is predicted based on the
values of the overall process risk for processes P1 and P2 at time tn using the regression
model that was learned from past values of the overall process risk for processes P1
and P2 (independent variables) and the past values of the aggregate process outcome
for process P1 (the dependent variable). A manager may wish to be alerted when a
predicted aggregate process outcome exceeds some threshold, and he may take some
mitigation actions, e.g., prioritise tasks assigned to employees or outsource some pro-
cess operations.
3.6 Validation
We implemented our approach as a prototype plugin called “Process Risk Evalua-
tion”6. The plugin takes event logs in XES format7 and process models in data-aware
6The prototype can be downloaded from http://yawlfoundation.org/risk/files/ProcessRiskEvaluation.7z.
We plan to release it as a plug-in of the process mining framework ProM 6
(http://www.promtools.org/prom6/)
7http://www.xes-standard.org/
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Figure 3.9: Predicting aggregate process outcome by evaluating overall process risk
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PNML format8 as input. It allows us to evaluate overall process risk at different points
in time, produce a chart illustrating the overall process risk time series, and automat-
ically detect change points [71], i.e., points in time when the overall process risk
changed. It also allows us to learn a prediction model using a training data set and
to produce and visualise predictions for a test data set. Measures used in statistics to
evaluate the goodness of predictions (such as MAE [34] and R squared [26]) are also
calculated. For change point detection and regression analysis we use R9. Our plug-in
accesses R’s functionality using the JRI Java/R Interface10. To detect change points
we use the CPM framework that allows us to detect changes in location, in scale or
arbitrary distributional changes and which is implemented as R package cpm11. For
regression analysis we use R package np12. To evaluate logical expressions we use
the MVEL library13, and to visualise the results of the analysis we use the JFreeChart
library14.
3.6.1 Demonstration of the approach using synthetic event logs
To demonstrate an application of our approach we created synthetic event logs using
CPN Tools15 for both scenarios described in Section 3.316. In CPN Tools we can model
processes using Coloured Petri Nets which allow us to specify data types for places and
attach data values to tokens [40].
Scenario 1: Evaluating overall process risk
We generated an event log for the process depicted in Figure 3.3. We introduced three
risky process behaviours from Scenario 1 described in Section 3.3: task Approve is
skipped in some cases, task Check Form is completed later than three hours after the
completion of task Lodge Request in some urgent cases, and tasks Add on the Host and
Approve in some cases are performed by the same resource. The probability of these
risky process behaviours differs in different parts of the event log. It is 10% from time
8http://www.pnml.org/
9http://www.r-project.org/
10http://rforge.net/JRI/
11http://cran.r-project.org/web/packages/cpm/vignettes/cpm.pdf
12http://cran.r-project.org/web/packages/np/index.html
13http://mvel.codehaus.org/
14http://www.jfree.org/jfreechart/
15http://cpntools.org/
16The synthetic event logs and the CPN models can be downloaded from
http://yawlfoundation.org/risk/files/SyntheticData.7z
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t0 to t1, 20% from time t1 to t2, 50% from time t2 to t3, and 80% after time t3 (time
points t0–t3 are depicted in Figures 3.11 and 3.12). Only complete event types were
recorded in the event log; we filtered out incomplete cases. The resulting event log
contains 993 cases with an average case duration of 35 hours.
We used the process model depicted in Figure 3.10a to replay the event log. The
process model does not allow skipping task Approve, hence in all cases in which the
task was skipped the risky process behaviour is detected. In order to identify the other
two risky process behaviours we added the following annotations to the process model.
Transition (i.e., task) Add on the Host writes String variable AddOnTheHost Resource,
transition Approve writes String variable Approve Resource, transition Lodge Request
writes String variable urgency and Float variable LodgeRequest Time, and transition
Check Form writes Float variable CheckForm Time.
The following guard was added to task Approve:
Approve Resource1 ‰ AddOnTheHost Resource
Task Check Form was annotated with the guard:
ppurgency “ “High”q ^ pCheckForm Time1 ď pLodgeRequest Time` 3qqq _ purgency
“ “Normal”q
The plugin pre-processes a log and adds an attribute (rTaskNames Time) to events
that specifies the elapsed time since the beginning of the case in a given time unit, e.g.,
in hours or days. We used an hour as the value of the time unit in the experiments
reported in this section. One day was used as the time series sampling rate and we
evaluated daily values of the overall process risk with respect to cases completed during
the day. The total duration was 130 days.
The plugin generated an overall process risk time series with respect to the three
risky process behaviours. Consider an example when five cases are completed during a
time slot. In one urgent case task Approve was not executed and task Check Form was
completed six hours after the completion of task Lodge Request, in two cases the same
resource executed tasks Add on the Host and Approve, and two other cases completed
without any risky process behaviours. The cost of each risky process behaviour is 1,
hence the total value of overall process risk for this time slot is 4, while the mean value
of overall process risk is 0.80.
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Figure 3.10: Petri nets used to replay event logs: a) Scenario 1, process Add new
terminal; b) Scenario 2, process Add new terminal; c) Scenario 2, process Investigate
incident.
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Figure 3.11: Evolution of overall process risk from Scenario 1 - mean risk
Figure 3.12: Evolution of overall process risk from Scenario 1 - total risk
Figure 3.11 depicts the mean values of the overall process risk and Figure 3.12
depicts the total values of the overall process risk. Red vertical lines mark the points in
time when the changes in the risky process behaviours were introduced and diamond
shapes mark change points automatically detected by the plug-in. We can observe that
both charts reflect the changes in the probabilities of the three risky process behaviours
we introduced in the log. The plug-in precisely detected the change point at time t2,
and the other two changes at times t1 and t3 were pinpointed in the log a few days
earlier or later. We demonstrated here how to evaluate overall process risk, below we
show how to use overall process risk to predict process outcomes.
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Scenario 2: Predicting aggregate process outcomes using overall process risk
In this experiment we generated a set of event logs representing the processes depicted
in Figures 3.4a and 3.4b using CPN Tools and following the procedure described be-
low. To simulate the two processes we used the Petri net depicted in Figure 3.1317. The
net represents the two processes (process Investigate incident on the left and process
Add new terminal on the right) that share one dedicated place labeled as Total Risk.
Place Total Risk contains one token (of type Integer) that stores the current value of
overall process risk. Whenever a risky process behaviour happens in process Add new
terminal (i.e., an urgent case arrives, an ATM terminal needs to be added on the host,
task Correct Form is executed, task Restart is executed or task Load Keys is performed
by a “risky” resource) the value of the token in place Total Risk is increased by 1. When
tasks Investigate Problem and Check Solution are repeated in process Investigate inci-
dent the value of the token in place Total Risk is increased by 2. We also created two
dedicated places for each process, Case Risk and Incident Case Risk, that keep track of
the risk values contributed by each case to place Total Risk. When an instance of any
of the processes is completed, we decrease the value of the token in place Total Risk
by the risk value added by the process instance. Hence, at any given point in time the
value of the token in place Total Risk represents the current value of the overall risk
with respect to all running instances of the two processes. Instances of process Add
new terminal can be completed without any issues or delays (in which case the value
of attribute Outcome of task Complete Form is set to 0), or they can be completed with
a negative outcome, e.g., the terminal is not working or it was added on the host with
a delay (in which case the value of attribute Outcome is set to 1). The probability of
a negative case outcome depends on the value of the token in place Total Risk at the
moment of the case’s completion.
The case arrival rate in both processes follows an exponential distribution with a
mean value of three hours. We set the probability of occurrence of the risky process
behaviours as follows:
• It was set to 10% during the first 10000 steps (i.e., transition firings) of the
simulation process (during this period the value of the token in place Total Risk
was below 15);
• It was set to 40% during the next 5000 steps of the simulation (the value of the
17The model depicted in Figure 3.13 is an abstraction (a number of data annotations have been
removed), the complete specification of the model used in the simulation can be downloaded from
http://yawlfoundation.org/risk/files/SyntheticData.7z.
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Figure 3.13: Simulation model for the two processes from Scenario 2
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Table 3.1: Probability of negative case outcomes for different risk levels
Normal risk Medium risk High risk
Variant 1 5% 40% 60%
Variant 2 5% 20% 30%
Variant 3 25% 25% 25%
token in place Total Risk varied from 15 to 45 during most of this time); and
• It was set to 60% during the last 5000 steps of the simulation (the value of the
token in place Total Risk exceeded 45 during most of this time).
We refer to these three different risk levels as Normal, Medium and High.
We generated three variants of event logs with different probabilities of negative
case outcomes for each risk level as described in Table 3.1. In the first variant during
periods with Normal risk level (i.e., when the value of the token in place Total Risk is
less than 15) the probability of a negative case outcome is 5%, while during periods
with a Medium or High risk level it is 40% and 60% correspondingly. In the second
variant the probability of negative case outcomes during the period with Normal risk
level is also 5%, while during periods with Medium and High risk levels it is 20% and
30% respectively. In the third variant the probability of negative case outcomes does
not depend on the risk level and it is always 25%. For each variant we generated two
event logs – one used to learn a regression model (a training data set) and the other
one used for getting the predictions (a test data set). As a result of the simulation we
created 12 event logs (six for process Add new terminal and six for process Investigate
incident). Table 3.2 specifies characteristics of the event logs.
To evaluate the overall process risk in each process we used the process models
depicted in Figures 3.10b and 3.10c. Skipping of task Approve is not considered as
a risky process behaviour in Scenario 2, hence the model in Figure 3.10b allows to
skip the task (a silent transition). In the model of process Add new terminal transition
(i.e., task) Lodge Request writes String variables urgency and terminal, and transition
Load Keys writes String variable resource. To transition Lodge Request we added the
guard: urgency1 ‰ “Urgent” ^ terminal1 ‰ “ATM”; to transition Load Keys we added
the guard: resource1 ‰ “Risky”18. When an urgent case arrives or an ATM has to be
added on the host the guard of task Lodge Request will evaluate to false. When task
18We used name Risky to label the resource who often makes mistakes or causes delays when execut-
ing task Load Keys.
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Table 3.2: Characteristics of simulated event logs for Scenario 2
Event log Number of cases Mean case duration
Add new terminal, Variant 1, training set 1171 49.7 hours
Add new terminal, Variant 1, test set 1172 49.7 hours
Add new terminal, Variant 2, training set 1162 45.9 hours
Add new terminal, Variant 2, test set 1136 46.3 hours
Add new terminal, Variant 3, training set 1164 48.8 hours
Add new terminal, Variant 3, test set 1168 48.3 hours
Investigate incident, Variant 1, training set 1095 22.6 hours
Investigate incident, Variant 1, test set 1124 22.5 hours
Investigate incident, Variant 2, training set 1154 22.2 hours
Investigate incident, Variant 2, test set 1203 22.2 hours
Investigate incident, Variant 3, training set 1106 22.9 hours
Investigate incident, Variant 3, test set 1127 22.4 hours
Load Keys is executed by resource Risky the task’s guard evaluates to false. The model
of process Add new terminal (Figure 3.10b) does not specify tasks Correct Form and
Restart, hence executions of these tasks are deviations from the model and are treated
as risky process behaviours. The model of process Investigate incident (Figure 3.10c)
does not allow repetitions of tasks Investigate Problem and Check Solution, hence their
repetitions in cases will be considered as deviations.
When replaying event logs on process models one needs to specify the costs of
deviations used by the replay algorithm to create optimal alignments. We used cost
1 for all deviations. We also need to specify the second type of costs that are used
to evaluate case risks, different costs can be used for different types of risky process
behaviours. We used cost 1 for all types of risky process behaviours as we do not
consider that some behaviours are more risky than others in this particular scenario.
The guard of task Lodge Request is a conjunction of two constraints: we check if a
terminal is not ATM and if urgency is not High. We assign cost 1 to each constraint,
hence if both constraints are not satisfied the value of that case’s risk is increased by 2,
if only one constraint is not satisfied, the value of the case’s risk is increased by 1.
We looked at the daily values of the overall process risk (total risk measure) during
120 days. The overall process risk at each point in time was evaluated considering
only those parts of cases that were completed before this point in time. Hence, when
replaying the event logs we did not penalise improper case completions. We used the
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Figure 3.14: Example of total process risk in process Investigate incident, variant 1,
training set
number of cases completed with a negative outcome (i.e., those cases in which the
value of attribute Outcome is set to 1) as the measure of aggregate process outcome
and we considered only completed cases when creating the aggregate process outcome
time series. We used training data sets to learn regression models for each variant of
event log and we then used test event logs to generate predictions. The plugin gener-
ated charts depicting overall process risk time series and a chart that depicts real and
predicted values of aggregate process outcomes. As an example, Figure 3.14 depicts
the evolution of total process risk for process Investigate incident in the training set of
Variant 1.
Figures 3.15, 3.16 and 3.17 depict real and predicted aggregate process outcomes
(i.e., the number of cases completed with a negative case outcome) for Variants 1, 2
and 3 respectively. We can observe that predicted values of aggregate process outcomes
are close to the real values for Variant 1, i.e., for the event log with higher probabilities
of negative case outcomes during risky periods (40% and 60%). Predicted and real
values of aggregate process outcomes differ more for Variant 2 for which the probabil-
ity of negative case outcomes during risky periods was 20% and 30%. For Variant 3
we can observe that predictions are not close to the real values which is the expected
outcome, as process outcomes and risks do not correlate in this event log. This is also
reflected by the R squared statistics provided in Table 3.3 for different variants for both
training and test data sets.
Through these experiments we showed how to use our approach to evaluate overall
process risk and to predict aggregate process outcomes. We demonstrated different
types of risky process behaviours that relate to the control-flow, resource, data and
time process perspectives which can be considered by the approach. We showed that
the plugin can identify changes in overall process risk that we introduced in synthetic
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Figure 3.15: Predicted and real aggregate process outcome, Variant 1
Figure 3.16: Predicted and real aggregate process outcome, Variant 2
Figure 3.17: Predicted and real aggregate process outcome, Variant 3
Table 3.3: Coefficient of determination (R squared) for training and test data sets
Training data set Test data set
Variant 1 0.89 0.81
Variant 2 0.80 0.66
Variant 3 0.26 0.05
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event logs and we showed that the approach can be used to predict aggregate process
outcomes. We could observe that the quality of predictions depends on the “predictive
power” of risky process behaviours specified by process analysts. If the risky process
behaviours affect process outcomes, we can get precise predictions. If they do not
actually affect process outcomes (as in Variant 3 in Scenario 2), we learn from data a
regression model with a poor ability to predict process outcomes.
3.6.2 Case study with a real event log
We also conducted a case study on evaluation of overall process risk using an event log
from an Australian company. The event log represents the company’s core business
process19. The total duration of the log is two years. The company keeps a register
of risks that can have different negative effects on organisational outcomes. Some of
these risks are not process-related while others are related to the company’s business
process. We looked at two process-related risks from the risk register, referred to
here as risky process behaviour 1 (RPB 1) and risky process behaviour 2 (RPB 2),
and extracted from the event log overall process risk time series considering these two
risky process behaviours separately. The event log did not contain information needed
to identify other process-related risks from the risk register, hence we did not evaluate
overall process risk with respect to other risky process behaviours. For both risky
process behaviours we evaluated weekly values of overall process risk (both total risk
and mean risk measures) considering cases that were completed during the week.
RPB 1 manifests itself when a specific task, referred to here as task C, is not exe-
cuted in a case of a specific type, referred to here as type a (case type is recorded in the
event log as a case attribute). We filtered out events that are not required to evaluate
overall process risk with respect to RPB 1 and only used events related to the begin-
ning and the end of a case, and task C. We pre-processed the log to create two different
case start events – task A is recorded as the start event for cases of type a, and task
B is recorded as the start event for cases of other types. We created a process model
depicted in Figure 3.18 a) that was used to evaluate overall process risk with respect to
RPB 1. The process model does not allow skipping task C in cases that start with task
A, hence RPB 1 is detected in all cases in which task A was executed but task C was
skipped.
RPB 2 manifests itself when the time difference between request and complete
events related to a specific task, referred to here as task D, exceeds 24 hours. We fil-
19The company-related data in this case study is anonymised due to a confidentiality agreement.
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Figure 3.18: a) Process model used for identifying RPB 1; b) Process model used for
identifying RPB 2
tered the event log and only used events that correspond to the beginning and the end
of a case, and complete events for task D. We pre-processed the log, adding to task D
data attribute delayed whose value is 1 if the time difference between the request and
complete events of task D is higher than 24 hours, and 0 otherwise. Figure 3.18 b)
shows the process model that was used to evaluate overall process risk with respect
to RPB 2. The model was annotated with a guard (not shown in Figure 3.18 b)) that
checks whether the value of data attribute delayed of task D is equal to 0, hence viola-
tions are detected in all cases in which the value of the attribute is 1.
Figures 3.19 and 3.20 depict weekly values of overall process risk corresponding to
RPB 1 and RPB 2 respectively. We can observe that the values of overall process risk
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Figure 3.19: Overall process risk with respect to RPB 1: a) total risk; b) mean risk
with respect to RPB 1 (Figure 3.19) are typically very low which means that task C
is not often skipped in cases of type a. The values of overall process risk with re-
spect to RPB 2 (Figure 3.20) are typically higher and they also change over time. The
increase in overall process risk with respect to RPB 2 starting from February 2014
(Figure 3.20 a) may be related to changes in the company’s process that were imple-
mented at that time, while the causes for the earlier variations of the risk require further
investigation.
We were also interested to see which resources are contributing to overall process
risk with respect to RPB 2, i.e., they often complete task D with a delay. In order to be
able to do this we created five separate event logs each only containing cases in which a
given resource completed task D. This was done for five resources, referred to here as
R1–R5, that most frequently executed task D. As an example, Figure 3.21 shows total
process risk values associated with resources R1, R2 and R3. We can observe that total
risk values increase for resource R1 till December 2013 and they decrease afterwards,
the values of the overall process risk associated with resource R3 increase during the
first part of 2013 and they decrease afterwards, while the total process risk associated
with resource R2 follows a relatively stable pattern starting from December 2012.
Figure 3.22 a) and Figure 3.22 b) show total and mean values of the overall process
risk associated with resource R4. While total risk values are increasing, mean risk
PhD Thesis - c© 2015 Anastasiia Pika - Page 74
3.6. VALIDATION
Figure 3.20: Overall process risk with respect to RPB 2: a) total risk; b) mean risk
values are decreasing. This means that the increase in the number of instances of
task D that are completed by resource R4 with a delay is related to an increase in
the total number of instances of task D completed by R4. While the total number of
delayed tasks completed by resource R4 increases, the fraction of delayed tasks among
those completed by resource R4 decreases.
Overall process risk time series can help us to track the evolution of overall process
risk over time and identify changes. In this section we showed how to evaluate overall
process risk by considering separately different risky process behaviours. As the event
log does not contain information that is necessary to identify other risks from the com-
pany’s risk register, we did not evaluate overall process risk with respect to all risky
process behaviours. The log also does not contain information about organisational
outcomes that can be affected by the risks, hence we did not apply our method for
predicting aggregate process outcomes based on the current value of overall process
risk. In this case study we also showed how to track the amount of overall process risk
associated with different resources (this is only possible if a risky process behaviour
can be linked to a resource, as was the case with RPB 2). We also showed how con-
sidering different measures of overall process risk (total risk and mean risk) can help
us to investigate causes of risk variations over time (e.g., the change in overall process
risk associated with resource R4).
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Figure 3.21: Overall process risk (total risk) with respect to RPB 2 associated with
resources R1, R2 and R3
Figure 3.22: Overall process risk with respect to RPB 2 associated with resource R4
(a) total risk, b) mean risk
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3.7 Conclusions
Managing risks in business processes is a key concern for most companies. Existing
approaches to process risk identification typically focus on risks in individual process
instances. However, processes often run in complex environments and outcomes of
one process instance can be affected by events that are external to the process instance.
Moreover, managing risks in individual process instances can be too costly. Insufficient
attention has been paid to the problem of evaluation of overall process risk based on
the analysis of event logs.
In this chapter we presented a method for evaluating overall process risk and a
method for predicting aggregate process outcomes based on the current value of the
overall process risk. Both methods are based on the analysis of information about
process executions recorded in event logs. An input to the methods is a process model
that models the desired process behaviour (a Petri net with data) and deviations from
such a process model are considered as risky process behaviours. We used a technique
for replaying event logs on a process model [15] to identify risky process behaviours.
We presented a method for evaluating overall process risk and a method for prediction
of aggregate process outcomes that uses multivariate non-parametric regression. We
demonstrated the application of both methods using synthetic event logs. We showed
how our approach can be used to evaluate overall process risk and to predict aggregate
process outcomes (provided that the risky process behaviours considered affect the
outcomes of the process). We also conducted a case study using a real event log from
an Australian company. We showed how our approach can help to track evolution of
overall process risk, identify changes, and investigate causes of risk variations by using
different measures of overall process risk.
However, a fundamental limitation of the approach is that skipping of an activity
cannot be used as a risky process behaviour when a user would like to evaluate over-
all process risk at a given point in time considering only those parts of cases that were
completed before that time, as the algorithm cannot distinguish between an incomplete
case and a skipped activity. Compensating for this unavoidable limitation is a direction
for future research. We showed examples of risky process behaviours related to differ-
ent process perspectives which can be identified by our approach, e.g., the execution
of a specific activity, repetition of an activity, execution of an activity by a specific
resource, completion of an activity with a delay, or execution of an activity with a spe-
cific data attribute. A systematic study of different types of risky process behaviours
which can and cannot be identified by our approach could be a direction for future
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research. We devised two measures of overall process risk, total risk and mean risk.
Definition and evaluation of other measures of overall process risk, e.g., median risk
or risk variation, could be another direction for future work.
In summary, while it may not be possible to eliminate all process risks during the
process design stage, and it is impossible to predict changes to processes imposed by
the external environment, it is important to monitor the level of overall process risk
and its effect on process outcomes. The approach presented in this chapter allows for
such an analysis. When a significant change in overall process risk is identified or an
adverse aggregate process outcome is predicted, a manager may wish to be alerted and
may take mitigation actions, e.g., adding resources from other processes, prioritising
tasks assigned to employees or outsourcing some tasks to partners.
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Chapter 4
Mining Resource Profiles from Event
Logs
4.1 Introduction
Employees are almost always involved in the execution of business processes and their
actions can have both positive and negative effects on the processes’ outcomes. Hu-
man behaviour is considered to be “unequivocally the single most important element
that can affect project success” [79]. Managers need information about the working
behaviours of their employees in order to evaluate their performance, identify best
practices and opportunities for improvement, and devise strategies for improving re-
source and process performance. Often managers do not have objective information
about human resource behaviours and they have to make decisions based on their sub-
jective judgments [53]. This may result in inadequate performance appraisal systems
and missed opportunities for performance improvement. For example, some employ-
ees may be overloaded while others tend to delegate their tasks, important activities
may be assigned to inefficient resources, or specific resources may be associated with
process delays. Identification of such patterns of resource behaviour can help to im-
prove performance of individual resources and overall process performance.
Given this background, the research question emerges of how can resource be-
haviour be analysed in an objective way? Business processes are often supported by
information systems which record information about process executions in event logs.
Though resources play an important role in process executions, there are few methods
currently available that allow us to extract knowledge about resource behaviour from
event logs [33, 49, 58, 74, 91]: Van der Aalst et al. proposed a method for extracting
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social networks [74, 91]; Song et al. proposed methods for mining organisational mod-
els [74]; Nakatumba et al. presented a method that investigates the effect of resource
workload on service times [58]; Huang et al. proposed a few measures for resource
preference, availability, competence and cooperation [33]; and Ly et al. [49] presented
a method for mining task assignment rules. These existing approaches focus on organ-
isational aspects. Instead we focus on individual resources and present an extensible
framework for analysing different aspects of resource behaviour and their effects on
process outcomes through event log mining. Figure 4.1 depicts the main idea of our
approach.
Figure 4.1: Mining resource profiles from event logs
Our framework provides a method for extracting descriptive information about dif-
ferent aspects of resource behaviour and for analysing dynamics of this behaviour,
a method for analysing relationships between different resource behaviours and out-
comes and a method for evaluating overall resource productivity. The framework al-
lows us to analyse Resource Behaviour Indicators (RBIs) in the following categories
of resource behaviour: skills, utilisation, preferences, productivity and collaboration.
We present a number of RBIs in each of the five categories of resource behaviour that
can be extracted from typical event logs. We also provide an interface for users to
define their own RBIs (using SQL). The framework explains how to extract the RBI’s
values from event logs and how to analyse their evolution over time using time series
analysis techniques. The framework also provides a method for checking if any rela-
tionships exist between given resource behaviours and outcomes by analysing an event
log (e.g., whether or not employees complete more work when they multitask). The
method allows us to investigate relationships for the following three process perspec-
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tives: case, task and time. When resources are involved in multiple tasks with different
levels of complexity it can be very time consuming for managers to check individual
indicators. To address this issue the framework also provides a method for evaluating
overall resource productivity. The method uses the Data Envelopment Analysis (DEA)
technique [4] for this purpose. Our method allows us to compare levels of productivity
of different employees and to track productivity evolution over time.
Our framework focuses on the analysis of working behaviours of employees through
event log mining. Countries may have different legal regulations with respect to pri-
vacy and personal data protection. For example, an employer may need to inform
employees that information about their working activities is logged and used for per-
formance evaluation [91], or permission of the workers union may be required (e.g., in
Germany). Users should be aware of legal requirements that may exist in their coun-
tries.
Knowledge extracted using the framework can provide valuable insights for re-
source performance evaluation, e.g., for rewards and recognition as well as for risk
management. For example, a manager could see that an employee is getting involved
in more complex tasks or is getting faster when executing certain tasks. A manager
can also discover that an employee’s workload is abnormally high at the end of each
quarter, which could result in delays or low-quality outputs. The framework has been
implemented and has been evaluated by conducting case studies using event logs from
one Australian and one German company and by conducting an online survey with
managers.
4.2 Related and Previous Work
We first discuss related work in the area of process mining followed by a discussion of
existing approaches to human performance evaluation and productivity evaluation.
In the process mining field several methods for extracting knowledge about some
aspects of resource behaviour from event logs have been proposed. Ly et al. [49] pre-
sented a method for mining task assignment rules based on decision tree learning. A
method for extracting social networks was presented by Van der Aalst et al. [91, 74].
Song et al. proposed techniques for extracting organisational models [74]. A method
that investigates the effect of resource workload on service times was presented by
Nakatumba et al. [58]. Huang et al. proposed some measures for resource preference,
availability, competence and cooperation [33]. Several approaches have been devised
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that use event logs to derive resource allocation mechanisms [9, 45, 48]: Liu et al.
proposed an approach that mines resource allocation rules from event logs by applying
a data mining algorithm [48]; Cabanillas et al. proposed an approach for prioritising
potential task performers based on their preferences [9]; Kumar et al. devised a model
that considers compatibility between resources when assigning tasks and a technique
for learning resource compatibility from logs [45]. In our own earlier work we pre-
sented process risk indicators for identification of case delays [64, 65]. We showed
that high resource workload or involvement of certain resources in a case can con-
tribute to case delays. A framework for detecting process concept drifts was proposed
by Bose et al. [7]. Van der Aalst proposed the notion of process cubes where events
can be “organized using different dimensions”, e.g., time windows or event or case
types [87]. De Leoni et al. proposed a general framework for correlating process char-
acteristics linked to events by applying decision tree analysis [17]. In contrast to all of
the above research, in this chapter we focus on analysing different aspects of behaviour
of individual resources, understanding their effects and changes over time.
To evaluate the performance of human resources one can use (1) descriptive mea-
sures, i.e. what is the performance that is actually observed and (2) normative mea-
sures, i.e. what the performance of an employee should be [67]. Companies often
use performance indicators on an aggregate level, i.e. defined for teams, departments
or a company [60]. Only few measures of individual performance have been pro-
posed [59, 80, 21]. Dulebohn et al. [21] describe four levels of human resource (HR)
metrics often used in companies: (1) efficiency metrics, e.g., cost per hire; (2) human
capital metrics, e.g., profit per employee; (3) metrics measuring the value of HR pro-
grams; and (4) metrics measuring HR’s impact on business outcomes. We also use
indicators and our framework allows us to conduct analysis on a team level, but we
focus on performance of individual resources and we define a number of measures
that reflect different aspects of employee behaviour, such as skills, utilisation, prefer-
ences, productivity and collaboration, which can be extracted from event logs. Our
framework also allows us to define new indicators, investigate relationships between
employee behaviours and outcomes, and evaluate overall resource productivity.
To evaluate resource productivity we use Data Envelopment Analysis (DEA), a
popular non-parametric technique used to compare the efficiency of companies [4],
departments or company functions [78, 77] and business processes [20]. A few previ-
ous papers describe case studies in which DEA was applied to measure the efficiency of
employees using data collected from different sources that was manually pre-processed
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and transformed into a form suitable for DEA analysis [53, 99]. Our aim on the other
hand is not to demonstrate the use of DEA in a particular company, but to present a
method that allows us to define resource inputs (e.g., the number of working hours dur-
ing a given time period) and outputs (e.g., the number of completions of a given task
during a given time period), extract their values from a typical event log and evaluate
employee productivity.
4.3 Framework
In this chapter we focus on the research question raised in the introduction: How to
analyse resource behaviour in an objective way? We define three sub-questions fol-
lowing typical aspects being of interest in this regard [73, 102]:
1. How to identify what resources are doing?
2. How to evaluate the effects of resource behaviours?
3. How to evaluate the overall productivity of resources?
Our framework consists of the three modules depicted in Figure 4.2 for tackling
these three questions. The goal of the first module Analysing Resource Behaviour is
to discover what the employees are doing, i.e., to have objective information about
their skills, utilisation, working preferences, productivity and collaboration patterns.
The goal of the second module Evaluating Resource Behaviour is to help managers
to better understand the effects of resource behaviours on different outcomes, e.g., to
check if resource workload affects the duration of tasks executed by the resource or the
quality of the work. Our aim is not to learn whether certain resource behaviours are
associated with particular outcomes. Instead we aim to provide a method and a sup-
porting tool that allows managers to check what relationships exist between any given
behaviours and outcomes. Finally, the goal of the Evaluating Resource Productivity
module is to provide a method for evaluating the overall productivity of a resource,
comparing it with the productivity of other resources and tracking its evolution over
time. Resources are often involved in multiple activities with different levels of com-
plexity and looking separately at each task would be prohibitively time consuming.
Managers would benefit from a method that can automatically evaluate productivity of
a resource considering different resource inputs and outputs. They can further focus
on interesting resources, e.g., over-performing or under-performing, and look at indi-
vidual indicators to investigate resource behaviours and their effects in details (using
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Module 1 or Module 2 of the framework). In the following sections we describe how
we tackle the three sub-questions with our framework.
Figure 4.2: Framework for mining resource profiles from event logs
4.3.1 Definitions
We start from definitions of basic concepts that will be used in specifications of our
proposed methods. An event log EL consists of a set of events e P E. Events can have
different attributes. We assume that each event has at least the following attributes
referred to here as basic: caseid, task, type, time, resource. We assume that start and
complete event types are always recorded, and other event types, e.g., create, may also
be recorded. We can treat an event log as a relation whose relation scheme is specified
by the set of event attributes1. Similarly, a case log CL consists of a set of cases c P C
that are characterised by different attributes. A case is uniquely identifiable by the case
attribute caseid. A case log can also be treated as a relation whose relation scheme is
specified by the set of case attributes. The value of attribute a of case c is denoted as
ca and ea denotes the value of attribute a of event e. Events and cases can have other
attributes (e.g., cost or outcome). As examples of such non-basic attributes we use case
attributes case type and feedback and event attributes sum and creator. We also derive
1We assume that resources are involved in one process, otherwise logs from different processes
should be merged ensuring that case identifiers in the combined log are unique.
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from the basic event log case attributes case duration (the time difference between the
time stamps of the last and the first event in a case) and case resources (the number
of resources that were involved in a case). The following event attributes are derived
from the basic event log: task duration (the time difference between the corresponding
activity’s complete and start events), workload (the number of task instances that were
started but not completed by a resource involved in an event before the moment of
event execution), and workload duration (the time period during which the resource’s
workload has not changed). For example, if a resource starts executing task a at time
t1 and then he starts another task at time t2 and task a is not completed yet at t2 the
resource’s workload at time t2 is 1 and the workload duration is t2 - t1. For each event
we also create attribute eventid which is a unique identifier of the event. If any of these
derivable event or case attributes are recorded in a log users may choose to use the
log’s values instead of deriving them from basic attributes.
Let R be a set of resources, A be a set of activities, t1 and t2 be the beginning
and the end of a given time slot and r be a given resource. We define the following
functions that are later used in definitions of our methods.
Events completed during a given timeslot [t1,t2):
ECT pt1, t2q fi te P EL | etime ě t1 ^ etime ă t2 ^ etype “ ‘complete’u
Events recorded during a given timeslot in which a given resource was involved:
ETRpt1, t2, rq fi te P EL | etime ě t1 ^ etime ă t2 ^ eresource “ ru
Events completed by a given resource during a given timeslot:
ECTRpt1, t2, rq fi ECT pt1, t2q X ETRpt1, t2, rq
Cases completed during a given timeslot:
CCT pt1, t2q fi tc P C | De P ECT pt1, t2qrecaseid “ ccaseids ^
Ee1 P ELre1caseid “ ccaseid ^ e1time ą t2su
Cases in which a given resource was involved:
CRprq fi tc P C | De P ELrecaseid “ ccaseid ^ eresource “ rsu
Cases in which a given resource was involved during a given timeslot:
CTRpt1, t2, rq fi tc P C | De P ETRpt1, t2, rqrecaseid “ ccaseidsu
4.3.2 Analysing Resource Behaviour
Our first goal is to be able to answer the question: what are resources doing? We follow
the three major steps depicted in Figure 4.2: defining Resource Behaviour Indicators
(RBIs), extracting RBI time series from event logs, and analysing RBI time series.
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4.3.2.1 Defining Resource Behaviour Indicators
Our first challenge concerns the kinds of resource behaviour we wish to measure.
This will vary depending on the reasons for the analysis. For example, if we wish to
gain insights into the performance of an employee, we may look at their workload, their
average duration to execute tasks, the number of interactions with other employees,
etc. Thus, relevant employee behaviour depends on a particular context. In a specific
situation there may be many indicators of interest [59]. We refer to a collection of
Resource Behaviour Indicators that are relevant in a particular context as a resource
profile. Based on the literature we propose the following general categories.
1. Skills [80] (What can a resource do?)
2. Utilisation [59] (What is a resource actually doing?)
3. Preferences [33, 85] (What working behaviour does a resource often demon-
strate?)
4. Productivity [57] (How good is a resource at what he/she does?)
5. Collaboration [33, 91] (How does a resource work with other employees?)
We define examples of RBIs in each category (Figure 4.3), these examples are not
derived from literature, some of them are inspired by measures found in literature,
e.g., utilisation indicators [59] (we acknowledge such cases when discussing RBIs).
The value of an RBI for a given time slot measures some aspect of resource behaviour
during the time slot. For example, the average duration of tasks completed by a re-
source during a time slot is a measure of the resource’s productivity during the time
slot. We focus on RBIs that can be extracted from basic event logs, but we also show
examples of RBIs that require richer information to be recorded. Furthermore, some
RBIs are generic and others are only relevant in specific contexts. The list of our pre-
defined indicators is not exhaustive, depending on process specifics and context one
may be interested in defining other indicators of resource behaviour, hence we pro-
vide an interface that allows users to define their own indicators of interest. Below
we discuss RBIs in each of the categories of resource behaviour and provide formal
definitions for a small selection of the RBIs.
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Figure 4.3: Categories of resource behaviour and examples of RBIs
1 Skills: What can a resource do? Resources have different capabilities and they
acquire new skills at different paces. Knowledge about resource capabilities is needed
for more precise resource scheduling [33, 80], resource performance evaluation and for
resource development planning. We assume that a resource is capable of performing
those types of activities it has performed in the past, hence RBIs in this category reflect
only “demonstrated” skills. Some example RBIs in this category include: the number
of distinct tasks completed by a resource, the fraction of distinct tasks completed by
a resource with respect to the total number of distinct tasks completed, the number of
completions of an activity with a given property by a resource, the fraction of comple-
tions of an activity with a given property by a resource with respect to the total number
of completions of the activity with the given property, the number of case completions
with a given property in which a resource was involved, the fraction of case comple-
tions with a given property in which a resource was involved with respect to the total
number of case completions with the given property, and the fraction of completions of
a given activity by a resource with respect to the total number of activity completions
by the resource.
RBI 1.1 Distinct Activities: The number of distinct activities completed
by a given resource, r, during a given timeslot, t1 to t2. This RBI is relevant
in those working environments where new employees are involved in few
tasks, they learn new skills and are involved in more tasks over time (e.g.,
in fast food restaurants).
Distinct Activitiespt1, t2, rq fi
|ttask P A | De P ECTRpt1, t2, rqretask “ tasksu|
RBI 1.2 Case types: The fraction of cases with a given property, p, com-
pleted during a given time slot, t1 to t2, in which a given resource, r, was
involved with respect to the total number of cases completed during time
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slot [t1,t2) in which resource r was involved (requires attribute case type
to be recorded in the log). Looking at the types of cases processed by a
resource one can discover, for example, that the resource is only process-
ing cases related to a specific product or that it is getting involved in more
complex cases over time.
Case Typespt1, t2, r, pq fi |tc P CCT pt1, t2q XCRprq |
ccase type “ pu|{|CCT pt1, t2q XCRprq|
RBI 1.3 Activity Frequency: The fraction of completions of a given ac-
tivity, a, by a given resource, r, during a given timeslot, t1 to t2, with
respect to the total number of activity completions by resource r during
timeslot [t1,t2). One can discover, for example, those activities which a
resource frequently executes (hence the resource is more experienced) and
those that it executes only occasionally.
Activity Frequencypt1, t2, r, aq fi
|te P ECTRpt1, t2, rq | etask “ au| { |ECTRpt1, t2, rq|
2 Utilisation: What is a resource actually doing? Utilisation RBIs measure how ac-
tive a resource is without looking into the quality of its outputs. These indicators are
inspired by measures in manufacturing, e.g., the number of units produced [59]. One
can look at the number of activity instances completed by a resource, the fraction of
activity instances completed by a resource with respect to the total number of activity
instances completed, the number of completions of a given activity by a resource, the
number of completed cases in which a resource was involved, the fraction of com-
pleted cases in which a resource was involved with respect to the total number of cases
completed, or the average resource workload.
RBI 2.1 Activity completions: The number of activity instances com-
pleted by a given resource during a given time slot.
Activity Completionspt1, t2, rq fi |ECTRpt1, t2, rq|
RBI 2.2 Number of case completions: The number of cases completed
during a given time slot in which a given resource was involved.
Case Completions Numberpt1, t2, rq fi |CCT pt1, t2q XCRprq|
RBI 2.3 Fraction of case completions: The fraction of cases completed
during a given time slot in which a given resource was involved with re-
spect to the total number of cases completed during the time slot.
Case Completions Fractionpt1, t2, rq fi |CCT pt1, t2qXCRprq|{|CCT pt1, t2q|
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RBI 2.4 Average workload: Average number of task instances started
by a given resource but not completed at a moment in time. We do not
consider the resource’s working hours, hence this RBI only yields a rough
estimation of the resource’s average workload.
Average Workloadpt1, t2, rq fi řePETRpt1,t2,rq eworkload ˚ eworkload duration{ř
ePETRpt1,t2,rq eworkload duration
3 Preferences: What working behaviour does a resource often demonstrate? Em-
ployees have different working styles that may affect their performance [85, 33]. We
may learn about resources’ preferences by checking if they often multitask, execute
only similar tasks or take risks by performing a multitude of tasks, perform more work
during certain week days or reassign tasks to others.
RBI 3.1 Multitasking: The fraction of active time when a given resource
is involved in more than one activity with respect to the resource’s active
time. We do not consider the resource’s working hours and we assume
that resource is working on all tasks that he started. Hence, this RBI only
yields a rough estimate of the resource’s multitasking preference.
Multitaskingpt1, t2, rq fi řePETRpt1,t2,rq|eworkloadą1 eworkload duration{ř
ePETRpt1,t2,rq|eworkloadą0 eworkload duration
RBI 3.2 New Attributes: The number of times a resource completed a
task during a given timeslot with a new value of a given attribute, e.g.,
sum (reflects propensity to execute new hence risky tasks).
New Attributespt1, t2, r, sumq fi |te P ECTRpt1, t2, rq | Ee1 P EL
re1sum “ esum ^ e1time ă etimesu|
RBI 3.3 Activity Reassignments: The number of times when an activity
started by a given resource during a given time slot was later completed
by a different resource.
Activity Reassignmentspt1, t2, rq fi |te P ETRpt1, t2, rq | etype “ start ^
De1 P ELre1type “ complete ^
e1resource ‰ r ^ e1task “ etask ^
e1caseid “ ecaseid ^ e1time ą etimesu|
4 Productivity: How good is a resource at what it does? Productivity RBIs aim to
measure a resource’s results, e.g., in terms of timeliness, costs or quality of outputs
(assuming this information is recorded in the event log). Here we define RBIs for: the
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number of activities/cases completed with a given outcome in which a resource was
involved, the fraction of activities/cases completed with a given outcome in which a
resource was involved with respect to the total number of activities/cases completed
with a given outcome, the average value of a given outcome for cases/activities com-
pleted in which a given resource was involved, and the number of times when a given
activity was repeated when completed by a resource.
RBI 4.1 Activity Outcomes: The fraction of activities completed with a
given outcome (e.g., duration) during a given time slot by a given resource
with respect to the total number of activities completed by the resource
during the time slot.
In Time Activitiespt1, t2, r, durq fi
|te P ECTRpt1, t2, rq | etask duration ă duru| { |tECTRpt1, t2, rqu|
RBI 4.2 Case outcomes: The fraction of cases completed during a given
time slot with a given outcome (e.g., customer feedback cf ) in which a
given resource was involved with respect to the total number of cases com-
pleted during the time slot in which the resource was involved (requires a
case outcome attribute, e.g., feedback, to be recorded).
Satisfactory Casespt1, t2, r, cf q fi
|tc P CCT pt1, t2q XCRprq | c f eedback ě c f u| { |CCT pt1, t2q XCRprq|
RBI 4.3 Average Duration of a Given Activity: Average duration of
instances of a given activity completed during a given time slot by a given
resource.
Average Activity Durationpt1, t2, r, aq fi řtePECTRpt1,t2,rq|etask“au etask duration{
|te P ECTRpt1, t2, rq | etask “ au|
RBI 4.4 Average Case Duration: Average duration of cases completed
during a given time slot in which a given resource was involved.
Average Case Durationpt1, t2, rq fi řcPCCT pt1,t2qXCRprq ccase duration{
|CCT pt1, t2q XCRprq|
5 Collaboration: How well does a resource work with other employees? It is impor-
tant to measure collaborative aspects of resource behaviour. RBIs in this category can
help us to learn about a resource’s collaboration patterns with some other resource (e.g.,
the number of handovers from/to a given resource or the number of times when two
given resources were involved in the same cases), or to obtain insight into a resource’s
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overall social position within an organisation (e.g., the number of other resources that
executed a given activity, the average number of resources involved in the same cases
with a given resource or the fraction of resources involved in the same cases with a
given resource during a given time slot with respect to the total number of resources
active during the time slot).
RBI 5.1 Interactions between two given resources: The number of cases
completed during a given time slot in which two given resources were
involved.
Interactions Between Resourcespt1, t2, r1, r2q fi
|CCT pt1, t2q XCRpr1q XCRpr2q|
RBI 5.2 Social position: The fraction of resources involved in the same
cases with a given resource during a given time slot with respect to the
total number of resources active during the time slot.
Social Positionpt1, t2, rq fi
|tr1 P R | Dc P CTRpt1, t2, r1q XCTRpt1, t2, rqu|{
|tr1 P R | Dc P CTRpt1, t2, r1qu|
RBI 5.3 Delegations: The number of times when a resource, r, assigns a
task to another resource, r2 (a corresponding attribute, e.g., creator, must
be recorded in the log).
Delegationspt1, t2, r, r2q fi |te P ECTRpt1, t2, r2q | ecreator “ r ^ r ‰ r2u|
4.3.2.2 Extracting RBI Time Series from an Event Log
The value of an RBI at a particular point in time is not very useful unless it is com-
pared with some other values. For such comparisons, we extract RBI time series as the
second step. Time series are widely used in different areas to capture the dynamics of a
phenomenon and a number of time series analysis techniques have been proposed [14].
An RBI can have only one value for a given time period (i.e., per time slot). An RBI
time series consists of RBI values extracted for a given period of time, e.g., per day,
week, month, etc, for a particular resource. The user selects a starting time point, time
series sampling rate and a number of time slots. Selection of the time series sampling
rate is an important step that can affect the analysis results. It is a well-known problem
often discussed in the literature [47]. When choosing the sampling rate for an RBI
time series one should consider process characteristics (e.g., process granularity) and
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the type of analysis one is interested in. For example, if a manager is interested in
checking whether or not an employee is less productive on Mondays, daily RBI values
are needed, rather than weekly or monthly.
Let RBInpt1, t2, r, rp1 . . . pnsq denote the value of an RBI n during a given time slot,
t1 to t2, for a given resource, r, and optional parameters p1 . . . pn, TS start be the starting
time point, TS slotsize be the sampling rate, TS size be the number of time slots, and
Startptq and Endptq functions that return the beginning and the end of a timeslot for a
given time t respectively. Then an RBI time series can be defined as:
TS RBIn fi tpRBInpStartptq, Endptq, r, rp1 . . . pnsq, tq |
t P tTS start ` i ˚ TS slotsize | i P t0, 1, . . . ,TS size ´ 1uuu
Here we use the following pre-defined functions for the beginning and the end of
a time slot: Startptq “ t and Endptq “ t ` TS slotsize. We also provide an interface for
users to define their own functions. This gives flexibility to use different time series
sampling methods. For example, one may define overlapping time slots.
4.3.2.3 Analysing RBI Time Series
During the third step, we analyse the extracted RBI time series and visualise the re-
sults. Our framework generates time series charts accompanied by trend lines. It can
also automatically detect change points and outliers and it provides a means for time
series comparisons. Hence, one can compare RBI values for different resources or
compare RBI values against benchmark values.
Time series charts alone accompanied by trend lines can give many interesting in-
sights about the dynamics of resource behaviour. For example, a manager can see when
the number of cases handled by a resource has increased or decreased significantly or
whether a resource is handling an abnormally higher or lower number of tasks during
certain periods. While charts are simple and powerful tools for time series analysis,
they are not very convenient when the amount of available data is large. If a manager is
doing periodic performance reviews for multiple employees and is interested in multi-
ple RBIs it may be necessary to check hundreds of charts. To facilitate this, we enable
the use of automatic techniques for time series analysis such as the detection of change
points [71], outliers detection [97] and time series comparison [52].
One way to make time series analysis efficient is automatic detection of significant
changes. One would like to know if such changes have occurred and the points in
time when they did so. The problem of change point detection has received significant
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attention and many methods have been developed. Most of the existing change point
detection techniques make certain assumptions about the distribution of the data, how-
ever recently a few non-parametric methods have been proposed [28, 71]. As we do
not know the distributions of RBIs in advance, we advocate using such methods. A
user can choose non-parametric tests to detect changes in location (Mann-Whitney),
in scale (Mood) or to detect arbitrary distributional changes (Kolmogorov-Smirnov,
Cramer-von-Mises) [71]. An alternative approach would require learning the distribu-
tion of the data and using an appropriate change point detection test.
Detecting outliers in RBI time series (i.e., points in time when RBI values sig-
nificantly deviate from typical values) can be helpful in problem investigations. For
example, a high resource workload during specific points in time may explain case
delays. Many outlier detection techniques have been proposed in different research
fields. We use an outlier detection method that fits the distribution of the observations
and detects observations which are unlikely to be generated by this distribution [97].
The time series analysis methods described above allow the analysis of how the be-
haviour of a resource has evolved over time. Another way to evaluate performance of a
resource using RBIs is to compare its behaviour with the behaviour of other resources.
This allows us to quickly identify those resources whose behaviour significantly differs
from others (e.g., over-performing or under-performing employees). To compare RBI
time series we recommend using the non-parametric Mann-Whitney U-test [52].
Typical event logs do not contain complete information about the behaviour of a
resource, hence the meaning of an RBI can be subject to interpretation. In addition, the
existence of certain change points may not provide an explanation regarding the root
causes behind such changes. Let us consider as an example RBI “typical duration of
a given activity completed by a given resource”. If we detect that a resource is getting
faster when executing a particular activity, this may mean that the resource is getting
more efficient as it becomes more experienced in carrying out such an activity or it
could mean that the resource is doing a hasty and possibly poor job.
4.3.3 Evaluating Resource Behaviour
While module Analysing Resource Behaviour described in Section 4.3.2 allows us to
extract descriptive information about different aspects of employee behaviour, the goal
of module Evaluating Resource Behaviour is to provide a method that allows managers
to check if a given resource’s behaviours affect given outcomes. For example, one may
be interested to learn how a resource’s workload affects the quality of his work, or if
PhD Thesis - c© 2015 Anastasiia Pika - Page 93
CHAPTER 4. MINING RESOURCE PROFILES FROM EVENT LOGS
the case duration is influenced by the number of resources processing a case.
We use linear regression analysis to quantify relationships between resource be-
haviours and outcomes. This is a statistical technique used for modelling the rela-
tionship between variables [56]. We use regression analysis because it is a popular
technique often used for investigation of relationships between different social and
economic phenomena and its results are easy to interpret for business users. Although
we use linear regression in this chapter, other regression techniques can be applied.
To perform regression analysis one should define the dependent variable and one or
more independent variables. Our framework provides an interface for users to define
dependent and independent variables they would like to analyse. It then extracts the
values of the defined variables from an event log, fits a linear regression model and
provides p´ value, R2 [26] (coefficient of determination) and a plot of data and the
fitted regression line (in the case of one independent variable).
In the context of business processes we can look at resource behaviours and out-
comes that relate to cases (e.g., the relationship between the percentage of tasks ex-
ecuted in a case by a given resource and the case duration or cost); tasks (e.g., the
relationship between a task outcome and the experience of a resource executing the
task); or we can look at resource behaviours and outcomes during a given period of
time (e.g., the relationship between the number of distinct tasks completed per week
and the number of task instances completed during the week). Below we describe how
to analyse whether or not relationships exist between given resource behaviours and
outcomes for the three perspectives referred to here as the case, task, and time per-
spectives. The procedure to do so consists of the following steps: 1) define a set of
instances to be included in the analysis (i.e., cases, task instances or time slots); 2)
define the value of the dependent variable for a given instance; and 3) define the value
of an independent variable for a given instance.
Case perspective
1. Define a set of cases to be included in the analysis, CRA. One may be interested
in all completed cases, cases in which a given resource was involved, cases of a
certain type, etc.
For example, CRA may comprise all cases in which a given resource, r, was
involved:
CRAprq fi CRprq.
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2. Define the value of the dependent variable DV for a given case c P CRA, e.g.,
case duration or cost.
For example, DVpcq may yield the duration of case c: DVpcq fi ccase duration.
3. Define the value of an independent variable IVi for a given case c P CRA, e.g.,
the percentage of tasks completed by a given resource in the case or the number
of resources involved in the case.
For example, IVipcq may yield the number of resources involved in case c:
IVipcq fi |tr P R | De P ELreresource “ r ^ ecaseid “ csu|.
Task perspective
1. Define a set of events that should be analysed, ERA. One may wish to include
in the analysis events related to completed tasks, instances of a given task, tasks
completed by a given resource, etc. For example, ERA may comprise all events
related to completed instances of a given activity a:
ERApaq fi te P E | etask “ a^ etype “ completeu.
2. Define the value of the dependent variable DV for a given event e P ERA. For
example, DVpeq may yield the task duration: DVpeq fi etask duration.
3. Define the value of an independent variable IVi for a given event e P ERA, e.g.,
the experience or workload of a resource that executed the related task. For
example, IVipeq may yield the resource’s workload: IVipeq fi eworkload.
Time perspective
1. Define time series parameters – starting time point, sampling rate, and the num-
ber of time slots. For a given time slot there can be only one value of the depen-
dent variable, and one value of each independent variable.
2. Define the value of the dependent variable DV during a given time slot pt1, t2q,
e.g., the number of task instances completed by a resource, or the fraction of
cases with a given outcome completed in which a resource was involved with re-
spect to the total number of cases completed in which the resource was involved,
etc. For example, one may look at the average duration of a task completed by a
given resource, r:
DVpt1, t2, rq fi řePECTRpt1,t2,rq etask duration{|ECTRpt1, t2, rq|.
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3. Define the value of an independent variable IVi during a time slot pt1, t2q, e.g.,
the average resource workload. For example, one may look at the number of
distinct tasks completed by a resource r:
IVipt1, t2, rq fi |ta P A | De P ECTRpt1, t2, rqretask “ asu|.
The framework then extracts from an event log the values of the defined dependent
variable DV and all independent variables IVi for all cases in Cr (for the case perspec-
tive), events in Er (for the task perspective) or time slots (for the time perspective), e.g.,
weekly values of the average duration of tasks completed by a resource and weekly
values of the average workload of the resource. It runs regression analysis using the
variable values and provides p´ value, R2 and a plot, e.g., in Figure 4.20, (when one
independent variable is considered) that allows us to identify if a relationship exists
between given resource behaviours and outcomes.
4.3.4 Evaluating Resource Productivity
The goal of this module is to provide a method for evaluating and comparing productiv-
ity of human resources and tracking evolution of productivity over time. If employees
only execute one task, use the same resources needed to perform this task (e.g., in-
formation or materials), and their working hours are the same, then one can compare
the productivity of these employees by simply counting the number of task instances
completed by each employee during a given time period. However, this scenario is
not realistic as in modern organisations employees are often involved in multiple tasks
with different levels of complexity.
To be able to evaluate employee productivity in such complex environments we use
the Data Envelopment Analysis (DEA) [4] technique. This is a non-parametric method
based on linear programming that can consider multiple inputs and outputs and is often
used in operations research to compare efficiency of firms, with typical inputs being
money, materials, people and typical outputs being units of production. DEA is based
on limited assumptions and is suitable for cases when the actual production function is
unknown [20].
In many organisations the amount of output (e.g., the number of completions of a
given task) that should be produced by an employee in a given role using a given input
(e.g., working hours) is unknown. The first challenge is to be able to identify produc-
tivity “best practice” for the role from data. The DEA technique extracts from data the
“set of combinations of input and output such that the input can actually produce the
PhD Thesis - c© 2015 Anastasiia Pika - Page 96
4.3. FRAMEWORK
output” (referred to as the “technology”) and estimates best practice for the technology
(referred to as the “efficient frontier”) [4]. When estimating the efficient frontier users
may select one of the four DEA models based on their return to scale assumptions:
CRS (constant returns to scale), DRS (decreasing returns to scale), IRS (increasing re-
turns to scale), or VRS (variable returns to scale) [4]. By default we use the CRS model.
In the context of business processes one would typically consider a resource’s working
hours as an input. It seems reasonable to expect that the amount of a resource’s output
should be proportional to the amount of the resource’s working time. For example, the
number of tasks completed by an employee who works 40 hours per week should be
twice as high as the number of tasks completed by an employee who only works 20
hours per week.
DEA also allows us to assign costs to inputs and outputs if they are available, and to
calculate optimal revenue output, optimal cost input or optimal profit [4]. For example,
one may wish to assign costs to tasks with different levels of complexity and consider
them when estimating productivity best practice.
After learning the efficient frontier, i.e., productivity best practice, we would like to
measure the productivity of employees with respect to this frontier. DEA also allows
us to measure efficiency as related to the efficient frontier [4]. The productivity score
for a given resource during a given time period is a value from 0 to 1, with 1 being the
maximum possible productivity. If a resource’s productivity score during a given time
period is 1, this means that the combination of the resource’s inputs and outputs during
this time period belongs to the efficient frontier.
Our framework allows users to define inputs and outputs (and their costs if they are
known) for a given resource during a given time slot, estimate the efficient frontier us-
ing the defined inputs and outputs from an event log, and evaluate resource productivity
as related to this frontier.
As the first step users should define the values of resource inputs and outputs for
a given time slot. Typical outputs of a resource that can be extracted from an event
log include the number of instances of a given task completed by that resource or the
number of cases of a given type (e.g., for a given product or complexity) completed
during a given time slot in which that resource was involved. On many occasions
employees always use the same inputs (such as tools or information) which they require
to conduct their work. For such cases there is no need to define inputs as they are
constant. However, in some cases inputs are necessary. For example, the amount of
time an employee works on a process should be considered as an input if it varies for
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different employees or if a casual worker’s hours vary from week to week. Another
example of an input that may be relevant for some processes is the case arrival rate.
When the number of cases varies during different periods one may be interested to
consider it as an input, so that resource productivity scores are not affected during
periods with fewer active cases. Resource skills and experience are other examples
that can be considered as inputs if this information is recorded in a log.
As the second step the user selects which data should be used to estimate the effi-
cient frontier. Our framework provides three options:
1. Consider inputs and outputs for one resource during different time periods. This
way the framework will estimate a “personal” efficient frontier. An assumption
here is that the frontier does not change over time, though the productivity of a
resource can change.
2. Use inputs and outputs for multiple resources during one time period. An as-
sumption here is that the efficient frontier is the same for the resources but
their individual productivity can be different, hence one should only consider
resources that do the same type of work.
3. Use inputs and outputs for multiple resources during different time periods. An
assumption is that the efficient frontier is the same for the resources and it does
not change over time, but the resources can have different levels of productivity
that can change over time.
Our framework uses defined inputs and outputs and extracts from an event log a
set of observed input-output combinations for selected resources during selected time
periods. It also allows users to define costs of inputs and outputs if they are available.
It then estimates the efficient frontier using the set of input-output values, calculates
resource productivity as related to the frontier and produces a chart illustrating the
productivity. Figure 4.4 a) shows an example of output for productivity evaluation for
one resource during different time periods; Figure 4.4 b) shows an example of output
for productivity evaluation for multiple resources during one time period; Figure 4.23
shows an example of output for productivity evaluation for two resources during dif-
ferent time periods.
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Figure 4.4: Examples of outputs for resource productivity evaluation.
Figure 4.5: Main functionality of the plug-in for resource behaviour analysis
4.4 Implementation
The framework has been implemented as a prototype plug-in “Mining Resource Pro-
files”2. The functionality of the plug-in is depicted in Figure 4.5. It allows us: 1) to
import and pre-process event log data; 2) to define new RBIs, variables for regres-
sion analysis and resource inputs and outputs for productivity evaluation; and 3) to
analyse RBIs, perform regression analysis and to evaluate resource productivity. The
plug-in takes as input an XES event log. We use XES because it is a standard format
for event log data3. Event log data are converted and stored in a MySQL4 database.
Two database tables EL and CL are created that contain event and case attributes re-
spectively. Pre-defined RBIs, regression variables and DEA inputs and outputs are
stored in the database as SQL views. Users can define new views using SQL. We use
SQL for this purpose because it is standardised, unambiguous, and widely-used. Other
formalised languages, e.g., ‘set builder’ notation [43], could also have been used.
2The prototype can be downloaded from http://yawlfoundation.org/risk/files/MiningResourceProfiles.7z.
We plan to release it as a plug-in of the process mining framework ProM (http://www.promtools.org)
3http://www.xes-standard.org/
4http://www.mysql.com/
PhD Thesis - c© 2015 Anastasiia Pika - Page 99
CHAPTER 4. MINING RESOURCE PROFILES FROM EVENT LOGS
Figure 4.6: Main plug-in menu and examples of configuration screens
Figure 4.6 depicts the main menu of the plugin (on the left) and examples of con-
figuration screens. The main menu allows a user to import event log to database,
perform resource analysis using different predefined measures of resource behaviour
and to define new measures. When importing event log to database, a user needs to
map event log attributes to database attributes, the plug-in will automatically map ba-
sic attributes (e.g., task or resource) and derive additional attributes (e.g., eventid or
workload). Users may further add any existing data attributes. To start analysis a user
needs to select the analysis type (e.g., getting resource profile, performing regression
analysis of evaluating resource productivity). He then needs to select a resource whose
behaviour is to be analysed and configure other analysis parameters, e.g., select time
series slot size. When analysing an RBI, the plug-in will extract time series for the
selected RBI and provide the time series chart annotated with detected outliers, change
points and estimated trend. Figure 4.7 depicts an example of such output. When per-
forming a regression analysis, the plug-in will provide p´ value, R2 and a plot (e.g., in
Figure 4.20). When evaluating resource productivity, a chart depicting the productivity
of selected resources during selected time periods is displayed (e.g., in Figure 4.23).
Figure 4.8 provides as an example a screenshot of the interface that allows us to
define a new RBI. A user can see pre-defined supporting views and RBIs on the top,
and needs to specify the name of a new RBI (e.g., Number of task instances completed
by a resource) and to provide an SQL statement characterising the value of the RBI
for a given time slot. When defining new views, users can use pre-defined variables
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Figure 4.7: Example of RBI Analysis output
implemented as functions (e.g., R1() in Figure 4.8). The list of pre-defined functions
is displayed in the top left corner (Figure 4.8). Users can also use pre-defined SQL
views (“supporting views” in Figure 4.8) when defining new RBIs. For example, in
Figure 4.8 we use view ect that returns all events completed during a given time slot.
Users can define their own variables by providing variable names and data types, and
functions that return the values of the variables will be created automatically and can be
used in definitions of views. Users can also define new supporting views by specifying
their names and SQL definitions. Similar interfaces are available to define new views
for regression analysis and new DEA inputs and outputs.
Figure 4.8: Interface for definition of a new RBI using SQL
For statistical analysis of RBI time series, regression analysis and evaluation of
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resource productivity we use R5 whose functionality is accessed from the plug-in us-
ing JRI Java/R Interface6. To detect change points we use the CPM framework that
implements many popular tests and is implemented as R package cpm7. For outlier
detection we use the R package extremevalues8 that implements Van der Loo’s outlier
detection methods [97]. For time series comparison we use R’s wilcox method9 that
implements the Mann-Whitney U-test [52]; for trend fitting and regression analysis we
use R’s lm method10. For DEA analysis R’s package Benchmarking is used11. It allows
us to use the following DEA models: CRS (constant returns to scale, default model),
VRS (variable returns to scale), IRS (increasing returns to scale) and DRS (decreasing
returns to scale) [4]. The results of the analysis are visualised using the JFreeChart
library12.
4.5 Analysing the behaviours of resources in a German
bank
In this section we demonstrate how Module 1 of our framework can be used to analyse
resource behaviour by applying it to a real event log. We did not apply Module 2 and
Module 3 of our framework to this event log as they require inputs from the company,
and we did not have a possibility to contact the company representatives. An event log
which describes a loan application process in a German bank was used in this experi-
ment. The log contains 1731 cases and 25 different activities in which 220 resources
are involved. The total log duration is 43 weeks, and the average case duration is 18.7
days.
The resources can also be involved in other processes, however, the organisation
allows resources to spend up to 85% of their time on this loan application process.
As we could not contact the company representatives to ask for their preferences, we
selected the ten most frequently occurring resources in the log (referred to here as R1–
R10) for our analysis. For the same reason we used in our experiments two different
values of the time slot size: one week and one day. We looked at the daily values of
5http://www.r-project.org/
6http://rforge.net/JRI/
7http://cran.r-project.org/web/packages/cpm/vignettes/cpm.pdf
8http://cran.r-project.org/web/packages/extremevalues/extremevalues.pdf
9http://stat.ethz.ch/R-manual/R-patched/library/stats/html/wilcox.test.html
10http://stat.ethz.ch/R-manual/R-devel/library/stats/html/lm.html
11http://cran.r-project.org/web/packages/Benchmarking/index.html
12http://www.jfree.org/jfreechart/
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Figure 4.9: The number of distinct activities completed by resource R9
RBI 2.1 “The number of activity instances completed” for the ten resources. We found
that some resources tend to complete slightly more activities in the middle of the week
than on Mondays and Fridays while others do not display any differences within a
week. In all experiments described below, the time slot size was one week. Below we
show RBIs from each resource behaviour category as examples.
Figure 4.9 depicts a time series for RBI 1.1 “The number of distinct activities com-
pleted by a resource” extracted for resource R9. We can observe that the values of the
RBI were decreasing until January 2011, but starting from February 2011 resource R9
began executing more distinct tasks. The plug-in was able to identify this change point
using the Mann-Whitney test for identifying changes in location, as depicted by the
triangle shape in Figure 4.9. Changes in resource behaviour can affect organisational
performance. Automatic identification of such changes can help managers to take
timely actions.
To demonstrate the resource utilisation indicators we used as examples RBI 2.2
“The number of cases completed in which a given resource was involved” and RBI 2.3
“The fraction of cases completed in which a given resource was involved”. Fig-
ure 4.10(a) shows that during two weeks (in February and May 2011) an abnormal
number of cases were completed in which resource R1 was involved (marked as di-
amond shapes). Figure 4.10(b) depicts the fraction of cases completed in which R1
was involved with respect to the total number of cases completed and we can see only
one outlier (in February 2011). All outliers were identified by the plug-in. We can
conclude that the reason for the higher number of cases processed by resource R1 in
May 2011 was a higher case arrival rate, as the percentage is not abnormal, while the
PhD Thesis - c© 2015 Anastasiia Pika - Page 103
CHAPTER 4. MINING RESOURCE PROFILES FROM EVENT LOGS
Figure 4.10: Number (a) and fraction (b) of cases completed in which R1 was involved
Figure 4.11: The fraction of active time when resource R7 is involved in more than
one activity
higher number of case completions in February 2011 cannot be explained in a similar
manner. Abnormal resource workload can be a cause of process delays or low-quality
outputs. Further investigations may help to discover reasons for such behaviour and
conduct any corrective or preventive actions if necessary.
We also analysed the behaviour of RBI 3.1 “Multitasking” for these ten resources
and found that all of them were involved in multiple activities on only rare occasions.
Figure 4.11 depicts multitasking preferences for resource R7. Although we can observe
a slight increase in the tendency to multitask over time the percentage of time when
the resource is working on more than one activity is very small (no more than 2% of
the resource’s active time).
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Figure 4.12: Average case duration (in days) for resource R1
Figure 4.12 demonstrates the performance of RBI 4.4 “Average duration of a case
in which a given resource was involved” for resource R1. We can observe that starting
from November 2010 the average duration of cases in which resource R1 was involved
is often higher (typically around 25 days) when compared with the average duration of
cases in which resource R1 was not involved (typically around 15 days). A conclusion
one may draw from this is that R1 is a source of case delays. Alternatively it is possible
that R1 is an expert who is usually involved in more complex and lengthy cases.
Figure 4.13 shows the percentage of resources that are involved in the same cases
with a particular resource (RBI 5.2). We can see, for example, that during the week re-
source R1 interacts in different cases with approximately 40% of all resources involved
in the process during that week, while resource R5 typically interacts with 5–15% of
resources involved in the process. This RBI reflects the social position of a resource
within the organisation. A high number of interactions with other employees often
means that a resource has a higher influence in an organisation [33]. We can also see
in Figure 4.13 that the social positions of the two resources did not change significantly
during the period of analysis.
Having analysed the behaviours of the ten most frequent resources in the log we
were able to see that most of the resources are active during the period of analysis
and their behaviours did not change significantly. In addition we observed that some
resources are getting faster in execution of some tasks (e.g., R3) and some are often
involved in long-running cases (e.g., R1). We learned that some resources do not pro-
cess cases where high loan amounts are requested. These are only a few examples
illustrating knowledge discovered from the log. Managers can use this knowledge to
evaluate the performance of these resources and to plan their future workload and de-
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Figure 4.13: Percentage of resources involved in the same cases with a given resource
velopment. Identified outliers (e.g., in Figure 4.10) show behavioural anomalies that
could have affected process performance. Further investigation is required in order
to understand their causes and consequences. Such investigation can provide insights
for improving process performance in the future. We noted above that the behaviour
of some RBIs can have different interpretations as the event log does not contain all
information about resource behaviour. However, such RBIs can still provide valuable
insights to managers as they may be able to interpret the RBIs using their own knowl-
edge of the process. Automatic analysis of time series can help a manager quickly gain
insights about the dynamics of resource behaviour, e.g., to get all RBIs where changes
in behaviour have occurred. One can also find those resources whose behaviour sig-
nificantly differs from others.
4.6 Analysing resource behaviours in an Australian com-
pany
As a second major case study we analysed behaviours of employees in an Australian
company using our framework. The company was interested in analysing the be-
haviours of 34 selected resources (i.e., employees 13) in order to:
1. Evaluate performance of the employees (a company representative already had
an idea about performance levels of different employees and was interested to
see if the analysis results would confirm the assumptions);
2. Identify opportunities for improvement of their performance;
13In this thesis we use terms employee and resource as synonyms.
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3. Identify opportunities for improving process performance.
The data was collected from different information systems, anonymised and cleaned
up based on input from process experts. It was an iterative process that involved a few
meetings with company representatives during which we discussed the data require-
ments and agreed on the data attributes used in the analysis. The resulting event log
contains 17,750 cases and more than 700,000 events. We analysed weekly behaviours
of the 34 resources during the last two years. The resources are only involved in one
process represented in the event log used in the analysis. Below we first provide ex-
amples from the case study illustrating the three modules of our framework and then
discuss the insights gained from the case study.
4.6.1 Module 1: Analysing Resource Behaviour
We demonstrate one RBI example from each category of resource behaviour. An ex-
ample of an indicator that reflects resource skills is depicted in Figure 4.14 (RBI 1.2
“Case Types”). It shows fractions of completed cases related to five products (referred
to here as A,B,C,D and E) in which resource R10 was involved with respect to the total
number of completed cases in which R10 was involved. The chart reveals that resource
R10 is typically involved in cases related to products A and B, but we can see that the
resource is not very experienced in cases related to product E as R10 was only involved
in few such cases in 2014.
Figure 4.14: RBI 1.2 “Case Types” for resource R10: fractions of cases related to five
products.
Figure 4.15 depicts values of RBI 2.2 “The number of cases completed in which a
resource was involved” (a utilisation indicator) for resources R4 and R5 which play the
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same role. We can observe an upward trend for resource R5 — the number of cases
he or she is typically involved in is gradually increasing from 25 cases per week in
January 2013 to 50 cases in July 2014, while the number of cases in which resource R4
is involved is stable starting from July 2013 and is around 17 cases per week. Having
analysed this utilisation indicator for the 34 employees we could observe three types
of behaviour – some employees are getting more active over time, other employees
display stable behaviour and some employees show irregular patterns being more or
less active during different periods.
Figure 4.15: RBI 2.2: The number of cases completed per week in which resource
(a) R5 and (b) R4 was involved.
An example of an indicator that illustrates a resource’s preferences is depicted in
Figure 4.16. It shows the number of task reassignments from resources R3 and R15
(RBI 3.3 “Activity reassignments”). As we can see, starting from May 2013 the number
of times when a task assigned to resource R3 was completed by another resource in-
creases and during some weeks it is around 70. The number of task reassignments from
resource R15 also increases from May 2013 but it typically does not exceed 10. We
could observe significant differences in the number of task reassignments for different
resources in the same role. While for some of them the high number of task reassign-
ments can be explained by a high workload, reasons for frequent task reassignments
from other resources should be investigated.
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Figure 4.16: RBI 3.3: The number of task reassignments from resources R15 and R3.
Values of RBI 4.3 “Average duration of a given activity” (a productivity indicator)
for resources R16, R17 and R18 are depicted in Figure 4.17. We can clearly see that
resource R17 is much faster in execution of this activity (average duration is typically
below 100 hours) than the two other resources for which average duration of the task
sometimes reaches more than 500 hours. We could observe similar differences for
other tasks and resources. The company will explore an opportunity to improve process
performance by creating groups of efficient employees for each task.
Figure 4.17: RBI 4.3: Average duration of a given task completed by a resource.
Figure 4.18 depicts values of RBI 5.2 “Social position” for resources R7 and R11.
It is an example of a collaboration indicator and it is the fraction of resources active
during a week that were involved in the same cases with a given resource with respect
to the total number of resources active during the week. We can see in Figure 4.18
that values of the indicator are stable for resource R7 but they gradually increase for
resource R11 till June 2014 which means that resource R11 is getting involved with
more employees in the same cases over time.
To have a more complete picture of a resource’s behaviour one should look at the
resource’s profile. As an example Figure 4.19 depicts a profile of resource R30 that
comprises five RBIs from different categories of resource behaviour. We can observe
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that there was a change in the resource’s behaviour around March 2014. After this
point in time the resource is performing fewer distinct tasks (Figure 4.19 a) and is
involved in more cases (Figure 4.19 b) that have shorter durations on average (Fig-
ure 4.19 d). The fraction of employees involved in the same cases with R30 increases
(Figure 4.19 e). We can also observe that the number of task reassignments from re-
source R30 is typically not very high and that tasks were not reassigned from R30 be-
fore February 2013 (Figure 4.19 c). The changes in resource behaviour we can observe
in Figure 4.19a, b, d and e are related to changes in the set of resource’s responsibilities
in the organisation.
Figure 4.18: RBI 5.2: The fraction of resources active during a week in the same cases
with a resource.
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Figure 4.19: Profile of resource R30. a) RBI 1.1: The number of distinct tasks com-
pleted, b) RBI 2.2: The number of cases in which resource R30 was involved, c)
RBI 3.3: The number of task reassignments from R30, d) RBI 4.4: Average duration of
cases in which R30 was involved, e) RBI 5.2: The fraction of resources involved in the
same cases with R30.
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4.6.2 Module 2: Evaluating Resource Behaviours
An example of a process outcome that is available in a typical event log is duration.
We look at it from the three perspectives, case, task and time, and show examples from
the case study for each perspective.
We checked the relationship between the number of resources involved in a case
(independent variable) and the case duration (dependent variable). In our previous
research we found that in some processes higher numbers of resources being involved
in a case is often associated with long-running cases [64]. We discovered for this
process that there is only a weak relationship between the two variables — R2 is 0.24,
p´ value ă 0.0001, the data and the fitted regression line is depicted in Figure 4.20.
Figure 4.20: The relationship between the number of resources involved in a case (x-
axis) and the case duration (y-axis).
We also checked the relationship between the duration of a task (dependent vari-
able) and the experience of the resource who completed the task (independent vari-
able). Experience is estimated as the number of days the resource was employed by
the company at the time of task completion. We found that there is no influence of
resource experience on the tasks’ duration — R2 is 0.002, p´ value ă 0.001 (Fig-
ure 4.21).
We checked how the number of tasks completed by a resource during a week (in-
dependent variable) affects the average duration of the tasks (dependent variable) for
resources R5 and R7. In both cases workload affects task duration, but the effect is
strong for resource R5 (R2 is 0.79, p´ value ă 0.0001) (Figure 4.22) and weak for re-
source R7 (R2 is 0.23, p´ valueă 0.0001). Based on these observations, the company
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Figure 4.21: The relationship between experience of a resource executing a task (x-
axis) and the task duration (y-axis).
will explore possibilities to balance the workload of resources whose efficiency suffers
when they are overloaded.
Figure 4.22: The relationship between the number of tasks completed by resource R5
per week (x-axis) and average duration of the tasks (y-axis).
4.6.3 Module 3: Evaluating Resource Productivity
We calculated weekly productivity scores for the 34 selected employees during the pe-
riod of 109 weeks. We considered as an output the number of executions of a given
activity. The company representative assigned to each activity the level of complex-
ity – either high, medium or low which we used to assign output costs – either five,
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three, or one respectively. We did not use inputs as the employees have access to the
same resources needed to perform their work (e.g., information). The 34 selected em-
ployees belong to five different roles and we learned from data optimal revenue output
separately for each role. Then weekly productivity scores for each employee were cal-
culated as the division of the observed revenue output of an employee by the optimal
revenue output calculated for the employee’s role. Resulting productivity scores range
from zero to one, with one being the maximum possible productivity.
As an example Figure 4.23 depicts productivity scores for two employees in the
same role. We can observe that the productivity of resource R5 is between 0.4 and
0.6 most of the time and it gradually decreases from March 2014. The productivity of
resource R9 is typically lower than the productivity of R5 and it varies during different
periods. Having extracted productivity scores for the 34 resources we could observe
that some employees in the same role have stable and similar productivity scores while
others display irregular productivity patterns. In some instances productivity scores
extracted from data supported beliefs of the company representative about the employ-
ees’ productivity, while productivity scores of other employees were not as expected
(i.e., the scores were higher or lower than it was expected).
Figure 4.23: Weekly productivity scores for resources R5 and R9.
4.6.4 Summary of the Case Study
Here we summarise our findings from the case study and discuss the lessons learned.
The first goal was to evaluate the performance of the selected 34 employees in five dif-
ferent roles. The company was interested to see if our findings confirmed their assump-
tions. We extracted indicators in the five categories and evaluated overall productivity
of the employees. In most cases the analysis results confirmed the assumptions identi-
fying better and poorer performers. However, we found that some resources that were
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suspected of inconsistent performance actually displayed stable behavioural patterns
(e.g., in terms of the number of cases and tasks completed and the average duration of
the tasks). Analysing behaviours of employees in this process we could see that abrupt
significant changes in employee behaviours are typically related to changes of role or
changes of portfolio, outliers are often related to periods of vacations, while gradual
changes in behaviours often require attention as they indicate changes of employee
performance. We also discovered that some resources are very active (e.g., involved
in many cases and tasks), however they become slower in execution of some tasks,
tasks are frequently reassigned from them or they involve many resources in cases they
manage. This shows us that due care should be taken with the interpretation of results.
Each indicator is an abstraction that highlights a certain aspect of resource behaviour
while discarding others. To have a more complete picture of resource performance one
should look at different dimensions. One should also remember that event logs may not
contain complete information about resource behaviours, hence analysis results can be
subject to interpretation.
The second goal was to identify opportunities for improvement of performance of
the employees. We learned from the analysis that there are significant differences in
the amount of time it takes to complete a particular task for different employees, hence
the company will be exploring the possibility to assign tasks to those resources that
are more efficient in execution of a particular task. We also discovered that for some
employees the speed of task processing is significantly affected by their workload. The
company plans to explore possibilities to balance the workload of such employees.
Finally, the third goal was to identify opportunities for improving process perfor-
mance. It is expected that case throughput times may be reduced by defining pools of
efficient employees for each task and assigning tasks to efficient resources. Balancing
employee workload should also contribute to shorter case processing times. We also
identified differences in the number of resources processing cases handled by different
case managers. The company will be looking into these cases in more detail in order
to identify the reasons and suggest best practices for case resourcing.
Applying the framework to analyse behaviours of employees in an Australian com-
pany we demonstrated different types of analysis that the framework allows us to per-
form. We showed how the framework can help to evaluate resource performance in
a more objective way and to identify opportunities for improving the performance of
employees and the process.
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4.7 Survey on the usefulness of the framework
We also conducted an online survey to evaluate the perceived usefulness of our pro-
posed framework by managers (as they are intended users of the framework). The
survey describes the functionality of each module and shows screenshots of exam-
ples of application using a real data set (survey questions are available at yawlfoun-
dation.org site 14). The questionnaire comprises questions on the usefulness of the
three modules (using a 7-point-Likert-scale), open questions regarding improvement
comments, and process-orientation and demographic questions. Process-orientation is
considered as an important influencing factor on the rating of the relevance of the mod-
ules. Managers with a higher process-orientation are expected to see a higher usability
of resource performance analyses as they increasingly apply concepts for closely mea-
suring, controlling and analysing employees [23]. We also asked managers to answer
the question of whether or not resource behaviours in each of the five categories are
currently analysed in their companies, by selecting one of the following answers: no
opinion (1), not analysed (2), analysed based on personal judgements (3), and analysed
using information provided by information systems (4).
Questionnaires were distributed using professional social media (e.g., LinkedIn15).
They were also sent via email to employees in the financial services industry in Ger-
many using a non-public university database of industry contacts available to a member
of the research team (the database includes contacts of 2,286 employees of which 34.4
% (786) are expected to have managerial positions [46]). We asked employees with
managerial functions to fill out the questionnaire anonymously. The questionnaire was
available in English and in German. 42 managers answered the questionnaire fully (11
in English, 31 in German). Participants have a professional experience of 10.9 years
on average (SD: 7.56) and have 31.9 (SD: 55.27) subordinates on average. There is
no statistically significant difference between German and English answers, thus, the
answers were analysed jointly. 59.52 % of the respondents indicated that they work in
the finance and banking industry, others specified the following industries: information
technology, consulting services, manufacturing, education, health, and the restaurant
business.
Participants reported a limited application of resource behaviour analysis in the
five categories (“As-is” column in Table 4.1), but would find such analyses to be very
helpful (“Would be helpful” column in Table 4.1). Overall the modules (including
14http://yawlfoundation.org/risk/files/Survey.pdf
15www.linkedin.com
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Table 4.1: As-is vs. would be helpful with regard to resource performance evaluation
As-is (M, SD) Would be helpful (M, SD)
Resource skills 2.88, 0.633 5.78, 0.909
Resource utilisation 3.12, 0.739 5.80, 1.056
Resource preferences 2.59, 0.670 5.57, 1.151
Resource productivity 2.91, 0.726 6.02, 0.869
Resource collaboration 2.36, 0.533 5.45, 1.214
Legend: M–Mean; SD–Standard Deviation; “As-is” scale: 1–4 (“Please indicate if [resource behaviour category name] is
currently analysed in your organisation when evaluating resource performance”: (1) no opinion, (2) not analysed, (3) analysed
based on personal judgements, (4) analysed using information provided by information systems); “Would be helpful”:
7-point-Likert-scale (“I believe that analysing [resource behaviour category name] would be useful for the purpose of resource
performance evaluation”).
Table 4.2: The perceived usefulness of the framework and its modules
Module (Mean, Standard Deviation)
Framework (5.71, 1.031)
Analysing Resource Behaviour (5.91, 0.878)
Evaluating Resource Behaviour (5.83, 0.824)
Evaluating Resource Productivity (5.86, 1.026)
(7-point-Likert-scale)
features within the modules) are considered as very relevant by the participants (Ta-
ble 4.2). We also asked the participants to select the most relevant features (it was
possible to select multiple features). According to the participants the most relevant
features are (in brackets we specify the percentage of respondents that selected the
feature): Analysing indicators of resource behaviour in the categories of productivity
(71.4%), skills (66.7%) and utilisation (61.9%), estimating trends (52.4%), comparing
the overall resource productivity scores for multiple resources during different time
periods (52.4%) and finding correlations between resource behaviours and outcomes
for the time perspective (50.0%).
There is a weak statistically significant influence of process-orientation on the
evaluation of the modules (ns – non-significant): Analysing Resource Behaviour (ns
(0.427), R2 = ´.020), Evaluating Resource Behaviour (p´ value ă .05 (2.039), R2 =
.072), Evaluating Resource Productivity (p´ value ă .05 (2.227), R2 = .088), Overall
Evaluation (ns (1.942), R2 = .065). While Analysing Resource Behaviour and Overall
Evaluation (i.e., evaluation of the framework as a whole) show no statistically signifi-
cant influence of process orientation, the other two Modules are positively influenced.
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However, the values for R2 show that the influence is weak. As a consequence, it can
be stated that the degree to which the framework is considered relevant by a manager
is almost independent from the degree of process orientation of his/her environment.
Also the number of subordinates and working experience do not have any statistically
significant influence on the degree to which the framework is considered relevant.
Additional qualitative comments from the participants highlight that it is important
to consider task complexity and different demand scenarios when analysing resource
performance. Furthermore, legal restrictions on measuring individual employees could
be in place (e.g., permission of the workers union is required in Germany) leading to
an analysis on a team level only. Although most respondents belonged to the financial
services industry, it is reasonable to assume that the results of the survey would be
comparable in other office environments.
The survey revealed that currently only a limited amount of resource analysis is
conducted in companies. It confirmed that managers find our framework useful for
resource performance evaluation and that their opinion of potential usefulness of the
framework is independent from the level of process-orientation of their environments,
their experience or the number of subordinates.
4.8 Conclusions
Managers need objective information about different working behaviours of their em-
ployees in order to evaluate their performance, investigate performance-related issues
and identify best practices and opportunities for improvement. Failure in obtaining
such knowledge may result in poor workload planning, inadequate performance ap-
praisal systems and in missed opportunities to improve process efficiency.
In this chapter we presented a framework for mining resource profiles from event
logs. The framework allows us to extract descriptive information about resource skills,
utilisation, productivity, preferences and collaboration patterns; to learn if any rela-
tionships exist between resource behaviours and outcomes for the three perspectives
– case, task and time; and to evaluate and compare overall productivity of resources.
It provides multiple pre-defined measures of resource behaviour and it also provides
interfaces for users to define their own measures that reflect specifics of their process
contexts.
We conducted two case studies using our framework to analyse employee be-
haviours, one in a German and one in an Australian company. We demonstrated that
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the framework can help to objectively evaluate employee performance and identify op-
portunities for performance improvement. We also conducted a survey with managers
to evaluate the perceived usefulness of the framework and its modules. We found that
currently most respondents do not evaluate many aspects of resource behaviour or they
do it only solely based on their subjective judgements. They said that the methods pro-
vided by our framework would be useful and relevant to them. The survey responses
indicate that managers find the framework useful regardless of their experience, the
number of subordinates or the level of process-orientation of their environments.
There are a few limitations of this work and a few ways in which the work can be
extended. Our framework focuses on the analysis of working behaviours of employees.
Legal regulations related to personal data protection may exist in different countries,
for example permission of the workers union may be required (e.g., in Germany). A
direction for future work is providing users a possibility to select types of resource
analysis depending on legal regulations that may exist. We evaluated the usefulness of
our framework by showing examples of its application and conducting online survey
among managers. To evaluate ease of use of the corresponding software artefact a
study can be conducted in which users gain hands-on experience with the tool and
provide their feedback. We provided examples of measures of resource behaviour in
each of the three modules that can be mined from typical event logs. The possibility to
define more comprehensive sets of resource behaviour measures relevant in different
contexts can be explored. We adopted SQL for the definition of new measures, other
possibilities, e.g., providing a user-friendly graphical interface, may be explored.
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Conclusion
Risk management and business process management are major concerns of corporate
and government organisations. Business processes are exposed to different risks, but
risk management standards provide little guidance about how to identify such risks.
To date insufficient attention has been paid to the problem of identification of process-
related risks. Human resources are often involved in business processes and their ac-
tions can be a source of process risks. Employees tend to make mistakes and their
capabilities and productivity levels change over time which may affect process out-
comes. Existing research typically focuses on organisational aspects but insufficient
attention has been paid to the problem of extracting knowledge about behaviours of
individual resources. In this thesis we tackled three research questions:
1. How can we identify risks in running process instances?
2. How can we evaluate overall process risk and predict process outcomes based
on the current value of overall process risk?
3. How can we get objective information about human resource behaviours and
their effects on process outcomes?
To tackle the first research question we presented an approach for identifying the
risk of case delay by analysing event logs. It consists of three steps: 1) Define Process
Risk Indicators; 2) Identify the presence of PRIs in process instances; and 3) Define
predictor functions. We defined eight illustrative PRIs: 1) Atypical activity execution
time, 2) Atypical waiting time, 3) Multiple activity repetitions, 4) Presence of a “risky”
activity, 5) Multiple resource involvement, 6) Atypical sub-process duration, 7) High
resource workload, and 8) Involvement of a “risky” resource. We defined two methods
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for recognising the presence of PRIs in a case: 1) a method that does not require infor-
mation about case outcomes and is based on statistical techniques for outlier detection;
and 2) a method that uses information about case outcomes to configure PRIs. We
conducted experiments using real event logs. We used training data sets to learn PRI
thresholds and test data sets to evaluate the risk identification methods. We discov-
ered that the first method can predict process delays but produces many false-positive
predictions. The method for risk identification that is based on PRI configuration can
predict case delays with high degrees of precision. We learned that different indica-
tors were good predictors of case delays in different data sets. Our experiments also
showed that there is a trade-off between precision and recall – it is difficult to predict
case delays with a high degree of precision, while many delays could be predicted with
a degree of precision of 60-80% (Chapter 2).
To tackle the second research question we defined a method for mining overall
process risk from event logs and a method for predicting aggregate process outcomes
based on the current value of overall process risk. Desired process behaviour is mod-
elled as a Petri net with data and deviations from such process models are considered
as risky process behaviours. We use a technique [15] that replays event logs on a pro-
cess model to allow us to identify risky process behaviours. We presented a method
for evaluating overall process risk considering such risky processes behaviours across
all running process instances. We also presented a method for prediction of aggregate
process outcomes by evaluating the current value of overall process risk. The method
uses multivariate non-parametric regression and allows us to predict aggregate process
outcomes using overall process risk of multiple processes as independent variables.
We used synthetic and real event logs to demonstrate application of the methods. We
showed how our approach can help to track evolution of overall process risk and to
predict aggregate process outcomes.
To address the third research question we devised an extensible framework for
mining resource profiles from event logs. The framework consists of three modules:
1) Analysing Resource Behaviour, 2) Evaluating Resource Behaviour, and 3) Evaluat-
ing Resource Productivity. The first module allows us to discover information about
five categories of resource behaviour: skills, utilisation, preferences, productivity, and
collaboration. We introduced a number of Resource Behaviour Indicators in each of
the five categories. We also provide an interface for users to define their own indicators
using SQL. Our framework allows us to extract RBI time series and analyse them using
popular time series analysis techniques. The second module of the framework allows
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us to check relationships between given resource behaviours and outcomes for three
perspectives: case, task and time. The third module provides a method and a tool that
allows us to define different resource inputs and outputs and evaluate overall resource
productivity using the DEA technique. We conducted two case studies using data sets
from a German and an Australian company and demonstrated what types of analy-
sis can be conducted and how our approach can help to identify issues and improve
resource and process performance. To evaluate the usefulness of the framework we
conducted an online survey with managers and learned that they find our framework
relevant and useful for the purpose of resource performance evaluation.
As we discussed in Chapter 2, Rosemann and zur Muehlen [70] defined taxonomy
of process risk types that includes goal, structural, data, technology and organisational
risks. Delgado et al. [19] defined several dimensions for measuring process goals
which include throughput time, capacity, resources, cost, path execution, final state,
quality and flexibility. In Chapter 2 we only focused on one type of risk – the risk of
a case overrun. In Chapter 3 we presented a general approach for overall process risk
evaluation and showed examples related to process throughput time and quality. We
expect that our approaches described in Chapters 2 and 3 can also be applied to identify
and evaluate other quantifiable process risks related to process capacity, resources,
cost, path execution and final state, this is a direction for future work. It may be more
difficult to quantify process flexibility, e.g., time to introduce process changes, hence
our methods may not be helpful in identifying risks that threaten process flexibility.
As we discussed in Chapter 2, sources of process risks can be related to process
activities, business objects and data, resources, information technology, or to “links
between these clusters” [70]. In Chapter 2 we focused on risks that can be discov-
ered from basic event logs (i.e., event logs that contain information about case identi-
fiers, tasks, event types, resources and time) and defined Process Risk Indicators whose
sources are related to process activities and resources. In Chapter 3 we showed exam-
ples of risks related to activities, resources and data. Our methods are not suitable for
identification of risks related to information technology, e.g., network failures. To be
able to identify many risks whose sources are related to resource behaviours, we need
richer event logs that record information about different event types, e.g., “schedule”,
“assign” or “reassign”. This would enable us to identify, for example, resources that
often do not start activity instances assigned to them for a long time, or those resources
who often reassign activities.
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CHAPTER 5. CONCLUSION
There are some limitations of our work that provide directions for future research.
In Chapter 2 of this thesis we defined PRIs that are generic and only require basic
event logs, i.e., event logs that only contain information about case identifiers, tasks,
event types, resources and time. Case execution times can also vary for different case
types, e.g., for complex and simple cases. Such scenarios require data attributes to be
recorded in event logs. A direction of future research could be to investigate process
risks and their indicators that can be extracted from richer event logs, i.e., event logs
that contain case and task data attributes, or are relevant for specific domains. In this
method we also assumed that a process is in a steady state so the possibility of using
the method in the presence of process concept drift [7] is worthwhile exploring. In
Chapter 2 we mainly focused on individual PRIs and introduced two simple predictor
functions. One may also look at relationships between different PRIs and introduce
other predictor functions. For example, we could devise a function that predicts the
extent of a case delay based on the number and the types of indicators identified in the
case. One way to do this is to conduct a regression analysis using different indicators
as independent variables and the extent of a case delay as the dependent variable.
In Chapter 3 we showed examples of risky process behaviours related to different
process perspectives which can be identified by our approach, e.g., execution of a
specific activity, repetition of an activity, execution of an activity by a specific resource,
completion of an activity with a delay, or execution of an activity with a specific data
attribute. A systematic study of different types of risky process behaviours which can
and cannot be identified by our approach could be a direction for future research. When
replaying truncated cases we instruct the algorithm [15] not to penalise improper case
completion. A limitation of this approach is that skipping of an activity cannot be
identified as a risky process behaviour when one works with truncated cases. This
limitation could be addressed in future work. We devised two measures of overall
process risk, total risk and mean risk. Definition of other measures of overall process
risk, e.g., median risk or risk variation, could be another direction for future work.
There are a few ways in which our work on mining resource profiles (Chapter 4)
can be extended. Based on the literature we defined five categories of resource be-
haviour, in each category we defined a number of Resource Behaviour Indicators that
can be mined from typical event logs, and provided examples of measures that require
richer information to be recorded in event logs. One way to continue this work is to ex-
plore the possibility to define more comprehensive sets of resource behaviour measures
relevant in different contexts, e.g., measures relevant in a manufacturing environment
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or in a service organisation. Our framework provides user interfaces that allow users to
define their own measures of resource behaviour using SQL. Another direction of fu-
ture work is to explore ways other than the use of SQL to define measures of resource
behaviour, e.g., providing a user-friendly graphical interface. Although the primary
goal of the framework is to analyse resource behaviour, we believe that its use is not
limited to this application, and other process-related behaviours can also be investi-
gated using our approach. For example, one may check the evolution of the number of
cases completed with a given outcome or the relationship between the case arrival rate
and average case duration.
In conclusion, the methods presented in this thesis can help managers evaluate
risk exposure of their business processes, to more objectively evaluate performance of
their employees and to identify opportunities for improvement of resource and process
performance. We showed that it is possible to predict case delays using our Process
Risk Indicators (Chapter 2). We demonstrated how overall process risk can be eval-
uated and how to use it to predict process outcomes (Chapter 3). Finally, we showed
how our framework for resource profile mining can help managers evaluate resource
productivity, identify resource-related issues and opportunities for improvement of re-
source and process performance (Chapter 4). The results of our work can be used as
input for risk mitigation and for improvement of resource and process performance.
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Appendix A
Survey Questions
Part A. Background questions
1. For how many years have you been in a managerial position?
2. For how many employees are you responsible as a leader?
3. A process is a cross-functional and cross-divisional aggregation of tasks having a
defined business goal. We would like you to think about a process on which you
spend the most of your working time. Please describe this process by rating the
following statements (using 7-level Likert scale: Strongly Disagree – Disagree –
Somewhat Disagree – Neutral – Somewhat Agree – Agree – Strongly Agree):
• There is a person in charge of this process.
• I know for which tasks I am concretely responsible within this process.
• There are clearly defined goals for this process.
• I know the connection between my goals within this process and the overall
process goal.
• I know for which product or service my activities within this process are
contributing.
• The number of interfaces in this process is kept as low as possible.
• The number of employees being involved in this process is kept as low as
possible.
• I know the activities of my colleagues broadly which are necessary to finish
the product or service within this process.
• In this process there is coordination with employees which are not directly
involved in the process.
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• There are regular meetings of employees working together in the process
to discuss the avoidance of typical problems of process operations.
• The process allows for deviations from routine actions.
4. Please indicate in which industry do you work:
• Banking and Finance
• Consulting Services
• Ecology / Environmental
• Education
• Engineering and Construction
• Health and Medical Services
• Information Technology
• Manufacturing
• Oil and Gas
• Other
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Part B. Evaluation of the framework
In this part we provide short description of the framework and its modules, we de-
scribe different framework features and demonstrate examples of application using a
real event log. We ask users to answer questions about the framework and its features.
Figure 5.1: Demonstration screen: the framework structure
Figure 5.2: Demonstration screen: description of Module 1
PhD Thesis - c© 2015 Anastasiia Pika - Page 129
Appendix A
Figure 5.3: Demonstration screen: description of category “Skills”
Please, answer the questions:
1. I believe that analysing resource skills would be useful for the purpose of re-
source performance evaluation:
(1) Strongly Disagree – (2) Disagree – (3) Somewhat Disagree – (4) Neutral –
(5) Somewhat Agree – (6) Agree – (7) Strongly Agree
2. Please indicate if resource skills are currently analysed in your organisation
when evaluating resource performance:
(1) No opinion – (2) Not analysed – (3) Analysed based on personal judgements
– (4) Analysed using information provided by information systems.
We provided similar examples for other categories of resource behaviour (utilisa-
tion, preferences, productivity and collaboration) and asked similar questions1.
1The complete survey questions are available at http://yawlfoundation.org/risk/files/Survey.pdf
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Figure 5.4: Demonstration screen: time series analysis techniques
Please answer the questions:
1. I believe that the following techniques of time series analysis could provide use-
ful knowledge for resource performance evaluation (using 7-level Likert scale):
• Detecting significant changes
• Identifying outliers
• Estimating trend
• Comparing different time series
2. Overall, I find that the module “Analysing Resource Behaviour” could provide
useful insights for resource performance evaluation (using 7-level Likert scale).
3. Please list other categories of resource behavior (if any) that you consider could
be useful for resource performance evaluation.
4. Please provide your comments or suggestions for improvement of the module
“Analyzing Resource Behavior”.
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Figure 5.5: Demonstration screen: description of Module 2
Please answer the questions:
1. I find that analysing correlations between resource behaviours and outcomes
could provide useful insights for resource performance evaluation (using 7-level
Likert scale):
• Case perspective
• Task perspective
• Time perspective
2. I find that the module “Evaluating Resource Behavior” could provide useful
knowledge for resource performance evaluation (using 7-level Likert scale).
3. Please provide your comments or suggestions for improvement of the module
“Evaluating Resource Behavior”.
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Figure 5.6: Demonstration screen: description of Module 3
We then demonstrate examples of productivity charts for the three options and ask
respondents to answer the questions:
1. I find that it could be useful to compare productivity of (using 7-level Likert
scale):
• One employee during different time periods
• Multiple employees during one time period
• Multiple employees during different time periods
2. I believe that the module “Evaluating Resource Productivity” could be useful
(using 7-level Likert scale).
3. Please provide your comments or suggestions for improvement of the module
“Evaluating Resource Productivity”.
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Finally, we ask respondents to answer the questions about the framework:
1. Overall, I believe that the framework for resource performance evaluation could
be useful to me (using 7-level Likert scale).
2. Please select the features of the framework that you believe could be most useful
when evaluating performance of resources, i.e., employees (selection of multiple
options is possible):
• Analysing indicators of resource behaviour in the category SKILLS
• Analysing indicators of resource behaviour in the category UTILISATION
• Analysing indicators of resource behaviour in the category PREFERENCES
• Analysing indicators of resource behaviour in the category PRODUCTIV-
ITY
• Analysing indicators of resource behaviour in the category COLLABORA-
TION
• Detecting significant changes (change points)
• Identifying outliers (abnormal values)
• Estimating trends
• Comparing different time series
• Finding correlations between resource behaviors and outcomes for the CASE
perspective
• Finding correlations between resource behaviors and outcomes for the TASK
perspective
• Finding correlations between resource behaviors and outcomes for the TIME
perspective
• Comparing the overall resource productivity scores for one resource during
different time periods
• Comparing the overall resource productivity scores for multiple resources
during one time period
• Comparing the overall resource productivity scores for multiple resources
during different time periods
3. Please provide your comments or suggestions for improvement of the frame-
work.
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