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Abstract 
In this paper we shall consider the boundary value problem 
y(")+2Q(t,y,y' ,  .... y("- 2)) = 2P( t, y, y', . . . .  y(n-2)), n>~2, tE(0,1),  
y(i)(O) = O, 0 <. i <~ n -- 3, 
~y("-2)(0) - fly("-1)(0) = 0, 
yy("-2)(1) + 6y("-~)(1)= 0,
where 2 > 0, ~, B, 7 and 6 are constants atisfying ~7 + ~6 + BY > 0, B, 6 ~> 0, B + ~ > 0 and 6 + ~, > 0. Intervals of 2 are 
determined to ensure the existence of a positive solution of the boundary value problem. For 2 = 1, we shall also offer 
criteria for the existence of two positive solutions of the boundary value problem. In addition, upper and lower bounds 
for these positive solutions are obtained for special cases. Several examples are included to dwell upon the importance of 
the results obtained. (~) 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
In this paper we shall consider the nth-order differential equation 
y(n) + 2Q(t ,y ,y '  .. . .  ,y(n-2))=2P(t ,y ,y '  . . . . .  y(n-2)),  tE(0, 1), 
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together with the boundary conditions 
y(i)(0) = 0, 0 ~< i ~< n - 3, (1.2) 
o~y(n-2)(O) -- f ly(n- l )(o) = 0, (1.3) 
yy(n -2) (1 )  + 6y("-~)(1) = 0, (1.4) 
where n ~> 2, 2 > 0, a, fl, y and 6 are constants o that 
p = ay + a6 + fly > 0 (1.5) 
and 
fl~>O, 6~>0, f l+~>O,  6+y>O.  (1.6) 
It is noted that condition (1.6) allows a and y to be negative. 
Throughout, we shall assume that there exist continuous functions f : (0,oc)- - - , (0,  ec) and 
p, pl,q, ql:(O, 1)--. ~ such that 
(A1) for uE(0,oc) ,  
Q(t, u, ul,..., u,_z) P(t, U, U l , . . .  , Un_ 2 ) 
q(t) <. <<. ql(t), p(t) <~ <~ pl(t); 
f(u) f(u) 
(A2) q(t) -  pl(t) is nonnegative and is not identically zero on any subinterval of (0, 1). 
Further, we denote 
f0= lim f(u) and f~= lim f(u) 
u---~0 + U u---,oc U 
By a positive solution y of (1.1)-(1.4), we mean a nontrivial y E C(")(0, 1 ) O C("-l)[0, 1] satisfying 
(1.1)-(1.4), y is nonnegative on [0,1] and is positive on some subinterval of [0,1]. If, for a 
particular 2 the boundary value problem (1.1)-(1.4) has a positive solution y, then 2 is called an 
eigenvalue and y a corresponding eigenfunetion of (1.1)-(1.4). We let E be the set of eigenvalues of 
(1.1)-(1.4), i.e., 
E = {2>01(1.1)-(1.4) has a positive solution}. 
The first contribution in this paper is the establishment of explicit intervals of 2 so that the 
boundary value problem (1.1)-( 1.4) has a positive solution. Next, for 2 = 1 we shall investigate the 
existence of twin eigenfunctions of (1.1)-(1.4). Our third contribution is the derivation of upper 
and lower bounds for the two eigenfunctions for special cases of (1.1)-(1.4). Specifically, we shall 
consider the following differential equations: 
y"+h(t)(y~+yb)=o, t E(0,1) (1.7) 
and 
y"+h(t)e~Y=O, tE(0 ,1)  (1.8) 
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subject o the boundary conditions (1.3), (1.4) (when n=2) .  In (1.7) and (1.8), it is assumed that 
0 ~< a< 1 <b, a>0,  and h(t) is nonnegative on [0, 1] and is positive on (0, 1). We remark that the 
importance of (1.7), (1.3), (1.4) and of the discrete version of its particular cases have been well 
illustrated in [25, 7], respectively. With h(t) being a constant function and a- -~ = 1,fl = 6 = 0, the 
boundary value problem (1.8), (1.3), (1.4) actually arises in applications involving the diffusion of 
heat generated by positive temperature-dependent sources [1]. For instance, if a = 1 the boundary 
value problem occurs in the analysis of Joule losses in electrically conducting solids as well as in 
frictional heating. 
The motivation for the present work stems from many recent investigations. In fact, when n = 2 
the boundary value problem (1.1)-(1.4) models a wide spectrum of nonlinear phenomena such 
as gas diffusion through porous media, nonlinear diffusion generated by nonlinear sources, ther- 
mal self-ignition of a chemically active mixture of gases in a vessel, catalysis theory, chemically 
reacting systems, adiabatic tubular reactor processes, as well as concentration i chemical or bio- 
logical problems, where only positive solutions are meaningful, e.g., see [6, 10, 12, 13, 21, 24, 34]. 
For the special case 2= 1, (1.1)-(1.4) and its particular and related cases have been the subject 
matter of many recent publications on singular boundary value problems, e.g., see [5, 14, 23, 27, 
28, 33, 38]. Further, in the case of second-order boundary value problems, (1.1)-(1.4) occurs in 
applications involving nonlinear elliptic problems in annular egions, for this we refer to [8, 9, 22, 
36]. Once again in all these applications, it is frequent hat only solutions that are positive are 
useful. 
Recently, several eigenvalue characterizations for particular cases of (1.1)-( 1.4) have been carried 
out. To cite a few examples, Fink et al. [20] have dealt with the boundary value problem 
y" + 2q(t) f (y)  = O, t c (0, 1 ), 
y(0)  = y (1)  = 0. 
A more general problem, namely, 
y(n) + 2q(t) f (y)  = 0, t E (0, 1), 
y(i)(0) = y(n-2)(1)= 0, 0 ~< i ~< n - 2 
has been tackled in [11, 15]. Further, in [19] a different boundary value problem has been discussed 
N-1  
y" + y' + 2q(t) f (y)  = 0, t C (0, 1), 
t 
y'(0) = y(1 ) = 0. 
As for twin eigenfunctions, everal studies on boundary value problems different from (1.1) (1.4) 
can be found in [7, 17, 30-32]. Our results not only generalize and extend the known theorems for 
all the above eigenvalue problems, but also complement the work of many authors [2-4, 16, 18, 
26, 35, 37, 39-45], as well as include several other known criteria offered in [1]. 
The plan of the paper is as follows: In Section 2 we shall state a fixed point theorem given in 
[25, 29], and present some properties of certain Green's function which are needed later. By defining 
an appropriate Banach space and cone, in Section 3 we shall establish intervals of eigenvalues of 
(1.1)-(1.4). The investigation of twin eigenfunctions i carried out in Section 4. The boundary 
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value problems (1.7), (1.3), (1.4) and (1.8), (1.3), (1.4) are treated, respectively, in Sections 5 
and 6. 
2. Preliminaries 
Theorem 2.1 (Guo and Lakshmikantham [25], and Krasnosel'skii [29]). Let B be a Banach space, 
and let C c B be a cone in B. Assume 01,02 are open subsets of B with 0 E 01, ~2~ C 02, and let 
S : C n ( (22 \01)~ c 
be a completely continuous operator such that, either 
(a) IISyll ~< IlYlI, Y E C M 801, and IISyll >/IlYlI, y E C M 802, or 
(b) IISyll >/IlYlL, yEfn001, and I[_Syll ~ Ilyll, yECAO02. 
Then, S has a fixed point in C N (02\01). 
To obtain a solution for (1.1)-(1.4),  we need a mapping whose kernel 9(t,s) is the Green's 
function of the boundary value problem 
__y(n) = 0 . . . . .  
y( i ) (o )  = 0, 0 ~< i ~< n -- 3, 
~y(n-2)(O) - fly("-l)(O) = O, 
7y("-2)(1 ) + 6y(n-l)(1) = O. 
It can be verified that 
On-2 
G(t,s) = O-~_29(t,s ) 
is the Green's function of  the boundary value problem 
-w n = 0, 
~w(0) -/~w'(0) = 0, 
7w(1 ) q- ~w'(1 ) ---- O. 
Further, from [5] we have 
1 { ( f l+~s) [6+7(1- t ) ] ,  O<<.s<<.t (2.1) 
G(t ,S)=p (f l+ctt)[6+y(1 s)], t~<s~< 1. 
In view of conditions (1.5) and (1.6), it is clear that G(t,s) is nonnegative on [0, 1] × [0, 1], and is 
positive on (0, 1 ) × (0, 1 ). 
Lemma 2.2. Let m E (0, ½). For (t,s) E [m, 1 -- m] × [0, 1], we have 
G(t,s) >1 KmG(s,s), (2.2) 
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where 0 <Kin < 1 is 9iven by 
If6+Y-m 6+7(1-m) , f+am 8+a(1-m)}  
Km =min 6+7'  6+7m 8+a'  8+am o 
Proofl For 0 ~<s ~<t, using (2.1), inequality (2.2) reduces to 
6 + 7(I - t) >~ Km[6 + 7(1 - s)]. 
In order that (2.4) holds, it is sufficient hat K,, satisfies 
min [6 + 7(1 - t)] >/K,, scEo,l-,,j tE[m,l--m] max [6 + 7(1 - s)]. 
If 7 ~> 0, then (2.5) gives 
6+7m 
6+7[1- (1 -m)]>/Km(6+7)  or K , ,~<- -  
6+7 
If 7<0, then it follows from (2.5) that 
6+7(1-m)>lKm{6+7[1- (1 -m)]} ,  or K,,~< 
Next, for t ~< s ~< 1 the inequality (2.2) is the same as 
8 + at >~ Km(fl + as). 
Again, it suffices to find Km such that 
min (8 + at) ~> K,, max (8 + as). 
tE[m,l --m] sC[m,l] 
If a/> 0, then from (2.8) we obtain 
8+am 8+am>~K~(8+a), or Km~<--  
8+a 
If a<0, then (2.8) yields 
fl + a(1 - m) > Km(fl + O~m), or K~ 
8 + a(1 - m) 
f l+am 
Combining (2.6), (2.7), (2.9) and (2.10), we immediately get 
K,,<<minf6+Tm 6+7(1-m)  f l+am f l+a(1 -m) '~ 
L 6+7' 6+7m '8+a '  J" 
]?he choice of K,, in (2.3) is now clear. [] 
6+7(1 -m)  
6+7m 
Lemma 2.3 (Wong and Agarwal [37]). For (t,s) E [0, 1] × [0, 1], we have 
G(t,s) <. LG(s,s) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
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where L >~ 1 is 9iven by 
L=max 1, f l+~,6+ 7 . 
We introduce the following notations which are needed later: For a nonnegative y on [0, 1], we 
denote 
~0 1 0 = a(s , s ) [q l ( s )  - p (s ) ] f (y (s ) )  ds 
and 
F = G(s ,s ) [q(s )  - p l ( s ) ] f (y (s ) )  ds. 
In view of (A1) and (A2), it is clear that 0 >~ F>0.  Further, we define the constant 
F 
~ =- -£-0K1/4. 
It is noted that 0 < ~ < 1. 
3. Eigenvalue intervals of (1.1)-(1.4) 
Let the Banach space 
B ---- {y E C(n-2)[0, 1] [ y(i)(o) = O, 0 <~ i <. n - 3} 
with norm [[y[[ = suPtet0,11 [y("-2)(t)[, and let 
C-~ (yEB y("-z)(t) is nonnegative on [0, 1]; 
It is noted that C is a cone in B. 
min y("-2)(t)/> ¢[[yl l ) .  t E [1/4,3/4] 
Lemma 3.1 (Wong and Agarwal [37]). Let  yEB.  For 0 <~ i <~ n - 2, we have 
tn-2-i 
[y(O(t)[ ~< [[y[[, t E [0, 1]. 
(n - 2 - i)! 
In part icular,  
1 
[y(t)[ ~< - - [ l yH ,  t E [0, 1]. 
(n - 2)! 
Lemma 3.2 (Wong and Agarwal [37]). Let  y E C. For 0 <~ i <<. n - 2, we have 
(3.1) 
(3.2) 
y(i)(t) ~> O, t E [0, 1], (3.3) 
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and 
y(i)(t) >~ ( t _  l )  "-2-i ~ 
In particular, 
y(t) >~ 4~_2(n _ 2)! ' " 
E 131 (n - 2 - i)! Ilyll, t 6 ~, ~ . (3.4) 
(3.5) 
Remark 3.3. I f  yE  C is a nontrivial solution of  (1.1)-(1.4),  then (3.3) and (3.5) imply that y is 
a positive solution of  ( 1.1 ) - (1.4).  
To obtain a positive solution of  (1.1)-(1.4),  we shall seek a fixed point of the operator 2S in 
the cone C, where S:C-- .  B is defined by 
/o 1 Sy(t)= 9(t,s)[Q(s,y,y', . . . ,y(n-2))-P(s,y,y', . . . ,y(~-z))]ds, t E [0, 1]. (3.6) 
It follows that 
1 
(SY)('-2)(t)= fo G(t,s)[Q(s,y,y',...,y("-2)) _ P(s,y,y',...,y(n-2))] ds, t E [0, 1]. 
In view of condition (A1), we get for t E [0, 1], 
fo I G(t,s)[q(s)- pl(s)]f(y(s))ds <~ (Sy)("-2)(t) 
l" 1 
<<" Jo G(t,s)[ql(s) - p(s)]f(y(s)) ds. (3.7) 
We shall now show that the operator 2S maps C into itself. For this, let y E C. From (3.7) and 
(A2), we find 
fO (2Sy)("-2)(t) >>- 2 G(t,s)[q(s) - pl(s)]f(y(s))ds >>, O, 
Further, it follows from (3.7) and Lemma 2.3 that 
(Sy)(n-2)(t) ~ G(t,s)[ql(s) - p(s)]f(y(s)) as 
fO 1 <~ L G(s,s)[ql(s) - p(s)]f(y(s)) ds=LO, 
Therefore, 
IlSyll ZO or 1/> IISyI__/I 
LO" 
t E [0, 1]. (3.8) 
t E [0,1]. 
(3.9) 
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Now, on using (3.7), Lemma 2.2 and (3.9), we find for t E [¼, 3], 
/ .  1 
(2Sy)("-2)(t) >~ 2 Jo G(t,s)[q(s) - p~(s)]f(y(s)) ds 
/o >~ 2K1/4 G(s, s)[q(s) - Pl (s)]f(y(s)) ds 
= 2FK,/4 >~ 2FK I /4~ = ,~[Iayll = ~ll2Syll. 
Subsequently, 
min (2Sy)(n-2)(t) >1 ¢ll,~Sy[I. (3.10) 
tC[1/4,3/4] 
It follows from (3.8) and (3.10) that 2SyE C. Hence, (2S)(C)C C. Also, by standard arguments 
2S is completely continuous. 
In the following results, we shall use the number t* E [0, 1 ] which is defined by 
[3/4 [3/4 
G(t*,s)[q(s) - pl(s)] ds = sup G(t,s)[q(s) - -  pl(S)] ds. (3.11) 
• / 1/2 /C[0,11 ~/1/2 
Theorem 3.4. Suppose that fo E [0, oo) and foo E (0, oo). Then, for each 2 satisfying 
1 1 (3.12) 
where 
1 [3/4 
#-  4n-e(n -- 2)! dl/2 G(t*,s)[q(s) - pl(s)] ds (3.13) 
1 [3/4 
v-- (n 2)------~ al/2 sn-2G(s's)[qt(s) - p(s)]ds, (3.14) 
and 
the boundary value problem (1.1)-(1.4) has a positive solution. 
Proof. Let 2 satisfy (3.12). Then, we may choose e>0 such that 
1 1 ~<2~< (3.15) 
¢~(f~ - ~) Lvl(fo + ~) 
where 
s"-ZG(s,s)[ql(s) - p(s)] ds. 1/ol vl-- (n 2)-~. 
Since foC[0, c~), we let c>0 be such that 
f (u)  <~ (fo + e)u, O<u <~ e. (3.16) 
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Let yEC besuch that I[y[I =(n -  2)!c. Then, by (3.2) we have y(t)<~e, tC[0, 1], Applying (3.7), 
Lemma 2.3, (3.16), (3.1) and (3.15) successively, we find for tE[0, 1], 
P 1 
(2Sy)("-z)(t) <~ AL Jo G(s, s)[q~ (s) - p(s)]f(y(s)) ds 
Jo" <~ 2L G(s,s)[ql(s) - p(s)](fo + e)y(s)ds 
~0 "1 S n-2 
<. 21, G(s,s)[ql(s) -- p(s)](fo + ¢)(n -- 2)! IlYll as ~< Ilyll. 
Hence, 
II2SyH <~ Ilyll. (3.17) 
If we set f2~ = {yEBI IlYll <(n -  2)!c}, then (3.17) holds for yECNOf21. 
Next, since f~ E(0, ec), we may choose d>0 such that 
f (u )  >i (fo~ - ~)u, u >~ d. (3.18) 
Let yEC be such that [[y[[ =d' - -max {2(n -  2) !c ,4" - : (n -  2)!d/¢}. Then, from (3.5) we have 
y(t)>~4n_2(n_2)!l lyll>~4,_2(n_2)r -2)! -~ =d,  tE , . 
In view of (3.18), this leads to 
f (y ( t ) )  >>. ( f~  - e)y(t), tel½, 3]. (3.19) 
Using (3.7), (3.19), (3.5) and (3.15), we find 
Jo" (2Sy)("-2)(t *) >~ 2 G(t*,s) [q(s) - p1(s)] f (y(s) )  ds 
i 
3/4 
2 G(t*, s) [q(s) - p~ (s)] f (y(s) )  ds 
,/1/2 
i 
3/4 
2 J 1/2 G(t*, s) [q(s) - P1(S)] (foo - e)y(s) ds 
i3/4 
>~ 2a,/2 G(t*,s)[q(s) - pl(s)](f~ - e)4,_Z(n _ 2)(llyll ds 
/> [lyll. 
Therefore, 
II,~Syll/> Ilyll. (3.20) 
By setting 02 = {yEBll lyl l  <d'}, we see that (3.20) holds for yEC M ~f22. 
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Now that we have obtained (3.17) and (3.20), it follows from Theorem 2.1 that 2S has a fixed 
point yE C M (f22\f21) such that 
(n - 2)!c ~< [[y[[ ~< d'. 
It is clear that this y is a positive solution of (1.1)-(1.4). [] 
The following corollary is immediate from Theorem 3.4. 
Corollary 3.5. Suppose that f0 E [0, cx~) and f:¢ E (0, cx~). Then, 
 M 'Lvfo - 
where p and v are defined in Theorem 3.4. 
Theorem 3.6. Suppose that fo E(0, cx~) and f~  E [0, c~). Then, for each 2 satisfyin9 
1 1 
¢/~f0 <2< Lv f~ '  (3.21) 
where I~ and v are defined in Theorem 3.4, the boundary value problem (1.1)-(1.4) has a positive 
solution. 
Proof. Let 2 fulfill (3.21). Then, we may choose e>0 so that 
1 1 
~< 2 ~< (3.22) 
~l~(fo - ~) Lv2(fo¢ -4- ~)' 
where 
fo 1 vz (n - 2)! G(s,s)[qt(s) -  p(s)]ds. 
Since f0E(0, c¢), there exists ~>0 such that 
f (u )  >1 (fo - e)u, 0<u ~< ?. (3.23) 
Let y E C be such that II Y ll = (n - 2)!?. Then, it follows from (3.2) that y(t) ~< ~, t E [0, 1 ]. On using 
(3.7), (3.23), (3.5) and (3.22) successively, we get 
i 
3/4 
(2Sy)~"-z)(t *) >~ 2 all2 G(t*,s)[q(s) - p l (s)] f (y(s))  ds 
f 
3/4 
>/2 a 1/2 G(t*, s)[q(s) - Pl(S)](f0 - e)y(s) ds 
i3/4 
>1 2al/z G(t*,s)[q(s) - pl(s)](fo - e)4n_2(n_ 2)! Ilyll ds 
/> Ilyll 
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from which inequality (3.20) is immediate. By setting f2, - -{yEB I [lyll <(n -  2)!~}, we see that 
(3.20) holds for yECAOf21.  
Next, noting that f~  E [0,~),  we may choose d>0 such that 
f (u )  <<, ( f~  + e)u, u >>,d. (3.24) 
There are two cases to consider, namely, f is bounded and f is unbounded. 
Case 1: Suppose that f is bounded, i.e., there exists some R > 0 such that 
f (u )<~R,  uE(0, e~). (3.25) 
Define 
dl =max 2(n - 2)!~, (n---2)! G(s,s)[ql(s) - p(s)] ds . 
Let yEC be such that IIyll =(n -  2)!dl. From (3.7), Lemma 2.3 and (3.25), we find for tE[0, 1], 
/o' (2Sy)(n-2)(t) <~ 21. G(s,s)[ql(s) - p (s ) ] f (y (s ) )ds  
/o <~ 2L G(s,s)[q1(s) - p(s)]R ds 
~< (n -  2)!d, = ]]Y]I- 
Hence, (3.17) holds. 
Case 2: Suppose that f is unbounded. Then, there exists d l > max {2(n - 2)!g, d)  such that 
f (u )<. f (d , ) ,  O<u<~d~. (3.26) 
Let y E C be such that ]]yll = (n -  2)!dl. Then, by (3.2) we have y(t)<~ dl, t E [0, 1]. Applying (3.7), 
Lemma 2.3, (3.26), (3.24) and (3.22) successively, we get 
i' (2Sy)(n-2)(t) <~ 2L G(s,s)[ql(s) - p (s ) ] f (y (s ) )ds  
/o' ~ 21. G(s,s)[ql(s) - p (s ) ] f (d l )dS  
<. ~ a(s,s)[q~(s) - p (s ) ] ( f~ + e)d~ ds 
/0" ~) ][-y~ ds = 21, G(s,s)[ql(s) - p (s ) ] ( f~  + (n - 2)! 
~< [lyll, t~[0,1] 
from which (3.17) follows immediately. 
In both Cases 1 and 2, if we set 02 = {y E B ] ]1Y I] < (n - 2)!dl }, then (3.17) holds for y E C N 0f22. 
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Having obtained both (3.20) and (3.17), it follows from Theorem 2.1 that 2S has a fixed point 
/ - \~r~2\~-21) such that yECM 
(n -  2)!~< HyH ~< (n - 2)!dl. 
Clearly, this y is a positive solution of (1.1)-(1.4). [] 
Theorem 3.6 leads to the following corollary. 
Corollary 3.7. Suppose that f0E(0, c~) and f~  E [0,cx~). Then, 
(, 1) 
~#fo' Lv-f~ C_E 
where # and v are defined in Theorem 3.4. 
Example 3.8. Consider the boundary value problem 
2 
y" + Isin 6y I=0,  tE(0,1), 
] sin 6(t - t 2 + 2)] 
y(0) - 2y'(0) = 0, y(1) + 2y'(1) = 0. 
Taking f (y )= Isin 6yl, we find 
Q(t,y) 1 P(t,y) 
and - -  - 0. 
f (y )  Isin 6(t - t 2 + 2)1 f (y )  
Hence, we may take 
1 
q(t)=ql(t)= and p( t )= p~(t)=0.  
I sin 6 ( t -  t 2 +2) I  
All the hypotheses (A1) and (A2) are satisfied. 
Clearly, fo = 6 and f~ = 0. Using (2.1), by direct computation we have 
1 3/4 G(t*,s) 1 3/4 G(0.631,s) 
am [sin 6(s - s  2 +2)1 dS=dl/2 [sin6(s --s z +2)1 ds = 0.428. 
Hence, it follows from Corollary 3.7 that 
1 , 1___)=(0.519,c~)CE.  
¢#fo Lv f~J  
In fact, when 2=2,  the eigenfunction is given by y( t )=t ( l -  t )+ 2. 
Example 3.9. Consider the boundary value problem 
y(3) + 2t(O.ly + 1 - e -2°y)  ----O, tE(O, 1), 
O. l (7 t  - -  t 2 - t 4) + 1 - exp(-20(7t - t 2 - t4 ) )  
y(O) = O, -2y'(O) - 7y"(O)----- O, 14y'(1) + y"(1) = O. 
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Choosing f (y )=O. ly  + 1 -e  -20y, we have fo =20.1 and f~ =0.1.  I f  we take 
t 
q(t )=ql ( t )= 
0.1(7t - t 2 - t 4) + 1 - exp( -20(7t  - t 2 - t4)) 
and p(t)~-pl(t)=O, then it can be computed that /2=0.0179( t*=0)  and v=0.0364.  Thus, we 
conclude from Corollary 3.7 that (13.0, 196)C_E. Indeed, when 2=24,  the eigenfunction is given 
by y(t)=t(7 - t -  t3). 
Example 3.10. Consider the boundary value problem 
y(4) + 2(0.1y + tanh 180y) = 0, t C (0, 1 ), 
0.1(9t 2 - t 3 - t 4) + tanh 180(9t 2 - t 3 - t 4) 
y(O) = y ' (0)  = y" (1)  = 0, -y" (O)  - 3y(3)(0) = 0. 
With f (y )=O. ly  + tanh 180y, we have fo = 180.1 and f~ =0.1.  Further, by taking 
q(t) = ql(t)= [0.1(9t 2 - t 3 - t 4) + tanh 180(9t 2 - t 3 - t4)] -1 
and p(t)=p~(t)=O, we compute that #=7.09 .10-3( t  * =0)  and v=0.0160.  Therefore, it follows 
from Corollary 3.7 that (4.70, 417)C_E. As an example, when 2 = 24, the eigenfunction is given by 
y(t) = t2(9 - t - t2). 
4. Existence of twin eigenfunetions 
Throughout his section, we let 2 = 1 in (1.1). 
Theorem 4.1. Let r> 0 be 9iven. Suppose that f satisfies 
{:o } O<f(u)<, (n -2 ) ! r  L G(s,s)[ql(s)-p(s)]ds , 
and 
fo= . 
O<u<,r (4.1) 
Then, the boundary value problem (1 .1) - (1.4)  has an eigenfunction y such that 
o < Ilyll -< (n -- 2)!r. 
Proof. Since fo -- co, there exist J > 0 and 0 < c < r such that 
f (u ) ) Ju ,  O<u<~c 
and 
G [q(s) - pl(s)]  ds ~> 1 
4"-2(n - 2)! ,11/2 -~,S 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
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Let yEC be such that Ilyll =(n -2) !c .  By (3.2), we have y(t)<<.c, tE [0, 1]. On using (3.7), (4.4), 
(3.5) and (4.5) successively, we get 
al/2 ~,s [q(s) - pl(s)] Jy(s)ds 
3/4 ( 1 )[q(s)- [ 
I> G Ilyl] ds 1> Ilyll. Jl/z -~,s pl(s)] J  4n_Z(n _ 2)! 
]?his immediately implies that 
]]Syl] >/]]YlI. (4.6) 
If we set f2t = {y E B [ [[yl[ < (n - 2)!c}, then (4.6) holds for yE C M Of 21. 
Next, let yE  C be such that IIyH =(n- -2)! r .  Once again, by (3.2) this leads to y(t)<~r, tE[0, 1]. 
Then, in view of (3.7), Lemma 2.3 and (4.1), we find 
11 (Sy)('-a)(t) <~L G(s,s)[q,(s) - p(s)] f(y(s))  ds ~ (n - 2)!r = Ilyll, t e [o, ll. 
Hence, 
Ilayll ~< Ilyll. (4.7) 
By setting 02 = {yeBI l lYH <(n - 2)!r}, we see that (4.7) holds for yE  Cn  •f2e. 
Having obtained (4.6) and (4.7), it follows from Theorem 2.1 that S has a fixed point yEC f) 
(~2\~c~1) such that 
(n - 2)!c ~< Ilyll ~< (n - 2)!r. 
Clearly, this y is a positive solution of (1.1)-(1.4) that fulfills (4.3). [] 
Theorem 4.2. Let r > 0 be #iven. Suppose that f satisfies condition (4.1) and 
f~  =oo.  (4.8) 
Then, the boundary value problem (1.1)-(1.4) has an eigenfunction y such that 
Ily[[ ~> (n - 2)!r. (4.9) 
Proof. As in the proof of Theorem 4.1, condition (4.1) gives rise to (4.7). If we set f21 = 
{yEBII lYl l  <(n - 2)!r}, then (4.7) holds for yECNOg21. 
and 
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Next, since f~ =oo, we may choose N > 0 and d > r such that 
f(u)>~Nu, u>~d (4.10) 
G [q(s) - pl(s)] >~ 
4n-2(n  - -  2)! ,11/2 -~,S ds 1. 
Let ycC be such that IlY[I =4"-2( n -2 ) !d /¢ .  Then, from (3.5) we have for tE[½, 3], 
y(t) >1 4._2(n _ 2)! I ly l1-4._2(n _ 2)! 
which in view of (4•10) leads to 
d 
• 4"-2(n - 2)!- ;  =d,  
(4.11) 
f(y(t)) >~Ny(t), tE[½,3]. (4.12) 
Using (3•7), (4.12), (3.5) and (4•11), we find 
[ 
G [q(s) Pl(s)]f(Y(s))ds >I J1/2 
[3/4( 1 ) 
G [q(s) Pl >1 al/2 },s - (s)lNy(s)ds 
3/4( 1 ) 
[Jl/2 G ~,s [q(s) - pl(s)]N4,_2(n >1 2)~ Ilyll as ~ Ilyll. 
(ST)("-2)(1) 
Therefore, (4.6) holds. If we set ~~2 = {y~BIIlYll <4"-2( n -2 ) !d /~},  then (4.6) holds for yE 
C A ~f22. 
Now that we have obtained (4.7) and (4.6), it follows from Theorem 2.1 that S has a fixed point 
y E C n(l]2\f21 ) such that 
d 
(n -- 2)!r  ~< IlYtl ~< 4"-2( n - 2 ) !~.  
It is clear that this y is a positive solution of (1.1)-(1.4) satisfying (4.9). [] 
Theorem 4.3. Let r>0 be given• Suppose that f satisfies conditions (4.1), (4.2) and (4•8). Then, 
the boundary value problem (1.1)-(1•4) has twin eigenfunctions yl and Y2 such that 
(4.13) 0 < liT1 II ~< (n - 2 ) ! r  ~< IlY21I- 
Proof. This is a direct consequence of Theorems 4.1 and 4.2. [] 
The following example illustrates Theorem 4.3. 
30 P.J.Y. Won9, R.P. Agarwal/Journal of Computational nd Applied Mathematics 88 (1998) 15-43 
Example 4.4. Consider the boundary value problem 
576t 
y(3) q_ (7 t_ t2_ t4)z+576M(YZ+M)=O,  rE(O, 1), 
y(0)=0,  -2y ' (0 ) -  7y"(0) ---- 0, 14y ' (1 )+y" (1)=0 
where M > 0. 
Taking f (y )= y2+ M, we may choose 
576t 
q( t )=q l ( t )= 
(7t - t 2 - t4 )  2 q- 576M 
It is obvious that f satisfies (4.2) and (4.8). Since 
f (u )  <~ r2 q- M, 0 < u <. r, 
in order that the condition (4.1) is fulfilled, we set 
and p(t)  = p l ( t )  = O. 
(/0 / ] r 2 + M ~< (n - 2)!r L G(s,s)[ql(s) - p(s)]ds = r G(s,s)ql(s) ds . (4.14) 
Case 1: M = 0.45. Solving the quadratic inequality (4.14), we get 
0.589 ~< r ~< 0.764. (4.15) 
Hence, (4.1) holds for any rE [0.589, 0.764]. By Theorem 4.3, the boundary value problem has twin 
eigenfunctions Yl and Y2 such that (4.13) holds. In view of (4.15), it is clear that 
0<IlY,[[ ~<0.589 and IlY2I[ /> 0.764. (4.16) 
Case 2: M = 1. Here, the quadratic inequality (4.14) provides 
0.393 ~< r ~< 2.54. (4.17) 
Once again, by Theorem 4.3 the boundary value problem has twin eigenfunctions y, and y2 satisfying 
~,4.13). It now follows from (4.17) that 
0<lly~ll ~<0.393 and Ilyzll ~>2.54. (4.18) 
Indeed, for both cases an eigenfunction is given by y( t )=~t(7 -  t -  t3). We note that 
IlYll = suptct0,~l lY'(t)l----y'(0)=0.292 is within the ranges obtained in (4.16) and (4.18). 
5. Twin eigenfunctions of (1.7), (1.3), (1.4) 
In this section as well as in Section 6, we have n = 2 and Ilyll : sup, c0,,j ly(t)l. 
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Theorem 5.1. Let r >0 be 9iven. Suppose that 
fo r (5.1) L G(s, s )h (s )ds  <~ r a + ~.  
Then, the boundary value problem (1.7), (1.3), (1.4) has twin eigenfunetions yl and y2 such that 
o< Ilyl II ~< r ~< Ilyzll. (5.2) 
Proof. Let f (u )= u~+ u b. Then, f satisfies (4.2) and (4.8). Further, we may take 
q( t )=q l ( t )=h( t )  and p( t )= p l ( t )=O.  
Clearly, 
f (u )  <~ r a + r b, 0 < U <~ r. 
So, to ensure that (4.1) is satisfied, we impose 
{z } r~+rb~r  L G(s ,s ) [q l ( s ) -p (s ) ]ds  
which is exactly (5.1). 
The conclusion now follows from Theorem 4.3. [] 
Remark 5.2. In [44] we have discussed two particular cases of  (1.7), (1.3), (1.4). 
Case 1: e = 7--  1, fl = 6 = 0. The condition corresponding to (5.1) is obtained [44] as 
f0 1 r (5.3) (1 - s )h(s )ds  <<, r a + r~. 
It is noted that for this special case (5.1) reduces to 
f0 1 r (5.4) s(1 - s )h(s )ds  <~ r a q- r----- ~ 
which is clearly a weaker condition than (5.3), and hence is an improvement over (5.3). 
Case 2: e=6= 1, f l=7=0.  In [44], the condition corresponding to (5.1) is 
f0 1 r (5.5) h(s) ds <~ r ~ + ~.  
We note that in this case (5.1) is the same as 
fo I r (5.6) sh(s) ds <<, r a + ~ 
which is less restrictive than (5.5), and therefore is an improvement over (5.5). 
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Example 5.3. Consider the boundary value problem 
y"+h(t) (ya+yb)=O, tE(0, 1), 
y (0 ) -2y ' (0 )=0,  -y (1 )+7y ' (1 )=0,  
where 0 ~< a < 1 < b. 
Let r = 1 be given. Then, condition (5.1) reduces to 
f0 1 12 (5.7) (2 + s)(6 + s)h(s) ds <~ 3-" 
By Theorem 5.1, for any h(t) that fulfills (5.7), the boundary value problem has twin eigenfunctions 
Yl and Y2 such that 
0<lly~[[ ~< 1 ~< Ily21l. 
Some examples of such h(t) are h(t) = ½t, ~ sin nt, 1/7(t + 1). 
Now, we shall establish upper and lower bounds for the twin eigenfunctions. 
Theorem 5.4. We define 
q~(u)= 26 ' 7 sup (~__~)u 
2p m~(0, I/2) 
where 
(fl + ~m)(1 - 2m)h*(m) 
h*(m)= min h(t), (5.8) 
tE[m,l --m] 
W = [ff)(a)] - l/(a-l) and v = [dp(b)] -1~(b-l). 
Let r>0 be 9iven. Suppose that (5.1) holds. Then, the boundary value problem (1.7), (1.3), (1.4) 
has twin eigenfunctions yl and y2 such that 
(a) /f r < min{w, v}, 0 < [ly, [1 <<. r <~ IlYz 11 ~< min{w, v}; 
(b) i fmin{w,v}<r< max{w, v}, min{w,v} ~< [[Yl[I ~r  ~< [[y2[] ~< max{w,v}; 
(c) / f r>  max{w,v}, max{w,v} ~ ][yl[[ ~<r ~ [[Y2i[- 
Proof. Since (5.1) is satisfied, it follows from Theorem 5.1 that (1.7), (1.3), (1.4) has twin eigen- 
functions yl and y2 such that (5.2) holds. 
To establish upper and lower bounds for the two eigenfunctions, for an arbitrary m E (0, ½), we 
let Cm be a cone in B defined by 
~yEB y(t) is  nonnegative on [0, 1]; min y(t)>>, ~-[[y[[ ~. (5.9) Cm= 
k t E [m,l--m] L J 
Define the operator S : Cm ~ B by 
/0' Sy(t) = G(t,s)h(s)[y(s) a + y(s) b] ds, t C [0, 1]. 
To obtain an eigenfunction of (1.7), (1.3), (1.4), we shall seek a fixed point of S in the cone Cm. 
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We shall show that S maps Cm into itself. For this, let yE Cm. It is clear that Sy(t) is nonnegative 
on [0, 1]. Further, by Lemma 2.3 we have 
/o' Sy(t) <~ L G(s,s)h(s)[y(s) ~ + y(s) b] ds, t E [0, 1] 
which implies 
P 1 
IlSyl[ ~ z Jo G(s's)h(s)[y(s)a + Y(S)b] ds. (5.10) 
Next, for tE [m, 1 -m] ,  it follows from Lemma 2.2 and (5.10) that 
1 IlSyl__!l Sy(t) >1 K~ I G(s,s)h(s)[y(s) ° + y(s)b] ds i> Km 
do L 
Thus, 
Sy(t) >>. ~-IISyll min tE[m,1 --m] 1-,  
and so SyE Cm. Also, the standard arguments yield that S is completely continuous. 
Let yCCm be such that Ilyll =r. In view of Lemma 2.3 and (5.1), we find 
fO 
Sy(t) <<. L G(s,s)h(s)[y(s)" + y(s) b] ds 
/o' <~L G(s,s)h(s)(ra+rb)ds<~r=llyll, tE[O, 1]. 
Therefore, 
IlSyll ~< Ily11. 
If we set f2={y6B I [ly[[<r}, then (5.11) holds for y6Cm Ac3Q. 
Now, let y ECm. It follows that 
I' IISyll = sup G(t,s)h(s)[y(s) a + y(s) b] ds te[0,t] 
>>. G(m,s)h(s)[y(s) a + y(s) b] ds 
fm 
l --m 
>/ G(m,s)h*(m)[y(s) a + y(s) b] ds 
fml-mG(m,s)h.(m) (~_~m)a I[Yll a+ (~)b  ilYl[bl ds. >~ 
On substituting 
G(m,s) = l( f l  + ~m)[6 + y(1 - s)], 
P 
(5.11) 
sC[m, 1] (5.12) 
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into the above inequality, we simplify and then take supremum over m to obtain 
[ISyll ~> ~(a)llyl[ ° + ep(b)llYJl b. (5.13) 
Let yECm be such that [lYl] =w. Then, (5.13) provides 
IISy[I/> O(a)llYll a = ~b(a)l[y[I "- l  Ilyll = IlyH. (5.14) 
If we set f21 ={ycBIIlY]I <w},  then (5.14) holds for yEC,, A t3f21. Now that we have obtained 
(5.11) and (5.14), it follows from Theorem 2.1 that S has a fixed point yl such that 
min{w,r} ~< IlY~ II ~< max{w,r). (5.15) 
Likewise, if we let yEC~ be such that Ilyll =.v, then from (5.13) we get 
I layll/> 4~(b)llyll b = q~(b)llyll ~-l Ilyll = Ilyll. (5.16) 
By setting 02 = {y ~g I IlYll < v}, we see that (5.16) holds for y E Cm f-I 0f22. Having obtained (5.11 ) 
and (5.16), by Theorem 2.1 we conclude that S has a fixed point y2 such that 
min{v,r} ~< IlYzll ~< max{v,r}. (5.17) 
We remark that this Y2 may not be different from y~. [] 
Case (a): r<  min{w,v}. The relations (5.15) and (5.17), respectively, reduce to 
r~llYlll<~w and r<<.llY211<~v. 
Coupling the above two inequalities, we see that y~ may not be different from Y2, and we can only 
conclude that (1.7), (1.3), (1.4) has an eigenfunction y such that 
r ~ Ilyll ~ min{w,v}. (5.18) 
However, from the earlier part of the proof it is noted that (1.7), (1.3), (1.4) has twin eigenfunctions 
yl and Y2 such that the relation (5.2) holds. Using this fact together with (5.18), we immediately 
obtain 
0 < liT, II ~< r ~< IIY2 II ~ min{w, v}. 
Case (b): min{w,v}<r<max{w,v}. There are two subcases to consider, namely, w>>,v and 
w ~< v. Suppose that w ~> v. Then, rE(v,w) and from (5.15) and (5.17), respectively, we get 
r<~llylll<~w and v<~lly211<~r. 
A combination of the above two inequalities immediately gives 
v~< lIT211 ~<r~< IlY~II ~<w. 
Similarly, if w ~< v, then (5.15) and (5.17) lead to 
w~ Ilyl[I ~<r~< Ily211 ~<v. 
(5.19) 
(5.20) 
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In view of (5.19) and (5.20), we conclude that (1.7), (1.3), (1.4) has twin eigenfunctions yl and 
Y2 such that 
min{w,v} ~< ]]Yl [[ ~< r ~< [[Y211 ~< max{w,v). 
Case (c): r>  max{w,v}. Here, from (5.15) and (5.17) we get 
w Ily [I r and v ~< Ily:l] r. 
So once again yl may not be different from Y2, and we can only conclude that (1.7), (1.3), (1.4) 
has an eigenfunction y such that 
max{w,v} ~< Ily[[ (5.21) 
As in Case (a), we combine (5.21) and the fact that (1.7), (1.3), (1.4) has twin eigenfunctions yl
and Y2 satisfying (5.2), to obtain 
max{w, v} ~< Ily ll r ~< Ily211. 
Remark 5.5. In [44], upper and lower bounds for twin eigenfunctions are also provided for two 
particular cases of (1.7), (1.3), (1.4). 
Case 1: ~ = 7 = 1, fl = ~ = 0. In this case, the upper and lower bounds obtained in [44] are the 
same as those in Theorem 5.2, though we have noted in Remark 5.2 that the condition (5.1) in 
present paper is an improvement. 
Case 2: ~---6= 1, f l=~=0.  Here, p=L= 1 and Km= min {1,m,(1 - m)/m} =m. Subsequently, 
in Theorem 5.4 we have 
qS(u)--- sup (1 - 2m)mU+lh*(m). 
mG(0,1/2) 
On the other hand, in [44] the function corresponding to ~b(u) is 
q~l(u) = ½ sup (1 - mZ)mUh'(m), 
mC(0,1) 
where h ' (m)= mint~[m,l]h(t). Denoting wl =[~bl(a)] -1/(a-1) and vl =[qSl(b)] -1/(a-1), we see that 
these values cannot, in general, be compared to w, v in Theorem 5.4. However, it has been noted 
in Remark 5.2 that the condition (5.1) in present paper is an improvement. 
We can combine the upper and lower bounds obtained in [44] and in Theorem 5.4, to give a 
~harper result as follows. 
theorem 5.6. We define 
M ---- min {min{w, v}, min{w~, v~ }}, N --- min {max{w, v}, max{wi, v~ }}, 
M t-- max {min{w,v},min{wl,vl}} and N' - -  max {max{w,v},max{wl,vl)}. 
Let r>0 be given. Suppose that (5.6) holds. Then, the boundary value problem 
y"+h(t)(ya+yb)=o, tE(0, 1), 
y(0) = y'(1 ) ---- 0 
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has twin eigenfunctions yl and y2 such that 
(a) ifr<M, 0<1171[[ <r.<< Ily2ll ~<M; 
(b) i fM<r<M' ,  M<. [[y,[[ ~<r~< Ily2[I ~<M'; 
(c) i fM '<r<N,  M'<<. Ily~ll ~<r~< Ily=[I ~<g; 
(d) i fN<r<N' ,  g<~ Ily, ll <r~< [[Y2[I ~<N'; 
(e) if r>N',  N' <<. Ily~lt ~<r~< [ty2l[. 
Example 5.7. Consider the boundary value problem 
6t 
y" + (71/2 -4- y3)=0,  t¢(0,  1), 
v/3 - t - t 3 + (3 - t - t3) 3 
-7(0) - 37'(0)=0, 47(1) + 7'(1)=0. 
It can be checked that (5.1) is fulfilled for any 0.170 ~ r ~< 1.25. 
Here, a = ½, b = 3 and 
6t 
h(t) = 
~/3 -- t - -  t 3 + (3 -- t - t3) 3 
is found to be increasing on [0, 1]. So h*(m)=h(m). Further, p=7,  L - -3  and also (2.3) provides -2  
Km= 1(1 + 4m). Subsequently, we have 
3 
+ 
(~(U) : ~ "~ mE(0,1/2) 
By direct computation, we get 
f [~b =4.74×10 -4 and v=[~b(3)]- l /2=28.2. w= 
Since rE(w,v), by Theorem 5.4(b) the boundary value problem has twin eigenfunctions yl and 
Y2 such that 
4.74 × 10 -4 ~< ILY111 ~<r~< ILY211 ~< 28.2. 
Noting the range of  r, the above inequality leads to 
4.74 × 10 -4 ~< IlYlll ~< 0.170 and 1.25 ~< ILY211 ~<28.2. (5.22) 
Indeed, an eigenfunction is given by y(t)= 3 -  t -  t 3 and we note that IlY[I = y (0)= 3 is within the 
range obtained in (5.22). 
6. Twin eigenfunctions of (1.8), (1.3), (1.4) 
Theorem 6.1. Let r>0 be given. Suppose that 
L G(s, s)h(s) ds <~ re -°r. (6.1) 
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Then, the boundary value problem (1.8), (1.3), (1.4) has twin eiyenfunctions yl and y2 such that 
0<]]y, ll <~r ~< IlY2[I- (6.2) 
Proof. Let f (u )=e °u. Then, f fulfills (4.2) and (4.8). Further, we may take 
q(t )=ql ( t )=h(t )  and p(t )= pl(t)=O. 
It is clear that 
f (u )<,e  ~r, 0<u~<r.  
therefore, (4.1) is satisfied provided that 
{/01 / -1 e °r ~ r L G(s,s)[ql(s) - p(s)] ds 
which is the same as (6.1). 
The conclusion is immediate from Theorem 4.3. [] 
Remark 6.2. Two particular cases of (1.8), (1.3), (1.4) have been discussed in [44]. 
Case 1: c~ =7 = 1, /3 = 6--0.  The condition corresponding to (6.1) is obtained [44] as 
1 
fo (1  - s)h(s)ds <. re -°r, (6.3) 
whereas in this case (6.1) is the same as 
f0 1 s(1 - s )h(s )<~ (6.4) ds re  -~rr. 
Clearly, (6.4) is weaker than (6.3), and hence is an improvement over (6.3). 
Case 2: ~=6= 1, /3-- 7 = 0. In [44], the condition corresponding to (6.1) is 
1 
fo h(S)ds <<. re -°r. (6.5) 
On the other hand, (6.1) reduces to 
~o "1 sh(s) <~ (6.6) ds re-Or 
which is obviously weaker than (6.5), and therefore is an improvement over (6.5). 
Example 6.3. Consider the boundary value problem 
y" + h(t)e 4y = O, t E (0, 1 ), 
y(O) = y (1)  = o. 
This problem arises in the diffusion of heat generated by positive temperature-dependent sources 
[1]. 
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Let r = 1 be given. Then, condition (6.1) reduces to 
f0 1 s(1 - s)h(s)<<, (6.7) ds e -4. 
By Theorem 6.1, for any h(t) that fulfills (6.7), the boundary value problem has twin eigenfunctions 
Yl and )'2 such that 
0< Ily, II ~< 1 ~< Ily2f[- 
1 ~ ,  1 Some examples of such h(t) are h(t)= ~o, ~ gt. 
Once again, we shall establish upper and lower bounds for the twin eigenfunctions. 
Theorem 6.4. Let two different integers j >>-0 ( j ¢ 1) and i >>-2 be 9iven. We define 
126+7 sup (~( f l+c~m)(1 -2m)h*(m)  
if(u)-- u! 2p mE(O,l/2) 
where h*(m) is 9iven in (5.8), 
w = [ i ( j ) ]  -1/(j-l) and v = [ i f ( i ) ]  - l / ( i - l ) .  
Let r>0 be 9iven. Suppose that (6.1) holds. Then, the boundary value problem (1.8), (1.3), (1.4) 
has twin eigenfunctions Yl and Y2 such that conclusions (a)-(c)  of Theorem 5.4 hold. 
Proof. Since (6.1) is fulfilled, by Theorem 6.1 the boundary value problem (1.8), (1.3), (1.4) has 
twin eigenfunctions Yl and y2 such that (6.2) holds. 
To establish further upper and lower bounds for the twin eigenfunctions, let m E (0, ½) and C,n be 
a cone in B defined by (5.9). Further, we define the operator S:Cm--* B by 
Sy(t) = G(t,s)h(s)e ~y(s~ ds, tE [0, 1]. 
To obtain an eigenfunction of (1.8), (1.3), (1.4), we shall seek a fixed point of S in the cone Cm. 
AS in the proof of Theorem 5.4, it can be verified that S(Cm) c_ Cm and S is completely continuous. 
Let yECm be such that Ilyll =r.  Using Lemma 2.3 and (6.1), we get 
/0' 1 Sy(t)<~L G(s,s)h(s)e~m)ds<~L G(s,s)h(s)e~rds<~r=llyll, t~[0, 1]. 
Hence, 
IlSyll ~< Ilyl[. (6.8) 
If we set f2 = {YCB[IlYll <r}, then (6.8) holds for yCCm N Q(2. 
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Next, let y C Cm. We find that 
IISy[[ >~fo I G(m,s)h(s)e ~y(s) ds 
G(m,s)h * (m)e °y(s) ds L l --m 
>~ LI-m 
) L 1 --m 
G(m,s)h*(m)exp( ~2llYl] 
G(m,s)h*(rn)E(~-~)JllYlll-~J 
ds 
+ ( -~2) i  II~U---~i] ds, 
where in the last inequality we have used the relation 
uJ u i 
eU>~-.v +~,  j ¢ i ,  j~O ( j¢ l ) ,  i~>2. 
On substituting the expression in (5.12), we simplify and then take supremum over m to get 
Ilayll/> ~(J)IIyIV + ~'(i)llyll i. (6.9) 
Following a similar technique as in Theorem 5.4, from (6.9) we obtain 
IlSyll/> Ilyll (6.10) 
for y ECm N ~3f2' as well as for y ECm n ~3f2", where 
f2 '={yEB I [[Yll<w} and g2"={yEB[ [lyll<v}. 
Now that we have obtained (6.8) and (6.10), by Theorem 2.1 S has a fixed point Yl satisfying 
min{w, r} ~< IlY, II max{w, r}, (6.1 1 ) 
and also a fixed point y2 (which may coincide with Yl ) such that 
min{v,r} ~< IlY211 ~< max{v,r}. (6.12) 
As in the proof of Theorem 5.4, a combination of (6.2), (6.11) and (6.12) yields (a)-(c)  imme- 
diately. [] 
Remark 6.5. Upper and lower bounds for twin eigenfunctions are also offered for two particular 
cases of (1.8), (1.3), (1.4) in [44]. 
Case 1 : ~ = 7 = 1, fl = 6 = 0. It is noted that the upper and lower bounds obtained in [44] coincide 
with those in Theorem 6.4, though we have noted in Remark 6.2 that condition (6.1) in present 
paper is an improvement. 
Case 2: ~ = 6 = 1, fl = 7 = 0. Here, we have 
au sup (1 - 2m)mU+lh*(m). 
0(7"/) = ~.I mC(0, 1/2) 
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However, in [44] the function corresponding to if(u) is 
o-U 
- -  sup (1 - m2)mUh'(m), 
~91(u)----- 2(u!) mE(0,1) 
where h'(m)= mintctm, ll h(t). Let wl = [~bl(j)] -l/(j-1) and Vl = [~91(i)] -1/(i-1). Clearly, these values 
cannot, in general, be compared to w, v in Theorem 6.4. Nevertheless, it has been noted in Re- 
mark 6.2 that condition (6.1) in present paper is an improvement. 
Combining the upper and lower bounds obtained in [44] and in Theorem 6.4, we get a sharper 
result as follows. 
Theorem 6.6. Let M, N, M' and N' be defined as in Theorem 5.6 and let r > 0 be 9iven. Suppose 
that (6.6) holds. Then, the boundary value problem 
y" +h(t)e °y~-O, tE(O, 1), 
y(0) = y'(1 ) = 0 
has twin eiyenfunctions yl and y2 such that conclusions (a) - (e)  of Theorem 5.6 hold. 
Example 6.7. Consider the boundary value problem 
2 
y"+ e 2y=0, tC(0,1), 
exp(2t - 2t 2 + 4) 
y(0) - 2y'(0) = 0, y(1) + 2y'(1) =0. 
By computation, condition (6.1) is satisfied provided that 
0.0522 ~< r ~< 1.83. (6.13) 
Here, h(t)=2/exp(2t-  2t 2 +4)  and for any mE(0, ½), 
h*(m)= min h( t )=h( l )  =2e -9/2. 
tE[m,1 --m] \ z /  
Further, K,, = ½(2 + m), L = 1 and p = 5. Thus, 
~(u)=e-9/2 % (~)u sup (2+m)U+l (1 -2m) .  
u! ,nO(0,1/2) 
Let j = 0 and i = 8 be given. Then, we compute that w = 0.0222 and v = 5.35. Since r c(w, v), it 
follows from Theorem 6.4(b) that the boundary value problem has twin eigenfunctions Yl and Y2 
such that 
0.0222 ~< I]Y, II ~< r ~ IlY211 ~< 5.35. 
In view of (6.13), the above inequality provides 
0.0222 ~ Ily~ll ~ 0.0522 and 1.83 ~< Ily211 ~< 5.35. (6.14) 
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Indeed, an eigenfunction is given by y(t)=t(1 - t )+  2 and we note that IlYI{ =y(0 .5)=2.25  is 
within the range obtained in (6.14). 
Example 6.8. Consider the boundary value problem 
y" +aC y=O, tE(O, 1), 
y(0)  = y(1)  = 0 
where a, o-> 0. This problem has been well studied [1] and its solutions are 
y i ( t )= -2{ log[cosh(2  ( t - l ) ) ] - log(cosh4)  },  (6.15) 
where ci are solutions of the equation c = 2v/2~ cosh ~C. 
Case 1 : a = 1, o- = ½, j = 0, i = 9. It can be checked that condition (6.1) is satisfied provided that 
0.183 ~< r ~< 7.65. (6.16) 
Further, we find that w =0.0625 and v=42.6. Hence, it follows from Theorem 6.4(b) that the 
boundary value problem has twin eigenfunctions y~ and Y2 such that 
0.0625 ~< IIY, II ~<r~< IlY211 ~< 42.6. 
In view of (6.16), we have 
0.0625 ~< IlY, II ~< 0.183 and 7.65 ~< 11Y211 ~< 42.6. (6.17) 
In fact, it is computed irectly from (6.15) that Ilylll =0.132 and Ply211--10.3. 
In [44] the inequalities corresponding to (6.17) are found to be 
0.0625 ~< Ily, ll ~<0.715 and 4.31 ~< Ily211 ~<42.6. 
Clearly, (6.17) gives sharper bounds. This is due to the improvement of condition (6.1). 
Case 2: a=7.  10 -4, o-=3, j=0 ,  i=  16. Again by computation, condition (6.1) is fulfilled if 
1.17- 10 -4 ~< r ~< 3.42. (6.18) 
Further, we find that w=4.38 .10  -5 and v= 11.5. Hence, by Theorem 6.4(b) the boundary value 
problem has twin eigenfunctions yl and Y2 such that 
4.38.10 -5 ~< Ily, ll ~<r ~< IIyzH ~< 11.5. 
Once again in view of (6.18), it follows that 
4.38.10 -5 ~< [[Y~II ~< 1.17.10 -4 and 3.42~< HY211 ~< 11.5. (6.19) 
In fact, it is computed from (6.15) that Ily~ll =8 .75 .10  -5 and Ify=ll =4.02. 
Corresponding to (6.19), in [44] we obtain 
4.38.10 -5 ~< Ilylll ~< 3 .50 .10  -4 and 3.02 ~< Ily211 ~ 11.5 
which are not as sharp as (6.19). Again, this illustrates the improvement of condition (6.1). 
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