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AN EXPLICIT ANDRE´-OORT TYPE RESULT FOR P1(C)×Gm(C)
BASED ON LOGARITHMIC FORMS
ROLAND PAULIN
Abstract. Using linear forms in logarithms we prove an explicit result of
Andre´-Oort type for P1(C) × Gm(C). In this variation the special points of
P1(C) × Gm(C) are of the form (α, λ), with α a singular modulus and λ a
root of unity. The qualitative version of our result states that if C is a closed
algebraic curve in P1(C)×Gm(C), defined over a number field, not containing
a horizontal or vertical line, then C contains only finitely many special points.
The proof is based on linear forms in logarithms. This differs completely
from the method used by the author recently in the proof of the same kind of
statement, where class field theory was applied.
1. Introduction and result
Ku¨hne in [7] and independently Bilu, Masser and Zannier in [2] have studied
the Andre´-Oort conjecture in the case of the Shimura variety P1(C)×P1(C), where
P1(C) is the modular curve SL2(Z)\H∗. They obtain the first nontrivial, uncon-
ditional, effective results in the area. In [8] the author investigates the variant
P1(C)×Gm(C), where the special points are of the form (j(τ), λ), with τ an imag-
inary quadratic number and λ ∈ C a root of unity.
In this article we attack the same problem as in [8], using a different method. We
prove a weaker version of the main explicit result of [8], therefore we also reprove
the main non-effective result. The better bounds in [8] are achieved using more
sophisticated class field theory. We use less class field theory here, and instead are
forced to apply linear forms in logarithms. Even though the bounds are worse here,
the methods presented could still be useful for other similar problems.
Let H denote the complex upper half-plane. We call (α, λ) ∈ P1(C)× Gm(C) a
special point, if α = j(τ) for some imaginary quadratic τ ∈ H and λ ∈ C is a root
of unity. We work with the same assumptions as in Theorem 2 of [8]. So K is a
number field of degree d over Q with a fixed embedding into C, and F ∈ K[X,Y ]
is a nonconstant polynomial with δ1 = degX F and δ2 = degY F . We assume that
zero set of F (X,Y ) = 0 contains no vertical or horizontal line, i.e. F (X,Y ) does
not have a nonconstant divisor f ∈ K[X ] or g ∈ K[Y ]. Then clearly δ1, δ2 > 0. Let
h(F ) denote the height of the polynomial F (so h(F ) is the absolute logarithmic
Weil height of the point defined by the nonzero coefficients of F in projective space,
see the definition in section 2). Let (α, λ) be a special point of C, where α = j(τ)
for some τ ∈ H. Let ∆ denote the discriminant of the endomorphism ring of the
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complex elliptic curve C/(Z+ Zτ), and let N be the smallest positive integer such
that λN = 1.
Theorem 1.1. In the above situation
(1) |∆| <
(
1
dδ2
C logC
)2
and
(2) N < C(logC)2 log logC
with
C = 236d3δ32(log(4dδ2))
2max (dh(F ) + (d− 1)(δ1 + δ2) log 2, 1) .
This result implies Theorem 1 of [8], because there are only finitely many special
points (α, λ) with ∆ and N bounded. Similarly to [8], we can reduce the proof to
the case when K = Q and Z+ Zτ is an order.
In the following section we collect some preliminary definitions and statements,
and also prove some auxiliary results. In section 3 we prove Theorem 1.1.
2. Preliminaries
For the readers convenience we recall some definitions. The (absolute logarithmic
Weil) height of a point P = (a0 : . . . : an) ∈ Pn
Q
is defined by
h(P ) =
∑
v∈MK
[Kv : Qv]
[K : Q]
log(max
i
|ai|v),
where K is any number field containing all ai, MK is the set of places of K, and for
any place v, |·|v is the absolute value onK extending a standard absolute value of Q.
Similarly, the (absolute logarithmic Weil) height of a polynomial F ∈ Q[X1, . . . , Xn]
with nonzero coefficients ci is defined by
h(F ) =
∑
v∈MK
[Kv : Qv]
[K : Q]
log(max
i
|ci|v),
where K is a number field containing the coefficients of F . We use the notation
H(F ) = eh(F ). If F ∈ Z[X1, . . . , Xn], and the gcd of the coefficients of F is 1, then
H(F ) is equal to the maximum of the euclidean absolute values of the coefficients
of F .
If K is a number field and α ∈ K, then the (absolute logarithmic Weil) height
of α is
h(α) = h(α : 1) =
∑
v∈MK
[Kv : Qv]
[K : Q]
logmax(1, |α|v).
We use the notation H(α) = eh(α).
Let f = adX
d + · · ·+ a0 = ad(X − α1) · · · (X − αd) ∈ C[X ], where ad 6= 0. The
Mahler measure of f (see e.g. [3]) is defined by
M(f) = exp
(∫ 1
0
log |f(e2piit)|dt
)
= |ad|
d∏
j=1
max(1, |αj |).
If α ∈ Q and f ∈ Z[X ] is the minimal polynomial of α, then h(α) = logM(f)deg f (see
Proposition 1.6.6 in [3]).
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If O is an order in an imaginary quadratic number field L, then the class number
h(O) denotes the number of equivalence classes of proper fractional ideals of O (see
e.g. [5]). Since O is an order in L, we can write it in the form Z+ Zτ0 for some τ0
in L∩H. Then the discriminant of the order O is D(O) = −4(Im τ0)2 (see e.g. §7,
Ch. 2 in [5]). This is a negative integer congruent to 0 or 1 modulo 4.
If D < 0 is an integer congruent to 0 or 1 modulo 4, then the class number h(D)
denotes the number of proper equivalence classes of primitive quadratic forms of
discriminant D (see [5] or [6]). Theorem 7.7 in [5] says that if O is an order with
discriminant D in an imaginary quadratic number field, then h(O) = h(D).
The following theorem is the main result of [1].
Theorem 2.1 (Baker, Wu¨stholz). Let α1, . . . , αn ∈ C\{0, 1} be algebraic numbers,
with fixed determinations of logarithms logα1, . . . , logαn. The degree of the field
extension Q(α1, . . . , αn)/Q is denoted by d. Let L(z1, . . . , zn) = b1z1 + · · · + bnzn
be a linear form, where b1, . . . , bn are integers such that at least one bi is nonzero.
We use the notation h′(αi) = max(h(αi), 1d | logαi|, 1d) (which depends on the choice
of logαi) and h
′(L) = max(h(L), 1d), where h(L) is the absolute logarithmic Weil
height of (b1 : . . . : bn) in P
n−1
Q . If Λ = L(logα1, . . . , logαn) 6= 0, then
log |Λ| > −C(n, d)h′(α1) · · ·h′(αn)h′(L),
where
C(n, d) = 18(n+ 1)!nn+1(32d)n+2 log(2nd).
The following lemma gives us a lower bound on the distance between an algebraic
number and a root of unity.
Lemma 2.1. Let λ ∈ C be an N th root of unity, where N is a positive integer. If
γ ∈ C is algebraic of degree d over Q, and λ 6= γ, then
log |λ− γ| > −cd3 log(4d)max
(
h(γ),
4
d
)
logmax(N, 2)
with c = 22533pi + 1.
Proof. The right hand side is the same for N = 1 and for N = 2, so we may
assume that N ≥ 2. Suppose first that d = 1. Then γ ∈ Q, so there are coprime
integers a, b such that b > 0 and γ = ab . If λ ∈ {1,−1}, then |λ − γ| =
∣∣a±b
b
∣∣ ≥
1
b ≥ 1H(γ) , hence log |λ − γ| ≥ −h(γ). Now let λ /∈ {1,−1}, then N ≥ 3, and
|λ − γ| ≥ | Im(λ)| ≥ sin(2piN ). The sine function is concave in the interval [0, pi], so
sinx ≥ sin(2pi/3)2pi/3 x = 3
√
3
4pi x for every x ∈ [0, 2pi3 ]. Thus |λ−γ| ≥ 3
√
3
4pi · 2piN = 3
√
3
2N ≥ 1N ,
therefore log |λ− γ| ≥ − logN . So the statement is true for d = 1.
From now on we assume that N, d ≥ 2. If |λ− γ| ≥ 14 , then log |λ− γ| ≥ − log 4,
which is clearly greater than the bound needed. So we may assume that |λ−γ| < 14 .
Let us define the logarithm function in the unit disc around 1 such that log(1) = 0,
and let s = log(γλ ). Here s is well defined, because |γλ − 1| = |γ − λ| < 12 . It is a
basic fact from analysis that if z ∈ C and |z| < 12 , then | log(1 + z)| ≤ 2|z|. Using
this for z = γλ − 1, we get that |s| ≤ 2|γλ − 1| = 2|λ− γ|. In particular |s| < 12 .
We can find an integer u such that |u| ≤ N2 and λ = e
u
N
2pii. Note that es+
u
N
2pii =
γ and epii = −1, so we may choose the logarithms log γ and log(−1) to be s+ uN 2pii
and pii. Define the linear form L(z1, z2) = Nz1 − 2uz2. We will apply the Baker-
Wu¨stholz estimate (Theorem 2.1) for Λ = L(log γ, log(−1)). Here Λ = N log γ −
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2upii = N(s + uN 2pii) − 2upii = Ns 6= 0, because otherwise log γ = uN 2pii, so
γ = e
u
N
2pii = λ, contradicting λ 6= γ. Note that −1, γ /∈ {0, 1}, because d ≥ 2.
Theorem 2.1 tells us that
log |Λ| > −C(2, d)h′(γ)h′(−1)h′(L),
where
C(2, d) = 18 · 6 · 8(32d)4 log(4d),
h′(γ) = max
(
h(γ),
1
d
| log γ|, 1
d
)
,
h′(−1) = max
(
h(−1), 1
d
| log(−1)|, 1
d
)
=
pi
d
,
h′(L) = max
(
h
(
2u
N
)
,
1
d
)
≤ max
(
logN,
1
d
)
≤ max
(
logN,
1
2
)
= logN.
Note that | log γ| = |s + 2uN pii| ≤ |s| + pi ≤ pi + 12 < 4, so h′(γ) ≤ max(h(γ), 4d).
Collecting these inequalities together, we get
log |Λ| > −c′d3 log(4d)max
(
h(γ),
4
d
)
logN,
where c′ = 18 · 6 · 8 · 324 · pi = 22533pi = c− 1. From |s| ≤ 2|λ− γ| and Λ = Ns we
obtain that |λ− γ| ≥ |Λ|2N . So
log |λ− γ| ≥ log |Λ| − log(2N) ≥ log |Λ| − 2 logN
> −(c′ + 1)d3 log(4d)max
(
h(γ),
4
d
)
logN
= −cd3 log(4d)max
(
h(γ),
4
d
)
logN.

In the following lemma, we get a bound for the value of a polynomial at a root
of unity.
Lemma 2.2. Let N and d be positive integers. Let λ ∈ C be an N th root of unity,
and let g ∈ Z[X ] be a polynomial of degree at most δ such that g(λ) 6= 0. Then
log |g(λ)| > −235δ2(log(4δ))2max(h(g), 1) logmax(N, 2).
Proof. We will prove the inequality
(3) log |g(λ)| > −c2δ2 log(4δ) log(2M(g)) logmax(N, 2),
where c0 = 2
2533pi + 1, c1 =
4
log 2c0 and c2 = c1 + 6.
We argue by induction on δ. The right hand side of (3) is the same for N = 1
and for N = 2, so we may assume that N ≥ 2. If deg g = 0, then g(λ) ∈ Z \ {0},
so log |g(λ)| ≥ 0. Now let deg g ≥ 1. The right hand side of (3) is a monotone
decreasing function of δ, so we may assume that deg g = δ, and that (3) is true
for smaller values of δ. We may also assume that the gcd of the coefficients of g
is 1, because multiplying g by a positive integer increases the left hand side and
decreases the right hand side of (3). Suppose g is not irreducible, then g = g1g2 for
some polynomials g1, g2 ∈ Z[X ] of positive degrees d1 and d2. Note that δ = d1+d2
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and M(g) = M(g1)M(g2) ≥ M(g1),M(g2). Using the induction hypothesis for g1
and g2, we get
log |g(λ)| = log |g1(λ)| + log |g2(λ)|
≥ −c2 log(2M(g))(logN)
(
d21 log(4d1) + d
2
2 log(4d2)
)
≥ −c2 log(2M(g))(logN)δ2 log(4δ),
because
δ2 log(4δ) = (d21 + d
2
2 + 2d1d2) log(4δ) ≥ d21 log(4d1) + d22 log(4d2).
Finally, let g be irreducible. Let g = a(X − γ1) · · · (X − γδ), where a ∈ Z \ {0}
and γ1, . . . , γδ ∈ C. Choose a k ∈ {1, . . . , n} such that |λ− γk| is minimal. During
the proof of Theorem A.3 in [4] it is shown that if P ∈ Z[X ] \ {0} is separable
polynomial of degree n, and α, β ∈ C are such that P (α) = P (β) = 0 and α 6= β,
then
|α− β|2n
3
3
max(1, |α|, |β|)−2nn−1M(P )2n−2 > 1.
So in fact
|α− β| >
√
3n−(n+2)/2max(1, |α|, |β|)M(P )−(n−1) ≥
√
3n−(n+2)/2M(P )−(n−1).
Applying this result for P = g and α = γk, β = γi with i 6= k, we get that
|γk − γi| > R with R =
√
3δ−(δ+2)/2M(g)−(δ−1). Then
R < |γk − γi| ≤ |γk − λ|+ |λ− γi| ≤ 2|λ− γi|,
so
(4) |λ− γi| > R
2
for every i 6= k. Applying Lemma 2.1 and using logM(g) = δh(γk) ≥ 0, we obtain
log |λ− γk| > −c0δ2 log(4δ)max (logM(g), 4) logN
≥ −c1δ2 log(4δ) log(2M(g)) logN.
(5)
Let A = δ2 log(4δ) log(2M(g)) logN . The bounds (4) and (5) together imply that
log |g(γ)| > (δ − 1) log
(
R
2
)
− c1A
= −(δ − 1) log
(
2√
3
)
− (δ − 1)(δ + 2)
2
log δ − (δ − 1)2 logM(g)− c1A.
It is easy to check that the terms
(δ − 1) log
(
2√
3
)
,
(δ − 1)(δ + 2)
2
log δ, (δ − 1)2 logM(g)
are all smaller than 2A, so log |g(γ)| > −(c1+6)A = −c2A. This finishes the proof
of (3).
To prove the statement of the lemma, first note that we may assume that the
gcd of the coefficients of g is 1. Then every coefficient of g has euclidean absolute
value at most H(g), so M(g) ≤ √δ + 1H(g) (see Lemma 1.6.7 in [3]), hence
log |g(λ)| > −c2δ2 log(4δ) log(2
√
δ + 1H(g)) logmax(N, 2)
≥ −2c2δ2 log(4δ)2max(h(g), 1) logmax(N, 2),
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because
log 2 +
log(δ + 1)
2
+ h(g) ≤ 2 log(4δ)max(h(g), 1).
The statement of the lemma follows from 2c2 < 2
35. 
If λ is a primitive N th root of unity, then the degree of λ over Q is ϕ(N),
where ϕ denotes Euler’s totient function. During the proof of Theorem 1.1 we will
need a lower bound for the degree of λ. A more or less trivial bound would be
ϕ(N) ≥ c(ε)N1−ε for every positive ε. We can actually do better.
Proposition 2.1. If N > 30 is an integer, then ϕ(N) > N3 log logN .
Proof. The statement can be easily verified case by case for 31 ≤ N ≤ 66, so we
may assume that N ≥ 67. Theorem 15 in [9] implies that
ϕ(N) >
N
eγ log logN + 2.51log logN
for N ≥ 3, with γ denoting the Euler constant. Now log logN ≥ log log 67 >√
2.51
3−eγ , hence (3 − eγ) log logN > 2.51log logN , therefore
ϕ(N) >
N
eγ log logN + 2.51log logN
>
N
3 log logN
.

We will use the following upper bound for the class number h(D).
Proposition 2.2. If D < 0 is an integer congruent to 0 or 1 modulo 4, then
h(D) <
1
pi
√
|D|(2 + log |D|).
Proof. The class number formula (see Theorem 10.1, Ch. 12 in [6]) says that
h(D) =
w
√
|D|
2pi
LD(1),
where w is equal to 6, 4 and 2 for D = −3, D = −4 and D < −4 respectively,
and LD(1) =
∑∞
n=1
1
n (
D
n ). If D = −3 or −4, then h(D) = 1, thus the statement
of the proposition is true. So we may assume that D < −4. Then w = 2, so
h(D) =
√
|D|
pi LD(1). Theorem 14.3, Ch. 12 in [6] says that 0 < LD(1) < 2+ log |D|,
which gives h(D) <
√
|D|
pi (2 + log |D|). 
We will use the following auxiliary lemma in the proof of Theorem 1.1.
Lemma 2.3. Let p > 0, q > e and A > 104 be real numbers such that
p ≤ A log q and q
log log q
≤ p log p.
Then p < 2A logA and q < 3A(logA)2 log logA.
Proof. Note that 0 < qlog log q ≤ p log p, so p > 1. Since p log p is an increas-
ing function of p ∈ (1,∞), we may assume that p = A log q. Then qlog log q ≤
A(log q) log(A log q), so q ≤ G(q), where
G(x) = A(log x)(log log x) log(A log x).
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We claim that G(x)/x is strictly decreasing function of x in the interval (e4,∞).
Indeed, if x > e4, then log(Ax) ≥ log log x > 1, so
G′(x) =
A
x
((1 + log log x)(1 + log(A log x))− 1) < 4A
x
(log log x) log(A log x),
hence
(G(x)/x)′ =
1
x2
(G′(x)x −G(x)) < A
x2
(4− log x)(log log x) log(A log x) < 0.
We claim that G(Q) < Q, where Q = 3A(logA)2 log logA. This will prove the
upper bound on q, because G(Q)/Q < 1 ≤ G(q)/q implies q < Q, since G(x)/x is
a decreasing function in (e4,∞), and Q > e4. So we need to show
A(logQ)(log logQ) log(A logQ) < 3A(logA)2 log logA,
or equivalently
logQ
logA
· log(A logQ)
logA
· log logQ
log logA
< 3.
One can easily check that 3 < A1/8, logA < A1/4 and log logA < A1/8 for A > 104.
Thus 3(logA)2(log logA) < A3/4, hence Q < A7/4 and logQlogA <
7
4 . Then
logQ <
7
4
logA < A1/3,
because 74 < A
1/12 and logA < A1/4 for A > 104. So A logQ < A4/3 and
log(A logQ)
logA <
4
3 . We have
log logQ < log
(
7
4
logA
)
< log
(
(logA)9/7
)
,
because 74 < (logA)
2/7 for A > 104. So log logQlog logA <
9
7 . This proves q < Q, because
7
4 · 43 · 97 = 3.
Finally, we have seen that q < Q < A7/4 < A2, so p = A log q < 2A logA. 
3. Proof of Theorem 1.1
One can show in the same way as in the proof of Theorem 2 in [8], that it is
enough to prove the statement in the case when K = Q and Z+Zτ is an order. So
let K = Q and O = Z+ Zτ an order. Then d = 1 and
C = 236δ32(log(4δ2))
2max(h(F ), 1).
The polynomial g(Y ) = F (α, Y ) ∈ Q(α)[Y ] is nonzero, because the zero set of
F contains no vertical line. Moreover g(λ) = 0, so [Q(α, λ) : Q(α)] ≤ deg g ≤ δ2.
This gives
ϕ(N) = [Q(λ) : Q] ≤ [Q(α, λ) : Q] = [Q(α, λ) : Q(α)] · [Q(α) : Q] ≤ δ2 · h(O).
The discriminant of the order O is ∆ = −4(Im τ)2. We know that ∆ < 0 and ∆
is congruent to 0 or 1 modulo 4. Moreover h(O) = h(∆) (see e.g. Theorem 7.7 in
[5]). Using Proposition 2.2, we obtain that
(6) ϕ(N) ≤ δ2h(∆) ≤ δ2
pi
√
|∆|(2 + log |∆|).
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Suppose |∆| < 25. Then (1) is true. If N ≤ 30, then (2) is also true. If N > 30,
then using Proposition 2.1, we obtain
√
N <
N
3 log logN
< ϕ(N) <
δ2
pi
5(2 + log 25) < 9δ2,
which implies N < 81δ22 . This proves (2) if |∆| < 25. From now on we assume that
|∆| ≥ 25.
Since |∆| ≥ 25, we have Im τ =
√
|∆|
2 ≥ 52 > 12pi log 6912, and from [8, Prop.
3.1], we deduce as in [8] that |α|e2pi Im τ ∈ [ 12 , 2]. Taking logarithms leads to log |α| ≥
2pi Im τ − log 2 > 6 Im τ , because Im τ ≥ 52 > log 22pi−6 . Substituting Im τ =
√
|∆|
2 we
obtain
(7) 3
√
|∆| < log |α|.
We multiply F by a nonzero rational number, so that F will have integer coeffi-
cients with gcd equal to 1. Then the maximum of the euclidean absolute values of
the coefficients of F is H(F ) = eh(F ). Let F =
∑δ1
i=0 gi(Y )X
i, where gi(Y ) ∈ Z[Y ].
Here each gi has degree at most δ2. Since F (X,λ) ∈ C[X ] is a nonzero polynomial,
gi(λ) 6= 0 for some i. Let m be the maximal such i. It is proved in [8] that
|gm(λ)| < (δ2 + 1)H(F )|α| − 1 .
Since |∆| ≥ 25, inequality (7) implies that log |α| > 15, hence |α| > e15 > 2. Thus
(δ2 + 1)H(F )
|α| − 1 ≤
4δ2H(F )
|α| ,
therefore
(8) log |gm(λ)| < log(4δ2) + h(F )− log |α|.
On the other hand, we can apply Lemma 2.2 for gm and λ. Since deg gm ≤ δ2,
and the coefficients of gm have euclidean absolute values at most H(F ) = e
h(F ), we
have h(gm) ≤ h(F ), and Lemma 2.2 says
(9) log |gm(λ)| > −235δ22(log(4δ2))2max(h(F ), 1) logmax(N, 2).
The inequalities (7), (8) and (9) together imply
3
√
|∆| < 235δ22(log(4δ2))2max(h(F ), 1) logmax(N, 2) + log(4δ2) + h(F )
< (235 + 2)δ22(log(4δ2))
2max(h(F ), 1) logmax(N, 2).
(10)
If N ≤ 30, then we get
√
|∆| < 236δ22(log(4δ2))2max(h(F ), 1) =
1
δ2
C <
1
δ2
C logC,
hence both (1) and (2) are true. From now on we assume that N > 30.
Applying (6) and Proposition 2.1, we get
(11)
N
3 log logN
<
δ2
pi
√
|∆|(2 + log |∆|).
Let p = 12pi δ2
√
|∆| and q = 2N , then (10) and (11) imply
p < A log q and
q
log log q
< p log p
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with A = 4pi (2
35 + 2)δ32(log(4δ2))
2max(h(F ), 1). Applying Lemma 2.3, we obtain
p < 2A logA and q < 3A(logA)2 log logA.
Then
√
|∆| < pi6δ2A logA and N < 32A(logA)2 log logA. The inequalities (1) and
(2) follow from these, because pi6A < A <
3
2A < C.
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