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Tato práce se zabývá optimalizací řízení zásobní funkce vodohospodářských soustav. Vy-
cházíme z dizertační práce Ing. Pavla Menšíka Ph.D., Automatizace řešení zásobní funkce
vodohospodářské soustavy. Jako optimalizační metoda byla zvolena diferenciální evoluce.
Daná metoda bude implmentována sekvečne a poté paralelizována nejdříve na procesoru a
poté na GPU
Abstract
Subject of this thesis is optimalization of storage function of water management system. The
work is based on dissertation thesis of Ing. Pavel Menšík Ph.D. Automatization of storage
function of water management system. As optimalization method was chosen diferential
evolution. Sequential version of the method will be implemented as a first step, followed by
CPU accelerated and GPU accelerated versions.
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Vzhledem k probíhajícím klimatickým změnám dochází ke změně hydrologického cyklu.
Změna hydrologického cyklu se projevuje častějším výskytem hydrologických extrému (po-
vodně, sucho). Častější a déle trvající výskyt období sucha může v budoucnu ohrozit zásobní
funkci některých vodních zdrojů. Ohrožení zásobní funkce u vodních nádrží bude možno
úplně, anebo aspoň z části předejít pomocí efektivního hospodaření s vodou v jednotli-
vých nádržích během málovodých obdobích. Efektivního hospodaření s vodou v nádržích
je možno dosáhnout použitím optimalizačního modelu [13]. Optimalizační model umožní
najít optimální odtok vody z nádrží na řešeném období. Problematice optimálního řízení
se věnoval například Ing. Pavel Menšík, Ph.D. v disertační práci [6]. Výsledkem disertační
práce byl program SOMVS - Simulační a optimalizační model vodohospodářské soustavy
[9], který umožňuje automatizované řešení zásobní funkce soustavy nádrží. Pro nasazení
obdobného programu v praxi je nutno vytvořit vhodný předpovědní model průměrných
měsíčních přítoků vody do nádrží. Vývoj předpovědního modelu je spojen s ověřováním
správnosti předpovědních algoritmu na úspěšnost řízení provozu nádrží. Předpovědní mo-
dely není možno ověřovat v běžném provozu. K ověření je v současné době používán uvedený
program SOMVS. S vodohospodářského pohledu program splňuje všechny požadavky nutné
k jeho používání. Určitý nedostatek současné verze programu je možno spatřit v tom, že kód
programu není optimalizován - neumožňuje využít celého potenciálu moderního hardware.
Počet výpočtu při vývoji předpovědních algoritmu je velký, a proto se Ing. Pavel Menšík,
Ph.D. obrátil na Fakultu informačních technologií VUT v Brně s žádostí o akceleraci opti-
malizačního modelu.
Cílem diplomové práce je nejprve vytvořit sekvenční variantu pro řešení v jazyce C++.
Účelem sekvenční varianty je zejména nalezení ideálních parametrů diferenciální evoluce
pro daný problém. Dalším krokem je akcelerace algoritmu na CPU pomocí OpenMP, vy-
hodnocení výsledků a analýza programu. Stejný postup bude poté aplikován na rozšířenou
variantu zadání specifikovanou v kapitole 3.2. Dalším krokem je akcelerace problému na
GPU s využitím technologie CUDA. V závěru práce provedeme měření a vyhodnocení jed-
notlivých řešení.
V úvodní kapitole zavedeme terminologii použitých metod a představíme hlavní pou-
žité technologie. Kapitola Definice problému formálně specifikuje řešené systémy. V dalších






Evoluční nebo také genetické algoritmy jsou skupinou iteračních stochastických metod
pro řešení optimalizačních problémů[11]. Princip genetických algoritmů vychází z principů
evoluční biologie a genetiky, jejich základ je ve vývoji a přizpůsobování populací živých
organismů[16].
Základní jednotkou genetických algoritmů je jedinec (nebo také chromosom či genom),
jeho reprezentace je zpravidla vektor hodnot, které reprezentují jedno řešení daného pro-
blému. Několik jedinců poté tvoří populaci, její velikost může být různá v závislosti na
problému a konkrétním řešení, ale v průběhu algoritmu je zpravidla konstantní.
Základní průběh genetického algoritmu je následující:
Kvalita jedinců je určována pomocí tzv. hodnotící neboli fitness či kriteriální funkce. Ta
je zpravidla kritickou součásti algoritmu, a to jak z pohledu jeho schopnosti nalézt vyhovu-
jící řešení, tak i z pohledu výkonu. Běh genetického algoritmu je závislý na řadě parametrů,
které nejsou obecnými pravidly nijak omezovány a mohou se diametrálně lišit v závislosti
na problému a jeho řešení. K výběru jedinců se zpravidla používá jednoduchý algoritmus
jako ruleta a podobně. Pro křížení existuje řada standardních operátorů, ale často dochází
k tvorbě speciálních operátorů vyhovujících speciálně danému problému. Stejné je to s poč-
tem jedinců pro křížení. Mutace je proces, kdy s nějakou malou pravděpodobností dojde
k malé změně jedince, např. inverze jednoho bitu. V těchto krocích je vytvořena řada no-
vých jedinců, z nichž někteří budou kvalitnější než jiní. V posledním kroku iterace dochází
k začlenění vybraných nových jedinců do populace a na druhé straně k vymírání jedinců
starých. Metod rekombinace je opět celá řada, jednou z hraničních metod je v původní
populaci nahradit pouze jednoho jedince nejkvalitnějším novým jedincem. Opačný extrém
je poté nahrazení jedinců všech[11].
2.2 Diferenciální evoluce
Diferenciální evoluce je algoritmus, který do značné míry vychází z evolučních algoritmů.
Z velké části se shoduje i jejich terminologie, pro několik prvků se ale autoři rozhodli zavést
terminologii odlišnou, tu budeme definovat níže.
Diferenciální evoluce je paralelní iterační metoda využívající vektor možných řešení jako
populaci P o velikosti NP v každé generaci. Velikost populace P se v generacích nemění.
Počáteční populace je generována náhodně, případně pseudonáhodně pokud jsou k dispozici
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Obrázek 2.1: Obecné schéma Evolučního algoritmu
nějaké informace o řešeném systému. Pro veškerá stochastická rozhodnutí se implicitně
uvažuje uniformní rozložení pravděpodobnosti. Jestliže je k dispozici referenční řešení, je
počáteční populace často generována pomocí nominálních odchylek od onoho řešení.
Klíčovým konceptem Diferenciální evoluce je schéma generování tak zvaných ”trail”nebo
šumových vektorů [15]. Šumový vektor vt je generován pro každého jedince xi, i ∈ 〈0, NP −
1〉 přičtením váženého rozdílu dvou členů populace ke třetímu viz (2.1), kde r1, r2, r3 ∈
〈0, NP − 1〉∧ r1 6= r2 6= r3 6= i. F je konstanta v oboru reálných čísel, která umožňuje kont-
rolu nad velikostí variace. Pokud šumový vektor představuje kvalitnější řešení, než předem
vybraný vektor z populace, pak bude tento vektor v příští generaci nahrazen šumovým
vektorem.
vt = xr1 + F ∗ (xr2 − xr3) (2.1)
Tímto způsobem je z populace získána informace o směru a rychlosti v prostoru všech
možných řešení, a ta je pak využita jako náhodná odchylka pro tvorbu šumového vektoru.
Tím získáváme adaptivní schéma s výbornou schopností konvergence [14].
Toto je základní varianta diferenciální evoluce, existuje řada menších i větších modifikací
zpravidla vytvořených za specifickým účelem a zvláště vhodných pro užší okruh problémů.
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2.3 OpenMP
OpenMP je sbírka direktiv, rutin a proměnných tvořících OpenMP API sloužící k imple-
mentaci paralelismu se sdílenou pamětí v jazycích C, C++ a Fortran. Základem programu
je hlavní vlákno, to podle potřeby vytváří sadu podvláken, které tvoří paralelní sekci. Ope-
nMP nabízí veškerou potřebnou funkcionalitu pro správu vláken a jejich synchronizaci[4].
Hlavní cíle OpenMP jsou[2]:
• Standardizace – nabídnout standart pro paralelizaci napříč architekturami se sdílenou
pamětí.
• Efektivnost – umožnit naprogramovat efektivní paralelismus pouze pomocí 3-4 direk-
tiv.
• Snadnost použití – možnost paralelizovat jen části programu.
• Portabilita – podporovány všechny hlavní platformy.
V následujících sekcích uvedeme stěžejní direktivy OpenMP a příklady jejich užití.
2.3.1 parallel
Direktiva parallel je v OpenMP fundamentální konstrukcí. Strukturovaný blok navazující
na tuto direktivu bude prováděn paralelně zadaným počtem vláken. [2] Parametry bloku
lze ovlivnit řadou přepínačů, níže jsou uvedeny některé z nich.
• private (list) – Definuje seznam privátních proměnných.
• shared (list) – Definuje seznam sdílených proměnných.
• num threads – Určuje počet vláken která budou provádět paralelní sekci.
Na obrázku 2.2 můžeme vidět ukázku použití direktivy parallel. V ukázce bude vytvořena
paralelní sekce s privátní proměnnou x a sdílenou proměnnou y. Počet vláken je zde pone-
chán na určení OpenMP.
int x;
int y;




Obrázek 2.2: Ukázka OpenMP parallel
2.3.2 barrier
Direktiva barrier synchronizuje všechny vlákna v týmu. Pokud vlákno narazí na direktivu,




Jedná se o další synchronizační direktivu. Za pomoci critical můžeme realizovat vzájemné
vyloučení.
2.4 CUDA
CUDA je paralelní výpočetní platforma a programovací model vyvinutý společností NVI-
DIA. Umožňuje dosáhnou výrazného nárustu výpočetního výkonu využitím grafické vý-
početní jednotky, dále jen GPU.
První GPU byly navrženy pouze jako grafické akcelerátory, podporující pouze speci-
fickou a fixní funkcionalitu. Koncem dvacátého století se GPU začaly stávat více a více
programovatelnými. To vyvrcholilo v první GPU společnosti NVIDIA vydané v roce 1999.
Krátce na to se si vědecká komunita začala všímat potenciálního výkonu GPU pro operace
s plovoucí desetinnou čárkou. Tím vznikl požadavek na tzv. General Purpouse GPU (GP-
GPU). Tehdy se ale jednalo ještě o dalekou budoucnost. Vývojáři museli svoje problémy
překládat na grafické úlohy, které mohly být reprezentovány trojuhelníky nebo jinými po-
logyny, a i poté bylo programování GPGPU velmi obtížné. A to až do doby, kdy skupina
výzkumníků ze Stanfordské univerzity přišla s nápadem pracovat s GPU jako se streamo-
vacím processorem [8].
V roce 2003 tato skupina vedená Ianem Buckem představila Brook. Jednalo se o první
rozšířený programovací model pro rozšíření jazyka C o data-paralelní konstrukce. Využitím
pojmů jako Steam a Kernel Brook zpřístupnil GPU jako obecný processor s vysokoúrovňo-
vým programovacím jazykem. V nadcházejících letech spolupracoval Ian Buck se společností
NVIDIA na řešení, jak bezchybně využívat jazyk C na GPU. Výsledkem této spolupráce
byla v roce 2006 CUDA, první skutečná realizace GPGPU [8].
V následujících letech jejich výkon výrazně stoupal. V operacích s plovoucí desetinnou
čárkou za vteřinu dnes výrazně předčí moderní CPU. To je dáno tím že GPU jsou na-
vržena na řešení výpočetně náročných a masivně paralelizovatelných úloh, tedy takových,
jakou jsou grafické operace. Důsledkem toho je architektura GPU daleko více zaměřena na
zpracování dat, než na cachování a kontrolu toku, jak je ilustrováno na obrázku 2.4 [8].
Obrázek 2.3: Škálovatelnost GPU [7]
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2.4.1 Programovací model
Jednou z hlavních vlastností CUDA je škálovatelnost programovacího modelu nad řadou
hardwarových realizací. Vývoj GPU jde velice rychle dopředu v korespondenci s Moorovým
zákonem, je tedy nutné umět efektivně škálovat mezi řadou hardwarových realizací [7].
Hardwarově je GPU realizováno jako pole tzv. Streamovacích multiprocesorů (SM).
Progmamovací model je poté tvořen vlákny, které se shlukují do Bloků. Každý blok je
prováděn nezávisle na některém z dostupných SM. Každý SM může provádět jeden či více
Bloků. Jak vypadá škálování na různá zařízení můžete vidět na obrázku 2.3.
Obrázek 2.4: Architektura GPU [7]
Základním stavebním prvkem CUDA programu je tzv. Kernel. Jedná o definovanou
funkci, která je při zavolání provedena N-krát v X blocích kde v každém bloku je Y vláken.
Poté platí že N=X*Y. V kernelu jsou poté programátorovi přístupné unikátní identifikátory
označující, o jaké vlákno v jakém bloku se jedná. Tyto identifikátory mohou být jedno až tří
rozměrné podle volby programátora, to umožňuje efektivní a přehlednou práci jak s vektory,
tak s více rozměrnými daty. Maximální počet bloků je zhora omezen tak, aby jeden blok
mohl vždy být prováděn na jednom procesorovém jádru. K dnešku je tento počet zpravidla
1024 (Květen 2014)[7].
GPU disponuje řadou paměťových prostorů, každý se specifickými vlastnostmi a pří-
pady užití. Mezi hlavní paměti patří paměť globální. Ta je společná pro všechna vlákna
i bloky, nicméně přístup do ní je relativně pomalý. Další je sdílná paměť společná vždy
pro všechny vlákna v jednom bloku. Každé vlákno má také k dispozici svou vlastní lokální
paměť. Paměť konstant je podobně jako globální paměť sdílená pro všechny bloky, je ale vý-
hradně určena pro konstanty a přístup do ní může být výrazně efektivnější než do globální
paměti. Poslední je paměť textur, ta se vyznačuje podporou různých adresovacích režimů a
možnostmi filtrování dat. Globální paměť, paměť konstant a textur jsou navíc perzistentní




Cílem práce je řešení úlohy optimálního řízení zásobní funkce vodohospodářských soustav.
Budeme tedy řešit systém reálných nádrží, jejichž parametry musí splňovat dané limity
jako např. maximální objem nebo odtok z nádrže. Do systému bude v časových krocích
vstupovat přítok vody a naším cílem je najít takové parametry odtoků z nádrže, aby byly
splněny všechny omezující podmínky. Problém rozdělíme na dvě části, v první budeme
řešit jednu nádrž, v druhé problém rozšíříme na systém nádrží. V následující sekcích jsou
formálně specifikovány řešené systémy.
3.1 Nádrž
Vodní nádrž D budeme definovat jako N-tici
D = {V0, τ, Q,Qβ, V, Vmin, Vmax, O,Omin, Omax, C, Cmin, Cmax}
kde:
• V0 – Je počáteční objem nádrže.
• τ – Je počet časových období, pro které budeme optimalizovat.
• Q = {Q0, .., Qτ−1} – Je množina přítoků vody do nádrže v časovém kroce.
• Qβ = {Qβ0 , .., Qβτ−1} – Je množina přítoků vody do nádrže z vedlejších zdrojů v ča-
sovém kroce.
• V = {V0, .., Vτ−1} – Množina objemů vody v časovém kroce.
• Vmin = {Vmin0 , .., Vminτ−1} – Množina minimálních přípustných objemů v časovém
kroce.
• Vmax = {Vmax0 , .., Vmaxτ−1} – Množina maximálních přípustných objemů v časovém
kroce.
• O = {O0, .., Oτ−1} – Množina odběrů vody v časovém kroce.
• Ominn = {Omin0 , .., Ominτ−1} – Množina minimálních přípustných odběrů v časovém
kroce.
• Omax = {Omax0 , .., Omaxτ−1} – Množina maximálních přípustných odběrů v časovém
kroce.
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• C = {C0, .., Cτ−1} – Množina odtoků vody v časovém kroce.
• Cmin = {Cmin0 , .., Cminτ−1} – Množina minimálních přípustných odtoků v časovém
kroce.
• Cmax = {Cmax0 , .., Cmaxτ−1} – Množina maximálních přípustných odtoků v časovém
kroce.
Jedná se o jednoduchý model nádrže jako je na obrázku 3.1, cílem optimalizace je
nalézt nejlepší možnou kombinaci parametrů Ot, Ct. Všechny ostatní hodnoty krom Vt jsou
vstupními parametry. Parametr Qβ nemá v první variantě problému žádné využití. Jeho
funkce bude důležitá až ve druhé variantě, kde budeme pracovat se systémem nádrží.
Obrázek 3.1: Schéma nádrže
3.2 Soustava nádrží
Systém nádrží budeme modelovat pomocí orientovaného grafu G = {V,E}, kde vrcholy
grafu budou reprezentovat jednotlivé nádrže systému.
Pro ∀v = {V v0 , τv, Qv, Qvβ, V v, V vmin, V vmax, Ov, Ovmin, Ovmax, Cv, Cvmin, Cvmax} ∈ V potom bu-
dou platit následující pravidla:
• τv = c kde c je celočíselná konstanta
• Pokud {∀x, y|(x, y) ∈ E} platí, že v 6= y pak {∀qb ∈ Qvβ|qb = 0} a {∀q ∈ Qv|q je jeden
ze vstupních parametrů systému}.
• Jinak {∀qb ∈ Qvβ|qb je jeden ze vstupních parametrů systému} a {∀qi ∈ Qv|qi je suma
odtoků všech nádrží x takových že ∃(x, y) ∈ E}
V tuto chvíli je možné namodelovat kaskádu vodních nádrží, abychom mohli vytvořit
i složitější systém se stromovou strukturou, je nutné mít možnost vyjádřit soutoky řek.
Soutok budeme modelovat jako zvláštní případ nádrže
N = {V0, τ, Q,Qβ, V, Vmin, Vmax, O,Omin, Omax, C, Cmin, Cmax} kde:
• V0 = 0
• Vmin – Je ve všech časových krocích 0.
• Vmax – Je ve všech časových krocích 0.
• Omin – Je ve všech časových krocích 0.
• Omax – Je ve všech časových krocích 0.
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• Cmin – Je ve všech časových krocích 0.
• Cmax – Je ve všech časových krocích ∞.
• Vše ostatní dle definice výše.
Na obrázku 3.2 můžeme vidět schéma systému nádrží. Nádrže D1 a D2 jsou standardní
nádrže jako byly definovány výše. Nádrž D3 reprezentuje soutok vodních toků. Konečně
nádrž D4 je opět standardní nádrží s výjmkou využití parametru Qβ pro modelování dalšího
vstupu vody.
Obrázek 3.2: Schéma systému nádrží
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Kapitola 4
Implementace - jedna nádrž
V následujících kapitolách je popsán návrh a řešení první varianty problému, systému s jed-
nou nádrží, za pomoci diferenciální evoluce. První krokem je vytvoření sekvenční varianty
algoritmu. Řešení je optimalizováno pro maximální výkon a je pomocí něho nalezena ideální
sada parametrů pro řešení daného problému. Druhým krokem je pak akcelerace sekvenční
varianty na CPU pomocí rozhraní OpenMP. Obě varianty jsou poté porovnány, je změřen
jejich výkon a využití dostupných zdrojů.
4.1 Návrh
Jedinec bude v naší implementaci reprezentován strukturou, ta bude obsahovat informaci
o jeho ohodnocení a poté samotný genom. Ten bude vyjádřen vektorem dalších struktur,
kde každá struktura reprezentuje stav systému v jednom časovém kroce, obsahuje tedy
hodnoty odtoku a odběru a také objem nádrže na konci daného časového kroku. Objem
na konci kroku je možné v jakémkoliv okamžiku dopočítat pomocí ostatních hodnot, ale
jedná se o klíčovou proměnnou reprezentující stav systému a je důležitá pro výpočet použité
kriteriální funkce. Její výpočet nebude zanedbatelnou položkou, a proto bylo v rámci opti-
malizace rozhodnuto omezit výpočty spojené s objemem na minimum a uchovat hodnotu
objemu spolu s řešením, ve prospěch výkonnosti a na úkor paměťové složitosti.
Algoritmus je zahájen inicializační částí. Populace je inicializována pseudonáhodně za
použití náhodného generátoru s rovnoměrným rozložením pravděpodobnosti. Hodnoty pro
odtok a odběr budou generovány v mezíchOmin,Omax, Cmin a Cmax, definovaných zadáním.
Hodnota objemu nádrže v daném časovém kroku bude z generovaných hodnot dopočítána,
ale nebude nijak kontrolována vůči zadaným limitám. Její kontrola a případná korekce
hodnot by byla výpočetně náročnou operací, která by nepřinášela odpovídající efekt, protože
takováto řešení budou efektivně eliminována v průběhu algoritmu. Toto tvrzení zakládáme
na předpokladu, že nedodržení hranic maximálního a minimálního objemu je u daného
problému kritické, a proto musí být taková řešení patřičně penalizována v hodnotící funkci.
Tento předpoklad nám byl potvrzen odborníkem. Na závěr inicializace je každé generované
řešení ohodnoceno a začíná hlavní cyklus algoritmu.
V hlavní smyčce programu dochází k tvorbě šumových vektorů a k jejich zařazování
do populace. Tyto dva kroky budou striktně odděleny pro usnadnění budoucí paralelizace.
Šumový vekror bude tvořen se zadanou pravděpodobností pro každého jedince v populaci.
Pomocí náhodného generátoru budou vybráni tři jedinci a bude aplikován vzorec 2.1. Každý
vytvořený šumový vektor bude v zápětí ohodnocen. Po vytvoření všech šumových vektorů
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budou kvalitnější šumové vektory zařazeny do populace namísto svých předchůdců.
Kritickou částí algoritmu je hodnotící funkce. Fukce, která bude v naší implementaci
v tuto chvíli použita, vychází z práce[6] a je rozdělena na dvě části. První část je penalizace
jedinců, kde se parametry jedinců porovnávají se zadanými limitami a v případě překročení
jsou penalizovány podle vzorce 4.1 pro horní hranice intervalu a 4.2 pro dolní hranice
intervalu, kde PF je penalizační faktor,
Yx =
{












který je unikátní pro každou z šesti limitních hodnot, min a max jsou hraniční hodnoty
a x je kontrolovaná hodnota. Konstanta PF určuje velikost penalizace při překročení danné
limity. Celková penalizace Y je pak dána sumou všech Yx viz 4.3. Jinak řečeno řešení bude
umožňovat navolení závažnosti překročení jednotlivých hraničních hodnot. Druhým krokem
hodnotící funkce je ohodnocení samotného řešení. Zde pracujeme už pouze s hodnotami
odtoku a odběru, objem se v této části neuplatňuje. Ohodnocení X spočítáme jako sumu
odchylek od tzv. řídících hodnot, jedná se o jeden parametr pro odtok Zc a jeden pro odběr
Zo. Tyto hodnoty vyjadřují ideální hodnoty odtoku a odběru. Celá funkce má poté podobu,




((Ci − Zc)2 + (Oi − Zo)2) (4.4)
V = X + Y (4.5)
Mimo parametrů modelu, viz kapitola 3.1, zde přibylo několik dalších parametrů:
• NP – Je velikost populace.
• CF – Je pravděpodobnost, se kterou bude pro jedince vytvořen šumový vektor.
• F – Je koeficient variace viz (2.1).
• i – Je počet iterací algoritmu.
Toto jsou parametry, které přímo ovlivňují kvalitu a výkon diferenciální evoluce, a hle-
dání jejich ideálních hodnot je věnována kapitola 4.4. Následující parametry ovlivňují vý-
sledné hodnoty řešení a určují meze, ve kterých se řešení má pohybovat. Jejich určení je na
uživateli programu.
• Zc – Je řídící odtok
• Zo – Je řídící odběr
• PFVmin – Je penalizační faktor pro dolní hranici objemu.
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• PFVmax – Je penalizační faktor pro horní hranici objemu.
• PFCmin – Je penalizační faktor pro dolní hranici odtoku.
• PFCmax – Je penalizační faktor pro horní hranici odtoku.
• PFOmin – Je penalizační faktor pro dolní hranici odběru.
• PFOmax – Je penalizační faktor pro horní hranici odběru.
4.2 Sekvenční implementace
Průběh algoritmu a struktura implementace je vidět na diagramu 4.1. Základem naší im-
plementace jsou datové struktury. Struktura individual reprezentuje jedince v populaci,
neboli genom, a obsahuje položku typu float pro uložení ohodnocení jedince a potom
také datový kontejner typu std::vector<data>, kde struktura typu data obsahuje hod-
noty odtoku, odběru a objemu v daném kroku. Inicializace algoritmu se provádí volá-
ním Init(), zde dojde k vygenerování celé populace. Jako náhodný generátor je použit
std::default random engine, pomocí generátorů se pseudonáhodně vygenerují hodnoty
odtoku a odběru tak, aby se nacházely v zadaných mezích. Hodnota objemu je dopočítána
z hodnoty v předchozím kroce a z vygenerovaných hodnot. Dokončený jedinec je ohodno-
cen a uložen do kontejneru pro uložení populace std::vector<individual> population.
Tento proces se opakuje až do dosažení požadované velikosti populace. V tuto chvíli může
začít hlavní cyklus programu, který se skládá ze 3 základních volání. Ukončovací podmínku
reprezentuje volání bool isDone(), návratová hodnota toho volání se změní na TRUE ve
dvou případech. Výpočet dosáhne maximálního počtu iterací, nebo se dosáhne cílového
ohodnocení u některého z jedinců. V hlavním cyklu dochází k volání dvou funkcí. První
z nich je funkce Mutate(), zde se pro každého jedince se zadanou pravděpodobností CF vy-
tvoří šumový vektor dle předpisu stanoveném v 2.2. Vytvořený šumový vektor je ohodnocen
a uložen do kontejneru typu std::vector<individual>. V případě, že vektor nebyl s ohle-
dem na CF vytvořen, na jeho místo se vloží vektor prázdný, uměle ohodnocený hodnotou
FLT MAX. Posledním voláním v cyklu je Recombine(), kde jsou porovnávány ohodnocení
příslušných jedinců a šumových vektorů a silnější vektory nahrazují jedince v populaci.
Jádrem algoritmu jsou volání Evaluate() vykonávající penalizaci viz 4.1 a 4.2. Po pe-
nalizaci je volána funkce Criterium() která k penalizacím přidá ohodnocení na základě 4.4.
Implementace dále obsahuje několik dalších podpůrných funkcí jako GetAvg() a GetBest()
pro podporu vyhodnocování a získávání statistických dat.
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Obrázek 4.1: Diagram toku programu
4.3 Paraelní implementace - OpenMP
Differenciální evoluce je algoritmus navržený pro snadnou paralelizaci, mimo to jsme při
návrhu s budoucí paralelizací počítali. Základní paralelizace na CPU se tímto a použitím
OpenMP stala záležitostí použití několika direktiv. Jejich použití a umístění můžeme vidět
na diagramu 4.2.
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Obrázek 4.2: Diagram toku programu s OpenMP direktivami
4.4 Vyhodnocení parametrů
Pro zjištění optimálních parametrů algoritmu jsme provedli řadu měření. Pro každou sadu
parametrů jsme provedli 50 běhů. Referenční nastavení bylo zvoleno na základě předchozího
testování v průběhu vývoje tak, aby žádný z parametrů výrazně neovlivňoval kvalitu a
stabilitu řešení.
• NP = 2000
• CF = 0.8
• F = 0.5
• i = 5000
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4.4.1 NP - velikost populace
Vhodnou velikost populace jsme ověřovali na intervalu 〈100, 50000〉. Hodnoty pro velikost
populace 100 nejsou v grafu uvedeny, protože byly neúměrně vysoké a narušovaly tak detail-
nost pro nás důležitých částí grafu. V Grafu 4.3 je znázorněn vývoj průměrného ohodnocení
jedinců v populaci a průměrné hodnoty nejlepšího dosaženého ohodnocení v závislosti na
velikosti populace. Z grafu můžeme vidět, že už při velikosti populace pouhých 200 jedinců
dosahuje algoritmus velice dobrých řešení, jen o několik desetin horších, než je dosažené
minimum, a to s minimální odchylkou v populaci. Při následném zvýšení populace do-
chází k dalšímu relativně výraznému zlepšení a dosažení nalezeného minima. Tyto hodnoty
setrvávají stabilně až do populace o velikosti 1000, kde se vynuluje odchylka intervalu spo-
lehlivosti. Od této chvíle dál můžeme pozorovat drobné výkyvy.
Obrázek 4.3: Závislost kvality řešení na velikosti populace
Při větších velikostech populace algoritmus stále téměř vždy nalezl nejlepší známé řešení,
ale odchylka ostatních řešení od nejlepšího stoupla, z toho můžeme odhadovat pomalější
konvergenci. Velikost populace přirozeně značně ovlivňuje dobu běhu algoritmu, a tedy
budeme usilovat o co nejnižší možnou velikost populace. Pro naší implementaci je vhodná
velikost populace mezi pěti sty s tisícem jedinců.
4.4.2 CF - pravděpodobnost nahrazení jedince
Hodnotu CF bude hledat v intervalu 〈0.2, 1〉 s krokem 0.2. V Gragu 4.4 je, stejně jako v před-
chozím případě, znázorněn vývoj průměrného ohodnocení jedinců v populaci a průměrné
hodnoty nejlepšího dosaženého ohodnocení v závislosti na hodnotě CF . V Grafu 4.5 vidíme
časovou závislost. Ve dvojci grafů můžeme pozorovat výrazné zlepšení při CF = 0.4, od
tohoto místa dál dojde už pouze k mírnému poklesu na hodnotu 0.6 kde opět dostáváme nej-
lepší dosažené ohodnocení. Interval spolehlivosti je v tomto grafu po celé jeho délce téměř
nulový. Můžeme si povšimnout lineární závislosti času a tedy, stejně jako v předchozím
případě, přednosti mají nižší hodnoty CF .
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Obrázek 4.4: Závislost kvality řešení na CF
Obrázek 4.5: Závislost času na CF
4.4.3 F - koeficient variace
Koeficient variace F ,viz (2.1), budeme hledat v rozmezí 〈0.2, 2〉. Graf 4.6 ukazuje závislosti
na F . Graf 4.7 je výřez pro nás důležité části z grafu 1. Můžeme vidět, že pro F vyšší
než 1 kvalita jedinců prudce klesá. Z detailu na grafu 2 vidíme, že pokles kvality jedinců
začíná už od hodnot F vyšších než 0.6. Do hodnoty F = 0.4 kvalita jedinců stoupá a mezi
hodnotami 0.4 a 0.6 je ustálena na globálním minimu. V tomto rozmezí by se tedy měla
pohybovat i hodnota F .
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Obrázek 4.6: Závislost kvality řešení na F
Obrázek 4.7: Výřez z grafu 4.6
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4.4.4 i - počet iterací
V Grafu 4.8 máme na ose X číslo iterace, osa Y potom znázorňuje ohodnocení průměrného
nejlepšího jedince. Různé křivky jsou příklady různých vybraných kombinací parametrů.
Červená křivka znázorňuje kombinaci parametrů v předchozích kapitolách označenou jako
nejlepší. Můžeme si všimnout, že naše křivka konverguje k velmi kvalitním řešením už při
sté iteraci. Jiné kombinace parametrů konvergovaly zejména zpočátku výrazně pomaleji,
ale všechny zkoumané kombinace mají jeden společný rys. A sice, že při překročení dvou
tisíc iterací se jejich konvergence zrychlila a při pěti tisících iterací se všechny kombinace
parametrů dokázaly dostat velmi blízko kvalitním řešením. U námi vybraných parametrů
bylo při pěti tisících iterací nalezení nejlepšího řešení pravidlem.
Obrázek 4.8: Závislost kvality řešení na počtu iterací - varianty s různými parametry
4.5 Vyhodnocení
V následujících kapitolách budeme vyhodnocovat a srovnávat výkonnost a míru využití
zdrojů sekvenční a paralelní implementace.
4.5.1 gprof
V tabulce 4.2 můžeme vidět jeden z výstupů programu gprof, uvádíme pouze několik nejvý-
znamějších prvků. K měření byla použita sekvenční varianta se sadou parametrů získaných
v předchozí kapitole. Z dat můžeme vidět, že program stráví téměr 20% doby běhu při ohod-
nocování jedinců (metody Evaluate() a Criterium()) a přibližne poloviční dobu ve funkci
Mutate(), ve které dochází k tvorbě šumových vektorů. Toho jsou očekávané hodnoty a
odpovídají struktuře algoritmu jako je diferenciální evoluce, nebo obecně evolučním algo-
ritmům. Za povšimnutí však stojí relativně velký čas strávený při generování náhodných
hodnot. Jistě stojí za zvážení vyhledat generátor náhodných čísel, který bude výkonější.
Ostatní metody jako Init() se pohybují až na samém dně tabulky a jejich podíly jsou
pro daném počtu itrací zcela zanedbatelné. Velká část zbylých volání se týká práce s daty,
jak je ostatně vidět na posledních řádcích naší tabulky. Je tedy zřejmé, že nejvyšší úspory
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time[%] seconds calls name
13.11 1.7 3002757 DE Water Dam::Evaluate(individual&)
9.18 1.19 4999 DE Water Dam::Mutate()
5.86 0.76 3002757 DE Water Dam::Criterium(individual&)
4.63 0.6 14004271 int std::uniform int distribution«int»::operator()
3.7 0.48 60055140 std::move iterator«data*»
3.55 0.46 144096348 std::vector«data»::operator++(int)
3.32 0.43 15013785 void std::vector«data»:: M insert aux,
3.24 0.42 216209504 std::vector«data»::operator[](unsigned long)
3.05 0.4 292276354 std::vector«data»:: normal iterator(data* const&)
Tabulka 4.1: Několik prvních prvků v tabulce z výstupu gprof
by v případě potřeby bylo možné dosáhnout použitím jiného způsobu uložení dat a práce
s nimi.
4.5.2 Využití zdrojů
Výkonostní testování bylo prováděno na čtyřech strojích, první z nich je stolní počítač au-
tora práce, další tři jsou servery Fakulty Informačních technologií na VUT v Brně. Jedná se
o servery edesign1, edesign2 a edesign3. Níže můžeme vidět základní data testovaných pro-
cesorů, v tabulce 4.2 potom parametry jejich cache pamětí. Základní specifikace testovaných
procesorů:
Desktop
Model string and code : Intel(R) Core(TM) i5-3210M CPU @ 2.50GHz (58)
Architecture : Ivy Bridge
CPU Max Megahertz : 2501
Hdw Threads per core : 2
Total CPUs : 4
edesign1
Model string and code : Intel(R) Xeon(R) CPU X5650 @ 2.67GHz (44)
Architecture : Westmere-EP
CPU Max Megahertz : 2668
Hdw Threads per core : 2
Total CPUs : 12
edesign2
Model string and code : Intel(R) Xeon(R) CPU X5355 @ 2.66GHz (15)
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Architecture : Clovertown
CPU Max Megahertz : 2667
Hdw Threads per core : 1
Total CPUs : 8
edesign3
Model string and code : Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz (45)
Architecture : Sandy Bridge-EP
CPU Max Megahertz : 2800
Hdw Threads per core : 2
Total CPUs : 12
Desktop edesign1 edesign2 edesign3
L1DataCache
Totalsize 32KB 32KB 32KB 32KB
Linesize 64B 64B 64B 64B
NumberofLines 512 512 512 512
Associativity 8 8 8 8
L1InstructionCache
Totalsize 32KB 32KB 32KB 32KB
Linesize 64B 64B 64B 64B
NumberofLines 512 512 512 512
Associativity 8 4 8 8
L2UnifiedCache
Totalsize 256KB 256KB 4096KB 256KB
Linesize 64B 64B 64B 64B
NumberofLines 4096 4096 65536 4096
Associativity 8 8 16 8
L3UnifiedCache
Totalsize 3072KB 12288KB 15360KB
Linesize 64B 64B 64B
NumberofLines 49152 196608 245760
Associativity 12 16 20
Tabulka 4.2: Struktura paměti na jednotlivých CPU
Všechny následující data jsou průměrné hodnoty získané z padesáti běhů algoritmu
s parametry, které jsme v kapitole 4.4 určili jako optimální.
• NP = 1000
• CF = 0.6
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• F = 0.4
• i = 5000
Na grafu 4.9 můžeme vidět doby výpočtů pro sekvenční a paralelní verzi algoritmu.
Vidíme, že zrychlení se v závislosti na hardwaru pohybuje mezi 50% až 78%. Za pozornost
stojí údaj o režii systému kolem správy vláken. Na systému Desktop se čtyřmi běžícími
vlákny se režie systému pohybuje kolem téměř zanedbatelných 2%, kdežto u systémů edesign
s osmi až dvanácti vlákny podíl režie systému vzrostl až na hodnoty 20% až 30%.
Obrázek 4.9: Čas výpočtu na jednotlivých procesorech
Další graf 4.10 ukazuje počty floating point operací za sekundu. U systému Desktop
nejsou dostupná žádná data. Potenciál každého z měřených procesorů je dosáhnout výkonu
jednotek až desítek Gflops[1], nám se ale nepodařilo ani překročit hranici pětset Mflops.
Můžeme tedy usuzovat, že naše implementace tráví značné množství času čekáním na data
či jiné potřebné zdroje.
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Obrázek 4.10: Počet MFLOPS na jednotlivých procesorech
Graf 4.11 znázorňuje úspěšnost predikce skoků (systém edesign2 nemá tyto data do-
stupná). V implementaci jsme se snažili větvení programu omezit na minimum, zde se
ukazuje, že naše snaha se vyplatila. Jak u systému Desktop, tak na serveru edesign3 branch
miss nepřesahuje 1% a jedná se tedy o zcela zanedbatelnou položku. Server edesign1 má
položku výrazně vyšší, ale nepřekračující 5% a tedy ji stále můžeme považovat za velmi
nízkou.
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Obrázek 4.11: Branch miss rate na jednotlivých procesorech
Dalším sledovaným parametrem je L2 cache miss rate. Při velikosti populace a za před-
pokladu typu float o velikosti čtyř bytů, pracujeme s daty o velikosti necelých 300KB. Je
tedy zřejmé že u všech systémů mimo edesign2 se data do L2 cache celá nevejdou. V Grafu
4.12 vidíme, že u sekvenční implementace u systémů s 256KB cache máme téměř stejné L2
miss rate. U systému edesign2 je naopak L2 miss rate zcela zanedbatelný díky L2 cache
o velikosti 4MB. U paralelní varianty vidíme výrazný nárust, ten můžeme přikládat dvěma
faktrům. Prvním je interface a mezivláknová komunikace [5], druhým pak jsou pak tzv.
”inner thread conflict misses”[12]. Z výsledků jasně vidíme, že násrůst 20% je snadno způ-
soben právě z důvodů použití několika vláken. Tento trend potvrzují i systémy Desktop a
edesign3. Edesign1 se tomuto z nejasných důvodů vymyká.
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Obrázek 4.12: L2 miss rate na jednotlivých procesorech
4.6 Souhrn
Sekvenční varianta posloužila k ověření funkčnosti řešení a k nalezení ideální sady parame-
trů. Sekvenční implementací se nám podařilo dosáhnout na kvalitní výsledky v dobrém čase.
Následně jsme program parelelizovali na CPU za pomoci OpenMP. Variantou akcelerova-
nou na CPU se nám podařilo dosáhnout dalšího až pětinásobného zrychlení (na systémech
s dvanácti jadry). Doba výpočtu se v tomto bodě pohybuje pod pěti vteřinami. Na proce-
sorech s více vlákny se již znatelně projevuje režie systému na správu vláken. Akcelerace
na GPU tohoto problému by byla velice náchylná na jakoukoliv režii na řízení vláken a její
zrychlení by se velice pravděpodobně ani nepřiblížilo potenciálu dnešních GPU. Z těchto
důvodů jsme se rozhodli problém rozšířit z jedné nádrže na soustavu několika nádrží. Da-
lším krokem práce tedy bude přepracování dosavadní implementace na rozšířenou variantu




Implementace - soustava nádrží
Následující kapitola popisuje rozšíření původního řešení tak, aby bylo možné řešit soustavu
nádrží, jak by popsáno v kapitole 3.2. Implementace vychází z již předchozího řešení, bu-
deme zde tedy předpokládat znalost předchozí kapitoly a budeme popisovat jen výrazné
změny a zásahy, které byly do sekvenční varianty a varianty s OpenMP zaneseny.
Následně nová řešení porovnáme s řešeními pro jednu nádrž, změříme jejich výkonost a
míru využití zdrojů.
5.1 Návrh a realizace rozšíření
Jak bylo zmíněno v úvodu kapitoly, budeme vycházet z řešení pro jednu přehradu. Parame-
try NP , CF , F a i zůstávají nezměněny. Přibývá nám nový parametr D, který určuje počet
nádrží v systému, respektive počet vrcholů orientovaného grafu, viz 3.2. Další paramatry
jsou na tom podobně s tím rozdílem, že jsou specifiké pro každou přehradu v v modelu.
Definujeme je takto:
• Zcv – Je řídící odtok nádrže v.
• Zov – Je řídící odběr nádrže v.
• PF vVmin – Je penalizační faktor pro dolní hranici objemu nádrže v.
• PF vVmax – Je penalizační faktor pro horní hranici objemu nádrže v.
• PF vCmin – Je penalizační faktor pro dolní hranici odtoku nádrže v.
• PF vCmax – Je penalizační faktor pro horní hranici odtoku nádrže v.
• PF vOmin – Je penalizační faktor pro dolní hranici odběru nádrže v.
• PF vOmax – Je penalizační faktor pro horní hranici odběru nádrže v.
K podobným změnám dochází i v hodnotící funkci, vzorce 4.1, 4.2, se použijí pro výpočet
penalizace každé hodnoty v řešení, celkovou hodnotu Y poté získáme užitím vzorce 5.1.
Obdobně musíme upravit i druhou část hodnotící funkce viz 5.2. Výsledná hodnota již













((Cvi − Zvc )2 + (Ovi − Zvo )2) (5.2)
V implementaci došlo k významným změnám pouze ve struktuře dat. V souladu s definicí
3.2, datové prvky reprezentující jednotlivé nádrže musely být rozšířeny o jednu dimenzi.
Například jedinec již není reprezentován vektorem, ale maticí, kde jedna dimenze určuje
periodu a druhá dimenze určuje nádrž v systému.
5.1.1 Vstup dat
Implementaci jsme rozšířili také o vstup dat ze souboru. Jako vstupní formát jsme zvolili
dokument formátu XML, to zejména pro jeho rozšířenost a oblíbenost.
Data jsou uvozena blokovým elementem WDS, kde WDS je zkratka anglického Water
Dam Structure. V tomto bloku se nachází povinné elementy obsahující parametry modelu.
Jedná se o:
• COUNT – Je D, neboli počet nádrží v systému.
• PERIODS – Je τ , neboli počet časových období.
• POPULATION – Je velikost populace.
• F – Je koeficient variace.
• CF – Je pravděpodnost tvorby šumového vektoru.
• i – Je maximální počet iterací.
• GOAL – Je cílová hodnota fitness.
• STRUCT – Obsahuje definici hran orientovaného grafu.
• DAMS – Obsahuje definice jednotlivých přehrad.
Na obrázku 5.1 je možné vidět ukázku takového zadání.
Každá nádrž, neboli vrchol orientovaného grafu, má v souboru svůj identifikátor, který je
složen z velkého písmene D a indexu vrcholu. Hrany grafu jsou potom definovány v elementu
STRUCT podle následujícího pravidla viz 5.3.
∀(Dx, Dy) ∈ E : 〈Dy〉x〈/Dy〉 ∈ STRUCT (5.3)
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Obrázek 5.1: Zadání parametrů modelu v XML
Na obrázku 5.2 můžeme vidět zadání soustavy z kapitoly 3.2.
Obrázek 5.2: Zadání struktury modelu v XML
V Elementu DAMS definujeme jednotlivé nádrže či vrcholy. Každá nádrž je uvozena
elementem, který je pojmenová příslušným identifikátorem. Definice nádrže obsahuje dvě
skupiny povinných elementů. První skupina jsou elementy konstantní pro všechny časová
obodbí.
• V0 – Je V0, neboli počáteční objem.
• penalizationVmax – Je PFVmax, neboli penalizační faktor pro horní hranici objemu.
• penalizationVmin – Je PFVmin, neboli penalizační faktor pro dolní hranici objemu.
• penalizationCmax – Je PFCmax, neboli penalizační faktor pro horní hranici odtoku.
• penalizationCmin – Je PFCmin, neboli penalizační faktor pro dolní hranici odtoku.
• penalizationOmax – Je PFOmax, neboli penalizační faktor pro horní hranici odběru.
• penalizationOmin – Je PFOmin, neboli penalizační faktor pro dolní hranici odběru.
• Zo – Je Zo, neboli řídící odběr.
• Zc – Je Zc, neboli řídící odtok.
Elementy druhé skupiny jsou definovány pro každé časové období zvlášť.
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• Q [Qy] – Je Q, neboli přítok.
• QB [Qy] – Je Qβ, neboli přítok z vedlejších zdrojů.
• Vmax [Vmaxy] – Je Vmax, neboli horní hranice objemu.
• Vmin [Vminy] – Je Vmin, neboli dolní hranice objemu.
• Cmax [Cmaxy] – Je Cmax, neboli horní hranice odtoku.
• Cmin [Cminy] – Je Cmin, neboli dolní hranice odtoku.
• Omax [Omaxy] – Je Omax, neboli horní hranice odběru.
• Omin [Ominy] – Je Omin, neboli dolní hranice odběru.
V hranatých závorkách za jménem elementu můžeme vidět jména subelementů, kde y
{y ∈ Z ∧ 0 < y < τ} je číslo časového kroku. Obrázek 5.3 ilustruje poslední část dokumentu.
Obrázek 5.3: Zadání nádrže modelu v XML
5.2 Vyhodnocení
Pro vyhodnocení budeme využívat parametrů z kapitoly 4.4, stejně jako u předchozí vari-
anty. K testování rozšířené varianty byla zapotřebí mnohem komplexnější testovací data,
ta nám poskytl iniciátor práce Ing. Pavel Menšík Ph.D., a jejich přesné zadání je možné
vidět v příloze B.
Jedná se o reálný systém vodních nádrží nacházející se v okolí Brna. Pomocí dostup-
ných nádrží je vytvořeno několik variant problémů, lišících se ve svojí složitosti. Vzhledem
ke struktuře systému a námi používaných modelovacích technik je možné každou variantu
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implemetovat několika různými způsoby. K testování jsme sestavili a vybrali čtveřici mo-
delů, kde každý vychází z jedné z variant v příloze B.
Model 1 viz obrázek 5.4, vychází z Varianty I. Jedná se o model se dvěmi přehradami
(Brno a Vír) a jedním vrcholem, reprezentujícím soutok řek na konci modelu. V tomto
modelu si můžeme všimnout, že soutok řek v zadání označený číslem 4 je zde ignorován, a
přítok ze zdroje 3 je přiveden přímo jako vstup vrcholu D2.
Obrázek 5.4: Model 1
Model 2 viz obrázek 5.5, vychází z Varianty II. Oproti modelu 1 zde přibyla jedna
přehrada, Boskovice, a řada soutoků. V tomto modelu je většina soutoků reprezentována
vlastním vrcholem. Vzniká nám tímto již poměrně rozsáhlý systém se šesti vrcholy.
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Obrázek 5.5: Model 2
Model 3, viz obrázek 5.6, je první ze dvou modelů vycházejících z třetí varianty zadání.
V této variantě přibyla další nádrž, Letovice, a jeden soutok. Model 3 vychází z modelu 2,
tedy většina soutoků je stále reprezentována vlastními vrcholy. Do modelu tedy přibyly 2
další vrcholy.
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Obrázek 5.6: Model 3
Obrázek 5.7: Model 4
Poslední model číslo 4, viz obrázek 5.7, vychází opět z varianty III., s tím rozdílem, že je
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zde využit odlišný pohled na soutok řek. V tomto modelu není žádný soutok, u kterého to
není nezbytně nutné, reprezentovaný vrcholem. Většina soutoků je ignorována a jejich pří-
toky jsou přiváděny přímo na vstupy nádrží. Tímto jsme značně zredukovali počet vrcholů
grafu a tím teoreticky snížili složitost problému. Tento způsob modelování a jeho využití
přirozeně závisí na uživateli a zejména na jím očekávaných výstupech.
5.2.1 gprof
Tabulka 5.1 ukazuje, v jakých funkcích se program nejčastěji vyskytuje a jakou dobu v nich
tráví v poměru s celkovým časem běhu. V porovnání s tabulkou 4.2 z předchozí kapitoly
si můžeme všimnout dramatických rozdílů. Jak již naznačujeme u vyhodnocení tabulky
4.2, tento rozdíl je způsoben neoptimálním nakládáním s datovým typem std::vector, ve
kterém jsou uchovávány šumové vektory. Tento kontejner jsme v každé iteraci vyprázdnili
a v další iteraci opět naplňovali daty. Tím vznikla obrovská režie, která zabrala velkou
část toku programu. V rozšířené implementaci jsme stejnou chybu přirozeně neopakovali a
v tabulce 5.1 můžeme vidět žádaný výsledek.
V tabulce také přibyla nová funkce getTotalInflow(). Tato funkce prochází všechny
hrany směrem do vrcholu a získává tak sumu přítoků daného vrcholu. Jedná se o součást
procesu mutace. Můžeme si všimnout, že se zvýšil podíl mutace na celkovém výpočtu. To
má do značné míry na svědomí právě nutnost rozšíření o funkci getTotalInflow().
Vidíme, že funkce obsažené v tabulce tvoří 97%-99% celkového času, zbylé jednotky
procent jsou rozděleny mezi inicializaci, načítaní vstupních dat, tvorbu statistik a režii
datových kontejnerů. Všechny tyto podíly jsou téměř zanedbatelné, to považujeme za velmi
pozitivní zejména v případě načítání vstupu a režie datových kontejnerů.
čas[%]
Model 1 Model 4 Model 3 Model 2 Funkce
38.21 35.37 37.98 36.66 DE Water Dam::Evaluate(individual&)
16.84 15.9 15.24 15.7 DE Water Dam::Criterium(individual&)
30.9 33.81 32.65 33.7 DE Water Dam::Mutate()
12.03 12.11 12.96 12.98 DE Water Dam::getTotalInflow(individual&, int, int)
97.98 97.19 98.83 99.04 Celkem
55.05 51.27 53.22 52.36 Celkem ohodnocení
42.93 45.92 45.61 46.68 Celkem mutace
Tabulka 5.1: Rozložení času do funkcí gprof
Na grafu 5.8 můžeme vidět, jak se vyvíjí podíl mutace a ohodnocování v závislosti na
velikosti modelu. Na ose X je uveden počet vrcholů a počet hran. U obecného problému
by se přirozeně jednalo o zcela nezávislé hodnoty, nicméně u specifického problému jako je
soustava vodních nadrží můžeme předpokládat značnou míru pozitivní korelace, a uvádíme
je tedy dohromady. Na ose Y máme uvedenou procentuálí odchylku od střední hodnoty
času stráveneho daným procesem. V tomto grafu vidíme, že poměr obou procesů zůstává
v závisloti na velikosti modelu přibližně stejný, z toho můžeme usuzovat přibližně stejnou
složitost obou procesů.
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Obrázek 5.8: Procentuální odchylka od střední hodnoty času v závislosti na velikosti modelu
5.2.2 Využití zdrojů
Jeden ze zásadních rozdílů oproti řešení pro jednu přehradu jsou paměťové nároky. Při-
rozeně, pro uložení dat o více přehradách je třeba více paměťového prostoru, zásadní roli
hraje také velikost populace. Zatímco pro jednoduché nevariabilní zadání jedné přehrady
bylo možné nalézt a nastavit optimální velikost populace, pro rozšířené řešení s možností
zadat libovolný model tato možnost není a je zcela na uživateli, aby našel vhodné para-
metry právě pro jeho zadání. Proto jsme pro testování zvolili stejnou sadu parametrů jako
v předchozí kapitole 4.5.2 s výjímkou velikosti populace a počtu iterací, které jsme navýšili
na 10 000.
Pro ilustraci na grafu 5.9 můžeme vidět vývoj paměťových nároků v závislosti na veli-
kosti modelu při konstantní velikosti populace 10 000.
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Obrázek 5.9: Paměťové nároky při velikosti populace 10000
Na grafech 5.10 a 5.11 můžeme vidět neúspěšnost predikce skoků. S rozřířením pro
několik přehrad v programu přibyla řada větví a větvení. Je tedy pozitivní, že se nám
neuspěšné predikce podařilo udržet na téměř zanedbatelných hodnotách, ve většině případů
dokonce pod hranicí 1%.
Obrázek 5.10: Branch miss - OpenMP varianta
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Obrázek 5.11: Branch miss - sekvenční varianta
Výrazně odlišná je situace s L2 cache. Jak ukazují grafy 5.12 a 5.13, znatelně vyšší
velikost dat způsobuje že se všechna data se do L2 již nevejdou, opět s výjmkou systému
edesing2, který disponuje 4MB velkou L2 cache. Díky tomu se nám znovu potvrzuje,že
paralelizace a režie s tím spojená zanáší do L2 cache až třiceti procentní chybovost. To
odpovídá i rozdílu mezi sekvenční a paralelní implementací na ostatních systémech.
Vzhledem k velikostem L2 cache na ostatních systémech a k objemu dat, který je dvou
až devíti násobný oproti velikosti L2 cache, není přes veškerá opatření nijak překvapující
vysoká míra L2 cache miss rate.
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Obrázek 5.12: L2 cache miss rate - OpenMP varianta
Obrázek 5.13: L2 cache miss rate - sekvenční varianta
S objemem dat přichází nutnost využití i L3 cache. Na grafech 5.14 a 5.15, můžeme
názorně vidět, jak s velikostí dat roste využití L3 cache a tím i její miss rate. Stále se ale
v paralení implementaci pohybujeme ve velmi nízkých procentách, která jsou zanedbatelná.
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Snad s výjímkou systému desktop, který má ze všech systémů L3 cache nejmenší, a při složi-
tějších a objemnějších zadáních se blížíme jejímu zaplnění. Jevem který se nám nepodařilo
objasnit je výrazně vyšší míra L3 cache miss rate u sekvenční implementace.
Obrázek 5.14: L3 cache miss rate - OpenMP varianta
Obrázek 5.15: L3 cache miss rate - sekvenční varianta
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Výrazně se nám podařilo navýšit počet operací s plovoucí desetinnou čárkou za vteřinu.
U paralelní implementace jsme se se systémem edesing1 přiblížili k hranici 2 GFLOPS viz
5.16. To je hodnota, která je velmi blízko benchmarkům s úlohami podobného typu [1].
Podobná situace je i u sekvenční implementace, kde jsme také dosáhli výrazného zvýšení
oproti řešení pro jednu nádrž.
Obrázek 5.16: MFLOPS - OpenMP varianta
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Obrázek 5.17: MFLOPS - sekvenční varianta
5.3 Souhrn
Zásadní vliv na rozšířené řešení měl výrazný nárust zpracovávaných dat, už implementace
pro jednu nádrž měla s daty a závislostmi mezi nimi problémy. Řadu příčin se nám podařilo
opravit a odstranit, ale data jsou stále kritickým místem řešení. Všechny ostatní parame-
try se nám podařilo udržet nebo vylepšit a dokázali jsme se přiblížit k dobrému využití
dostupných zdrojů.
Z grafů 5.18 a 5.19 můžeme vidět, že přes všechna zlepšení se nám nepodařilo u akcele-
rované verze dosáhnout takového zrychlení, jako mezi variantami pro jednu nádrž. To opět
přisuzujeme vysokému objemu zpracovávaných dat. Přesto stále stabilně dosahujeme dvou
až tří-násobného zrychlení.
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Obrázek 5.18: Čas - OpenMP varianta




Následující kapitola popisuje realizaci a vyhodnocení rozšířené varianty problému akcelero-
vané na GPU pomocí technologie CUDA.
6.1 Návrh a realizace
Při návrhu jsme vycházeli z práce [10], autoři zde srovnávají tzv. základní model diferenci-
ální evoluce na GPU s jimi navrhovaným rozšířeným modelem. Ne všechny principy, které
autoři zmiňují, jsou v případě našeho algoritmu aplikovatelné. Naše řešení se nachází na
pomezí výše zmíněných modelů.
Na základě našich předchozích měření víme, že inicializace a načítání vstupních dat
jsou v našem algoritmu zanedbatelnými částmi, proto budeme akcelerovat pouze samotné
iterační jádro algoritmu s mutací, ohodnocením a rekombinací. Z paralelní implementace
na CPU také víme, že v průběhu cyklu algoritmu nám stačí synchronizovat všechna vlákna
jen jednou a to po mutaci. K implementaci nám tedy budou stačit dva kernely. První
kernel pro mutaci, druhý kernel pro ohodnocení, rekombinaci a vše ostatní. V implementaci
budeme používat ještě třetí kernel pro sběr a vyhodnocení statistických dat, ten bude ale
volán pouze několikrát v rámci běhu algoritmu a můžeme se domnívat, že jeho dopad bude
minimální. Strukturu našeho řešení můžeme vidět na obrázku 6.2.
Veškeré parametry modelu jsou uloženy v paměti konstant. Ostatní data jsou, kvůli
efektivitě, na GPU doručena jediným přenosem, jako jedno velké pole. Ukazatele na začátky
jednotlivých datových polí a struktur v globální paměti jsou potom uloženy také v paměti
konstant.
Důležitým rozhodnutím bylo určit, po jakých částech model rozdělit pro jednotlivá
vlákna a bloky. Vzhledem k architektuře GPU jsme se přirozeně rozhodli problém rozdě-
lit na nejmenší možné části a vytvořit tak práci pro maximální počet vláken. Mějme na
paměti, že každý jedinec v populaci je rozdělen na několik přehrad/nádrží/vrcholů, každý
vrchol obsahuje pole časových kroků, ve kterých je model definován, každý časový krok je
potom definován dvěma hodnotami, a sice odtokem a odběrem z nádrže. Vezměme v úvahu
například model 4, jak je definován v kapitole 5.2 s velikostí populace 10 000. Máme tedy
10 000 jedinců, každý s 5-ti vrcholy. Časových kroků je 12 a každý krok je definován dvěma
hodnotami. Vynásobením všech těchto hodnot získáme maximální počet vláken, kterým je
možné úlohu řešit. V tomto případě se dostáváme na hodnotu 1 200 000. To je rozhodně do-
stačující na teoretické vytížení i moderních GPU na 100%. Toto platí pouze pro kernel(M)
pro mutaci. V druhém kernelu(E), musí každé vlákno pracovat s odtokem i odběrem v da-
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ném časovék kroku zároveň, tento kernel je tedy možné spouštět pouze s polovičním počtem
vláken. To je ale stále více než dostačující.
Můžeme si všimnout, že oproti implementacím pro CPU jsme se rozhodli vyjmout aktu-
ální objem vrcholu z dat, která určují stav v časovém kroku. To proto, že aktuální hodnota
objemu není využívána globálně v celém algoritmu, ale pouze v kernelu(E). Proto není
nutné ji udržovat v globální paměti. Tímto jsme teoreticky snížili počet přístupů do glo-
bální paměti téměř o jednu třetinu.
Vzhledem k faktu, že pracujeme s variabilními zadáními, není možné staticky určit,
kolik budeme mít vláken a jak je efektivně rozdělit do bloků. GPU provádí intrukce po tzv.
warpech, kde jeden warp je dnes zpravidla třicetdva vláken [7]. Pokud bychom prováděli
operaci s např. dvaceti vlákny, GPU musí pro tuto akci alokovat celý warp a dvanáct
vláken tak zůstane nevyužito. Pokud bychom se pokusili obecně určit, že např. budeme
mít jednoho jedince na blok, tak pro model se třemi jedinci a dvanácti časovými kroky
budeme mít velikost bloloku 36, resp. 72. To by znamenalo, že každý druhý, resp. třetí
warp bude z velké části nevyužitý. Z těchto důvodů jsme zavedli jednoduchou heuristiku,
která určí nejlepší počet jedinců na blok tak, abychom maximálne využili kapacit každého
multiprocesoru. Heuristika se řídí následujícími pravidly:
• Počet jedinců na blok je ≥ 1.
• Kvůli potřebě sdílení dat není možné jedince dělit do více bloků.
• Počet vláken v bloku nesmí být menší než 32.
• Počet vláken v bloku nesmí být vyšší než maximální povolený počet vláken na blok.
• Hodnota maximálního počtu vláken na multiprocesor musí být dělitelná počtem vlá-
ken v bloku.
Na obrázku 6.1 můžeme vidět psedokód jádra heuristiky. Díky tomuto se nám daří
maximalizovat velikost bloku a zároveň minimalizovat množství nevyužitých vláken.
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Obrázek 6.1: Výpočet počtu vláken na blok
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Obrázek 6.2: Aplikovaný model diferenciální evoluce na GPU
Nyní popíšeme obsah jednotlivých kernelů.
6.1.1 kernel(M)
Kernel(M), tedy kernel obsahující mutaci. V tomto kernelu dochází pouze ke generování
pseudo-náhodných čísel, a potom k samotné mutaci dle vzorce 2.1. Jako inicializační hod-
notu pseudo-náhodného generátoru využíváme kombinaci procesorového času a indexu je-
dince v populaci, přičemž hodnotu procesorového času získává pouze první vlákno v bloku
a ukládá ji do sdílené paměti. Tímto máme zajištěno, že všechna vlákna pracující pro jed-
noho jedince generují stejné hodnoty a mutace probíhá jen mezi třemi vybranými jedinci,
jak má.
Největším problémem tohoto kernelu je nemožnost využití sdruženého přístupu do glo-
bální paměti (Coalesed memory access)[7], toto je způsobeno přístupem do paměti právě na
základě náhodně generovaných hodnot, který je ovšem nutný pro správnou funkci algoritmu.
6.1.2 kernel(E)
Kernel(E) je z pohledu činností daleko rozsáhlejší než kernel(M). Obsahuje rekombinaci,
hodnotící funkci, tedy to, co je v CPU řešeních obsahem metod Evaluate() a Criterium(),
a a také obsah funkce GetTotalInflow().
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Prvním krokem v kernelu je výpočet objemu v časovém kroce. Velkou část tohoto vý-
počtu, jako je suma všech vstupů a započtení odtoku a odběru, je možné udělat zcela
parelelně s využitím všech přiřazených vláken. Nicméně esenciální součástí hodnoty ob-
jemu v časovém kroce je objem v kroce předchozím. Z toho důvodu není možné tuto část
provádět paralelně a buhužel ani použít nějakou formu redukce jak je prezentována v [3].
Tuto část musí řešit jedno vlákno pro každou přehradu, tedy např. při dvanácti časových
krocích bude pracovat každé dvanácté vlákno.
Druhou částí kernelu je ohodnocení jedinců. Podobně jako v předchozím případě první
část tohoto problému můžeme řešit parelelně. Každé vlákno spočítá penalizace a ohodno-
cení, které náleží jemu přidělené hodnotě odběru, odtoku a objemu. Tyto hodnoty jsou
uloženy do sdílené paměti. Abychom získali celkové ohodnocení jedice musíme dopočítat
sumu těchto hodnot pro každého jedince. To už je klasický problém, který má řešení v re-
dukci, jak je navržena v [3]. Pro naše potřeby jsme algoritmus redukce museli mírně upra-
vit. Autor uvádí varianty redukcí pomocí všech vláken v bloku a redukci dat i mezi bloky,
nicméně my potřebujeme redukci pouze pomocí části vláken v bloku.
Posledním krokem je rekombinace. Zde nenastávají žádné problémy. V případě, že jedi-
nec má nižší a tedy lepší ohodnocení, všechna vlákna jemu přiřazená nahradí jeho hodnoty
hodnotami šumového vektoru.
6.2 Vyhodnocení
Testování GPU varianty jsme prováděli na následujících grafických kartách.
GeForce GTX660M
Architecture : Kepler
Memory bandwidth : 64 GB/s
Graphics clock : 835 MHz
Memory clock : 1000 MHz
CUDA cores : 384
Compute Capability : 3.0
Single presision compute power : 641.28 GFLOPS
GeForce GTX580
Architecture : Fermi
Memory bandwidth : 192.4 GB/s
Graphics clock : 772 MHz
Memory clock : 1002 MHz
CUDA cores : 512
Compute Capability : 2.0
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Single presision compute power : 1581.06 GFLOPS
Tesla C2070
Architecture : Fermi
Memory bandwidth : 144 GB/s
Graphics clock : 575 MHz
Memory clock : 750 MHz
CUDA cores : 448
Compute Capability : 2.0
Single presision compute power : 1030.4 GFLOPS
Tesla K20s
Architecture : Kepler
Memory bandwidth : 208 GB/s
Graphics clock : 706 MHz
Memory clock : 1300 MHz
CUDA cores : 2496
Compute Capability : 3.5
Single presision compute power : 3524.35 GFLOPS
K získávání dat o využití zdrojů jsme použili Nvidia Visual Profiler1. Testování jsme
prováděli na modelu 1 a modelu 4. V tabulce 6.2 můžeme vidět důležité metriky získané
ze zmíněných modelů. Metriky global memory Load/Store efficiency říkají, do jaké míry se
nám podařilo dosáhnout programem požadované propustnosti do globální paměti. U zápisu
v kernelu(E) jsme požadavky jistě splnili, a to i se značnou rezervou, v kernelu(M) je situace
horší, odpovídá však tomu, že v tomto kernelu je velmi málo možností využívat sdruženého
přístupu do paměti.
Achieved occupancy je poměr mezi počtem aktivních warpů a celekovým počtem warpů,
dá se tedy interpretovat jako míra vytížení multiprocesorů. Vídíme, že zde dosahujeme velmi
pěkných hodnot, a zejména u modelu 1 využíváme multiprocesory téměř naplno. U modelu
2 je situace trochu odlišná, vidíme výrazný pokles vytíženosti u kernelu(M). To je způsobeno
nárustem počtu dat a je tím odražena nízká hodnota L2 hit rate, což přisuzujeme právě
přístupům k velkému množství dat v paměti na základě pseudo-náhodných čísel.
Další pozitivní metrikou je MP Activity. Tato metrika říká po jako dobu běhu kernelu je
na multiprocesoru aktivní alespoň jeden warp. Vidíme, že tato doba je téměř stoprocentní.
Tento údaj v kombinaci s předchozí metrikou Achieved occupancy nám potrzuje, že jsme
dosáhli dobrého pokrytí výkonu multiprocesorů.
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kernel(M) kernel(E)
Model 1 Model 4 Model 1 Model 4
Global memory Load efficiency 81.60% 83.70% 126.00% 131.00%
Global memory Store efficiency 78.60% 86.70% 78.00% 79.20%
L2 Hit rare (L1 reads) 56.70% 11.21% 86.80% 88.70%
Achieved occupancy 86.00% 48.80% 93.00% 89.60%
MP Activity 96.50% 99.80% 96.80% 99.90%
Branch efficiency 96.80% 90.30% 99.80% 100.00%
Tabulka 6.1: GPU výsledky měření
Poslední metrikou je úspěšnost větvení. Vzhledem k rozsáhlé paralelizaci zanikla velká
část cyklů a tím se i výrazně snížil počet větvení programu. Proto jsme v této oblasti žádné
problémy neočekávali a, jak vídíme v tabulce 6.2, žádné se ani nedostavily.
Na grafech 6.3 až 6.6 můžeme vidět rychlosti výpočtů jednotlivých modelů na jak u CPU
akcelerovaných variant, tak u GPU akcelerovaných variant. U modelu 3 jsou k dispozici
pouze měření z GPU, z důvodu omezení procesorového času na process na strojích edesign.
Můžeme vidět že i obyčejné stolní GPU z řady určené pro mobilní zařízení (note-
booky) dosahuje více než dvojnásobného zrychlení v porovnání s výkonými processory.
U výkonějších karet je tento rozdíl přirozeně daleko vyšší. U jednoduchého modelu 1 do-
sahujeme přibližně pětinásobného zrychlení, u větších modelů se zrychlení ještě zvyšuje a
dosahujeme deseti a v některých případech i patnácti násobného zrychlení.
Obrázek 6.3: Doba výpočtu GPU vs. CPU Model 1
1https://developer.nvidia.com/nvidia-visual-profiler
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Obrázek 6.4: Doba výpočtu GPU vs. CPU Model 2
Obrázek 6.5: Doba výpočtu GPU Model 3
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V této kapitole vyhodnotíme kvalitu výsledků, které získáváme z obou variant řešení rozšíře-
ného zadání.
Testování provádíme opět na čtyřech testovacích modelech. Vzhledem k různě velkým
modelů již nelze využívat obecné nastavení pro velikost populace a počet iterací, jak bylo
změřeno v kapitole 4.4. Je nutné tyto parametry nastavit ručně tak, aby algoritmus měl
dostatek prostoru a času konvergovat. Parametry jednotlivých modelů jsme nastavili takto:
Model 1
Populace : 1 000
Počet iterací : 10 000
Model 2
Populace : 10 000
Počet iterací : 10 000
Model 3
Populace : 30 000
Počet iterací : 20 000
Model 4
Populace : 12 000
Počet iterací : 10 000
Měření jsme prováděli na všech strojích edesign pro variantu s CPU, a na grafických
kartách specifikovaných v kapitole 6.2 pro řešení akcelerované na GPU. Každý model byl
na každém systému spuštěn dvacetkrát. Na grafech 7.1 až 7.4 můžete vidět střední hodnoty
těchto měření po odstranění extrémů. V Grafech nejsou uvedeny intervaly spolehlivosti, a to
ze dvou důvodů: (1) Řešení jsou velmi stabilní, u úspěšných řešení se směrodatná odchylka
pravidelně pohybovala pod deseti procenty. (2) S ohledem na bod 1, další informace v grafu
měli negativní dopad na jeho čitelnost a informační hodnotu.
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Grafy 7.1 a 7.4, ukazují výsledky modelů 1 a 4. Můžeme si všimnout téměř identického
vývoje populace u obouch řešení. Tyto dva modely vykazovaly v testování velmi dobré
výsledky s vysokou stabilitou. Asi v pěti procentech případů nastala situace, že algoritmus
přestal konvergovat u stále ještě nekvalitních řešení. Volbou odlišných parametrů by bylo
možné zpomalit konvergenci a tím se zcela vyhnout podobným případům. Dle našeho názoru
je v tomto případě a při takto nízkém výskytu tohoto jevu lepší mít přiměřeně rychle
konvergující algoritmus se znatelně kratší dobou běhu a v těchto ojedinělých případech
výpočet opakovat.
Obrázek 7.1: Kvalita řešení Model 1
Na grafu 7.2 můžeme vidět výsledky modelu 2. Na první pohled je zřejmý už velký roz-
díl mezi kvalitou řešení mezi variantou akcelerovanou na CPU a GPU řešením. Výsledky
z GPU dosahují stejné kvality jako u modelů 1 a 4. CPU varianta v řešení již zaostává.
Vzhledem k dotatečným optimalizacím, které řešení na GPU obdrželo, jsme očekávali mírně
vyšší výkonost. Tyto výsledky naše očekávání potvrzují, i když o něco dřív, než jsme před-
pokládali.
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Obrázek 7.2: Kvalita řešení Model 2
Graf 7.3 ukazuje výsledky modelu 3. Je evidentní, že v tomto případě mají velké pro-
blémy obě varianty řešení. Ani jedna nebyla schopna nalézt vyhovující řešení v žádném
z případů. Připomínáme že model 3 a model 4 řeší identickou soustavu nádrží pouze zada-
nou jiným způsobem. S tímto faktem jako podnětem jsme navrhli experiment.
Vytvořili jsme dvě varianty zadání, kde v první variantě budou všechny vrcholy grafu
představovat pouze soutoky řek, jak byly definovány v kapitole 3.2, nebudou zde obsaženy
žádné hrany. Bude se tedy jednat o řešení sady na sobě nezávislých soutoků řek. Druhá
varianta zadání je obdobná s tím rozdílem, že všechny vrcholy jsou nádrže. Obě varianty
budeme spouštět a postupně rozšiřovat od jednoho až po N vrcholů.
Výsledky experimentu můžeme vidět na grafech 7.6 a 7.5. Varianta, kde jsme využívali
pouze nádrží, dosahovala po celou dobu ideálních výsledků, experiment jsme zastavili na
počtu vrcholů 10, protože již nemělo žádný význam pokračovat dále. Ale i při tomto počtu
bylo výsledné řešení bezchybné. Stoupající hodnota ohodnocení má odůvodnění v tom, že
ideální ohodnocení nádrže nemůže téměř v žádném případě dosáhnout hodnoty nula. To
vyplývá z podstaty hodnotící funkce. V tomto konkrétním případě je ideálí ohodnocení ná-
drže rovno přibližně 55, a ohodnocení řešení se s vyšším počtem nádrží přirozeně akumuluje.
U varianty se soutoky můžeme vidět dramatické rozdíly, pozornost věnujte hlavně hodno-
tám na ose Y, kde je vidět ohodnocení. Už varianta se čtyřmi vrcholy přestane konvergovat
na ohodnocení v řádu tisíců.
Je evidentní, že vrcholy reprezentující soutoky řek, jak jsme je navrhli v kapitole 3.2,
vnáší do problému vysokou míru složitosti, se kterou si algoritmus od jistého počtu těchto
vrcholů v modelu již není schopen dobře poradit. Z pohledu řešení samotných nádrží je
výkon algoritmu velmi pozitivní a s ohledem na výsledky modelu 4, není důvod očekávat
komplikace ani s rostoucím počtem hran.
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Obrázek 7.3: Kvalita řešení Model 3
Obrázek 7.4: Kvalita řešení Model 4
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Obrázek 7.5: Experiment - pouze soutoky, bez hran




V průběhu práce jsme se na problém podívali z několika úhlů a zpracovali řadu řešení.
Prvním řešením pro jednu nádrž jsem si ověřili praktickou použitelnost vybranné metody
pro daný problém. Díky tomu se nám podařilo problém dobře pochopit a identifikovat jeho
důležité části z pohledu budoucí akcelerace. I přes zjištěné mezery v implementaci se řešení
pro jednu nádrž ukázalo jako velmi kvalitní, schopné produkovat kvalitní výsledky s téměr
stoprocentní spolehlivostí, a to ve velmi krátkém čase i u sekvenčního řešení. Akcelerace na
CPU pomocí OpenMP přirozeně přinesla další zrychlení.
Díky tomu všemu jsme usoudili, že další akcelerace tohoto problému by nebyla příliš
efektivní, a rozhodli se problém rozšířít z jedné nádrže na systém nádrží viz 3.2. Systém
jsme formálně specifikovali, včetně návrhu, jak v modelu reprezentovat další elementy jako
soutoky řek, které se v soustavě mohou vyskytovat a výrazně ji ovlivňovat. Řešení jsme opět
implementovali jak v sekvenční podobě, tak akcelerované na CPU. Vycházeli jsme přitom
z řešení pro jednu nádrž. Přitom jsme si brali poučení z měření, které jsme na původním
řešením dělali, a z chyb ,které jsme objevili v implementaci. Díky tomu se nám podařilo
řadu statistik vylepšit viz 5.2, nicméně dopad nárustu množství zpracovávaných dat byl
místy vyšší. Důsledkem toho se nám nepodařilo akcelerací dosáhnout míry zrychlení stejné
jako u řešení pro jednu nádrž. Přesto však považujeme druhé řešení a jeho akceleraci za
úspěšnou.
Posledním krokem práce bylo provést akceleraci problému na GPU pomocí technologie
CUDA. V tomto řešení se nám podařilo dosáhnout, v rámci možností problému, dobrého vy-
užití zdrojů na GPU. To se přirozeně kladně projevilo i na dosaženém až patnáctinásobném
zrchlení v porovnání s variantou akcelerovanou na CPU.
Kvalita výsledků rozšířeného algoritmu je u malých až střeních zadání velmi dobrá a
je dosahována i s dobrou spolehlivostí. Nepodařilo se nám ale dosáhnout úspěšnosti při
řešení velkých zadání. Přícinu jsme odhalili už v návrhu, kde jsme stanovili, že soutoky
řek a podobné elementy budeme modelovat jako přehrady s jistými omezujícími podmín-
kami. Ukázalo se, že tyto elementy viz 3.2 a zejména zmíněné omezující podmínky do
modelu vnášejí vysokou komplexnost. Zde existuje potenciál pro možné rozšíření práce. To
by spočívalo v přepracování návrhu tak, aby soutoky řek a podobné elementy byli v mo-
delu řešeny např. pomocí vhodné heuristiky. Na druhou stranu námi zvolená technika dává
značnou volnost uživateli, který může zadání libovolně upravit a dosáhnout tak kvalitního
řešení i pro systém, který se původně zdál být příliš složitým. Inspiraci je možno najít v
kapitole 5.2 a rozdílu mezi modelem 3 a modelem 4, které oba zadávají stejnou soustavu,
ale každý jinak. Díky tomu u modelu 4 dosahujeme výrazně lepších výsledků.
Závěrečná doporučení uživatelům jsou tedy inspirovat se modelem 4 a modelovat sou-
58
toky řek jako nádrže s omezujícími podmínkami jen v nezbytně nutných případech.
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README – Obsahuje Manuál a intrukce pro použití jednotlivých variant řešení
sequential/ – Obsahuje sekvenční řešení pro variantu s jednou nádrží
sequentialG2/ – Obsahuje sekvenční řešení pro variantu se soustavou nádrží
OpenMP/ – Obsahuje CPU akcelerované řešení pro variantu s jednou nádrží
OpenMPG2/ – Obsahuje CPU akcelerované řešení pro variantu se soustavou nádrží
CUDA/ – Obsahuje GPU akcelerované řešení pro variantu se soustavou nádrží
Random123/ – Obsahuje knihovnu pro generování pseudo-náhodných hodnot využívanou
v řešeních
Inputs/ – Obsahuje XML definice vstupních modelů a testovacích dat







Přítoky vody do systému 
Rok 
    
  
                                                   
1 2.60 6.20 3.80 7.76 4.40 1.94 7.40 2.55 1.98 2.65 2.58 3.17 
2 3.64 5.51 14.54 3.16 3.16 1.08 2.39 1.56 1.46 4.06 5.45 4.55 
3 6.82 3.50 6.69 5.28 3.38 1.74 1.59 1.72 1.15 1.24 0.98 2.34 
4 7.20 4.15 7.06 6.96 4.92 2.18 0.93 0.75 0.72 0.96 0.84 1.51 
5 1.16 1.43 2.70 6.95 2.88 1.55 2.89 1.45 1.72 1.79 1.78 1.55 
6 0.95 2.88 7.52 7.01 9.34 4.27 1.98 5.74 2.36 1.36 1.32 5.93 
 
Rok 
    
  
                                                   
1 1.10 2.24 2.08 2.80 1.65 0.69 1.94 0.67 0.45 0.81 0.80 0.93 
2 1.13 2.36 8.69 1.28 1.04 0.53 0.74 0.37 0.44 1.62 1.77 1.64 
3 2.88 1.79 3.12 1.54 1.35 0.65 0.61 0.75 0.42 0.57 0.51 0.77 
4 2.85 1.79 3.76 3.34 2.07 0.91 0.43 0.23 0.20 0.28 0.25 0.51 
5 0.27 0.48 1.68 3.31 1.15 0.65 0.75 0.50 0.58 0.66 0.57 0.48 
6 0.29 1.46 3.95 2.25 5.36 1.71 0.69 1.75 0.72 0.57 0.60 2.72 
 
Rok 
    
  
                                                   
1 2.02 3.71 2.47 5.79 3.75 2.10 4.81 1.93 1.48 1.90 1.80 3.22 
2 2.33 3.66 10.12 2.78 3.33 1.61 1.60 1.50 1.44 4.12 3.77 3.39 
3 6.64 3.17 5.99 3.22 2.59 1.74 1.63 1.99 1.08 1.17 0.93 1.37 
4 3.79 2.63 3.75 3.86 2.25 1.67 0.91 0.72 0.72 0.90 0.81 1.00 
5 0.86 0.92 2.91 4.49 3.33 1.65 1.12 0.65 0.85 0.98 1.33 1.04 
6 0.66 2.38 8.56 3.79 5.63 2.69 1.53 7.73 1.90 1.09 1.11 6.00 
 
Max. a min. průtoky ve vnitřních hranách 
     ̌   
        ̂   
       
2 4 55 0.53 
4 5 55 0.53 
5 7 155 1.37 
7 8 155 2.00 
 
Max. a min. hodnoty odběru 
     ̌   
        ̂   
       
2 9 1.40 0 
 
Max. a min. hodnoty objemů v nádržích 
   ̌ 
        ̂ 
       
2 18.16 1.44 
5 5.73 0.79 
 
Předepsané řídící průtoky a odběry 
        
       
2 4 0.70 
5 7 2.40 
7 8 7.50 





Přítoky vody do systému 
Rok 
    
  
                                                   
1 2.60 6.20 3.80 7.76 4.40 1.94 7.40 2.55 1.98 2.65 2.58 3.17 
2 3.64 5.51 14.54 3.16 3.16 1.08 2.39 1.56 1.46 4.06 5.45 4.55 
3 6.82 3.50 6.69 5.28 3.38 1.74 1.59 1.72 1.15 1.24 0.98 2.34 
4 7.20 4.15 7.06 6.96 4.92 2.18 0.93 0.75 0.72 0.96 0.84 1.51 
5 1.16 1.43 2.70 6.95 2.88 1.55 2.89 1.45 1.72 1.79 1.78 1.55 
6 0.95 2.88 7.52 7.01 9.34 4.27 1.98 5.74 2.36 1.36 1.32 5.93 
 
Rok 
    
  
                                                   
1 1.10 2.24 2.08 2.80 1.65 0.69 1.94 0.67 0.45 0.81 0.80 0.93 
2 1.13 2.36 8.69 1.28 1.04 0.53 0.74 0.37 0.44 1.62 1.77 1.64 
3 2.88 1.79 3.12 1.54 1.35 0.65 0.61 0.75 0.42 0.57 0.51 0.77 
4 2.85 1.79 3.76 3.34 2.07 0.91 0.43 0.23 0.20 0.28 0.25 0.51 
5 0.27 0.48 1.68 3.31 1.15 0.65 0.75 0.50 0.58 0.66 0.57 0.48 
6 0.29 1.46 3.95 2.25 5.36 1.71 0.69 1.75 0.72 0.57 0.60 2.72 
 Rok 
    
  
                                                   
1 1.16 2.25 1.49 2.48 1.97 0.96 2.26 1.22 1.07 1.19 1.13 2.15 
2 1.45 2.17 4.81 1.94 1.76 1.12 1.17 0.95 0.82 1.73 1.83 2.02 
3 3.45 2.15 2.81 1.60 1.60 1.00 0.90 1.00 0.65 0.74 0.58 0.88 
4 1.77 1.53 1.81 1.76 1.39 0.87 0.60 0.53 0.56 0.72 0.66 0.72 
5 0.61 0.63 0.87 1.56 0.81 0.70 0.68 0.43 0.56 0.56 0.58 0.56 
6 0.42 1.39 3.18 1.51 2.38 1.33 0.85 1.89 0.92 0.69 0.75 2.14 
 
Rok 
    
  
                                                   
1 0.24 0.35 0.23 0.84 0.48 0.28 0.85 0.23 0.13 0.23 0.20 0.24 
2 0.22 0.41 1.33 0.22 0.37 0.16 0.12 0.20 0.15 0.79 0.54 0.39 
3 0.93 0.31 0.75 0.36 0.32 0.25 0.16 0.16 0.12 0.12 0.09 0.13 
4 0.25 0.15 0.48 0.50 0.22 0.19 0.07 0.04 0.03 0.04 0.04 0.07 
5 0.08 0.09 0.51 0.83 0.65 0.26 0.13 0.07 0.09 0.11 0.20 0.15 
6 0.07 0.24 1.20 0.62 0.77 0.29 0.17 1.05 0.22 0.07 0.06 0.81 
 
Rok 
      
  
                                                   
1 0.62 1.11 0.75 2.48 1.30 0.86 1.71 0.49 0.27 0.48 0.47 0.83 
2 0.66 1.07 3.98 0.62 1.20 0.33 0.30 0.35 0.47 1.59 1.39 0.98 
3 2.27 0.71 2.43 1.26 0.68 0.49 0.57 0.83 0.32 0.31 0.27 0.36 
4 1.77 0.94 1.46 1.60 0.64 0.61 0.23 0.15 0.13 0.13 0.11 0.22 
5 0.17 0.20 1.54 2.10 1.87 0.68 0.32 0.15 0.21 0.31 0.54 0.33 
6 0.16 0.75 4.18 1.67 2.49 1.07 0.51 4.79 0.76 0.33 0.29 3.05 
 
Max. a min. průtoky ve vnitřních hranách 
     ̌   
        ̂   
       
2 4 55 0.53 
4 5 55 0.53 
5 12 155 1.37 
8 9 8 0.03 
9 11 25 0.30 
11 12 25 0.30 
12 13 155 2.00 
 
Max. a min. hodnoty odběru 
     ̌   
        ̂   
       
2 14 1.40 0 
8 15 0.15 0 
 
 
Max. a min. hodnoty objemů v nádržích 
   ̌ 
        ̂ 
       
2 18.16 1.44 
5 5.73 0.79 
8 2.49 0.16 
 
Předepsané řídící průtoky a odběry 
        
       
2 4 0.70 
5 12 2.40 
8 9 0.10 
12 13 7.50 
2 14 1.40 






Přítoky vody do systému 
Rok 
    
  
                                                   
1 2.60 6.20 3.80 7.76 4.40 1.94 7.40 2.55 1.98 2.65 2.58 3.17 
2 3.64 5.51 14.54 3.16 3.16 1.08 2.39 1.56 1.46 4.06 5.45 4.55 
3 6.82 3.50 6.69 5.28 3.38 1.74 1.59 1.72 1.15 1.24 0.98 2.34 
4 7.20 4.15 7.06 6.96 4.92 2.18 0.93 0.75 0.72 0.96 0.84 1.51 
5 1.16 1.43 2.70 6.95 2.88 1.55 2.89 1.45 1.72 1.79 1.78 1.55 




    
  
                                                   
1 1.10 2.24 2.08 2.80 1.65 0.69 1.94 0.67 0.45 0.81 0.80 0.93 
2 1.13 2.36 8.69 1.28 1.04 0.53 0.74 0.37 0.44 1.62 1.77 1.64 
3 2.88 1.79 3.12 1.54 1.35 0.65 0.61 0.75 0.42 0.57 0.51 0.77 
4 2.85 1.79 3.76 3.34 2.07 0.91 0.43 0.23 0.20 0.28 0.25 0.51 
5 0.27 0.48 1.68 3.31 1.15 0.65 0.75 0.50 0.58 0.66 0.57 0.48 
6 0.29 1.46 3.95 2.25 5.36 1.71 0.69 1.75 0.72 0.57 0.60 2.72 
 
Rok 
    
  
                                                   
1 0.56 0.97 0.71 0.85 0.92 0.49 1.04 0.76 0.68 0.63 0.61 1.68 
2 0.77 1.17 2.24 1.18 0.93 0.76 0.75 0.76 0.59 0.89 0.88 1.03 
3 1.91 1.36 1.26 0.82 0.97 0.66 0.62 0.66 0.43 0.52 0.41 0.56 
4 0.92 0.89 0.96 0.89 0.76 0.55 0.43 0.40 0.40 0.56 0.50 0.48 
5 0.42 0.44 0.47 0.49 0.42 0.41 0.42 0.30 0.37 0.32 0.38 0.30 
6 0.25 0.72 1.10 0.57 0.73 0.61 0.54 0.76 0.52 0.44 0.49 0.73 
 
Rok 
    
  
                                                   
1 0.60 1.28 0.78 1.63 1.05 0.47 1.22 0.46 0.39 0.56 0.52 0.47 
2 0.68 1.01 2.57 0.76 0.83 0.36 0.42 0.19 0.23 0.84 0.96 0.99 
3 1.53 0.80 1.56 0.78 0.62 0.35 0.28 0.34 0.22 0.22 0.17 0.32 
4 0.85 0.64 0.85 0.87 0.63 0.32 0.18 0.13 0.17 0.16 0.16 0.23 
5 0.19 0.19 0.40 1.07 0.39 0.30 0.26 0.13 0.19 0.24 0.21 0.26 
6 0.17 0.67 2.08 0.94 1.65 0.73 0.31 1.13 0.41 0.25 0.26 1.41 
 
Rok 
      
  
                                                   
1 0.24 0.35 0.23 0.84 0.48 0.28 0.85 0.23 0.13 0.23 0.20 0.24 
2 0.22 0.41 1.33 0.22 0.37 0.16 0.12 0.20 0.15 0.79 0.54 0.39 
3 0.93 0.31 0.75 0.36 0.32 0.25 0.16 0.16 0.12 0.12 0.09 0.13 
4 0.25 0.15 0.48 0.50 0.22 0.19 0.07 0.04 0.03 0.04 0.04 0.07 
5 0.08 0.09 0.51 0.83 0.65 0.26 0.13 0.07 0.09 0.11 0.20 0.15 
6 0.07 0.24 1.20 0.62 0.77 0.29 0.17 1.05 0.22 0.07 0.06 0.81 
 
Rok 
      
  
                                                   
1 0.62 1.11 0.75 2.48 1.30 0.86 1.71 0.49 0.27 0.48 0.47 0.83 
2 0.66 1.07 3.98 0.62 1.20 0.33 0.30 0.35 0.47 1.59 1.39 0.98 
3 2.27 0.71 2.43 1.26 0.68 0.49 0.57 0.83 0.32 0.31 0.27 0.36 
4 1.77 0.94 1.46 1.60 0.64 0.61 0.23 0.15 0.13 0.13 0.11 0.22 
5 0.17 0.20 1.54 2.10 1.87 0.68 0.32 0.15 0.21 0.31 0.54 0.33 
6 0.16 0.75 4.18 1.67 2.49 1.07 0.51 4.79 0.76 0.33 0.29 3.05 
 
Max. a min. průtoky ve vnitřních hranách 
     ̌   
        ̂   
       
2 4 55 0.53 
4 5 55 0.53 
5 15 155 1.37 
8 9 7 0.10 
9 12 15 0.20 
11 12 8 0.03 
12 14 25 0.30 
14 15 25 0.30 
15 16 155 2.00 
 
Max. a min. hodnoty odběru 
     ̌   
        ̂   
       
2 17 1.40 0 
11 18 0.15 0 
 
Max. a min. hodnoty objemů v nádržích 
   ̌ 
        ̂ 
       
2 18.16 1.44 
5 5.73 0.79 
8 4.01 0.59 
11 2.49 0.16 
 
Předepsané řídící průtoky a odběry 
        
       
2 4 0.70 
5 15 2.40 
8 9 0.86 
11 12 0.10 
15 16 7.50 
2 17 1.40 
11 18 0.15 
 
 
