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On Mirkovi¢-Vilonen yles and rystal ombinatoris
Pierre Baumann and Stéphane Gaussent
∗
Abstrat
Let G be a omplex onneted redutive group and let G∨ be its Langlands dual.
Let us hoose a triangular deomposition n−,∨ ⊕ h∨ ⊕ n+,∨ of the Lie algebra of G∨.
Braverman, Finkelberg and Gaitsgory show that the set of all Mirkovi¢-Vilonen yles
in the ane Grassmannian G
(
C((t))
)
/G
(
C[[t]]
)
is a rystal isomorphi to the rystal of
the anonial basis of U(n+,∨). Starting from the string parameter of an element of the
anonial basis, we give an expliit desription of a dense subset of the assoiated MV
yle. As a orollary, we show that the varieties involved in Lusztig's algebrai-geometri
parametrization of the anonial basis are losely related to MV yles. In addition, we
prove that the bijetion between LS paths and MV yles onstruted by Gaussent and
Littelmann is an isomorphism of rystals.
1 Introdution
Let G be a omplex onneted redutive group, G∨ be its Langlands dual, and G be its
ane Grassmannian. The geometri Satake orrespondene of Lusztig [22℄, Beilinson and
Drinfeld [3℄ and Ginzburg [12℄ relates rational representations of G∨ to the geometry of G .
More preisely, let us x a pair of opposite Borel subgroups in G, to enable us to speak of
weights and dominane. Eah dominant weight λ for G∨ determines a G(C[[t]])-orbit Gλ in G .
Then the geometri Satake orrespondene identies the underlying spae of the irreduible
rational G∨-module L(λ) with highest weight λ with the intersetion ohomology of Gλ.
In [27℄, Mirkovi¢ and Vilonen present a proof of the geometri Satake orrespondene valid
in any harateristi. Their main tool is a lass Z (λ) of subvarieties of Gλ, the so-alled MV
yles, whih aords a basis of the intersetion ohomology of Gλ. It is tempting to try to
ompare this onstrution with standard bases in L(λ), for instane with the anonial basis
of Lusztig [23℄ (also known as the global rystal basis of Kashiwara [15℄).
Several works ahieve suh a omparison on a ombinatorial level. More preisely, let us
reall that the ombinatorial objet that indexes naturally the anonial basis of L(λ) is the
rystal B(λ). In [9℄, Braverman and Gaitsgory endow the set Z (λ) with the struture of a
rystal and show the existene of an isomorphism of rystals Ξ(λ) : B(λ)
≃
−→ Z (λ). In [11℄,
Gaussent and Littelmann introdue a set Γ+LS(γλ) of LS galleries. They endow it with the
struture of a rystal and they assoiate an MV yle Z(δ) ∈ Z (λ) to eah LS gallery δ ∈
Γ+LS(γλ). Finally they show the existene of an isomorphism of rystals χ : B(λ)
≃
−→ Γ+LS(γλ)
and they prove that the map Z : Γ+LS(γλ) → Z (λ) is a bijetion. One of the results of the
∗
Both authors are members of the European Researh Training Network LieGrits, ontrat no. MRTN-
CT 2003-505078.
MSC: Primary 20G05, Seondary 05E15 14M15 17B10 22E67.
Keywords: ane Grassmannian, Mirkovi¢-Vilonen yle, rystal.
1
present paper (Theorem 25) says that Gaussent and Littelmann's map Z is the omposition
Ξ(λ) ◦ χ−1; in partiular Z is an isomorphism of rystals.
Let Λ be the lattie of weights of G∨, let n−,∨ ⊕ h⊕ n+,∨ be the triangular deomposition
of the Lie algebra of G∨ aorded by the pinning of G, and let B(−∞) be the rystal of
the anonial basis of U(n+,∨). Then for eah dominant weight λ, the rystal B(λ) an be
embedded into a shifted version Tw0λ⊗B(−∞) of B(−∞), where w0λ is the smallest weight
of B(λ). It is thus natural to onsider a big rystal B˜(−∞) =
⊕
λ∈ΛTλ ⊗ B(−∞) in order
to deal with all the B(λ) simultaneously. The isomorphisms Ξ(λ) : B(λ)
≃
−→ Z (λ) then
assemble in a big bijetion Ξ : B˜(−∞)
≃
−→ Z . The set Z here ollets subvarieties of G that
have been introdued by Anderson in [1℄. These varieties are a slight generalization of the
usual MV yles; indeed Z ⊇ Z (λ) for eah dominant weight λ. Kamnitzer [13℄ alls the
elements of Z stable MV yles, but we will simply all them MV yles. The existene of
Ξ and of a rystal struture on Z , and the fat that Ξ is an isomorphism of rystals are due
to Braverman, Finkelberg and Gaitsgory [8℄.
The rystalB(−∞) an be parametrized in several ways. Two families of parametrizations,
usually alled the Lusztig parametrizations and the string parametrizations (see [6℄), depend
on the hoie of a redued deomposition of the longest element in the Weyl group of G;
they establish a bijetion between B(−∞) and tuples of natural integers. On the ontrary,
Lusztig's algebrai-geometri parametrization [25℄ is intrinsi and desribes B(−∞) in terms
of losed subvarieties in U−
(
C[[t]]
)
, where U− is the unipotent radial of the negative Borel
subgroup of G.
One of the main results of the present paper is Theorem 15, whih desribes very expliitly
the MV yle Ξ(t0 ⊗ b) starting from the string parameter of b ∈ B(−∞). In the ourse of
his work on MV polytopes [13℄, Kamnitzer obtains a similar result, this time starting from
the Lusztig parameter of b. Though both results are related (see Setion 4.5), our approah is
foreign to Kamnitzer's methods. Our main ingredient indeed is a onrete algebrai formula
for Braverman, Finkelberg and Gaitsgory's rystal operations on Z that translates the original
geometri denition (Proposition 14). Moreover, our result implies that Lusztig's algebrai-
geometri parametrization is losely related to MV yles (Proposition 18).
The paper onsists of four setions (plus the introdution). Setion 2 xes some notation
and gathers fats and terminology from the theory of rystals bases. Setion 3 realls several
standard onstrutions in the ane Grassmannian and presents the known results onerning
MV yles. Setion 4 denes Braverman, Finkelberg and Gaitsgory's rystal operations on
Z and presents our results onerning string parametrizations. Setion 5 establishes that
Gaussent and Littelmann's bijetion Z : Γ+LS(γλ) → Z (λ) is a rystal isomorphism. Eah
setion opens with a short summary whih gives a more detailed aount of its ontents.
We wish to thank M. Ehrig, J. Kamnitzer, P. Littelmann, I. Mirkovi¢, S. Morier-Genoud
and G. Rousseau for fruitful onversations, vital information and/or useful indiations. We
are also grateful to the referee for his attentive reading and his skilful suggestions.
2 Preliminaries
The task devoted to Setion 2.1 is to x the notation onerning the pinned group G. In
Setion 2.2, we x the notation onerning rystal bases for G∨-modules.
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2.1 Notations for pinned groups
In the entire paper, G will be a omplex onneted redutive algebrai group. We assume
that a Borel subgroup B+ and a maximal torus T ⊆ B+ are xed. We let B− be the opposite
Borel subgroup to B+ relatively to T . We denote the unipotent radial of B± by U±.
We denote the harater group of T by X = X∗(T ); we denote the lattie of all one-
parameter subgroups of T by Λ = X∗(T ). A point λ ∈ Λ is a morphism of algebrai groups
C× → T, a 7→ aλ. We denote the root system and the oroot system of (G,T ) by Φ and
Φ∨ = {α∨ | α ∈ Φ}, respetively. The datum of B+ splits Φ into the subset Φ+ of positive
roots and the subset Φ− of negative roots. We set Φ
∨
+ = {α
∨ | α ∈ Φ+}. We denote by
X++ = {η ∈ X | ∀α
∨ ∈ Φ∨+, 〈η, α
∨〉 > 0} and Λ++ = {λ ∈ Λ | ∀α ∈ Φ+, 〈α, λ〉 > 0}
the ones of dominant weights and oweights. We index the simple roots as (αi)i∈I . The
oroot lattie is the subgroup ZΦ∨ generated by the oroots in Λ; the height of an element
λ =
∑
i∈I niα
∨
i in ZΦ
∨
is dened as ht(λ) =
∑
i∈I ni. The dominane order on X is the
partial order 6 dened by
η > θ ⇐⇒ η − θ ∈ NΦ+.
The dominane order on Λ is the partial order 6 dened by
λ > µ⇐⇒ λ− µ ∈ NΦ∨+.
For eah simple root αi, we hoose a non-trivial additive subgroup xi of U
+
suh that
aλxi(b)a
−λ = xi
(
a〈αi,λ〉b
)
holds for all λ ∈ Λ, a ∈ C×, b ∈ C. Then there is a unique
morphism ϕi : SL2 → G suh that
ϕi
(
1 b
0 1
)
= xi(b) and ϕi
(
a 0
0 a−1
)
= aα
∨
i
for all a ∈ C×, b ∈ C. We set
yi(b) = ϕi
(
1 0
b 1
)
and si = ϕi
(
0 1
−1 0
)
.
Let NG(T ) be the normalizer of T in G and let W = NG(T )/T be the Weyl group of
(G,T ). Eah element si normalizes T ; its lass si modulo T is alled a simple reetion.
Endowed with the set of simple reetions, the Weyl group beomes a Coxeter system. Sine
the elements si satisfy the braid relations, we may lift eah element w ∈ W to an element
w ∈ G so that w = si1 · · · sil for any redued deomposition si1 · · · sil of w. For any two
elements w and w′ in W , there exists an element λ ∈ ZΦ∨ suh that ww′ = (−1)λ w w′. We
denote the longest element of W by w0.
Let α be a positive root. We make the hoie of a simple root αi and of an element w ∈W
suh that α = wαi. Then we dene the one-parameter additive subgroups
xα : b 7→ w xi(b)w
−1
and x−α : b 7→ w yi(b)w
−1
(1)
and the element sα = w siw
−1
.
Produts in G may then be omputed using several ommutation rules:
• For any λ ∈ Λ, any root α, any a ∈ C× and any b ∈ C,
aλxα(b) = xα
(
a〈α,λ〉b
)
aλ. (2)
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• For any root α and any a, b ∈ C suh that 1 + ab 6= 0,
xα(a)x−α(b) = x−α
(
b/(1 + ab)
)(
1 + ab
)α∨
xα
(
a/(1 + ab)
)
. (3)
• For any positive root α and any a ∈ C×,
xα(a)x−α(−a
−1)xα(a) = x−α(−a
−1)xα(a)x−α(−a
−1) = aα
∨
sα = sα a
−α∨ . (4)
• (Chevalley's ommutator formula) If α and β are two linearly independent roots, then there
are numbers Ci,j,α,β ∈ {±1,±2,±3} suh that
xβ(b)
−1xα(a)
−1xβ(b)xα(a) =
∏
i,j>0
xiα+jβ
(
Ci,j,α,β(−a)
ibj
)
(5)
for all a and b in C. The produt in the right-hand side is taken over all pairs of positive
integers i, j for whih iα+ jβ is a root, in order of inreasing i+ j.
2.2 Crystals
Let G∨ be the Langlands dual of G. This onneted redutive group is equipped with a Borel
subgroup B+,∨ and a maximal torus T∨ ⊆ B+,∨ so that Λ is the weight lattie of T∨ and Φ∨
is the root system of (G∨, T∨), the set of positive roots being Φ∨+. The Lie algebra g
∨
of G∨
has a triangular deomposition g∨ = n−,∨ ⊕ h∨ ⊕ n+,∨.
A rystal for G∨ (in the sense of Kashiwara [18℄) is a set B endowed with maps
e˜i, f˜i : B→ B ⊔ {0}, εi, ϕi : B→ Z ⊔ {−∞}, and wt : B→ Λ,
where 0 is a ghost element added to B in order that e˜i and f˜i may be everywhere dened.
These maps are required to satisfy ertain axioms, whih the reader may nd in Setion 7.2
of [18℄. The map wt is alled the weight.
A morphism from a rystal B to a rystal B′ is a map ψ : B ⊔ {0} → B′ ⊔ {0} satisfying
ψ(0) = 0 and ompatible with the struture maps e˜i, f˜i, εi, ϕi and wt. The onditions are
written in full detail in [18℄.
Given a rystal B, one denes a rystal B∨ whose elements are written b∨, where b ∈ B,
and whose struture maps are given by
εi(b
∨) = ϕi(b), e˜i(b
∨) = (f˜ib)
∨,
ϕi(b
∨) = εi(b), f˜i(b
∨) = (e˜ib)
∨,
wt(b∨) = −wt(b),
where one sets 0∨ = 0. The orrespondene B B∨ is a ovariant funtor. (Caution: Usually
in this paper, the symbol ∨ is used to adorn oroots or objets related to the Langlands dual.
Here and in Setion 4.4 however, it will also be used to denote ontragredient duality for
rystals.)
The most important rystals for our work are the rystal B(∞) of the anonial basis of
U(n−,∨) and the rystal B(−∞) of the anonial basis of U(n+,∨). The rystal B(∞) is a
highest weight rystal; this means that it has an element annihilated by all operators e˜i and
from whih any other element of B(∞) an be obtained by applying the operators f˜i. This
4
element is unique and its weight is 0; we denote it by 1. Likewise the rystal B(−∞) is a
lowest weight rystal; its lowest weight element has weight 0 and is also denoted by 1.
The antiautomorphism of the algebra U(n−,∨) that xes the Chevalley generators leaves
stable its anonial basis; it therefore indues an involution b 7→ b∗ of the set B(∞). This
involution ∗ preserves the weight. The operators f˜i and b 7→ (f˜ib
∗)∗ orrespond roughly to
the left and right multipliation in U(n−,∨) by the Chevalley generator with index i (see
Proposition 5.3.1 in [16℄ for a more preise statement). One an therefore expet that f˜i and
b 7→ (f˜jb
∗)∗ ommute for all i, j ∈ I. This atually holds only if i 6= j; and when i = j,
one an analyze preisely the mutual behavior of these operators. In return, one obtains a
haraterization of B(∞) as the unique highest weight rystal generated by a highest weight
element of weight 0 and endowed with an involution ∗ with spei properties (see Setion 2
in [17℄, Proposition 3.2.3 in [19℄, and Setion 12 in [8℄ for more details).
For any weight λ ∈ Λ, we onsider the rystal Tλ with unique element tλ, whose struture
maps are given by
wt(tλ) = λ, e˜itλ = f˜itλ = 0 and εi(tλ) = ϕi(tλ) = −∞
(see Example 7.3 in [18℄). There are two operations ⊕ and ⊗ on rystals (see Setion 7.3
in [18℄). We set B˜(−∞) =
⊕
λ∈ΛTλ ⊗ B(−∞). Thus for any b ∈ B(−∞), any λ ∈ Λ and
any i ∈ I,
εi(tλ ⊗ b) = εi(b)− 〈αi, λ〉, e˜i(tλ ⊗ b) = tλ ⊗ e˜i(b),
ϕi(tλ ⊗ b) = ϕi(b), f˜i(tλ ⊗ b) = tλ ⊗ f˜i(b),
wt(tλ ⊗ b) = wt(b) + λ.
We transport the involution ∗ from B(∞) to B(−∞) by using the isomorphism B(−∞) ∼=
B(∞)∨ and by setting (b∨)∗ = (b∗)∨ for eah b ∈ B(∞). Then we extend it to B˜(−∞) by
setting
(tλ ⊗ b)
∗ = t−λ−wt(b) ⊗ b
∗.
For λ ∈ Λ, we denote by L(λ) the irreduible rational representation of G∨ whose highest
weight is the unique dominant weight in the orbit Wλ. We denote the rystal of the anonial
basis of L(λ) by B(λ). It has a unique highest weight element bhigh and a unique lowest weight
element blow, whih satisfy e˜ibhigh = f˜iblow = 0 for any i ∈ I. If λ is dominant, there is a
unique embedding of rystals κλ : B(λ) →֒ B(∞) ⊗ Tλ; it maps the element bhigh to 1 ⊗ tλ
and its image is
{b⊗ tλ | b ∈ B(∞) suh that ∀i ∈ I, εi(b
∗) 6 〈αi, λ〉}
(see Proposition 8.2 in [18℄). If λ is antidominant, then the sequene
B(λ) ∼= B(−λ)∨
(κ−λ)
∨
−−−−→
(
B(∞)⊗T−λ
)∨ ∼= Tλ ⊗B(−∞)
denes an embedding of rystals ιλ : B(λ) →֒ Tλ⊗B(−∞); it maps the element blow to tλ⊗1
and its image is
{tλ ⊗ b | b ∈ B(−∞) suh that ∀i ∈ I, ϕi(b
∗) 6 −〈αi, λ〉}.
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3 The ane Grassmannian
In Setion 3.1, we reall the denition of an ane Grassmannian. In Setion 3.2, we present
several properties of orbits in the ane Grassmannian of G under the ation of the groups
G
(
C[[t]]
)
and U±
(
C((t))
)
. Setion 3.3 realls the notion of MV yle, in the original version of
Mirkovi¢ and Vilonen and in the somewhat generalized version of Anderson. Finally Setion
3.4 introdues a map from the ane Grassmannian of G to the ane Grassmannian of a Levi
subgroup of G.
An easy but possibly new result in this setion is Proposition 5 (iii). Joint with Mirkovi¢
and Vilonen's work, it implies the expeted Proposition 7, whih provides the dimension
estimates that Anderson needs for his generalization of MV yles.
3.1 Denitions
We denote the ring of formal power series by O = C[[t]] and we denote its eld of frations
by K = C((t)). We denote the valuation of a non-zero Laurent series f ∈ K × by val(f).
Given a omplex linear algebrai group H, we dene the ane Grassmannian of H as the
spae H = H(K )/H(O). The lass in H of an element h ∈ H(K ) will be denoted by [h].
Example. If H is the multipliative group Gm, then the valuation map yields a bijetion from
H = K ×/O× onto Z. More generally, if H is a torus, then the map λ 7→ [tλ] is a bijetion
from the lattie X∗(H) of one-parameter subgroups in H onto the ane Grassmannian H .
The ane Grassmannian H is the set of C-points of an ind-sheme dened over C (see
[2℄ for H = GLn or SLn and Chapter 13 of [20℄ for H simple). This means in partiular that
H is the diret limit of a system
H0 →֒ H1 →֒ H2 →֒ · · ·
of omplex algebrai varieties and of losed embeddings. We endow H with the diret limit
of the Zariski topologies on the varieties Hn. A noetherian subspae Z of H thus enjoys the
spei topologial properties of a subset of a omplex algebrai variety; for instane if Z is
loally losed, then dimZ = dimZ.
The ane Grassmannian of the groups G and T onsidered in Setion 2.1 will be denoted
by G and T , respetively. The inlusion T ⊆ G gives rise to a losed embedding T →֒ G .
3.2 Orbits
We rst look at the ation of the group G(O) on G by left multipliation. The orbit G(O)[tλ]
depends only on the W -orbit of λ in Λ, and the Cartan deomposition of G(K ) says that
G =
⊔
Wλ∈Λ/W
G(O)[tλ].
For eah oweight λ ∈ Λ, the orbit Gλ = G(O)[t
λ] is a noetherian subspae of G . If λ is
dominant, then the dimension of Gλ is ht(λ− w0λ) and its losure is
Gλ =
⊔
µ∈Λ++
λ>µ
Gµ. (6)
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From this, one an quikly dedue that it is often possible to trunate power series when
dealing with the ation of G(O) on G . Given an positive integer s, let G(s) denote the s-th
ongruene subgroup of G(O), that is, the kernel of the redution map G(O)→ G(O/tsO).
Proposition 1 For eah noetherian subset Z of G , there exists a level s suh that G(s) xes
Z pointwise.
Proof. Let
(
Λ
(n)
++
)
n∈N
be an inreasing sequene of nite subsets of Λ++ suh that{
ν ∈ Λ++
∣∣ ν 6 µ} ⊆ Λ(n)++ for eah µ ∈ Λ(n)++ and that ⋃
n∈N
Λ
(n)
++ = Λ++.
Set Gn =
⊔
µ∈Λ
(n)
++
Gµ. The Cartan deomposition shows that (Gn)n>0 is an inreasing and
exhaustive ltration of G , and Equation (6) shows that eah Gn is losed. Therefore eah
noetherian subset Z of G is ontained in Gn for n suiently large. To prove the proposition,
it is thus enough to show that for eah integer n, there is an s > 1 suh that G(s) xes Gn
pointwise.
Let λ ∈ Λ, and hoose s > 1 larger than 〈α, λ〉 for all α ∈ Φ. Using that G(s) is generated
by elements (1 + tsp)λ and xα(t
sp) with λ ∈ Λ, α ∈ Φ and p ∈ O, one readily heks that
G(s) xes the point [t
λ]. Sine G(s) is normal in G(O), it pointwise xes the orbit Gλ. The
proposition then follows from the fat that eah Gn is a nite union of G(O)-orbits. 
We now look at the ation of the unipotent group U±(K ) on G . It an be desribed by
the Iwasawa deomposition
G =
⊔
λ∈Λ
U±(K )[tλ].
We will denote the orbit U±(K )[tλ] by S±λ . Proposition 3.1 (a) in [27℄ asserts that the losure
of a stratum S±λ is the union
S±λ =
⊔
µ∈Λ
±(λ−µ)>0
S±µ . (7)
This equation implies in partiular
S±λ = S
±
λ \
(⋃
i∈I
S±
λ∓α∨i
)
,
whih shows that eah stratum S±λ is loally losed.
As pointed out by Mirkovi¢ and Vilonen (Equation (3.5) in [27℄), these strata S±λ an be
understood in terms of a Biaªyniki-Birula deomposition: indeed the hoie of a dominant
and regular oweight ξ ∈ Λ denes an ation of C× on G , and
S±λ = {x ∈ G | lima→0
a∈C×
a±ξ · x = [tλ]}
for eah λ ∈ Λ. We will generalize this result in Remark 9. For now, we reord the following
two (known and obvious) onsequenes:
• The set of points in G xed by the ation of T is G T =
{
[tλ]
∣∣ λ ∈ Λ}; in other words, G T
is the image of the embedding T →֒ G .
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• If Z is a losed and T -invariant subset of G , then Z meets a stratum S±λ if and only if
[tλ] ∈ Z.
The following proposition is in essene due to Kamnitzer (see Setion 3.3 in [13℄).
Proposition 2 Let Z be an irreduible and noetherian subset of G .
(i) The set {λ ∈ Λ | Z ∩ S+λ 6= ∅} is nite and has a largest element. Denoting the latter by
µ+, the intersetion Z ∩ S
+
µ+ is open and dense in Z.
(ii) The set {λ ∈ Λ | Z ∩ S−λ 6= ∅} is nite and has a smallest element. Denoting the latter
by µ−, the intersetion Z ∩ S
−
µ− is open and dense in Z.
Given an irreduible and noetherian subset Z in G , we indiate the oweights µ± exhibited in
Proposition 2 by the notation µ±(Z).
Proof of Proposition 2. The Cartan deomposition and the equality G T = {[tλ] | λ ∈ Λ} imply
that the obvious inlusion (Gν)
T ⊇ {[twν ] | w ∈ W} is indeed an equality for eah oweight
ν ∈ Λ. Therefore XT is nite for eah subset X ⊆ G that is a nite union of G(O)-orbits.
This is in partiular the ase for eah of the subsets Gn used in the proof of Proposition 1.
Sine Gn is moreover losed and T -invariant, this means that it meets only nitely many strata
S+λ . Thus a noetherian subset of G meets only nitely many strata S
+
λ , for it is ontained in
Gn for n large enough.
Assume now that Z is an irreduible and noetherian subset of G . Eah intersetion Z∩S+λ
is loally losed in Z and Z is overed by nitely many suh intersetions, so there exists a
oweight µ+ for whih the intersetion Z ∩ S
+
µ+ is dense in Z. Then Z ⊆ S
+
µ+ ; by Equation
(7), this means that µ+ is the largest element in {λ ∈ Λ | Z ∩ S
+
λ 6= ∅}. Moreover Z ∩ S
+
µ+ is
loally losed in Z; it is therefore open in its losure in Z, whih is Z.
The arguments above prove Assertion (i). The proof of Assertion (ii) is entirely similar.

Examples 3. (i) If Z is an irreduible and noetherian subset of G , then Z ∩ S+µ+(Z) ∩ S
−
µ−(Z)
is dense in Z. Thus Z and Z are ontained in S+µ+(Z) ∩ S
−
µ−(Z)
. One dedues from this the
equality µ±(Z) = µ±(Z).
(ii) For any oweight λ ∈ Λ, µ+(Gλ) = µ+
(
Gλ
)
and µ−(Gλ) = µ−
(
Gλ
)
are the largest and the
smallest element in the orbit Wλ, respetively.
We now present a method that allows to nd the parameter λ of an orbit Gλ or S
±
λ to
whih a given point of G belongs. Given a C-vetor spae V , we may form the K -vetor
spae V ⊗C K by extending the base eld and regard V as a subspae of it. In this situation,
we dene the valuation val(v) of a non-zero vetor v ∈ V ⊗C K as the largest n ∈ Z suh
that v ∈ V ⊗ tnO; thus the valuation of a non-zero element v ∈ V is zero. We dene the
valuation val(f) of a non-zero endomorphism f ∈ EndK (V ⊗C K ) as the largest n ∈ Z suh
that f(V ⊗C O) ⊆ V ⊗ t
nO; equivalently, val(f) is the valuation of f viewed as an element in
EndC(V )⊗C K .
For eah weight η ∈ X, we denote by V (η) the simple rational representation of G whose
highest weight is the dominant weight in the orbit Wη, and we hoose an extremal weight
vetor vη ∈ V (η) of weight η. The struture map g 7→ gV (η) from G to EndC(V (η)) of this
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representation extends to a map from G(K ) to EndK (V (η)⊗CK ); we denote this latter also
by g 7→ gV (η), or simply by g 7→ g·? if there is no risk of onfusion.
Proposition 4 Let g ∈ G (K ).
(i) The antidominant oweight λ ∈ Λ suh that [g] ∈ Gλ is haraterized by the equations
∀η ∈ X++, 〈η, λ〉 = val
(
gV (η)
)
.
(ii) The oweight λ ∈ Λ suh that [g] ∈ S±λ is haraterized by the equations
∀η ∈ X++, ±〈η, λ〉 = − val(g
−1 · v±η).
Proof. Assertion (ii) is due to Kamnitzer (this is Lemma 2.4 in [13℄), so we only have to prove
Assertion (i). Let λ ∈ Λ be antidominant and let η ∈ X++. Then for eah weight θ of V (η),
the element tλ ats by t〈λ,θ〉 on the θ-weight subspae of V (η), with here 〈λ, θ〉 > 〈λ, η〉 sine
θ 6 η. It follows that val
(
(tλ)V (η)
)
= 〈λ, η〉. Thus the proposed formula holds for g = tλ.
To onlude the proof, it sues to observe that val
(
gV (η)
)
depends only of the double oset
G(O)gG(O), for the ation of G(O) leaves V (η) ⊗C O invariant. 
We end this setion with a proposition that provides some information onerning inter-
setions of orbits. We agree to say that an assertion A(λ) depending on a oweight λ ∈ Λ
holds when λ is enough antidominant if
(∃N ∈ Z) (∀λ ∈ Λ) (∀i ∈ I, 〈αi, λ〉 6 N) =⇒ A(λ).
Proposition 5 (i) Let λ, ν ∈ Λ. If S+λ ∩ S
−
ν 6= ∅, then λ > ν.
(ii) Let λ ∈ Λ. Then S+λ ∩ S
−
λ =
{
[tλ]
}
.
(iii) Let ν ∈ Λ suh that ν > 0. If λ ∈ Λ is enough antidominant, then S+λ+ν∩S
−
λ = S
+
λ+ν∩Gλ.
The proof of this proposition requires a lemma.
Lemma 6 Let ν ∈ Λ suh that ν > 0. If λ ∈ Λ is enough antidominant, then S+λ+ν∩S
−
λ ⊆ Gλ.
Proof. For the whole proof, we x ν ∈ Λ suh that ν > 0.
For eah η ∈ X++, we make the following onstrution. We form the list (θ1, θ2, . . . , θN )
of all the weights of V (η), repeated aording to their multipliities and ordered in suh a way
that (θi > θj =⇒ i < j) for all indies i, j. Thus N = dimV (η), θ1 = η > θi for all i > 1,
and θ1 + θ2 + · · ·+ θN is W -invariant hene orthogonal to ZΦ
∨
. We say then that a oweight
λ ∈ Λ satises Condition Aη(λ) if
∀j ∈ {1, . . . , N}, 〈θ1 − θj, λ〉 6 〈θj + θj+1 + · · · + θN , ν〉.
Certainly Condition Aη(λ) holds if λ is enough antidominant.
Now we hoose a nite subset Y ⊆ X++ that spans the lattie X up to torsion. To
prove the lemma, it is enough to show that S+λ+ν ∩ S
−
λ ⊆ Gλ for all antidominant λ satisfying
Condition Aη(λ) for eah η ∈ Y .
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Suppose that λ satises these requirements and let g ∈ U−(K )tλ be suh that [g] ∈ S+λ+ν .
We use Proposition 4 (i) to show that [g] ∈ Gλ. Let η ∈ Y . Let (v1, v2, . . . , vN ) be a basis of
V (η) suh that for eah i, vi is a vetor of weight θi. We denote the dual basis in V (η)
∗
by
(v∗1 , v
∗
2 , . . . , v
∗
N ); thus v
∗
i is of weight −θi. Then
val
(
gV (η)
)
= min
{
val(〈v∗j , g · vi〉)
∣∣ 1 6 i, j 6 N}.
The hoie g ∈ U−(K )tλ implies that the matrix of gV (η) in the basis (vi)16i6N is lower
triangular, with diagonal entries
(
t〈θi,λ〉
)
16i6N
. Let i 6 j be two indies. Then
g · (vi ∧ vj+1 ∧ vj+2 ∧ · · · ∧ vN ) = t
〈θj+1+θj+2+···+θN ,λ〉(g · vi) ∧ vj+1 ∧ vj+2 ∧ · · · ∧ vN .
Therefore
val(〈v∗j , g · vi〉) + 〈θj+1 + θj+2 + · · ·+ θN , λ〉
= val(〈v∗j ∧ v
∗
j+1 ∧ v
∗
j+2 ∧ · · · v
∗
N , g · (vi ∧ vj+1 ∧ vj+2 ∧ · · · ∧ vN )〉)
= val(〈g−1 · (v∗j ∧ v
∗
j+1 ∧ v
∗
j+2 ∧ · · · v
∗
N ), vi ∧ vj+1 ∧ vj+2 ∧ · · · ∧ vN 〉)
> val(g−1 · (v∗j ∧ v
∗
j+1 ∧ · · · ∧ v
∗
N ))
= 〈θj + θj+1 + · · ·+ θN , λ+ ν〉;
the last equality here omes from Proposition 4 (ii), taking into aount that [g] ∈ S+λ+ν and
that v∗j ∧ v
∗
j+1 ∧ · · · ∧ v
∗
N is a highest weight vetor of weight −(θj + θj+1 + · · · + θN ) in∧N−j+1 V (η)∗. By Condition Aη(λ), this implies
val(〈v∗j , g · vi〉) > 〈θj, λ〉+ 〈θj + θj+1 + · · · + θN , ν〉 > 〈η, λ〉.
Therefore val
(
gV (η)
)
> 〈η, λ〉. On the other hand, val
(
gV (η)
)
6 val(〈v∗1 , g · v1〉) = 〈η, λ〉. Thus
the equality val(gV (η)) = 〈η, λ〉 holds for eah η ∈ Y , and we onlude by Proposition 4 (i)
that [g] ∈ Gλ. 
Proof of Proposition 5. We rst prove Assertion (i). We let C× at on G through a dominant
and regular oweight ξ ∈ Λ. Let λ, ν ∈ Λ and assume there exists an element x ∈ S+λ ∩ S
−
ν .
Then
[tν ] = lim
a→0
a−ξ · x belongs to S+λ =
⋃
µ∈Λ
λ>µ
S+µ .
This shows that λ > ν.
If µ ∈ Λ is enough antidominant, then
S+µ ∩ S
−
µ ⊆ S
+
µ ∩ Gµ =
{
[tµ]
}
by Lemma 6 and Formula (3.6) in [27℄. Thus S+µ ∩ S
−
µ =
{
[tµ]
}
if µ is enough antidominant.
It follows that for eah λ ∈ Λ,
S+λ ∩ S
−
λ = t
λ−µ ·
(
S+µ ∩ S
−
µ
)
= tλ−µ ·
{
[tµ]
}
=
{
[tλ]
}
.
Assertion (ii) is proved.
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Now let ν ∈ Λ suh that ν > 0. By Lemma 6, the property
∀σ, τ ∈ Λ, (0 6 τ 6 ν and λ 6 σ 6 λ+ ν) =⇒ (S+σ+τ ∩ S
−
σ ⊆ Gσ) (8)
holds if λ is enough antidominant. We assume that this is the ase and that moreover
Wλ ∩ {σ ∈ Λ | σ 6 λ+ ν} = {λ}.
We now show the equality S+λ+ν ∩ S
−
λ = S
+
λ+ν ∩ Gλ. Let us take x ∈ S
+
λ+ν ∩ Gλ. Calling σ the
oweight suh that x ∈ S−σ , we neessarily have λ 6 σ 6 λ + ν (using Example 3 (ii) for the
rst inequality). Setting τ = λ+ν−σ, we have 0 6 τ 6 ν and x ∈ S+σ+τ ∩S
−
σ , whene x ∈ Gσ
by our assumption (8). This entails σ ∈ Wλ, then σ = λ, and thus x ∈ S−λ . This reasoning
shows S+λ+ν ∩Gλ ⊆ S
+
λ+ν ∩S
−
λ . The onverse inlusion also holds (set τ = ν and σ = λ in (8)).
Assertion (iii) is proved. 
Remark. Assertion (ii) of Proposition 5 an also be proved in the following way. Let K be
the maximal ompat subgroup of the torus T . The Lie algebra of K is k = i(Λ ⊗Z R). The
ane Grassmannian G is a Kähler manifold and the ation of K on G is hamiltonian. Let
µ : G → k∗ be the moment map. Fix a dominant and regular oweight ξ ∈ Λ. Then R×+
ats on G through the map R×+ →֒ C
× ξ−→ T . The map 〈µ, iξ〉 from G to R stritly inreases
along any non-onstant orbit for this R×+-ation. Now take λ ∈ Λ and x ∈ S
+
λ ∩ S
−
λ . Then
lima→0 a
ξ · x = lima→∞ a
ξ · x = [tλ]. Thus 〈µ, iξ〉 annot inreases stritly along the orbit
R×+ · x. This implies that this orbit is onstant; in other words, x = [t
λ].
3.3 Mirkovi¢-Vilonen yles
Let λ, ν ∈ Λ. In order that S+ν ∩Gλ 6= ∅, it is neessary that [t
ν ] ∈ Gλ
T
, hene that ν−λ ∈ ZΦ∨
and that ν belongs to the onvex hull of Wλ in Λ⊗Z R.
Assume that λ is antidominant and denote by L(w0λ) the irreduible rational representa-
tion of G∨ with lowest weight λ. Mirkovi¢ and Vilonen proved that the intersetion S+ν ∩ Gλ
is of pure dimension ht(ν − λ) and has as many irreduible omponents as the dimension of
the ν-weight subspae of L(w0λ) (Theorem 3.2 and Corollary 7.4 in [27℄). From this result
and from Proposition 5 (iii), one readily dedues the following fat.
Proposition 7 Let λ, ν ∈ Λ with ν > 0. Then the intersetion S+λ+ν ∩ S
−
λ (viewed as a
topologial subspae of G ) is noetherian of pure dimension ht(ν) and has as many irreduible
omponents as the dimension of the ν-weight subspae of U(n+,∨).
Proof. As an abstrat topologial spae, S+λ+ν ∩S
−
λ does not depend on λ, beause the ation
of tµ on G maps S+λ+ν ∩ S
−
λ onto S
+
λ+µ+ν ∩ S
−
λ+µ, for any µ ∈ Λ. We may therefore assume
that λ is enough antidominant so that the onlusion of Proposition 5 (iii) holds and that the
(λ+ ν)-weight spae of L(w0λ) has the same dimension as the ν-weight subspae of U(n
+,∨).
The proposition then follows from Mirkovi¢ and Vilonen results. 
If X is a topologial spae, we denote the set of irreduible omponents of X by Irr(X).
For λ, ν ∈ Λ, we set
Z (λ)ν = Irr
(
S+ν ∩ Gλ
)
.
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An element Z in a set Z (λ)ν is alled an MV yle. Suh a Z is neessarily a losed, irreduible
and noetherian subset of G . It is also T -invariant, for the ation of the onneted group T
on S+ν ∩ Gλ does not permute the irreduible omponents of this intersetion losure. The
oweight ν an be reovered from Z by the rule µ+(Z) = ν; indeed Z is the losure of an
irreduible omponent Y of S+ν ∩ Gλ, so that µ+(Z) = µ+(Y ) = ν. The union
Z (λ) =
⊔
ν∈Λ
Z (λ)ν
is therefore disjoint.
We nally set
Z =
⊔
λ,ν∈Λ
λ>ν
Irr
(
S+λ ∩ S
−
ν
)
.
Arguing as above, one sees that if Z is an irreduible omponent of S+λ ∩ S
−
ν , then λ and ν
are determined by Z through the equations µ+(Z) = λ and µ−(Z) = ν. Using Example 3 (i),
one heks without diulty that for any irreduible and noetherian subset Z of G ,
Z ∈ Z ⇐⇒ Z is an irreduible omponent of S+µ+(Z) ∩ S
−
µ−(Z)
⇐⇒ dimZ = ht(µ+(Z)− µ−(Z)). (9)
A result of Anderson (Proposition 3 in [1℄) asserts that for any λ, ν ∈ Λ with λ antidomi-
nant,
Z (λ)ν =
{
Z ∈ Z
∣∣µ+(Z) = ν, µ−(Z) = λ and Z ⊆ Gλ}.
This fat implies that if λ and µ are two antidominant oweights suh that µ− λ ∈ Λ++ and
if Z ∈ Z (µ), then tλ−µ ·Z ∈ Z (λ). The set Z appears thus as the right way to stabilize the
situation, namely
Z =
{
tν · Z
∣∣∣∣∣ ν ∈ Λ, Z ∈ ⊔
λ∈Λ++
Z (λ)
}
.
It seems therefore legitimate to all MV yles the elements of Z .
From now on, our main aim will be to desribe MV yles as preisely as possible. We
treat here the ase where G has semisimple rank 1. We set C[t−1]+0 = C[t
−1]∗0 = {0}. For eah
positive integer n, we onsider the subsets
C[t−1]+n =
{
a−nt
−n + · · ·+ a−1t
−1
∣∣ (a−n, . . . , a−1) ∈ Cn}
and
C[t−1]∗n =
{
a−nt
−n + · · · + a−1t
−1
∣∣ (a−n, . . . , a−1) ∈ Cn, a−n 6= 0}
of K ; these are ane omplex varieties. Finally we set C[t−1]+ = t−1C[t−1] =
⋃
n∈NC[t
−1]+n
and endow it with the indutive limit of the Zariski topologies on the subspaes C[t−1]+n .
Proposition 8 Assume that G has semisimple rank 1. Let ν ∈ Λ and denote the unique
simple root by α. Then the map f : p 7→ x−α
(
pt−〈α,ν〉
)
[tν ] from C[t−1]+ onto S−ν is a homeo-
morphism. Moreover for eah n ∈ N, the map f indues homeomorphisms
C[t−1]+n
≃
−→ S+ν+nα∨ ∩ S
−
ν and C[t
−1]∗n
≃
−→ S+ν+nα∨ ∩ S
−
ν .
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This proposition implies that if G has semisimple rank 1, then eah intersetion S+λ ∩ S
−
ν is
either empty or irreduible. In this ase thus, the map Z 7→ (µ+(Z), µ−(Z)) is a bijetion
from Z onto {(λ, ν) | λ > ν}, with inverse bijetion (λ, ν) 7→ S+λ ∩ S
−
ν .
Proof of Proposition 8. Let G, α, ν and f be as in the statement of the proposition. The
additive group K ats transitively on S−ν through the map (p, z) 7→ x−α
(
pt−〈α,ν〉
)
z, where
p ∈ K and z ∈ S−ν . The stabilizer in K of [t
ν ] is O. Sine K /O ∼= C[t−1]+, the map f is
bijetive. It is also ontinuous.
Now let n ∈ N. Set λ = ν + nα∨; then n = 〈α, λ − ν〉/2. Speializing the equality
x−α(−a
−1) = xα(−a) a
α∨sα xα(−a)
to the value a = −qtn, where q ∈ O×, multiplying it on the left by tν and notiing that
(−q)α
∨
sα xα(qt
n) ∈ G(O), we get[
x−α
(
q−1t−〈α,λ+ν〉/2
)
tν
]
=
[
xα
(
qt〈α,λ+ν〉/2
)
tλ
]
.
This equality immediately implies that f
(
C[t−1]∗n
)
⊆ S+ν+nα∨ ∩ S
−
ν . Sine
C[t−1]+ =
⊔
n∈N
C[t−1]∗n and S
−
ν =
⊔
n∈N
(
S+ν+nα∨ ∩ S
−
ν
)
,
we dedue that f
(
C[t−1]∗n
)
= S+ν+nα∨ ∩ S
−
ν , and then, using (7), that f
(
C[t−1]+n
)
= S+ν+nα∨ ∩
S−ν . The map f yields thus a ontinuous bijetion from C[t
−1]+n onto S
+
ν+nα∨ ∩ S
−
ν .
It remains to show the ontinuity of f−1. We may assume without loss of generality that
ν = 0. We rst look at the partiular ase G = SL2 with its usual pinning. Given an element
p ∈ K , we write p = {p}<0 + {p}>0 aording to the deomposition K = C[t
−1]+ ⊕ O, and
we denote by p0 the oeient of t
0
in p. We onsider the subsets
Ω′ =
{(
a b
c d
) ∣∣∣∣ a0 6= 0} and Ω′′ = {(a bc d
) ∣∣∣∣ b0 6= 0}
of G(K ), and we dene maps
h′ :
(
a b
c d
)
7→
{
c/{a}>0
}
<0
and h′′ :
(
a b
c d
)
7→
{
d/{b}>0
}
<0
from Ω′ and Ω′′, respetively, to C[t−1]+. Certainly, Ω′ and Ω′′ are open subsets of G(K ),
and h′ and h′′ are ontinuous (see Proposition 1.2 in [2℄ for details on the indutive system
that denes the topology on G(K )). We now observe that U−(K )G(O) ⊆ Ω′ ∪Ω′′ and that
the map h : g 7→ f−1([g]) from U−(K )G(O) to C[t−1]+ is given on Ω′ ∩ U−(K )G(O) by
the restrition of h′, and on Ω′′ ∩ U−(K )G(O) by the restrition of h′′. This map h is thus
ontinuous, and we onlude that f−1 is ontinuous in our partiular ase G = SL2.
The ontinuity of f−1 is then guaranteed whenever G is the produt of SL2 with a torus.
Now any onneted redutive group of semisimple rank 1 is isogenous to suh a produt; the
general ase follows, beause an isogeny between two onneted redutive groups indues a
homeomorphism between the neutral onneted omponents of their respetive Grassmannians
(see for instane Setion 2 of [11℄). 
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3.4 Paraboli retrations
In Setion (5.3.28) of [3℄, Beilinson and Drinfeld desribe a way to relate G with the ane
Grassmannians of Levi subgroups of G. We rephrase their onstrution in a slightly less
general ontext.
Let P be a paraboli subgroup of G whih ontains T , let M be the Levi fator of P
that ontains T , and let P and M be the ane Grassmannians of P and M . The diagram
G ←֓ P ։ M yields similar diagrams G(K ) ←֓ P (K ) ։ M(K ) and G
i
←− P
pi
−→ M . The
ontinuous map i is bijetive but is not a homeomorphism in general (P has usually more
onneted omponents than G ). We may however dene the (non-ontinuous) map rP = π◦i
−1
from G to M .
The group P (K ) ats on M via the projetion P (K ) ։ M(K ) and ats on G via the
embedding P (K ) →֒ G(K ). The map rP an then be haraterized as the unique P (K )-
equivariant setion of the embedding M →֒ G that arises from the inlusion M ⊆ G.
For instane, onsider the ase where P is the Borel subgroup B±; then the Levi fator
M is the torus T and the group P (K ) ontains the group U±(K ). The map rB± : G → T ,
being a U±(K )-equivariant setion of the embedding T →֒ G , sends the whole stratum S±λ
to the point [tλ], for eah λ ∈ Λ.
Remark 9. The map rP an also be understood in terms of a Biaªyniki-Birula deomposition.
Indeed let g, p and t be the Lie algebras of G, P and T . We write g = t ⊕
⊕
α∈Φ g
α
for the
root deomposition of g and put ΦP = {α ∈ Φ | g
α ⊆ p}. Choosing now ξ ∈ Λ suh that
∀α ∈ ΦP , 〈α, λ〉 > 0 and ∀α ∈ Φ \ ΦP , 〈α, λ〉 < 0,
one may hek that rP (x) = lim a→0
a∈C×
aξ · x for eah x ∈ G . This onstrution justies the
name of paraboli retration we give to the map rP .
As noted by Beilinson and Drinfeld (see the proof of Proposition 5.3.29 in [3℄), paraboli
retrations enjoy a transitivity property. Namely onsidering a pair (P,M) inside G as above
and a pair (Q,N) inside M , we get maps G
rP−→ M
rQ
−→ N . The preimage R of Q by the
quotient map P ։M is a paraboli subgroup of G, and N is the Levi fator of R that ontains
T . The omposition rQ ◦ rP is a R(K )-equivariant setion of the embedding N →֒ G ; it thus
oinides with rR.
We will mainly apply these onstrutions to the ase of standard paraboli subgroups. Let
us x the relevant terminology. For eah subset J ⊆ I, we denote by U±J the subgroup of G
generated by the images of the morphisms x±αj for j ∈ J . We denote the subgroup generated
by T ∪U+J ∪U
−
J by MJ and we denote the subgroup generated by B
+ ∪MJ by PJ . Thus MJ
is the Levi fator of PJ that ontains T . We shorten the notation and denote the paraboli
retration rPJ simply by rJ . The Weyl group of MJ an be identied with the paraboli
subgroup WJ of W generated by the simple reetions sj with j ∈ J ; we denote the longest
element of WJ by w0,J .
The Iwasawa deomposition for MJ gives
MJ =
⊔
λ∈Λ
U±J (K )[t
λ].
For λ ∈ Λ, we denote the U±J (K )-orbit of [t
λ] by S±λ,J .
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Lemma 10 For eah λ ∈ Λ, S+λ = (rJ)
−1
(
S+λ,J
)
and w0,JS
+
w−10,Jλ
= (rJ )
−1
(
S−λ,J
)
.
Proof. Consider the transitivity property rR = rQ ◦ rP of paraboli retrations written above
for P = PJ , M = MJ and N = T . For the rst formula, one hooses moreover Q = TU
+
J , so
that R = B+. Realling the equality (rB+)
−1
(
[tλ]
)
= S+λ and its analogue (rQ)
−1
(
[tλ]
)
= S+λ,J
for MJ , we see that the desired formula simply omputes the preimage of [t
λ] by the map
rR = rQ ◦ rP .
For the seond formula, one hooses Q = TU−J , whene R = w0,J B
+w0,J
−1
. Here we
have
(rR)
−1
([
tλ
])
= w0,J (rB+)
−1
([
tw
−1
0,Jλ
])
= w0,J S
+
w−10,Jλ
and (rQ)
−1
(
[tλ]
)
= S−λ,J . Again the desired formula simply omputes the preimage of [t
λ] by
the map rR = rQ ◦ rP . 
To onlude this setion, we note that for any K -point h of the unipotent radial of PJ ,
any g ∈ PJ (K ) and any x ∈ G ,
rJ(gh · x) = (ghg
−1) · rJ(gx) = rJ(gx), (10)
beause ghg−1 is a K -point of the unipotent radial of PJ and thus ats trivially on MJ .
4 Crystal struture and string parametrizations
For eah dominant oweight λ, the set Z (λ) yields a basis of the rational G∨-module L(λ).
One may therefore expet that Z (λ) an be turned in a natural way into a rystal isomorphi
to B(λ). Braverman and Gaitsgory made this idea preise in [9℄. Later in [8℄, these two
authors and Finkelberg extended this result by endowing Z with the struture of a rystal
isomorphi to B˜(−∞). We reall this ruial result in Setion 4.1 and haraterize the rystal
operations on Z in a suitable way for omparisons (Proposition 12).
We begin Setion 4.2 by translating the geometri denition of Braverman, Finkelberg
and Gaitsgory's rystal struture on Z in more algebrai terms (Proposition 14). From there,
we dedue a quite expliit desription of MV yles. More preisely, let b ∈ B(−∞) and
let Ξ(t0 ⊗ b) be the MV yle that orresponds to t0 ⊗ b ∈ B˜(−∞). Theorem 15 exhibits a
parametrization of an open and dense subset of Ξ(t0⊗ b) by a variety of the form (C
×)m×Cn;
this parametrization generalizes the desription in semisimple rank 1 given in Proposition 8.
The next Setion 4.3 introdues subsets Y˜i,c of the ane Grassmannian G , where i ∈ I
l
and
c ∈ Zl. When c is the string parameter in diretion i of an element b ∈ B(−∞), the denition
of Y˜i,c reets the onstrution in the statement of Theorem 15, so that Ξ(t0 ⊗ b) = Y˜i,c. It
turns out that the losure Y˜i,c is always an MV yle, even when c does not belong to the
string one in diretion i. Proposition 16 presents a neessary and suient ondition on Y˜i,c
in order that c may belong to the string one; its proof relies on Berenstein and Zelevinsky's
haraterization of the string one in terms of i-trails [6℄.
The introdution of the subsets Y˜i,c nds its justiation in Setion 4.4. Here we use them
to explain how the algebrai-geometri parametrization of B(−∞) devised by Lusztig in [25℄
is related to MV yles.
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In the ourse of his work on MV polytopes [13, 14℄, Kamnitzer was led to a desription of
MV yles similar to the equality Ξ(t0⊗ b) = Y˜i,c, but starting from the Lusztig parameter of
b instead of the string parameter. In Setion 4.5, we show that the equality and Kamnitzer's
desription are in fat equivalent results.
4.1 Braverman, Finkelberg and Gaitsgory's rystal struture
In Setion 13 of [8℄, Braverman, Finkelberg and Gaitsgory endow Z with the struture of a
rystal with an involution ∗. The main step of their onstrution is an analysis of the behavior
of MV yles with respet to the standard paraboli retrations. For a subset J ⊆ I, we denote
the analogues of the maps µ± for the ane Grassmannian MJ by µ±,J . The following theorem
is due to Braverman, Finkelberg and Gaitsgory; we nevertheless reall quikly its proof sine
we ground the proof of the forthoming Propositions 12 and 14 on it.
Theorem 11 Let J be a subset of I and let Z ∈ Z be an MV yle. Set
ZJ = rJ
(
Z ∩ S−ν
)
∩ S−ρ,J and Z
J = Z ∩ S−ν ∩ (rJ)−1([tρ]),
where ν = µ−(Z) and ρ = w0,J µ+(w0,J
−1Z). Then the map Z 7→ (ZJ , Z
J) is a bijetion from
Z onto the set of all pairs (Z ′, Z ′′), where Z ′ is an MV yle in MJ and Z
′′
is an MV yle
in G whih satisfy
µ−,J(Z
′) = µ+(Z
′′) = w0,J µ+(w0,J
−1Z ′′). (11)
Under this orrespondene, one has
µ+(Z) = µ+,J(ZJ),
µ−(Z) = µ−(Z
J),
w0,J µ+(w0,J
−1Z) = µ−,J(ZJ) = µ+(Z
J) = w0,J µ+(w0,J
−1ZJ).
Proof. Let us onsider three oweights λ, ν, ρ ∈ Λ, in the same oset modulo ZΦ∨, and unre-
lated to the MV yle Z for the moment. The group H = U−J (K ) ats on G , leaving S
−
ν stable.
On the other hand, S−ρ,J is the H-orbit of [t
ρ]; we denote by K the stabilizer of [tρ] in H, so
that S−ρ,J
∼= H/K. Sine the map rJ is H-equivariant, the ation of H leaves stable the inter-
setion S−ν ∩(rJ)
−1
(
S−ρ,J
)
, the ation of K leaves stable the intersetion F = S−ν ∩(rJ )
−1([tρ]),
and we have a ommutative diagram
F
  // H ×K F

≃
// S−ν ∩ (rJ)
−1
(
S−ρ,J
)
rJ

H/K
≃
// S−ρ,J .
In this diagram, the two leftmost arrows dene a ber bundle.
By Lemma 10, F ⊆ S+ρ ∩S
−
ν ; therefore the dimension of F is at most ht(ρ−ν). The group
K is onneted  indeed K = U−J (K ) ∩ t
ρG(O)t−ρ, so it leaves invariant eah irreduible
omponent of F . We thus have a anonial bijetion C 7→ C˜ = H ×K C from Irr(F ) onto
Irr(H ×K F ). If moreover X is a subspae of H/K = S
−
ρ,J , then the assignment (C,D) 7→
C˜ ∩ (rJ )
−1(D) is a bijetion from Irr(F ) × Irr(X) onto Irr(S−ν ∩ (rJ)
−1(X)). We will apply
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this fat to X = S−ρ,J ∩ S
+
λ,J ; using (7) and Proposition 7, one sees easily that X has then
dimension at most ht(λ− ρ). Sine C˜ ∩ (rJ)
−1(D) is a ber bundle with ber C and base D,
its dimension is
dimC + dimD 6 ht(ρ− ν) + ht(λ− ρ) = ht(λ− ν).
Now let Z be an MV yle and set λ = µ+(Z), ν = µ−(Z) and ρ = w0,J µ+(w0,J
−1Z) in
the previous setting. By Proposition 2 and Lemma 10,
Z ∩ S−ν and w0,J
(
w0,J
−1Z ∩ S+
w−10,Jρ
)
= Z ∩ (rJ)
−1
(
S−ρ,J
)
are open and dense subsets in Z. Thus Z˙ = Z∩S−ν ∩(rJ)
−1
(
S−ρ,J
)
is a losed irreduible subset
of S−ν ∩ (rJ )
−1
(
S−ρ,J
)
of dimension dimZ = ht(λ − ν); this subset Z˙ is atually ontained in
S−ν ∩(rJ)
−1(X), beause Z˙ ⊆ Z ⊆ S+λ . It is therefore an irreduible omponent C˜∩(rJ)
−1(D),
with moreover dimC = ht(ρ− ν) and dimD = ht(λ− ρ).
One observes then that [tρ] ∈ D, beause D is a losed and T -invariant subset of S−ρ,J .
Then
C = C˜ ∩ (rJ)
−1([tρ]) = Z˙ ∩ (rJ )
−1([tρ]) = Z ∩ S−ν ∩ (rJ )
−1([tρ]),
and thus, by Lemma 10, C ⊆ S−ν ∩ S
+
ρ ∩ w0,J S
+
w−10,Jρ
. Therefore µ−(C) = ν and µ+(C) =
w0,J µ+(w0,J
−1C) = ρ; Equivalene (9) and the estimate dimC = ht(ρ − ν) imply then
that C is an MV yle. On the other hand, the relations µ+,J(D) 6 λ, µ−,J(D) = ρ and
dimD = ht(λ − ρ) imply altogether that D is an MV yle in MJ and that µ+,J(D) = λ.
Moreover
D = rJ(Z˙) = rJ
(
Z ∩ S−ν
)
∩ S−ρ,J .
Thus ZJ = D and Z
J = C satisfy the onditions stated in the theorem.
Conversely, given Z ′ and Z ′′ as in the statement of the theorem, we take λ = µ+,J(Z
′),
ν = µ−(Z
′′) and ρ = µ−,J(Z
′) in the onstrution above, and we set C = Z ′′∩F , D = Z ′∩S−ρ,J
and Z˙ = C˜ ∩ (rJ )
−1(D). Then C is an open and dense subset in Z ′′; it is therefore irreduible
with the same dimension as Z ′′, namely ht(ρ − ν). Sine it is a losed subset of F , C is
an irreduible omponent of F . Likewise D has dimension ht(λ − ρ) and is an irreduible
omponent of X = S−ρ,J ∩ S
+
λ,J . The rst part of the reasoning above implies thus that Z˙ is
irreduible of dimension dimC + dimD = ht(λ − ν). Sine µ+(Z˙) = λ and µ−(Z˙) = ν, it
follows from Equivalene (9) that Z = Z˙ is an MV yle.
It is then routine to hek that the two maps Z 7→ (ZJ , Z
J) and (Z ′, Z ′′) 7→ Z are mutually
inverse bijetions. 
We are now ready to dene Braverman, Finkelberg and Gaitsgory's rystal struture on
Z . Let Z be an MV yle. We set
wt(Z) = µ+(Z).
Given i ∈ I, we apply Theorem 11 to Z and J = {i}. We set ρ = si µ+(si
−1Z) and get a
deomposition
(
Z{i}, Z
{i}
)
of Z. Then we set
εi(Z) =
〈
αi,
−µ+(Z)− ρ
2
〉
and ϕi(Z) =
〈
αi,
µ+(Z)− ρ
2
〉
.
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Sine µ+(Z) − ρ = µ+,{i}
(
Z{i}
)
− µ−,{i}
(
Z{i}
)
belongs to Nα∨i , the denition for ϕi(Z) is
equivalent to the equation
µ+(Z)− ρ = ϕi(Z)α
∨
i . (12)
The MV yles e˜iZ and f˜iZ are dened by the following requirements:
µ+(e˜iZ) = µ+(Z) + α
∨
i ,
µ+(f˜iZ) = µ+(Z)− α
∨
i ,
(e˜iZ)
{i} = (f˜iZ)
{i} = Z{i};
if µ+(Z) = ρ, that is, if ϕi(Z) = 0, then we set f˜iZ = 0.
These onditions do dene the MV yles e˜iZ and f˜iZ. Indeed they presribe the ompo-
nents (e˜iZ)
{i}
and (f˜iZ)
{i}
and require
µ+,{i}
(
(e˜iZ){i}
)
= µ+(e˜iZ) = µ+(Z) + α
∨
i = µ+,{i}
(
Z{i}
)
+ α∨i
µ−,{i}
(
(e˜iZ){i}
)
= µ+
(
(e˜iZ)
{i}
)
= µ+
(
Z{i}
)
= µ−,{i}
(
Z{i}
)
and
µ+,{i}
(
(f˜iZ){i}
)
= µ+(f˜iZ) = µ+(Z)− α
∨
i = µ+,{i}
(
Z{i}
)
− α∨i
µ−,{i}
(
(f˜iZ){i}
)
= µ+
(
(f˜iZ)
{i}
)
= µ+
(
Z{i}
)
= µ−,{i}
(
Z{i}
)
.
These latter equations fully determine the omponents (e˜iZ){i} and (f˜iZ){i} beause M{i} has
semisimple rank 1 (see the omment after the statement of Proposition 8).
One heks without diulty that Z , endowed with these maps wt, εi, ϕi, e˜i and f˜i, satis-
es Kashiwara's axioms of a rystal. On the other hand, let g 7→ gt be the antiautomorphism
of G that xes T pointwise and that maps x±α(a) to x∓α(a) for eah simple root α and eah
a ∈ C. Then the involutive automorphism g 7→ (gt)−1 of G extends to G(K ) and indues
an involution on G , whih we denote by x 7→ x∗. The image of an MV yle Z under this
involution is an MV yle Z∗. The properties of this involution Z 7→ Z∗ with respet to the
rystal operations allow Braverman, Finkelberg and Gaitsgory [8℄ to establish the existene of
an isomorphism of rystals Ξ : B˜(−∞)
≃
−→ Z . This isomorphism is unique and is ompatible
with the involutions ∗ on B˜(−∞) and Z . One heks that
Ξ(tλ ⊗ 1) =
{
[tλ]
}
, µ−
(
Ξ(tλ ⊗ b)
)
= λ, (13)
Ξ(tλ ⊗ b) = t
λ · Ξ(t0 ⊗ b), dim Ξ(tλ ⊗ b) = ht(wt(b)),
for all λ ∈ Λ and b ∈ B(−∞).
The following proposition gives a useful riterion whih says when two MV yles are
related by an operator e˜i.
Proposition 12 Let Z and Z ′ be two MV yles in G and let i ∈ I. Then Z ′ = e˜iZ if and
only if the four following onditions hold:
µ−(Z
′) = µ−(Z),
si µ+(si
−1Z ′) = si µ+(si
−1Z),
µ+(Z
′) = µ+(Z) + α
∨
i ,
Z ′ ⊇ Z.
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Proof. We rst prove that the onditions in the statement of the proposition are suient to
ensure that Z ′ = e˜iZ. We assume that the two MV yles Z and Z
′
enjoy the onditions
above and we set
ρ = si µ+(si
−1Z) = si µ+(si
−1Z ′),
ν = µ−(Z) = µ−(Z
′),
F = S−ν ∩ (r{i})
−1([tρ]).
The proof of Theorem 11 tells us that C = Z ∩ F and C ′ = Z ′ ∩ F are two irreduible
omponents of F . The ondition Z ′ ⊇ Z entails then C ′ ⊇ C, and thus C ′ = C. It follows
that
Z{i} = C = C ′ = Z ′{i}.
This being known, the assumption µ+(Z
′) = µ+(Z) + α
∨
i implies Z
′ = e˜iZ.
Conversely, assume that Z ′ = e˜iZ. Routine arguments show then that the three rst
onditions in the statement of the proposition hold. Setting ρ, ν, F , C and C ′ as in the rst
part of the proof, we get
C = C ∩ F = Z{i} ∩ F = Z ′{i} ∩ F = C ′ ∩ F = C ′.
On the other hand, set D = Z{i} ∩ S
−
ρ,{i} and D
′ = Z ′{i} ∩ S
−
ρ,{i}. Using Proposition 8, we see
that
D = S+µ+(Z),{i} ∩ S
−
ρ,{i} ∩ S
−
ρ,{i} = S
+
µ+(Z),{i}
∩ S−ρ,{i}
is ontained in
D′ = S+µ+(Z′),{i} ∩ S
−
ρ,{i} ∩ S
−
ρ,{i} = S
+
µ+(Z′),{i}
∩ S−ρ,{i}.
Adopting the notation C˜ from the proof of Theorem 11, we dedue that C˜ ∩ (r{i})
−1(D) is
ontained in C˜ ∩ (r{i})
−1(D′). The losure Z of the rst set is thus ontained in the losure
Z ′ of the seond set. 
For eah dominant oweight λ ∈ Λ++, the two sets B(λ) and Z (λ) have the same ar-
dinality; indeed they both index bases of two isomorphi vetor spaes, namely the rational
irreduible G∨-module with highest weight λ and the intersetion ohomology of Gλ, respe-
tively. More is true: in [9℄, Braverman and Gaitsgory endow Z (λ) with the struture of a
rystal and show the existene of an isomorphism of rystals Ξ(λ) : B(λ)
≃
−→ Z (λ) (see [9℄,
p. 569).
Proposition 13 The following diagram ommutes:
B(λ)
_
ιw0λ

Ξ(λ)
// Z (λ)
_

Tw0λ ⊗B(−∞) Ξ
// Z .
Proof. Let Z,Z ′ ∈ Z (λ) and assume that Z ′ is the image of Z by the rystal operator dened
in Setion 3.3 of [9℄. The denition of this operator is so similar to the denition of our (in
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fat, Braverman, Finkelberg and Gaitsgory's) rystal operator e˜i that a slight modiation of
the proof of Proposition 12 yields
µ−(Z
′) = µ−(Z),
si µ+(si
−1Z ′) = si µ+(si
−1Z),
µ+(Z
′) = µ+(Z) + α
∨
i ,
Z ′ ⊇ Z.
By Proposition 12, this implies that Z ′ is the image of Z by our rystal operator e˜i. In other
words, the inlusion Z (λ) →֒ Z is an embedding of rystals when Z (λ) is endowed with the
rystal struture from [9℄.
Thus both maps Ξ◦ιw0λ and Ξ(λ) are rystal embeddings of B(λ) into Z . Also both maps
send the lowest weight element blow of B(λ) onto the MV yle
{
[tw0λ]
}
. The proposition then
follows from the fat that eah element of B(λ) an be obtained by applying a sequene of
rystal operators to blow. 
Remark. One an establish the equality Ξ◦ ιw0λ(B(λ)) = Z (λ) without using Braverman and
Gaitsgory's isomorphism Ξ(λ) by the following diret argument. Let Z ∈ Z (λ). Certainly
µ−(Z) = w0λ, so by Equation (13), Ξ
−1(Z) may be written tw0λ ⊗ b with b ∈ B(−∞). Take
i ∈ I and set ρ = si µ−(si
−1Z). Then si
−1Z meets S−
s−1i ρ
, and thus
[
ts
−1
i ρ
]
belongs to si
−1Z,
for si
−1Z is losed and T -stable. From the inlusion Z ⊆ Gλ, we then dedue that [t
ρ] ∈ Gλ.
Using Equation (6) and the desription (Gµ)
T =
{
[twµ]
∣∣ w ∈W} (see the proof of Proposition
2), this yields
ρ ∈
{
wµ
∣∣ w ∈W, µ ∈ Λ++ suh that λ > µ}.
On the other side,
ρ− w0λ = si µ−
(
si
−1Z
)
− µ−(Z) = µ+(Z
∗)− si µ+
(
si
−1Z∗
)
= ϕi(Z
∗)α∨i .
These two fats together entail ϕi(Z
∗) 6 〈αi,−w0λ〉. Sine
ϕi(Z
∗) = ϕi(Ξ
−1(Z∗)) = ϕi(Ξ
−1(Z)∗) = ϕi((tw0λ ⊗ b)
∗) = ϕi(t−w0λ−wt(b) ⊗ b
∗) = ϕi(b
∗),
we obtain ϕi(b
∗) 6 〈αi,−w0λ〉. This inequality holds for eah i ∈ I, therefore the ele-
ment tw0λ ⊗ b belongs to ιw0λ(B(λ)). We have thus established the inlusion Ξ
−1(Z (λ)) ⊆
ιw0λ(B(λ)). Sine B(λ) and Z (λ) have the same ardinality, this inlusion is an equality.
4.2 Desription of an MV yle from the string parameter
We begin this setion with a proposition that translates Braverman, Finkelberg and Gaits-
gory's geometrial denition for the rystal operation e˜i into a more algebrai language. This
proposition omes in to avors: Statement (i) is terse, whereas Statement (ii) is verbose but
yields more rened information. We reall that the notations C[t−1]+k and C[t
−1]∗k have been
dened in Setion 3.3.
Proposition 14 Let Z be an MV yle, let i ∈ I, let k ∈ N, and set Z ′ = e˜ki (Z).
(i) For eah p ∈ O, the ation of yi
(
ptεi(Z)
)
stabilizes Z. The MV yle Z ′ is the losure of{
yi(p) z
∣∣ z ∈ Z and p ∈ K × suh that val(p) = −k + εi(Z)}.
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(ii) Set ν = µ−(Z), ρ = siµ+(si
−1Z), Z˙ = Z∩S−ν ∩
(
si S
+
s−1i ρ
)
and Z˙ ′ = Z ′∩S−ν ∩
(
si S
+
s−1i ρ
)
.
Then the map f : (p, z) 7→ yi
(
ptεi(Z)
)
z is a homeomorphism from C[t−1]+k × Z˙ onto Z˙
′
. If
moreover ρ = µ+(Z), then Z˙ = Z ∩ S
−
ν ∩ S
+
µ+(Z)
and f indues a homeomorphism from
C[t−1]∗k × Z˙ onto an open and dense subset of Z
′ ∩ S−ν ∩ S
+
µ+(Z′)
.
Proof. We begin with the proof of Statement (ii). Let Z be an MV yle and let i ∈ I. We
adopt the notation used in the proof of Theorem 11, with here J = {i}. We set λ = µ+(Z),
ν = µ−(Z), ρ = siµ+(si
−1Z), n = ϕi(Z) = 〈αi, λ − ρ〉/2, F = S
−
ν ∩ (r{i})
−1([tρ]) and
X = S−ρ,{i} ∩ S
+
λ,{i}. Then
C = Z ∩ S−ν ∩ (r{i})
−1([tρ]) and D = r{i}
(
Z ∩ S−ν
)
∩ S−ρ,{i}
are irreduible omponents of F and X, respetively. Proposition 8 implies then that D = X
and that the map h : p 7→ yi
(
pt−〈αi,ρ〉
)
[tρ] from K to M{i} indues a homeomorphism from
C[t−1]+n onto D.
Let k ∈ N and set D′ = S−
ρ,{i}
∩ S+
λ+kα∨i ,{i}
. Then h indues a homeomorphism from
C[t−1]+n+k onto D
′
. Sine −〈αi, ρ〉 = εi(Z)+n, it follows that the map g : (p, x) 7→ yi
(
ptεi(Z)
)
x
from K ×M{i} to M{i} indues a homeomorphism from C[t
−1]+k ×D onto D
′
. Now set
Z ′ = e˜ki (Z), Z˙ = Z ∩ S
−
ν ∩
(
si S
+
s−1i ρ
)
and Z˙ ′ = Z ′ ∩ S−ν ∩
(
si S
+
s−1i ρ
)
.
The proof of Theorem 11 gives us Z˙ = C˜ ∩ (r{i})
−1(D) and Z˙ ′ = C˜ ∩ (r{i})
−1(D′). Consider
the map f : (p, z) 7→ yi
(
ptεi(Z)
)
z from K ×G to G . Using that the ation of the group yi(K )
stabilizes C˜ and ommutes with the paraboli retration r{i}, we onlude that f indues a
homeomorphism from C[t−1]+k × Z˙ onto Z˙
′
. The rst assertion in Statement (ii) is thus shown.
Suppose now that λ = ρ, and denote by N the onneted omponent of M{i} that
ontains [tρ]. By Lemma 10, r{i}(Z)∩N is ontained in both S
+
λ,{i} and S
−
ρ,{i}, hene in their
intersetion
{
[tρ]
}
. This shows that r{i}(Z)∩ S
+
λ,{i} =
{
[tρ]
}
= r{i}(Z)∩ S
−
ρ,{i}, and thus that
Z ∩ S+λ = Z ∩
(
si S
+
s−1i ρ,{i}
)
, again by Lemma 10. Therefore Z˙ = Z ∩ S−ν ∩ S
+
λ . Now if k = 0,
then
f
(
C[t−1]∗k × Z˙
)
= Z˙ = Z ∩ S−ν ∩ S
+
λ = Z
′ ∩ S−ν ∩ S
+
µ+(Z′)
.
And if k > 0, then by Proposition 8
g(C[t−1]∗k ×D) = h(C[t
−1]∗n+k) = S
−
ρ,{i} ∩ S
+
λ+kα∨i ,{i}
= D′ ∩ S+
λ+kα∨i ,{i}
,
and thus by Lemma 10
f(C[t−1]∗k × Z˙) = Z˙
′ ∩ S+µ+(Z′),
whih is an open subset of Z ′ ∩ S−ν ∩ S
+
µ+(Z′)
. This onludes the proof of Statement (ii).
We now turn to the proof of Statement (i). We rst observe that h(O) =
{
[tρ]
}
. Let p ∈ O
and write pt−n = q+ r, with q ∈ C[t−1]+n and r ∈ O. For eah x ∈ D, we an nd s ∈ C[t
−1]+n
suh that x = h(s), and then
yi
(
ptεi(Z)
)
· x = yi
(
(q + r)t−〈αi,ρ〉
)
· h(s) = h(q + r + s) = h(q + s) · h(r) = h(q + s)
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belongs to D. The ation of yi
(
ptεi(Z)
)
therefore stabilizes D. Sine it stabilizes also C˜ and
ommutes with r{i}, it stabilizes Z˙. We onlude that it stabilizes Z˙ = Z.
Using this, we see that{
yi(p) z
∣∣ z ∈ Z and p ∈ K × suh that val(p) = −k + εi(Z)} = f(C[t−1]∗k × Z).
This set has the same losure as f(C[t−1]∗k × Z˙), namely Z
′
. This ompletes the proof of
Statement (i). 
We now reall the denition of the string parameter of an element in B(−∞). To eah
sequene i = (i1, . . . , il) of elements of I, we assoiate an injetive map Ψi from B(−∞) to
Nl ×B(−∞) by the following reursive denition:
• If l = 0, then Ψ() : B(−∞)→ B(−∞) is the identity map.
• If l > 1 and b ∈ B(−∞), then Ψi(b) =
(
c1,Ψj(f˜
c1
i1
b)
)
, where c1 = ϕi1(b) and j = (i2, . . . , il).
To the sequene i, one also assoiates reursively an element wi ∈ W by setting w() = 1 and
asking that wi is the longest of the two elements wj and si1wj, where j = (i2, . . . , il) as above.
Finally, one denes the subset
B(−∞)i =
{
b ∈ B(−∞)
∣∣ ∃(k1, . . . , kl) ∈ Nl, b = e˜k1i1 · · · e˜klil 1}.
From Kashiwara's work on Demazure modules [17℄ (see also Setion 12.4 in [18℄), one dedues
that:
• B(−∞)i depends only on wi and not on i.
• If i is a redued deomposition of the longest element w0 of W , then B(−∞)i = B(−∞).
• B(−∞)i is the set of all b ∈ B(−∞) suh that Ψi(b) has the form
(
ci(b), 1
)
for a ertain
ci(b) ∈ N
l
.
The map ci : B(−∞)i → N
l
impliitly dened in the third item above is alled the string
parametrization in the diretion i. Its image is alled the string one and is denoted by Ci.
The next theorem aords an expliit desription of the MV yle Ξ(t0⊗ b) from the string
parameter of b. It shows in partiular that MV yles are rational varieties, a fat already
known from Gaussent and Littelmann's work (see for instane Theorem 4 in [11℄).
Theorem 15 Let i ∈ I l and b ∈ B(−∞)i. Write ci(b) = (c1, . . . , cl), set
ej = −
l∑
k=j+1
ck〈αij , α
∨
ik
〉
for eah j ∈ {1, . . . , l}, and set Z = Ξ(t0 ⊗ b). Then the map
(p1, . . . , pl) 7→
[
yi1(p1t
e1) · · · yil(plt
el)
]
is an embedding of C[t−1]∗c1×· · ·×C[t
−1]∗cl as an open and dense subset of Z∩S
+
µ+(Z)
∩S−µ−(Z).
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Proof. We use indution on the length l of the sequene i. The assertion ertainly holds when
l = 0, for in this ase b = 1 and thus Y˜i,c =
{
[t0]
}
.
Now let i ∈ I l and b ∈ B(−∞)i. We write i = (i1, . . . , il) and ci(b) = (c1, . . . , cl). We set
i′ = (i2, . . . , il) and b
′ = f˜ c1i1 b. We will apply the indution hypothesis to i
′
and b′.
We note that ϕi1(b
′) = 0 and that ci′(b
′) = (c2, . . . , cl). For j ∈ {1, . . . , l}, we set ej =
−
∑l
k=j+1 ck〈αij , α
∨
ik
〉. We set Z = Ξ(t0 ⊗ b) and Z
′ = Ξ(t0 ⊗ b
′); then Z = e˜c1i1 (Z
′), for Ξ is
an isomorphism of rystals. The equality ϕi1(b
′) = 0 implies that
εi1(Z
′) = εi1(t0 ⊗ b
′) = εi1(b
′) = −〈αi1 ,wt(b
′)〉 = e1.
Thanks to (12), the equality ϕi1(b
′) = 0 also leads to
µ+(Z
′) = siµ+
(
si
−1Z ′
)
.
Proposition 14 (ii) thus asserts that the map (p, z) 7→ yi1(pt
e1)z is a homeomorphism from
C[t−1]∗c1 ×
(
Z ′ ∩ S+µ+(Z′) ∩ S
−
µ−(Z′)
)
onto an open and dense subset of Z ∩ S+µ+(Z) ∩ S
−
µ−(Z)
.
Theorem 15 then follows immediately by indution. 
4.3 The subsets Y˜i,c
Given a sequene i = (i1, . . . , il) of elements of I and a sequene p = (p1, . . . , pl) of elements
of K , we form the element
yi(p) = yi1(p1) · · · yil(pl).
Given the sequene i as above and a sequene c = (c1, . . . , cl) of integers, we set
Y˜i,c =
{
[yi(p)]
∣∣ p ∈ (K ×)l suh that val(pj) = c˜j},
where c˜j = −cj −
∑l
k=j+1 ck〈αij , α
∨
ik
〉.
Proposition 16 (i) Let i ∈ I l, let b ∈ B(−∞)i and set c = ci(b). Then the MV yle
Ξ(t0 ⊗ b) is the losure of Y˜i,c.
(ii) Let i = (i1, . . . , iN ) be a redued deomposition of w0 and let c = (c1, . . . , cN ) be an
element in ZN . Let Z be the losure of Y˜i,c and let λ be the oweight c1α
∨
i1
+ · · · + cNα
∨
iN
.
Then Z is an MV yle, µ−(Z) = 0 and µ+(Z) > λ. Moreover µ+(Z) = λ if and only if
c ∈ Ci.
Many assertions of this proposition follow easily from Proposition 14 and Theorem 15.
The truly new points are the inequality µ+(Z) > λ in Statement (ii) and the fat that the
equality µ+(Z) = λ holds only if c ∈ Ci. We will ground our proof on the notion of i-trail in
Berenstein and Zelevinsky's work [6℄. We rst reall what it is about.
We denote the dierential at 0 of the one-parameter subgroups xαi and x−αi by Ei and
Fi, respetively; they are elements of the Lie algebra of G. Let i = (i1, . . . , iN ) be a redued
deomposition of w0, let γ and δ two weights in X, let V be a rational G-module, and write
V =
⊕
η∈X Vη for its deomposition in weight subspaes. Aording to Denition 2.1 in [6℄,
an i-trail from γ to δ in V is a sequene of weights π = (γ = γ0, γ1, . . . , γN = δ) suh that
eah dierene γj−1 − γj has the form njαij for some non-negative integer nj , and suh that
En1i1 · · ·E
nN
iN
denes a non-zero map from Vδ to Vγ . To suh an i-trail π, Berenstein and
Zelevinsky assoiate the sequene of integers dj(π) = 〈γj−1 + γj , α
∨
ij
〉/2.
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Assume moreover that G is semisimple and simply onneted. In that ase, X is the free
Z-module with basis the set {ωi | i ∈ I} of fundamental weights. For eah i ∈ I, we an thus
speak of the simple rational G-module with highest weight ωi, whih we denote by V (ωi).
Then by Theorem 3.10 in [6℄, the string one Ci is the set of all (c1, . . . , cN ) ∈ Z
N
suh that∑
j dj(π)cj > 0 for any i ∈ I and any i-trail π from ωi to w0siωi in V (ωi).
The following lemma explains why i-trails are relevant to our problem.
Lemma 17 Let i, c, Z and λ be as in the statement of Proposition 16 (ii), let i ∈ I, and
assume that G is semisimple and simply onneted. Then 〈ωi, λ− µ+(Z)〉 is the minimum of
the numbers
∑
j dj(π)cj for all weights δ ∈ X and all i-trails π from ωi to δ in V (ωi).
Proof. Let us onsider an i-trail π = (γ0, γ1, . . . , γN ) in V (ωi) whih starts from γ0 = ωi.
Introduing the integers nj suh that γj−1 − γj = njαij , we obtain γj = ωi −
∑j
k=1 nkαik for
eah j ∈ {1, . . . , N} and so
dj(π) = 〈ωi, α
∨
ij 〉 −
j−1∑
k=1
nk〈αik , α
∨
ij 〉 − nj.
We then ompute
N∑
j=1
dj(π)cj − 〈ωi, λ〉 =
N∑
j=1
(
−nj −
j−1∑
k=1
〈αik , α
∨
ij 〉nk
)
cj = n1c˜1 + · · ·+ nN c˜N ,
where we set as usual c˜j = −cj −
∑N
k=j+1 ck〈αij , α
∨
ik
〉 for eah j ∈ {1, . . . , N}.
We adopt the notational onventions set up before Proposition 4. In partiular, we embed
V (ωi) inside V (ωi)⊗C K and we view this latter as a representation of the group G(K ). We
also onsider a non-degenerate ontravariant bilinear form (?, ?) on V (ωi); it is ompatible
with the deomposition of V (ωi) as the sum of its weight subspaes and it satises (v,Eiv
′) =
(Fiv, v
′) for any i ∈ I and any vetors v and v′ in V (ωi). We extend the ontravariant bilinear
form to V (ωi)⊗C K by multilinearity.
By Proposition 2, 〈ωi, µ+(Z)〉 is the maximum of 〈ωi, ν〉 for those ν ∈ Λ suh that S
+
ν
meets Y˜c,i. Using Proposition 4 (ii), we dedue that
〈ωi, µ+(Z)〉 = max
{
− val
(
g−1 · vωi
) ∣∣∣ g ∈ G(K ) suh that [g] ∈ Y˜c,i}
= max
{
− val
((
v, yi(p)
−1 · vωi
)) ∣∣∣∣∣ v ∈ V (ωi), p ∈ (K ×)N
suh that val(pj) = c˜j
}
,
where we wrote p = (p1, . . . , pN ) as usual. Moreover we may ask that the vetor v in the last
maximum is a weight vetor.
Let us denote by M the minimum of the numbers
∑
j dj(π)cj for all i-trails π in V (ωi)
whih start from ωi. We expand the produt
yi(p)
−1 = exp(−pNFiN ) · · · exp(−p1Fi1) =
∑
n1,...,nN>0
(−1)n1+···+nN pn11 · · · p
nN
N
n1! · · ·nN !
FnNiN · · ·F
n1
i1
and we substitute in
(
v, yi(p)
−1 · vωi
)
: we get a sum of terms of the form
(−1)n1+···+nN pn11 · · · p
nN
N
n1! · · · nN !
(
v, FnNiN · · ·F
n1
i1
· vωi
)
.
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If suh a term is not zero, then the sequene
π = (ωi, ωi − n1αi1 , ωi − n1αi1 − n2αi2 , . . . , ωi − n1αi1 − · · · − nNαiN )
is an i-trail and the term has valuation
n1c˜1 + · · ·+ nN c˜N =
N∑
j=1
dj(π)cj − 〈ωi, λ〉 >M − 〈ωi, λ〉.
Therefore the valuation of (v, yi(p)
−1 ·vωi) is greater or equal toM−〈ωi, λ〉 for any v ∈ V (ωi);
we onlude that 〈ωi, µ+(Z)〉 6 〈ωi, λ〉 −M .
Conversely, let π be an i-trail in V (ωi) whih starts from ωi and whih is suh that∑
j dj(π)cj = M . With this i-trail ome the numbers n1, . . . , nN as before. By denition of
an i-trail, there is then a weight vetor v ∈ V (ωi) suh that(
v, FnNiN · · ·F
n1
i1
· vωi
)
6= 0.
Given (a1, . . . , aN ) ∈ (C
×)N , we set p = (a1t
c˜1 , . . . , aN t
c˜N ) and look at the oeient f
of tM−〈ωi,λ〉 in
(
v, yi(p)
−1 · vωi
)
. The omputation above shows that f is a polynomial in
(a1, . . . , aN ); it is not zero sine the oeient of a
n1
1 · · · a
nN
N in f is
(−1)n1+···+nN
n1! · · ·nN !
(
v, FnNiN · · ·F
n1
i1
· vωi
)
6= 0.
Therefore there exists p ∈ (K ×)N with val(pj) = c˜j suh that
(
v, yi(p)
−1 · vωi
)
has valuation
6M − 〈ωi, λ〉. It follows that 〈ωi, µ+(Z)〉 > 〈ωi, λ〉 −M , whih ompletes the proof. 
Proof of Proposition 16. Statement (i) is established in the same fashion as Theorem 15, using
Proposition 14 (i) instead of Proposition 14 (ii).
Now let i, c, Z and λ as in the statement of Statement (ii). Applying repeatedly Propo-
sition 14 (i), one shows easily that Z is an MV yle. Furthermore by its very denition, Y˜i,c
is ontained in S−0 ; this entails that µ−(Z) = 0.
If c is the string in diretion i of an element b ∈ B(−∞), then Z = Ξ(t0 ⊗ b), and thus
µ+(Z) = wt(Z) = wt(t0 ⊗ b) = wt(b) = wt
(
e˜c1i1 · · · e˜
cN
iN
1
)
= λ.
The equality µ+(Z) = λ holds therefore for eah c ∈ Ci.
It remains to show that µ+(Z) > λ with equality only if c ∈ Ci. Let us rst onsider the
ase where G is semisimple and simply onneted. Then Λ = ZΦ∨ and we an speak of the
fundamental weights ωi and of the G-modules V (ωi).
Let i ∈ I. The sequene
π = (ωi, si1ωi, si2si1ωi, . . . , w0ωi)
is an i-trail in V (ωi) for whih dj(π) = 0 for eah j. By Lemma 17, we dedue
〈ωi, λ− µ+(Z)〉 6
∑
j
dj(π)cj = 0.
This is enough to guarantee that µ+(Z) > λ.
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Suppose now that µ+(Z) = λ. Lemma 17 implies then that
∑
j dj(π)cj > 0 for all i ∈ I,
all weights δ ∈ X, and all i-trails π from ωi to δ in V (ωi). In partiular, this holds for all i ∈ I
and all i-trails π from ωi to w0siωi in V (ωi). By Theorem 3.10 in [6℄, this implies c ∈ Ci. The
proof is thus omplete in the ase where G is semisimple and simply onneted.
In the general ase, we note that the inlusion ZΦ∨ →֒ Λ denes an epimorphism from
a semisimple simply onneted group G˙ onto G, suh that ZΦ∨ is the oharater group of
a maximal torus T˙ of G˙ and Φ is the root system of (G˙, T˙ ). The morphism from G˙ to G
then indues a homeomorphism from G˙ onto the neutral onneted omponent of G . The
subsets Y˜i,c of G˙ and G math under this homeomorphism, as do the funtions µ±. Sine
Proposition 16 holds for G˙, it holds for G as well. 
4.4 Lusztig's algebrai-geometri parametrization of B
As we have seen in Setion 4.2, the hoie of a redued deomposition i of w0 determines a
bijetion ci : B(−∞) → Ci, alled the string parametrization. The deomposition i also
determines a bijetion bi : N
N → B(−∞), alled the Lusztig parametrization, whih reets
Lusztig's original onstrution [23℄ of the anonial basis on a ombinatorial level. We refer
the reader to [24℄, [29℄ and Setion 3.1 in [6℄ for additional information on the map bi and its
onstrution.
The Lusztig parametrizations bi are onvenient beause they permit a study of B(−∞)
by way of numerial data in a xed domain NN , but they are not intrinsi, for they depend
on the hoie of i. To avoid this drawbak, Lusztig introdues in [25℄ a parametrization of
B(−∞) in terms of losed subvarieties in ar spaes on U−. We will rst reall briey his
onstrution and then we will explain a relationship with MV yles. For simpliity, Lusztig
restrits himself to the ase where G is simply laed, but he explains in the introdution of
[25℄ that his results hold in the general ase as well.
Lusztig starts by realling a general onstrution. To a omplex algebrai variety X and
a non-negative integer s, one an assoiate the spae Xs of all jets of urves drawn on X, of
order s. In formulas, one looks at the algebra Cs = C[[t]]/(t
s+1) and denes Xs as the set of
morphisms from SpecCs to X. If X is smooth of dimension n, then Xs is smooth of dimension
(s+ 1)n. There exist morphisms of trunation
· · · → Xs+1 → Xs → · · · → X1 → X0 = X;
the projetive limit of this inverse system of maps is the spae X(O). Finally the assignment
X  Xs is funtorial, hene Xs is a group as soon as X is one.
Now let i be a redued deomposition of w0. The morphism
yi : (a1, . . . , aN ) 7→ yi1(a1) · · · yiN (aN )
from (C)N to U− gives by funtoriality a morphism (yi)s : (Cs)
N → (U−)s. Given an element
d = (d1, . . . , dN ) in N
N
, we may look at the image of the subset
(td1Cs)× · · · × (t
dNCs) ⊆ (Cs)
N
by (yi)s. This is a onstrutible, irreduible subset of (U
−)s. If s is big enough, then the
losure of this subset depends only on b = bi(d) and not on i and d individually. (This
is Lemma 5.2 of [25℄; the preise ondition is that s must be stritly larger than ht(wt b).)
One may therefore denote this losure by Vb,s; it is a losed irreduible subset of (U
−)s of
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odimension ht(wt b). Proposition 7.5 in [25℄ asserts that moreover the assignment b 7→ Vb,s is
injetive for s big enough: there is a onstant M depending only on the root system Φ suh
that (
Vb,s = Vb′,s and s > M ht(wt b)
)
=⇒ b = b′
for any b, b′ ∈ B(−∞). Thus b 7→ Vb,s may be seen as a parametrization of B(−∞) by losed
irreduible subvarieties of (U−)s.
Our next result shows that Lusztig's onstrution is related to MV yles and to Braver-
man, Finkelberg and Gaitsgory's theorem. We x a dominant oweight λ ∈ Λ++. By Proposi-
tion 1, the map x 7→ x·[tw0λ] from G(O) to G fatorizes through the redution map G(O)→ Gs
when s is big enough, dening thus a map
Υs : Gs → G , x 7→ x · [t
w0λ].
On the other hand, we may onsider the two embeddings of rystals κλ : B(λ) →֒ B(∞)⊗Tλ
and ιw0λ : B(λ) →֒ Tw0λ ⊗ B(−∞), as in Setion 2.2. Finally, the isomorphism B(∞)
∨ ∼=
B(−∞) yields a bijetion b 7→ b∨ from B(∞) onto B(−∞).
Proposition 18 We adopt the notations above and assume that s is big enough so that the
map Υs exists and that the losed subsets Vb∨,s are dened for eah b⊗ tλ in the image of κλ.
Then the diagram
B(λ)
_
ιw0λ

  κλ // im(κλ)
b⊗tλ 7→Υs(Vb∨,s)

Tw0λ ⊗B(−∞) Ξ
// Z
ommutes.
Proof. This is a onsequene of Proposition 16 (i), ombined with a result of Morier-Genoud
[28℄. We rst look at the ommutative diagram that denes the embedding ιw0λ, namely
B(λ)
K k
κλ
xxrr
rr
rr
rr
rr
≃
//
t
ιw0λ ''N
NN
NN
NN
NN
NN
B(−w0λ)
∨
_

B(−w0λ)oo_ _ _ _ _ _
_
κ−w0λ

B(∞) ⊗Tλ Tw0λ ⊗B(−∞) B(∞)⊗T−w0λ.
oo_ _ _
The two arrows in broken line on this diagram are the maps b 7→ b∨; they are not morphisms
of rystals. The map from B(−w0λ) to B(λ) obtained by omposing the two arrows on the
top line intertwines the raising operators e˜i with their lowering ounterparts f˜i and sends the
highest weight element of B(−w0λ) to the lowest weight element ofB(λ); it therefore oinides
with the map denoted by Φ−w0λ in [28℄.
Now let b ∈ B(λ). We write κλ(b) = b
′ ⊗ tλ and κ−w0λ(Φ
−1
−w0λ
(b)) = b′′ ⊗ t−w0λ;
thus ιw0λ(b) = tw0λ ⊗ (b
′′)∨. We hoose a redued deomposition i of w0 and we set c =
(c1, . . . , cN ) = ci((b
′′)∨) and (d1, . . . , dN ) = b
−1
i ((b
′)∨). We additionally set c˜j = −cj −∑l
k=j+1 ck〈αij , α
∨
ik
〉 for eah j ∈ {1, . . . , N}. Corollary 3.5 in [28℄ then asserts that dj =
〈αij ,−w0λ〉 + c˜j for all j. Now omparing the denition of Lusztig's subset V(b′)∨,s with the
denition of Y˜i,c and using Proposition 16 (i), we ompute
V(b′)∨,s · [tw0λ] = tw0λ · Y˜i,c = t
w0λ · Ξ
(
t0 ⊗ (b
′′)∨
)
= Ξ
(
tw0λ ⊗ (b
′′)∨
)
= (Ξ ◦ ιw0λ)(b).

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4.5 Link with Kamnitzer's onstrution
Let b ∈ B(−∞) and let i be a redued deomposition of w0. Theorem 15 explains how to
onstrut an open and dense subset in the MV yle Ξ(t0 ⊗ b) when one knows the string
parameter ci(b). In his work on MV polytopes, Kamnitzer [13℄ presents a similar result,
whih provides a dense subset of Ξ(t0 ⊗ b) from the datum of the Lusztig parameter b
−1
i (b).
These two results are twin; indeed Kamnitzer's result and Proposition 16 (i) an be quikly
derived one from the other. This setion, whih does not ontain any formalized statement,
aims at explaining how.
Our main tool here is Berenstein, Fomin and Zelevinsky's work. In a series of papers
(among whih [4, 5, 6℄), these three authors devise an elegant method that yields all transition
maps between the dierent parametrizations of B(−∞) we have met, namely the maps
b−1j ◦ bi : N
N → NN , cj ◦ bi : N
N → Cj, b
−1
j ◦ c
−1
i : Ci → N
N , cj ◦ c
−1
i : Ci → Cj,
where i and j are two redued deomposition of w0. In realling their results hereafter, we
will slightly modify their notation; our modiations simplify the presentation, perhaps at the
prie of the loss of positivity results.
We rst alter the string parameter ci by dening a map c˜i from B(−∞) to Z
N
as follows:
an element b ∈ B(−∞) with string parameter ci(b) = (c1, . . . , cN ) in diretion i is sent to the
N -tuple (c˜1, . . . , c˜N ), where c˜j = −cj −
∑N
k=j+1 ck〈αij , α
∨
ik
〉. We denote the image of this map
c˜i by C˜i.
Let i = (i1, . . . , il) be a sequene of elements of I and let a = (a1, . . . , al) be a sequene
of elements of C×. Assuming that the produt si1 · · · sil is a redued deomposition of an
element w ∈ W , Theorem 1.2 in [5℄ implies there is a unique element in U− ∩ B+yi(a)w
−1
;
we denote it by zi(a). Theorem 1.2 in [5℄ also asserts that if i is a redued deomposition
of w0, then the map zi is a birational morphism from (C
×)N to U−. Now under the same
assumption, the map yi is a birational morphism from C
N
to U−. If i and j are both redued
deompositions of w0, we therefore get birational maps
z−1j ◦ zi, y
−1
j ◦ zi, z
−1
j ◦ yi and y
−1
j ◦ yi (14)
from CN to itself. After extension of the base eld, we may view them as birational maps
from K N to itself.
We need now to dene the proess of tropialization. Here we depart from Berenstein,
Fomin and Zelevinsky's purely algebrai method based on total positivity and semields and
adopt a more pedestrian approah.
Let k and l be two positive integers and let f : K k → K l be a rational map, represented
as a sequene (f1, . . . , fl) of rational funtions in k indeterminates. These indeterminates
are olletively denoted as a sequene p = (p1, . . . , pk). We suppose that no omponent fj
vanishes identially. Now hoose j ∈ {1, . . . , l} and m = (m1, . . . ,mk) ∈ Z
k
. There exists a
non-empty (Zariski) open subset Ω ⊆ (C×)k suh that the valuation of fj(a1t
m1 , . . . , akt
mk)
is a onstant fˆj , independent on the point a = (a1, . . . , ak) in Ω. (It is here impliitely
understood that if a ∈ Ω, then neither the numerator nor the denominator of the rational
funtion fj vanishes after substitution.) The term of lowest degree in fj(a1t
m1 , . . . , akt
mk)
may then be written f¯j(a)t
fˆj
, where f¯j is a rational funtion with omplex oeients in the
indeterminates a1, . . . , ak. Of ourse, fˆj and f¯j depend on the hoie of m ∈ Z
k
, but the
open subset Ω may be hosen to meet the demand simultaneously for all m. Indeed, as we
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make the substitution pi = ait
mi
, eah monomial in the indeterminates p1, . . . , pk in the
numerator or in the denominator of fj beomes a non-zero element of K . To nd the term
f¯j(a)t
fˆj
of lowest degree in fj(a1t
m1 , . . . , akt
mk), we ollet the monomials in the numerator
of fj that get minimal valuation, and likewise in the denominator. The rle of the ondition
a ∈ Ω is to ensure that no aidental anellation ours when we make the sum of these
monomials, in the numerator as well as in the denominator. Sine there are only nitely many
monomials, there are only nitely many possibilities for aidental anellations, hene nitely
many onditions on a to be presribed by Ω. Moreover monomials in the numerator or in the
denominator of fj are seleted or disarded aording to their valuation, and we an divide
Rk into nitely many regions, say Rk = D(1)⊔ · · ·⊔D(t), so that the set of seleted monomials
depends only on the domain D(r) to whih m belongs. Sine the valuation of eah monomial
depends anely on m, the regions D(1), . . . , D(t) are indeed intersetions of ane hyperplanes
and open ane half-spaes, hene are loally losed, onvex and polyhedral. For the same
reason, fˆj depends anely on m in eah region D
(r)
; for its part, f¯j remains onstant when
m varies inside a region D(r). Finally we note that the hoie of the domain Ω ⊆ (C×)k, the
deomposition Rk = D(1) ⊔ · · · ⊔D(t) and the redution fj 7→ (fˆj , f¯j) may be arried out for
all j ∈ {1, . . . , l} at the same time. In partiular eah m ∈ Zk yields a tuple fˆ = (fˆ1, . . . , fˆl) of
integers and a rational map f¯ = (f¯1, . . . , f¯l) from C
k
to Cl. We summarize these observations
in a formalized statement:
Let f : K k → K l be a rational map, without identially vanishing omponent. Then there
exists a partition Rk = D(1) ⊔ · · · ⊔ D(t) of Rk into nitely many loally losed polyhedral
onvex subsets, there exist ane maps fˆ (1), . . . , fˆ (t) : Rk → Rl, there exist rational maps
f¯ (1), . . . , f¯ (t) : Ck → Cl, and there exists an open subset Ω ⊆ (C×)k with the following property:
for eah r ∈ {1, . . . , t}, eah lattie point m in D(r) ∩Zk, eah point a ∈ Ω, and eah sequene
p ∈ (K ×)k suh that the lower degree term of pi is ait
mi
, the map f has a well-dened value
in (K ×)l at p, the map f¯ (r) has a well-dened value in (C×)l at a, and the term of lower
degree of fj(p) has valuation fˆ
(r)
j (m) and oeient f¯
(r)
j (a).
We dene the tropialization of f as the map f trop : Rk → Rl whose restrition to eah
D(r) oinides with the restrition of the orresponding fˆ (r); this is a ontinuous pieewise
ane map. If the rational map f we started with has omplex oeients (that is, if it omes
from a rational map from Ck to Cl by extension of the base eld), then the onvex subsets
D(r) are ones and the ane maps fˆ (r) are linear.
With this notation and this terminology, Theorems 5.2 and 5.7 in [6℄ implies that the maps
b−1j ◦ bi : N
N → NN , c˜j ◦ bi : N
N → C˜j, b
−1
j ◦ c˜
−1
i : C˜i → N
N , c˜j ◦ c˜
−1
i : C˜i → C˜j
are restritions of the tropializations of the maps in (14).
One may here observe a hidden symmetry. Using the equality w0
2 = (−1)2ρ
∨
, where 2ρ∨ is
the sum of all positive oroots in Φ∨+, one heks that the birational maps y
−1
j ◦zi and z
−1
j ◦yi
are equal. These maps have therefore the same tropialization. In other words, c˜j ◦ bi and
b−1j ◦ c˜
−1
i are given by the same pieewise ane formulas. The sentene following Theorem 3.8
in [6℄ seems to indiate that this fat has esaped observation up to now.
In [13℄, Kamnitzer introdues subsets Ai(n•) in G , where i is a redued deomposition of
w0 and n• ∈ N
N
. Combining Theorem 4.7 in [14℄ with the proof of Theorem 3.1 in [13℄, one
an see that Ξ(t0 ⊗ bi(n•)) is the losure of A
i(n•). On the other hand, Theorem 4.5 in [13℄
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says that
Ai(n•) =
{
[zi(q)]
∣∣ q = (q1, . . . , qN ) ∈ (K ×)N suh that val(qj) = nj}.
Now x b ∈ B(−∞) and a redued deomposition i of w0. Call c˜ = (c˜1, . . . , c˜N ) the
modied string parameter c˜i(b) of b in diretion i and all n• = (n1, . . . , nN ) the Lusztig
parameter b−1i (b) of b with respet to i. The rational maps f = z
−1
i ◦ yi and g = y
−1
i ◦ zi
are mutually inverse birational maps from K N to itself, and by Berenstein and Zelevinsky's
theorem,
f trop(c˜) = n• and g
trop(n•) = c˜.
The analysis that we made to dene the tropialization of f and g shows the existene of open
subsets Ω and Ω′ of (C×)N and of rational maps f¯ and g¯ from CN to itself suh that:
• For eah a ∈ Ω and b ∈ Ω′, f¯(a) and g¯(b) have well-dened values in (C×)N .
• For any N -tuple p of Laurent series whose terms of lower degree are a1t
c˜1
, . . . , aN t
c˜N
with
(a1, . . . , aN ) ∈ Ω, the evaluation f(p) is a well-dened element q of (K
×)N ; moreover the
lower degree terms of the omponents of q are f¯1(a)t
n1
, . . . , f¯N (a)t
nN
.
• For any N -tuple q of Laurent series whose terms of lower degree are b1t
n1
, . . . , bN t
nN
with
(b1, . . . , bN ) ∈ Ω
′
, the evaluation g(q) is a well-dened element p of (K ×)N ; moreover the
lower degree terms of the omponents of p are g¯1(b)t
c˜1
, . . . , g¯N (b)t
c˜N
.
Beause f and g are mutually inverse birational maps, so are f¯ and g¯. One an then assume
that these two latter maps are mutually inverse isomorphisms between Ω and Ω′, by shrinking
these open subsets if neessary. Thus f and g set up a bijetive orrespondene between
Ω̂ =
{
p ∈ (K ×)N
∣∣∣∣∣ eah pj has lower degree termajtc˜j with (a1, . . . , aN ) ∈ Ω
}
and
Ω̂′ =
{
q ∈ (K ×)N
∣∣∣∣∣ eah qj has lower degree termbjtnj with (b1, . . . , bN ) ∈ Ω′
}
.
In other words, to eah p ∈ Ω̂ orresponds a q ∈ Ω̂′ suh that yi(p) = zi(q), and onversely.
This shows the equality {
[yi(p)]
∣∣ p ∈ Ω̂} = {[zi(q)] ∣∣ q ∈ Ω̂′}.
By Kamnitzer's theorem, the right-hand side is dense in Ai(n•) hene in Ξ(t0 ⊗ b). We thus
get another proof of our Proposition 16 (i), whih laims that Ξ(t0 ⊗ b) is the losure of the
left-hand side.
Remark. We x a redued deomposition i of w0. Eah MV yle Z suh that µ−(Z) = 0
is the losure of a set Y˜i,c for a ertain c ∈ Ci; indeed there exists b ∈ B(−∞) suh that
Z = Ξ(t0 ⊗ b), and one takes then c = ci(b). It follows that S
−
0 is ontained in the union⋃
c∈Ci
Y˜i,c. On the other side, eah Y˜i,c is ontained in S
−
0 . One ould then hope that S
−
0 is
the disjoint union of the Y˜i,c for c ∈ Ci, beause the analogous property S
−
0 =
⊔
n•∈NN
Ai(n•)
for Kamnitzer's subsets holds (see Proposition 4.1 in [13℄).
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This is alas not the ase in general, as the following ounter-example shows. We take
G = SL4 with its usual pinning and enumerate the simple roots in the usual way (α1, α2, α3).
We hoose the redued deomposition i = (2, 1, 3, 2, 1, 3) and onsider
g = y2(−1) y1(1/t) y3(1/t) y2(t) y1(−1/t) y3(−1/t) =

1 0 0 0
0 1 0 0
−1 t− 1 1 0
−1/t 1 0 1
 .
If one tries to fatorize an element in gG(O) ∩ U−(K ) as a produt
y2(p1) y1(p2) y3(p3) y2(p4) y1(p5) y3(p6)
using Berenstein, Fomin and Zelevinsky's method [4℄, and if after that one adjusts c =
(c1, . . . , c6) so that (val(p1), . . . , val(p6)) = (c˜1, . . . , c˜6), then one nds
c1 6 0, c2 6 0, c3 6 0, c4 > 1, c5 > 1, c6 > 1.
These onditions on c must be satised in order that [g] an belong to Y˜i,c. However the
equations that dene the one Ci are
c1 > 0, c2 > c6 > 0, c3 > c5 > 0, c2 + c3 > c4 > c5 + c6.
We onlude that [g] 6∈
⋃
c∈Ci
Y˜i,c.
5 BFG rystal operations on MV yles and root operators on
LS galleries
Let λ ∈ Λ++ be a dominant oweight. Littelmann's path model [21℄ aords a onrete
realization of the rystal B(λ) in terms of pieewise linear paths drawn on Λ⊗ZR; it depends
on the hoie of a path joining 0 to λ and ontained in the dominant Weyl hamber. In [11℄,
Gaussent and Littelmann present a variation of the path model, replaing pieewise linear
paths by galleries in the Coxeter omplex of the ane Weyl group W aff . They dene a set
Γ+LS(γλ) of LS galleries, whih depends on the hoie of a minimal gallery γλ joining 0 to λ
and ontained in the dominant Weyl hamber. Dening root operators eα and fα for eah
simple root α in Φ, they endow Γ+LS(γλ) with the struture of a rystal, whih happens to be
isomorphi to B(λ). Using a Bott-Samelson resolution π : Σˆ(γλ)→ Gλ and a Biaªyniki-Birula
deomposition of Σˆ(γλ) into a disjoint union of ells C(δ), Gaussent and Littelmann assoiate
a losed subvariety Z(δ) = π(C(δ)) of G to eah LS gallery δ and show that the map Z is a
bijetion from Γ+LS(γλ) onto Z (λ).
The main result of this setion is Theorem 25, whih says that Z is an isomorphism of
rystals. In other words, the root operators on LS galleries math Braverman and Gaitsgory's
rystal operations on MV yles under the bijetion Z.
Stritly speaking, our proof for this omparison result is valid only when λ is regular. The
advantage of this situation is that elements in Γ+LS(γλ) are then galleries of aloves. In the ase
where λ is singular, Gaussent and Littelmann's onstrutions involve a more general lass of
galleries (see Setion 4 in [11℄). Suh a sophistiation is however not needed: our presentation
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of Gaussent and Littelmann's results in Setion 5.2 below makes sense even if λ is singular.
Within this framework, our omparison theorem is valid for any λ, regular or singular.
A key idea of Gaussent and Littelmann is to view the ane Grassmannian as a subset of the
set of verties of the (ane) Bruhat-Tits building of G(K ). In Setion 5.1, we review quikly
basi fats about the latter and study the stabilizer in U+(K ) of ertain of its faes. We warn
here the reader that we use our own onvention pertaining the Bruhat-Tits building: indeed
our Iwahori subgroup is the preimage of B− by the speialization map at t = 0 from G(O) to
G, whereas Gaussent and Littelmann use the preimage of B+. Our onvention is unusual, but
it makes the statement of our omparison result more natural. Setion 5.2 realls the main
steps in Gaussent and Littelmann's onstrution, in a way that enompasses the peuliarities
of the ase where λ is singular. The nal Setion 5.3 ontains the proof of our omparison
theorem. To prove the equality e˜iZ(δ) = Z(eαiδ) for eah LS gallery δ and eah i ∈ I, we
use the riterion of Proposition 12. The rst three onditions are easily heked, while the
inlusion Z(δ) ⊆ Z(eαiδ) is established in Proposition 28.
5.1 Ane roots, the Coxeter omplex and the Bruhat-Tits building
We onsider the vetor spae ΛR = Λ ⊗Z R. We dene a real root of the ane root system
(for short, an ane root) as a pair (α, n) ∈ Φ× Z. To an ane root (α, n), we assoiate:
• the reetion sα,n : x 7→ x−
(
〈α, x〉 − n
)
α∨ of ΛR;
• the ane hyperplane Hα,n = {x ∈ ΛR | 〈α, x〉 = n} of xed points of sα,n;
• the losed half-spae H−α,n = {x ∈ ΛR | 〈α, x〉 6 n};
• the one-parameter additive subgroup xα,n : b 7→ xα(bt
n) of G(K ); here b belongs to either
C or K .
We denote the set of all ane roots by Φaff . We embed Φ in Φaff by identifying a root
α ∈ Φ with the ane root (α, 0). We hoose an element 0 that does not belong to I; we set
Iaff = I ⊔ {0} and α0 = (−θ,−1), where θ is the highest root of Φ. The elements αi with
i ∈ Iaff are alled simple ane roots.
The group of ane transformations of ΛR generated by all reetions sα,n is alled the
ane Weyl group and is denoted by W aff . For eah i ∈ Iaff , we set si = sαi . Then W
aff
is a Coxeter system when equipped with the set of generators {si | i ∈ I
aff}. The paraboli
subgroup of W aff generated by the simple reetions si with i ∈ I is isomorphi to W . For
eah λ ∈ ZΦ∨, the translation τλ : x 7→ x + λ belongs to W
aff
. All these translations form
a normal subgroup in W aff , isomorphi to the oroot lattie ZΦ∨, and W aff is the semidiret
produt W aff = ZΦ∨ ⋊W .
The group W aff ats on the set Φaff of ane roots: one demands that w(H−β ) = H
−
wβ
for eah element w ∈ W aff and eah ane root β ∈ Φaff . The ation of an element w ∈
W or a translation τλ on an ane root (α, n) ∈ Φ × Z is given by w (α, n) = (wα, n) or
τλ (α, n) =
(
α, n + 〈α, λ〉
)
. One heks that wsαw
−1 = swα for all w ∈ W
aff
and α ∈ Φaff .
Using Equation (1), one heks that
(tλw )xα(a) (t
λ w )−1 = xτλw(α)(±a) (15)
in G(K ), for all λ ∈ ZΦ∨, w ∈W , α ∈ Φaff and a ∈ K .
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We denote by H the arrangement formed by the hyperplanes Hβ, where β ∈ Φ
aff
. It divides
the vetor spae ΛR into faes. Faes with maximal dimension are alled aloves; they are
the onneted omponents of ΛR \
⋃
H∈HH. Faes of odimension 1 are alled faets; faes of
dimension 0 are alled verties. The losure of a fae is the disjoint union of faes of smaller
dimension. Endowed with the set of all faes, ΛR beomes a polysimpliial omplex, alled
the Coxeter omplex A aff ; it is endowed with an ation of W aff .
The dominant open Weyl hamber is the subset
Cdom = {x ∈ ΛR | ∀i ∈ I, 〈αi, x〉 > 0}.
The fundamental alove
Afund = {x ∈ Cdom | 〈θ, x〉 < 1}
is the omplement of
⋃
i∈Iaff H
−
αi . We label the faes ontained in Afund by proper subsets of
Iaff by setting
φJ =
⋂
i∈J
Hαi
 \
 ⋃
i∈Iaff\J
H−αi

for eah J ⊂ Iaff . For instane φ∅ is the alove Afund and φI is the vertex {0}. Any fae of
our arrangement H is onjugated under the ation of W aff to exatly one fae ontained in
Afund, beause this latter is a fundamental domain for the ation of W
aff
on ΛR. We say that
a subset J ⊂ Iaff is the type of a fae F if F is onjugated to φJ under W
aff
.
We denote by Bˆ the (Iwahori) subgroup of G(K ) generated by the torus T (O) and by
the elements xα(ta) and x−α(a), where α ∈ Φ+ and a ∈ O. In other words, Bˆ is the preimage
of the Borel subgroup B− under the speialization map at t = 0 from G(O) to G. We lift the
simple reetions si to the group G(K ) by setting
si = xαi(1)x−αi(−1)xαi(1) = x−αi(−1)xαi(1)x−αi(−1)
for eah i ∈ Iaff . We lift any element w ∈W aff to an element w ∈ G(K ) so that w = si1 · · · sil
for eah redued deomposition si1 · · · sil of w. This notation does not onit with our earlier
notation si for i ∈ I and w for w ∈ W . For eah λ ∈ ZΦ
∨
, the lift τλ of the translation τλ
oinides with tλ up to a sign (that is, up to the multipliation by an element of the form
(−1)µ with µ ∈ ZΦ∨).
The ane Bruhat-Tits building I aff is a polysimpliial omplex endowed with an ation
of G(K ). The ane Coxeter omplex A aff an be embedded in I aff as the subomplex
formed by the faes xed by T ; in this identiation, the ation of an element w ∈ W aff on
A aff mathes the ation of w on (I aff)T . Eah fae of I aff is onjugated under the ation
of G(K ) to exatly one fae ontained in Afund; we say that a subset J ⊂ I
aff
is the type
of a fae F if F is onjugated to φJ . Finally there is a G(K )-equivariant map of the ane
Grassmannian G into I aff , whih extends the map [tλ] 7→ {λ} from G T into A aff ∼= (I aff)T .
Given a subset J ⊆ Iaff , we denote by PˆJ the subgroup of G(K ) generated by Bˆ and the
elements si for i ∈ J ; thus Bˆ = Pˆ∅ and G(O) = PˆI . (The subgroup PˆJ is the stabilizer in
G(K ) of the fae φJ . For eah g ∈ G(K ), the stabilizer of the fae gφJ is thus the parahori
subgroup gPˆJg
−1
. This bijetion between the set of faes in the ane building and the set of
parahori subgroups in G(K ) is indeed the starting point for the denition of the building,
see 2.1 in [10℄.) To shorten the notation, we will write Pˆi instead of Pˆ{i} for eah i ∈ I
aff
.
Similarly, for eah i ∈ Iaff , we will write Wi to indiate the subgroup {1, si} of W
aff
.
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We denote the stabilizer in U+(K ) of a fae F of the ane building by Stab+(F ). Our
last task in this setion is to determine as preisely as possible the group Stab+(F ) and the
set Stab+(F
′)/Stab+(F ) when F and F
′
are faes of the Coxeter omplex suh that F ′ ⊆ F .
We need additional notation for that. Given a real number a, we denote the smallest integer
greater than a by ⌈a⌉. To a fae F of the Coxeter omplex, Bruhat and Tits (see (7.1.1) in [10℄)
assoiate the funtion fF : α 7→ supx∈F 〈α, x〉 on the dual spae of ΛR. If α ∈ Φ, then ⌈fF (α)⌉
is the smallest integer n suh that F lies in the losed half-spae H−α,n. The funtion fF is
onvex and positively homogeneous of degree 1; in partiular, fF (iα+ jβ) 6 ifF (α) + jfF (β)
for all roots α, β ∈ Φ and all positive integers i, j. When F and F ′ are two faes of the Coxeter
omplex suh that F ′ ⊆ F , we denote by Φaff+ (F
′, F ) the set of all ane roots β ∈ Φ+ × Z
suh that F ′ ⊆ Hβ and F 6⊆ H
−
β ; in other words, (α, n) ∈ Φ
aff
+ (F
′, F ) if and only if α ∈ Φ+,
n = fF ′(α) and n + 1 = ⌈fF (α)⌉. We denote by Stab+(F
′, F ) the subgroup of U+(K )
generated by the elements of the form xβ(a) with β ∈ Φ
aff
+ (F
′, F ) and a ∈ C.
Proposition 19 (i) The stabilizer Stab+(F ) of a fae F of the Coxeter omplex is generated
by the elements xα(p), where α ∈ Φ+ and p ∈ K satisfy val(p) > fF (α).
(ii) Let F and F ′ be two faes of the Coxeter omplex suh that F ′ ⊆ F . Then Stab+(F
′, F )
is a set of representatives for the right osets of Stab+(F ) in Stab+(F
′). For any total order
on the set Φaff+ (F
′, F ), the map
(aβ)β∈Φaff+ (F ′,F )
7→
∏
β∈Φaff+ (F
′,F )
xβ(aβ)
is a bijetion from CΦ
aff
+ (F
′,F )
onto Stab+(F
′, F ).
Proof. Item (i) is proved in Bruhat and Tits's paper [10℄, see in partiular Setions (7.4.4)
and Equation (1) in Setion (7.1.8). We note here that this result implies that for any total
order on Φ+, the map
(pα)α∈Φ+ 7→
∏
α∈Φ+
xα
(
pαt
⌈fF (α)⌉
)
is a bijetion from OΦ+ onto Stab+(F ).
We now turn to Item (ii). We rst observe the following property of Φaff+ (F
′, F ): for eah
pair i, j of positive integers and eah pair (α,m), (β, n) of ane roots in Φaff+ (F
′, F ) suh that
iα+jβ ∈ Φ, the ane root (iα+jβ, im+jn) belongs to Φaff+ (F
′, F ). Indeed F ′ ⊆ Hα,m∩Hβ,n
implies F ′ ⊆ Hiα+jβ,im+jn, and the inequality
fF (iα + jβ) > ifF (α) − jfF (−β) = ifF (α) + jn > im+ jn
shows that F 6⊆ H−iα+jβ,im+jn. Standard arguments based on Chevalley's ommutator for-
mula (5) show then the seond assertion in Item (ii).
Now the map (α,m) 7→ α from Φaff to Φ restrits to a bijetion from Φaff+ (F
′, F ) onto a
subset Φ′+ of Φ+. We set Φ
′′
+ = Φ+ \ Φ
′
+. We endow Φ+ with a total order, hosen so that
every element in Φ′+ is smaller than every element in Φ
′′
+, and we transport the order indued
on Φ′+ to Φ
aff
+ (F
′, F ). By Item (i), eah element in Stab+(F
′) may be uniquely written as a
produt ∏
α∈Φ+
xα
(
pαt
⌈fF ′(α)⌉
)
(16)
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with (pα)α∈Φ+ in O
Φ+
. We write pα = aα + tqα for eah α ∈ Φ
′
+, with aα ∈ C and qα ∈ O.
Thus for eah (α,m) ∈ Φaff+ (F
′, F ), we have pαt
⌈fF ′ (α)⌉ = aαt
m + qαt
⌈fF (α)⌉
. On the other
hand, ⌈fF ′(α)⌉ = ⌈fF (α)⌉ for eah α ∈ Φ
′′
+. We may therefore rewrite the produt in (16) as ∏
(α,m)∈Φaff+ (F
′,F )
xα
(
aαt
m
)
xα
(
qαt
⌈fF (α)⌉
) ∏
α∈Φ′′+
xα
(
pαt
⌈fF (α)⌉
) .
We rearrange the rst produt above using again Chevalley's ommutator formula: there exists
a family (rα)α∈Φ′+ of power series suh that this produt is ∏
(α,m)∈Φaff+ (F
′,F )
xα
(
aαt
m
) ∏
α∈Φ′+
xα
(
rαt
⌈fF (α)⌉
) ,
and for xed numbers aα, the map (qα) 7→ (rα) is a bijetion from O
Φ′+
onto itself. We
onlude that the map
((aβ), (pα)) 7→
 ∏
β∈Φaff+ (F
′,F )
xβ
(
aβ
) ∏
α∈Φ+
xα
(
pαt
⌈fF (α)⌉
)
is a bijetion from CΦ
aff
+ (F
′,F ) × OΦ+ onto Stab+(F
′). This means exatly that the map
(g, h) 7→ gh is a bijetion from Stab+(F
′, F ) × Stab+(F ) onto Stab+(F
′). The proof of
Item (ii) is now omplete. 
Things are more easy to grasp when F is an alove and F ′ is a faet of F , beause then
Φaff+ (F
′, F ) has at most one element. In this partiular ase, ertain ommutators involving
elements of Stab+(F
′) and Stab+(F ) automatially belong to Stab+(F ).
Lemma 20 Let F be an alove of the Coxeter omplex and let F ′ be a faet of F . Let
(α,m) ∈ Φ+ × Z be the ane root suh that F
′
lies in the wall Hα,m and let (β, n) ∈ Φ
aff
be suh that F ⊆ H−β,n. We assume that β is either positive or is the opposite of a simple
root, and that β 6= −α. Then for eah q ∈ O and eah v ∈ Stab+(F
′, F ), the ommutator
xβ,n(q) v xβ,n(q)
−1 v−1 belongs to Stab+(F ).
Proof. There is nothing to show if F ⊆ H−α,m sine v = 1 in this ase. We may thus assume
that Stab+(F
′, F ) =
{
(α,m)
}
; then there is an a ∈ C suh that v = xα,m(a).
Suppose rst that β = α. Then
xβ,n(q) v xβ,n(q)
−1 v−1 = xβ,n(q)xα,m(a)xβ,n(−q)xα,m(−a) = xα(qt
n+ atm− qtn− atm) = 1.
Therefore the assertion holds in this ase.
Suppose now that β 6= α. The faet F ′ is ontained in the losure of exatly two aloves,
F and say F ∗, the latter lying in H−α,m. Then fF ∗(α) = m. We observe that no wall other
than Hα,m separates F
∗
and F . In partiular, Hβ,n does not separate F
∗
and F , beause
β 6= ±α. Sine F lies in H−β,n, so does F
∗
, and thus fF ∗(β) 6 n. Therefore for any pair of
positive integers i, j suh that iα+ jβ is a root, fF ∗(iα+ jβ) 6 im+ jn. This means that F
∗
lies in the half-spae H−iα+jβ,im+jn. Again, the wall Hiα+jβ,im+jn does not separate F
∗
and F ,
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and we onlude that F lies in the half-spae H−iα+jβ,im+jn. Chevalley's ommutator formula
(5) implies that
xβ,n(q) v xβ,n(q)
−1 v−1 = xβ,n(q)xα,m(a)xβ,n(−q)xα,m(−a)
=
∏
i,j>0
xiα+jβ,im+jn
(
Ci,j,α,β a
i(−q)j
)
.
Here the produt is taken over all pairs of positive integers i, j suh that iα + jβ is a root.
The assumption about β in the statement of the lemma implies that suh a root iα + jβ is
neessarily positive. By Proposition 19 (i), eah fator xiα+jβ,im+jn
(
Ci,j,α,βa
i(−q)j
)
belongs
to Stab+(F ). Thus the ommutator xβ,n(q) v xβ,n(q)
−1 v−1 belongs to Stab+(F ). 
Remark. The rst assertion in Proposition 19 (ii) means that Stab+(F
′) has the struture of
a birossed produt Stab+(F
′, F ) ⋊⋉ Stab+(F ) (see [30℄) whenever F and F
′
are two faes in
the Coxeter omplex suh that F ′ ⊆ F . Suppose now that F is an alove and that F ′ is a
faet of F . Then Proposition 19 (i) and Lemma 20 imply that eah element v ∈ Stab+(F
′, F )
normalizes the group Stab+(F ). Thus Stab+(F ) is a normal subgroup of Stab+(F
′) and
Stab+(F
′) is the semidiret produt Stab+(F
′, F )⋉ Stab+(F ).
5.2 Galleries, ells and MV yles
We x a dominant oweight λ ∈ Λ++. As usual, we denote by Pλ the standard paraboli
subgroup PJ of G, where J = {j ∈ I | 〈αj , λ〉 = 0}. Besides, we denote by {λfund} the
vertex in Afund with the same type as {λ}. Finally, there is a unique element wλ in W
aff
with minimal length suh that λ = wλ(λfund). Thus among all aloves in A
aff
having {λ} as
vertex, wλ(Afund) is the one losest to Afund.
We denote the length of wλ by p and we hoose a redued deomposition si1 · · · sip of
it, with (i1, . . . , ip) ∈ (I
aff)p. The geometri translation of this hoie is the datum of the
sequene
γλ =
(
{0} ⊂ Γ0 ⊃ Γ
′
1 ⊂ Γ1 ⊃ · · · ⊃ Γ
′
p ⊂ Γp ⊃ {λ}
)
of aloves and faets (also known as a gallery) in A aff , where
Γj = si1 · · · sij(Afund) and Γ
′
j = si1 · · · sij−1
(
φ{ij}
)
.
By Proposition 2.19 (iv) in [31℄, these aloves and faets are all ontained in the dominant Weyl
hamber Cdom. The hoie of the redued deomposition si1 · · · sip of wλ and the notations
Pλ, λfund, γλ will be kept for the rest of Setion 5.
We dene the Bott-Samelson variety as the smooth projetive variety
Σˆ(γλ) = G(O) ×
Bˆ
Pˆi1 ×
Bˆ
· · · ×
Bˆ
Pˆip/Bˆ.
We will denote the image in Σˆ(γλ) of an element (g0, g1, . . . , gp) ∈ G(O) × Pˆi1 × · · · × Pˆip by
the usual notation [g0, g1, . . . , gp]. The group G(O) ats on Σˆ(γλ) by left multipliation on
the rst fator. There is a G(O)-equivariant map π : [g0, g1, . . . , gp] 7→ g0g1 · · · gp
[
tλfund
]
from
Σˆ(γλ) onto Gλ.
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The geometri language of buildings is of great onveniene in the study of the Bott-
Samelson variety. Indeed eah element d = [g0, g1, . . . , gp] in Σˆ(γλ) may be viewed as a gallery
δ =
(
{0} = ∆′0 ⊂ ∆0 ⊃ ∆
′
1 ⊂ ∆1 ⊃ · · · ⊃ ∆
′
p ⊂ ∆p ⊃ ∆
′
p+1
)
(17)
in I aff , where
∆j = g0 · · · gj(Afund) for 0 6 j 6 p,
∆′j = g0 · · · gj−1
(
φ{ij}
)
for 1 6 j 6 p,
and ∆′p+1 = g0 · · · gp{λfund}.
(This gallery has the same type as γλ, that is, eah faet ∆
′
j of δ has the same type as the
orresponding element Γ′j in γλ. We also observe that the vertex ∆
′
p+1 of the ane building
orresponds to the element π(d) of the ane Grassmannian.) Thus for instane the point[
1, si1 , si2 , . . . , sip
]
in Σˆ(γλ) is viewed as the gallery γλ. With this piture in mind, one proves
easily the following proposition.
Proposition 21 The restrition of π to π−1(Gλ) is a ber bundle with ber isomorphi
to Pλ/B
+
.
Proof. Let J = {j ∈ I | 〈αj , λ〉 = 0} and let P
−
J be the paraboli subgroup of G generated
by B− ∪MJ . The set S of aloves whose losure ontains φJ is in anonial bijetion with
the set of all Iwahori subgroups of G(K ) ontained in PˆJ , hene with PˆJ/Bˆ ∼= P
−
J /B
−
. In
partiular, P−J ats transitively on S and S is isomorphi to Pλ/B
+
.
Now let F = π−1([tλ]) and let H be the stabilizer of [tλ] in G(O); thus H ⊇ P−J . Sine π
is G(O)-equivariant, H ats on F and there is a ommutative diagram
G(O)×H F

≃
// π−1(Gλ)
pi

G(O)/H
≃
// Gλ.
It thus sues to prove that F is isomorphi to S.
Eah element d ∈ F an be viewed as a gallery
δ =
(
{0} ⊂ ∆0 ⊃ ∆
′
1 ⊂ ∆1 ⊃ · · · ⊃ ∆
′
p ⊂ ∆p ⊃ {λ}
)
in I aff strething from {0} to {λ}. We laim that ∆0 always ontains φJ . When all faes of δ
belong to A aff , this laim follows from the proof of Proposition 2.29 in [31℄ (with proj{0}{λ} =
φJ); the general ase is obtained by retrating δ onto A
aff
from the fundamental alove, see
Lemma 3.6 in [31℄.
We nally onsider the map f : d 7→ ∆0 from F to S. Corollary 3.4 in [31℄ implies that f is
injetive, beause in any apartment, there is only one non-stammering gallery of the same type
as γλ that starts from a given hamber ∆0. On the other side, f is H-equivariant; it is thus
surjetive, for P−J ats transitively on the odomain. We onlude that f is an isomorphism
from F onto S. 
37
This proposition implies the following equality, whih we reord for later use:∣∣Φ+∣∣+ p = dim Σˆ(γλ) = dimGλ + dim(Pλ/B+) = ht(λ− w0λ) + dim(Pλ/B+). (18)
Our next task is to obtain a Biaªyniki-Birula deomposition of the Bott-Samelson variety.
The torus T ats on the latter by left multipliation on the rst fator. If we represent an
element d ∈ Σˆ(γλ) by a gallery δ as in (17), then d is xed by T if and only if all the faes
∆j and ∆
′
j are in the Coxeter omplex A
aff ∼= (I aff)T . We devote a word to this situation:
a gallery δ as in (17), of the same type as γλ, all of whose faes are in A
aff
, is alled a
ombinatorial gallery. The weight ν suh that ∆′p+1 = {ν} is alled the weight of δ; it belongs
to λ+ ZΦ∨, beause {ν} has the same type as {λ}.
We denote the set of all ombinatorial galleries by Γ(γλ). This set is in bijetion with
W×Wi1×· · ·×Wip ; indeed the map (δ0, δ1, . . . , δp) 7→
[
δ0, δ1, . . . , δp
]
fromW×Wi1×· · ·×Wip
to Σˆ(γλ) is injetive and its image is the set of T -xed points in the odomain. Conretely
this orrespondene maps (δ0, δ1, . . . , δp) ∈W ×Wi1 × · · · ×Wip to the ombinatorial gallery
whose faes are
∆j = δ0 · · · δj(Afund) and ∆
′
j = δ0 · · · δj−1
(
φ{ij}
)
(19)
and whose weight is
ν = δ0δ1 · · · δpλfund. (20)
The retration r∅ from G onto G
T ∼= Λ an be extended to a map of polysimpliial
omplexes from I aff onto (I aff)T ∼= A aff . Following Setion 7 in [11℄, we further extend
this retration to a map from Σˆ(γλ) onto Σˆ(γλ)
T ∼= Γ(γλ) by applying it omponentwise to
galleries. The preimage by this map of a ombinatorial gallery δ will be denoted by C(δ).
Our aim now is to desribe preisely the ell C(δ) assoiated to a ombinatorial gallery δ.
Representing the latter as in (17), we introdue the notation
Stab+(δ) = Stab+(∆
′
0,∆0)× Stab+(∆
′
1,∆1)× · · · × Stab+(∆
′
p,∆p).
Proposition 22 Let δ be a ombinatorial gallery and let (δ0, δ1, . . . , δp) be the sequene in
W ×Wi1 × · · · ×Wip assoiated to δ by Equations (19). Then the map
(v0, v1, . . . , vp) 7→
[
v0 δ0 , δ0
−1
v1 δ0δ1 , δ0δ1
−1
v2 δ0δ1δ2 , . . . , δ0 · · · δp−1
−1
vp δ0 · · · δp
]
from Stab+(δ) to Σˆ(γλ) is injetive and its image is C(δ).
Proof. Set
˜Stab+(δ) = Stab+(∆
′
0) ×
Stab+(∆0)
Stab+(∆
′
1) ×
Stab+(∆1)
· · · ×
Stab+(∆p−1)
Stab+(∆
′
p)/Stab+(∆p).
From the inlusions
Stab+(∆j) ⊆ δ0 · · · δj Bˆ δ0 · · · δj
−1
(for 0 6 j 6 p),
Stab+(∆
′
0) ⊆ G(O)δ0
−1
,
Stab+(∆
′
j) ⊆ δ0 · · · δj−1 Pˆij δ0 · · · δj
−1
(for 1 6 j 6 p),
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standard arguments imply that the map
f : [v0, v1, . . . , vp] 7→
[
v0 δ0 , δ0
−1
v1 δ0δ1 , δ0δ1
−1
v2 δ0δ1δ2 , . . . , δ0 · · · δp−1
−1
vp δ0 · · · δp
]
from
˜Stab+(δ) to Σˆ(γλ) is well-dened.
The proof of Proposition 6 in [11℄ says that an element d = [g0, g1, . . . , gp] in the Bott-
Samelson variety belongs to the ell C(δ) if and only if there exists u0, u1, . . . , up ∈ U
+(K )
suh that
g0g1 · · · gjAfund = uj∆j and uj−1∆
′
j = uj∆
′
j
for eah j. Setting v0 = u0 and vj = u
−1
j−1uj for 1 6 j 6 p, the onditions above an be
rewritten
g0g1 · · · gjBˆ = v0v1 · · · vj δ0δ1 · · · δj Bˆ and vj ∈ Stab+(∆
′
j),
whih shows that f([v0, v1, . . . , vp]) = d. Therefore the image of f ontains the ell C(δ). The
reverse inlusion an be established similarly.
The map f is injetive. Indeed suppose that two elements v = [v0, v1, . . . , vp] and v
′ =
[v′0, v
′
1, . . . , v
′
p] in
˜Stab+(δ) have the same image. Then
v0v1 · · · vj δ0δ1 · · · δj Bˆ = v
′
0v
′
1 · · · v
′
j δ0δ1 · · · δj Bˆ
for eah j ∈ {0, . . . , p}. This means geometrially that
v0v1 · · · vj δ0δ1 · · · δj Afund = v
′
0v
′
1 · · · v
′
j δ0δ1 · · · δj Afund;
in other words, v0v1 · · · vj and v
′
0v
′
1 · · · v
′
j are equal in U
+(K )/Stab+(∆j). Sine this holds
for eah j, the two elements v and v′ are equal in ˜Stab+(δ). We onlude that f indues a
bijetion from
˜Stab+(δ) onto C(δ).
It then remains to observe that the map (v0, v1, . . . , vp) 7→ [v0, v1, . . . , vp] from Stab+(δ) to
˜Stab+(δ) is bijetive. This follows from Proposition 19 (ii): indeed for eah [a0, a1, . . . , ap] ∈
˜Stab+(δ), the element (v0, v1, . . . , vp) ∈ Stab+(δ) suh that [v0, v1, . . . , vp] = [a0, a1, . . . , ap] is
uniquely determined by the ondition that for all j ∈ {0, 1, . . . , p},
vj ∈
(
(v0 · · · vj−1)
−1(a0 · · · aj) Stab+(∆j)
)
∩ Stab+(∆
′
j ,∆j).

The denition of the map π, Equation (20), Proposition 19 (ii) and Proposition 22 yield
the following expliit desription of the image of the ell C(δ) by the map π.
Corollary 23 Let δ be a ombinatorial gallery of weight ν, as in (17), and equip the set
Φaff+ (∆
′
0,∆0) with a total order. Then π(C(δ)) is the image of the map
(aj,β) 7→
p∏
j=0
 ∏
β∈Φaff+ (∆
′
j ,∆j)
xβ(aj,β)
 [tν ]
from
∏p
j=0C
Φaff+ (∆
′
j ,∆j)
to G .
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Certainly the notation used in Corollary 23 is more ompliated than really needed. Indeed
exept perhaps for j = 0, eah set Φaff+ (∆
′
j,∆j) has at most one element. Eah inner produt
is therefore almost always empty or redued to one fator. Keeping this fat in mind may help
understand the proofs of Lemma 27 and Proposition 28 in Setion 5.3.
We now endow Γ(γλ) with the struture of a rystal. To do that, we introdue root
operators eα and fα for eah simple root α of the root system Φ. These operators at on
Γ(γλ) and are dened by the following reipe (see Setion 6 in [11℄).
Let δ be a ombinatorial gallery, as in Equation (17). We all m ∈ Z the smallest integer
suh that the hyperplane Hα,m ontains a fae ∆
′
j , where 0 6 j 6 p+ 1.
• If m = 0, then eαδ is not dened. Otherwise we nd k ∈ {1, . . . , p+ 1} minimal suh that
∆′k ⊆ Hα,m, we nd j ∈ {0, . . . , k − 1} maximal suh that ∆
′
j ⊆ Hα,m+1, and we dene the
ombinatorial gallery eαδ as(
{0} = ∆′0 ⊂ ∆0 ⊃ ∆
′
1 ⊂ ∆1 ⊃ · · · ⊃ ∆
′
j ⊂
sα,m+1
(
∆j
)
⊃ sα,m+1
(
∆′j+1
)
⊂ · · · ⊃ sα,m+1
(
∆′k−1
)
⊂ sα,m+1
(
∆k−1
)
⊃ τα∨
(
∆′k
)
⊂ τα∨
(
∆k
)
⊃ · · · ⊂ τα∨
(
∆p
)
⊃ τα∨
(
∆′p+1
)
= {ν + α∨}
)
.
Thus we reet all faes between ∆′j and ∆
′
k aross the hyperplane Hα,m+1 and we translate
all faes after ∆′k by α
∨
. (Note here that sα,m+1(∆
′
j) = ∆
′
j and that sα,m+1(∆
′
k) = τα∨(∆
′
k).)
• If m = 〈α, ν〉, then fαδ is not dened. Otherwise we nd j ∈ {0, . . . , p} maximal suh that
∆′j ⊆ Hα,m, we nd k ∈ {j + 1, . . . , p + 1} minimal suh that ∆
′
k ⊆ Hα,m+1, and we dene
the ombinatorial gallery fαδ as(
{0} = ∆′0 ⊂ ∆0 ⊃ ∆
′
1 ⊂ ∆1 ⊃ · · · ⊃ ∆
′
j ⊂
sα,m
(
∆j
)
⊃ sα,m
(
∆′j+1
)
⊂ · · · ⊃ sα,m
(
∆′k−1
)
⊂ sα,m
(
∆k−1
)
⊃ τ−α∨
(
∆′k
)
⊂ τ−α∨
(
∆k
)
⊃ · · · ⊂ τ−α∨
(
∆p
)
⊃ τ−α∨
(
∆′p+1
)
= {ν − α∨}
)
.
Thus we reet all faes between ∆′j and ∆
′
k aross the hyperplane Hα,m and we translate all
faes after ∆′k by −α
∨
. (Note here that sα,m(∆
′
j) = ∆
′
j and that sα,m(∆
′
k) = τ−α∨(∆
′
k).)
With the notations above, the maximal integer n suh that (eα)
nδ is dened is equal to −m,
and the maximal integer n suh that (fα)
nδ is dened is equal to 〈α, ν〉 −m.
The rystal struture on Γ(γλ) is then dened as follows. Given δ ∈ Γ(γλ), written as
in (17), and i ∈ I, we set
wt(δ) = ν, εi(δ) = −m and ϕi(δ) = 〈αi, ν〉 −m,
where ν is the weight of δ and m ∈ Z is the smallest integer suh that the hyperplane Hαi,m
ontains a fae ∆′j , with 0 6 j 6 p + 1. Finally e˜i and f˜i are given by the root operators eαi
and fαi .
Let δ be a ombinatorial gallery, written as in (17). We say that δ is positively folded if
∀j ∈ {1, . . . , p}, ∆j−1 = ∆j =⇒ Φ
aff
+ (∆
′
j ,∆j) 6= ∅.
We dene the dimension of δ as
dim δ =
p∑
j=0
∣∣Φaff+ (∆′j ,∆j)∣∣.
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(These are Denitions 16 and 17 in [11℄.) Thus for instane the gallery γλ is positively folded
of dimension
dim γλ =
∣∣Φ+∣∣+ p = ht(λ− w0λ) + dim(Pλ/B+), (21)
by Equation (18). We denote the set of positively folded ombinatorial gallery by Γ+(γλ).
Arguing as in the proof of Proposition 4 in [11℄, one shows that for eah δ ∈ Γ+(γλ) of
weight ν,
dim γλ − dim δ > ht(λ− ν).
We say that a positively folded ombinatorial gallery δ is an LS gallery if this inequality
is in fat an equality. The set of LS galleries is denoted by Γ+LS(γλ). Then Corollary 2 in
[11℄ says that Γ+LS(γλ) is a subrystal of Γ(γλ) and that for any gallery δ ∈ Γ
+
LS(γλ), there is
a sequene (α1, . . . , αt) of simple roots suh that δ = fα1 · · · fαtγλ. Moreover Lemma 7 and
Denition 21 in [11℄ say that if δ is an LS gallery, written as in (5.3), if α is a simple root,
and if m ∈ Z is the smallest integer suh that the hyperplane Hα,m ontains a fae ∆
′
j , where
0 6 j 6 p+ 1, then δ does not ross Hα,m; this implies that ∆j−1 = ∆j for all j ∈ {1, . . . , p}
suh that ∆′j ⊆ Hα,m.
The following proposition makes the link between LS galleries and MV yles; it is equiv-
alent to Corollary 5 in [11℄ when λ is regular.
Proposition 24 The map Z : δ 7→ π(C(δ)) is a bijetion from Γ+LS(γλ) onto Z (λ); it maps
a ombinatorial gallery of weight ν to a MV yle in Z (λ)ν .
Proof. We x ν ∈ Λ. We denote the set of ombinatorial galleries of weight ν by Γ(γλ, ν) and
we set Γ+(γλ, ν) = Γ
+(γλ) ∩ Γ(γλ, ν). By onstrution,
π−1(S+ν ) =
⊔
δ∈Γ(γλ ,ν)
C(δ).
We set Σ˚ = π−1
(
Gλ
)
and X = π−1
(
S+ν ∩ Gλ
)
. Sine S+ν ∩ Gλ is of pure dimension
ht(ν −w0λ), Proposition 21 and Equation (21) imply that X is of pure dimension
ht(ν − w0λ) + dim(Pλ/B
+) = dim γλ − ht(λ− ν).
Proposition 21 implies also that the map Z 7→ π−1(Z) is a bijetion from the set of irreduible
omponents of S+ν ∩ Gλ onto the set of irreduible omponents of X.
By Lemma 11 in [11℄, a ell C(δ) meets Σ˚ only if δ is positively folded. Therefore
X = π−1
(
S+ν
)
∩ Σ˚ =
⊔
δ∈Γ+(γλ,ν)
(
C(δ) ∩ Σ˚
)
.
Now let δ ∈ Γ+(γλ, ν). Proposition 22 says that the ell C(δ) is isomorphi to Stab+(δ),
thus is an ane spae of dimension dim δ. The intersetion C(δ) ∩ Σ˚, as a non-empty open
subset of C(δ), is then irreduible of dimension dim δ 6 dim γλ − ht(λ − ν). It follows that
the irreduible omponents of X are the losures in X of the subsets C(δ) ∩ Σ˚, for δ running
over the set of LS galleries of weight ν.
To onlude the proof, it remains to observe that
π
(
C(δ) ∩ Σ˚
)
= π
(
C(δ)
)
for eah δ ∈ Γ+(γλ, ν), sine C(δ) ∩ Σ˚ is dense in C(δ). 
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5.3 The omparison theorem
The aim of this setion is to show the following property of the map Z dened in Proposition 24.
Theorem 25 The bijetion Z : Γ+LS(γλ)→ Z (λ) is an isomorphism of rystals.
The existene of an isomorphism of rystals from B(λ) onto Γ+LS(γλ) was already known;
see for instane Theorem 2 in [11℄ for the ase λ regular. The theorem above says that the
map Z−1 ◦Ξ(λ) is atually suh an isomorphism. For its proof, we need two propositions and
a lemma.
Proposition 26 Let δ be a ombinatorial gallery of weight ν, written as in (17), and let i ∈ I.
Call m the smallest integer suh that the hyperplane Hαi,m ontains a fae ∆
′
j of the gallery,
where 0 6 j 6 p+ 1, and set ρ = ν − (〈αi, ν〉 −m)α
∨
i . Then
r{i}(π(C(δ))) = S
+
ν,{i} ∩ S
−
ρ,{i} and siµ+
(
si
−1 π(C(δ))
)
= ρ.
Proof. We ollet in a set J the indies j ∈ {0, . . . , p} suh that Φaff+ (∆
′
j ,∆j) ontains an ane
root of the form (αi, n), with n ∈ Z. For eah j ∈ J , there is a unique integer, say nj , so that
(αi, nj) ∈ Φ
aff
+ (∆
′
j ,∆j). (Thus nj = f∆′j(αi) in the notation of Setion 5.1.)
All these integers nj are larger or equal than m. We laim that
{m,m+ 1,m+ 2, . . .} ⊇ {nj | j ∈ J} ⊇ {m,m+ 1, . . . , 〈αi, ν〉 − 1}. (22)
Consider indeed an integer n in the right-hand side above. Sine the gallery δ must go from
the wall Hαi,m to the point ν, it must ross the wall Hαi,n. More exatly, there is an index
j ∈ {0, . . . , p} suh that ∆′j ⊆ Hαi,n and ∆j 6⊆ H
−
αi,n; this implies that (αi, n) ∈ Φ
aff
+ (∆
′
j ,∆j),
and thus that j ∈ J and n = nj .
We apply now the paraboli retration r{i} to the expression given in Corollary 23. Equa-
tion (10) allows us to remove all fators in the produt that belong to the unipotent radial
of P{i}(K ). We dedue that r{i}(π(C(δ))) is the image of the map
(aj) 7→
∏
j∈J
xαi,nj(aj)[t
ν ]
from CJ to M{i}. Using (22) and the fat that [t
ν ] is xed by all subgroups xαi,n(C) with
n > 〈αi, ν〉, we then get
r{i}(π(C(δ))) =
{
xαi
(
pt〈α,ν〉
)
[tν ]
∣∣ p ∈ C[t−1]+〈α,ν〉−m}.
From there, the proposition follows easily using Proposition 8 (with + and − exhanged) and
Lemma 10. 
For a ombinatorial gallery δ, written as in Equation (17), and an integer k ∈ {0, . . . , p+1},
we set
Stab+(δ)>k = Stab+(∆
′
k,∆k)× Stab+(∆
′
k+1,∆k+1)× · · · × Stab+(∆
′
p,∆p),
π(C(δ))>k =
{
vkvk+1 · · · vp[t
ν ]
∣∣ (vk, vk+1, . . . , vp) ∈ Stab+(δ)>k}.
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Lemma 27 Let δ be a ombinatorial gallery, as in Equation (17), and let k ∈ {0, . . . , p+1}.
(i) Let u ∈ Stab+(∆
′
k). Then the left ation of u on G leaves π(C(δ))>k stable. More
preisely, for eah (vk, . . . , vp) ∈ Stab+(δ)>k, there exists (v
′
k, . . . , v
′
p) ∈ Stab+(δ)>k suh that
v′k · · · v
′
p[t
ν ] = uvk · · · vp[t
ν ] and
∀j ∈ {k + 1, . . . , p}, ∆j−1 = ∆j =⇒ vj = v
′
j ;
moreover if k > 0 and u ∈ Stab+(∆k), then one an manage so that vk = v
′
k.
(ii) Assume that k > 0, let p ∈ O× and let µ ∈ Λ. Then the left ation of pµ on G leaves
π(C(δ))>k stable. Suppose moreover that p ∈ 1 + tO and let (vk, . . . , vp) ∈ Stab+(δ)>k. Then
there exists (v′k, . . . , v
′
p) ∈ Stab+(δ)>k suh that v
′
k · · · v
′
p[t
ν ] = pµvk · · · vp[t
ν ] and
∀j ∈ {k, . . . , p}, ∆j−1 = ∆j =⇒ vj = v
′
j .
(iii) Assume that k > 0 and that δ is an LS gallery. Let (vk, . . . , vp) ∈ Stab+(δ)>k, let α be
a simple root of the root system Φ, and let c ∈ C×. Call m the smallest integer suh that the
hyperplane Hα,m ontains a fae ∆
′
j, where 0 6 j 6 p + 1, form the list (k1, k2, . . . , kr) in
inreasing order of all indies l ∈ {k, . . . , p} suh that Φaff+ (∆
′
l,∆l) = {(α,m)}, and nd the
omplex numbers c1, c2, . . . , cr suh that vks = xα,m(cs). Assume that c+c1+c2+ · · ·+cs 6= 0
for eah s ∈ {1, . . . , r}. Then x−α,−m(1/c)vk · · · vp[t
ν ] belongs to π(C(δ))>k.
Proof. The proof of these three assertions proeeds by dereasing indution on k. For k = p+1,
all of them hold: indeed the element u in Assertion (i), the element pµ in Assertion (ii) and
the element x−α,−m(1/c) in Assertion (iii) x the point [t
ν ].
Now assume that k 6 p and that the result holds for k+1. If Φaff+ (∆
′
k,∆k) is empty, then
Stab+(∆
′
k,∆k) = {1}. Assertions (i), (ii) and (iii) follow then immediately from the indutive
assumption, after one has observed that the element u in Assertion (i) belongs by assumption
to Stab+(∆
′
k) and that Stab+(∆
′
k) = Stab+(∆k) ⊆ Stab+(∆
′
k+1). In the rest of the proof,
we assume that Φaff+ (∆
′
k,∆k) is not empty. Let (vk, . . . , vp) ∈ Stab+(δ)>k. Exept in the ase
k = 0 (dealt with only in Assertion (i)), Φaff+ (∆
′
k,∆k) has a unique element, say (ζ, n) with
ζ ∈ Φ+, and there exists b ∈ C suh that vk = xζ,n(b).
Consider rst Assertion (i). The element uvk belongs to Stab+(∆
′
k). By Proposition 19 (ii),
there exists v′k ∈ Stab+(∆
′
k,∆k) and u
′ ∈ Stab+(∆k) suh that uvk = v
′
ku
′
. The indu-
tive assumption applied to u′ and (vk+1, . . . , vp) ∈ Stab+(δ)>k+1 asserts the existene of
(v′k+1, . . . , v
′
p) ∈ Stab+(δ)>k+1 suh that u
′vk+1 · · · vp[t
ν ] = v′k+1 · · · v
′
p[t
ν ], with the further
property that vj = v
′
j for all j > k verifying ∆j−1 = ∆j . Certainly then uvkvk+1 · · · vp[t
ν ] =
v′kv
′
k+1 · · · v
′
p[t
ν ]. Now assume that k > 0 and that u ∈ Stab+(∆k). By Proposition 19 (i), we
may write u as a produt of elements of the form xβ,n(q) with q ∈ O and (β, n) ∈ Φ+×Z suh
that ∆k ⊆ H
−
β,n. Lemma 20 now implies that uvk ∈ vk Stab+(∆k), whih establishes v
′
k = vk.
This shows that Assertion (i) holds at k.
Consider now Assertion (ii). Let a ∈ C× be the onstant term oeient of p and set
q =
(
p〈ζ,µ〉 − a〈ζ,µ〉
)
/t. Then
pµvk = xζ,n
(
bp〈ζ,µ〉
)
pµ = xζ,n(b
′)u′pµ = v′ku
′pµ,
where b′ = ba〈ζ,µ〉, u′ = xζ,n+1(bq) and v
′
k = xζ,n(b
′). Observing that u′ ∈ Stab+(∆k) and
using the indutive assumption and Assertion (i), we nd (v′k+1, . . . , v
′
p) ∈ Stab+(δ)>k+1 suh
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that u′pµvk+1 · · · vp[t
ν ] = v′k+1 · · · v
′
p[t
ν ]; in the ase a = 1, we may even demand that vj = v
′
j
for all j > k verifying ∆j−1 = ∆j . Then p
µvkvk+1 · · · vp[t
ν ] = v′kv
′
k+1 · · · v
′
p[t
ν ], whih shows
that Assertion (ii) holds at k.
It remains to prove Assertion (iii). We distinguish several ases.
Suppose rst that ζ 6= α. By Lemma 20, the element
u = x−α,−m(−1/c) (vk)
−1 x−α,−m(1/c) vk
belongs to Stab+(∆k). Using Assertion (i), we nd (v
′
k+1, . . . , v
′
p) ∈ Stab+(δ)>k+1 suh
that uvk+1 · · · vp[t
ν ] = v′k+1 · · · v
′
p[t
ν ]. Moreover, sine δ is an LS gallery, we know that
∆ks−1 = ∆ks for eah s ∈ {1, . . . , r}, and we may thus demand that v
′
ks
= vks = xα,m(cs).
Applying the indutive assumption, we nd a tuple (v′′k+1, . . . , v
′′
p) ∈ Stab+(δ)>k+1 suh that
x−α,−m(1/c) v
′
k+1 · · · v
′
p[t
ν ] = v′′k+1 · · · v
′′
p [t
ν ]. Then
x−α,−m(1/c) vkvk+1 · · · vp[t
ν ] = vkv
′′
k+1 · · · v
′′
p [t
ν ],
whih establishes that Assertion (iii) holds at k in this rst ase.
The seond ase is when ζ = α but n 6= m. Then n > m, by the minimality of m. Let p
be the square root in 1 + tO of 1 + tn−mb/c. Equation (3) implies that
x−α,−m(1/c)vk = x−α(1/ct
m)xα(bt
n)
= p−α
∨
xα(bt
n)x−α(1/ct
m)p−α
∨
= p−α
∨
vkx−α,−m(1/c)p
−α∨ .
Assertion (ii) allows us to nd (v′k+1, . . . , v
′
p) ∈ Stab+(δ)>k+1 suh that p
−α∨vk+1 · · · vp[t
ν ] =
v′k+1 · · · v
′
p[t
ν ], with the further property that v′ks = vks = xα,m(cs) for eah s ∈ {1, . . . , r}.
We apply then the indutive assumption and nd (v′′k+1, . . . , v
′′
p) ∈ Stab+(δ)>k+1 suh that
x−α,−m(1/c) v
′
k+1 · · · v
′
p[t
ν ] = v′′k+1 · · · v
′′
p [t
ν ]. Then
x−α,−m(1/c) vkvk+1 · · · vp[t
ν ] = p−α
∨
vkv
′′
k+1 · · · v
′′
p [t
ν ],
and a nal appliation of Assertion (ii) onludes the proof of Assertion (iii) at k in this seond
ase.
The last ase is (ζ, n) = (α,m). In this ase, k1 = k and b = ck1 . The assumptions of the
lemma imply that b+ c 6= 0. Equation (3) says then that
x−α,−m(1/c)vk = xα,m(bc/(b + c))(1 + b/c)
−α∨x−α,−m(1/(b + c)).
Applying the indutive assumption, we nd (v′k+1, . . . , v
′
p) ∈ Stab+(δ)>k+1 suh that
x−α,−m(1/(b + c)) vk+1 · · · vp[t
ν ] = v′k+1 · · · v
′
p[t
ν ].
Using now Assertion (ii), we see that
x−α,−m(1/c) vkvk+1 · · · vp[t
ν ] = xα,m(bc/(b + c)) (1 + b/c)
−α∨v′k+1 · · · v
′
p[t
ν ]
belongs to π(C(δ))>k. This onludes the proof of Assertion (iii) at k. 
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At the end of their paper [11℄, Gaussent and Littelmann desribe several ases where the
rystal struture on Γ+LS(γλ) ontrols inlusions between MV yles. The next proposition
presents a general result.
Proposition 28 Let δ be an LS gallery and let α be a simple root of the system Φ. If the
gallery eαδ is dened, then Z(δ) ⊆ Z(eαδ).
Proof. We represent δ as in (17). We assume that eαδ is dened and we let m ∈ Z and
0 6 j < k 6 p + 1 be as in the denition of eαδ. We all (k = k0, k1, . . . , kr) the list in
inreasing order of all indies l ∈ {1, . . . , p} suh that Φaff+ (∆
′
l,∆l) =
{
(α,m)
}
. Finally we
equip Φaff+ (∆
′
0,∆0) with a total order.
Let (al,β) ∈
∏p
l=0 C
Φaff+ (∆
′
l
,∆
l
)
be a family of omplex numbers suh that
ak0,(α,m) + ak1,(α,m) + · · ·+ aks,(α,m) 6= 0
for eah s ∈ {0, 1, . . . , r} and set
vl =
∏
β∈Φaff+ (∆
′
l
,∆
l
)
xβ(al,β) for eah l ∈ {0, 1, . . . , p},
A =
j−1∏
l=0
vl and B =
p∏
l=j
vl.
By Corollary 23, the element AB[tν ] desribes a dense subset of Z(δ) when the parameters
al,β vary. To establish the proposition, it therefore sues to show that AB[t
ν ] belongs to
Z(eαδ). What we will now show is more preise:
For any non-zero omplex number h, the element Ax−α,−m−1(h)B[t
ν ] belongs to π(C(eαδ)).
We rst observe that xα,m+1(1/h) ∈ Stab+(∆
′
j), for ∆
′
j ⊆ Hα,m+1. Using Lemma 27 (i),
we nd (v′j , v
′
j+1, . . . , v
′
p) ∈ Stab+(δ)>j suh that
xα,m+1(1/h)B[t
ν ] = v′jv
′
j+1 · · · v
′
p[t
ν ].
We may moreover demand that v′ks = vks = xα,m(aks,(α,m)) for all s ∈ {0, 1, . . . , r}, for
∆ks−1 = ∆ks . We set
C =
k−1∏
l=j
v′l and D =
p∏
l=k+1
v′l,
and then B[tν ] = xα,m+1(−1/h)Cv
′
kD[t
ν ]. Using Lemma 27 (iii), we now nd (v′′k+1, v
′′
k+2,
. . . , v′′p) ∈ Stab+(δ)>k+1 suh that
x−α,−m
(
1/ak,(α,m)
)
D[tν ] = v′′k+1v
′′
k+2 · · · v
′′
p [t
ν ].
We nally set
E = xα,m
(
ak,(α,m)
)
x−α,−m
(
−1/ak,(α,m)
)
xα,m
(
ak,(α,m)
)
,
F = xα,m
(
−ak,(α,m)
) p∏
l=k+1
v′′l ,
K = x−α,−m−1(h)xα,m+1(−1/h).
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Then Ax−α,−m−1(h)B[t
ν ] = AKCEF [tν ].
We now observe that
Φaff+
(
sα,m+1(∆
′
l), sα,m+1(∆l)
)
=

{
(α,m+ 1)
}
⊔ sα,m+1
(
Φaff+ (∆
′
j ,∆j)
)
if l = j,
sα,m+1
(
Φaff+ (∆
′
l,∆l)
)
if j < l < k,
and that
Φaff+
(
τα∨(∆
′
l), τα∨(∆l)
)
= τα∨
(
Φaff+ (∆
′
l,∆l)
)
if l > k.
These equalities, the denition of eαδ, Equation (15) and Proposition 19 (ii) imply that the
sequene(
v0, . . . , vj−1, xα,m+1(h)
(
t(m+1)α
∨
sα
)
v′j
(
t(m+1)α
∨
sα
)−1
,(
t(m+1)α
∨
sα
)
v′j+1
(
t(m+1)α
∨
sα
)−1
, . . . ,
(
t(m+1)α
∨
sα
)
v′k−1
(
t(m+1)α
∨
sα
)−1
,
tα
∨
xα,m
(
−ak,(α,m)
)
t−α
∨
, tα
∨
v′′k+1t
−α∨ , . . . , tα
∨
v′′p t
−α∨
)
belongs to Stab+(eαδ). Proposition 22, Equation (20) and the denition of the map π then
say that
A xα,m+1(h)
(
t(m+1)α
∨
sα
)
C
(
t(m+1)α
∨
sα
)−1
tα
∨
F [tν ]
belongs to π(C(eαδ)). An appropriate appliation of Lemma 27 (ii) shows that the element
obtained by inserting extra fators (−h)−α
∨
and
(
−ak,(α,m)
)−α∨
in this expression, respetively
after A and before tα
∨
, also belongs to π(C(eαδ)). Now Equation (4) allows to rewrite
K = (−h)−α
∨
xα,m+1(h)
(
t(m+1)α
∨
sα
)
and
E =
(
t(m+1)α
∨
sα
)−1 (
−ak,(α,m)
)−α∨
tα
∨
,
and we onlude that AKCEF [tν ] = Ax−α,−m−1(h)B[t
ν ] belongs to π(C(eαδ)), as announed.

Proof of Theorem 25. Obviously Z preserves the weight. Comparing Proposition 26 with
Equation (12), we see that Z is ompatible with the struture maps ϕi. The axioms of a
rystal imply then that Z is ompatible with the struture maps εi. Now let δ be an LS gallery
of weight ν, let i ∈ I, and assume that the LS gallery eαiδ is dened. Then the two MV yles
Z(δ) and Z(eαiδ) satisfy the four onditions of Proposition 12. Indeed the rst and the third
onditions follow immediately from the fat that Z(δ) ∈ Z (λ)ν and Z(eαiδ) ∈ Z (λ)ν+α∨i ; the
seond ondition omes from Proposition 26 and from the seond assertion of Lemma 6 (iii)
in [11℄; the fourth ondition omes from Proposition 28. Therefore Z(eαiδ) = e˜iZ(δ); in other
words, Z intertwines the ation of the root operators on Γ+LS(γλ) with the ation of Braverman
and Gaitsgory's rystal operators on Z (λ). This onludes the proof that Z is a morphism
of rystals. Sine Z is bijetive and both rystals Γ+LS(γλ) and Z (λ) are normal, Z is an
isomorphism. 
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