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Abstract
In this paper, it is shown that the necessary and sufficient conditions on the Jordan form
of a seminonnegative matrix, identified by Zaslavsky and McDonald, are in fact necessary
and sufficient conditions on the Jordan form of every eventually nonnegative matrix. Thus
every eventually nonnegative matrix is similar to a seminonnegative matrix. In [Linear Algebra
Appl. 372 (2003) 253], they show that several of the combinatorial properties of reducible
nonnegative matrices carry over to reducible seminonnegative matrices. In this paper it is
shown that a property on the index of cyclicity of an irreducible nonnegative matrix carries
over to the seminonnegative matrices.
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1. Introduction
When we work with matrices, we are often interested in their eigenvalues, eigen-
vectors, and even their Jordan forms. Nonnegative matrices have been an important
area of study. More recently, the properties of the class of eventually nonnegative
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matrices have been studied. This class was introduced by Friedland [3], where he
gives necessary and sufficient conditions on the spectrum of such matrices. In Za-
slavsky and Tam [7], they give a characterization of the Jordan forms of irreduc-
ible seminonnegative matrices. Zaslavsky and McDonald [6] provide necessary and
sufficient conditions for the direct sum of a collection of Jordan blocks to be sim-
ilar to a seminonnegative matrix. The seminonnegative matrices are a subclass of
the eventually nonnegative matrices that share many of the combinatorial proper-
ties of nonnegative matrices. In Section 3, we show that the conditions identified in
[6] are necessary for all eventually nonnegative matrices. Thus we complete the char-
acterization of the Jordan forms that are similar to eventually nonnegative matrices.
The Perron–Frobenius Theorem for irreducible nonnegative matrices has spawned
a wealth of interesting ideas in the study of nonnegative matrices. These ideas have
been further developed by many authors and the relationship between the combina-
torial structure of a nonnegative matrix and its spectrum, eigenvectors, and Jordan
structure is surprisingly elegant and beautiful. Surveys of some of these results can
be found in [1,4,5]. In [6] they show that many of the combinatorial properties of
reducible nonnegative matrices carry over to the reducible seminonnegative matrices.
In Section 4, following ideas from [7] on combinatorial properties of irreducible
seminonnegative matrices, we show that if an irreducible seminonnegative matrix is
m-cyclic, then for every positive integer g, Ag is permutationally similar to the direct
sum of k irreducible matrices where k = gcd(g,m).
In Section 2, we provide standard definitions and notation.
2. Definitions and notation
For the set {1, . . . , n}, we write 〈n〉.
We use Mn(F) to represent the n × n matrices with entries from F.
A matrix A ∈ Mn(R) is called:
(strictly) positive (A  0) if alj > 0 for all l, j ∈ 〈n〉;
semipositive (A > 0) if alj  0 for all l, j ∈ 〈n〉 and A /= 0; and
nonnegative (A  0) if alj  0 for all l, j ∈ 〈n〉.
We say the matrix A ∈ Mn(C) is eventually nonnegative if there exists a positive
integer N such that for all integers g  N , Ag  0. The matrix A is eventually
positive if, in addition, Ag  0 for all integers g  N .
Let K,L ⊆ 〈n〉. The matrix AKL is the submatrix of A whose rows are indexed
by K and whose columns are indexed by L. The sets K1,K2, . . . , Kk partition a
set K if they are pairwise disjoint and ⋃kj=1 Kj = K . We allow Kj = ∅ for ease of
notation in some places. If κ = (K1, . . . , Kk) is an ordered partition of a subset of
〈n〉, we write Aκ to represent the matrix whose (l, j) block is AKlKj . We say Aκ is
block lower triangular if AKlKj = 0 whenever l < j .
The spectrum of A, σ(A), is the multiset consisting of the eigenvalues of the
matrix. The spectral radius of A, ρ(A), is the maxλ∈σ(A) |λ|.
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Consider the multiset σ = {λ1, . . . , λn}. Let σ¯ be the multiset {λ¯1, . . . , λ¯n}, where
λ¯ is the complex conjugate of λ. If σ¯ = σ , then we say the multiset is self-conjugate.
Let ρ(σ) = maxλ∈σ |λ|.
Let C be a lower triangular matrix. For λ ∈ σ(C), the submatrix of C whose rows
and columns are indexed by {j |cjj = λ} is denoted by C(λ).
Let J be an n × n matrix in Jordan form. Let κ = (K1, . . . , Kk) be a partition of
〈n〉. We say that a matrix C is a reorganization of J with respect to κ provided that
C is similar to J , each CKjKj is in Jordan form, Cκ is block lower triangular, and Cκ
is permutationally similar to the direct sum of Cκ(λ), λ ∈ σ(C).
We denote the l × l lower triangular Jordan block associated with the eigenvalue
λ by Jl(λ) and write J (A) to represent the Jordan canonical form of the matrix A.
In order to make the distinction between a collection of Jordan blocks and a matrix
in Jordan form, we denote the collection of Jordan blocks associated with the matrix
A by J(A). Notice that for λ /= 0, Jl(λ) ∈ J(A) if and only if Jl(λg) ∈ J(Ag)
and appears the same number of times. If the index0(A)  2, then the Jordan struc-
ture corresponding to the eigenvalue 0 will be different between the two matrices
whenever g  2.
Let J be a matrix in Jordan canonical form. The collection of Jordan blocks,
J(J ), is self-conjugate if whenever Jl(λ) ∈ J(J ), the matrix Jl(λ¯) ∈ J(J ) and
appears the same number of times.
All graphs in this paper are directed graphs. Let  = (V ,E) be a graph where V
is a finite vertex set and E ⊆ V × V is an edge set. A path from j to m is a sequence
of vertices j = v1, v2, . . . , vt = m with (vl, vl+1) ∈ E for l = 1, . . . , t − 1. A sim-
ple path is a path where the vertices are pairwise distinct. The empty path will be
considered to be a simple path linking every vertex to itself. The path v1, v2, . . . , vt
is a cycle if v1 = vt and v1, v2, . . . , vt−1 is a simple path.
We define the power of a graph p such that (l, j) is an edge in p only if there
exists a path of length p from l to j in .
Let  = (V ,E) be a graph. We say a vertex l has access to a vertex j if there
is a path from l to j in . A vertex is final if it does not access any other vertex in
. A vertex is initial if it is not accessed by another vertex. We define the transitive
closure of  by  = (V ,E) where E = {(j, l)|j has access to l in }. If l has access
to j and j has access to l, we say j and l communicate. The communication relation
is an equivalence relation. Thus we can partition V into equivalence classes that we
will refer to as the classes of .
We define the graph of a matrix A by G(A) = (V ,E) where V = 〈n〉 and (l, j) ∈
E whenever alj /= 0.
A graph  is said to be cyclically h-partite if there exists a partition of V into h
nonempty sets, V1, . . . , Vh, such that each edge of  is from Vi to Vi+1 for some
i = 1, . . . , h where Vh+1 is taken to be V1.
A square matrix A is called h-cyclic if G(A) is cyclically h-partite. The largest
possible h for which A is h-cyclic is called the cyclic index of A.
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Let J be a matrix in Jordan canonical form with ρ(J ) > 0. The collectionJ(J ) is
h-cyclic if Jl(λ) ∈ J(J ) implies Jl(e 2π ih λ) ∈ J(J ) and appears the same number of
times. For nonnegative matrices, this is equivalent to J = J (A), where A is h-cyclic.
The largest h for whichJ(J ) is h-cyclic is called the cyclic index ofJ(J ).
Let σ = {λ1, . . . , λn} be a multiset of complex numbers. We say σ is a Frobenius
multiset if ρ(σ) > 0 and there exists h  n such that
(i) σ ∩ {z ∈ C : |z| = ρ(σ)} =
{
ρ(σ), e
2π i
h ρ(σ ), e
4π i
h ρ(σ ), . . . , e
2(h−1)π i
h ρ(σ )
}
.
(ii) σ = e 2π ih σ .
Let σ be a Frobenius multiset. Let h be the number of eigenvalues of maximum
modulus ρ(σ). Then h is called the index of cyclicity of σ . We say σ is a Frobenius
multiset with cyclic index h.
Let J be a matrix in Jordan canonical form. We sayJ(J ) is a Frobenius collection
if there exists a positive integer h such that
(i) ρ(J ) > 0, there is exactly one Jordan block corresponding to ρ(J ), and this
block is 1 × 1.
(ii) If λ ∈ σ(J ) and |λ| = ρ(J ), then λ = ρ(J )· (hth root of unity).
(iii) J(J ) is h-cyclic.
We will refer toJ(J ) as a Frobenius collection with cyclic index h.
The matrix A is reducible if there exists a permutation matrix P such that
P TAP =
[
B 0
C D
]
,
where B and D are nonempty square matrices. The matrix A is irreducible if it is not
reducible. Irreducibility is equivalent to the property that every two vertices in G(A)
communicate. The classes of G(A) are also referred to as the irreducible classes
of A.
Given a matrix A, there exists an ordered partition κ = (K1,K2, . . . , Kk) of 〈n〉
such that each Ki corresponds to a class of G(A) and Aκ is block lower triangular.
The matrix Aκ is referred to as the Frobenius normal form of A. A class Kj is said
to be singular if AKjKj is singular and nonsingular otherwise.
We say an eventually nonnegative matrix A is seminonnegative provided
(i) all the entries of A are real,
(ii) for each irreducible class K of A, the submatrix AKK is a 1 × 1 zero matrix,
or there exists a positive integer h such that AKK is h-cyclic and (AKK)h is
permutationally similar to a direct sum of h eventually positive matrices.
(iii) AKiKj  0, whenever Ki and Kj are distinct classes of A.
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We define the reduced graph of A by R(A) = (V ,E) where V = {K | K is an
irreducible class of A}, and E = {(K,L) | there is edge from a vertex j ∈ K to a
vertex l ∈ L in G(A)}.
The singular length of a simple path in R(A) is the sum of the indexes of zero
of each of the singular vertices it contains. The level of a vertex K is the maximum
singular length over all the simple paths in R(A) that terminate at K .
Let νi(A) be the number of singular vertices with level i in R(A) and let m be the
largest number for which νi(A) /= 0. Then ν(A) = (ν1(A), . . . , νm(A)) is referred
to as the level characteristic of A.
Let {K1, . . . , Kk} correspond to the irreducible classes of A and assume that
index0(AKiKi ) = 1. Let m be the highest level of a vertex in R(A). Let
Mi =
⋃
{Kj | the level of Kj is m + 1 − i in R(A)}, i ∈ 〈m + 1〉.
Let µ = (M1,M2, . . . ,Mm,Mm+1). Then Aµ is block lower triangular and we will
refer to Aµ as the level canonical form of A. We will include sets in our list of
partitions even when they are empty to simplify our notation.
Let A be a matrix with ρ = ρ(A), such that for each irreducible class K , the
indexρ(AKK)  1 and ρ(AKK) ∈ σ(AKK). Let µ = (M1,M2, . . . ,Mm,Mm+1) be
the partition of 〈n〉 that puts ρI − A into level canonical form. Set
L2i =
⋃
{Kj | the level of Kj is m + 1 − i in R(A) and ρ(AKjKj ) = ρ}
and L2i−1 = Mi/L2i . We set L2m+1 = Mm+1. We will refer to L2i−1 as an upper
level set and L2i as a lower level set. Let  = (L1, L2, . . . , L2m+1). We call  the
split-level partition of ρ(A)I − A.
Let represent the split-level form of a matrix ρ(A)I − A and m = indexρ(A)(A).
SetL = {}. For each i ∈ 〈2m + 1〉, with i odd and Li /= ∅, we can look at the split-
level form of ALiLi with respect to ρ(ALiLi ). Add these ordered partitions to the list
L. Again, when the upper level sets are nonempty, the corresponding submatrix can
be put in split-level form and the split-level partition added toL. Continuing in this
fashion until we have listed the corresponding split-level partition for each nonempty
upper level set so encountered, we create the list of ordered partitionsL that we will
refer to as the nested split-level partitions of A.
LetL be a set of ordered partitions of subsets of 〈n〉. We will say thatL is a set
of nested odd partitions of 〈n〉 provided that
(i) L contains exactly one ordered partition of 〈n〉.
(ii) There is exactly one ordered partition of each nonempty set that occurs in an
odd position of an ordered partition inL.
(iii) The partitions described in (i) and (ii) are the only partitions inL.
Let J be an n × n Jordan matrix and κ = (K1, . . . , Kk) an ordered partition of
〈n〉. Let C be a reorganization of J with respect to κ and let L be a set of nested
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odd partitions of 〈n〉. We will say that C with the partition κ allows the nested odd
partitionsL provided that for each partition  ∈L we have the following:
Write = (L1, L2, . . . , Lt ) and for each i ∈ 〈t〉 set Pi = {j |Kj ∩ Li /= ∅}. Set P =⋃t
i=1 Pi , τ =
⋃t
i=1 Li , ρτ = ρ(Cτ ), mτ = Indexρτ (Cτ ). Then we need that
(a) t = 2mτ + 1,
(b) Li = ⋃j∈Pi Kj .
(c) If j ∈ P and ρ(CKjKj ) = ρτ , then j ∈ Pi where i is even.
(d) If j ∈ P and ρ(CKjKj ) < ρτ , then j ∈ Pi where i is odd.
(e) If j, l ∈ P with j /= l and CKjKl /= 0 then j ∈ Pq and l ∈ Pr where q  r and
if q = r then q must be odd.
3. Seminonnegative matrices
In this section we show that all eventually nonnegative matrices are similar to
seminonnegative matrices. This establishes that the conditions outlined by Zaslavsky
and McDonald [6] characterize the Jordan forms of all the eventually nonnegative
matrices.
We begin by providing an example of an eventually nonnegative matrix that is not
a seminonnegative matrix.
Example 3.1. The matrix
A =


1 1 0 0
1 1 0 0
−1 1 1 1
1 −1 1 1


is eventually nonnegative but not seminonnegative. Putting A in Jordan canonical
form, however, we see that A is similar to the nonnegative (and hence seminonnega-
tive) matrix
A =


2 0 0 0
0 2 0 0
0 0 0 0
0 0 1 0

 .
In order to establish our main result, we first choose a g such that if a submulti-
set of σ(A) raised to the gth power is a self-conjugate Frobenius multiset, then the
submultiset itself is a self-conjugate Frobenius multiset.
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Let
DA =
{
d
∣∣∣ θ − α = c
d
, where re2π iθ ∈ σ(A), re2π iα ∈ σ(A), r > 0,
c ∈ Z+, d ∈ Z \ {0}, gcd(c, d) = 1
}
.
DA compares the rational portion of the exponent for nonzero eigenvalues of the
same modulus. Any nonrational differences are ignored. If no two eigenvalues of a
matrix A have the same modulus, or if the only eigenvalues of the same modulus are
equal, then DA = ∅.
By choosing a prime power g that is not an element of DA, the gth powers of dis-
tinct elements in σ(A) are distinct elements in σ(Ag). For example, suppose σ(A) =
{1,−1} = {e0, e (2π i)2 }, then DA = {±2}. In this instance, σ(A) is a self-conjugate
Frobenius multiset. The even powers of the eigenvalues of A form two Frobenius
multisets each with a value of 1. The odd powers of the eigenvalues of A are distinct
and form a self-conjugate Frobenius multiset with the same cyclicity as σ(A). In
particular, if g is any odd prime, λ ∈ σ(A) and γ ∈ σ(A), then λg = γ g if and only
if λ = γ .
The following Lemma appears in [2].
Lemma 3.2 [2, Lemma 3.2]. Let A ∈ Mn(R). Let g be a prime number such that
g 	∈ DA. If λ ∈ σ(A) and γ ∈ σ(A) are such that λg = γ g, then λ = γ.
Let A be an eventually nonnegative matrix and assume the matrix Ag is nonnegative
and in Frobenius normal form with respect to κ = (K1,K2, . . . , Kk). Then each
irreducible class (Ag)KjKj is either a 1 × 1 zero matrix or an irreducible nonnegative
hj -cyclic matrix. We will establish that the Jordan form of A satisfies the sufficient
conditions identified in [6] for a Jordan form to be similar to a seminonnegative
matrix by looking at the Jordan form of Ag , for a specific power g.
In [7, Corollary 3.5], they show that a Jordan matrix that is similar to an eventually
real matrix, is in fact similar to a real matrix.
The equivalence of parts (iii) and (iv) of Theorem 3.3 appear in [6, Theorem 4.8].
Theorem 3.3. Let J be an n × n matrix in Jordan form. Then the following are
equivalent:
(i) The matrix J is similar to an n × n complex eventually nonnegative matrix.
(ii) The matrix J is similar to an n × n real eventually nonnegative matrix.
(iii) The matrix J is similar to a seminonnegative matrix.
(iv) There exists an ordered partition κ = (K1,K2, . . . , Kk) of 〈n〉 and a reorgani-
zation C of J with respect to κ such that
(a) For each nonzero λ ∈ σ(J ), Cκ(λ¯) = Cκ(λ).
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(b) For each j ∈ 〈k〉, CKjKj corresponds to a self-conjugate Frobenius collec-
tion or it is a 1 × 1 zero matrix.
(c) C with the partition κ allows a set of nested odd partitions of 〈n〉.
Proof
(iv) ⇔ (iii) follows from [6, Theorem 4.8].
(iii) ⇒ (ii) ⇒ (i) follow directly from the definitions.
We complete the proof by showing (i) ⇒ (iv).
Suppose that J is similar to an n × n complex eventually nonnegative matrix
A. Then by [7, Theorem 3.6], we can write A = B + S where B is a real eventu-
ally nonnegative matrix, S is nilpotent, and BS = SB = 0. Moreover, the collec-
tion of nonsingular elementary Jordan blocks corresponding to A is the same as
the collection of nonsingular elementary Jordan blocks corresponding to B, and the
index0(B)  1.
Let g be a large prime number such that g 	∈ DB , and Bg is nonnegative. Let J (g)
be the Jordan form of Bg .
By Lemma 3.2 we can define a function f : σ(Bg) → σ(B) by setting f (λ) = γ
where γ is the unique element in σ(B) such that γ g = λ.
Let υ ⊆ σ(Bg) be a self-conjugate Frobenius multiset with cyclic index h. Since
g is chosen to be a large prime, we can assume without loss of generality that g and
h are relatively prime. Consider the multiset f (υ) = {f (λ)|λ ∈ υ}. We claim that
f (υ) is also a self-conjugate Frobenius multiset with cyclic index h.
First we show that f (υ) is self-conjugate. Let γ ∈ f (υ). Then γ = f (λ) for some
λ ∈ υ. Since υ is a Frobenius multiset, λ ∈ υ. Since σ(A) is the union of self-conju-
gate Frobenius multisets [3, Lemma 1; 7, Theorem 3.1], we know γ ∈ σ(A). Notice
(γ )g = (γ g) = (λ) = λ. Hence by Lemma 3.2, f (λ) = γ .
Next we show that e
2π i
h f (υ) = f (υ). Let λ ∈ υ and f (λ) = γ. Since g and h are
relatively prime, δg is an hth root of unity if and only if δ is an hth root of unity.
Notice that
(
f (e
2lπ i
h λ)
γ
)g
= e 2qπ ih , for some q ∈ {0, 1, . . . , h − 1}. Thus f (e
2lπ i
h λ)
γ
is
an hth root of unity, and as we vary l from 0 to h − 1, we must generate a full set
of hth roots of unity. In particular, there is an l such that f (e
2lπ i
h λ) = e 2π ih γ . Thus
e
2π i
h f (υ) = f (υ).
Clearly f (ρ(υ)) = ρ(f (υ)) and
f (υ) ∩ {z ∈ C | |z| = ρ(f (υ))} =
{
ρ(f (υ)), e
2π i
h ρ(f (υ)),
e
4π i
h ρ(f (υ)), . . . , e
2(h−1)π i
h ρ(f (υ))
}
.
Hence f (υ) is a self-conjugate Frobenius multiset with cyclic index h.
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Since Bg is nonnegative, by [6, Theorem 4.11], there exists an ordered partition
κ = (K1,K2, . . . , Kk) of 〈n〉 and a reorganization C(g) of J (g) with respect to κ
such that:
(a) For each nonzero λ ∈ σ(J (g)), C(g)κ (λ¯) = C(g)κ (λ).
(b) For each j ∈ 〈k〉, C(g)KjKj is the Jordan form of an irreducible nonnegative matrix,
or C
(g)
KjKj
is a 1 × 1 zero matrix.
(c) C(g) with the partition κ allows a list of nested split-level partitions.
LetL be the list of nested split-level partitions allowed by C(g) with κ .
From the definition of a reorganization, we see that C(g) is permutationally similar
to the direct sum of C(g)(λ), λ ∈ σ(Bg). Define a matrix C such that
cij =
{
(c(g))ij if i /= j
f ((c(g))ij ) if i = j
}
.
Clearly C and C(g) have the same irreducible classes.
If index0(A)  1, then C is a reorganization of J . Since σ(CKjKj ) =
f (σ (C
(g)
KjKj
)), it is a self-conjugate Frobenius multiset or {0}. Moreover, since C(g)KjKj
is, by definition, in Jordan form, any Jordan block in J(CKjKj ) with eigenvalue γ ,
corresponds to a Jordan block of the same size in J(C(g)KjKj ) with eigenvalue λ,
where f (λ) = γ. Thus the collection of Jordan blocks J(CKjKj ) must also be a
self-conjugate Frobenius collection or consists of a 1 × 1 zero matrix. Since the off-
diagonal blocks of C and C(g) are the same, we see that C with the partition κ
allows the nested split-level partitionL. Thus C with κ andL satisfy condition (iii)
for J .
If index0(A)  2, then the Jordan forms corresponding to 0 differ between A and
Bg. However, removing the zero blocks from J(CKjKj ) and J(C
(g)
KjKj
) will not
change the fact that they are Frobenius collections.
Recall that (C(g))κ is actually lower triangular and is permutationally similar to
the direct sum of (C(g))κ (λ), λ ∈ σ(Bg). Similarly Cκ is lower triangular and is per-
mutationally similar to the direct sum of Cκ(λ), λ ∈ σ(B). The matrix Cκ(0) is a zero
matrix. Set W = {j |cjj = 0}. Set K(0)l = Kl \ W . Then whenever J(CK(0)l K(0)l ) /=∅, it is still a Frobenius collection since all we may have removed is a block of zeros.
Let κ(0) = (K(0)1 ,K(0)2 , . . . , K(0)k ), and amend the subsets listed in L similarly to
formL(0). Then C with κ(0) andL(0) satisfy (iv).
Let J (0) correspond to the Jordan canonical form for the eigenvalue zero of A.
Then C(0)κ ⊕ J (0) is a reorganization of J that satisfies (iv). 
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Example 3.4. Let
A =


−7
40
23
40
1
5
−1
20
9
20
1√
30
−1√
30
i√
30
−i√
30
0
23
40
−7
40
1
5
9
20
−1
20
1√
30
−1√
30
i√
30
−i√
30
0
1
5
1
5
1
5
1
5
1
5
1√
30
−1√
30
i√
30
−i√
30
0
9
20
−1
20
1
5
−7
40
23
40 −
√
3
40
√
3
40 −i
√
3
40 i
√
3
40 0
−1
20
9
20
1
5
23
40
−7
40 −
√
3
40
√
3
40 −i
√
3
40 i
√
3
40 0
−i
6
−i
6
i
3 0 0
1
10
1
10
7
20
7
20
1
10
−i
6
−i
6
i
3 0 0
1
10
1
10
7
20
7
20
1
10
0 0 0 0 0 720
7
20
−1
40
−1
40
7
20
0 0 0 0 0 720
7
20
−1
40
−1
40
7
20
i
3
i
3
−2i
3 0 0
1
10
1
10
7
20
7
20
1
10


.
Let En be the n × n matrix all of whose entries are 1. Then
lim
g→∞A
g = 1/5
[
E5 0
0 E5
]
and hence A is an eventually nonnegative matrix. The set of Jordan blocks{
[1], [1], [−3/4 + i/2], [−3/4 − i/2], [−3/4],
[
0 0
1 0
]
,
[
0 0
1 0
]
, [0]
}
corresponds to the Jordan form of A. If we consider the Frobenius normal form of
Ag for some large prime g, we see that the nonsingular Jordan blocks corresponding
to the first irreducible block of Ag come from the Jordan blocks [1], [−3/4 + i/2],
[−3/4 − i/2] and the nonsingular Jordan blocks corresponding to the Jordan form
of the second irreducible block of Ag come from [1], [−3/4]. Setting
B =


−1
6
(7+2√3)
12
(7−2√3)
12
(7−2√3)
12
−1
6
(7+2√3)
12
(7+2√3)
12
(7−2√3)
12
−1
6

 , C =
[ 1
8
7
8
7
8
1
8
]
, and
D =
[
0 0
1 0
]
,
we see that the matrix
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B ⊕ C ⊕ D ⊕ D ⊕ [0]
is a seminonnegative (and hence eventually nonnegative) matrix that is similar to A.
Note that
lim
g→∞B
g = 1/3E3 and lim
g→∞C
g = 1/2E2.
4. Cyclicity properties of irreducible seminonnegative matrices
Let A be a nonzero irreducible seminonnegative matrix. Then the graph of A
is cyclically m-partite for some integer m. In this section we will show that Ag is
similar to the direct sum of k irreducible matrices where k = gcd(g,m). This is not
true in general for the eventually nonnegative matrices.
Example 4.1. Consider the matrix
A =


0 0 1 1 1 −1
0 0 1 1 −1 1
0 0 0 0 1 1
0 0 0 0 1 1
1 1 0 0 0 0
1 1 0 0 0 0


.
The matrix A is eventually nonnegative but not seminonnegative. Notice that A is
cyclically 2-partite, however
A3 =


4 4 0 0 0 0
4 4 0 0 0 0
0 0 4 4 0 0
0 0 4 4 0 0
0 0 0 0 4 4
0 0 0 0 4 4


is the direct sum of three positive matrices even though gcd(3, 2) = 1.
We now establish our main result in this section.
Theorem 4.2. Let A be an irreducible seminonnegative matrix with cyclic index m.
Then for every positive integer g, Ag is permutationally similar to the direct sum of
k irreducible matrices where k = gcd(g,m).
Proof. In the case where the matrix A is a 1 × 1 zero matrix, the theorem holds.
Without loss of generality, we can assume the matrix A is nonzero. Thus A is an
eventually nonnegative matrix with cyclic index m such that Am is permutationally
similar to the direct sum of m eventually positive matrices.
For any integer j , let jˆ = l where j ≡ l mod m and l ∈ 〈m〉.
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We will use the properties of powers of a cycle on m vertices to illustrate prop-
erties of the graph of the powers of A. Let −→Cm = (V ,E), where V = 〈m〉 and E =
{(i, i + 1)|i ∈ 〈m − 1〉} ∪ {(m, 1)} be a simple directed cycle on m vertices.
Let G(A) = (V ,E) where V = 〈n〉. Since A is m-cyclic, there exists V1, . . . , Vm,
pairwise disjoint, such that ⋃ml=1 Vl = V and (p, q) ∈ E means p ∈ Vl and q ∈
V ˆl+1. Let
−→
C (A) = (VC,EC) be the graph whose vertices are V1, . . . , Vm and
(Vl, Vj ) ∈ EC whenever there exists an edge (p, q) ∈ E such that p ∈ Vl and q ∈
Vj . Thus
−→
C (A) is isomorphic to −→Cm.
Consider Ag . Let G(Ag) = (V ,E(g)). If (p, q) ∈ E(g) then there is a path of
length g from p to q in G(A). Choose l ∈ 〈m〉 such that p ∈ Vl . Then q ∈ V ˆl+g .
Let −→C (Ag) = (VC,E(g)C ) be the graph whose vertices are V1, . . . , Vm and for which
(Vl, Vj ) ∈ E(g)C only if there exists an edge (p, q) ∈ E(g) such that p ∈ Vl and q ∈
Vj . We will show that
−→
C (Ag) is isomorphic to −→Cmg . These graphs have the same
vertices. Let (Vl, Vj ) be an edge in
−→
C (Ag). Then there is an edge (p, q) ∈ E(g)
such that p ∈ Vl and q ∈ V ˆl+g . We conclude there is a path of length g from Vl to
V ˆl+g in
−→
Cm and thus (Vl, Vj ) is an edge in
−→
Cm
g
.
Suppose there is an edge (Vl, V ˆl+g) in
−→
Cm
g but (Vl, V ˆl+g) is not an edge of−→
C (Ag). Then AgVlV ˆl+g = 0. Choose positive integers s and r such that sm = g + r .
Consider Asm = Ag+r = AgAr . Because A is m-cyclic, we look at the diagonal
blocks of the matrix Asm. The diagonal block,
AsmVlVl = (AgAr)VlVl =
m∑
j=1
(Ag)VlVj (A
r)VjVl = (Ag)VlV ˆl+g (Ar)V ˆl+gVl = 0.
But AsmVlVl is an eventually positive matrix, which is a contradiction. Thus
−→
Cm
g is
isomorphic to −→C (Ag).
It is well known that −→Cmg can be partitioned into k cycles of length d where
k = gcd(g,m) and m = kd . Thus −→C (Ag) can also be partitioned into k cycles of
length d . This means that Ag is permutationally similar the direct sum of k, d-
cyclic matrices. Let g = kb and let Ll = ⋃j≡l mod k Vj for all l in {1, . . . , k}. Then
A
g
LlLl
is one of the d-cyclic matrices. Since (AgLlLl )
d = (Agd)LlLl = (Akbd)LlLl =
(Amb)LlLl , (A
g
LlLl
)d is permutationally similar to the direct sum of d eventually
positive matrices. Since AgLlLl is d-cyclic and eventually nonnegative, and (A
g
LlLl
)d
is permutationally similar to the direct sum of d eventually positive matrices, we
conclude that AgLlLl is irreducible. 
We conclude our paper with an example which illustrates Theorem 4.2. In [2],
they establish combinatorial properties of eventually nonnegative matrices where the
largest Jordan block of zero is 1 × 1. The theorem in this paper does not depend of
S. Carnochan Naqvi, J.J. McDonald / Linear Algebra and its Applications 381 (2004) 245–258 257
the size of the Jordan blocks corresponding to zero as is also illustrated by our last
example.
Example 4.3. Let
B =


2 0 0 0
0 2 0 0
0 0 2 0
0 0 0 2
2 2 2 2

 , C =


3 −1 −1 3 2
−1 3 3 −1 2
3 −1 −1 3 2
−1 3 3 −1 2

 ,
and set
A =


0 B 0 0 0 0
0 0 C 0 0 0
0 0 0 B 0 0
0 0 0 0 C 0
0 0 0 0 0 B
C 0 0 0 0 0


.
Then the matrix A is a 6-cyclic matrix with Jordan blocks J1(2
√
6), J1(−2
√
6),
J1(
√
6 + 3√2), J1(
√
6(1 − √3)), J1(
√
6(−1 + √3)), J1(
√
6(−1 − √3)), J4(0),
J4(0), J4(0), J2(0), J2(0), J2(0) J1(0), J1(0) and J1(0).
Let E be the 4 × 4 matrix of ones and e be the 4 × 1 vector of ones. For j > 1
(BC)j =
[
3j−123j−2E 3j−123j−1e
3j−123j−2eT 3j−123j−2
]
, (BC)jB =
[
3j23j−1E
3j23j+1eT288
]
,
(CB)j = [3j23j−2E] , (CB)jC = [3j23jE 3j23j+1e] .
Notice that these are all positive matrices. Then
A6k+1 =


0 (BC)3kB 0 0 0 0
0 0 (CB)3kC 0 0 0
0 0 0 (BC)3kB 0 0
0 0 0 0 (CB)3kC 0
0 0 0 0 0 (BC)3kB
(CB)3kC 0 0 0 0 0


,
A6k+2 =


0 0 (BC)3k+1 0 0 0
0 0 0 (CB)3k+1 0 0
0 0 0 0 (BC)3k+1 0
0 0 0 0 0 (CB)3k+1
(BC)3k+1 0 0 0 0 0
0 (CB)3k+1 0 0 0 0


,
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A6k+3 =


0 0 0 (BC)3k+1B 0 0
0 0 0 0 (CB)3k+1C 0
0 0 0 0 0 (BC)3k+1B
(CB)3k+1C 0 0 0 0 0
0 (BC)3k+1B 0 0 0 0
0 0 (CB)3k+1C 0 0 0


,
A6k+4 =


0 0 0 0 (BC)3k+2 0
0 0 0 0 0 (CB)3k+2
(BC)3k+2 0 0 0 0 0
0 (CB)3k+2 0 0 0 0
0 0 (BC)3k+2 0 0 0
0 0 0 (CB)3k+2 0 0


,
A6k+5 =


0 0 0 0 0 (BC)3k+2B
(CB)3k+2C 0 0 0 0 0
0 (BC)3k+2B 0 0 0 0
0 0 (CB)3k+2C 0 0 0
0 0 0 (BC)3k+2B 0 0
0 0 0 0 (CB)3k+2C 0


,
A6k+6 =


(BC)3k+3 0 0 0 0 0
0 (CB)3k+3 0 0 0 0
0 0 (BC)3k+3 0 0 0
0 0 0 (CB)3k+3 0 0
0 0 0 0 (BC)3k+3 0
0 0 0 0 0 (CB)3k+3


,
and thus it is easy to see that A is a seminonnegative matrix and the cyclicity of the
powers is exactly as is predicted by our theorem.
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