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和 尝产护 迭代的权重 易知各权重的平均值为 。
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文献 运用信噪 比理论对  模型的存贮容量进行了分析
,
这里我们运 用该理论分析
离散复数神经网络模型的存贮容量 由式 可得态矢 夕 中出错的总数约为 只
,
若假


















1/a ~ Zln ZN
当 N 远大于 1 时
,






该结论与文献[7〕中所得的 H oP fie ld 模型的存贮容量 1/2 In N 相同
.
类似 H




即连接矩阵的对角元 J ~ ~ o
,
它对动力学
方 程 的 影 响 表 现 为 信 号 项 的 权 重 是 2 ( N 一 1 )
,
总 噪 声 平 均 值 为 O
,
均 方 差 为
六N 一1 ) (M 一 1 )
,
信噪 比 s N R 一 了(N 一 1)/( M 一 1)
.
当 N ~ co 时
,
信噪比与考虑反馈时的情








元 J~ ~ 0.
网络中设有 N 个神经元
,
多次随机产生 M 个存贮图象夕一 (士1士 i}
万 ,
把存贮图象作为
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0 时的 M ~
一N 存贮容量统计曲线
























本文取 夕~ 50 %
,






















14 , 它与 H
opfi el d 模型的结果一样[8]
.
图中也画出 H
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以图象收敛百分数大于某一临界值 占为标准所允许的最大 D 就是该临界值 古下的容错半径
R
.
本文取 占一 85 %
,
图 2 画出了当 N 簇10 0 时
,







































































( 一 1 + i) 表示为 1
,
(l 一i) 为
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(a )网络稳定存贮的三个字符 A .(b) 加有近 15 % 嗓声(即 20 bi t误码)的箱入字符 .
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