The Logistics Composite Model (LCOM) is a stochastic, discrete-event simulation that relies on probabilities and random number generators to model scenarios in a maintenance unit and estimate optimal manpower levels through an iterative process. Models such as LCOM involving pseudo-random numbers inevitably have a variance associated with the output of the model for each run. Reducing this output variance can be costly in the additional time needed for multiple replications. This research explores the application of three different methods for reducing the variance of the model's output. The methods include Common Random Numbers, Control Variates, and Antithetic Variates. The result is a successful variance reduction in the primary output statistics of interest using the application of the Control Variates technique, as well as a methodology for the implementation of Control Variates in LCOM.
INTRODUCTION
The Logistics Composite Model (LCOM) is one of the Air Force's primary tools for determining optimal logistics and maintenance manpower levels. The LCOM is a stochastic, discrete-event simulation that relies on probabilities and random number generators to model scenarios in a maintenance unit by manipulating certain variables. Manpower levels are attained through an iterative process in which the variables consisting of supply, facilities, and equipment are set based on command standards. Manpower levels are adjusted after each run until a desired Sortie Generation Rate (SGR) is attained (Boyle 1990 ).
In a model such as LCOM, many real-life characteristics exhibit random behavior. As Law and Kelton (2000) state, "A simulation of any system or process in which there are inherently random components requires a method of generating or obtaining numbers that are random, in some sense." The random number generators aid the customer in simulating the randomness of the system by producing a stream of continuous, uniformly distributed numbers between 0 and 1. The intent of the random number generator is to produce these numbers independently. However, the computer is actually using a recursive algorithm that produces numbers that seem independent, but instead follow a pattern that can be repeated over and over, called a stream (Kelton et al. 2004) . These types of random number generators are called pseudo-random generators.
Models involving pseudo-random numbers inevitably have a variance associated with the output of the model for each run. The reduction of the variance in the results of the model can be costly in the form of time for multiple replications or producing a range of estimates that is too wide to realistically analyze. Simply increasing the number of replications is not always realistic for reducing variance. Replicating prior work by Bednar on the Thunder simulation, we examined the application of other methods for reducing the variance of LCOM's output, including common random numbers, control variates, and antithetic variates (Bednar 1996) . When applied to a model such as LCOM, these variance reduction techniques may significantly reduce the variance without increasing the number of replications (Law and Kelton 2000) .
LITERATURE REVIEW

Logistics Composite Model
The U.S. Air Force's Logistics Composite Model has existed since the late 1960s, created through a combined effort by the Rand Corporation and the Air Force Logistics Command to "relate base-level logistics resources with each other and with sortie generating capability" (Boyle 1990 ). While the model is capable of studying the interac-tions between several variables, it has evolved to be known as one of the Air Force's primary tools for establishing manpower levels in operational maintenance units and exists as part of the Air Force's Standard Analysis Toolkit (AFSAT) (Juarez 2006) . Two separate versions of the LCOM exist in the Air Force today, one at the Air Force Manpower Agency (AFMA), Randolph AFB, Texas, and the other at the Aeronautical Systems Center's (ASC) Systems Supportability Analysis Branch, Wright-Patterson AFB, Ohio (Dawson 2006) . These two separate models essentially perform the same function, with some minor differences in the user interface (Dierker 2006) . The AFMA version has four primary users: Air Combat Command, Air Mobility Command, Air Force Special Operations Command, and Air Education and Training Command. The ASC is the only primary user for the ASC version (Dawson 2006) . The AFMA version is used by the MAJCOMs to derive 65-70% of their maintenance manpower requirements (Dawson 2006) . The rest comes from Air Force Instructions and other guidance. The ASC version is used "to analyze manpower requirements for acquired weapon systems (as well as evaluate manpower requirement changes resulting from modifications to current weapon systems)" (Dawson 2006 ).
The LCOM model consists of multiple submodels, including an input model, a main model, and several post processors. The input model analyzes input data from the user and makes assumptions and corrections when necessary so that the data can be used by the main model and post processors. This data typically includes maintenance data from the Air Force's Maintenance Data Collection systems, essential tasks needed to be performed to service each aircraft, mission requirements and flying times. The main model is the heart of the simulation, and the primary source of data for our research. It uses maintenance data and sortie data together with the process logic shown in Figure 1 . 
Variance Reduction Techniques
We examined three approaches for reducing LCOM's output variance. The common random numbers approach involves comparing multiple scenarios in the same overall model. Using this approach, the individual sources of randomness are synchronized using the same random number streams across the two scenarios. Then, configurations in two different scenarios will use the same random numbers so that the different scenarios can experience similar experimental conditions (Law and Kelton 2000) . The second technique, control variates, involves identifying potential controls within the model that can be used to reduce the variance in the output. This method requires the identification of a particular random variable or variables with known expected values that are thought to correlate to an output variable, either positively or negatively. Then, using these potential controls and the estimated correlation, the expected value of the output variable is adjusted up or down based on the differences between the observed values of the control variates and their known expected values (Kelton et al. 2004) .
The last technique, antithetic variates, "attempts to induce negative correlation between the results of one replication and another, and uses this correlation to reduce variance" (Kelton et al. 2004 ). This involves a second replication that replaces a stream's i th random number U i with the random number 1-U i . For example, where U i is used for a particular purpose, 1-U i is used in the second replication for the same purpose. The pairs are averaged, possibly replicating this for several pairs (Law and Kelton 2000) .
METHODOLOGY
Model and Output Variable Selection
Development of an actual, real-world scenario for LCOM can take many months to develop (Erdman 2006 The original configuration of the generic fighter model is sufficient for both AV and CV, so the default configuration was used for these techniques. However, since CRN requires the comparison between two different configurations, a modification of the model for this technique was necessary. To modify the model in a way that would have a significant effect on the outcome of the output variables of interest, the manpower availability was adjusted and the model run with a 30-replication production run until a significant difference in the two output statistics of interest were empirically observed. Then, a paired difference test of hypothesis was conducted for μ d = (μ 1 -μ 2 ) in order to verify that the mean for the two scenarios are not equal.
The period of interest for this experiment consisted of a 5-day period following a 20-day warm-up period. After consulting with LCOM users it was determined that a 20-day warm-up was likely to be sufficient for the model to exhibit a steady-state behavior, based upon their experiences and recommendations (Erdman 2006) .
Although LCOM generates several dozens of various statistics, the decision was made to analyze the variance of two output statistics in particular, C15 -Overall Achieved Sorties per Aircraft per Day, and C24 -Mission Capable Rate. This decision was reached for several reasons. Since LCOM users focus almost exclusively on the C15 statistic, the reduction in the variance of any other statistic separate from C15 would have little or no impact on the way the model was run and analyzed. Additionally, Mission Capable Rate has a direct impact on the sortie generation rate, so C24 was also included. Second, the Generic Fighter Model produces a fair amount of variance in both output statistics C15 and C24, making variance reduction a feasible and desirable goal for our research and analysis.
Common Random Numbers
The random number generator in LCOM's programming language, SIMSCRIPT II.5, allows the user to identify up to 10 unique random number streams. In the LCOM's source code for the main model, 33 points of consumption were identified where random numbers are drawn and consumed. In the original configuration, these 33 points of consumption are divided to sample from 9 of the 10 available unique random number streams. Each of the 33 points of consumption in the model was investigated one-by-one to determine the relative use of each point in the model where random numbers were generated and consumed. After investigating the 33 random variate draws in the LCOM main model source code, it was determined that 8 points of consumption were in use for the FX99 model. In other words, only 8 of the 33 existing points of consumption in the default settings of FX99 actively generated and consumed random numbers. Consequently, the code was modified so that each active point of consumption was synchronized by identifying a unique random number stream to each of the points in the model. Once the source code was modified to reflect these changes, the code was compiled using Simscript's SimStudio compiling environment and an LCOM production run of 30 replications was conducted with the new, modified source code using the default scenario with unconstrained manpower and a specific seed set for the 30 replications. Then, the scenario was changed to the second scenario with constrained manpower resources and the 30-replication production run was completed again, using the exact same seed set. The paired difference from each replication was used to create the confidence interval and halfwidth.
Similarly, the unmodified model was run and a halfwidth calculated for both the unconstrained manpower scenario and the constrained manpower scenario in order to provide a base from which to compare the new results. The reduction in the confidence interval halfwidth was calculated to determine the degree of variance reduction.
Antithetic Variates
Whereas CRN requires a comparison between two different scenarios, antithetic variates relies on an induced correlation among replications within the same scenario. Since no additional scenarios are required for this technique, the default settings for the FX99 Model were used. Fortunately, SIMSCRIPT II.5 allows the incorporation of antithetic variates with some very simple modifications. According to the manual, Building Simulation Models with SIMSCRIPT II.5, "To use an antithetic variate in any random deviate generator in SIMSCRIPT II.5, it is merely necessary to negate the random number stream parameter to the function random.f" (Russell 2000) . For example, RANDOM.F(4) is a pseudo-random number uniformly distributed between 0 and 1, drawn from SIMSCRIPT II.5's random number stream 4. In order to implement antithetic variates, the portion of the code RANDOM.F(4) simply becomes RANDOM.F(-4) in order to turn a stream's k th random number U k into 1 -U k (Russell 2000) . Like CRN, the new code is modified to reflect the change at each of the 33 points of consumption in the model, compiled in SimStudio, and run using both the unmodified code as well as the modified code with antithetic variates. Like CRN, a one-for-one relationship between U k and 1 -U k is essential to synchronize the model and induce the correlation required to achieve a reduction in variance. For this reason, careful attention must be paid to making sure the starting seeds for each stream remained the same for both the original model and the model with the antithetic variates. A production run of 15 replications was made with the unmodified code and 15 with the antithetic variates code. The output for both productions runs were combined and averaged in order to obtain the new confidence interval calculation and halfwidth. The results were then compared to a 30-replication production run with the unmodified model.
Control Variates
The Control Variate method relies on the relationship between a random variate input and the output variable of interest. This correlation along with the deviation from the known expected value of the input variable are used to adjust the output variable up or down, closer to the true but unknown mean. In LCOM, the number of potential controls can reach the hundreds. However, each potential control must be considered by capturing each random variate value drawn in the model, along with the expected value, distribution type and parameters over the course of the 5-day period of interest. The first step in this process involved modifying the LCOM main model source code in order to capture each random variate drawn and consumed in the model. Capturing the random variates required the use of the "print" command to dump the random variates to an output file called a PSR report for each replication in the LCOM production run. Once in the PSR report, the random variates were cut and pasted to an Excel spreadsheet where the numbers were sorted and separated by distribution type and parameter. Once sorted, each unique distribution formed the basis for a potential control to be analyzed. This means that different distribution types and parameters could come from a single random variate draw. The total number of potential controls was 23. After eliminating those potential controls with no random variates drawn in any single replication, the number of potential controls decreased to 20. Since regression theory requires at least as many replications as potential controls, 21 replications were performed (McClave et al. 2005) .
The control variate calculations for each of the 21 replications were performed in Excel. Finally, the output statistics C15 and C24 for each replication were recorded. The differences between the observed and expected means for each potential control were arranged in a 20 X 21 matrix and exported to the Minitab statistical software package for the stepwise regression calculation. The predictors identified in the stepwise regression automatically became the control variates used to perform the control variate calculations, ultimately concluding with a new, smaller confidence interval and halfwidth.
RESULTS AND ANALYSIS
Common Random Numbers
The common random numbers model was compared to the base model using the difference between the two scenarios with constrained and unconstrained manpower as specified in section 3. 7.28% Figure 3 : Common random numbers results summary, C24 statistic
The negative improvement in Figure 2 indicates an increase in the confidence interval size, the opposite of the desired effect in this experiment. As Figure 2 shows, the confidence interval for the C15 statistic did not improve from the base model to the CRN model. In fact, the confidence interval halfwidth was significantly larger in the CRN model. On the other hand, the confidence interval halfwidth for the C24 statistic (Figure 3) improved slightly by 7.28 percent.
To put this improvement in the C24 variance into perspective, the user would need to run approximately 35 replications in order to achieve the same confidence in the C24 output statistic, versus 30 replications with the CRN model.
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Antithetic Variates
The results for antithetic variates were even less favorable than the common random numbers results. In this experiment, the base, unmodified FX99 model was run a total of 30 replications. Then, the main model code was modified to incorporate the antithetic variates at each point in the model where a random variate draw occurs. The code was compiled and the FX99 model was run again for a total of 30 replications, 15 with U j and 15 with 1-U j . A summary of results for the C15 output statistic is shown in Figure 4 : Contrary to CRN, the C.I. halfwidth for the C24 output statistic grew much larger after the implementation of the antithetic variates.
It is apparent that the common random numbers and antithetic variates synchronization techniques do not reduce the variance of the output statistics. In fact, the improvement observed in the variance of C24 in the CRN model more than likely occurs due to the randomness of the model, and not due to any true synchronization. When examining the random variate draws in the model and the purpose of each specific draw, it is easy to understand why synchronization is not possible the way the model is currently constructed. The best way to explain this is via an example. In LCOM, task durations all originally sampled from random number stream 2. We determined that the task durations were generated using three different random variate draws in different places in the model. However, upon further examination, the vast majority of task durations are all generated and consumed from a single random variate draw. For a maintenance unit, this includes all scheduled and unscheduled task times generated for every flightline, backshop, and depot task, regardless of the priority. In the current configuration of LCOM, essentially all tasks sample from a single point in the model. If the individual tasks are not separated, the one-for-one relationship between random variates consumed across different scenarios is not achievable.
Control Variates
Unlike the previous two methods, the control variates method does not attempt to induce a correlation in the model. Instead, the control variates method attempts to take advantage of an existing correlation between a random variate and a particular output variable of interest. This method was applied to two different output variables of interest, C15 -Overall Achieved Sorties per Aircraft per Day, and C24 -Mission Capable Rate. Since 20 different potential controls were initially identified, the model was run with 21 replications in order to satisfy the regression theory requirement for at least as many replications as potential predictors (McClave et al. 2005) .
It is interesting to note the function of the potential controls. Controls 1-13 appear to be flightline pre-and post-sortie tasks and are all lognormally distributed. Controls 14-20 are random variates for node selection in task networks with multiple options and a specific probability associated with the task selection. Controls 14-20 are all random variates drawn using the RANDI.F function generating a uniform, discrete random integer between 1 and 100000.
After calculating the difference between the known and expected value for each potential control following each replication, the data were imported into Minitab 14 for the stepwise regression calculations, first using C15 as the response variable. An initial alpha level of 0.05 was set, and the stepwise regression returned just one control, a post-sortie task, which involves removing the missile rack from the aircraft.
After performing the control variate calculations, the new, reduced confidence interval was calculated. The improvement in C15 was dramatic, as is seen in Figure 6 .
Using the control variate calculations to take advantage of the correlation between the random variate and the C15 output statistic, the confidence interval halfwidth decreased by over 56 percent. To put this improvement into perspective, the user would need to run approximately 115 replications with the original model in order to achieve the same confidence interval in the C15 output statistic, versus 21 replications with the control variates model. 99.55% Figure 7 : Control variates results summary, C24, single control
Base --C15
The improvement in the confidence interval halfwidth, using the control variate as a predictor in the FX99 model, is exceptional. The results indicate an extremely strong relationship between the load chaff dispenser control and the C24 output statistic. To achieve this same level of confidence with the original model, the user would need to make over a million additional replications with the original model. This is obviously impractical, given the time constraints involved with the LCOM model runs.
While the results for the control variates experiment show a significant improvement in the confidence interval halfwidth, the stepwise regression revealed only one control with the 0.05 alpha level. Since typical, real-life LCOM models may incorporate many more variables with a much higher complexity, the possibility of a particular model possessing multiple controls is great. In order to demonstrate the technique using multiple controls, the stepwise regression experiment was performed a second time using C15 as the response variable, this time with an alpha level of 0.15. In this case the stepwise regression concluded with 5 controls identified as predictors of the C15 response variable.
The results for this experiment were not as favorable as the previous experiment with just one control, but still showed an significant improvement over the original confidence interval halfwidth. This is expected, since 85% confidence intervals are narrower even before variance reduction methods are applied. The results for the multiple control variate experiment are summarized in Figure 8 . In this case, the user would be required to make approximately 63 replications in order to achieve the same level of confidence with the original model.
CONCLUSION AND RECOMMENDATIONS
The common random numbers experiment exhibited no improvement when using the C15 statistic as the output variable of interest, but exhibited limited improvement when using the C24 statistic. After investigating the configuration of random variate draws in the original model, the variance of the C24 output statistic was not uniformly reduced.
Like common random numbers, antithetic variates (AV) relies on random variate synchronization in order to induce a correlation. In CRN, this correlation occurs across multiple scenarios. In AV, the correlation is induced within replications of a single scenario. The AV method is unsuccessful in LCOM for the same reason the CRN method failed -the inability to synchronize random variates in LCOM used for the same purpose. Since several random variate draws generate input for multiple purposes within the model, the possibility for synchronization within the current framework does not exist in LCOM's current form. Consequently, the increases in the confidence intervals using the AV method do not necessarily indicate a less effective model, but rather simply an ineffective method of variance reduction.
Unlike the previous two methods, control variates capitalize on an existing correlation between random inputs and a particular output variable of interest. In this experiment using the FX99 model, control variates performed extremely well. In all cases using both the C15 output statistic and the C24 output statistic, control variates produced a significant improvement in the output variance. A significant reduction in the output variance equates to a more accurate estimate of the mean. Additionally, with a halfwidth goal in mind, a reduction in variance can reduce the amount of time the user spends performing additional replications in order to achieve that specified halfwidth goal. In one case, as shown in the CV experiment using the C24 Cole, Johnson and Miller output statistic, the variance reduction achieved by the control variates model was so significant that over a million replications would be necessary to achieve the same halfwidth with the unmodified LCOM model. Implementing a permanent option for the control variates method in LCOM is relatively simple for a particular model. However, the controls may change from model to model. Therefore, the potential controls for each model should be captured and arranged in a consistent manner, listing potential controls and the output variable of interest. This can be performed fairly easily by a postprocessor. The postprocessor must first capture the potential random variate controls and their known expected values, and then subtract observed means from the respective expected values to obtain the differences. Then, the regression would be performed in order to identify the significant predictors of the response variable. This regression could be performed by a postprocessor or a statistical software package such as Minitab.
