We h a ve considered the estimation of coe cients in a linear regression model when some responses on the study variable are missing and some prior information in the form of lower and upper bounds for the average values of missing responses is available. Employing the mixed regression framework, we h a ve presented ve estimators for the vector of regression coe cients. Their exact as well as asymptotic properties are discussed and superiority of one estimator over the other is examined.
Introduction
One of the frequently encountered features of the data collection process is the missingness of some responses due to a variety of reasons. For example, in biological and medical sciences, some of the subjects( animal or human being ) may die before the completion of experiment. Similarly, in agricultural studies, some plants may be destroyed during the investigation. Likewise, in socio-economic surveys, some persons may n o t b e a vailable to respond. Or some persons may knowingly or unknowingly provide incorrect or unbelievable responses so that they have to be discarded. In such situations, the standard statistical procedures developed for data with no missing values cannot be immediately and straightforwardly applied for deducing inferences. Consequently various strategies have been evolved to nd imputed values for the data set accordingly see, e. g. , Little and Rubin (1987) and Rubin (1987) for an excellent exposition. The thus repaired data resembles the data set without any missing value and permits the application of standard statistical procedures for analysis. This proposition, however, generally disturbs the known optimal properties of the standard statistical procedures. Sometimes some prior information about the missing responses may b e available in the form of lower and upper bounds of their values. For example, if we are collecting data on various characteristics of households for a socio-economic study, some households in the lower stratum of the society may not disclose their true income. Some of them may refuse outrightly while others may supply gures which a r e f a l s e o r u n believable. Consequently, s u c h v alues are considered inappropriate by the data collector and are therefore treated as missing observations. However, depending upon the observations on other characteristics of such households and matching them with complete observations or otherwise, it may b e possible to specify an interval in each c a s e such that it is expected to contain the income of that particular household. Such intervals specifying the lower and upper bounds may be derived from various sources like the data base, past experience of data collectors and users, long association with similar investigations, stability in repetitive studies, relationships with other correlates and / or some other extraneous considerations. In such circumstances, it may be instructive to utilize this kind of information in nding the imputed values for missing responses, estimating the regression parameters, constructing con dence regions and conducting tests of hypotheses. When the prior information relates to regression coe cients in the form of interval constraints, the coe cients are estimated by method of interval restricted estimation using least squares procedures. The resulting estimators usually have no closed form except in some particular cases and therefore further analytical investigations are di cult to carry out see, e. g. , Escobar and Skarpness (1986) , Escobar and Skarpness (1987) , Judge and Yancy (1986) , Klemn and Sposito (1980) , Ohtani (1987) , Ohtani (1991) , Srivastava a n d O h tani (1995) and Wan (1996) . Free from such a limitation and easy to implement are two alternative procedures forwarded by T outenburg and Roeder (1978) see also Toutenburg (1982) . One procedure involves formulating an ellipsoid enclosing the cuboid de ned by the interval constraints and then using the method of minimax linear estimation for the regression coe cients. The other procedure consists of deriving a set of linear stochastic restrictions by treating the lower and upper limits of the intervals as con dence limits and then applying the method of mixed regression estimation. Toutenburg and Srivastava (1996) have p r e s e n ted a critical apparaisal of the two procedures for the estimation of regression coe cients and have discussed their asymptotic properties when disturbances are small. A general conclusion emerging from their investigations is that the mixed regression formulation yields more e cient estimators, at least asymptotically. In view of the above observations, we propose to employ the mixed regression framework for the estimation of coe cients in a linear regression model when some responses on the study variable are missing but prior information in the form of lower and upper bounds for the average values of the missing responses is available. Such a framework is described in Section 2. The estimation of regression coe cients is discussed in Section 3 and ve estimators are presented. Exact expressions for the bias vectors and mean squared error matrices for the three estimators are provided and compared in Section 4. Similar expressions in case of the remaining two estimators can be derived but they will be su ciently intricate and will not permit us to draw a n y clear conclusion. In Section 5, we present large sample asymptotic approximations for the bias vectors and mean squared matrices of all the ve estimators and carry out e ciency comparisons. The underlying asymptotic theory assumes that only the numb e r o f c o m p l e t e observations grows large the number of incomplete observations stays xed. Such a speci cation is relaxed in Section 6 and both are assumed to grow large. Under this supposition, the asymptotic approximations for the bias vectors and mean squared error matrices are given and a comparative study is made. Section 7 p r e s e n ts some concluding remarks. Lastly, the derivation of results stated in Theorems is given in Appendix. The elements of disturbance vectors c and are assumed to be independently and identically distributed following a normal distribution with mean 0 and variance 2 . Suppose that there is some prior information available regarding the average values of the missing responses in the form of lower and upper bounds:
where L i and U i denote the lower and upper bounds respectively for the expected value of the ith element o f y .
In order to utilize these constraints in the estimation of parameters, let us consider the framework of mixed regression estimation. Following Toutenburg and Srivastava (1996), let us treat them as p sigma limits so that the value of p is determined by considerations like credibility and truthfulness of restrictions It may be observed that (2.1) and (2.7) together mimics the mixed regression framework because the vector a here is truely not a random vector. The equation (2.7) serves as a kind of approximate representation of the restrictions (2.3) see Toutenburg and Srivastava (1996) for details and its implications on the e ciency properties of the estimators for regression coe cients. This implies that use of unbiased predicted values does not bring any i m p r o vement see Yates (1933) and Rao and Toutenburg (1999, Chap. 8) . Besides it, the estimator (3.2) does not utilize the available prior information. If we consider the mixed regression framework speci ed by (2.1) and (2.2), an application of least squares procedure gives the following estimator of : their functional forms will be su ciently intricate and it will not be possible to draw a n y clear inference. where use has been made of Rao and Toutenburg (1999, Theorem A.57, p.370) . Thus the inequality (5.14) provides a necessary and su cient condition for the It may be mentioned that (6.4) and (6.6) are exact results while (6.5) and (6.7) are asymptotics. It thus follows from (6.10) and (6.11) that b LS is better than b F G L S when min is greater than 2 which is satis ed as long as the condition (5.6) holds true. Similarly, w e h a ve provided that max is less than 2 which is satis ed so long as (5.7) holds true.
Under the condition (5.7) combined with (6.16), the estimator b F G L S is better than b LS .
In a similar manner, we can compare the expressions (6.12) and (6.13), and can deduce conditions for the superiority o f 1 over^ 2 and vice-versa but such conditions are not attractive as they are hard to verify in any given application.
Some Remarks
We h a ve considered the estimation of the coe cients in a linear regression model when some of the responses are missing but plausible lower and upper bounds for them are available. The mixed regression framework for the utilization of such prior information is presented and ve estimators for the vector of regression coe cients are envisaged. One estimator is the traditional least squares estimator which discards the incomplete observations and ignores the prior information too. The remaining four estimators use the incomplete observations as well as the prior restrictions. E ciency properties of these estimators are analyzed employing some exact as well as asymptotic results and conditions are obtained for the superiority of one estimator over the other. However, some further exploration is required. For instance, it will be interesting to conduct a s i m ulation experiment a n d t o i n vestigate the properties of estimators. Application of these estimators to some real-world data sets may also lead to some interesting ndings and help us in identifying the situations where use of prior information may bring substantial gain in e ciency. It will be interesting to carry out a similar investigation for evaluating the performance of estimators arising from the ellipsoidal formulation of restrictions (2.3) and use of minimax linear estimation approach considered by T outenburg and Wargowske (1978) . In a similar manner, using (A.2), we can express Srivastava, V. K. and Ohtani, K. (1995 
