I. INTRODUCTION T HE MAIN purpose of this paper is to present tables1 of two of the most basic functions in coding theory, namely: AW) * = maximum number of codewords in any (linear or nonlinear) binary code of length n and minimum distance d between codewords (see Table I ), and A(n,d,w) = maximum number of codewords in any binary code of length n, constant weight w and minimum distance d (see Table II ), in the range n I 24, d I 10. We also give a table of the function T(wl,nl,wz,nz,d) = maximum number of codewords in a binary code of length nl + n2 and minimum distance d with exactly w 1 ones in the first nl coordinates and exactly ws ones in the last n2 coordinates (see Table III ), for nl + n2 I 24, d = 10. All of the upper bounds on A (n,d) outside the Plotkin range n I 2d are obtained from modifications of Delsarte's linear programming method by making use of the values of A(n,d,w). The tables of A(n,d,w) are important both because they lead to bounds on A(n,d), and because in their own right they give the size of the largest constant weight codes. They also give the solution to the following widely studied packing problem (see ErdGs and Hanani [17] , Kalbfleisch and Stanton [36] , Schijnheim [X] , Manuscript received September 9,1976; revised April 5,1977. M. R. Best and A. E. Brouwer Stanton, Kalbfleisch and Mullin [59] ): what is D (t,k,u) , the maximum number of k-subsets of a u-set S, such that every t-subset of S is contained in at most one k-set? The answer is D(t,k,u) = A(u,2k -2t + 2,k), so that Table II is also a  table of values of D (t,k,u) . Two recent papers which also use the linear programming approach are Best and Brouwer [3] and McEliece, Rodemich, Rumsey, and Welch [43] .
Earlier tables of bounds on A (n,d) were given in Johnson [33] , McEliece et al. [42] , and Sloane [53] . No table of A(n,d,w) seems to have been published before, although unpublished tables of upper bounds exist (e.g., Delsarte et al. [12] and Johnson [32] ). A table of A(n,d,w) was promised in Stanton et al. [59] but has never appeared. A table of upper and lower bounds on linear codes appears in Helgert and Stinaff [29] .
The following notation is used in this paper. All codes are binary. An (n,M,d) code consists of M (11) 
where here and hereafter [ . ] denotes the largest integer not exceeding the enclosed number.
The linear programming approach is based on the following theorem. and Kk is a Krawtchouk polynomial, defined by
For later reference we give a short proof.
Proof: Let w be a word in (O,lJn of weight i. Then it is easily checked that, with (w,x) 6 Zwix; mod 2, &n (-l)( wax) = Kk (i). 02 Ll ST 21 01 8 9 r6 rh xf *9 u9 XG *G r4 *h x.h SE rf *f *2 ~2 4 2 Of h2 hZ 8T 91 2T 8 9 *h hl hT 21 01 B 9 9 u4 *h *f x2 x4 x4 w4 sir xh sh rh *f *f rf ~2 x2 ~2 h 2 9T 91 21 6 L ~4 rh r,, *6 x8 *L r9 x4 xh xh rf xE rz r2 6f Of h2 81 41 6 L ~9 12 SK 21 21: 6 8 9 r;4 xh SE *6 rL rL r9 x4 uh rh SE uf xf ~2 u2 f 92 02 91 21 01 9 9 *h hl iiT OT 6 9 9 r4 8 rh *f x2 ~9 r9 r4 ~4 wh rh xh rf rf rf r2 r2 12 Then plainly so bounds on A(n,d,w) can be used (see Table II ). Some-
times several such bounds can be combined, as the folThis is the simplest version of the linear programming lowing example illustrates.
bound for binary codes (Delsarte [8] The former code was rediscovered by Nadler [45] , and is usually referred to as the Nadler code. (See also Van Lint 1411.) To prove A(13,6) _< 32, we proceed as follows. First observe that, if we shorten a (13,M,6) code and then add an overall parity check, we get a (13,M,6) code @ in which all distances are even.
If ( Actually (6) and the first two constraints of (5) turn out to be enough, and so we consider the problem: maximize subject to Feasible solutions to these two problems are As = 24, A8 = 3, Al0 = 4, Al2 = 0, (9) 1 16 U1=U2=-,U3=-. 5 5 (10)
In fact, since the corresponding objective functions are equal, i.e., since it follows that (9) and (10) are optimal solutions. (These solutions are easily obtained by hand using the simplex method-see [18] or [52] .) It follows that A(12,5) = A(13,6) 5 32.
Q.E.D.
Remark: The following argument shows that (9) is the unique optimal solution. Let xs,xs,~ 10,~ 12 be any optimal solution to the primal problem. The ui of (10) are all positive and satisfy the first three constraints of (8) with equality, but not the fourth. Hence, from the theorem of complementary slackness (Simonnard [52] ), the xi must satisfy the primal constraints (7) with equality, and 3~12 = 0. These three equations have the unique solution xs = 24,~s = 3, x10 = 4.
Thus (9) is the unique optimal solution. Therefore the distance distribution of a (13,32,6) code in which all distances are even is unique. This result has been used by Goethals [19] to show that the code itself is unique and that there are exactly two nonequivalent (12, 32, 5) This means that if no extra inequalities have been added, the optimal solution is simply (M -1)/M times the original one, and hence Zr=&i 5 M -1, lowering the bound by exactly one. If extra inequalities are added, the gain is in _ _ (8) general less.
As an application, we prove the following result. By induction on the weight of x it follows that, since bo = M = 2 (mod 4), Proof: Golay [al] found a (9,20,4) code, thus A(9,4) L 20. A cyclic (8, 20, 3) code is given in Sloane and Whitehead [57] . To prove A(9,4) I 20, as usual let C?-be an (8,M,3) code with M = A(8,3) = A(9,4); and let C? be the (9,M,4) extended even weight code, which has distance distribution (Ao, . * a ,Ag) with A0 = 1 and Al = A2 = A3 = A5 = A7 = As = 0.
First, we maximize A4 + A6 + A8 subject to Ai L 0, Bk 2 0, and A8 I 1. We obtain Ad + Ag + As I 201/3 and hence M I 21. Let J be the set of those j t (1,2, . . . ,n) for which b, -bz+ej E 2 (mod 4), and let 1~ ] JI and t = ZjcJ6?j.
Then bx -b,+ej E 2(ej,[) (mod 4).
For example, this corollary can be used to prove the upper bound in Theorem 9; the lower bound comes from 1561, 1571. 
III. THE END OF THE WAX BOUND
In 1959, Wax [63] computed a number of upper bounds for binary codes by a method used by Rankin [49] to obtain sphere packing bounds in Euclidean space (see also Rogers [50] ). Most of the bounds obtained were rather weak, but there were three special cases in which his "soft sphere model" seemingly yielded astonishingly good results. These were A(8,3) 5 20, A(9,3) < 39 (and hence A(10,3)'1 78), A(11,3) I 154.
The first bound is confirmed by Theorem 6, but no proof of the other bounds is known.
We were unable to duplicate Wax's calculations, and in fact in this section we shall establish a lower bound on the best upper bound that can be achieved with the soft sphere model, no matter which weight function is used. Since this lower bound is inconsistent with the data found by Wax, we may conclude that Wax's results are-at least in the interesting cases mentioned above-erroneous.
We This method, called the "hard sphere model," yields very modest results, e.g., A(9,3) 5 566 (and not 56.7 as in Wax [63] ) or A(10,4) < 401.
In order to sharpen the bounds, the hard spheres are replaced by larger ones with variable mass density. As basic conditions, it is required that (i) the density P(X) associated with a single sphere is nonnegative and depends only on the distance to the center of that sphere, and (ii) in any configuration of (partly overlapping) spheres with centers at least 2R apart, the total density at each point does not exceed unity.
If p is the mass of the intersection of each sphere with the hypercube3, we now obtain
The main problem is to determine a suitable density which satisfies the basic conditions (i) and (ii) and maximizes the mass p. Rankin studied this problem in [49] . In order to simplify computations, he required in addition that (iii) the spheres have radius R-\/2, i.e., p(r) = 0 if r L Rd. The model described, with the conditions (i), (ii), and (iii), is called the "soft sphere model." We shall denote the s In case d 5 4, one may instead define p by 2-" times the mass of the whole sphere, since the configuration may be continued with period 2 in all directions in R". However, this extended model is also included in our analysis. The total density at the center of gravity equals mp(Rym). Hence p(Ry,) I: l/m and a fortiori p(r) 5 l/m if r 1 Ry,.
This estimate for p immediately gives rise to an upper bound on the mass p.
Lemma 12:
Proof: We denote the volume of the intersection of the n-dimensional hypersphere with radius r and center 0 in lRfl and the n-dimensional hypercube [OJ] n by B(r). The volume of the n-dimensional unit sphere will be denoted by J,. It is well-known (see Sommerville [57a, p. 1361, Feller [17a, p. 521 This leads to the lower bound for A,(n,d).
Theorem 13:
Theorem 18: A. Optimal Constant Weight Codes
As noted in the introduction, the determination of A(n,d,w) is equivalent to determining L ,here u = n, k = w, and t = k + 1 -l/zd (if d is even). However, this requires the construction of (maximal partial) Steiner tdesigns, which is trivial for t = 1, while for t = 2 the recursive techniques of Hanani and Wilson are available (see, e.g., Wilson [64] , [65] ). For larger t, almost nothing is known (the best studied case being t = 3, k = 4). The known results are as follows. 1) t = 1: This is Theorem 14 (iv): A(n,2w,w) = [n/w].
2) t = 2: In this case, we must look for a maximal col-Hence for these values of n we have A(n,4,4) = Y! 1 0 . lection of w-subsets of an n-set such that no 2-subset is covered twice (in other words, an edge-disjoint packing of Shortening these codes once gives A(n,4,4) = n(n -l)(n w-cliques in the complete graph on n points). If a balanced -3)/24 for n = 1 or 3 (mod 6). Upon using triplewise balincomplete block design exists with parameters (b,u = n,r,k anced designs TBD((4,6];n) in which the blocks of size 6 = w,X = l), that is, an S(B,w,n), then obviously A(n,d,w) form a partition, it follows that A(n,4,4) = n(n2 -3n -= b = om * otherwise we must look for the nearest 6)/24 for n = 0 (mod 6) (cf. Brouwer [6] ). Exact values for the case n E 5 (mod 6) are not known. approximation to this Steiner system. a) d = 4, w = 3: It has been shown by Kirkman [38] B. The Linear Programming Bound for A(n,d,w) in the cases n = 0, 1,2, or 3 (mod 6) and by Schonheim [51] in the remaining cases that This bound is based on the following theorem.
Theorem 21: (Delsarte [9] , [lo] .) Let C? be an (n,M,26) for n s 5 (mod 6) code of constant weight w I n/2, having distance distri-A(n,4,3) = bution (Ao, . . a ,AzW). Then the quantities Bo, . . . ,Bzw are -1, for n = 5 (mod 6), nonnegative, where now 1 w (see also Guy [22] , Spencer [58] and Swift [61] ). The cases &k = -c &&k(i,n,w), Mi=o k = 0, -.a ,w, n = 1 or 3 (mod 6) correspond to Steiner triple systems. b) d = 6, w = 4: As has been shown by Hanani [26] , the coefficients Qk (i,n,w) are given by there exist Steiner systems S(2,4,n) if and only if n z 1 or 4 (mod 12). In Brouwer and Schrijver [7] , group divisible &k(i,n,w) = ",-"k"+': Ei(k) (It)/(!)) (" y ">, 1 1 designs GD(4,1,2;n) are constructed for each n = 2 (mod 6), n # 8. In Brouwer [5] , pairwise balanced designs (11) PBD((4,7*];n) are constructed for each n z 7 or 10 (mod and Ei(x) is an Eberlein (or dual Hahn) polynomial de-12), n # 10,19. By using these and some similar confined by structions, it follows that if we define JBhW -1, for n = 7 or 10 (mod 12) otherwise, then A(n,6,4) = JB(n,6,4) for all n with the exceptions of Aai 1 0, i = 6, --. ,w, n = 8-11,17,19. The values of A(n,6,4) for n = 8-11 are easily determined by hand, that of A(17,6,4) was deter-A0 = 1, A2 = A4 = ... = Az6-2 = 0, (12) mined in Brouwer [4] , and A (19, 6, 4) was determined by and Phinney [47] and Stinson [60a] . We conjecture that, for t = 2, w fixed and n sufficiently &k 2 0, k =O,-..,w. (13) large (i.e., n 2. no(w)), A(n,d,w) equals the Johnson bound Additional constraints on the Ai can be expressed in &t)ained by applying Theorems 14 and 18) (cf. Wilson terms of the function T(wl,nl,w2,n2,26) defined in Section I (see Table III ). Let u E @ and consider the codewords u c) d = 8, w = 5: As shown by Hanani [26] , [27] , there t CC? such that dist(u,u) = 2i. By a suitable permutation of exist Steiner systems S(2,5,n) if and only if n = 1 or 5 (mod the coordinates, we may assume that 20). Shortening these gives optimal codes for n = 0 or 4 (mod 20).
-We -n-w-
The values of A(n,8,5) in Table II 
(See Delsarte [9] , Eberlein [ 151, Hahn [ 231, and Karlin and McGregor [37] for these polynomials.) As in the case of A(n,d), we obtain a bound on A(n,d,w) by maximizing A0 + A2 + --. + AzW subject to the constraints Sometimes it is possible to say more, as the following example illustrates. 
Linear programming with the constraints (12), (13), and (15) gives the stated result. Q.E.D. Table II There is also a linear programming bound for T (wl,nl,w2,n2,26) , based on Theorem 25. Define the left and right weights of a vector u = (~1, * * * ,u,,+,~) to be WL(U) = wt(ul, *a* ,Unl) and wR(u) = wt (unl+l, ---, UnJ. This technique works well for example with the (shortened) Nordstrom-Robinson and Golay codes. Other entries in the table are explained by the key. Letters on the left of an entry refer to lower bounds, on the right to upper bounds.
V. BOUNDS ON T(wl,nl,wz,nz,d) Theorem 25: Let C? be an (nl + nz,M,26) code such that WL(U) = wl, WR(u) = ws for all u 6 C?, and let A2i,2j(U) = lb c ~2 :WL(u + u) = 2i,wR(u + u) = 2j)l, A2i,2j = $ C Azi,g(u). u<e Then T (wl,nl,wz,n2,d ) is the maximum number of binary vectors of length nl + n2, having mutual Hamming distance of at least d, where each vector has exactly w i'ones in the first nl coordinates and exactly wg ones in the last n2 coordinates. For example, we see that T(1,3,2,4,6) = 2, as illustrated by the vectors (lOOllOO), (0100011). Properties of this function are given in the following theorems.
&a,21 = -Aiz jroA2i,2jQh( i,nl,wdQ~O',m,wd 2 0, where Qk(i,n,w) is given in (11). Proof: For v = 1,2, suppose (Xc"); Rt', . . -,RtJ) is an association scheme with intersection numbers p$, incidence matrices Dp), idempotents Ji("), and eigenvalues Pk'(i), &b'(i) (cf. Delsarte [9] , [lo], Sloane [54] ). Then (X(l) X Xc2); Rij = R{l' X Rj2',0 I i I nl, 0 I j 5 n2) is an association scheme (the product scheme) with intersection numbers p$p$i, incidence matrices Dl(l) Q Dj"', idempotents Ji') 8 Jy', and eigenvalues Pg'(i)Pl"(j), Q!?WQt2)ti).
H ence C? is a code in the product of two new upper bound on the minimum distance of hinary cyclic arithmetic codes of composite length is derived. New classes of binary cyclic arithmetic codes of composite length are introduced. The error correction capability of these codes is discussed, and in some cases the actual minimum distance is found. Decoding algorithms based on majority-logic decision are proposed for these codes.
I. INTRODUCTION A RITHMETIC CODES, first proposed by Diamond
[l], are useful for error control in digital computation as well as in data transmission. They are particularly suitable for checking or correcting errors in arithmetic processors. Finding the minimum distance d of an arithmetic code is a major problem. Despite many similarities between cyclic arithmetic and cyclic block codes, no general lower bound analogous to the BCH bound for cyclic codes has been found for arithmetic codes. Thus in general, the determination of d still relies on a computer search. The search for a systematic way of constructing arithmetic codes is another major area of research. Three known classes of arithmetic codes are the high-rate perfect single-error correcting codes [2]-[4], the large-distance lowrate Mandelbaum-Barrows codes [5] , [6] , and the intermediate-rate intermediate-distance codes [7] . One of the interesting features of the codes introduced in [7] is that they can be decoded using majority-logic decisions.
In this paper, we present a new upper bound on d for binary cyclic arithmetic codes of composite length. This bound is quite tight and gives a rather good estimation of the actual minimum distance. We also construct new classes of binary cyclic arithmetic codes. Many of these codes have intermediate rate and intermediate distance, and they can be decoded by majority-logic decisions.
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In Section II, we present the new upper bound on d. In Section III, we construct new classes of binary cyclic arithmetic codes. The decoding algorithms for these codes are given in Section IV. A discussion of the results is contained in Section V. Numerical examples are given in Appendix A. The conditions for the existence of codes in the classes constructed in Section III are given in Appendix B.
II. BOUND ON THE MINIMUM DISTANCE OF BINARY CYCLIC ARITHMETIC CODES OF COMPOSITE LENGTH
A binary cyclic arithmetic code (or "AN code") of length n is of the set of integers of the form AN, where A is a fixed integer, called the generator of the code, and N = O,l, . --,B -1. The integer B is chosen so that AB = 2" -1, where n is the multiplicative order of 2 modulo A. For a general background on binary cyclic AN code as well as for the definitions of arithmetic distance and arithmetic weight, the readers are referred to [8]-[lo] .
The following theorem, which is a generalization of [ll, Theorem l], gives an upper bound on d. The following example will illustrate the application of Theorem 1.
Example 1: Let AB = 220 -1 with A = 5.31.41. Thus, B = 3.5 * 11 and n = 20. We note that GCD(A,22 -1) = 001%9448/78/0100-0093$00.75 0 1978 IEEE
