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BIDIRECTIONAL SEQUENTIAL MOTION PLANNING
ENRIQUE TORRES-GIESE
Abstract. We define a simpler notion of symmetric topological complexity more ad hoc
to the motion planning problem which was the original motivation for the definition of
topological complexity. This is a homotopy invariant that we call bidirectional topological
complexity. We prove properties of this invariant and show specific instances for which
the symmetrized topological complexity can be relaxed to the bidirectional setting. This
approach allows us to estimate higher values of the symmetrized topological complexity of
spheres and projective spaces of dimension a power of two.
1. Introduction
The topological complexity of a space X , denoted by TC2(X), is a homotopy invariant
that intends to measure the difficulty of the motion planning problem in the space X , see [3].
More precisely, it is the smallest number of open subsets that cover X on each of which there
is a section to the evaluation map e : XI → X ×X given by α 7→ (α(0), α(1)). These local
sections are called motion planners. This concept can be extended by considering n − 1
intermediate points 1
n
, 2
n
, . . . , n−1
n
in the unit interval I and the multi-evaluation map
α 7→
(
α(0), α
(
1
n
)
, . . . , α
(
n− 1
n
)
, α(1)
)
.
The resulting number is a homotopy invariant and is denoted by TCn+1(X). Notice that a
motion planner in this latter context finds a path in X visiting a sequence of points in X
following a prescribed order, let us say a0 first, a1 next, and so on. Our aim is to consider only
“symmetric” planners, or more precisely bidirectional planners. That is, planners such that
the path they assign to an, . . . , a0 (visited in this order) is the reverse of the path assigned to
a0, . . . , an. This latter requirement may not be satisfied by the planners that define TCn+1;
one simple reason is because their open sets need not be “symmetric” — (a0, a1, . . . , an) and
(an, . . . , a1, a0) may be in different domains. One way to alleviate this problem is to impose
both the open sets and the planners be “symmetric”. The resulting number denoted by
TCβn(X) is a homotopy invariant that we call the bidirectional topological complexity of X .
This is closely related to the symmetrized topological complexity TCΣn (X) defined in [1]. For
instance, we will show that the bidirectional setting is enough to prove the following results.
Theorem 1. TC2(S
2k × · · · × S2k) = TCΣ2 (S
2k × · · · × S2k) = TCβ2l(S
2k) = 2l + 1, where l
is the number of spheres in the cartesian product; and for odd dimensional spheres we have
2l + 1 ≥ TCΣ2 (S
2k+1 × · · · × S2k+1) ≥ TCβ2l(S
2k+1) ≥ 2l.
The second part of this latter result should be compared with TC2(S
2k+1×· · ·×S2k+1) =
l + 1 obtained in [1]. Using cohomological lower bounds and building on the work in [6] we
get the following results.
Theorem 2. Let m = 2e with e ≥ 1. Then TCβ3 (RP
m) = TCΣ3 (RP
m) = 3m+ 1.
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Theorem 3. TCβ3 (S
m) = TCΣ3 (S
m) = 4 for all m > 1.
Remark 4. We know from [5] that TCΣ2 (S
m) = 3 for all m ≥ 1. This and the previous
result lead us to conjecture: TCΣn (S
m) = n + 1 for all m ≥ 1. There is more evidence to
this conjecture besides the theorem above: TCn(S
m) = TCΣn (S
m) = n + 1 when m is even
(this can be easily obtained by using the upper bound imposed by connectivity which was
obtained in [5]).
We will also discuss the values of higher symmetrized topological complexities and we will
suggest a different approach to tackle the gaps left by the bidirectional setting.
Remark 5. As far as we know there is no calculations of TCΣn for n > 2 available in
the literature. The theorems above would be the first calculations of a higher value of the
symmetrized topological complexity for a family of spaces.
The organization of this paper is as follows: in Section 2 we will develop the necessary
concepts to define two versions of bidirectional topological complexity and obtain properties
similar to those of the symmetrized and the symmetric topological complexity. Then in
Section 3 we will obtain cohomological lower bounds for TCβ; and in Section 4 we will
describe specific motion planners that realize the calculation TCΣ2 (S
m) = 3 obtained in [5].
2. Bidirectional Topological Complexity
2.1. Motivation and Definition. There are two “symmetric” versions of topological com-
plexity: the symmetric and the symmetrized. The symmetric defined in [4] is one greater than
the sectional category of the quotient fibration of the pullback of the fibration e : XI → X×X
induced by the inclusion of the configuration space F (X, 2) = {(x, y) ∈ X × X : x 6= y}
into X ×X . That is TCS2 , is one more the sectional category of the map ǫ2 in the following
diagram
XI
e

PF (X,2)

//oo PF (X,2)/Z2
ǫ2

X ×X F (X, 2) //oo B(X, 2)
where PF (X,2) is the total space of the pullback and B(X, 2) is the 2-braid space of X .
The resulting number is denoted by TCS2 (X). This definition intends to provide efficient
planners, in the sense that: (1) if a planner is to connect A with itself, then it will do
so by means of a constant path; and (2) if a planner allows us to go from A to B in X ,
then this latter planner will use the same path, but in reverse direction, to go from B
to A. Unlike the classical topological complexity TC2(X), the number TC
S
2 (X) is not a
homotopy invariant (see [3]). We refer the reader to [1] and [9] for two possible definitions
of the symmetric topological complexity TCSn for higher values of n. The second version of
“symmetric” topologial complexity is called the symmetized topological complexity of X ,
denoted by TCΣn (X), which is defined in [1] as the equivariant sectional category of the
multievaluation map XJn → Xn, where Jn is the wedge of n copies of the unit interval I and
the symmetric group Σn is acting on these spaces by permutation. This definition turns out
to be a homotopy invariant, but unfortunately when n > 2 it is not clear how this definition
is related to the motion planning problem which is supposed to be the source of inspiration
for all of these types of invariants.
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We propose to remedy this by defining a new homotopy invariant closely related to TCS2
and therefore to the motion planning problem. To do this we start by looking at the unit
interval I with { i
n
∈ I : i = 0, 1, . . . , n} as a set of distinguished points. Then we can let the
group Z2 act on I and X
n by reflection on both spaces. This way the multievaluation map
becomes an equivariant map.
We will assume that Z2 ⊂ Σn is generated by β, where
β =
{
(1 n) · · · (k k + 1) if n = 2k
(1 n) · · · (k k + 2)(k + 1) if n = 2k + 1
We will use the ideas mentioned above to define what perhaps should have been called
symmetric topological complexity. To avoid clashing with the nomenclature already chosen
in [1] and [4], we will use the word “bidirectional.”
Definition 6. The bidirectional topological complexity of a space X , denoted by TCβn(X),
is the smallest number of β-invariant open subspaces that cover Xn on each of which there
is a β-equivariant motion planner.
In other words, the bidirectional topological complexity is the β-equivariant sectional
category of the multievaluation fibration e : XI → Xn. Note that this is now directly related
to the motion planning problem, since a local section of this map will be a local planner over
a Z2-symmetric neighborhood realizing paths that can be run in either direction.
2.2. Properties. It is not hard to see that the definition of bidirectional topological com-
plexity TCβ2 agrees with the symmetrized topological complexity TC
Σ
n when n = 2. More-
over, according to [1] we know that
TCS2 (X)− 1 ≤ TC
Σ
2 (X) = TC
β
2 (X) ≤ TC
S
2 (X).
In this regard, the definition of TCS2 can be generalized to the bidirectional setting as
follows. Consider the diagram
XI
e

PF (X,n)

//oo PF (X,n)/β
ǫn

Xn F (X, n) //oo F (X, n)/β
where PF (X,n) → F (X, n) is the pullback of the first vertical map and ǫn is the resulting
map on the quotients. Then define TCbn(X) = 1 + secat(ǫn). The above inequalities can be
generalized to:
Proposition 7. When X is a CW-complex we have
TCbn(X)− 1 ≤ secat(X
∆
→ Xn/β) ≤ TCβn(X) ≤ TC
b
n(X).
Proof. The last inequality can be obtained by following verbatim Corollary 9 in [4]. Now the
diagonal inclusion of X into Xn/β can be replaced using the following commutative diagram
X
c
//
∆ !!❉
❉❉
❉❉
❉❉
❉❉
XI/β

Xn/β
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and noticing that the map c : X → XI/β, that sends a point x ∈ X to the class of the
constant map cx, is a homotopy equivalence. We also have a commutative diagram
XI
e

// XI/β

PF (X,n)/βoo
ǫn

Xn // Xn/β F (X, n)/βoo
The second inequality is easily obtained by noticing that a bidirectional motion planner
induces a local section for the middle map and hence for X
∆
→ Xn/β. The first one follows
from the fact that the second square in the above diagram is a pullback. 
Remark 8. We will not further develop the topological complexity TCbn(X) as this is likely
not going to be a homotopy invariant of X when n > 2. However, note that when n = 2 we
obtain the following
TCS2 (X)− 1 ≤ secat(X
∆
→ SP 2(X)) ≤ TCΣ2 (X) ≤ TC
S
2 (X).
This shows that secat(X
∆
→ SP 2(X)) is within one unit of TCΣ2 (X). Moreover, note that the
sectional category of X
∆
→ SP 2(X) is also a homotopy invariant of X . We conjecture that in
fact TCΣ2 (X) = secat(X → SP
2(X)). Regardless of the outcome of this conjecture the value
of secat(X
∆
→ SP 2(X)) has its own significance being a homotopy invariant of X and a lower
bound for TCΣ2 (X). We will denote this invariant by tc
Σ
2 (X). Similarly, we can also define
tcΣn (X) as the sectional category of the diagonal inclusion of X into the symmetric product
SP n(X). We will see later that this is also related to bidirectional topological complexity.
A natural question to ask at this point is whether the bidirectional complexity TCβ relates
to the symmetrized complexity TCΣ. In this regard, we have the following result.
Proposition 9. Let Jn =
∨
n S
1. There is a β-equivariant homotopy equivalence between
XI and XJn preserving the action of β on XI and that of Σn on X
Jn when this latter action
is restricted to β. In particular, TCβn(X) ≤ TC
Σ
n (C).
Proof. If α is in XJn then it defines an n-tuple of paths (α1, . . . , αn) with αi(0) = αj(0) for all
i, j; and if β is in XI we can think of it as a sequence of concatenated paths β1, β2, . . . , βn−1
determined by the distinguished points {i/n : 0 ≤ i ≤ n}. Let f : XJn → XI be given by
α 7→ β1 · · ·βn−1 where βi = α
−1
i ·αi+i. Note that f is Z2-equivariant and commutes with the
multievaluation maps. So we have a commutative diagram
XJn
f
//
""❊
❊❊
❊❊
❊❊
❊
XI
}}③③
③③
③③
③③
Xn
Therefore a Σn-equivariant section over a Σn-symmetric subset ofX
n will yield a β-equivariant
section over a β-equivariant subset of Xn. 
We summarize basic properties of bidirectional topological complexity in the following
statement.
Proposition 10. Suppose X and Y are CW-complexes. We have:
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(1) If X ≃ Y , then TCβn(X) = TC
β
n(Y ).
(2) TCn(X) ≤ TC
β
n(X) ≤ TC
Σ
n (X) ≤ cat(X
n).
(3) TCβn(X × Y ) ≤ TC
β
n(X) + TC
β
n(Y )− 1.
(4) If X is r-connected, then
TCβn(X) ≤ TC
Σ
n (X) <
n dimX + 1
r + 1
+ 1.
(5) TCβ2n(X) ≤ TC
β
2n+1(X).
Proof. Statements (1) to (4) can be easily proved following the corresponding arguments in
[1] and [5]. For the last item it suffices to note that a bidirectional motion planner for e2n+1 :
XI → X2n+1 precomposed with the map φ(x1, . . . , x2n) = (x1, . . . , xn, xn, xn+1, . . . , x2n)
yields a bidirectional motion planner for e2n : X
I → X2n. 
Example 11. A test calculation is always that of the topological complexity of spheres. As
an application of the previous result we have
TCβn(S
m) <
nm+ 1
m
+ 1.
Since TCn(S
m) ≥ n (see [9]) it follows that n ≤ TCβn(S
m) ≤ TCΣn (S
m) ≤ n+ 1. This latter
uncertainty can be settled when m is even yielding
TCβn(S
m) = TCΣn (S
m) = n + 1.
Note that this is suggesting that the symmetrized topological complexity of highly connected
spaces can be relaxed to the bidirectional setting.
2.3. Symmetric Products and Topological Complexity. As noted in [5], the sym-
metrized topological complexity TCΣ2 (X) is intimately related to the symmetric product
SP 2(X). The following result extends this to higher topological complexities. To simplify
notation we will write βP n(X) instead of Xn/β which we will call the n-th bidirectional
product of X , and note that its homotopy type depends only on that of X .
Proposition 12. We have
(1) TCΣn (X) ≥ secat(X → SP
n(X)),
(2) TCβn(X) ≥ secat(X → βP
n(X)), and
(3) secat(βP n(X)→ SP n(X)) ≤ secat(X → SP n(X)).
Proof. The first two inequalities can be proved as in Proposition 7. The last one follows from
the commutative and equivariant diagram
X
∆
$$❍
❍❍
❍❍
❍❍
❍❍
∆
zz✈✈
✈✈
✈✈
✈✈
✈
βP n(X) // SP n(X)
where the bottom map is the natural map Xn/β → Xn/Σn (see Proposition 2.1 in [9]). 
Example 13. According to [7], TCn(RP
m) = nm + 1 when m is even and n > m. Thus,
by Proposition 10, we have
nm+ 1 = TCn(RP
m) ≤ TCβn(RP
m) ≤ TCΣn (RP
m) ≤ cat((RPm)n) ≤ nm+ 1.
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That is, TCn(RP
m) = TCβn(RP
m) = TCΣn (RP
m) = nm+ 1 when m is even and n > m.
Moreover, it is known that the inclusion RP 2
∆
→ SP 2(RP 2) is null-homotopic (see [5]).
Then, by cup-length and dimension, Proposition 12 yields
TCΣn (RP
2) = 2n+ 1,
for all n ≥ 2.
Let us record a couple of properties of bidirectional products in the following lemmas.
Lemma 14. When n > 1 is odd the space βP n(X) is homeomorphic to βP n−1(X)×X.
Proof. We can easily prove this result by just noticing that the middle copy of X in Xn is
fixed by the action of β. 
Lemma 15. The space SP 2(X l) is homeomorphic to βP 2l(X).
Proof. Consider the map ϕ : (X l)2 → X2l given by (x1, . . . , x2l) 7→ (xl, . . . , x1, xl+1, . . . , x2l).
This map is its own inverse and respects the corresponding actions. Therefore it defines an
equivariant homeomorphism that passes to the quotients SP 2(X l) and βP 2l(X). 
The following result is simple but very useful in that it allows us to bypass the symmetrized
setting as we will see in the example right after.
Theorem 16. We have TCΣ2 (X
l) ≥ TCβ2l(X).
Proof. For simplicity of notation we will only consider the case l = 2. We have the following
commutative and equivariant diagram
XI //
e0,1/3,2/3,1

(X ×X)I
e0,1

X ×X ×X ×X ϕ
// (X ×X)× (X ×X)
The top map in this diagram sends a path α to (α1, α2) where α1 is the reparametrization to
[0,1] of α|[1/3,2/3] and α2 is α again, and ϕ is the equivariant homeomorphism of the previous
Lemma. Therefore a local section of the vertical map on the left hand side will induce one
for the vertical map on the right hand side. The result follows. 
Example 17. For the the torus T = S1×S1 the previous result yields TCΣ2 (T ) ≥ TC
β
4 (S
1) ≥
TC4(S
1) = 4. This lower bound was obtained in [6] using the cohomology of the symmetric
product SP 2(T ). Moreover, the subadditivity property in Proposition 10 and the value
TCΣ2 (S
m) = 3 for all m ≥ 1 obtained in [5], yield TCΣ2 (T ) ≤ 5.
Proof of Theorem 1: By connectivity we have TCΣ2 ((S
m)l) ≤ 2l+ 1 when m > 1. Moreover,
TCΣ2 ((S
m)l) ≥ TCβ2l(S
m) ≥ TC2l(S
m) ≥ 2l. This latter improves to TCΣ2l(S
m) = 2l+1 when
m is even according to [9]. 
More calculations of this type are possible as we notice in the following example.
Example 18. Again, according to [7], TCs(RP
m) = sm + 1 when m is even and s > m.
Therefore we have
2lm+ 1 ≥ TCΣ2 ((RP
m)l) ≥ TCβ2l(RP
m) ≥ TC2l(RP
m) = 2lm+ 1
when m is even and 2l > m.
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3. Cohomological Lower Bounds
Recalll that a class in H∗(Xn;F) is called a zero divisor if when restricted to H∗(X ;F) by
∆∗ we get the zero class. It is well known that TCn(X) is bounded below by the zero-divisors
cup-length zcl(H∗(Xn;F)). Likewise in the symmetrized case, since TCΣn is bounded below
by the sectional category of the diagonal inclusion X → SP n(X), it follows that TCΣn (X)
is bounded below by the “symmetrized” zero-divisors cup-length: the cup-length of the
kernel of ∆∗ : H∗(SP n(X);F)) → H∗(X ;F)). Notice that this is useful only when n! is not
invertible in the coefficients field F, otherwise H∗(SP n(X);F) ∼= H∗(Xn;F)Σn ⊂ H∗(Xn;F)
which implies zcl(H∗(SP n(X);F)) ≤ zcl(H∗(Xn;F)).
Example 19. Using cohomological lower bounds one can check that TCn(M
2m) = nm+ 1,
where M2m is a simply connected symplectic manifold. Since cat(M) = m + 1, it follows
that
TCn(M) = TC
Σ
n (M) = TC
β
n(M) = nm+ 1.
Note that this shows another example where the symmetrized case is essentially equivalent
to the bidirectional complexity, and in fact to the ordinary complexity.
Proposition 20. If X is a finite CW-complex then the value of TCβ2n(X) is bounded below
by the mod-2 cup-length of SP 2(Xn). Whereas for TCβ2n+1(X) is bounded below by the mod-2
cup-length of SP 2(Xn) plus the mod-2 cup-length of X.
Proof. By Lemma 14 and Lemma 15 we can factor the diagonal inclusion of X → βPm(X)
as follows. When m = 2n we use
X
∆
→ Xn
∆
→ SP 2(Xn) ∼= βP 2n(X),
and when m = 2n+ 1 we use
X
∆
→ Xn+1
∆×1
→ SP 2(Xn)×X ∼= βP 2n+1(X).
On the other hand, the map Y
∆
→ SP 2(Y ) is trivial in mod-2 cohomology for any finite
CW-complex according to [8]. The result follows from Proposition 12. 
Remark 21. The mod-2 cohomology of the bidirectional product βP 2n(X) contains more
information than that of SP 2(X) as the cohomology of this latter injects into that of the
bidirectional product as a direct summand through the projection map π1,2n induced by
(x1, . . . , x2n) 7→ (x1, x2n) as can be seen in the following commutative diagram
X
∆

∆
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
∆
xxqq
qq
qq
qq
qq
qq
SP 2(X)
r
// βP 2n(X)
π1,2n
// SP 2(X)
where r is induced by (x1, x2) 7→ (x1, . . . , x1, x2, . . . , x2), and the bottom composite satisfies
π1,2n ◦ r = 1.
The above diagram allows us to see that secat(X
∆
→ βP n(X)) is bounded below by the
cup-length of the kernel of H∗(βPm(X))
r∗
→ H∗(SP 2(X)). Also note that we have more
projections πi,2n−i+1 which allow the cohomology of the symmetric product be injected in
different ways into that of the bidirectional product.
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The following calculations are based on Nakaoka’s analysis [8], which is distilled in [6],
and allow us to estimate higher symmetrized topological complexities. We record here in a
brief way what we need from [6] and [8].
For the rest of this section we will work with cohomology groups with coefficients modulo-
2. There are two homomorphisms: Es : H
∗(X) → H∗+s(SP 2(X)) and φ : H∗(X × X) →
H∗(SP 2(X)) that satisfy the following:
Theorem 22 ([6]). Let {b0, b1, . . . , bm} be a homogeneous basis for H
∗(X). A basis for
H∗(SP 2(X)) consists of 1, the elements Es(bi) with 2 ≤ s ≤ deg(bi), and the elements
φ(bi ⊗ bj) with i < j. The ring structure is determined by the two relations:
(1) φ(bi ⊗ bj) · φ(bu ⊗ bv) = φ((bi · bu)⊗ (bj · bv)) + φ((bi · bv)⊗ (bj · bu)).
(2) Es(bi) · φ(bu ⊗ bv) = Es(bi) · Et(bj) = 0.
The ring structure of H∗(SP 2(X)) is supplemented by more relations which are listed in
Theorem 4.4 of [6]. Of these we will need two of them:
(3) φ(bj ⊗ bi) = φ(bi ⊗ bj).
(4) φ(bi⊗ bi) =
∑deg(bi)
s=2 Es(Sq
deg(bi)−sbi).
With this we are now ready to prove Theorems 2 and 3.
Proof of Theorem 2: In general we know TCΣn (RP
m) ≤ nm + 1. We will focus on the
case m = 2e. For TCβ3 (RP
m) the zero-divisors cup-length we need to consider is that of
SP 2(RPm)×RPm which according to [6] and Proposition 20 it is at least 2e+1 + 2e = 3 · 2e
as long as m > 1. Hence TCβ3 (RP
m) = TCΣ3 (RP
m) = 3m+ 1. 
Proof of Theorem 3: Note that TCβ3 (S
m) ≤ TCΣ3 (S
m) ≤ 4 (by connectivity). To obtain a
lower bound we need to look at the cup-length of SP 2(Sm). If x is the generator of Hm(Sm),
then φ(1⊗ x)2 = φ(x⊗ x) which is not zero provided m > 1. Then φ(x⊗ x)× x is not zero
in H∗(βP 3(Sm)). Hence we have TCβ3 (S
m) = TCΣ3 (S
m) = 4. 
Remark 23. Note that our methods do not let us approach the calculation of TCβ3 (S
1). It
seems reasonable to conjecture that it is equal to 4 as well. The approach used in [5] may
very well work in our context as well.
A natural question to ask here is whether we can continue applying these calculations to
estimate higher topological complexities. We address this question in the following example.
Example 24. Now consider TCβ4 (RP
m) with m = 2e > 1. According to the previous
proposition we need to look at SP 2(RPm × RPm). Suppose x and y are the generators for
mod-2 cohomology of H1((RPm)2). Then following the calculations of [6] one can check that
φ(1⊗ x)2
e
φ(1⊗ x)2
e
= (φ(1⊗ x2
e
) + E2e−1(x
2e−1))(φ(1⊗ y2
e
) + E2e−1(y
2e−1))
= φ(1⊗ x2
e
y2
e
) + φ(x2
e
⊗ y2
e
)
Now multiply by φ(1⊗ x) to get
φ(x⊗ x2
e
y2
e
) + φ(x2
e
⊗ xy2
e
)
8
and continue multiplying by φ(1⊗ x) until we get to
φ(x2
e−1 ⊗ x2
e
y2
e
) + φ(x2
e
⊗ x2
e−1y2
e
)
Now multiply by φ(1⊗ y) to get
φ(x2
e−1y ⊗ x2
e
y2
e
) + φ(x2
e
y ⊗ x2
e−1y2
e
)
and continue multiplying by φ(1⊗ y) until we get to
φ(x2
e−1y2
e−1 ⊗ x2
e
y2
e
) + φ(x2
e
y2
e−1 ⊗ x2
e−1y2
e
)
Lastly, multiply by φ(x⊗ y) to get
φ(x2
e
y2
e
⊗ x2
e
y2
e
)
Then the cup-length is at least 2e + 2e + (2e − 1) + (2e − 1) + 1 = 4 · 2e − 1. Hence we have
4m ≤ TCβ4 (RP
m) ≤ TCΣ4 (RP
m) ≤ 4m+ 1
and
5m ≤ TCβ5 (RP
m) ≤ TCΣ5 (RP
m) ≤ 5m+ 1
For TCβ6 (RP
m) we look at SP 2(RPm × RPm × RPm). In this case we let x, y, z be the
degree one generators of H∗(RPm × RPm × RPm). Then
[φ(1⊗ x)φ(1⊗ y)φ(1⊗ z)]2
e
= [φ(1⊗ x2
e
) + E(x2
e−1
][φ(1⊗ y2
e
) + E(y2
e−1
)][φ(1⊗ z2
e
) + E(z2
e−1
)]
= [φ(1⊗ x2
e
y2
e
) + φ(x2
e
⊗ y2
e
)][φ(1⊗ z2
e
) + E(x2
e−1
)]
= φ(1⊗ x2
e
y2
e
z2
e
) + φ(z2
e
⊗ x2
e
y2
e
)
+ φ(x2
e
⊗ y2
e
z2
e
) + φ(x2
e
z2
e
⊗ y2
e
)
Now multiply by φ(1⊗ x)2
e−1φ(1⊗ y)2
e−1φ(1⊗ z)2
e−1 to get
φ(x2
e−1y2
e−1z2
e−1 ⊗ x2
e
y2
e
z2
e
) + φ(x2
e−1y2
e−1z2
e
⊗ x2
e
y2
e
z2
e−1)
+ φ(x2
e
y2
e−1z2
e−1 ⊗ x2
e−1y2
e
z2
e
) + φ(x2
e
y2
e−1z2
e
⊗ x2
e−1y2
e
z2
e−1)
This time we only have
6m− 2 ≤ TCβ6 (RP
m) ≤ TCΣ6 (RP
m) ≤ 6m+ 1
and
7m− 2 ≤ TCβ7 (RP
m) ≤ 7m+ 1.
Remark 25. The previous example shows that TCβ may not be enough to describe all the
values of TCΣ for a given space. At the same it suggests that we could interpolate a chain
of subgroups 1 = G0 ⊂ G1 ⊂ · · · ⊂ Σn and define the corresponding notions of TC
Gi
n , where
G1 = 〈β〉. Note that TC
G0
n = TCn. This would yield a chain of inequalities
TCn ≤ TC
G1
n ≤ . . . ≤ TC
Σ
n .
which should help capture the information between the ordinary and the symmetrized topo-
logical complexity. Some of these intermediate complexities may not be related to the motion
planning problem at all. On the other hand, each of these can be estimated from below by
looking at the corresponding permutation product GiP
n(X) := Xn/Gi. We will explore
these ideas in [10].
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4. Planning on Spheres
We will describe bidirectional motion planners on the sphere Sn ⊂ Rn+1 as follows. Let
n = (0, . . . , 0, 1), s = (0, . . . , 0,−1) and p+, p− : S
n → Rn be the stereographic projections
with respect to n and s respectively. Let D+ = {x ∈ S
n|xn+1 > 0} and D− = {x ∈
Sn|xn+1 < 0}. Consider the following open set of S
n × Sn
U+ = (S
n \ {n})× (Sn \ {n})
U− = (S
n \ {s})× (Sn \ {s})
V = (D+ ×D−) ∪ (D− ×D+)
Note that these three are open β-symmetric and cover Sn × Sn. Moreover both U+ and U−
are contractible and hence there exists a bidirectional motion planners on each of them. For
instance, on U+ we can use the stereographic projection p+ to create a bidirectional motion
planner on U+ (similarly on U− with p−). When (x, y) is in V we construct a path from x
to y as follows: let x ∈ Sn such that xn+1 6= 0, and consider
αx(t) =
(1− t)x+ t(0, . . . , 0, xn+1
|xn+1|
)
||(1− t)x+ t(0, . . . , 0, xn+1
|xn+1|
)||
and
ωx(t) = (0, . . . , 0, sin(πt),
xn+1
|xn+1|
cos(πt))
The path connecting (x, y) ∈ V will be given by H(x, y)(t) = [αx · ωx · αy](t). This
construction realizes the calculation of TCβ2 (S
n) = 3 obtained in [5].
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