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Abstract
In a typical software development project more than 50 percent of software development
effort is spent in testing phase. Test case design as well as execution consumes a lot of time.
So automated generation of test cases is highly required. In our thesis we generated test
sequences from Simulink/Stateflow, which is used to develop Embedded control systems.
Embedded Control Systems are now integral parts of many application systems in the areas
of Aerospace, Communication, Automobiles, etc. Simulink/Stateflow (SL/SF) is being used
for the development of reactive systems and Embedded Control Systems.
Testing of these systems is very important in order to provide error free systems as well as
quality assurance. For these purpose Test cases are used to test the systems. We developed
the test sequences which are use to generate test cases. First, we represent the System
using Simulink/Stateflow models. For this purpose normally we use Simulink tool, which
is available in the MATLAB. We developed the dependency graph from the SL/SF model.
For Simulink part of the model we use Out put dependency and for the Stateflow part of the
model we use Control dependency graph. From those graphs we generate the test sequences.
These test sequences are used to used to generate test cases.
MATLAB Simulink/Stateflow is one of the widely used industrial tools for developing
complex embedded systems in the automotive sector. The resulting Simulink/Stateflow
models often consist of more than ten thousand blocks and a large number of hierarchi-
cal levels. To ensure the quality of such models, automated static analyses and slicing
methods are necessary to cope up with this complexity. In particular, static analyses are
required that operate directly on the models. In this, we present an approach for slicing
Simulink/Stateflow models using dependence graphs from the automotive and avionics do-
main. With slicing, the complexity of a model can be reduced to a given point of interest
by removing unrelated model elements, thus paving the way for subsequent static quality
assurance methods.
Keywords: Simulink/Stateflow, Dependency Graph, Test Sequences, Test case, Slicing
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Chapter 1
Introduction
Quality assurance is an important issue for software development. Even though many
quality assurance techniques, such as design reviews, formal specifications, model checking,
and inspections are available today, testing is still the primary means for achieving quality
at industrial and government sites.
While the employment of systematic design and development practices results in increas-
ingly reliable software, some errors are still likely to be present in the software. The goal of
testing [1] is to expose hidden errors by exercising the software on a set of test cases. In its
simplest form, a test case consists of program inputs and corresponding expected outputs.
After testing of the total software, we get the confidence on it.
Software testing is very labor intensive and hence also expensive. It can account for
50 percent of the total cost of software development. Therefore tools that automate one
or more aspects of testing can greatly help in managing the the overall cost of testing.
Testing techniques can be broadly classified into two categories, functional and structural.
Functional testing [2] is concerned with functionality rather than implementation of the
program. Therefore it involves exercising different input output conditions. Structural
testing is concerned is with testing the implementation of the program by exercising different
programming structures used by the program.The primary focus of this report is model
based testing.
1.1 Simulink/Stateflow Models( SL/SF)
Embedded Control Systems are now integral parts of many application systems in the areas
of Aerospace, Communication, Automobiles, etc. As a result, scientists and engineers are
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looking for easy and reliable techniques to design, develop, test and verify these systems.
With model based design and development becoming a trend, industries use design and
simulation tool sets like MATLAB and Mathematica.
MATLAB Simulink/Stateflow (SL/SF) is a high level model designing tool very popular
in many industrial application domains. It is considered as the de facto standard in avion-
ics and automotives. It enables modeling, simulating and analyzing dynamic systems. It
provides a wide range of library blocks, for example, Math Operation blocks, Logic and Bit
Operation blocks, Signal Routing blocks, to name a few. Systems can also be multirate, i.e,
have different subsystems that are sampled or updated at different rates. Simulink having
the blocks of libraries which contain integration, summation blocks.
To capture the discrete control states, one generally uses Stateflow which is a component
of Simulink. Stateflow is an interactive graphical design tool. It provides a graphical edi-
tor on which the Stateflow graphical objects can be dragged and dropped from the design
palette can be put to create finite state machines. It allows hierarchical state machine dia-
grams, Statecharts to be combined with flowcharts. SL/SF is a widely accepted tool in the
industry for model based development of systems. This environment supports hierarchical
development of complex controller designs and provides a rich set of high level and customiz-
able computational and control blocks suitable for hybrid control systems. A wide variety
of application specific block-sets available with SL/SF environment enable easy develop-
ment of control systems in various domains. SL/SF models help in early design exploration,
simulation, automatic code generation for different hardware/software platforms.
1.2 Motivation
Use of Simulink/Stateflow in industries like auto motives, especially in flight control software
for the next manned space missions. That software has to be reliable. The developers of
the flight software [3] use model-based design using MathWorks with UML 2.0.
In the past two decades the avionics software community has increasingly applied model-
based software engineering, where models are used to specify software designs, and often
executable code is generated automatically from the models. The models are expressed
in domain-specific modeling languages with higher-level abstractions that are well known
and convenient for domain engineers. Flight control software have been developed using
Simulink/Stateflow.
The systems developed using Simulink/Stateflow in Flight control software in NASA
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are big and complex and safety critical. As a result of which, the number of test cases
required to test SL/SF models is usually very large. Test case execution is both automatic
and manual. However, huge amount of effort, resources and time is required to execute the
test cases manually. As per a report from NASA it took 27 days to execute 135 test cases
for an embedded telecoms software of size 300 KLOC. It is clear from this fact that test for
SL/SF models is a very expensive activity.
The model must be tested in order to detect faults in the Simulink/Stateflow model as
early as possible. Exhaustive test is not possible for any system. Testing of those systems
are very costly. Flight control software is usually based on various states and for that
states representation often uses Stateflow diagrams utilization of the internal structure of
the diagram to generate Test cases is important. This is achieved by covering Stateflow
coverage and particular states coverage.
1.3 Organization of our thesis
Chapter 2 In this chapter we discuss the basic concepts, and definitions used in the
rest of the thesis.
Chapter 3 Provides the literature review of test case generation for Simulink/Stateflow
models and few approaches of slicing.
Chapter 4 Provides the basic approach for generating test sequences of SL/SF models
and the tools that we have used and Case study.
Chapter 5 Discusses the approach of slicing, and Implementation with example.
Chapter 6 In this Chapter we are Concluding the thesis and discusses the future work.
Chapter 2
Basic Concepts
This chapter provides some background concepts and the definitions of some basic terms
that we will use in the rest of the thesis. First of all, we will explain the fundamentals
of testing. Then we discuss Simulink/Stateflow models. Then we discuss the procedure to
generate test sequences for Simulink models and to generate the coverage report of stateflow
chart of a simulink model. Then we discuss the fundamentals of testing and regression test
selection. Next, we define control flow graph, system dependence graph and state flow
graph. Finally we will discuss and define control dependency and data dependency for both
control flow graphs and state flow graphs.
2.1 Basics of Testing
Testing a program consists of subjecting the program to a set of test inputs (or test cases)
and observing if the program behaves as expected. The aim is to identify all defects ex-
isting in software product. It provides a practical way of reducing defects in a system and
increasing the user’s confidence in the development system. Software testing is performed
to reveal possible failures of the software. During testing, a software product is executed
with test cases, and the output is observed to detect possible failures.
Software testing is one of the verification and validation software practices.
Verification: Are we building the product right? Through verification, we make sure the
product behaves the way we want it to. Validation: Are we building the right product?
Through validation, we check to make sure that somewhere in the process a mistake hasn’t
been made such that the product build is not what the customer asked for; validation always
involves comparison against requirements.
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The following terms are responsible for how the incorrect result might occur:
 Mistake - A human action that produces an incorrect result.
 Fault or Defect - An incorrect step, process or data definition in a program.
 Fault or Defect An incorrect step, process or data definition in a program.
 Error - The difference between a computed, observed, or measured value or Condition
and the true, specified, or theoretically correct value or condition.
2.1.1 Types Of Testing
In this section, we discuss the different types of testing [1]:
Black Box Testing: Without considering the internal part of the code, we test the
software. In this Block Box Testing we test the software by considering the requirements
specification.
Disadvantages of Black Box Testing:
 Cannot be directed toward specific segments of code which may be very complex (and
therefore more error prone).
 Most testing related research has been directed toward glass box testing.
White Box Testing: It deals with the internal structure of the code. White box testing
is also called as glass, structural, open box or clear box testing. In order to implement white
box testing, the tester has to deal with the code and hence is needed to possess knowledge
of coding and logic i.e. internal working of the code. White box test also needs the tester to
look into the code and nd out which unit/statement/chunk of the code is malfunctioning.
Advantages of white box testing are
 The other advantage of white box testing is that it helps in optimizing the code.
 It helps in removing the extra lines of code, which can bring in hidden defects.
Advantages of Gray Box Testing:
 Combination of the advantages of black box testing and white box testing.
Disadvantages of Gray Box Testing
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Figure 2.1: SDLC and V Model
 Combination of the disadvantages of black box testing and white box testing.
Testing can be divided into static and dynamic testing [1] based on the execution of the
code. In Dynamic testing we execute the code and static testing done without executing
code.
Static Testing: Code reviews, inspections and walk throughs are static testing. These
are verification activites. Code Reviews, inspection and walkthroughs are few of the static
testing methodologies.
Dynamic Testing: In dynamic testing the software must actually be compiled and
run. Dynamic testing is the validation portion of Verification and Validation. These are the
Validation activities.
There are several levels [2] of testing that should be done on a large software system.
Each level of test has a specification that defines the correct behavior the test is examining
so that incorrect behavior (an observed failure) can be identified. The six levels and the
origin of specification involved in the test levels are now discussed.
Unit Testing: Unit testing is the testing of individual hardware or software units or
groups of related units. Unit testing is generally done within a class or a component.
Integration Testing: Integration test is testing in which software components, hard-
ware components, or both are combined and tested to evaluate the interaction between
them. Using both black and white box testing techniques, the tester verifies that units work
together when they are integrated into a larger code base. Just because the components
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Figure 2.2: Static and Dynamic Testing
work individually, that doesn’t mean that they all work together when assembled or in-
tegrated. To plan these integration test cases, testers look high-level and low-level design
documents.
Functional and System Testing: Functional testing involves ensuring that the func-
tionality specified in the requirement specification works. System testing involves putting
the new program in many different environments to ensure the program works in typical
customer environments with various versions and types of operating systems and/or appli-
cations. Because system test is done with a full system implementation and environment,
several classes of testing can be done that can examine nonfunctional properties of the sys-
tem. It is the best when function and system testing is done by an unbiased, independent
perspective.
2.1.2 Types of system testing
 Performance- performance testing is in general testing performed to determine how a
system performs in terms of responsiveness and stability under a particular workload.
 Stress-Stress testing (torture testing) is a form of deliberately intense or thorough
testing used to determine the stability of a given system or entity. Reasons can include:
- to determine breaking points or safe usage limits; to confirm intended specifications
are being met; to determine modes of failure, and to test stable operation of a part or
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system outside standard usage.
 Usability- It measures the user friendly of the system.
 Recovery- It deals when crashes or power failure in those cases, how to recover and
any data loss.
 Configuration-Rather than testing for performance from the perspective of load, tests
are created to determine the effects of configuration changes to the system’s compo-
nents on the system’s performance and behaviour.
 Compatibility- It deals whether,The software is possible to run in different environ-
ments.
 Reliability-Software reliability testing is a field of testing in which deals with testing
a software’s ability to function under given environmental conditions for a particu-
lar amount of time. Once these problems are discovered and corrected, it provides
assurance that the software is in it’s best possible condition.
Acceptance Testing: After functional and system testing, the product is delivered to
a customer and the customer runs black box acceptance tests based on their expectations
of the functionality. In this customer checks himself whether the software satisfying his
requirements.
Regression Testing: Throughout all testing cycles, regression test cases are run. Re-
gression testing is selective re-testing of a system or component to verify that modifications
have not caused unintended effects and that the system or component still complies with
its specified requirements.
Beta Testing: When an advanced partial or full version of a software package is avail-
able, the development organization can offer it free to one or more (and sometimes thou-
sands) potential users or beta testers. These users install the software and use it as they
wish, with the understanding that they will report any errors revealed during usage back to
the development organization. These users are usually chosen because they are experienced
users of prior versions or competitive products.
2.2 Model Based development
Model-Based Design (MBD) [4] is a mathematical and visual method of addressing problems
associated with designing complex control, signal processing and communication systems.
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It is used in many motion control, industrial equipment, aerospace, and automotive ap-
plications. Model-based design is a methodology applied in designing embedded software.
MBD provides an efficient approach for establishing a common framework for communica-
tion throughout the design process while supporting the development cycle (”V” diagram).
In model-based design of control systems, development is manifested in these four steps:
1. modeling a plant
2. analyzing and synthesizing a controller for the plant
3. simulating the plant and controller
4. integrating all these phases by deploying the controller.
The model-based design [5] paradigm is significantly different from traditional design
methodology.
2.2.1 Model Based Design Languages
 Formal languages
 High level programming languages (C, C++)
 Finite State Machines, Statecharts, SpecCharts, Stateflow
 Block structured language: Data Flow Diagrams, Lustre, Signal, Simulink
 Concurrent Languages (CSP, SDL)
 Hardware description languages (VHDL, Verilog)
 Visual language Unified Modeling Language(UML)
In computer programming, a block is a section of code which is grouped together. Blocks
consist of one or more declarations and statements. A programming language that permits
the creation of blocks, including blocks nested within other blocks, is called a block struc-
tured programming language. Algo 58 is the first Block structure language.
In the model based development Simulink is a tool to design the model. These are pro-
grams that runs as a companion to MATLAB, these programs are developed and marketed
by the MathWorks.
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2.3 Simulink
Simulink/Stateflow (SL/SF) [6] is being used for the development of reactive systems quite
heavily both in industry and academia. Embedded Control Systems are now integral parts
of many application systems in the areas of Aerospace, Communication, Automobiles, etc.
As a result, scientists and engineers are looking for easy and reliable techniques to design,
develop, test and verify these systems. With model based design and development becoming
a trend, industries use design and simulation tool sets like MATLAB and Mathematica.
It is considered as the de facto standard in avionics and auto motives. It enables model-
ing, simulating and analyzing dynamic systems. It provides a wide range of library blocks,
for example, Math Operation blocks, Logic and Bit Operation blocks, Signal Routing blocks,
to name a few. It supports linear and non-linear systems, modeled in continuous time, sam-
pled time or a hybrid of two. Simulink is basically an add-on library to MATLAB with a
number of blocks like Integration block, Summation block etc with the help of which one
can design and capture the dynamic behavior of a system under consideration.
To capture the discrete control states, one generally uses Stateflow which is a component
of Simulink. Stateflow is an interactive graphical design tool that works with Simulink
to model and simulate event-driven systems, also called reactive systems. It provides a
graphical editor on which the Stateflow graphical objects can be dragged and dropped from
the design palette can be put to create finite state machines. It allows hierarchical state
machine diagrams, State charts to be combined with flowcharts. SL/SF is a widely accepted
tool in the industry for model based development of systems.
This environment supports hierarchical development of complex controller designs and
provides a rich set of high level and customizable computational and control blocks suitable
for hybrid control systems. A wide variety of application specific block-sets available with
SL/SF environment enable easy development of control systems in various domains. SL/SF
models help in early design exploration, simulation, automatic code generation for different
hardware/software platforms. Simulink organizes its blocks into block libraries according
to their behavior. The following are some of the block libraries :-
Sources Library:- This library contains blocks that generate the signals.
Sinks Library:- This library contains blocks that display or write block output.
Linear Library:- This library contains blocks that describe linear functions.
Non Linear Library:- This library contains blocks that describe Non-linear functions.
Connections Library :- This library contain blocks that allow multiplexing and demul-
tiplexing, implement external Input/Output, pass data to other parts of the model, create
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subsystems, and perform other functions.
2.4 Stateflow
Stateflow is an interactive graphical design tool that works with Simulink to model and
simulate event-driven systems, also called reactive systems. It provides a graphical editor
on which the Stateflow graphical objects dragged from the design palette can be put to
create finite state machines. We know that Stateflow [7] model is a graphical representation
of a finite state machine where States and transitions form the basic building blocks of
the system.Stateflow extends the ease of modeling by adding hierarchy, parallelism, events,
actions and history. Stateflow blocks are treated as standard Simulink blocks and hence can
be integrated in the Simulink models.
States form the basic object in Stateflow and reflect modes in a dynamic system. States
can be active or inactive. Active state means that the Stateflow is in that mode. Multiple
states can be active during a state, depicting parallelism. Events and conditions cause the
states to change from inactive to active states and vice versa. States in Stateflow can have
hierarchy. For example, gear state is the parent of first, second, third and fourth state in
the Shift Logic block. The events and transitions between them are contained in gear state.
Every state has a decomposition that dictates what kind of substates it can contain. All
substates must be of the same type as of superstate‘s decomposition. There are 2 types
of state decompositions namely OR and AND decomposition. In OR decomposition, only
one substate of the parent state can be active at a time. For example, On state has OR
decomposition in the Mode example where Init, Active and Inactive are its OR substates.
OR substates have solid borders. In AND decomposition, the child states are parallel states.
All the substates are active at the same time. States have labels which denote the state’s
name, entry actions, during actions, exit actions and on event actions.
1. Entry actions define the actions to be taken when the state is entered or activated.
2. During actions define the set of actions to be taken when the state is already active
and some event occurs
3. Exit actions define the set of actions to be taken when the state becomes inactive from
active.
4. On event actions define the actions to be taken when a state is active and the men-
tioned event occurs.
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Transition in Stateflow means a jump from some source state to some target state.
Transitions have a label associated with it. The label can consist of an event, a condition,
a condition action and/or a transition action having the following format.
event[condition]condition action / transition action
1. Event specifies the event that should cause the transition to occur.
2. Condition specifies a boolean expression that needs to be evaluated to true for the
transition to take place.
3. Condition action specifies the action to be immediately executed when the condition
evaluates to true.
4. Transition action specifies the action to be executed when the transition destination
has been determined to be valid provided the condition is true, if specified.
There can be different types of transitions in Stateflow like inner transitions, transitions
between substates etc. For the current project, we consider only flat Stateflows without
junctions, history junctions. Hence we do not discuss about them here.
Stateflow notation consists of a set of graphical objects and a set of non graphical text-
based objects and the defined relationships between those objects. Graphical objects include
States, Transitions, History junction, Connective Junction. Non-graphical objects include
Events and Data elements. Some are shown in Figure 2.3.
2.5 Basic concepts of Slicing
In this section we discuss the background concepts including the basics of slicing. Program
slicing is a technique for extracting statements of a program that affect or are affected by
the values of a set of variables at a specific point in the program. The extracted statements
are called a slice. The specific point in the program and the variables of interest are usually
referred to as a slicing criterion. Slices are either static or dynamic as well as executable or
not executable. An overview of program slicing can be found in [8] [9]. While the original
slicing approach [9] was based on solving data flow equations, slicing algorithms nowadays
are using program dependence graphs (PDG) [10] [11]. A PDG is a directed, rooted graph
with nodes representing the program statements and edges the representing dependencies
among them. Using PDGs, slicing can be mapped to a reachability problem. Depending
on the direction of edge traversal, a slice is called a forward slice or backward slice. While
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Figure 2.3: Notations in the Stateflow
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Figure 2.4: An Example Program and its CFG
backward slices extract the statements that influence the program point given in the slicing
criterion forward slices contain the statements that are influenced by the slicing criterion in
the further execution of the program.
To build the PDG for a program, a dependence analysis has to be carried out first.
A PDG consists of two types of dependencies: data dependence and control dependence.
These dependencies are defined in terms of the control flow graph of a program. Data
dependence is usually given by DEF-REF-relations of variables during the traversal of the
control flow graph (CFG) on all paths.
Data Dependence: In a CFG a node j is said to be data dependent on a node i if there
exists a variable x such that
(i) x is defined at i
(ii) x is referenced/used at j. And
(iii) There exists a path from i to j where x is not redefined at any node in that path.
Control dependence between two nodes in a CFG is usually given in terms of post-
dominance. A node i is post dominated by a node j if all paths from i to the exit node pass
through j. In Figure 2.4 node 5 post dominates node 4.
Control Dependence: A node j is control dependent on a node i if
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(i) There exists a path from i to j such that j post dominates every node in the path
excluding i, and
(ii) i is not post-dominated by j
In other words, a node j is control dependent on a node i if i have at least two outgoing
edges and j is not in all of the paths to the exit node starting from these edges. In Figure
2.4 the node 7 is control dependent on node 5. Control dependence can be determined by
calculating the post-dominator tree for a CFG or for programming languages with a well
structured control flow directly from the abstract syntax tree.
In Figure 2.4, we give a small example program that is often used to demonstrate slicing.
It calculates the sum as well as the product of the first n positive integers. The highlighted
statements are contained in a backward slice for the slicing criterion C(10, mul) where line
10 is the program point and ‘mul’ is the set if variables of interest.
2.6 Objective
 To propose an algorithm that can generate test sequences for Simulink/Stateflow mod-
els.
 To generate test sequences for complex real time embedded control systems.
 Computing slices for Simulink/Stateflow models.
Chapter 3
Review of Related Work
In this section First we give the literature work of test case design and after that we are
giving the slicing literature review.
3.1 Literature review on testing of Simulink Models
Simulink/Stateflow has originally been designed for the simulation purposes. Automated
test generation for Simulink/Stateflow diagram is required to identify the errors. Many au-
thors have tried different ways of test data generation and verification for Simulink/Stateflow
diagram. Many approaches are there for this purpose. One of these approach is T-Vec
Tester [12] , generates test cases automatically from the domain testing theory. It is based
on the premise that if there is no coincidental correctness, then test cases that localize the
boundaries of domains with arbitrarily high precision are sufficient to test all the points
in the domain. This approach relieves engineers from many manual tasks and reduces the
possibility of manual error. From a customer or FAA-certifier( Federal Aviation Adminis-
tration ) perspective, the T-VEC method and automation make the development process
very systematic.
Second one is Reactive Systems Reactis Tester [13], by using guided simulations and
heuristics without explanation. These two approaches are limited regarding the length of
generated input signals, model size and complexity leads to lower structural coverage.
An academic approach is described in the PhD thesis of Zhan [14]. Therein a novel
search-based approach to covering particular structural elements of Simulink models is pro-
posed.
1. Initially, probes are instrumented into the model under investigation in order to enable
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monitoring of the data flow resulting from the execution with the previously generated
inputs.
2. The monitored data flow is used to assess the capability of the applied inputs to cover
certain structural elements by means of specific objective functions.
3. With rising model size the complexity of these objective functions also rises, forming
complicated search landscapes which are hard to survey.
4. Furthermore, the examination of the entire model for investigating a specific test goal
requires execution of the complete model. This may lead to long run times due to the
usually big magnitude of real-world models.
5. Generally, sequences of input data (signals) need to be generated in order to be able
to deal with internal states. Zhan proposes the objective value of one test case - a
signal consisting of several time steps - to be calculated from the objective values of
each single time step.
6. This way, the generated signals exhibit a rather random shape, which may become a
problem for complex models.
7. This is true especially for models of real-world embedded systems since the inputs to
these systems are composed of gradually changing signal patterns in most instances.
Draw back of Zhan’s approach: Furthermore, only a small subset of Simulink blocks
has been considered and, more profoundly, Stateflow diagrams are disregarded completely.
Andreas Windisch [15] extended the Zhan’s work, by considering the task of structural
testing of Simulink models containing Stateflow diagrams, a number of difficulties arise that
need to be addressed.One of the main problem is the size of the model under test and
the resulting complexity. Other major challenges are the signal generation as well as the
coverage of Stateflow diagrams.
The general contributions of this research can be abstracted as the improvement of
software quality assurance for continuous functional models by automating the test case
generation process by means of structural testing. When completed, a structural testing
environment is expected to be available that exhibits the following features:
 Automatically generating relevant and realistic test cases for Simulink/Stateflow mod-
els fulfilling structural coverage criteria.
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 Allowing for effective and efficient test data generation regardless of the model size
and complexity.
In this approach one major drawback is it is not applicable for realistic complex models.
Gadkari [16] have translated Simulink/Stateflow to a formal language and generated test
cases based on model checking. In this paper, he described our experience in test gener-
ation using model checking for the Simulink/Stateflow (SL/SF) models of two automotive
controller examples. Model checking based test generation is non-trivial since the SL/SF
models have to be first translated into a formal language to serve as an input for the model
checker tool.
Moreover, to handle the size and complexities of the industrial designs the translation has
to make use of various abstractions yet preserve the semantics of the original model relevant
for test generation. He provided an outline of the translation scheme used for translating
the SL/SF models into a formal language called SAL. Preliminary results indicate that
model checking based test generation, in conjunction with suitable model abstractions, can
yield better results in terms of coverage and efficiency of test-cases as compared to the
conventional approaches based on simulation and random data generation.
Meng Li and Ratnesh kumar [17] introduced a recursive method to translate a Simulink/Stateflow
diagram to an Input/Output Extended Finite Automata which is a formal model of reactive
untimed infinite state system. In this they generated test cases for the Simulink/Stateflow
diagram based on the Input/Output Extended Finite Automata. In our approach we im-
plemented graph from the Simulink/Stateflow diagram and from that we generated test
cases.
Mirko Conard et al. [18] proposed one approach to test suite design for code generation
tools. They describes the design of a test suite for code generation tools. This method
provides solutions of main problems how the correct transformation of a source into a
target language can be proved. The application of the proposed testing approach leads to
a test suite which is suitable for testing code generators systematically.
Code Generator Testing Approach
1. A formal specification of a code generator transformation is created as a graph rewrit-
ing rule.
2. The graph transformation rule is then used as a blueprint to describe the possible
input domain of a transformation rule with the Classification-tree Method.
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3. In order to stimulate all possible simulation pathways through a given test model, we
employ structural coverage metrics on model level. Automated test vector generation
with regard to these coverage measures is used to find a selection of input data which
achieves full structural model coverage. This can, to a large extent, be automated
using tools such as Reactis.
4. After code generation has been carried out, a similar approach is followed on code
level: this time structural testing is used to create a second set of test vectors, which
guarantees complete structural coverage of the C code generated.
5. After test vector sets for model and code coverage have been generated, both test data
sets are merged together. This is necessary because the control flow of the model and
the code could be different. On the one hand, optimization techniques could omit or
melt branches of the model.
6. Finally, the model and the code outputs are compared. If these are sufficiently similar
for one and the same test vector, this is an indication that the code generator and
the other tools used (e.g. compiler, linker) are working correctly. If, however, they
are (substantially) different, one can conclude that this is due to an incorrect imple-
mentation of the code generator, a problem with one of the other tools involved, a
faulty test model or an incomplete specification of the optimization (incorrect graph
transformation).
The existing code generators can not guarantee that the generated code compiles cor-
rectly as mentioned in the design. The reasons are:
1. Errors in the Simulink/Stateflow diagram nodes will get carried over.
2. Errors in the automatic code generator for the Simulink/Stateflow diagram caused for
example by finite precision arithmetic or timing constraints.
3. Any human errors in the selection of code generation options, library naming or in-
clusion, and others.
But our approach overcomes these limitations, no need to generate code from the models
in our approach because of that it over come the Mrko Conard’s approach. No assumption in
our approach so, it overcomes the Reactive Tester approach. We cover all the blocks and all
transitions through the generated graph. Zhan’s approach also not covering all the Blocks
due to small signal generation, but our approach overcomes this limitation also. Meng Li
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and Ratnesh kumar approach is based on Finite automata. Stateflow is better approach
than the Finite automata. So our approach is good.
3.2 Literature review of Slicing of Simulink Models
In the absence of any directly existing reflected work, we compare our work with some of the
existing works which are close to our work. In the past ten years, a number of approaches
have been published on slicing various kinds of models. Most of these publications are
on slicing state-based models such as extended finite state machines or Statecharts. A
comprehensive overview about slicing techniques for state-based models are given in [18].
To the best of our knowledge, no approach for slicing Simulink/Stateflow has been published
yet.
In 2000, the tool sliceMDL [19] was developed by Krogh. Since this was a project for an
industrial sponsor who wanted to retain the rights to this work, we have not been able to
evaluate our approach against this tool. There are also no publications on this work, but
only a few documentation on the web page. According to this, sliceMDL uses the signal
flow between blocks to slice a model but does not consider execution context propagation
and control dependence.
Argos and UML Statecharts are graphical notations that allow the modeling of hierar-
chical state machines. Ganapathy et al. [20] introduced slicing for Argos. Wang et al. [21]
presented an approach for slicing UML Statecharts based on a transformation to extend the
hierarchical automata which later was improved by van Langenhove [22]. Both approaches
do not use dependence graphs.
Korel [23] and Androutsopoulos [24] [25] [26] developed slicing approaches for extended
finite state machines (EFSMs). Both of them adapted the control dependence as defined
in imperative programming languages to EFSMs. While [23] requires an exit state, [24]
[25] used control dependence which is nontermination insensitive. For slicing, they used
dependence graphs. In [26], another approach for slicing of EFSMs was presented where
the EFSMs were reduced according to input variables from the environment. In [25], slice
sizes for EFSMs were compared for different definitions of control dependence. They, also
compared the average slice size of EFSMs to an average slice size for imperative programming
languages [27] and reported that that the average slice size for EFSMs was larger than that
of imperative programming languages.
Reicherdt and Glsner [28] proposed an approach for slicing of MATLAB Simulink Mod-
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els. Their approach was based on dependency graphs. They had given slicing criteria based
on Conditional Execution Contexts. But they had not considered the Stateflow part of the
model. In our approach we have considered both Simulink and Stateflow models. So the
slices computed by our approach are more correct and precise.
Chapter 4
Generating Test sequences for
Simulink/Stateflow models
In this chapter, we will first of all explain the implementation details, and talk about the
tools we have used for the implementation. And finally, we will discuss our approach for
generating test sequences for Simulink/Stateflow models.
4.1 Generating Test sequences for Simulink/Stateflow
models
Our method of approach is Generating Test sequences from SL/SF models, First we are gen-
erating graphs from the Graph Generator. From that graphs using Test Sequence Selector
we are selecting test sequences. The approach is shown in Figure 4.1.
Our method of generating test sequences is based on using dependency graph. The
edges in the graph have special meaning based on the pair of nodes that connect. We
represent an edge in the graph using a node pair. In Simulink model the edges represent the
interconnections between the Simulink blocks. An interconnection between two Simulink
blocks represent the transfer of a signal from one block to the other, one dependency exist
that is output dependency.In Stateflow the dependency exist is control dependency.
Output dependency graph: Output dependency graph is a graph which contains the
edges like, edge from A to B means that block B is output dependent on block A, input for
the block B depends on the output produced by block A.
Control Dependency graph: A control dependency graph is a graph, which represents
an inter stage dependency that arises due to a change of state in the Stateflow model.
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Figure 4.1: Block Diagram of our Approach
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Graph construction is based on the model information present in the .mdl file of a
given model. First we discuss the overview of our approach. This is followed by algorithm
representation of the same. First the SL/SF model is used to construct a top level Graph.
In the top level graph, every subsystem is represented using a single node. Every subsystem
and with respect to that subsystem, Stateflows are represented using separate Graphs. The
number of graphs are constructed based on the hierarchy of subsystems and Stateflows in a
SL/SF model.
Algorithm Details: This graph takes SL/SF model as input and generate graphs.
First, the top level graph is constructed. If any subsystem is found to exist in the model then
the graphs for the subsystems are constructed. After which the “stateflow Graph Construction
” is called to generate graphs for Stateflow charts. Whenever we are constructing the graph
we make a matrix for traversing purpose.
Algorithm1:Dependency Graph Construction .
Input : file path // path of mdl file of a model
Output : Output dependency graph of the simulink model
Begin
//create a model object
Read the blocks from the model object
// read the each block
while up to all blocks cover do
extract all adjacent blocks of current block
Note down the adjacency in the adjacency matrix
write the adjacency matrix information to the dotty files
if any block having simulink subsystem then
push that block to the Queue
end if
end while
while Queue is not empty do
Read the each block
extract all adjacent blocks of current block
Note down the adjacency in the adjacency matrix
write the adjacency matrix information to the dotty files
end while
Stateflow graph construction(file path);
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End
Dependency Graph Construction: The Dependency Graph Construction algorithm
is taking the file path as input. First, we are creating a model object. Second, read the
blocks from the model object. For every block consider the adjacent blocks and note down
in the adjacency matrix. Using the adjacency matrix draw the graph in the Dotty file using
Graphviz [12] tool. When traversing the block if any block is a subsystem push it to the
Queue.After all the completion of block traversal, check the Queue and if it is not empty,
construct graph for the every subsystem.At the end call the Stateflow Graph Construction.
Algorithm2: Stateflow Graph Construction .
Input : file path
Output : control dependency graph of the stateflow model
Begin
Get the stateflow machine
Get the charts from the stateflow machine
Read every stateflow chart
while up to cover all charts do
Read all the states present in a model
while states not empty do
Read each nodes from the state
Note that adjacency in the adjacency matrix
write down the adjacency matrix to the dotty files
end while
end while
End
Stateflow Graph Construction: The Stateflow Graph Construction algorithm is tak-
ing the file path as input. First, we get the stateflow machine, From the stateflow machine
we get the Stateflow charts. Every chart is a subsystem. Read each node from the every
chart. Note the adjacency in the adjacency matrix. Using the adjacency matrix draw the
graph in the dotty file using Graphviz tool. After generating the graph we use adjacency
matrix to generate the test sequences. These test sequences are used to generate the test
cases. If we want to test efficiently we have to create the test cases for each and every test
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sequence.
4.2 Implementation Details
1. Language used for implementation is Java.
2. Inputs to the tool- SL/SF models: Original Matlab model file having .mdl extension.
3. Outputs of the tool a. Intermediate graph model representations b. Test sequences
4.3 Tools used for the implementation
We have used the following tools for implementation.
1. NetBeans
2. Graphviz
3. Matlab Simulink
4. Matlab Real Time Workshop
Ntebeans
NetBeans is an integrated development environment (IDE) for developing primarily with
Java, but also with other languages, in particular PHP, C/C++, and HTML5. It is also
an application platform framework for Java desktop applications and others. The Net-
Beans IDE is written in Java and can run on Windows, OS X, Linux, Solaris and other
platforms supporting a compatible JVM. The NetBeans Platform allows applications to
be developed from a set of modular software components called modules. Applications
based on the NetBeans Platform (including the NetBeans IDE itself) can be extended by
third party developers. This is an open source software, we can download it from the site
“https://netbeans.org/downloads/”, and we can directly run it. For How to use Netbeans
we can use its manual that is provided with Netbeans.
Framework for simplifying the development of Java Swing desktop applications. The
NetBeans IDE bundle for Java SE contains what is needed to start developing NetBeans
plugins and NetBeans Platform based applications; no additional SDK is required.
Applications can install modules dynamically. Any application can include the Update
Center module to allow users of the application to download digitally signed upgrades and
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new features directly into the running application. Reinstalling an upgrade or a new release
does not force users to download the entire application again.
The platform offers reusable services common to desktop applications, allowing devel-
opers to focus on the logic specific to their application. Among the features of the platform
are:
 User interface management (e.g. menus and toolbars)
 User settings management
 Storage management (saving and loading any kind of data)
 Window management
 Wizard framework (supports step-by-step dialogs)
 NetBeans Visual Library
 Integrated development tools
NetBeans IDE is a free, open-source, cross-platform IDE with built-in-support for Java
Programming Language.
Graphviz
Graphviz is an open graph visualization tool. We have used this tool in our project
to visualize our intermediate outputs in a better way i.e. in the form of a pictorial graph
instead of adjacency matrices or adjacency lists.
Matlab Simulink
MATLAB Simulink/Stateflow (SL/SF) is a high level model designing tool very popular
in many industrial application domains. It enables modeling, simulating and analyzing
dynamic systems. It provides a wide range of library blocks, for example, Math Operation
blocks, Logic and Bit Operation blocks, Signal Routing blocks, to name a few. It supports
linear and non-linear systems, modeled in continuous time, sampled time or a hybrid of two.
Systems can also be multirate, i.e, have different subsystems that are sampled or updated
at different rates. Simulink is basically an add-on library to MATLAB with a number of
blocks like Integration block, Summation block etc with the help of which one can design
and capture the dynamic behavior of a system under consideration.
Systems can be modeled in Simulink by creating a network of blocks dragged from
Simulink block library and dropped into the GUI editor and connecting the appropriate
ports. We have used this tool to develop dummy SL/SF models for testing our tool.
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Matlab Real Time Workshop The Real-Time Workshop, for use with MATLAB and
Simulink, produces code directly from Simulink models and automatically builds programs
that can be run in a variety of environments, including real-time systems and stand-alone
simulations.
With the Real-Time Workshop, you can run your Simulink model in real-time on a
remote processor. The Real-Time Workshop also enables you to run high-speed stand-alone
simulations on your host machine or on an external computer. Using the rapid prototyping
process, you can shorten development cycles and reduce costs. You can also use the Real-
Time Workshop to implement hardware-in-the-loop (HIL) simulations. The Real-Time
Workshop provides a real-time development environment that features:
 A rapid and direct path from system design to implementation.
 Seamless integration with MATLAB and Simulink.
 A simple, easy to use interface.
 An open and extensible architecture.
 A fully configurable code generator? virtually every aspect of the generated code can
be configured by using the Target Language Compiler?.
 Fast design iterations by editing block diagrams and automatically building a new
executable.
The package includes application modules that allow you to build complete programs
targeting a wide variety of environments. Program building is fully automated. The gener-
ated code (i.e., the model code) is by default highly optimized and fully commented C code
that can be generated from any Simulink model, including linear, nonlinear, continuous,
discrete, or hybrid models. All Simulink blocks are automatically converted to code, with
the exception of MATLAB function blocks and S-function blocks that invoke M-files. You
must rewrite these blocks as C MEX S-functions if you want to use them with the Real-Time
Workshop.
4.4 Implementation Results
In this section, we explain the working of our algorithms by taking the Fan example
using a Simulink/Stateflow model, as described below and it is shown in Figure 4.2.
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Figure 4.2: Stateflow of fan model
4.4.1 An illustartive Example
In this example the fan receives signal from signal builder. According to that signal
the fan rotates. While rotating it changes from one state to the other state. First the
control starts in the default state. In our example Off/ is the default state. In this time the
speed of the fan is ‘0’. When the switch signal become ‘on’ the transition goes to work and
control goes to On/ state. On/ state having hierarchy, it is having substates one/, two/,
three/, four/. In this states the default state is one/, this time the speed of the fan is ‘1’.
When the clock signal is on one/ state outline transition goes to work and control goes to
two/ state. Every time whenever clock changes from off to on speed changes with respect
to the states. Whenever the switch signal goes to off then control goes to Off/ state. This
is shown in Figure 4.2. When drawing the graph we are representing the default transition
by using the START node.
The Figure 4.2 is the Stateflow in the SL/SF model. When we are passing this model as
input our algorithm generates the graph which is shown in Figure 4.3. In the On/ node it
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Figure 4.3: Top level graph
is having sub nodes for the representation of sub nodes. Our algorithm generates one more
graph which is shown in Figure 4.4.
From this graph we will generate test sequences based on the state coverage, transition
coverage etc.
State coverage: The coverage which covers states in all the possible ways is State
coverage.
Top level test sequences:-
1. Start → off/(ifthesignalisnotgenerated)
2. Start off/→ on/→ off/(ifthesignal is generated)
Secondary level test sequences:- It is within the On/ state so it will execute whenever
the signal generated successfully
1. start → one/→ two/→ three/ → four/→ one/(Inthiscaseitiscovering all states )
Transition coverage: The coverage which covers transitions in all the possible ways is
Transition coverage.
Top level test sequences:
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Figure 4.4: Secondary level graph
1. Start→ off/(ifthesignalisnotgenerated)
2. Start→ off/→ switch→ on/→ switch→ off/(ifthesignalisgenerated)
Secondary level test sequences:
1. Start → one/ → clock → two/ → clock → three/ → clock → four/ → clock →
clock(inthiscaseitcoveringallstatesandalltranstions)
The transition coverage is the better than the state coverage it covers all the states and
extra it covers all transitions. I generated test sequences from Simulink model that is shown
in Figure 4.5. When we are sending this model as input to the our algorithm, it is giving
graph as output, the graph is shown in Figure 4.6.
From Figure 4.6 we generated the test sequences are:
1. Start→ tg → Abs→ Gain→ sum2 → switch→ outputport
2. Start→ u→ switch→ outputport
3. Start→ u→ sum2 → switch→ outputport
4. Start → u → product1 → sum1 → switch → outputport
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Figure 4.5: Example of Simulink model
Figure 4.6: Graph of Simulink model
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5. Start→ la→ sum→ product1 → sum1 → switch→ outputport
6. Start→ u→ switch→ unitDelay → product→ sum1 → switch→ outputport
7. Start → u → sum2 → switch → unitdelay → product → sum1 → switch →
outputport
8. Start → tg → Abs → Gain → sum2 → switch → unitdelay → product → sum1 →
switch→ outputport
9. Start → u → product1 → sum1 → switch → unitdelay → product → sum1 →
switch→ outputport
10. Start → la → sum → product1 → sum1 → switch → unitdelay → product →
sum1 → switch→ outputport
11. Start → la → product → sum1 → switch → unitdelay → product → sum1 →
switch→ outputport
4.4.2 Complexity Analysis
The complexity of the model under [1] test has a big influence on the success of the test data
generation process due to associated increasing execution times. We now analyze the time
complexity and space complexity of the graph construction procedure. First we consider
the complexity for construction of graph of the models having only Simulink blocks with
no Stateflow charts. Next we analyze the complexity of construction of graph for Stateflow
charts alone and then generalize for the models having both Simulink and Stateflow blocks.
First assume a simple model having no hierarchy, that is only one level and has
‘n’ blocks in that level. Each block in the model is visited once to extract its information
into adjacency matrix, hence O(n). This adjacency matrix is used for graph traversal
and construction. Adjacency matrix has nXn entries, accessing adjacency matrix has time
complexity O(n*n). so the time complexity for the above such models will be O(n2). Let us
take complex model having ‘m’ subsystems in the top level and also each level there exist
‘n’ blocks, this would result in (1+m(k+1)) graphs. One block for the top level having B
blocks out of which ‘m’ are subsytems and each subsystem in turn has ‘k’ subsystems, there
would be ‘k’ graphs plus one more graph having these ‘k’ subsystems. Total subsystems
are m(k+1) graphs. Finally, including the toplevel total graphs would be 1+m(k+1). Total
complexity would be O(1+m(k+1))(n2). Space complexity is based on the size of adjacency
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matrix. The size of adjacency matrix depends on the number of blocks in a subsystem. The
space complexity of each level is O(n2). Complexity analysis for stateflow model Each state
has traversed once and its information is extracted and modeled into graph. Let the number
of states be ‘S’ and transitions be ‘T’. Then time complexity is O(S+T). space complexity
is O(S).
Complexity analysis of an SL/SF model having ‘m’ subsystems in the top level and ‘n’
stateflow charts and in each of ‘m’ subsystem there are ‘k’ other subsystems. Complexity
is O(1+m(k+1))B2+n(S+T). space complexity for every level is O(B2).
Chapter 5
Slicing of Simulnik/Stateflow models
In this section we are giving the details about the dependencies in SL/SF models. Steps to
find the slices of Simulink models.
5.1 Dependencies in SL/SF models
Simulink/Stateflow is a data flow oriented graphical notation where data flow is by the
structure and control flow has to be calculated. In this section, we present how to determine
data and control dependencies for Simulink/Stateflow models.
Data Dependence in Simulink: Data flow in Simulink is given by the signal lines.
So data dependence can easily be derived from an observing the signal lines.
A block b2 is data dependent on a block b1 if i) b1 and b2 are connected by a signal
line L and
ii) L starts with an output of b1 and ends in an input of b2.
Control Flow in Simulink: Basically the control flow in Simulink is modeled using
MathWorks [29]
a) Conditional subsystems- Conditional subsystems are Enabled, Triggered, Enabled ,
Triggered, Action and Function-Call subsystems.
b) Loop subsystems- Loops like while and for in Simulink are realized by atomic subsys-
tems.
c) Multi Port Switch and Switch blocks- Switch or MultiPortSwitch blocks can also be
used to model the control flow in Simulink. To optimize the simulation of a model, and avoid
the unnecessary execution of model parts. The Simulink environment offers Conditional
Execution Behavior. Control Dependence and Conditional Execution Contexts: For each
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atomic subsystem a new execution context is created. Since the all the conditional and loop
subsystems being atomic, an execution context (EC) is created for each of these and the
blocks contained in each of these subsystems are assigned to their ECs and are scheduled
within. Conditional subsystems and loops are executed only if the condition given by the
special port or iterator block evaluates to true. Hence the corresponding ECs is called
Conditional Execution Contexts (CEC). In the following, we refer to this special port or
iterator block as predicate block.
Control Dependence in Simulink: In a model m with the root context em containing
the blocks b1 and b2, block b2 is control dependent on block b1 if
1) b2 is within a conditional EC e 6= em and
2) b1 is the predicate block controlling the execution of e.
The blocks contained in em are control dependent on the simulation loop. Data De-
pendence in Stateflow: Data dependence edges are used to represent the dependency of a
state on the data items associated with a Stateflow model. This includes all the data vari-
ables used in the entry, during, and exit sections of any state. The data variables can also
associate with conditions, condition actions, or transition actions in any state transition.
Control dependence in Stateflow: Control dependence in Stateflow depends on
the transitions between the states. The first Stateflow execution starts from the default
transition. A control dependence edge represents an inter stage dependency due to the
change of state in the Stateflow model. A control dependence may arise in the following
three ways:
Case1: Control dependence arises when there is no transition label associated with the
transition between two states.
Case2: When an outgoing transition from a state has a transition label, then control
dependency arises between the state and the predicate node.
Case3: Control dependency arises when a state has an ?exit action? and its outgoing
transition is associated with condition action, and transition action. This is because once
the condition of a transition is satisfied, then the condition action takes place. Before
executing the transition action and jumping to the next state, the exit action of the current
state takes place after the transition execution. This results in control dependence arising
between the predicate and the state node with label having the name of the predicate node
and state.
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5.2 Slicing of Simulink/Stateflow models
In this section, we present our slicing approach for Simulink/Stateflow models using depen-
dence graphs. First, we define the slicing criterion and the slice of a Simulink/Stateflow
model. Then we show, how we calculate dependencies which includes the calculation of the
conditional execution contexts. Finally we show how we build up the dependence graph
and compute static slices for the model.
Simulink/Stateflow slicing criterion A slicing criterion for Simulink/Stateflow
model may be any block except a subsystem or any state in the Stateflow or any vari-
able within the Stateflow.
Simulink/Stateflow Slice: A slice of a Simulink/Stateflow model m w.r.t. Slicing criterion
C is a model m1 that
1) Contains only those blocks and states from the Stateflow that are relevant to the
slicing criterion C (forward slice or backward slice) or
2) contains only those blocks and states from Stateflow to which the slicing criterion C
is relevant and that
3) Preserves the hierarchical structure of the Simulink/Stateflow model.
5.2.1 Computing conditional execution contexts
Richerdt et al. [28] has presented an approach for computing the Conditional Execution
contexts for Simulink models. In their algorithm, they have considered different Conditional
Execution Contexts for every subsystem. If the subsystem is itself a Stateflow model then
also they have considered it as virtual block. We are adding the Stateflow block to the
execution context and we create one separate execution context.
Steps for constructing CEC of Stateflow model:
Step 1. create the separate Execution Contexts for every chart in Simulink.
Step 2. Within the chart, locate all the nodes and identify the default node.
Step 3. Within the chart, locate the transitions and add them to the Execution Contexts.
5.2.2 Building the dependence graph
After all the blocks have been added to an execution context, we build the dependence
graph. First, we create nodes for each block that is not a subsystem. Then, we add the
data dependence edges between the nodes. Figure 5.3 Shows the dependence graph for our
example Simulink/Stateflow model given in Figure 5.1 and Figure 5.2. In Figure 5.3 this
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Figure 5.1: An Example Simulink/Stateflow model
figure thick lines represent data dependence in Simulink, dotted bubble lines represent data
dependence in Stateflow, dotted arrow represent control flow in Stateflow.
5.2.3 Computing the Simulink/Stateflow Slice
We compute the slice for a model by performing a reachability analysis in the forward or
backward direction and marking relevant nodes. Then we remove the unmarked blocks and
finally all empty subsystem of the model.
5.3 Slicing Example
Figure 5.1 shows a Simulink/Stateflow model. It calculates the ‘sum’ when the input values
are positive and displays the result as the output. If the input value is negative it calculates
the multiplication of those numbers and display it as the output. This is modeled using a
chart (which is Stateflow). A chart subsystem is executed as long as the signal is supplied
to the chart. To execute a chart we have to give input through Signal Builder. Only
subsystem blocks can contain other blocks. The ports of a subsystem block correspond to
Port blocks within the subsystem. A number is assigned to each Inport or Outport block
which corresponds to the vertical position of the input of the subsystem block. In our
example chart is a subsystem. Within the subsystem, the Stateflow model is present. We
have shown the Stateflow part of the above example model in Figure 5.2.
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Figure 5.2: Stateflow part of the Model
In this section, to implement our approach we are considering the example model which
is shown in Fig 5.1. We have taken this model as input and computed Conditional Execution
Contexts. By using the CEC we are constructing the model dependence graph for the SL/SF
model given in Figure 5.1 and Figure 5.2 is shown is Figure 5.3.
After constructing the graph, we have taken the slicing criteria as ‘mul’ and performed
a backward traversal of the dependence graph. The nodes reached during the traversal are
shown as marked nodes on Figure 5.4. These marked nodes constitute the static slice w.r.t
to the slicing criterion ‘mul’.
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Figure 5.3: The model dependence graph for the SL/SF model in Figure 5.1 and Figure 5.2
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Figure 5.4: Marked model dependence graph showing the static slice w.r.t. the slicing
criterion ‘mul’
Chapter 6
Conclusions and Future Work
We proposed a methodology to generate test sequences from SL/SF models. First we have
constructed the model in the MATLAB environment by using Simulink/Stateflow designing
tool. For that model we developed a dependency graphs, and from that graphs we developed
a test sequences. We have presented a slicing approach to slice the Simulink/Stateflow
models, With slicing the complexity of a model can be reduced to a given point of interest
by removing unrelated model elements, thus paving the way for subsequent static quality
assurance methods.
However, the implementation of our work relies on some basic assumptions that we have
made. They are the following:
1. SL/SF models contain only states and transitions. They do not contain other advanced
features of Simulink/Stateflow models like the history blocks, connective junctions,
graphical functions, S-functions, truth tables, etc which may be present within the
Stateflow chart.
2. The concept of parallel states are not considered by our tool.
As part of the future work, we needs to handle parallel states. In addition to this, other
features of Simulink/Stateflow models like history blocks, connective junctions, truth tables,
graphical functions, etc should also be handled.
We can use slicing for variety of applications.We briefly outline a few of these in the
following.
Change impact visualization When a change is made to a state/block/transition
in an SL/SF model, determination of the other blocks/states/transitions that are affected
due to this change is an important problem that every designer and maintainer faces.If we
44
change a block X in SL/SF model and if we want to know all other blocks that are affected
we proceed as follows: take the block X as slicing criterion, and perform forward slice. All
the nodes that are present in the slice are mapped on to their corresponding blocks in SL/SF
model.
Identification of block criticality A critical block is a block that can impact large
number of other blocks when a change is made to it. The criticality of block can be deter-
mined by constructing forward slice based each block of SL/SF model as slicing criterion.
Critical blocks to be included in many test cases can result in high system reliability.
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