The velocity fluctuations for point vortex models are studied for the α-turbulence equations, which are characterized by a fractional Laplacian relation between active scalar and the streamfunction. In particular, we focus on the local dynamics regime. The local dynamics differ from the well-studied case of 2D turbulence as we are able to consider the true thermodynamic limit, that is, we consider an infinite set of point vortices on an infinite plane keeping the density of the vortices constant. This limit is not defined for 2D turbulence. We show that the core of the velocity probability distribution can be approximated by a Gaussian curve while the tail follows a power law distribution. As in 2D turbulence, the dynamics can be described by a statistics that is on the frontier between a Gaussian and a Lévy behaviour. However, both the variance of the Gaussian distribution and the steepness of the tail depend on the α-model used. The tail distribution exhibits self similarity in terms of the density variable. We also propose an estimate for the fluctuation velocity lifetime and one for the dissipation constant that could be used to parameterize, under certain condition, the local dynamics. Finally, we show the connection between the velocity statistics for point vortices uniformly distributed, in the context of the α-model in classical turbulence, with the velocity statistics for point vortices non-uniformly distributed.
I. INTRODUCTION
Turbulent flows, such as the one observed in astrophysical, geophysical, pipe as well as quantum flows, are characterized by inertial ranges which extend through several scales of motion. In the atmosphere and the ocean, for example, the quasi two-dimensional dynamics has inertial ranges that extend from the large scales, to synoptic and until to submesoscale (e.g. [1] ). Although the development and representation of turbulence is largely unknown, this physical phenomenon drives many important processes such as the transfer of energy to the dissipative scales and the stirring and mixing of tracers. It is then of primary importance trying to understand further the features and the representation of turbulence. In particular, the statistical representation of velocity fluctuations may be used for the formulation of stochastic models representing the dynamics. However, trying to solve analytically these problems is not simple, and simplifications are often required.
Depending on the model used to study turbulence, inverse or forward cascades of energy can occur in the turbulent inertial range. This transfer of energy is manifested with the creation of vorticity dominated structures. For this reason the vorticity dynamics plays a crucial role in the description of turbulence. If we limit our investigation to 2D flows, we can introduce an important simplification through the use of point vortices. In this approximation the vorticity field is approximated by a set of localized point vortices, which is the analogous of replacing a continuous mass distribution by a set of localized material points. The resulting dynamics is Hamiltonian and is characterized by the conservation of energy, as well as the linear and angular momentum [2] , see e.g. [3] [4] [5] for reviews and [6, 7] for a discussion on symmetries and conservation laws. For analogies with electrodynamics, see e.g. [8] , while for applications to astrophysical problems see e.g. [9] [10] [11] [12] .
The interactions between point vortices is determined by the model used to study the turbulence. In this work we investigate the velocity field produced by a family of models, the α-models. These models are defined using a generalized Euler equation
where ζ(x, y, t) is an active scalar, ψ(x, y, t) is the streamfunction, and J(ψ, ζ) = ∂ x ψ∂ y ζ − ∂ x ζ∂ x ψ is the Jacobian determinant. The form of the coupling between these two fields determines the degree of locality of the model. The streamfunction and active scalar fields are related by
where ∆ is the 2D Laplacian operator. In the Fourier space (2) becomeŝ
where k is the 2D wavenumber vector, with magnitude k = |k|. When α increases, the fields become more decoupled and the problem becomes more spectrally nonlocal. The case α = 2 represents the widely studied Euler equation, while α < 2 and α > 2 represent respectively the local and nonlocal dynamics. For studies of different forms of turbulence emerging from different values of α see, e.g. [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
The special case of α = 1 can be used to study the local dynamics of a stratified rapidly rotating flow with zero potential vorticity in the interior domain, and assigned potential temperature at the surface (e.g. the atmospheric tropopause or the oceanic surface). In this case the scalar field ζ represents the potential temperature. This model is called Surface Quasi Geostrophic (SQG) model [7, [23] [24] [25] . The analysis of the kinetic energy spectra for this model shows a characteristic forward energy cascade [26, 27] , with consequent formation of small structures in the flow. This behaviour is complementary to the one of the 2D turbulence, and makes the SQG model a possible candidate for the forward cascade of temperature variance and the formation of frontal structures. SQG is also a candidate for the explanation of the submesoscale dynamics [28] , which is also important for the mixing of passive tracers [29] [30] [31] . For a study on the relationship between quasi geostrophic (QG) and SQG turbulence, see e.g. [32] . For the Hamiltonian and Nambu structure of SQG, see e.g. [33] . The stability of SQG vortices was studied by e.g. [34] [35] [36] [37] [38] [39] [40] . SQG point vortices have been studied by e.g. [41, 42] .
Mathematically, SQG shows interesting analogies with the 3D Euler equation [43] . This analogy sparked a large interest, as it suggests that the study of the regularity of the SQG model could provide hints for the formation of singularities in the 3D Euler equation, see e.g. [13, .
The aim of this work is the investigation of velocity statistics for turbulent flow, with the simplification of point vortices randomly distributed and an interaction between vortices ruled by a family of α-model. One big difference that emerges from the computation is that, away from α = 2, it is really possible to consider a proper thermodynamics limit, that is, we can consider an infinite set of point vortices on an infinite plane keeping the density of the vortices constant. Given their physical interest, we will focus on local dynamics, with particular attention to the SQG model. The velocity field will be described using several quantities like probability distribution, typical duration of the fluctuation of the field, spatial correlation. For other studies on the statistical dynamics of point vortices in 2D fluid dynamics see e.g. [66] [67] [68] [69] . Throughout the article we will follow closely the approach used by [70, 71] to study 2D turbulence using a random distribution of point vortices, and the one of [72] to study the statistics of the gravitational force induced by inhomogeneous distribution of sources in d dimensions.
II. STATISTICAL FORMULATION

A. Formal solution
Consider a point vortex with circulation γ placed at r 0 , so that
where δ is the Dirac delta function and ζ the active scalar field at the position r. Even if ζ can represent active scalars which might have a different physical meaning than vorticity, throughout the article we will still call the objects arising from relation (4) as point "vortices".
For the α-models, the Green's functions G (α) (r) are introduced following [73] 
with C arbitrary constant and
so that the streamfunction of the flow can be expressed as (7), for different α-models with α ∈ (0, 2).
is a discontinuity in the Green's functions between the local, α < 2, and nonlocal, α > 2, dynamics. Using the stream function we can write the velocity field generated in a given location by the point vortex as
In (10), the ⊥ subscript denotes the clockwise rotation of a vector by π/2.
In the following we will consider an ensemble of N identical point vortices, and following [70, 71] we shall assume:
(i): a "neutral " system, i.e. a system in which its vortices can exhibit only two values for the circulation, +|γ| and −|γ|, in equal proportion to avoid solid rotation;
(ii): vortices randomly distributed with uniform probability on a disk of radius R;
(iii): uncorrelated vortices, that is, the positions of the vortices inside the domain are uncorrelated and the probability of the N-point configurational distribution can be seen as a product of the probability p(r) of finding a vortex.
Assumptions (i) and (ii) state that a vortex with circulation −|γ| located in r produces the same velocity field of a vortex with circulation +|γ| located in −r, and since the two species of vortices are randomly distributed with uniform probability we have the statistical equivalence of the two groups of vortices, and we can proceed further considering just a single species of vortices. Assumption (iii) is used in defining the probability density for the velocity, as we will show in a moment.
We shall also assume:
(iv): a small lower limit cutoff a to how the vortices can get close to each other. This will avoid divergences in the velocity field due to the collapse of vortices. On the phenomena of collapse, see e.g. [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] [84] [85] ;
(v): that, without loss of generality, the velocity V is computed at the center of the domain.
From (ii) and (iv) follows that the probability density of having a vortex at position r is
and the vortices density is
The velocity field V produced by the N vortices at a given point is the sum of the velocity fields at that point
Under these considerations the probability density function (PDF) P N (V )dV for the velocity V to fall between V and V +dV , can be written as
where the assumption (iii) has been used to factorized the PDF for the N-point configuration.
To simplify (14) , decoupling the integral, we can use the integral form of the Dirac delta function
Inserting this expression in (14) yields
with
where we have made use of (iv) and (11) . Since the probability density for the vortices position is normalized to the unity, (17) can be written as
When the thermodynamic limit is considered, that is
from the special limit in (18) we obtain
where we have dropped the subscript N to indicate that the thermodynamics limit was been taken.
Notice that for α = 2 the thermodynamic limit (19) does not exist due to logarithmic divergence. Therefore, in the particular case of 2D turbulence, (20) must not be regarded as a true limit. For the same reason, for α = 2 it is not possible to consider the upper limit in the integral (21) as equal to infinity.
In order to proceed further in the computation of P (α) (V ), we have to evaluate C (α) . As suggested by [70, 72] it is convenient to carry on the computation changing the variable of integration from r to φ. From (9) and (10) it follows that the Jacobi determinant of the transformation is
and the integrals (21) become
and
We first consider (24) . Switching to polar coordinates, choosing the radial coordinate in the direction of ρ, and defining with θ the angle between ρ and φ (2) , we obtain
where J 0 is the Bessel function of the first kind and order zero. Since the cutoff length a is small and the integrand falls rapidly off, we extended the upper limit in the integral above to infinity. Finally, substituting x = ρφ (2) ,
where κ (2) (R) is a dimensionless number given by the integral in (27) . Using a similar strategy for the case α = 2, we switch to polar coordinate and extend the limits of the integration in (25) to get
Substituting
where
and κ (α) is a dimensionless number given by the integral in (29) , that depends parametrically on α.
The formal solution for the PDF, when the thermodynamics limits is considered, can thus be written as
with α ∈ (0, 2], and C (α) given by either (27) or (29), and the introduction of polar coordinates. As before we can drop the subscript N in the probability indicating that the thermodynamic limit is considered.
B. Tails of the distribution
In order to investigate the behaviour of the velocity distribution, we need to evaluate explicitly some integrals. We will concentrate on α ∈ (0, 2).
The function κ (α) , appearing in (29) , can be evaluated as (see, e.g. [71] )
where B is the Beta function. it exhibits a minimum, and then increasing for the rest of the interval. The function diverges for α → 2. Because κ (α) > 0 in all the interval, we can solve for the tails of the distribution following the same procedure used by [70, 71] . Notice that C (α) (ρ) ∼ ρ 2 3−α , so that we do not generally expect a Gaussian distribution.
It is proved in the Appendix that in the tails one gets the PDF for the velocity fluctuations (32), for different α-models with α ∈ (0, 2).
The slope of the tail increases thus with α.
If we consider the distribution for the norm of the velocity, that is we integrate
in the 2D velocity space in every direction for a fixed |V |= V , we gain a factor 2πV , and we have
For the particular case of SQG, we have
1. Self-similarity of the tails of the distribution If we rescale the velocity using the densitỹ
the PDF of the velocity can be rewritten as
which shows that the PDF is self-similar with respect to the density n. The rescaled distribution is
which is independent of n.
Similarly, for the probability density of the module of the velocity we can set
so that
Since we have introduced a lower limit cutoff a for the proximity of the point vortices,
we can expect a cutoff of the velocity around
so after these values we can set the density distribution to be equal to zero.
C. Core of the distribution
In order to explore the core of the distribution we can integrate the angular part of (31) to obtain
and with κ (α) defined in (32) . Since the core of the distribution describes the behaviour for small velocity, we can expand the Bessel function for small arguments
The evaluation of the integral above yields that for small velocity can be approximated to
This result shows that for every α-model, the PDF for small velocity can be approximated with a Gaussian distribution.
If we were to extend these functions to all the possible values of V , and not just the values that fall in the core of the distribution, we would obtain the variances for different α-models Fig. 3 shows the behaviour of the variance for different values of α and different values of the density n for γ = 1. Results show that for all values of n, the variance grows monotonically from zero and diverges when α → 2. This could be explained considering that when the thermodynamic limit is taken, for α = 2 the core of the distribution is Gaussian with the variance that diverges logarithmically with the number of vortices [67, 86, 87] , and the central limit theorem does not apply anymore. Fig. 3 shows thus that when the dynamic becomes more nonlocal one could expect a divergent behaviour, although the kind of divergence could be different due to the discontinuity in the behaviour of the Green's functions (5) and (6) . When α → 0 the core of the distribution becomes more peaked to highlight that the dynamics is more local and the velocity field between the vortices is characterized mostly by slower velocity.
It should be noted that (49) was calculated assuming that the velocity fluctuations follow a Gaussian distribution which, in the present case, is valid only for the core of the distribution.
Since the PDF has a power law tail, we can conclude that (49) yields an underestimate of the true values of the fluctuations.
D. Some Remarks
In the previous paragraphs it was found that in the thermodynamics limit, the distribution for the velocity is
for α ∈ (0, 2), c (α) defined as in (45) and Ψ(α) defined as in (7).
The algebraic tail is compatible with a dynamics which statistic is on the border between Gaussian and Lévy behaviour.
The distribution (50) has been derived by using assumption (i), i.e. assuming that the total system is neutral. If we want to take into account also a possible solid rotation for the system, we must consider that the average velocity increases linearly with the distance and the probability distribution gains a spatial dependency. At a point r = 0 the distribution (50) must be modified by replacing the velocity V with the fluctuation
Notice also that, in order to obtain the probability distribution, we have considered nC (α) (ρ)/N 1 in the limiting process (18). This limit can however be considered valid just for α = 2. In the case in which α = 2, Fig. 2 shows in fact that κ (α) diverges and the special limit can not be used. We can thus conclude that, although we could expect the variance to diverge when the dynamics becomes less local, the shape of the probability distribution is not to be considered correct when α → 2.
For α > 2, κ (α) has a discontinuous behaviour, and assumes both positive and negative values. However, when κ (α) > 0, e.g. in the interval α ∈ (2.5, 2.66], one can use exactly the same strategy for the computation of the probability, both for the core and the tails. The results here derived will thus hold also for some of the α-models in the nonlocal dynamics.
III. FORMATION OF "PAIRS" IN DIFFERENT α-MODELS
Until now we have considered only the velocity on a fixed point of the domain. Consider now the velocity that is experienced by a particular "test" vortex. The test vortex, can approach a "field" vortex, until a certain distance and then form a "pair". We can estimate this particular distance, d
pair , simply equating the module of the velocity produced by the test vortex (10), with the typical velocity generated by the field, that can be considered to be given by the standard deviation of the Gaussian distribution (49) . In particular, we have
where pair for different α-models and density n, for γ = 1.
is an α dependent parameter such that M ∈ [0, 1), M → 1 when α → 0, and
is the typical distance between vortices. It is interesting to note that d As already mentioned, when α → 2, the procedure here reported can not be considered valid anymore. It is however interesting to remark that the zero distance correlation is exactly the result obtained for α = 2 when the thermodynamics limit is considered.
Notice also that d (α) pair = 0, which is seen for example in SQG, means that if the vortices are initially uncorrelated and uniformly distributed, they will not remain completely uncorrelated during the evolution of the system. Because the vortices will tend to form clusters, it seems that assumption (iii) will thus be violated. However, since d pair < d , assumption (iii) can still be used in first approximation. typ for different α-models and density n, for γ = 1.
IV. α-DEPENDENT STOCHASTIC MODEL FOR THE VELOCITY FLUCTUA-TIONS A. Velocity fluctuation lifetime
By direct dimensional analysis, one could expect that the mean lifetime of the velocity fluctuations is
that is the time needed by a vortex with typical velocity (V (α) ) 2 to cross the typical distance between vortices d ∼ n − 1 2 . In particular It should be noted that, as reported in the Section II C, the variance is an underestimate of the true fluctuations, and thus (56) should be considered as an overestimate of the true fluctuations lifetime.
B. Diffusion coefficient for different α-models
Since the velocities fluctuate with a typical temporal scale T
(α)
typ , which is much shorter than the dynamical time T D = R/ (V (α) ) 2 needed by a vortex to cross the entire domain, one has T (α)
1 and the motion of the vortices can be parameterized by means a stochastic process [70] .
The motion of a vortex can thus be approximated with a diffusive process
where D (α) a diffusion coefficient that depends on the α-model used. If the vortex is at r = r 0 at t = 0, the solution of (58) is
Given a time interval ∆t, if ∆t is bigger than the fluctuation time T
typ , the variance of the vortex displacement is linear in time, so that
From dimensional analysis follows that the order of magnitude for the diffusion coefficient
This diffusion constant is linearly proportional to the circulation and to the density with an exponent depending on the model used. These results are shown in Fig. 6 , which shows
for different values of α and density n, for the choice of γ = 1. D (α) shows monotonic increase with α. The values diverge for α → 2. Notice that for α → 2, (61) loses its dependence on n as n (2−α)/2 → 1. This is seen in Fig. 6 , which shows that in this limit all the curves characterised by different n collapse to the same curve.
The previous results are valid also if we consider a uniformly rotating system, we need just to replace V with the velocity fluctuation V. Notice that for differential rotation the fluctuation time could be related to the local shear, as investigated by [88] . This theory, then, could have the limitation to be considered true only for region where the shears cancel out. Consider an ensemble of N identical point vortices on a disk of radius R for an α-model described by α 1 = 2, and distributed following the probability density
where |r| is the distance to the origin of the disk and
is the fractal density, that is, the cluster is self-similar with fractal dimension 1 − β, and a is the lower cutoff as before. For β = 1/3 the distribution of the clustered vortices is associated with an inverse cascade in 2D quantum turbulence. Following [71, 72] , it is possible to find the probability for the vortices fluctuation as
where C
(β) (ρ) = 2π
being κ
(β) the number coming from the integral, that for the values of β in the interval considered is positive.
These results are similar to the ones found using uniform distribution for the point vortices and different α-models in the thermodynamic limit, that is R, N → ∞ with constant density.
The distribution of the velocity for α 1 = 2 point vortices non-uniformly distributed with fractal dimension 1 − β, (64), can be related to the distribution of the velocity for any α 2 ∈ (0, 2) point vortices distributed uniformly in space, for classical turbulence, by setting
and rescaling the circulation of the α 1 -model as
Clearly, when the solution of (31) is considered, we have also to substitute n (β) with n of (12). Since we are considering local dynamics, i.e. α 2 ∈ (0, 2), then the only possible values for β are in the interval (−1, 1/3). Note that β = 1/3 can be considered only if α 2 = 0, a non relevant case for classical turbulence.
The relations above show that the statistics of the velocity for point vortices with circulation γ uniformly distributed in the SQG framework, α 2 = 1, are the same of the ones for point vortices with α 1 = 2, but distributed as
and with a circulation scaled following (67) , that is γ/π|Ψ(1)|.
It is clearly also possible to make a generalization relating the statistics of α 2 -model, characterized by uniform distribution of the vortices, with α 1 -model, α 1 = 2, that are distributed following a power law distribution using
and setting in the α 1 -model
For this general group of transformations β ∈ (−5, 1/3). Since we are studying a cluster of vortices in the plane, we could expect a fractal dimension (1 − β) ∈ (0, 2) and so, only the combination of α 1 and α 2 for which β ∈ (−1, 1/3) should be considered.
VI. CONCLUSIONS
In this work we have investigated the velocity statistics for turbulent flows, with the simplification of point vortices randomly distributed. The interactions of the point vortices are ruled by a family of α-models in the local dynamics, with particular attention to the SQG model. The local dynamics differ from the case of α = 2 as we are able to consider the true thermodynamic limit, that is, if N is the number of point vortices into a disc of radius R, we can consider the limits N → ∞, R → ∞ keeping the density n constant. This limit is not defined for α = 2.
This result clearly shows that the case α = 2 must be considered as a singular limit for the dynamics. The passage from local to nonlocal dynamics corresponds to a change in the topology of the system, and the passage between the two regimes must not be considered as continuous.
Results show that the core of the PDF of the velocity can be approximated by a Gaussian curve while the tail follows a power law distribution. Both the variance of the Gaussian approximation and the slope of the tail depend parametrically on α. As for the case of α = 2, the dynamics can be described by statistics at the frontier between Gaussian and Lévy. It is interesting to remark that the tail of the distribution exhibits self-similarity in respect to the density parameter.
We have proposed an estimation for the fluctuation velocity lifetime and one for the dissipation constant that could be used to parameterize, under certain condition, the local dynamics. The mean velocity lifetime is the time needed by a vortex, with a typical velocity given by the standard deviation of the Gaussian distribution that describe the core of the distribution for the velocity, to cross the typical distance between the vortices. As for the case α = 2, the fluctuation velocity lifetime is inversely proportional to the strength of the circulation and to the density. However, in the case of α = 2, this quantity tends to zero when the number of vortices increases, while for local dynamics, in the thermodynamic limit, this lifetime tends to infinity when α → 0 and assumes finite values in the middle of the interval considered for α. This means that in the local dynamics the structures formed in the active scalar field are more persistent than the ones formed for α = 2. If 1/( √ nR) 1 the dynamics can be approximated by a stochastic process with a diffusion coefficient that depends on α and is proportional to the circulation and the density. Contrary to the case of α = 2, where this diffusion coefficient diverges logarithmically with the number of vortices, for local dynamics it remains finite and goes to zero for α → 0.
Finally, we have also observed a connection between the statistics of the velocity field of point vortices uniformly distributed for local α-models in classical turbulence, with the statistics of the velocity field for point vortices non-uniformly distributed, that are relevant for quantum turbulence. In particular the statistics of the velocity for point vortices uniformly distributed in the SQG framework, are the same of the ones for point vortices following the 2D quantum turbulence and distributed following a probability density p(r) ∼ r −1 .
It should be noted that the α-models here analysed can be used to represent also higher order balanced models of geophysical flows, such as the surface semi-geostrophic (SSG) model [93, 94] . The velocity fluctuations for these higher order models are still unexplored and might give important insights on the physics of these systems.
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Appendix: Derivation of (33) Following [70, 72] and setting t = cos θ and z = ρV , (31) can be written as
where we have exploited the symmetry of the cosine function to restrict the polar integration between 0 and π. These substitutions allow to study the velocity PDF when V → ∞ as a power series of z/V . In order to perform the expansion and integrate term by term, it is necessary to consider the variables as complex, and change the path of the integration to ensure the analyticity of the inner integrand. The path of t can be deformed to the unit semicircle τ in the positive imaginary half plane. In this way arg t can vary continuously between 0 and π. Rotating the integration path for z of an angle ω(t) that depends on arg t, we can ensure the convergence for e izt . The real part of izt must be negative, that is arg(izt) = π/2 + ω(t) + arg t must be chosen so that it is kept between π/2 and 3π/2. In the same way the real part of C (α) (z/V ) ∝ z 2/(3−α) should be positive, so that also the second exponential goes to zero for large z. This means that arg(z 2/(3−α) ) = (2/(3 − α))ω(t) should be kept in the interval −π/2 and π/2. In order to satisfy these constraints a possible choice for ω is ω(t) = 1 8
In this way ω(t) varies between −π/16 and π/16 and then (2/(3 − α))ω(t) respects the right condition explained above. After these necessary prescriptions we can expand the integrand Combining all the results together (33) is obtained at the leading order.
