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Introduction
Reliability analysis is an important step in engineering product and process developments. Numerous methods have been proposed to analyze engineering product reliability while considering various sources of uncertainty (e.g., loads, material properties, geometric tolerances). In order to formulate reliability analysis in a mathematical framework, design parameters are usually considered as random variables. A multi-dimensional integration of the joint probability density function (PDF) of these random variables is utilized to determine the reliability [1] :
where R is the reliability; is the vector of random variables; f(x) is the joint PDF of x; Ω denotes the safety region, and is defined based on a performance function (or response) G(x) as Ω = {x: G(x) < 0}. Here, the boundary, G(x) = 0, that separates the safety region from the failure region is called the limit-state function (LSF). In practice, it is often difficult to perform the multi-dimensional numerical integration in Eq. (1), especially when the performance function is expensive to evaluate and has a large number of dimensions [1] . The search for efficient and accurate ways for reliability analysis has resulted in the development of a large variety of methods. These methods generally can be categorized as (i) analytical approaches, (ii) direct simulation approaches and (iii) approximate simulation approaches.
The first-or second-order reliability methods (FORM/SORM) are two popular analytical approaches that approximate the LSF at the most probable point (MPP) using the first-and second-order Taylor expansion, respectively. In these approaches, the random variables are first transformed from the original space to the standard normal space, and reliability is then estimated based on the reliability index, defined as the distance between the origin of the standard normal space and the MPP [2, 3] . These methods use a gradient-based optimization solver to find the MPP. Some major challenges of the FORM/SORM include [4, 5] : (i) the optimization may not converge, especially for non-smooth responses; (ii) these methods only locate one point as the MPP, while in some cases there exist several MPPs; and (iii) the computational cost of the MPP search may be prohibitively high for high-dimensional problems.
In direct simulation approaches, Monte Carlo simulation (MCS) is utilized to discretize the random space into a large number of random samples, (k) , = 1: , according to the joint PDF ( ) of x. The reliability is estimated based on these random samples as: (2) where Ω is the safety indicator that equals 1 if G(x) < 0, and 0 otherwise. The accuracy of the Monte Carlo estimate largely depends on the size of the random samples, N, and a larger sample size generally produces a more accurate estimator. But an increase in the sample size leads to a direct increase in the computational cost and time [6] . In many applications, the relationship between input and response variables cannot be expressed by any explicit formula (response is usually known as a black-box performance function), and is only available through highly costly and time-consuming computer simulation or experimental measurements. One approach to reducing the number of function evaluations is to replace the original performance function ( ) by a metamodel or surrogate model ̂( ), built using only a small set of sample data [7] . The surrogate model can then be used to replace the original performance function in Eq. (2) for reliability analysis, known as approximate simulation. A large number of metamodels have been proposed in the literature and are summarized in what follows.
The dimension reduction (DR) method has been proposed based on an additive decomposition that simplifies one multidimensional function to multiple one-dimensional functions [8, 9] . The performance of univariate DR (UDR) was further improved by the eigenvector DR (EDR) method which was developed based on the idea of eigenvector sampling and the procedure of stepwise moving least squares regression [9] . Stochastic spectral methods such as the polynomial chaos expansion (PCE) method projects the performance function onto a set of orthogonal stochastic polynomials composed by the random inputs [10] . The projection results in a stochastic response surface that provides a compact and convenient approximation of the performance function. The PCE method has been further developed for reliability analysis of complex engineered systems by [5] . Similar to the stochastic spectral methods, the stochastic collocation (SC) methods also build a response surface to approximate the performance function but use a set of collocation points derived from a predefined grid [11] . Eldred et al. [12] compared the SC and PCE methods and reported that SC methods consistently outperform the PCE. In the SC method, the great improvement in reducing the curse of dimensionality in numerical integration was accomplished by introducing the so called dimension-adaptive tensor-product (DATP) and asymmetric DATP methods [1, 11] . The new error estimators introduced in these studies adaptively consider the dimensional importance and refine the collocation points for efficient multi-dimensional integration. However, most of these methods build a response surface based on the performance function evaluated at a set of predefined and structured grid points and lack the flexibility in choosing the locations of the sample points.
Kriging or Gaussian process models build the response surface in a sequential manner. It starts by creating an initial surrogate model based on an initial set of sample points and then adaptively refines the model by adding sample points one at a time until the maximum number of sample points is reached or the surrogate model achieves sufficient accuracy in approximating the performance function. The Kriging model has two unique features that distinguish it from other approximate simulation methods: (i) it has no limitation in choosing the location of a sample point, which makes it possible to select an optimum sequence of sample points; and (ii) it provides a probabilistic surrogate model with both the predicted value of the performance function and the uncertainty of the prediction [13] . With these two important features, the Kriging model can be implemented to approximate expensive functions in many sequential sampling and experimental design applications [14] . In the machine learning community, the Kriging model has been utilized in sequential optimization based on Bayesian inference [15, 16] . This approach generally has two main ingredients: (i) building a Kriging model over the entire sample space; and (ii) using an acquisition function to automatically trade off exploration and exploitation for selecting the next sample point. We briefly review sequential Kriging optimization in Section 2.1 and refer interested readers to the review paper [17] . When maximizing the acquisition functions, exploration guides the search for optima to regions with high uncertainty in the current prediction and exploitation encourages the search to concentrate on regions that where prior sampling has produced promising results [18] . A number of different acquisition functions have been introduced in the field [16, 17] , and two well-known ones are probability of improvement (PI) [19] and expected improvement (EI) [15] .
The Kriging model has been applied to reliability analysis in several recent studies [20] [21] [22] [23] . These studies utilize Gaussian process to build the surrogate model of a performance function and perform MCS on the surrogate model to evaluate the reliability. The methods proposed in these recent studies can be termed as sequential Kriging reliability analysis. In Section 2, we review two sequential Kriging reliability methods and report a tight connection between these methods and the sequential Kriging optimization methods. In general, a high accuracy in the approximation of the LSF, which separates the safety and failure regions, leads to a high accuracy in reliability analysis. Therefore, an acquisition function should be defined in a way that high values of the acquisition function correspond to (i) regions close to the LSF, (ii) regions with high uncertainty in the LSF prediction, or (iii) both. Section 2.2 reviews two sequential Kriging reliability methods, efficient global reliability analysis (EGRA) [20] and maximum confidence enhancement (MCE) [23] . We show in Section 3 that MCE considers PI but does not take into account the potential magnitude of improvement, while EGRA considers the potential magnitude of improvement. Both methods, however, assume a fixed balance between exploration and exploitation throughout the sequential sampling processes. Prior studies in the machine learning community have shown that an effective sampling strategy should start by concentrating on exploration of the sample space to obtain a rough approximation (i.e., the general trend) of the LSF, and gradually transition to focus on refinement of the approximation at locally promising regions (exploitation). In other words, the sampling strategy should weigh exploration (based on the posterior uncertainty) and exploitation (based on the posterior mean) dynamically over the course of the sampling process. To this end, a new utility function is introduced in Section 3 that adopts this sampling strategy. The new utility function possesses the capability to continuously learn the uncertainty in the LSF prediction and dynamically control the exploration-exploitation tradeoff. Based on this utility function and the idea of adaptive surrogate modeling for reliability analysis in EGRA [20] and MCE [23] , this study proposes a new method, named sequential exploration-exploitation with dynamic trade-off (SEEDT), for reliability analysis of complex engineered systems involving high dimensionality and a wide range of reliability levels. The intent of this study is to further develop these existing methods in order to achieve more efficient sequential Kriging reliability analysis. The performance of the proposed SEEDT method is presented in Section 4 with four mathematical and practical examples. The paper is concluded in Section 5.
Review of Sequential Kriging Optimization and Reliability Analysis
As mentioned in the introduction, one desirable property that the Kriging model possesses is statistical estimation, i.e., the surrogate model does not just provide the mean estimate of the performance function at a sample point but yields an estimate of the local variance of the function at the point. This local variance quantifies the degree of uncertainty in the prediction at this point. The higher the local variance, the less certain the prediction. This property offers great benefits to sequential sampling in optimization and reliability analysis, as it allows for trade-off between exploration and exploitation for selecting the next sample point. Thus, the Kriging model has been successfully applied to solve both optimization and reliability analysis problems. Section 2.1 discusses the fundamentals of the Kriging model and its application to (sequential) optimization; and Section 2.2 presents several recent applications of the Kriging model to reliability analysis.
Sequential Kriging Optimization
Sequential Kriging optimization is a robust and efficient approach to optimizing an objective function G that is often expensive to evaluate. This approach utilizes Kriging to build a surrogate model over the objective function and then updates the model sequentially based on the Bayes rule. Different methods have been recently proposed for solving the optimization problems based on sequential Kriging optimization [24, 25] . Despite the differences in technical details, these methods all follow the general procedure shown in Table 1 . The key step of the procedure is
Step 3 where we need to build an acquisition function to select the point at which to sample next. For this purpose, a number of acquisition functions have been developed to trade off exploration and exploitation. In machine learning, the exploration-exploitation trade-off is a critical decision between trying to learn more about regions in the sample space that we are uncertain about (exploration) and focusing on areas that appear close to the best solution based on prior samples (exploitation). 
Observe the objective function at :
Augment the data set with the new point and observation:
Update the Kriging model based on the augmented data set 7 end for
Kriging Model (Gaussian Process)
Kriging involves two main steps: (i) build a trend function ( ) based on the sample data set; and (ii) build a Gaussian process using the residuals [27] . A Kriging model of the true performance function G(x) takes the following form
where ( ) is a Gaussian process with zero mean, variance 2 and a correlation matrix Ψ. Given a sample data set = {( 1 , 1 ), … , ( , )}, the correlation matrix Ψ can be expressed by: (4) where (. , . ) is the correlation function as calculated by the kernel function. The kernel function should be chosen in a way that the points closer to each other have a higher influence on each other. One popular choice for the kernel function is squared exponential kernel with a vector of hyper-parameters
This kernel function is used in this study. The choice of the hyper-parameters for a kernel function is crucial as it determines the smoothness of the prediction. diag( ) is a vector with d elements corresponding to the d dimensions of x. Each element of diag( ) shows the importance of the corresponding dimension. Usually, these parameters are determined by maximizing the likelihood of observations given , and is updated in each iteration. Using the Sherman-Morrison-Woodbury formula, the prediction of the performance function at a new point x will have a Gaussian distribution ̂( ) ≡ (̂|̂,̂) with the mean and standard deviation of the prediction as the following [13] :
where
a vector of t responses, is a p-element
vector of the coefficients of the trend functions and a generalized least-square estimate of is given by =
T is a correlation vector. The maximum likelihood estimator of the process variance 2 can be expressed as 2 = 1 ( − ) T Ψ −1 ( − ) [27] . More details about the Kriging model can be found in Ref.
[18].
Acquisition Functions
In sequential Kriging optimization, acquisition functions guide the sequential search for the next sample point xt, given −1 and the posterior Kriging model. These acquisition functions are often designed to find an appropriate trade-off between explorations of under-explored regions (high uncertainty in prediction) in the sample space and exploitations of previously explored promising regions (high prediction values). In what follows, we briefly describe two well-known acquisition functions, PI and EI.
Probability of Improvement (PI) One of the earliest acquisition functions is PI, which measures the probability that a new point leads to an improvement above a threshold. Since the posterior distribution of ̂( ) is Gaussian, this acquisition function takes an analytical form as follows [19] :
where Φ(•) is the cumulative distribution function (CDF) of the standard normal distribution, and the threshold of improvement τ = µ + + ζ with + being the maximum observed value of the objective function G and ζ being an optional user-defined parameter that controls the exploration-exploitation trade-off. At the early stage of optimization with only a few sample points, our knowledge about the objective function is quite limited; therefore, the algorithm should mostly rely on the exploration. As we gather more information about the objective function at a later stage, the algorithm should rely more on exploitation. Kushner suggests that ζ have high values at early stages of optimization to drive exploration, and its values decrease toward zero as the optimization continues [19] .
Expected Improvement (EI)
PI treats all improvements of equal importance and simply computes an accumulative posterior probability above the threshold τ = µ + + ζ. Alternatively, one can use a more recently developed strategy, EI, which takes into account not only the probability of improvement, but the magnitude of the improvement a new point x potentially yields [15] . This selection strategy takes the following form (9) where (•) denotes the PDF of the standard normal distribution, and H(•) is the standard Heaviside step function that equals 1 if G - > 0, and 0 otherwise. This method has been further improved by utilizing the concept of rewards to make the process of tuning exploration-exploitation trade-off more self-guiding [28] .
Sequential Kriging Reliability Analysis
The procedure of sequential Kriging reliability analysis is similar to that of sequential Kriging optimization. The main difference lies in the definition of acquisition function. The acquisition function for sequential Kriging reliability analysis should in general reflect: 1) how close a point x is expected to be to the LSF = 0 (e.g., measured by |̂|); 2) how much uncertainty the current prediction at point x contains (e.g., measured by ̂) ; and 3) how likely the neighboring region of the point contains realizations of the random variables (e.g., measured by ). Table 2 shows the criteria for exploration and exploitation in different fields, which are important for developing a proper acquisition function. This section briefly discusses two recently developed acquisition functions for sequential Kriging reliability analysis. 
Efficient Global Reliability Analysis
One early application of Kriging model to reliability analysis was the development of the efficient global reliability analysis (EGRA) method by Bichon et al [20] . EGRA is the combination of sequential Kriging model and a specially designed acquisition function, namely the expected feasibility function (EFF). This acquisition function was derived in a way similar to EI that had been proposed for sequential Kriging optimization. EFF is related to the expected value of a performance function in the vicinity of the threshold value ± [20] .
where is a small positive number and can be set to be proportional to the standard deviation of the Kriging posterior distribution (e.g., 2̂), and H(•) is the standard Heaviside step function. By comparing Eq. (9) and Eq. (10), it can be seen that both EI and EFF consider the expected value of the G function. In particular, EFF favors new points where the expected G value is close to zero (̂ = 0) and those with a large uncertainty in the prediction.
Maximum Confidence Enhancement
Recently, Wang et al. introduced a new acquisition function based on confidence level (CL), and developed the MCE method with this acquisition function for reliability analysis. The acquisition function considers the uncertainty in the LSF prediction and the proximity to the LSF, as well as the probability distribution of the input random variables [23] . In this acquisition function, the CL of a new point x for improving the prediction can be defined as follows [23] :
CL(•) is always a positive value within [0.5, 1]. The following formula is considered as the acquisition function, formulated based on the CL, local variance of prediction and PDF of x.
The first term represents the probability that an arbitrary point x is located on the LSF, and the second term, fx(x), is the PDF value at x. The multiplication of the first two terms suggests exploiting regions that are more likely to be close to the LSF and have higher PDF values. The third term represents the uncertainty in the prediction, which guides the algorithm to explore regions that provide higher information gain. The sample point x that maximizes EIMCE is chosen as the new point and added to the data set (D), and the Kriging model is then updated using this new data set. A comparison between Eq. (8) and Eq. (11) suggests that MCE is based on the concept of PI.
Methodology
As discussed in Section 2, acquisition functions should be carefully constructed to trade off exploration of the search space and exploitation of current promising regions. The next sample point should be chosen in a way that gives us the maximum information gain. Table 2 summarizes this trade-off in machine learning, optimization and reliability analysis. Our task in this study is to derive an alternative mathematical definition of the acquisition function for the purpose of reliability analysis, which takes into account both exploration and exploitation but dynamically weighs these two activities over the course of sequential sampling.
Sequential Exploration-Exploitation with Dynamic Trade-off
The concept of utility has been well studied in the decision sciences. In decision analysis, a utility is a numeric value representing how 'good' an alternative is, i.e., the higher the utility, the better the alternative. In a decisiontheoretic approach to experimental design, it has been suggested that the objective of experimental design can be represented as the expected value of a utility function [29] . The utility function at any sample point should be defined in a way that reflects the usefulness of adding that point to the sample data set [30] .
The authors have not found any previous studies that investigate the direct use of the concept of utility in reliability analysis. In this study, we intend to explore the concept of utility to develop an acquisition function that considers the criteria for exploration and exploitation in reliability analysis, as shown in Table 2 . Under the context of reliability analysis, we aim to make an optimum decision about the next point to sample, and we identify this point by maximizing the expected utility in the presence of uncertainty in the prediction of the performance function. Mathematically, the expected utility can be expressed as (13) where (̂) is a utility function, and ̂ is the posterior distribution of the G function derived from the Kriging model. Note that Eq. (13) provides a generic expression of the acquisition function based on the concept of utility, and the main parts of the acquisition functions in the MCE and EGRA methods can be treated as special cases of this generic formulation. More specifically, the CL in Eq. (11), as the main part of the acquisition function in MCE, can be defined with the following form of the utility function:
Similarly, in EGRA, the utility function for EFF can be expressed with the following utility function:
Therefore, the utility functions in the MCE and EGRA methods have the shapes of the Heaviside step function and triangle, respectively. In the next section, we will present our work on an alternative definition of the utility function.
Utility Function
Employing the concept of utility allows us to understand the relative merits of different acquisition functions. A desirable utility function shall possess one or more of the following three properties.
(i) The function should take into account both the probability of improvement and the magnitude of potential improvement. As shown in Eq. (14), MCE only considers the probability of improvement in the utility function (i.e., the high and low absolute values of the function are weighed equally). Although EGRA considers the magnitude of the function in the calculation of the expected utility, the calculation only covers a narrow range [− , ] of (see Eq. (15)). Since the Kriging-predicted performance function, ̂, at any sample point is normally distributed over the entire range [−∞, +∞], a desirable utility function should be a smooth and continuous function of ̂ that takes non-zero values over [−∞, +∞] in order to make full use of the statistical information of ̂. However, the utility function in MCE is discontinuous over the range of , and both EGRA and MCE use a non-smooth utility function that takes non-zero values over a narrow range. Considering these existing utility functions may lead to losing some statistical information contained in the predictive distribution of . (ii) An effective sampling strategy should start by concentrating on exploration of the sample space to obtain a rough approximation (i.e., the general trend) of the LSF (exploration), and gradually transition to focus on refinement of the approximation at locally promising regions (exploitation). In other words, the sampling strategy should weigh exploring (based on the posterior uncertainty) and exploiting (based on the posterior mean) differently at different stages of the sampling process. The utility functions in EGRA and MCE both employ a fixed balance between exploration and exploitation that does not vary as the Kriging model evolves. (iii) Sequential Kriging reliability analysis selects the next sample point by maximizing the expected utility (i.e., the integral in Eq. (13)). Since the maximization requires repeatedly evaluating the integral at a large number of sample points, it is critical that the integral has an analytical form that makes the sample selection computationally efficient. If the integral is analytically intractable, evaluating the expected utility in search of the optimal candidate point would be computationally time consuming and even prohibitive. This study proposes a new utility function that possesses the above properties and takes the following form
where ̂ is the Kriging-predicted performance function whose posterior follows the Gaussian distribution, ′ = • is an adaptive width parameter that weighs the exploration-exploitation trade-off; and is a function of the sample location , which is defined as the following: (17) where ( ) is the joint PDF of the input variables x. Since the posterior distribution of the performance function G is Gaussian, a Gaussian decay function is considered as the choice for building a continuous, smooth utility function. The proposed utility function has the following features: (i) The utility depends on the magnitude of the G function, where lower absolute values of G are favored more. The Gaussian decay function takes the maximum value at ̂( ) = 0 , and with the multiplicative term ( ) ′( ), the utility function takes larger values at candidate points with higher PDF values and larger uncertainty. The utility is a smooth, continuous function of ̂ over the range [−∞, +∞] with the maximum value at ̂= 0 and zero value when ̂→ ±∞.
(ii) The exploration-exploitation trade-off (EET) coefficient, , is introduced to dynamically control the exploration-exploitation trade-off. The coefficient, which is updated at every iteration, allows the sequential search to start from a more exploration-oriented strategy and gradually transition to a more exploitationoriented strategy as our knowledge about the LSF becomes more accurate. (iii) Due to the use of a Gaussian decay function as the utility function, the expected utility function in Eq. (16) can be expressed in an analytical form as 
The detailed derivation of the above formula can be found in Appendix A. This analytical form minimizes the computational cost required by maximizing the expected utility function in search for the next sample point.
EET coefficient,
As described in Section 2.1.2, both PI and EI consider the use of an optional parameter ζ to control the explorationexploitation trade-off. However, these prior studies were focused on sequential Kriging optimization, and to the best of our knowledge, the trade-off coefficient has not been properly defined for reliability analysis. In this study, we propose a new definition of this trade-off coefficient, namely the EET coefficient, for dynamically controlling the exploration-exploitation trade-off in sequential Kriging reliability analysis. The EET coefficient, , is intended to measure the uncertainty in the prediction of the LSF location, and is continuously updated throughout the sampling process. At the early stage, our information about the performance function is only limited to a few observations, and thus, the uncertainty in the prediction of the LSF location ( ) is high. As the sequential sampling proceeds, is expected to, in general, decrease to reflect the reduction in the prediction uncertainty, which should lead to a finer search. Let ( ) = [̂− /2̂,̂+ /2̂] denote the confidence interval (at a confidence level of γ) of the G function estimated by the Kriging model at the current iteration. The probable region where the LSF lies can be defined as Ω , = { | 0 ∈ }. Over the course of sequential sampling, the uncertainty in the prediction of the G function is expected to decrease, and as a result, this region is expected to shrink. Finally, we define the probability that a random realization x of the input variables x falls in the probable LSF region and apply an exponential transformation to the probability, which yields the following definition of :
In the above definition, can be viewed as a global indicator of the uncertainty in the prediction of the LSF. The integral does not have an analytical solution, and MCS employing a large number of random realizations of x can be used to approximate it. In this approximation, can be determined based on the fraction of sample points that fall into the Ω , region, expressed as: Fig. 1(a) illustrates the definition of using Example 1 in the results section (see Section 4.2.1). The shaded area shows the probable LSF region, predicted by the probabilistic surrogate model. The red and green circles show the random samples generated by MCS. A portion of these samples (see the green circles) are located inside the shaded region, i.e., ∈ Ω , . Then, can be determined by using Eq. (20) . In this particular example, = 1.13. It should also be mentioned that throughout the sequential sampling process, all random variables are normalized to the range [0, 1], and the mean value of each random variable is [0.5, 0.5]. To give readers a general idea of how changes over the course of sequential sampling, Fig. 1 (b) shows the trend of as a function of the number of function evaluations for all three mathematical examples considered in results section (see Sections 4.2.1-0). As the sampling process proceeds, in general exhibits a decreasing trend for all the examples. The value of decays faster with the number of function evaluations in Examples 1 and 3 than in Example 2. This suggests that the acquisition functions in Examples 1 and 3 rely more on the exploitation during the first few iterations, whereas the acquisition function in Example 2 weighs the exploration of the sample space more heavily due to the higher uncertainty in the LSF prediction. In all the three examples, decreases to a value close to 1 after less than 20 function evaluations.
(a) (b) Fig. 1 Illustration of the definition and trend of EET coefficient, : (a) uncertainty in prediction of limit state function (or limit state curve) after two sequential iterations and based on 6 initial sample data points. 
Convergence Criterion
As the sequential search continues, the number of sample points in the current data set increases, our belief about the LSF becomes more accurate, and the uncertainty in the prediction of the LSF decreases. Therefore, the following formula, which quantifies the uncertainty in the prediction of LSF, can be considered as the convergence estimator (CE):
CE starts from one for being purely uncertain about the prediction of LSF, and approaches zero when the prediction becomes completely certain.
Procedure of Sequential Sampling in SEEDT
The procedure of sequential sampling in the SEEDT method is shown in Table 3 . Fig. 2 illustrates, in a simple one-dimensional case, the PDF of an input variable, the mean and confidence interval predicted by the Kriging model ̂, and the utility function (̂). In the figure, (̂) and ̂ are shown for a set of three candidate points { 1 , 2 , 3 }. The points 1 and 2 have the same values of and ̂, which lead to the same values of in the utility function. But the ̂ distribution at 1 , ̂| = 1 , is close to the LSF (̂ = 0), which leads to a higher overall EU value at x1. This suggests that 1 is a better candidate point in comparison to 2 . Furthermore, 3 has a lower value of than x1 and x2, and its ̂ distribution has a higher proximity to the LSF than x2. This leads to an EU value being lower than x1 and 
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higher than x2. According to the EU curve at the bottom of the figure, the next sample point should be chosen to be * . Observe the performance function at :
Update the Kriging model based on the augmented data set 9 end for 10 Perform Monte Carlo simulation on surrogate model for reliability estimation 
Examples
Four mathematical and practical examples are tested to compare the performance of the proposed SEEDT method and several representative methods introduced earlier. Each example serves a specific purpose, as summarized in Table 4 . The first example (Example 1) investigates the influence of the LSF nonlinearity on the performance of three sequential Kriging reliability methods (i.e., MCE, EGRA, and SEEDT). This example employs performance functions with varying levels of nonlinearity. The second example (Example 2) also compares the accuracy and efficiency of the three sequential Kriging reliability methods. This example uses an analytical performance function [20] , where the number of variables can be changed without significantly varying the reliability level. The third example (Example 3) is an overrunning clutch assembly known as the Fortini's clutch, chosen to investigate the effect of the reliability level on the performance of MCE, EGRA and SEEDT. The reliability level, which affects the location and shape of the LSF for a given G performance, is an important factor to consider when investigating the performance of approximate simulation methods [1] . In this example, the reliability level varies from a highly unreliable condition (i.e., R < 0.001) to a highly reliable condition (i.e., R > 0.999). Finally, the fourth example (Example 4) evaluates the practicality of the proposed method using a real-world engineering problem. In this evaluation, the power generated by a piezoelectric energy harvester is considered as the performance function. The power output can be expressed as an implicit function of three geometric design variables and three material properties, each of which contains a certain degree of uncertainty. Due to the randomness in choosing the initial sample points and the use of MCS for reliability estimation, the LSF and reliability estimates by MCE, EGRA and SEEDT contain uncertainty. To capture and present the uncertainty, each method is repeatedly run for 10 times with the same parameter setting for all the examples, and both the mean and uncertainty (± ) associated with each estimation are presented [21] . 
Error estimator
Before presenting and discussing how the methods work, we describe a new error estimator that is used in this study. In prior studies on reliability analysis, the reliability estimated by a selected method is often compared with the estimate using MCS to compute the reliability error estimators of these methods. Although this error estimator provides a direct and simple way to compare the accuracy of different methods to calculate reliability, it may fail to distinguish between differences in the estimated LSFs for different methods. For example, two methods could calculate similar reliabilities but produce very different LSFs. To address this issue, this paper proposes a new method for estimating the error in reliability analysis by approximate simulation. Instead of comparing the reliability value, this method compares the values of the performance function in regions close to the LSF and likely to contain random realizations of the input variables x. It defines an error estimator that quantifies an expected error in approximating the LSF, and the error takes the following form
where Ω = { | | ( )| < } with being a small value (i.e., 0.01 in this study). The above error estimator can be evaluated by 1) generating a large number of random samples based on the PDF f(x) of the input variables, 2) selecting the points that fall into the region defined by Ω , and 3) evaluating the absolute errors in approximating the G function at the selected points. This procedure yields the following LSF error estimator: Fig. 3 shows the MCS points that are selected for estimating the LSF error estimator. These points are located in a narrow margin along the LSF curve, and appear to be more densely distributed in regions closer to the mean point x of the input variables.
Fig. 3
Distribution of selected samples points for evaluating LSF error estimator in two-dimensional case with = 0.01.
Results and Discussions

Example 1: Influence of Function Nonlinearity
In the first example, the performance function consists of a linear part, a nonlinear part, and a constant [20] . The function is defined as:
where the parameter b determines the nonlinearity of the performance function. Increasing b will increase the nonlinearity of the G function and thus the corresponding LSF. Both 1 and x2 are normally distributed with means 1.5 and standard deviations 1, and the two variables are uncorrelated. The reliability is defined as R = P(G(x) < 0). Fig. 4 illustrates how the proposed method selects the next sample point. A Kriging model is constructed based on 7 initial sample points, and based on the model, the EU values at all the MCS points are evaluated. The point with the maximum EU value (marked by a star) is chosen as the next sample point. It can be clearly observed that points with large EU values are located in the region close to the LSF and away from the initial sample points. Previous sample points New sample point This is a manuscript of an article published as Sadoughi, M. K., Chao Hu, Cameron A. MacKenzie, Amin Toghi Eshghi, and Soobum Lee. "Sequential exploration-exploitation with dynamic trade-off for efficient reliability analysis of complex engineered systems." Structural and Multidisciplinary Optimization (2017): 1-16.
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The effect of sequentially adding several sample points on the accuracy of the LSF prediction is shown in Fig. 5 . First, six initial sample points are generated based on the LHS method, based on which an initial Kriging model is built. Figs. 5(a)-(d) show the true and predicted LSFs, and the locations of previous and new sample points for the first four iterations. As can be seen in these plots, the probable LSF region is wide in the first iteration, and its area continuously shrinks in the subsequent iterations, and the reduction in area is especially pronounced in regions close to newly selected sample points. Fig . 6 shows the LSF error versus the number of iterations for performance functions with different levels of nonlinearity and by the three sequential Kriging reliability methods (MCE, EGRA and SEEDT). As shown in Fig.  6(a) , the LSF error in general decreases as the number of iterations increase for all values of b, and an increase in the nonlinearity of the performance function in general results in a slower decay in the LSF error and a larger LSF error for a given number of function evaluations. As shown in Fig. 6(b) , the proposed SEEDT method exhibits a faster error decay as compared to the other two methods for the performance function with b = 3. Similar comparison results are observed for the other values of b. 
Example 2: Influence of Function Dimensionality
The second example investigates the effect of dimensionality on the performance of the proposed method [31] . It involves n independent normal random variables with means 1 and standard deviations 0.1. The performance function can be expressed as
This definition of the performance function allows us to change the number of dimensions by simply changing the value of n. It should be noted that the term + √ keeps the reliabilities for all chosen values of n in the same level. In this study, the reliability level is = 30.8% ± 0.1% for = 0.5. Fig. 7 shows the required number of function evaluations versus n for reaching a target LSF error of 0.1. As expected, an increase in n leads to an increase in the number of function evaluations. Compared to EGRA and MCE, the proposed method requires smaller numbers of function evaluations to achieve the target LSF error, especially when n > 10. This is a manuscript of an article published as Sadoughi, M. K., Chao Hu, Cameron A. MacKenzie, Amin Toghi Eshghi, and Soobum Lee. "Sequential exploration-exploitation with dynamic trade-off for efficient reliability analysis of complex engineered systems." Structural and Multidisciplinary Optimization (2017): 1-16.
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Example 3:
Influence of Reliability Level A well-known mechanical example that has been extensively used in the field of tolerance design is shown in Fig.  8 [32, 33] , where the overrunning clutch is assembled by inserting a hub and four rollers into the cage. The contact angle, y, between the line connecting the centers of two rollers and the vertical line, is defined as a function of four random design variables, x1, x2, x3 and x4, with the statistical information summarized in Table 5 . The function shown in Eq. (26) is considered to be the performance function, G. 
MCS is used to determine the true reliability as the benchmark, and the reliability estimates by UDR, DATP and SEEDT are compared with that by MCS. The decay of the reliability error for the LSF G = 7 is graphically compared between the three methods in Fig. 9 . The error in this figure is calculated by comparing the reliability estimates by the three methods to the reliability benchmark by MCS and shown as a relative percentage. The error delay curve produced by SEEDT suggests that the initial Kriging model provides an inaccurate approximation of the G function, but the approximation accuracy rapidly increases as new sample points are added, and the reliability error converges quickly. It should be noted that FORM gives an accurate reliability estimate but the accuracy cannot be increased by increasing the number of sample points. 
Example 4: Reliability Analysis of Piezoelectric Energy Harvester
Vibration energy harvesting is a reliable and robust method that converts normally wasted vibration energy to usable electrical energy to charge batteries, super capacitor and enable self-powering sensors systems. Fig. 10 illustrates the simple configuration of an energy harvester. It consists of a shim with piezoelectric materials laminated on both side of the shim and a tip mass attached at the opposite end side. The shim and tip mass are made from Blue steel and Tungsten/nickel alloy, respectively. The piezoelectric effect converts mechanical strain into electric current or voltage. In this paper, 31 modes are considered because this allows for larger strain along the longitudinal direction of the energy harvester produced by smaller input forces. In 31 modes, voltage is generated in the thickness direction as a response to the mechanical stress/strain applied in the longitudinal direction. The piezoelectric harvester can be modeled as a transformer circuit, and application of Kirchhoff's Voltage Law to the circuit yields coupled differential equations expressing the relation between the mechanical motion and the electrical voltage. Then, MATLAB Simulink is used to calculate the voltage generated in the harvester and consequently, the power output a function of input geometries and material properties.
The details on this model can be found in the authors' recent study [34] that obtained the optimum design of the energy harvester using reliability-based design optimization (RBDO) [34] . They considered three geometric terms, = [ , , ℎ ], as the random design variables with variable means and fixed standard deviations and three material properties, = [ 1 , 2 , 3 ] as the random parameters with fixed means and standard deviations. The RBDO problem considered in this study minimizes the total volume of the energy harvester while satisfying the target reliability on power generation. Table 7 shows the optimum design variables, parameters and their distribution.
This study performs reliability analysis of the energy harvester at the optimum design point obtained from the previous RBDO study and considers both and as the random input variables in the reliability analysis. These random variables follow the probability distributions summarized in Table 7 [34] . The power output of the energy harvester, P, should exceed the minimum required power, P0. The reliability can then be defined as the probability that P is greater than P0 in the presence of the uncertainty in the random variables. The performance function is defined as 0 ( , ) G P P x υ (27) Reliability analysis is conducted using the SEEDT method with 120 sample points. Through sequential Kriging interpolation considering the randomness in the design variables, SEEDT allows the LSF to be accurately approximated with a small number of performance function evaluations. A direct MCS with 10,000 samples is performed to serve as a benchmark for the reliability estimate. The reliability estimation results for different values of P0 are graphically summarized in Fig. 11 . It can be observed that the reliability estimates by the SEEDT method closely match those by the direct MCS over a wide range of reliability (i.e., from 99.87% to 88.2%) and that for most of the reliability levels, the ± 3σ error bars contain the SEEDT estimated reliabilities. The satisfactory estimation accuracy on the real-world engineering problem further verifies that the proposed method is effective in achieving efficient reliability analysis of engineered systems.
Fig. 11
Comparison of reliability estimates by using SEEDT and MCS at different 0 values. Error bars indicate ± one standard deviation in reliability estimates.
Conclusion
The Sequential Exploration-Exploitation with Dynamic Trade-off (SEEDT) method has been proposed for efficient reliability analysis involving high nonlinearity and a wide range of reliability levels. A novel acquisition function, referred to as expected utility, has been developed to evaluate the utility of a candidate sample point to enhance the accuracy and reduce the uncertainty in the prediction of the limit-state function (LSF) for reliability analysis. The expected utility function jointly considers exploration and exploitation during the sequential sampling process, and is capable of continuously learning the uncertainty in the LSF prediction and dynamically controlling the exploration-exploitation trade-off. We have shown that the SEEDT method achieves faster error decay than the existing methods in several mathematical and practical examples. Future research will investigate new utility functions based on the concept of information entropy and develop new sequential sampling algorithms for system reliability analysis.
