Abstract. It is shown that a band limited function from L 2 (R d ) can be reconstructed from irregularly sampled values as a limit of spline functions. The assumption about the sampling sequence is that it should be dense enough.
It is known that band limited functions, i.e. functions whose Fourier transform have compact support, are uniquely determined and can be recovered from their values on specific discrete set of points x n . The classical Whittaker-Shannon Theorem gives the sharp answer in the case of equally spaced points in R. The irregularly spaced sets of sampling points were considered by Paley and Wiener [6] . More recent results and extensive lists of references can be found in surveys of Benedetto [1] and Feichtinger and Gröchening [2] .
We prove that a band limited function from L 2 (R d ) can be recovered from its values on specific irregularly distributed sampling points as the limit of d-dimensional polyharmonic spline functions. The assumption about the sampling sequence is that it should be dense enough. Our reconstruction formula is very stable due to the fact that fundamental splines have exponential decay. Moreover, we prove that convergence takes place not only in the space L p (R d ), 2 ≤ p ≤ ∞, but also in the C k norm for any k > 0. In particular, it shows the way to reconstruct all derivatives of a band limited function using samples of the function.
Splines as a tool for reconstruction in the one-dimensional case were used by Schoenberg [9] for equally spaced knots and recently by Lyubarskii and Madych [3] under the assumption that corresponding exponential functions form a Riesz basis in
Technically our paper is close to [5] . Our proofs rely explicitly on the observation that certain constants in inequalities from Lemmas 1 and 2 below have a very special form: they depend exponentially of the order of derivatives involved in inequalities. This allows us to control the convergence when the order of derivatives goes to infinity. This technique is very flexible and can be used to solve the reconstruction problem in new situations [7] , [8] . A new application of this technique is also given at the end of this paper.
Let X(λ) denote a countable set {x γ } ∈ R d such that the rectangles D(x ν , λ) of diameter ≤ λ each containing exactly one point x ν form a disjoint cover of R d .
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For the given X(λ) the fundamental spline
and is zero at all other points of the set X(λ);
, where ∆ is the Laplace operator.
The set of band limited functions
has support in the ball B(0, σ) of radius σ centered at 0. The symbol f means the L 2 (R d )-norm of f . Our main result is the following. 
Note that functions L k ν have very fast decay at infinity in the sense that for every k there are a > 0, b > 0 such that |L k ν (x)| ≤ ae −b|xν −x| . This fact makes the above reconstruction formula very local.
then for the same f , c and s and all τ ≥ 0, m = 2 l , l = 0, 1, 2, . . . ,
Proof. For the ball B = B(0, c −1/2s ) we have
Since c 2 |ξ|
This inequality implies
and then
Now, using induction one can show the inequality f ≤ c m ∆ ms f for any m = 2 l , l = 0, 1, . . . . Then again, because for any t ≥ 0, c 2t |ξ|
this gives ∆ ts f ≤ c m ∆ (m+t)s f . Setting ts = τ ≥ 0 we obtain the desired inequality.
Next, for any ε > 0
The assumption of the lemma corresponds to the case m = 1. If it is true for m, then
Choosing ε = 2 3m−1 c m we obtain
The lemma is proved.
Corollary 1. If a function satisfies an inequality
f ≤ c ∆ s f for some c > 0, s > 0, then
the support of its Fourier transformf has nonempty intersection with
As an application of Lemma 1 we can extend the Wirtingen inequality
where f has zeros at points x γ and max γ |x γ − x γ+1 | = λ. 
this implies the desired inequality. The symbol U s (X(λ)), s > d/2, denotes the set of all functions f from
Lemma 2. There exists a constant
where C depends only on k, d. Indeed, the Taylor formula gives that on
is a mixed partial derivative. It is evident that the first group of terms is dominated by
for some C = C(k, d) ≥ 0. Next, using the Schwartz inequality we obtain for
We integrate both sides of this inequality in the spherical coordinate system (ρ, θ). Changing the order of integration in t and ρ we obtain that the L 2 (D(x γ , λ))-norm of the term
Summation over all rectangles in the cover gives
Repeated applications of the interpolating inequality
with careful choice of the corresponding ε, lead to the inequality
Using the fact that
we obtain that if λ is smaller than some λ 0 that depends on dimension d and k, then
But now using rescaling arguments one can show that this inequality takes place for any λ > 0. Applying the second part of Lemma 1 to the last inequality with
for any m = 2 l , l − 0, 1, . . . , where c 0 depends only on d. In particular, for f ∈ U 2mk (X(λ)) we have
where c 0 depends only on dimension d. We are going to extend this inequality to all s > d/2. Note that the norm
is equivalent to the Sobolev norm. Indeed, in one direction it is already proved. In the opposite direction, using Sobolev's embedding theorem we obtain for any
In particular, on U k (X(λ)), k > d/2, the norm ∆ k/2 f is equivalent to the Sobolev norm. Thus, our previous estimates can be reformulated in the following way: the identity operator is a continuous map from U mk0 (X(λ)),
-norm and its norm is bounded by (c 0 λ) mk0 . The interpolation arguments show that then
for all f ∈ U 2s (X(λ)). Using Lemma 1 again we obtain
Many consequences can be derived from this inequality. For instance, if τ = s, m = 1, then
Iterations of this inequality give
Our next goal is to introduce splines using the variational method. Given a X(λ) and a sequence {s γ } ∈ l 2 we will be interested to find a function
= s γ and P f denotes the orthogonal projection of this function f in the Hilbert space
, then the function g = f − P f will be a unique solution of the above minimization problem.
It is known [4] that a function h k , h k (x ν ) = s ν , is a solution to the minimization problem stated above if and only if 
that goes to zero if l → ∞ and c 0 λσ < 1. Note that f can be replaced by
To complete the proof of Theorem 1 it is enough to use the Sobolev embedding theorem and interpolation theory. Theorem 1 is proved.
As a consequence of the proof we can formulate the following approximation result.
where 2 ≤ p ≤ ∞. Using interpolation theory one can extend this result to Besov spaces.
Note that all our proofs can be performed in a more general setting. Let D be a second order self-adjoint, positive definite operator in L 2 (R d ). We assume that the coefficients of D and all their derivatives are bounded. Then the domain of D k is H 2k (R d ) and the Sobolev norm is equivalent to f + D k f . All previous estimates remain true for D k instead of ∆ k . The only difference is that such an operator is not necessarily homogeneous and we will not be able to use rescaling arguments. As a result all inequalities will be true only for small values of λ.
We consider the following minimization problem: given a discrete set of points X(λ) and a sequence f (
, such that a) h k (f )(x γ ) = s γ for x γ ∈ X(λ), and b) the function h k (f ) minimizes the functional u → D k/2 u . The analog of band limited functions is introduced by
As the spectral theorem shows, the union of B σ (R d ) for all s ≥ 0 is dense in L 2 (R d ). 
