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RECURRENCE AND PRESSURE FOR GROUP EXTENSIONS
JOHANNES JAERISCH
ABSTRACT. We investigate the thermodynamic formalism for recurrent potentials on group extensions of
countable Markov shifts. Our main result characterises recurrent potentials depending only on the base space,
in terms of the existence of a conservative product measure and a homomorphism from the group into the mul-
tiplicative group of real numbers. We deduce that, for a recurrent potential depending only on the base space,
the group is necessarily amenable. Moreover, we give equivalent conditions for the base pressure and the skew
product pressure to coincide. Finally, we apply our results to analyse the Poincaré series of Kleinian groups and
the cogrowth of group presentations.
1. INTRODUCTION AND STATEMENT OF RESULTS
In this paper, we investigate the central ideas of the thermodynamic formalism for recurrent potentials in
the context of group extensions of countable Markov shifts (Σ,σ) with alphabet I ⊂ N and left shift map
σ : Σ→ Σ. For a countable group G and for a semigroup homomorphism Ψ : I∗→ G, where I∗ denotes the
free semigroup generated by I, the skew product dynamical system σ ⋊Ψ, which is given by
σ ⋊Ψ : Σ×G→ Σ×G, (σ ⋊Ψ)(ω ,g) = (σ (ω) ,gΨ(ω1)) , ω = (ω1,ω2, . . . ) ∈ Σ, g ∈ G,
is called a group-extended Markov system (see Section 2.1 for details on Markov shifts). Let ϕ : Σ → R
denote a Hölder continuous potential, which extends to the potential ϕ ◦pi1 : Σ×G→R, where pi1 : Σ×G→
Σ denotes the canonical projection on Σ. The Perron-Frobenius operator ([Rue68, Bow75]) is given by
Lϕ◦pi1 ( f ) (x) := ∑(σ⋊Ψ)(y)=x eϕ◦pi1(y) f (y). The potential ϕ ◦pi1 is called recurrent ([Sar99, Sar01]) if there
exists ρ > 0 and a conservative measure ν such that L ∗ϕ◦pi1 (ν) = ρν . Here, the measure is a σ -finite Borel
measure on Σ×G, and L ∗ϕ◦pi1 (ν) = ρν means that, for every f ∈ L1 (ν), we have ν
(
Lϕ◦pi1 ( f )
)
= ρν ( f ).
In particular, the sum in the definition of Lϕ◦pi1 ( f ) converges absolutely for ν-almost every x. If ϕ ◦pi1 is
recurrent, then the logarithm of ρ is given by the Gurevicˇ pressure P (ϕ ◦pi1,σ ⋊Ψ) of ϕ ◦pi1 with respect
to σ ⋊Ψ. Moreover, there exists a continuous function h : Σ×G → R+ such that Lϕ◦pi1 (h) = ρh, and
the measure hdν is the equilibrium measure of ϕ ◦pi1. For details on these results of Sarig ([Sar01]), we
refer to Section 2.2. That the equilibrium measure is ergodic follows from work of Aaronson, Denker and
Urban´ski ([ADU93]).
For a finitely primitive Markov shift Σ (see Definition 2.2) and a Hölder continuous potential f : Σ → R
with finite Gurevicˇ pressure, there exists a unique σ -invariant Gibbs measure for f , which is denoted by
µ f (see Theorem 2.6). Throughout, we let pi2 : Σ×G→ G denote the projection on G and let λ denote the
Haar measure on G.
We are now in the position to state our main result, which characterises when ϕ ◦pi1 is recurrent.
Theorem 1.1. Let Σ be finitely primitive and let (Σ×G,σ ⋊Ψ) be a topologically mixing group-extended
Markov system. Let ϕ : Σ→R be Hölder continuous with P (ϕ ◦pi1,σ ⋊Ψ)< ∞. Then ϕ ◦pi1 is recurrent
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if and only if there exists a (unique) group homomorphism c : G → (R+, ·) such that P (ϕc,σ) < ∞ and
µϕc × λ is conservative, where ϕc is given by ϕc (x) := ϕ (x)− logc(Ψ(x1)) for x = (x1,x2, . . . ) ∈ Σ.
Moreover, if ϕ ◦pi1 is recurrent, then the following four statements hold.
(1) P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕc,σ) .
(2) The unique (up to a constant multiple) continuous function h : Σ×G → R+, which is fixed by
e−P(ϕ◦pi1,σ⋊Ψ)Lϕ◦pi1 and which is bounded on cylindrical sets, is given by h = (h1 ◦pi1) (c◦pi2),
where h1 : Σ →R+ is the unique Hölder continuous fixed point of e−P(ϕc,σ)Lϕc .
(3) The unique (up to a constant multiple) measure ν on Σ×G, which is fixed by e−P(ϕ◦pi1,σ⋊Ψ)L ∗ϕ◦pi1
and which is positive and finite on cylindrical sets, is given by ν = (c◦pi2)−1 d (ν1×λ ), where ν1
is the unique probability measure fixed by e−P(ϕc,σ)L ∗ϕc .
(4) µϕc ×λ is the equilibrium measure of ϕ ◦pi1.
The first assertion of the following corollary is a generalisation of a result of Kesten, who points out that,
for an irreducible recurrent random walks on a countable group, the group is necessarily amenable ([Kes67,
p.73]). In order to state the second assertion of the corollary, recall that ϕ ◦pi1 is said to be positive recurrent
if the equilibrium measure is a finite measure (see Definition 2.7 and Theorem 2.9).
Corollary 1.2. Under the hypotheses of Theorem 1.1, we have the following.
(1) If ϕ ◦pi1 is recurrent, then G is amenable.
(2) ϕ ◦pi1 is positive recurrent ⇐⇒ G is finite ⇐⇒ (Σ×G,σ⋊Ψ) is finitely primitive.
Proof. We start with the proof of (1). By Theorem 1.1 (4), the ergodic equilibrium measure of ϕ ◦pi1 is the
product measure µϕc ×λ . Since the natural extension of
(
Σ,σ ,µϕc
)
is an ergodic Z-space, it follows from
[Zim78, Theorem 2.1] that (Σ,σ ,µϕc) is an amenable Z-space (see Zimmer [Zim78] for the definition).
Now, the ergodicity of µϕc ×λ implies that G is amenable by [Zim78, Theorem 3.1] (see also [AW04]).
Let us now prove (2). If ϕ ◦pi1 is positive recurrent, then the equilibrium measure of ϕ ◦pi1 is finite. Hence,
by Theorem 1.1 (4), the measure µϕc ×λ is finite, which implies that G is finite. On the other hand, if G is
finite, then (Σ×G,σ⋊Ψ) is finitely primitive, which implies that ϕ ◦pi1 is positive recurrent (see [Sar03,
Corollary 2]). The remaining implication, that finite primitivity of (Σ×G,σ ⋊Ψ) implies the finiteness of
G, is straightforward and therefore omitted. 
Remark. By Theorem 1.1 (4), the equilibrium measure of a recurrent potential ϕ ◦ pi1 satisfies the Gibbs
property (2.1) with respect to the potential ϕc ◦pi1.
As a further corollary of our main theorem, we obtain the following equivalent conditions for the base
pressure and the skew product pressure of a recurrent potential ϕ ◦pi1 to coincide.
Corollary 1.3. Under the hypotheses of Theorem 1.1, suppose that ϕ ◦pi1 is recurrent. Then the following
statements are equivalent.
(1) The group homomorphism c : G→ (R+, ·) given by Theorem 1.1 is trivial.
(2) P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕ ,σ).
(3) The function h : Σ×G→R+, given by Theorem 1.1 (2), is independent of the second coordinate.
(4) The measure ν on Σ×G, given by Theorem 1.1 (3), is a product measure.
(5) µϕ ×λ is the equilibrium measure of ϕ ◦pi1.
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Proof. If c = 1 then we have P (ϕ ,σ) =P (ϕc,σ) =P (ϕ ◦pi1,σ ⋊Ψ) by Theorem 1.1 (1), which proves
that (1) implies (2). Next, we prove that (2) implies (3). Since Σ is finitely primitive and ϕ is Hölder
continuous, it follows from [MU03, Theorem 2.4.3] that there exists a bounded Hölder continuous function
h1 : Σ →R+, which is fixed by e−P(ϕ,σ)Lϕ . Consequently, we have that
e−P(ϕ,σ)Lϕ◦pi1 (h1 ◦pi1) = e
−P(ϕ,σ) (
Lϕ (h1)
)
◦pi1 = h1 ◦pi1.
Since P (ϕ ,σ) = P (ϕ ◦pi1,σ ⋊Ψ) by (2), we have h = h1 ◦ pi1, which proves (3). The proof that (1)
is equivalent to (3) follows from Theorem 1.1 (2). The equivalence of (3) and (4) follows from Theorem
1.1 (2) and (3). To finish the proof, we verify that (1) and (5) are equivalent. If c = 1 then µϕ ×λ is the
equilibrium measure of ϕ ◦pi1 by Theorem 1.1 (4). On the other hand, if µϕ ×λ is the equilibrium measure
of ϕ ◦pi1, then we have that µϕ ×λ is conservative. Hence, that c is trivial follows from the uniqueness of
c in Theorem 1.1. 
In order to state the next proposition, we give the following definition. For k ∈ N, let Σk denote the set of
admissible words of length k, and for ω ∈ Σk, let [ω ] denote the cylindrical set given by ω .
Definition 1.4. Let (Σ×G,σ ⋊Ψ) be an irreducible group-extended Markov system. Let ϕ : Σ → R be
Hölder continuous with P (ϕ ◦pi1,σ ⋊Ψ)< ∞. We say that ϕ is symmetric on average with respect to Ψ
if
sup
g∈G
limsup
n→∞
∑nk=1 e−kP(ϕ◦pi1,σ⋊Ψ)∑ω∈Σk:Ψ(ω)=g esupSkϕ|[ω]
∑nk=1 e−kP(ϕ◦pi1,σ⋊Ψ)∑ω∈Σk:Ψ(ω)=g−1 esupSkϕ|[ω]
< ∞.
Proposition 1.5. Under the hypotheses of Theorem 1.1, suppose that ϕ ◦pi1 is recurrent. Then we have that
ϕ is symmetric on average with respect to Ψ if and only if P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕ ,σ).
Remark. For a finite group G, every homomorphism c : G → (R+, ·) is trivial. Furthermore, every Hölder
continuous potential ϕ ◦pi1 : Σ → R with finite Gurevicˇ pressure is positive recurrent by Corollary 1.2 (2).
Hence, by combining the statement that (1) implies (2) from Corollary 1.3 and Proposition 1.5, we have
that ϕ is symmetric on average with respect to Ψ.
Since it will be convenient for some of our applications to investigate irreducible and not necessarily aperi-
odic group extensions, we make the following remark.
Remark 1.6. The results of Corollary 1.2 also hold if (Σ×G,σ⋊Ψ) is irreducible with period p > 1.
Moreover, regarding Proposition 1.5, we have P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕ ,σ) if and only if
sup
g∈G0
limsup
n→∞
∑nk=1 e−kpP(ϕ◦pi1,σ⋊Ψ) ∑ω∈Σkp:Ψ(ω)=g esupSkpϕ|[ω]
∑nk=1 e−kpP(ϕ◦pi1,σ⋊Ψ) ∑ω∈Σkp:Ψ(ω)=g−1 esupSkpϕ|[ω]
< ∞,
where G0 :=
⋃
n∈NΨ(Σnp) is a subgroup of G.
In the next example, which illustrates Proposition 1.5, we consider asymmetric nearest neighbour random
walks on the additive integers (Z,+).
Example 1.7. For the alphabet I := {1,−1} we consider the full shift Σ := IN and the group-extended
Markov system given by the canonical semigroup homomorphism Ψ : I∗ → (Z,+). By Theorem 1.1, each
homomorphism c : (Z,+)→ (R+, ·) gives rise to a recurrent potential ϕ ◦pi1, given by ϕ (x) := logc(x1),
for which we have P (ϕ ◦pi1,σ ⋊Ψ) = P (0,σ) = log2. Moreover, we have that
P (ϕ ◦pi1,σ ⋊Ψ) = log2 ≤ log(c(1)+ c(−1)) = P (ϕ ,σ) ,
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with equality if and only if c = 1 (cf. Corollary 1.3). By Proposition 1.5 we have c = 1 if and only if ϕ is
symmetric on average with respect to Ψ. Also, note that the gap between P (ϕ ◦pi1,σ ⋊Ψ) and P (ϕ ,σ)
can be arbitrarily large. Further, ϕ ◦pi1 is null recurrent by Corollary 1.2 (2).
Proposition 1.5 extends a result of Matsuzaki and Yabuki (Theorem 1.8) for Kleinian groups to the general
framework of the thermodynamic formalism for group extensions of Markov shifts. In this way, we shed
new light on Theorem 1.8. The result of Matsuzaki and Yabuki was used in [Jae13] to give a short new
proof of a lower bound of the exponent of convergence for normal subgroups of Kleinian groups. By the
results of Proposition 1.5, a similar lower bound can be proved in the setting of graph directed Markov
systems associated to free groups ([Jae12]).
The proof of Theorem 1.1 relies on Sarig’s thermodynamic formalism for recurrent potentials (see [Sar01]
or Theorem 2.9), which characterises recurrence in terms of the existence of a conservative eigenmeas-
ure and a unique continuous eigenfunction of the Perron-Frobenius operator. Sarig’s construction of this
eigenmeasure is similar to the construction of the Patterson measure ([Pat76]). The work of Aaronson,
Denker and Urban´ski ([ADU93]), giving exactness and pointwise dual ergodicity of eigenmeasures of the
Perron-Frobenius operator under certain assumptions, is also crucial for Sarig’s results.
The paper is organised as follows. In Section 2 we collect the necessary preliminaries from the thermody-
namic formalism for countable state Markov shifts, which includes the definition of a Markov shift, Hölder
continuous functions, the Gurevicˇ pressure and Gibbs measures in Subsection 2.1. In Subsection 2.2 we
give the definition of recurrent potentials and a characterisation of these in terms of fixed points of the
Perron-Frobenius operator, which is due to Sarig. In Subsection 2.3, we review some recent results on
group-extended Markov systems and amenability. In Section 3 we give the proofs of our main results.
Let us end this introductory section with the following subsections. In Subsection 1.1 we show how to
deduce Theorem 1.8 of Matsuzaki and Yabuki for a large class of Fuchsian groups by applying Proposi-
tion 1.5. In Subsection 1.2, we give an ergodic-theoretic proof of an estimate on the cogrowth of group
presentations. In Subsection 1.3 we discuss how our main theorem relates to amenability of groups. In
Subsection 1.4 we briefly relate our results to the classification of recurrent groups. We give an extension
of this classification to locally constant potentials on irreducible group-extended Markov systems and we
give a conjecture for the general case of Hölder continuous potentials.
1.1. A related result of Matsuzaki and Yabuki for Kleinian groups. In order to state the result of Matsu-
zaki and Yabuki, recall that a Kleinian group G is a discrete group of isometries acting on hyperbolic space,
and that G is defined to be of divergence type if its Poincaré series diverges at the exponent of convergence
δ (G). We refer to [Bea95, Mas88, Nic89] for details on Kleinian groups.
Theorem 1.8 ([MY09], Theorem 4.2, Corollary 4.3). Let N denote a non-trivial normal subgroup of a
Kleinian group Γ. If N is of divergence type, then we have that δ (N) = δ (Γ).
In this subsection we briefly explain how Theorem 1.8 is related to Proposition 1.5. We consider the special
case in which Γ is a non-elementary Fuchsian group of Schottky type acting on the Poincaré disc model of
hyperbolic 2-space (D,d), where d denotes the hyperbolic metric. Recall that in this case, Γ is isomorphic
to the free group Ft = 〈g1, . . . ,gt〉 with t ≥ 2. It is well-known (see e.g. [Ser81]) that the limit set of Γ can
be identified with the state space of the Markov shift ΣFt with alphabet I :=
{
g1,g−11 ,g2,g
−1
2 , . . . ,gt ,g
−1
t
}
given by
ΣFt = {ω ∈ I
N : ωi 6= ω
−1
i+1}.
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Note that ΣFt is equal to the space of ends of the Cayley graph of Ft with respect to I.
It is well-known that there exists a Hölder continuous potential ζ : ΣFt →R which captures the modulus of
the derivatives of the generators of Γ acting on the limit set (see [Ser81]). This potential has the geometric
property that there exists C > 0 such that, for all n ∈ N and ω ∈ Σn
Ft
, we have that
C−1esupSnζ|[ω] ≤ e−d(0,ω1ω2····ωn(0)) ≤CesupSnζ|[ω] . (1.1)
For a non-trivial normal subgroup N of Ft , let ΨN : I∗ → Ft/N be the unique semigroup homomorphism
such that ΨN (gi) := Ngi, for each gi ∈ I. It follows from (1.1) that the exponents of convergence δ (Γ)
and δ (N) are characterised by the following equations, which are often referred to as Bowen’s formula (cf.
[Bow79]):
P (δ (Γ)ζ ,σ) = 0, P (δ (N) (ζ ◦pi1) ,σ ⋊ΨN) = 0. (1.2)
Moreover, using the fact that each g ∈ Γ acts isometrically on (D,d), one immediately deduces from (1.1)
that ζ is symmetric on average with respect to ΨN . Moreover, we have that N is of divergence type if and
only if δ (N) (ζ ◦pi1) is recurrent with respect to σ⋊ΨN . Hence, if N is of divergence type, then Proposition
1.5 yields
P (δ (N)ζ ,σ) = P (δ (N) (ζ ◦pi1) ,σ ⋊ΨN) = 0,
which, in light of (1.2), gives δ (N) = δ (Γ).
1.2. An application to the cogrowth of group presentations. Let 〈g1, . . . ,gt |r1,r2, . . . 〉, t ≥ 2, be the
presentation of a finitely generated group G and let N denote a non-trivial normal subgroup of Ft , generated
by the relations r1,r2, . . . . The cogrowth η of 〈g1, . . . ,gt |r1,r2, . . . 〉, which was independently introduced
by Grigorchuk ([Gri80]) and Cohen ([Coh82]), is given by
η := logγ
log(2t− 1)
, where γ := limsup
n→∞
(card({ω ∈ Ft ∩N : |ω |= n}))1/n .
In here, |ω | refers to the word length of ω with respect to
{
g1,g−11 ,g2,g
−1
2 , . . . ,gt ,g
−1
t
}
. It is known that
1/2 < η ≤ 1 and that η = 1 if and only if G is amenable ([Gri80, Coh82]). Since N is a normal subgroup
of Ft , one easily verifies that
∑
n∈N
(card{ω ∈ N, |ω |= n})(2t− 1)−n/2 = ∞, (1.3)
which immediately gives that (2t− 1)1/2 ≤ γ and hence, η ≥ 1/2. We aim to give an ergodic-theoretic proof
of the strict inequality η > 1/2 by using Proposition 1.5. In order to apply Proposition 1.5, we consider the
constant zero function 0 : ΣFt →R and the group-extended Markov system σ⋊ΨN : ΣFt × (Ft/N)→ ΣFt ×
(Ft/N) as in Section 1.1. Clearly, we have P (0,σ) = log(2t− 1) and P (0,σ ⋊ΨN) = logγ . Further, 0
is symmetric on average with respect to ΨN . By Proposition 1.5 we conclude that either 0 is recurrent with
respect to σ ⋊ΨN and γ = 2t− 1, or, 0 is transient with respect to σ ⋊ΨN . In the latter case, it follows
from (1.3) that γ 6= (2t− 1)1/2. We have thus shown that in both cases, (2t− 1)1/2 < γ and hence, η > 1/2.
1.3. Amenable groups. Lifting a potential to a group extension may result in a drop of Gurevicˇ pressure,
that is P (ϕ ◦pi1,σ ⋊Ψ) < P (ϕ ,σ). This phenomenon is intimately linked to non-amenability of the
associated group and was first observed by Kesten for random walks on countable discrete groups driven
by a symmetric independent identically distributed process on a set of generators ([Kes59b, Kes59a]). The
cogrowth criterion due to Grigorchuk and Cohen ([Gri80, Coh82]), which characterises amenability of
groups in terms of cogrowth, is a similar result, in which the independent identically distributed process is
replaced by a certain Markov process. Moreover, a result of Brooks ([Bro85]) for Kleinian groups certainly
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fits into this context, where equality of the exponents of convergence of normal subgroups of certain convex
co-compact Kleinian groups is characterised in terms of amenability. Recently, amenability of groups has
been studied in the framework of the thermodynamic formalism of group-extended Markov systems, where
the random walk is driven by a Gibbs measure associated to a Hölder continuous potential on a Markov
shift ([Jae11, Jae14a, Sta13]). We refer to Section 2.3 for a short review of these results.
Let us now explain how these results are related to our results given in this paper. Let (Σ×G,σ⋊Ψ) be
an irreducible group-extended Markov system and let ϕ : Σ → R be Hölder continuous. Corollary 1.2 (1)
and Proposition 1.5 prove that, for a recurrent potential ϕ ◦pi1, the associated group is amenable, and that
the skew product pressure P (ϕ ◦pi1,σ ⋊Ψ) and the base pressure P (ϕ ,σ) coincide if and only if ϕ is
symmetric on average with respect to Ψ. If ϕ is asymptotically symmetric with respect to Ψ (see Definition
2.14) or weakly symmetric (cf. [Sta13]) and the group is amenable, then P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕ ,σ)
by Theorem 2.15 (cf. [Sta13, Theorem 4.1]). Hence, a recurrent and asymptotically symmetric potential
is symmetric on average. For an amenable group and a potential which is not necessarily recurrent, a
necessary condition for the base pressure and skew product pressure to coincide is not known. A sufficient
condition is that the potential is asymptotically symmetric or weakly symmetric. It seems that the proofs
given in [Jae14b] or [Sta13, Theorem 4.1], which make use of Kesten’s classical criterion for amenability,
cannot be generalised to potentials which are symmetric on average.
1.4. Recurrent groups. A classical result by Pólya ([Pól21]) states that the simple random walk on Zd is
recurrent if and only if d ≤ 2. Dudley ([Dud62]) has shown that a countable abelian group is recurrent if
it has rank at most two, where a recurrent group is a group which carries an irreducible recurrent random
walk. Kesten ([Kes67]) motivated the interesting task of classifying recurrent groups and it became known
as Kesten’s conjecture that finitely generated recurrent groups are finite or contain Z or Z2 as a finite
index subgroup. Kesten’s conjecture was proved by Varopoulos ([Var86]) using a famous result of Gromov
([Gro81]). An extension for random walks on locally finite graphs with quasi-transitive automorphism
groups is due to Woess ([Woe94a, Corollary 4.7],[Woe94b, Theorem 4.1]). Another related result is due to
Rees ([Ree81a, Ree81b]) which shows the following for a non-trivial normal subgroup N of a geometrically
finite Fuchsian groups Γ such that Γ/N ≃ Zd for some d ∈ N: Firstly, the exponents of convergence δ (N)
and δ (Γ) coincide. Further, if Γ contains no parabolic elements, then the Fuchsian group N is of divergence
type if and only if d ≤ 2. If Γ contains parabolic elements, then the situation is more complicated, however,
the implication that a divergence type subgroup N satisfies d ≤ 2 remains true. In fact, the results in
[Ree81a] are deduced for general Gibbs measures satisfying a certain symmetry condition. However, we
remark that, in contrast to the result of Matsuzaki and Yabuki and to Proposition 1.5, it is a priori assumed
in the work of Rees that Γ/N ≃ Zd , for some d ∈ N.
In our framework, the classification of recurrent groups implies the following. Let Ψ : I∗ → G denote a
surjective semigroup homomorphism and let ϕ : IN → R be a potential depending only on the first co-
ordinate. If ϕ ◦ pi1 is recurrent, then G is a recurrent group. In particular, since each recurrent group is
amenable, we obtain from Kesten’s classical theorem that if ϕ is symmetric on average with respect to Ψ,
then P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕ ,σ). Regarding Example 1.7, we observe that, the potential ϕ ◦pi1 is recur-
rent, Z is a recurrent group, and P (ϕ ◦pi1,σ ⋊Ψ)< P (ϕ ,σ) whenever the potential is not symmetric on
average with respect to Ψ.
If we replace the full shift IN by an irreducible Markov shift Σ with finite alphabet I, and if we consider
ϕ : Σ → R depending only on the first coordinate, then we obtain the following by investigating the group
of graph automorphisms using a result of Woess ([Woe94b, Theorem 4.1]).
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Proposition 1.9. Let (Σ×G,σ⋊Ψ) be an irreducible group-extended Markov system with card(I) < ∞.
Suppose that ϕ : Σ → R depends only on the first coordinate. If ϕ ◦pi1 is recurrent, then G is a recurrent
group.
Conjecture 1.10. Let (Σ×G,σ ⋊Ψ) be an irreducible group-extended Markov system with card(I) < ∞.
Suppose that ϕ : Σ →R is Hölder continuous. If ϕ ◦pi1 is recurrent, then G is a recurrent group.
The assertion of the conjecture was proved for a large class of Hölder continuous potentials on ΣFt with
t ≥ 2 under the additional assumption that G is a free abelian group in [Ree81a, Theorem 4.7]. It also worth
noting that, if the conjecture is true, then it provides a significant strengthening of Corollary 1.2 (1), stating
that recurrence of ϕ ◦pi1 implies that G is amenable.
Acknowledgement. The author thanks Professor Stadlbauer for fruitful discussion and for bringing the result
of Zimmer to the author’s attention. The author thanks Sara Munday for valuable comments. The author
is grateful to Professor Morita for his support and to Professor Shirai for inviting him to the Dynamical
Systems Seminar of Kyushu university.
2. PRELIMINARIES
2.1. Symbolic dynamics. Throughout, the underlying state space for the symbolic thermodynamic form-
alism will be a Markov shift Σ, given by
Σ :=
{
ω := (ω1,ω2, . . .) ∈ IN : a(ωi,ωi+1) = 1 for all i ∈ N
}
,
where I ⊂ N denotes a finite or countable infinite alphabet, the matrix A = (a(i, j)) ∈ {0,1}I×I is the
incidence matrix and the left shift map σ : Σ → Σ is defined by σ ((ω1,ω2, . . .)) := (ω2,ω3, . . .). The set of
A-admissible words of length n ∈ N is given by
Σn := {ω ∈ In : a(ωi,ωi+1) = 1, for all i ∈ {1, . . . ,n− 1}} .
The set of A-admissible words of arbitrary length is denoted by Σ∗ :=
⋃
n∈NΣn. Let us also define the word
length function |·| : Σ∗∪Σ→N∪{∞}, where for ω ∈ Σ∗ we set |ω | to be the unique n∈N such that ω ∈ Σn,
and for ω ∈ Σ we set |ω | := ∞. For each ω ∈ Σ∗∪Σ and n ∈N with n≤ |ω |, we define ω|n := (ω1, . . . ,ωn).
For ω ,τ ∈ Σ, we set ω ∧ τ to be the longest common initial block of ω and τ , that is, ω ∧ τ := ω|l , where
l := sup
{
n ∈N : ω|n = τ|n
}
. For n ∈ N and ω ∈ Σn, we let [ω ] :=
{
τ ∈ Σ : τ|n = ω
}
denote the cylindrical
set given by ω .
If Σ is the Markov shift with alphabet I whose incidence matrix consists entirely of 1s, then we have
that Σ = IN and Σn = In for all n ∈ N. Then we set I∗ := Σ∗. For ω ,τ ∈ I∗ we denote by ωτ ∈ I∗ the
concatenation of ω and τ , which is defined by ωτ :=
(
ω1, . . . ,ω|ω|,τ1, . . . ,τ|τ|
)
for ω ,τ ∈ I∗. Note that I∗
forms a semigroup with respect to the concatenation operation. The semigroup I∗ is the free semigroup over
the set I and satisfies the following universal property: For each semigroup S and for every map u : I → S,
there exists a unique semigroup homomorphism û : I∗ → S such that û(i) = u(i), for all i ∈ I (see [Ber98,
Section 3.10]).
We equip IN with the product topology of the discrete topology on I. The Markov shift Σ ⊂ IN is equipped
with the subspace topology. A countable basis of this topology on Σ is given by the cylindrical sets
{[ω ] : ω ∈ Σ∗}. We will make use of the following metric generating the topology on Σ. For α > 0,
we define the metric dα on Σ given by
dα (ω ,τ) := e−α |ω∧τ|, for all ω ,τ ∈ Σ.
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For a function f : Σ → R and n ∈ N, we use the notation Sn f : Σ → R to denote the ergodic sum of f with
respect to the left shift σ , in other words, Sn f := ∑n−1i=0 f ◦σ i. Also, we set S0 f := 0.
We say that f : Σ →R is α-Hölder continuous, for some α > 0, if
Vα ( f ) := sup
n≥1
{Vα ,n ( f )}< ∞,
where for each n ∈N we let
Vα ,n ( f ) := sup
{
| f (ω)− f (τ)|
dα (ω ,τ)
: ω ,τ ∈ Σ, |ω ∧ τ| ≥ n
}
.
We say that f is Hölder continuous if there exists α > 0 such that f is α-Hölder continuous.
The following fact is well-known (see e.g. [MU03, Lemma 2.3.1]).
Fact 2.1 (Bounded distortion property). Let Σ be a Markov shift. If f : Σ → R is Hölder continuous, then
there exists a constant C f ≥ 1 such that, for all ω ∈ Σ∗ and τ,τ ′ ∈ [ω ], we have∣∣S|ω| f (τ)− S|ω| f (τ ′)∣∣≤ logC f .
We will make use of the following topological mixing properties for Markov shifts.
Definition 2.2. Let Σ be a Markov shift with alphabet I ⊂ N.
• Σ is irreducible if, for all i, j ∈ I, there exists ω ∈ Σ∗ such that iω j ∈ Σ∗.
• Σ is topologically mixing if, for all i, j ∈ I, there exists n0 ∈N with the property that, for all n≥ n0,
there exists ω ∈ Σn such that iω j ∈ Σ∗.
• Σ is finitely primitive if there exists l ∈ N and a finite set Λ ⊂ Σl with the property that, for all
i, j ∈ I, there exists ω ∈ Λ such that iω j ∈ Σ∗.
Remark. Σ is finitely primitive if and only if Σ is topologically mixing and if Σ satisfies the big images and
preimages property (see [Sar03]).
The following definition of the Gurevicˇ pressure was introduced by Sarig ([Sar99, Definition 1]) and extends
the notion of the Gurevicˇ entropy ([Gur69, Gur70]) corresponding to ϕ = 0.
Definition 2.3. Let Σ be a Markov shift with alphabet I and left shift σ : Σ → Σ. Let f : Σ → R be Hölder
continuous. For each a ∈ I and n ∈ N, we set
Zn ( f ,a,σ) := ∑
x∈Σ,x1=a,σ n(x)=x
eSn f (x) and Z∗n ( f ,a,σ) := ∑
x∈Σ,x1=a,σ n(x)=x,x2,...,xn 6=a
eSn f (x).
If Σ is irreducible, then the Gurevicˇ pressure of f with respect to σ is for each a ∈ I given by
P ( f ,σ) := limsup
n→∞
1
n
logZn ( f ,a,σ) .
If Σ is reducible, then we define
P ( f ,σ) := sup
V∈V
P
( f ∣∣V ,σ ∣∣V ) ,
where V denotes the set of irreducible components of Σ.
Remark 2.4 ([JKL13], Fact 3.1). Let Σ be a Markov shift with alphabet I and left shift σ : Σ → Σ. If Σ is
irreducible and f is Hölder continuous, then P ( f ,σ) is independent of a ∈ I.
The next definition goes back to the work of Ruelle and Bowen (cf. [Rue69], [Bow75]).
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Definition 2.5 (Gibbs measure). Let f : Σ → R be Hölder continuous with P ( f ,σ) < ∞. We say that a
Borel probability measure µ is a Gibbs measure for f if there exists a constant C > 0 such that
C−1 ≤ µ ([ω ])
eS|ω| f (τ)−|ω|P( f ,σ)
≤C, for all ω ∈ Σ∗ and τ ∈ [ω ] . (2.1)
The following necessary and sufficient condition for the existence of Gibbs measures is taken from [Sar03,
Theorem 1]. The uniqueness part also follows from [MU03, Theorem 2.2.4]. The existence of a σ -invariant
Gibbs measure on a finitely primitive Markov shift follows from [MU03].
Theorem 2.6 (Existence of Gibbs measures). Let Σ be topologically mixing and let f : Σ → R be Hölder
continuous. Then there exists a σ -invariant Gibbs measure for f if and only if Σ is finitely primitive and
P ( f ,σ)< ∞. If a σ -invariant Gibbs measure for f exists, then it is unique.
2.2. Recurrent potentials. In this subsection we recall the definition of a recurrent potential, which was
introduced by Sarig for Hölder continuous potentials on a topologically mixing countable state Markov
shift ([Sar01, Definition 1]). This notion generalises the notion of recurrence for Markov chains and the
definition of R-recurrence for positive matrices by Vere-Jones ([VJ62]). In this paper we adapt the definition
of recurrence to Hölder continuous potentials on an irreducible Markov shift, which is not necessarily
topologically mixing. One can easily verify that also in this case, the notion of recurrence is independent of
the choice of a ∈ I.
Definition 2.7. Let Σ be an irreducible Markov shift with alphabet I and left shift σ : Σ→ Σ. Let f : Σ→R
be Hölder continuous with P ( f ,σ)< ∞. We say that
f is recurrent if ∑
n∈N
e−nP( f ,σ)Zn ( f ,a,σ) = ∞, for some (hence all) a ∈ I,
and we say that f is transient, otherwise. Moreover, if f is recurrent, then we say that
f is positive recurrent if ∑
n∈N
ne−nP( f ,σ)Z∗n ( f ,a,σ) < ∞, for some (hence all) a ∈ I,
f is null recurrent if ∑
n∈N
ne−nP( f ,σ)Z∗n ( f ,a,σ) = ∞, for some (hence all) a ∈ I.
If an irreducible Markov shift Σ has period p ∈ N, then it is convenient to study the p-th iterate of the
dynamics. The next remark shows how this is reflected in pressure and recurrence.
Remark 2.8. Let Σ be an irreducible Markov shift with alphabet I, incidence matrix A = (a(i, j)) and left
shift σ : Σ → Σ. If Σ has period p ∈ N, then we consider σ p : Σ → Σ, which is conjugated to the left shift
σ (p) : Σ(p)→ Σ(p) on the Markov shift Σ(p) via the canonical bijection ι : Σ(p)→ Σ, where Σ(p) is the Markov
shift with the alphabet Σp, for which ω ,τ ∈ Σp are admissible if a(ωp,τ1) = 1. Let f (p) : Σ(p)→R be given
by f (p) := Sp f ◦ ι and denote the irreducible components of Σ(p) by V . One easily verifies that, for each
V ∈ V ,
P
(
f (p),σ (p)
)
= P
(
f (p)∣∣V ,σ (p)∣∣V)= pP ( f ,σ)
and that f (p)∣∣V is (positive) recurrent if and only if f is (positive) recurrent.
The following was proved by Sarig ([Sar01, Theorem 1, Remark 2, Proposition 1, Proposition 3]).
Theorem 2.9. Let Σ be topologically mixing Markov shift and let f : Σ → R be Hölder continuous with
P ( f ,σ) < ∞. Then f is recurrent if and only if there exists ρ > 0 and a conservative measure ν on Σ,
positive and finite on cylindrical sets, which satisfies L ∗f (ν) = ρν . In this case, logρ =P ( f ,σ) and there
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exists a continuous function h : Σ→R+, such that L f (h) = ρh and such that logh and logh◦σ are Hölder
continuous. Moreover, ν is the unique measure (up to a constant multiple), which is fixed by e−P( f ,σ)L ∗f
and which is positive and finite on cylindrical sets, and h is the unique positive continuous function (up to
a constant multiple), which is fixed by e−P( f ,σ)L f and which is bounded on cylindrical sets. Furthermore,
we have that f is positive recurrent if and only if ∫ hdν < ∞.
Remark 2.10. The uniqueness of h for a recurrent potential f , as stated in Theorem 2.9, follows because h
defines the invariant and σ -finite measure hdν , which is absolutely continuous with respect to the conser-
vative ergodic measure ν . Therefore, h is unique ν-almost everywhere (see, for example, [Aar97, Theorem
1.5.6]). Since ν is positive on cylindrical sets and h is continuous, uniqueness of h follows.
2.3. Group extensions and amenability. In this section, we consider a group-extended Markov system
(Σ×G,σ⋊Ψ), for a Markov shift Σ with alphabet I ⊂ N, a countable group G and a semigroup homo-
morphism Ψ : I∗ → G. Ergodic properties of group extensions given by locally compact abelian groups
have also been studied in [AD00, AD02].
Remark 2.11. (Σ×G,σ⋊Ψ) is conjugated to the Markov shift with state space{
((ω j,g j)) ∈ (I×G)N : ω ∈ Σ and g jΨ(ω j) = g j+1, j ∈N
}
.
We do not distinguish between this Markov shift and (Σ×G,σ⋊Ψ).
The following definition is due to von Neumann ([Neu29]).
Definition 2.12. A discrete group G is amenable if there exists a finitely additive probability measure ν on
the power set of G, such that ν (A) = ν (g(A)), for all g ∈ G and A ⊂ G.
Let us now state some recent results on amenability for group extensions of Markov shifts. We will refer
to these results in Section 1.3 in order to clarify the context of the results obtained in this paper. The next
theorem is due to Stadlbauer ([Sta13, Theorem 5.4]). For locally constant potentials on a finite state Markov
shift Σ, a similar statement has been proved in [Jae14a, Theorem 1.1] using different methods.
Theorem 2.13. Let Σ be finitely primitive and let (Σ×G,σ ⋊Ψ) be an irreducible group-extended Markov
system. Let ϕ : Σ→R be Hölder continuous with P (ϕ ,σ)< ∞. If P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕ ,σ), then G
is amenable.
The next theorem, which provides a converse of the previous theorem, is taken from [Jae14b, Corollary
1.6]. Under slightly different assumptions, the theorem was proved in [Jae11, Theorem 5.3.11] and inde-
pendently, by Stadlbauer in [Sta13, Theorem 4.1].
Definition 2.14. We say that ϕ is asymptotically symmetric with respect to Ψ ([Jae14b, Definition 1.3]) if
there exist n0 ∈N and sequences (cn)n∈N and (Nn)n∈N with the property that limn (cn)
1/n = 1, limn n−1Nn =
0 and such that, for each g ∈ G and n ≥ n0, we have
∑
ω∈Σn:Ψ(ω)=g
esupSnϕ|[ω] ≤ cn ∑
ω∈Σ∗:Ψ(ω)=g−1,n−Nn≤|ω|≤n+Nn
esupS|ω|ϕ|[ω] .
Theorem 2.15. Let Σ be finitely primitive and let (Σ×G,σ ⋊Ψ) be an irreducible group-extended Markov
system. Let ϕ : Σ → R be Hölder continuous with P (ϕ ,σ) < ∞. If ϕ is asymptotically symmetric with
respect to Ψ and if G is amenable, then P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕ) .
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3. PROOF OF THE MAIN RESULTS
3.1. Proof of Theorem 1.1. The following lemma, which shows that, for a recurrent potential ϕ ◦pi1, the
associated eigenfunction of Lϕ◦pi1 has product structure, is crucial for the proof of the main theorem.
Lemma 3.1. Let (Σ×G,σ ⋊Ψ) be a topologically mixing group-extended Markov system. Let ϕ : Σ → R
be Hölder continuous such that P (ϕ ◦pi1,σ ⋊Ψ)<∞. Suppose that ϕ ◦pi1 is recurrent and let h : Σ×G→
R
+ be the unique continuous function (up to a constant multiple), which is fixed by e−P(ϕ◦pi1,σ⋊Ψ)Lϕ◦pi1
and which is bounded on cylindrical sets. Then there exists a unique homomorphism c : G→ (R+, ·) and a
continuous function h1 : Σ →R+, bounded on cylindrical sets, such that h = (h1 ◦pi1)(c◦pi2).
Proof. For each g ∈ G, let g∗h : Σ×G→ R be given by (g∗h)(ω ,γ) := h(ω ,gγ), for each (ω ,γ) ∈ Σ×G.
A short calculation shows that, for all (ω ,γ) ∈ Σ×G,
Lϕ◦pi1 (g
∗h)(ω ,γ) = ∑
i∈I:iω∈Σ
eϕ◦pi1(iω,γ(Ψ(i))
−1)h
(
iω ,gγ (Ψ(i))−1
)
= ∑
i∈I:iω∈Σ
eϕ(iω)h
(
iω ,gγ (Ψ(i))−1
)
= Lϕ◦pi1 (h)(ω ,gγ) = eP(ϕ◦pi1,σ⋊Ψ)h(ω ,gγ) .
We have thus shown that Lϕ◦pi1 (g∗h) = eP(ϕ◦pi1,σ⋊Ψ)g∗h, for each g ∈ G. By Theorem 2.9, there exists a
constant c(g) ∈ R+ such that g∗h = c(g)h. This defines a homomorphism c : G → (R+, ·), since we have
c(g1g2)h = (g1g2)∗ (h) = g∗2 (g∗1 (h)) = c(g1)c(g2)h, for all g1,g2 ∈ G. We conclude that there exists a
continuous function h1 : Σ→ R+, bounded on cylindrical sets, such that h = (h1 ◦pi1)(c◦pi2). 
We are now in the position to prove the main result.
Proof of Theorem 1.1. First suppose that ϕ ◦pi1 is recurrent. Let h : Σ×G→ R+ be the unique continuous
function (up to a constant multiple), which is fixed by e−P(ϕ◦pi1,σ⋊Ψ)Lϕ◦pi1 and which is bounded on
cylindrical sets. By Lemma 3.1, there exists a unique homomorphism c : G → (R+, ·) and a continuous
function h1 : Σ → R+, bounded on cylindrical sets, such that h = (h1 ◦pi1) (c◦pi2). Hence, the coboundary
logh− logh ◦ (σ ⋊Ψ) is given by
logh− logh ◦ (σ ⋊Ψ) = log(h1 ◦pi1)− log(h1 ◦pi1)◦ (σ ⋊Ψ)+ log(c◦pi2)− log(c◦pi2)◦ (σ ⋊Ψ) .
A short calculation shows that, for each (x,g) ∈ Σ×G,
log(c◦pi2)(x,g)− log(c◦pi2)(σx,gΨ(x1)) =− logc(Ψ(x1)) . (3.1)
Therefore, the coboundary logh− logh ◦ (σ ⋊Ψ) is independent of the second coordinate. Let ϕc : Σ → R
be given by ϕc (x) := ϕ (x)− logc(Ψ(x1)), for each x ∈ Σ. Clearly, ϕc is Hölder continuous. For ease of
notation, let us also define ϕ˜ : Σ→ R+ given by ϕ˜ := ϕc + logh1− logh1 ◦σ . We have
ϕ˜ ◦pi1 = ϕ ◦pi1 + logh− logh ◦ (σ ⋊Ψ) . (3.2)
Since logh and logh◦ (σ ⋊Ψ) are Hölder continuous by Theorem 2.9, so are logh1, logh1 ◦σ and ϕ˜ . As a
consequence, we have
P (ϕ˜ ◦pi1,σ ⋊Ψ) = P (ϕ ◦pi1,σ ⋊Ψ) and P (ϕ˜ ,σ) = P (ϕc,σ) . (3.3)
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Since h satisfies Lϕ◦pi1 (h) = eP(ϕ◦pi1,σ⋊Ψ)h, we have Lϕ˜◦pi1 (1◦pi1) = eP(ϕ◦pi1,σ⋊Ψ) (1◦pi1) by (3.2).
Combining this with the identity Lϕ˜◦pi1 (1◦pi1) =
(
Lϕ˜ (1)
)
◦pi1, we conclude that
Lϕ˜ (1) = e
P(ϕ◦pi1,σ⋊Ψ)
1. (3.4)
In particular, we have P (ϕ˜ ,σ) ≤ P (ϕ ◦pi1,σ ⋊Ψ) < ∞. Since Σ is finitely primitive and ϕ˜ is Hölder
continuous with P (ϕ˜ ,σ) < ∞, we have that e−nP(ϕ˜,σ)L nϕ˜ (1) converges uniformly to a bounded Hölder
continuous function (see [MU03, Theorem 2.4.6]). Since e−nP(ϕ˜,σ)L nϕ˜ (1) = e−n(P(ϕ˜,σ)−P(ϕ◦pi1,σ⋊Ψ))1
by (3.4), we conclude that P (ϕ˜ ,σ) = P (ϕ ◦pi1,σ ⋊Ψ). Combining with (3.3), we have thus shown that
P (ϕ˜ ◦pi1,σ ⋊Ψ) = P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕ˜ ,σ) = P (ϕc,σ) . (3.5)
Further, by definition of ϕ˜ and (3.5), the equality in (3.4) implies
Lϕc (h1) = eP(ϕc,σ)h1. (3.6)
Since Σ is finitely primitive and ϕc is Hölder continuous with P (ϕc,σ) < ∞, we have that ϕc is positive
recurrent by [Sar03, Corollary 2]. Since h1 is continuous and bounded on cylindrical sets, it follows from
(3.6) and [Sar03, Corollary 2 and 3] that h1 is Hölder continuous and bounded away from zero and infinity.
In particular, ϕ˜ is cohomologous to ϕc in the cohomology class of bounded continuous functions, which
implies that µϕ˜ = µϕc (see [MU03, Theorem 2.2.7]). We now show that µϕ˜ ×λ is conservative. By (3.4)
and (3.5) we have L ∗ϕ˜
(
µϕ˜
)
= eP(ϕ˜◦pi1,σ⋊Ψ)µϕ˜ , which gives
L
∗
ϕ˜◦pi1
(
µϕ˜ ×λ
)
= eP(ϕ˜◦pi1,σ⋊Ψ)
(
µϕ˜ ×λ
)
. (3.7)
From (3.2) and since ϕ ◦pi1 is recurrent, we have that ϕ˜ ◦pi1 is recurrent. Hence, (3.7) implies that µϕ˜ ×λ
is conservative by Theorem 2.9.
We now turn to the proof of the converse implication and the uniqueness of the homomorphism c in The-
orem 1.1. To prove this, suppose that P (ϕc,σ) < ∞ and that µϕc × λ is conservative, for some homo-
morphism c : G → (R+, ·). We show that ϕ ◦pi1 is recurrent and that c is unique. Since Σ is finitely prim-
itive, there exists a Hölder continuous function h1 : Σ+ → R, bounded away from zero and infinity, such
that Lϕc (h1) = eP(ϕc,σ)h1. Setting ϕ˜ := ϕc + logh1 − logh1 ◦σ as above, we have L ∗ϕ˜◦pi1
(
µϕc ×λ
)
=
eP(ϕc,σ)
(
µϕc ×λ
)
. Since µϕc ×λ is conservative, it follows from Theorem 2.9 that ϕ˜ ◦pi1 is recurrent and
that P (ϕc,σ) = P (ϕ˜ ◦pi1,σ ⋊Ψ). Since h1 is Hölder continuous, we conclude that ϕc ◦pi1 is recurrent
and P (ϕ˜ ◦pi1,σ ⋊Ψ) = P (ϕc ◦pi1,σ ⋊Ψ). Finally, the following relation, which is deduced from (3.1),
ϕc ◦pi1 = ϕ ◦pi1 + log(c◦pi2)− log(c◦pi2)◦ (σ ⋊Ψ) , (3.8)
gives that ϕ ◦ pi1 is recurrent. To prove uniqueness of c, observe that we have P (ϕc ◦pi1,σ ⋊Ψ) =
P (ϕ ◦pi1,σ ⋊Ψ) by (3.8). We have thus shown that P (ϕc,σ) = P (ϕ ◦pi1,σ ⋊Ψ). Therefore, we have
Lϕc◦pi1 (h1 ◦pi1)= eP(ϕ◦pi1,σ⋊Ψ) (h1 ◦pi1). Hence, Lϕ◦pi1 ((c◦pi2) (h1 ◦pi1))= eP(ϕ◦pi1,σ⋊Ψ) (c◦pi2)(h1 ◦pi1)
by (3.8). Since (c◦pi2)(h1 ◦pi1) is continuous and bounded on cylindrical sets, recurrence of ϕ ◦pi1 implies
that c is unique by Theorem 2.9.
To finish the proof, we are left to prove Theorem 1.1 (1), (2), (3) and (4). The assertion in (1) follows from
(3.5). Claim (2) follows from Lemma 3.1 and (3.6). To prove (3), let f : Σ →R+. By (3.8) we have
Lϕ◦pi1 ( f ) = (c◦pi2)Lϕc◦pi1
( f
c◦pi2
)
. (3.9)
Let ν1 denote the unique Borel probability measure, such that L ∗ϕc (ν1) = e
P(ϕc,σ)ν1. By (3.5) we have
L
∗
ϕc◦pi1 (ν1×λ ) = e
P(ϕ◦pi1,σ⋊Ψ) (ν1×λ ) . (3.10)
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We verify that L ∗ϕ◦pi1
(
(c◦pi2)
−1 d (ν1×λ )
)
= eP(ϕ◦pi1,σ⋊Ψ) (c◦pi2)
−1 d (ν1×λ ). By using (3.9) and
(3.10), we have
L
∗
ϕ◦pi1
(
d (ν1×λ )
c◦pi2
)
( f ) = d (ν1×λ )
c◦pi2
(
(c◦pi2)Lϕc◦pi1
( f
c◦pi2
))
= eP(ϕ◦pi1,σ⋊Ψ) (ν1×λ )
( f
c◦pi2
)
.
This finishes the proof of (3). Clearly, the assertion in (4) follows by combining (2), (3) and the fact that
µϕc = h1 dν1. The proof is complete. 
3.2. Proof of Proposition 1.5 and Remark 1.6.
Proof of Proposition 1.5. Let ϕ ◦pi1 be recurrent and let c : G → (R+, ·) denote the homomorphism given
by Theorem 1.1. By Theorem 1.1 (4), we have that µϕc ×λ is the equilibrium measure of ϕ ◦pi1. In par-
ticular,
(
Σ×G,µϕc ×λ ,σ ⋊Ψ
)
is a conservative ergodic measure preserving dynamical system with trans-
fer operator e−P(ϕ◦pi1,σ⋊Ψ)h−1Lϕ◦pi1 (h·), where h = (h1 ◦pi1)(c◦pi2), for the Hölder continuous function
h1 : Σ→R+, bounded away from zero and infinity, given by Theorem 1.1 (2). By the ratio ergodic theorem
(see e.g. [Aar97, Theorem 2.2.1]), we conclude that, for each g∈G, we have (µϕc ×λ)-almost everywhere
lim
n→∞
∑nk=1 e−kP(ϕ◦pi1,σ⋊Ψ)h−1L kϕ◦pi1
(
h1Σ×{g}
)
∑nk=1 e−kP(ϕ◦pi1,σ⋊Ψ)h−1L kϕ◦pi1
(
h1Σ×{g−1}
) =
(
µϕc ×λ
)(
1Σ×{g}
)
(
µϕc ×λ
)(
1Σ×{g−1}
) = 1.
Consequently, using that, for each k ∈ N and g ∈ G,
(suph1)−1 c(g)−1 L kϕ◦pi1
(
h1Σ×{g}
)
≤L kϕ◦pi1
(
1Σ×{g}
)
≤ (infh1)−1 c(g)−1 L kϕ◦pi1
(
h1Σ×{g}
)
,
it follows that we have
(
µϕc ×λ
)
-almost everywhere
c(g)−2
infh1
suph1
≤ limsup
n→∞
∑nk=1 e−kP(ϕ◦pi1,σ⋊Ψ)L kϕ◦pi1
(
1Σ×{g}
)
∑nk=1 e−kP(ϕ◦pi1,σ⋊Ψ)L kϕ◦pi1
(
1Σ×{g−1}
) ≤ c(g)−2 suph1
infh1
. (3.11)
Since Σ is finitely primitive, there exists a finite set F ⊂ I such that, for each a ∈ I, there exists i ∈ F with
ai ∈ Σ2. Fix F and choose a point x(i) ∈ [i], for each i ∈ F . Because (µϕc ×λ ) is positive on cylindrical
sets and the Hölder continuous function ϕ has the bounded distortion property by Fact 2.1, it follows from
(3.11) that there exists Cϕ ≥ 1, such that for each g ∈ G,
c(g)−2
infh1
suph1
C−2ϕ ≤ limsup
n→∞
∑nk=1 e−kP(ϕ◦pi1,σ⋊Ψ)∑i∈F L kϕ◦pi1
(
1Σ×{g}
)
(x(i) , id)
∑nk=1 e−kP(ϕ◦pi1,σ⋊Ψ)∑i∈F L kϕ◦pi1
(
1Σ×{g−1}
)
(x(i) , id)
≤ c(g)−2
suph1
infh1
C2ϕ .
(3.12)
A homomorphism c : G→ (R+, ·) is bounded away from zero (bounded away from infinity, respectively) if
and only if c = 1. Hence, by (3.12), we obtain that c = 1 if and only if
sup
g∈G
limsup
n→∞
∑nk=1 e−kP(ϕ◦pi1,σ⋊Ψ) ∑i∈F L kϕ◦pi1
(
1Σ×{g}
)
(x(i), id)
∑nk=1 e−kP(ϕ◦pi1,σ⋊Ψ)∑i∈F L kϕ◦pi1
(
1Σ×{g−1}
)
(x(i), id)
< ∞. (3.13)
To finish the proof, we show that (3.13) holds if and only if ϕ is symmetric on average with respect to Ψ.
Let k ∈ N and g ∈ G. Since card(F)< ∞, we have that
∑
i∈F
∑
ω∈Σk :Ψ(ω)=g−1,ωx(i)∈Σ
eSkϕ(ωx(i)) ≤ card(F) ∑
ω∈Σk:Ψ(ω)=g−1
esupSkϕ|[ω] . (3.14)
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Because for each ω ∈ Σ∗ there exists i ∈ F , such that ωx(i) ∈ Σ and since ϕ has the bounded distortion
property, we have
∑
ω∈Σk:Ψ(ω)=g−1
esupSkϕ|[ω] ≤Cϕ ∑
i∈F
∑
ω∈Σk :Ψ(ω)=g−1,ωx(i)∈Σ
eSkϕ(ωx(i)). (3.15)
Moreover, observe that, for each x ∈ Σ, we have
L
k
ϕ◦pi1
(
1Σ×{g}
)
(x, id) = ∑
ω∈Σk :Ψ(ω)=g−1,ωx∈Σ
eSkϕ(ωx). (3.16)
Combining (3.14), (3.15) and (3.16), we obtain that
C−1ϕ ∑
ω∈Σk:Ψ(ω)=g−1
esupSkϕ|[ω] ≤ ∑
i∈F
L
k
ϕ◦pi1
(
1Σ×{g}
)
(x(i), id)≤ card(F) ∑
ω∈Σk :Ψ(ω)=g−1
esupSkϕ|[ω] .
Hence, (3.13) holds if and only if ϕ is symmetric on average with respect to Ψ. 
Proof of Remark 1.6. Let p > 1 denote the period of the irreducible Markov shift (Σ×G,σ⋊Ψ). We
consider the left shift σ (p) : Σ(p) → Σ(p) on the Markov shift (Σ(p),σ (p)), which is conjugated to (Σ,σ p)
via ι : Σ(p) → Σ as in Remark 2.8. Let Ψ(p) : (Σ(p))∗ → G denote the unique semigroup homomorphism
such that Ψ(p) (ω) = Ψ(ω), for each ω ∈ Σp, and observe that (σ ⋊Ψ)p : Σ×G→ Σ×G is conjugated to
the aperiodic Markov shift σ (p)⋊Ψ(p) : Σ(p)×G→ Σ(p)×G. Denote the set of irreducible components of(
Σ(p)×G,σ (p)⋊Ψ(p)
)
by V . Using that Σ is finitely primitive and Σ×G is irreducible, one verifies that
there exists l ∈ N such that
∀i, j ∈ I∃τ ∈ Σpl : iτ j ∈ Σpl+2 and Ψ(τ) = id. (3.17)
From (3.17), it follows that there exists a partition (GV )V∈V of G such that V = Σ(p) ×GV , for each
V ∈ V . We choose the component Vid containing Σ(p)×{id} and note that Vid = Σ(p)×G0 where G0 :=⋃
n∈NΨ(Σnp). Using (3.17) one obtains that G0 is a subsemigroup of G. To prove that G0 is a group, let
g ∈ G0, n ∈ N and ω ∈ Σnp such that g = Ψ(ω). Since Σ×G is irreducible, there exists r ∈ N and γ ∈ Σr
such that ωγ :=(ωγωγ . . . )∈Σ and Ψ(ωγ) = id. Since (σ⋊Ψ)np+r (ωγ, id) = (ωγ, id) and (Σ×G,σ⋊Ψ)
has period p, there exists m ∈ N such that r = mp. Hence, we have g−1 = Ψ(γ) ∈ G0. Let us also verify
that the index of G0 in G is at most p. To prove this, fix some α ∈ Σp and let g ∈ G. Since (Σ×G,σ ⋊Ψ)
is irreducible, there exists τ ∈ Σ∗ such that g = Ψ(α)Ψ(τ). Then there exists u ∈ {0, . . . , p− 1} such that
g ∈Ψ(α1 . . .αu)G0, which proves that the index is at most p.
Next, define the potential ϕ(p) : Σ(p) → R, given by ϕ(p) := Spϕ ◦ ι . As observed in Remark 2.8, we have
P
(
ϕ(p) ◦pi1
∣∣
Vid
,σ (p)⋊Ψ(p)
∣∣
Vid
)
= pP (ϕ ◦pi1,σ ⋊Ψ) , P
(
ϕ(p),σ (p)
)
= pP (ϕ ,σ) . (3.18)
Further, since ϕ ◦pi1 is recurrent, so is ϕ(p) ◦pi1
∣∣
Vid
. Moreover, Σ(p) is finitely primitive and σ (p)⋊Ψ(p) :
Σ(p)×G0 → Σ(p)×G0 is topologically mixing. Hence, the results of Corollary 1.2 hold with G replaced
by G0. Since the index of G0 in G is finite, it is well-known that G is amenable if and only if G0 is
amenable. Also, G is finite if and only if G0 is finite. Hence, the results of Corollary 1.2 hold for G under
the assumption that Σ×G is irreducible.
Next we prove that the equality P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕ ,σ) holds if and only if
sup
g∈G0
limsup
n→∞
∑nk=1 e−kpP(ϕ◦pi1,σ⋊Ψ) ∑ω∈Σkp:Ψ(ω)=g esupSkpϕ|[ω]
∑nk=1 e−kpP(ϕ◦pi1,σ⋊Ψ) ∑ω∈Σkp:Ψ(ω)=g−1 esupSkpϕ|[ω]
< ∞. (3.19)
It follows from (3.18) and Proposition 1.5, applied to the group-extended Markov system (Σ(p)×G0,σ (p)⋊
Ψ(p)) and the potential ϕ(p), that P (ϕ ◦pi1,σ ⋊Ψ) = P (ϕ ,σ) holds if and only if ϕ(p) is symmetric on
RECURRENCE AND PRESSURE FOR GROUP EXTENSIONS 15
average with respect to Ψ(p). It is easy to see that ϕ(p) is symmetric on average with respect to Ψ(p) if
(3.19) holds. The proof is complete. 
3.3. Proof of Proposition 1.9.
Proof of Proposition 1.9. Without loss of generality, we may assume that card(G) = ∞. Using that ϕ ◦pi1
is recurrent, similarly as in [Jae14a, Proof of Theorem 1.2], we deduce that there exists a recurrent random
walk P on the undirected graph X with vertex set V := I×G, in which (i,g) ,( j,h) ∈ I×G are connected
by an edge if
(σ ⋊Ψ)−1 ([i]×{g})∩ ([ j]×{h}) 6=∅ or (σ ⋊Ψ)−1 ([ j]×{h})∩ ([i]×{g}) 6=∅.
Since (Σ×G,σ⋊Ψ) is irreducible, we have that X is connected. Let d denote the associated graph metric
of X . Further, let Aut(X ,P) denote the group of all invertible self-isometries γ of the metric space (X ,d)
which satisfy p(x,y) = p(γx,γy), for all x,y ∈V . Following [Jae14a, Proof of Theorem 1.2], each element
g ∈ G gives rise to a self-isometry γg on (X ,d) given by γg (i,h) := (i,gh), for all (i,h) ∈ I ×G. Since
ϕ ◦ pi1 does not depend on the second coordinate, one immediately verifies that γg ∈ Aut(X ,P), for each
g ∈ G. Note that ι : G → Aut(X ,P) given by g 7→ γg defines a monomorphism of groups and we may thus
consider G as a subgroup of Aut(X ,P). We equip Aut(X ,P) with the topology of pointwise convergence
and note that ι (G) is a discrete subgroup of Aut(X ,P). We do not distinguish between G and ι (G). Since
card(I) < ∞, the action of G is quasi-transitive, that is, G acts with finitely many orbits, namely the orbits
are {i}×G, i ∈ I. Since the random walk P is recurrent, it follows from [Woe00, Theorem 5.13] that X is
roughly isometric with the 1- or 2-dimensional grid. In particular, the growth function of X is polynomial
of degree one or two. We can then apply [Woe94b, Theorem 4.1] to the discrete subgroup G of Aut(X ,P).
The theorem states that there exists a compact normal subgroup N of G such that G/N contains Z or Z2
as a finite index subgroup. Because N is compact and discrete, we have that N is finite and hence, G is a
recurrent group. 
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