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Abstract
One of the inherent characteristics of speech is that the same discrete units like phonemes,
syllables, or words appear vastly different in the articulatory and acoustic domain. Acoustic
variation can be thought of as the consequence of various forces driving speech production,
including production effort and the need to maintain perceptual distinctiveness of contrastive
elements. Variability is then not just random noise, but on the contrary, is structured. Yet,
little is known about the general structure of acoustic variation, with primary focus having
been on its sources thus far. This work attempts to fill the gap through an investigation of
the general structure in the acoustic variation of stops, to see how variation is related to a
stop’s phonological features.
The primary focus of this thesis is on the relationship between acoustic cues to a stop’s
contrastive phonological features, and whether that relationship is maintained or changes
under variation. Two patterns of cue co-variation are considered here: uniform co-variation,
i.e. where both cues either get weaker or stronger, or compensatory cue co-variation, where
one cue weakens as the other strengthens. The patterns of cue co-variation reflect distinct
properties of speech, such as the continuity of articulation, on one hand, and the limited
capacity for sequential independence between gestures that make up the stop. Within this
framework, two major questions are investigated. The first questoin is whether two acoustic
cues related through patterns of uniform or compensatory co-variation. Specific hypotheses
tested are (a) that uniform co-variation of cues is more prevalent than compensatory variation
due to additional effort most likely required for the latter; (b) that compensatory variation
is likely to occur when necessitated by communicative goals; and (c) that the burst portion
of the stop is more likely to host compensatory co-variation than the closure, because of
different degrees of freedom available to the speaker. The second question is how phonological
features of contrast are preserved under variation, as expressed in the parameters of the cues
relationship.
To answer these questions, linear regression models were fitted to the measurements of
acoustic duration and amplitude of the closure and burst intervals for the canonical realiza-
tions of stop consonants drawn from the Buckeye speech corpus. The slopes of regression
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lines were evaluated by simple slope analyses in order to assess their sign and magnitude:
the sign carries information whether the relationship of cues is uniform or compensatory,
while the magnitude reflects the differences in the categorical affiliation of the stop (place of
articulation, voicing, and position in the word). Results indicate that phonological contrast
is often preserved under variation in either the direction or, more commonly, the magnitude
of the slopes of the regression lines relating a pair of cues. The majority of cue pairs are in
uniform co-variation. Compensation is observed in subsets of the data for some of the cue
pairs, most clearly in voiced stops and involving burst cues, i.e. when most needed percep-
tually or most easily achieved articulatorily. The implications of these findings are discussed
with respect to current theories of speech production and, more generally, the search for
invariance in speech.
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Chapter 1
Introduction
This thesis investigates patterns of acoustic cue co-variation in spontaneously produced
American English oral stop consonants (hereafter, stops). Extensive variability of speech
has been a major problem for researchers, often standing in the way of finding answers to
some of the central questions, one of which is accounting for invariance at the phonological
level when it is lacking at the phonetic one [Perrier, 2005]. Acoustic variation can be thought
of as the consequence of various forces driving speech production, including production effort
and the need to maintain perceptual distinctiveness of contrastive elements. Variability is
then not just random noise, but on the contrary, is structured. Yet, little is known about the
general structure of variability, with primary focus having been on its sources thus far. This
work attempts to fill the gap by trying to uncover such general structure in the variation
of stops, and seeing how it is connected to the stop’s phonological features. The specific
question is whether two acoustic cues of the stop are related uniformly, i.e. both either get
weaker or stronger, or in a compensatory manner, whereby when one cue is weakened, the
other is strengthened in response. Answering this question raises the issues of whether uni-
form or compensatory co-variation of cues is promoted in speech, and under what conditions
the production process may lead to one over the other.
1.1 Variability and invariance in speech
Variability is undoubtedly one of the most compelling characteristics of speech. It is pervasive
in that hardly any aspect of speech production does not introduce some uncertainty to its
acoustic outcome, with coarticulation, prosody, speaking style or speaker identity being just
some of the sources that influence production. In the simplest sense, variability means that
linguistically meaningful units of speech (like phones or words) that are expected to be the
same, with the expectation coming, at least implicitly, from their sameness in the cognitive
domain, are often physically manifested in very different ways. Variability is not a problem
in itself, but it surfaces as such when solutions to many speech and language related problems
are sought: how children learn to speak given the diverse material they are exposed to, how
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linguistic categories are encoded in the highly variable physical signal, how listeners extract
these categories, and so on. On the whole, speech variability has proven to be a serious
challenge to formulating answers to these and many other questions, with researchers having
been unable to define strict correspondences between discrete phonological units (phones,
features, syllables) and their physical correlates. Moreover, it appears that the difficulties
faced by researchers in making sense of how variation affects various facets of language and
speech have been, in a way, attributed to the listeners as well. This impression is buoyed
by the way the questions that deal with variability and its functions, are phrased in terms
of listeners ‘coping’ with or being ‘confronted’ by it [Jesse and McQueen, 2011, Magnuson
and Nusbaum, 2007, Nagao and de Jong, 2007, Sumner and Samuel, 2005], despite the
wide-spread acknowledgement that listeners have little trouble in perceiving speech, even in
difficult conditions.
The reasons for this ambivalent view of variability are twofold. First of all, the inquiries
where variability comes into play and the data generated as a result thereof, are objectively
complex. An even more important reason is perhaps the assumptions behind theoretical
frameworks within which the issue of variability has been dealt with. One of the central
issues dominating linguistic research for several decades has been finding an explicit map-
ping between categorical units of speech (whether phonemes or distinctive features) and sets
of articulatory and/or acoustic correlates, a mapping that holds irrespective of the context
the units occur in while being phonetically instantiated. This task, commonly known as
the search for invariance in speech, has been represented by such lines of research as motor
theory [Liberman and Mattingly, 1985], direct realist theory [Fowler, 1986], or the theory
of acoustic/auditory events corresponding to distinctive features (specifically, the landmark
and the quantal theories of speech) [Blumstein and Stevens, 1979, Stevens, 1989, 2004].
All of these research directions share the assumption that the constancy of perceptual con-
structs in speech is to be found in the invariant characteristics of the physical signal, with
the differences between the three coming from claims as to what these invariants are: the
motor programs, the articulatory movements or gestures, or the acoustic/auditory features,
respectively. The focus, then, has been on uncovering the properties of speech which re-
main unchanged under most conditions, so by the very nature of the questions asked within
this framework, variability has been assumed and accordingly treated as epiphenomenal, a
by-product of the speech process that is not central to the way speech is perceived and, by
extension, produced.
At the same time as this research program, in its various guises, was being pursued,
and in fact often as its outcome, there has been a growing body of work that exposed the
extent and important functions of variability in speech and language. Amongst examples
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of this are studies that documented extensive across-talkers variability and its effects on
speech processing [Allen et al., 2003, Hillenbrand et al., 1995, Johnson, 1997, Peterson and
Barney, 1952, Pisoni, 1997] or within-speaker variability due to coarticulation [Farnetani,
1999, Magen, 1997, O¨hman, 1967] and prosody [de Jong et al., 1993]. As a result of this
evidence to what has been referred to as the intrinsically variable nature of speech, as well
as lack of definitive solutions to the invariance problem, there has been a shift away from
looking for invariant properties of speech to understanding the structure of and information
conveyed by variation.
This change in focus is exemplified by a number of attempts to respond to the phe-
nomenon of variation, ranging from augmentations of previous views to a more radical re-
thinking of the claim that there are invariants in speech, and listeners depend on them for
speech processing. The revised version of the quantal theory of speech is an example of the
former, with the search for invariance, not altogether abandoned, having been enriched by
incorporating some of the sources that account for much of observed variability, such as coar-
ticulation and prosody, as well as trying to account for the wide variation across languages
in encoding a fairly small set of distinctive features [Stevens and Keyser, 2010].
A more fundamental departure from the invariance framework is represented by the
H&H (hypo- and hyper-articulation) theory [Lindblom, 1990, 1996] and the exemplar theory
[Pierrehumbert, 2001, 2003, Port, 2010], among others. In the H&H theory, the search
for invariance is replaced with determining discriminability criteria of speech sounds, and
variability is viewed as a result of structured modifications made by the speaker in order
to make the output signal conform to a host of linguistic and extra-linguistic demands. In
effect, the varying properties of speech are the ones that allow the listeners to extract the
information not residing in the signal itself but which, in the claims of the theory, contribute
in crucial ways to the categorical percepts through the ‘signal-complementary processes’
[Lindblom, 1990].1 Exemplar theory goes even further in promoting the role of variability in
speech perception. Far from being an impediment, it is the carrier of fine phonetic details
that encode, among other things, the speaker identity to which information the listeners
have been shown to be sensitive [Bradlow et al., 1996, Mullennix et al., 1989, Nusbaum and
Magnuson, 1997]. The variable characteristics of the speech signal are not discarded after
(and in preference to) the abstraction of the linguistic categories; instead, they are stored in
memory and play an important function in various speech tasks, such as deriving categories
1Although the H&H theory makes variability of speech its central tenet, in postulating its causes to lie in
the production adjustments to suit the needs of the listeners, it limits the scope of variation that it is able
to explain, leaving much of systemic, i.e. language- as opposed to speech-related, variation unheeded. This
limitation is one of the principal weaknesses of the theory, in my opinion.
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from statistical properties over stored forms, lexical retrieval, and so on [Johnson, 1997,
Kraljic et al., 2008, Magnuson and Nusbaum, 2007, Nygaard et al., 1995].
In addition to these theoretical proposals and the data that have been generated in
testing them, there have been other studies that provide important insights to the function
of variability in speech and language, which indicate that variability is structured in such
a way as to carry an informational load of diverse nature. For example, certain variability
in the fundamental characteristics of speech, such as duration, amplitude, or the frequency
spectrum, as well as pitch and loudness, can convey information related to the prosodic
groupings (e.g. word or phrase boundaries) or various levels of prominence. These changes
are used by speakers to confer meaning to the physical signal and by listeners to extract it,
thus playing a vital role in communication [Cutler et al., 1997, Frazier et al., 2006, Keating,
2003].
Aside from its role in facilitating speech processing, variability plays a more systemic role,
such as maintaining phonological contrast in a language. Thus, Iskarous and Kavitskaya
(2010) investigated how the contrast between palatalized and non-palatalized trills, which
are phonetically demanding segments, is manifested in Russian. They found that subtle
effects in prosodic and coarticulatory variability contribute to the stability of the contrast,
with the specific strategies to achieve this stability, such as partial de-trilling and gestural
sequentiality, being phonetic versions of some of the phonological strategies in other Slavic
languages, which have actually resulted in the loss of this contrast.
Contextual variability has often been seen as a hurdle to the extraction of categorical
information. Recent studies, however, indicate that such variability can instead be used to
identify categorical linguistic units in the speech signal. Thus, parsing the variance present in
the acoustic signal by assigning it to its different sources, leads to the emergence of discrete
categories and thus aids in categorical perception [McMurray et al., 2011]. This is accom-
plished through preservation of fine-grained (i.e. continuous-valued) phonetic information
until the late stages of speech processing and the subsequent contextual compensation with
respect to linguistic categories [McMurray and Jongman, 2011, Toscano, 2011].
All of these studies suggest that variability is there not as an undesirable by-product
of speech production that complicates the task of speech perception. On the contrary,
variability plays an important role, or more likely a multitude of roles, which contribute in
crucial ways to successful speech communication. Still, one can hardly dispense with the
notion of invariance in speech, despite the difficulties faced by the researchers in finding it,
since the reason for it lies in the basic fact that the continuous speech signal is mapped by
both speakers and listeners to some discrete units. Therefore, there is a continued need to
uncover the mapping between the linguistic categories and the physical properties that serve
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as their correlates.
There is a connection between the variable properties of speech and invariable features
of the language. Just as variability aids the maintenance or retrieval of the categories, the
invariant, categorical units limit the scope of variability. In a sense, the linguistic unit
transfers some of its structure to the variable signal it is instantiated in. A natural question
is what happens to the linguistic structure as it is phonetically realized and hence subject
to various sources of variation? This in turn is equivalent to the question of what the
structure of variation is; that is, are there some persistent characteristics that variability
exhibits, and how it is related to the phonological structure? Looking for the relationship
of linguistic structure and speech variability then hopefully brings us closer to finding or
possibly re-defining invariance.
1.2 Compensation and uniformity as patterns of
variation
One question that is helpful in thinking about the patterns of variation is how the realization
of one cue affects, or is related to, the realization of the other, with the cue being defined as
a measureable characteristic of the acoustic signal which serves to mark some phonological
feature. There are two reasons for considering the relationship between cues. The first one
is due to the fact that the way the cues are related to each other may be affected by the
phonological features that acoustic cues serve to convey. The second reason to examine cue
co-variation is because of the shared production basis that many cues have. It must be
noted that although more than two acoustic cues may be related (either by bearing the same
phonological function or by a common set of production events), to make it a more tractable
problem at the moment, only pair-wise relationships will be considered here.
There are three fundamental ways in which two acoustic cues may be related. The first
one is that the realization of two cues is unaffected by each other; this describes the null
effect. The second possibility is that the realization of both cues is similar, that is the two
either strengthen or weaken, where strengthening is a change in value that increases acoustic
distinctiveness and weakening is the opposite effect. For example, the duration of the stop
closure can signal the plosive manner; if then there is an increase in closure duration, it
signifies the strengthening of this cue (with respect to manner specification). Since the
cues move in the same direction of optimality, I refer to this trend as that of a uniform
co-variation. The third possibility is that, if one of the cues is impaired, the other cue is
strengthened to compensate for this; this is a compensatory pattern. It is apparent that, if
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given some actual data where the realization of two cues is evaluated with respect to their
relationship to each other, the qualitative interpretation of the observed patterns depends
on the definition of optimality of the cues. For example, if cues A and B exhibit a positive
association over the speech tokens, it should be interpreted as uniform co-variation if both
of these cues are more or less optimal at the same end of their respective ranges; otherwise,
a positive relationship will signify a compensatory relationship.
What are the factors that may come to determine/influence whether cues end up being
in a particular relationship? As mentioned above, the acoustic cues may stem from the same
production mechanism. This establishes grounds for uniform co-variation: if the underlying
articulatory event (or a complex thereof) is optimally realized, so will the acoustic cues that
articulation gives rise to, and vice versa. So, for uniform co-variation to take place the cues
must share some production basis.
If two cues do result from the same set of articulatory actions, it does not automatically
entail that they will exhibit uniform co-variation, because the connection between cues is
not mechanical. Thus, the speaker may choose to employ some articulatory strategies that
will lead to greater coupling of some two cues (cf. the role enhancement strategies play in
the revised quantal theory [Stevens and Keyser, 2010]) and therefore to a greater degree
of uniform co-variation in these cues. On the other hand, it is possible that under some
circumstances the realization of the cues may be disengaged, even in the presence of some
common articulatory basis. In that case, the cues may exhibit the pattern of compensation.
What are the factors which determine the relationship between two acoustic cues? One
of the issues that bears upon whether the cues can enter into compensatory relationship is
the ability of the speaker to change the natural dynamic of the production mechanism that
links the two cues, which depends on the degrees of freedom the speaker has at their disposal
in speech production. This highlights that the issue of motor control of speech production
is central to the discussion of variation [Fuchs and Perrier, 2005]. The question, however, is
not only whether the speakers are able to disentangle the production of the two cues in ways
that suit their purposes, but also whether this additional effort is warranted. The answer to
this presumably lies in the linguistic goals that are to be achieved by the production of the
cues. Thus, the linguistic load that the cues carry is another factor that has the potential
to exert influence upon the realization of the cues.
This preliminary discussion can be summed up in the following claim: Given some shared
production basis behind two acoustic cues, they will be in uniform co-variation, unless there
is an important reason for the speaker to apply additional effort to prevent uniform co-
variation and the speaker has the ability to influence the production process to that effect.
In order to see how evaluate this claim for the production of stops, it is necessary to: (1)
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establish what acoustic cues convey the phonological structure of the stop; (2) establish
whether cues are related through production mechanisms (this will lead to hypothesizing
uniform relationship between the cues); (3) consider whether there are some ways in which
this shared production basis may be circumvented and whether there is some non-production
gain to undertake such an effort, for example an increase in perceptual distinctiveness. If so,
it will lead to hypothesizing a compensatory relationship; note that the failure of either of
these two conditions will lead to postulating uniform co-variation.
1.2.1 Existing evidence for compensation and uniformity
The two principal hypotheses, uniformity and compensation in cue covariation, have been
previously explored by researchers in some form. I will now give what I think are the most
signficant examples of the theories and empirical evidence that support each view. The chief
goal is to establish the credence of both hypotheses, as well as to see in which way the
issues of speech production control and linguistic goals have been manifested. The H&H
theory, and the empirical evidence of clear and reduced speech, are cited as the first class of
examples that are in line with uniform co-variation. The second type of examples comes from
prosodically-conditioned variation that has been claimed to result in segmental strengthening
or weakening. For the compensation hypothesis, the chief example is the theory of motor
equivalence and the evidence that is cited in its support. Note that although these are
brought up as illustrations of the uniformity and compensation hypotheses, they are neither
direct tests of these hypotheses, as I have defined them, nor do the findings put forth in the
present study provide direct evidence to support any one of the established theories.
The H&H theory states that speakers adjust their production in order to match their
acoustic output to the communicative needs of the listener while at the same time adhering
to the economy of effort principle. As a result of this strategy speech is either hypo- or hyper-
articulated: when the output constraints are ranked as more important than the system
constraints, hyper-articulation ensues, whereas if systemic constraints, which favor low-cost
production, take over, speech is hypo-articulated. Effectively, the theory predicts that speech
is varied uniformly either in the direction of strengthing or weakness. Despite describing the
theory as “one-dimensional”, Lindblom suggests that “motor behavior in general is organized
to be inherently compensatory”, with trading relations in speech production seen as instances
when “output constraints overrule system constraints.” [Lindblom, 1990, p.419-420].
Clear speech phenomena have been used to illustrate the hyper-articulation range of
the H&H theory. At the same time, research on clear speech subsequent to the theory’s
emergence has been explained within the framework of H&H. Clear speech covers speech
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production modifications which speakers employ when presented with a situation or an
audience that requires increase in intelligibility of the speech output. These modifications
lead to the enhancement of the acoustic cues. Some examples of such changes in consonants
are increased duration and increased energy of non-silent portions (like frication), and in
vowels, the expansion of the vowel space through more extreme formant values, increases
in vowel duration, and increased intensity [Smiljanic´ and Bradlow, 2009, Uchanski, 2005].
Importantly, the cue enhancements are often concomitant, so that one strengthened cue
co-occurs with one or more other strengthened cues. The speaker, however, appears to
have control over which cues they enhance and to what extent, and researchers have not
been able to identify sets of cues that are always strengthened together. An example of
this is a study, conducted by Ferguson and Kewley-Port (2007), of how the enhancement of
acoustic cues increases intelligibility for normal listeners tested with two groups of speakers,
one which produced a large intelligibility benefit and one with no such benefit. They found
that both groups showed an enhanced vowel space (manifested in raising of F2) and vowel
lengthening in the clear speech condition as compared to the conversational speech, with
speakers of the ‘big benefit’ group on average exhibiting a greater degree of enhancement
and also additionally expanding the vowel space along the F1 dimension. Crucially, some
speakers from the ‘big benefit’ group showed characteristics of speakers from the ‘no benefit’
group, and vice versa, which highlights the presence of talker-dependent strategies [Ferguson
and Kewley-Port, 2007, Smiljanic´ and Bradlow, 2009].
On the opposite end of the spectrum to enhanced speech are various reductive pro-
cesses at the segmental and suprasegmental levels. Not all of those fall under the heading
of hypo-articulation, with researchers making distinction between the reduction rooted in
phonological factors, such as vowel reduction in ustressed syllables, and phonetic reductions
due to extra-linguistic factors such as speaking style, rate, or emotion [Savy and Cutugno,
1997]. In both cases, though, there is evidence of concomitant reduction of cues. Thus,
in vowels, the shortening of duration is often accompanied by the under-shoot of formant
targets [Moon and Lindblom, 1989, Mooshammer and Geng, 2008], with speakers being able
to exercise some active control over the extent of the undershoot [Van Son and Pols, 1992].
Similarly, in consonants, a number of weakening signs often co-occur: in the articulatory do-
main, reduced excursion of articulatory movements, less precise spatial target achievement,
more open position of the vocal tract during constrictions [Barry, 1992]; acoustically, lower
correlation coefficient for F2-locus and lower center of gravity in non-plosives [Van Son and
Pols, 1995, 1999]. Just as with strengthened cues in clear speech, speakers show variability
in how the reduction of one cue co-varies with that of another, thus implying that speakers
can exercise some control over the nature and degree of reduction.
8
Prosodic factors such as (non-lexical) stress, focus, or prominence, also play a role in
whether the realization of phonetic units is weakened or strengthened. Thus, vowels increase
in duration and sonority, and exhibit enhanced place features as encoded in the F1-F2
space when accented or at edges of prosodic domains [Cho, 2005, Cho and Keating, 2009].
Consonants also show strengthening effects, such as greater contact area of articulators,
longer duration of contact, and greater magnitude of articulatory movements [Fougeron and
Keating, 1997, Byrd et al., 2005]; acoustically, increase of durational characteristics (VOT,
closure), higher energy during the burst of plosives or closure for sonorants, increase in
spectral mean [Cho and Keating, 2009, Cole et al., 2003, Van Son and Van Santen, 2005].
On the other end of the continuum, both vowels and consonants have shown reduction in
prosodically weak environments, essentially showing articulatory and acoustic effects oppo-
site to those observed for strengthened segments [Cole et al., 1999, Kuzla and Ernestus,
2011]. One important finding that emerges from these studies is not only wholesale weaken-
ing or strengthening due to prosodic factors, but fact fine differences in the precise way the
enhancement or weakening is implemented that carry information about the prosodic factor,
i.e. whether it is phrasal accent, prominence, or a domain related effect. Also present is the
interaction between the phonetic realization of prosodic effects and the phonological system
of a language; the prosodic strengthening or weakening appears to be moderated by contrast
preservation demands [Cole et al., 2007, Kuzla and Ernestus, 2011, Recasens, 2004].
A theoretical framework that most prominently forwards the idea of compensatory be-
havior in speech is the theory of goal-based motor control [Perkell et al., 1995]. The central
proposal of this theory is that articulatory movements are organized to achieve a sequence
of articulatory and acoustic goals, which correlate with the distinctive features. In order
to achieve these goals while keeping acoustic variability within certain limits, the speaker
may employ the strategy of adjusting speech movements in complementary fashion. Thus,
trading relationships whereby, if the movements of one or more articulators are impaired in
some way, movements of other articulator(s) compensate for it, are one of the key speech
production strategies that has been postulated within this theory which is integral to its
major claim of auditorily-specified goals.
The evidence that was originally cited in support of the motor equivalence claim came
from articulatory data on production of /u/ in English; it is produced with constricting
the velo-palatal region, which is accomplished by the raising of the back of the tongue, and
lip rounding. It was found that some subjects had negative correlation between degrees of
tongue raising and lip rounding (as expressed through upper lip protrusion), which means
that lower tongue positions were compensated for with more extreme lip rounding. The re-
sults varied across and within subjects. The authors tried to explain this variability through
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two additional claims. The variability across subjects was suggested to be attributable to
different articulatory strategies speakers have access to in order to constrain acoustic vari-
ability, possibly depending on the minutiae of their individual physiological and anatomical
characteristics. Variation within subjects, expressed through presence of the motor equiv-
alent strategy only in the subset of data, was proposed to be due to the factors beyond
the immediate phonetic and phonological identity of the target segment, specifically in this
experiment, the coarticulatory effects from adjacent vowels. The authors conclude that “[a]
variation-constraining motor-equivalence strategy might be most evident when it is really
needed, among tokens that occur near the acoustic-phonetic boundary.” [Perkell et al., 1995].
These results for /u/ production were further confirmed in an experiment with perturbed
speech, where similar patterns were observed [Brunner et al., 2008].
There have been other attempts to find support for motor equivalence and its influence on
the acoustic variability in both natural and perturbed speech. Motor equivalent strategies
have been observed in the production of the German palatal sibilant using an artificial
palate, with subjects co-varying the constriction in post-alveolar regions and protrusion of
lips [Brunner and Hoole, 2012]. In several studies of production of /r/ in American English
[Guenther et al., 1999, Nieto-Castanon et al., 2005], the subjects have exhibited trading
relationships in their articulation by co-varying constriction length, front cavity length, and
constriction area in a way to result in lowering of F3, which is the primary acoustic cue for the
various productions of /r/. The important difference of these results as compared to other
attempts to demonstrate motor equivalence [Brunner et al., 2008, Brunner and Hoole, 2012,
Perkell et al., 1995, Smith and McLean-Muse, 1987] is that all subjects showed co-variation
of physical measurements in the expected direction, while utilizing different strategies in
doing so. The authors concluded that the uniformity of results was due to two factors. The
first one is the usually highly variable production of /r/, therefore presenting researchers
with more opportunities to observe trading relations. The second reason for more consistent
results is that the data were evaluated for the presence of several prospective strategies, as
opposed to other such studies in which only one strategy was posited [Brunner et al., 2008,
Brunner and Hoole, 2012, Perkell et al., 1995, Smith and McLean-Muse, 1987].
This section presented theories and empirical evidence for both the uniformity and com-
pensation hypotheses. The evidence for both hypotheses has been variable and incomplete,
with subjects adopting a variety of strategies to achieve articulatory, acoustic, and prosodic
goals. The precise ways the strategies, of both kinds, are implemented are affected by phono-
logical and contextual factors, which accounts for the variability in results.
One thing to note is that acoustic studies reviewed here have mostly provided evidence
for uniform co-variation, with examples of compensation coming almost exclusively from
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articulatory studies. This is likely to be reflective of the particular research questions asked
in these studies and not necessarily an indication that compensatory co-variation cannot be
observed in the acoustic data. That said, careful examination of theoretical claims of both
H&H and motor equivalence theories leaves the issue of acoustically observed compensation
unaddressed, at best.
Thus, H&H theory predicts that uniform co-variation among cues is more likely, and
although trading relations are mentioned as being an inherent principle of motor organization
(see the quote from Lindblom cited above), it is nevertheless suggested that these are present
when output (i.e. perceptual) constraints outweigh system (i.e. production) constraints.
Since the latter is precisely the case when, according to H&H, hyper-articulation happens,
the theory does not leave a possibility for compensation in the output. If read broadly,
though, H&H may allow for compensation in the acoustic output under some circumstances,
even if it neither states so explicitly nor specifies in detail what these circumstances might
be, other than they are communicative demands. Overall, H&H rather does not predict
acoustic compensation, favoring uniform co-variation in acoustic cues instead.
The motor equivalence theory, despite directly assessing compensation in production,
does not preclude the existence of acoustic compensation. The theory states that trading re-
lationships in production are present in order to reduce acoustic variability, so this allows for
a possibility of compensation between acoustic cues when such compensation results in low-
ering overall variability. Moreover, the instances where production compensation has been
suggested to take place is when the target segments warrant this due to being either chal-
lenging articulatorily (like trills) or falling towards the edges of acoustic-phonetic boundaries
[Perkell et al., 1995].
Despite the fact that there has been no clear proposal that acoustic compensation is
to be observed, both H&H and motor equivalence theories explicitly suggest that speakers
are more likely to resort to motor compensation under some conditions. In this vein, there
have been numerous empirical observations that some phonemes display skewed typological
distribution across languages or a limited positional distribution in a language, the phenom-
ena that the phonological notion of markedness tries to capture [Hume, 2011]. The general
consensus is that there are speech segments that are more difficult from the production
standpoint or more easily compromised from the perceptual one. Some common examples
of the former are the afore-mentioned trills, fricatives, or pharyngeal stops [Ladefoged and
Maddieson, 1996]. Among perceptually more difficult segments may be considered fricatives,
high vowels, stops in word-final position, and so on. These are the kind of cases when H&H
and motor equivalence theories suggest that additional production effort resulting in motor
compensation is most probable.
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1.3 General questions and hypotheses
Having now set the overall framework for the questions here about the structure of variation
and having reviewed previous evidence pertaining to it, I will now outline, in general terms,
major questions and hypotheses that occupy this thesis.
Given that there has been neither evidence of compensation in acoustic cues nor a theo-
retical proposal that explicitly predicts it, the question of whether there is acoustic compen-
sation is an important one, since a positive answer will highlight a possible omission from
theories of speech production, as well as promote a new focus in empirical studies. Therefore,
this is the first question that I seek to answer in this thesis. At the same time the discussion
of theoretical and empirical studies on uniform and compensatory co-variation suggests that
compensatory variation is rather an exception than a rule, in contrast to uniform variation.
The hypothesis then is that the extent of compensatory cue co-variation is limited, while
that of uniform cue co-variation is wide. More specifically, the hypothesis advanced here is
that compensatory cue co-variation occurs to promote the perceptual salience of the phone
in contexts where phone production is expected to be weakened or reduced, e.g., due to
hypoarticulation, or greater coarticulation.
A second question pursued here is how phonological features affect co-variation. Are
there differences in patterns of cue co-variation for stops that differ in their phonological
specification for voicing or place of articulation? Is there a consistent pattern across cues,
or do cues vary individually and unrelatedly? Do cues that define one contrast always move
in the same direction or can they go in opposite directions? Is there symmetry across the
members of a contrasting category (e.g., do voiced stops vary as much as voiceless)?
The relation between co-variation patterns of two cues is captured by the regression line
between measurements of each cue. To anticipate that there may be some variability in
results, especially due to categorical attributes of these stops, consideration of the degree
of the strength of relationship can be important, as well as its direction. The quantitative
expression of these is in the sign of the slope for the regression line, which corresponds to
the direction of association, and the magnitude of the slope, which encodes the strength
of association. By including categorical attributes of the stop into regression models and
allowing the slopes of regression lines to vary, one can observe differences due to these
categorical factors. These differences can be in the direction or magnitude of the line. In the
former case, the difference between categories will be in the pattern of variation, i.e. uniform
versus compensatory; in the latter case, the categorical differences will be due to the degree
of association, for example, how strong or weak is, say, uniform co-variation.
To go one step further in the investigation of contrast maintenance in the face of varia-
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tion, the question can be asked whether the relationship between two acoustic measures, as
expressed in the direction of the regression line relating the two or the magnitude of its slope,
can serve as a (multi-dimensional) cue to the categorical features of the stop. This question
has its antecedent in the work on locus equations as cues to stop POA, which have been
treated as relational invariants [Sussman, 1989] and whose existence in the acoustic signal
is traced to the patterns of articulation [Iskarous et al., 2010], and which provides some
evidence for relational invariance in temporal organization of articulation [Tuller and Kelso,
1984]. Are there systematic patterns of cue co-variation such that they yield a relational cue
to phone identity, as with locus equations? If there are consistent and statistically significant
differences in the sign or magnitude of the slope for different categorical attributes of the
stop, this view will receive some support.
1.4 Variation in the production of stops
This section builds the stage for addressing the questions and testing the hypotheses laid out
in the previous section in the acoustic realization of stops. The questions that are addressed
here are as follows: What are the cues for phonological features of stops in American English
and how are they related to each other on the production basis? Can the production events
underlying the cues be made more independent? What are the possible production and
perception factors that may influence the pattern of cue co-variation for a given pair of
cues?
1.4.1 Linguistic structure of the stop
When a stop consonant of English is produced by the speaker and identified by the listener,
the following properties must be present: (1) the segment is a plosive, (2) the segment is
labial, coronal, or velar, (3) the segment is voiceless or voiced. These three properties define
the dimensions of phonological contrast of the stop consonant corresponding to its manner,
place of articulation (POA), and voicing. A host of articulatory events, and their resulting
acoustic correlates, enact these characteristics. There are certainly instances when not all of
these properties are enacted in the most optimal manner and yet listeners are able to recover
the phonological information intended by the speaker [Deelman and Connine, 2001]. These
instances represent deviations from the optimal realization of the stop and as such do not
invalidate the view of what the phonological structure of the stop is, but indicate that the
actual realization of the phonological structure through the phonetic one is quite complex.
Just how the phonological structure of a stop is instantiated phonetically is language
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dependent. In American English, a stop must be distinguished in manner of articulation from
other consonants present in the language, such as sonorants, fricatives, or affricates, in a way
that is determined by the phonetic realization of these competing segments. In principle, the
full constriction of the stop distinguishes it from the fricatives and approximants, and its oral
quality from the nasals; the frication of aspiration noise during the stop’s release contributes
to its distinctiveness from the sonorants; the quality of transition from the constriction to the
release, as well as the nature of the release noise, sets up the opposition to the affricates. From
the description of these contrasts it follows that the stop is a segment that is characterized by
a tight constriction followed by a fast release of articulators. This characterization of manner
implementation defines the production of a major subset of phones that are phonologically
categorized as stops. Such allophones as flaps, unreleased, or glottalized stops are produced
differently in the quality of their constriction and/or release.
Since the focus of this investigation is variation in the phonetic realization of canonical
stops (when they are followed and/or preceded by vowels), it is necessary to describe what
these are. I define a canonical stop as one which has a clearly identifiable closure and release,
with the boundary marked by transient noise. There are two main reasons for limiting this
study to canonical stops, which represent only a fraction, if fairly substantial, of the full set
of stop realizations. The first reason is practical, namely, to have a uniform way to extract
acoustic parameters from all stops tested and to have an identical evaluation procedure
of those parameters. It is not possible to judge against the same criteria a token of /t/
with a closure and release well manifested and a flapped /t/. Even in cases of less distinct
allophones, say, a glottalized [t], it may be difficult to automatically extract its acoustic
parameters reliably due to the presence of glottal pulses throughout the closure, which is
compounded by the frequent lack of release. The second reason for the restricted focus of
this study is conceptual. The main interest of this study is to learn more about patterns
of variation in stop production, with particular references to uniformity and compensation.
Limiting the type of variation makes it likelier to discern whichever trends may be present.
More importantly, understanding the forces that operate in the canonical stop production
as manifested in patterns of cue co-variation can suggest how allophones with restricted
distribution came to be, on the premise that phonetic variation is the medium through
which phonologized changes enter the language system [Ohala, 1989, 1993, Ω].
1.4.2 Articulation of the stop
This section describes in some detail the processes that are involved in the production of the
canonical stop. The goals are to highlight the events that produce the acoustic signal that
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carries the cues to the stop’s phonological features, tp understand how they are inter-related,
and also to evaluate if the actions needed for the production of some categorical subsets of
stops are potentially more effortful than for others.
During the production of the stop, two distinct but carefully coordinated sequences of
actions take place. The first one occurs in the vocal tract and consists of three major
stages: the formation of the constriction, an interval of full constriction, and then a rapid
release of the constriction. These actions will mainly determine the manner and the place
of articulation of the resulting stop consonant. The second sequence happens at the glottis
whereby the configuration of the vocal folds is manipulated in order to produce either their
vibration while the supraglottal constriction is maintained or to produce an airflow upon the
release of the constriction resulting in aspiration; this contributes to the distinction between
voiced and voiceless stops in American English.
Constriction
When the vocal tract is occluded, the airflow across the constriction ceases, while continuing
across the glottis. The constriction is maintained for an interval of time and the air pressure
builds up behind it. When the constriction is released, there is a sudden burst of air as the
airflow through the vocal tract is resumed. The level of the air pressure is then a crucial
variable in the process of stop production. Although various articulatory and respiratory
adjustments may affect the intraoral pressure are possible, the state of the glottis throughout
the constriction is an important factor: an open glottis allows for faster airflow and therefore
faster pressure build-up, while a closed glottis leads to the opposite. On the other hand,
since the glottis cannot be made impervious to airflow, some pressure build-up is inevitable
in the presence of a complete vocal tract occlusion, and this pressure in turn influences the
state of the glottis by exerting passive force upon it.
There is, then, a close interaction between what is happening at the constriction site
and the glottis. In the articulation of voiceless stops, the glottis must be abducted upon
the formation of the constriction to prevent vocal fold vibration in the early stages of the
constriction. Otherwise, in the absence of active adjustment of the vocal folds, the airflow
through the glottis will cause their vibration for a short period of time, until the pressure
differential across the glottis becomes insufficient to maintain this vibration. As the air
pressure builds up behind the occlusion, it exerts force upon the glottis, thus contributing
to the passive separation of the vocal folds. Upon the release of the constriction, the airflow
through the open glottis creates aspiration noise. As the intraoral pressure drops, an active
adjustment is again necessary to keep the vocal folds apart.
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On the other hand, if the production goal is to maintain voicing throughout most or all
of the duration of the constriction, the vocal folds must be in a proximate position while at
the same time the pressure differential across the glottis is maintained. In order to maintain
airflow across the closed glottis sufficient to cause vocal fold vibration, the intraoral pressure
must be lower than the subglottal pressure. However, because of the occlusion, the air
pressure level rises quickly above the glottis thus preventing the vibration of the vocal folds.
To counteract this dynamic, the speaker has to enlarge the volume of the oral cavity behind
the occlusion which will slow down the increase of the intraoral air pressure. This can be
achieved in a number of ways such as the lowering of the larynx or increasing the pharyngeal
volume through advancing the tongue root. Additionally, lowering the larynx can lead to
downward displacement of the cricoid cartilage, which in turn results in the shortening and
slackening of vocal folds that allows them to vibrate in the presence of reduced transglottal
pressure [Stevens, 1998].
Comparing mechanisms involved in producing the voicing distinction for oral stops, two
points emerge. First, although both voiceless and voiced stops employ some active artic-
ulatory adjustments, voiced stops arguably require more effort than voiceless ones. In the
production of voiceless stops, the presence of supraglottal constriction largely aids in both
the cessation of vocal fold vibration and in having the glottis in a ready position for pro-
ducing aspiration noise. Indeed, at least partly these characteristics are consequences of the
constriction itself. For voiced stops, on the contrary, supraglottal constriction works against
maintenance of voicing, and major adjustments are necessary to overcome this. The second
point is that there is a kind of multi-tasking of articulatory strategies, with a single action
often having more than one benefitial consequence. This is easily apparent in the produc-
tion of voiceless stops where one of the consequences of the constriction itself is cessation of
voicing. But even in the case of voiced stops, despite the antagonistic relationship between
occlusion of the vocal tract and vibration of the vocal folds, there is evidence of multiple
positive outcomes of a single adjustment. This observation is congruent with the position of
the quantal theory of speech in its original form and its revision with additional focus placed
on possible enhancements [Stevens, 1989, Stevens and Keyser, 2010].
The position of the constriction in the vocal tract interacts with the above processes since
the volume of supra-glottal cavity varies with the constriction location; the time needed to
achieve equal intraoral air pressure across the glottis differs as a function of the volume of
the supraglottal cavity. Specifically, the smallest such cavity for velars means that among
all stops velars require the least time to reach the pressure equilibrium. In voiced velars, the
early attainment of a pressure equilibrium makes it more difficult to maintain voicing unless
the duration of the constriction is shortened (note that velars do have shortest constrictions).
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For voiceless the rapidly increasing intraoral pressure, combined with the broader contact
area for velars, may lead to the separation of the articulators; however, due to the Bernoulli
effect, the articulators can be drawn closed again thus contributing to the multiple releases
in velars [Stevens, 1998, p.329-330].
Besides achieving the goals of making and maintaining the constriction, the articulators
also need to get into position required for making a transition into the following segment.
Indeed, the constriction is far from static in that the articulators are continually moving
throughout its duration [Lo¨fqvist and Gracco, 2002]. This adds yet another source of con-
straint upon the constriction, but perhaps at the same time an opportunity to make adjust-
ments needed for the optimal production of either the stop itself of the following segment.
Several points should be taken from this discussion of what happens during the course
of the constriction of the stop. Production actions that are involved in maintaining the
constriction are highly interdependent; especially notable is the relation between glottal ac-
tivity and the state of the constriction. Certain adjustments, which can effectively increase
or reduce this inter-dependence, are available to the speaker. Resorting to the former will
presumably lead to the uniform co-variation of the cues, while the latter may result in the
compensation. At this juncture it is not possible to determine whether one type of articu-
latory adjustment is more or less effortful, and other adjustments not considered here may
also come into play. But this discussion establishes the more general point that articulatory
adjustments enacted during stop production may alter the constriction and/or the glottal
state, and are a potential source of variation in the acoustic realization of place and voicing.
The discussion above also suggests that compensatory cue co-variation may be more likely
for some stops than for others. Thus, voiced stops are more likely to exhibit compensatory co-
variation patterns than are voiceless stops due to the difficulty of maintaining voicing during
stop closure. Similarly, velar stops are more likely to exhibit compensatory co-variation
patterns than are labials or coronals. In these cases, the acoustic cues to voicing or place
are impaired due to aerodynamic conditions during stop production.
Formation and release of constriction
I now shift the focus from the constriction interval to its formation and release. The goal of
the transition into a stop consonant is to make a constriction at a particular place in the vocal
tract by moving articulators to a proximate position and the goal of the transition out of the
stop consonant is to release the constriction while at the same time bringing the articulators
towards the configuration required for the following speech segment. The implementation
of transitions is built upon a complex, mutually dependent relationship between several
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variables: the location of the targets, the distance between them, the trajectory and speed
of the articulators, and the time available or preferable to implement the transition. Some
of the variables are partly determined by the broader context (phonemic, prosodic, etc.). At
the same time the speaker can exercise control over their implementation. For example, in
the situation when the time available to reach the articulatory configuration needed for the
following segment is less than optimal, the speaker may choose to either adjust the location
of the target (of the stop itself or the following segment, or both), a strategy commonly
described as articulatory undershoot, or to increase the speed of articulators in order to
achieve the targets in shorter time, or to adopt a strategy which is a mixture of the above
two [?Perkell et al., 2002]. These options illustrate the property of speech articulation as
having many degrees of freedom.
As the articulators follow their respective trajectories towards or away from the target
configuration for the constriction, the shape of the vocal tract is changing continuously.
(These changes have been modeled by two variables, the cross-sectional area of the vocal
tract at its narrowest and its location along the length of the vocal tract.) The changing
configuration of the vocal tract affects the aerodynamic state: airflow and air pressure. Prior
to full formation of the constriction, the decreasing cross-sectional area results in reduced
airflow terminating in its complete cessation with the onset of the constriction. After the
constriction, as the articulators move apart and towards the next target, the cross-sectional
area rapidly increases, the airflow through the vocal tract resumes and, due to the built-up
intraoral pressure, noise is generated in the vicinity of the constriction location. If a vowel
follows the stop, the noise continues until the onset of vocal fold vibration, the characteristics
of the noise being continuously modified by the changing shape of the vocal tract.
Despite there being some parallelism between opening and closing gestures, these two
phases have been observed to be not symmetric in their properties. Amongst some of the
indications of this are the greater magnitude and rate of articulator displacement for VC
transitions than for CV transitions, observed in coronal and palatal consonants [Kent and
Moll, 1972]. Moreover, in a study of German velar stops in intervocalic context, Mooshammer
et al. [1995] note a number of other asymmetries: in examining the direction of movement of
the tongue in the beginning and end of the (acoustically determined) closure, they note that
the pattern of the articulatory formation and initial stage of maintenance of constriction is
fairly straightforward, with variability restricted to the vertical velocity and thus depending
on the identity of the preceding vowel. On the other hand, the pattern at the release is
difficult to summarize, with data points less clustered than in the closure and therefore more
diverse. In a way, this observation suggests that the articulatory gestures of the formation
of the constriction comprise a more stable configuration, whereas the gestures involved in
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articulation of the release are less tightly organized amongst themselves.
One likely reason for this difference in degree of coordination between closing and opening
consonant movements is different control goals behind these two stages. Louis Goldstein
(personal communication) attributes the findings of Mooshammer et al. [1995] to the fact
that going into consonantal constriction requires greater control, whereas release to some
degree is less actively controlled, hence there being more articulatory cohesion when going
into a consonant than when coming out of it. This position, albeit in accordance with the
articulatory evidence, contradicts some of the theoretical proposals about motor control of
formation and release of consonantal constriction which propose that the two share all or
some of their properties [Boucher, 2008, Nam, 2007].
Another reason for the difference in closing and releasing phases is perhaps due to the fact
that release carries a multidimensional load. With the motion of opening the constriction,
two things must be accomplished at the same time: the release of the constriction itself and
bringing articulators into position for the next target. This view of double duty of the release
is not necessarily obvious, so it requires some justification. An alternative view is to say that
the only goal behind the movements of the articulators away from the constriction is to reach
their next target, the releasing motion (and its articulatory and acoustic consequences) being
an inevitable, if desirable/useful, by-product of this goal. It can be argued that the event
of releasing the constriction of the stop consists of two components: the release and the
transition to the following segment. The evidence for this is the situations when one of
the components is not present: word-finally, the stop release is optional, so speakers have
the option of not producing a releasing gesture, instead proceeding directly to the following
target. In the case of the released token, there is a downward movement of the articulatory
trajectory corresponding to the release, followed by an upward trajectory towards the next
target, whereas in the unreleased case, the downward movement is completely absent. This
refutes the view that the release is inevitable en route to the next target. Even when the
release is present, it has been proposed that its qualities differ depending on whether there is
a transition to the next target coincident with it. Nam (2007) presents a model tentatively
supported by empirical data that in the CV context the release is modified by the next
target, whereas word-finally it is unadulterated.
This double duty role of the release has two implications. There are coarticulatory
constraints placed on the release that go beyond identifying the target stop. This adds
to the challenges of articulatory adjustments that may be needed on order to implement
whichever strategy is warranted. It also highlights the influence of positional differences on
stop production. Thus, due to the different demands on the releasing gesture in non-final and
word- or phrase-final positions, the acoustic realization of the burst is likely to be affected
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by the prosodic variable of position within word, in addition to the identity of the stop itself.
Having thus established that there are differences between closing and opening gestures,
what are the consequences of this asymmetry insofar as the patterns of variation are con-
cerned?
The first thing to note is that the quality of the constriction depends not only on the
production actions that take place during its course, but also on the actions prior to it,
i.e. on the formation of the constriction. Indeed, if the closing gestures of the articulators
failed to accomplish a complete occlusion in the vocal tract, then the maintenance of the
constriction will be compromised. Moreover, despite the constriction being a dynamic and
not a static event itself, there is little that a speaker can do to compensate in the production
of the constriction for the inadequacies of the closing stage. This may be exacerbated by the
property of the closing gestures that they need to be under tighter control of the speaker
in order for the constriction target to be achieved: the flip side of their greater cohesion
may be that, if the closing gestures are not implemented optimally (for example, due to the
insufficient time available), this will necessarily translate into sub-optimal constriction as
well.
Just as the formation of the constriction affects its maintenance, the release of the con-
striction is affected by its quality. The constriction acts as a sort of incubator of the release
as it allows for the build-up of pressure, which, when the articulators are rapidly parted,
generates the noise characteristic of the release. Insofar as the proper build-up of air pressure
is important, if not crucial, for the successful release, i.e. one which is characterized by a
noise of sufficient energy, the realization of the constriction is critical for the realization of
the burst.
Two qualities of the constriction must be present for the adequate air pressure build-up.
The first one is that the constriction must be tight, which means that the active articulators
are compressed, or displaced negatively, against each other (in case of the labial constriction)
or against the passive articulator (in coronal and velar constrictions). If this quality is
not achieved, there are several possible outcomes, depending on the nature of the failure.
Thus, insufficient air pressure build-up may result in a weak burst with low amplitude
and/or shortened duration, which can compromise signaling manner or POA. The improperly
implemented constriction can affect not only the burst, but also the acoustic characteristics
of the closure. It may result in noisy closure if the constriction is not complete and air flow
continues throughout its duration, thus raising the acoustic amplitude during closure. If the
full constriction is achieved but with insufficiently compressed articulators, the build-up of
oral air pressure may result in premature separation of articulators and, subsequently, to
shortening of the closure duration. In sum, if the constriction is sub-optimal, it may lead to
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impairment of acoustic cues of both closure and burst.
Even if conditions for realizing the constriction or the release are not optimal, there are
means available to the speaker that can compensate for it. One of the reasons that the
constriction may be sub-optimally realized is its short duration (due to, say, fast speech
rate), insufficient for the build-up of adequate pressure. In this situation, there are a number
of active adjustments that lead to achieving the appropriate level of the air pressure. There
are several variables affecting the build-up of air pressure. The dynamic is determined by
the basic relationship between the volume of the vocal tract (i.e. the cavity between glottis
and supraglottal constriction) and the air pressure level: the lower the volume, the faster the
pressure rise, and vice versa, all other things being equal. The location of the constriction
is one factor affecting the volume of supraglottal cavity. So for the velar consonants, this
volume is at its smallest and therefore it requires less time for the air pressure to rise than
for labial and coronal stops. Regardless of the place of constriction, reducing the volume
of the oral cavity results in faster rise of air pressure. This reduction can be achieved by
the tensing of the vocal tract walls, thereby reducing their outward displacement by the
increasing pressure level. The strategy of decreasing the volume of oral cavity to speed up
the rise of intraoral pressure works especially well for the voiceless stops, since the open
glottis allows for the unrestricted airflow. In voiced stops, the problem is the opposite,
that is, to slow down the build-up of intraoral pressure in order to maintain the pressure
differential across the (closed) glottis ensuring the vibration of the vocal folds. As has been
mentioned in the discussion of voiced stop production, increasing the volume of the oral
cavity through various means allow for this happen.
The focus thus far has been on the possible way the constriction influences the release,
and by way of this relationship, the acoustic cues of the closure interact with those of the
burst. But it is certainly true that the constriction does not determine the release; after all,
the release is not a passive event in which the articulators are pushed apart involuntarily.
The speaker has control over when or how (fast) to release the constriction. One of the
ways the speaker can actively adjust for possible irregularities during the constriction or for
other forces requiring modifications is to vary the speed of articulators directly or indirectly
involved in making the constriction; presumably, increase in the velocity of the active artic-
ulator(s) can lead to the increase of the amplitude of the burst. Positioning of supporting
structures, such as the lower mandible, can also be varied to make the release more effective
[Mooshammer et al., 2007, Stone and Vatikiotis-bateson, 1995].
A hypothesis that emerges from this discussion is that the release portion of the stop is
where compensation most likely to take place, as opposed to the constriction stage. Constric-
tion maintenance depends on it being properly made. On the other hand, there is greater
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independence of articulatory events in the release, which may allow for compensation to take
place.
1.4.3 Acoustic cues of the stop
This section establishes what acoustic measurements serve as cues for stops and how the
production actions discussed above above lead to their realization. Then it considers the
optimality of cues, i.e. at which general ranges of the measurements the cues might be
considered to be at the strongest or weakest with respect to their perceptual saliance. Despite
being able at best to speculate about optimal ranges of the cues, it is nevertheless necessary
to raise this issue as it is essential to interpreting the relationship of two cues as being that
of uniformity or compensation. Finally, I address the question of whether some cues can
be considered relatively weak for certain subset of stops, and whether this is due to some
production factor that can be compensated.
Cueing phonological properties of the stop
The complex of coordinative events taking place in making, maintaining, and releasing the
constriction translates into an acoustic signal of sequential nature with two distinct parts, the
closure and the burst.2 The formation of the constriction is thus not included in the acoustic
boundaries of the stop: it either falls within and is accessible in the adjacent segment, if it
is a sonorant, or is not directly accessible via the acoustic signal. The closure is a period of
little or no energy, corresponding to the interval of full constriction of the vocal tract. The
burst is an interval of (mostly) aperiodic noise, delineated in underlying articulation by the
time from the release of the constriction to the time of resumption of vocal fold vibration for
the following vowel in the pre-vocalic context. I now turn to considering how the articulatory
and acoustic properties express the phonological features of manner, place, and voicing.
The plosive manner is signaled by two articulatory events: full constriction and its release.
Acoustically, these correspond to the closure and the burst, respectively. As has been noted,
the closure of the stop, and its oral quality, distinguishes it from all the other consonants
other than affricates. The nature of the release is the property that distinguishes stops
from affricates (as well as providing yet another distinction from non-affricates). In the
stops, the rapid release leaves the vocal tract relatively unobstructed; on the other hand, the
release of the constriction in affricates is followed by narrow, fricative-like constriction. This
2The term ‘closure’ can also refer to the action of forming the constriction. To avoid confusion, I shall
reserve this term for the description of the portion of the acoustic signal corresponding in production to the
interval of minimum aperture.
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difference in the releasing actions translates to acoustic differences: both stops and affricates
share a similar transient band, but the frication noise succeeding is longer and of increasing
amplitude in affricates, as opposed to stops [Stevens, 1998].
Stops may lack a release altogether, especially in the word-final position, where the unre-
leased stop is an accepted variant, which may suggest that the presence of the closure is the
necessary and sufficient condition for marking the plosive manner. However, unreleased stops
are restricted in their distribution and, moreover, frequently accompanied by the secondary
acoustic cue of glottalization which has been argued to be there in order to better signal
the silence during the closure [Slifka, 2007]. This means that the release contains significant
cues towards the manner of articulation of the stop, and its absence or weak realization is
sub-optimal. Thus, both closure and burst are necessary for cueing the manner.
The voicing of the stop is primarily determined by whether the vocal folds are abducted
or adducted during the constriction, with vibrating vocal folds resulting in the low-amplitude
periodic noise during the closure for voiced stops, and abducted vocal folds and lack of their
vibration leading to the “silence” during the closure for the voiceless stops, i.e. a period of
very low intensity.3 This is only a partial characterization of how voicing specification is sig-
naled acoustically, since the complex interaction of events happening during the constriction
and upon its release combine in other acoustic effects that are indicative of voicing specifica-
tion in addition to the whether or not there is periodic noise during the closure. Indeed, the
cues for the voicing contrast can be displaced at some distance from the plosive, e.g., in the
duration of the preceding vowel [Hawkins and Nguyen, 2004]. Within the acoustic bounds of
the stop, the secondary cues are expressed in both the closure and the burst. The duration
of the closure tends to be shorter for the voiced stops and longer for the voiceless ones, but
is not consistently so [Davis and Van Summers, 1989, Lisker, 1957, 1977, Nittrouer, 2004].
The burst signals the voicing feature through both its duration and its amplitude, with the
duration of the burst being longer and its amplitude higher for voiceless stops than voiced
ones [Lisker and Abramson, 1964, 1967, Ohde and Stevens, 1983, Repp, 1984]. (The former
distinction is usually termed as a difference in voice onset time). Spectrally, the voiced and
voiceless stops also differ in their burst due to the different sources of noise, with voiceless
stops exhibiting two kinds of noise, frication and aspiration, and voiced stops lacking the
aspiration component.
The place of articulation of the stop is determined by the location of the constriction in
the vocal tract. The labial constriction is accomplished by compressing the upper and lower
lips; the coronals are achieved by the constriction of the tongue tip or blade against the
3In practice, the silence is not absolute but relative.
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alveolar ridge; the velar constriction is made by the tongue dorsum against the hard palate.
Acoustically, the location of the constriction is primarily encoded in the spectral information
which is available for retrieval from the formants present in adjacent vocalic segments or from
the noise of the burst. With respect to formants, the articulatory transition from a stop to a
vowel is evident in the aspiration noise for the voiceless stops and in the vowel itself for the
voiced ones. In the burst, the frication noise is the primary source of the POA identification.
The transient, although also containing this information, is perhaps too short in duration
to serve as a cue. For voiceless stops, the later portion of the frication noise is influenced
more by the identity of the following vowel [Stevens, 1998, Tekieli and Cullinan, 1979]. The
spectral shape of the frication noise conveys the information about POA by the location
(i.e. frequency) of the peaks and their relative amplitude. Besides the primary spectral
cues, POA can also be signaled through the duration of the closure and burst. For the
closure, labials have the longest duration, velars the shortest duration, with coronals falling
somewhere in between. For the burst, the reverse pattern is observed, with labials having
the longest burst, velars the shortest, and coronals again showing intermediate values [Cho
and Ladefoged, 1999, Keating et al., 1980]. Listeners can use these distributional differences
to identify POA of the stop from the duration of the closure [Dorman and Raphael, 1980,
Repp, 1984]; there is preliminary evidence that the burst duration can lead to similar results
[Shuai and Gong, 2012].
With respect to the amplitude of the burst, POA also leads to different values, with the
ordering by POA depending on the portion of the burst. The amplitude of the transient
depends on the velocity of the active articulator(s), with higher velocity at the release being
associated with higher amplitude of the transient [Stevens, 1998]. Therefore the transient
is usually highest in amplitude for the labials, followed by coronals, and then velars. For
the rest of the burst, the amplitude is patterned differently, with labials having the lowest
average amplitude as compared to coronals and velars, and velars generally having the highest
amplitude of the burst [Keating et al., 1980]. The level of the amplitude of the burst on the
whole has been shown to aid in identification of the POA [Repp, 1984], when other cues are
unavailable or ambiguous.
From the above discussion, duration, amplitude, and spectral characteristics emerge as
some of the fundamental cues for the phonological identity of the stop. The cues for the
three contrastive characteristics of a stop are fairly distributed throughout the production,
with no characteristic being concentrated in a single articulatory/acoustic event. Amongst
themselves, they sometimes share and sometimes occupy exclusively a given articulatory or
acoustic event. In order to make predictions as to how the cues might vary in uniform or
compensatory patterns, the optimality of each cue must be specified. With closure and burst
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being such distinct portions of the burst, it is necessary to consider the cues present in each
separately. The cues contained in the closure that are considered here are its duration and
amplitude, and the cues in the burst are its duration, amplitude, and spectral characteristics.
To keep matters simple at this initial stage, the assumption is that it is indeed possible to
assert that a cue is either optimally or less so realized, independently of the state of related
cues. This may not in fact be true, at least in some situations, as acoustic/auditory cues
can enter into trading relationships, on the basis of their perceptual equivalence [Repp et al.,
1978].
To keep this initial exploration of the pattern of variation in stop production more
tractable, only duration and amplitude are considered as the acoustic measures of stop
POA and voicing. Both are easily obtained from the acoustic signal, with the provision that
a separate measure is recorded for the closure and burst portions of the stop. Although
spectral information is the primary cue for the stop’s POA, it is not considered in this study.
In contrast to the measurements of duration and amplitude, the measure of the spectrum
can be less straightforward to obtain and, more importantly, to evaluate. The quality of
spectral information is different depending where it resides, in the formants of the adjacent
vowels or in the noise of the release burst. The earlier portions of the burst (i.e. the tran-
sient and initial frication) reflect more the place of articulation of the stop itself, while the
later portions of the frication and, more so, aspiration when it is present, reflect the place
of articulation of the following segment (e.g. vowel). Given that spectral cues are heavily
affected by coarticulation, it may be impossible to obtain meaningful results using spectral
measurements in the absence of a detailed analysis of the context in which the stop ap-
pears. The spectral measurements, due to the above difficulties with their extraction and/or
evaluation, are not included in the analyses here. It is true that with exclusion of spectral
information from the analysis, a primary cue for POA is not being assessed. This study is
a first step in examining co-variation, and any null finding has to be reconsidered in light
of future evidence from spectral cues in relation to duration and amplitude. Nevertheless,
since both duration and amplitude do serve as secondary cues for POA, their examination
is likely to still give a representative picture of cue co-variation.
Optimality of cues
The duration of the closure encodes the information about the manner of stop, its voicing,
and its POA. For the manner to be properly perceived, the closure has to be of sufficient
duration, the precise range of its values being dependent on the place of the stop, its voicing,
as well as the overall temporal characteristics of the signal (for example, the speaking rate).
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With respect to the manner perception, presumably the longer the closure, the more robust
cue it is. The POA and voicing introduce distinctions in the closure duration according to the
specific values of these features as was discussed earlier, with, say, voiced labial expected to
have the shortest closure and voiceless labial the longest. This does not mean that there are
contradictory demands on the closure duration, but that the duration has to accommodate,
i.e. integrate, all three. The process of such integration is complex, with acoustic cues for
different phonological features entering into interaction when residing in the same portion of
the signal [Repp et al., 1978]. That said, provided that the distinctions between voiced and
voiceless stops, as well as different stop places are maintained (by presumably having a wide
enough overall range of values), the longer duration of the closure is more optimal than the
shorter one.
The amplitude of the closure signals stop’s manner and voicing. To be considered optimal,
the amplitude throughout the closure is expected to be low. This is true for both voiceless
and voiced stops, despite the fact that the two are expected to have different amplitude:
voiceless stops ideally exhibit no energy during the closure, while the voiced ones have a
low amplitude periodic noise resultant from vibrating of vocal folds. An increase in the
amplitude, most likely to be caused due to the continued airflow which is the consequence
of an incomplete constriction, can compromise the manner by potentially making the stops
confusable with fricatives, regardless of the voicing specification of the stop. Lowering of
the amplitude, on the other hand, may be considered sub-optimal for voiced stops. The key,
here, is the quality of noise that contributes to the amplitude, i.e. whether it is of periodic or
aperiodic nature. So, if the voiced stop exhibits periodic energy during its closure, which is
expected, decrease in its level is considered sub-optimal, whereas, should there be aperiodic
noise during stop closure, its increase for both voiced and voiceless stops is sub-optimal. The
quality of noise is not assessed in this work, so it is not possible to estimate what leads to the
changes in the amplitude level of the closure. Presently, I assume that the variation in the
closure amplitude is primarily due to the presence of aperiodic noise, and therefore consider
that, for both voiced and voiceless stops, the optimal amplitude level is low.
The duration of the burst can contribute to the identification of voicing and POA, but
also signals the manner of the stop. The burst as a cue for the stop manner must be of
sufficient duration. The stop’s voicing and POA are expected to influence the duration
and amplitude of the burst, but as long as these additional demands are met, the general
direction of optimality is such that the duration is better when it is longer and amplitude
when it is higher, rather than the opposite. By similar reasoning, the amplitude of the burst,
which contributes to the perception of all three features of phonological contrast, despite the
differences in the level of the amplitude determined by voicing and POA, is more optimal
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when it is higher and less so when it is lower. Within this general trend, the voicing and
place distinctions are expected to be maintained, although, given that the amplitude of the
burst is not a primary cue for either of these cues, it is probable that these categories are
not well-separated by the values of burst duration.
Too sum up, the amplitude of the closure is optimal when it is low and sub-optimal when
it is high; the duration of the closure is preferably longer than shorter; the amplitude of the
burst is more optimal when it is high, as opposed to low; and the optimal duration of the
burst is longer, while the sub-optimal one is shorter. Note that for durational cues, whether
there can be a single scale of optimality, i.e. regardless of categorical attributes of place
and voicing of the stop, depends on the categorical phonological contrasts being preserved
under variation in durational cues. This provides yet another link between the question of
variability (as in patterns of variation) and invariance (as in differences between phonological
dimensions of contrast).
Which cues are vulnerable
Not all cues are equally strong for all categorical subsets of stops or in all environments. Such
distinctions can serve as grounds for determining when compensatory as opposed to uniform
co-variation may take place. A necessary corollary condition to this is that it is within the
speaker’s capacity to perform compensatory production actions. In the discussion of stop
production, voiced stops and velar stops were noted as possible candidates for compensatory
cue co-variation on the grounds of their production; I now consider whether these groups of
stops display weakened acoustic cues as well. In addition, labial stops can be considered to
have weaker acoustic cues than stops of other POAs; does this make them candidates for
compensation?
It has been previously noted, in this work and elsewhere [Ohala, 1983, Westbury and
Keating, 1986], that production of voiced stops is more effortful than that of voiceless stops.
Acoustically, voiced stops are also characterized by cues that are weaker than those of voice-
less counterparts. The duration of both closure and burst are shorter, which have been
argued to be directly the result of the production process in voiced stops [Livijn and En-
gstrand, 2001]. Although shorter duration of closure and release serve as secondary cues
distinguishing voiced stops from voiceless ones, it also may jeopardize signaling the manner
of the stops, as well as extraction of POA from the spectrum. Since the cues for voiced stops
are to begin with somewhat sub-optimal, this may be the basis for some production actions
which will lead to acoustic compensation.
I have also observed that some features of velar production make it sub-optimal. Namely,
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the smallest volume of the intra-oral cavity and subsequently the quickest rise of pressure can
make it difficult to maintain the tight constriction. Additionally, for voiced velars the quick
rise of air pressure behind the constriction can make it more difficult to maintain both the
voicing and the complete occlusion. Acoustically, velar stops are not considered to have weak
cues, with a possible exception of voicing. For example, the shorter pre-constriction cavity
also means that velars have the longest post-constriction cavity, which contributes to their
having the burst of longest duration and highest intensity [Stevens, 1998]. Also, velars often
feature a burst with multiple transients, which makes such tokens very distinctive. These two
characteristics likely contribute to velars being the most perceptually salient stops [Hume
et al., 1999]. That said, the feature of voicing can be difficult to cue in velars [?]. However,
this is due to a general antagonism between vocal fold vibration, which requires a differential
of air pressure across the glottis, and the complete occlusion of the vocal tract, which leads,
after a time, to the equality of trans-glottal pressure. In velars, this situation is aggravated
by the short time it takes for the trans-glottal pressure equilibrium to be established, and
thus is a clear illustration of the trend presented in all voiced stops. Therefore on the whole,
velars are not perhaps candidates for compensation in acoustic cues.
Labial stops are often mentioned as having weak acoustic cues. Despite having long
closures, they feature short bursts of low amplitude, which is attributed to the location
of the labial constriction. Due to the constriction being at the lips, there is effectively no
post-constriction cavity and thus no obstacles that can increase the intensity of noise at the
release or to prolong its duration (which happens in a velar and, to a lesser extent, alveolar
constriction) [?]. There is then a connection between the production of labial stops and the
weaker status of some of their acoustic cues, such as the duration and amplitude of the burst.
Does this mean that labial stops favor acoustic compensation? This question is difficult to
answer with any certainty, especially given the lack of prior evidence. First of all, despite
some definite features which suggest that labial stops possess weaker acoustic cues, their
perceptual salience is relatively high (below velars but above coronals) [Hume et al., 1999].
If there is no direct relation between cue salience and acoustic compensation and labials are
in need of the latter, there still remains the issue of ability to compensate. In this respect,
since the same production factors lead to the weakness of both the duration and amplitude
of the burst (the two burst cues that are examined here), there can be no compensatory
variation in these cues. Then the only possibility for compensation can reside in the closure
cues of duration and amplitude. I have suggested, however, that there are overall fewer
opportunities for compensation in the constriction stage of the stop, than in the release. For
these reasons, labials, while possibly warranting compensation due to some weaker acoustic
cues, may not exhibit compensation because of production limitations.
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Coronals are a complex case to consider regarding their features of production and per-
ception and the question of compensatory cue co-variation. From the production standpoint,
coronal stops are intermediate between velars and labials in terms of both the pre- and post-
constriction cavity sizes, so they avoid the problems that are connected therewith. On the
other hand, in American English in certain phonetic contexts the coronal gesture is reduced
[Browman and Goldstein, 1990], sometimes to the point of being deleted [Lichtman, 2011];
is this a consequence of some articulatory inadequacy of coronal stops? If so, there is no ev-
idence currently to this effect. Perceptually, coronal stops are characterized by intermediate
values of both durational and amplitudinal cues, as compared to velars and labials, so this
does not outright establish a basis for compensation. Yet, they may be considered vulnerable
given that they are the most confusable stop cross-linguistically [Hume et al., 1999]. If there
is indeed some production and perception features of coronals that are sub-optimal, does
the flapping of coronals in American English, which arguably makes them more distinct,
serve as a compensating maneuver? Although this question is not to be answered here,
such proposition would signify that there is some need for strengthening the perception and,
consequently, the production of the coronals, but also that there are means to achieve this.
Overall then, there are indications of both strength and weakness in the production and
perception of coronals, and as such no conclusive hypothesis can be made that they may
warrant acoustic compensation.
I have discussed candidates for compensation based on some features of production and
acoustics: voiced stops and stops of all three POAs. The conclusion is that voiced stops
are characterized by a less optimal production process, specifically during the course of
constriction, as well as weaker acoustic cues of duration (for both closure and burst) and burst
amplitude. There are some production means that a speaker may resort to to compensation
for these, for example modifying the rate of release of the constriction. In velars, despite some
features which can potentially compromise maintenance of the constriction, the acoustic cues
are strong, so there is little need for compensation. In labials, the acoustic cues of release are
weaker relative to those of other stops, which is the consequences of their production features.
However, although there may be a need to compensate in acoustic cues, there appears to be
only limited means to do so. Coronals may be in need of compensation on the perceptual
grounds (although invonclusively so) and may possess the production characteristics to carry
it out. On the whole, one may expect greatest compensation among acoustic cues in voiced
stops and also possibly some limited compensation in labials and coronal stops.
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Chapter 2
Methods
This chapter describes various methods used in the analyses of the data. It describes the
database from which data are drawn, the automatic burst locating procedure that was used
to find the boundary between closure and burst, token selection, and the statistical methods
used to carry out the main analytic work on the extracted acoustic measurements.
2.1 The data set
The study draws its data from the Buckeye corpus of spontaneous American English [Pitt
et al., 2005]. This corpus consists of recorded speech of 40 adult talkers from Central Ohio,
USA (20 male, 20 female, 20 under 30 years of age, 20 over 40). The speech was unmonitored,
having been elicited in an interview format. The recordings for this corpus were done in a
quiet room and digitized at 16kHz with 16-bit resolution. The corpus is distributed with
orthographic transcription, phonemic transcription (based on the dictionary entry) and a
more narrow phonetic transcription that represents the actual realization of the phone in
a given instance of the word. The phonetic transcription is time-aligned through a process
of automatic phonetic alignment with subsequent hand-correction of temporal boundaries
and phonetic labels. The boundary between consonantal closure and release was not thus
labeled.
2.2 Automatic burst location
The analysis proposed in the introductory chapter requires that measurements of acoustic
cues of duration and amplitude for closure and burst of the stop are recorded. The seg-
mentation of the Buckeye corpus did not include marking the boundary between the closure
and burst of the stop. To locate this boundary, I developed an automatic burst detection
procedure. This section describes the development of the method and the test of how reliable
it is. Several steps were involved in the process: (1) developing a burst locating algorithm;
(2) selecting a small representative subset of tokens from the full set of prospective tokens
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for a manual segmentation of the burst starting point, to use in testing the algorithm; (3)
testing the effectiveness of the developed procedure.
2.2.1 Selecting a testing dataset
The first step in creating a representative testing data set is to determine a (global) speaking
rate for each subject based on average syllable duration. This was done by dividing the total
duration of all speech segments per subject by the number of vocalic segments, which included
all vowels and vocalic consonants occurring in the phonetic transcription. The subjects were
then ordered according to their speaking rate, and a subset of 10 subjects, 5 male and 5
female, was identified with a representative range of speaking rate, from the slowest to the
fastest. In most cases, the plosive test tokens came from these 10 subjects except when the
total number of occurrences per subject of a target plosive consonant in a given context
was below the requisite number of 5 tokens per subject. In that case, additional tokens
were drawn from other subjects while trying to maintain the balance in the distribution of
speaking rate and gender. In this way, for each of the 10 subjects, the first 5 occurring tokens
of a plosive with a given place of articulation (labial, coronal, or velar), voicing (voiceless
or voiced), and position within the word (#CV, VC#, or VCV, where # stands for the
word boundary) were selected. Only target consonants whose phonemic identity (based on
the dictionary form) was preserved in the phonetic transcription were selected; the phonetic
identity of the adjacent vowel(s) was allowed to differ from the phonemic one. The resulting
set consisted of 50 tokens each of [p,t,k,b,d,g] in word-initial, word-final, and word-medial
contexts (roughly 5 from each of 10 speakers), for a total of 900 tokens.
In each of these tokens, the boundary between acoustic closure and release was manually
segmented based on observations of waveform and spectrogram. Identification of the tem-
poral boundary was predicated on the presence of a clearly identifiable transient, i.e. a band
of energy across most of the frequency range; otherwise, a ’zero’ boundary was recorded to
indicate either the absence of the burst or inability to reliably identify its location. The
reason for doing so was to delineate between canonical manifestations of plosives, in which
clearly defined closure and release portions are observable, from those of non-canonical na-
ture. This allows us to see whether an automatic burst location procedure will differ in its
performance on defined canonical vs. non-canonical plosives, as distinguished in the manual
segmentation by marking the items with and without clearly defined burst boundary.
The reliability of the manual segmentation was assessed by results obtained from a second
coder, conducted for 20% of the testing data set (180 tokens). The two coders agreed on
the presence or absence of the burst in 90.6% of tokens. The RMS error for this portion
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constituted 9 msec. It is interesting to note that amongst the remaining 17 tokens, for which
the coders did not agree on whether the burst is present, the discrepancy comes mostly
from cases when the primary coder did not record the burst but the second coder did (13
tokens). This difference between coders appears to be systematic, in that the primary coder
is more conservative in judging whether a burst is present. This perhaps reflects how they
interpreted the instruction of a transient being present as a necessary condition for recording
the presence of the burst.
2.2.2 Development of the algorithm
Previous work
Most of the previous work on stop burst detection has been done within the framework of
ASR, and is focused on detecting the release landmarks in continuous, usually read speech
(for example, the TIMIT database), using a rather coarse criterion of success (within 20 msec
of hand-labeled release) [Hosom and Cole, 2000, Niyogi et al., 1999]. The general approach is
first to identify burst candidates based on a variety of spectral measures (e.g., total energy,
spectral flatness, etc.), and then classify these candidates into plosives and non-plosives using
classification mechanisms such as support vector machines or neural networks.
The task here is somewhat different: rather than the detection of bursts in the continuous
speech stream, the goal is the precise location of the boundary between the closure and
frication/aspiration interval that flank it. Arguably, it is a much easier task since the burst
must be located within the bounds of a pre-determined consonantal segment, as provided
by the Buckeye corpus segmentation. On the other hand, the aim here is for a much smaller
magnitude of error, since a 20 msec benchmark is not likely to provide the needed resolution
for extraction of acoustic measurements of duration and amplitude. This point is especially
relevant for a spontaneous speech database, where there is a much higher rate of (temporally)
reduced tokens as compared to read speech.
To consider what might be an acceptable level of error for burst location, we consider
a related study with an identical goal (but different scope and methodology from the one
adopted here), i.e. automatically locating the burst within the pre-specified bounds of the
plosive phone. Yao [2007] attempted this task in a set of word-initial voiceless plosives [p,t,k]
from the Buckeye corpus (utterance-initial stops were not included). The data were drawn
from two speakers, one with a slow speaking rate and one with the fast one, and amounted
to 231 and 261 tokens for each. The best results that were achieved for each speaker based
on the full-sized datasets were 4.85 msec and 14 msec RMS error. To exclude tokens with no
discernible bursts and thus accounting for a low number of large-sized errors, a rule-based
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token exclusion procedure was applied, which reduced the original datasets by 3.03% for the
slow speaker and 15% for the fast one. The resultant RMS error size was then 3.22 msec
and 3.44 msec, respectively. The accuracy of locating the point of burst is very good, but
it was achieved for the data of limited nature, namely, word-initial voiceless plosives, which
are expected to have the strongest acoustic cue.
Description of the algorithm
The general approach that was adopted in the creation of the burst-locating algorithm was
to exploit the markedly different levels of energy during the closure and burst portions of the
stop. The boundary between closure and release is a point of sharp discontinuity marked by
an abrupt increase in energy. The key is to establish a comparison procedure for energy values
during the plosive segment, which identifies the point of the greatest increase as the closure
ends and burst begins. Arriving at this procedure is partly drawing on the experience of
previous studies and partly a trial-and-error, heuristic process. The entire procedure, which
yields the best results (as reported in the subsequent sub-section), is described below.
For each stop consonant token, the input to the algorithm consisted of the stop seg-
ment itself and the adjacent tautosyllabic vowel (i.e., following the stop for the #CV and
CVC contexts, and preceding in the VC# context). A wide-band spectrogram was calcu-
lated with a 4 msec Hamming window, with a 2 msec step, from an amplitude-normalized,
pre-emphasized speech signal. Two acoustic quantities were further obtained for the stop
segment: (1) the high-pass energy, i.e. energy averaged above 3kHz (HPE), and (2) high-pass
energy delta, i.e. the absolute difference in HPE calculated from adjacent, non-overlapping
frames (HPED). The result is a vector time series with two dimensions, HPE and HPED,
with the time discretized in 2 msec intervals. Additionally, the values of the maximum HPE
and HPED were found. For the vocalic segment, energy was calculated across the full fre-
quency range, and the values of average and maximum energy, for the total duration of the
vowel, were recorded. The decision to rely on these measurements was made after trying out
several other features and associated parameters.
Based on these acoustic measurements, thresholds for HPE and HPED are defined, as-
sociated with different parts of the stop segment, i.e. acoustic closure and release. The
threshold for HPE was set at 5% of the maximum vocalic energy. For the HPED, the
threshold was set at the level of the average vowel energy. Starting from the frame corre-
sponding to the maximum HPE, the algorithm then proceeds leftward (i.e. in the reverse
order of frames) comparing the value of HPE and HPED to their respective thresholds. The
point of maximum energy prior to voicing is most likely to lie within the release portion:
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Figure 2.1: The stages of the burst location algorithm.
as the constriction area rapidly increases right after the initiation of release, leading to a
proportional change in volume velocity at the constriction, a large spike in air pressure re-
sults. This serves as a reason for using it as a starting point, as opposed to the stop onset or
offset. In addition, the beginning and end of the stop segment are often influenced to a great
degree by the surrounding segments, thus making the established thresholds less reliable. A
frame is classified to belong to the release if both HPE and HPED values are above their
thresholds; it is classified as belonging to the closure portion if at least one of these values is
below its threshold. Out of the set of frames assigned to the release portion, the algorithm
then selects the last frame as corresponding to the boundary between closure and release.
Acoustically, this corresponds to the latest transient in a multiply-released stop consonant,
where the constituent transients are separated by (short) periods of no or little energy. The
algorithm is schematically summarized in Fig. 2.1.
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2.2.3 Evaluation of the algorithm
The automatic burst location algorithm was applied to the full set of testing materials. The
agreement of manual and automatic procedure on the presence or absence of burst is 85%.
When the two diverge in this decision, it is due to either the manual segmentation locating
the burst, while the automatic procedure does not (6.1%), or vice versa (8.9%). The RMS
error for the entire testing data set is 22 msec. This number is not an accurate estimate of
what the average error in the actual data will be, because it is calculated including tokens for
which automatic procedure did not locate the burst and thus, by design, the time of burst
location was recorded as zero. In the actual, non-test dataset the tokens for which the burst
is not located by the automatic procedure will be excluded from the analysis. Therefore,
a more accurate estimate of the error for the automatic burst location, for the purposes of
the use here, is to exclude the tokens for which the automatic procedure failed to locate the
burst; this amounts to 20 msec. There is not a great improvement over the entire dataset
value, which is due to the tokens for which the automatic procedure located a burst, while
manual segmentation did not. Excluding such tokens, that is, computing the RMS error on
tokens for which both automatic and manual procedures located a burst, indeed reduces the
error to 10 msec.
This is an acceptable size of error, especially considering that it is just 1 msec greater
than the value obtained for the two coders that performed manual segmentation. It is
representative of 87.7% of the data; the remaining 12.3% are those tokens for which the
location of burst by the automatic procedure is unreliable. Note that the RMS error obtained
here is much larger reported in Yao (2007). This can be attributed to several reasons: (1)
the sample here much more diverse, including both voiced and voiceless stops which occur in
three different positions in the word, (2) the procedure here did not rely on additional token
rejection rules; (3) the hand-labeling was fairly conservative, excluding the tokens that did
not exhibit a well-identifiable transient, even if there was an increase in energy characterizing
the onset of the burst. The last factor is especially important, since it indicates that the
automatic procedure sometime may locate a good candidate for the closure-burst boundary,
which was nevertheless not recorded as containing a burst by hand-labeling due to the lack
of a clear transient. Cases like this are likely to contribute to the inflation of the error
magnitude.
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2.3 Data extraction
Instances of word-initial, intervocalic, and word-final stops were identified in the corpus.
That is, #CV, VCV, and VC# sequences were selected in which the target consonant C in the
phonological transcription belongs to the set (/p/,/t/,/k/,/b/,/d/,/g/) and in the phonetic
transcription to the corresponding set ([p],[t],[k],[b],[d],[g]), with the mapping of identity
preserved. This excludes the instances where the stop phoneme is deleted or changed in its
identity in the phonetic realization. It also excludes, in line with the focus of investigation on
the canonical production of stops, allophones such as flaps or glottalized stops, which have
been recorded as such in the phonetic transcription in the corpus. The adjacent vowels are
permitted to differ in their identity between phonological and phonetic transcription, with
the exception when the latter is marked as nasalized or rhoticized vowel. The exclusion of
such vocalic contexts, although not being of particular import to the current work, was done
with future plans in mind of extracting the vowel formants (automatically), a difficult task
that can be made even more so by secondary features of nasalization and rhoticization. The
resulting dataset, consisting of 71016 tokens, was the pool that was subjected to the burst
location procedure.
The tokens for which the burst locating procedure failed to locate the boundary between
the closure and the burst were excluded from the subsequent analyses, presumably because
such tokens represent a non-canonical realization of the stop. The breakdown of the starting
number of tokens, the number and proportion of the excluded ’no-burst’ tokens, and the
number and proportion of the remaining tokens is presented in Table 2.1. Some outstanding
numbers of proportion of tokens in which no burst was located are the word final tokens of [t]
(51%), [k] (20%), and [d] (32%). This is consistent with the fact that final stops, especially
coronals, often lack release in this position. In addition to these exclusions, a small number
of tokens (88) were not used in the analyses due to technical mistake, namely, the ending
portion of some sound files containg the data not being copied properly. Thus, the total
number of tokens resulted in 52313.
For each selected token, four measurements were taken, corresponding to the acoustic
cues under consideration here:
(1) The duration of the closure is the duration interval from the start of the stop consonant
(supplied by the Buckeye segmentation) to the closure-burst boundary as determined by the
burst-locating algorithm.
(2) The duration of the burst was calculated as the difference of the total duration of
the target stop (as determined from the Buckeye segmentation) and the closure duration
obtained in (1).
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Table 2.1: Breakdown of used and excluded tokens by categorical stop identity.
Stop Position All Used Excluded(%)
p initial 3711 3400 3.1
p medial 873 786 0.9
p final 1671 1101 5.7
t initial 8061 7265 7.99
t medial 507 449 0.6
t final 8788 3706 50.99
k initial 6896 6213 6.7
k medial 1921 1567 3.5
k final 6600 4629 19.8
b initial 9928 8388 15.3
b medial 1199 866 3.3
b final 225 129 0.97
d initial 7328 6624 6.99
d medial 470 393 0.8
d final 5883 2726 31.8
g initial 6194 4944 12.5
g medial 436 355 1.02
g final 325 177 1.5
(3) The amplitude during the stop closure (averaged across the entire frequency range
and the duration of the stop).
(4) The amplitude during the burst calculated in the same way as (3).
2.4 Statistical methods
This section will describe the statistical methods that are used in to get a quantitative handle
on the patterns of acoustic co-variation of the stop. The choice of methods is driven by the
nature of the inquiries.
To evaluate the relationship of a pair of continuous acoustic characteristics, a linear
mixed-effects multiple regression model is used. Thus, given two characteristics, C1 and C2,
one of them is entered into a regression model as the response variable while the other as the
predictor variable.1 In addition to these two continuous variables, some categorical variables
1Another way that these variables are commonly referred to are, respectively, dependent and independent
variables. Some researchers advise against usage of this terminology in observational studies and suggest
instead to limit oneself to the more neutral ‘response’ and ‘predictor’, since these terms do not carry the
connotation of controlling for variables. I also follow the convention of capitalizing variable names, to
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may be entered as well, in order to assess whether and how they modify the basic relationship
between C1 and C2 and ultimately to test whether the contrast between these categories is
maintained. The categorical variables used in the analyses here correspond to the dimensions
of phonological contrast of the stop, place of articulation (POA) and voicing specification
(Voicing) (since only stops are considered, the manner dimension is missing), as well as the
prosodic variable of the stop’s position in the word (Position). The levels for POA variables
are labial, coronal, and velar; the levels for Voicing are voiced and voiceless, and the levels
for Position are initial, medial, and final. The reason for including the categorical variables
is, first and foremost, theoretical; these are some of the factors that induce variability in the
articulatory production and therefore acoustic realization of stops. To confirm the need for
their inclusion, the analysis of data always starts with graphical examination of relationship
between C1 and C2, in which the scatterplots of the two continuous variables are broken up
into categorically-conditioned subsets. To aid in visualizing possible trends, and especially
to assess the need to include higher order terms in the model, the scatterplots are overlaid
with linear regression lines (calculated based on the subsets of data) and locally weighted
scatterplot smoothers (loess).
The model that is used here is a mixed effects model because it includes both fixed and
random effects. The continuous and categorical variables are entered as the fixed effects, i.e.
the inference made about these variables is intended for these variables only and will not be
generalized to the population from which they were drawn. For example, the results for the
POA variable are not intended as to be generalizable to places of articulation other than
labial, coronal, and velar. In addition to the fixed effects, subject is entered as a random
effect since the inference is to be made about the entire population of speakers (of American
English) and not just this particular sample.
The mixed-effects model requires determining an optimal specification of fixed effects,
on one hand, and random effects, on the other. Since specification of one component affects
that of the other, it is advisable to use a careful procedure in fitting the model to strike the
right balance between the two. Overspecifying one component at the expense of the other
can lead to the danger of attributing some of the variance to the wrong sources and thus
improper interpretation.
One of best practices suggested in regression literature for mixed models [Zuur et al.,
2007] is to start with a near-optimal (or ‘just beyond optimal’, that is, possibly somewhat
overspecified) fixed component model and use this specification in determining the specifi-
cation of the random component. Some of the usual options are including random intercept,
distinguish them from quantities or qualities that I am trying to capture.
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i.e. allowing the intercept to vary between subjects but keeping regression lines for subjects
parallel, or including both random intercept and slope, i.e. allowing intercept and slope
to vary within subjects. Some more complicated options for random component, such as
specifying a form of within-subject variance which is other than constant, is often used in
the analyses here [Pinheiro and Bates, 2000]. This is necessitated by the high variability of
the data, which is not always homoscedastic.
In fitting the models with different random components, one uses the restricted maximum
likelihood (REML) method of parameter estimation, which is a variant of maximum likeli-
hood (ML) estimation. Unlike ML, it results in unbiased variance and covariance parameters,
which makes it preferable whenever possible. The candidate models are then compared based
on variety of information theoretic criteria such as Akaike infomation criterion (AIC) and
Bayesian information criterion (BIC), or the log-likelihood statistic and a likelihood ratio
test associated with it. (The various measures usually choose the same model). For the best
model, the AIC and BIC tend to negative infinity, while the log-likelihood towards positive
infinity.
Once the model with the optimal random component is selected, the optimal fixed com-
ponent is searched for. This is done by fitting several models of increasing complexity of the
fixed component, all paired with the selected random component. During this process, the
need to include categorical variables, their two-way interactions with the continuous predic-
tor, as well polynomial terms is assessed. I try to motivate inclusion of variables based on
results of graphical examination of data, which always precedes regression modeling, as well
as by some minimal theoretical considerations. There are two general approaches to deter-
mining which variables to include in a model: starting from the most complex model and
then pairing it down, or starting with the simplest model and then increasing its complexity.
I follow the latter approach, as it is one most frequently recommended for observational
studies in which the control of variables is absent.
While finding an optimal fixed effects specification, the models are fit using maximum-
likelihood method of parameter estimation, since the models with different fixed components
estimated by REML cannot be compared with respect to the customary criteria. The pa-
rameters estimated via ML are true and unbiased, but the errors associated with them are
not. Therefore the optimal model obtained this way is then re-fit with REML, and only
coefficients estimated by REML are reported.
In addition, since it is not easy to guarantee that the starting model in the above process
is indeed near optimal (and indeed I often err in the direction of a simpler starting model), I
augment the above procedure by reconsidering the earlier obtained random component given
the optimal fixed component.
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In order to be confident about inferences made by the model selected as a result of model
development process described above, the model adequacy needs to be checked. This consists
of assessing the underlying assumption of the model and its overall fit.2 Indeed, the criteria
used to differentiate between several candidate models will choose the best of them, even
it is not a very good model to begin with. In general, there are two ways to assess the fit
and validity of assumptions of the model, through graphical methods and statistical tests.
I chose to employ graphical methods, not only because they are highly recommended, but
also they often indicate the nature of the problem, should one exist, and suggest ways for
improvements.
Both the fit and model assumptions can be checked by examining patterns of the residuals
generated by the model. Residuals are deviations of the data observations from the values
fitted by the regression. To assess how well the model fits the data, the standardized residuals
(also known as Pearson residuals) are plotted against the fitted values of the model. For the
fit to be considered reasonably good, the scatterplot should be symmetric around a horizontal
line with zero intercept, display fairly random distribution with no discernible trend, and
show no signs of unequal variance (heteroscedasticity). The magnitude of the standardized
residuals should be fairly small. There are no hard rules as to what error size can be tolerated
as this depends on the sample size (larger sample sizes can have larger errors) as well as the
ultimate purpose of the model (e.g. whether the model intends to assess the direction or
degree of association between the variables or to have predictive power for the future/new
observations). In general, 95% of standardized residuals should fall within the range from -2
to 2.
There are two model assumptions that need to be checked, the normality of error terms
and their constant variance.3 The former is checked by plotting the standardized residuals
in a normal probability plot. The latter is assessed in a scatterplot of residuals against fitted
values (as was the general fit of the model), as well as the scatterplot of residuals against
the main continuous predictor.
2This process is sometimes referred to as validation of the model. However, some reserve the term
‘validation’ for ascertaining that the model will perform successfully in its intended usage (such, for example,
prediction of new observations) [Montgomery et al., 2006]. The methods associated with this understanding
of model validation (e.g. bootstrapping) are different from ascertaining model adequacy and are not used in
this work.
3In fact, there are some other assumptions behind the model that could be checked, such as the uncorre-
lated nature of error terms or normality of random effects (here, Subject). I do not report these checks since
correlated errors are not expected for the data at hand and occasional checks of normality of random effect
indicated no problems.
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Chapter 3
Results
This chapter presents the statistical analyses of the data. In order to test the hypotheses
and answer the questions posed in the introduction, the primary information that is sought
here is whether two acoustic cues are related to each other in a uniform or compensatory
manner. Since determining this depends on the optimal ranges of cues, in this chapter I
treat uniformity and compensation as two secondary hypotheses, which then can generate
specific patterns of acoustic cue co-variation. The first part will develop templates of cue co-
variation which are compatible with these two hypotheses. The second part will present the
quantitative results for each of the six pair-wise combinations of the selected cues (closure
duration, closure amplitude, burst duration, and burst amplitude). Each subsection of this
part, devoted to the pattern examination for a given pair of cues, follows the same format:
starting with a brief statement of predictions of the two hypotheses, continuing on to the
graphical presentation of the data, statistical model building, and model evaluation, and
ending with a brief discussion of results. A more detailed discussion for each pair is deferred
to the following chapter, to allow for cross-reference of the results for different pairs.
3.1 Prediction templates
One of the the primary questions of this investigation is as follows: given two phonetic
characteristics of the stop, C1 and C2, what is the pattern of their co-variation predicted by
the uniform change and compensation paradigms? The direction of the change depends on
the optimality values of C1 and C2, and this section outlines the prediction templates of the
two paradigms that will be used to set up specific predictions for the actual acoustic cues.
The hypothesis of uniform co-variation is the simpler of the two considered here, and
it generates few and very straight-forward outcomes for the question posed above. The
two characteristics move jointly along the scale of optimal phonetic realization in the same
direction. Thus, if both C1 and C2 individually move in the same direction along the
optimality continuum (i.e., if both are either optimal or sub-optimal at the same end of
their respective ranges), the pattern of their co-variation predicted by the uniform change
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Figure 3.1: The relationship between two acoustic characteristics C1 and C2 predicted by
the uniform change hypothesis when the cues share the direction of optimality on their axes.
Figure 3.2: The relationship between two acoustic characteristics C1 and C2 predicted by
the uniform change hypothesis when the cues do not share the direction of optimality on
their axes.
hypothesis is a linear relationship with a positive slope (Fig. 3.1). If, on the other hand,
C1 and C2 differ in the direction of their individual optimality scale (for example, C1 goes
from worse to better in the positive direction, while C2 goes from better to worse), the
corresponding relationship will have a negative slope (Fig. 3.2). These two options represent
the only possible outcomes predicted by this framework.
The compensation paradigm is more complex insofar as the predictions it makes are
contingent on various factors. In creating some schematic templates for the predictions that
this view will generate, I will try to account for some of the most obvious of these.
In simplest terms, the compensation hypothesis claims that, given two characteristics
C1 and C2, when one of the characteristics, say, C1 is sub-optimal, C2 will be realized
with increased level of optimality. Note that this is a strong statement, which differs from
just saying that the quality of C2 will stay the same. The templates in Figs. 3.3 and 3.4
represent four possibilities that are predicted by the compensation paradigm. The axis for
a given cue is divided into two parts, one of which corresponds to its optimal end of the
range, while the other to the suboptimal one. Then, the 2-dimensional space defined by C1
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Figure 3.3: The relationships between two acoustic characteristics C1 and C2 predicted by
the compensation hypothesis when C1 is more optimal and C2 is less optimal at the lower
end of their ranges (left) or when both cues are less optimal at the lower end of their ranges
(right).
and C2 can be divided into 4 quadrants, the optimality value of which is jointly determined
by the values of optimality of C1 and C2. If both C1 and C2 are optimal, then this will
define the maximally optimal quadrant (darker grey in the graphs), while if both are sub-
optimal, then this quadrant is maximally sub-optimal (uncolored). The regions where one
of the characteristics is suboptimal and the other is optimal take on an intermediate value
(lighter grey). If compensation takes place, one would expect the data points to fall within
the regions with maximal or intermediate optimality, and avoid the maximally sub-optimal
quadrant. To represent the relationship C1 and C2 will display under the compensation
hypothesis, a stylized curve is superimposed over the shaded regions. Depending on the
combination of optimality values for C1 and C2, the curve is either positively or negatively
convex (Fig. 3.3) or positively or negatively concave (Fig. 3.4). Crucially, the relationship
predicted by compensation hypothesis is non-linear. The curvature is there to allow for
maximizing the usage of the most optimal quadrant, while minimizing the less optimal ones.
There are two major differences between predictions that are generated by the uniform
change and compensation views. The first one is that of direction: in all cases, the uniform
change hypothesis predicts the relationship opposite to that of the compensation view. The
second difference is that the compensation hypothesis predicts a curvilinear relationship
between C1 and C2, while the other view does not predict any non-linearity. The latter
difference may be obviated if categorical attributes of the stop lead to some differential
effects with respect to the strength of (uniform) association, as expressed in the slope of the
regression line between values for C1 and C2. In this case, non-linearity will be observed
as a consequence of different response levels of C2 as a function of C1 due to categorical
differences.
In addition to the type of relationship between two acoustic cues, another question that
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Figure 3.4: The relationships between two acoustic characteristics C1 and C2 predicted by
the compensation hypothesis when both cues are more optimal at the lower end of their
ranges (left) or when C1 is less optimal and C2 is more optimal at the lower end of their
ranges (right).
is asked here is how the contrast features of POA and voicing are manifested in the patterns
of co-variation. If there are differences due to these categorical factors, as well as of that
of position within the word, they will be manifested either in the different direction of
the association or in its magnitude. Therefore, two types of numerical information are
assessed: (1) whether the sign of the regression line(s) is positive or negative, and whether
the magnitude is significantly different from zero, and (2) whether the slope direction and/or
magnitude differ based on the categorical attributes of the tokens.
3.2 Burst Duration versus Closure Duration
This section explores the relationship between the stop’s closure duration and burst duration.
Both can serve as cues to the plosive manner, POA, and voicing. The primary questions
are what pattern of co-variation these quantities exhibit and whether categorical differences
between stops are maintained under this variation.
3.2.1 Predictions
If the closure duration is sub-optimal because it is shortened, the compensation view predicts
that the burst duration will be lengthened to make up for it, resulting in a negative concave
relationship. The uniform co-variation hypothesis predicts that the burst duration as well
will be shortened under these circumstances, thus yielding a positive linear trend. The null
hypothesis predicts the absence of any relationship, i.e. a horizontal line.
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Figure 3.5: Burst duration against closure duration for voiceless and voiced stops.
3.2.2 Graphical examination of the data
To form a preliminary idea of data distribution, a scatterplot of values of Burst Duration
against values of Closure Duration, broken by Voicing, are given in Fig. 3.5. It can be seen
that the presence of a few extremely large values of Burst Duration, as well as different
ranges for voiced and voiceless stops, make discerning trends in the data difficult. Therefore,
only observations with the Burst Duration values below 0.16 sec are plotted in the following
three graphs. In Fig. 3.6, Burst Duration is plotted again Closure Duration, subset by POA
and Voicing. It is evident that voiced and voiceless stops show very different trends: linear
regression lines and loess curves are mainly horizontal for the former, while indicating a
positive correlation of varying degrees for the voiceless stops, with [p] having the flattest
trend amongst them. Plotting all observations in one panel (Fig. 3.7), with loess curves,
differentiated by POA and Voicing, overlaid, these differences by Voicing and POA become
even clearer. Also, it is evident that the relationships are non-linear in nature.
In addition to variables of phonological contrast, the prosodic variable of position of the
stop within word often exerts great influence over phonetic realization of the stop and is a
source of its variation. To see if this may be important in this case, the values of Burst
Duration are plotted against those of Closure Duration, now broken by POA and Position
(Fig. 3.8). It shows that although the relationship is mostly positive, the magnitude of slopes
varies according to position in the word.
Based on a visual inspection of the data trends, it is likely that the model that would fit
the data best will need to be fairly complex, involving categorical variables as well as some
means to account for curvilinear relationships, such as polynomial terms and interactions of
45
Figure 3.6: Burst duration against closure duration split by POA and Voicing, with linear
regression line (in blue) and loess curves (in red) superimposed.
Figure 3.7: Burst duration against closure duration with loess curves coded by POA (color)
and Voicing (line type).
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Figure 3.8: Burst duration against closure duration split by POA and Position, with linear
regression line (in blue) and loess curves (in red) superimposed.
categorical variables with the continuous ones.
3.2.3 Model Building
The starting specification for the fixed effects includes the continuous predictor Closure
Duration, its quadratic term, and the three categorical variables POA, Position, and Voicing.
Finding an optimal component
Using the initial form of fixed effects, several forms of random effects specification are tried to
find an optimal one. Comparing the ordinary least squares model (with no random effects) to
its analogue with the simplest form of the random component, i.e. a random within-subject
intercept, formally establishes the need to include random effects (p-value of pseudo-log-
likelihood test is 0). The next step is fitting a model with both random intercept and slope.
The standardized residuals are plotted against the fitted values of this model (Fig. 3.9) in
order to see whether some modeling of within-subject variance is necessary. The scatterplot
shows heteroscedastic distribution, with the residuals’ value decreasing towards the higher
range of Closure Duration.
To account for unequal variance, three different specifications of the variance function
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Figure 3.9: Scatter plot of standardized residuals of the random intercept and random slope
model against the Closure Duration values.
are tried: (1) a power function, (2) an exponential function, and (3) a power function plus
a constant. Comparison of all the models fitted thus far is summarized in Table 3.1. All
the selection criteria point to the last model, with the variance modeled as a power function
plus a constant, as the best-fitting one (p-value of the likelihood ratio test <0.0001).
Table 3.1: Comparison of models with different random components.
Random Effects df AIC BIC logLik L.Ratio p-value
1 intercept 10 -252116.3 -252027.6 126068.1
2 intercept, slope 12 -252263.5 -252157.1 126143.7 151.21 0.000
3 intercept, slope,
varPower(form = ˜CloDur)
13 -252330.7 -252215.4 126178.3 69.21 0.000
4 intercept, slope,
varExp(form = ˜CloDur)
13 -252494.4 -252379.2 126260.2
5 intercept, slope,
varConstPower(form = ˜CloDur)
14 -252653.7 -252529.6 126340.9 161.29 0.000
Finding an optimal fixed component
Paired with the random component from the previous section, increasingly more compli-
cated forms of fixed effects are tried to achieve the best possible fit. The simplest model,
containing only Closure Duration as the predictor, did not converge; increasing the num-
ber of interactions for the regression optimization procedure or centering the predictor did
not help. This is a clear indication that this model fits the data very poorly. The models
that were fitted and did converge (though all requiring increasing the number of iterations,
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suggesting that the data are difficult to fit), have the following fixed effects in addition to
Closure Duration: (1) categorical variables POA, Voicing, and Position, (2) categorical vari-
ables and their two-way interaction with Closure Duration, (3) categorical variables and the
quadratic term of Closure Duration, (4) categorical variables and the quadratic and cubic
terms of Closure Duration, (5) the categorical variables, their two-way interactions, and the
quadratic term of Closure Duration, and (6) all the terms from previous models combined.
The comparison of these models is summarized in Table 3.2. The most complicated model
is selected according to all the selection criteria (p-value of the likelihood ratio test is less
than 0.0001).
Table 3.2: Comparison of models with different fixed components: Burst Duration versus
Closure Duration.
Fixed Component df AIC BIC logLik L.Ratio p-value
1 CloDur+POA+Voi+Pos 13 -252722.4 -252607.1 126374.2
2 CloDur+POA+Voi+Pos
+CloDurxPOA+CloDurxVoi+CloDurxPos
18 -253850.8 -253691.3 126943.4 1138.49 0.000
3 CloDur+POA+Voi+Pos+CloDur^2 14 -252750.2 -252626.0 126389.1 1108.68 0.000
4 CloDur+POA+Voi+Pos
+CloDur^2+CloDur^3
15 -252868.7 -252735.7 126449.4 120.55 0.000
5 CloDur+POA+Voi+Pos
+CloDurxPOA+CloDurxVoi+ CloDurxPos
+CloDur^2
19 -253979.2 -253810.8 127008.6 1118.48 0.000
6 CloDur+POA+Voi+Pos
+CloDurxPOA+CloDurxVoi+CloDurxPos
+CloDur^2+CloDur^3
20 -254056.9 -253879.6 127048.5 79.75 0.000
Since the model selected has a much more complex fixed effects component than the
starting specification that was used to select the random component, I check if the random
component can be simplified by pairing the fixed effects from the above model with simpler
forms of random effects. The comparison of these models is summarized in Table 3.3 and
shows that the random component cannot be simplified.
Table 3.3: Comparison of models with different random components (reconsideration): Burst
Duration versus Closure Duration.
Random Effects df AIC BIC logLik L.Ratio p-value
1 slope, intercept,
varConstPower(form = ˜CloDur)
20 -253929.0 -253751.7 126984.5
2 slope, intercept,
varPower(form = ˜CloDur)
19 -253651.2 -253482.7 126844.6 279.85 0.000
3 slope, intercept 18 -253536.4 -253376.8 126786.2 116.81 0.000
4 intercept 16 -253374.1 -253232.2 126703.0 166.31 0.000
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3.2.4 Examination of the model
This section presents the results and assessment of model’s fit and assumptions for the model
with the following specification:1
BrstDur = constant + CloDur + CloDur + CloDur2 + CloDur3 + POA + Voicing + Pos
+ CloDur*POA + CloDur*Voicing + CloDur*Pos + Subject + Variance for each subject +
error
Results
All terms in the model are highly significant (p-values are less than 0.0001 for all, except
for the interaction of Closure Duration with Position, which is significant at the 0.001 level)
based on the marginal ANOVA (Table 3.4). These results signify several things. Firstly,
addition of categorical variables improves the fit of the model, meaning that response levels
for the individual values of each categorical variable are not identical. (This result, although
of no interest with respect to the test of proposed hypotheses, is consistent with both the data
examination and previous knowledge of the differences in duration of the burst as conditioned
by phonological factors). Secondly, statistical significance of the polynomial terms suggests
that the relationship is best described as non-linear. The fact that both quadratic and cubic
terms are significant indicates that there is more than one change in the direction of the
curve. Recalling from Figs. 3.5, 3.6, and 3.8, these changes occur at the extremes of the data
range, and as such, may not be representative of the majority of observations. On the other
hand, the exact positions of change in the slope may correspond to the ranges of data which
signal changes in optimality, and as such can be quite revealing in the future.
The next important feature of the model is statistical significance of pairwise interactions
of Closure Duration with each of the categorical variables. This means that the estimate of
the general slope of the curve changes depending on the levels of categorical variables. The
primary question, which will answer the question of whether the data is best described as
having a uniform or compensatory variation, is what the sign of the slope coefficient is for the
regression line that fits the data. This is complicated in two ways: the presence of polynomial
terms and the significance of interactions. When a polynomial term is present in the model,
one cannot talk about the ‘slope’ of the curve, as its magnitude and sign depend on the
range of the predictor variable. To simplify obtaining the information about the regression
slopes without the complicating presence of polynomial terms, I fit a linear (mixed-effects)
regression model, which differs from the one presented here only in its omission of the
1I adopt a non-technical form of the regression model formula in the interests of readability, following
examples in Zuur et al. (2007).
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Table 3.4: Summary of marginal ANOVA results for the polynomial regression model: Burst
Duration versus Closure Duration.
numDF denDF F-value p-value
(Intercept) 1 52260 1784.92 0.000
CloDur 1 52260 104.12 0.000
POA 2 52260 45.27 0.000
Voicing 1 52260 1012.99 0.000
Position 2 52260 353.19 0.000
CloDur^2 1 52260 120.08 0.000
CloDur^3 1 52260 79.81 0.000
CloDurxPOA 2 52260 154.51 0.000
CloDurxVoicing 1 52260 662.60 0.000
CloDurxPosition 2 52260 6.90 0.001
quadratic and cubic terms. The marginal ANOVA results of the linear model are given in
Table 3.5; the only difference between levels of significance for the linear model from those of
the polynomial model is the increase in the p-value for the interaction of Closure Duration
with Position.
Table 3.5: Summary of marginal ANOVA results for the linear regression model: Burst
Duration versus Closure Duration.
numDF denDF F-value p-value
(Intercept) 1 52262 1985.36 0.000
CloDur 1 52262 41.74 0.000
POA 2 52262 37.05 0.000
Voicing 1 52262 985.54 0.000
Position 2 52262 317.27 0.000
CloDurxPOA 2 52262 127.46 0.000
CloDurxVoicing 1 52262 681.63 0.000
CloDurxPosition 2 52262 10.66 0.000
The linear model allows one to take into account the contributions of interaction terms
and calculate the slope estimates for subsets of data conditioned by the categorical variables
present in the model (POA x Voicing x Pos = 3 x 2 x 3 = 18 values); this sometimes is referred
to as a simple slope analysis. The slope estimates thus obtained are presented in Table 3.6.
The significance levels presented in the table are with respect to the null hypothesis of each
individual slope value equal to zero. The slopes for voiceless stops are positive, with most
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being highly significant (the exception to this is medial [p]). On the other hand, the slopes
for voiced stops are negative and significant for [b] and [g], but not [d].
Table 3.6: Slope estimates from the linear regression model for categorically conditioned
data subsets: Burst Duration versus Closure Duration.
Initial Medial Final
p 0.096*** 0.036 0.057***
t 0.264*** 0.204*** 0.226***
k 0.192*** 0.132*** 0.154***
b -0.142*** -0.202*** -0.18***
d 0.027 -0.033 -0.012
g -0.046** -0.106*** -0.084***
*** signif. at p<0.001,** signif. at p<0.01,* signif. at p<0.05.
The slope estimates are presented graphically in Fig. 3.10, along with their 99% confidence
intervals. As was noted above, the slopes of voiced stops are mostly negative, while the slopes
of voiceless stops are mostly positive (on the graph, voiceless stops are found to the right
of voiced ones). By the place feature, there is also a consistent pattern: within the same
voicing specification, labials are to the left of velars and coronals, and velars are to the left of
coronals, with the difference between labials and the other two places of articulation being
greater than between coronals and velars (based on visual inspection). By position in the
word, the slopes move from positive to negative as the stops move from initial to medial to
final.
To find out whether differences between categorically-conditioned data sets are statisti-
cally significant, six pairwise comparisons of slopes were conducted. Among place and voicing
values, all differences were highly significant (p-values less than 0.00001). Slopes by posi-
tion showed a less conclusive pattern, with differences between initial and medial positions,
as well as initial and final position being statistically significant (p(initial-medial)=0.0006
and p(initial-final)=0.0003); the difference between medials and finals was not significantly
different from zero (p=0.255). These results suggest that contrastive features of POA and
voicing are well differentiated by the slope values that define the patterns of co-variation
between Closure Duration and Burst Duration. This is partially true as well for the factor
of position within word.
Given the regular distribution of the slopes observed in Fig. 3.10, and knowing that levels
of the response variables also show some regularity from visual inspection of the data as well
as prior research, the question is whether the two follow the same pattern. The intercepts
for categorically conditioned subsets of data for the linear regression model are plotted in
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Figure 3.10: Slope estimates and associated 99% confidence intervals from the linear model
for Burst Duration versus Closure Duration, coded by POA, Voicing, and Position (initial
stops in the top panel, medial stops in the middle panel, and final stops in the bottom panel)
Fig. 3.11, showing a similarity of distribution to that of Fig. 3.10. Indeed, the intercepts and
slopes are positively correlated (r=0.63, p = 0.005).
In order to get a representation of the regression results, linear regression lines for each
data subset are superimposed over the scatterplot of Burst Duration against Closure Dura-
tion (Fig. 3.12). The lines for voiced and voiceless stops have opposite direction. Moreover,
it becomes clearer from this figure that the correlation between intercepts and slopes is due
to the difference in direction of the relationship between voiced and voiceless stops, on one
hand, and their different levels of the response levels on the other hand. In other words,
voiceless stops have higher intercepts and positive slopes, while voiced stops have lower
intercepts and negative slopes.
Checking model’s assumptions
To assess the fit of the (polynomial) model, its standardized residuals are plotted against the
fitted values in Fig. 3.13. Although the magnitude of the majority of residuals is below 2, the
distribution is neither random nor symmetric, suggesting that the fit of the model is not fully
adequate. Plotting the residuals against Closure Duration (Fig. 3.14), one can observe that
there is still evidence of heteroscedasticity, with only minor improvement over the similar
plot for a simpler model in section 3.7.3 (Fig. 3.9). Furthermore, a normal probability plot
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Figure 3.11: Intercept estimates and associated 99% confidence intervals from the linear
model for Burst Duration versus Closure Duration, coded by POA, Voicing, and Position
(initial stops in the top panel, medial stops in the middle panel, and final stops in the bottom
panel).
Figure 3.12: The scatterplot of Burst Duration against Closure Duration with the linear
model regression lines defined by the interactions of Closure Duration with categorical vari-
ables.
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Figure 3.13: Scatterplot of standardized residuals against fitted values from the polynomial
model: Burst Duration versus Closure Duration.
of the residuals (Fig. 3.15) shows a substantial deviation from the normal distribution.
The problems with the fit of the model indicated here can be due to various reasons.
One of the more obvious ones is the very different variances of voiceless and voiced stops. So
fitting separate regression models for these data subsets might be a first step to ascertain the
results reported here. Nevertheless, given the very large size of the data set here, the models’
estimates presented above are likely to be still quite accurate; one of the indications for this
is that numerical results are consistent with the graphical representation of the trends in the
data. In addition, the less than optimal fit is to be expected for spontaneous speech data
with so few predictors, and is likely to be improved by the inclusion of additional predictors
that would account for other sources of variability, not considered here.
3.2.5 Discussion
What are the implications of these results for the two hypotheses considered here? The
compensation hypothesis predicted that durations of closure and burst will exhibit a negative
convex relationship, while the uniform change view predicted a linear positive trend. The
analysis of the regression slopes have yielded split results: most of voiced stops have negative
slope (albeit very shallow), while majority of voiceless stops have positive slope. So the
simplest (if simplistic) conclusion would be that acoustic realization of voiced stops show the
compensation pattern and that of voiceless stops show the uniform change pattern.
This means that for voiced stops, as the closure duration decreases (indicating the weak-
ening of the closure), the burst duration increases, thus strengthening the durational cue
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Figure 3.14: Scatterplot of standardized residuals against Closure Duration from the poly-
nomial model.
Figure 3.15: Normal plot of standardized residuals from the polynomial model: Burst Du-
ration versus Closure Duration.
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of the burst, which results in compensation. The observed relationship is non-linear as has
been predicted by the compensation view. Referring to Fig. 3.6, the loess curves for the
voiced stops have the steepest (convex) portion in the lowest range of the Closure Dura-
tion, corresponding to its least optimal range. In contrast, the upper range of the values of
Closure Duration correspond to the shallowest (close to zero) slope, as is expected: as the
closure duration increases (thus strengthens), the burst duration does not keep decreasing as
would be expected with the linearly negative association (and would signify the weakening
of the burst), but stays at approximately the same level. This highlights the previously
mentioned feature of the compensation view, namely, that it cannot be strictly linear for
otherwise, while compensating for non-optimality of one cue with higher optimality of the
other, it would also lead to a decrease in optimality of one cue when the other is at its highest
optimality level, which is not a reasonable pattern to expect.
On the other hand, for voiceless stops, as the closure duration decreases, the burst dura-
tion decreases as well, these changes indicative of weakening of cues in both components of
the stop. Conversely, as the closure duration increases, so does the duration of the burst, now
both cues moving together in the direction of higher optimality. The uniform co-variation
view does not predict non-linearity, although the relationships were found to be curvilinear.
The non-linear nature of the association is at least partially due to the interaction of the
general trends with the categorical factors.
Another important finding of this section is that different values of contrast, as well as
(to a lesser extent) of prosodic position within word, are well maintained as the durational
characteristics of closure and burst vary with respect to each other. The most obvious
difference is between voiced and voiceless stops, as discussed above, which is manifested in
the direction of change. For the place contrast, the difference appears to be residing in the
magnitude of the slopes for different place features, although it is somewhat obscured by
the sign difference between voiced and voiceless stops. One other feature that has emerged
from the results for closure duration and burst duration co-variation is the relation between
the y-intercepts and the slopes for categorically-conditioned subsets of data. Whether it is
an artifact of modeling or a genuine and meaningful pattern of the data is not clear at this
point.
The issues that have been revealed in this section and will be taken up in more detail in
the discussion chapter are: (1) different trends shown by voiceless and voiced stops, (2) a
fairly robust expression of phonological and prosodic features through the direction and/or
magnitude of change, and (3) a correlation between intercepts and slopes of the regression
lines for subsets of data defined by categorical affiliation of the stop.
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3.3 Burst Amplitude versus Closure Duration
This section examines the relationship between the closure duration and the amplitude of the
burst. Both can be considered as acoustic cues, of varying importance, to the plosive manner,
the POA and voicing of the stop. The questions to which answers are sought here are: What
is the pattern of their co-variation? Whether and how are the categorical distinctions due
to voicing and POA, as well as position in the word, expressed in the patterns of variation?
3.3.1 Predictions
If closure duration is shortened, thus making it less optimal, the compensation hypothesis
predicts that burst amplitude will be raised to increase its optimality value (a negative
concave trend). The hypothesis of uniform co-variation will predict that the burst duration
will be likewise shortened, as both cues become less optimal (a positive linear relationship).
The null hypothesis predicts that there will be no relationship between continuous variables.
3.3.2 Graphical examination of the data
To begin with, the trends present in the data are visually assessed. Values of Burst Amplitude
are plotted against those of Closure Duration, broken up by variables denoting dimensions of
phonological contrast, POA and Voicing, in Fig. 3.16. Linear regression lines and loess curves
indicate that there is a shallow positive association between continuous variables, with some
non-linearity present. To evaluate differences between categorical variables, all data points
are plotted in a single graph in Fig. 3.17, with loess curves (coded by POA and Voicing)
superimposed. Subsets of stops based on their categorical affiliation exhibit different levels
of the response variable but share the general direction of the trend.
To assess whether the prosodic variable of Position modifies the relationship, the values
of Burst Amplitude are plotted against Closure Duration, with the data split into subsets
by POA and Position (Fig. 3.18). The slopes of regression lines differ somewhat based on
the levels of Position, especially for medial stops.
Based on the visual inspection of the data, one concludes that regression modeling will
need to account for the influence of categorical variables and possibly their interaction with
the continuous predictor, as well as a somewhat curvilinear relationship between continuous
variables.
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Figure 3.16: Burst amplitude against closure duration split by POA and Voicing, with linear
regression line (in blue) and loess curves (in red) superimposed.
Figure 3.17: Burst amplitude against closure duration with loess curves coded by POA
(color) and Voicing (line type).
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Figure 3.18: Burst amplitude against closure duration split by POA and Position, with linear
regression line (in blue) and loess curves (in red) superimposed.
3.3.3 Model building
The initial specification of the fixed component of the model reflects the patterns observed
in the data and includes the following terms: Closure Duration and its quadratic term, and
categorical variables of POA, Position, and Voicing.
Finding an optimal random component
The initial specification of the fixed component is paired with various specifications of the
random component in order to find its optimal form. First, the need to include random
effects is formally tested by comparing an ordinary least squares model with no random
effects and its counterpart with the simplest form of the random component, namely, a
random intercept. The pseudo-log-likelihood test indicates that accounting for the random
structure significantly improves the fit of the model (p=0). The next step in increasing
the complexity of the random specification is to add both random intercept and slope by
subject. This model’s residuals, plotted against Closure Duration, are evaluated to see
whether modeling of the variance is needed (Fig. 3.19). There is some evidence that minor
heteroscedasticity is present as the variance of residuals seems to increase towards the lower
range of Closure Duration.
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Figure 3.19: Scatter plot of standardized residuals of the random intercept and random slope
model against the Closure Duration values.
The following functions of within-group variance are tried: (1) a power function, (2) an
exponential function, and (3) a power function plus a constant. All the models with varying
random components are summarized and compared in Table 3.7. Based on the smallest AIC
and BIC, and the highest log-likelihood measures, the model with the most complicated
random component is selected (p-value of likelihood ratio <0.0001). So the optimal random
effects include random intercept and slope, as well as the within-group variance function
modeled as the power function of Closure Duration plus a constant.
Table 3.7: Comparison of models with different random components: Burst Amplitude versus
Closure Duration.
Random Effects df AIC BIC logLik L.Ratio p-value
1 intercept, slope 12 341255.5 341361.9 -170615.7
2 intercept, slope,
varPower(form = ˜CloDur)
13 340910.5 341025.8 -170442.3 346.96 0.000
3 intercept, slope,
varExp(form = ˜CloDur)
13 341034.1 341149.3 -170504.0
4 intercept, slope,
varConstPower(form = ˜CloDur)
14 340838.1 340962.2 -170405.1 197.95 0.000
Finding an optimal fixed component
This section describes the process of finding an optimal fixed-effects specification, given the
random effects selected above. The following models are fitted: (1) the most basic model with
Closure Duration as the only predictor, (2) adding categorical variables POA, Voicing, and
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Position, (3) adding categorical variables and their two-way interactions with the continuous
predictor, (4) adding categorical variables and the quadratic term of the continuous predictor,
and (5) adding two-way interactions and the quadratic term. The results of the comparison
of the models are presented in Table 3.8. The model with the most complex specification of
the fixed effects is preferable based on its AIC, BIC, and log-likelihood measures (p-value of
the likelihood ratio test <0.0001).
Table 3.8: Comparison of models with different fixed components: Burst Amplitude versus
Closure Duration.
Fixed Effects df AIC BIC logLik L.Ratio p-value
1 CloDur 8 355136.8 355207.7 -177560.4
2 CloDur+POA+Voi+Pos 13 341182.4 341297.7 -170578.2 13964.37 0.000
3 CloDur+POA+Voi+Pos
+CloDurxPOA+CloDurxVoi+CloDurxPos
18 341120.7 341280.2 -170542.3 71.74 0.000
4 CloDurN+POA+Voicing+Pos
+CloDur^2
14 340835.1 340959.2 -170403.5 277.59 0.000
5 CloDur+POA+Voi+Pos
+CloDurxPOA+CloDurxVoi+CloDurxPos
+CloDur^2
19 340730.8 340899.3 -170346.4 114.26 0.000
3.3.4 Examination of the model
The model selected in the process of model building has the following specification:
BrstAmp = CloDur + CloDur2 + CloDur2 + POA + Voicing + Pos + CloDur*POA +
CloDur*Voicing + CloDur*Pos + Subject + Variance for each subject + error
Results
The marginal ANOVA results for the terms in the model are summarized in Table 3.9,
with all of the effects highly significant. The significance of categorical terms is due to the
different response levels of the variable Burst Amplitude. The significance of the quadratic
term suggests that the relationship between continuous variables is not strictly linear. More
importantly for the questions at hand, the significant two-way interactions indicate that the
slopes of regression lines differ for levels of categorical factors.
To simplify the evaluation of the values of individual slopes for data subsets defined by
the categorical variables, a linear model is fit, which differs from its polynomial analogue only
in the exclusion of the quadratic term (which does not contribute to the general direction of
the relationship, although it can make its numerical estimation more accurate). The results
for the linear model are summarized in Table 3.10, showing that the interaction term of
Closure Duration with POA is now not significant, in contrast to the results of the quadratic
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Table 3.9: Summary of marginal ANOVA results for the polynomial regression model: Burst
Amplitude versus Closure Duration.
numDF denDF F-value p-value
(Intercept) 1 52261 5277.39 0.000
CloDur 1 52261 650.62 0.000
POA 2 52261 557.22 0.000
Voicing 1 52261 214.70 0.000
Position 2 52261 1360.25 0.000
CloDur^2 1 52261 400.17 0.000
CloDurxPOA 2 52261 22.46 0.000
CloDurxVoicing 1 52261 26.35 0.000
CloDurxPosition 2 52261 29.12 0.000
model. This term is nevertheless retained, since it does not invalidate the calculation of
individual slopes.
Table 3.10: Summary of marginal ANOVA results for the linear regression model: Burst
Amplitude versus Closure Duration.
numDF denDF F-value p-value
(Intercept) 1 52262 4077.55 0.000
CloDur 1 52262 83.90 0.000
POA 2 52262 421.40 0.000
Voicing 1 52262 205.29 0.000
Pos 2 52262 1356.06 0.000
CloDurxPOA 2 52262 2.28 0.102
CloDurxVoicing 1 52262 21.14 0.000
CloDurxPos 2 52262 29.59 0.000
The results of the simple slope analysis are presented in Table 3.11. All of the values are
positive and highly significant.
To see if there are any other discernible trends amongst slopes, their estimates with 99%
confidence intervals are plotted in Fig. 3.20. Firstly, one can observe that slopes become
steeper as the position in the word moves from initial to medial to final one. Secondly, the
slopes for voiceless stops are generally less steep than the slopes of voiced stops (estimates
for voiceless stops are to the left of those of voiced ones). Finally, the order by the place of
articulation category is always the same, with velars having shallowest slopes and coronals
steepest; these differences, although consistent, appear to be quite small.
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Table 3.11: Slope estimates from the linear regression model for categorically conditioned
data subsets: Burst Amplitude versus Closure Duration.
Initial Medial Final
p 35.82*** 54.87*** 57.46***
t 38.6*** 57.65*** 60.24***
k 31.97*** 51.02*** 53.61***
b 47.62*** 66.67*** 69.26***
d 50.41*** 69.46*** 72.05***
g 43.77*** 62.82*** 65.41***
*** signif. at p<0.001,** signif. at p<0.01,* signif. at p<0.05.
To test statistically the differences in slopes due to categorical distinctions, a set of
planned comparisons between slopes values for levels of the categorical factors was carried
out. None of the differences between levels of POA were significant above the 0.01 level
(p(labial-coronal)=0.339, p(labial-velar)=0.242, p(coronal-velar)=0.033); this is consistent
with the fact that, in the linear model, which served as the basis for calculating the slope
estimates, the interaction with POA was not significant. The interaction of Closure Duration
and POA was significant in the polynomial model, which may suggest, along with near sig-
nificant difference in slope between coronal and velar stops, that there is some effect of POA
which is not well captured by the linear model and actually resides in the nonlinear proper-
ties of the data. The difference in slope for voiced and voiceless stops is highly significant
(p<0.00001). For the variable of position in the word, the slope differences between initial
and medial stops, as well as initial and final stops are significant (p<0.0001); the difference
between medial and final stops is not significant (p=0.6345).
Do the slopes and intercepts of categorically conditioned groups have similar distribu-
tions? The mean estimates are calculated from the linear model coefficients and are plotted
in Fig. 3.21, which shows a similar pattern to that of the slopes. This is quantitatively
confirmed through a significant negative correlation between the intercepts and slopes (r=-
0.638, p= 0.004), which in this case (i.e. with the negative sign of the intercepts) means
that the higher the intercept is, the shallower its slope.
To get a better representation of the relationship of the continuous variables and the
correlation between the intercepts and slopes, the regression lines from the linear model
are plotted over the scatterplot of the data points in Fig. 3.22. Note that the higher the
intercept, the lower the slope relationship is not absolute, but relative, i.e. holding within
categories but not across.
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Figure 3.20: Slope estimates and associated 99% confidence intervals from the linear model
for Burst Amplitude versus Closure Duration, coded by POA, Voicing, and Position (initial
stops in the top panel, medial stops in the middle panel, and final stops in the bottom panel).
Figure 3.21: Intercept estimates and associated 99% confidence intervals from the linear
model for Burst Amplitude versus Closure Duration, coded by POA, Voicing, and Position
(initial stops in the top panel, medial stops in the middle panel, and final stops in the bottom
panel).
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Figure 3.22: The scatterplot of Burst Amplitude against Closure Duration with the lin-
ear model regression lines defined by the interactions of Closure Duration with categorical
variables.
Checking model’s assumption
In this section, several diagnostic plots of the residuals of the quadratic model are examined
to assess its fit and validity of its assumptions. To assess the model’s fit, the standardized
residuals are plotted against the fitted values in Fig. 3.23. The distribution is random
and symmetric, with most of residuals having the absolute value below 2. To check for
heteroscedasticity, the residuals are plotted against Closure Duration in Fig. 3.24 which
shows no evidence of unequal variance. To see whether the assumption of normality of error
terms holds, the residuals are plotted in a normal probability plot in Fig. 3.25. Most of
residuals either fall within the 95% confidence band or lie very near to it, suggesting there is
no significant deviation from normality. These diagnostic plots indicate that the polynomial
model fits the data adequately well.
3.3.5 Discussion
The relationship between duration of the stop’s closure and the level of the burst amplitude
was shown to be positive, giving support to the uniform change hypothesis. As the closure
duration shortens in a sign of closure’s weakening, the burst amplitude decreases in concomi-
tant weakening of the burst; conversely, as the closure duration increases, so does the level
of the burst amplitude, as both cues move towards higher optimality. The relationship was
found to be non-linear, which is not directly predicted by the uniform co-variation hypothe-
sis; the non-linear property of the data can be at least in part attributed to the interaction
of the main continuous predictor with Voicing and Position.
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Figure 3.23: Scatterplot of standardized residuals against fitted values from the polynomial
model: Burst Amplitude versus Closure Duration.
Figure 3.24: Scatterplot of standardized residuals against Closure Duration from the poly-
nomial model.
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Figure 3.25: Normal plot of standardized residuals from the polynomial model: Burst Am-
plitude versus Closure Duration.
The categorical distinctions were not manifested in the qualities of the generally observed
trend consistently. Thus, the place contrast was not evident under co-variation of Closure
Duration and Burst Amplitude. On the other hand, there was a significant difference in
slopes’ magnitude (but not their direction) between voiced and voiceless stops, as well as
between initial stops as compared to either medial or final stops. The slopes also showed some
correlation with y-intercepts of the regression lines, with this feature of data distribution not
having been predicted by either of hypotheses.
The questions that emerge from these results are as follows: (1) Can the uniform change
pattern between Closure Duration and Burst Amplitude be explained in reference to some
possible articulatory processes that are expressed in these two quantities? (2) Why is the
difference in voicing preserved in this relationship, while in POA it is not? Also, why is the
difference between initial stops and medial or final stops well manifested, while there is no
difference between medial and final stops? (3) What is the implication of the correlation
between slopes and intercepts for the regression lines describing co-variation for categorically-
defined subsets of data?
3.4 Burst Amplitude versus Closure Amplitude
This section considers the relationship between amplitude levels of the closure and the burst.
The amplitude of the closure can be a cue to the manner of the stop, as well as its voicing (the
latter especially if combined with the information about the nature of noise that contributes
to the amplitude). The amplitude of the burst can be a cue to the manner, the place of
the stop, and its voicing. The answers to two primary questions are sought here: What
is the nature of co-variation of these two cues? How (well) are the categorical differences
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Figure 3.26: Burst amplitude against closure amplitude split by POA and Voicing, with
linear regression lines (in blue) and loess curves (in red) superimposed.
due to phonological contrast or prosodic position expressed under co-variation of these two
quantities?
3.4.1 Predictions
If the closure amplitude is increased whereby this cue is impaired, the burst amplitude,
according to the compensation paradigm, will be increased to compensate for this (positive
concave relationship). Under the same circumstances, the uniform co-variation view predicts
that the burst cues will also be impaired and therefore the burst amplitude level will fall
therefore resulting in a negative linear association. No relationship (a zero slope) is predicted
by the null hypothesis.
3.4.2 Graphical examination of the data
To examine the data, the values of Burst Amplitude are plotted against those of Closure
Amplitude, broken up by POA and Voicing (Fig. 3.26). The superimposed linear model and
loess curves indicate a positive relationship between variables, which is largely linear in its
nature, since the two types of lines are mostly coincident. Also, there is no sign of great
inequality of variance.
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Figure 3.27: Burst amplitude against closure amplitude with loess curves coded by POA
(color) and Voicing (line type).
In Fig. 3.27, the data set is plotted in its entirety, with loess curves for consonant sub-
groups overlaid. It is clear from the plot that, if stops are split by their POA, the levels of
Burst Amplitude are different, but the curves are mostly parallel. The category of Voicing,
on the other hand, does not appear to make a difference in the level of the response vari-
able, since the curves differentiated by Voicing (dashed versus solid) are almost coincident,
especially for labials and coronals.
To see how the prosodic variable Position affects the relationship between continuous
variables, the scatterplot of values of Burst Amplitude against Closure Amplitude is di-
vided into panels by POA and Position (Fig. 3.28). The groups show a similar, positive,
relationship, with possibly some minor differences in the magnitudes of slopes of regression
lines.
Based on these graphs, one expects that a linear regression model will fit the observations
fairly well, with categorical variables likely improving the fit. Although the loess curves and
linear regression lines coincide for most of the range of the Closure Amplitude variable, there
are is non-linearity at the extremes of its range; due to this, there may be a need to include
polynomial term(s).
3.4.3 Model building
The starting specification of the fixed component contains the continuous predictor Closure
Amplitude and its square, and categorical variables of POA, Position, and Voicing. The
categorical variables are included to account and test for the different intercepts they are
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Figure 3.28: Burst amplitude against closure amplitude split by POA and Position, with
linear regression lines (in blue) and loess curves (in red) superimposed.
likely to yield. Even though there was no evidence of great non-linearity, the quadratic term
of Closure Amplitude is added to account for a minor case of curvilinearity and to err on
the side of the model over-specification.
Finding an optimal random component
To test formally for a need to include random effects, two models are fitted, an ordinary least
squares model with no random effects and a linear mixed effects model with the simplest
random component, namely, allowing for random intercept by subject. The pseudo-log-
likelihood test indicates that the model with a random effect is a vast improvement of the
linear model with no random effects (p=0). The next step in complexity of the random
component is to allow for random intercept as well as slope amongst subjects. This model is
preferable to the simpler one based on the likelihood ratio test (p<.0001). The residuals of
this model are plotted in Fig. 3.29 against the main continuous predictor Closure Amplitude,
to check for heteroscedasticity. There is some evidence of minor heteroscedasticity, as the
spread of the residuals is greater at the lower range of Closure Amplitude than at the higher.
To test whether there is a need to increase the complexity of the random component
in order to reduce heteroscedasticity, three more models are fit in which the within-subject
variance is modeled as (1) a power function of Closure Amplitude, and (2) a power function
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Figure 3.29: Scatter plot of standardized residuals of the random intercept and random slope
model against the Closure Amplitude values.
of Closure Amplitude plus a constant. Table 3.12 combines the AIC, BIC, and log-likelihood
measures for all the models with various random components fit thus far. Modeling variance
does not improve the fit of the model since more complex models yield greater values of AIC
and BIC, so the chosen random component remains as before, namely, allowing the slope
and intercept to vary by subjects.
Table 3.12: Comparison of models with different random components: Burst Amplitude
versus Closure Amplitude.
Random Effects df AIC BIC logLik L.Ratio p-value
1 intercept 10.00 337944.88 338033.53 -168962.44
2 intercept, slope 12.00 337302.85 337409.23 -168639.43 646.03 0.00
3 intercept, slope,
varPower(form = ˜CloAmp)
13.00 337304.68 337419.92 -168639.34 0.18 0.67
4 intercept, slope,
varConstPower(form = ˜CloAmp)
14.00 337306.68 337430.78 -168639.34 0.00 1.00
Finding an optimal fixed component
Given the random component determined in the previous section, an optimal fixed specifi-
cation of the model is now sought. The simplest model includes just the main continuous
predictor Closure Amplitude, model 2 adds categorical variables POA, Position, and Voicing,
model 3 adds two-way interactions of the continuous predictor with the categorical ones, and
model 4 further adds the quadratic term of the continuous predictor. Table 3.13 contains
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the AIC, BIC and log-likelihood measures for the models’ fit, and associated likelihood ratio
test statistics.
Table 3.13: Comparison of models with different fixed components: Burst Amplitude versus
Closure Amplitude.
Fixed Effects df AIC BIC logLik L.Ratio p-value
1 CloAmp 6 352692.0 352745.2 -176340.0
2 CloAmp+POA+Voi+Pos 11 337292.2 337389.7 -168635.1 15409.81 0.000
3 CloAmp+POA+Voi+Pos
+CloAmpxPOA+CloAmpxVoi+CloAmpxPos
16 336918.5 337060.4 -168443.3 383.67 0.000
4 CloAmp+POA+Voicing+Pos
+CloAmpxPOA+CloAmpxVoicing+CloAmpxPos
+CloAmp^2
17 336883.4 337034.1 -168424.7 37.13 0.000
The most complex model, which includes as predictors Closure Amplitude, categorical
variables, their interactions with the continuous predictor, and a quadratic term of the
continuous predictor, yields the smallest AIC and BIC values, and the largest log-likelihood,
with a significant likelihood ratio statistic (p-value = 0.000). The results of this model
(based on marginal sum of squares) are presented in Table 3.14, showing that the variables
significant at 0.001 level are POA, Position, Closure Amplitude X POA, Closure Amplitude
X Position, and the square of Closure Amplitude. This model is difficult to interpret because
the main continuous predictor is not statistically significant (p = 0.684), while its quadratic
term is. Referring back to the data scatterplots (Figs. 3.26, 3.27, and 3.28), there was little
evidence of non-linearity except at the extremes of the range of the continuous predictor.
Due to this, and because interpretability is an important factor in selecting a model, the most
complex model (model 4) is rejected in preference to model 3, which is the next best model
based on its evaluation metrics. This model has very high correlation (r=0.935) between the
main continuous predictor and the intercept. To correct for this, the model is centered in
the variable Closure Amplitude. The correlation coefficient for the centered model is much
improved (r=-0.412).
3.4.4 Examination of the model
The model selected in the previous section has the following specification:
BrstAmp = CloAmpcent + POA+ V oicing + Pos+ CloAmpcent ∗ POA+ CloAmpcent ∗
V oicing + CloAmpcent ∗ Pos+ Subject+ error
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Table 3.14: Summary of marginal ANOVA results for the polynomial regression model: Burst
Amplitude versus Closure Amplitude.
numDF denDF F-value p-value
(Intercept) 1 52261 115.19 0.000
Closure Amplitude 1 52261 0.17 0.684
POA 2 52261 7.23 0.001
Voicing 1 52261 7.53 0.006
Position 2 52261 19.58 0.000
Closure Ampllitude^2 1 52261 37.94 0.000
Closure Amplitude x POA 2 52261 28.90 0.000
Closure Amplitude x Voicing 1 52261 0.35 0.554
Closure Amplitude x Position 2 52261 182.38 0.000
Model’s results
The marginal ANOVA results for the selected model are presented in Table 3.15, showing
that all terms are significant at the 0.001 level except for the interaction term of Closure
Amplitude and Voicing (p=0.744). Fitting a model without this term does not lead to
a better fit (p-value of the likelihood test is 0.744), therefore this term is retained in the
model. The significance of the categorical variables indicates that amplitude of the burst
differs based on the tokens’ phonological features, which is consistent with prior reports. The
significance of interaction of the main continuous predictor with the categorical variables of
POA and Position means that the regression lines for subsets of data defined by the levels
of these variables differ in their slopes.
Table 3.15: Summary of marginal ANOVA results for the linear regression model (centered):
Burst Amplitude versus Closure Amplitude.
numDF denDF F-value p-value
(Intercept) 1 52262 8000.06 0.000
Closure Amplitude 1 52262 392.68 0.000
POA 2 52262 1772.92 0.000
Voicing 1 52262 1064.51 0.000
Position 2 52262 8169.89 0.000
Closure Amplitude x POA 2 52262 38.56 0.000
Closure Amplitude x Voicing 1 52262 0.11 0.744
Closure Amplitude x Position 2 52262 172.43 0.000
The significant interactions necessitate further inquiry into the values of slopes for data
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subsets defined by POA and Position. The interaction term of Closure Amplitude with
Voicing was shown to be not statistically significant (thus indicating that the slopes for
voiced and voiceless stops do not differ), but nevertheless improving the overall fit of the
model, and was kept in the model. For this reason, the individual slopes are calculated by
taking the category of Voicing into account. The eighteen resultant values are presented in
Table 3.16: they are all positive and highly significant.
Table 3.16: Slope estimates from the linear regression model for categorically conditioned
data subsets: Burst Amplitude versus Closure Amplitude.
Initial Medial Final
p 0.456*** 0.453*** 0.65***
t 0.356*** 0.354*** 0.55***
k 0.365*** 0.363*** 0.559***
b 0.459*** 0.456*** 0.653***
d 0.359*** 0.357*** 0.553***
g 0.368*** 0.366*** 0.562***
*** signif. at p<0.001,** signif. at p<0.01,* signif. at p<0.05.
To see if there are any systematic differences in slopes engendered by categorical variables,
the slopes estimates with their 99% confidence intervals are plotted in Fig. 3.30. From this
figure, it can be seen that final stops have a steeper slope than initial or medial stops: the
estimates in the lower panel are to the right of those in the upper two panels. Keeping
the place identification the same, there is no difference in slopes of the voiced and voiceless
stops (confirming the lack of significance of interaction of Closure Amplitude with Voicing).
Finally, keeping Position constant, labials show steeper slopes than coronals and velars.
To estimate whether visual differences in slope magnitude due to categorical differences
are significant in statistical terms, a set of planned comparisons between levels of categorical
variables is carried out. The difference between voiced and voiceless stops was not signifi-
cant (p=0.744), as was expected from the absence of interaction of this term with Closure
Amplitude. With respect to the place contrast, the difference in slope values was significant
between labials and coronals or velars (p<0.00001) and was not significant between coronals
and velars (p=0.369). Similarly, Position exerted a varying influence on the co-variation
pattern, with the differences between initial and medial stops, as well as medial and final
stops being highly significant (p<0.00001), but no difference between initial and medial stops
(0.869).
The levels of Burst Amplitude have shown some regular trends with respect to categorical
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Figure 3.30: Slope estimates and associated 99% confidence intervals from the linear model
for Burst Amplitude versus Closure Amplitude, coded by POA, Voicing, and Position (initial
stops in the top panel, medial stops in the middle panel, and final stops in the bottom panel).
variables of phonological contrast and prosody in both the visual inspection of the present
data and previous studies. Does the pattern observed for the slopes in the Fig. 3.30 mirror
that of the intercepts? Using the linear model’s coefficients, the mean estimates for the
categorically conditioned groups are calculated and plotted in Fig. 3.31. The distributions
in two figures are highly similar, which is confirmed by the negative correlation between
intercepts and slopes (r=-0.936, p=1.131e-08). This means that lower intercepts correspond
to steeper slopes.
For a summary representation of the linear model, the regression lines it produces are
superimposed over the scatterplot of individual observations in Fig. 3.32. The lines have
positive slopes, with those with lower intercepts having steeper slopes, and vice versa, within
their respective categorical group.
Checking model’s assumptions
To assess the fit of the model and whether its assumptions hold true, several diagnostics
are performed on the residuals of the polynomial model. Plotting standardized residuals of
the model against the fitted values (Fig. 3.33), one observes that residuals are distributed
randomly and symmetrically, with no evidence of unequal variance, indicating that the model
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Figure 3.31: Intercept estimates and associated 99% confidence intervals from the linear
model for Burst Amplitude versus Closure Amplitude, coded by POA, Voicing, and Position
(initial stops in the top panel, medial stops in the middle panel, and final stops in the bottom
panel).
Figure 3.32: The scatterplot of Burst Amplitude against Closure Amplitude with the linear
model regression lines defined by the interactions of Closure Amplitude with categorical
variables.
77
Figure 3.33: Scatterplot of standardized residuals against fitted values from the centered
linear model: Burst Amplitude versus Closure Amplitude.
fits the data fairly adequately. This is supported by the fact that 2534 residuals are of
absolute value greater than 2, which constitutes less than 5% (2616) of the data. To check
whether the data are homoscedastic, the residuals are plotted against Closure Amplitude
in Fig. 3.34, showing no serious heteroscedasticity. To check whether the assumption of
normality of errors holds, the residuals are plotted in a normal probability plot (Fig. 3.35).
There is no evidence that there are large deviations from the normal distribution. Based on
these diagnostic plots, the fit of the model is deemed adequate.
3.4.5 Discussion
The relationship between amplitude levels for closure and burst was shown to be positive,
which is compatible with the prediction of the compensation hypothesis. Thus, as the
closure amplitude increases indicating the impairment of this cue, the amplitude of the
burst increases as it is strengthened in compensation. The compensation hypothesis also
predicts the relationship to be curvilinear (and in this case, concave), so as to not cause
degradation of one cue when the other is at its optimal level. There was some evidence for
non-linearity, although the coefficient for the quadratic term was not examined in detail.
Based on a visual inspection of the data (Figs. 3.26 and 3.28 in section 3.4.2), when non-
linearity is indicated by the divergence of the linear regression lines and loess curves, it is
mostly of concave nature (with a possible exception of velars); ascertaining this impression
would require some additional and more complicated testing.
The differences due to categorical levels, when present, were manifested in the magnitude
78
Figure 3.34: Scatterplot of standardized residuals against Closure Amplitude from the cen-
tered linear model.
Figure 3.35: Normal plot of standardized residuals from the centered linear model: Burst
Amplitude versus Closure Amplitude.
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of slopes rather than their direction. There was no difference between voiced and voiceless
stops, and distinctions due to POA and Position were not always significant. Specifically,
the slope for labials is steeper than for either coronals or velars, with no difference between
the latter two. Final stops have a steeper slope than either initial or medial stops, and
no difference was found between initial and medial stops with respect to the magnitude of
slope. There was also observed a correlation of the levels of the response variable (i.e. the
intercepts) and the slopes of the regression lines.
To summarize, the main findings of this section, which will be probed in the discussion
chapter, are as follows: (1) The association between Closure Amplitude and Burst Amplitude
is positive, which has been interpreted as evidence of compensatory relationship between
these cues; (2) The contrasting features of POA and Voicing, as well as positional attributes
of the stops, are not consistently revealed in the co-variation of Closure Amplitude and Burst
Amplitude; (3) The association of intercepts and slopes for the individual regression lines
was not predicted by either hypotheses considered here, and needs to be explored further.
3.5 Burst Duration versus Closure Amplitude
This section examines the relationship between the duration of the burst and the amplitude
of the closure of the stop. The closure amplitude primarily cues the plosive manner, but can
also cue the voicing specification in conjunction with the information about periodicity of
the signal duration the closure. The burst duration can be a cue for the manner, but more
importantly it serves as a secondary cue for POA and voicing of the stop. The questions
that guide the data analyses in this section are: What is the general pattern of co-variation
for these two cues? How are the contrastive features of place and voicing, and possibly
positional differences in the word, expressed in the variation pattern?
3.5.1 Predictions
If the closure amplitude increases and is thus a less optimal cue, the compensation view
predicts that the burst duration will increase to counteract it (a positive concave association).
The uniform co-variation hypothesis predicts, on the contrary, that the burst duration will
become less optimal as well and will therefore shorten (a negative association). The null
hypothesis predicts there will be no relationship between the two.
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Figure 3.36: Burst duration against closure amplitude split by POA and Voicing, with linear
regression lines (in blue) and loess curves (in red) superimposed.
3.5.2 Graphical examination of the data
To form a preliminary idea of which trends the data exhibit, the values of Burst Duration
were plotted against the values of Closure Amplitude, split up by Voicing (plot not shown
here). A few extreme values of Burst Duration apparent from this plot make examination of
data trends difficult. To circumvent this, only a subset of data, corresponding to the values
of Burst Duration less than 0.16 sec, is used in the two subsequent plots. In Fig. 3.36, the
scatterplot of data points is divided into subsets by POA and Voicing. The variance for
voiceless and voiced stops is noticeably different in the vertical dimension, i.e. due to the
Burst Duration. The linear regression lines and loess curves show a negative trend in the
data, with varying magnitude of slopes depending on the particular subset. Plotting the
data in one panel, with the loess lines by POA and Voicing overlaid (Fig. 3.37), one observes
that the greatest difference is exerted by, again, the category of Voicing, not only in the level
of the response variable (which is expected), but, more importantly, in the nature of the
relationship between Closure Amplitude and Burst Duration. Thus, voiceless stops show an
inverse association, while the curves for the voiced stops are more or less horizontal.
In addition to phonological factors of POA and voicing, I wish to assess whether the
position within word differentiates trends in the data. The values of Burst Duration are
plotted against Closure Amplitude, now split up by POA and Position (Fig. 3.38). The
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Figure 3.37: Burst duration against closure amplitude with loess curves coded by POA
(color) and Voicing (line type).
slopes of linear regression lines superimposed over the data points indicate that, although
the slope is almost always negative, it differs in magnitude between the levels of Position
variable.
Given the diverse and complicated patterns present in the data, one anticipates the
need for a complex regression model including categorical variables, polynomial terms, and
interaction of the continuous predictor with the categorical variables.
3.5.3 Model building
Despite an apparent need for a complex model to fit the complex data at hand, the initial
fixed effects specification is fairly simple including the main continuous predictor and its
square, as well as the categorical variables. This is in accordance with the common advice
to start with a simple model in observational studies.
Finding an optimal random component
First, the need to include the random effects is tested by performing a pseudo-log-likelihood
test between an ordinary least squares regression model and an analogous model with a
random intercept by subjects. The fit of the model is significantly improved by the addition
of the random effect (p=0). The next model fitted allows for the slope as well as the
intercept to vary within subjects. To see if there is a need for further complexity in the
random component, the residuals of this model are plotted against Closure Amplitude in
Fig. 3.39, indicating minor heteroscedasticity since the vertical spread of residuals increases
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Figure 3.38: Burst duration against closure amplitude split by POA and Position, with linear
regression lines (in blue) and loess curves (in red) superimposed.
as the closure duration decreases. More problems are evident with the fit of this model in
the scatterplot of the residuals against the fitted values (Fig. 3.40): the distribution is not
symmetric or homogeneous, which is an indication that perhaps some part of data are more
variable than others. Referring back to the graphs of the raw data (Figs. 3.57, 3.58, and
3.60), this non-homogeneity of residuals can be traced to the vastly different variability of
burst duration values for voiced stops as opposed to voiceless ones.
To improve on the model above, three within-group variance functions are tried: (1)
a power function, (2) an exponential function, and (3) a power function plus a constant.
The second of these models did not converge (even after increasing the number of iterations
for finding the model’s parameters), which likely indicates that it is a poor fit for the data
to begin with. All the other models with different random components are summarized in
Table 3.17. Based on the information-theoretic criteria and the likelihood ratio test, the
model with the random intercept and slope, and within-subject variance modeled as a power
function, is selected.
Finding an optimal fixed component
In this section, the fixed effects component is fine-tuned, paired with the random effects
specification determined in the previous section. The simplest model contains only the Clo-
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Figure 3.39: Scatter plot of standardized residuals of the random intercept and random slope
model against the Closure Amplitude values.
Figure 3.40: Scatter plot of standardized residuals of the random intercept and random slope
model against the fitted values: Burst Duration versus Closure Amplitude.
84
Table 3.17: Comparison of models with different random components: Burst Duration versus
Closure Amplitude.
Random Effects df AIC BIC logLik L.Ratio p-value
1 intercept 10 -252208.8 -252120.2 126114.4
2 intercept, slope 12 -252273.1 -252166.7 126148.6 68.27 0.000
3 intercept, slope,
varPower(form = ˜CloAmp)
13 -252357.0 -252241.7 126191.5 85.89 0.000
4 intercept, slope,
varConstPower(form = ˜CloAmp)
14 -252355.0 -252230.9 126191.5 0.00 0.997
sure Amplitude as the sole predictor, and subsequent models build on this by adding the
following terms: (1) the three categorical variables POA, Voicing, and Position, (2) categor-
ical variables and their two-way interactions with the continuous predictor, (3) categorical
variables and the square of the continuous predictor, (4) categorical variables, their two-way
interactions with the continuous predictor, and the square of the continuous predictor. The
comparison of the models is summarized in Table 3.18.
Table 3.18: Comparison of models with different fixed components: Burst Duration versus
Closure Amplitude.
Fixed Effects df AIC BIC logLik L.Ratio p-value
1 CloAmp 7 -233270.5 -233208.4 116642.2
2 CloAmp+POA +Voi+Pos 12 -252465.6 -252359.2 126244.8 19205.10 0.000
3 CloAmp+POA+Voi+Pos+
CloAmpxPOA+CloAmpxVoi+CloAmpxPos
17 -252780.5 -252629.8 126407.3 324.93 0.000
4 CloAmp+POA+Voi+Pos
+CloAmp^2
13 -252486.4 -252371.1 126256.2 302.14 0.000
5 CloAmp+POA+Voi+Pos
+CloAmpxPOA+CloAmpxVoi+CloAmpxPos
+CloAmp^2
18 -252803.3 -252643.7 126419.6 326.90 0.000
Based on the various criteria, the most complicated model is selected. To check whether
the random component can be simplified, given the more complex fixed effects than the
ones that had been used to arrive at the random component, several models with decreasing
complexity of the random component are fitted. The comparison of the models is presented
in Table 3.19, indicating that the previously selected random effects must be retained (p-
value of the likelihood ratio is 0.000). The selected model has a very high positive correlation
between the intercept and the main continuous predictor (r=0.958), indicating a poor fit.
The usual solution to the problem is to center the predictor, which is done by subtracting
the mean of Closure Amplitude from each of its values during the fitting of the model. Thus,
a model is fitted with the centered data; its correlation is significantly improved at r=-0.238.
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Table 3.19: Comparison of models with different random components (reconsideration):
Burst Duration versus Closure Amplitude.
Random Effects df AIC BIC logLik L.Ratio p-value
1 intercept, slope,
varPower(form = ˜CloAmp)
18 -252581.8 -252422.2 126308.9
2 intercept, slope 17 -252506.8 -252356.1 126270.4 77.01 0.000
3 intercept 15 -252438.9 -252305.9 126234.5 71.87 0.000
3.5.4 Examination of the model
The results are reported for the model with the following specification:
BrstDur = CloAmpcent + CloAmpcent
2+POA + V oicing + Pos + CloAmpcent*POA +
CloAmpcent*Voicing+CloAmpcent*Pos + Subject + Variance for each subject + error
Results
The p-values for the terms entered in the model are presented in Table 3.20, all being highly
significant except for Closure Amplitude which is not significant at the 0.001 level (p=0.03).
The quadratic term of this variable, as well as the interaction terms with categorical vari-
ables, are highly significant, which signals that Closure Amplitude is actually an important
contribution to the fit of the model and that it has a non-linear properties, partly due to
the influences due to categorical attributes. For these reasons, as well as to adhere to the
principle of marginality, which states that the statistically non-significant lower order term
is retained in the model if there are higher order terms that include it are present, Closure
Amplitude is not excluded from the model’s specification.
Table 3.20: Summary of marginal ANOVA results for the polynomial regression model (cen-
tered): Burst Duration versus Closure Amplitude.
numDF denDF F-value p-value
(Intercept) 1 52261 90.69 0.000
CloAmp 1 52261 4.69 0.030
POA 2 52261 483.76 0.000
Voicing 1 52261 18322.22 0.000
Position 2 52261 2133.24 0.000
CloAmpCloAmp2 1 52261 27.45 0.000
CloAmp x POA 2 52261 32.29 0.000
CloAmp x Voicing 1 52261 163.06 0.000
CloAmp x Position 2 52261 48.36 0.000
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Since the two-way interaction terms were found to be statistically significant, the direction
and magnitude of slope for the regression line cannot be inferred from the coefficient for the
main continuous predictor. To assess the differences in regression slopes in categorically
conditioned subsets of data, a linear model is fitted, excluding the quadratic term while
keeping all other terms and specifications the same. The marginal ANOVA results for this
linear model are given in Table 3.21. Now that the quadratic term is not included, the linear
term for Closure Amplitude is highly significant; this is the only difference in the significance
of model terms between the polynomial and linear models.
Table 3.21: Summary of marginal ANOVA results for the linear regression model (centered):
Burst Duration versus Closure Amplitude.
numDF denDF F-value p-value
(Intercept) 1 52262 4114.96 0.000
CloAmp 1 52262 86.71 0.000
POA 2 52262 482.65 0.000
Voicing 1 52262 18425.74 0.000
Position 2 52262 2152.35 0.000
CloAmp x POA 2 52262 27.95 0.000
CloAmp x Voicing 1 52262 169.09 0.000
CloAmp x Position 2 52262 53.27 0.000
Using the coefficients of the linear model, the slope coefficients for subsets of data defined
by the interactions are calculated. The slopes are given in Table 3.22 where the significance
levels are calculated comparing each individual slope to the value of zero (i.e., the slope is
significantly different from zero if it is marked as significant). The majority of values are
negative and highly significant, although very small in magnitude. The exceptions to this
trend are the following: the initial [b] and [d] are positive (statistically significant at 0.01
level), the slope of initial [g] is not significant (hence is not different from zero), while final
[p] and initial [b] are negative but not significantly so.
To see if there are any patterns due to categorical variables, the regression slopes from
Table 3.22 are plotted in Fig. 3.41 along with their 99% confidence intervals. The slope gets
more positive as the position in the word moves from initial to medial to final. Also, voiceless
stops have steeper slopes than voiced ones and, although the slopes by POA (given same
voicing specification) are overlapping in their confidence intervals, the slopes get shallower
as the POA moves from back to front (velar to coronal to labial).
To see whether these categorically-induced differences are statistically significant, a set of
planned comparisons within levels of categorical variables was conducted. The difference be-
87
Table 3.22: Slope estimates from the linear regression model for categorically conditioned
data subsets: Burst Duration versus Closure Amplitude..
Initial Medial Final
p -0.0005*** -0.0006*** -0.0002**
t -0.0006*** -0.0007*** -0.0002***
k -0.0008*** -0.0009*** -0.0004***
b -9.2e-05 -0.0002** 0.0003***
d -0.0002** -0.0003*** 0.0002***
g -0.0004*** -0.0005*** -7e-06
*** signif. at p<0.001,** signif. at p<0.01,* signif. at p<0.05.
tween voiced and voiceless stops was highly significant (p<0.00001). For the POA category,
the difference between velars and labials or coronals was found to be significant (p<0.00001),
with no difference between labials and coronals (p=0.207). Position also showed some vari-
ability: the difference in slope (magnitude) was significant for final stops, on one hand,
and medial or initial stops, on the other hand (p<0.00001), and slope values did not differ
significantly between initial and medial stops (p=0.054).
The pattern observed in Fig. 3.42 also raises the question whether the slopes follow the
same distribution as the estimated means of the data subsets conditioned by categorical
variables. The levels of response variable are affected by the categorical variables, as was
noted while graphically examining the data as well as confirmed through their statistical sig-
nificance. The intercepts for data subsets are plotted in Fig. 3.42. The pattern of intercepts
is exceedingly similar to that of the slopes, as supported in their high negative correlation
coefficient (r=-0.894, p = 5.913e-07). Given that most of regression lines have negative slope,
this means that the higher the intercept, the steeper the slope.
For a summary of the regression results, the linear regression lines for categorically condi-
tioned data subsets are superimposed over the scatterplot of Burst Duration against Closure
Amplitude (Fig. 3.43). For the lines with negative slope, the correlation between slopes
and intercepts, with higher intercepts entailing steeper slopes, appears to hold both within
and across categorical variables. This is different for final stops, where voiced counterparts
have lines with positive slopes, for which this relationship does not hold; on the contrary,
the lower the intercept, the steeper the slope of the line.
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Figure 3.41: Slope estimates and associated 99% confidence intervals from the linear model
for Burst Duration versus Closure Amplitude, coded by POA, Voicing, and Position (initial
stops in the top panel, medial stops in the middle panel, and final stops in the bottom panel).
Model’s assumptions checking
The polynomial model’s residuals are plotted against the fitted values in Fig. 3.44. The
pattern is non-symmetric and heteroscedastic. Plotting the residuals against the continuous
predictor also shows heteroscedasticity (Fig. 3.45). In fact, the distribution of residuals of
the final model does not show much improvement from that of an earlier, less sophisticated
model (Figs. 3.40 and 3.39). This is likely due to the differing variances for voiced and
voiceless stops (for Burst Duration variable especially). To check for normality of errors,
the residuals are plotted in a normal probability plot (Fig. 3.46), indicating large deviations
from the normal distribution.
All of the above checks suggest that there are problems with the fit of the polynomial
model, casting some doubt on the validity of the results, since deviations from normality and
homoscedasticity can make estimation of the standard errors of the model coefficients (but
less so the coefficients themselves) unreliable. This may not be a serious problem for the
model at hand, since the size of the sample is very large, which possibly alleviates the risks of
deviations from the assumptions. Therefore, the model still gives some valuable information
about the data, even if its accuracy cannot be ascertained. Additional modeling might
be helpful, if not strictly necessary, which could include further modeling within-subject
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Figure 3.42: Intercept estimates and associated 99% confidence intervals from the linear
model for Burst Duration versus Closure Amplitude, coded by POA, Voicing, and Position
(initial stops in the top panel, medial stops in the middle panel, and final stops in the bottom
panel).
Figure 3.43: The scatterplot of Burst Duration against Closure Amplitude with the linear
model regression lines defined by the interactions of Closure Amplitude with categorical
variables.
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Figure 3.44: Scatterplot of standardized residuals against fitted values from the polynomial
model: Burst Duration versus Closure Amplitude.
Figure 3.45: Scatterplot of standardized residuals against Closure Amplitude from the poly-
nomial model.
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Figure 3.46: Normal plot of standardized residuals from the polynomial model: Burst Du-
ration versus Closure Amplitude.
variance (by allowing separate parameters for voiced and voiceless stops), fitting separate
regression models for voiced and voiceless stops, as well as adding other predictors to the
model specification. These improvements in the regression modeling are left for future work.
3.5.5 Discussion
The principal questions the answers to which were sought here are as follows: What kind
of relationship is there between closure amplitude and burst duration? Specifically, is there
positive or negative association between these two phonetic cues and which hypothesis of
phonetic co-variation better predicts observed patterns? The second set of questions concerns
the maintenance of contrasting features as the cues vary. That is, whether and how do the
categories of POA, voicing of the stop, and its position in the word, are expressed in the
properties of the observed relationship?
Results suggest that there is a complex relationship between closure amplitude and burst
duration in that it is not strictly linear, as well as its properties differ depending on the
categorical attributes of the data. Most of observations showed a negative association be-
tween continuous variables: as closure amplitude increases, burst duration decreases. Since
increase in closure amplitude can be seen as the weakening of the closure and the decrease in
burst duration can also be seen as a weakening of the burst, this relationship is compatible
with the prediction of the uniform change hypothesis.
Although most of the data lends support to the view of uniform co-variation (only 5
categories out of 18 differed in the direction of the relationship from the negative one), there
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are several interesting observations that can be made. Firstly, the uniform change hypothesis
in the form stated does not predict curvilinear relationship, yet non-linearity (as expressed
in the quadratic term of the main continuous predictor) was found significant. This may be
attributed at least in part to the presence of interaction of the main continuous predictor with
categorical variables. Secondly, the magnitude of the slopes is extremely small, despite their
statistical significance. Two of the data subsets, namely, final [b] and [d], showed significantly
positive slopes, and three more had slopes that statistically did not differ from zero (final [g]
and [p], and initial [b]). This suggests that either the strength of uniform association is weak
or there is some presence of interaction of uniform as well as compensatory change between
Closure Amplitude and Burst Duration.
The contrastive and positional differences in stops are in general well preserved under
variation of the two cues considered here. The only two pairs that did not exhibit sufficient
differences in either direction or magnitude of their slopes are labials and coronals (for the
place contrast), and initial and medial stops, with respect to Position. The differences
between the slopes mirror those of the y-intercepts for the categorically conditioned groups,
with very high negative correlation. In general, as the intercept decreases, so does the slope’s
magnitude. This association raises the question if it is meaningful with respect to maintaining
the categorical differences in the data. The only exception to the pattern of correlation
between slopes and intercepts was found in final voiced stops, which incidentally also differ
in the general direction of the slope. This suggests that there may be some interaction
between direction of co-variation between Closure Amplitude and Burst Duration, on one
hand, and the expression of categorical differences through both the direction and magnitude
of association.
Thus, the findings of this section, which will be considered in more detail in the discussion
chapter, are as follows: (1) The regression modeling has not yielded a conclusive description
of co-variation pattern as either strongly uniform or compensatory in nature, with the former
view gaining a greater support. (2) Despite variability in the general direction of co-variation,
categorical distinctions are on the whole well-expressed in either the direction or magnitude
of change. (3) An additional feature of the data, i.e. the high correlation between slopes
and intercepts for individual regression lines, is not expected under either hypotheses of
variation, and needs some further exploration to understand its origin and significance for
maintaining categorical differences in stops.
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3.6 Closure Amplitude versus Closure Duration
This section explores the relationship between the duration and amplitude of the stop closure,
which can cue several contrasting features simultaneously. The closure duration is an acoustic
cue for the manner, voicing, and POA of the stop, and its amplitude is a cue for the manner
and voicing (the latter when supplemented with the cue(s) to the quality of noise during
the closure). How these two quantities co-vary? Are the categorical features of phonological
contrast and prosodic position preserved under their co-variation? These are the questions
that motivate the analyses in this section.
3.6.1 Predictions
If the closure duration of the stop is shortened, signaling its degradation, the compensation
hypothesis predicts that the amplitude throughout the closure will be reduced in response to
that (a positive convex trend). From the outset, it may appear that there are problems with
this prediction. First of all, for voiceless stops, the level of the amplitude throughout closure
is expected to be already very low, and there may be little room for improvement. Secondly,
for voiced stops, there is, on the contrary, an expectation of presence of a certain level of
amplitude during the closure, and reducing this level may be considered as an impairment,
rather than improvement. While this is a possibility, it is also true that too high a level of
the amplitude is not desirable for voiced stops either. The key to this issue is not the level
of the amplitude per se, but the quality of noise throughout the closure: for both voiced and
voiceless stops the presence of aperiodic noise is undesirable. The quality of the noise which
contributes to the measurement of amplitude in stop closure is not assessed in this work
(though it is possible to do so in principle through assessing the zero crossing rate of the
speech signal), so it is not possible to evaluate a more refined version of the prediction the
compensation hypothesis would make for voiceless and voiced stops, taking this quality into
account. For this reason, a single prediction for voiced and voiceless stops will be tested.
The view of uniform co-variation predicts that, if the duration of the closure is shortened
(thus being weakened), the amplitude of the closure will rise in a further sign of weakening.
Therefore one expects to observe a negative linear relationship. The null hypothesis predicts
no relationship, hence a regression line with a zero slope.
3.6.2 Graphical examination of the data
To assess the trends in the data, the values of Closure Amplitude are plotted against Closure
Duration, broken into subsets by POA and Voicing (Fig. 3.47). Two major characteristics
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Figure 3.47: Closure Amplitude against Closure Duration split by POA and Voicing, with
linear regression lines (in blue) and loess curves (in red) superimposed.
of the data are evident from the plots. Firstly, the relationship between variables appears to
be non-linear at the lower range of the Closure Duration. Secondly, there is a considerable
increase in variation as the Closure Duration decreases. These two properties of the data,
non-linearity and heteroscedasticity, will likely need to be accommodated by the regression
modeling. This becomes even clearer when all the data points are plotted together and are
superimposed with loess curves distinguished by POA and Voicing (Fig. 3.48).
To assess whether positional characteristics of the stop contribute to the variability of the
data, the values of Closure Amplitude are plotted against the values of Closure Duration,
now divided into subsets by POA and Position (Fig. 3.47). Although the general direction of
the lines is the same, the magnitudes of slopes appear different for levels of Position (steeper
for medial than for initial and final stops). This indicates that inclusion of this variable may
be necessary to achieve a better fit of the regression model.
3.6.3 Model building
It is necessary to establish the optimal forms of the fixed and random components. The
starting point for the fixed component includes the continuous variable Closure Duration
and its quadratic term, and categorical variables POA, Voicing, and Position. The inclusion
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Figure 3.48: Closure Amplitude against Closure Duration with loess curves coded by POA
(color) and Voicing (line type).
Figure 3.49: Closure Amplitude against Closure Duration split by POA and Position, with
linear regression lines (in blue) and loess curves (in red) superimposed.
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Figure 3.50: Scatter plot of standardized residuals of the random intercept and random slope
model against the Closure Duration values.
of the categorical variables is an attempt to account for the different levels of response
variable based on these categories. The quadratic term is added to account for non-linearity
of the relation. All the models fitted while searching for an optimal random component are
based on this fixed component.
Finding an optimal random component
First, I formally test for a need to include a random effect of subject. To do so, two models
were fitted: the ordinary least squares model (with no random effects) and a corresponding
model with the simplest specification of the random component, which is the random inter-
cept by subject. The pseudo-log-likelihood statistics has a p-value of zero, indicating that
the inclusion of random effects is necessary.
Several models with increasing random component complexity were fitted, in order to
capture growing variation as the closure duration decreases as was noted from the data
scatterplot in Figs. 3.47, 3.48, and 3.49. The need to do so is further demonstrated in
the residual plot of the model with random intercept and slope for subjects but assuming
equal variance (Fig. 3.50). The residuals of the model, plotted against the values of Closure
Duration, show a clear heteroscedastic pattern.
To model heteroscedasticity, three different within-group (i.e., within subjects) variance
function were tried: (1) variance as a power function of Closure Duration, (2) variance as an
exponential function of Closure Duration, and (3) variance as a power function of Closure
Duration plus a constant. The resulting models are summarized in Table 3.23.
The model with the smallest AIC and BIC and largest log-likelihood measures is the one
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Table 3.23: Comparison of models with different random components: Closure Amplitude
versus Closure Duration.
Random Effects df AIC BIC logLik L.Ratio p-value
1 intercept 10 308601.5 308690.1 -154290.7
2 intercept, slope 12 308376.1 308482.5 -154176.1 229.34 0.000
3 intercept, slope,
varPower(form = ˜CloDur)
13 305841.6 305956.9 -152907.8 2536.50 0.000
4 intercept, slope,
varExp(form = ˜CloDur)
13 306131.4 306246.7 -153052.7
5 intercept, slope,
varConstPower(form = ˜CloDur)
14 305839.9 305964.0 -152905.9 293.55 0.000
with the variance as a power function of Closure Duration plus a constant. However, the
likelihood ratio test of this model against the next best model (with the variance as a power
function) shows that the more complicated model offers a relatively minor improvement over
the simpler one (p-value = 0.05), so the model with the simpler specification of the variance
function is chosen. The final choice of the random component is the one with random
intercept and slope for subjects, as well as the within-subject variance modeled as a power
function of Closure Duration.
Finding an optimal fixed component
Using the specification of the random component determined in the previous section, several
models are fitted with fixed components of varying complexity. The simplest model contains
only the continuous predictor of Closure Duration, and the most complex model contains,
in addition to Closure Duration and its quadratic and cubic terms, the categorical variables
of POA, Voicing, and Position, and their two-way interactions with Closure Duration. All
the models, with their fixed components specified, are summarized in Table 3.24.
Based on the AIC, BIC, and log-likelihood measures, the most complex model is selected.
Results of this model show that all the factors are highly significant (p-value <.0001) except
the interaction of Closure Duration with Voicing (p-value=0.513). Dropping this term from
the model specification and comparing the resulting model to the more complicated one
shows the simpler model is preferable (p-value of likelihood ratio test is 0.027).
Before proceeding to examine the final model, its random component is re-considered to
see whether it can be simplified as it is now paired with a more complex fixed component.
This additional step does not lead to any improvement of the model as documented in
Table 3.25.
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Table 3.24: Comparison of models with different fixed components: Closure Amplitude
versus Closure Duration.
Fixed Effects df AIC BIC logLik L.Ratio p-value
1 CloDur 7 307796.3 307858.3 -153891.1
2 CloDur+POA+Voi+Pos 12 306397.8 306504.2 -153186.9 1408.44 0.000
3 CloDur+POA+Voi+Pos +CloDurx-
POA+CloDurxVoi+CloDurxPos
17 306120.8 306271.5 -153043.4 286.99 0.000
4 CloDur+POA+Voicing+Pos
+CloDur^2
13 305833.0 305948.3 -152903.5 279.80 0.000
5 CloDur+POA+Voicing+Pos
+CloDur^2+CloDurNA^3
14 305779.4 305903.5 -152875.7 55.66 0.000
6 CloDur+POA+Voicing+Pos
+CloDurxPOA+CloDurxVoi+CloDurxPos
+CloDurNA^2
18 305724.5 305884.1 -152844.3 62.85 0.000
7 CloDur+POA+Voicing+Pos
+CloDurxPOA+CloDurxVoicing+CloDurxPos
+CloDur^2+CloDur^3
19 305666.7 305835.1 -152814.3 59.87 0.000
Table 3.25: Comparison of models with different random components (reconsideration):
Closure Amplitude versus Closure Duration.
Random Effects df AIC BIC logLik L.Ratio p-value
1 intercept, slope,
varConstPower(form = ˜CloDur)
19.00 305650.42 305818.85 -152806.21
2 intercept, slope,
varPower(form = ˜CloDur)
18.00 305649.79 305809.35 -152806.89 1.37 0.24
3 intercept, slope 17.00 308172.08 308322.78 -154069.04 2524.29 0.00
4 intercept 15.00 308394.51 308527.48 -154182.25 226.43 0.00
3.6.4 Examination of the model
This section presents results for the model with the following specification:
CloAmpl = CloDur + CloDur2 + CloDur3 + Voicing + Pos + CloDur*POA + Clo-
Dur*Pos + Subject + Variance for each subject + error
Model’s results
Table 3.26 presents the model results for the fixed effects, with all terms being highly sig-
nificant. The significance of categorical variables indicates that, predictably, the level of
amplitude differs between stops with different phonological identity. The significance of the
quadratic and cubic terms suggests that the relationship between continuous variables is not
strictly linear.
The significant interaction terms of Closure Duration with POA and Position indicate
that the regression lines for the subgroups of these categories are not parallel. Since the
presence of polynomial terms in the model, as well as significant two-way interactions, make
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Table 3.26: Summary of marginal ANOVA results for the polynomial regression model:
Closure Amplitude versus Closure Duration.
numDF denDF F-value p-value
(Intercept) 1 52261 6828.98 0.000
CloDur 1 52261 419.76 0.000
POA 2 52261 134.70 0.000
Voicing 1 52261 107.49 0.000
Pos 2 52261 61.08 0.000
CloDur^2 1 52261 130.37 0.000
CloDur^3 1 52261 62.16 0.000
CloDur x POA 2 52261 35.48 0.000
CloDur x Pos 2 52261 10.83 0.000
the extraction and interpretation of the individual slopes difficult, a linear model is fitted,
which differs from the presented one in the absence of the polynomial terms. The results of
the linear model are presented in Table 3.27. All the terms are highly significant, as was the
case with the analogous polynomial model.
Table 3.27: Summary of marginal ANOVA results for the linear regression model: Closure
Amplitude versus Closure Duration.
numDF denDF F-value p-value
(Intercept) 1 52263 8916.37 0.000
CloDur 1 52263 98.89 0.000
POA 2 52263 261.33 0.000
Voicing 1 52263 121.31 0.000
Pos 2 52263 80.79 0.000
CloDur x POA 2 52263 103.37 0.000
CloDur x Pos 2 52263 13.46 0.000
To obtain regression estimates for the slopes of the data subsets conditioned by POA
and Position, a simple slope analysis was performed (interaction with Voicing was found
to be not significant in the polynomial model, and was subsequently excluded from the
model’s specification). The values of the estimates, with their associated levels of statistical
significance, are given in Table 3.28. All the slope values are negative and highly significant.
To see if there are any trends in the respective ordering of the slope based on their
categorical affiliation, the slopes and their 99% confidence intervals are plotted in Fig. 3.51.
There are several patterns to observe. Firstly, the slopes get steeper as the position of the stop
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Table 3.28: Slope estimates from the linear regression model for categorically conditioned
data subsets: Closure Amplitude versus Closure Duration.
Initial Medial Final
Labial -26.07*** -29.96*** -35.98***
Coronal -52.82*** -56.7*** -62.73***
Velar -47.5*** -51.39*** -57.41***
*** signif. at p<0.001,** signif. at p<0.01,* signif. at p<0.05.
progresses from initial to medial to final. Secondly, regardless of the position within word,
the labials have shallower slopes than velars and coronals, and velars have shallower slopes
than coronals (with less separation than labials from the other two categories). Not all of
these differences are statistically significant as was found as a result of planned comparisons
between levels of categorical variables. With respect to the place contrast, the difference
in slopes for labials as compared to velars or coronals was highly significant (p<0.00001),
while the difference between coronals and velars was more modest (p=0.012). Recall that
there was no difference in slope between voiced and voiceless stops. Positionally, only the
difference between initial and final stops was significant (p(initial-final)<0.00001, p(initial-
medial)=0.258, p(medial-final)=0.105).
The levels of the response variable Closure Amplitude showed a systematic pattern upon
visual examination of the data and the categorical variables were found to significantly
improve the fit of polynomial and linear models. Does the pattern for the intercepts of
categorically conditioned subsets resemble that of the slopes? To answer this, the intercept
estimates (from the linear model) are plotted in Fig. 3.52. (Note that the mean estimates
for the levels of Voicing variable are not calculated, even though Voicing was found to be
significant; this was done to make the results comparable to the calculated slopes which do
not have estimates for the levels of Voicing since the interaction of Closure Duration with
Voicing was not significant and was left out of the model specification). The pattern shown
by the intercepts is similar to that of the slopes, which is confirmed numerically by their
high negative correlation (r=-0.919, p=0.0005).
To get a better picture of the nature of the relationship between continuous variables by
categorical groups, regression lines from the linear model are plotted over the scatter plot
of Closure Amplitude against Closure Duration (Fig. 3.53). All the slopes are negative, and
the higher the intercept, the higher the magnitude of the slope.
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Figure 3.51: Slope estimates and associated 99% confidence intervals from the linear model
for Closure Amplitude versus Closure Duration, coded by POA and Position (initial stops
in the top panel, medial stops in the middle panel, and final stops in the bottom panel).
Figure 3.52: Intercept estimates and associated 99% confidence intervals from the linear
model for Closure Amplitude versus Closure Duration, coded by POA and Position (initial
stops in the top panel, medial stops in the middle panel, and final stops in the bottom panel).
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Figure 3.53: The scatterplot of Closure Amplitude against Closure Duration with the lin-
ear model regression lines defined by the interactions of Closure Duration with categorical
variables.
Checking model’s assumptions
To assess the fit of the model, standardized residuals are plotted against fitted values in
Fig. 3.54. One observes that residuals show a fairly random, symmetric distribution. Plotting
residuals against the main continuous predictor in Fig. 3.55, there is no pattern of unequal
spread of residuals in the vertical dimension, in contrast to the analogous plot of the model
with an equal variance assumption (Fig. 3.50 in section 3.7.3), which speaks to the successful
modeling of heteroscedasticity in the data. The vast majority of residuals fall within the
-2 to 2 range: the number of residuals outside of this range is 2557, less than 5% of the
observations used by the model. Overall, a visual inspection of residuals suggests that the
model’s fit is fairly good.
To check whether the assumption of normality of within-subjects errors holds, standard-
ized residuals are plotted in a normal probability plot (Fig. 3.56). The distribution of the
residuals is clearly not normal, with larger residuals heavily skewed. Among some of the
common reasons for this are (1) heteroscedasticity, (2) poor fit of the model due to missing
predictor variables, or (3) poor fit of the model due to the different (i.e. not normal) un-
derlying joint distribution of the predictor and response variables. The first reason must be
rejected in this case since there is evidence that heteroscedasticity was successfully dealt with
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Figure 3.54: Scatterplot of standardized residuals against fitted values from the polynomial
model: Closure Amplitude versus Closure Duration.
Figure 3.55: Scatterplot of standardized residuals against Closure Duration from the poly-
nomial model.
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Figure 3.56: Normal plot of standardized residuals from the polynomial model: Closure
Amplitude versus Closure Duration.
through modeling within-subject variance as a power function of the main continuous pre-
dictor. The remaining two prospects then are more plausible explanations for non-normality
of residuals. Whether the fit (and normality of errors) can be improved with the inclusion of
additional predictors or the use of the generalized linear modeling (which does not assume
normality of errors) are questions for future work. In the meanwhile, given the overall good
fit of the model, combined with the large sample size, forgiving of the deviation from nor-
mality of the underlying data distributions, I consider the results of the model in this section
sufficiently accurate.
3.6.5 Discussion
The relationship between the duration of closure and its amplitude was shown to be inverse
and nonlinear: the slopes for all categorically-conditioned subsets of data were negative.
This is consistent with the prediction of the uniform change hypothesis, which says that,
when the closure duration shortens in a sign of weakening of the closure, the level of the
amplitude will rise. Conversely, when the closure duration lengthens, the closure amplitude
is lowered, whereby both characteristics reflect the strengthening of the stop’s closure. The
non-linear nature of this relationship, not directly predicted by the uniform co-variation
view, is possibly due to the influence of categorical factors exerted on the magnitude of slope
for the individual regression lines.
The contrastive features of the stops are not expressed in the same way in the co-variation
pattern between closure duration and closure amplitude. Thus, although no difference in
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slopes was found for voiced and voiceless stop, the place contrast was manifested in the sta-
tistically different slope magnitude for all three values of POA, with less separation between
coronal and velar stops than in other pairs. Positional differences were less prominent, since
only initial and final stops differed in the magnitude of their slopes at a statistically signif-
icant level. The relationship between intercepts and slopes of regression lines is a pattern
that was not predicted by either hypothesis. Whether this relationship is meaningful and is
due to the function of contrast maintenance, needs to be explored further.
The main findings of this section, which will be considered in greater detail in the next
chapter are as follows: (1) Closure duration and closure amplitude co-vary inversely, which
support the uniform change hypothesis; (2) There are differences in how contrastive features
are maintained in the face of this variation, with no differences due to voicing as opposed
to fairly consistent differences due to the POA. The effect of Position on the pattern of
variation is most evident in the slope differences between initial and final stops. Can these
differences be motivated by appealing to the forces that shape cue co-variation? (3) Is there
a (linguistic) significance to the correlation between intercepts and slopes observed here?
3.7 Burst Amplitude versus Burst Duration
This section examines the relationship between the duration and amplitude of the stop’s
burst. Both of these acoustic quantities can be cues to the plosive manner, the voicing
specification, as well as the place of the stop. The questions asked here are: What is the
pattern of co-variation of the two burst cues? Whether and how are the different dimensions
of contrast, as well as positional differences, expressed in the general trend of co-variation?
3.7.1 Predictions
If the burst duration is shortened and becomes sub-optimal, the compensation view predicts
that the burst amplitude will be increased to counter this, resulting in an inverse relationship;
if the burst duration is increased as it is strengthened, the burst amplitude will remain either
unchanged or possibly will also increase (negative concave trend). The uniform view predicts
that burst duration and amplitude will either both decrease, as the cues become less optimal,
or increase as they become more optimal (positive linear trend). The null hypothesis predicts
the changes in one cue are unrelated to the changes in the other.
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Figure 3.57: Burst Amplitude against Burst Duration for voiceless and voiced stops.
3.7.2 Graphical examination of the data
Plotting Burst Amplitude against Burst Duration, splitting the data by Voicing (Fig. 3.57),
shows some problems that obscure possible trends in the data while plotting all the data
with an identical scale. The first problem is a large difference in the range of values for
Burst Duration for voiced and voiceless stops, with voiceless stops exhibiting much longer
bursts than voiced ones. This is exacerbated by the presence of some very extreme values
for this variable. Since most of these extreme values are beyond the mark of 0.16 sec, they
are excluded from plotting (but not from subsequent analyses) to improve the interpretation
of the graphs.
Thus modified data are plotted in Fig. 3.58, split into subsets by POA and Voicing.
The data distributions vary substantially based on their categorical affiliation. One of the
most prominent differences is between voiced and voiceless stops, not only in the range and
spread of their values, but in the direction of the trends they are displaying: voiceless stops
show more of a positive association between Burst Duration and Burst Amplitude, while
voiced stops show a negative association. The difference is perhaps exaggerated by some
of the extreme values among voiced stops, which suggests that the results of any regression
modeling need to be checked against models with reduced data set excluding possible outliers.
Besides the difference according to voicing specification of the stop, within each voicing class
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Figure 3.58: Burst Amplitude against Burst Duration split by POA and Voicing, with linear
regression lines (in blue) and loess curves (in red) superimposed.
there are differences due to POA, especially amongst voiceless stops. Thus, the positive
association has a different degree (slope), with [p] tokens showing very weak association, if
any, while [t] tokens displaying a much stronger positive trend. These differences amongst
different stop categories are confirmed by plotting all the data in one scatterplot (excluding
the values with burst duration above 0.16 sec) in Fig. 3.59 and overlaying them with loess
curves. Both figures suggest the presence of non-linearity in the relationship of variables,
which is, however, may be primarily stemming from the presence of extreme values that
exert their influence over the curvature.
To see whether levels of the prosodic variable Position show different trends, Burst Am-
plitude values are plotted against those of Burst Duration, now split by POA and Position
(Fig. 3.60). Position does affect both the magnitude and the direction of the slopes, which
is especially evident in final stops.
Overall, there is a lot variation in the data, some of which is due to the categorical
variables of phonological contrast and prosody, providing a challenge to fit a single model to
such a diverse data set. At the very least, one anticipates that categorical variables, their
interaction with the continuous one, and some other means to model non-linearity, such as
polynomial terms, may be needed in the model to achieve an adequate fit.
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Figure 3.59: Burst Amplitude against Burst Duration with loess curves coded by POA
(color) and Voicing (line type).
Figure 3.60: Burst Amplitude against Burst Duration split by POA and Position, with linear
regression lines (in blue) and loess curves (in red) superimposed.
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Figure 3.61: Scatter plot of standardized residuals of the random intercept and random slope
model against the Burst Duration values.
3.7.3 Model building
The initial specification for the fixed component includes Burst Duration, the quadratic term
of Burst Duration, and the categorical variables POA, Position, and Voicing. Inclusion of
the categorical variables is to model observed difference in different levels of the response
variable, while the inclusion of the quadratic term is to reflect some of the curvilinear nature
of the relationship. Despite some evidence of interaction of the main continuous predictor
with individual levels of the categorical variables, the interaction terms are not included at
this stage of model building.
Finding an optimal random component
To begin with, a linear model with no random effects is fitted and compared to the anal-
ogous model with the simplest random effect of the intercept. The pseudo-log-likelihood
test indicates that adding the random effect is a significant improvement of the model’s fit
(p=0). The next model fitted, with both random intercept and slope, improves the fit further
(p-value of likelihood ratio test is <0.0001). To see whether there is a need for additional
modeling of within-subject variance, residuals of the last model are plotted against the main
continuous predictor Burst Duration (Fig. 3.61). There is heteroscedasticity present, so some
further complexity of the random component is necessary.
To account for variance structure, the following functions of variance are attempted: (1)
a power function of Burst Duration, (2) an exponential function of Burst Duration, (3) a
power function of Burst Duration with different parameters based on Voicing, and (4) an ex-
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ponential function of Burst Duration with different parameters based on Voicing. Table 3.29
summarizes the AIC, BIC, and log-likelihood measures for models with the various random
components. The model with the smallest AIC and BIC, and the largest log-likelihood is
the one with the random intercept and slope by subject, and variance as a function of the
main continuous predictor with different parameters by levels of Voicing. This specification
of the random component will be used in subsequent modeling of the fixed effects.
Table 3.29: Comparison of models with different random components: Burst Amplitude
versus Burst Duration.
Random Effects df AIC BIC logLik L.Ratio p-value
1 intercept 10 342986.9 343075.6 -171483.5
2 intercept, slope 12 342653.9 342760.3 -171315.0 336.98 0.000
3 intercept, slope,
varPower(form = ˜BrstDur)
13 342494.7 342610.0 -171234.4 161.19 0.000
4 intercept, slope,
varExp(form = ˜BrstDur)
13 342619.7 342735.0 -171296.9
5 intercept, slope,
varConstPower(form = ˜BrstDur)
14 342357.5 342481.6 -171164.7 264.28 0.000
6 intercept, slope,
varPower(form = ˜BrstDur | Voicing)
14 342102.1 342226.2 -171037.1
Finding an optimal fixed component
Paired with the random component found in the previous section, models with the follow-
ing fixed components are fitted: (1) Burst Duration as the main continuous predictor, (2)
adding categorical variables POA, Position, and Voicing, (3) adding two-way interactions of
the continuous predictor with the categorical ones, (4) adding the quadratic term of Burst
Duration but not the interactions, (5) adding both the quadratic and cubic terms, (6) adding
the quadratic term and the two-way interactions, and (7) adding quadratic and cubic terms
along with two-way interactions. The comparison of the models is summarized in Table 3.30.
The most complicated model is selected based on the AIC, BIC and log-likelihood measures
(p-value of the likelihood ratio test is <0.0001).
Since the starting specification for the fixed effects that was used to find the random
component is a much simpler one than the one arrived at here, it is prudent to check whether
the initial random component can be simplified. To do so, several models, with decreasing
random component specification, are fitted and compared. The results of this comparison
are summarized in Table 3.31, according to which the model with the best fit is the one with
the previously selected random component (p=0.000), so no simplification is possible.
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Table 3.30: Comparison of models with different fixed components: Burst Amplitude versus
Burst Duration.
Fixed Effects df AIC BIC logLik L.Ratio p-value
1 BrstDur 8 356178.4 356249.3 -178081.2
2 BrstDur+POA+Voi+Pos 13 342580.3 342695.5 -171277.1 13608.08 0.000
3 BrstDur+POA+Voi+Pos
+BrstDurxPOA+BrstDurxVoi+BrstDurxPos
18 340894.3 341053.9 -170429.2 1695.96 0.000
4 BrstDur+POA+Voi+Pos
+BrstDur^2
14 342098.2 342222.3 -171035.1 1211.86 0.000
5 BrstDur+POA+Voi+Pos
+BrstDur^2+BrstDur^3
15 341674.5 341807.4 -170822.2 425.73 0.000
6 BrstDur+POA+Voicing+Pos
+BrstDurxPOA+BrstDurxVoi+BrstDurxPos
+BrstDur^2
19 340491.6 340660.1 -170226.8 1190.86 0.000
7 BrstDur+POA+Voicing+Pos
+ BrstDur x POA + BrstDur ×V oicing+BrstDur×Pos
+ BrstDur^2 + BrstDur^3
20 340472.2 340649.5 -170216.1 21.46 0.000
Table 3.31: Comparison of models with different random components (reconsideration):
Burst Amplitude versus Burst Duration.
Random Effects df AIC BIC logLik L.Ratio p-value
1 intercept, slope,
varPower(form = ˜BrstDur | Voicing)
20 340444.6 340621.9 -170202.3
2 intercept, slope,
varPower(form = ˜BrstDur)
19 340925.7 341094.2 -170443.9 483.12 0.000
3 intercept, slope 18 341078.1 341237.7 -170521.1 154.41 0.000
4 intercept 16 341415.3 341557.2 -170691.7 341.21 0.000
3.7.4 Examination of the model
The results of the model with the following specification are presented here:
BrstAmp = BrstDur + + BrstDur2 + BrstDur3 + POA + Voicing + Pos + BrstDur*POA
+ BrstDur*Voicing + BrstDur*Pos + Subject + Variance for each subject + error
Model’s results
The marginal ANOVA results of the selected model, summarized in Table 3.32, show all
terms to be highly significant except for Voicing (p=0.24). This may seem surprising, given
that the graphical examination of data indicated Voicing to be the variable whose levels led
to the greatest difference in the relationship of Burst Duration and Burst Amplitude. This
difference is nevertheless captured in the present model via the significant interaction term
of Burst Duration with Voicing. The significance of the quadratic and cubic terms captures
the non-linearity that was observed in the data: in voiced stops the curvilinear relationship
appeared mostly to be due to extreme values (specifically, for values of Burst Duration at
the higher end of the range), while less so in voiceless stops. The interactions with the
categorical variables suggest that the slopes for individual levels of these variables are not
equal.
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Table 3.32: Summary of marginal ANOVA results for the polynomial regression model: Burst
Amplitude versus Burst Duration.
numDF denDF F-value p-value
(Intercept) 1 52260 3754.80 0.000
BrstDur 1 52260 159.46 0.000
POA 2 52260 818.96 0.000
Voicing 1 52260 1.38 0.240
Position 2 52260 2347.81 0.000
BrstDur^2 1 52260 110.94 0.000
BrstDur^3 1 52260 21.48 0.000
BrstDurxPOA 2 52260 93.66 0.000
BrstDurxVoicing 1 52260 985.33 0.000
BrstDurxPosition 2 52260 21.20 0.000
Because the slope of the regression is of primary interest in testing hypotheses, and
extracting and interpreting individual slopes in the presence of polynomial terms is difficult,
a linear model is fit excluding the polynomial terms. The results of the linear model are
presented in Table 3.33, which shows all effects significant except for the interaction of Burst
Duration with Position (p=0.206), in contrast to the polynomial model, in which this term
was highly significant. The term is retained in the linear model, which is then used to
calculate and test the slopes for the data subsets.
Table 3.33: Summary of marginal ANOVA results for the linear regression model: Burst
Amplitude versus Burst Duration.
numDF denDF F-value p-value
(Intercept) 1 52262 4054.57 0.000
BrstDur 1 52262 17.45 0.000
POA 2 52262 771.52 0.000
Voicing 1 52262 28.05 0.000
Position 2 52262 2420.56 0.000
BrstDurxPOA 2 52262 102.91 0.000
BrstDurxVoicing 1 52262 1417.36 0.000
BrstDurxPosition 2 52262 1.58 0.206
The values of slopes for subsets of data conditioned by the three categorical variables are
presented in Table 3.34. The slopes for voiced stops are negative and highly significant. The
slopes for voiceless stops show diverse values: they are significantly negative for [p] and [k]
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(with the exception of medial [k], whose negative slope is not statistically significant), but
are significantly positive for [t].
Table 3.34: Slope estimates from the linear regression model for categorically conditioned
data subsets: Burst Amplitude versus Burst Duration.
Initial Medial Final
p -20.04*** -12.91* -20.34***
t 15.48*** 22.61*** 15.18***
k -10.33* -3.2 -10.63*
b -137.6*** -130.48*** -137.91***
d -102.09*** -94.96*** -102.39***
g -127.89*** -120.77*** -128.2***
*** signif. at p<0.001,** signif. at p<0.01,* signif. at p<0.05.
To assess if there are any trends due to categorical variables, the slope estimates and
their 99% confidence intervals are plotted in Fig. 3.62. The difference between voiced and
voiceless stops is very clear, with all voiced stops falling in the negative range. There seems
to be no difference in slopes by position of the stop (which is not surprising given that the in-
teraction term with Position was not significant in the linear model). On the other hand, the
place identification appears to play an important role: the magnitude of slope is greatest for
labials, followed by velars, then followed by coronals. A set of planned comparisons between
slopes for levels of categorical variables was carried out to see if the observed differences
are statistically significant. As expected, the differences by position are not significant.
On the other hand, all the differences due to categories of phonological contrast are sig-
nificant (p(voiced-voiceless)<0.00001, p(labial-coronal)<0.00001, p(coronal-velar)<0.00001,
and p(labial-velar)=0.001).
Given that the levels of Burst Amplitude have been shown to differ according to variables
of phonological contrast and prosody, the question arises whether the slopes and intercepts
show similarity in their distribution. Using coefficients from the linear model, mean estimates
for data subsets based on categorical variables have been calculated and plotted in Fig. 3.63.
The pattern shown by intercepts is similar to that of slopes for the levels of POA (labials
are to the left of velars, which are to the left of coronals). On the other hand, the levels
of Voicing and Position show different distributions. With respect to Position, the slopes
do not differ; the intercepts, however, are lower for the final stops than for initial or medial
(i.e. the amplitude is lower for final stops). With respect to Voicing, slopes for voiced stops
are well separated from voiceless stops, while the means for voiced and voiceless stops are
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Figure 3.62: Slope estimates and associated 99% confidence intervals from the linear model
for Burst Amplitude versus Burst Duration, coded by POA, Voicing, and Position (initial
stops in the top panel, medial stops in the middle panel, and final stops in the bottom panel).
similar.
The proximity of intercepts for voiceless and voiced stop may appear unexpected, since
voiceless stops have been shown to have higher amplitude of burst than voiced ones in
previous studies [Repp, 1984]. This similarity can be understood, though, when one takes
into account that these two groups show opposite direction of their regression slopes: as
the amplitude for voiceless stops raises (with increase in Burst Duration), the amplitude of
voiced stops falls, resulting in the expected difference of the amplitude levels for the two
groups.
Overall, the patterns shown by intercepts and slopes are more dissimilar than similar,
which is confirmed quantitatively through a lack of correlation between the two (r=0.042, p
= 0.868). This can be further seen when the linear regression lines are superimposed over
the scatterplot of observations (Fig. 3.64): the intercepts vary very little, but slopes vary a
lot. That said, within POA category, the lower intercept is always paired with the slope of
lower magnitude.
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Figure 3.63: Intercept estimates and associated 99% confidence intervals from the linear
model for Burst Amplitude versus Burst Duration, coded by POA, Voicing, and Position
(initial stops in the top panel, medial stops in the middle panel, and final stops in the
bottom panel).
Figure 3.64: The scatterplot of Closure Amplitude against Closure Duration with the lin-
ear model regression lines defined by the interactions of Closure Duration with categorical
variables.
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Figure 3.65: Scatterplot of standardized residuals against fitted values from the polynomial
model: Burst Amplitude versus Burst Duration.
Checking model’s assumptions
To assess the fit of the polynomial model, the standardized residuals are plotted against
the fitted values in Fig 3.65. The residuals show a random, symmetric distribution, with
the majority falling within the range from -2 to 2: 2475 tokens have the absolute value
of their residual greater than 2, which is less than 5% of the data (=2616). To check for
heteroscedasticity, residuals are plotted against the continuous predictor Closure Duration
in Fig. 3.66. There is a strong heteroscedastic trend, with little improvement compared to
the analogous plot of an earlier model (Fig. 3.61 in section 3.7.3). To find out whether the
assumption of normality of errors holds, Fig. 3.67 presents a normal probability plot of the
residuals, showing no significant deviation from the normal distribution.
From the above diagnostic plots, heteroscedasticity emerges as the most important prob-
lem with the model’s fit, which has not been alleviated by the sophisticated modeling of
variance, i.e. allowing for different parameters of levels of Voicing variable. The presence
of heteroscedasticity can make the calculation of standard errors inaccurate, although this
problem is probably less severe for a very large dataset. Still, some further attempts to
improve the fit are possible. Indeed, it is often recommended (albeit perhaps seldom fol-
lowed) that separate regression models are fitted for the levels of the variable that enters
into interaction since the presence of significant interaction shows that the additive model is
inappropriate. Given that the voiced and voiceless stops show opposite relationship between
the continuous variables, it may be helpful to fit to them separate models. This is left for
future work, especially when adding other predictors to the model.
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Figure 3.66: Scatterplot of standardized residuals against Closure Duration from the poly-
nomial model: Burst Amplitude versus Burst Duration.
Figure 3.67: Normal plot of standardized residuals from the polynomial model.
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3.7.5 Discussion
The data exhibited ambivalent patterns. Voiced stops showed a negative association between
the duration of the burst and its amplitude. This is in accordance with the prediction
of the compensation hypothesis, which states that a decrease in burst duration will be
accompanied by an increase in its amplitude, as the change in the latter compensates for the
degradation of the former. The compensation hypothesis also predicted that the relationship
must be concave, so as not to compromise the quality of the burst amplitude when the
burst duration is at its optimal. Thus, the patterns observed for the voiced stops give
the most unequivocal support for compensation view, since the values for their slopes are
negative, and also the visual inspection of the trends suggests that they are concave in
nature (recall that both quadratic and cubic terms were found to be significant, but their
coefficients were not examined in detail, so the concavity for voiced stops was not statistically
demonstrated). There was no clear trend in the data for voiceless stops, with [t] observations
yielding a positive slope and [p] and [k] being either negative (with magnitude close to zero)
or statistically indistinguishable from zero. The possible reasons for this pattern will be
addressed in the general discussion chapter.
Even though the general direction of co-variation between burst duration and burst am-
plitude varied, the contrastive features of voicing and place were well-maintained as was
expressed in both the direction and magnitude of association. There were no such differ-
ences due to position of the stop in the word. Is there a connection between variability
in the direction of co-variation, on one hand, and consistent manifestation of categories of
phonological contrast? The answer to this question will be attempted in the next chapter.
3.8 Summary of results
Before attempting the difficult task of piecing the results from this chapter into a unified
picture, it is helpful to provide a succinct summary thereof. Major findings for all six
pairs of acoustic cues are presented in Fig. 3.68. For each pair of variables, the following are
recorded: the sign of the association between the variables, whether the relationship has been
interpreted as compensatory or uniform, and the nature of the differences due to categorical
factors of POA, voicing, and position in the word. As can be seen, there are differences as
well as similarities across different pairs of variables. The goal of the discussion to follow is to
offer explanations for the acoustic patterns that are plausible and consistent across different
pairs.
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Figure 3.68: Summary of regression results
.
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Chapter 4
Discussion of results for cue
co-variation
This chapter discusses the regression results for cue co-variation patterns obtained in the
previous chapter. I will discuss in detail each pair of cues, organizing them into within- and
across-component groups. The goal here is to get a deeper understanding of the results and
how they relate to the questions and hypotheses posed in the introduction. To this end, I
try to get an idea of what production pattern might underlie the acoustic results, keeping
in mind that ultimately, suggestions as to this production bases are tentative and should be
further tested through articulatory methods.
Recall that the relationship is captured by the regression line between measurements
of the two cues, specifically, by its slope. The sign of the slope indicates whether the
association is negative or positive, and the magnitude of the slope signifies the strength of
the association. The interpretation of the slope sign as an index of either compensatory
or uniform relationship depends on the particular cues in question, that is, their optimal
ranges, so a given association (negative or positive) can be interpreted differently in different
settings.
4.1 Co-variation within closure
The duration and amplitude of the stop’s closure were found to be in a uniform change
relationship, so they either both weaken or strengthen. That is, as the closure shortens,
the amplitude rises, and vice versa. The question is why uniform, and not compensatory,
co-variation is observed. There are three possible reasons for this: (1) the compensation
relationship is not possible to achieve due to limitations in the production mechanism, (2)
compensation is not advantageous enough, so the unadulterated production relationship,
which is uniform in nature, is allowed to hold, or (3) uniform co-variation is both the most
natural and a desirable outcome. In order to provide preliminary support to any of these
views, it is necessary to consider the production mechanism that links the duration and
amplitude of the stop’s closure, with particular attention to whether it is possible to influence
the production of the two acoustic cues with some independence. It is also important to ask
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whether the suggested articulatory processes can serve as the basis for prediction not only
of the general direction of the relationship, but also of the differences observed for different
categorical attributes.
There are two distinct ways that production processes can contribute to the observed
pattern of shortening of the closure duration accompanied by the rise of its amplitude. The
first one involves pre-voicing of the closure and the second one is a partial weakening of the
constriction. I will consider each one separately.
4.1.1 Pre-voicing of closure
The first possible explanation for the observed negative association between closure duration
and amplitude is the interaction of the duration of the constriction and the glottal activity.
For voiceless stops in post-vocalic position, upon the formation of the constriction, the
cessation of voicing is not instantaneous since vocal fold vibration continues for at least
one or two cycles, even in the presence of active adjustments from the speaker to prevent
it [Stevens, 1998]. The time it takes for the vocal folds to stop vibrating does not appear
to depend on the overall duration of the complete constriction, so a fixed duration of pre-
voicing can be assumed. This means that, as the closure duration shortens, the proportion
of pre-voiced interval to the total duration of the closure is increased and as a result the
average amplitude of the closure is increased as well. Assuming that the speaker regularly
exercises his ability to decrease the period of pre-voicing through active adjustments at the
glottis, a shortened duration of the closure cannot be compensated for by an even shorter
pre-voiced interval. If so, this explanation is consistent with the observation of the uniform
weakening and strengthening of these two acoustic cues of the closure in the present data.
The explanation based on the increased proportion of pre-voicing would hold for post-
vocalic voiceless stops only, so if it is the cause for the negative association between closure
duration and amplitude, one expects to observe the effects most strongly (i.e. with greater
slope magnitude) for medial and final voiceless stops. This is because word-initial stops are
not necessarily preceded by a vowel in the current data set. On the other hand, final stops
might also be expected to show a shallower slope, due to the air flow being at a reduced
capacity word-finally as opposed to initial and medial stops, which may contribute to earlier
cessation of vocal fold vibration for final post-vocalic stops and therefore to lower amplitude
during final stop closure. An indirect support of this is the tendency of word-final voiced
stops to devoice phonetically in many languages [Harris, 2009]. In addition, medial stops
might be expected to have the highest closure amplitude, and thus the steepest regression
slope as the duration of the closure shortens, since it may be difficult to control the changes
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in vocal folds configuration as the transition changes from voicing to voicelessness, and then
back to voicing. Indeed, phonologically voiceless stops frequently show voicing throughout
closure intervocalically (a common example of this is Spanish [Lewis, 2001]). Thus, if pre-
voicing of the stop’s closure accompanies a decrease in its duration, then we can expect
pre-voicing to be accompanied by higher closure amplitude, and this relationship should
result in regression line slope for amplitude versus closure duration being highest for medial
stops, compared to initial or final stops. The data does not fully support this proposal:
initials had the steepest slope, followed by medials, and then by final stops, with only the
difference between initial and final stops being statistically significant.
4.1.2 Incomplete constriction
The second way that the amplitude level can be increased as the closure is shortened is if
constriction is incomplete for at least a portion of its duration. If this is the case, the airflow
will escape through the (narrow) opening, which acoustically will manifest in a fricative-like
noise in parts of the closure corresponding to the incomplete constriction, and therefore in
increase of the average amplitude.1 If the vocal tract is minimally constricted, the produc-
tion will resemble that of an approximant. In principle, the shorter constriction duration
can be compensated for by ensuring it is tight throughout its total duration. Note, though,
that this may not strictly lead to compensation, since there is no way to lower the amplitude
once a tight constriction is achieved; rather, such strategy will minimize the impairment of
the primary cue (i.e. ‘silence’ during closure) for the plosive manner. However, in practice
the shorter course of constriction and its incomplete nature may be the result of the same
underlying dynamic of reduced articulation of the closing gesture, driven by less time avail-
able to achieve a proper occlusion. If so, a single motor reorganization underlies decrease
in closure duration and increase in its energy level, which is the reason for the uniform di-
rection in the change of both acoustic cues. In other words, compensation is not observed
because it is a difficult or even impossible strategy to implement, at least in the form that
the compensatory behavior has been defined here with respect to these two cues.
What categorical differences does this explanation, which is based on an assumption of
overall gestural reduction, predict? To answer this question, I will consider the ways in
which POA, position in the word, and voicing of the stop can affect its gestural reduction,
1One should note that spirantized stops in languages like Spanish can be fairly long in duration. Given
that the interval of weak constriction (approximant or fricative) is counted as part of the closure, it may not
necessarily follows that the closure duration will be shorter when the constriction degree is more open. There
is a difference, however, between the phenomenon of spirantization in, say, Spanish, where it is a regular
phonological process, and American English, where I suggest it is the result of low-level phonetic variation.
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and whether the predictions made on this basis are congruent with the acoustic findings
here.
The influence of POA on gestural reduction
The factor of POA was considered in the introduction as far as it can influence the pattern of
cue co-variation, conditioning either compensation or uniformity, where these patterns were
identified primarily on the grounds of the hypothesized perceptual salience of the acoustic
cues to POA. I did nevertheless raise some production issues as well, specifically how the
place of constriction in the vocal tract might interact with realization of the constriction
and/or release. The above discussion of the results, according to which gestural reduction is
responsible for the observed variation, provides an additional basis for examining how POA
may affect cue co-variation patterns.
The identity of articulators involved in making the constriction, and as a result the POA
of the stop, can lead to differential effects on the reduction of the constriction gesture, and
therefore on the acoustic amplitude and duration measures of the closure interval. Articu-
lators differ in their biomechanical properties, and a basic hypothesis concerning how this
might affect stop production is that stops which are produced with articulators that are
intrinsically more capable of achieving their targets in shorter time will exhibit less reduc-
tion. Here the question is whether the lips, the tongue tip/blade, or the tongue dorsum, as
the primary articulators involved in producing labial, coronal, and velar stops, respectively,
are different in their likelihood of making a proper constriction in temporally sub-optimal
conditions. Answering this question is complex and goes beyond determining which articu-
lators move faster, since any inherent physiological properties relevant to the question, such
as, for example, the velocity of the articulators, can be dependent on a number of factors
of endogenous and exogenous nature. For example, it is a common (though not necessarily
empirically supported) claim that the inherent velocity of an articulator depends on its mass:
the heavier the articulator is, the slower it is, and vice versa, with the jaw and the tongue tip
cited as examples of the former and the latter. Empirically, although this relationship tends
to hold true, there is also evidence that contradicts it, with heavier articulators sometimes
displaying faster speeds than lighter ones [Perkell et al., 2002]. Besides the idiosyncratic
characteristics that speakers exhibit in the velocity profiles of articulators [Toda and Maeda,
2012], the magnitude of articulatory movement excursion seems to be one variable that in-
fluences the velocity, with larger movements associated with higher velocity [Gracco and
Abbs, 1986, Munhall et al., 1985]. Thus intrinsic velocity of articulators, having been not
well-defined in the literature due to these dependences, may not be a useful indicator of
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articulator-specific properties and, consequently, of how they may differ in their response to
shorter durations for target achievement.
One way that the dependency of articulatory velocity on displacement has been cap-
tured is through the curvature-speed relation [Tasko and Westbury, 2004]. Generally, the
successive targets in the vocal tract are reached by the articulators moving along a curved
trajectory, which consequently constitutes a longer path than that of the shortest distance
between the two targets. The curvature of the trajectory is defined as the rate of change
of direction, and it has been observed that the higher the curvature (i.e. the less straight
the trajectory is), the slower the movement of the articulator [Tasko and Westbury, 2004].2
The relationship between the curvature of the trajectory and speed of the articulator bears
an exponent of 1/3 (or 2/3), and was therefore dubbed as the (1/3) power law. Articula-
tors show consistent differences in their values of speed and curvature. Thus, both tongue
blade and dorsum have faster speed than lower lip and jaw, associated with straighter or
more curved trajectories, respectively. This is somewhat in contradiction with other findings
about velocity of articulators; for example, the velocity of lips has been recorded to be greater
than that of the tongue back [Stevens, 1998]. This apparent discrepancy is perhaps due to
differences in methodology: reports of the articulators’ velocities depend on the particulars
of how the measurements are taken, what the (speech) task is, whether the phonetic context
is controlled, and so on.
More importantly, the curvature-speed relationship is perhaps of limited potential to shed
light on the underlying control mechanism and/or kinematic differences among articulators
that may lead to differential effects on target achievement. There are several reasons for this.
The first one is that, unlike the power relationship demonstrated in non-speech movement
and perceptual tasks, in speech the association between the curvature and speed appears to
vary based on the value of curvature: the smaller the curvature, the weaker the dependency
between the two. This shows that for articulators that follow straighter trajectories (i.e.
the regions of the tongue), there is more variability in their speed, which is perhaps the
consequence of greater control available to the speaker. Indeed, Tasko and Westbury [2004]
note that the tongue blade shows the greatest degree of freedom in its movements. Secondly,
despite the association between speed and curvature having been confirmed for languages
other than English, its variability has been used to argue that it is not a property of motor
control, but perhaps a low-level characteristic (possibly arising from the noise inherent in
variability of the system [Maoz et al., 2005]) that can be overridden by active adjustments
2This relationship has been observed first in limb movements, and was hypothesized to be a general
characteristic of limb, oculomotor, and in general perceptual systems; this earlier work has served as an
inspiration for exploring this property for speech movements [Tasko and Westbury, 2004].
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[Perrier and Fuchs, 2008]. Ultimately, the curvature-speed relationship, while contributing
to the understanding of the kind of trajectories individual articulators follow by describ-
ing a constraining condition on the movements, does not explain the linguistically relevant
differences in the behavior of articulators.
Stiffness is proposed as an attribute of articulators that describes their “spring-like qual-
ity, which varies by articulator [Shiller and Ostry, 2003]. The stiffness parameter captures
the relationship between the distance traveled by the articulator and the articulator’s veloc-
ity, and one of the ways stiffness is defined is as the ratio of the peak velocity to maximum
displacement for a specified interval (e.g. a closing gesture) [Browman and Goldstein, 1990,
Munhall et al., 1985, Roon and Gafos, 2007]. This quantity, which is essentially a mea-
surement of velocity normalized by the distance, is conceived of as an abstract reflection
of the kinematic capacity of articulators, and has been implicated to be the greatest influ-
ence on the duration of articulatory movement: articulators with lower stiffness have longer
durations, and vice versa. Tongue dorsum has been shown to have the lowest stiffness in
experimental work with Moroccan Arabic, while lips and tongue tip/blade do not differ in
this respect [Roon and Gafos, 2007]. This means that segments that are produced with back
of the tongue (like velars) need more time to achieve their targets than labials and coro-
nals, and are expected to show more articulatory reduction (incomplete constriction) under
temporally sub-optimal conditions.
Although there are no conclusive estimates of articulator stiffness and it cannot be mea-
sured from acoustic data, stiffness nevertheless offers substantial promise in explaining im-
portant properties of speech. For this reason, it is worth forming some tentative predictions
as to how stiffness can affect gestural reduction of the closing gesture, even if on the limited
basis of what is known of it from other sources. Comparing these theoretical predictions to
the acoustic data at hand will allow us to conjecture what underlying processes are respon-
sible for the patterns observed in this study.
Given that the tongue tip and lips showed greater stiffness than the tongue dorsum, the
general prediction is that velars are more likely to succumb to gestural reduction when time
is short than either coronals or labials. In terms of the relationship between closure duration
and amplitude, as encoded in the regression line between them, this translates into a greater
magnitude of the (negative) slope for velars than for the stops of the other two POAs. This
prediction is only partially borne out by the results obtained here. Velars did have the
steepest negative slope and labials the shallowest. However, coronals had slope values which
were not statistically significant from those of velars, contrary to the expectation of their
patterning along with labials.
The finding here in which velars showed the steepest negative slopes between the closure
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duration and closure amplitude is consistent with the lower stiffness that has been recorded
for velars elsewhere, and as a consequence the slower movements it results in. So, as the
closure duration decreased, the amplitude for velars has risen the most amongst the three stop
places, which can be interpreted as evidence of the incomplete achievement of the occlusion
by velars. Although a more detailed acoustic analysis of the kind of noise that contributes
to the rise of the amplitude is necessary, there is some prior evidence that the level of energy
is indicative of the quality of occlusion. Thus, in the articulatory and acoustic study of
Spanish spirantization, Hualde et al. [2011] found that acoustic intensity can be used to infer
whether the complete constriction was achieved, although caution should be exercised when
the target segment does not follow a vowel.3 Overall, the evidence is pointing to gestural
reduction with velars at the lower range of closure duration, which results in undershoot of
the constriction target. The fact that a single articulatory action underlies both temporal
and spatial reduction is responsible for the uniform change in the two acoustic cues at hand,
and absence of compensatory co-variation.
The difference in regression slope between closure duration and amplitude was significant
when velars are compared to the labials, but not so with respect to coronals. Indeed, velars
and labials appear to conform to the expectation of reductive behavior based on their stiffness
with labials having shallower slopes than velars. Coronals, on the other hand, do not, for
if coronals are to respond to the time pressure in reaching the target as expected based
on their reportedly high stiffness, they should exhibit a pattern similar to the labials, since
no difference in their respective stiffness parameters was demonstrated in previous work.
However, in this study they have been shown to pattern along with the velars, having similar
regression slope values. The question is why this pattern is observed.
I suggest the fact that labials and velars appear to pattern according to the reported
stiffness parameters and coronals seemingly do not is reflective of the difference in the pro-
duction mechanisms for velars and labials, on one hand, and coronals, on the other. Recall
that this section has been designated to explore a possible explanation that gestural reduc-
tion is the cause for the negative association of closure duration and closure amplitude, which
is taken to signify uniform co-variation in acoustic terms. The premise of such argument
is that shortening of the closure duration results not only from the temporal reduction of
the underlying gestures, but from its spatial reduction as well. The acoustic outcome of
such reduced production of the closure is that a decrease in closure duration is accompanied
by an increase in the amplitude. Although such relationship between closure duration and
closure amplitude has been observed in this work for stops of all POAs, I conjecture that,
3The measure of intensity used in Hualde et al. [2011] and other similar studies is a relative measure with
respect to the adjacent signal, not an absolute measure which was used in the present work.
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while production of velars and labials follows this scenario (with the difference in the mag-
nitude of their regression slopes presumably being the consequence of the differing stiffness
parameters of their primary articulators), the production of coronals does not. In other
words, although coronals and velars pattern together acoustically by having similar slope
magnitudes (despite being different in their reported stiffness measures), this may not reflect
the same articulatory behavior, and therefore the acoustic pattern of coronals, as opposed to
velars and labials, may have a different interpretation as to the underlying strategy involved.
The arguments supporting this position are complex and may seem like a stretch to try
to explain what may be an inconsequential acoustic result. That said, the regularity of the
pattern due to POA, which persists regardless of voicing or position in the word, demands
some attempt at its explanation, which in turn should allow us to integrate various ideas that
have surfaced in research on speech production and hopefully arrive at testable hypotheses
for future work.
How coronals are different Coronals are produced with the tongue tip/blade, which
has been recorded to exhibit the highest stiffness values (possibly on par with the lower lip
[Roon and Gafos, 2007]). Due to this quality, speakers are more likely to achieve constriction
when producing coronals; however, under temporal constraints, achieving this constriction
is accomplished in a way modified from the strictly canonical one. In other words, the high
stiffness of the tongue tip/blade allows it to reach its intended target in less time thereby
avoiding undershoot. Presumably, there is a difference in how the constriction is maintained:
although the occlusion is made, it is not sustained but instead is quickly released, thus
resulting in a flap-like articulation. In making this suggestion I assume that, although flaps
are often regarded as categorical allophones in American English (which is reflected in the
fact that the Buckeye corpus transcription labels such categorical flaps distinctly), there may
be productions of /t/ and /d/ which, although sharing some of the characteristics with the
flaps, are not consistently perceived as such. In other words, rather than viewing flaps as a
categorically distinct articulation from a coronal stop, it may be more accurate to consider
a continuum between a stop and flap production. This view is compatible with some key
studies that attempted to define the categorical nature of flaps but did not fully succeed in
doing so [de Jong, 1998, Fukaya and Byrd, 2005].
One of the articulatory consequences of flapped production of coronal stops is the lowering
of the sides of the tongue, which permits vocalic energy to permeate (Louis Goldstein, p.c.).
If indeed some of the stops that have been labeled in the Buckeye corpus transcription as
canonical [t] and [d] are produced in a flap-like manner, i.e. with a ballistic movement of the
tongue, one may expect a similar effect. Crucially, this will lead to the increase in amplitude
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of the closure and a steeper negative slope between closure duration and amplitude, as has
been observed in coronals in the present work.
The negative association has been postulated to indicate here uniform acoustic co-
variation; this is because, as closure duration shortens and hence becomes less optimal,
amplitude increases, which also is taken as a sign of lesser optimality given that in canon-
ical stops the closure should be characterized by little to no energy. That said, one of the
implications of the current proposal is that in coronals the increase in amplitude is not
due to the undershoot of the constriction but, on the contrary, its attainment, albeit in a
modified manner. Does this mean that articulation of coronals at the lower range of the
closure duration, despite being of reduced nature, nevertheless possesses certain qualities of
strengthening and by extension indicates a compensatory strategy in articulation? After all,
the categorical flaps in American English are distinct (there being no similar flap production
at labial or velar POA) and as such succeed in preserving their contrastive POA feature.
Although this question is not to be settled here, it does highlight the possibility that in
interpreting the relationship between acoustic cues as uniform or compensatory co-variation
one must consider different categories of stops individually.
Overall, it is possible that coronal stops that exhibit short closure duration may include
both flap-like productions and productions with incomplete constriction, which will account
for the greater variance at the lower range of the closure duration values. It is also pos-
sible that there is some interaction with position within word, in that medially there is a
higher occurrence of flap-like variants (mirroring the conditions for the categorical flapping in
American English). On the other hand, given that categorical flaps occur in a wider variety
of phonetic contexts than the often-cited intervocalic post-stressed environment [Eddington
and Elzinga, 2008], it is possible that flap-like productions (those transcribed as stops the
present corpus) also occur in a wider range of environments, and further, that the categorical
flap and flap-like stop productions are equally likely in the same set of environments.
The arguments advanced thus far provide a potential explanation for why velars and
coronals have similar regression slope magnitudes, but does not fully account for the fact
that labials and coronals exhibit different slope magnitudes, even though they have similar
stiffness values. Labials, due to the high stiffness of the lower lip, are more amenable to
the production characterized by the complete constriction, which is the reason for their
shallowest negative regression slope. In other words, speakers have the means to achieve
labial constriction even with less time available, and presumably they exercise this ability
sufficiently frequently so as to decrease the occurrence of incomplete constriction and the
its consequence in increased closure amplitude. Coronals, as stops produced with a high-
stiffness articulator, are also more likely to be produced with complete constriction but with
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a different acoustic outcome from the labials, namely, a greater increase of closure amplitude
and therefore steeper regression slope. In which way and why does the production of labials
and coronals differ, despite similarities in stiffness?
The simplest answer to this question is that production of labials does not result in the
same acoustic output as that of coronals. The flap-like articulation of the latter can lead to
the increase of amplitude because of specific biomechanical properties of the tongue, such as
lowering of the tongue sides. This feature may constitute the key to the different acoustic
outcomes for coronal and labial production. In other words, the production of labials under
time pressure is less flap-like than that of coronals, even though it also is characterized by
better articulatory target achievement. On the other hand, recalling that labials had the
highest perceptual salience cross-linguistically, ahead of coronals and velars [Hume et al.,
1999], perhaps there is a lesser need for compensation with labials, even if there is the same
means to do so as with coronals.
There may yet another, admittedly more complex but theoretically interesting explana-
tion to the difference between coronals and labials. Suppose that labials in principle can be
produced in a flap-like manner, specifically, with the consequence of raising amplitude during
the closure.4 If so, then the question remains why coronals and labials have different regres-
sion slope magnitudes between closure duration and closure amplitude. The key to this may
reside in the view of stiffness not only as a quantity that reflects an inherent characteristic
of a given articulator, its “natural frequency” [Byrd and Saltzman, 1998]), but also as an
abstract parameter of motor control, e.g., as in the quantitative implementation of stiffness
in articulatory phonology [Nam et al., 2004], which can be modified to accomplish various
articulatory goals. Thus, for example, prosodically determined lengthening of duration has
been suggested to result from adjusting (lowering) the stiffness parameter of articulators
[Byrd and Saltzman, 1998]. More relevant to the question at hand, jaw stiffness has been
shown to vary successfully in response to perturbing forces, with the task defined so as to
maintain the stationary position of the articulator [Shiller and Ostry, 2003]. The authors
suggest that the ability to modify the value of stiffness may be used to achieve articulatory
precision.
Building upon the evidence that the stiffness parameter can be adjusted to achieve spe-
cific articulatory goals, it is plausible that articulators differ in their ability to carry out
these adjustments, and that the tongue tip/blade has greater control in manipulating stiff-
4I believe there is currently insufficient grounds to know whether stops other than coronals can be pro-
duced, under temporal constraints, in a manner similar to coronal flaps but less frequently so and with a less
distinct acoustic profile. In my own examination of acoustic data for this work, I have come across labial
and velar tokens that in my estimation sound remarkably flap-like, which is why I entertain the possibility
that production of non-coronals can carry some of the qualities attributed to categorical coronal flaps.
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ness than either tongue dorsum or, more relevant to the question at hand, lips. The source
for better ability to control its stiffness may reside in the greater independence that the
tongue tip/blade exhibit, which has been frequently noted in the experimental literature.
The tongue tip/blade exhibits semi-independent behavior from the tongue dorsum, which is
the articulator it is most closely linked to [Gafos, 1996, Green and Wang, 2003]. The greater
articulatory freedom of the anterior portion of the tongue has been used to explain phono-
logically distinct patterns of coronals with respect to harmony phenomena [Gafos, 1996]. In
general, unique properties of coronals have been well-noted by phonologists and phoneticians
alike [Paradis and Prunet, 1991, Van Son and Pols, 1999]. If the tongue tip/blade does pos-
sess a greater capacity to increase its stiffness, as compared to the lips, then speakers may
be more likely to achieve the articulatory target of constriction under time pressure when
producing coronals than labials. This can account for the steeper slope exhibited by coronals
in contrast to labials.
To summarize, in order to explain the observed difference in slope magnitude between
labials and coronals, two alternative accounts have been considered. The first one states that
the production of coronals with short duration results in flap-like productions which yield
greater closure amplitude, while short duration labials do not yield a flap-like production and
therefore do not exhibit greater closure amplitude. The second account claims that there
is a greater capacity for increased stiffness of the tongue tip/blade articulator than there
is with the lips, which allows short duration coronal stops to achieve a complete, though
brief constriction. To test the validity of these proposals, additional work is needed, which
should include, at a minimum, a more detailed analysis of the acoustic signal (for example,
providing an accurate description of the source of noise that contributes to the amplitude
rise), but preferably a joint analysis of articulatory and acoustic data, whether it is done
through exploration of actual data or modeling.
The influence of position in the word on gestural reduction
With respect to position of the segment in the word, we also expect differences in the degree of
articulatory reduction accompanying temporal shortening. In general, word-initial position is
an environment that has been associated with segmental strengthening [Bombien et al., 2007,
Fougeron and Keating, 1997, Keating et al., 2004] while word-final position is often observed
to condition weakening effects, such as word-final devoicing in many Slavic languages [Harris,
2009] or unreleased variants of stops in American English. The word-medial intervocalic
position, although perhaps having the strongest acoustic cues due to the availability of
formant transitions in and out of the consonant, as well as the release burst of the target
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segment, has been implicated in gestural undershoot of the constriction in certain conditions,
presumably due to the requirement to have a relatively open vocal tract configuration for
the flanking vowels (Spanish spirantization serves as an example of this process). Based on
these observations, one expects to see greater reduction in medial and final stops than in the
initial ones. Assuming that the inverse relationship between closure duration and amplitude
is, in general, a sign of articulatory reduction, this expectation translates into a negative
regression slope between the two measures that is of greater magnitude for medial and final
stops as compared to the initials.
The regression slope for the final stops was found to be the steepest, followed by the
medials, then followed by the initial stops, with only the difference between initial and final
stops being statistically significant. This pattern is in accordance with the above suggestion
that medial and final stops will show greater reduction than initial ones. Even though the
difference in slope magnitude between initial and medial stops was not significant, it is in
the right direction. The ordering of the slope magnitudes by position, from initial to medial
to final, deserves additional attention as it may be indicative of the existence of one or more
factors that govern progressive reduction in stop production.
What are the possible production processes that lead to this progression? To answer
this question we consider what production factors exhibit natural changes in their qualities
associated with different positions in the word. One obvious candidate is the amount of
airflow, and consequently volume velocity, which characterizes production of stops (and in
general, speech) in word-initial, word-medial, and word-final positions. The reduced airflow
towards the end of the word (and especially at the end of a phrase) is sometimes invoked as
one of the possible reasons for the weak status of word-final stops, but less so for medial stops.
For final stops, the reduced airflow manifests itself in a weakened burst (shorter and with
a lower amplitude), which is the primary characteristic that has been used in establishing
the connection between the two. Little to no attention has been given to the interaction
between airflow and the closure. Aerodynamic forces, of which airflow is one factor, have
been suggested to affect the movement of the tongue during the closure in contributing to
the looped trajectories of articulators [Hoole et al., 1998].5
This points to a possible relation between airflow and the way the constriction is real-
ized, with reduced airflow contributing to the decreased slope of the regression line between
stop closure and amplitude for final stops. Thus, a reduced consonantal closing gesture may
result in incomplete constriction when the duration is shortened. The usual outcome of such
incomplete constriction is the continuation of the airflow and the raising of the amplitude.
5It must be noted that this is just one of several approaches to explain this phenomenon, and that there
is no one dominant view that has been accepted by researchers as the best one.
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However, if there is also reduced airflow in word-final production, it would not lead to the
expected increase in the energy level during closure, in which case final stops will exhibit
the same relationship between closure amplitude and duration (similar regression slope mag-
nitude) as stops in other positions. The data does not support this hypothetical scenario,
since final stops had the steepest slopes overall. This discrepancy suggests that change in
airflow, though having some potential to explain the variation in acoustic reduction across
positions in the word, is not the only or primary factor behind this pattern.
Another way to explain the progressive reduction from final to initial position in the word
is on the basis of a non-production factor which dictates how various production aspects are
manipulated to result in the observed outcome. Position in the word is a prosodic variable,
insofar as it defines some organizational anchors or units, so prosody may be expected to
play a role in how stops are realized in different positions. According to proposals by Byrd
and Saltzman [2003], prosodic organization is accomplished through prosodic gestures (so
called pi-gestures), which are superimposed over articulatory gestures at certain junctures,
such as, for example, the initial points of prosodic domains. The pi-gesture is claimed to
be continuous in nature and of decreasing strength, with some experimental support thereof
[Byrd et al., 2006]. In this work, Byrd et al. [2006] found that the pi-gesture aligned with
the beginning of a prosodic domain influences articulation (i.e. activates slowing) in both
directions from the boundary, specifically, for the opening gesture (i.e. the release) of the pre-
boundary consonant and the closing gesture of the post-boundary consonant. Importantly,
even for subjects who showed extended effects, the pre-boundary effect was smaller than post-
boundary, so greater lengthening is expected for the domain-initial segments than domain-
final.
The proposal of the pi-gestures matches well with the acoustic data observed here and
their interpretation. If the pi-gesture is aligned with the beginning of the word, the initial seg-
ment is expected to exhibit the strongest production, and as the strength of the pi-gesture
gradually dissipates towards the end of the word, the segments in positions progressively
further from the word-initial position are expected to show progressively weaker articula-
tion. This is consistent with acoustic results here in which initial stops showed the least
acoustic evidence of reduction and final stops showed the greatest reduction, with medial
stops falling in between the two. It is also possible that there is some natural tendency
towards progressive reduction in production according to the position in the word (say, due
to aerodynamic forces), which is then exploited (and possibly enhanced through additional
production features) in the (prosodic) organization of speech with linguistic goals in mind.
133
The influence of voicing on gestural reduction
Finally, if the reason for the observed acoustic pattern is due to gestural reduction, no
difference between voiced and voiceless stops is expected. This is because voicing of the
stop, primarily determined by the glottal configuration during the constriction, does not
influence the movements of articulators to a great extent. The state of the glottis may
actually influence the quality of the constriction for voiceless stops, since in the presence of
tight constriction, the air pressure build-up is faster due to the open glottis, and there is
an increased likelihood that the articulators are separated prematurely due to the high air
volume behind the constriction. However, this situation is conceivable when the duration
of the constriction is longer and not shorter, as is the case considered here. The lack of
difference due to voicing specification observed in the data is then consistent with the gestural
weakening proposal. Additional evidence for the lack of influence of voicing upon gestural
reduction comes from some data on Spanish word-medial spirantization, where voiced stops
undergo reduction in intervocalic position more readily than the voiceless ones. Parrell [2011]
considered the possibility that this difference is due to the lower stiffness parameter for voiced
stops as compared to voiceless stops, which results in the slower movement they exhibit and
more target undershoot. The stiffness values, which were computed from the articulatory
data for /p/ and /b/, did not differ, however, leading him to reject this hypothesis.
4.1.3 Summary of proposed arguments
The bulk of the above discussion focuses on the possible explanations of observed patterns
at the lower range of the closure duration, i.e. the gestural reduction that is the outcome of
the temporal reduction. Are these proposals compatible with the data at the higher end of
the closure duration range? One feature of the joint data distribution for closure amplitude
against closure duration is the increase of variance with the decrease of duration. Indeed,
the regression lines for categorically conditioned groups are either very close to each other
or they in fact intersect as the closure duration approaches its maximal values. From this it
follows that there are fewer differences in the nature of relationship between these two cues
due to the contrastive category (POA, voicing) of the stop or due to its position in the word,
for stops with closure duration in the higher range.
The main point that emerges from this discussion is that the observed pattern of uniform
change in the acoustic cues of closure duration and closure amplitude is due to the overall
gestural reduction, i.e. both temporally and spatially. There is, in effect, little freedom in
trying to compensate for the decrease in constriction duration (as expressed acoustically in
closure duration) with better achievement and/or maintenance of the constriction (as was
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taken here to be expressed, with the possible exception of coronals, in the closure amplitude).
There are, however, some possible exceptions to this general account, which can be gleaned
from some variability in the magnitude of slopes of regression lines between closure duration
and amplitude. Thus, the unexpected behavior of coronals was suggested to be due to the re-
organization of articulation that resulted in a fast achievement of the occlusion and its brief
duration, much like how categorical flaps are articulated. The account of gestural reduction
is in agreement with the lack of differences in slopes due to voicing, since glottal activity,
which is the primary source of difference in voiced and voiceless stops, has little effect on
the articulatory movements. With respect to position in the word, initial stops showed the
least reduction, as judged from the lower increase in the amplitude level associated with the
decrease in closure duration, in contrast to the greater reduction of the medial stops and yet
even greater reduction of the final stops. This pattern was interpreted as possibly the result
of prosodic influences, especially as envisioned by the proposal of the prosodic pi-gesture.
The present account is fundamentally based on the assumption of some articulatory
properties of the closure. Specifically, for the closure, the two underlying articulatory events
that it is based on, i.e. making and maintaining the constriction, are tightly coupled at
the lower ranges of consonantal duration. Thus, if the constriction is not (properly) made,
it certainly cannot be (properly) maintained. It is conceivable that constriction is made,
yet it cannot be maintained due to the lesser time available for it; this case, I have argued,
is on display in coronal stops which, due to the greater stiffness of the active articulator
involved in their production, are able to achieve the constriction, but not to maintain it.
So the logical relationship between making and maintaining the constriction is as follows: if
the constriction is maintained, it implies that it has been made, but the converse does not
hold. This is in agreement with the view, which has been hypothesized in the introduction,
that asymmetry between closing and opening gestures will entail that it is less probable to
observe compensatory co-variation in acoustic cues in the closure portion of the stop than
in the burst.
4.2 Co-variation within the burst
The relationship between duration and amplitude within the burst is less straightforward
than the one within the closure. The voiced stops all had negative slopes, indicative of the
compensatory pattern: as the duration of the burst decreases becoming less optimal, the
amplitude increases in compensation. Voiceless stops, on the other hand, showed a diverse
pattern with some stops having a negative slope, some positive, and some a slope statistically
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not different from zero. There are several questions that are raised by these results. Why
do voiced stops show compensatory pattern between these two acoustic cues in the release?
What are the possible reasons for the difference between voiced and voiceless stops? Since I
hypothesized that voiced stops, due to their production and perception characteristics, are
more likely to exhibit compensation, the last two questions are partially answered by the
grounds offered in support of this hypothesis. Here I will consider them in the context of
this particular acoustic result, asking additionally whether the difference between voiced and
voiceless stops is one of substance or one of degree. Also, what are the reasons for distinctions
between levels of the place category and lack thereof for the position in the word?
In order to be able to explain the pattern of co-variation between duration and amplitude
of the burst, it is necessary to consider what production variables affect the burst amplitude
and how these variables are likely to be influenced by the change in duration. After this basis
is established, the next question is whether categorical differences due to POA or voicing of
the stop that are anticipated given the interaction of these production variables are borne
out by the data that has been observed here. Specifically, can the apparent difference in the
co-variation pattern between voiced and voiceless stops be explained, as well as the pattern
exhibited by particular levels of categorical attributes of the stop (i.e. the ordering of their
slope magnitudes)?
There is somewhat of a dearth of empirical knowledge about what production factors
affect the level of amplitude following the release of the constriction. Due to this only a
limited view can be offered based on the primarily theoretical calculations in Stevens [1998].
The average amplitude of the entire duration of the burst (which is the measurement that
was used in the analyses here) is a result of the contributions of three major components:
the transient noise which is produced in the first two or three milliseconds after the release;
the turbulence noise generated at the (now incomplete) supraglottal constriction; and the
turbulence and/or aspiration noise generated at the glottis.
The relative intensity of the transient noise is affected by the level of intraoral pressure
prior to the release of the constriction as well as the rate of the release. This suggests that
one can expect a difference in amplitude of the transient in voiceless and voiced stops, with
the latter having lower values because of the lower air pressure levels associated with their
production. Another consequence is that since articulators have different inherent speeds,
as well as different stiffness parameters, one expects variation in the amplitude levels of
the transient conditioned by the POA of the stop. However, since this first of the noise
components is very brief as compared to the total duration of the burst, its contribution to
the average amplitude is likely to be quite negligible, and so the differences in the transient
amplitude may not be reflected in the overall trend. For this reason, the precise differences
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in transient’s amplitude due to categorical affiliation of the stop are not pursued here.
The last component of the burst, commonly referred to as aspiration, is the turbulent or
aspiration noise generated at the glottis, which serves as the constriction of the vocal tract, in
addition to the supraglottal constriction. The duration of this component, when it is present,
is substantially longer than that of the transient, therefore it is potentially important as to
how it affects the average amplitude of the whole burst. For voiced stops, this component
is (mostly) lacking. For voiceless stops, the duration of the aspiration component differs
in accordance to the place of the constriction, which is a consequence of the length of the
intraoral cavity in front of the constriction [Stevens, 1998, Fig. 8.65 on p. 460]. Thus
the effect of the aspiration interval on the average amplitude of the burst will depend on
the voicing, as well as POA of the stop. Based on theoretical calculations presented in
Stevens [1998], there does not appear to be a significant difference in the level of amplitude
of noise depending on whether its source is at the constriction or glottis; if there are some
differences with respect to the source, the different proportions of the two components for
different POAs and for voiced and voiceless stops may be important. However, presently
there are insufficient grounds to form such expectations, and so in trying to understand what
may affect the average amplitude of the burst, and therefore drive the relationship between
duration and amplitude of the burst, I will rely on what is known and hypothesized about
the second noise component of the burst, the frication (or turbulence) noise.
The turbulent noise component offers a much more substantial contribution to the av-
erage amplitude of the burst, due to it being both longer than the transient and, almost
invariably, than the aspiration component. Indeed, for voiced stops, the noise generated at
the constriction has to be the primary contributor to the overall burst characteristics, since
the transient and aspiration components are either brief or non-existent. The turbulence
noise also carries the strongest spectral cues to the place of the stop, and although these are
not examined here, this fact forms a basis for a greater degree of attention to its amplitude
level.
The amplitude level of the turbulence noise at the constriction is a combination of many
factors. The more influential amongst this multitude of factors are the rate of change of
cross-sectional opening at the constriction and the position of the constriction in the oral
tract. Each of these factors will be briefly discussed, with the view to see in which way
they affect the amplitude of the burst (as far as the noise generated at the constriction is
concerned) and how the categorical difference between stops interact with these factors. It
will also be considered whether the production factors can be manipulated by the speaker,
in trying to answer the question whether the pattern of acoustic cue compensation is the
result of production compensation.
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The length of the intra-oral cavity in front of the constriction, which is a factor of position
of the constriction in the oral tract, is directly associated with the level of the amplitude of
the turbulence noise. The longer the pre-constriction cavity is, the higher the amplitude.
This is so because the longer cavity (modeled as acoustic tube) allows for greater excitation
of sound due to the presence of additional obstacles contributing to the noise generation.
Therefore, velars, having the longest cavity in front of the constriction, are expected to
have the highest amplitude of the turbulence noise, while labials fall on the other end of the
spectrum, effectively lacking any space in front of the constriction and thus emanating sound
directly from the lips, i.e. where constriction takes place [Stevens, 1998]. Thus, the length
of the intraoral cavity anterior to the constriction is the primary factor which is responsible
for the differences in amplitude levels of the three POAs. Crucially, this factor cannot be
modified significantly during production to influence some variation in amplitude levels as
this will critically compromise manifestation of the place contrast in stops.
According to Stevens [1998, p.114-115], the relative level of the turbulence noise is pro-
portional to U3cA
−2.5
c , where Uc is the volume flow through the constriction and Ac is the
area of cross-sectional opening at the constriction. From this it follows that changes in either
of these quantities can have an effect on the amplitude of the burst. There is no discussion
in Stevens [1998] of how Uc might vary with other factors; the cross-sectional area at the
constriction is, however, obviously a factor of its change rate. Therefore, assuming a fixed
Uc (as well as fixed values of other parameters, such as the flow across the glottis and sub-
glottal pressure), a higher change rate in Ac will lead to a higher and narrower peak in the
amplitude curve, whereas a lower change rate in Ac will result in a lower but broader peak
[Stevens, 1998, Fig.2.43 on p.115]. Unless the duration of the release is very brief, it appears
that the stops with somewhat slower release exhibit higher overall amplitude. Assuming that
a higher burst amplitude facilitates identification of the POA and voicing attributes of the
stop, it follows that a lower and broader peaked amplitude profile is optimal. This situation
may change at the lowest extremes of burst duration, when the higher rate of change in
the Ac may result in a higher average amplitude of the burst than the lower rate. This is
because the burst is now devoid of its later portion, in which the trade-off of the height of
the amplitude peak and its width would presumably take place. Note that this discussion
is especially applicable to voiced stops, which lack the aspiration component; in voiceless
stops, the turbulence voice is succeeded by a period of noise at the glottis, and what effect
shortening of the release duration will have on the amplitudinal profile is not clear.
The main implication of the above discussion is that a speaker can potentially influence
the amplitude level of the turbulence burst through changes in the rate of opening of the
constriction. Under certain conditions, it may be advantageous to actively modify the rate
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of change of cross-sectional area at the constriction. At the lower ranges of release duration,
this modification is likely occur through by increasing the rate; on the other hand, at the
higher range of duration, it may be desirable to actually decrease the rate of change of Ac
for labials and possibly coronal stops, if there is a need to raise the average amplitude of
the turbulence noise. Either way, a most direct way to achieve this is through varying the
speed of articulators involved in achieving the constriction. Speakers have been shown to
resort to various strategies in response to temporal constraints, either increasing the velocity
of articulators, or maintaining a ’usual’ velocity (and thus compromising the attainment of
articulatory targets), or employing a mixture of these two strategies [Perkell et al., 2002,
Kent and Moll, 1972]; sometimes speakers actually reduce the speed of articulator at higher
speaking rates [Perkell et al., 2002].
What are the conditions under which the speaker may make active articulatory adjust-
ments (by volition or automatically) in order to raise the amplitude of the turbulence noise?
If there is a goal to compensate for shortening of the burst duration with the increase of its
amplitude, in principle such a goal does not distinguish between different categories of stops.
However, it is conceivable that the speaker is most likely to resort to active increase of the
burst amplitude for those stop categories which already have a comparatively weaker burst,
especially as expressed in its amplitude but also duration.
With respect to the voicing feature, the prime candidate for this is the voiced stop, since
its burst is commonly acknowledged to have both shorter duration and lesser intensity than
that of the voiceless counterpart, as was offered in the introduction as one of the reasons
to suggest that voiced stops may exhibit compensation. This is indeed consistent with
the finding here that voiced stops showed consistent compensation pattern between burst
duration and amplitude, whereas voiceless stops were more variable in this respect. The
difference between voiced and voiceless stops in the magnitude of the regression slope for
burst amplitude and duration (and sometimes in the sign of the slope as well) begs the
question whether there is also a difference in the levels of burst amplitude: after all, the
above explanation works only under the assumption that voiced stops have lower amplitude
values.6 To answer this question, a contrast of intercepts for voiceless and voiced stops
was conducted based on the centered linear regression model in the section results on the
relationship of burst duration and burst amplitude. This essentially compares the values
of burst amplitude for the two categories of voicing corresponding to the average value of
burst duration (calculated over all stops). The result of this test shows that voiced stops
have significantly lower values of amplitude as compared to voiceless ones (p<0.00001),
6It is also possible that the difference in burst duration between voiced and voiceless stops, with the latter
having habitually shorter values, may contribute to the pattern of compensation present in voiced stops.
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lending support to the hypothesis that speakers are more likely to employ active articulatory
adjustments that raise the amplitude of the burst as its duration shortens when there is a
need to do so, as exemplified by voiced stops’ low amplitude levels.
In addition to voicing distinctions, it is important to consider in which way differences
in POA can serve as a basis of greater or lesser optimality of the burst with respect to its
amplitude, and whether these differences are consistent with the general explanation that
has been offered. This will aid in resolving the issue of whether some POAs are more likely
to exhibit a compensatory relationship between burst amplitude and duration. To answer
the question as to which stop POA category has greater or lower burst amplitude in the
present dataset, a contrast between intercepts for labial, coronal, and velar categories of
the POA variable was formed based on the centered linear regression model, testing for the
differences in the burst amplitude levels corresponding to the average burst duration. The
coronals stops had the highest amplitude, followed by the velars, and then by the labials,
with the difference between all three being significant (p<0.00001).
If the stops with the lowest burst amplitude are more likely to show compensatory pat-
terns of cue variation, the order opposite to the above is expected for the magnitude of the
regression line slopes relating burst amplitude to burst duration, i.e. the labials should have
the steepest slope, followed by velars, then by coronals. The results are in partial agreement
with this: the labials have indeed exhibited the steepest slope, however they were followed by
coronals and then velars. However, since voiceless stops showed some positive and negative
slope signs (unlike voiced stops which all had negative slopes), this finding was checked after
fitting separate regression models for voiceless and voiced stops and then computing a similar
within POA category contrast for each voicing category. The same order holds regardless
for both voicing specification (labials>coronals>velars), but this order carries a different
meaning depending on the voicing of the stop, because for coronals the slopes differed in
sign depending on voicing ([t] having a positive slope while [d] having a negative slope).
In voiceless stops, the order of the slopes is in full agreement with the proposal that
stops with lower burst amplitude will show greater evidence of compensation (increased
burst duration in the presence of lower burst amplitude), and vice versa. The coronal
had the highest amplitude and consequently had no evidence of compensation exhibiting
positive regression slope, thus showing uniform co-variation between burst duration and
burst amplitude. The labial and velar voiceless stops, having mostly significantly negative
slopes (the exception to this being the slope of [k] in medial position, which was negative
but not significantly different from zero), also agree with the hypothesis, the labials having
lower amplitude and steeper regression slope as compared to the velars.
In voiced stops, there appears to be a discrepancy between the order of the slopes and the
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order of the amplitude values. Coronals stops, having the highest burst amplitude among
the three POAs, should have the shallowest regression slope. This, however, is not so with
velars exhibiting the shallowest slope, preceded by coronals, and then by labials. Thus,
while labials conform to the proposed pattern, velars and coronals show a reversal. Despite
the fact that voiced coronals and velars do not follow the proposed pattern whereby the
lower amplitude level corresponds to the steeper slope of the regression line between burst
duration and burst amplitude, I believe this finding does not altogether invalidate the current
proposal, for two reasons. Firstly, although the difference in burst amplitude between velars
and coronals was statistically significant, with the latter displaying a greater value, velars
are generally acknowledged to have a strong burst; this is in contrast to the labial burst,
which is weak in amplitude [Dorman et al., 1977]. This suggests that perhaps the difference
between amplitude levels of velars and coronals is not substantively significant, since the two
already have strong bursts with respect to the amplitude level. The second (and related)
reason for the apparent discrepancy is that the production of coronals is associated with
both higher raw velocity of the main articulator as well as higher stiffness, as compared to
velars [Perkell et al., 2002, Roon and Gafos, 2007, Tasko and Westbury, 2004]. This would
explain that, in the absence of an exigent need to boost the amplitude of the burst (i.e. with
both velars and coronals already beyond some threshold for reasonably satisfactory burst
amplitude), voiced coronals show a steeper slope than velars which is due to their having a
greater capacity for increase rate of change of cross-sectional area.
Importantly, the explanation put forward here for differences between POAs in their co-
variation pattern for burst amplitude and duration promotes the view that differences shown
by voiceless stops in the sign of the slope do not imply that there is some underlying difference
in the production mechanism between either voiceless and voiced stops, or voiceless labials,
coronals, and velars. The net acoustic pattern of compensation or uniform co-variation
among burst cues is the result of two major factors. The first factor is the level of the burst
amplitude which a category of stops exhibits under average conditions.7 Stops with low
intensity bursts, such as voiced stops or voiceless labials, are more likely to show evidence
of compensation, while stops with high intensity bursts, such as velars, exhibit uniform
co-variation, which at the lower ranges of burst duration imply lowering of the amplitude
level. The second factor is the articulatory capacity to compensate (semi-independently from
the need to compensate). Accordingly, coronals show greater evidence of compensation than
velars because the tongue tip has generally higher velocity and stiffness than tongue dorsum,
even though in this speech sample coronals had higher levels of burst amplitude than velars
7By ‘average conditions’ I mean neutral speaking style and rate, which may not be in actuality the most
characteristic way of speaking in a casual setting.
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(and therefore less need to compensate). Labials show the highest degree of compensation
because both of these factors are present, the low amplitude of the burst to begin with and
the relatively high velocity/stiffness values for the lips. Note that the first of these factors
can be attributed to perceptual constraints, while the other factor lies in the production
domain. Despite belonging to different domains, these two factors are not in opposition, as
such factors are sometimes portrayed to be [Lindblom, 1990]; the compensation is evident
when most needed or most easily achieved, which caters to the interests of both listeners
and speakers.
The above differences in regression slopes for burst amplitude and duration that are due
to voicing or POA were found to hold regardless of position in the word. Averaged over these
two categories, no differences in slopes were found between different positions in the word. On
the other hand, when comparisons between levels of Position variable were calculated from
two separate regression models for voiced and voiceless stops, amongst the latter there were
statistically significant differences between all pair-wise comparisons of the three positions
(p<0.00001). Thus, amongst voiceless stops final stops had the greatest slope, followed by
initials, then medials (this order is given while taking into account both the magnitude and
the sign of the slope). This is likely due to the fact that [k] had significantly negative slope
in initial and final positions, but not in medial positions; in addition, there were differences
in the magnitudes and, more importantly, the sign of the slope for the three POAs. In
other words, there may be some interaction of position and POA present in voiceless stops.
When appraising the overall pattern of both voiced and voiceless stops, the differences due
to position appear to be dependent on those of voicing and POA, and not driven by the
position itself.
Does the overall lack of difference in the regression slope by position in the word agree
with the proposal that the lower the amplitude the greater the evidence of compensation
should be? The burst amplitude was found to differ significantly by position (p<0.00001
for all four pair-wise comparisons, calculated from the centered linear regression model for
the entire dataset), with initial stops having highest amplitude, followed by medials, then
final stops. Based in this finding, one may expect that there should be some differences with
respect to regression slope by position as well. As was noted in the previous paragraph,
no differences in slope were found in voiced stops, while in voiceless stops, the differences
may be due to the fact that the slopes of voiceless stops feature both negative and positive
signs. This leads me to conclude that the differences in burst amplitude due to position are
not reflected in the regression slopes. One explanation that can be offered for this is that,
while voicing and POA, which both showed the expected relationship between the level of
the amplitude and the regression slopes, are contrastive features, position of the word is
142
not. Thus, perhaps the speaker makes (or does not make) active adjustments to the level of
amplitude when it pertains to the features of contrast, but not otherwise.
4.3 Comparison of closure and burst patterns
The pattern observed for the burst in voiced stops was that of a compensatory relationship;
moreover, it has been suggested that a more variable pattern amongst voiceless stops is the
product of the same forces responsible for the results in voiced counterparts. This is in
contrast to the finding of the uniform co-variation between duration and amplitude for the
closure. The comparison between these two results is attempted because both fall into the
category of describing the relationship of two acoustic cues within one (acoustically defined)
stop component. Despite this shared property, there are some crucial distinctions between
closure and burst, which, as I have suggested in the introduction and further explore here,
are responsible for their different co-variation patterns.
In the closure, the production processes behind it, i.e. making and maintaining the
constriction, are inter-dependent, with some asymmetry between the two stages in that the
former is more likely to influence the latter than vice versa. Since these articulatory actions
are responsible for the realization of both the duration and amplitude, there is little to no
capacity for independence between the two cues. This is in contrast to the release actions that
underlie the burst, which are less coupled and therefore can be modified in their parameters
in such a way as to lead to weaker association of the acoustic cues of the duration and
amplitude. Essentially, the claim is that the difference between patterns observed in closure
and burst is attributable to the difference in the closing and opening gestures of the stop
consonant. The support for this explanation of the acoustic results for closure and burst
comes from articulatory studies that have noted that there is an asymmetry between closing
and opening stages of consonant production (for a more detailed discussion of these findings,
refer to the introduction chapter).
This account, though in need of further evidence, has ramifications for the theoretical view
of motor control of stop production, especially with respect to the release. As has been noted
in the introductory chapter, the status of release in the motor plan of consonant production
is a controversial issue. The main question is whether and how the releasing motion of
articulators is controlled. The equilibrium point (EP) hypothesis, which is currently one of
the major theories of motor control [Perrier et al., 1996], does not address this issue directly.
This omission prompted criticism from Boucher [2008], who proposed an alternative model
to that of EP, which attempts to include the issue of control of release as its integral part.
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In this view, the production of the consonant is akin to the pulling and releasing of a spring;
as a consequence, the release of the constriction is not actively controlled and instead is a
function of its formation due to the property of passive elasticity.
A different approach is taken by Nam [2007]: on the basis of some preliminary articulatory
data, the release is treated as sharing some properties with the formation stage, while at the
same time possessing a degree of independence from it. The former assertion is based in the
observation that the closing and opening stages of consonant production often are similar
in their duration. The latter claim stems from the fact that properties of the release are
different depending on the presence and/or identity of the following segment: they appear
to be actively manipulated by the speaker when the consonant is followed by a vowel, as
opposed to when it is in word-final position.
The account proposed by Nam [2007], which emphasizes some active control in making
the consonantal release, is the one which possesses greatest potential to accommodate the
present acoustic findings of compensation among burst cues of duration and amplitude. The
additional suggestion made here based on the acoustic evidence of compensation is that
the speaker may actively adjust some properties of articulatory release not only to meet
coarticulatory demands, but also to maintain a certain level of optimal realization of the
stop’s burst. So the consonantal release is a phase when several semi-independent tasks are
to be accomplished, and coordination of how these tasks are implemented by articulatory
gestures is a question that has to be addressed through acoustic and articulatory means.
4.3.1 Relation of cues across stop components
This section considers possible explanations for the patterns of cue co-variation observed
across stop components of closure and burst. The goal is to complement such attempts from
the previous chapter, with the view to arrive at a coherent general picture of cue co-variation.
The task here is somewhat different from that of making sense of how two cues from the
same component relate to each other. This is because when examining the same component
cues, a single set of articulatory actions underlies acoustic cues of that component. This is
in contrast to the relationship of cues from different components, where the primary pro-
duction processes responsible for the realization of the two cues are not the same. A further
complication comes from the fact that the production of one component is not independent
of the production of the other component, with the two entering in some sort of interac-
tion. Thus, an acoustic cue in a given stop component is often a result of multiple sources
of varying degree of influence, which makes examining the interaction of across-component
cues challenging.
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It is helpful to set the discussion within some general framework of the nature of speech
production, which concerns the issue of how distinct portions of speech production might
relate to each other. I suggest that there are two fundamental properties of speech that are
to be assumed and appealed to when considering the interaction of speech cues.
The first one is the continuity of speech production, i.e. it being characterized by small,
incremental changes in its qualities (which is the reason it is often mathematically modeled
by difference equations or similar procedures, all of which capture this monotonicity). Thus,
adjacent portion of speech (and sometimes non-adjacent as well) are likely to share some of
their qualities, with co-articulation being one of the prime examples of this property. This
characteristic of speech production, which can also be described as dependency (local or
non-local), serves as a basis for uniform co-variation in the acoustic domain.
Although it is tempting to assert that this property of speech promotes uniform co-
variation of acoustic cues, such claim has to be conditionally offered. The quantal character-
istic of speech production ensures that some changes in the production domain lead to great
changes in the acoustic domain [Stevens, 1989, Stevens and Keyser, 2010]. So, despite the
fact that production is continuous, the corresponding acoustic signal may exhibit disconti-
nuities. That said, we expect some continuity in the qualities of the acoustic signal in the
course of the same phone, some possibly enduring even in the presence of a quantal change,
i.e. at the boundary of closure and burst (for example, speaking rate or a general intensity
level).
The other property of speech production is a degree of independence between articulatory
events that allows for continual variation in the speech stream. It is more difficult to cite
examples of this quality as opposed to the one of dependency, as it is, I believe, harder
to establish and is therefore less explicitly discussed in the literature. However, implicitly,
semi-independence is perhaps assumed when, for example, speakers effort at clarity of speech
is discussed. The possibility for non-incremental changes in speech production allows for
dissociation of acoustic qualities in temporally adjacent portions of speech.
4.3.2 Relationship between closure duration and burst duration
The pattern of co-variation of burst duration with closure duration has been shown to vary,
primarily depending on the voicing of the stop. Thus, voiced stops had negative regression
slopes, indicative of compensation between these two cues; voiceless stops, on the other
hand, had positive slopes signifying uniform change. In addition to this major difference of
direction, POA and position in the word also engendered some systematic differences in the
magnitude of change. The question here is what factors, production or otherwise, may be
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responsible for these distinctions.
It has been suggested in the discussion of the co-variation patterns of closure cues that
when the closure is shortened, this is likely a result of an overall reduction of the gesture
forming the constriction. If we assume a similar explanation for temporal reduction in
the acoustic domain, we may ask what is the expected outcome with respect to temporal
characteristics of the burst?
When shortened, the closing gesture and the articulatory movements during the course of
the constriction are most likely to be accomplished with either average or increased velocity
of articulators, with the former possibly leading to spatial reduction in addition to temporal
reduction [Kent and Moll, 1972]. If a similar velocity profile characterizes the release gesture,
then the duration of the burst is to follow a trend similar to that of the closure. That is, if a
releasing gesture is produced with an average or above average speed, the resulting duration
of the burst will also be either average or below average. Importantly, under this chain of
reasoning, the duration of the burst will not be lengthened as the closure duration shortens,
unless there is an active adjustment on part of the speaker to modify some of properties of
speech production that had characterized the closing gesture when releasing the constriction.
Given that voiced stops did show an increase of burst duration associated with the de-
crease of closure duration, this serves as evidence that some active adjustment takes place
during the constriction release of voiced stops. The reason a speaker may resort to active
manipulation of the release in voiced stops but not in voiceless ones is that voiced stops
already feature short bursts as compared to voiceless ones, and perhaps shortening them
further will jeopardize the realization of acoustic cues. With shortened burst, not only may
the duration of the burst become sub-optimal, but also the amplitudinal and spectral cues
as well.
The main explanation for the observed difference between voiced and voiceless stops in
the co-variation pattern of closure and burst duration then is that voiceless stops exhibit
uniform change congruent with the prevalent forces of speech production (i.e., its continuous
and incremental nature) while voiced stops show evidence of compensation in circumvention
of such forces and taking advantage of some degree of independence in speech actions. The
reason for the difference lies in the initial strength of the durational cue of the burst: longer
(hence more optimal) for the voiceless, shorter (hence less optimal) for the voiced ones. The
communicative goal behind speech production conditions the compensatory pattern seen
in the voiced stops as opposed to the voiceless ones. This view is comparable with the
explanation proposed for the difference in pattern of co-variation between closure duration
and burst amplitude due to the voicing specification. The question of importance for future
research is to uncover the mechanisms in the production of voiced and voiceless stops which
146
accomplish this distinction.
In addition to the major distinction of direction in co-variation patterns due to voicing,
differences in the magnitude of regression slopes have been observed due to POA and position
in the word. Can these differences be explained by appealing to the same principles that
have been proposed above? The first of these principles is that the continuous nature of
speech production conditions uniform co-variation of cues in adjacent portions of the (stop)
segment. The second principle is that, allowing for some degree of sequential independence
of gestures, compensation can be observed when it is necessitated by communicative goals.
Within this framework, one expects stops that have shorter burst duration due to their
POA to show greater degree of compensation in voiced stops and lesser degree of uniform
change in voiceless stops. Labials had shortest burst duration, followed by coronals, then
velars, as calculated from the linear mixed effects regression model with Burst Duration as
response variable and POA as the predictor variable (subject entered as a random term). On
the other hand, [b] has the steepest (negative) slope while [p] has the shallowest (positive)
slope; velars follow labials, having intermediate values of the slope magnitudes; finally, [d]
shows the shallowest (negative) slope and [t] the steepest (positive) slope. These patterns
are in partial agreement with the two principles that have been put forward, with coronals
being a standout. Thus, while labials as predicted show the greatest degree of compensation
and least degree of uniform co-variation, coronals, instead of intermediate values of slope
magnitude to match their intermediate values of burst duration, show out-of-order values
which mean that coronals have the greatest degree of uniform change and least degree of
compensation.8
Recall that coronals were outstanding when co-variation patterns within closure and
within burst were considered. In the relationship of closure duration and closure amplitude,
although coronals showed uniform co-variation as all other stops did, they did have the
steepest (negative) slopes along with the velars. This was contrary to the expectation that
coronals should have shallower slopes than velars, based on their greater stiffness parameter.
To explain this discrepancy, a suggestion has been made that the regression slopes for closure
and burst cues for velars and coronals may result from different production: the negative
association between closure duration and amplitude in coronals likely evidence of common
flap-like productions. Similarly, in the duration and amplitude co-variation in the burst, the
magnitude of the slope for [d] was ahead of that for [g], contrary to the expectation based on
their average amplitudes. The argument was that coronals, despite less need to compensate
8It is more accurate to say that coronal and velar stops are reversed in their expected order, rather than
coronals are out of order. However, since the suggestion is that it is coronals that are responsible for this
reversal and not velars, I state that the order is due to coronals’ idiosyncrasy.
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having the highest burst amplitude, did nevertheless show greater degree of compensation
than velars (but not labials) because they possess greater capacity to compensate due to
their higher stiffness. Thus, in both cases of closure and burst, I have suggested that the
outstanding status of coronals is due to their better ability to achieve their articulatory
target, which in turn can be interpreted as a better ability to compensate in production.
This account of coronals appears to be at odds with the results obtained for the rela-
tionship of closure duration and burst amplitude, where coronals show a lesser degree of
compensation and a greater degree of uniform change than one would expect. Does it mean
that there are inconsistencies in our explanation of acoustic patterns of variation for coro-
nals, given that sometimes they appear to show tendency towards compensation and other
times towards uniform change?
If coronals tend to be produced in a flap-like manner, i.e. with rapid gestures forming and
releasing the constriction, the greater-than-expected decrease in burst duration associated
with the decreased in closure duration is consistent with the pattern observed in the co-
variation of closure cues of duration and amplitude. On the other hand, this is also consistent
with the compensatory co-variation of the burst cues. Thus, as the duration of the burst
shortens, it is likely accompanied by the increase in articulator velocity, which in turns is
hypothesized to lead to the increase of the amplitude of the burst. So even though pairwise
cue co-variation can be described as either compensatory or uniform, these labels can be
obscuring a bigger picture.
By position in the word, there were also differences in average burst duration, which
raises an expectation that this factor may influence the regression slopes between closure
duration and burst duration. Thus, initials had longest bursts, followed by medials, then
finals, as calculated from the linear mixed-effects regression model with Burst Duration as
the response variable and Position as the predictor variable (subject was entered as the
random factor). According to this, final stops are expected to show greatest compensation
(or least uniformity of change), initial stops to show the opposite pattern, and medial stops
falling in between. This prediction is partially borne out. Initial stops did show the greatest
magnitude of slope, with the difference between medial and final stops was not statistically
significant. For voiced stops this translates into a lesser degree of compensation for initial
stops, while in voiceless stop initial stops show a greater degree of uniform change. On the
other hand, medial and final stops show the opposite pattern, i.e. a greater compensation
in voiced stops and a lesser uniformity in voiceless stops.
So far the discussion of the relationship between closure duration and burst duration
focused on the possibility of the latter being the quantity that the speaker manipulates. In
other words, the assumption up to now has been that, when the constriction is reduced, as
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evidenced in the decrease of closure duration, the reduction of the release, which is expected
on the grounds of the continuity of speech, is curbed in varying degrees depending on the
initial strength of the burst, specifically, its duration.
There is another way to think of the relationship between closure duration and burst
duration, namely, that the latter is controlled in certain ways in order to compensate for the
former. If so, the factor that determines whether and to which degree the burst duration
is lengthened or shortened is the average duration of the closure, and not the burst. This
basis turns out to be problematic. For example, in the present dataset the average closure
duration for the voiced stops is greater than that of the voiceless stops (53 msec and 52
msec respectively). Based on these values, one may expect to see greater compensation
(or less uniformity) in voiceless stops; however, this is not what was observed here, with
voiced stops showing compensatory and voiceless stops uniform co-variation. Similarly, if
POA is the factor according to which average closure duration is computed, labials had the
longest closure (62 msec), followed by velars (50 msec), and then coronals (49 msec), which
would suggest that labials will have the least compensation (or greatest uniformity) while
coronals will show the reverse pattern. Again, the results are the opposite of the above:
labials exhibited the least degree of uniformity (or greatest compensation) and coronals the
greatest degree of uniformity (or least compensation). These discrepancies argue against
the suggestion that the cue of burst duration is manipulated on the basis of how the cue of
closure duration is realized.
4.3.3 Relationship between closure duration and burst amplitude
The cues of closure duration and burst amplitude have been found to be in a uniform
relationship, as interpreted from the positive slope of the regression line defining their co-
variation. As the closure duration decreases, the burst amplitude also decreases, and vice
versa. Assuming that a temporal as well as spatial reduction of the closing gesture leads
to the shortening of the closure duration, how can this effect the release and by extension
the amplitude of the burst? An improperly formed or poorly maintained constriction can
compromise the build-up of intraoral air pressure, which in turn can lead to weakening of
the burst.
An account for the uniform relationship between closure duration and burst amplitude,
which links overall gestural reduction of the constricting gestures and an amplitudinally weak
burst, also predicts that there may be distinctions in the precise degree of this relationship
due to categorical attributes of the stops. For example, with respect to the POA, velars
require less time for the air pressure to build behind the occlusion due to the smallest
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volume of intraoral cavity. Based on this fact, one may expect that velars will exhibit a
lesser degree of decrease in burst amplitude associated with a decrease in closure duration
and hence a lower value of the regression slope. The results are not in agreement with this
suggestion, since no difference in slopes was found due to the POA. A possible explanation
of this null result is that velars are produced with the tongue dorsum, which is admittedly
the slower and lower-stiffness articulator as compared to the tongue tip or the lips, which
can lead to a greater undershoot or the constriction target. That is, the advantage velars
gain, due to their position in the oral tract, by requiring less time to achieve a proper level
of air pressure to guarantee a proper burst, is negated by a greater likelihood of velars to be
articulated with improper constriction under temporal constraints.
With respect to voicing, there are differences in the air pressure build-up in the presence
of the constriction, which may affect the relationship of closure duration and burst amplitude.
In voiced stops, the level of the intraoral air pressure is lower than in voiceless stops: this is
necessary in order to maintain the vibration of vocal folds for a successful implementation
of the voicing feature. This entails that, to begin with, voiced stops may require less time
to achieve their customary level of air pressure; the corollary of this, of course, is that, as
a rule, voiced stops have a weaker burst than voiceless ones. Two different predictions can
be made based on these two observations. The first one is that, due to the lower level of
air pressure usually observed in voiced stops, which is achievable in lesser time, voiced stops
will show a higher regression slope than voiceless stops, meaning that their amplitude will
reduce by a lesser amount than that of voiceless stops when associated with the same closure
duration value. The second prediction claims the opposite: since voiced stops already have
a weaker burst (with respect to its amplitude), compromising it further by temporal and
possibly spatial reduction of the constriction will lead to an even weaker implementation
of voiced stops, as compared to voiceless stops. In addition to this, the build-up of air
pressure in voiceless stops is promoted by the abducted position of the vocal folds due to
the lack of voicing. Based on these factors, one may expect that voiceless stops will be more
likely to exhibit higher amplitude of the burst, and therefore will have a lower slope value
than voiced stops. According to the obtained results, voiceless stops showed a significantly
shallower slope of the regression line than voiced stops, thus favoring the second view.
Finally, position of the stop in the word may also exert some influence on the air pressure
build-up and subsequent quality of the burst. It is occasionally claimed that the airflow is
strongest in the beginning of the phrase and word than at its end; to my knowledge, there
is no experimental evidence of this and thus this claim is theoretically based (cf. the usage
of this claim in explanation the word-final devoicing [Harris, 2009]). Still, it is a plausible
assumption, based on which initial stops would be favored with respect to producing higher
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amplitude of the burst over final stops, with medial stops falling perhaps in between. Yet
another factor that may come into play is the strength of the constriction itself, allowing
for a better air pressure build up (irrespective of the condition of the airflow). On this
basis initial stops are also more optimal, since prosodically they occur in the strengthening
position as opposed to either medial or final stops. Thus initial stops are expected to show
the least decrease in the burst amplitude associated with a decrease in closure duration. This
prediction bears out since initial stops had a significantly lower slope than either medial or
final stops, with no difference between the latter two.
4.3.4 Relationship between closure amplitude and burst
amplitude
The regression results showed that the amplitude levels of the closure and the burst had a
positive association, either both increasing or both decreasing. This was interpreted as a
compensatory relationship, because the closure amplitude is deemed more optimal when low
while the burst amplitude is considered more optimal when it is high. What is the reason
behind such relationship between these two cues?
If we try to explain this pattern by invoking the overall gestural weakening of the clos-
ing gesture, and its possible ramifications for the burst amplitude, we run into difficulties
doing so. Presumably, incomplete constriction (possibly indicated by the increase in closure
amplitude) would lead to the lowering of the burst amplitude, and not its raising, as has
been suggested in the previous section concerning the relationship between closure duration
and burst amplitude, where the amplitude was found to be falling as the closure duration
reduced. More so, the differences in the degree (i.e. slope) of the association for the pair
of cues at hand here is almost entirely opposite to those observed in the case of burst am-
plitude against closure duration, such differences seemingly successfully explained on the
basis of weakened constriction and subsequent insufficient air pressure build-up. Thus, no
difference in slopes between closure and burst amplitudes was found due to voicing (whereas
such difference was present in the relationship for closure duration versus burst amplitude),
while there were differences due to POA and position in the word (whereas for the other pair
of cues, there was no difference due to POA and the order due to position was opposite).
The only reason that I can offer behind this discrepancy is that some other factors are
influencing the relationship between the amplitude levels of the closure and the burst, which
perhaps obfuscate the effect of the quality of constriction on the resultant burst. One such
factor may be a congruence of the amplitude levels of adjacent portions of speech, due to
the overall level of intensity for a given speaker. If this indeed prevents us from discerning
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what are possibly subtler changes in the amplitude between closure and burst, using some
relative measure of one or both of them may be helpful. Given these considerations, the
compensatory pattern shown by closure amplitude and burst amplitude appears to be not
a genuine compensation. Additional evidence of this is that this pair of cues had a highly
linear relationship. This is contrary to the earlier made claim that compensatory pattern
has to be non-linear and also to the non-linearity observed in other cases of compensation
in the present work.
4.3.5 The relationship between closure amplitude and burst
duration
The cues of closure amplitude and burst duration were found to be, for the most part, in a
uniform relationship as indicated by the generally negative slopes of the regression lines. An
apparent exception to this trend is the positive slope of voiceless stops in the final position,
which, however, appears to be conditioned by the overall distribution of the slope values due
to the categorical factors of POA, voicing, and position (as clearly evident from Fig.42 in
the results chapter).
To begin with, I attempt to explain the uniform trend as stemming from the general
reduction of the stop’s production affecting both its constriction and release. If the closure
amplitude signals that there as a gestural reduction of the closing gesture in the spatial
domain, it is also likely to be accompanied by the temporal reduction (as indeed has been
observed when the relationship between closure duration and amplitude had been examined).
As has been previously noted, speakers may choose whether to increase articulator velocity
when there is less time available to reach articulatory targets or maintain their usual speed
[Kent and Moll, 1972]. Whichever strategy they adopt, it is likely to carry-over from the
implementation of a closing gesture into that of release, barring some active adjustment to
the contrary from the speaker. This suggests that, in the absence of such an adjustment, we
expect to see that both closure amplitude and closure duration will be associated with the
burst duration in a uniform manner. The problem with this claim is that, unlike the former,
closure duration was found to be in a uniform relation for voiceless stops only, whereas
voiced stops showed a compensatory pattern (which was admittedly weak due to the very
small magnitude of slope).
Is there an inconsistency between patterns shown by closure duration and burst dura-
tion, on one hand, and closure amplitude and burst duration, on the other? Voicing did
exert significant influence over how the relationship of closure amplitude and burst duration
is manifested. Thus, when other categorical factors are taken into account, voiced stops
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had shallower negative slopes than voiceless stops, all slopes moving towards zero as the
stop progresses in its position in the word, to the point that word-final [b] and [d] exhibit
significantly positive slopes, indicative of a compensatory relation.
In addition to the difference due to voicing, there were also regression slope differences due
to POA. Thus, labials had significantly smaller slope values than either coronals or velars,
which, for the negative slopes, translates into a shallower association for labial stops and
thus a lesser degree of uniform relationship. This may be due to labials already having the
shortest burst duration coupled with the need to maintain a certain minimal burst duration
level. Appealing to the average burst duration by POA as the grounds for differences in
regression slope is not without problems, since coronals had shorter burst duration than
velars and thus are expected to have shallower slopes, yet no differences in the slopes of
coronal and velars stops was found. Although one can hypothesize that this may be because
in the production of coronals differs from that of either labials or velars in important ways
(cf. the suggestion of their flap-like articulation), additional work is needed to unravel this
issue.
By position in the word, burst duration is longest in initial stops and shortest in final
stops, based on which we expected final stops to have the least degree of uniform relationship
and hence shallowest slopes and initial stops to exhibit an opposite trend. This prediction is
in agreement with the data, since final stops had the shallowest stops than either initial or
final stops (with no difference between the latter two). Recall that it was in the final position
that [b] and [d] had significantly positive slopes which can be interpreted as compensation
([g] had the slope statistically not different from zero).
Overall, the differences in the observed regression slopes of closure amplitude and burst
duration due to categorical factors of voicing, POA, and position and the explanations for
those differences offered here are consistent with those proposed for the pattern displayed
by the closure duration and burst duration. Thus, despite an apparent discrepancy in the
nature of the relationship among cues, taking a closer look at the manifestation of both
trends points to a unified view of the co-variation patterns in these cues.
4.4 Summary
Overall, the picture of stop production that emerges from the patterns of co-variation is
as follows. The cues of closure are in a uniform relationship, the reason for which, I have
suggested, is that articulatory actions involved in making the constriction are tightly coupled
in order to achieve the target of constriction. The flip side of such organization of gestures
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making the constriction is that, when there are conditions compromising achievement of the
constriction (such as temporal reduction), these articulatory events cannot be de-coupled
resulting in overall reduction of the constriction, i.e. both temporal and spatial reduction.
Recall that coronal stops may exhibit a behavior distinct from other stops, in achieving
constriction despite temporal reduction.
The reduction during the constriction stage can affect the release as well, as exemplified
by the relationships among cues across closure and burst. For voiceless stops, the cues of
closure duration and closure amplitude, closure duration and burst amplitude, as well as
for closure amplitude and burst duration, were all in a uniform relationship. Voiced stops,
on the other hand, showed a mostly compensatory relationship for the same pairs of cues.
The difference between voiced and voiceless stops is suggested to be due to the fact that
the former have weaker cues of duration and amplitude to begin with, and weakening them
further, as in a uniform change, may jeopardize the maintenance of the contrastive features
for voiced stops. For the same reason, the relationship between burst duration and burst
amplitude was found to be uniform for voiceless stops but compensatory for voiced ones.
One feature that has been observed in co-variation patterns is the remarkable regularity
exerted by the categorical factors of POA and voicing, as well as position in the word. In
every pair of cues examined here, the distinctions due to at least one of categorical features
were fully preserved under variation. The ordering of regression slopes according to the
categorical features of stops was in most cases consistent with our understanding of the
production mechanisms that drive the relationships between two acoustic cues. This raises
the possibility that the way in which cues relate to one other, as captured by the direction
and slope of their regression lines, may serve as a kind of relational invariant for the features
of contrast or prosodic markings.
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Chapter 5
Major findings and conclusions
This chapter evaluates how the results obtained here from regression models relating acoustic
cues answer the questions raised in the introduction. The primary goal is to get an overview of
major findings, while identifying which questions remain unanswered or which new questions
arise as a consequence of the findings here.
5.1 Overview of major findings
Several hypotheses were tested here. A pair of acoustic cues can be related in either a uniform
or compensatory manner. I hypothesized that the uniform pattern of co-variation will be
more common than that of compensation. The primary basis for this is that production
aspects underlying acoustic cues are inter-dependent and/or the two cues result from the
same set of actions. The converse of this is that, for compensation in acoustic cues to
be achieved, the speaker ought to change the production in such a way as to decrease
dependencies between production events, which is likely to come at an additional cost. For
this reason, compensation is predicted to be rarer in occurrence than uniform co-variation
and triggered by some specific circumstances whereby the already relatively weaker acoustic
cues will because even weaker if uniform degradation of cues to take place. Specifically, I
have suggested that voiced stops qualify as candidates to exhibit acoustic cue compensation,
given that their cues (of closure and burst duration, as well as of burst amplitude) can be
considered a priori less optimal than those of voiceless stops. I additionally hypothesized
that, due to asymmetry of closing and opening consonantal gestures, the release portion
of the stops is more conducive to the kind of production adjustments that are necessary to
accomplish acoustic compensation, and therefore compensatory co-variation is more probable
to occur in the burst rather than closure of the stop. Finally, although I did not form specific
hypotheses, I anticipated that categorical features of the stop, as well as position of the stop in
the word, would affect the relationship of the cues in either the direction or, more commonly,
in the magnitude of the association.
The regression results show that, although both uniform and compensatory relationship
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between two cues can be observed, the uniform co-variation is by far the most frequent.
Out of six pairs of acoustic cues examined here, three showed uniform compensation either
unequivocally so or for the most part of categorical subsets (burst amplitude and closure
amplitude, closure amplitude and closure duration, and closure amplitude and burst dura-
tion). Among the remaining three comparisons, two showed split patterns, with voiceless
stops exhibiting uniform and voiced stops compensatory co-variation (burst duration against
closure duration and burst amplitude against burst duration), while burst duration and clo-
sure duration were in compensatory co-variation. Numerically, the prevalence of the uniform
relationship between cues is perhaps only slight. However, the fact that it is more commonly
in evidence for the entire set of stops, rather than for a subset thereof, gives weight to the
argument that uniform compensation is the natural underlying order in the production of
the stop, which is then expressed in their acoustic patterns.
This finding prompts a question of why speech production is organized in such a way
so as to promote uniform co-variation in acoustic cues. Is it primarily a matter of inability
to dissociate the production aspects of two cues, or a high cost of such dissociation, and
therefore an issue of the nature of motor control? Or is it not so much a problem of limited
control as taking advantage of structural characteristics of speech production, such as joint
basis for acoustic cues, in signaling linguistic structure by strengthening uniformity of cues
when appropriate, while at the same time exercising whichever capacity to make cues less
inter-dependent when this better serves linguistic goals? The distinction that I try to make
here is between the view that uniform co-variation is prevalent due to the inability to prevent
it in most cases, on one hand, and the view that both uniform and compensatory co-variation
are patterns which, in most cases, are best suited to the expression of linguistic structure.
Even though both compensatory and uniform patterns may be beneficial with respect to
conveying categorical information, it is likely that compensation requires more production
effort than uniformity. If so, this may explain that uniform relationships apply more broadly
and in more cases than compensatory ones. The primary evidence supporting this position
comes from those cases when a pair of cues exhibits both patterns of co-variation. In those
cases, the differentiation comes based on the voicing of the stop, with voiceless stops exhibit-
ing uniform pattern and voiced ones compensatory one. The discussion of stop production
in the introduction chapter noted that the various events in the production of voiceless stops
reinforce each other insofar as they contribute to the acoustic characteristics for voiceless
stops. This is in contrast to the antagonism of production forces in the production of voiced
stops, which the speaker has to overcome by resorting to additional actions in order to sig-
nal their categorical characteristics. So the acoustic cues resulting from the production of
voiceless stops comes with less effort than in thy case of voiced stops, due to the natural
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dynamics of the former.
Despite uniform co-variation being the more common pattern, acoustic compensation
has been observed as well. This is a novel finding, given that previously compensation was
sought for (and found) only in production. Compensation was observed most strongly (i.e.
in the slope of the regression line relating two cues) in categorically conditioned subsets of
stops. In the sole case where it was seemingly observed for the entire dataset (closure and
burst amplitudes), I have argued that this is likely to be the result of overall congruence of
the amplitude levels in adjacent speech segments, rather than a true compensatory variation
stemming from production adjustments in response to some linguistically driven need.
Compensation was found to be rather an exception, as compared to uniform co-variation,
with voiced stops being the subset where it is found most frequently. Voicing was the only
attribute which made a difference in the direction of the association between two cues. This
gives some support to the hypothesis that voiced stops possess some properties, in both
production and acoustic domains, which mark them as less optimal than voiceless stops and
more vulnerable when reduced.
There are several issues that need to be raised in connection with this finding, one of
which is that acoustic cues of voiced stops are not always compensated. Partly this can be
due to the interaction with other factors, for example, to which stage of stop production the
cues belong. Still, although the two examples of compensation in voiced stops involve cues
belonging to either only burst or both closure and burst, there are other pairs of cues across
different components of the stop that do not feature compensation in voiced stops, instead
showing uniform co-variation for all stops. In order to understand why there is sometimes
(and not other times) compensatory co-variation in voiced stops, it is necessary to have a
better idea of the particulars of production that leads to such cue relationship, which is
outside the scope of this thesis.
Another issue is why the factor of voicing induces compensation, but place of the stop
does not. Despite there being differences due to POA in five out of six cue pairs, those were
always in terms of magnitude and not direction (with all but one being uniform relationships).
In the introduction, I considered some candidates for compensation on the basis of place of
the stop. Thus, both velars and labials can be argued to have some disadvantages in their
production, with velars having the pre-constriction cavity of the smallest volume, which can
lead to the compromised constriction, and labials effectively lacking the post-constriction
cavity, which can compromise their release burst. Despite these production factors, I have
argued that there is no clear acoustic disadvantage to either velars or labials, and also
possibly few available means to modify the aspects of production which have been identified
as potentially sub-optimal. Coronals, on the other hand, while having no clear disadvantages
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from the production standpoint, may be considered to a degree vulnerable perceptually, given
that their salience has been evaluated to be lowest of all stop places [Hume et al., 1999]. Given
that coronals display both strengths and weaknesses in their production and perception, I
have concluded that no prediction of compensation could be made.
The absence of compensation due to any of the place features as indicated by the regres-
sion results lends support to the claim that stops of all three POAs are characterized by the
sufficiently robust acoustic cues and thus do not necessitate compensating adjustments in
their production. The case of coronals, as anticipated, was more complicated than those of
labials and velars. Thus, although they did not show compensation in the direction of the
association, in order to make the interpretation of the magnitude of their slope consistent
with that of labials and velars, I have suggested that the production of coronals may involve
some maneuvers which are essentially compensating in nature. This suggestion requires fur-
ther testing in English and preferably other languages, which are both different and similar
to English in features of coronal production (for example, Russian). Nevertheless, even in its
inconclusive state, the finding of coronals being different from other places is in agreement
with the large body of work, both phonetic and phonological, which indicate that coronals
possess some features which make them special.
In general, the lack of compensation due to POA (as expressed in the direction of the
cue association), in contrast to the opposite result for voicing, might be due to the fact that
the place feature is determined primarily by the articulatory events in the vocal tract, while
voicing specification is achieved through interaction of glottal and articulatory activities:
perhaps the former does not allow for compensation, having fewer degrees of freedom needed
to make compensatory adjustments. It is also possible that, although there was no com-
pensation due to POA among amplitude and duration cues, there may be some trade-offs
between these and spectral cues, which were not examined here. Overall, some more work
is needed, of both acoustic and articulatory nature, to confirm the finding that only voicing
feature leads to compensation.
It was also found that compensation, when present, involves either the cues in the burst
portion only or the cues in both components of the stop. This is consistent with the claim
that releasing gestures of the stop consonant are better suited to carry out modification that
will result in acoustic compensation. The within-component cue relationships provide with
strongest evidence of this claim: the cues of duration and amplitude within the closure were
in a uniform co-variation pattern, while those cues belong to the burst showed compensation
in voiced stops. Given that there are only two such pairs, this evidence is somewhat scant.
The across-component patterns, though more difficult to interpret and more diverse,
nevertheless provide additional support to this position. Out of four across-component cue
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pairs, two showed compensation and two did not. I suggested above that one of the pairs that
had compensatory relationship, burst amplitude and closure amplitude, may be a spurious
result. This leave just one across-component pair of cues, closure duration and burst dura-
tion, which exhibited compensation in voiced stops. However, the cues of closure amplitude
and burst duration, despite showing mostly uniform trend, did exhibit compensatory co-
variation in a small subset of stops (the final /b/ and /d/). The fact that across-component
compensation is observed is important, since it suggests that the inadequacy of the earlier
portion of speech, here, the constriction and hence the closure, can be partially rectified in
the subsequent portion, here, the release and hence the burst. The relation between two
stages is complex. This is seen, first of all, in the fact that even when there is compensation
in the burst associated with the reduction in the closure (as in closure and burst duration
cues), the compensation in the burst better reflects the optimality levels of the burst itself,
and not the closure. So compensation is better viewed as preventing the wholesale reduction,
rather than addressing specific production failures. Secondly, it is also significant that not all
across-component cue pairs do exhibit compensation, as it points to the complex interaction
of the cues, as well as the possible hierarchy of the cues, according to which cues of higher
importance (in signaling a given phonological or other property) may be compensated while
others will not.
The patterns of cue co-variation show the influence of the phonological factor of place,
in addition to that of voicing, and the prosodic factor of position in the word, by frequently
having different magnitudes of the regression line slope due to these categories. I have tried
to explain the slope magnitude orders (due to categorical features of place or position) by
appealing to the average levels of the cue measurements, which can be considered as the
proxy for perceptual salience or strength. This line of arguments was in general terms based
on the hypothesis that compensation (as an additional adjustment to the usual production
process) will occur under exigent circumstances, i.e. when the already vulnerable cues may
get further degrades thereby compromising their perceptual effectiveness. Although I stated
this hypothesis in the introduction while trying to predict in which cases to expect com-
pensation in acoustic cues, I used the same principle, with tentative success, attempting
to explain differences in slope magnitude even when overall pattern shown was uniform co-
variation. Note that one of the recurring features of regression results — unanticipated and
so far unaddressed in the discussion — was correlation between slopes and intercepts of the
regression lines. This is a numerical evidence that there is a connection between how cues
co-vary (captured by the slopes) and the level of the cues (captured by the intercepts), to
complement the qualitative assessments of offered in the previous chapter.
The correlation between intercepts and slopes also suggests that the link between the
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(average) level of the cue and how it co-varies with another cue can serve as a general basis
for patterns of cue co-variation, of which the hypothesis as to what triggers compensation is a
special case. This points to another interpretation of results, namely, that the compensation
and uniformity are the endpoint outcomes of an essentially gradient process (recall that
the slope values often spanned the zero value, which may serve as another evidence of the
gradience). Presumably, this process is governed by a unified set of constraints. Some of
these constraints, as can be inferred from the discussion in the previous chapter, may be
the relative optimality of cues or articulatory parameters (such as stiffness, for example).
As can be seen, the constraints that have an effect on the structure of variation are both of
production and perception domains, and I see no conflict between the two, contrary to the
claim of the H&H theory that they act in opposition [Lindblom, 1990].
Can the regression lines capture the phonological invariant properties of the stops? This
is akin to the role claimed for the locus equations with respect to place identification of
consonants [Sussman et al., 1991, Sussman and Shore, 1996]. The work of Iskarous et al.
[2010] sought to establish a connection between the patterns of tongue articulation and
locus equations, claiming that locus equations reflect articulatory synergy, with the slope
of regression line encoding the measure of co-articulatory resistance and the intercept is
related to the degree of the tongue assistance in formation of consonantal constriction. While
affirming that locus equations are rooted in the production characteristics of the consonants,
the authors also cautioned against interpreting them as invariant or relationally invariant
cues for the place of the stop saying that the relationship between the two is not direct.
Given that the present work uncovered extensive linear or near linear relationships be-
tween acoustic measurements other than those used in locus equations, it is important to
investigate further what meaning is carried by the regression patterns here. A set of regres-
sion lines between various acoustic cues can be thought of as a multi-dimensional structure
of the stop, which encodes its phonological and possibly other attributes (such as prosody).
The structure has to be multi-dimensional, because usually a regression line between two
cues does not carry the distinctions between all categorical features of the stop. Note here
that the suggestion made in the introduction that the structured nature of variation in speech
may be due largely to the phonological and phonetic structure of the given segment finds
some support in such a view of the cue co-variation patterns. In a sense, the structure of
cue co-variation, as expressed in the regression lines between cues, becomes the phonological
and phonetic structure of the stop.
Clearly, the regression lines cannot be used to recover the cues needed to identify the stop
(in its phonological as well as prosodic features), since they are the result of a multitude of
speech tokens and thus cannot be inferred from a single instance of a stop. In this sense they
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are not the invariant features that reside in the speech signal and are used by the listener to
identify the speech segment or by the speaker to produce it. That said, the language user can
have access to the like of all the regression lines obtained in this work (and more) on the basis
of the speech data they are exposed to. If in the cognitive domain of the language users the
speech input is summarized in this manner, then any new speech token may be referenced
probabilistically with respect to this cognitive hyperstructure and thusly identified. Under
this scenario, the presence of physical correlates which map to various categorical attributes
is de-emphasized. There is then less need to find what invariant characteristics residing in the
speech signal are — a traditional understanding of invariance in speech — and a new focus
on both elucidating the cognitive hyperstructure of the speech segment, consisting of (linear)
relationship between cues, and the procedure which may be employed by the speakers and
listeners to use such a structure in producing and perceiving speech.
5.2 Conclusion
Altogether the results of this study point to the variation of acoustic cues being highly struc-
tured, with two properties of this structure highlighted here. The first one is that in most
cases co-variation of acoustic cues is uniform in nature, as is expected due to the continuity
of speech production which is in turn underlied by the close dependency among articulatory
gestures. Yet, the exceptions to this general trend of uniformity reveal the interaction of
production and perception factors in achieving the ultimate end of speech, namely, communi-
cation. Thus, the clearest case of compensatory cue co-variation is observed in voiced stops,
which is consistent with their more effortful production and, related to it, lesser perceptual
salience. In a more complex case (and requiring further investigation), I proposed that coro-
nals also show some compensatory patterns of cue co-variation, though in a way distinct
from that of voiced stops and owing not so much to their less optimal production or percep-
tual salience, but most likely to the idiosyncrasies of their production that make articulatory
compensation easier than for other stops. By analogy, compensation was more commonly
seen in the burst cues, due to perhaps greater articulatory independence of gestures of the
consonantal release, as opposed to lesser articulatory independence of the gestures involved
in the formation and maintenance of the constriction. The conclusion that is drawn from
these observations is that, although uniform cue co-variation is prevalent and, as such, may
reflect the fundamental organizing principle of speech, i.e. its continuous nature, compen-
satory co-variation amongst acoustic cues occurs when the phonological distinctiveness is at
risk and/or when articulation allows for such compensation without much additional cost.
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The second major characteristic of variation uncovered here is that phonological features,
as well as position within word, are often (but not always) maintained under variation, and
are expressed in the differences in the sign or magnitude of the regression line slope relat-
ing a pair of cues. This is an important finding, since the categorical subsets of stops are
distinguished not only by the acoustic cues themselves, but by the patterned relationship
between cues. The nature of the patterned co-variation suggests production and perception
factors that are specific to phonemes (or to phonological features), which can be framed in
the paradigm of uniformity or compensation, defined broadly. That is, even if the direction
of the regression line relating two acoustic cues does not serve to distinguish between stops
that are phonologically contrastive (e.g., for POA), the distinct magnitude of the regression
slope relating the two cues may be distinctive due to the interplay between articulatory,
acoustic, and perceptual parameters, which shape the resulting pattern of co-variation along
the uniformity-compensation continuum. In other words, the patterns of uniform and com-
pensatory cue co-variation may reflect a fundamental organizational principle of speech pro-
duction, which is intimately linked to maintaining phonological contrast as well as perhaps
other characteristics of speech, such as prosody.
Both of these findings require extensive further research, which can take several directions.
One of them is introducing a greater number and variety of acoustic cues, such as spectral
cues of the burst or the quality of noise during closure. Another approach is to combine
acoustic and articulatory data in a single study; this may allow a more direct test of the
hypotheses concerning what happens in the articulatory domain to yield the acoustic patterns
observed here. Further, to understand the significance of the regression lines relating acoustic
cues, perceptual studies and/or statistical modeling may be needed in order to see whether
the linear relationship between cues can be instrumental in speech processing, and especially
in the categorical identification of speech sounds.
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