], a one-sided post-processing technique for the discontinuous Galerkin method was introduced for reconstructing solutions near computational boundaries and discontinuities in the boundaries, as well as for changes in mesh size. This technique requires prior knowledge of the discontinuity location in order to determine whether to use centered, partially one-sided, or one-sided post-processing. We now present two alternative stencil choosing schemes to automate the choice of post-processing stencil. The first is an ENO type stencil choosing procedure, which is designed to choose centered post-processing in smooth regions and one-sided or partially one-sided post-processing near a discontinuity, and the second method is based on the edge detection method designed by Archibald, Gelb, and Yoon [Archibald, R., Gelb, A., and Yoon, J. (2005) . SIAM J. Numeric. Anal. 43, 259-279; Archibald, R., Gelb, A., and Yoon, J. (2006) . Appl. Numeric. Math. (submitted)]. We compare these stencil choosing techniques and analyze their respective strengths and weaknesses. Finally, the automated stencil choices are applied in conjunction with the appropriate post-processing procedures and it is determine that the resulting numerical solutions are of the correct order.
INTRODUCTION
In a previous paper by Ryan and Shu [20] , a one-sided post-processing technique for the discontinuous Galerkin method was introduced for reconstructing solutions near computational boundaries and discontinuities in the solution, as well as for changes in mesh size. The technique requires a priori knowledge of shock locations, since no biasing should occur in smooth regions. Hence, in this paper, we propose two options to automate the stencil choices for the post-processor. The first technique borrows ENO (essentially non-oscillatory) constructions to find the smoothest stencil for post-processing. The second technique utilizes a local edge detection (LED) method developed by Archibald, Gelb, and Yoon [1, 2] to find the shock location, and determines the post-processing stencil based on the proximity of the shock. This study analyzes the behavior of these stencil choosing procedures for both stationary and moving shocks on a series of different uniform meshes and numerically evaluates their use on four scalar problems.
This paper is organized as follows. In Sec. 2 we review the discontinuous Galerkin method and the symmetric and one-sided post-processing technique utilized in this paper. The ENO and LED methods for choosing post-processing stencils are discussed in Sec. 3. Finally, in Sec. 4 we present numerical results demonstrating the benefits of using either of these techniques for choosing the appropriate post-processing stencil.
THE DISCONTINUOUS GALERKIN METHOD AND POST-PROCESSING
In this section, we give a brief review of the discontinuous Galerkin method, developed by Cockburn and Shu et al. [5, 6, 9, 10, 11] , for treating non-linear problems, and the related post-processing technique, introduced by Cockburn, Luskin, Shu and Süli [4, 7, 8, 12] . The authors show that the post-processor nearly doubles the order of accuracy for time-dependent linear hyperbolic systems solved over a locally uniform mesh. In addition, numerical evidence strongly indicates that the method also improves the convergence for non-linear problems as well. The applications of the post-processor were extended in [19] to include multi-domains with different mesh sizes as well as variable and discontinuous coefficient equations. The extension of this technique to one-sided post-processing appears in [20] . Detailed discussion of the post-processor, including implementation, can be found in [7, 8, 19, 20] .
The Discontinuous Galerkin Method (DGM)
We begin by considering the discontinuous Galerkin method for the one-dimensional conservation law
The mesh is defined by x i = x i+ 1 2 − x i− 1 2 where
2 ), and x i denotes the cell center, i = 1, . . . , N. The approximation space consists of piecewise polynomials of degree less than or equal to k, where k + 1 is the order of accuracy of the approximation, that is, V h = {v|v ∈ P k for x ∈ I i }. The discontinuous Galerkin method is found by multiplying Eq. (2.1) by a test function v ∈ V h and integrating by parts to obtain the variational formulation:
Find u h (x, t) ∈ V h such that
The numerical scheme is then given by
, is chosen to be an upwind monotone flux, i.e. it is a non-decreasing function of the first argument u − and a non-increasing function of the second argument u + . The test function v is taken from inside the cell. We note that numerical integration of (2.2) by the third-order SSP Runge-Kutta method (see e.g. [14, 15, 21] ) guarantees the order of accuracy to agree with the spatial discretization error.
Post-processing for DGM
It was shown in [8] for linear hyperbolic equations that the negativeorder norm error estimate, which provides information about the oscillatory nature of the error, is of higher order than the usual L 2 norm error estimate for the DGM. The post-processing technique in [20] both reduces oscillations as well as improves accuracy in the L 2 norm. In fact it is possible to enhance the overall accuracy to be up to the order of the error estimate in the negative-order norm. In addition, the post-processor can be numerically simplified if a locally uniform mesh is assumed, yielding translation invariance and subsequently localizing the post-processor. This assumption will be used in our study, resulting in a post-processor of the form
where K 2(k+1),k+1 is a linear combination of B-splines and u h is the numerical solution. The symmetric form of the post-processing kernel can be written as as well as the construction and implementation of (2.3) is described in [3, 19, 20, 22, 23] .
We note that since we are using an uniform mesh, the kernel (2.4) has a particularly simple form as in [7, 8, 19, 20] . Furthermore, the postprocessor as well as the B-spline coefficients are symmetric. Finally there is an additional advantage in the local behavior of the post-processor, specifically that the kernel needs information only from its nearest neighbors.
The symmetric version of the post-processed solution in (2.3) uses 2k + 1 B-splines, giving a total support of 2k + 1 cells where k = . A one-sided version of this post-processor is performed by simply moving the support bias to one-side. For example, a purely left-sided postprocessed solution would be of the form
This purely one-sided post-processor has a form similar to the centered one, just with different bounds on the summation and new coefficients c 2k+1,2k γ [20] . Similarly, a partially left-sided post-processor is obtained by changing the bounds of the summation. In each case, the use of 2k + 1 B-splines remains consistent. The right-sided post-processed solution is a mirror image of the left.
POST-PROCESSING STENCIL OPTIONS
As explained in [20] , advanced knowledge of the shock locations is required to determine the post-processing stencil best suited for reconstruction in a shock vicinity. A stencil defines a collection of points x j −l , . . . , x j +k surrounding the point x j where we wish to determine the smoothness of the solution. Because of the considerations outlined in previous sections, we are only considering stencils of equally spaced points. We also assume that the mesh is sufficiently well resolved so that the shocks are well separated and therefore there is a sufficient number of points between shocks.
There are 2k + 1 candidate stencils for the post-processor in each considered region, such as the five point candidate post-processing stencils for piecewise linear polynomials shown in Fig. 1 . An admissible stencil for the post-processing procedure avoids points containing shock values. To this end, here we present two alternative techniques for determining suitable stencils for post-processing the computed numerical solution. The ENO approach chooses the post-processor stencil based on the pattern of the overall smoothness of qualifying stencils. Alternatively, the LED method finds the shock locations directly and then dictates the post-processing stencil to avoid any shocks. 
ENO Type Stencil Choosing
The essentially non-oscillatory (ENO) finite difference method for hyperbolic equations with discontinuities approximates the values at each x j by interpolating values only in identified smooth regions [16, 17, 18, 21] . The ENO stencil choosing technique for the DGM post-processor developed here similarly seeks to evaluate the numerical solution based on the identified smoothest stencil, and then chooses a one-sided, partially one-sided, or a centered stencil to post-process the solution. Unlike the standard ENO algorithm, here we impose a bias toward centered stencils for the DGM solution post-processor since the magnitude of the error is reduced more significantly than if we use a one-sided stencil. (Note that 2k + 1 order accuracy is still obtained throughout the domain, including regions where one-sided post-processing is implemented.) Below is a description of the ENO type stencil construction process.
Let us first consider the case where k = 1 in which a third order postprocessor is used. Given the data u j at all of the cell faces, we employ the recursive formula for r = 1, 2, 3:
where i = j − 4, . . . , j + 4 − r. Clearly D 1 j is the difference between the downwind points across each cell I j . Based on this difference, we make the following stencil choice, S(j ), for reconstruction at each cell I j :
where NP r j is defined as the value for which j − 4 + NP r j maximizes the rth difference, i.e. Table I displays the possible stencil choices when S(j ) = S 2 (j ). Although employing the maximum undivided difference yields post-processing stencils without shocks, the stencil might still include cells in which steep gradients of the solution exist, reducing the the overall accuracy of the method. This can be alleviated by implementing a stencil that considers both the first and second undivided difference. Namely, Table I . Stencils and stencil numbers for k = 1
S(j )
Stencil Bias
The S 32 (j ) stencil examines the seven options of maximal 3-point stencils and compares them to the maximal two point stencil. To refine this further, we consider the first three differences: or the first four differences:
Implementing successive levels for S(j ) is necessary to provide consistency in determining a suitable post-processing stencil.
The k = 1 stencil choice essentially finds the discontinuity, and is thus sufficient for suggesting the correct post-processing stencil. Hence, the same stencil choosing method (for k = 1) described above can be performed with the information given by the P k -polynomial approximation, for k 2. Once this skeleton stencil choice-the stencil choice that is based on 5-point stencils-is determined, the 9-point stencil choice easily follows. Specifically, if the 5-point stencil is biased then the 9-point stencil is biased in the same way to avoid the same discontinuous region. The ENO stencil choosing algorithm for P k , k = 1, 2 is the following:
End If End If
Table II displays the stencil options for k = 2. As is evident from the above algorithm, an advantage of using an ENO stencil choosing technique is that the complexity of the stencil choosing method increases minimally with increasing polynomial degree approximation.
A Local Edge Detection Method
The local edge detection (LED) method used in this study is based on the multivariate edge detection method for scattered data first described Table II . Stencils and stencil numbers for k = 2
S(j )
in [1] . Since here we are considering a uniform mesh, the analytical and computational aspects of the original method are considerably simplified, and essentially the method is reduced to constructing Newton divided difference formulations of various orders. Once the edges are located, the post-processing stencil is simply chosen to avoid the cells that contain jump discontinuities. Let us denote J = {ξ : a ξ b} as the jump discontinuities of u(x) on x ∈ [a, b]. Each ξ is computed by the LED method to within a grid cell value. Subsequently, the size of the stencil [x l , x r ] used to post-process the solution at the value x * is restricted by
for each ξ ν ∈ J. In this case, the size of the stencil guaranteeing a smooth region is r − l + 1, implying that for
we can obtain 2k + 1 accuracy as long as 2k
), which is in line with the resolution requirements for high order postprocessing discussed in Sec. 2.2. Since the boundary points are defined as jump discontinuities, there is no formal reduction of accuracy as they are approached.
The main difference between the LED stencil construction procedure we describe in this section and the ENO stencil described in Sec. 3.1 is that while the ENO construction chooses candidate stencils based on a perceived smoothness of u(x) in the region of reconstruction, the LED subscribes a particular stencil based directly on the location of the detected jump discontinuities. This procedure has been further extended to identify discontinuities in the derivative in [2] , which will be described in Sec. ??. Hence the region of reconstruction can be chosen to avoid discontinuities in the derivative of the function as well.
As in the ENO stencil case, the LED method for one-dimensional data can be formulated using Newton divided differences. We also note that the LED method is completely independent of the order of the postprocessing method since it is based solely on given grid point data. Hence there is no added complexity for higher order post-processing stencils. A brief synopsis is provided here.
Review of the One-dimensional mth Order LED
Consider a piecewise smooth function u(x) on [a, b] known at the discrete grid point values S = {x 1 , . . . , x N }. We wish to determine whether or not there is a jump discontinuity at any point x in [a, b] . Following the development in [1] , we construct an edge detector L m u(x) based on a stencil S x containing m + 1 points around x to be an approximation of the jump function
where u(x + ) and u(x − ) are the right and left hand side limits of u at x. Typically in the uniform data case S x is chosen so that there is an equal distribution of m + 1 points around x ∈ [x j −1 , x j ], i.e.
for each x i ∈ S. If x is near the boundary, the point distribution can be easily modified without affecting the properties of the LED method [1] . To ease notation we re-label the local set S x for any point x ∈ [a, b] as
Recall that J = {ξ: a ξ b} is the set of jump discontinuities in
is characterized by the asymptotic convergence property
where I x is the smallest closed interval such that S x ⊂ I x . The general form of the one-dimensional mth order edge detection method is given by
The coefficients c j,S x (x) are chosen to annihilate polynomials of degree m. Hence (3.8) can yield up to mth order accuracy in recovering smooth regions, i.e. where I x ∩ J = ∅, depending on the underlying smoothness of u(x). Specifically, it was shown in [1] that for ∆x
We determine c j,S x (x) by solving the system c j,S x .) In the one-dimensional case, (3.8) can be reduced to a Newton divided difference formula [1] . Specifically, by defining
we can directly compute
This is further simplified if the given set of points S is uniform on [a, b]:
In this case we have
and the corresponding edge detection method
for q m = x j ∈S + x c j . It was shown in [1] that q m (x) is never zero.
Discontinuities in the Derivative
Many partial differential equations, including some of the examples in Sec. 4, admit solutions with discontinuities in the derivative of the solution. Since high order reconstruction requires the function to be as smooth as possible, it is desirable to determine all of the jump discontinuities for u (γ ) (x) where γ = 0, . . . , k and k is the order of the reconstruction. In [2] the LED method was extended to compute the jump discontinuities of
where u (γ ) (x+) and u (γ ) (x−) are the right and left side limits of the function u (γ ) at x. The extension of the LED method to detect jump discontinuities in the γ derivative is given for one dimension as
with scaling factor
Here the coefficient are the solution of the linear system 19) subject to the constraints
The modification of the scaling factor (3.18) allows the LED method to detect jump discontinuities in the γ derivative. The additional constraints (3.20) ensure that the scaling factor is non-zero. Note that the local set S x must now consist of (m + γ + 2) points. In [2] it was shown that the linear systems (3.19) and (3.20) admit a unique solution. The resulting approximation (3.17) recovers the jump discontinuities in the γ derivative as
is the set of γ derivative discontinuities. We refer the interested reader to [2] for more details. The resolution requirement of the modified LED method is that jump discontinuities in the γ derivative are separated by a distance greater than 2γ + 3 grid points. In the applications that follow, this resolution requirement is not that prohibitive. Furthermore, as the resolution is increased, the order of the detection method can be increased since the jump discontinuities have more points between them. In the examples that follows, LED is used for γ = 0, 1, resulting in the accurate detection of edges and discontinuities in the first derivative. We note that for γ = 0, the constraints (3.20) can be dropped resulting in the original LED formulation (3.8). The parameter m determines the order of the LED method and in these examples takes values between 2 and 5, which is enough to effectively resolve discontinuities while still maintaining the advantages of the LED in low resolution environments. The post-processing reconstruction will only occur in regions that are at least C 2 , yielding at least second order accuracy.
NUMERICAL RESULTS
We analyzed the ENO type and LED stencil choosing algorithms by testing them on four scalar test cases, each with a DG approximation of polynomial degree k = 1 and k = 2. We evaluated the performance of the ENO S 32 , S 432 and S 5432 and the LED stencil choosing methods to demonstrate their respective strength and weaknesses. For each example, we compared the post-processed results from the automated stencil choosing using the ENO S 5432 and the comparable LED stencil choosing method. We chose to work with the S 5432 ENO type method as it was the most consistent among the ENO type methods. Three of the sample problems were linear, chosen because the theory only guarantees the order enhancement for the linear case. First the stencil choices were tested on a smooth linear problem in Example 1 to ensure that neither algorithm introduces any errors if used unnecessarily. The second example features two stationary shocks. The third example has two stationary shocks and two moving discontinuities in the derivative. Finally a non-linear problem with a moving discontinuity is presented to demonstrate that the algorithms effectively capture a moving discontinuity.
We present error tables for the numerical solution as well as the first derivative of the solution to demonstrate that the 2k+1 order accuracy is indeed achieved throughout the domain as long as the discontinuity lies on a cell boundary. The L 2 -errors presented are calculated at the cell centers unless otherwise indicated. Furthermore, we remark that the main advantage of using one-sided post-processing near a discontinuity is in obtaining the 2k+1 order accuracy in the first derivative of the solution. As seen in (2.5), the post-processed solution is a polynomial of degree 2k+1, which typically would allow us to obtain 2k+2 order accuracy. In [7, 8] it was shown that 2k+1 order accuracy can be obtained for the solution to time-dependent linear hyperbolic equations. This same order accuracy is also achieved in the first derivative for these same equations, as numerically demonstrated in [20] .
Example 1: Linear Scalar Convection Equation
is solved to time T f = 12.5 and the error for the solution is calculated throughout the entire domain. For this problem, all the ENO stencil choosing methods as well as the LED method recognize the smoothness of the solution and thus choose centered post-processing consistently (Fig. 2) . The order of accuracy for the solution and the first derivative of the solution is increased from second order to above third order in the k = 1 case, and from third order to above fifth order in the k = 2 case (see Table III ). This example confirms that the post-processor with automated shock detection does not introduce errors. The exact solution at time T f = 4 is shown in Fig. 5 (left) . This solution features two stationary shocks lying on cell boundaries at x = ± 1 2 . The numerical solution is computed on a sequence of meshes ranging in resolution from N = 40 to 160. The error in the solution and in the first derivative of the solution, before and after post-processing, is calculated at time T f = 4 over the entire domain and is given in Table IV . For this example, the ENO type methods all bias unnecessarily for the low resolution meshes N = 40 and 60. However, the S 5432 falsely biases less often, and thus gives more reliable stencil choices than the S 432 and S 32 . The ENO S 5432 stencil choices for N = 40, 80, 160 are plotted in Figs. 3 and 4 . For N = 40 and 60 the errors from the ENO stencil choice is larger than the error from the LED stencil (Table IV) , implying that the LED method handles low resolution environments better than the ENO type methods. Once the the grid is sufficiently refined, all four methods identically yield the correct stencil choices.
Since the discontinuities are located at the cell boundaries, the discontinuous Galerkin method can produce 2k+1 order accuracy in the post-processed numerical solution and its first derivative throughout the Results are shown before and after post-processing determined by stencil choices S 5432 and LED.
domain, as long as the stencil choice is correct (Table IV) . As in [20] , the errors for the numerical solution are better than the expected 2k+1 order accuracy. Results are shown for before and after post-processing with stencil choices determined by the S 5432 and the LED method. The solution at time T f = 1.0, shown in Fig. 5 (right) features two stationary and two moving shocks where the stationary shocks at x = ±1 are located at cell boundaries and one moving shock is located near the right boundary and the other moving shock is located near the stationary shock at x = −1. The solution is computed to time T f = 1.0, which is before the shocks cross. The error in the numerical solution and in the first derivative of the solution is calculated to include the stationary shocks at x = ±1, but to exclude a radius of 0.1 around the moving shocks as in [19, 20] .
For k = 1, all of the ENO type stencil choices (S 32 , S 432 and S 5432 ), as well as the LED method, detect the stationary shocks reliably even for low mesh resolution. However, the moving shock in the middle of the domain, which has a discontinuity only in the derivative, is not detected by the ENO stencil choices, but is detected by the LED method. For low resolution the two shocks (the stationary and moving shocks) are too close together for a stencil between them. Thus, we are only interested in the case of N 60. In this case, the LED method is clearly superior to the ENO type stencil choices. However, as we are excluding a region of 0.1 around the shock, this advantage is not evident in the error tables. For k = 2 the ENO type stencil choices (S 32 , S 432 , and S 5432 ) and the LED method are all equivalent and all capture the correct shock location for all resolutions. These stencil choices allow the post-processor to both decrease the magnitude of error and increase the order of accuracy. Table V shows that the order of accuracy of the post-processed solution was raised from three to above six. Again we note that the post-processor gives better than expected errors for the solution, similar to those shown in [20] . In this case, the ENO stencil choosing method may have trouble in the presence of a discontinuity in the derivative, as this method is not designed to determine the locations of discontinuities in the derivative. Remarkably, this method does detect the discontinuity in the solution for the k = 2 case. The extension of the ENO type stencil choosing methods to cases of discontinuities in the derivative will be addressed in future work.
Example 4: Burgers' Equation
with initial conditions
is solved to time T f = 2.0, after a shock has formed as in [8] . This example features a moving discontinuity which all of the ENO stencil choices as well as the LED method capture for all choices of N (Fig. 6 ).
CONCLUSIONS
We have presented two effective methods for finding the appropriate post-processing stencil. The ENO type stencil choosing is designed to pick centered post-processing in smooth regions and one-sided or partially one-sided post-processing in the neighborhood of a discontinuity while the LED method directly locates the shocks in the numerical solution to determine the correct post-processing stencil.
The ENO type stencil choosing is based on the smoothness of the candidate stencils and is determined by examining the first four undivided differences over the candidate stencils. Implementation of the successive levels is necessary to avoid one-sided post-processing in regions where steep gradients in the solution exist. This type of stencil choosing method requires minimal complexity as the polynomial degree used in the approximation is increased. The errors are calculated outside a radius of 0.1 of the moving shocks.
Results are shown before post-processing and after post-processing determined by stencil choices ENO-S 5432 and LED methods. The LED method is particularly effective in identifying the shock locations in the case of low resolution, as well as for non-uniform spacing. The algorithm is also effective for determing jump discontinuities and guarantees that post-processing will only occur in smooth regions (at least C 2 ). The method is completely independent of the post-processing approximation order.
We have demonstrated through numerical examples that both these methods are viable and efficient techniques for automated choice of the post-processing stencil by enabling the designed (2k + 1)th order accuracy of the post-processor throughout the entire domain. No other predetermination of discontinuity locations is necessary.
In the case where the discontinuity is in the derivative, the ENO type stencil choosing method is unreliable, while the LED method works very well. However, we suspect that the ENO type algorithms can be readily adapted for this purpose and will be the subject of future investigations. Future work will include extending these methods to systems, multiple space dimensions, and non-uniform mesh size.
