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1. Si lancia un dado equo quattro volte. Qual’e` la probabilita` di
ottenere almeno un sei? E` necessario supporre che determinati
eventi siano indipendenti?
A = “E` uscito almeno un sei in quattro lanci”: P (A) = 1− P (A)
Si = “E` uscito un sei all’i-esimo lancio”, i=1,2,3,4, inoltre P (Si) = 16 :
A =
⋃4
i=1 Si e A =
⋂4
i=1 Si
Gli Si sono supposti indipendenti =⇒ gli Si sono indipendenti, dunque
P (A) =
4∏
i=1
P (Si) =
(
5
6
)4
=⇒ P (A) = 671
1296
2. Una scatola contiene due monete che hanno una testa su en-
trambe le facce, tre monete che hanno una croce su entrambe le
facce e quattro monete normali. Se si estrae a caso una moneta
dalla scatola e la si lancia, qual’e` la probabilita` di ottenere testa?
Se si e` ottenuta una croce, qual’e` la probabilita` che la moneta
usata fosse truccata?
T = “E` uscita testa”, N = “La moneta e` normale”, DT = “La moneta
e` a due teste”, DC = “La moneta e` a due croci”. {N,DT , DC} e` una
partizione. P (N) = 49 , P (DT ) =
2
9 , P (DC) =
3
9
P (T |N) = 12 , P (T |DT ) = 1, P (T |DC) = 0
P (T ) = P (T |N)P (N) + P (T |DT )P (DT ) + P (T |DC)P (DC) = 49
A=“la moneta e` truccata”, A = DC ∪DT
P (A|T ) = P (DC ∪DT |T ) = P (DC |T ) + P (DT |T ) = P (DC |T )
P (DC |T ) = P (T |DC)P (DC)
P (T |DC)P (DC) + P (T |DT )P (DT ) + P (T |N)P (N)
3. La prima volta che un certo consumatore acquista una scatola
di cerali la sceglie a caso tra due tipi: normali e al cioccolato.
Poiche´ a tale consumatore piace cambiare, ad ogni acquisto suc-
cessivo solo una volta su tre scegliera` cereali dello stesso tipo
acquistato la volta precedente, mentre due volte su tre cambiera`
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tipo. Qual’e` la probabilita` che al primo e al secondo acquisto
scelga il tipo normale e al terzo e al quarto il tipo al cioccolato?
Ni=“acquista il tipo normale all’i-esimo acquisto”. A=“al primo e al
secondo acquisto sceglie il tipo normale e al terzo e al quarto il tipo al
cioccolato”
P (A) = P (N1 ∩N2 ∩N3 ∩N4) =
= P (N1)P (N2|N1)P (N3|N2 ∩N1)P (N4|N3 ∩N2 ∩N1) =
=
1
2
· 1
3
· 2
3
· 1
3
=
1
9
4. Se ogni mattina l’85% delle persone beve un caffe`, il 60% man-
gia dei biscotti e il 50% beve caffe` e mangia biscotti, qual’e` la
percentuale di persone che al mattino non mangia ne´ beve nulla?
C=“beve caffe`”, B=“mangia biscotti”, N=“non mangia ne´ beve: P (C) =
0, 85, P (B) = 0, 6 e P (C ∩B) = 0, 5.
P (N) = P (C ∩B) = P (C ∪B) =
= 1− P (C ∪B) = 1− P (C)− P (B) + P (C ∩B) = 5%
5. Un’urna contiene M palline di cui N nere e le restanti bianche
(ovviamente N ≤M). Da tale urna si estrae senza reimmissione
un campione di m palline (ovviamente m ≤M).
• Si esprima (in funzione di n, m, N ed M) la probabilita` che
nel campione siano presenti esattamente n palline nere.
• Si verifichi che i valori di n per i quali tale probabilita` non
e` nulla sono quelli per i quali
max{0,m− (M −N)} ≤ n ≤ min{N,m} (1)
• In un laghetto da allevamento ci sono cento trote. Venti di
queste vengono catturate, marchiate e poi liberate di nuovo
nel laghetto. Se si pescano dieci trote, qual’e` la probabilita`
che cinque di esse risultino marchiate? Qual’e` la probabilita`
non piu` di cinque di esse risultino marchiate?
• Si dimostri che vale la seguente formula
m∑
n=0
(
N
n
)(
M −N
m− n
)
=
(
M
m
)
(2)
utilizzando un ragionamento puramente combinatorio (sen-
za usare la probabilita`).
• Si dimostri nuovamente la (2) ma con un ragionamento pro-
babilistico.
• An=“n palline nere nel campione”.
P (An) =
# di campioni con n palline nere e m− n bianche
# di campioni di m palline
=
2
=
K(n,m− n)
C(m)
C(m) = # di modi per scegliere m palline tra M =
(
M
m
)
K(n,m− n) =
= (# di scelte di n nere tra N) (# di scelte di m− n bianche tra M −N) =
=
(
N
n
)(
M −N
m− n
)
dunque
P (An) =
(
N
n
)(
M−N
m−n
)(
M
m
)
• Il numero di nere nel campione non puo` superare la dimensione del
campione ne´ il numero totale di palline nere nell’urna, dunque n ≤
min{N,m}. Il numero di bianche non puo` superare il numero totale
di palline bianche nell’urna: m−n ≤M−N ovvero n ≥ m−(M−N).
Inoltre n non puo` essere negativo, dunque n ≥ max{0,m−(M−N)}.
• (
20
5
)(
100−20
10−5
)(
100
10
) = (205 )(805 )(100
10
)
1(
100
10
) · 5∑
n=0
(
20
n
)(
80
10− n
)
• Dato un insieme S di M elementi scegliamone un sottoinsieme T di
N elementi. I sottinsiemi di S di m elementi aventi n elementi in T
(e dunque m−n elementi in T ) sono (Nn)(M−Nm−n ). Sommando su tutti
i possibili valori di n troviamo il numero totale di sottoinsiemi di S
con m elementi, che sappiamo essere
(
M
m
)
.
• Gli eventi An, n = 0, . . . ,m sono mutuamente esclusivi ed esauriscono
l’intero spazio campionario. Dunque
1 = P (∪mn=0An) =
m∑
n=0
P (An) =
m∑
n=0
(
N
n
)(
M−N
m−n
)(
M
m
)
6. Tre uomini, a, b e c, sono prigionieri nelle segrete ma si sa che
il Re ha deciso di liberare uno di loro. Il prigioniero a chiede
a una guardia (che gia` conosce la decisione del Re) chi debba
essere liberato. La guardia risponde di non poter rivelare la
cosa prima dell’annuncio ufficiale. Allora il prigioniero chiede
alla guardia di fargli il nome di un altro prigioniero che non sara`
liberato. La guardia acconsente e gli dice che b non sara` liberato.
Il prigioniero a si rallegra perche´ pensa che inizialmente la sua
probabilita` di essere liberato fosse 13 (il Re sceglieva tra a, b e c)
mentre ora e` salita a 12 (verra` liberato a o c).
• E` corretto il ragionamento di a?
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• Si dispone di tutte le informazioni necessarie per risponde-
re?
• Ha importanza il criterio col quale la guardia decide quale
nome rivelare?
• Ha importanza il criterio col quale il Re decide quale pri-
gioniero liberare?
7. Spazio campionario
Ω = {(x, y); il Re libera x, la guardia dice y, x 6= y, y 6= a} = {(a, b), (a, c), (b, c), (c, b)}
Eventi:
A = “il Re libera a ” = {(a, b), (a, c)}
B = “il Re libera b ” = {(b, c)}
C = “il Re libera c ” = {(c, b)}
B′ = “la guardia dice b ” = {(a, b), (c, b)}
C ′ = “la guardia dice c ” = {(a, c), (b, c)}
Ipotesi aggiuntive
• stessa probabilita` di liberazione per tutti:
P (A) = P (B) = P (C) (3)
• qualora sia a a dover essere liberato la guardia sceglie a caso se dire
b o c con uguale probabilita`:
P (B′|A) = P (C ′|A) (4)
Poiche´ {A,B,C} e` una partizione, (3) implica P (A) = 13 , mentre da (4)
segue P (B′ ∩ A) = P (C ′ ∩ A) ovvero P ({(a, b)}) = P ({(a, c)}) = 16 .
Dunque
P (A|B′) = P (A ∩B
′)
P (B′)
=
P ({(a, b)})
P ({(a, b)}) + P ({(c, b)}) =
1
6
1
6 +
1
3
=
1
3
= P (A)
8. Mostrare che l’evento certo e l’evento impossibile sono sempre
indipendenti da qualunque altro evento.
P (A ∩ Ω) = P (A) = P (A) · 1 = P (A)P (Ω)
P (A ∩ ∅) = P (∅) = 0 = P (A) · 0 = P (A)P (∅)
9. Sia Ω = {1, 2, . . . , p} dove p e` un numero primo, e si supponga che
tutti gli eventi elementari siano equiprobabili. Si dimostri che
se A e B sono due eventi indipendenti allora almeno uno di essi
e` l’evento certo o l’evento impossibile.
Indichiamo con #(A) il numero di elementi di A. Allora, se A e B sono
indipendenti, ho
P (A ∩B) = P (A)P (B) ⇐⇒ #(A ∩B)
p
=
#(A)
p
· #(B)
p
ovvero p ·#(A∩B) = #(A) ·#(B). Se nessuno dei due eventi e` impossibile
allora p divide #(A)#(B) e, poiche´ p e` primo, p divide #(A) oppure p
divide #(B). Ma allora A o B devono coincidere con Ω.
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