Accurate scatter correction is especially important for high-resolution 3D positron emission tomographies (PETs) such as high-resolution research tomograph (HRRT) due to large scatter fraction in the data. To address this problem, a fully 3D iterative scatter-corrected ordered subset expectation maximization (OSEM) in which a 3D single scatter simulation (SSS) is alternatively performed with a 3D OSEM reconstruction was recently proposed. However, due to the computational complexity of both SSS and OSEM algorithms for a high-resolution 3D PET, it has not been widely used in practice. The main objective of this paper is, therefore, to accelerate the fully 3D iterative scatter-corrected OSEM using a graphics processing unit (GPU) and verify its performance for an HRRT. We show that to exploit the massive thread structures of the GPU, several algorithmic modifications are necessary. For SSS implementation, a sinogram-driven approach is found to be more appropriate compared to a detector-driven approach, as fast linear interpolation can be performed in the sinogram domain through the use of texture memory. Furthermore, a pixel-driven backprojector and a ray-driven projector can be significantly accelerated by assigning threads to voxels and sinograms, respectively. Using Nvidia's GPU and compute unified device architecture (CUDA), the execution time of a SSS is less than 6 s, a single iteration of OSEM with 16 subsets takes 16 s, and a single iteration of the fully 3D scatter-corrected OSEM composed of a SSS and six iterations of OSEM takes under 105 s for the HRRT geometry, which corresponds to acceleration factors of 125× and 141× for OSEM and SSS, respectively. The fully 3D iterative scatter-corrected OSEM algorithm is validated in simulations using
Introduction
Modern positron emission tomography (PET) systems such as the high-resolution research tomograph system (HRRT, Siemens) were designed as a fully 3D system capable of high sensitivity and enhanced resolution (Wienhard et al 2002) . In contrast to 2D PETs with inter-slice septa, coincident detection between two different rings in the 3D PET provides 3D line-of-response (LoR) data, which greatly improves the sensitivity and resolution. However, due to the lack of inter-slice septa, scatter events are much increased. Scatter affects not only the resolution but also quantitative aspects of imaging. Thus, accurate scatter correction is required for a 3D PET such as HRRT.
To remove the scatter contributions from the measured data, several methods have been proposed for accurate scatter estimation. Monte Carlo (MC) simulation has proven to be accurate for scatter estimation (Adam et al 1998) . MC simulation calculates the migration of photons by considering multiple scattering events. However, MC simulation is computationally very demanding for a 3D PET (Castiglioni et al 1999) . Hence, Watson et al (1996) developed what they termed the single scatter simulation (SSS) algorithm. The SSS algorithm is a fast approximation of MC simulation that considers only single Compton scatter events governed by the Klein-Nishina formula (Klein and Nishina 1929) . In clinical applications, the SSS algorithm is now one of the most popular methods for scatter correction due to its relatively high level of accuracy and reduced computational complexity. However, the computational complexity of SSS is nonetheless high for HRRT, so 2D approximation is usually used to reduce the complexity (Watson 2000) .
Recently, Accorsi et al (2004) implemented an iterative SSS with RAMLA (row action maximum likelihood algorithm). However, due to the complexity of SSS and RAMLA for fully iterative reconstruction, the advantage of the iterative scatter correction was not clearly shown. One of the objectives of this paper is, therefore, to allow fast implementation so as to demonstrate that iterative scatter correction is indeed effective on HRRT geometry. More specifically, we proposed an iterative scatter correction method, which repeats SSS and ordered subset expectation maximization (OSEM) until the final reconstruction of the radiotracer does not change.
To realize the iterative scatter correction in HRRT, we first implemented a fast OSEM using graphics processing unit (GPU) acceleration, similar to recent OSEM reconstruction using GPUs for PET (Shepp and Vardi 1982 , Hudson and Larkin 1994 , Xu and Mueller 2005 , 2007 , Wang et al 2005 , Barker and Thada 2007 , Pratx et al 2007 , Okitsu et al 2008 , Herraiz et al 2010 . In our GPU implementation, similar to the symmetry and singleinstruction multiple-data (SIMD)-based projection-backprojection (SSP) algorithm (Hong et al 2007) , a pixel-driven backprojector and a ray-driven projector are used to exploit the massive thread architecture of the GPU, as this approach has been implemented widely (Joseph 2007 , Galigekere et al 2003 . In addition, the proposed GPU implementation of the projection and backprojection can be easily adapted for a fast SSS implementation. Moreover, to maximize the use of the thread and texture memory architecture, instead of downsampling the number of detectors as done in conventional SSS (Watson et al 1996 , Werling et al 2002 , Accorsi et al 2004 , we implement a sinogramdriven SSS that downsamples the scatter sinogram directly without precalculating a lookup table. This sinogram-driven approach allows significant acceleration by binding the object and sinogram to the texture memory, which allows fast interpolation and upsampling of the sinogram. To show the effectiveness and practicality of the fully 3D iterative scatter-corrected OSEM, we perform simulations using GATE along with actual experiments with HRRT. Our results demonstrate that the fully 3D iterative scatter-corrected OSEM is indeed effective in improving the resolution. This paper is organized as follows. Section 2 reviews a 3D PET with special emphasis on HRRT geometry. The derivation will be used extensively for the implementation of the GPU. Section 3 derives the fully 3D iterative scatter-corrected OSEM algorithm, which is followed by the specific GPU implementations of the algorithm in section 4. Section 5 validates the implementation through simulation and experiments using actual data. Section 6 discusses the several issues of the proposed method. A conclusion is provided in section 7.
Geometry of 3D PET and HRRT

Projection and backprojection
A projection requires a calculation of a line integral along a line-of-response (LoR). We define a line integral function for an image U from point v 1 = (x 1 , y 1 , z 1 ) to point v 2 = (x 2 , y 2 , z 2 ) using Dirac delta functions:
As shown in figures 1(a)-(c), a projection ray between v 1 and v 2 can also be represented in terms of four parameters, s, φ, θ and z r , which respectively denote the radial distance, rotation angle, tilting angle, and z-position of the intersection point between the axial axis and a projection plane including the projection ray. Hence, if we define a rotated coordinate (x , y )
where φ is the rotation angle along the z-axis, from figures 1(b) and (c), it is clear that
Therefore, the projection in equation (1) can be equivalently represented as the following line integral:
We can further simplify equation (4) using the property of the Dirac delta:
As equation (5) is represented with respect to the sinogram coordinate, this represents a continuous version of a ray-driven projector. Now, in a pixel-driven version of backprojection, first we define a voxel in the radiotracer image, and then calculate the LoRs related to the voxel for all rotation angles φ and tilting angles θ , finally adding the integrals along the corresponding LoRs. Given that z r = z − y tan θ = z − (x sin φ + y cos φ) tan θ and s = x cos φ − y sin φ, the backprojection is therefore expressed as follows:
HRRT strategy
In HRRT, a sinogram is stored according to a format known as a Michelogram. Here, the concept 'span' is designed for axial compression, while 'segment' denotes a group of sinograms that have identical ring differences. The span number represents the ring differences between two adjacent segments. More specifically, for a segment t with a span of a, the corresponding tilting angle can be calculated by
where r denotes the axial detector pitch, and D denotes the distance between two opposite heads. An HRRT uses 104 rings with 67 maximum ring differences and up to ±7 segments are used in span 9. The sinogram for the span 9 data consists of 15 segments, and the t segment has N t sinogram planes given by
Therefore, the HRRT span 9 projection can be calculated with respect to a new coordinate (t, p):
where the coordinate conversion from (θ, z r ) to (t, p) is given by
where the number 9 in equations (10) and (11) comes from span a = 9. The pixel-driven backprojection for a span 9 HRRT is then represented as follows:
Calculation of detector positions corresponding to the sinogram
As will be shown later, our sinogram-driven SSS algorithm assigns threads with respect to sinogram coordinates. Hence, it is necessary to calculate two detector positions of
z 2 for a given sinogram coordinate since scattering LoR is given with respect to the detector coordinate. Toward this goal, two detector positions are calculated as shown in figure 2. First, we define the radius R of a cylinder including an octagon. Then, we calculate two intersect positions between an LoR and a cylinder. Then, we calculate two angles of ψ 1 and ψ 2 given by
Now, the normal vector of the corresponding detector head can be represented as
where ( ) r denotes the rounding operator to the nearest integer. Therefore, as shown in figure 2, we can find three line equations, two for detector heads and one for LoR:
The x, y coordinates of two detectors can be calculated accordingly as
The z positions of two detectors can be easily calculated based on the HRRT data specification:
In SSS, we should include the cross-section for detector efficiency because scatter photons impinge on a detector from different oblique angles. Two normal vectors of the detector heads are n 1 and n 2 which are given in (15). Then, we can obtain a cosine factor of efficiency by calculating an inner product between the normal vector and the scatter vector, and a cosine factor should be multiplied with a scatter value.
Fully 3D iterative scatter-corrected OSEM
In practice, a projection measurement corresponding to a specific LoR is affected by the attenuation, detector efficiency and scatters. Using the definition of the line integral (1), the actual prompt sinogram P θ,φ (s, z r ) is, therefore, given as follows:
where μ (x, y, z) (Watson et al 1996) . More specifically, the scatter contribution from a scatter point q i is expressed as
where
and
Here, d 1 and d 2 indicate two detector coordinates corresponding to I θ,φ (s, z r ), which can be calculated by equations (17) and (18), f (x, y, z) is the radiotracer distribution in the image, and μ E (x, y, z) is the attenuation coefficient at photon energy E. In addition, E is the original photon energy (i.e. 511 keV) and E is the decreased photon energy after Compton interaction by a scattering angle θ s . In addition, dσ d
is the Klein-Nishina differential scattering cross-section at a photon energy of E (Klein and Nishina 1929) . σ d 1 q i and σ d 2 q i represent the cross-sections from the scatter point q i to detectors d 1 and d 2 , respectively, which are calculated by the angles between the normal directions of the two detectors and the scatter ray directions as discussed before; r d 1 and r d 2 represent the distances from the scattering point to the two detectors, and d 1 and d 2 are the efficiencies of the two detectors. When the detector efficiencies and attenuation coefficients do not vary significantly within the energy windows, (21) and (22) become approximately one. As a result, the prompt sinogram P θ,φ (s, z r ) can be defined by sinograms from equation (19) as follows:
where the attenuation correction factor and normalization factor are given by
A PET detector counts the number of gamma ray photons that have a random time interval. Hence, the total number of prompt counts follows a Poisson distribution. Hence, our data can be represented by the following statistical model:
where P i is the observed counts at a sinogram pixel i, i.e. P i = P θ i ,φ i (s i , z r i ); and A i , I i and N i denote the corresponding attenuation correction factor and the scatter and normalization factor, respectively. To calculate the OSEM, we precalculate the sinogram as suggested by Badawi and Marsden (1999) ,
and the resulting OSEM algorithm is given by
where f j denotes the number of total emissions in an image voxel j , n I is the number of sinogram bins for the ordered subset and n J is the number of image voxels. This often produces negative values due to the subtraction in equation (26). In this case, we truncate the negative values to zeros. In the fully 3D iterative scatter corrected OSEM, I i is updated by the single scatter simulation assuming that f old is a true radiotracer image. Then, we update all pixel values of f using the OSEM algorithm (27) after sinogram correction (26). This procedure repeats in an alternating manner until convergence.
GPU implementation of the proposed algorithm
In this section, we describe our GPU implementation of the fully 3D iterative scatter-corrected OSEM algorithm. Since all kernels can access constant memory as rapidly as they can, we define geometry parameters such as the voxel-pitch ( x, y, z) and the distance D using constant memory. In addition, we also store a lookup table for (cos φ, sin φ) in constant memory. Now, figures 3(a), (b) and (c) show descriptions of a projection, a backprojection and a SSS optimized for a GPU, respectively.
More specifically, when calculating a projection, a thread is assigned to a sinogram pixel, and each run concurrently with a ray-driven projector. Here, an object is bound to a texture memory. Note that a texture memory is useful for fast linear interpolations. While a linear interpolation procedure is a computationally demanding process in a CPU, a GPU supports fast 1D, 2D and 3D linear interpolation with floating coordinates using texture memory. Hence, this is very useful for calculating a line integral in a projection. Furthermore, during a projection, the values of the objects do not vary. Thus, the texture memory is bound to the object to allow rapid calculation of the projection. In a backprojection, a thread is assigned to an object voxel. Here, each backprojection can be calculated concurrently using a pixel-driven method as shown in figure 3(b) . As the pixel-driven backprojector requires linear interpolation in the sinogram domain, interpolation using texture memory is fast. Furthermore, during the backprojection process, the values of sinograms do not vary. This is why the sinogram is bound to the read-only texture memory for fast interpolation in the backprojection case.
For GPU implementation of OSEM we used 16 subsets, where a subset is collected as non-uniform sub-samples of azimuthal bins in the sinogram. The sinogram organized by subsets is copied to the global memory of the GPU, where it is bound to the texture memory.
For GPU implementation of the SSS, we first review an SSS procedure in a conventional CPU implementation (Watson et al 1996 , Werling et al 2002 , Accorsi et al 2004 . Here, the scatter distribution changes very smoothly in the spatial domain, allowing the scatter distribution to be interpolated from downsampled data. However, in contrast to the conventional SSS algorithm, which downsamples the detector elements, we found that the downsampling scatter sinogram is more appropriate for GPU implementation. For example, figure 3(c) shows a description of our GPU implementation, in which a thread is assigned to a downsampled sinogram pixel. Here, each thread calculates all contributions from all scatter points concurrently. Specifically, for a given sinogram pixel g t,φ (s, p) for a specific segment t and plane p, we first calculate the standard coordinate sinogram g θ,φ (s, z r ) using equations (9)-(11). The positions of the two detectors d 1 and d 2 can then be calculated using equations (17) and (18). At this point, unlike the random scatter points distribution in the conventional SSS, scatter points are placed at regular intervals within an object in our implementation. Considering that we have very limited amount of shared and constant memory to store the coordinates of all random scatter points, the regular placement of scatters is preferable in the GPU because it does not require any lookup table search, and the position calculation can be quickly done using a uniform step increment. Next, in the calculation of the scatter contribution, we need the four line integrals expressed in equations (21) and (22), in which most of the execution time is for linear interpolations during the ray tracing process. Given that a GPU supports fast linear interpolation using texture memory, if we bind the object to the texture memory, we can calculate the line integral quickly. This is why we prefer a ray-driven projector for GPU implementation rather than a pixel-driven method.
A line integral can be calculated by tracing an LoR from the scatter point q k to a detector with a uniform interval of x (or y), and the object voxel contribution to the line integral is calculated using a 3D interpolation provided by texture memory, as shown in table 1. Here, tex3D(I R , p) denotes a GPU interpolation using texture memory, which can be calculated with only four clock cycles. After obtaining the downsampled scatter sinogram, we should (10) and (11).
(B) Calculate two detector positions using equations (17) and (18) (21) and (22). upsample it to a normally sized sinogram. The upsampling process can be implemented quickly, again using texture memory. Hence, we prefer sinogram-driven downsampling rather than detector-driven downsampling used in conventional SSS algorithms.
Finally, a scaling process is an important step to obtain accurate scatter magnitudes. Given that the scattered photons are diffused very smoothly, scatter events are also observed out of the field of view (FOV). This implies that only the scatter contribution exists out of the FOV. Hence, the scaling parameter can be estimated using a least-squares fitting from the out of FOV. The pseudocode GPU implementation of the SSS is summarized in table 2. (Jan et al 2004) . The GATE simulator can provide an emission sinogram and a scatter sinogram separately; therefore, it can be used to validate the performance of a scatter estimation routine. A true sinogram without scatter events can be used to obtain a true image. In order to validate the fully 3D iterative scatter-corrected OSEM, we compared the root mean square error (RMSE) between the radiotracer image in each iteration and the true image. The specific simulation geometry is shown in table 3.
Experimental results
GATE simulation
GATE (Geant4 Application for Tomographic Emission) is a MC-based program developed by the OpenGATE collaboration team
Figures 4(a)-(c) illustrate reconstructions from a scatter-uncorrected sinogram, a true coincidence sinogram, and a scatter-corrected sinogram using the proposed algorithm of four iterations, respectively. We used the FDG radiotracer of four different density types in eight holes with 1.5 mm diameter. To compare the results more accurately, cut-view plots are presented in figure 5(a) . The reconstruction images using the GATE scatter and the proposed method were nearly identical. To verify the advantage of the proposed method, RMSEs were calculated at each iteration, as illustrated in figure 5(b) . The results clearly show that the RMSE decreases and converges as the iteration continues.
HRRT experiment
Reconstruction quality evaluation.
We first evaluated the proposed algorithm using a uniform phantom experiment. The uniform phantom in figure 6 is a cylindrical phantom filled Figure 6 . Reconstruction of a uniform phantom and the location of inner and outer rings to calculate the uniformity ratio. with a solution of water, in which the radiotracers are distributed uniformly. To verify the performance, we compared the uniformity ratio. Here, the uniform phantom is divided by the inner and outer parts, where the inner part has an area with a radius of 1/8-2/8 and the outer part has a radius of 6/8-7/8. We then calculated the averages of the inner and the outer parts; the uniformity ratio is defined as the ratio between radius inner and outer averages. Due to the uniform distribution of radiotracers, the contrast should be 1. However, a scatter-uncorrected image reconstruction usually indicates that the average of radius inner part is much higher than that of the radius outer part due to the dominant scattering at the center. In table 4 , we observed that the uniformity ratio converges to nearly 1 after three or four iterations of the proposed method. This indicates that the fully 3D iterative scatter-corrected OSEM algorithm provides a more accurately scatter-corrected reconstruction image. Next, we performed an experiment with a Cologne high-resolution phantom in figure 7(a) which has a diameter of 219 mm and the hole diameters are 2, 3, 4 and 5 mm. Figures 7(b) -(d) show a scatter-uncorrected image, a scatter-corrected image using the proposed method after four iterations, and their cutviews, respectively. In the cutview, the scatter-uncorrected image shows that the magnitude of the inner part is much higher than the magnitude of the outer part due to the dominant scattering at the center. However, the scatter-corrected image using the proposed method shows that the magnitudes of the inner part and the outer part are almost equal and that the resolution of the scatter-corrected image is significantly enhanced. Moreover, we compared two reconstructed images calculated by a GPU and a CPU. Figures 8(a) -(c) show two reconstruction images by a GPU and a CPU, and their cutview. The results of CPU and GPU computations show very small differences, where the differences, if any, are mainly due to the precision of single-float and half-float in the CPU and GPU, respectively. Finally, we tested the proposed method in a FDG-PET experiment for a volunteer brain scan. Figures 9(a)-(c) show an attenuation image, a scatter-uncorrected image, and a scattercorrected image using the proposed method. Figures 9(b) -(c) are shown in grayscale. While the scatter-uncorrected image shows numerous emission values in the skull, the scattercorrected image shows little emissions in the skull. Furthermore, the scatter-corrected image shows much clearer contrast in the cortical white matter area.
Execution time for HRRT.
The algorithm was implemented on a Nvidia Tesla C1060 system with 4 GB of memory with an 800 MHz clock and 240 cores with a 1.296 GHz clock speed. The execution times for a backprojection and a projection are 5.3 and 8.2 s, respectively, as summarized in table 5. In addition, the execution time for a single iteration of the OSEM is 16 s. Overall, compared to the CPU implementation, the acceleration factor is significant, which clearly reveals the advantage of the proposed GPU implementation. Compared to the SSP alogrithm (Hong et al 2007) , the execution times of the projection and backprojection of our GPU implementation is comparable. As shown in table 6, the execution times of our SSS implementation for the resolution phantom and for the actual data are 3.3 s and 6 s, respectively. The difference is due to the different number of scatter points from the truncation, whereas the execution time of OSEM does not change for any data. For a fair comparison, CPU-based 3D SSS was also implemented on a single core CPU and multi-core CPU using open multi-processing (OpenMP). OpenMP is an application programming platform using multi-core CPU, which can accelerate as much as the number of CPU cores. Here, even though Intel quad-core i7 CPU was used for OpenMP implementation, the acceleration was 3.1×. Again, the considerable advantage of our GPU implementation is clear. In our implementation, texture memory is frequently used for fast read and interpolation. In table 7, to confirm the necessity of using the texture memory, we compared the implementations with and without using texture memory. The OSEM and SSS implementations without texture memory are 0.156× and 0.21× slower, respectively, which clearly shows that the texture memory is very important for acceleration. We also compared the implementation of 3D SSS using randomly placed scatter points 2 , which is 0.625× slower than that with regular placement of scatter points, even though the final images were almost identical. Hence, regular placement is more preferable.
Discussion
We have evaluated an iterative scatter-corrected OSEM with SSS. In our SSS, a scaling factor was a single constant. However, Accorsi et al used slice-by-slice scaling factors (Accorsi et al 2004) . Thus, we tested the differences between the two methods. In most of the slices, the results of scaling were similar when the amount of emissions were enough (results are not shown). When a slice did not have sufficient emissions, the results of scaling were different; however, these slices usually do not significantly contribute to the reconstruction during EM update. Thus, these two methods showed similar reconstruction results, whereas the execution time of the single factor scaling is shorter. In addition, scatter values of neighbor slices using single factor scaling changes more smoothly compared to slice-by-slice scaling.
For efficient GPU implementation of the SSS in HRRT, we used a sinogram-driven approach instead of a conventional detector-driven approach. In an HRRT geometry, if we use a downsampling factor of 5 for the detector-driven approach, it results in 42 rings with 52 detectors in each ring. Now, if we use regularly placed 52 × 52 × 42 scatter points, 4 ray-sum needs more than 4.1 GB memory to store a lookup table, which is not efficient considering the slow bandwidth and limited size of GPU memory. Moreover, even though we could implement the detector-driven approach without using a lookup table in the same manner as done in the sinogram-driven approach, the detector-driven approach is not efficient in GPU implementation. More specifically, bilinear interpolation is usually employed for upscaling from downsampled sinogram. To upscale the downsampled sinogram using bilinear interpolation, the size of radial bins of the downsampled sinogram should be the same. Thus, the sinogram-driven approach can upscale directly using bilinear interpolation supported by texture memory. However, the detector-driven approach needs arc-correction (Farsaii 2005) to make the size of radial bins the same, so the sinogram-driven approach is more efficient for GPU implementation in an HRRT geometry.
In the OSEM implementation, we used a ray-driven projector and a voxel-driven backprojector. These two different methods may be mismatched during an iteration and affect the quality of reconstruction. It is widely known that artifacts are seen in voxeldriven projection and in ray-driven backprojection when the sizes of the voxel and detector are different or the rays are not parallel (Man and Basu 2004) . Therefore, to minimize artifacts due to the different kinds of projectors, we used a ray-driven projector and a pixeldriven backprojector with the same voxel and detector (sinogram) sizes in the parallel ray configuration.
In our line integral process, the step size of ray tracing was set to be equal to the voxel size. In some oblique angles, some voxels might be missed and one may wonder about the effect. Thus, we tested mean square errors and execution times with respect to several step sizes. In figure 10(a) , a reference image was a reconstruction image of the resolution phantom using 0.25× of the voxel pitch for line integrals. The mean square error increased steeply as the step size increases, whereas the execution time increased steeply as the step size decreases. In GPU implementation, the bottleneck of execution time is the memory access of not only a global memory but also cache memories such as constant, texture and shared memory.
For example, if the step size is reduced by half, the ray-driven projector should access the memory twice, which doubles the execution time. Therefore, we can observe an inverse power law relationship between the execution time and step size as shown in figure 10(b) . Hence, we set the step size to the voxel size to meet the trade-off between the quality and reconstruction time.
Conclusion
In this paper, we derived a fully 3D iterative scatter-corrected OSEM using an expectation maximization framework and described GPU implementation of this for high-resolution research tomograph (HRRT). For maximal acceleration of the GPU implementation, we found that a ray-driven projector and a pixel-driven backprojector were appropriate by assigning threads to sinogram and voxel elements, respectively, and by exploiting the fast 3D interpolation provided in texture memory. Furthermore, we provided a detailed description of the sinogram-based SSS algorithm, in which each thread is assigned to a downsampled sinogram and the scatter contributions are calculated from regularly placed scatters. Using simulation with GATE and in actual HRRT experiments, we demonstrated that the proposed GPU implementation allows fast and accurate fully 3D iterative scatter-corrected OSEM results.
