Controlling the flow of matter down to micrometer-scale confinement is of central importance in material and environmental sciences, with direct applications in nano and microfluidics, drug delivery, and biotechnology. Currents of microparticles are usually generated with external field gradients of different nature (e.g., electric, magnetic, optical, thermal, or chemical ones), which are difficult to control over spatially extended regions and samples.
INTRODUCTION
Confinement plays a central role in condensed matter physics (1) , and it directly influences the transport properties of many systems, from electron flow in graphene (2) and heterostructure (3) devices to vortices in high-T c superconductors (4), stochastic processes (5) , and polymeric (6) , glassy (7) , and active matter (8) systems. In colloidal science, confining a suspension of microscopic particles between two flat surfaces reduces the overall mobility, screens electrostatics and hydrodynamics, and forces the dispersed particles to interact through excluded volume producing forms of aggregation otherwise unattainable (9) . Confinement can also be used to measure colloidal interactions (10) , probe the frictional deformations (11) , or shed light on subtle effects such as critical Casimir forces (12) . The combination of a confining mechanism with a predesigned interaction potential has been predicted to generate novel colloidal phases and dynamics (although no net current) (13) (14) (15) , all phenomena impossible to observe in unconstrained systems. Despite the rapid progress in colloidal engineering, the few demonstrations of dispersion-free colloidal transport have been achieved only via specially prepared ferromagnetic substrates (16, 17) requiring complex and often difficult fabrication procedures. Beyond such limitation, we show here that a combination of hard wall confinement and magnetic dipolar interactions generates colloidal states and currents that can be carefully controlled in situ by a homogeneous, timedependent magnetic field.
RESULTS
Our system consists of an ensemble of paramagnetic colloidal particles with diameter d = 2.8 mm, dispersed in water and enclosed within a thin cell of thickness h < 2d ( Fig. 1 , A to D; see Materials and Methods for more details). The system is quasi-two-dimensionally confined, and two particles can only pass each other by moving along the particle plane (unit vectors e x , e y ), not jumping along the perpendicular (e z ) direction. The particles are doped with nanoscale iron oxide grains, and they are responsive to an external magnetic field, B. When B = 0, they are unmagnetized and perform simple thermal diffusion along the same plane. Application of the external field induces a dipole moment m = pcd 3 B/(6m 0 ), where c = 0.4 is the magnetic volume susceptibility and m 0 is the vacuum permeability. Pairs of particles (i, j) with moments m i,j = me i,j and at distance r = |r i − r j | interact through dipolar forces, with an interaction potential given by
. This potential is maximally attractive (repulsive) for particles with magnetic moments parallel (perpendicular) to r. In an unconstrained system, when the applied field is perpendicular to the particle plane, U d reduces to an isotropic repulsion between parallel particles in the same plane, U d (r) = w/r 3 . This repulsion maximizes the interparticle distance, inducing the formation of a triangular lattice close to the bottom plate. Upon increasing B, the strong dipolar repulsion may destabilize this structure, inducing out-of-plane motion and the assembly of particles into vertical columns (along e z ) (18) . The presence of confinement, however, softens the pair repulsion, avoiding the formation of these columns and leading to a different phase behavior (19) . If we consider the particles between two hard walls at a distance h < 2d, the dipolar potential can be rewritten as U d ðr;zÞ ¼ w r 2 À2z 2 ðr 2 þz 2 Þ 5=2 . In this geometry, the particles repel when the elevation difference between their centers is Dz < d= ffiffi ffi 5 p , but otherwise, they experience a short-range attractive and long-range repulsive potential. Under a static field, it was shown that this change of the potential gives rise to different equilibrium phases characterized by a triangular, square, or labyrinthine type of ordering (19) .
Instead of a static field, we drive the system out of equilibrium by using a time-dependent magnetic field, which performs a conical precession around e z ,
where f is the frequency and q is the precession angle that we keep constant at 26.9°. The sequence of images in Fig. 1 (A to C) illustrates the impact of the magnetic precession on the particle aggregation process in a cell of thickness h = 3.9 mm. Starting from a disordered, fluid-like phase ( Fig. 1A) , the magnetic modulation assembles the dispersed particles into a lattice of rotating colloidal dimers, each performing a localized rotational motion around a common vertical axis ( Fig. 1B ). As shown in movie S1, the dimers behave as precessing tops, and the two particles display different brightness due to the differences in elevation (see also schematics in Fig. 1D ). At low driving frequency, the cyclotron frequency n of the spinning dimers is phase-locked with the driving field n = f. This dynamic state may be changed by either raising f or varying the cell thickness h. For h > 4.5 mm, the spinning dimers transit from synchronous to asynchronous rotation (SA) above a critical frequency f c , where the viscous torque overcomes the magnetic one and breaks the phase-locking ( Fig. 1E ). In this situation, the driving field rotates faster than the dimers and the phase-lag angle between the dimer director and B is no longer constant. The fast precession produces a characteristic "back-and-forth" dynamics during each field cycle and a reduction of the average cyclotron frequency. For stronger confinements (h < 4.5 mm), we observe that when f is higher than a threshold rupture frequency f rp , there is a transition from the synchronous rotation to dimer rupture (SR), producing two separate lattices of up and down particles, as shown in Fig. 1C . Even if subjected to gravitational forces, the up particles remain stably located close to the upper surface as long as the magnetic field is applied. Similar to the buckled colloidal monolayer of compressed microgels particles (9), the up-down state can be mapped to a frustrated Ising antiferromagnet on a triangular lattice (20) . However, our lattice features a much larger interparticle distance, which results from the softness of the pair potentials.
DISCUSSION
To predict the dynamic states formed by the magnetic dimers at low density, we develop a physical model based on the balance between the magnetic torque t m required to rotate the dimer (eq. S2) and the viscous one t v , which arises from the rotation in the fluid (eq. S4). The main result is the rotation frequency function
where a is the minimum angle between the center to center vector joining two particles and the vertical axis, f is the angle between the horizontal projections of the magnetic field and the dimer orientation,
Hz, and g is the viscous drag coefficient of the particle. The maximum rotation frequency f c is determined by the maximal value of n(f). Above f c , synchronous rotation is not possible and phase slippage occurs. Alternatively, the dimer can rupture at a lower frequency f rp . The resulting frequencies, f c and f rp , are compared with experimental values in Fig. 1F . Even if this analysis only considers the stability of individual dimers, it captures well the dynamics of the ensemble at low densities, due to the large interparticle distance. The single dimer stability analysis is shown in figs. S1 and S2.
Increasing the particle density forces the dimers to interact, producing collective states where they can break up, and their components exchange position with other particles in nearest dimers. Experiments and numerical simulations (see Materials and Methods) are used in tandem to unveil the rich dynamic paths that arise by changing h and the normalized area packing fraction, F = Npd 2 /(4A), where N is the number of particles and A is the observation area. The colored arrows in Fig. 2A summarize the four situations encountered, while the diagram in Fig. 2B shows the good agreement between the experimental data (scattered points) and the numerical simulations (shaded regions). In all cases, we start from an ensemble of spinning dimers in the synchronous state. We find that for packing fraction F > 0.35, the SA and SR transitions display an intermediate exchange state, which gives rise to the synchronous-exchange-asynchronous (SEA) and synchronousexchange-rupture (SER) regimes.
We characterize these regimes by measuring the average cyclotron frequency (Fig. 2C ) and the average distance 〈Dr〉 between nearest neighbors (Fig. 2D ). The first observable shows that the SA regime (orange line) can be described by the single dimer behavior, fitting the curve with the function n = n( f) in caption of Fig. 1 , while the SEA (red line) shows a large deviation after the synchronous state. The other two states, SR and SER, disappear quickly after the synchronous state because they show no stable dimers. Thus, we use the second observable, shown in Fig. 2D , to characterize these regimes. For a system in the SA regime, the average distance has a constant plateau with 〈Dr〉 ≈ d because the dimers do not break but simply slow down their orbital motion. In contrast, 〈Dr〉 reaches the maximum value for the SR path, when the colloids form the up and down lattice. The SEA and SER states are observed at higher packing fraction, which corresponds to a lower separation distance. In the SEA regime, 〈Dr〉 momentarily increases above d before falling back when the system returns to an asynchronous rotation. While the SR regime shows a quick transition to its maximum distance, the SER displays an intermediate region where the average distance depends linearly with the frequency.
For an isotropic precessing field, the exchange events occur randomly through the sample and arise from a spontaneous dynamical symmetry breaking process. We create a polarized bidirectional colloidal current by imposing a small in-plane field B s that breaks the spatial isotropy of the precession. The result of this bias is a synchronized bidirectional flux of particles where the up and down paramagnetic colloids periodically separate and recombine, as shown in Fig. 3 (A and B) and movie S3. We quantify the amplitude of this current by measuring the mean velocity v e of particle i at elevation z i from the middle plane as v e = 〈(v y,i e x − v x,i e y )z i /|z i |〉 (Fig. 3C ). This expression averages the in-plane velocity components of all particles, giving the same sign to opposite propelling particles located on different planes. The colloidal current normalized to the maximum particle velocity is thus given by I ¼ 2|v e |=ð fd Figure 3C shows the colloidal current versus shift angle d for different frequencies. For high f (blue lines), the current increases slowly with d; the system is initially in an asynchronous state with few exchange events that increase in probability with higher bias. In contrast, at low f (red lines), there is no initial current for low d, and the system starts from a synchronous state. Above a critical bias, the events of particle exchange become directional, and the system quickly reaches the maximum current. The emergence of the colloidal current I can be understood by carefully analyzing the exchange and recombination process of two particles in Fig. 3 (B, E , and F). When two approaching up and down particles are pushed close to each other by the repulsion from their neighbors, their dipolar interaction is first repulsive, but it quickly becomes attractive, creating a new dimer (pink region in Fig. 3, E and F) . However, the viscous torque impedes the dimer to rotate as fast as the field. This effect appears in Fig.  3F , where the in-plane angle between the field and the dimer director is not constant but decreases with time starting from f = p. When the relative angle becomes close enough to p/2, the dipole moments are parallel and the dipolar force becomes repulsive. Now, the dimer breaks and the composing particles are pushed apart, coupling to the next particle of the lattice in a minuet type of motion. The result is a bidirectional current of up and down particles that flow along the same direction but in opposite sense. Thus, our numerical simulations demonstrate that the colloidal transport arises only from the combined action of confinement and dipolar forces, without considering any hydrodynamic effect or rotational motion of the particles close to the surface. We note that, within the narrow space of widths where the system can be considered quasi-two-dimensional (d < h < 2d), the particle current was observed in a range of widths h ∈ [3.5,4.5]mm. Experimentally, we find that reducing further the cell thickness (h < 3.5 mm) would impede the formation of the dimeric state and thus the particle flow. On the other hand, increasing the size of the cell would create vertical dimers, with very small rotational precession increasing their pair separation and avoiding the exchange process to take place. Further, we used numerical simulations to test how stable our transport mechanism is against reduction of the sample area, in particular for the case of a narrow slit. As shown in movie S5, even in this situation, we find that it is possible to reproduce the exchange dynamics and the bidirectional particle flow, which opens the door toward potential applications of our method in narrow microfluidic channels and pores.
In conclusion, we have shown that the combination of confinement and time-dependent magnetic fields produces a rich repertoire of dynamic states starting from a population of inert colloidal spheres. We realize self-assembled dimers with localized orbital motion, frustrated binary lattices, and robust bidirectional currents. This transport dynamics resembles the skipping orbits in a dilute electron gas moving through semiconductor heterostructures (21) , inviting a fundamental study of the analogy between both processes at a semiclassical level. The exotic states we report here via an engineered soft-shoulder potential were predicted in different theoretical models, but not observed so far (13, 15) . We note that similar dynamic states with particles sliding in opposite directions have been recently observed in a numerical simulation of bidisperse spinning particles with a dispersion in the Magnus term (22) .
Our results also open a new avenue in manipulation of microscopic matter in fluids, with great potential for noninvasive transport of colloidal matter through small membranes and pores, where confinement plays a key role.
MATERIALS AND METHODS

Experimental details
We use paramagnetic colloidal particles composed of a cross-linked polystyrene matrix with surface carboxylic groups (Dynabeads M-270, Invitrogen). The particles have a narrow size distribution (coefficient of variation < 3%) and are doped with ferrite (∼20%), which gives a density r = 1.6 g/cm 3 . The particle stock solution is sandwiched between two glass surfaces. The confinement cell is constructed by using a plain microscope slide (thickness, 0.9 to 1.06 mm; Corning) and a coverslip (no. 1, Thermo Scientific Menzel). Both plates are manually pressed and glued along two sides with a fast-curing epoxy adhesive. By varying the applied pressure between the plates, it was possible to obtain a confinement ranging from 3 to 6 mm. The remaining two sides of the cell are sealed after the particle suspension is inserted by capillary action. The cell is placed on the stage of an upright optical microscope (Eclipse Ni, Nikon). The particle dynamics are observed via a chargecoupled device camera (Scout scA640-74f, Basler) operating at 75 frames per second. The applied magnetic fields are generated using a set of three perpendicular custom-made magnetic coils. The rotating in-plane component is obtained by connecting two coils (e x , e y ) to a power amplifier (DAP Palladium P-400, Vintage) controlled via a waveform generator (TGA1244, TTi). The field rotation is obtained by programming two sinusoidal currents with p/2 phase shift along these two coils. The precessing field is then obtained by adding a static field along the vertical axis (e z ), which is generated with the third coil connected to a DC power supply (EL302RT, TTi).
The cell height h is measured in the following manner. In a confined dispersion of particles, a DC field along the e z direction is applied to form isolated dimers. From a set of microscope snapshots, the horizontal projection length of the dimers was determined via image analysis, and the elevation h was extracted.
Numerical simulation
Brownian dynamics simulations were performed using the free package LAMMPS (23), modified to include an overdamped integrator and an induced dipole moment of the particles. The modified code can be found at http://github.com/aortiza/lammps. We consider N paramagnetic colloids at positions r i ≡ (x i , y i , z i ). To fix a packing fraction, we set periodic boundary conditions in the (e x , e y ) plane, while z i is constrained by placing two hard walls at positions ±h/2. We integrate the overdamped equation of motion g dr i dt
where g is the viscous friction, F int (r i − r j ) is the total force exerted on particle i by particle j, F w is the normal force exerted by the walls on particle i, and F g is the gravitational force. The first term can be written as F int (r i − r j ) = −∇U int (r i − r j ), where the interactions between the particles are given by the dipolar term (see the main text) with the addition of a repulsive Weeks-Chandler-Andersen (WCA) potential U WCA , U int (r i − r j ) = U d (r i − r j ) + U WCA (|r i − r j |). In the calculation of the dipole-dipole interaction, we take into account the contribution of the magnetic field produced by nearest particles. This is calculated iteratively, and we find that typically only two iterations for the dipole moments were enough to converge. Thus, to speed up the simulations, we set up a cutoff for the magnetic interaction of ∼30 mm. The WCA potential is given by
The interaction force between particle i and the walls is given by F w (z) = −∇U w (z), where U w (z) is also approximated by a WCA potential U w ðzÞ ¼ 
The gravitational force is given by F g = − DrVgz, where g is the gravitational acceleration, V is the particle volume, and Dr is the density mismatch between the particle and water. Last, h(t) ≡ (h x , h y , h z ) in Eq. 3 are random Gaussian variables with mean 〈h i (t)〉 = 0 and correlation function 〈h i (t)h j (t′)〉 ≡ 2k B Tgd ij d(t − t′), where T is the temperature and k B is the Boltzmann constant.
We numerically integrate Eq. 3 using a finite time step of Dt = 10 −4 s and use experimental parameters for most quantities (g = 56.74 × 10 −6 pN s nm −1 , Dr = 10 3 kg m −3 , g = 9.8 m s −2 , and D = 10 4 pN nm).
SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/ content/full/6/10/eaaz2257/DC1 Single dimer stability analysis Fig. S1 . Schematics showing a magnetic dimer in confinement. Fig. S2 . Dynamical phases of a single magnetic dimer in a precessing field. Movie S1. Experimental realization of colloidal dimers and binary crystals. Movie S2. Different dynamic states of confined colloidal dimers under precessing field. Movie S3. Colloidal current generated by a precessing field. Movie S4. Trajectories of two particles producing the bidirectional current. Movie S5. Bidirectional colloidal current in a narrow slit from simulation.
