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Chapter 1 : Introduction
Colorimetric characterization is a necessary part in the setting up of any color management
systems for consistent color-data transfer. Characterization allows the prediction or simulation of
the colorimetric performance of a device by way of an spectrum of techniques, such as
mathematical models or look-up tables. The utilization of analytical models such as
Murray-
Davies and the Neugebauer equations to represent the colorimetric behavior ofprinting devices
has the advantage of requiring less input data and a better understanding of the physical
limitations ofthe system.
These techniques have been well-used for desktop printers. However, there are other types of
devices which are used to print on different substrates than paper and in much larger quantities.
The principles behind these processes also use halftone printing to yield multicolor images, thus
enabling them to utilize analytical models.
Flexography is one of these large-production printing processes and it is subject to different
variables that drastically affect its colorimetric performance. One of these variables is dot gain,
which has the effect of increasing density, particularly in the highlight region, causing image
quality limitations and increasing variability from run to run and press to press. This causes the
process to be less predictive compared to other processes where the dot gain has a more
consistent behavior and a smoother shape curve.
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The phenomenon of dot gain has been studied exhaustedly through the years. As
a result,
analytical models have been proposed to predict the size of the dot on the substrate, also called
effective dot areas. Two of these models are the FOGRA and the GRL dot gain models, which
are theoretically and empirically derived with predefined dot-gain curves according to their
mathematical equations. The best dot-gain model accurately represents the flexographic dot
gain
curve. Therefore, based on previous studies, a new equation is proposed in this research called
the Fitting Equation, which fits better the characteristics of the flexographic dot gain curve.
The purpose of this research project is to analyze the colorimetric performance of different dot-
gainmodels and color-mixing models in the characterization of the flexographic process.
To achieve the goal, this research project includes:
An experimental press run to gather data utilizing two different targets: one for
characterization, and the other for evaluation purposes.
The description and analysis of the performance ofdifferent dot-gain models compared to the
flexographic dot gain curve. The models analyzed are the FOGRA dot gain model, the GRL
dot gain model, the Fitting Equation, and a statistically estimated dot gain curve.
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The description and analysis of the performance of different color-mixing models when
combined with the dot-gain models. The color-mixing models tested are the Murray-Davies
and its Yule-Nielsen modification for the single-color ramps, and the Yule-Nielsen original
model and the Spectral Neugebauer equations with Yule-Nielsen modification or VHM-1 for
multi-color ramps.
Analysis of other phenomena, such as ink spreading, that may be modeled for better
colorimetric performance.
Analysis of the colorimetric variability of the flexographic press for the purpose ofanalyzing
the robustness of the models.
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Chapter 2: Statement of the Problem and Hypotheses
As a result of improvements in image quality and cost-effectiveness, over the last five years,
flexography has taken a great deal of the printing market from gravure and offset lithography. At
the same time, some characteristics have been brought to light that make this process hard to
controL and it still does not allow for useful external processes such as proofing. One
well-
known problem is high dot gain in the highlight regions of an image. Other phenomena in the
flexographic process, such as ink spreading and trapping, are due to the presses since their
mechanical structure makes them vulnerable to sudden changes in printing.
Colorimetric characterization of these processes is currently being achieved by the measurement
of targets containing more than 1000
patches.12
This is for the purpose of sampling the color
gamut of the device and populating 3D-LUT's. This is not a very practical method because of its
large number of measurements, nor does it have flexibility or a theoretical basis. Flexography
has a number of unique features which may make characterizing its colorimetric performance
challenging.
The characterization of printing devices can be achieved by utilizing analytical models such as
Murray-Davies or the Neugebauer equations that predict their colorimetric performance. Some
advantages of using analytical models are that they require less measurement data as input,
"consumables"
are left as independent variables, and the models provide modeling tools for
engineering improvements on the device.
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The purpose of this research is to identify the best mathematical tools to use for analytical
characterization of the flexographic process by analyzing the suitability ofdifferent dot-gain and
color-mixing models, and determining whether or not other phenomena related to the process
needs to be modeled. In order to achieve this goal, the overall characterization modeling must
predict all of the unique features (or at least the most significant ones) that flexography has, and
must yield low AE*ab or AE*94 values between the colorimetric measurements of the printed
samples and the output of the concatenated characterization models.
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Research Question
Can the flexographic process be characterized accurately using selected (described below)
models for dot-gain, color-mixing and other phenomena unique to this process?
Hypotheses
1 . At least one of the dot-gain models considered in this study accurately characterizes the dot
transfer performance ofthe flexographic printing process.
2. At least one of the color-mixing models considered in this study accurately characterizes the
color performance ofthe flexographic printing process.
3. The combination of dot-gain and color-mixing models accurately yields the colorimetric
performance when characterizing the flexographic press for a fixed set ofprocess conditions.
4. The ink spread phenomenon can be omitted from the characterization stage of the
flexographic press without significant loss ofcolorimetric accuracy.
5. The dot gain variability affecting another target, printed with the same specifications, is well
predicted by the colorimetric characterization model derived from the other hypotheses.
ArturoAguirre
Chapter 3: Flexographic Process
3.1 What is Flexography?
As technology has advanced, mass-production printers, whose application techniques date back
to the 1800s, have become a huge commercial force in the world. Their processes rely on the
principle of an image carrier, divided into image and
non- image areas, that selectively transfer
ink to a substrate, such as paper ofplastic film.
Among the most widely-used are offset lithography, gravure, and flexography. All printing
techniques have characteristic features which make them unique. For example, gravure utilizes
recessed, engraved cells on a cylinder which are filled with ink and then put in contact with the
substrate. Offset lithography, a planographic printing process, has the image areas essentially at
the same level as the non-image areas, the two being distinguished by water-ink compatibility.








Figure 3.1 shows the major processes involved. First, the image is digitized
through an input device; or if it is already in digital form, it is modified to be suited for
impression. This is called the pre-press stage. Typical modifications include image sampling rate
adjustment, dot gain compensation, color separations, out-of-gamut warning, registration marks,
control targets, elongation compensation, color correction, gray balance, and brightness-contrast
improvement.
2
During the next step, the image is put on film which is negative and right
reading.
Figure 3.1 : Main steps in the flexographic process.
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The image carriers are flexible plates made from rubber or photopolymers. The design is imaged
on the plate from the negative films. The film and the plate are put in contact and exposed using
a UV lamp that polymerizes the image areas, leaving the non-image areas soft. Then the plate is
washed with a solvent that removes the unpolymerized material, forming the relief height of the
image areas. Two more steps of fmishing and post-exposure follow to remove the tackiness and
to increase the degree of polymerization of the plates. The plates are now ready to be mounted
onto the printing cylinders and sent to press. The number ofplates is equal to the number
of inks
used.
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The printing process consists of varying arrangements of cylinders depending on the ink
metering system. There are two main types of ink metering systems, as shown in Figure
3.2:
enclosed chambered and two-roller systems. The configuration of cylinders determines the
transfer of the ink onto the plate cylinder, which is wrapped by the imaged plate, and to the
substrate that is in contact with the impression roller to support the web. These rollers are labeled
fountain roller, anilox roller, plate cylinder, and impression cylinder. The fountain roller and/or
doctor blade can be omitted depending on the configuration of the type of ink metering system
and press. The process, subject to many variations, is essentially as follows: a) ink is picked up
by the fountain roller; b) the ink is then transferred to the anilox roller, an engraved cylinder with
cells that fill with ink; c) the excess ink is wiped away be a doctor blade (shown in first diagram
in Figure 3.2 as a chambered doctor blade system) or by a speed differential between the
fountain and anilox rollers, leaving ink only in the cells; d) ink is transferred to the plate image
areas by contact with the anilox roller; and e) ink on the plate is transferred to the substrate as it

















Figure 3.2: Printing configuration for a flexographic press using doctor blade or two rolls. Left:
Enclosed chamber. Right: Two-roller system.
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3.3 Printing Variables
Prediction of the final output is quite challenging, since there are several variables that make the
process difficult to control. These include:
Dot gain - This is the unavoidable growth in dot
size.10
In flexography, it can be found both
in the film-to-plate process as well as the plate-to-paper process. Dot gain produces a break
up in vignettes in dot areas below 10%, not allowing a smooth transition. It also produces a
darkening of the highlights on an image, limiting the quality of the reproduction. Some
research indicate that this variable affects flexography more than other printing
processes.3'4
Two causes for this characteristic are the hardness of the dots imaged on the plate and the
impression pressure applied to the plate onto the substrate. Other causes relate to the
substrate and ink properties, speed, and the relationship between the ink metering system and
the screen ruling of the image. The anilox roller determines the amount of ink delivered to
the
plate,5
and is controlled by the cell count, the cell volume and the depth-to-opening ratio.
Studies by
Crouch5
have found that dot gain is increased by low anilox cell count and lower
depth-to-opening ratios.
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An example of the dot gain versus original dot area on the film is presented in Figure 3.3.
These
data28
were defined by the following specifications: 1) Image screen ruling of 150 lpi,
2) press speed of 100 fpm, and 3) Ink viscosity of 53 seconds Zahn's Cup #2. Notice that for
small dot areas (below 0.1), the rate of dot gain versus dot area is much higher than for the
shadows. Also, the maximum dot gain achieved was not on the 50% film dot area as assumed
for the other
processes.6,7
Dot gain for any printing process varies constantly with any change in process conditions,
such as speed, inks, substrate, impression pressure, and others. The question, however,
focuses on the contribution of each of these variables to dot gain change and the effect on
color.




Figure 3.3: Dot gain versus film dot area for a flexographic press.
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Dot gain in flexography is affected by several factors. Even at low impression pressure, the
dot on the plate, when in contact with the substrate, deforms and compresses due to the soft
nature of the plate, allowing the ink to spread and increase dot
gain.10
During this process,
the hardness of the plate materia^ the rheology of the ink, and the type of substrate have a
great influence on the amount of dot gain. If the plate is made of a harder material, the dot
will not deform as easily as when a plate is made from a softer material.
A technique sometimes used to reduce dot gain involves the use of special plates, called
"capped"
plates. A relatively hard layer is deposited above the normal soft elastomer layer.
This harder, thin layer, which serves as the image area, deforms significantly less than the
underlying elastomer, resulting in (claims of) reduced dot gain.
A higher ink viscosity will limit the ink displacement. Different substrates have different
absorption properties: for example, corrugated and uncoated paper will have a higher dot
gain than film and coated paper.
Other variables - New presses have included more units in their design, so that printers have
the ability to include more than the just four process colors. These colors are called spot
colors. Because these inks are formulated specifically to achieve these colors, they may be
out ofgamut when trying to match them with a four process colors perspective. Pantone and
Swatch are specifications related to these
colors,8
but they haven't been officially
standardized in the industry.
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Ink trapping refers to a change in lightness, chroma, and hue of a composite color due to the
overprinting of two primary color
inks9




mentions that ink trapping for flexography is not important
since the inks used are very fluid and fast evaporating, allowing the ink to be completely
dried when reaching the next color with very little or no tack. However, lino and
Berns
found that even though there is no mechanical ink trapping, an effect is found where the dot
gain for the overlapping ink decreases as it was superimposed over another
ink compared to
its performance on the substrate. They called this optical trapping.
Another phenomenon is ink spreading, which can also be identified as dot gain in the shadow
areas. This is when a tint near 100% is filled in before the solid ink density is reached, i.e.,
the tint has a greater dot area with a thinner ink
film.7
This phenomenon is analyzed
separately in this research project.
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3.4 Simplification of the Process
The main concern in flexography is the large number of variables which are present in a specific
job. The possible combinations of press speed, anilox specifications, halftone technique,
ink
properties, substrates, plate materials, exposure times, and other variables are almost
endless.
Work has been done in attempting to analyze the effects of different
variables on printing
quality.5
Changes in any of these variables require a different analysis ofthe press
run
, however,
if repeatability and consistency of the results can be ensured, then colorimetric
characterization
of these presses may be more accurate.
This research studies the features of this process to achieve a simplified colorimetric
characterization. One set ofprocess conditions is used for testing the different analytical models.
This is presented in Figure 3.4.
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Figure 3.4: Simplification ofthe process used in this research.
Figure 3.4 indicates that all steps between the original image and the final print will be held
constant (or as constant as possible) with the intention of testing the models.
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Chapter 4: Press Run
Because dot gain varies according to different conditions and image specifications, in this
research, the press conditions and variables are set to a specific value. The scope is to fix these
variables and analyze the performance of the analytical models for further expansion. The
specifications were used in order to match, as closely as possible, those established by the
FFTA
12
The conditions are fixed from the image specifications to the actual press, throughout the three
major processes: the image creation and film-making process, the plate-making process, and the
printing process on the press. The specifications for image creation and film-making are
presented in Table 4. 1 .
Table 4. 1 : Image and Film-Making Specifications
Image and Film-Making Specifications
IMA[GE FI1_M
Image size 8x10 in. Image Setter AGFA SeletSet 5000








Dot shape Round Addressability 2400 dpi
17. Arturo Aguirre




4.0 was used to setup the layout of the film. Also, some image manipulation was
done in Adobe
Photoshop
to specify the screen ruling, angle and dot shape. Transfer of the
image to the image setter was accomplished by using the RIP program installed in the AGFA
device driver. To verify the consistency of the dot area on the film compared to the digital file,
some patches were measured on the film utilizing a transmission densitometer. The dot areas
given by the apparatus were calculated by the Murray-Davies equation giving dot area
differences of+1% in some patches, which are within the measurement error.
The next step was the plate-making process. The main variables here are back-exposure time,
main-exposure time, wash-up time, post-exposure time, and finishing time.
The back-exposure time determines the thickness of the non-image areas of the plate, known as
the floor height. A time exposure test is done to determine the correct back-exposure time. The
test times range from 5 to 40 seconds in increments of 5 seconds, and the time that produces a
height ranging between 0.037-0.049 in. is selected.
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The main exposure determines the height of the image areas, which in rum determines the size of
the smallest dot on the plate and the quality of the image in general. A time exposure test is done
utilizing a target commonly used at RIT that allows verification of three elements to determine
the best suitable time. The elements to be considered were smallest dot on the plate, straight
lines, and solids (dot area equal 100%). The times varied from 10 to 25 minutes in increments of
5 minutes, and the best time was selected by visual evaluation of the elements. Wash-up, post
exposure, and finishing times were predefined by previous work utilizing the same type ofplate.
The values are presented in Table 4.2.
Table 4.2: Optimized Plate-Making Specifications
Plate-Making Specifications
Plate Type Flexo light Epic, capped
Back-Exp. Time 28 sec
Wash-up Time 7 min
Finishing Time 14min
Plate Thickness 0.067 in
Main-Exp. Time 17 min
Post-Exp Time lOmin
To niinimize the variation between images, plates of the same color were exposed at the same
time, and the maximum variability of the
back- and main-exposure times were +3 sec and +8
sec, respectively.
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The final step in the run was the actual printing process, where the inks, plates and substrate
came into contact to produce the final prints.
The printing press used was a Mark Andy narrow-web flexographic press. This type of press is
mainly used for label and medication packages, and has the advantage of smaller size and energy
consumption, at the cost of limited image sizes and speed. The inks, water-based CMYK process
inks and extender according to FIRST Specifications second edition, were provided by
Environmental Inks and Coatings. The substrate was provided by Simon Labeling and is the
UPM Raflatac 60 lb. highgloss face labeling paper. The specifications for the press run are listed
in Table 4.3.
Table 4.3: Press Run Specifications
Press Run Specifications
Sequence YMCK
Speed 120 ft/min (0.6 m/sec)





Anilox Rollers Y-900 cpi, M-700 cpi,
C-







M, C, K-doctor blade
Plate Cylinders Y,M,C,K-llin.
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These variables were maintained as constantly as possible during the run. The selection of these
variables was derived from the press condition and past performance. The change in anilox
configuration between the doctor blade and the two-roller anilox configuration for yellow was
implemented to increase the density to the desired level. The impression pressure is a variable
that cannot be measured during the run. Thus, it is commonly set-up for the minimum pressure
that achieves satisfactory printing called kiss impression. Unfortunately, impression pressure
may have a lot ofeffect in dot gain, so that any pressure changes made during the run will affect
the dot gain.
One of the most important variables to measure and control during the run is the density of the
4-
process colors because this is directly related to reflectance. The apparatus used to measure
density was an X-Rite densitometer set up for Status T and absolute density readings. The
density values varied throughout the run. After reaching the range of desired densities, many
samples were printed and collected for analysis.
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Chapter 5: Dot-Gain Models
5.1 Dot Gain
The increase of dot size due to the physical properties of the dot is called dot gain. The
phenomenon of the Yule-Nielsen effect is due to the light entering the substrate areas
of the
halftone pattern and exiting under the ink areas simulating an increased density effect. To
compensate for this deficiency on their model, an n factor was added to the Murray-Davies
equation to fit the data and yield better predictions ofreflectance factors.
Dot gain is calculated by the difference between the effective dot area and the theoretical dot




being a, the dot area, and the subscripts/? and/, print and film respectively.
Aa = ap- af
Equation 5.1: Definition ofdot gain.
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5.2 Murray-Davies vs. Yule-Nielsen Modified Dot Area Calculation
In order to calculate the dot area ofa tint, two approaches have been derived. The first one is the
relationship between density and dot area utilizing the Murray-Davies equation as shown in
Equation 5.4. This equation isolates the area of the tint and replaces the reflectance with optical
density. The meaning of this equation is that the area of the tint is proportionally related between
the light that is reflected from the ink film tint and the light reflected from the ink film solid. The
1 in the upper and lower parts of the equation appears because it is assumed that the reflectance
of the paper of substrate is the unity. As simple as it is, this equation is only valid for first surface
reflecting bases, and not for bases that cause multi-scattering of light.
The Murray-Davies equation is shown in Equation 5.2, whereA is the dot area, Dt is the optical
density of the tint, and Ds is the optical density of the solid. Rt and Rs are the reflectance factors
of the tint and solid, respectively. This formula assumes the photometer or densitometer is nulled
or
"zeroed"





Equation 5.2: Murray-Davies dot area equation.
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To account for the scattering of the light within the substrate, Yule and Nielsen developed a











Because it is more general than the Murray-Davies model, the Yule-Nielsen equation will
produce results which are no less accurate than those produced by the Murray-Davies formula,
and may be under many practical conditions, significantly better.
Taking into account the nonlinearity of the behavior of the light reflected from the halftone tint,
the Yule-Nielsenmodification is used to propose a new model for dot gain calculation.






are two of these dot-gain models which
depend on the behavior of the shape of the dot. The advantages ofmathematical models for dot
gain are that the dot gain curve can be predicted based on few input variables, resulting in a
minimum ofexperimental measurements. Also, simulations may be run without going to press in
order to identify the best process conditions. The major concern is that the performance of these
models is
questionable16
due to the fact that they may not be customized for flexography. These
models transform dot area to dot area, and the calculations of the areas depend on the equation
used as mentioned before.
5.3.1 FOGRA Model
This model is entirely empirical
- it is essentially an exponential appropriately scaled. The
FOGRA model used in this research relates the input with the output dot areas of different
transfer steps, based on the assumption that the dot diameter is constant.
The transfer characteristic curve is presented in Equation 5.4, where, ay is the screen dot area of




Equation 5.4: FOGRA dot gain model.
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The characteristic value, Aaso%, is described as the dot gain at a 50% screen dot area ofthe input.
This model has only the characteristic value as a parameter, and based on this value,
the
complete transfer curve can be derived. Depending on the different variables of the process,
the
parameter changes to describe the behavior of dot transferring in different stages, thus predicting
dot areas more accurately.
The shape of the dot gain curve varying parameter, Aaso%, is predefined by the model as shown
in Figure 5.1.
0 10 20 30 40 50 60 70 80 90%100
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published a modelwith the purpose ofdescribing dot gain curves. This
model allows one to mathematically calculate the two critical printing areas, which are the
smallest dot that can be printed and the dot area that produces a solid, 100% dot area, with the
purpose of identifying the limitations of the process.
The GRL model is based on a combination of two theories on dot gain, the perimeter and
isokonturen models. The former rests on the assumption that the gain is proportional to the
perimeter of a dot, i.e., the dot increase is based on its perimeter where small dots have more
gain than shadow dots. The latter states that all dots increase in diameter constantly regardless of
their size.
The GRL model is a semi-empirical model and is presented in Equation 5.5 in its single transfer
form, where, ay is the screen dot area ofthe output subject to aminimum of0 and a maximum of
1, ax is the screen dot area of the input, and A is the characteristic gain value similar to the




Equation 5.5: GRL model.
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Based on this equation, the GRL model describes the dot gain as a semi-ellipse, where the
highest gain value is at 50% of the dot area on the input. This is not always the case in
flexography. Therefore, this model can be used as a cascade of two single-transfer equations,
which shifts the peak of the curve depending on the transfer characteristic values. In this case,
the output of one equation is the input of the other equation with two different transfer
characteristic values, as shown in Chapter 7. The implication of utilizing two transfer equations
is that there could be different stages where the dot gains or sharpens its size and they can exist
as the dot is transferred from one process to the other. Thus, instead of modeling the entire
process with one fixed equation, the process is broken up into more steps.
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A new dot gain equation is proposed for a better prediction ofthe flexographic dot gain. Looking
at the dot gain curve shown in Figure 3.3, it can be seen that there are three important features
that fit the gathered data. The dot areawas calculated from the density readings utilizing the Y-N
modificationwith n equal to 1.8. There are three main characteristics ofthe flexographic dot gain
curve from Figure 3.3. One of them is the high slope that is formed in the highlights where very
small changes in dot area in that region produce large increments in dot gain. Another is the
smooth slope formed in the dark regions. The last one is the peak dot gain or the amplitude,
which one notes does not fall on the 50% dot area, but in a smaller area. With this in mind, the
plot can be separated in two: one region from the smallest dot area to the dot area with the
maximum dot gain, and the other from the latter dot area to the maximum dot area attainable.
Figure 5.3 and 5.4 show both regions of the same curve.
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Figures 5.3 and 5.4: Dot gain curve separated by the dot area with largest dot gain.
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Analogous with the models for CRT
characterization,18
these curves may be fitted with the






Equation 5.6: Dot gain model similar to CRT characterization.
The terms in Equation 5.6, kg! are similar to the gain parameter in the CRT model, and yi and ?_
similar to the gamma parameter, a is the dot area on the film, and a/ is the dot area with the
largest dot gain value. The new parameters can be estimated by least-square or any other
statistical method, or they can be studied more to verify whether they represent specific
characteristics ofthe dot gain with systematic trends.
The fit for the example shown in Figures 5.3 and 5.4 using equation 5.6 is shown in figures 5.5
and 5.6.
1.00
Figures 5.5 and 5.6: Goodness of fit using equation 5.6 for the dot gain curve.
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The curves were fitted using
SYSTAT
with non-linear regression to estimate the parameters,






The advantages of this model are that it fits the flexographic dot gain curve very well, allows the
ability to describe any type of printing conditions without in-depth measurements and
can be
statistically estimated. The disadvantages are that is not theoretically derived, it needs knowledge
of the dot area that yields the maximum dot gain, and it needs experimental data to estimate its
parameters.
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Chapter 6: Color-Mixing Models
6.1 Color-Mixing Models
The modeling of color in systems is achieved in part by characterization of the devices and
independence from device and viewing conditions. The idea behind
characterization is to know
the behavior of color of the device, i.e., determine the colorimetric characteristics. In color
modeling, there are different techniques to characterize a
device:14
a) Analytical models such as
the Neugebauer equations, Yule-Nielsen model,
Clapper-Yule model, among others; b) multiple
regression; c) 3-D table look-up with multidimensional interpolations; d) artificial neural
networks; and e) fuzzy logic.
In industry, colorimetric characterization is often done by utilizing 3D-LUTs. As Samworth
describes, there is a system called GIMS by DuPont, which uses CIELAB, and measures a test
target that consists of 1800 colors printed by flexography and the proofer to create a direct
relation between the
press'
CMYK values and the proofer's CMYK values. This creates a
3D-
LUT capable of reproducing billions of colors. The only
drawback is that it requires a lot of
measurements and there is no flexibility for further improvements since, if printing conditions
change, another profile must be created.
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Color-mixing models are mathematical descriptions of the formation of color from basic
primaries, which when combined in different amounts, can create different colors within the
gamut ofthe device.
The use of color-mixing models has advantages over the other techniques. Analytical models
require less measurement data as input,
"consumables"
are left as independent variables, they
provide modeling tools for engineering improvement on the device, they mmimize problems
from linear subsampling in non-linear spaces and colorimetric calculations performed in any
illumination and viewing
conditions.19
6.2 Description of theModels
In the field of analytical models for halftone printing, there are many variations of the main
models (theNeugebauer equations, Murray-Davies, and Yule-Nielsen models), yielding different
performances. However, the main idea is the same: "mathematical models capable of estimating
reflectance factors from dot areas or
densities."
These models take advantage of the limited
human acuity for small dots at a certain distance. Even though the inks used are subtractive
systems, because the human eye integrates light, the color perceived is the addition of the
different reflectances ofprimary colors at certain ratios.
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6.2.1 Murray-DaviesModel
The Murray-Davies equation has been widely used in order to represent the reflectance curve of
a tint by linearly relating the two limiting reflectances: the reflectance of the substrate and the ink
solid, as shown in Equation 6.1.
Rt = at -Rt + ap Rp
Equation 6.1: Murray-Davies model.
Where Rt is the reflectance of the tint, a-, is the area covered by ink, R-, is the reflectance of the
ink, ap is the area ofpaper without ink, and Rp is the reflectance of the paper. The term ap can be
substituted by l-ah ifonly one ink is printed.
This model may be considered a color-mixing model assuming only one ink. However, it has
been found that light presents a phenomenon where the variation in area covered by the ink is
nonlinear as assumed by this model.





Equation 6.2: Yule-Nielsen modification to theMurray-Davies equation.
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In 1937, Hans Neugebauer presented a mathematical model to describe color in halftone printing
taking into account of the integration of light in the human visual system and its low acuity. As
mentioned before, the light coming into the eye is integrated and processed by the brain to give
the final sensation of color. Thus a combination of halftone dots of different colors placed
randomly in a region would be seen as the contribution of each color to the overall reflectance
exiting that region and entering the eye. The colors are formed based on combination of the
primaries. The selection of the number ofprimaries is either three -cyan, magenta and
yellow- or
four, if pure black is added. Increasing the number of primaries allows for substitution
techniques in prepress such as GCR or UCR, but it also increases the number of combinations of
overprint colors and, thus, the number ofmeasurements as input to the model.
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Equation 6.3: Neugebauer basic equations.
Where, R is the reflectance ofthe tint,/} is the area covered by the ink, Rt is the reflectance ofthe
ink, k is the number ofcolors.
The Neugebauer equations are similar to linear interpolation functions based on the area
coverage of the ink on the paper, i.e., a wide range of colors can be produced by varying the



















Equation 6.4: Demichel equations for 4 colorants.
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The Neugebauer equations are generally used in conjunction with the Demichel
equations29
shown in Equation 6.4, in which a random placement of the dots within the region is assumed.
The Demichel equations allow one to estimate the area coverage for the overprint colors based
on the dot areas of the primaries, i.e., the area coverage of an overprint color subjected to the
contribution ofprimary colors. J.A.S
Viggiano20
verified the validity of the Demichel model for
conventional halftone patterns with rotated screens at a 30-degree orientation. The results
indicated that the model predicts the area coverage accurately.
The Neugebauer equations, as well as the other models described previously, assume that the dot
area is the one on the print. Therefore, dot gainmust be added to the area coverage values before
they are used.
Different variants of the Neugebauer equations have been developed and were tested by
Rolleston and
Balasubramanian.21
These are presented in the next section.
6.3 Variants of the Neugebauer Equations
Because the Neugebauer equations have been the most effective model for halftone multicolor
printing, many studies of these equations have been done to improve their accuracy. The
different variants derived from these equations are presented.
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6.3.1 Broadband Neugebauer and Yule-Nielsen Modification
The term broadband or wideband comes from the measurement of the reflectance ofthe inks and
substrate. Older measuring devices could only read the reflectance of light in a broad band
through the visible spectrum by calculating the light reflected from the object related to the total
incident light compared to a perfect reflective diffuser (PRD). It has the implication that the
predictions from the model do not account for any changes in wavelengths within the band, thus
having limited accuracy. In other words, it is assumed that the reflectance factors within that
band are constant.
The equations for this type are the same as the ones presented in Equation 6.2. In addition to
broadband reflectance values, other color responses can be used, such as those measured through
RGB filters, or CMY filters. These measurements are made in broad bands using Status M
filters, for example.
As described previously, the scattering of the light within the paper and the differences in the
light path when reflected from under the dot have to be taken into account by adding the Yule-
Nielsen n factor to the equations, resulting in the Yule-Nielsen modified Neugebauer equations,




Equation 6.5: Yule-Nielsen modifiedNeugebauer equations.
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This is similar to the modification to the Murray-Davies equation resulting in a nonlinear
interpolationwithin the 8 or 16 different primaries in the Neugebauer equations.
6.3.2 VHM-1 or Spectral Yule-Nielsen modified Neugebauer
Unfortunately, inks or colorants do not have a constant reflectance through a wide region of the
visible spectrum. Thus, large colorimetric errors are expected.
Viggiano20
demonstrated both
mathematically and experimentally that the non-linearity of the Yule-Nielsen model assumes a
constant (or nearly constant) reflectance within each band to which it is applied. The best way to
ensure that this condition is satisfied is to use many narrow bands, i.e., apply the model to
spectral measurements.
This transformation between broadband measurements and spectral measurements brings
advantages and disadvantages. On one hand, the broadband measurements are a few (one per
primary) in comparison with the increasing number of calculations, due to the use of spectral
data for single primaries. For example, using the spectrum between 400-700 nm at 10-nm
bandwidth, the number of calculations is increased from 1 to 30. However, the accuracy is
significantly improved by this
change.21
With the technology available today, it is important
noting that spectral models should be used as their performance is improved significantly.




As the broadband type, the Yule-Nielsen factor can be used to improve the accuracy of this
equation as shown in Equation 6.7.
Equation 6.7: VHM-1.
I /,-*,(*F
With Equation 6.7, the interpolation according to the primaries (either 8 for 3-color or 16 for 4-




presented extended research based on a cellular framework of the
Neugebauer equations for dot-on-dot halftone screens. As mentioned before, the utilization ofthe
Neugebauer equations to specify the relation between dot areas (densities) and reflectance are
similar to performing a linear
(non-linear if the n factor is used) interpolation in four dimensions
(c, m, y, and k). The point within the interpolation is represented by a rectangular cell, with the
cell's limits are set by the upper and lower dot area values fixed by the measurements. In the
case of the basic Neugebauer equations, these limits are the two extreme points, either with ink
(A=l) or without ink (A=0) for each primary.
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The Cellular model takes the Neugebauer model and extends it to a cellular framework by
adding one or more points between the limits. That is, instead of only measuring dot areas of 0
and 100%, a middle-tone (50%), halftone pattern is also measured, increasing the number of
primaries. Thus, the number of measurements as input for the model. This additional
measurement will increase the number of primaries by Sk, where S is the number of levels of
each colorant, and k is the number of inks. Therefore, if a four-color process is going to be used
with 0%, 50%, and 100%, i.e., 3 levels of colorants, the total number of primaries is 81, and so
forth. With this modification, the region covered by the interpolation is much finer, yielding
better results.








Equation 6.8: Cellular Neugebauer equations.
Where,
a;'
is the normalized dot area of the tint depending on the interval within the cell, a/ is the
lower dot area, au is the upper dot area within the cell, and is the reflectance
of that region.
The trade-off in the utilization of this model is the number ofmeasurements for the primaries
that can go up to 625 primaries, corresponding
to 5 states (0, 25, 50, 75, and 100%) and 4 inks.
41 . ArturoAguirre
6.3.4 Other Variations
H. Zeng and B. Chin
3
presented a modification of the Neugebauer equations based on the
Neugebauer'
s color quality factor (CQF). This new model extends dot areas as a function of
wavelength at(A) as presented in Equation 6.9.
R(A) = 5>,C0*,(^
Equation 6.9: Spectral Neugebauer withwavelength-dependent dot areas.





Equation 6.10: Determination ofwavelength-dependent dot areas.
Where, w(X) is a weighting function, in this case determined based on the characteristics of the
human visual system. The scalars used can be the
Neugebauer'
s CQF, which approximately
corresponds to the most sensitive regions ofthe visual system.
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This same addition ofwavelength dependency can be applied also to the Yule-Nielsen n factor as
described by lino and Berns30. This modification is presented in Equation 6. 1 1 .
*C0= tfrR.^P^
i
Equation 6.1 1 : Neugebauer equation with wavelength-dependent n factor.
ln(A)
The methodology for determination and calculation of the parameters of the models is described
in Chapter 7.
6.4 Discussion and selection of color-mixing models
The variety of the color-mixing models provide us with a wide gamut of options and
combinations to evaluate dot-gain models. For simplicity and accurate analysis, some models are
not being tested in this thesis, and the selection process depends on the amount ofdata needed as
input to the model because it is desired to utilize the models that employ the smallest amount of
training data, avoiding the large-data techniques needed to build 3D-LUT's. Another criterion is
their performance based on previous studies.
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The Murray-Davies model and its Yule-Nielsen modification can only be used to predict
separation ramps, because they can only perform one-color analysis. They also utilize the
smallest amount of data, the CMYK ramps. Even though they have no extended use for
prediction of reflectance curves, they are used to estimate different parameters for the other
models, as explain in Chapter 7 in detail. This is a simple way to analyze the differences of the
dot-gainmodels.
In the case of the Neugebauer equations, Rolleston and
Balasubramanian21
studied the accuracy
of various types ofNeugebauer-based models. They showed that the models with lower color
difference were the VHM-1, the Cellular Yule-Nielsen modified, and the Cellular Spectral
Yule-
Nielsen modified. From these models, the cellular variations were discarded from this project
because the reductions in the average color error afforded by these models are no greater than 0.1




Regarding the other variations, spectral n value and spectral effective areas, lino and Berns
showed that the spectral n value improves the predictions if the variations in wavelength produce
large color differences. H. Zeng and B.
Chin23
showed the spectral-effective-areas variation is
not an improvement over the cellular model, and as explained above, the VHM-1 has a similar
performance. Therefore, only the spectral n is considered in this research.
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Chapter 7: Methodology and Calculations
7.1 Target Images
Analytical models require input data in order to estimate their parameters and calculate their
efficiency. The input data for the models is obtained by printing, under the specified conditions,
a set ofpatches, which are then measured. Another set ofpatches is further required to evaluate
each model's predictions and should include a reasonable sampling of the color space.
The data required in this research were obtained in two steps or images, one image containing
patches that were utilized to characterize the process and its variables, and the other containing
patches that were distributed uniformly throughout the color space for evaluation purposes.
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Most of the authors referenced in this research project have included in their characterization
targets step color wedges to analyze single colors, and two-, three- and four-color overprints
depending on the number of inks. This combination of colors is derived from the data required
for any form ofNeugebauer model. The step wedges for single colors allow for the analysis of
the dot gain curve of each ink. The overprint pure colors are needed as anchors or primaries in
the color-mixing models, and the overprint step wedges are used as part of the evaluation of the
model for the training set ofcolor combinations that are near the strong points of the model. This
set ofpatches is referred to as the characterization target.
The second set of color patches is used to evaluate the model performance once its parameters
have been estimated. Two research teams have proposed different number ofpatches to evaluate
the model: lino and
Berns6
utilized a grid of 6x6x6 in RGB space, a total of216 patches, while
Rolleston and
Balasubramanian21
utilized 1000 patches randomly distributed in CMYK space.
The characterization target created for this research is similar to the one used by the
aforementioned researchers, as shown in Figure 7.1.
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This characterization target includes ramps of single colors, two-, three-, and four-color
overprints, ranging from 3% to 100% with W x V? (6.35 mm x 6.35 mm) size patches. In
addition, ramps composed of one single color fixed at 50% dot area and another color varying
from 3% to 100% were included to analyze the behavior of optical trapping as described by lino
and Berns6. An element that must be included in the target for further printing in flexography are
the lateral crosshairs, since each color has its own station and they are the guides for registration
during plate mounting and during the press run.
































Figure 7.1: Characterization Target.
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The evaluation target was obtained from the FIRST specifications, which basically is a series of
patches varying from 0%-100% in increments of 20%, randomly placed. The original target is
a
6x6x6x6 grid in CMYK space or a total of 1296 patches. In this case, a subsample was taken
randomly from the original for a total of 625 patches, which were used to evaluate the
model.
The target is presented in Figure 7.2.
ABCD EFGH . ;Ki. MNOPQRST IJVWX
Figure 7.2: Evaluation Target.
In the evaluation target, a step wedge of
each CMYK color was added in order to analyze the dot
gain in this target and compare it with the
characterization target for further analysis, because
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these two target were printed in two different runs. A variation in dot gain is expected even
though only the plates were changed, since the impression pressure was not controlled
quantitatively.
7.2 Utilization of Dot-Gain and Color-Mixing Models
The utilization of dot-gain and color-mixing models is an interdependent process, where dot
areas in the image as specified in the digital file (referred to as theoretical dot areas) are used as
the raw data which are then added to the dot gain values according to the models. The new dot
areas, referred to as effective dot areas, are then used as input in the color-mixing model for the
reconstruction of the spectral reflectance curve based on the characteristics of the pure colors.
This is described in Figure 7.3.
Figure 7.3: Dataflow ofdot-gain and color-mixing models.
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Each patch in the images has a specific set ofCMYK values that are in percentage form and are
equivalent to theoretical dot areas. The dot-gain models transform those values into effective dot
areas by the calculation of the effective areas through the mathematical equations, which
describe the behavior of the dot gain curve at different dot areas. Because each colorant has its
own dot gain characteristics, one curve or model is needed for each color. Once the effective dot
areas have been calculated, they are used as input to the color-mixing models (depending on the
model) and the areas may be used to calculate area coverage fraction through the Demichel
equations or used directly. The output ofthe models is the reconstruction ofa spectral reflectance
curve.
7.2.1 Estimation of Parameters of Dot-Gain Models
All three dot-gain models, FOGRA, GRL, and the Fitting equation, are based on densitometry to
estimate the parameters. The required measurements are the density readings of the CMYK
ramps from the characterization target and the actual measurements are listed in Appendix 2.
7.2.1.1 FOGRA Model
The estimation of the Aaso% parameter from the FOGRA model starts with the transformation of
the density values into dot areas utilizing the Murray-Davies equation. As stated by
Tangvichachan, et
al,25
these values are more accurately described as Effective Relative
Absorptance, or ERA, because they do not describe the mechanical dot area. The difference
between theoretical dot areas and ERAs is called Delta ERA.
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The Murray-Davies equation to calculate dot areas is shown in Chapter 5 Equation 5.2, but the
value of 1 is changed to allow the value of density of the paper, thus making the results more




Equation 7.1 : Murray-Davies equation to calculate ERA's including the effect ofpaper.
When the ERA values for each patch and color are calculated, the next step is to estimate the
parameter of the model, the transfer characteristic value Aaso%, as seen in Equation 5.4. Because
of the number of data, the system is overdetermined and a non-linear optimization routine is
needed to estimate this parameter. The optimization was performed by using SYSTAT, a
statistics computer package that allows user-defined, nonlinear models to be fitted in
overdetermined systems. By obtaining the transfer characteristic value of each colorant, the
model is complete and every theoretical dot area can be transformed into effective dot areas.
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7.2.1.2 GRLModel
The GRL model in its single-transfer form is as simple as the FOGRA model. However, this
equation sets the maximum dot gain value at a 50% dot area, which is not the case for
flexographic printing. The author recommends cascading two or more functions to shift the
maximum point in another direction. Related to the flexographic process, there are two different
transferring points, one from film to plate and the other from plate to paper. In order to utilize
two equations in sequence requires the data ofdot area on the plate, which is not available due to
its difficulty ofmeasurement. The data based on the ramps are the theoretical dot areas on the
digital file and the effective dot areas on the paper.
The equation that describes the transfer function from the film to the plate is presented in
equation 7.2, and from plate to paper in equation 7.3.
ad=af + 2-Hd^ar^-af)
Equation 7.2: Transfer model from film to plate.
ap=ad+2-Ap-Jad-{l-ad)
Equation 7.3: Transfer model from plate to print.
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From the cascading ofEquation 7.2 into Equation 7.3, it is seen that there are two parameters, Ad
and Ap, and due to the nature of the equation and the number of data available, they were
estimated the same way as in the FOGRA model. The calculation of the effective dot areas for
the GRL model utilized the Yule-Nielsen modified equation as presented in Equation 5.5 in
Chapter 5.
7.2.1.3 Fitting Equation
Like the GRL model the Fitting Equation utilizes the Yule-Nielsen modified equation to
calculate the effective dot areas based on density readings. And the estimation of the parameters
kgi, yi, and y2 is done in two steps, based on Equation 5.6, presented in Chapter 5. The first step
is to specify the theoretical dot area which has the largest dot gain for each color, then calculate
the first segment of the model from 0% dot area to the theoretical dot area previously selected.
The equation of this segment is a power equation with exponent yi, multiplied by a factor kgj.
These are also estimated by nonlinear optimization. Once these parameters have been calculated,
the second part ofthe model is estimated with the one remaining parameter, y2.
In comparison with the other models, the Fitting Equation needs dot gain data as input and it
yields dot gain predictions instead of effective dot areas. The next step is to add it to the




Equation 7.4: Addition ofdot gain to the theoretical dot areas.
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7.2.2 Estimation of parameters of Color-Mixing models
The parameters of the color-mixing models are estimated utilizing regression-based or nonlinear
optimization techniques that minimize any color difference metric (AE*ab, AE94, or RMS) to
obtain the optimized values.
Color-mixing models have at the most two variables, effective dot area or area coverage fraction,
and n factor in cases where the Yule-Nielsen effect is accounted for. Otherwise the application of
dot-gain models allows the color-mixing models to be used directly without any other parameter.
The utilization ofeach color model is described below.
7.2.2.1 Murray-Davies Model
This model has only two parameters, the colors of the substrate and the solid. The
Murray-
Davies model is utilized only when one ink is used. Therefore, it is used only for the prediction
of the CMYK ramps, particularly for the estimation of the dot gain parameter of the FOGRA dot
gain model.
In order to estimate the optimized effective areas for each patch of the ramp, a linear
optimization routine was used, since the number ofwavelengths and the metric minimized was
AE94. This yields a series of effective areas for each color that were statistically estimated by
minimizing Equation 6.1, and that have the lowest AE94 value
between the predicted and the
measured spectral reflectance curves.
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7.2.2.2 Yule-Nielsen Model
This model has three parameters, the colors ofthe paper and solid and the n factor, which may be
estimated to minimize AE94. The procedure to find the combination of effective areas and n
values that have the lowest color difference between predicted and measured spectra is by using
Equation 6.2, fixing the n value and estimating the effective areas with a regression technique.
The n values are varied first from 1 to 20 in intervals of 1, then by selecting the two consecutive
n values that have the minimum value of the AE94 of the CMYK colors added together. Between
those two values, the n value is varied in intervals of0.1. The n value that minimizes the sum of
the AEg4 ofall CMYK patches is selected and the effective areas are estimated statistically.
The spectral n values are calculated using the same procedure of multiple fixed values as the
single n. However, instead of requiring a least-squares to fit the data, these are only single
calculations at each wavelength utilizing Equation 6.1 1.
7.2.2.3 VMH-1 (Spectral Yule-Nielsen Modified Neugebauer Model
This model has two parameters which at this point, are both known. The other is the Yule-
Nielsen n factor. In this case, when the area coverage fractions are calculated for the 100% pure
colors, it becomes the same as the Murray-Davies Yule-Nielsen modified model. The
Neugebauer equations become significant only for the overprints. The Yule-Nielsen n factor
utilized for the Neugebauer model is the same as the one calculated previously using only the
CMYK ramps.
55 . Arturo Aguirre
The different effective areas are obtained from the different dot-gain models or statistically.
7.3 Additional Consideration
Additional consideration must be given to the fact that, in the estimation of the parameters for
the dot-gain and color-mixing models, the estimated effective areas and n values are estimated
simultaneously and empirically. If the dot-gain models change the effective areas that are
inputted into the color-mixing models, then the value of n will not be the optimum and a new
value must be estimated. This procedure is also included in the next chapter.
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Chapter 8: Results and Discussion
8.1 Selection of Characterization and Evaluation Targets
After printing both targets according to the specifications defined in Chapter 4, the number of
prints for each target were over 100, raising the question ofwhich pair ofprints were to be used
as input for the models. The criteria used to select the prints was based first on a visual
examination of all prints to find those which were better printed. Secondly, by means of a
densitometer, the solid ink densities (SID) were measured for each colorant to select the samples
that were closest in density +0.04. This procedure reduced the number to 8 prints per target.
The equipment used to measure densities was an X-Rite 500 Series Spectrodensitometer, set up
in absolute density readings and status T filters, and a GRETAG SPM-60 Spectrophotometer
45/0 geometry. The illuminant and observer used were the D50 and 2 degree observer.
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It was expected that samples with same values of SIDs of same colors would yield a more
consistent result throughout the ramps. Samples that were very close in SIDs were evaluated to
analyze this expectation. In Table 8.1, different print sheets were evaluated in terms ofdensities.
1 : Evaluation ofdifiierent pairs of samples based on densities.
C M Y K Total
Characterization Sample #8 1.37 1.14 1.01 1.48
Evaluation Sample #1 1.38 1.15 1.00 1.46
Diff. 0.01 0.01 0.01 0.02 0.05
Evaluation Sample #2 1.37 1.19 1.01 1.46
Diff. 0.00 0.05 0.00 0.02 0.07
Characterization Sample #4 1.41 1.15 1.03 1.44
Evaluation Sample #3 1.41 1.15 1.01 1.44
Diff. 0.00 0.00 0.02 0.00 0.02
Characterization Sample #5 1.42 1.19 1.01 1.45
Evaluation Sample #4 1.44 1.2 1.01 1.43
Diff. 0.02 0.01 0.00 0.02 0.05
Evaluation Sample #5 1.42 1.14 1.01 1.45
Diff. 0.00 0.05 0.00 0.00 0.05
Evaluation Sample #6 1.39 1.19 1.02 1.44
Diff. 0.03 0.00 0.01 0.01 0.05
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In this analysis, sample #4 of the characterization target and sample #3 of the evaluation target
had the smallest density difference in the 100% yellow color, and by analyzing the spectra of the
patches, it can be seen that both are practically the same, as shown in Figure 8.1.












Figure 8.1: Spectral reflectance factors for 100% patches ofchar-sample #4 and eval-sample #3
The AE*ab values between the CMYK solids are 0.88, 1.02, 1.03, 0.57, respectively, which
indicate an excellent color match.
After analyzing the solids, the color differences between each patch of the ramp are calculated to
evaluate the similarity as shown in Table 8.2. The results indicate that there is a large difference
between the ramps, mainly in the yellow and cyan colors.
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Table 8.2: Color difference between the ramps ofchar-4 and eval-3 in AE*ab
AE*ab Average Maximum Minimum
CYAN 2.73 6.94 0.57
MAGENTA 1.55 3.90 0.34
YELLOW 4.33 12.0 0.23
BLACK 1.02 3.88 0.14
This behavior indicates that the dot gain varied throughout the press run and between both
images, which in fact is similar to the assertion ofTangvichachan, et
al.25
They state that dot gain
changes during the press run are due to different variables. One of them is the change in
temperature of the press from the beginning of the run to when a certain number of impressions
have been made. Another is the change in viscosity of the ink. To minimize the error, a
compromise between dot gain and SID is proposed where, instead ofmatching SID, patches in
the mid-tones are matched to ensure a constant density and dot gain in the mid-region. The dot
areas selected were 60%, 70%, and 80% for each color. The process of selecting a pair of
samples, one characterization target (j) and one evaluation target (j), consisted of testing all
possible combinations of sample pairs that mmimizes the difference metric defined as Equation
8.1.
CMYK
QFij= (A*946aJ/o +^*947m +A*9480>/)
Equation 8.1: Difference metric to evaluate pair ofsamples.
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There were 64 possible combination pairs. The lowest QF value of 7.26 AE*94 units is achieved
by characterization sample #7 (to be referred to as char-7) and evaluation sample #7 (eval-7).
This combination had a smaller color difference compared to the combination ofchar-4 and eval-
7 in AE*ab units when the whole ramp was included as shown in Table 8.3.
Table 8.3: Color difference between the ramps ofchar-7 and eval-7 in AE*ab.
AE*ab AE*94
Average Maximum Minimum Average Maximum Minimum
CYAN 1.46 3.68 0.30 0.92 2.44 0.22
MAGENTA 1.67 4.39 0.22 0.97 2.05 0.20
YELLOW 2.35 7.69 0.56 0.79 2.00 0.20
BLACK 0.71 2.48 0.12 0.71 2.47 0.12
Although the difference is lower between images, it is still high in AE*ab units. Utilizing the
modified color difference equation AE*94, the values are corrected for the blue and yellow
region, which allows the maximum values to be close to 2 AE*94 units.
8.2 Variation Between Samples
The combination of characterization #1 and evaluation #7 yielded the lowest QF in dot areas of
60%, 70%, and 80%, and it was seen to decrease the overall color difference performance
throughout the ramp. The range of color difference between the selected images and the rest
indicates the degree of variation of the process, and this value was calculated comparing the
CMYK ramps of the reference prints (char-7 and eval-7) with their corresponding printed
samples.
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The results are listed in Table 8.4.
Table 8.4: Color difference values between the reference prints and all the others.
Characterization 7 vs. Rest
60% 70% 80%
CYAN AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab
Max 0.97 1.92 1.56 2.19 1.03 3.43
Min 0.28 0.59 0.40 0.70 0.13 0.16
MAGENTA
Max 1.24 2.30 1.47 2.52 1.25 2.37
Min 0.42 0.59 0.20 0.25 0.14 0.33
YELLOW
Max 1.37 4.78 1.43 5.13 1.03 3.43
Min 0.11 0.16 0.08 0.14 0.13 0.16
BLACK
Max 2.79 2.80 3.47 3.50 3.38 3.40
Min 1.21 1.21 0.53 0.53 1.17 1.19
Evaluation 7 vs. Rest
60% 70% 80%
CYAN AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab
Max 1.60 2.27 1.47 2.30 1.82 2.62
Min 0.75 1.33 0.07 0.13 0.31 0.72
MAGENTA
Max 1.00 1.85 1.93 3.34 0.90 1.83
Min 0.18 0.27 0.20 0.33 0.15 0.16
YELLOW
Max 1.33 4.33 0.70 2.50 0.98 3.51
Min 0.08 0.26 0.13 0.30 0.14 0.32
BLACK
Max 1.94 1.94 1.23 1.24 1.26 1.27
Min 0.40 0.42 0.16 0.16 0.35 0.38
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Notice that the variation is as high as 3.47 AE*94 units in the characterization target in the black
color and as low as 0.08 in yellow. The evaluation target has a low value of 0.07 and a high of
1.94, meaning that this target did not have as much variation as the characterization target. This
is important because, once the model's parameters have been estimated, if other sheets were to
be tested, A minimum range ofvariation around these values would be expected.
8.3 Analysis of Dot Gain in Theoretical Dot Areas above 90%
A phenomenon related to dot gain in the shadows was observed where the halftone color reached
100% dot area on the paper at theoretical dot areas above 90% and still increasing in density.
This is an important phenomenon to be analyzed because it determines the maximum theoretical
area that can be printed to achieve accurate predictions when utilizing analytical models. This
also means that the utilization of the solid color (100%) might not be adequate to be used as the
total area coverage anchor in the color-mixing models because the variation in this patch is not in
dot area, which has reached 100%, but in density.
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To evaluate this phenomenon, the VHM-1 model was used for two-color overprints. The
simplified model for two-color overprints is composed of four terms. The first two are the
contributions of the two primaries individually, the third term is the contribution of the overprint,
and the fourth is the contribution of the substrate. The model is presented in Equation 8.2, where
i andy are the two primaries.
RXA) = aeffrRM^+aeffJ.R^)+ aeff-aeffJ-R,X^+ (l-^ff1)i\-aeff])-Rj{A)
Equation 8.2: VHM-1 for two-color overprint.
The spectral reflectance curves utilized for the primaries were the 100% theoretical dot area
colors to evaluate whether they can represent the behavior of random screening (rosette shape)
for other values within the two-color ramp. If the Demichel assumption of randomness holds
true, an optimization technique to calculate the effective areas aejf, and aeffj will converge
yielding real dot area values (dot areas greater than 0). This means that the color evaluated can
be represented by a weighted combination of the 100% reflectance curves of the primaries.
The n value was determined by utilizing the Yule-Nielsen model that minimized the AE*94
average of the CMYK ramps. The reflectance curves of the pure colors were those of the 100%
theoretical area from the characterization target.
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The first range of n values tested is from 1 to 20 in intervals of 1. A plot with the AE*94 values
that correspond to each n is presented in Figure 8.2.


















Figure 8.2: AE*94 versus n value between 1 and 20.
It can definitely be seen that the lowest is between 1 and 2. Therefore the same calculations were
performed for a range ofn values between 1 and 2 in intervals of 0.1. The results are plotted in
Figure 8.3.
From the Figure 8.3, the n value that minimizes the color difference of the CMYK ramps is 1.3,
which will be used in the rest of the models. An n value of 1.3 is small compared to the average
1.7 proposed by
Pearson26
for a wide range of conditions. But statistically, this is the value that
best fits the data.
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Figure 8.3: AE*94 versus n-value between 1 and 2.
The value of 1.3 seems to predict the data very accurately, as shown by Figures 8.4-8.7, which
present the measured (black lines) and predicted (red lines) reflectance curves ofCMYK ramps.
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Figures 8.4 and 8.5: Spectral Reflectance curves ofcyan and magenta with n=1.3.(Data from 380
nm to 730 nm)
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Figures 8.6 and 8.7: Spectral Reflectance curves ofyellow and black with n=l .3. (Data from 380
nm to 730 nm)
In the analysis on ink spreading, several patches were tested and it was found that the
optimization techniques converge resulting in approximated values below zero or above 1 . This
means that there is some error or deviation between the behavior of the reflectance curves and
their ability to relate with the dot area constrains set by the Demichel equations.
Substituting the pure reflectance curves of the 100% theoretical areas with the 90% dot areas,




and 1.000 indicating a very good fit between the data and the predictions. Therefore, the
utilization of the models will be based on the 90% theoretical dot area reflectance curves as pure
colors, but rramtaining the same theoretical value of90%
with 100% effective area.
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A possible cause for this behavior is that the color-mixing models directly utilize the dot area as
a weighting factor. Thus, up to 100% effective dot area, the model will yield the pure color. This
relation can be linear (=1) or nonlinear (n *1). However, the ink spreading effect allows patches
with the same 100% effective area to have different reflectance curves, usually darker as the dot
area is increased, because of the addition ofmore ink on top of the ink film layer, increasing
density. This change in density might not be related directly to the dot area as assumed by the
color models.
The spectral n value was calculated in the same way as the global n value, except that the
procedure was repeated 36 times, corresponding to the number of wavelengths. The plot of
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Figure 8.8: Optimized spectral n values statistically estimated. (Data from 380 nm to 730 nm)
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It can be seen that the variation of n is not significant and, in most of the spectrum, remains at a
value of 1.3. Therefore, the global value is to be used instead of the spectral n values throughout
this research.
8.4 Dot Gain Analysis
The parameters ofdot-gain models in this research are based on the densitometric measurements
of the CMYK ramps on the characterization target as discussed in previous sections. The
principal densities are presented in Table 8.5.
Table 8.5: Principal Status T densities of the CMYK ramps on the characterization target
Densities
Characterization Target
CYAN MAGENTA YELLOW BLACK
3% 0.15 0.14 0.14 0.14
5% 0.18 0.16 0.17 0.17
10% 0.24 0.21 0.23 0.23
15% 0.29 0.25 0.29 0.29
20% 0.34 0.29 0.33 0.34
25% 0.37 0.33 0.40 0.39
30% 0.45 0.36 0.41 0.41
35% 0.47 0.39 0.47 0.47
40% 0.50 0.43 0.55 0.53
45% 0.60 0.49 0.58 0.57
50% 0.62 0.53 0.63 0.63
55% 0.70 0.56 0.72 0.67
60% 0.72 0.62 0.74 0.75
70% 0.82 0.73 0.83 0.85
80% 0.96 0.82 0.90 1.04
90% 1.17 0.85 0.96 1.18
100% 1.41 1.15 1.03 1.47
Paper 0.09
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The FOGRA model requires the transformation of densities into dot areas using the
Murray-
Davies equation. The GRL and the Fitting equation require transformation based on the
Yule-
Nielsen model to estimate their parameters.
8.4.1 FOGRA model
The transformation to effective dot areas is shown in Table 8.6.
Table 8.6: Transformation ofdensities to ERA's based onMurray-Davies equation.
Dot Areas withMurray-Davies
Characterization Target
CYAN MAGENTA YELLOW BLACK
3% 14.1% 13.2% 12.6% 11.8%
5% 20.4% 18.0% 19.4% 18.3%
10% 31.9% 29.2% 31.9% 30.0%
15% 40.3% 37.3% 42.7% 40.2%
20% 47.7% 44.7% 49.1% 47.6%
25% 51.8% 51.4% 59.0% 54.3%
30% 61.5% 56.0% 60.3% 56.7%
35% 63.6% 60.4% 67.4% 63.5%
40% 66.6% 65.7% 75.5% 69.3%
45% 75.4% 72.8% 78.2% 72.8%
50% 76.9% 77.1% 82.3% 77.5%
55% 82.3% 80.0% 88.5% 80.2%
60% 83.5% 85.3% 89.7% 85.0%
70% 88.8% 93.3% 94.6% 89.9%
80% 94.4% 98.5% 97.7% 96.6%
90% 100.0% 100.0% 100.0% 100.0%
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As seen from the previous table, the change in dot size is very high. Thus, calculating the
difference between effective dot areas and theoretical dot areas shows the variations throughout
the ramps. This is shown in Figure 8.9.





-?CYAN -mMAGENTA YELLOW -BLACK
Figure 8.9: Dot change using Murray-Davies equation.
It is important to note the shape of the curves because these show the trend of the changes of the
dot on paper. There seems to be a lot of variation in the mid-region of the curve, where three
peaks are very noticeable, depending on the ink used. The average trend is definitely similar to
the curve shown in Figure 3.3, Chapter 3; high slope in the highlight region, highest dot gain
before 50% theoretical dot area, and smooth transition on the shadows. But the peaks are very
noticeable, especially on the yellow and cyan.
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Utilizing the procedure described in section 7.4.1.1, the parameter A50% was estimated for each
color yielding as shown in Table 8.7 with their corresponding
R2
to evaluate the goodness of the
fit. Their values ofgoodness of fit indicate a fair fitting, which probably is the result of the peaks
shown in Figure 8.9.








The predicted effective dot areas from the FOGRA model are presented in Figures 8.10-8.13.
FOGRA Model prediction CYAN















FOGRA Model prediction BLACK




Figures 8.10-8.13: FOGRA predictions ofeffective areas.
Variations are apparent between the prediction curves and the measured curves, representing the
values of
R2
below 0.990. This is an important factor in the prediction ofthe reflectance curves.
The shape of the dot gain curve for each color according to the model is very well-defined as
shown in Figure 8.14. The predicted behavior with the FOGRA model is not very close to the
irregular behavior that is shown in Figure 8.9. The FOGRA predictions for dot gain are very
similar for cyan and black inks.
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Figure 8.14: Delta ERA curves from FOGRA model.
8.4.2 GRL model
The GRL model utilizes dot areas calculated by the Yule-Nielsen modified equation shown in
Equation 5.5. The n value utilized for this transformation is the one calculated previously with
1.3 since it is the value that nimimizes the color difference of the CMYK ramps. The dot areas
from densities are shown in Table 8.8.
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Table 8.8: Dot areas with Yule-Nielsen modified and n=1.3.
DotAreas with Yule-Nielsen modified
EffectiveAreas using n=1.3
A theoretical CYAN MAGENTA YELLOW BLACK
3% 11.8% 11.4% 10.7% 9.9%
5% 17.2% 15.7% 16.8% 15.4%
10% 27.3% 25.8% 27.9% 25.6%
15% 35.0% 33.3% 37.9% 34.8%
20% 41.9% 40.3% 44.0% 41.8%
25% 45.8% 46.8% 53.7% 48.2%
30% 55.3% 51.3% 55.0% 50.6%
35% 57.4% 55.7% 62.3% 57.3%
40% 60.5% 61.1% 70.9% 63.3%
45% 69.7% 68.6% 73.8% 66.9%
50% 71.4% 73.1% 78.3% 72.0%
55% 77.5% 76.3% 85.5% 75.1%
60% 78.8% 82.3% 87.0% 80.6%
70% 85.1% 91.6% 92.9% 86.5%
80% 92.1% 98.0% 96.9% 95.2%
90% 100.0% 100.0% 100.0% 100.0%
Dot gain is calculated with Equation 5.1 and a curve for each color is presented in Figure 8.15.
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Figure 8.15: Dot gain with Yule-Nielsen modified equation and n=1.3.
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The peaks are very noticeable even with the Yule-Nielsen equation. This has a great impact on
the dot-gain
models'
goodness of fit, because the behavior of the curve cannot be accurately
modeled. The peaks for the cyan are at 30%, 45%, and 55%; for the magenta, which is smoother
than the cyan and yellow, are at 25% and 45%; the yellow, the ink with highest dot gain, has
peaks at 25%, 40%, and 55%; and black, which is also smoother, has peaks at 25% and 40%. All
colors have variations in the mid-region, and this variability would not produce very accurate
results.
The estimation of the two parameters, Aj and Ap, was accomplished by using the procedure in
section 7.4. 1
.2,
and the results are presented in Table 8.9.
Table 8.9: Estimation ofAd and Ap for GRL model.""_. '-V "" ~
Aa 4,
R2
CYAN 0.122 0.107 0.992
MAGENTA 0.064 0.165 0.998
YELLOW 0.056 0.227 0.994
BLACK 0.125 0.101 0.996
The goodness of fit is very good according to the values of
R2
above 0.992. The predictions are
shown in Figures 8.16-8.19.
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Figures 8.16-8.19: GRL model predictions ofeffective areas.
There seems to be more variation in the mid- and shadow regions of the cyan and yellow colors,
which corresponds to the colors that have higher variation in dot gain.
Some predictions in the shadows were estimated to go above 1.00 effective dot area. As
suggested by J.AS. Viggiano7, any value beyond 1.00 was clipped to one.
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The predicted dot gain curves by the GRL model has the shape of a semicircle as defined by its
equations, and are presented for each color in Figure 8.20. The GRL model predicted the dot
gain ofmagenta, yellow and black to be very similar.
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Figure 8.20: Dot gain curves from GRL model.
8.4.3 Fitting Equation
The Fitting Equation utilizes the same dot area data as the GRL presented in Table 8.8. The first
step was the identification of the theoretical dot area that yielded the highest dot gain,
atheoreticai(dgma3), for each color. The three peaks did not make this selection any easier and the
value selected is the maximum dot gain. The theoretical dot areas that have the highest value of
dot gain are 30%, 45%, 40%, and 40% for CMYK, respectively.
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Following the procedure in section 7.4.1.3, the parameters kgh yh and y2 were estimated as
shown in Table 8.10.
mated parameters for the fitting equation.
kgi Yi 72
R2
CYAN 0.397 0.390 0.492 0.997
MAGENTA 0.306 0.311 0.367 0.997
YELLOW 0.459 0.425 0.517 0.995
BLACK 0.347 0.364 0.517 0.996
The predictions from the fitting equation are not effective areas directly, but instead estimated
dot gain. Thus, Equation 6.6 was used to transform the values to effective areas. The predictions
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Figures 8.21-8.24: Fitting equation predictions ofeffective areas.
As indicated by the goodness of fit value, the estimations are more accurate than the other two
models, as can be seen from the figures above. Thus, more accurate results are expected,
depending on the accuracy of the densitometric measurements.
The dot gain predictions based on the Fitting equation are shown in Figure 8.25. This model has
very distinctive maximum points, where the original data ofdot gain has three peaks, which may
lead to color difference errors.
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Figure 8.25: Dot gain curves for CMYK colors based on the Fitting equation.
8.4.4 Comparison Between Statistical and Densitometric Dot Gain
In Section 8.3, the n value that yielded the lowest color difference between the measured and
predicted ramps utilizing the Yule-Nielsen model was obtained statistically. Along with that
value, effective dot areas also were calculated simultaneously to yield the lowest AE*94. These
effective areas are the ideal dot areas or the best possible fit to the measured data. As such, they
are the points ofreference compared to the
models'
predictions.
Since the models are calculated based on the densitometric measurements, the first analysis is
between the statistical and densitometric dot gain. Both results were obtained with an n value of
1
.3,
and the dot gain curves are presented in Figures 8.26-8.29 for each color.
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Dot Gain curve CYAN
-Stat Dens
Dot Gain curve MAGENTA
-Stat Dens
Dot Gain curve YELLOW
-Stat Dens
Dot Gain curve BLACK
-Stat Dens
Figures 8.26-8.29: Statistical and densitometric dot gain curves ofCMYKwith n=1.3.
82 Arturo Aguirre
There are variations between these two approaches, even though they come from the same
equation, but from different type of data. Densitometry are broadband measurements with
standard filters that only measure one wavelength with the highest response. The statistical
approach was determined with spectrophotometric data, which includes the different
wavelengths of visible spectrum for more accurate results. These variations are in the range
of-
1.41% to 2.1% for cyan, -3.18% to 2.51% for magenta, -5.1 1% to 1.74% for yellow, and -1.93%
to 2.16% for black. The variations are the differences in effective dot area between the statistical
value and densitometric value (diff= aeffstat-aeffdens).
The consequence of these variations are that the dot-gain models, which are based on
densitometric measurements, might have a lower performance compared to the statistically
estimated effective area values.
8.4.5 Comparison Between the Models and Statistical Dot Gain
The main difference between the statistically estimated dot gain and the dot-gain models is that
the former has values that were independently obtained, whereas the models have a specific
shape due to the mathematical equations which are formulated represent the data as accurately as
possible.
83 . ArturoAguirre
The dot gain curves based on the statistical approach and the models are presented in Figures
8.30-8.33.
Dot Gain curve CYAN
-Stat Arturo's GRL FOGRA
Dot Gain curve YELLOW
-Stat Arturo's GRL FOGRA
0.35
Figures 8.30-8.33: Dot gain curves of the four models.
Dot Gain curve MAGENTA
-Stat Arturo's GRL FOGRA
Dot Gain curve BLACK
-Stat Arturo's GRL FOGRA
All the models have large variations in some sections of the dot gain curve, and they have
different trends according to the data used to fit the models. The FOGRA model seems to have a
larger variation compared to the GRL and the Fitting equation. This is due to the difference in n
value used since, for this model, an n value of 1.00 was used, while the others used a value of
1.3.
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8.4.6 GRL based on statistical effective areas
As mentioned before, dot-gain models transform form theoretical dot areas to effective dot areas,
and they are independent from the calculations of those areas. In order to understand their
performance to predict dot gain when their parameters are estimated utilizing statistical areas
from Section 8.3, the GRL model is to be used to analyze the effect.
Following the procedure described before, the estimated parameters are shown in Table 8.1 1.
Table 8.11: Estimated parameters for the GRL utilizing statistical dot
Ad A
RJ
CYAN 0.124 0.111 0.994
MAGENTA 0.121 0.115 0.998
YELLOW 0.166 0.125 0.998




between the predicted curves of dot areas from the GRL model using
densitometric data from Table 8.9 and statistically-estimated data from Table 8.11 are very
similar and may not reflect a significant difference. To visualize this effect, the dot-gain curves
versus theoretical dot area are shown in Figures 8.34-8.37.
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Figures 8.34-8.37: GRL and GRL-Stat dot gain curves.
The differences between these two approaches as shown before are almost unnoticeable and
numerically the differences are at the most 1% of effective area
with exception of the 90%
theoretical area in the yellow color which goes up to 4%.
The reason the variation is small may be because the difference between densitometric values
and statistically-estimated effective dot areas, as shown in figures 8.26-8-29, is diminished in the
estimation process of the parameters.
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8.4.7 Discussion about Dot-Gain Models
The hypothesis stated in this research related to dot-gain models is: "At least one of the dot-gain
models described earlier accurately characterizes the dot transfer performance of the
flexographic printing
process."
The dot gain curve specific for the data collected in this research (Figure 8.9) does not have the
same smoothness as the one shown in previous studies (Figure 3.3) of dot gain in flexography.
This difference indicates the large variability in dot gain in the flexographic process as well as
the dependence of the dot gain on the different variables throughout the process. As J.A.S.
Viggiano states: "...These values are highly condition and site dependent, and vary from
installation to installation, as well as from day to
day."
Regarding the dot-gain models, the results indicate that, due to the irregular pattern presented in
the statistical and densitometric estimations, it is difficult to fit any simple mathematical model
apart from a higher order polynomial. However, the models do represent the behavior within
these limitations. The closest model evaluated visually from Figures 8.30-8.33 is the Fitting
equation, which is supported by the goodness of fit of the effective dot areas compared to the
other models. The advantage of this model is that it is a two-segment model allowing for
individual fitting of the dot gain data based on the maximum dot gain value. The GRL model
was the second best, and its advantage is that it fits a similar trend of the original data matching
exactly the values at some points of the curves.
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It is interesting to note that even though flexography allows independence of each color, dot gain
curves seem to show the same effect of more-than-one highest peak, and lack of a smooth
finishing from the maximum value, as in the curve shown in Figure 8.9. The independence of
each color is related to the fact that each color has its own plate, cylinder, anilox roller, ink,
printing station, and even its own place in the press. Thus, dot gain variations are very
independent between colors. The similarity between the irregular behavior of the curves seems to
indicate that there is at least one common factor that is producing that variation in the mid-region
of the curve.
Before exploring this hypothesis, there is another question that has to be analyzed: how much
will these variations affect the overall prediction of the effective dot area? It was shown that even
though the dot gain curves were not fully represented by the dot-gain models, the effective areas
yielded values of
R2
ofabove 0.990, which corresponds to a good prediction of the fitted data.
To complete this analysis, each model is utilized with each color-mixing model to predict the full
spectra of the CMYK and overprint colors.
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8.5 Color-mixing analysis
Based on the dot-gain models to predict effective dot areas, the colorimetric performance of the
different color-mixing models is evaluated in every possible combination. Figure 8.38 shows the
different combinations.
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Figure 8.38: Different combinations evaluated in this research.
One additional transfer curve is added in order to evaluate the color-mixing models: the
statistical dot gain curve obtained fromminimizing the color difference statistically.
Because of the irregular behavior of the curve and the difficulty ofmodeling it mathematically,
the transformation from theoretical dot areas to effective dot areas is achieved by the use of a
1D-LUT, i.e., 3% theoretical dot area corresponds to a 14% effective area, and so on.
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8.5.1 Murray-Davies model
The Murray-Davies model can only predict the CMYK ramps because it only models one-ink
systems. Utilizing Equation 6.1, the reflectance factors were predicted for the ramps from the
theoretical areas through each ofthe dot-gain models.
This model utilizes an n value of 1 .0. Thus, new statistical effective dot areas were calculated to
minimize AE*94 of the CMYK ramps. The dot-gain models were not modified. The results for
the FOGRA are presented in Table 8.12.
Table 8.12: Average, maximum, and niinimum color difference for FOGRA mode .
CYAN MAGENTA YELLOW BLACK OVERALL
FOGRA AE*ab AE*94 AE*ab AE*94 AE\b AE*94 AE*ab AE*94 AE*.b AE*94
Average 2.87 2.02 2.28 1.51 2.22 1.37 2.05 2.04 2.36 1.74
Maximum 4.78 3.19 3.76 3.14 5.17 4.98 3.84 3.83 5.17 4.98
Minimum 1.20 0.79 1.29 0.53 0.14 0.08 0.65 0.64 0.14 0.08
The overall average color differences indicate a AE*a_ of2.36 and AE*94 of 1.74, which indicate
a fair-to-good prediction with variations ofup to 5 AE*ab as maximum in the yellow color.









are created for the FOGRA model, as shown in Figure 8.39-8.41. The arrowheads indicate the
predicted value, while the tail is the measured value. The errors are very small in most of the
patches, but there are noticeable deviations in the highlight region of the magenta and yellow,
and in the mid-region of the cyan. There seems to be a trend in the highlights where they are
predicted as lighter.
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It is worthy of notice that the ramps are not straight, equally spaced lines in the CIELAB plots.
This is due to the non-uniformities that the color space has to represent colors. However, as a
means ofnoticing overall systematic errors, only the
L*a*b*
plots are to be used for the analysis.
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Figures 8.39-8.41 : CIELAB plots ofFOGRA predictions.
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The results of the GRL model are presented in 8.13.
Table 8.13: Average, maximum, and minimum color difference JFor GRL model.
CYAN MAGENTA YELLOW BLACK OVERALL
GRL AE*.b AE*,4 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94
Average 3.37 2.34 2.65 1.63 4.15 2.01 2.45 2.43 3.16 2.10
Maximum 6.26 4.37 4.74 3.01 7.73 3.72 4.29 4.27 7.73 4.37
Minimum 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
The overall average was 3.16 and 2.1 for AE*a_ and AE*94, withmaximum values of7.7 and 4.3,
respectively. These values are higher than the results yielded by the FOGRA model. The
minimiun color difference value of 0.0 was included because, as mentioned before, the 90%
theoretical area patch is used as pure color, but the theoretical area is still the same and the
modelsmay predict an effective area of 1 .00.
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Figures 8.42-8.44: CIELAB plots ofGRL predictions.
In Figures 8.42-8.44, the CIELAB plots ofGRL model are shown, and the variations compared
to the FOGRA model are more noticeable. All colors seem to have, in most of the ramp, a
systematic trend where the predictions are lighter or less chromatic than expected. This
improvement is expected since the effective areas were adjusted from densitometric values and
an n value of 1.3, which contributes to the color difference.
The results for the Fitting equation are presented in Table 8.14.
Table 8.14: Average, maximum, and minimum color difference for Fitting equation
CYAN MAGENTA YELLOW BLACK OVERALL
FITTING EQ. AE*ab AE*94 AE*ab AE*,4 AE*ab AE*94_ AE*ab AE*94 AE*ab AE*94
Average 3.22 2.14 2.78 1.70 4.07 2.09 2.54 2.51 3.15 2.11
Maximum 6.61 4.28 5.24 3.36 7.19 4.51 4.08 4.06 7.19 4.51
Minimum 0.57 0.41 0.00 0.00 0.00 0.00 0.29 0.29 0.00 0.00
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As seen, the average is 3.15 and 2.116 for AE*ab and AE*94, respectively, which are very similar
to the performance of the GRL models, but still higher than FOGRA. The values of 7.19 AE*ab
and 4.5 AE*94 indicate not a good prediction for a patch in the yellow ramp, similar to the other
two models. Once again, minimum values of 0.0 appeared, due to the exact prediction of the
90% patch.
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Figures 8.45-8.47: CIELAB plots ofFitting equation predictions.
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In Figures 8.45-8.47, the CIELAB plots for the Fitting equation have similar trends as the GRL
due to the same change in n value that produces a less chromatic change in the predictions.
The results yielded by statistically estimating the effective areas that minimized AE*94 color
differences for all CMYK ramps and n=1.0 are shown in Table 8.15. These are the best possible
effective areas to minimize color differences for this color-mixing model.
Table 8 . 1 5 : Average, maximum, and minimum color difference statistically
CYAN MAGENTA YELLOW BLACK OVERALL
STATISTICAL AE*94 AE*94 AE*94 AE*94 AE*94
Average 0.86 0.52 0.34 0.19 0.48
Maximum 1.48 0.81 0.91 0.57 1.48
Minimum 0.00 0.00 0.00 0.00 0.00
Color differences, optimizing the effective dot areas, yielded very accurate results, with an
average AE*94 of0.48 and a maximum of 1.48 units. As mentioned before, the advantage is that
each patch is matched individually and no constrains on the shape of the dot gain curve are
applied. The summarized average color differences for each model are shown in Table 8.16.
Table 8.16: Summarized overall color differences for all models.
Summarized Results Murrai^-Davies Model
Model Overall AE*ab Overall AE*94
FOGRA 2.36 1.74
GRL 3.16 2.10
Fitting Eq. 3.15 2.11
Statistical 0.48
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The best model was the FOGRA, followed by the GRL and the Fitting equation. In comparison
with the statistical results, none of the models performed close to the ideal values, indicating a
deviation from the prediction of the dot gain curve. The difference between the FOGRA model
with GRL and Fitting equation is that the former was actually derived from the Murray-Davies
equation to calculate effective dot areas, i.e., n=1.0. Therefore, the result was a better prediction
of the ramps. The latter were derived with an n=1.3, and when utilizing the color-mixing model
with n=1.0, the difference between the values did not yield results as good as those with
FOGRA.
Still, a maximum value of4.9 AE*94 was the same in all three models, meaning that the predicted
effective areas from the models were very different in comparison to the ideal areas. The fact
that, statistically, a maximum value of 1.482 AE*94 was achieved, makes it clear that theMurray-
Davies model does predict the data very well. The good statistical predictions when using n=1.0
is because of the proximity to the best n value of 1.3. The predictions of the spectral reflectance
curves for the statistical estimations are presented in Figures 8.48-8.51.
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Figures 8.48-8.51: Predicted and measured spectral reflectance curves withMurray-Davies




As well as the original Murray-Davies model, this model can only be used to predict the CMYK
ramps individually. However, it has the advantage that it assumes non-linearity in reflectance
space yielding more accurate predictions. The optimized effective dot areas in addition to the n
value yielded the lowest average AE*94 for all colors and the color differences are shown in
Table 8.17.
Table 8.17 : Average, maximum, and minimum color difference statistically estimated
CYAN MAGENTA YELLOW BLACK OVERALL
STATISTICAL AE*,4 AE*,4 AE*94 AE*94 AE*94
Average 0.56 0.31 0.40 0.17 0.36
Maximum 0.95 0.74 0.95 0.39 0.95
Minimum 0.00 0.00 0.00 0.00 0.00
The overall color differences calculated statistically yielded very good results, on average, a
0.365 AE*94 with a maximum of 0.957 units for the yellow color. These small color differences
indicate that this color-mixing model can predict the relationship between dot areas and
reflectance factors very accurately for single-color printing.
The color differences yielded by the FOGRA model with the MD Yule-Nielsen modified model
for the CMYK ramps are shown in Table 8.18.
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Table 8.18: Average, maximum, and minimum color difference for FOGRA model .,
CYAN MAGENTA YELLOW BLACK OVERALL
FOGRA AE*_ AE*94 AE\b AE*94 AE\_ AE*,4 AE*ab AE*94 AE*8b AE*94
Average 4.63 2.96 3.02 1.77 3.45 1.57 3.66 3.64 3.69 2.48
Maximum 8.61 5.45 5.45 2.91 8.50 3.58 6.42 6.40 8.61 6.40
Minimum 0.87 0.77 0.57 0.47 0.29 0.11 0.23 0.19 0.23 0.11
The overall AE*ab and AE*94 yielded by FOGRA are 3.69 and 2.48, respectively, which do not
indicate a good prediction. The maximum values were 8.16 and 6.4 units, which also indicate a
large error in color difference. The colors that have the largest error are cyan and black.
In order to analyze any systematic errors from the model, CIELAB plots were created and
presented in Figures 8.52-8.54. The plots show a tendency to predict more chromatic colors in
most of the ramps. This tendency seems to be the opposite ofwhat the GRL and Fitting equation
showed when utilizing the original Murray-Davies. This effect is the consequence ofpredicting
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Figures 8.52-8.54: CIELAB plots for FOGRA predictions.
The results from GRL model are presented in Table 8.19.
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Table 8.19: Average, maximum, and minimum color difference ior GRL model.
CYAN MAGENTA YELLOW BLACK OVERALL
GRL AE*ab AE*94 AE*_b AE*94 AE*,b AE*94 AE*.b AE*94 AE*ab AE*,4
Average 1.78 1.27 0.90 0.61 1.80 0.83 1.03 1.03 1.38 0.93
Maximum 4.85 3.34 2.13 1.24 3.99 1.52 2.67 2.66 4.85 3.34
Minimum 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
The overall average color differences from the GRL model are very good, 1.38 AE*a_ and 0.939
AE*94. The maximum values of 4.85 and 3.34 indicate some colors that were not predicted very
accurately. However, the overall performance was very good. Compared to the statistical results,
these large errors are due to the variation in the prediction of the effective areas based on GRL
model. The cyan color had the largest color difference. It can be seen that the addition of non-
linearity to the model from the input data greatly improves the estimation of the predicted
effective areas.
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CIELAB plots are presented in Figures 8.55-8.57 to analyze the behavior of the predictions
compared to the measurements. The plots show large errors in the mid-shadow region of the
cyan ramp. These predictions are more chromatic than expected, and are related to the highest
values in color differences shown in Table 8.19.
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Figures 8.55-8.57: CIELAB plots for GRL predictions.
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The results for the Fitting equation are presented in Table 8.20.
CYAN MAGENTA YELLOW BLACK OVERALL
FITTING EQ. AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94
Average 1.23 0.79 0.90 0.61 1.58 0.91 1.02 1.01 1.18 0.83
Maximum 2.27 1.58 2.09 1.59 3.13 2.27 2.34 2.34 3.13 2.34
Minimum 0.50 0.30 0.00 0.00 0.00 0.00 0.19 0.19 0.00 0.00
Better than FOGRA and GRL, the Fitting equation yielded smaller AE*ab and AE*94 values, 1.18
and 0.833 respectively. The maximum value also decreased to 3.13 and 2.34 units. This
improvement is based on the more accurate prediction of effective dot areas and the addition of
the non-linearity to the reflectance space. The colors that had the maximum color difference
were yellow and black, but these were still lower than FOGRA and GRL.
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The CIELAB plots for the predictions ofFitting equation are presented in Figures 8.58-8.60. The
errors are smaller enough to be unnoticed visually, it can be seen a small error vector in the
yellow ramp in the highlight-mid region.
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Figures 8.58-8.60: CIELAB plots for Fitting equation predictions.
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The summarized results are presented in Table 8.21.
Table 8.21: Summarized overall color differences for all models.
Summarized ResultsMurray-DaviesModel
Yule-Nielsen Modified
Model Overall AE*ab Overall AE*94
FOGRA 3.69 2.48
GRL 1.38 0.93
Fitting Eq. 1.18 0.83
Statistical 0.36
There is great difference between the FOGRA and the other two models, due to the utilization of
n=l .3 to account for non-linearity. This change yielded better performance in the models, but
compared to the statistical color difference, the variation in the predictions of effective areas is
indicated by the higher AE values.
8.5.3 Comparison Between Murray-Davies and Yule-Nielsen Modified Models
Based on the statistical-estimated effective areas, the Yule-Nielsen modification had a smaller
overall average AE*94 compared to the Murray-Davies model, 0.36 and 0.48, respectively.
Although a difference of 0.12 might not be significant between these two models, it certainly
was important when utilizing the dot-gain models.
. 104 ArturoAguirre
The FOGRA model performed better in the original Murray-Davies model because the model's
parameters were based on the dot areas calculated by the same equation but with densitometric
measurements. However, this model predicted effective areas greater than 1.0 utilizing the
Murray-Davies equation indicating significant differences between these predicted values and
the densitometric values, which are in agreement to the
R2
values of 0.98 obtained in the
estimation of the FOGRA parameters. The addition of a different n value when using the
Yule-
Nielsen modification increased the overall average color difference by 1.1 AE*94 units and the
maximum value by 1 .4 AE*94 units.
The GRL model performed much better utilizing the Yule-Nielsen modification and this, in part,
was due to the use of the same n value. The color difference decreased by 1.1 AE*94 units in the
different color-mixing models, similar to the variation found in the FOGRA model. However, the
variation with the statistical approach was of 0.5 AE*94 units, indicating a good prediction of
effective dot areas. The maximum value betweenmodels also decreased. But a closer look at the
predictions with the Yule-Nielsen modified model shows a flaw in the accuracy of the cyan
ramps indicated in Table 8.19 by the high AE values.
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The Fitting equation was the model that performed best comparing both color-mixing and all
dot-gainmodels. Although there was only a difference of 0.1 AE*94 units in a comparison of the
GRL model to the Yule-Nielsen modified model, this still indicates that the effective area
predictions are more accurate to the statistical estimated ones. The improvement of the Yule-
Nielsen modified model is again due to the addition ofnon-linearity in the reflectance space. By
comparing the color differences in Table 8.20 with the CIELAB plots, there might be a slight
weakness in the Fitting equation's prediction in the yellow and black colors.
Overall, the Murray-Davies with Yule-Nielsen modification performed better than its original
form. The dot-gain model that better performed overall was the Fitting equation.
8.5.4 VHM-1 (Spectral Yule-Nielsen Modified Neugebauer)
The Neugebauer model is used for multi-color modeling based on the Demichel equations for
random screening. The advantage that it has over the previous model is that it utilizes not only
the four primaries, CMYK, to predict the other colors, but also 12 more primaries, allowing for
greater accuracy. In addition, the different overprint colors are predicted utilizing their
corresponding measured pure colors weighted by the Demichel equations.
Each dot-gain model was evaluated with the Neugebauer equations starting with the FOGRA
model, the results ofwhich are presented in Tables 8.22 and 8.23, for two-color overprint, and
three- and four-color overprints, respectively.
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Table 8.22: Averajge color differences using FOGRA model for two-color overprints.
FOGRAAverage ColorDifference
RED (MY) GREEN (CY) BLUE (CM) CK MK YK
AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 Overall ab
Overall 94
2.63 1.58 3.96 2.76 4.87 3.27 2.82 2.32 2.31 2.01 3.62 2.78 3.37 2.45
Table 8.23: Average color differences using FOGRA model for
three- and four-color overprints
FOGRA Average ColorDifference
CMK CYK MYK CMY CMYK
AE*ab AE*ab ab AE*ab Overall ab Overall 94
4.29 3.51 3.47 3.13 4.32 3.41 4.98 4.21 5.71 5.27 4.55 3.91
The FOGRA model did not yield very good average color differences. The AE*94 for two-,
three-
and four-color overprints were 2.45 and 3.91 respectively, which indicates a fair prediction. The
maximum AE*94 overall was 8.24 units, far smaller than that predicted by the Yule-Nielsen
model, but still large for quality purposes. In order to evaluate the distribution of the color
differences, a histogram was created and it is shown in Figure 8.62.













Figure 8.62: Histogram ofAE*94 yielded by FOGRA model.
!.0 9.0
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The distribution of color differences is narrowly defined by the range between 2-4 units,
which
indicates a fair-good performance. The frequency of values above 5 units is quite small. Thus,
just a few colors had large color differences. Any systematic errors can be seen by plotting
CIELAB coordinates as shown in Figures 8.63-8.65 for two-color overprint.
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Figures 8.63-8.65: CIELAB plots yielded by FOGRA for two-color overprint.
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The ramps are not plotted as straight curves due to the nonuniformity of the color space. Also, it
is noteworthy that some of the ramps have a hook shape. However, the analysis of overall
systematic errors can still be observed by utilizing CIELAB plots.
The largest error vectors seem to be in the G, B and YK ramps. The green ramp presents a
prediction less chromatic than the measurement. The blue ramp is predicted as more reddish and
less bluish. Since it is composed ofmagenta and cyan, the model is predicting an increase in the
magenta color. The problem with the YK ramps is in the highlights, where the tendency is to
lighter predictions. Most colors present predictions that are lighter than the colors measured.
The three- and four-color overprint plots are presented in Figures 8.66-8.68.
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Figures 8.66-8.68: CIELAB plots yielded by FOGRA for three- and four-color overprint.
The plots show large error vectors in most of the ramps. The CYK, MYK and CMYK ramps are
predicted as less chromatic, whereas CMY ramps are predicted as more chromatic. The CMK
ramps have large errors in the shadow region with a tendency of less chromatic colors.
The average color differences yielded by the GRL model are presented in Tables 8.24 and 8.25.
Table 8.24: Average color differences using GRL model for two-color <Dverprints.
GRL Average ColorDifference
RED (MY) GREEN (CY) BLUE (CM) CK MK YK
AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 Overall ab Overall 94
1.89 1.00 3.27 2.59 4.13 2.78 1.58 1.38 1.20 1.11 3.01 2.42 2.51 1.88
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Table 8.25: Average color differences using GRL model for three- and four-color overprints.
GRLAverage ColorDifference
CMK CYK MYK CMY CMYK
AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 LAE*ab AE*94 AE*ab AE*94 Overall ab Overall 94
4.07 3.44 3.49 3.26 3.86 3.12 4.98 4.30 5.58 5.15 4.39 3.85
The GRL performed better in average compared to the FOGRA model: its improvement was
almost 0.7 AE*94 units for the two-color overprints and 0.1 units for three- and four-color
overprints. The improvements were due to the better prediction of the effective areas. However,
there still seems to be a drastic change in dot gain indicated by the large color differences for the
overprints. The maximum color difference was 8.45 AE*94, which is slightly higher than the
FOGRA'
s maximum value. This might indicate that there is another variable constraining the
performance of the models. The histogram ofcolor differences is presented in Figure 8.69.
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Figure 8.69: Histogram ofAE*94 yielded by GRL model.
Ill ArturoAguirre
The distribution seems to be wider with the utilization of the GRL model, where most of the
values lay between 1 and 5 AE*94 units. However, the frequency of the values between 1 and 2
increased significantly compared to FOGRA, which only has 9 colors within this range. This is
once again an indication of the improvement due to the prediction of effective areas. CIELAB
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Figures 8.70-8.72: CIELAB plots yielded by GRL for two-color overprint.
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The plots show large errors in the G and B ramps, as well as in some mid-region patches of the
YK color. The blue seems to have the same trend shown in the FOGRA model of predicting
more reddish color in the shadows. This may indicate that changes in dot gain are more drastic in
this combination of primaries CM. The green and YK mid-tones seem to also have large color
differences.














Figures 8.73-8.75: CIELAB plots yielded by GRL for
three- and four-color overprint.
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The plots show similar trends compared to FOGRA: less chromatic predictions for CMK, CYK,
MYK, and CMYK ramps, and more chromatic predictions for the CMY ramps.
The results based on the Fitting Equation are presented in Tables 8.26 and 8.27.
Table 8.26: Averaj*e color differences using Fitting Eq. model for two-color overprints.
Fitting Eq. Average ColorDifference
RED (MY) GREEN (CY) BLUE (CM) CK MK YK
AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 Overall ab Overall 94
1.75 1.05 3.74 2.91 4.35 2.89 1.42 1.20 1.35 1.25 3.10 2.44 2.62 1.96
Table 8.27: Average color differences using Fitting Eq. for three- and four-color overprints.
Fitting Eq. Average Color Difference
CMK CYK MYK CMY CMYK
AE*ab AE*94 AE*ab AE*94 AE*ab AE*,4 AE*ab AE*94 AE*ab AE*94 Overall ab Overall 94
3.99 3.38 3.62 3.37 4.01 3.18 5.51 4.64 5.59 5.11 4.54 3.94
The average color differences of 1.96 AE*94 and 3.94 AE*94 for two-, three-, and four-color
overprints respectively, are larger than those predicted by the GRL model, even though the
CMYK ramps were better predicted by the Fitting Equation. A possible explanation is that the
variations in effective areas that were predicted by the GRL model slightly compensated for the
chromatic errors shown in previous plots. However, the difference between these two models is
around 0.08 AE*94 units, which is not significant.
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The histogram is shown in Figure 8.76.
Figure 8.76: Histogram ofAE*94 yielded by Fitting equation.
The distribution was improved in comparison to the FOGRA and GRL models, increasing the
frequency of the values between 1-3 AE*94. However, the maximum value was 9.3 units, which
is larger than both models. These variations are due to the different predictions ofeffective area.
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To evaluate any systematic errors, CIELAB plots are presented in Figures 8.77-8.79 for
two-
color overprints, and 8.80-8.82 for three- and four-color overprints.
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Figures 8.77-8.79: CIELAB plots yielded by Fitting Eq. for two-color overprint.
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The same variations are observed in the predictions based on the Fitting Equation, with some
colors having larger error vectors compared to the GRL plots. This indicates the different of
effective areas predicted yield larger color differences in some patches with one model compared
to the other, but the same trend is found in the G, B, and YK ramps.
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Figures 8.80-8.82: CIELAB plots yielded by Fitting Eq. for
three- and four-color overprint.
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The same trend is found for the three- and four-color overprints, which may indicate that there is
a systematic error which affects specific ramps, but overall there are random errors.
In order to analyze the performance of the ideal effective areas from a statistical approach, they
are used in the Neugebauer model as well, with the results shown in Tables 8.28 and 8.29.
Table 8.28: Average color differences using Statistical approach for two-color overprints
StatisticalAverage ColorDifference
RED (MY) GREEN (CY) BLUE (CM) CK MK YK
AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE\b AE*94 Overall ab Overall 94
2.08 1.27 3.44 2.63 4.51 2.94 1.48 1.20 1.81 1.63 2.81 2.32 2.69 2.00
Table 8.29: Average color differences using Statistical approach for
three- and four-color
overprints.
Statistical Average Color Difference
CMK CYK MYK CMY CMYK
AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*94 AE*ab AE*,4 Overall ab Overall 94
4.19 3.47 3.52 3.27 3.91 3.18 5.24 4.37 5.48 5.02 4.47 3.86
The results are worse than the GRL and the Fitting equation, supporting the previous statement
that the variations with the ideal effective areas compensate changes in dot gain. The differences
are small, 0.12 and 0.04 AE*94 units for the GRL and Fitting Eq., respectively, and may not be
significant. There was also a change in the maximum color difference value to 10.01, which is
the largest ofall the models.
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The histogram is shown in Figure 8.83.
Figure 8.83: Histogram ofAE*94 yielded by statistical approach.
Most of the AE*94 values are in the range of 1 to 5, with a noticeable increase in the values
within 2 and 3 AE*94. The variations for the different combinations of colorants show that the
accurate representation of the CMYK ramps does not yield good prediction of overprint colors,
according to the data in this research.
The observations on the utilization of dot-gain models with the Spectral Yule-Nielsen modified
Neugebauer equations are described as follows.
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The performance of the dot-gain models varied where the GRL model performed better than the
Fitting equation and the statistical approach, although the differences were very small (0.01
AE*94 units). This improvementmay have occurred due to the deviation of the effective dot areas
predicted by the GRL model that compensated for some of the changes in dot gain or area
coverage. The distribution for almost all the models indicates that most of the color differences
lay within the range of 1-5 AE*94, which is a broad range for quality purposes. The Fitting
equation and the statistical approach improve the distribution of the AE*94 by increasing the
frequency in the range between 2 and 3 AE*94, although having the highest maximum color
difference values of all models. The FOGRA model was the one that performed worst for two-
color overprints, which is expected since an n value of 1.30 yields better results than 1.00, as
previously shown. However, on the three- and four-color overprints, it performed very similarly
to the other models, which might be explained by the fact that the dot-gain for overprints shifted,
in average, between the prediction of the models yielding similar results. On the other hand, this
might indicate a general flaw of the color-mixing model to predict accurately the behavior of the
overprint colors analyzed in this research.
The CIELAB plots showed similar trends for all models independent of their overall
performance. It was noted that the models had slight variations in the predictions of some
patches within the same ramp, due to the different effective areas predicted. The overall trend for
two-color modeling was that the G, B, and YK ramps had the largest color difference. The G
ramps are predicted less chromatic than the measured values. The B ramps are predicted as
redder, indicating a decrease in the measured dot gain of the magenta or an increase in the cyan
dot-gain curve. The YK curve predicts lighter colors in the highlight region.
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Overall, there seems to be a trend toward the predicted values being lighter than the measured
ones. Unfortunately, these variations depend on the color ramp and there does not seem to be any
indication ofan overall systematic trend.
The three- and four-color overprint had the largest variation, indicating a stronger change in the
dot gain when three or more inks are combined. The trends that were seen were that the CMK,
CYK, MYK, and CMYK ramps are predicted less chromatic, and the CMY ramps are predicted
more chromatic than their corresponding measurements. The analysis of the different trends
shown in this section is discussed below.
Another important observation regarding the statistical approach is that its estimated effective
areas are supposed to yield better results since they n_inimize the color difference for the ramps.
The variations shown in the results indicate that the combination of the inks have a different
effect on the effective dot areas. This effect is larger for the three- and four-color modeling.
As to the model for optical trapping proposed by lino and Berns6, in their research, they found a
systematic trend where all colors were being predicted as darker, meaning that the dot gain ofthe
primaries had changed uniformly for all colors. However, in this case, there is no general trend
where the utilization of the optical model can be justified.
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8.6 Analysis on the Performance of Dot-Gain and Color-Mixing Models
In this section the possible causes of the performance ofthe models in predicting the colorimetric
characteristics of flexographic prints are analyzed.
The first point to note is the change in dot gain of the primary colors CMYK that makes the
performance of the models unsatisfactory. The assumption of the models is that the dot gain of
the CMYK colors is the same when two or more colors are combined. If this assumption holds,
all overprint colors can be characterized from the effective areas of CMYK with no further
modifications. As seen in section 8.5, the color differences of the models to predict overprint
colors are in the range of 1 to 5 AE*94. This indicates that the dot gain curves have changed and
they are causing errors in the predictions.
In order to analyze dot gain curves in overprints, the spectral Yule-NielsenmodifiedNeugebauer
model with Demichel equations were used to estimate the effective areas that minimize the error
between the reflectance curves of the ramps and their predictions utilizing the model. The n
value used was 1.3 as previously defined and the analyzed ramps were all two-color
combinations. The procedure for analyzing changes in dot gain by combining two or more inks is
as follows: first, estimate the effective areas; second, calculate dot gain by means ofEquation 5.1
for each overlapped and overlapping color; third, plot the dot gain curves for the same color to
visually assess changes in dot gain
curves when the inks are combined with one another; fourth,
compare all dot-gain curves with their estimation as single-colors.
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The dot gain curves for each color are presented in Figures 8.84-8.87. These present the dot gain
curve ofcolor
"i"
in combinationwith color "j", where color
"/'"
is the main one in the figure.
CYAN DOT GAIN
0.35
40% 60% 80 o
YTXLOW DOT GAIN
0% 20% 40% 60% 80%
100%
-With magenta With yellow With black Single
100%
-With magenta With cyan With black Single
MAGENTA DOT GAIN
0% 20% 40% 60% 80% 100%
-With cyan With yellow With black Single
BLACKDOT GAIN
40% 60% 80% 100%
-With cyan With yellow With magenta Single
Figures 8.84-8.87: Dot gain curves estimated for two-color overprints.
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The dot gain curves are different compared to the ones estimated with only one color (named
"single"
in the figures), supporting the color differences in the results shown before. The more
different the curves are compared to the single color, the greater the color difference would be.
The curves show very irregular shapes, similar, in some instances, to the shape of the
single-
color curve. However, there seems to be no pattern or systematic trend in the relation between
the curves when combined with other colors or by themselves. In the cyan color, there are four
noticeable peaks in Figure 8.30, which are similar in different degrees to the combined instances,
but the smooth straight slope in the shadows has changed to a curved-shape slope when cyan is
combined with other colors. In the magenta color, the single curve in Figure 8.31 is close to the
average of all the curves in Figure 8.85. But it can be seen that the dot gain when magenta is
combined with cyan is overestimated. Also, there is a large variation compared with the shadow
region of the combination with black. In the yellow color, the dot gain curves seem closer than in
the other colors. However, there are portions of the curves that are either under- or over
estimated in comparison to Figure 8.32. The black color seems to also have a lot of variation
when it is combined, but all of them in Figure 8.87 are underestimated especially in the
mid-
region, where the black color is increased in comparison to Figure 8.33. The fact that the dot gain
increases for the black ink when it is combined with other colors is possibly an indicator of the
properties of the ink. Also it is important to note that black is the last color printed, so that it
always overlaps all other colors.
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The curve which shows cyan combined with magenta (blue color) indicates more difference.
Relating this fact with the observations described in Section 8.5.6, produces agreement, because
of the large color differences found and the trend of the predictions for the blue ramps being
more reddish, where it has been shown that the cyan color is underestimated and the magenta is
overestimated. The combination between cyan and yellow (green) also is in agreement with the
observations, where the colors seem to be lighter and large color differences appear in the
shadows. To explain this case, it can be seen that the cyan color is particularly underestimated in
the shadows, while at the same time, the yellow color has almost the same trend but is
predominant and increases the L* value. The YK ramps where the highlights had large color
differences is explained by the fact that yellow is slightly overestimated, having a large variation
for the smallest dot area (3%), which increases the lightness.
The improvements of the dot-gain models in some cases can be explained by relating their
predictions to the new estimations of effective areas. It is reasonable to think that some of the
models might have over- or under-predicted some values that match those in the changed dot
gain curve.
It is obvious that customized adjustments may, in fact, improve the predictions of the models.
However, there does not seem to be a systematic error in these variations. This leads one to think
that the changes in dot gain are a result of variations of the process itself, and the improvement
ofthe performance ofthe models is out of the scope ofthis research.
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8.7 Performance of the Models for the Evaluation Target
The
models'
performances on the characterization target were not as good as expected, and it
was shown that the dot gain for the CMYK on overprint colors changed, producing large color
errors. The use ofanother target to evaluate the models can produce larger errors, but at the same
time, the change in dot gain in that target might compensate the errors.
The CMYK ramps located in the evaluation target that were used to select the pair of targets to
be used in this research were tested separately, yielding the overall results presented in Table
8.30 for all models.
Table 8.30: Performance of the model for the CMYK ramps ofevaluation target
Summary ofCMYK ramps
CYAN MAGENTA YELLOW BLACK
Model AE*ab AE*94 AE*a . AE*,4 AE*ab AE*94 AE*ab AE*94 Overall ab Overall 94
FOGRA 2.91 1.98 2.41 1.40 3.25 1.80 2.28 2.27 2.71 1.86
GRL 2.57 1.81 1.29 0.77 2.38 1.07 1.21 1.20 1.86 1.21
FITTING EQ. 2.01 1.36 1.44 0.85 2.52 1.28 1.19 1.18 1.79 1.17
STATISTICAL 1.90 1.21 1.63 0.91 1.81 0.79 0.62 0.60 1.79 1.17
The same trend is noticed where the statistical approach and the Fitting equation better predict
the CMYK ramps compared to the other models, and the FOGRA model shows the largest color
differences. The change in dot gain produced a maximum AE*94 values of 5.8, 4.76, 3.0, and
2.46 for FOGRA, GRL, Fitting Eq., and statistical approach, respectively.
The average color differences for 624 patches for each dot-gain model are shown in Table 8.3 1 .
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rable 8.31 : Average color differences of the evaluation target based on each dot-gain model.
FOGRA GRL Fitting Eq. Statistical
AE*ab AE*94 AE*ab AE*94 AE*ab AE*,4 AE*ab AE*94
Average 7.42 5.92 7.53 5.92 7.62 6.08 7.77 6.20
Max 24.2 19.4 22.9 18.9 23.5 18.8 23.0 18.1
Min 0.52 0.32 0.59 0.38 0.66 0.50 0.56 0.38
The results, in average, indicate high color difference values, 5.922, 5.928, 6.083, and 6.206
AE*94 for FOGRA, GRL, Fitting Eq., and the statistical approach, respectively. The lowest AE*94
overall average was achieved by FOGRA model, followed very close by GRL and the other two
models. The .-test shows that the means are not significant between each other. Therefore, no
model performed better over the others.
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In order to analyze the distribution of the color differences, histograms were created for all
models as presented in Figures 8.88-8.91.
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Figures 8.88-8.91 : Histograms ofAE*94 for all models using the evaluation target.
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A trend can be seen where the more accurate the model predicts the CMYK ramps, the worse it
performs when dot gain changes. This is observed in the case of the statistical approach which,
on average performed worse, but at the same time decreased the maximum AE*94 values.
Maximum values were 19.4, 18.9, 18.8, and 18.1 AE*94 for FOGRA, GRL, Fitting Eq., and
statistical approach. The histograms show a large amount of patches having color differences
between 4 and 6 AE*94. The performance of FOGRA was not expected, since it performed the
poorest in the characterization target. A possible explanation is that the overestimated colors
predicted by this model compensated for the change in dot gain that represents this target. Also,
the performance of FOGRA indicates an underestimation of the statistical approach and the
change in dot gain to yield darker colors.
Comparing the overall performance of the models between the characterization and evaluation
target, the results indicate that the dot-gain change between prints yielded color
difference
variations of 3 to 4 AE*94 units, which is significantly high. However, the improvement of the
models by modifying the dot gain curves from the characterization target may reduce the
color
differences in the evaluation target.
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8.8 Summary of the Performance of the Models
The results are summarized for all dot-gain and color-mixing models in Table 8.32.
Table 8.32: Summary of the results.
Summary
Overall Average Maximum Color
Color differences differences
Color-Mixing model Dot-Gain model AE*ab AE*94 AE*ab __E*94
Murray-Davies
(only characterization CMYK ramps)
FOGRA 2.36 1.74 5.18 4.99
GRL 3.16 2.10 7.74 4.37
Fitting Eq. 3.15 2.11 7.19 4.51
Statistical 0.48 1.48
Yule-Nielsen model
(only characterization CMYK ramps)
FOGRA 3.69 2.48 8.62 6.41
GRL 1.38 0.93 4.86 3.34
Fitting Eq. 1.18 0.83 3.14 2.35
Statistical 0.36 0.96
VHM-1
(characterization target not including
CMYK ramps)
FOGRA 3.91 3.11 9.24 8.24
GRL 3.37 2.78 9.90 8.95
Fitting Eq. 3.49 2.86 10.3 9.31
Statistical 3.50 2.85 10.8 10.0
VHM-1
(evaluation target not including
CMYK ramps)
FOGRA 7.42 5.92 24.2 19.4
GRL 7.53 5.92 22.9 18.9
Fitting Eq. 7.62 6.08 23.5 18.8
Statistical 7.77 6.20 23.0 18.1
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8.9 Source of Variations of Flexographic Process
The flexographic process is subject to many variations during the printing process because of the
number ofvariables that are exposed to random and sudden changes. In this section, the different
variables that might have affected the colorimetric results are discussed.
An observation made in section 8.4 was that the shape of the dot gain curve is not as smooth as
the one obtained from the literature and presented in Chapter 3. The curve found in this research
has many irregular peaks that make any mathematical equation difficult to fit apart from a
high-
order polynomial, which is not practical for other applications. It is interesting to see that even
though the colors are independent due to the individual printing stations and variables, all
CMYK dot-gain curves have similar irregularities, indicating that there is at least one common
factor (or more) producing these variations.
One common factor is the type of plate, since all of the colors utilize the same photopolymer.
The effect of the plate on changes in dot gain is very important since the properties of the
material deterrnine the deformation degree of the dot when put in contact with the substrate. The
peaks on the dot-gain curves are mostly in the mid-tone region, which may indicate that the
material behaves differently when the dot size varies from 20% to 55%. One way of avoiding
these drastic changes in the curve is by avoiding the printing of dot sizes that produce these
variations in each color. For example, since the peaks in the yellow ramp are in the 25%, 40%,
and 55% theoretical dot areas, one may avoid them and utilize the closest dot areas instead.
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Another important factor affecting dot gain is the impression pressure applied between the
cylinder plate and the substrate. The more pressure that is applied, the more deformation of the
dot when put in contact with the substrate. Unfortunately, a control device for this variable was
not available, so that it was done solely by
"touch."
The problem is that there are two adjustment
knobs for each color station, one at each end of the plate cylinder, and the dot gain can be so
sensitive that slight differences in pressure produce differences in printing performance along the
wide size ofthe printed sheet. Newer presses might have better control and less variation relating
to this variable.
Another variable in the dot gain is the viscosity or properties of the ink. Different inks have
different pigment sizes, yielding different dot gain behavior. If there is any variation in the
viscosity of the ink during the press run, the dot gain changes, which in turn changes the
colorimetric performance of the process. It is very important to maintain very strict control over
the different variables when printing process colors, because slight variations here may create
large color differences.
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Chapter 9: Conclusions and Further Research
9.1 Conclusions
This research was intended to characterize colorimetrically the process of flexography utilizing
analytical models. In the process of characterization, the two types ofmodels used were the
dot-
gain models, which relate theoretical dot areas and effective dot areas to account for the
decrease
in reflectance due to dot-gain, and color-mixing models, which relate dot areas of halftone
patterns with reflectance curves. The dot-gain models that were evaluated were FOGRA, GRL,
and a proposed model referred as to the Fitting Equation. The statistical estimated dot gain curve
was added to analyze the performance of the models. The color-mixing models tested were the
Murray-Davies and its modification with Yule-Nielsen n factor to predict CMYK ramps, and the
VHM-1 or SpectralYule-NielsenmodifiedNeugebauer model for multicolor overprints.
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Two targets were used in this research; one for the estimation of the
models'
parameters, called
characterization target, and another one for the evaluation of the multi-color models, called
evaluation target. Both targets were printed with the same
variables'
specifications, minimizing
the variation of dot gain. The variations in the CMYK ramps led to a selection procedure to
choose the printed sheets of the characterization and evaluation targets to be used as reference in
this research. The selected sheets had the minimum value ofa quality factor metric (QF) between
the characterization and evaluation targets, which consisted of the sum ofAE*94 of the CMYK
ramps at 60%, 70%, and 80% theoretical area compromising the solid ink density (at 100%) for a
better overall performance. These two printed sheets were measured by spectrophotometry and
densitometry.
Analyzing the solid patches of the characterization target, it was found that the 100% theoretical
area did not allow convergence of the estimation of the effective areas utilizing nonlinear
optimization routines and the Demichel equation. This indicates that the reflectances of the pure
colors do not correlate properly with the effective dot areas to predict reflectance curves of the
ramps, known as ink spreading. This phenomenon is related to dot gain where the effective dot
area is at its maximum 100% and, after that, the density increases with the same dot area. In
order to solve this problem, the reflectance curves of the 90% theoretical dot areas were selected
as the pure colors. The hypothesis relating this phenomenon: "Ink spread phenomenon can be
neglected from the characterization stage of the flexographic press without significant loss of
colorimetric
accuracy"
has been proven false, since its denial will produce errors in the multi
color models utilizing Demichel
equations.
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The estimation ofthe dot-gain models required an n value in order to transform the densitometric
values into effective areas. This n factor was estimated statistically utilizing the Murray-Davies
Yule-Nielsen modified model, selecting the value that minimized AE*94 average of the CMYK
ramps. The minimization routine yielded a value of 1.3 along with its corresponding optimized
effective areas. These areas correspond to the best possible areas that predict the CMYK ramps
and they have the advantage of being independent of each other, i.e., they are not subjected to
any mathematical equation.
The densitometric values were transformed to dot area fractions utilizing an n value of 1.0 for
FOGRA model, and 1.3 for GRL and Fitting equation. Their parameters were estimated based on
these effective areas and evaluated for goodness of fit. This corresponds to the first hypothesis
stated: "At least one of the dot-gain models described earlier accurately characterizes the dot
transfer performance of the flexographic printing
process."
The FOGRA model predicted the densitometric dot gain according to the Murray-Davies
formula with
R2
values of 0.981, 0.987, 0.993, and 0.988 for CMYK effective dot areas,
respectively. These values indicate a fairly good prediction. The GRL predicted effective areas
with an n equal to 1.30 very well, obtaining
R2
values above 0.992. The Fitting equation had
R2
values above 0.995, which indicates a better prediction ofeffective areas.
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Analyzing the dot gain curves that each model yielded compared to the statistical dot gain, it can
be seen that some models may overestimate or underestimate the dot gain in some regions of the
ramps. The irregular shape of the statistical dot gain makes it difficult to represent by means of
mathematical models with great accuracy. All dot-gain models were used in conjunctionwith the
color-mixing models to estimate the reflectance curves of the ramps.
The first color-mixing model to be analyzed was Murray-Davies, and all models were used to
predict the CMYK ramps. Another set of effective areas was calculated since the n value
changed to 1.0 to minimize color differences. The optimum value yielded statistically for AE*94
was 0.4 units in average. The model that performed closer was FOGRAwith 1 .7 AE*94, followed
by GRL with 2.1, and Fitting equation with 2.1. The better performance of FOGRA model was
expected because its effective areas were estimated with an n value of 1
.0,
therefore matching
the conditions of the model. The GRL and the Fitting equation predict effective areas with an n
value of 1.3, predicting a less chromatic effect.
The Yule-Nielsen model was also evaluated predicting the CMYK ramps, yielding better results
than its original form due to the utilization ofn equal 1.3. In this case, the lowest color difference
in average yielded statistically was 0.3 AE*94, which is lower than the Murray-Davies. In this
model, the best predictions were yielded by the Fitting equation with 0.8 AE*94, and the GRL
with 0.9 units, and lastly the FOGRA model with 2.4 AE*94, which was predicting the opposite
effect than the other models, i.e., more chromatic colors.
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Such AE*94 values below 1 unit indicate a very good match utilizing the criterion of acceptance
at 2 AE*94 according to the graphic arts industry. It can be concluded then that the combination
of a dot-gain model and a color-mixing model does yield accurate predictions of the CMYK
ramps.
The Spectral Yule-Nielsen Neugebauer model predicted as follows. The GRL model performed
better on average than the Fitting equation and the statistical approach. The FOGRA performed
worse for two-color overprints, but for
3- and 4-color overprints performed very similarly. This
indicates that the predicted effective areas might have compensated for the change in dot gain.
Analyzing the change in dot gain of the CMYK colors explains the different errors shown in the
CIELAB plots where the blue ramps were predicted as redder, the green ramps predicted as
lighter and the YK ramps in the highlight regions also predicted as less chromatic. The dot gain
curves for each color when overlapped by other color were compared, and it was seen that
customized compensations would improve the results. However no systematic error was found.
The evaluation target was predicted by the Spectral Neugebauer model and all dot-gain models.
The results indicate a poor performance of all models due to a change in dot gain that was not
compensated for by the predictions ofeffective areas. Therefore, the hypothesis of, "The dot gain
variability affecting another target, printed
with the same specifications, is well predicted by the
colorimetric characterization model derived from the other
hypotheses,"
is to be rejected, since
the average AE*94 increased by 3 and 4 units.
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The last hypothesis: "An accurate combination of dot-gain and a color-mixing models is enough
to yield accurate colorimetric performance in characterizing the flexographic press for a fixed set
of process conditions (one set of operational conditions, fixed material selection, etc.)", is also
rejected since it was shown that another mathematical compensation is needed to improve the
performance of the overprint color predictions.
The conclusions of this research opened a wide door for further development of more projects
with the objective ofcharacterizing the flexographic process more accurately.
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9.2 Future Research
The scope of this research was limited to the assessment of various dot-gain and color-mixing
models in the colorimetric analysis of flexographic process. Some projects that could be further
undertaken would be those designed to improve performance ofthe models.
Analysis of the change in dot gain of the CMYK primaries with the addition of other colors
and model it with a mathematical function to compensate for those changes.







Analysis of the different techniques to estimate the n value, such as minimization ofRMS or
minimization of the AE of the 16 Neugebauer primaries, among others.
Evaluation of models changing process variables
and/or conditions of the experiment, for
example, changing materials, image specifications,
press conditions, etc.
Addition ofvariables as input to the dot-gain models, such as screen ruling, solid ink density,
among others.
Detailed analysis ofdot gain transfer, step-by-step, from
film to plate to paper.
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As technology advances, the development ofmore sophisticated and computerized flexographic
presses and the discovery of new plate materials will allow minimization of dot gain and an
increase in image resolution for the flexographic process, which in turn will require new models
to predict their colorimetric characteristics.
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