Covering perfect hash families provide a very compact representation of a useful family of covering arrays, leading to the best asymptotic upper bounds and fast, effective algorithms. Their compactness implies that an additional row in the hash family leads to many new rows in the covering array. In order to address this, subspace restrictions constrain covering perfect hash family so that a predictable set of many rows in the covering array can be removed without loss of coverage. Computing failure probabilities for random selections that must, or that need not, satisfy the restrictions, we identify a set of restrictions on which to focus. We use existing algorithms together with one novel method, affine composition, to accelerate the search. We report on a set of computational constructions for covering arrays to demonstrate that imposing restrictions often improves on previously known upper bounds.
Introduction
We develop effective construction techniques for combinatorial arrays called covering perfect hash families, which form a compact representation of covering arrays. Covering arrays arise in numerous applications in which interactions among options or factors are to be measured; they are used in, for example, software testing [12, 13] , hardware testing [10, 20] , design of composite materials [2] , computational learning [1, 9] , and biological networks [14] . Computational methods to construct covering arrays often encounter difficulties when the array has many rows, many columns, or both. To alleviate this concern, covering perfect hash families were introduced in [21] and shown to provide a succinct representation of a class of covering arrays. In [6] they were used to establish the best known asymptotic upper bound on the fewest rows in a covering array. Also in [6] , effective and simple algorithms were examined for their construction.
Covering perfect hash families have proved instrumental in obtaining many sizes of covering arrays that are the best currently known. Despite the compactness of the representation that they provide, their use lessens but does not remove the computational burden. We propose and analyze a method, affine composition, to combine small covering perfect hash families to make larger ones; this extends the range of array sizes for which computational methods are feasible. Moreover, the very compactness of the representation severely limits the possible numbers of rows in the covering arrays produced. We develop a method using subspace restrictions to produce covering arrays that are guaranteed to have at least a specified number of duplicated rows, which can be removed without altering the coverage. This provides finer control on the number of rows in the covering array, and hence often improves upon the coarser use of covering perfect hash families without restrictions.
Both of these contribute to the construction of covering arrays with fewer rows than the best previously known, and hence to a reduction in testing and measurement cost when the covering arrays are applied. In order to develop these notions, we first provide formal definitions and background.
Let q be a prime power. Let F q be the finite field of order q. Let R t,q = {r 0 , . . . , r q t −1 } be the set of all (row) vectors of length t with entries from F q , and let T t,q be the set of all column vectors of length t with entries from F q , not all 0. A vector x ∈ T t,q is a permutation vector [21] . Lemma 1.1 (see [21] ). Let X = {x 1 , . . . , x t } be a set of vectors from T t,q . The array A = (a ij ) formed by setting a ij to be the product of r i and x j is a q t × t matrix in which every row is distinct if and only if the t × t matrix X = [x 1 · · · x t ] is nonsingular.
When µ ∈ F q \ {0}, substituting µx i for x i does not change the multiset of rows produced, just their order. Define x = {µx : µ ∈ F q , µ = 0}. When x is not all 0, we can select as the representative of x the unique vector whose first nonzero coordinate is the multiplicative identity element. Let V t,q be the set of representatives of the column vectors in T t,q . Let U t,q be the set of vectors in V t,q whose first coordinate is not zero. Then |V t,q | = A covering perfect hash family CPHF(n; k, q, t) is an n × k array C = (c ij ) with entries from V t,q so that, for every set {γ 1 , . . . , γ t } of distinct column indices, there is at least one row index ρ of C for which [c ργ1 · · · c ργt ] is nonsingular; call this a covering t-set and say that the t-set of columns is covered. It is a Sherwood covering perfect hash family, SCPHF(n; k, q, t), if in addition each entry is in U t,q .
Let N, t, k, and v be positive integers with k ≥ t ≥ 2 and v ≥ 2. A covering array CA(N ; t, k, v) is an N × k array A in which each entry is from a v-ary alphabet Σ, and for every N × t sub-array B of A and every x ∈ Σ t , there is a row of B that equals x. When k is a positive integer, [k] denotes the set {1, . . . , k}. A t-way interaction is {(c i , a i ) : 1 ≤ i ≤ t} where c i ∈ [k], c i = c j for i = j, and a i ∈ Σ. Such an interaction is an assignment of values from Σ to t of the k columns. An N × k array A covers the interaction ι = {(c i , a i ) : 1 ≤ i ≤ t, c i ∈ [k], c i = c j for i = j, and a i ∈ Σ} if there is a row r in A such that A(r, c i ) = a i for 1 ≤ i ≤ t. When there is no such row in A, ι is not covered in A. Hence a CA(N ; t, k, v) covers all the t-way interactions on k columns on an alphabet of v symbols.
Covering arrays are used extensively for interaction testing in complex engineered systems. The k columns represent factors and the v values are the levels of the factors. The N rows form a test suite (each row is a test); and the coverage of interactions among the factors is limited to the strength t.
Denote by CAN(t, k, v) the smallest value of N for which a CA(N ; t, k, v) exists. This is a covering array number, and for essentially all applications the goal is to minimize it. Applications also require that actual covering arrays be generated, and hence the focus is on explicit, practical construction methods. Online tables at [5] give the least upper bound on CAN(t, k, v) by an explicit construction for 2 ≤ t ≤ 6, 2 ≤ v ≤ 25, and k ≤ 10 000.
The connection between CPHFs and CAs is central in this paper, so we include a standard proof for the following correspondence. Lemma 1.2 (see [21] ).
1. There exists a CA(n(q t − 1) + 1; t, k, q) if C is a CPHF(n; k, q, t); and 2. there exists a CA(n(q t − q) + q; t, k, q) if C is an SCPHF(n; k, q, t).
Proof. Let C be the covering perfect hash family. Replace each entry c ij of C by the column vector obtained by multiplying c ij by each r ∈ R t,q in the specified order. By Lemma 1.1, this produces a CA(nq t ; t, k, q). The product of each c ij with (0, . . . , 0) ∈ R t,q is 0, so the resulting array contains n rows that contain only 0 entries. Remove n − 1 of these rows to form the CA(n(q t − 1) + 1; t, k, q). Now when c ij ∈ U t,q , multiplication by (σ, 0, . . . , 0) ∈ R t,q always yields σ. For each σ ∈ F q , remove n − 1 of the rows in which each entry is σ to form the CA(n(q t − q) + q; t, k, q).
In generating the covering array from the CPHF, it may happen that rows are generated that only cover t-way interactions that are also covered by other rows. Such a row is redundant, and could be removed. Indeed by tracking coverage as rows of the covering array are generated, one could avoid generating some of these redundant rows. More generally, a post-optimization method [17] may reveal or produce further redundant rows. Because the covering array is typically much larger than the covering perfect hash family, however, effort can be saved by determining in advance certain rows of the covering array that are guaranteed to be redundant, thereby avoiding their generation and subsequent elimination.
The simplest way to ensure that a row is redundant in the covering array generated is that it be identical to another row; then it is replicated or repeated. Lemma 1.2 already accounts for the redundancy of n − 1 rows for CPHFs, and of (n − 1)q rows for SCPHFs, by noting that they are replicated. Our goal here is to restrict the CPHF in such a way that many more rows are guaranteed to be replicated, and so reduce the size of the covering array generated without having to analyze its coverage during and after its generation.
Whether restricted or not, CPHFs are needed to apply Lemma 1.2. Few general direct constructions are known [18, 21, 24] ; most arise from computation. Computational methods for SCPHFs include backtracking [21] and tabu search [25] . In [6] , CPHFs are shown to lead to the best known asymptotic results on the existence of covering arrays. Indeed the probabilistic methods lead to two classes of efficient algorithms for constructing covering arrays for much larger parameters than had been earlier handled, and the best known bounds were improved on for a wide range of parameters as a result.
In [6] , a means to restrict the CPHFs to ensure that certain rows are replicated is outlined, and applied for strength t = 3. In Section 2, we define restrictions and consider the effect of imposing various restrictions on the expectation that a t-set of columns is covered, in order to determine the types of restrictions that appear to be promising. In Section 3 we develop a recursive composition strategy to accelerate the computational search for restricted CPHFs. In Section 4 we report on new bounds obtained by subspace restrictions, at the same time updating some of the computational results from [6] .
Subspace restrictions
We limit how entries are placed in a CPHF so that redundant rows are generated in the application of Lemma 1.2; these can be removed. We denote by F t,p the set of all p-tuples of distinct entries from {0, . . . , t − 1}. A subspace restriction for n rows of dimension p and replication r is an r-tuple (x 1 , . . . , x r ) of distinct entries from {1, . . . , n} and an r-tuple (U 1 , . . . , U r ) for which each U i ∈ F t,p .
Let A = (a ij ) be a CPHF(n; k, q, t) in which each entry a ij is a permutation vector of length t. Write a ij for the th entry of this vector. Let S be the subspace restriction (for n rows), given by (x 1 , . . . , x r ) and (U 1 , . . . , U r ). Denote by u ab the element of U a in position b. Then A satisfies or meets the restriction if, when Table 1 shows an example. Verifying that this is a CPHF entails checking, for each 4-set of columns, that in at least one row the four permutation vectors are covering. For instance, checking that the second, fifth, sixth, and seventh columns have a covering 4-set in some row is the same as checking that at least one of the matrices
is nonsingular over F 3 . The first two are not because they repeat columns; the third is not because the sum of the first and fourth rows equals the second. But the fourth matrix is nonsingular, so we have verified that one of the 3 060 possible 4-sets of columns is covering (the diligent reader can verify the rest). Every permutation vector in the CPHF of Table 1 has a 1 in coordinate 0; hence the CPHF satisfies the restriction (1, 2, 3, 4) with
More is true. In the third and fourth rows, in each column the two permutation vectors agree in the first two coordinates, and hence the CPHF satisfies the restriction (3, 4) with U 3 = U 4 = {0, 1}. Moreover, in the first and second rows, in each column the two permutation vectors agree in the first three coordinates, and hence the CPHF satisfies the restriction (1, 2) with
When S is a set of restrictions for n rows, and a CPHF(n; k, q, t) meets each S ∈ S, it is S-restricted. Now suppose that A is an S-restricted CPHF(n; k, q, t). Suppose that S ∈ S consists of (x 1 , . . . , x r ) and (U 1 , . . . , U r ), and that each U i is a p-tuple. For each 1 ≤ i ≤ r, in the q t rows obtained from the expansion of row x i , let E i be the q p rows that arise using evaluations on t-sets that are 0 on all elements not in U i . Then E 1 = · · · = E r ; that is, each row in E 1 is replicated r − 1 further times in the expansion of A by Lemma 1.2, and hence (r − 1)q p rows are redundant in the covering array generated (although Lemma 1.2 removes some of them already).
In the example of Table 1 , we noted the presence of three restrictions. The restriction of dimension 1 and replication 4 results in 3 · 3 = 9 redundant rows. The restriction of dimension 2 results in 3 2 = 9 redundant rows, of which three were already found to be redundant using the restriction of dimension 1. Finally the restriction of dimension 3 results in 3 3 = 27 redundant rows; three of these were already found to be redundant using the restriction of dimension 1, while none among the remaining 24 are made redudant by the restriction of dimension 2. Hence for our example, we can ensure that at least 9 + 6 + 24 = 39 rows are redundant; rather than getting 4 · 3 4 − 3 = 321 rows, we get 285.
A general example of a subspace restriction is straightforward. When the restriction S has r = n, (x 1 , . . . , x n ) = (1, 2, . . . , n), and U i = (0) for 1 ≤ i ≤ n, an S-restricted CPHF(n; k, q, t) is precisely an SCPHF(n; k, q, t). (The entry in coordinate 0 must be nonzero for the array to be a CPHF.) Enforcing restrictions of larger dimension can increase the redundancy [6] , but enforcing too many restrictions or restrictions of too large a dimension might result in more rows or fewer columns.
Next we explore the effect of imposing a restriction on the expectation that an array is a CPHF. To simplify the presentation, we fix a strength t and a prime power q, and denote the product
by π a,b . We consider a fixed set of t columns and ask for the probability that the columns are covered within r rows of the CPHF. In the basic process, we impose no restriction, choosing each of the coordinates of each of t permutation vectors independently and uniformly at random from F q for each of the r rows. The probability that the chosen set of columns is not covered in the basic process is (1 − π 0,t−1 )
r . In the restricted process, we first choose the p entries specified in the restriction independently and uniformly at random for one row, using the same choice for all. The remaining coordinates of each permutation vector are then chosen randomly. The probability that the chosen set of columns is not covered in the restricted process is
The restricted process has a larger failure probability; indeed it is larger by an amount equal to
We consider two cases to examine the effect of the dimension and replication of a restriction. We tabulate failure probabilities within r rows when there is a restriction of size r and dimension p. (When p = 0, there is no restriction.) First we give failure probabilities for q = 25 and t = 6 (see Table 2 ). As one might expect, restrictions increase the failure probability, but for those of 'low' dimension the increase is modest. Next we examine failure probabilities for q = 3 and t = 5 (see Table 3 ). Naturally, because q is much smaller the failure probabilities are much larger than for q = 25, even though the strength here is lower. Now suppose that our goal is to make 2q p rows redundant in the generated covering array. We can choose a restriction of dimension p and replicate it three times. An alternative is to choose a second restriction of dimension p. If we choose the two restrictions so that they have no rows in common, we can replicate each twice to get the same number of redundant rows that we would get by selecting one with replication three. Which should we prefer? An easy calculation shows that the failure probability after four rows is lower with two restrictions of replication two, than one of replication three along with an unrestricted row. In general when two restrictions of dimension p with replications r 1 and r 2 restrict disjoint sets of rows, failure probabilities are minimized when r 1 and r 2 are as equal as possible. Because setting r 2 = 1 imposes no restriction at all, our quick example says that r 1 = r 2 = 2 is better than r 1 = 3 and r 2 = 1. Hence we strive to choose many restrictions with replication two.
This ignores the fact that there may be too few rows to specify the desired number of restrictions. However, the requirement that the restrictions share no rows is too severe. For the analysis, we only require that every two restrictions sharing a row select different coordinates within that row. This ensures that the rows made redundant by one are not those made redundant by the other (with the exception of the all zero row, which is redundant in every case). Moreover, in an analysis of failure probabilities the effects of two restrictions are independent, because the entries in each are chosen independently of one another.
Consider restrictions of dimensions d 1 and d 2 that share s coordinates within a row. The impact is that the q d1 rows made redundant by the first and the q d2 rows made redundant by the second have q s rows in common (a subspace). Consequently, fewer rows are redundant than if the two restrictions acted independently. When restrictions share the same rows, even when on different coordinates, the effect on the failure probability can be dramatic: When t = 5, for example, a restriction of dimension 4 on (0, 1, 2, 3) and a restriction of dimension 2 on (3, 4) , if replicated on the same two rows, are in fact a restriction of dimension 5, forcing a replicated row in the CPHF itself. Nevertheless, when s is small, the double coverage is also small, and there are cases in which permitting sharing is sensible.
Affine composition
Algorithms employed for unrestricted CPHFs from [6, 21, 25] extend in a natural way to search for restricted CPHFs, so we do not repeat them here. Instead we describe an additional approach. When one wants to make a covering array with 'many' columns, computational methods either require too much time, or yield an array with many more rows than anticipated. Yet the same methods can yield arrays with 'few' rows quickly when the number of columns is small. To take advantage of the efficacy of computational methods for smaller arrays, and still construct larger ones, recursive methods have been developed to use small arrays in a cut-and-paste method; for example, see [3, 4, 7, 8, 15, 16, 19] . Roughly speaking, a cut-and-paste (or composition) method starts with an array on k columns, forms m copies of the array written side by side to obtain mk columns, and then uses further rows to cover the as-yet-uncovered interactions.
Writing two copies of a CPHF(n; k, q, t) side by side is equivalent to duplicating each column. But then in the (n × 2k) array produced, every choice of t columns containing a duplicate leads to a singular matrix for every row of the CPHF. Hence exactly t/2 s=1 k s k−s t−2s 2 t−2s sets of t columns are noncovering. Although the uncovered t-sets are easily counted and characterized, there are many of them.
Let A be a CPHF(n; k, q, t). Consider the effect of multiplying coordinate c of every permutation vector in row r by a nonzero element µ r,c of the finite field. This does not affect the (non)singularity of any of the t × t matrices that determine coverage. Indeed we can apply different nonzero multipliers µ r,c for every 1 ≤ r ≤ n and 1 ≤ c ≤ t − 1 to form a new array B that is again a CPHF(n; k, q, t). Then we no longer simply duplicate columns, we can change them in a controlled way.
Similarly for any row we can choose a field element m and any two different coordinates c and d; then for each column, add m times the entry in coordinate c to the entry in coordinate d. Again, this does not affect the (non)singularity of any of the t × t matrices that determine coverage. This is most easily accomplished using an SCPHF, whose permutation vectors always have first coordinate equal to 1. Then setting c = 0, this amounts to m being an adder, which can be added to the entry of coordinate d of every permutation vector in the row. We can choose adders α r,c for every 1 ≤ r ≤ n and 1 ≤ c ≤ t − 1, provided that the array is an SCPHF.
In general, given an SCPHF(n; k, q, t) A, multipliers µ r,c and adders α r,c for 1 ≤ r ≤ n and 1 ≤ c ≤ t − 1, we can create a new array by, for each row r, for every column, replacing the entry x in coordinate c by µ r,c x + α r.c , with arithmetic in the field. Hence each coordinate of each row undergoes an affine transformation. No matter how this is done, the resulting array is an SCPHF(n; k, q, t). There are (q(q − 1)) n(t−1) ways to choose these multipliers and adders. Affine composition applied to an SCPHF(n; k, q, t) A 0 selects m − 1 arrays A 1 , . . . , A m−1 , each obtained by affine transformations of A.
When affine composition is applied to A 0 to form A 1 , . . . , A m−1 , not only is each an SCPHF when A 0 is, but each A i meets all of the restrictions that A 0 does. In fact, although [A 0 A 1 · · · A m−1 ] need not be an SCPHF because certain t-sets of columns are not covered, it does meet all restrictions that A 0 does. The question remains: Which affine composition should we apply in order to leave the fewest, or to leave a particular set, of uncovered t-sets of columns?
We consider various SCPHF(n; k, q, t)s, taking m = 2. Because considering all (q(q − 1)) n(t−1) affine transformations is too time-consuming, we adopt a greedy strategy. We consider each row in turn, and determine for some or all of the (q(q − 1)) t−1 affine transformations how many uncovered t-sets of columns having at least one column from the original and from the transformed copy remain, if this transformation is applied in the current row. We choose transformations that lead to a smallest number of t-sets yet to cover. After the last row is processed, this smallest number is the number that must be dealt with in additional rows not produced in the composition. Tie-breaking is carried out by choosing the lexicographically first, so the method as implemented is deterministic. Random tie-breaking, or selection methods more clever than greedy, might result in further reductions. Table 4 : Numbers of noncovering t-sets after affine compositions. In Table 4 , we report results for the number of uncovered t-sets of columns after affine composition when the allowed affine transformations are limited in various ways. The column (×1 + 0) gives numbers when every multiplier is 1 and every adder 0. This, of course, is another way to say that the second array is an exact copy of the first. The column (×1 + α) always uses multiplier 1, and selects the same adder for every coordinate in the row. The column (×µ + 0) always uses adder 0, and selects the same multiplier for every coordinate in the row. The column (×µ + α) selects the same adder, and the same multiplier, for every coordinate in the row. The column (×1 + α c ) always uses multiplier 1, and considers all q t−1 ways to select adders for the coordinates in the row. The column (×µ c + 0) always uses adder 0, and considers all (q − 1) t−1 ways to select multipliers for the coordinates in the row. The column (×µ c + α c ) considers all (q(q − 1)) t−1 ways to select adders and multipliers for the coordinates in the row.
Consider an arbitrary permutation vector in U t,q and its images under the (q(q − 1))
affine transformations. Every permutation vector in U t,q appears precisely (q − 1) t−1 times among these images. Hence when q(t−1) is large compared to the number of columns, the probability that duplicate columns arise is reduced. Indeed simply making a copy (without any nontrivial transformation) leaves far more uncovered sets of columns than even very restricted sets of affine transformations do. This is part of the explanation for the effectiveness of applying affine transformations.
Choosing the best affine transformation to apply seems impractical; indeed we did not fill in the blank entries in Table 4 because even the greedy strategy has either too many options to consider or too large an array to check repeatedly. Of course, it would be better to determine the most effective transformations without having to conduct a large search, but because this depends heavily on the structure of the SCPHF, we know of no way to do this. Hence we choose them randomly. The expected number of t-sets of columns that remain uncovered after affine composition depends not only on the parameters of the SCPHF and the number of copies made, but also on the structure of the SCPHF. Indeed it depends on the number of rows in which columns of the SCPHF are linearly independent, for every way to choose columns with 2 ≤ < t. Consider, for example, the situation with strength t = 3, and consider two columns. For any row with identical permutation vectors in these two columns, there is no possibility for affine composition to cover a 3-set of columns containing this pair. Then the probability that randomly chosen affine transformations succeed on a particular triple of columns depends upon in how many rows of the CPHF the two have identical entries.
In general, we wish to maximize the number of sets of columns that are linearly independent for all ≤ t. Because the definition of a CPHF does not include such a strong condition, there can be SCPHFs on which affine composition yields a poor result.
After any affine composition is carried out, we anticipate that not all t-sets of columns will be covered (although within each of the m copies formed. all t-sets of columns are covered). Hence affine composition is not a means to avoid doing any computation, but rather a means to reduce to a substantially smaller problem.
Computations with subspace restrictions
Subspace restrictions give a natural way for redundant rows to be formed in the expansion of a CPHF into a covering array. For this to be worthwhile, the restricted CPHF must have more columns than does the unrestricted CPHF with one fewer row. (Otherwise the resulting covering array would in general have more rows without increasing the number of columns.) In the results to follow, we find that restrictions not only reduce the number of rows needed, but in many cases do not reduce the achievable number of columns.
We construct SCPHFs satisfying specific sets of restrictions. We always enforce the restriction (x 1 , . . . , x n ) = (1, 2, . . . , n), and U i = (0) for 1 ≤ i ≤ n; this means we are talking about SCPHFs and not general CPHFs, and hence can employ affine composition as described. We also enforce restrictions of higher dimension. In particular, a restriction on two distinct rows i and j with U i = U j = (0, 1, . . . , p − 1) is denoted by p i,j or, more simply, p . When multiple restrictions of this type are enforced, we require that they refer to disjoint sets of rows of the SCPHF; provided that they do, we can simply list the dimensions of the restrictions imposed. We use exponential notation, so that p a requires that the restriction p be imposed on a disjoint pairs of rows.
In order to accelerate the computation, we use affine composition in some cases to make a 'large' fraction of the CPHF. We employ column resampling, random extension, and conditional expectation algorithms from [6] . The adaptation of each to incorporate any number of restrictions is straightforward. There are more intensive search techniques that yield more accurate results, but the simpler methods can be effectively applied for somewhat larger numbers of columns and symbols. So when we report that a certain number of columns can be realized, we fully expect that a more intensive search can find a solution with more columns (and, in some cases, has). Despite this, certain trends are evident, as one expects based on the failure probabilities.
Given a prime power q, number n of rows, strength t, and set S of restrictions, we tabulate the largest number k of columns found in an S-restricted SCPHF(n; k, q, t). When q = 23 and t = 4, rows in Table 5 indicate the value of n; columns indicate the restrictions enforced. Here C reports results for CPHFs, while − reports results for SCPHFs (that is, no restrictions beyond the basic one). Entries shown in bold are those that improve upon the previously best known size of a covering array for these parameters (all from [6] ). It may be disappointing that by imposing three 3 restrictions, our methods construct only 874 columns rather than 1365. However, one must bear in mind that these restrictions force (at least) 36 432 redundant rows in the covering array. This accomplishes what we set out to do. Although we may have fewer columns, we generate fewer rows. Table 6 shows similar results for t = 5 and q = 5, using a more extensive set of restrictions. Improvements are again frequent. Table 7 gives a complete set of results for strength t = 4 with 4 ≤ q ≤ 25. (Henceforth we do not display every improvement for a covering array number in bold; see [5] to determine when an array is the best known.) Table 8 displays the results for t = 5 with 4 ≤ q ≤ 25 having two, three, and four rows, while Table 9 displays results with five and six rows, and Table 10 gives results having seven or more rows. Table 8 : Number of columns found for various restrictions and strength five, n ∈ {2, 3, 4}. Table 9 : Number of columns found for various restrictions and strength five, n ∈ {5, 6}. We illustrate a further useful application of restrictions using strength t = 6. Every time a restriction t − 1 is enforced, q t−1 − q additional rows become redundant in the covering array. By enforcing restrictions t − 1 q , q t − q 2 rows are redundant. On the other hand, each row of the SCPHF would employ only a slightly larger number of rows, q t − q. To take advantage of this, compare the four situations with q = 3 and t = 6 in Table 11 . The SCPHF produced is permitted to have n rows, but must satisfy the specified number of t − 1 restrictions. The covering array generated has N rows; notice how close the values of N are. Which should we prefer? By computing failure probabilities after n rows subject to the restrictions, one finds that enforcing more restrictions gives lower failure probability, primarily because more restrictions allow more rows. We applied the simple computational methods to each; the computed failure probabilities suggest that we should choose more restrictions, and the largest number of columns produced agrees. This is not an isolated example. In Table 12 we report on similar computations for q = 3 and t = 6 with different numbers of rows and restrictions. In order to read this effectively, an entry ought to be compared with the one that is three columns to the left and one row above, because the resulting covering arrays have comparable number of rows. We reiterate that we have not found the maximum number of columns in general; indeed we may be very far from it. Nevertheless, it is important that when enough restrictions (and the right ones) are enforced, there is a possibility of improving on an unrestricted SCPHF with fewer rows.
Improvements arise frequently when t = 6 for larger values of q as well; we summarize the results in Table 13 .
Naturally, other search techniques can be applied to make improvements, and other restrictions may prove useful in the construction of covering arrays. What we have shown is that worthwhile restrictions can often be enforced with little penalty in failure probability or in number of columns generated. In order to avoid substantial computaion, it would be of substantial interest to develop further geometric constructions of CPHFs using finite projective or affine spaces, particularly with an eye to which nontrivial restrictions can be enforced.
Concluding remarks
Two extensions of research on covering perfect hash families have been developed here. The first provides a flexible recursive technique for making large CPHFs from smaller ones; the remarkable feature of this approach is that rather than simply juxtaposing copies of smaller arrays, each copy can be transformed by affine mappings in order to enhance the coverage obtained. We have demonstrated that different affine transformations can have a dramatic effect on the composition, but theoretical guarantees for the observed improvements are needed.
The second extension provides finer control on the number of rows obtained in the resulting covering array, using the notion of subspace restrictions. Extensive computations demonstrate the effectiveness of such restrictions on reducing the number of rows in the covering arrays produced, over a wide range of parameters. Although the algorithmic methods used are relatively fast, we have repeatedly remarked that there is no reason to believe that they yield sizes that are besr possible in general. More computationally expensive methods such as backtracking [21] and tabu search [25] , when feasible, may improve upon the results obtained. Indeed, after this paper was completed, simulated annealing and post-optimization have been used to obtain more accurate sizes for a smaller range of parameters [11, 23] .
Certainly further computation will yield further improvements, and the use of subspace restrictions and affine composition accelerate these computations. However, we anticipate that direct constructions (extending those in [18, 22, 24] ) would be of most interest, particularly if they accommodate a variety of subspace restrictions.
