Abstract-Adaptive Image Coding scheme are well adapted to multirate Cognitive networks. A Cognitive device will be able to reconfigure itself to adapt its baseband radio transmitter to the required bit rate of the coding scheme. In this paper, a such platform able to adapt the Radio Access Technology (RAT) to the image coding scheme is described. To optimize the RAT bit rate to the image coding bit rate, our system chooses and reconfigures in real time the radio baseband functions. It makes some crosslayer adaptation between PHY and application layers.
I. INTRODUCTION
A cognitive radio system is able to adapt its behaviour to its environment through: capabilities of analysis of its situation, smartness to make adequate decisions in function of established criteria, and capabilities of self-reconfiguration to adapt its functionality.
Cognitive radio often focuses on spectrum issues and how to efficiently use the frequency resource [1] , [2] . But, based on the previous definition, cognitive radio may be extended at a larger scale as in figure 1 . In this figure (for our purpose), we model the communication System in three main layers:
* The upper layer comprising the classical Application layer of the OSI model and the Human Interface. * An intermediate layer in which we consider the classical, application and network layers. * A lower layer for the data link and physical layers. At each level, are associated examples of sensors which are able to give information related to this layer (left side of the figure). In addition, at the right side, we identify areas of current research which are more or less connected to Cognitive Radio. As we would like to optimize the overall system, we are obviously also connected to the cross-layer (X-layer) adaptation and optimization topics. Any means that permits to analyze the environment, and that may be helpful for the adaptation of the communication system to the constraints imposed by the environment, is worth being taken into account. We particularly address in the following the high-level sensors. High-level has to be understood here in the sense that the sensing information comes from the higher layers of the system. It consists basically in using application layer information to take decisions of modification of the radio configuration. The analysis in order to manage the system behaviour. The usecases that are foreseen may concern the survey of old persons at home, the service proposal in a public area (airport, train station, museums,public building, etc...), as well as at work. Emergency situation are of particular interest, as well as access control and context-dependent applications. In this context, the video sensor adresses people detection, tracking and identification. More particularly, in this paper, the Reconfigurable Cognitive Radio Platform can gain in efficiency if it can be adapted in function of the user environment context. Following this idea, the work described hereafter uses pertinent sensing characteristics based on video analysis and shows how they could be used to manage the system behaviour.
The rest of the paper is organized as follows. The overall scenario, based on object oriented adaptive coding scheme, is given in section II. We will also in this section highlight the use of Active Appearance Model (AAM) to detect particular regions of interest. In section III, we deal with baseband transmitter platform, with a focus on the reconfiguration management which is of most importance in such application. The conclusions will be stated in section V. III. THE ADAPTIVE CODING SCHEME The face is localised using a fast face detector dedicated to embedded system like a mobile phone [4] . The To detect those features we use an Active Appearence Model (AAM) [3] . The robustness of the AAM against light variations is reached by the way of a specific image pre-processing and AAM adaptation [5] .
The AAM generates a model of an object from a given data base. which contains the appearance parameters. The modification of c parameters changes both shape and texture of object.
When we search the modelized object in an unknown image, we adjust the appearence parameter vector c in order to minimize the error between segmented image (input image delimited by the shape given by c) and model texture. For example, if we are looking for a face as it is the case in Fig.3a , a detector gives the approximative center of the face (white rectangle in Fig3b). We initialize our AAM model in the center of the region given by the detector. After the optimization of the appearence vector parameter c, we are able to give the location of the eyes, nose, mouth and face outlines given by the shape (Fig3c) , and the texture inside those features (Fig.3d) . We can modelize on the same manner the shape and the texture of the eyes and nose. The MJPEG 2000 standard is used to compress the data for it's fine scalability (spatial and temporal) and its separated compressed images. This last point is very important in software radio because we want to change the image quality instantaneously at any time if the context demand it, and we do not want to wait the decode of 15 images for example in MPEG2 (GOP size) and more in MPEG4, because of the interpolated images. Futhermore, MJPEG 2000 gives the ability to code with varying degrees of granularity, different Region Of Interest (ROI) which are linked in our case to the different features constituing a face. Based on the AAM, four ROI can be defined in a video communication as illustrated in Fig.4 . The background defines the first ROI, and is compressed hardly. Since the meaningful information is supported by the mouth, the associated region (ROI-4) is slightly compressed while the eyes (ROI-3) are more compressed and the skin in the face (ROI-2) is slightly less compressed than the background.
B. Object oriented coding
As previously stated, the AAM can be applied to any object. The objects contained in the different ROI can then be modelised by AAM in order to code the image using those different objects and follow the transmission progress presented in Fig.2 . A face AAM is learnt in stepi, a mouth AAM in step 3, and eyes AAM in step 5. Each object (face, eyes, mouth) is modelized through the associated eigen-vectors which constitutes the matrix Ds, (% and D of equations 1 and 2. The parameters which are sent are specified in the vector c (eq.2) and allows the reconstruction of the different objects. For example, the texture in Fig.3d is reconstructed from the c parameters. During each learning step, a certain amount of time is needed to modelize the features in line: the time taken by the AAM to optimize the c vector. For that reason, a the beginning of the transmission, the overall image will be compressed in a usual manner (MJPEG2000) and sent (step1). When the face AAM will converge, it will be possible to send the face model (step2) and then to send only the c parameters for the face at each new image (step 3). Once the mouth AAM will be learnt, it will be sent in step 4, and the time varying parameters transmitted in step 5. Again, when the eyes AAM will converge their parameters will be sent (step 6) only in the final step. The data rate in step 7 will then be sufficiently small to permit a good video communication in GSM: for each image, only the parameters corresponding to the face, mouth and eyes AAM are sent. To define a common framework structure for transmitter, we need to start from a multi-standard analysis. In an entire multistandard baseband chain, the functions are very different. So we classify functions into three classes, as it is presented in the table I. Commonnalities are easier to define inside a class than across classes. Each class of functions is dedicated to a specific reconfigurable hardware in order to optimize the implementations. The functions of a class which have the same structure are viewed as generic functions. So they are handled through few parameters to be adapted and to fit the requirements of a standard.
To explore our classification approach, an unified baseband transmitter structure is presented in figure 5 . The highlighted HW blocks may be shared between multiple communication standards. Depending on the used standard only its associated blocks will be reconfigured. All unused functions are simply maintained as transparent blocks. 
B. Configuration management
Two configuration features have to be combined to create the complete configuration framework of our multi-standard platform 1) Configuration data-path:: as the communication applications are data-flow oriented [6] , our approach is based on a data-path model. The functions of the multi-standard transmitting chain are mapped into several Processing Block Units (PBU). Each PBU is optimized using specific reconfigurable hardware resources. In addition, a configuration path, also split into several Configuration Manager Units (CMU), controls the reconfigurable processing path. Each CMU, dedicated to a type of PBUs, manages the configuration of a type of baseband function in the chain. The split configuration path offers the possibility to partially reconfigure the transmitting chain by an independent reconfiguration of each PBU.
2) Hierarchical management: the hierarchical configuration management model presented in [6] is based on the configuration data path approach. This model is necessary to manage the multigranularity of configuration required by the different contexts discussed in subsection II. It is composed of three levels of hierarchy that are detailed below:
. At boot time, the configuration management of the GPP downloads the DSP boot program. This latter includes in its data memory the initial full configuration of the FPGA, which is the FPGA design architecture. It includes an internal configuration controller (,uBlaze soft processor), the internal reconfiguration interface (ICAP), the initial instantiations of PBUs and the communication interfaces with the DSP. Figure  6 illustrates this platform architecture with details of the internal FPGA design that enables two types of dynamic partial reconfiguration approaches depending on their granularity level. One stays internal to the FPGA in case of limited-scale reconfiguration (for co-accelerators configuration) or design parameterization. This implies to interconnect the ,uBlaze to the ICAP internal configuration interface. This kind of reconfiguration of the FPGA by an processor (,uBlaze) embedded in the FPGA is called self-reconfiguration or autoreconfiguration [7] . In this case, small partial bitstreams are stored inside the FPGA, and the use of auto-configuration lets free the other HW resources of the platform. At a larger scale reconfiguration for the HW accelerator is external. This implies to interconnect the DSP to the external SelectMap or internal ICAP reconfiguration interfaces. The bitstream corresponding to the design of HW accelerators are stored in an external SRAM memory. 
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