Introduction
Stable isotopes are tools that geobiologists use to investigate natural and experimental systems, with questions ranging from those aimed at modern environments and extant microorganisms, to deep time and the ancient Earth. In addition to a wide range of timescales, stable isotopes can be applied over a vast range of spatial scales. Isotope studies inform our understanding of bulk planetary compositions, global element cycles, down to the metabolism of single cells. With roots extending back to the first half of the twentieth century (Urey, 1947) , stable isotope geobiology recently emerged as a scientific discipline with questions rooted in geology and Earth history, with methods adopted from nuclear chemistry.
Stable isotope studies have strongly shaped our understanding of the environmental history of Earth's surface and its interplay with an evolving biology. Studies ranging from the analysis of carbon isotopes in both carbonate and organic carbon (e.g. Knoll et al., 1986; Shields and Veizer, 2002) , sulfur isotope studies of sulfate and sulfide (e.g. Teske, 1996: Fike et al., 2006) , to a litany of metals and complementary isotope systems (Arnold et al., 2004; Rouxel et al., 2005) provide information about seawater chemistry, atmospheric oxygen, and evolution of the biosphere. Driven in part by the advent of new technologies (e.g. multi-collector ICP-MS, or inductively coupled plasma mass spectrometry; see also Box 14.1), and the relative ease with which most light stable biogeochemical elements can routinely be measured, stable isotope geobiology will only continue to gain momentum.
The primary impetus behind using stable isotope ratios (see Box 14.2) to study geobiological problems is that isotope ratios become important tracers of mass flux and process in systems where absolute measurements are extremely challenging (either because the scale is too small and eludes measurement, or because the geologic record offers imperfect preservation). That said, there are a number of 'big questions' in geobiology, and isotopic studies will likely be involved in many of their solutions; but how? We see three specific features driving the evolution of isotope studies. The first is technological innovation. As mass-spectrometers become capable of making better measurements faster (or even at all), our understanding of the natural world stands to benefit. The direct beneficiaries of increased precision are the metal isotopes (e.g. Fe, Mo) and multiple isotope systems of biogeochemically active elements (namely O and S). Second, more accurate stories can be written by linking stable isotope systems from different element cycles, which allows multiple processes that operate on wide-ranging time-scales to be quantitatively connected. For instance, numerous studies have recently interpreted the co-variation of isotope data for multiple element systems, namely carbon and sulfur (Fike et al., 2006; McFadden et al., 2008) . This approach also includes measuring the isotopic composition of different elements in the same compound or mineral (see FeS 2 : Archer and Vance, 2006; BaSO 4 : Turchyn and Schrag, 2004; Bao et al., 2007) . The final direction is more rigorous stratigraphic study of isotope records with insight gained from the patterns and processes captured in the geologic record. The methods of sedimentology and
Box 14.1 Isotope ratio mass-spectrometry
Regardless of the element of interest, there are a number of similarities in the instrumentation used to make isotope ratio measurements. For those unfamiliar with these analytical methods, here we provide a primer on gas source mass spectrometry, the technique behind most light stable isotope measurements. A mass-spectrometer (MS) has three fundamental components: a source, a magnet, and a collector (described below: see Fig. B14 .1)
1 .
• [The source]: The purpose of the source is to ionize the sample (which is a gas) with a filament. The sample, which now carries a charge, is then accelerated through a series of focusing slits into the flight tube of the MS. This acceleration is driven by the difference in pressure between the source and flight tube and the draw of the magnet on the ion.
• [The magnet]: Once in the flight tube, the flight of the charged sample is controlled by the interaction between its own charge and the magnetic field produced by the magnet. At this stage, the degree to which the magnet deflects the charged ion will be a function of the mass of the molecule (and the charge). For example, singly charged 12 CO 2 will be deflected more strongly than singly charged 13 
Two primary configurations
A GSMS can be run in either dual inlet mode (DI) or in continuous flow mode (CF). In the case of DI, sample gas is loaded into a bellows (compressible and calibrated volume; think of an accordion) where the pressure is balanced by another bellows containing reference gas. During DI, the instrument alternates between drawing gas from the sample and standard bellows. The relative intensity of the sample and standard signals (height of the peaks) determines R (see Equation 14.1). Alternatively, CF streams a carrier gas (often He or Ar) continuously into the MS, and then injects an aliquot of known standard gas followed by an aliquot of sample gas. Rather than measuring the intensity (as is done with DI), CF integrates under the entire sample or standard peak, allowing for accurate measurement of smaller gas volumes and thus smaller sample sizes. Though they can be made on very small amounts of sample, CF measurements often make a slight tradeoff in measurement precision, compared to DI methods.
Front-end (sample prep)
All of the action at the front end of a MS (or sometimes done off line) goes to convert a sample from its natural state (be it gas, liquid, or solid) into a simple measureable gas molecule containing a given number of isotopologs. This is often the least uniform step in the process. Cryogenic or chromatographic treatments are commonly used to concentrate and/or separate particular compounds of interest and remove possible mass interferences (e.g. CO has several isotopologs with similar masses to N 2 ). In the case of certain measurements like carbonate carbon, this conversion is simple. Calcium carbonate (CaCO 3 : a solid) is reacted with acid to produce CO 2 gas; this process faithfully converts carbonate to CO 2 and retains the isotope composition of the original carbonate. Other compounds/elements are less straightforward. A common system used for measuring many geobiological elements is an elemental analyser, or EA, where samples can be quickly converted via high temperature combustion (and additional in situ chemistry) to easily measurable gases. The reader is best served by surveying the primary literature for front-end techniques and sample preparation, as it ranges widely and is important for obtaining rapid, accurate, and precise results. Figure B14 .1 S = source, M = magnet, C = collectors. The 5-collector assembly captured in the inset is for CO 2 , which is measured at masses 44-48 (more specifically mass/charge), where isotopologues of CO 2 comprise the mass range. This allows for measurements of 13 C/ 12 C as well as additional rare isotopologues, for instance Δ 47 (see Eiler and Schauble, 2004) .
1 For the sake of this discussion, we focus on gas source mass spectrometry (GSMS) since this instrumentation is commonly used for the geobiological elements (H, N, C, O, S stratigraphy offer the promise of understanding and sampling the ancient world along both vectors of time and environment. Re-animating ancient ecosystems in this context (e.g. paleo-depth gradients, shelf and slope environments) is an approach that will continue to best inform geobiological processes, interactions, and longterm evolution. Before we pursue any of these directions, however, it is important to cover the rules of the stable isotope game.
Overview
Stable isotope geobiology is, often, an exercise in studying ancient isotope records in the context of an understanding of extant processes, microorganisms, and their associated metabolisms. Thus, it requires an understanding of chemistry (the elements and isotopes), biology (the organisms and metabolism), and geology (the history and context). Other chapters will discuss specific processes, cycles, and records; here we will focus on describing isotope systematics and how stable isotope ratio data can be studied in ancient rocks. We begin by describing the geobiological elements (and their isotopes), reviewing relevant notations (and conventional shorthand), and outlining how to quantitatively assess isotopic fractionation in a system (introduction to model formulation). Following on this discussion, we will move to describe a series of treatments that range from cutting-edge to classical. Broadly, this discussion will cover how isotopes can be used to:
• identify microbial processes in the rock record, including experimental calibration and geological application, • track elements or molecules as they flow through a system (including labelling techniques), be that system experimental or natural, and
Box 14.2
A survey of published stable isotopic data (Coplen et al., 2002) for a range of elements (see Fig. B14 .2) reveals an interesting relationship, whereby the elements central to biology commonly display larger relative fractionations in nature (see B.A. Wing, pers. comm.) . Plotted as 'drive' for fractionation, we note that S and N are the most information-rich isotope systems, with C, O, and H falling close behind. Further, S and O have multiple stable isotopes and thus carry more potential information than elements with only two isotopes. This observation is important because in order to use isotopes to interpret a geochemical cycle, there has to be an interpretable level of variability (with favorable signal/noise). The values here are not set in stone, though there is some fundamental chemistry at work. As metal isotope systems receive more attention, the observed range of fractionation will likely increase. Also note that these relationships may change as more isotopic measurements are made at yet smaller length scales (e.g. with SIMS and nanoSIMS technology). Figure B14 .2 'Drive' for fractionation plotted against atomic mass. The 'drive' term is calculated from the inset equation and represents the fractionation observed in nature to that predicted by simple mass difference. • ask an appropriate geobiological question using stable isotope ratio data.
It is important that, although the following examples are given with regard to specific isotope systems, the general principles outlined below apply to all other stable isotope systems 2 . Understand these and you can apply the same approach to any system of interest.
Isotopic notation and the biogeochemical elements

Fundamentals of fractionation
Many of the bioessential elements have more than one stable isotope (see Fig. 14.1) . The chemical properties of a given element are largely controlled by the number of protons that element contains and its configuration of electrons. In addition to protons, the nucleus of an atom can also contain neutrons (a chargeless quantity with a mass similar to a proton). Isotopes are thus defined by their overall mass, or the sum of protons and neutrons. Since they all contain the same number of protons, all isotopes of a particular element display similar chemistry. So if neutrons do not carry a charge, or greatly influence the reactivity, what are the implications of having them in variable numbers?
The answer rests with the additional mass. With the addition or subtraction of a neutron, the mass of the nucleus of an atom can change significantly. In the case of carbon, for example, moving from 12 C to 13 C results in ~8% change in the mass of the nucleus. Now, although 12 C and 13 C have nearly the same chemical properties, the strength of the bonds they form, and the rates at which they react, are related to the mass of the isotope. Differences in bond energies, caused by isotopic substitution (i.e.
13
C taking the place of 12 C), can be expressed with the concept of zero-point energies (ZPE). Shown in Fig. 14.2, the energy associated with a given bond (and isotopes of the elements involved) can be approximated as a function of the distance between the two nuclei ('nuclear separation' in Fig. 14.2) . (There are several simplifications associated with this approach, and readers are encouraged to look at Urey, 1947, and Bigeleisen and Mayer, 1947 , for a more thorough discussion.)
With isotopic substitution, the energy required to break a bond, or dissociate, changes such that heavier isotopes form stronger bonds. This often results in the preferential breaking of bonds with the lighter isotopes. The influence of mass on bond energy is the central principle driving isotope effects. An example of mass-dependent variability is presented for carbon and oxygen isotopic substitution in a C-O molecule (inset in Fig. 14 O. Note that this approach only approximates the C-O isotope effect, as the exact calculation includes a series of additional terms (for further discussion, see Chacko et al., 2001 ).
Notations and short-hand
Because the natural abundances of some isotopes are low, and the variability in isotope ratios displayed by many elements is on the order of parts per thousand (or per mill, ‰), geobiologists commonly report and discuss stable isotope ratio data using delta notation (δ, see 
Thus, d 13 C is the composition of a sample on a ‰ scale established by multiple standards.
The fractionation difference between two materials can also be calculated as a fractionation factor (a), which is the quotient of two isotope ratios: 13 sample _ 13 sample_ 13 13 / 13 sample _ sample_ C 1 1000 C 1 1000
The term a carries a precise meaning, however, and approximations often simplify mathematical treatments of isotope ratio data. The term epsilon (e) 3 is one such As heavier isotopes are substituted into a molecule, the 'energy required for dissociation' increases, and as a result, the bonds are more difficult to break. The cartoon shown above the ZPE well illustrates how a diatomic molecule behaves, moving from compressed (point 1), into the bottom of the ZPE well where the bond is relaxed (point 2), through a stretching (point 3) and finally to dissociation (point 4). Included in the inset are approximate differences in ZPE for each of the isotopologues, approximated via changes in vibrational energies.
approximation and is calculated as the linear difference (in ‰) between d values:
The approximation is apparent if we consider the isotopic difference between two distinct compositions: 13 C a−b is small, but important. This is especially true in multiple isotope systems, where slight (but resolvable) variability between multiple isotope ratios is being interpreted.
An additional isotopic notation, Δ (capital delta), is commonly used in the literature to represent one of two possible features. First, the Δ notation is used as an equivalent to e a−b , and is commonly applied to the fractionation observed between paired measurements of isotope ratios in organic carbon and carbonate carbon (e.g. Knoll et al., 1986; Rothman et al., 2003) or pyrite sulfur and sulfate sulfur in ancient rock samples (e.g. Fike et al., 2006 , McFadden et al., 2008 . This approach is discussed briefly below. The other use for Δ appears in treatments of isotope systems with more than two stable isotopes (namely O and S, with a slightly difference use for CO 2 ). Here the notation represents the deviation of observed isotope ratios from an expected fractionation relationship (see Luz et al. (1999) for an example with oxygen isotopes and Farquhar and Wing, (2003) or Johnston et al. (2008) for an example using sulfur isotopes). For the remainder of the chapter, we use either e a−b or d a−b to denote the fractionation between two species, and reserve Δ for describing multiple isotope systems (also see Chapter 5).
Finally, when reporting, discussing, and interpreting isotopic data, we ask that the reader note the difference between the terms 'isotope effects' and 'isotope fractionation'. Conceptually, isotope effects derive from a physical process via differences in chemical reaction rate constants for the isotopes of interest. We do not measure these effects directly. Rather in stable isotope geobiology, we measure isotope fractionation, that is the differences in isotope ratios between different pools. We then infer something about the underlying process in the context (often implicitly) of mathematical models. As our interpretations are only ever as good as the methods used to generate them, below we discuss some of the models commonly employed to interpret measurements of stable isotope ratios in geobiological problems.
Flavors of isotopic fractionations
Models constructed to evaluate isotopic data come in several common flavors. For isotope geobiology, we limit the discussion to two generalized categories of fractionation processes: equilibrium and kinetic isotope effects. With equilibrium isotope effects, the preferential breaking of bonds is related to the equilibrium constant (K eq ) of the system 4 . For instance, the following represents the chemical and isotopic equilibrium for carbon between bicarbonate and aqueous CO 2 :
In a manner similar to how bicarbonate and aqueous CO 2 undergo exchange until equilibrium is reached, the carbon isotopes ( 12 C and 13 C from above) exchange until isotopic equilibrium is reached. For tropical surface seawater at equilibrium, bicarbonate ends up approximately 9‰ heavier than the aqueous CO 2 (Zhang et al. 1995) . Isotopic equilibrium can also exist between the same chemical species in different phases (O'Neil and Epstein, 1966) :
This equilibrium would describe atmosphere-ocean exchange of carbon. Considering that equilibrium isotope effects are closely related to K eq , they are often subject to all of the things that affect the equilibrium reaction, particularly temperature, and can be used in paleothermometry. In the case of equilibrium isotope effects, fractionation factors (a) are often used to represent the isotopic difference between species. A majority of the fractionations associated with biological processes are considered kinetic (see Kaplan 1975) . Rather than being related to K eq , kinetic isotope effects are related to the ratio of the isotope-specific rate constants (k) for a unidirectional reaction; rate constants quantify the speed of a reaction in time. For example, one of the steps involved in dissimilatory sulfate (SO 4 2− ) reduction is the intracellular reduction of sulfite (SO 3 2− ) to hydrogen sulfide (H 2 S) by the enzyme dissimilatory sulfite reductase, or Dsr. Since reaction rates are isotopespecific, and lighter isotopes react more quickly, the products of a reaction preferentially accumulate the light isotopes. Using the example above, the ratio of the rate constants will be less than 1, or
34 k dsr is the rate constant for Dsr involving 34 S. Kinetic isotope effects associated with enzymatic processes are often difficult to define exactly, since local (intracellular) conditions influence both substrate concentrations and the activity of the enzyme and subsequently alter the fractionation. Furthermore, most biological processes are composed of numerous enzymatic steps, meaning that the net fractionation for a given process is the sum of a series of intermediate steps (Hayes, 2001) . The overall process of sulfate reduction, for example, of which Dsr catalysis comprises one step, is composed of numerous enzymatic, active, and passive transport processes (all of which have an associated rate). In fact, even the Dsr example above is likely composed of a set of intermediate reactions.
Tracking fractionation in a system
The use of stable isotopes as a tool requires more than an understanding of the magnitude of an effect, or determining a fractionation factor. Their use requires the ability to constrain how an effect, or a series of effects, propagate through a natural system and are 4 A proper treatment of the relationship between K eq and isotopic fractionation involves a parameter used to describe a partition function (Q), which incorporates all possible energies associated with a molecule. Different sorts of relevant energies include translational, rotational, and vibrational, the latter of which is central to the inset in Fig. 14. 
For worked examples (
18 O exchange between CO-CO 2 ), see Chacko et al. (2001) preserved in the geologic record. Geobiologists use mass-balance (both elemental and isotopic) to place quantitative constraints on a system or geochemical cycle. This is an accounting exercise. For example, the marine carbon cycle can be tracked on an elemental scale by placing estimates on the amount of carbon that enters the oceans (via weathering, atmosphere-ocean exchange, and submarine volcanism), the amount that resides within the ocean (the sum of the aqueous species) and the amount that exits the ocean (via burial and subduction). If the flux of carbon into the ocean exceeds carbon removal, then the size of the marine reservoir will increase. The opposite is also true. Thus, the size of the marine reservoir will remain constant when the inputs equal the outputs (see residence time discussion below). Another important consideration in trying to understand a geochemical/isotopic record is 'time,' as certain time-scales lend to approximations that greatly simplify mathematical treatments. This approach is common in studies of Precambrian chemostratigraphy, where 10s to 100s of millions of years are considered. In all cases, similar principles hold for isotopic mass-balance, whereby rather than just C, we track 12 C and 13 C.
Non-steady state approaches
There are numerous methodological approaches that allow quantitative constraints to be placed on isotopic fractionations in a system. The description given below is in the spirit of Mariotti et al. (1981) and Hayes (2001) . If we adopt a generic system, represented by a single box ( Fig. 14. 3), overall mass-balance on the system can be described as:
where dM is the change in mass per change in unit time (dt), and J represents the molar flux of material in (J in ) and out (J out ). In Fig. 14.3 , J in = J 1 and J out = J 2 + J 3 . Equation 14.5 can be extended to include isotope ratios:
In Equation 14.6, the change in mass and isotopic composition is tracked per unit time. As stated above, using d notation introduces an approximation, but for the sake of simplicity, we proceed with this expression and acknowledge that using R (see Equation 14.1), rather then d, results in an exact solution.
Overall, these definitions (Equations 14.5 and 14.6) represent non steady-state solutions; this simply means that the size of the reservoir (M: Fig. 14.3 ) and isotopic composition (d M : Fig. 14. 3) of the system is not held constant and can change as a function of the specific fluxes of inputs and outputs.
14.3.1.1 Rayleigh fractionation
One common non-steady state scenario is distillation, where material is fractionally removed from a reservoir. Quantifying the isotopic evolution of this style of system is often done using a Rayleigh fractionation equation, where the composition of the residual reactant (d r ) as material is removed can be calculated by:
Here, d 0 represents the starting composition of the reactant pool, f is the fraction of reactant remaining, and a is the fractionation factor associated with the transformation. Given this formulation, there are two products of interest. The first represents the instantaneous product (d ip ), or the composition of the material being generated at any given point (along) during the reaction:
ip r ( 1) 1000
The other statistic of interest is d pp , the cumulative product reservoir, which complements the evolving reactant pool to give the overall mass-balance constraint on the system:
An example is given in Fig. 14.4(a), where a = 0.98 and d 0 = 0‰ and the relevant compositions change as a function of the fractional removal ( f ). This type of system behaviour can be very useful for laboratory experiments wherein f can be carefully controlled and a can be calculated using Equation 14.9 from measurements of d pp and d r (e.g. Johnston et al., 2007) . ; a measurable quantity) can be used to estimate the relative burial flux of carbon as organic matter ( f org. ) from the oceans. Such a statistic is interesting because organic matter burial is linked, via primary production, in a stoichiometric fashion to O 2 production (or more generally, oxidant production, see Canfield, 2005) . Thus, when the temporal isotope records of organic carbon and carbonate are related in Equation 14.14, we find that the proportional burial of organic carbon has remained relatively constant throughout much of Earth's history (Schidlowski et al., 1975; Strauss et al., 1992; Shields and Veizer, 2002 , Kump et al. 2001 , Holland 2002 , Fischer et al. 2009 , and suggests that oxidant production was always an important byproduct of the carbon cycle (Hayes and Waldbauer, 2006) .
The same set of equations can also be expanded (or nested within one another) to solve for more complex networks or reaction schemes (see Hayes, 2001; Johnston et al., 2005; Farquhar et al., 2007) . can demonstrate that it is principally the rate-limiting reaction that controls the isotopic fractionation in a given system (Hayes, 2001 ).
Residence time considerations
When considering stable isotopes of natural systems, the residence time of a particular species (how long material resides in reservoir M) is of central importance.
Residence time is a measure of the average amount of time that a particular chemical species spends in a specified reservoir. Calculations of residence time make the assumption that a reservoir's inputs equal the outputs. This fixes the mass of the reservoir, resulting in a steady state system (discussed above). The mathematical definition of residence time (t),
involves the concentration (C in mol l −1 ) of a species or element, the volume of the reservoir (V in l), and an input or output flux ( f in mol t
−1
). Solving this equation results in a solution in units of time (t), hence residence time. The flux term, often constrained by measurements of riverine inputs for marine systems, can also be estimated by placing constraints on the outputs from a reservoir. For practical purposes in isotope geobiology, this expression quantifies how resistant to change a given reservoir is, with longer residence times indicating stable reservoirs that are robust to perturbations.
As an example, consider sulfate in modern seawater. We begin by setting the volume of the oceans at 1.37 × 10 21 l (Broecker and Peng, 1982) and assuming a modern concentration of seawater sulfate of ∼28 mM (Vairavamurthy et al., 1995) . Riverine fluxes of sulfate into the ocean have been estimated to be between 2-3.5 × 10 12 mol S per year (Walker, 1986) , resulting in a residence time of ∼10 million years (Ma). The steady state assumption is powerful because it allows us to make the same calculation using fluxes of sulfate leaving the oceans rather than riverine input. Sulfate has two major sinks, one in calcium sulfate evaporite minerals and a second (following dissimilatory sulfate reduction) in pyrite. Exact values for these fluxes are challenging to pin down (e.g. Alt and Shanks, 2003; Strauss, 1999; Holser et al., 1979; Walker, 1986) , but are generally of the same order as the inputs and yield a similar estimate of residence time (Berner 1982 , McDuff and Edmond 1982 , Paytan et al. 1998 .
The concept of residence time is valuable because it predicts the timescale over which reservoir size and isotopic composition will respond to changes in either the input or output fluxes. In the example of seawater sulfate given above we can note that the estimated residence time is much longer than the characteristic physical mixing time of the oceans (on the order of 1000 years). From this exercise we learn not to expect strong gradients in [SO 4 2− ] in seawater and consequently vanishingly little sulfate isotopic variability throughout the world's oceans. Such a condition need not be the case in times past. Indeed it is possible, using stratigraphic data of stable isotope ratios, to assess the time scale over which the isotopic composition of seawater sulfate changes. This is one approach to indirectly measuring the concentration of sulfate in ancient seawater (a quantity not readily offered by other geological proxies), by rearranging Equation 14.15 (e.g. Kah et al. 2004 ).
Applications
Three broad divisions define stable isotope geobiology: experimental geobiology, modern environmental studies, and historical geobiology. Different reference frames of observation in space and time accompany each of these divisions.
• Experimental geobiology is often aimed at targeting the biological mechanisms that drive isotopic fractionation; consequently, investigations focus on quantifying signatures produced by mixed or pure cultures of extant microorganisms and derivatives thereof (i.e. enzymespecific studies). Most of these processes occur on the order of seconds to days or weeks.
• Modern environmental studies provide a larger-scale survey of geobiological processes in a variety of aqueous environments. Put differently, modern studies capture the operation of seasonal and annual cycles through experimental work at the community or ecosystem scale. Two commonly studied modern analog environments, as they pertain to Precambrian and geobiological research (and capturing several orders of magnitude in length scale), are microbial mats (Archean biosphere analog: Jørgensen and Cohen, 1977; Teske et al., 1998; Fike et al., 2008) and the Black Sea (Proterozoic studies: Lyons and Berner, 1992; Lyons and Severmann, 2006; Severmann et al., 2008 ).
• The third division of isotope geobiology involves reconstruction of time-series behaviour of geobiological processes from ancient sedimentary environments (often referred to as historical geobiology). Isotope records allow historical geobiologists to judge the relatedness of isotope signatures between ancient and modern environments, to investigate similarities between the two settings, and ask questions about how geobiological processes have varied non-uniformly with the coupled evolution of Earth surface environments.
The diversity of spatial scales that accompanies these categories is represented schematically in Fig. 14 isotope system can be used to ask questions at a variety of scales. Global or basin scale geochemical cycles can be assessed through investigating the inputs and outputs to a marine system (Fig. 14.5a ). Within this cycle is a sedimentary component (Fig. 14.5b ) with its own inputs, outputs, and associated fractionations. Furthermore, within the sediments, aerobic and anaerobic bacteria catalyse a variety of the chemical transformations. The array of active microbial processes within these environments is vast, but can generally be subdivided as either assimilatory (anabolic), where material is accumulated as biomass (Fig. 14.5c ), or dissimilatory (catabolic), where the material is used for direct energy gain ( Fig. 14.5d ). Interpreting isotope ratio data from a marine environment thus requires a quantitative understanding of how each of these processes (and the numerous other processes operating on each of those scales) influences the overall composition as measured in a single sample or mineral grain. Given the spectrum of possible applications and scales, there are two ways that geobiological hypotheses can be tested. The first tracks the natural abundances of Figure 14 .5 A series of figures outlining the variety of scales of interest to a geobiologist, all of which can be studied profitably using isotopes. In (a) we examine large-scale geochemical cycles using carbon and sulfur as the examples. For sulfur, oxidative and physical weathering of the continents delivers sulfate to the oceans via rivers. For carbon, CO 2 emitted from the solid Earth exchanges between the atmosphere and ocean, as well as being involved in crustal weathering reactions. Both cycles contain strong biological fractionation mechanisms and have oxidized and reduced sinks in marine sediments. In (b), we zoom in to look at a vertical cross-section of a sediment package, where communication between the water-column (frame a) and sedimentary microbial processes control element and isotopic cycling. Autotrophy and heterotrophy are noted by 'aut.' and 'het.', respectively. Sulfate reducers and sulfide oxidizers are listed as 'srb' and 'so.' Together, these processes account for the cycling and indirect removal of carbon and sulfur from the active marine environment. Continuing down to the cellular scale, assimilatory and dissimilatory processes also contribute significantly to the isotopic compositions present. In (c) we illustrate carbon fixation by the Calvin cycle, a carbon fixation pathway identified deep in the geologic record (see text for discussion). In (d) we show dissimilatory sulfate reduction, one of the most important processes for respiring organic carbon in anoxic marine environments.
isotopes and relies on variability within a given system to generate an interpretable signature. The second relies on spiking the experiment or system with an excess of a certain isotope and following the spike as it is distributed though out the system. Both have benefits and disadvantages, but with careful thought and experimental design, each provides powerful (and often complementary) information. Below we detail a series of case studies that employ each of these approaches.
Natural abundance case studies
Carbon fixation
Take the four common carbon fixation pathways as an example (CO 2 → organic carbon: OC). The Calvin cycle (Fig. 14.5C ) commonly produces OC that is depleted relative to the reactant CO 2 by ∼20-35‰ in d 13 C . The reductive acetyl coenzyme-A pathway often produces a similar fractionation, but carries the capability to produce even more depleted OC , Hayes et al. 2001 . Conversely, the reductive tricarboxylic acid and the 3-hydroxypropionate cycles produce much smaller fractionations (<20‰). By measuring the d 13 C of OC in sedimentary samples, hypotheses about the dominant mode of C-fixation can be tested and constrained. For example, the isotope ratios of OC preserved in sedimentary rocks are broadly similar through much of Earth history (Strauss et al., 1992) , supporting the notion that the Calvin cycle has a long history of use, despite evolving biology and environmental conditions. Studies of rocks 2.7 to 2.5 billion years old, however, have revealed that OC is, on average, much more 13 C-depleted, often showing d
13 C values of −40 to −60‰ (Hayes 1994; Fischer et al., 2009) . These low values generally fall outside of the range expected for the metabolisms listed above (though some of this data is consistent with carbon fixation via the reductive acetyl CoA pathway; Fischer et al., 2009) . The pattern led to the interesting hypothesis that methanotrophy (methane commonly displays very low δ 13 C values) was a fundamental process for assimilating carbon into biomass at that time (Schoell and Wellmer, 1981; Hayes, 1994; Hinrichs, 2002). 14.4.1.2 The Precambrian sulfur cycle Data accumulated over decades of research indicate that the range of d 34 S in sedimentary sulfides increased near the Archean-Proterozoic (2500 million years ago) boundary (for instance, see Canfield et al., 2000) . Habicht et al. (2002) , using a suite of laboratory and environmental experimental data, suggested that this transition represented a biological response of sulfate reducing bacteria (Fig. 14.5d ) to increasing seawater sulfate concentrations. They argued that at low seawater sulfate concentrations, the rate-limiting step in the biological reduction of sulfate to sulfide shifts from Dsr to sulfate uptake processes in the cell (the first step in Fig. 14.5d ). This process is facilitated by active transport by membrane-bound proteins and is thought to carry a small (∼3‰) fractionation. When seawater sulfate concentrations increase beyond the critical threshold, the rate-limiting step changes to an internal conversion (possibly Dsr) that results in much larger fractionations (see Chapter 5). Through careful experimental work, Habicht and coauthors (2002) pinpointed the sulfate concentration at which this switch occurred and 'calibrated' the concentration of seawater sulfate to be <200 μΜ (modern sulfate is ∼100 × greater) in seawater older than ∼2500 Ma. These researchers used a modern experiment, coupled to a geochemical observation, to convincingly argue that the change in the range of isotopic compositions preserved in the rock record near the ArcheanPaleoproterozoic boundary is the result of a biochemical response at the cellular level.
Isotope spike case studies
Next we target two case studies where synthetic isotope enrichments allow for the quantification of small effects or processes that are otherwise difficult to assay. These applications utilize a different approach and employ isotope spikes.
Stable isotope probing (SIP)
In studying natural microorganisms and/or consortia, molecular biological techniques directed at amplification and/or sequencing of genetic material (see Chapters 12-13) answer the question of 'who is there?' SIP, on the other hand, helps to answer the question of 'what are they doing and how?' SIP works as follows: an isotopically labelled substrate is introduced to a microorganism or community (through injection into growth media or local environment) and is subsequently tracked as the cell processes it. The fate of the spike informs our understanding of how that original substance is processed throughout the cell and what biochemical (or physiological) processes are active. Further, the mass difference between labelled and unlabelled compounds allows for their separation (e.g. by centrifugation) so that each can be analysed individually, via molecular or geochemical techniques.
This approach can be used in a variety of fashions. Boschker and colleagues (1998) targeted the accumulation of an isotope spike in fatty acids, linking Desulfotomaculum acetoxidans (a sulfate-reducing firmicute) to 13 C-labelled acetate oxidation. Most commonly, SIP has been applied to study methane cycling (see Chapter 24: Lin et al., 2004; Hutchens et al., 2004 C-labelled DNA was extracted, purified, and used as a template for molecular biological techniques that were later able to identify the affinity of the specific methanotrophs incorporating the spike to known organisms. The incorporation of SIP into DNA also allows for new insights into key enzymes, such as CH 4 oxidation genes associated with methane monooxygenase (Lin et al., 2004; Hutchens et al., 2004) . Field-based SIP techniques even extend to investigating microbial activity in contaminated (or extreme) environments (Jeon et al., 2003) . Though a majority of the SIP studies have focused on carbon isotopes, potential avenues of research are large (especially those involving nanoSIMS technology), and thus this methodology is in a state of rapid development limited only by the creativity of the researcher.
Anaerobic ammonium oxidation
One elegant application of isotope spikes was their role in the discovery of the anaerobic oxidation of ammonium (termed anammox). There was a long established imbalance in the marine N cycle; anaerobic microbial respiration processes predicted a substantial NH 4 + reservoir that was not observed (Richards, 1965) . This led to the prediction that a missing N 2 flux out of the ocean could account for the lack of a NH 4 + pool (Codispoti, 1995) . From thermodynamic considerations, it was later proposed that nitrite (the electron acceptor) and ammonium (the electron donor) could be metabolized to produce this N 2 ; a flux that could account for the observed imbalance. In 2002, Thamdrup and Daalsgard (2002) . This is exactly what was observed. In years since, this approach has been applied widely and demonstrated the predominant role of anammox in anoxic basins (Dalsgaard et al., 2003; Jensen et al., 2008) and coastal upwelling zones off western S. America (Thamdrup et al., 2006; Hamersley et al., 2007) and western Africa (Kuypers et al., 2003 (Kuypers et al., , 2005 Lam et al., 2009 ).
Using isotopes to ask a geobiological question in deep time
In this section, we examine the methods and logic used to probe the operation of geobiological processes in deep time, with data generated from the sedimentary rock record. We are fortunate that the Earth has captured its own environmental and biological history in sedimentary successions, but this record is far from perfect. The most challenging aspects of these approaches lie in the fragmentary nature and unequal preservation inherent to the geologic record. Studies rooted in data from ancient rocks require solving an inverse problem, often implicitly. With inverse problems, it is not possible to run the experiment again to observe what occurs (i.e. the Earth has but one history); here, model parameters and conceptual understanding flow from observations of historical data. We will introduce several important aspects of working with sedimentary rock record isotope ratio data: selecting appropriate lithologies for analysis, generating high-resolution data with respect to time and paleoenvironment from an incomplete geologic record, and heeding the effects of post-depositional alteration (diagenesis and metamorphism).
In sedimentary rocks, elements of interest to stable isotope geobiology fall into major, minor, or trace element categories depending on their abundance. The mass of sample required to make a precise isotopic measurement on a particular lithology will vary accordingly. In general, you should strive to work with as little sample mass as is required to obtain precise data. Processing more rock to obtain enough mass will always make a given measurement possible, but it integrates many mineral phases and textures present in a rock (many of which are not primary), and additional problems concerning external contamination can arise. This means that only a subset of available lithologies are appropriate for a particular isotopic analysis. Take, for example, marine limestone [CaCO 3 ] or dolomite [CaMg(CO 3 ) 2 ] (often referred to collectively as carbonates). Carbonates are ideal targets for carbonate carbon isotopes because C is a major component in the rock and they are, quantitatively, the most important sink in the carbon cycle (Knoll et al. 1986; Hoffman et al. 1998; Halverson et al. 2005; Fischer et al. 2009 ). Carbonates can also carry sufficient OC to make meaningful isotopic measurements (requiring generally >0.1 weight % OC; e.g. Strauss et al. 1992) . Siliciclastic shale, specifically OC-rich shale (often referred to as black shale) can contain high concentrations of elements that are insoluble in their reduced form or reactive with other reducing species, such as OC. For instance, molybdenum isotope studies (Arnold et al., 2004; often focus on black shale, since this lithology concentrates Mo 5 . Along with Fe, which binds with sulfur to form pyrite (FeS 2 ), chalcophile (or sulfur loving) elements like copper and zinc will also concentrate in this lithology (black shales are often S-rich; Canfield, 1998; Shen et al., 2002 Shen et al., , 2003 . Organic-rich sediments are also good targets for OC isotopic analyses and lipid biomarker compound-specific isotope studies, such as nitrogen ( 14 N and 15 N) in porphyrin compounds. Thus, after choosing an element and isotope system of interest, researchers can identify the rock-type that best suits a specific geobiological question. In general, there are several important keys to lithology selection: (1) a researcher needs to be able to easily and accurately connect the element in a particular lithology to a geobiological value or process operating in the sedimentary environment (e.g. seawater SO 4 2− or CO 3 2− , pore fluid S 2− from sulfate reduction, OC from photic zone primary production); (2) the lithology must have sufficient concentrations of a particular element to make a precise measurement without homogenizing and integrating too much material; and (3) the isotopic composition of major elements are more difficult to alter after deposition during burial diagenesis and metamorphism than minor or trace elements.
With an idea of what lithologies are appropriate for certain isotopic studies, the next task is to obtain a suite of samples from a stratigraphic succession arrayed along vectors of time and paleoenvironment. The sedimentary processes responsible for creating stratigraphy are strongly non-linear; because of this, thoughtful sampling strategies are required. Rather than use examples from the literature, our pedagogy here is to illustrate how sedimentary rocks record geobiological data using forward model simulations that capture these dynamics.
From the principle of superposition, we recognize that sedimentary packages offer time series data from samples collected from the bottom (oldest) to the top (youngest) of a stratigraphic section. In general, we want to collect enough samples from a section to produce smooth (small changes between data points) timeseries data. In order to determine what sampling density (samples per metre) is required, recall the concept of residence time (Section 15.3.2.1). A good rule of thumb is that the timescale required for a reservoir to change composition and reach a new steady state following a perturbation is on the order of ∼4× the estimated residence time. As stated previously, in practice (particularly in Precambrian-age rocks), a good estimate of the residence time is not always known, and so it is often better to sample at a higher density than you think is required. Presented in Fig. 14.6 is a set of calculations designed to determine a minimum sample density requirement, given a rock type and isotopic species of interest. Axes at the right and top relate to geobiological 'questions,' whereas axes at the left and bottom were used in the construction of the plot. We read this figure as follows: if, for instance, we are interested in the isotopic composition of modern seawater sulfate with a residence time of 10 Myr as recorded by sedimentary sulfides in shale deposits, we need less than 1 sample per 100 m of shale to capture each residence time once. In actuality, a sample density much greater (say 4×, or 1 sample per 25 m) is ideal, which is why we outline the relationships in Fig. 14.6 as placing strict minimum estimates. If we continue with this example, but now take an estimate of Archean seawater sulfate, with a loosely .6 A calculation illustrating the minimum allowable density for stratigraphic sampling, given a particular species residence time and rock type (with a characteristic sedimentation rate). Values are from modern systems (Einsele, 1992) and are similar to those estimated for Precambrian environments (Altermann and Nelson, 1998; Trendall et al., 2004) . , the minimum sample density is 1 sample per metre. High-resolution studies of Precambrian carbonate carbon (for example, Halverson et al., 2005; Fischer et al., 2009) often exceed this minimum requirement, as have recent studies of multiple S isotopes (Kaufman et al., 2007) .
In reality, the sedimentary record is not a simple uniform layer cake, but rather dynamic in space and time.
To illustrate this point, we will look at two forward simulations of carbonate bearing sedimentary successions and their carbonate carbon isotope ratio data. The synthetic stratigraphy was generated using a modified version of STRATA (Flemings and Grotzinger, 1996) , a basin modelling tool that approximates process sedimentology using diffusion behaviour. Figure 14 .7 depicts the results of a simulation of metre-scale shallowing-upward cycles in peritidal carbonates; this sedimentary dynamic is ubiquitous on carbonate platforms of all age (Sadler, 1994) . The model forcing is a periodic sea level curve composed of two waves of similar amplitude (1 m) but with different periods. As sea level rises, accommodation is produced and a sequence of carbonate rock (a, b, c, d , and e), from subtidal facies to supratidal facies, is deposited. As sea level drops and the available accommodation goes to zero, the system enters a period of local non-deposition, characterized by a terminal hiatus (a', b', c', d', and e'). The episodic deposition of carbonate is clear from the stair step-shaped plot of accumulation verses time. It is noteworthy within this simulation that there is more time missing (apportioned along the surfaces of hiatuses) than preserved by the carbonate sequences. This is a general feature of the geologic record at all length and time scales, regardless of environment (Sadler, 1981) . Furthermore, between blocks c and d note the missing 'beat' or sea level cycle wherein insufficient accommodation was created to leave behind a sequence of rock, effectively doubling the time of the hiatus. Nonlinearities like these are common in the geologic record, even in 'cyclic' sedimentary rocks. In this simulation, we can also examine the effect that non-steady sedimentation and paleoenvironment can have on stratigraphic isotope ratio data. We consider three possible isotopic scenarios: X, Y, and Z. In X, there is a linear trend in seawater dissolved inorganic carbon (DIC) d
13
C from 0 to 6‰ over the length of the simulation. In Y, we apply no secular trend, but add differences in the d 13 C of specific facies, wherein supratidal facies are 3‰ 13 C-enriched compared to subtidal facies (this could be due to differences in primary geobiological processes producing carbonate in these different environments, or due to secondary diagenetic processes that are correlated with features like grain size and permeability). In Z, we examine the combined effects X and Y. We see that unsteady sedimentation produces isotope records that can have sharp breaks corresponding to sequence stratigraphic surfaces. These breaks are the strongest in scenario Y, where the superposition of different facies highlights the discordances. In addition, it is important to be able to deconvolve the effects of paleoenvironment and diagenesis from those of true secular trends. If we were using the isotopic data from scenario Z to estimate f org (again, the fraction of total C buried as OC) and the flux of oxidant production during the deposition of this stratigraphy, our estimates would be off by nearly 20%. Figure 14 .8 shows the results of a different simulation, working this time on the length scale of a large sedimentary basin; these results illustrate how unsteady accumulation leads the development of complex sedimentary sequences in a carbonate-rich passive margin succession. The primary model forcing is periodic sea level change with 20 m amplitude and several million-year period, and we take into account isostatic compensation of the crust due to the sedimentary load. The upper left panel in this figure shows a cross-section orthogonal to the basin margin (with sediment moving from left to right). Note that the thickness of this succession attenuates toward the basin (where the sediment flux is too low to fill the available accommodation) and toward the craton (where the rate of accommodation was insufficient and so much of the sediment bypassed). The upper right panel shows a complementary relationship, but rather than plot thickness on the y-axis, here time is shown (this if often referred to as a Wheeler plot or chronostratigraphic plot). By comparing these two panels, we can see that sediment was not deposited everywhere at the same time, and erosion has helped shape the resulting sedimentary sequences. The bottom panels show the same simulation but with d 13 C data. Here we have imposed a complex secular trend with three negative d
C excursions of varying magnitude on the isotopic composition of seawater DIC (this record is not unlike that reported for Ediacaran seawater; e.g. Fike et al., 2006) .
It is critical to recognize that all possible stratigraphic sections throughout the basin contain hiatuses and unconformities. There is no single section where one can recover the complete isotopic history. We can combat this challenge by measuring and sampling multiple sections throughout an outcrop belt or in subsurface drill core (preferably oriented perpendicular to the strike of the basin) and constructing a composite isotope history, or curve. To construct a composite curve and accurately capture the d 13 C history recorded in this succession, we require measurements from at least 6 This estimate is reached by relating modern seawater concentrations to estimates on Archean seawater (e.g. Habicht et al., 2002) (28 mM/0.2 mM) and with the assumption that inputs and outputs will scale similarly. four sections, for example at locations a, b, c, and d. More would be ideal for redundancy and confidence. We also expect that the ideal sampling density between these sections will be different. Section d, for example, is condensed and will require a more intense sampling effort (see Myrow and Grotzinger, 2000) . By connecting your sampling effort to the inferences gained from sequence stratigraphy, it is possible to mitigate the tendency of sedimentary processes to offer an incomplete historical record. 
Conclusions
Let us step back for a moment and review the tools that geobiological researchers can use to understand: (1) the underlying biochemical roots of isotopic fractionations, (2) how precise mathematical formulations underlie the study of all isotope systems, and (3) the considerations necessary in asking a geobiological question with isotope ratio data available from the sedimentary record.
In any experimental or natural system, there will likely be a number of components that contribute to the cumulative isotope fractionation. These components will include both biological (enzymes) and abiological (physical transport and mixing) mechanisms. As a rule of thumb, however, it is the rate-limiting step within a system that controls the net isotopic fractionation, and about which the most information can be gained.
Detailed isotopic studies of microbial metabolism can provide a great deal of information about the operation of the organism itself. For instance, we outlined above how, when grown under low sulfate concentrations, sulfate-reducing bacteria produce much smaller d 34 S fractionations between the product sulfide and residual sulfate than under sulfate replete conditions (Rees, 1973) . This information was used to both calibrate levels of Archean seawater sulfate (Habicht et al., 2002) , and inform the relative rate of enzymatic and diffusive processes within the cell (Canfield et al., 2006; Johnston et al., 2007) . Other cases, such as those employing stable isotope probes, are also directed at understanding material flow in a system, but seek to quantify and understand a modern geobiological process. Future work placing constraints on the magnitude of the fractionation associated with key microbial or biochemical processes is necessary for the richness of the natural records (be they modern or ancient) to be understood. These constraints call for dedicated laboratory work, motivated by questions from patterns in the geological record.
Whereas work to date has often focused on a particular measurement from a single isotope system, the future of this field lies in working within numerous isotope systems simultaneously. The biggest challenge facing isotope studies is that competing hypotheses do not always have unique predictions for the behaviour of isotopic data. By combining several isotopic systems, however, this problem of non-uniqueness can be overcome. Whereas paired measurements of carbon and sulfur isotope ratios (at present, the core geobiological isotopes) are beginning to be allied more commonly, companion records from complementary element systems (such as the relationship between Mo and nitrogenase, or Zn and carbonic anhydrase) will add an extra layer of sophistication to these hypotheses. In the end, the primary goal of isotope geobiology is to understand the interactions between life and environments today as well as in times past. Stable isotopes remain a powerful tool to be levied in this pursuit.
