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Abstract
Define an embedding of graph G = (V,E) with V a finite set of dis-
tinct points on the unit circle and E the set of line segments connecting
the points. Let V1, . . . , Vk be a labeled partition of V into equal parts.
A 2-factor is said to be cycling if for each u ∈ V , u ∈ Vi implies u is
adjacent to a vertex in Vi+1 (mod k) and a vertex in Vi−1 (mod k). In this
paper, we will present some new results about cycling 2-factors in-
cluding a tight upper bound on the minimum number of intersections
of a cycling 2-factor for k = 3.
1 Introduction
Plane embeddings of graphs have a long history in graph theory. In
this paper, we study geometric graphs with vertices in convex position.
Definition 1.1 A graph G = (V,E) is a geometric graph if the ver-
tices are a set of distinct points in the plane and the edges are a set of
straight-line segments. We say two edges intersect if the straight-line
segments intersect.
In the language of [1, p. 88-90], a geometric graph can be thought
of as a plane graph where each arc is a trivial polygonal curve.
Problems with geometric graphs have been very well studied for
graphs with a bipartition of the vertices V = V1 ∪ V2 with |V1| = |V2|,
see [2]. One of these problems is the Alternating Hamiltonian Cycle
problem, that is to find a Hamiltonian cycle that alternates between X
and Y and has the minimum number of intersections between edges. In
[3], Kaneko, Kano, and Yoshimoto showed that the minimum number
of intersections of an alternating Hamiltonian cycle is bounded above
by |V1| − 1, which is tight in some instances.
We consider the case when V is partitioned into at least three equal
sets and the points are in convex position.
Definition 1.2 Given a set of distinct points {x1, . . . , xn} ⊆ R
2 we
say the points are in convex position if none of the points can be
represented as a convex combination of the others. That is,
xi /∈ conv({x1, . . . , xn} \ {xi}) for all i = 1, 2, . . . , n.
Notice that, given a set of points in convex position, any subset of
these points will also be in convex position.
Geometric graphs with points in convex position can be thought
of as points equally spaced around a circle with chords connecting the
points in different sets of the partition of V .
Definition 1.3 Let G = (V,E) be a graph. Let V1, . . . , Vk be a labeled
partition of V into equal parts, k ≥ 3. A 2-factor of G is said to be
cycling if, for each u ∈ V , u ∈ Vi implies u is adjacent to a vertex in
Vi+1 (mod k) and a vertex in Vi−1 (mod k).
This is a generalization of the alternating condition. In this par-
ticular case where k = 2, for all i, i+1 ≡ i− 1 (mod 2) so each v ∈ Vi
is adjacent to two distinct vertices in Vi+1 (mod 2). Observe that any
cycling 2-factor will be a set of cycles with length a multiple of k.
Let G be a geometric graph G ∼= Kkn, with vertices in convex
position and V = V1 ∪ . . . ∪ Vk a labeled partition with |Vi| = n. We
are interested in studying the cycling 2-factors of G that have the
smallest number of intersections. In addition, we are interested in
finding the number of intersections of this cycling 2-factor. In Figure
1, we have a geometric graph G ∼= K6 with k = 3, and two examples of
cycling 2-factors of G. Each element of the partition has two vertices
indicated by different shades. The first example, (a), has two cycles
with four intersections and the second, (b), has one cycle with three
intersections. Later, we will show that the second example is in fact
the unique cycling 2-factor with the minimum number of intersections
for G.
2 Structural Results
Definition 2.1 Let u and v be distinct vertices in a geometric graph
G. The edge uv ∈ E(G) induces a partition of V (G) by V (G) =
(a) (b)
Figure 1: (a) has four intersections, (b) has three and
is the minimum.
{u, v} ∪ Luv ∪ Ruv, where Luv is a set of vertices in G contained in
an open half plane defined by the line connecting u and v. Similarly,
Ruv is the set of vertices in G contained in the other open half plane
defined by the line connecting u and v.
Observe that the half planes that produce sets Luv and Ruv are
distinguished only by the vertices of G, so the convention used for
figures will be when viewing uv as a vertical line with u below v then
Luv will be on the left and Ruv will be on the right.
Given u, v ∈ V (G), we will say u and v are neighbors on the convex
hull if the line connecting u and v is a defining face of conv(V (G)),
equivalently if Luv = ∅ or Ruv = ∅.
Definition 2.2 (Following the notation from [1].) Let A and B be
disjoint subsets of V (G). The set of edges in G with a vertex in A and
a vertex in B is denoted EG(A,B), and the number of such edges is
denoted by eG(A,B).
Observation 2.3 The edges uv and st intersect if and only if s ∈ Luv
and t ∈ Ruv, or the reverse. Thus, the number of edges that intersect
uv in any H ⊆ G will be eH(Luv, Ruv).
This tells us that the exact coordinates of the points are less im-
portant than the sets Luv and Ruv that contain them. Thus, we have
a combinatorial framework to consider the intersections.
Theorem 2.4 Given a cycling 2-factor H of G = (V,E), V = V1 ∪
. . . ∪ Vk, k ≥ 3. If H has the minimum number of intersections over
all cycling 2-factors of G, then any two edges vu, rs ∈ E(H) such that
u, r ∈ Vi and v, s ∈ Vi+1 (mod k) will not intersect.
Proof. Given G as above, H a cycling two factor of G, and u, r ∈ Vi,
v, s ∈ Vi+1 (mod k) such that vu, rs ∈ E(H) intersect.
These two edges produce four sets of vertices S1 = Luv ∩Lrs, S2 =
Luv ∩ Srs, S3 = Ruv ∩ Luv and S4 = Ruv ∩ Rst. See Graph (H) in
Figure 2. Observe that the number of intersections of edges that do
not include u, v, r or s for this pair of edges is
e(S1, S2) + e(S1, S3) + 2e(S1, S4) + e(S2, S4) + 2e(S2, S3) + e(S3, S4).
Let H ′ be H with edges us and rv and without edges uv and rs.
See graph H ′ in Figure 2.
Observe that the two new edges do not intersect. Now, the number
of edges that do not include u, v, r or s which intersect the new edges
is
e(S1, S2) + e(S1, S3) + 2e(S1, S4) + e(S2, S4) + e(S3, S4).
Thus the number of intersections of edges that do not include u, v, r
or s for this pair of edges does not increase.
Suppose an edge intersects us and has v or r as an endpoint. Then
the other vertex must be in S1, since u ∈ Rrs and r ∈ Ruv we conclude
that this edge would have intersected at least one of uv or rs in H. A
similar statement holds for any edge that intersects vr and has u or
s as a vertex. Since there is at least one fewer intersection, it follows
that H ′ has fewer intersections than H.
This concludes the proof.
(H)
S2 S3
S1
S4
r
u
v
s
(H ′)
S2 S3
S1
S4
r
u
v
s
Figure 2: Regions produced by intersecting edges and
non intersecting edges. Where u, r ∈ Vi and v, s ∈
Vi+1.
Lemma 2.5 Let G = (V,E), where V = V1∪ . . .∪Vk, and k ≥ 3. Let
H be a cycling 2-factor of G. Suppose u ∈ Vj and v ∈ Vj+1mod k so
that u and v are neighbors on the convex hull, but uv /∈ H, then there
is a cycling 2-factor H ′ that contains uv and has at most two more
intersections than H.
Proof. Let G, H, u and v be as in the statement. Let r ∈ Vj+1 (mod k)
and s ∈ Vj so that ur, vs ∈ E(H).
Let H ′ be H with edges ur and vs and without edges uv and rs.
Observe that H ′ is also a cycling 2-factor as the only vertices with
different adjacency are u, v, r and s and they still satisfy the cycling
condition.
Since u and v are neighbors on the convex hull, without loss of
generality, we assume Lvu = ∅.
Assume ur and vs intersect in H. By Theorem 2.4 we conclude
that the number of intersections of H ′ is at least one less than the
number of intersections of H.
Now, assume ur and vs do not intersect in H. See Graph (H) in
Figure 2. Let v, s ∈ Rur and u, r ∈ Lvs. This gives a partition of
V \ {u, v, r, s} into Lur ∪ Lrs ∪ Lsv, (see Figure 2). Moreover, since
Lvu = ∅, up to relabeling, we get that the sets partition the remaining
vertices. Thus the number of edges that intersect rs can be bounded
by,
e(Lrs, Rrs) = e(Lrs, Lur) + e(Lrs, Lsv)
≤ e(Lur, Rur) + e(Rsv , Lsv).
This follows as e(Lrs, Lur) is less than the total number of edges that
intersect ur which is e(Lur, Rur), similarly for sv. This implies that
the only way to add new intersections is from edges that contain u, v, r
or s. Since uv can not intersect any edges, the only other possibility
is rs intersects edges that contain u or v. However, there are at most
two such edges, hence there are at most two new intersections.
Thus, by construction, there is a cycling 2-factor H ′ with at most
two more intersections than H that contains edge uv.
Lemma 2.6 Let G = (V,E), with V = V1 ∪ . . . ∪ Vk, and k ≥ 3, and
suppose G contains a cycling 2-factor with no intersections. Then G
has a cycling 2-factor with no intersections consisting only of k-cycles.
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Figure 3: Replacing ur and sv with uv and rs adds
at most two more intersections.
Proof. Let G be as above, and suppose G contains a cycling 2-
factor with no intersections. Let H be a cycling 2-factor with with
no intersections. Suppose that H is the 2-factor with the smallest
maximum length cycle and the smallest number of the longest cycles.
Observe that sinceH has no intersections, each cycle is disjoint. Thus,
we can study each cycle separately.
Suppose C is a cycle length greater than k. Let x1, . . . , xk be a
path of C, and let x0 be adjacent to x1 and xk adjacent to xk+1 in
C. Let H ′ be H with edges x1xk and x0xk+1 and without edges x0x1
and xkxk+1. This produces two cycles with length smaller than the
length of C.
As this contradicts the choice of H, we conclude that H did not
have any cycles of length greater than k.
3 Upper Bounds
We define a transposition (u, v) of a graph embedding G to be an
embedding Gˆ that changes the embedding of G by switching the co-
ordinates of u and v. When performing this switch with a cycling
2-factor, H, we will assume that the new cycling 2-factor has the
same edges. That is, adjacent vertices do not change in H, just the
embedding of G.
Definition 3.1 Let f(G) be the minimum number of transpositions
(u, v), where u and v are neighbors on the convex hull, required to
convert G into an embedding with a cycling 2-factor with no intersec-
tions.
Theorem 3.2 Let G = (V,E), where V = V1 ∪ . . . ∪ Vk, and k ≥ 3,
and let H be a cycling 2-factor of G with the minimum number of
intersections. Then, the number of intersections of H is bounded above
by 4f(G). Moreover, for k = 3, the number of intersections of H is
bounded above by 3f(G).
Proof. Observe that the transposition (u, v) for u and v neighbors
on the convex hull will not change Lrs or Rrs for all edges rs disjoint
from {u, v}. Thus, this operation will not add any intersections be-
tween edges that do not contain u or v as an end point. There are
at most four edges containing u or v thus, each transposition adds at
most four intersections. Starting with a cycling 2-factor with no inter-
sections, apply the transpositions in reverse order adding at most four
intersections per transposition to get a cycling 2-factor of G with at
most 4f(G) intersections. Thus, the minimum number of intersections
is bounded above by 4f(G).
Now, assume k = 3. Observe that if (u, v) is a transposition in the
minimum sequence, then u and v would not be in the same part of V .
Assume that the minimum sequence of transpositions includes (u, v).
Note that u ∈ Vi, v ∈ Vj implies i = j ± 1 (mod 3). Hence, by Lemma
2.5, there is a cycling 2-factor, H ′, with at most two more intersections
than the current cycling 2-factor that uses uv. In H ′, u and v have
two edges that could intersect adding at most one more intersection
when (u, v) is applied to H ′. Starting with a cycling 2-factor with
no intersections and apply the transpositions in reverse order to the
cycling 2-factor that is produced by Lemma 2.5. Thus, the minimum
number of intersections is bounded above by 3f(G) when k = 3.
Theorem 3.3 Let G = (V,E), V = V1∪V2∪V3, and let H be a cycling
2-factor of G. Then the number of intersections of H is bounded above
by 3n(n−1)2 where |V1| = n.
Proof. Let G be as in the statement. Proof by induction on |V1| = n.
We will construct a sequence of transpositions (u, v) of neighbors on
the convex hull of length at most n(n−1)2 .
If |V1| = 1 then G ∼= C3, and the only cycling 2-factor of G has
no intersections. Now, assume that for any graph G with |V1| = n,
there is a cycling 2-factor with at most 3n(n−1)2 intersections. Assume
G has |V1| = n + 1. Observe that there are vertices u1 ∈ V1 and
u2 ∈ V2 such that u1 and u2 are neighbors on the convex hull. Let
u3 ∈ V3 be the closest vertex in cyclic order along the convex hull,
let the transpositions (u3, t1), (u3, t2), . . . , (u3, ti) give an embedding
where u3 is a neighbor of either u1 or u2. Observe that at most n
transpositions will be needed.
Using the inductive hypothesis, we construct a cycling 2-factor on
G\{u1, u2, u3} with at most
3n(n−1)
2 intersections. Now, write G with
u1, u2 and u3 as neighbors on the convex hull, with u1 and u2 in their
original position inG. Apply the transpositions (u3, ti), (u3, ti−1), . . . , (u3, t1),
in order. By Lemma 2.5 and the method used in Theorem 3.2 we can
construct a cycling 2-factor of G with at most 3n(n−1)2 + 3n =
3(n+1)n
2
intersections as desired.
Thus, we have an upper bound on the intersections of H of 3n(n−1)2
where |V1| = n.
Corollary 3.4 For each n there is a unique embedding of G ∼= K3n,
V = V1 ∪ V2 ∪ V3, |Vi| = n, i = 1, 2, 3 where the minimum number of
intersections of a cycling two factor is 3n(n−1)2 .
Proof. Let V = {v1, . . . , v3n} be in cyclic order. Set V1 = {v1, . . . , vn},
V2 = {vn+1, . . . , v2n}, and V3 = {v2n+1, . . . , v3n}. There is a unique
set of edges that satisfy the condition in Theorem 2.4, and, thus, must
have the minimal number of intersections. Namely, vi is adjacent to
v2n+1−i and v3n+1−i for i = 1, . . . , n. The other edge set has vn+i
adjacent to v3n+1−i for i = 1, . . . , n. In Figure 1, Graph (b) is the case
when n = 2.
Given an edge uv in this cycling 2-factor, where u ∈ V1 and v ∈
V2, the only edges in E(V1, V3) that intersect this edge will have a
vertex in V1 with higher index then u in the cyclic order, the only
edges in E(V2, V3) that intersect this edge have a vertex in V2 with
smaller index then v in the cyclic order. This gives a total of n(n− 1)
intersections of edges in E(V1, V2) with edges in E(V1, V3)∪E(V2, V3).
Finally, given an edge uv in the cycling 2-factor where u ∈ V2 and
v ∈ V3 the edges in E(V1, V3) that intersect this edge will have a
vertex in V3 with smaller index than v. This adds an additional
n(n−1)
2
intersections between E(V2, V3) and E(V1, V3). This gives a total of
3n(n−1)
2 intersections with |V1| = n and so the bound given in Theorem
3.3 is tight on this graph.
To see uniqueness it suffices to show that there is a unique graph
where it requires a minimum of n− 1 transpositions to get three ver-
tices, u1 ∈ V1, u2 ∈ V2 and u3 ∈ V3, to be neighbors on the convex
hull.
Suppose that u1 ∈ V1 and u2 ∈ V2 are neighbors on the convex hull,
and assume that it would require at least n− 1 transpositions to get
a vertex in V3 adjacent to either on the convex hull. Then, there are
maximal sets of consecutive, with respect to the convex hull, vertices
from V1∪V2 one that contains u1, and not u2 and another that contains
u2 and not u1. Each set has n vertices, otherwise there is a vertex in V3
of distance less than n−1 in cyclic order from u1 or u2. Thus, without
loss of generality we may assume v1, v2, . . . , vn = u1, vn+1 = u2, . . . , vn
are in V1∪V2, and {v2n+1, . . . , v3n} = V3. If there is vi ∈ {v1, . . . , vn−1}
then there is vj ∈ {v1, . . . , vn−1} such that vj ∈ V2 and vj+1 ∈ V1
where it would require j−1 < n−1 transpositions to get v3n adjacent
to vj. Thus, {v1, . . . , vn} = V1 and {vn+1, . . . , v2n} = V2.
This proves the uniqueness of the graph.
Acknowledgements
The author wishes to thank Michael Burr, Matthew Macauley, and
Marc Lipman for their help with this paper. Without their support
this paper would not have been possible.
References
[1] R. Diestel. Graph Theory, Springer Berlin Heidelberg, 2010.
[2] Kaneko, Atsushi and Kano, M., Discrete Geometry on Red and
Blue Points in the Plane – A Survey, Springer Berlin Heidelberg,
2003.
[3] A. Kaneko, M. Kano and K. Yoshimoto, Alternating Hamiltonian
cycles with minimum number of crossings in the plane, Internat.
J. Comput. Geom. Appl., 10 (2000)73-78.
