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Over the last three decades, there has been increasing
interest in exploiting sparseness constraints in signal pro-
cessing, that is, searching for target signals with as few
non-zero entries as possible. This approach was, perhaps,
first exploited in the modelling of excitation signals in
speech processing or reflectivity sequences in seismic
deconvolution with only a small number of non-zero
values. Some 30 years later, the associated mathematical
methods and application domains, both for single- and
multiple-dimensional signals, have evolved to a point
where sparse signal processing has become an area of
study in its own right.
This special issue on sparse signal processing, there-
fore, begins with a review article by Marvasti et al. [1],
entitled A unified approach to sparse signal processing
which provides a tutorial review of sparse signal recov-
ery using various techniques with minimal sampling
measurements, in effect, compressed sampling, and also
describes applications of sparsity in a number of other
challenging domains. Many of the articles in this special
issue are related to applications of sparse signal
processing.
The next set of articles provides examples of where spar-
sity can be exploited in parameter estimation problems.
The article by Djafari [2] uses a Bayesian inference
approach to address both signal and image inversion pro-
blems wherein sparsity is considered either in the original
or transformed signal space. Taxonomy of prior models is
provided for the related probabilistic frameworks, and asso-
ciated estimation algorithms are developed.
Angelosante and Giannakis [3], in an invited article, con-
sider the problem of estimating the parameters of time-
varying autoregressive models. They overcome the lack of
continuity and high computational complexity in working
with high-dimensional datasets by casting their problem as
a sparse regression with grouped variables. This is then
solved with a group least-absolute shrinkage and selection
operator, denoted Lasso. Numerical evaluations are
employed to demonstrate the merits of the approach.
Zhu et al [4]. also examine a parameter estimation pro-
blem in the context of Synthetic Aperture Radar (SAR).
They address a difficult nonlinear problem by employing
linearization and an over-complete dictionary. This is
motivated by the sparse distribution in the observation
space of SAR micromotion targets. A variational approxi-
mation framework is also exploited for Bayesian computa-
tion, and numerical simulations confirm the higher
resolution achievable by the proposed approach over con-
ventional methods.
Xie et al. [5] provide a hybrid approach for 2D direction-
of-arrival estimation in the presence of mutual coupling
across the array. They employ a manifold decomposition
approach for the case when the number of sensors is
sparse, smaller than required in traditional beamspace-
based algorithms. In particular, an algorithm to estimate
azimuth angle without exact knowledge of the mutual
coupling is provided.
Blanco and Nájar [6] propose an algorithm for estimat-
ing the angles of arrival of multiple uncorrelated sources
impinging upon a uniform linear array. They use an over-
complete dictionary representation of the spatial covar-
iance matrix model. A sparsity penalty is applied and a
least angle regression/homotopic approach is used to solve
the resulting objective function. Their approach is shown
to achieve high resolution with the advantage of low com-
putational cost.
Li et al. [7] focus upon source localization with a single
snapshot and improve the efficiency of an iterative adap-
tive approach by utilizing the optimal filter only on the
spatial components corresponding to the impinging angles
of the sources. Their evaluations confirm that this simplifi-
cation attains comparable accuracy of source angle and
power estimation with a substantial reduction in computa-
tional load.
Sahnoun et al. [8] address multi-dimensional modal esti-
mation using sparse estimation techniques in combination
with an efficient multigrid approach. To overcome huge
size in the necessary dictionaries, they refine their diction-
aries over several levels of resolution. Their sparse modal
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method is shown to enhance greatly the estimation accu-
racy for noisy signals and to yield good robustness to the
choice of the number of components.
The next set of articles includes works on dictionary
learning and provides both practical approaches and new
theoretical results. Huang et al. [9] consider adaptive
matching pursuit to find atoms used in the context of dic-
tionary learning. They apply a total least squares con-
straint in the learning and concentrate upon obtaining a
better match between the grid, and the ensuing dictionary,
and the available measurements.
Zheng et al. [10] provide an algorithm for sparse signal
recovery based on exploiting the relationship between the
noise subspace and an overcomplete basis matrix repre-
sentation. Their approach has the advantage that not only
it can enhance the sparseness of the solution, but also can
reduce the number of required data snapshots and the
signal-to-noise ratio for stable recovery.
Wang et al. [11] also study sparse signal reconstruc-
tion and propose the restricted isometry property for
the orthogonal matching pursuit algorithm. Their bound
is found to be close to that previously conjectured by
researchers in the field.
The final set of articles includes works which show
where sparsity can be exploited in various application
domains: communications, image & video processing,
and radar.
Pakrooh et al. [12] investigate the problem of determi-
nistic pilot allocation in Orthogonal Frequency Division
Multiplexing systems. They propose a method based on
the minimization of a coherence measure of the subma-
trix of the unitary discrete Fourier transform matrix asso-
ciated with the pilot subcarriers and propose strategies
for carrier placement based on cyclic difference sets.
They also consider orthogonal matching pursuit and an
Iterative Method with Adaptive Thresholding for channel
estimation.
Lagunas and Nájar [13] consider spectrum sensing for
cognitive radio. They use a feature-based approach
based on periodic non-uniform sampling. A correlation-
matching procedure is proposed to detect predeter-
mined spectral shapes in sparse wideband regimes.
Sermwuthisarn et al. [14] address sparse signal recon-
struction from a compressed measurement image cor-
rupted by impulsive noise. An octave-tree discrete wavelet
transform is employed to induce sparsity within the image
signal. The energy distribution of the reconstructed sparse
signal is then used to perform noise removal, and the
noise-corrupted coefficients are finally estimated to yield
the reconstructed signal.
The article by Zamani et al. [15] is set in the context of
magnetic resonance imaging and proposes the use of cer-
tain sampling strategies to increase the speed of cardiac
cine visualization. Fuzzy c-means clustering is used to
cluster statistical features extracted from the temporal-
spatial data, and hidden Markov models are also used for
modelling. The authors achieve a doubling in speed over
current methods.
Liu et al. [16] undertake a study in sparse signal pro-
cessing for ballistic missile warning radar, and assume
the radar return is sparse. A sparse dictionary is devel-
oped which is parameterized by the unknown precession
frequency used in modelling a conical missile during
flight. The precession frequency and the scattering cen-
tres of the missile are then estimated through nonlinear
least squares and an orthogonal matching pursuit
algorithm.
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