Abstract-This paper introduces a scalable algorithm for rendering translucent materials with complex lighting. We represent the light transport with a diffusion approximation by a dual-matrix representation with the Light-to-Surface and Surface-to-Camera matrices. By exploiting the structures within the matrices, the proposed method can locate surface samples with little contribution by using only subsampled matrices and avoid wasting computation on these samples. The decoupled estimation of irradiance and diffuse BSSRDFs also allows us to have a tight error bound, making the adaptive diffusion approximation more efficient and accurate. Experiments show that our method outperforms previous methods for translucent material rendering, especially in large scenes with massive translucent surfaces shaded by complex illumination.
INTRODUCTION
T RANSLUCENT materials, such as jade, marble, milk, skin, meat, and leaves, are very common in real world. Correctly modeling and rendering their appearance is very important for realistic rendering. Different from surface reflection, light could enter such materials and scatter within them. Such subsurface scattering gives these materials distinct soft look. However, its simulation with Monte Carlo method is computationally expensive because of the needs for tracing a large number of long complex paths especially for highly scattering materials. The analytical dipole diffusion model [1] and later improved models [2] , [3] provide efficient solutions for multiple scattering and have been widely adapted in industry and film production.
For efficiency, these diffusion models are usually evaluated with the two-pass approach proposed by Jensen and Buhler [4] . In the first pass, the irradiance values at a set of selected surface samples are precomputed and stored in a hierarchical structure. These pre-computed irradiance values are then adaptively gathered with the diffusion kernel at camera samples in the second pass. Although possessing the advantage of reusing precomputed irradiance, this approach still suffers from the problem that computation could be largely wasted on the unimportant surface samples which either are occluded by other objects or contribute very little to the final image. As a result, the precomputation of surface irradiance samples in the first pass often becomes the performance bottleneck, especially in a large scene with massive translucent objects shaded by complex illumination. Figs . 1a and 1b demonstrate two such examples: close-up rendering of a sculpture and a large exhibition with difficult occlusion. Arbree et al. [5] proposed an approach to address this efficiency issue. Based on the lightcuts framework [6] , [7] , their method performs adaptive clustering on light-surface-camera paths. Surface irradiance values are computed on demand by bounding the errors of path clusters. However, because visibility is not taken into account during the error estimation, errors could be overestimated with their conservative bound when bright lights are occluded. This makes their approach less effective for scenes with backlit translucent objects (Fig. 1c) or difficult light paths (Fig. 1d ). In addition, the time saving by adaptive computation in their method was often overshadowed by the overhead of tree refinement and the low hit-rate of the form factor cache. Finally, their single-pass strategy also makes the reuse of surface irradiance less intuitive and complicates the implementation. This paper proposes an efficient method for scalable translucent material rendering, possessing the advantage of reusing pre-computed irradiance while largely reducing computation on unimportant surface irradiance samples. Inspired by recent matrix sampling and reconstruction methods [8] , [9] (where light transport in the many-light setting is represented by a Light-to-Camera matrix), we decompose the light transport tensor (light-surface-camera) for translucent material rendering into two sub-matrices, the Light-to-Surface (LS) matrix and the Surface-to-Camera (SC) matrix. Fig. 2 visualizes the partial Light-to-Surface and Surface-to-Camera matrices of the ChessGame scene (Fig. 9) . We observe that, by clustering properly, the Light-to-Surface matrix exhibits a good coherence structure with a low-rank property. The Surface-to-Camera matrix is very sparse. For each camera sample, there are few significant terms and these terms often group together. Our algorithm exploits the specific structures of both matrices for estimating the surface irradiance values and diffuse Bidirectional Subsurface Scattering Reflectance Distribution Functions (BSSRDFs) adaptively. The advantages of our method are twofold. First, it is more efficient. The combined information from both matrices helps predict which surface samples could be less important during the adaptive diffusion gathering step. These samples can be largely approximated and calculated more quickly. Second, it is more accurate. The decoupled estimation of irradiance values and diffuse BSSRDFs allows us to have a tight error bound. The tight bound not only makes the prediction of surface importance more accurate, but also the adaptive diffusion approximation more efficient. Experiments show that our method significantly outperforms previous methods on a set of complex scenes with massive translucent objects and complex lighting.
The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 gives an overview of our method. Section 4 describes the procedure of dualmatrix sampling. Experiments are described in Section 5. Finally, Section 6 concludes the paper with directions for future work.
RELATED WORK
In this section we briefly review previous work on modeling and rendering for subsurface scattering, with an emphasis on methods using diffusion approximation. Methods for translucent material acquisition and editing are out of the scope of this paper and not included here. In addition, we also include the most relevant work on many-light rendering in Section 2.3 since our method is inspired by matrix sampling approaches and adopts the many-lights formulation.
BSSRDF Models for Subsurface Scattering
Subsurface scattering is usually modeled by the BSSRDF [10] . To compute the outgoing radiance L o reflected at a point x o along direction v o , we need to integrate the product of the BSSRDF S and the incoming radiance over the surfaces of translucent objects
where Lðx i ; v i Þ is the incident radiance at a point x i along the incoming direction v i . Jensen et al. [1] split the BSSRDF into a single scattering term S 1 and a multiple scattering term
The expensive multiple scattering term S d can be efficiently approximated with the dipole source approximation and solved analytically with a diffuse BSSRDF R d . The outgoing radiance due to the multiple scattering term is therefore approximated as
where F t is the Fresnel transmittance and h is the relative index of refraction. Fig. 1 . Several scenes inefficient to render with previous methods [4] , [5] . In (a) and (b), only a small portion of the translucent surfaces show up in the final image due to a close-up viewing or occlusion. The traditional two-pass method [4] which computes surface irradiance in a view-independent manner could waste computation on unimportant surface samples. The single-pass approach based on lightcuts [5] alleviates this problem but does not work well for cases with backlit objects (c) or difficult light paths (d) as it completely ignores visibility. Fig. 2 . Visualization of the Light-to-Surface and Surface-to-Camera matrices for the ChessGame scene in Fig. 9 . As the figures show, the Light-toSurface matrix has a low-rank structure while the Surface-to-Camera matrix is very sparse. Note that only partial matrices are shown and the Surface-to-Camera matrix is transposed for better fitting into this figure.
Later, several models have been proposed for improving the dipole model. Donner and Jensen [11] used the multipole model for rendering multi-layer transparent materials. They also proposed a hybrid model with photon diffusion to account for occlusion and caustics inside the medium [12] . Recently, quantized diffusion (QD) [2] and its analytical version, the better dipole [3] , have been proposed for improving the accuracy of dipole models. To further improve QD, Yan et al. [13] made correction of oblique illumination. Habel et al. [14] also proposed a correction factor to correct the overestimation of near-surface sources.
Subsurface Scattering Rendering
One of the most popular approaches for rendering with the dipole model is the two-pass method proposed by Jensen and Buhler [4] . In their approach, irradiance is first computed at surface samples and then adaptively gathered with a hierarchical structure at each camera sample. The method robustly generates smooth images by reusing irradiance values from a fixed set of surface samples.
An alternative for integrating over surface is to generate samples in the surroundings of camera samples on demand [15] , [16] . This kind of methods do not require additional memory for storing surface samples, however, at the expense of less intuitive reuse of surface irradiance.
Caching-based approaches have also been proposed. Inspired by irradiance caching, Keng et al. [17] proposed to cache subsurface scattering in the image space and perform interpolation based on gradients. The multiresolution radiosity caching [18] instead caches irradiance values on vertices of micropolygons, which can be reused by nearby camera samples.
Some approaches combine the dipole approximation with Monte Carlo simulation for more accurate rendering [19] , [20] , [21] . These methods share the same spirit by splitting the volume into parts, the inner core and the outer shell. The inner part is rendered using the dipole solution while the outer one is simulated using Monte Carlo method.
In the context of interactive translucent materials rendering, lots of approaches have been proposed to exploit the graphics hardware. Radiosity-based methods achieve high frame rates by pre-computing the diffusion transport between vertices or patches [22] , [23] , [24] . Other approaches avoid pre-computation by first rendering an irradiance map into textures and later sampling or filtering it [25] , [26] , [27] , [28] , [29] , [30] . d'Eon et al. [31] extended translucent shadow maps [25] and texture-space diffusion for rendering human skin. Munoz et al. [32] modeled the subsurface scattering as image convolution and solved it using discrete Fourier transform. These approaches, however, either restrict illumination to simple light sources or are not scalable to complex scenes. Recently, Li et al. [33] focused on rendering translucent cutouts and presented TransCut. By implementing the algorithm on the GPU, they achieved interactive frame rates for small scenes.
Other methods render translucent materials under complex illumination in real-time using expensive precomputation [34] , [35] , [36] . Wang et al. [37] proposed a system for real-time editing and relighting of homogeneous translucent materials. The approach proposed by Sheng et al. [38] is also based on precomputation but focuses on the interreflection between translucent objects.
Scalable Many-Light Rendering
Recently, many-light rendering has received great acclaim due to its flexibility for handling arbitrary illumination. For high-quality rendering, it is common to use hundreds of thousands of virtual point lights (VPLs). Direct evaluation of contributions from all lights is impractical. Lightcuts [6] and multidimensional lightcuts [7] reduce shading cost by adaptively clustering lights. The clustering configuration is selected based on estimated error bounds. One of the major challenges with these methods is that they assume lights are fully visible when estimating errors. They make the assumption because the bound of visibility is unknown or expensive to obtain. Hasan et al. [8] dealt with the manylight problem with matrix sampling and reconstruction. They exploited the low-rank property of the light-transport matrix by first rendering a low-resolution image and then using the lighting contributions to cluster VPLs. The later LightSlice approach [9] combines the best of lightcuts and matrix sampling by locally refining light clusters for a cluster of shading points. Wang et al. [39] presented a scheduling system for rendering out-of-core geometry and lights on GPUs. Unfortunately, none of these methods discussed how to handle translucent materials.
With the same goal as our paper, Arbree et al. [5] proposed a scalable single-pass method to address the excessive irradaince computation of the two-pass method [4] based on the lightcuts framework. Surface irradiance is computed adaptively until the contribution is smaller than an estimated error bound. However, as the original lightcuts approach, their method becomes less effective when complex occlusion occurs. Another disadvantage of their single-pass strategy is that it requires form-factor caches to reuse surface irradiance samples. It not only complicates the implementation, but also becomes ineffective in complex scenes because the cache hit rate could be extremely low, as reported in Arbree's thesis (e.g., 1 percent) [40] .
ALGORITHM OVERVIEW
This paper extends the matrix sampling approach to scalable translucent material rendering. As stated in Section 1, in translucent material rendering, the contribution of a camera sample due to multiple scattering can be calculated by integrating irradiance values of surface samples with distance-dependent diffusion kernels, while the irradiance of a surface sample is calculated by summing contributions from light samples. Thus, in principle, to use the matrix sampling approach, the light transport in our setting can be modeled by a 3D Light-Surface-Camera tensor. However, we found that the tensor-based approach consumes a dramatic amount of memory and could be redundant in our application. Thus, we decompose the light transport into two matrices for Light-to-Surface and Surface-to-Camera light transport respectively.
To use the matrix representation, we first discretize the lights, the surfaces, and the image into point samples. Light samples are generated as in previous many-light approaches [6] , [8] . Surface samples are created by using a ray-tracing-based Poisson-disk sampling approach [41] . Camera samples are 3D intersections of the scene and the eye rays corresponding to sub-pixel samples for anti-aliasing.
Dual-Matrix Representation
Our light transport representation consists of Light-to-Surface and Surface-to-Camera matrices (Fig. 2) . The Light-to-Surface matrix describes the energy transport from light samples (columns) to surface samples (rows). Matrix entries are lighting contributions. By summing along each row, we obtain the irradiance value of each surface sample. That is, by taking row sums, the matrix collapses into an irradiance vector for surface samples. Similarly, the Surface-to-Camera matrix describes the energy transport from surface samples (columns) to camera samples (rows). Matrix entries are diffusion contributions. Note that the Surface-to-Camera matrix in Fig. 2 is transposed for better fitting into the figure. The pixel colors of the final image can be obtained by multiplying the surface irradiance vector with the Surface-to-Camera matrix.
As demonstrated in Fig. 2 , because the characteristics of light transport and diffusion transport differ, these two matrices exhibit distinct structures. The Light-to-Surface matrix has both global and local structures and the Surfaceto-Camera matrix tends to be more local. Our algorithm exploits these structures to cluster the surface samples with little contribution, avoiding wasting computation on unimportant surface samples to the final image. Fig. 3 demonstrates the flow of our algorithm. There are two passes. The first pass generates the surface irradiance vector while the second pass computes the final image. Since not every surface sample makes significant contribution to the final image, we do not need to compute a fully accurate surface irradiance vector. We exploit the matrix structure for locating important surface samples. In the first pass, we first coarsely approximate the Light-to-Surface matrix and the Surface-to-Camera matrix for estimating the irradiance values and diffusion reflectances of surface samples, respectively.
Flow of the Algorithm
Due to the local structures of both matrices, we can accurately predict how much a surface sample would influence the camera samples by sampling the low-resolution matrices. This allows us to selectively reconstruct the Lightto-Surface matrix and obtain the surface irradiance vector with sufficient precision. The second pass renders the final image by adaptively reconstructing the Surface-to-Camera matrix. Since the surface irradiance values have been obtained in the first pass, the potential error for adaptive diffusion gathering can be bounded more tightly. With a more accurate bound, surface samples can be clustered more properly for each camera sample. This way, the proposed method spends computation wisely on samples with more contributions, making it more scalable for large scenes with many translucent objects and complex illumination.
DUAL-MATRIX SAMPLING
This section gives details of the proposed method. Section 4.1 describes the first pass by explaining how to obtain a surface irradiance vector, a vector composing of estimated irradiance values of all surface samples, with sufficient precision. Section 4.2 depicts the second pass by defining the error bound and explaining how it can be used for adaptive clustering for each camera sample.
Light-to-Surface Matrix Reconstruction
(the First Pass)
The goal of the first pass is to obtain the surface irradiance vector. To avoid overspending computation on unimportant surface samples, we need to identify them without computing them first. As seen in Fig. 2 , because a cluster of nearby samples usually have similar behaviors, both transport matrices are low-rank in nature. Thus, their subsampled versions provide very good approximations to the full versions if samples are properly clustered. For clustering surface samples, we first build a bounding volume hierarchy. Clustering is determined by finding a cut in the hierarchy of surface samples. Starting from the root, we repeat replacing the node with the maximum extent with its two children until the desired number of clusters has been reached. For Fig. 3 . The flowchart of our algorithm. Our method has two passes. In the first pass, we first estimate the maximum contribution of each surface cluster. This is done efficiently by exploiting the matrix structures in the Light-to-Surface matrix (for irradiance) and the Surface-to-Camera matrix. Only dark green entries in the sampled LS matrix are computed. Coupled with the estimated maximum contribution, we then selectively reconstruct the surface irradiance vector as the output of the first pass. In this vector, surface samples with little contributions to the final image are coarsely approximated using only cluster representatives. In the second pass, for rendering the final image, for each camera sample (a row in the SC matrix), we determine the best cluster configuration of surface samples using the adaptive diffusion approximation scheme which is based on a tighter error bound.
clustering light and camera samples, we use the same method used in LightSlice [9] . The contribution of a surface sample to a camera sample depends on both its irradiance value and diffuse BSSRDF value. As stated in the previous paragraph, it would be sufficient to estimate the contribution at the cluster level. As we will introduce in Section 4.2, the maximal contribution of a surface cluster can be estimated by the product of its maximal irradiance and diffuse BSSRDF values. We can estimate the former from the Light-to-Surface matrix and the latter from the Surface-to-Camera matrix as depicted in the following two paragraphs respectively.
Maximal irradiance vector. The structure of the Light-toSurface matrix is similar to the Light-to-Camera matrix in traditional many-light approaches. The only difference is that some surface samples might not contribute much to the final image. Since the matrix has been shown locally low-rank [8] , [9] , we can obtain an accurate approximation with a small set of representative lights and surface samples. The detailed steps are described as follows: We first randomly select a few surface samples in each surface cluster (lightgreen rows in the "sampled LS matrix" of Fig. 3 ). Next, we use LightSlice [9] to select a small set of representative lights for each cluster (purple columns in the "sampled LS matrix" of Fig. 3) . The irradiance values of the selected samples are then evaluated using these representative lights. The result is a low-resolution Light-to-Surface matrix with only a small number of surface and light samples calculated (dark-green entries in the "sampled LS matrix" of Fig. 3) . By taking row sums, we obtain a reduced surface irradiance vector. Since our goal is to obtain the maximal irradiance for each cluster of surface samples, we take the maximum operator over sampled irradiance values for each cluster to obtain the "maximal irradiance vector" in Fig. 3 .
Maximal BSSRDF vector. The structure of the Surface-toCamera matrix is very sparse after properly clustering. This means only a few camera clusters receive contributions from a surface cluster. Since the diffusion kernel depends on the distance between surface and camera samples, camera clusters close to a surface cluster are more likely to receive its contribution. Based on this observation, we estimate the upper bound of diffuse BSSRDF values of a surface cluster from its nearby camera clusters. Fig. 4 illustrates the procedure. We first cluster the camera samples according to their spatial positions. Next, a kd-tree is built for the centers of all camera clusters. For each surface cluster, we find its K nearest camera clusters (K is usually set to 10 in our implementation). For each camera cluster, we estimate the R d value using the shortest distance between the bounding volumes of the surface and camera clusters. The maximum of these K R d values is used as the estimation of the maximal R d value of the surface cluster. The blue blocks in the "sampled SC matrix" of Fig. 3 illustrate the nearest K camera clusters for each surface clusters. By estimating the maximal R d values for all clusters, we obtain the "maximal BSSRDF vector" in Fig. 3 .
Finally, we obtain the estimated maximum contribution of a surface cluster by multiplying its maximum irradiance and R d values. If the contribution of a surface cluster is too small (smaller than the acceptable error ), we simply average the estimated irradiance values of the selected samples for the surface cluster and use it for all surface samples in the cluster. For other surface clusters, they potentially have significant contributions and need to be evaluated more accurately. Thus, for each surface sample in the cluster, we use LightSlice [9] to compute its irradiance. Through the process, we obtain the surface irradiance vector which has accurate values for important surface samples and rough estimations for unimportant ones. It is worth mentioning that, in our framework, LightSlice can be replaced with any other light importance sampling algorithms [42] , [43] . The green blocks in the "selectively reconstructed LS matrix" of Fig. 3 represent surface clusters with significant contributions and the irradiance values of all surface samples within them are estimated using LightSlice. For other clusters, the average irradiance values of selected samples are used as the approximations for all surface samples within them. This way, we obtain the "surface irradiance vector" in Fig. 3 as the output of the first pass.
Please note that our estimation of maximum irradiance is only an approximation and could be smaller than the real maximum since we use sparse samples. However, in practice, we found that it has little influence on the rendered results. It is similar to the argument made by Delves and Mohamed [44] , in which they argue that a realistic error estimation is preferred over a pessimistic bound.
Surface-to-Camera Matrix Reconstruction (the Second Pass)
With the surface irradiance vector obtained from pass 1, pass 2 reconstructs the Surface-to-Camera matrix and renders the image by adaptively refining a hierarchy of surface samples in a similar way as previous work [4] . We reuse the bounding volume hierarchy of surface samples built in previous pass, where an interior node corresponds to a cluster of surface samples. For a camera sample, to compute its color, we traverse the hierarchy to find the cluster configuration of the surface samples that best approximates the diffusion transport from surface samples to the camera sample based on the following metric for the error bound:
where C is a surface cluster represented by a node in the hierarchy; R ðubÞ d
is the upper bound of diffusion transport from the camera sample to the surface cluster C determined by computing the shortest distance from the camera sample to the bounding volume of node C; E j and A j are respectively the estimated irradiance value and the area of a surface sample j in C.
Equation (4) gives the maximal contribution of the surface cluster C to a camera sample. Since the error of estimating a cluster's contribution with its representative sample cannot exceed its maximal contribution, Equation (4) also gives a bound on the error of adaptive approximation. We repeat substituting the node C with its two children if the maximum error is larger than a predefined acceptable error d until all clusters are fine enough. The color of the camera sample is then estimated by summing contributions from the resulting configuration of surface clusters.
It is worth noting that Equation (4) is only bounded by the maximum diffuse BSSRDF R ðubÞ d because we already know (approximately) the irradiance values of surface samples in C. The dual-matrix representation allows us to obtain a tighter error bound than previous approaches as discussed below.
Comparison to the traditional two-pass approach. The twopass approach proposed by Jensen and Buhler [4] adopts a heuristic error metric based on the approximated maximum solid angle (MSA) that a surface cluster C covers toward a camera sample
where A C is the total surface area in node C and P C is the position of the surface representative, computed by averaging the positions of surface samples in the cluster weighted by their irradiance values. For a given camera sample, this error metric spends more effort on refining nearby surface clusters, without considering their irradiance values. When the lighting is not uniform (for example, with strong back lighting), it requires more time to converge. Fig. 5 shows the images rendered with two metrics, the maximum solid angle approximation in Equation (5) and ours. Although the two methods converge to the correct results eventually, under a given time constraint, our method converges faster by locating the surface samples with potentially large errors and refining them first. It has advantages in applications such as lighting previews.
Comparison to the single-pass approach. Arbree et al. [5] estimate the error bound of irradiance based on lightcuts [6] , [7] and combine it with the bound of diffuse BSSRDF,
where T is a light-surface-camera triple [5] . Since the irradiance is computed on demand during the adaptive refinement, its value is unknown when estimating the bound and can only be conservatively estimated by the upper bound of the form factor F ðubÞ multiplied by total intensity from lights in the light cluster C L , P i2C L I i , and the total area of the surface cluster C B , P j2C B
A j . The negligence of visibility is the main weakness of this metric.
RESULTS AND DISCUSSIONS
We implemented the proposed algorithm on top of the PBRT2 system [45] . All results were generated on a machine with an Intel Xeon E5-2650 CPU at 2.0 GHz, 128 GB of RAM, and using 32 threads.
Tested Scenes
For assessing the performance of the proposed method, we tested it on six scenes with different illumination conditions and geometry complexities. The first two scenes, Sculpture (Fig. 6) and Cathedral (Fig. 7) , have relatively simple scene layouts. In the Sculpture scene, a marble stone carving is illuminated by a high-frequency environment light and a large area light. The scene demonstrates a case of close-up rendering as only a small portion of the sculpture is within the view frustum. In the Cathedral scene, the jade-made lucy model is placed in front of a stained glass window (modeled as an environment map). We used this scene for experimenting with back lighting. The other three scenes are more complex. The Room scene (Fig. 8) contains very difficult light paths. The illumination of this scene comes from an environment map and an indoor area light. Lights from the environment map can only come into the room though the door and only their indirect bounces can shade the translucent objects on the desk. The ChessGame scene (Fig. 9) contains a large number of translucent objects: a few chess pieces, a vase, a set of teapot and cups, and a candle. Illumination comes from a highfrequency environment light and an area light. The Exhibition scene (Fig. 10) contains lots of translucent statues. The scene is illuminated by an environment light and five area lights. Due to the complex layout, only a small portion of translucent surfaces appear in the final image. The last scene, Museum (Fig. 11) , contains massive translucent surfaces. Many objects in the scene are translucent, and cannot be easily culled out. The scene is illuminated by an environment map and a large area light. It contains difficult light paths because direct lighting coming from the environment map can only contribute through the windows and doors.
All the parameters of translucent materials in these scenes were taken from the measurements reported in previous papers [1] , [46] . The translucent materials were rendered with the better dipole model [3] . The first two scenes, Sculpture and Cathedral, were rendered at a resolution of 500 Â 850 and the other scenes, Room, ChessGame, Exhibition, and Museum, were rendered at a resolution of 800 Â 600, all with 16 sub-pixel samples for antialiasing (for efficiency, multiple scattering is computed only once per pixel). Finally, surfaces without (5)), and ours (Equation (4)). Our metric can locate surface samples with larger contributions better, making the adaptive diffusion approximation more efficiently.
subsurface scattering were rendered with the matrix row-column sampling approach [8] . Table 1 summarizes a few statistics of the six tested scenes.
Comparisons
We conducted both equal-time and equal-quality comparisons on the following approaches: Jensen and Buhler [4] : the traditional two-pass algorithm which computes surface irradiance in a bruteforce manner and adopts the maximum solid angle approximation (Equation (5)) for adaptive diffusion approximation. We followed the implementation provided by PBRT2 [45] . Matrix sampling approaches [8] , [9] were employed for reducing the number of light samples during irradiance computation. Arbree et al. [5] : A single-pass approach based on lightcuts. We implemented their method on the top of PBRT2 [45] . The size of the form-factor cache was set to 1,000,000. All other parameters were set according to the authors' suggestion. Our method: our dual-matrix sampling method described in Section 3 and 4. The number of light The light samples (VPLs), including both direct and indirect illumination, were obtained by uniform sampling the environment light and tracing photons. The surface samples were uniformly distributed on all translucent surfaces (objects that fully outside the view frustum were culled).
samples was set as the same as the traditional twopass method. For all scenes, we used 4,096 surface clusters and 4,096 camera clusters. In our experiments, we found the number of clusters makes only slight difference to the final results. We fixed the number of sparse surface samples in irradiance estimation to 8, and the number K of nearest neighbors in diffuse BSSRDF estimation to 10. Figs. 6, 7, 8, 9 , and 10 show the equal-time comparisons of the six scenes with the three methods in comparisons. In this set of comparisons, we first measured the time spent by Jensen and Buhler's method [4] . The refining threshold in the adaptive diffusion approximation (Equation (5)) was set to 0.05 (the default value used in PBRT2's implementation). The number of light samples in the irradiance computation was set as follows: 50 for Sculpture and Cathedral, 200 for ChessGame, and 400 for Room, Exhibition, and Museum. Then, we carefully adjusted parameters for Arbree et al. 's approach [5] and our method to match the same time budgets taken by Jensen and Buhler's method [4] . Table 2 lists the detailed rendering setting and timing of each step of our method.
In the Sculpture scene (Fig. 6 ), because only a small fraction of surface samples (about 10 percent) locate within the view frustum, the traditional two-pass approach [4] which computes surface irradiance in a brute-force manner becomes very ineffective. The single-pass method based on lightcuts [5] avoids the unnecessary computation by evaluating surface irradiance on demand and only incurring computation for the ones surrounding camera samples. Although their method improves performance in this example, it is not as effective as our method because the surface irradiance cannot be reused directly in their method. Our method possesses both advantages of traditional twopass method on reusing surface irradiance and the singlepass method on reducing unnecessary irradiance computation, 88 percent in this example, thus achieving superior performance.
The Cathedral (Fig. 7 ) and the Room (Fig. 8 ) scenes demonstrate two examples in which the lightcut-based method does not work well. In the Cathedral scene, the jade lucy is illuminated from the back side and many surface samples at the front side have no contribution. Because the error metric used by subsurface lightcuts [5] does not include a visibility term, it spends a large amount of time on the samples at the front side for their larger diffuse BSSRDF values. A similar situation occurs in the Room scene, where the occluded illumination from the environment light makes the refinement of light-surface-camera triples ineffective.
The RMSE values listed in the caption show Arbree et al.'s approach [5] produces much higher errors than the other two methods. Compared to Jensen and Buhler's method [4] , in these two scenes, our method saves 70 and 32 percent irradiance computation, respectively. The reduced computation allows our method to concentrate on important surface samples by gathering more lights for them. As a result, our method greatly reduces the color shift due to inaccurate surface irradiance values produced by their method. This phenomena is especially obvious in scenes with complex lighting, such as the Room (Fig. 8a) and Exhibition (Fig. 10a) scenes. Moreover, our error metric for adaptive diffusion approximation is also more accurate and improves the overall performance.
In the ChessGame scene (Fig. 9) , although the translucent objects form a relatively complex layout, the occlusion is not severe and almost all translucent surfaces locate within the view frustum. In this particular example, subsurface lightcuts [5] and our method can only save about 45 percent irradiance computation. Although only with the modest saving on irradiance computation, the proposed error metric for adaptive diffusion approximation makes our method more efficient than Jensen and Buhler's method [4] because it can better capture the high-frequency changes in the illumination.
In the Exhibition scene (Fig. 10) , because a lot of surface samples have very small contributions to the final image due to occlusion, our method saves 70 percent irradiance computation compared to Jensen and Buhler's method [4] . It is worth noting that although subsurface lightcuts [5] also saves irradiance computation, the benefit is often overshadowed by the overhead of tree refinement and the low hitrate of the form factor cache.
Finally, the Museum scene (Fig. 11) demonstrates a challenging example to all methods. The scene contains a huge number of surface samples distributed over the whole scene and the shading produced by the fine structures of the windows requires lots of light samples for reconstruction. The scene also contains difficult light paths because direct Figs. 6c, 7c, 8c, 9c, 10c, For the rendering setting, we list the number of light clusters (Num. LC), the number of surface clusters (Num. SC), and the number of camera clusters (Num. CC). We also list the time spent by each step, including LS matrix sampling (LS smp.), SC matrix sampling (SC smp.), irradiance computation (Irr. Computation), and adaptive diffusion approximation (Rendering). The last column lists the time required for the proposed method without selective Light-Surface matrix reconstruction to reach the same quality for comparisons.
lighting from the environment map can only contribute to the image through the small windows and doors. Compared with Jensen and Buhler's method [4] , 68 percent of the surface samples are saved by our method. By using the saved time for more light samples, our method greatly reduces the artifacts appeared in other methods. Another interesting experiment is the comparison between the proposed method with and without selective Light-to-Surface matrix reconstruction. We conducted equal-quality comparisons and list the results in Table 2 . As expected, the selective Light-to-Surface matrix reconstruction improves the efficiency and the speedups are between 1.2 to 5.7Â for these scenes. Nevertheless, because of the more accurate error metric in adaptive diffusion approximation, our method without the selective Light-to-Surface matrix reconstruction is still more efficient than the original two-pass approach (please refer to Fig. 12) .
We also conducted equal-quality comparisons for these three methods. Fig. 12 shows the time-RMSE plots for Sculpture, Cathedral, ChessGame, and Exhibition. For the two-pass methods (including Jensen and Buhler's approach [4] and our method), there are two ways to reduce error: increasing light samples or lowering the threshold for the adaptive diffusion approximation. In this experiment, we started with a small number of light samples (50 for Sculpture and Cathedral, and 100 for ChessGame, and Exhibition). For a fixed number of light samples, we gradually lowered the threshold of the adaptive diffusion approximation. The error decreased along with the threshold quickly at the beginning but got stuck after some threshold due to inaccuracy of surface irradiance. When the error got stuck, we increased the number of light samples to continue lowering the error. It is why the plots for the two-pass methods look piecewise at times. As the figures reveal, in most cases, the two-pass methods are more efficient because of reusing surface irradiance. Our method outperforms the other approaches consistently in all scenes. It takes much less time to achieve a specific error.
CONCLUSION AND FUTURE WORK
In this paper we propose a scalable algorithm for rendering translucent materials. Our method is based on the dualmatrix representation, which represents the light transport due to multiple scattering by two matrices: Light-to-Surface and Surface-to-Camera. These two matrices have distinct structures because of different characteristics of energy transport for translucent materials. We exploit such structures to avoid computing unnecessary surface irradiance values that will not be used in the adaptive diffusion approximation. Our method is substantially faster because it not only reduces irradiance pre-computation but also provides a more accurate error estimation for the adaptive gathering.
In the future, we would like to extend our method to deal with heterogeneous translucent materials. In this case, the bound of diffuse BSSRDF cannot be easily determined by the shortest distance of a camera sample to a surface cluster. We would like to explore methods for addressing this problem. It is also interesting to combine our method with the image-space caching approaches [17] , or the local BSSRDF sampling approaches [16] .
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