Isotope ratios of heavy elements vary on the 1/10000 level in high temperature materials, providing a fingerprint of the processes behind their origin. Ensuring that the measured isotope ratio is precise and accurate depends on employing an efficient chemical purification technique and optimised analytical protocols. Exploiting the disparate speciation of Cu, Fe and Zn in HCl and HNO 3 , an anionexchange chromatography procedure using AG1-X8 (200-400 mesh) and 0.4 x 7 cm Teflon columns was developed to separate them from each other and matrix elements in felsic rocks, basalts, peridotites and meteorites. It required only one pass through the resin to produce a quantitative and pure isolate, minimising preparation time, reagent consumption and total analytical blanks.
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dimensions on the separation, a second set of custom-made heat-shrunk Teflon columns, with a 0.4 cm diameter and 7 cm height, resulting in a ≈ 1 ml resin bed, were used.
For isotopic determination of Cu, Fe and Zn, internationally accepted solution reference materials were used to bracket the sample data. Copper isotope ratios are given relative to NIST SRM 976 (Maréchal et al. 1999 , Moeller et al. 2012 , and those for Fe are quoted against IRMM-014 (Taylor et al. 1992) , while IRMM-3702 (Ponzevera et al. 2006 ) was used as the Zn reference, re-normalised to JMC 3-0749, commonly known as JMC-Lyon (Maréchal et al. 1999) . In all cases, conventional delta (δ) notation is used to express the ratios:
( 1) where n is the numerator isotope and d the normalising isotope, which stays constant for all n isotopes of a given element, M. By convention, n > d.
A set of ten geological samples, which included reference materials with varying matrices, was used to test the proposed method. Copper, Fe and Zn isotopes were determined in four basalts -three from the USGS (BCR-2, BHVO-2 and BIR-1) and JB-2 from the Geological Survey of Japan (GSJ). An iron meteorite (Canyon Diablo; Smithsonian Institute), a carbonaceous chondrite (Allende CV3; Smithsonian Institute), a mantle-derived olivine (San Carlos Olivine) and an organic-rich shale (SCo-1; USGS) were also measured. A granite (JG-2; GSJ) and a peridotite (PCC-1; USGS), which contained insufficient Cu in a typical sample load to permit an analysis, were measured for Fe and Zn only.
Sample dissolution
Complete dissolution of basaltic samples (usually ≈ 25 mg) was achieved on a hot plate at 130 °C using PFA Teflon beakers, with an acid ratio of 1HCl:0.5HF:0.2HNO 3 , at a concentration of 10 mol l -1 , 24 mol l -1 (48%) and 15 mol l -1 respectively. These were left to dissolve until there was no visible residue in the beakers, a state achieved in ≈ 48 hr. SCo-1 was also treated with H 2 O 2 to oxidise the organic compounds.
Peridotites, granites, and shales were subjected to a high-pressure bomb dissolution procedure to dissolve the resistant phases present in these rocks, namely, spinel, zircon and kerogen. Samples were weighed out into 3 ml PFA Teflon vials, and a total of 1.5 ml HNO 3 :HF was added at a ratio of
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2:1. Five such beakers were placed in a 125 ml PTFE Teflon capsule housing with 5 ml of Milli-Q water to promote a vapour pressure in the capsule. This assembly was sealed in an iron metal bomb jacket and heated at 210 °C for 96 hr.
For both methods, 1 ml 15 mol l -1 HNO 3 was added periodically during subsequent evaporation to prevent the formation of insoluble fluorides. Following complete evaporation of the acid solution, the residue was dissolved in 1 ml 10 mol l -1 HCl, dried down again, and taken up in 1 ml 6 mol l -1 HCl.
Anion exchange chromatography
In our preferred procedure, BioRad AG1-X8 200-400 mesh (0.038-0.075 mm resin bead diameter) was used, a strongly basic anion exchange resin, which comprises polymerised styrene, cross-linked by divinylbenzene. The resin was cleaned by passing, successively, 3 mol l -1 HNO 3 , Milli-Q water and 6 mol l -1 HCl through the columns (Table 1) , where the latter step both cleans matrix elements and equilibrates the resin by converting it into chloride form.
Techniques employed to separate Cu, Fe and Zn chromatographically almost exclusively exploit their differences in speciation in a HCl medium with anion exchange resin (Strelow 1980 , Maréchal et al. 1999 , Anbar et al. 2000 , Zhu et al. 2002 , Luck et al. 2003 , Archer and Vance 2004 , Poitrasson and Freydier 2005 , Chapman et al. 2006 , Schoenberg and von Blanckenburg 2006 , Borrok et al. 2007 , Gioia et al. 2008 , Yamakawa et al. 2009 , Larner et al. 2011 . Typically, the dissolved sample material is loaded in strong (between 6-10 mol l -1 ) HCl, in which partition coefficients for the resin for common matrix elements, including Ca, Mg, Na and K are very low (e.g., Kraus and Nelson 1958) .
Copper is eluted using similar concentration (5-8 mol l -1 HCl, ± ascorbic acid), while Fe, in its ferric state, is removed by washing the resin with weak HCl (< 2 mol l -1 ) or H 2 O. Zinc is then eluted with weak HCl, HNO 3 or HBr.
The preferred elution scheme described here utilised a high aspect ratio column set-up (0.4 x 7 cm) to improve separation characteristics (see section 'Resin structure'). Samples were loaded onto the columns in 0.5 ml 6 mol l -1 HCl, where ferric chlorides in solution were visible as a yellow colouration on the resin. HCl (4 ml; mol l -1 ) was then passed through the columns, resulting in the elution of the matrix fraction of the sample (Table 1) . Addition of 7 ml of 6 mol l -1 HCl promoted complete elution of the Cu, together with a tail of Co. Decreasing the HCl molarity to 0.5 mol l -1 caused Fe (which is exclusively ferric) to desorb completely after addition of 3 ml. Zinc was then quantitatively removed from the resin with 2.5 ml 3 mol l -1 HNO 3 . In total, 17 ml of acid were passed through the columns.
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The three cuts for Cu, Fe and Zn were then evaporated to dryness, and re-dissolved in a few drops of concentrated (15.7 mol l -1 ) HNO 3 before being evaporated. This served a dual purpose: to oxidise and expel organic species that were leached from the resin bed and could affect mass bias during measurements (Shiel et al. 2009 ) and to convert the analyte to nitrate form, nullifying the production of Cl spectral-and matrix-based polyatomic interferences. Finally, the Cu, Fe and Zn fractions were taken up in 1 ml, 5 ml and 1 ml of 2% (0.317 mol l -1 ) HNO 3 , respectively, from which dilutions to the desired concentration could then be made.
Mass spectrometry
Isotopic determinations for the three elements were performed on a ThermoFinnigan Neptune Plus MC-ICP-MS, housed at the Australian National University. Samples analysed on the ThermoFinnigan
Neptune at CSIRO/University of Adelaide used an identical set up with marginally lower (80-90%)
sensitivity. The mode of introduction into the mass spectrometer is critical; dry plasma and collision cell techniques are strongly susceptible to matrix effects, requiring very rigorous separation techniques as a result (Kehm et al. 2003 , Weyer and Schwieters 2003 , Archer and Vance 2004 , Mason et al. 2004b . In this work, the ample concentration of Cu, Fe and Zn in igneous rocks permits use of the ThermoFinnigan Stable Introduction System (SIS) (Weyer and Schwieters 2003) , which consists of a 50-100 μl min -1 low-flow glass nebuliser connected to a Scott-double pass quartz cyclonic spray chamber. The set-up facilitates greater stability and fewer nitride interferences with respect to desolvating nebulisers (Weyer and Schwieters 2003, Dauphas et al. 2009b) . While Jet-(sample) and X-cones (skimmer) provide up to three times higher sensitivity at low and high masses, respectively, their larger apertures also increase the transmission of polyatomic molecules (such as ArO + ), with respect to the analyte element (Weyer and Schwieters 2003) . As instrument sensitivity is not an issue, standard cones (sample) and H-cones (skimmer) were used in all cases, although Xcones may be considered in conjunction with medium resolution. Measurements for all elements were performed in static mode (no amplifier rotation), with the simultaneous measurement of up to seven masses (Table 2) .
Copper: Separated copper fractions were diluted to 300 ng ml -1 solutions, and spiked with 300 ng ml 
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Results and discussion

Isotopic values of reference materials
A summary of the salient characteristics of a selection commonly used Cu, Fe and Zn isotope procedures that are tailored towards rock matrices is given in online supporting information. The Cu, Fe and Zn isotope composition of the geological reference materials analysed in this work are shown in Table 3 . A literature comparison of the three most commonly analysed RMs (BIR-1; BCR-2; BHVO-2) emphasising differences in the mass bias correction, instrument used and the number of analyses is presented in Figure 1 . peridotite reference materials contained insufficient copper to measure the isotope ratio using our protocol.
The iron isotopic compositions of the reference materials used in this study are well characterised (Figure 1 ). The prevalence of the simple CSB approach is unsurprising given the ease of separation and abundance of iron. We report the first RM data using a Ni spike for mass bias correction. While all the data overlaps, the generally larger uncertainties associated with analyses using CSB are conspicuous ( Figure 1 ). Notably, our data for the three basaltic rocks compares favourably with values produced using the double-spike technique of Millet et al. (Table S1 online supporting information) may be
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due to inhomogeneity, specifically, variable abundances of kamacite and taenite, as these two phases have significantly different isotopic compositions (Poitrasson et al. 2005 , Williams et al. 2006 . We also present new iron isotope compositions for two other geological reference materials, Japanese granite, JG-2 (δ 57 Fe = +0.26‰ ± 0.02) and Cody Shale, SCo-1 (+0.04‰ ± 0.02).
Even though the newly developed IRMM-3702 certified reference material was used as the bracketing calibrator in this study, we reference our results against the JMC-Lyon reference value, as has been the custom (though both values are given in Table 3 ). The conversion factor between the two reference materials (Cloquet et al. 2008 , Petit et al. 2008 , Moeller et al. 2012 Crucially, column yields for all samples and over each analyte element totalled 100%, precluding any mass fractionation on the resin (see section 'Fractionation during elution').
Repeatability
Measurement repeatability: Through repeat analyses of the same sample aliquot, the uncertainty of the mean across a small number of replicate analyses are described by the 2 standard error:
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For a small populations (n < 15), a correction factor, which varies with n and the confidence limit (Student's t factor) is used to account for the small n by multiplication with the standard deviation, s.
The measurement repeatability is controlled by counting statistics, where the relative standard deviation (RSD) of an ion beam, I, is proportional to 1/√I. For ratios where both isotopes have a strong signal (several volts), the dependence of the error on the signal is weak (Figure 2b , d, e, f).
However Following Poitrasson and Freydier (2005) , the summative uncertainty on the precision of a sample analysis is given by its individual 2SE derived from repeat analysis of that sample, rather than assigning a global uncertainty to the procedure. This specificity can reveal whether a particular sample was measured less precisely, caused by issues with the sample matrix or introduction, or sudden changes in the plasma conditions. 
Measurement reproducibility:
The entire uncertainty on a sample analysis includes both components related to the mass spectrometry ('internal') and the sample processing ('external', i.e., anion exchange chromatography and wet chemistry). Assuming the external component to be negligible, the external should approach the measurement repeatability. In order to identify the sources of uncertainty for each stage of the procedure, six separate dissolutions of BHVO-2 of 10-50 mg, were processed (Table 4) .
In contrast to the measurement repeatability, the measurement reproducibility of the Fe isotope determinations was better with respect to Cu and Zn. That is, the chemical processing of BHVO-2 imparts more variability on the isotopic measurement of Cu and Zn than for Fe. This may be ascribed to their relative abundances in BHVO-2, where Fe (10% m/m) constitutes a major fraction of the
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rock, while the former two are relatively impoverished (≈ 100 µg g -1 ). Given the large dilutions (typically 500x) required to measure Fe compared with Cu and Zn (1-5x), not only are the analyte:matrix and analyte:blank ratios more favourable, but the presence of residual resin-based organics and other cryptic differences between sample and standard solutions are diminished.
In Table 4 , the average, standard deviation (multiplied by 2; 2s) and 2SE have been calculated by pooling all analyses ('pooled'), and by considering each dissolution as a single value ('replicates').
The standard deviation describes the spread of the data rather than the uncertainty on the mean value. Equation (3), dictates that, as the number of analyses goes to infinity, the 2SE asymptotically approaches 0. However, because the 2SE is based on assumptions involving the degree of uncertainty (95% confidence in this case) and the number of replicate analyses, n, we also quote the standard deviation as the most fundamental measure of data precision.
To predict the expected 2SE reproducibility we employed a statistical modelling technique. In this approach, a pseudo-random number was generated about the seed mean value (here, δ 57 Fe = 0.20‰) with the known standard deviation (± 0.03‰ 2s; Table 4 ) for twenty samples, and 2 < n < 10.
With increasing n, the calculated 2SE reproducibility declines proportional to 1/log from ± 0. A measurement reproducibility (2SE) of ± 0.02‰, ± 0.02‰ and ± 0.03‰ for δ 65 Cu, δ 57 Fe, and δ 66 Zn (2s of ± 0.03‰, ± 0.04‰ and ± 0.06‰, respectively) accurately described the uncertainty after four repetitions.
Anion exchange chromatography
Exchange capacity: Due to the finite number of exchange sites on the resin (1 meq ml -1 or mmol ml -1 for AG resins), loading excessive amounts of solute can result in premature elution of an element, a consequence of the inability of the entire budget of dissolved species to diffuse to a vacant exchange site on the resin at the imposed flow rate, causing an isotopic fractionation. Chapman et al. (2006) determined the breakthrough capacity for the manganese nodule NOD-P-1 on AG-MP-1 to be 20% of the theoretical exchange capacity. However, the breakthrough point is both element-and lithologydependent. Therefore, five BHVO-2 powder masses ranging from 10-50 mg were dissolved to better
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This article is protected by copyright. All rights reserved. Apparent is the substantial departure from the δ 65 Cu mean for the ≈ 50 mg sample (Table 4) , indicating a preferential loss of the heavier isotopes of Cu during the loading step, prior to Cu elution (see section 'Fractionation during elution'). The breakthrough threshold for δ 65 Cu for basaltic samples is tentatively placed at 40 ± 10 mg, equating to 0.06 ± 0.02 meq ml -1 , or only 6% of the total theoretical capacity, considering that the only sorbed major element matrix species in 6 mol l -1 HCl is Fe 3+ (Mg, Ca, Al have no affinity for the resin). Iron is more robust, as, even at 50 mg of dissolved BHVO-2, its isotopic composition remains unperturbed (Figure 4 ). However, tests on 70 mg of PCC-1 revealed Fe present in the matrix/load fraction. If the Fe breakthrough point is dependent only on the Fe content of the sample, this equates to 0.074 meq ml -1 for PCC-1, but higher than 0.08 meq ml -1 for BHVO-2. This discrepancy points to the effect of other, non-sorbing cations, such as Mg, Ca and
Al. All BHVO-2 analyses of the δ 66 Zn composition lay within 2SE uncertainty of one another at all dissolution masses (Figure 4) . However, the δ 68 Zn value for the 50 mg dissolution is non-mass dependent (Table 4) , possibly a product of sample overloading. It should be noted that these tests apply only to 1 ml AG1-X8 and the protocol given in Table 1 , increasing the resin volume will permit more solute to be loaded. Elution curves for Cu, Fe and Zn from BHVO-2 in AG1-X4, AG1-X8 and AG-MP-1 are shown in Figure   5 . The techniques for AG-MP-1 and AG1-X4 were adapted from Maréchal et al. (1999) and Strelow (1980), respectively. All three strongly basic anion exchange resins were able to separate the three analyte elements from each other and the matrix. However, in detail, subtle differences between them were revealed.
The effectiveness of the separation of two elements is given by the ratio of their partition coefficients between the resin and the solvent (D M1 R-S /D M2 R-S , the separation factor). During Cu
This article is protected by copyright. All rights reserved. for AG1-X4. Iron needs to be eluted in higher molarity HCl in AG-MP-1 to prevent the co-elution of Zn, which occurs in weak HCl ( Figure 5 ). For these reasons, we suggest that the separation of Cu, Fe and Zn from complex matrices and Fe is best achieved using AG1-X8 (200-400 mesh).
The higher density of exchange sites on the macroporous AG-MP-1, which coat the macro-as well as micropores, should theoretically offer improved separation over solely microporous resins (AG1 series) in spite of its higher degree of cross-linkage (20-25%; (Kraus and Nelson 1958, van der Walt et al. 1985) . In practice, the efficiency of species exchange between the mobile phase and the resin, which can be estimated by the kurtosis of the elution curve for a given element, appears to increase in the order AG-MP-1 < AG1-X8 < AG1-X4 ( Figure 5 ). This is largely attributable to the coarser particle (Figure 5b, d) . Consequently, the volume of acid required was halved from 34 to 17 ml, decreasing the blank contribution. The tailing of the elution peaks, particularly problematic for Cu, was also much reduced. These column dimensions and method were adopted as the preferred procedure.
The possibility of incomplete Cu recovery due to elution in the Fe fraction (Moeller et al. 2012 ) was observed for each of the AG resins, totalling 1-2% of the total eluted fraction. However, the reference data were in good agreement with that of previous studies (Figure 1 ) suggesting that this minor fraction has no impact on the isotope composition of the purified sample.
The blanks in the Cu, Fe and Zn elutions were of the order of 1 ng, 10 ng and 2 ng, respectively.
Relative to the amount processed through the columns, (Cu ≈ 3000 ng; Fe ≈ 2 x 10 6 ng; Zn ≈ 3000
This article is protected by copyright. All rights reserved. In our experiment, performed by eluting Fe in 0.5 mol l -1 using AG1-X8 (200-400 mesh) resin at typical analytical flow rates of 0.2 ml min -1 , a total range of 3.7‰ was observed ( 
Mass bias correction
Mass bias, quantified by the β factor (Equation 5), is comprised of instrumental mass bias (preferential transmission of ions with higher mass/charge) and space-charge effects, which are
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induced by differences in matrices between sample and calibrator. Simple calibrator-sample bracketing (CSB) readily accounts for the first effect whereas external element spiking has been widely used to alleviate mass bias imposed by matrix effects. This method is based on the assumption that the element spike undergoes the same type of mass bias as the analyte element (β' = β''). In practice, this is not the case due to differences in mass and ionisation potential (Hirata 1996) , and, as such, its application is strongly debated (Maréchal et al. 1999 , Woodhead 2002 , Archer and Vance 2004 , Arnold et al. 2004 , Poitrasson and Freydier 2005 , Baxter et al. 2006 , Peel et al. 2008 , with two correction schemes predominating.
Empirical external normalisation (EEN):
The realisation that β'/β'' is constant over short time periods gave rise to empirical external normalisation (EEN; Maréchal et al. 1999) . The linear arrays formed by the isotope ratios of the spike and analyte in log-log space enable the β factor for the analyte to be determined empirically. The exponential and power law forms of the generalised power law, in contrast to the linear form, are consistent with respect to the ratios of ratios. In other words, considering that M 1 /M n and M 2 /M n adhere to the generalised power law, then M 2 /M 1 will also exhibit a proportional mass-dependence. Importantly, Maréchal et al. (1999) demonstrated that mass discrimination between two elements could be best described by the exponential law (Equation 4), on the basis of its prediction that the β factor of an isotope ratio scales with its relative mass difference (Equation 5), as opposed to the mass independence as predicted by the power law.
The exponential law may be written as: (4) Where R' is the true ratio of (analyte) isotope pairing, r' is the measured ratio of that pairing, M' 2 is the mass of the isotope in the numerator, M' n is the mass of the normalising isotope, and β' is its mass bias (β) factor:
Taking the natural logarithm of Equation (4) for an analyte ratio (r') and a spike ratio (r''), and dividing the former by the latter results in the relationship:
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In a plot of ln r' against ln r'', the slope is dependent only on the ratios of the two β factors, which are a function of the two measured ratios. Slopes in log-log space most closely resemble those estimated according to the exponential law. However, because the β factor is calculated empirically from the slope, an a priori assumption as to the type of law is unnecessary. The intercept is equivalent to the entire RHS of Equation (6), though it cannot be directly used to estimate the true isotope ratio, as the assumption that β'/β'' = c breaks down away from the ideal operating conditions of the ICP-MS. As such, the intercept is not incorporated into solving for R' smp (although see Baxter et al. 2006) . (7) Equation (7) quantifies the vertical deviation of the samples (represented by r'' smp ) from the line in ln r' -ln r'' space defined by the calibrators, and assuming that the samples follow the same general slope.
External substitution (ES):
This correction replaces β' in Equation (4) with the β factor calculated for a second isotope pairing of the spike element, β' ' (Longerich et al. 1987 , Hirata 1996 .
As only the relative deviation with respect to a calibrator is required to calculate the δ value of the unknown, rather than solving for R' in Equation (4), we effectively solve for R' smp /R' cal . Since the same β'' for β' substitution is made to the bracketing calibrators too, the relative deviation of the samples from the calibrators (the δ value) is unaffected. Equation (6) may be re-written for the analyte ratio in the calibrator and the sample:
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Given that β' ≠ β'' the absolute value of R for both calibrator and sample is systematically offset from its true value.
It is clear from Equation (8) that the assumption is not β' = β'', but rather:
Mathematically, in solving for β' smp , this β factor may be used in conjunction with β' std in Equation (4) not only to yield an accurate δ value, but also to correct the sample back to its absolute ratio. In practice this is never achieved because of the disparate behaviour of the two elements in the ICP-
MS.
We prefer the ES to the EEN method. Previous studies that compare the correction schemes report no systematic bias associated with either (Wombacher et al. 2003 , Mason et al. 2004a , Poitrasson and Freydier 2005 , Peel et al. 2008 , Petit et al. 2008 . Since there is no mathematical uncertainty associated with a direct substitution of β' for β'' (Equation 8), ES can be applied as effectively as the EEN correction. Due to the stability of the plasma during an analytical session, the formation of a reasonable linear relationship between (r') and the spike ratio (r''), required for the application of the EEN, is seldom achieved, as reported in other studies (Woodhead 2002 , Kehm et al. 2003 , Archer and Vance 2004 , Peel et al. 2008 . Instead, what drift occurs typically does so as discontinuous jumps in β'/β''. The more specific ES correction, which is applied individually to each sample and calibrator, is therefore able to correct for short-term irregularities in the mass bias. In an EEN, such an anomalous point would contribute to the scatter in the slope, and we consider it counterproductive and at times inaccurate to utilise a method that is dependent on plasma instability.
Element-specific considerations
Copper: Although the majority of Cu isotope protocols use Zn as the external element (Maréchal et al. 1999 , Archer and Vance 2004 , Mason et al. 2004a , Chapman et al. 2006 , Peel et al. 2008 we advocate the use of Ni instead. Namely, 62 Ni/ 60 Ni is the preferred pairing, given that 62 Ni is more (2012) and Thompson et al. (2013) . The advantages in using Ni over Zn are two-fold:
1. The first ionisation potential of Ni closely matches that of Cu (7.6 vs. 7.7 eV, respectively) whereas that of Zn is substantially higher (9.4 eV), resulting in similar β factors for Cu and Ni but not
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This article is protected by copyright. All rights reserved. Of the possible polyatomic interferences on Cu masses, only those elements that are present at higher concentrations than copper (Na, Mg, Ti) present analytical difficulties, following their combination with O or Ar (Mason et al. 2004b , Petit et al. 2008 , Liu et al. 2014 . Each of these elements is theoretically quantitatively removed within the first 4 ml of the elution ( The major drawback of Cu spiking is that the mass dispersion on the Neptune is insufficient to facilitate simultaneous collection of masses 53 Cr to 65 Cu. Instead, a peak-jumping procedure is necessary, hence increasing analysis time and inherently degrading the reproducibility of data obtained. Nevertheless, the Cu-spiking tests of Dauphas et al. (2009) and Schoenberg and von Blanckenburg (2005) showed no systematic offset from CSB. Indeed, our measurements using Ni
This article is protected by copyright. All rights reserved. As highlighted by Malinovsky et al. (2003) , the accuracy of CSB measurements requires matching the analyte, acid molarity, and the purity of the matrix between sample and calibrator. The former two are readily achieved, but matrix-matching less so. In aid of this, Dauphas et al. (2004) enlist two passes through the resin to yield a solution of the requisite purity for analysis. As long as these safeguards are observed, precise and accurate data for each of the iron isotopes, including 58 Fe, can be attained by calibrator-sample bracketing alone. Evident from the data compilation (Figure 1 ), however, is the larger uncertainty in the measurement, even though there are no systematic offsets. 
Zinc:
The Zn mass range is afflicted by numerous transition metal oxide polyatomic interferences (Mason et al. 2004b , Petit et al. 2008 ) that can affect the apparent mass-dependent relationship between isotope pairs. Of the matrix-based Ti-, Cr-and V-O + and -OH + interferences, the titaniumbased isobars represent the most likely source of error (Petit et al. 2013) . In theory, all of the Ti, Cr, and V should be removed in the first 4 ml of the matrix elution. 
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typical wet plasma conditions (Petit et al. 2013) . We confirmed this oxide production rate through progressive addition of Ti to a pure 300 ng ml 
Conclusions
In this study, the effect of resin cross-linking and column dimensions on the chromatography of Cu, 
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