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1. 序論 
近年，様々な技術の発展に伴い，我々の生活環境の情報
化，インテリジェント化，ネットワーク化が進んでいる．
その一方，多機能化することで，操作の複雑化といった問
題が生じている．家電製品のように人に身近な製品を，人
のジェスチャを用いて操作するジェスチャインタフェー
スの研究(1)が盛んに行われている． 
我々は Fig.1に示すように，部屋の 4隅にカメラを設置
し，操作者のジェスチャを認識して家電製品の操作を行う
インテリジェントルームを構築している(2)．従来システム
では，操作者がジェスチャ操作を行う際にカメラに正対し
なければならないという前提条件がある．カメラに正対し
ていない場合だと，ジェスチャ認識をするための特徴量を
安定して取得できない． 
浅野ら(3)は部屋の特定の空間に家電操作のコマンドを
関連付け，その場所で手振りを行うことで任意の操作を行
うシステムを構築している．しかし，このシステムは家電
操作が可能な位置が限定されているため利便性に欠けて
しまう．実際の居住環境を考えると操作者の部屋での位置，
姿勢は様々であり，先述の問題点を解決し，より利便性を
高めるためには操作者の位置，姿勢に依らないジェスチャ
認識システムの構築が必要であると考えられる． 
本研究では，操作者を基準とした相対座標軸を設定し(4)，
操作者の手領域の相対座標上での変化を認識することで
家電機器を操作するシステムの構築を行う． 
本システムの主な流れを以下に示す．まず，手振りを行
うことで操作者の特定と，操作者を基準とした相対座標の
設定を行う．次に，ジェスチャを行う手領域の抽出，特徴
量の取得を行うことでジェスチャの認識を行う． 
 
Fig.1 Conceptual figure of our intelligent room 
2. 操作者を基準とした相対座標の設定 
２.1 操作者形状の取得 
 多視点画像から物体の 3 次元形状を復元する手法の 1
つに視体積交差法がある(5)．本研究では，この視体積交差
法を用いて操作者の 3 次元形状を取得する[5]．視体積交
差法のアルゴリズムには Volume Intersection Method (VIM)
と Space Carving Method (SCM)の 2種類があるが，本研究
では高分解能において欠損が少なく処理時間が短い SCM
を用いる．SCMを用いて操作者形状を取得した例を Fig.2
に示す．(a)は実験風景，(b)，(c) ，(d)はそれぞれ，取得し
た操作者形状を X-Z平面図，Y-Z 平面図，X-Y平面図であ
る．図中の赤色部分が取得した操作者形状である． 
 SCM における適切な voxel size を決定するため，被験
者 1人を対象に，直立姿勢，座り姿勢，横向き姿勢の複数
の姿勢で各20回ずつ voxel sizeを変更して処理時間を計測
した．用いた voxel sizeは 1[cm]，5[cm]，10[cm]であり，
計測対象は 6.0[m]×6.0[m]×2.5[m]の空間である．実験結果
を Table 1に示す． 
 voxel sizeが 10[cm]の場合は，取得された操作者形状に
多くの欠損が生じ，1[cm]の場合は，約 17秒も処理時間が
かかってしまいリアルタイムでの処理が不可能である．よ
って，voxel size は処理時間と操作者形状の復元精度によ
り 5[cm]とした．なお，シルエット画像は予め取得してお
いた背景画像との背景差分によって取得する． 
     
 (a)Experimental environment     (b)X-Z plane 
      
       (c)Y-Z plane               (d)X-Y plane 
Fig.2 Acquisition of the shape of operator using SCM 
(Voxel size:5[cm]) 
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Table 1 Processing time [ms] 
voxel size Average Standard deviation. 
1[cm] 16698 1700 
5[cm] 112 13 
10[cm] 24 6 
 
 
Fig.3 The mimetic diagram of the relative coordinate system 
 
2.2 相対座標系の設定 
取得した操作者の 3 次元形状に対し主成分分析を行う
ことで，操作者の姿勢・向きに応じた相対座標を設定する．
操作者の 3次元座標に主成分分析を適用し，第一主成分を
z 軸(身長方向)，第二主成分を x軸(肩幅方向)，第三主成分
を y軸(前後方向)として設定する．この x，y，zの関係は
操作者が立っている場合でも，横になっている場合でも変
化しないため，操作者の向きや姿勢に拘束がない相対座標
が設定できる． 
次に，相対座標を右手座標系として定義し軸方向を決定
する．それぞれ，足から頭へ向かう方向，操作者に対して
右方向，背中から胸方向を正の方向とする．さらに，頭頂
部を求め相対座標の原点として設定する．z軸の 2つの端
点と手振り位置との距離を求め，距離が近い方を頭頂部と
する．この時の手振りは操作者を特定するために行う．こ
の手振りが体の前方でのみ行われると仮定することで手
振り位置により軸方向が一意に定まる．設定した相対座標
系を Fig.3に示す． 
 
3. 手領域の抽出 
 ジェスチャを認識するために手領域の抽出を行う．ジェ
スチャ認識のための特徴量の取得に関しては，視体積交差
法を用いて手の 3次元形状を取得し，その軌跡を用いる手
法と，オプティカルフローを用いて 2次元画像の移動ベク
トルを取得してから 3次元座標に変換をし，その軌跡を用
いる手法の 2 種類を用いる．どちらの手法に対しても 2
次元画像で手領域の抽出を行うため，まずは手領域の取得
について説明する． 
3.1 手領域画像の作成 
 手領域画像は，肌色の画素を抽出することで作成する．
肌色抽出を行う際の計算量とノイズを削減するために，手
振り検出位置(3 次元座標)とカメラまでの距離によって肌
色抽出を行う範囲を決定する．肌色抽出範囲例を Fig.4(a)
に白色の矩形で示す． 
  
     (a) Extraction range    (b) Skin color region 
Fig.4 Extraction of skin color image 
 
Fig.4(b)には肌色抽出の結果を示す．さらに，抽出した肌
色領域に対しラベリングを行い，その重心座標を基に次フ
レームでの肌色抽出範囲を随時変更する． 
 肌色抽出は HSV色空間の H(色相)と S(彩度)を用いて行 
う．V(輝度)は照明変化の影響を受ける一方，人間の肌色
は人種に関わらずHS平面において一定の領域に分布する
性質がある(6)．安定して肌色抽出を行うために H，S を肌
色抽出の特徴量として用いる．予め，手動で手領域のみを
抽出した画像 10 フレーム分を用いて，マハラノビス距離
を求めるための平均ベクトル A と共分散行列 V を以下に
示す式(1)，(2)により求める． 
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2 ]    (2) 
𝐗 =  [𝑢, 𝑣]𝑇は特徴量ベクトル，Nは画素値集合の要素数で
ある．肌色抽出を行う際は， 
             dm2 = (𝐗 − 𝐀)TV−1(𝐗 − 𝐀)      (3) 
からマハラノビス距離 dmを求め 
                     dm ≤ th              (4) 
を満たす画素を肌色として抽出し，手領域画像を作成する．
ここで thは閾値である． 
3.2 視体積交差法を用いた特徴量の取得 
 前節で取得した手領域画像をシルエット画像とし，視
体積交差法を用いて手の 3次元形状を取得する．手の形状
をより正確に取得するために，voxel size を 1[cm]に設定し
た．手振り検出位置(3次元座標)を中心に世界座標系の X，
Y，Z軸それぞれに対し，±30[cm]の空間を視体積交差法の
処理範囲とすることで，voxel size が 1[cm]でも処理時間が
約 22[ms]であり，リアルタイムでの処理が可能となる． 
3.3 オプティカルフローを用いた特徴量の取得 
 3.1 節で取得した手領域画像に対してオプティカルフロ
ーを計算する．オプティカルフローの算出には Lucas & 
Kanade アルゴリズムを用いた． 
 各カメラ画像で 1 フレーム目と入力画像でオプティカ
ルフローを計算し，その平均移動ベクトルを算出する．2
台のカメラで三角測量の原理を用いて，平均移動ベクトル
を 3次元ベクトルに変換する．本手法ではカメラを 4台用
いているため，3次元ベクトルは複数存在する．正しくフ
ローが算出できていないカメラ画像も存在するため，メデ
ィアンにより最終的な 3次元ベクトルを唯一つに定める． 
 Fig.5 Four gestures 
 
4. ジェスチャ認識手法 
 本研究で認識するジェスチャは，操作者に負担が掛か
ることがない片手のみで行える動作とし，Fig.5 に示すよ
うな Up，Down，Left，Right動作の 4種類とした． 
 ジェスチャ認識手法として DP マッチング(7)と特異値分
解(SVD)を用いた動作解析法(8)の 2 種類を用いる．ジェス
チャ認識に用いる特徴量として，前章で取得した手の 3
次元形状の重心の軌跡を用いる． 
4.1 DP マッチング 
 DP マッチングは，パターン内の部分的な伸縮を考慮し
ながらパターン間の類似度を計算するため，パターン間の
長さが異なる場合でも対応可能という特徴がある．さらに，
アルゴリズム実装の容易さや非常に少ない計算量ながら
最適マッチングが求まるという優れた性質を持つため，時
系列パターン認識等において高い効果を発揮する．しかし，
DP マッチングは学習を行わないため，個人間の差に弱い
という欠点がある． 
4.2 特異値分解を用いた動作認識手法 
 取得した時系列データからハンケル行列を生成し，特
異値分解により特異値，左特異ベクトル，右特異ベクトル
に分解する．特異値の大きい左特異ベクトルは動作の時系
列データの特徴を良く表現する．特異値分解は時系列デー
タを重複してハンケル行列の構成を行うため，データ長に
依存せず，時系列データの個数に対する制約が低いという
特徴がある．しかし，特異値分解の問題点として，ハンケ
ル行列を構成する際の時系列データの重複許可数を決定
する方法がないことが挙げられる． 
 ジェスチャを認識するために，左特異ベクトルのモデル
データ(M.D.)とテストデータ(T.D.)を用いて以下の式(5)，
(6)を用いて類似度を計算する． 
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ここで，𝑢𝑖,𝑗,𝑀.𝐷.はモデルデータの左特異ベクトルであり，
𝑢𝑖,𝑗,𝑇.𝐷.はテストデータの左特異ベクトル，Mは時系列デー
タの数，Lは左特異ベクトルの要素数である．  
 式(5)は左特異ベクトルの要素全ての和を求め，その差の
絶対値を類似度とする．式(6)は左特異ベクトルの要素で
同順位の差を求め，その和の絶対値を類似度とする．以下，
S1を用いた評価を SVD(1)，S2を用いた評価を SVD(2)とす
る． 
  
5. ジェスチャ認識実験 
 構築したシステムの有用性を検証するため実験を行っ
た．画像処理ソフトは OpenCV を用い，各種演算処理は
PC（Core i7 – 2600 3.40GHz 6GB）で行った．使用したカ
メラは AXIS 233D である．ジェスチャの認識手法は，前
章で述べた DP マッチングと 2 種類の特異値分解である．
Fig.6 に示すような直立，座り，仰臥の 3 種類の姿勢で，
各ジェスチャを 10 回ずつ行い，認識率を調べた．被験者
は 1人である．視体積交差法で取得した特徴量での認識率
を Fig.7に，オプティカルフローで取得した特徴量での認
識率を Fig.8に示す． 
 全体的な認識率は，視体積交差法とオプティカルフロー
共に DP マッチングが最も高い結果となり，SVDではオプ
ティカルフローの方が認識率のばらつきが小さかった． 
 オプティカルフローの方が安定した認識率になったの
は，前処理である肌色抽出の精度への依存が少ないことが
考えられる．視体積交差法では，肌色抽出の精度により取
得できる 3次元点の数が数百点変化するため，重心の軌跡
にブレが生じてしまい，それが認識率の低下の原因となっ
ていることが考えられる． 
2 種類の SVD 共に認識率が高くなかった原因は，特異
値分解を行う際に構成するハンケル行列の大きさが適切
ではなかったことである．  
 姿勢別に見てみると，直立姿勢，座り姿勢では高い認識
率となっている場合もあるが，一方で仰臥姿勢では全体的
に認識率が低くなっている．これは，ソファの光の反射に
よる影響で，操作者の 3次元形状が正確に取得できなかっ
たことが原因であり，軸が傾いてしまう場合もあれば，x
軸と y軸が反転してしまう場合も生じた． 
 
 
 
 
 
  
    (a) Standing posture                 (b) Sitting posture 
 
(c) Lying posture 
Fig.6 Experimental environments 
        (a) Standing case     (a) Standing case 
 
       (b) Sitting case     (b) Sitting case 
 
       (c) Lying case     (c) Lying case 
 Fig.7 Experimental results using volume intersection              Fig.8 Experimental results using optical flow 
 
 
6. 結論 
 視体積交差法を用いて操作者の 3 次元形状を取得し，
操作者上に相対座標軸を設定した．さらに，ジェスチャを
行う手領域の 3次元形状を取得し，操作者の姿勢を考慮し
たジェスチャ認識システムを構築した．実験により本シス
テムの有用性を示した． 直立姿勢，座り姿勢の DP マッ
チングでは全体的に高い認識率を得ることができたが，仰
臥姿勢では認識率は不十分であった． 
 今後の課題として，相対座標軸の精度の向上，及び認識
率の全体的な向上が挙げられる．さらに，操作者が移動し
ながらでもジェスチャが認識可能なシステムの構築も挙
げられる． 
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