Abstract In this paper, we investigate the application of radial basis functions (RBFs) for the approximation with collocation of the Stokes problem. The approximate solution is constructed in a multi-level fashion, each level using compactly supported radial basis functions with decreasing scaling factors. We use symmetric collocation and give sufficient conditions for convergence and consider stability analysis. Numerical experiments support the theoretical results.
the Stokes problem
where the region Ω ⊆ R d , the viscosity ν, f : Ω → R d and g : Ω → R d are given and we seek an approximate solution to the velocity u : Ω → R d and the pressure p : Ω → R.
Radial basis functions (RBFs) have been increasingly important in the area of approximation theory. For solving partial differential equations (PDEs), RBFs with meshless collocation for PDEs have been investigated in [9, 5] and for the Stokes problem in [23] . Matrix-valued, positive definite kernels have been studied in [16, 7, 8, 13, 14, 23] . Two excellent recent books covering practical and theoretical issues related to RBFs are [5] and [22] . We recall that a function Ψ : R d → R is said to be radial if there exists a function ψ : [0, ∞) → R such that Ψ (x) = ψ( x 2 ) for all x ∈ R d , where · 2 denoting the usual Euclidean norm in R d . Then with a scaling factor δ > 0, we can define a scaled RBF as
A practical issue that arises is that of which scale to use for the radial basis functions. A small scale will lead to a sparse and consequently well-conditioned linear system, but at the price of the approximation power. Conversely, a large scale will have better approximation power but at the price of a poorlyconditioned linear system.
Many examples may naturally exhibit multiple scales, for example, modelling fluid dynamics, where many different scales may be required. Of course, this comes at the price of having to select which scales to use in which regions but this is not the topic of this paper.
The multiscale algorithm investigated in this paper is constructed over multiple levels, in which the residual of the current stage is the target function for the next stage, and in each stage, RBFs with smaller support and with more closely spaced centres will be used as basis functions.
Such a multiscale algorithm for interpolation was first proposed in [6] and [19] but without any theoretical grounding. Theoretical convergence was proven in the case of the data points being located on a sphere [11] and then extended to interpolation and approximation on bounded domains [24] .
In [12] we can find an analysis of multiscale algorithms for RBF collocation of elliptic PDEs on the sphere.
The extension to considering the Stokes problem on a bounded domain changes the analysis significantly as matrix-valued kernels need to be considered with divergence-free approximation spaces. The scaled kernel, convergence and stability analysis are significant new contributions.
Our approach differs significantly from the literature, where for example in [15] the authors consider the incompressible Navier-Stokes equations in its weak formulation, and then decompose the velocity into coarse and fine scales.
In the next section we provide necessary background material regarding point sets and function spaces. Section 3 describes our (single scale) symmetric collocation approximation and then Section 4 extends this to a multiscale algorithm and provides proofs of convergence. Section 5 provides an analysis of the stability of the approximations. Section 6 provides numerical experiments to test the theoretical results.
Preliminaries
In this paper, we will use (scaled) compactly supported radial basis functions to construct multiscale approximate solutions to the Stokes problem, that is, we form the solution over multiple levels. We will work with a given domain
At each level, we will have a finite point set X ⊆ Ω. We will define the mesh norm as
and the separation distance as
which are measures of the uniformity of the points in X. Then for example, at each level i, we denote the mesh norm by h i . The selection of point sets with mesh norms decreasing in a specific way will form one of the requirements for convergence of our algorithms and the separation distance will be used for the stability analysis. We define the Sobolev spaces in the usual way. For a given domain,
The semi-norms and norms are defined as
For p = ∞, these definitions become
Let 1 ≤ p < ∞, k ∈ N 0 , and 0 < s < 1. Then we can define the fractional Sobolev spaces W k+s p
(Ω) as all u for which the two norms
are finite. For the case p = 2, we write W
(Ω). The functions that we will be concerned with are defined on a bounded domain Ω with a Lipschitz boundary. As a result, there is an extension operator for functions defined in Sobolev spaces which is presented in the following lemma. For further details, we refer the reader to [20] and [4] .
and
C will denote a generic constant. Since we also have
this means that when we need to consider the H τ (Ω) norms of the errors at each level, we can carry out our error analysis in the H τ (R d )-norm. This is advantageous, since we then have for
upon defining the Fourier transform as
At each level, we will also require a kernel Ψ : Ω × Ω → R. We will use the Wendland compactly supported radial basis functions [22] with a (levelspecific) scaling parameter δ > 0. We recall that for a given spatial dimension d and smoothness parameter k ∈ N, the Wendland functions are defined as 
With a given kernel Ψ and scaling factor δ > 0, we define the scaled kernel as
Appropriate selection of the scaling parameters will also prove to be one of the important ingredients for convergence of our multiscale algorithm.
We will need norm equivalence as stated in the following lemma from [3] .
As we will be working with vectors, in particular for u, we will need to define vector-valued Sobolev spaces in the usual way as
with norm
Now we define divergence-free approximation spaces in Ω and in R d . With the divergence of u : Ω → R d defined as
We note that
. We will also need that for Ω ⊆ R d being a simply connected domain with C ⌈τ ⌉,1 boundary for d = 2, 3 and with τ ≥ 0, there exists a continuous operator
such that E div u|Ω = u for all u ∈ H τ (Ω; div) [23, Proposition 3.8] . For d = 3, this operator is defined as
where E S is the extension operator defined in Lemma 2.1 and v = T u is the unique solution of the boundary value problem (9) is replaced by
where
Using the idea from [8, Lemma 4] and interpolation of operators (see [1, Proposition (14.1.5)]) we can show that the operator T :
To measure the pressure, which is determined only up to a constant, we will use the norm
We follow [9] to define Sobolev norms and the mesh norm on the boundary. We assume that ∂Ω ⊆ ∪
where B = B(0, 1) denotes the unit ball in R d−1 . If {w j } is a partition of unity with respect to {V j }, then the Sobolev norms on ∂Ω can be defined as
.
The mesh norm on the boundary can be defined as
Finally, we will need the following "sampling" inequalities, which are valid for both scalars and vectors [17, 18, 23] .
Theorem 2.3
Let Ω ⊆ R d be a bounded domain with Lipschitz boundary. Let τ > d/2. Let X ⊆ Ω be a discrete set having mesh norm h sufficiently small. For each w ∈ H τ (Ω) with w|X = 0 we have for 0 ≤ σ ≤ τ that
k,s smooth boundary. Let X ⊆ ∂Ω be a discrete set with h sufficiently small. Then there is a positive constant C such that for all w ∈ H τ (Ω) with w|X = 0 we have for 0 ≤ σ ≤ τ − 1/2 that
We also define a matrix-valued function Φ :
T , and satisfies
for all pairwise distinct x j ∈ R d and all α j ∈ R n such that not all α j are vanishing.
Symmetric collocation approximation
We will first consider a single-scale approximant to the combined velocity and pressure vector v := (u, p) :
where 1 ≤ i ≤ d. We seek a meshfree, kernel-based collocation method with an analytically divergence-free approximation space. We use the notation ψ τ +1 and ψ τ −1 to denote the functions to be used in our matrix-valued kernel. We will mainly be interested in the case where both ψ τ +1 and ψ τ −1 are Wendland functions which, for a given spatial dimension d, have native space norms equivalent to the Sobolev spaces
and we defineC 1 := min(c 1,τ +1 , c 1,τ −1 ) andC 2 := max(c 2,τ +1 , c 2,τ −1 ). Then we define the matrix-valued kernel
where Ψ τ +1 := (−∆I + ∇∇ T )ψ τ +1 with I denoting the identity matrix. We note that Ψ τ +1 is also positive definite [16] and hence due to the tensor product construction of Φ, it is positive definite as well. This choice for Ψ τ +1 is known to lead to divergence-free interpolants [16] . We also note that
We will consider the case where the collocation points are the same as the RBF centres. We denote the interior centres by X 1 := {x 1 , . . . , x N } and the boundary centres by X 2 := {x N +1 , . . . , x M } and their union by X = X 1 ∪ X 2 , with mesh norms h 1 and h 2 respectively. Since (14) is automatically satisfied, this means that our approximant and collocation conditions will consist of dN terms from (13) and d(M − N ) terms from (15) . Then with L y denoting the operator L acting as a function of the second argument, applied to rows of Φ, our approximant takes the form
where the notation Φ i means column i of the matrix Φ and
From [7, 23] , we know that if ψ τ +1 , ψ τ −1 are positive definite and if
, then the native space of the kernel Φ given by (18) is
We recall that the generalised interpolant satisfies [22, Chapter 16] 
With (16) and (17), we define the extension operator for the velocity-pressure vector v as
where E S is the classical Stein extension operator as defined in Lemma 2.1. Then the native space of our approximant given by (20) is
Once again we can define interpolants with scaled kernels. In this case, we define the matrix-valued kernel
where Ψ τ +1,δ := (−∆I+∇∇ T )ψ τ +1,δ and the scaled basis functions are defined as in (7) . Then the native space of the kernel Φ δ is given by
We will need norm equivalence as stated in the following lemma.
there exist positive constants c 3 and c 4 such that
Proof With f = (f u , f p ) T , by using arguments similar to [3, Lemma 2.2] we have
where c 5 := c 1,τ −1 min(1, δ −τ −1 ) and c 6 := c 2,τ −1 . Similarly, we can show
) and c 8 := c 2,τ +1 . With (26) and setting c 3 := min(c 5 , c 7 ) and c 4 := max(c 6 , c 8 ), we get the final result.
We require one further result from [21] . Theorem 3.2 Let m ∈ N 0 and let Ω ⊆ R d be a C m+1,1 smooth domain with outer normal vector n. For each f ∈ H m (Ω) and g ∈ H m+3/2 (∂Ω) with ∂Ω g · n dS = 0, the nonhomogeneous Stokes problem (1)-(3) has a unique solution u ∈ H m+2 (Ω) and p ∈ H m+1 (Ω) and
Then the approximation S X v given by (20) to the Stokes problem (1)-(3) satisfies the error bound
whereh := max(h 1 , h 2 ) and the extension operator E is given by (24) .
Proof With the definition of the Sobolev space norms in (8) and assuming that we choose the representer for the pressure p such that p
where the last line follows from (27) applied to v − S X v with m = 0. We now extend the function
and note that the generalised interpolant S X v coincides with S X Ev. We now consider the two terms in the right hand side of (29) separately. From (11) and with [23, p.3173], we have
From (12), we have
Now we can write
and the stated result follows.
Multiscale symmetric collocation approximation
We can now formally state our multiscale algorithm for the symmetric collocation solution of (1)- (3) which is stated as Algorithm 1. To simplify notation, we write S i v = S Xi v and Φ i = Φ δi and denote the mesh norms for the interior and boundary collocation points at level i as h 1,i and h 2,i respectively.
Algorithm 1: Multiscale symmetric collocation approximation to the Stokes problem Data: n: number of levels
: the scale parameters to use at each level, satisfying
. . , n do With the scaled kernel Φ i , solve the symmetric collocation linear system
Update the solution and residual according to
The error at level n, en := v − Mnv.
We require a technical lemma regarding the error in the estimation of the velocity u.
Lemma 4.1 Let d = 2, 3. Assume that u ∈ H τ (Ω; div) with τ > 0 and let E div be defined by (9) for d = 2, 3. Then we have the following bound
Proof With the definitions of the E div ,E S and T operators, we have
where we have also used that the E S and T operators are bounded (Lemma 2.1).
The following theorem and corollary are our main results on the convergence of the multiscale symmetric collocation algorithm for solving the Stokes problem. 
with τ > 0 and define the scaled kernels by (25) with scale factor δ j . Then for Algorithm 1 there exists a constant α 1 such that
where α 1 is a constant independent of the point sets X 1 , X 2 , . . . and Ee j is the extension operator for v defined in (24) applied to the error at level j defined in Algorithm 1.
Proof With the notation Ee j = (
T and with (26), we have
For I 1 , we can use that δ j+1 ω 2 ≤ 1, Lemma 4.1, Theorem 3.3 and Lemma 3.1 to yield
where in the second last step we have used that since the interpolant at X j to e j−1 is the same as the interpolant to Ee j−1 (both functions take the same values on X j ⊆ Ω), we have
For I 2 , since δ j+1 ω 2 ≥ 1, we have
Similarly, we have
where the last step follows in the same way as the last part of the derivation for I 1 . The result follows with
Corollary 4.3 There exist positive constants C 3 and C 4 such that
Thus the multiscale approximation M n v resulting from Algorithm 1 converges linearly to v in the L 2 −norm in Ω and on ∂Ω if α 1 < 1.
Proof With Lemma 3.1 and Theorems 3.3 and 4.2 we have
which proves the first result. For the second result, with (30) we can see that
and the remainder of the proof is the same as for the first result.
Condition number
In this section, we present upper and lower bounds for the eigenvalues of the multiscale symmetric collocation algorithm for the Stokes problem. At each step of the multiscale algorithm, we need to solve a linear system resulting from the collocation conditions (21) and (22) on a set X = {x 1 , . . . , x M }:
Since the collocation matrix A δ is symmetric and positive definite, we know that the condition number is given by
where λ max (A δ ) and λ min (A δ ) denote the maximum and minimum eigenvalues of A δ . We will first need several technical lemmas concerning derivatives of the Wendland functions. Lemma 5.1 With spatial dimension d and smoothness parameter k = 2, 3, . . . let ψ ℓ,k be the original Wendland function. Then with x, y ∈ R d and 1 ≤ i, j ≤ d and i = j, we have
Proof We recall that the Wendland functions are piecewise polynomials with support [0, 1] and we can write [22] 
and that the first k odd coefficients {b 2i+1 } k i=0 vanish. With the chain rule, where x − y = (x 1 − y 1 , . . . , x d − y d ) and r = x − y 2 , we have
Using (33), this last expression becomes
where (c) n := Γ (c + n) Γ (c) denotes the Pochhammer symbol. Now the first three coefficients
since the first k odd coefficients of the Wendland polynomial are zero and k ≥ 2. Hence we can write
and the result follows immediately. 
Proof Once again employing the chain rule gives
With (33) we can rewrite this as
=:
are zero. Then we can determine other coefficients as
Hence since k = 3, 4, . . ., we can write
and is independent of j.
Proof With the chain rule, where once again x − y = (x 1 − y 1 , . . . , x d − y d ) and r = x − y 2 , we have
With Lemma 5.1, the term in brackets is equal to zero when x = y. Using (33) and noting that the first k odd coefficients are zero, this last term becomes
which means that the case of x = y, which is equivalent to r = 0, reduces down to 2b 2 . Now combining positive terms into a generic constant C, we have from [2] b 2 = C(−1)
where we have also used [10, 8.339 .3] 
With Lemma 5.1, the first term in the previous expression is equal to zero when x = y. As before, we can write the second term as a series
Since k ≥ 3, b 1 = b 3 = b 5 = 0 and equating coefficients gives
which means we are left with
Hence the case of x = y, which is equivalent to r = 0, reduces down to b 6 which is given by
As before, combining positive terms into a generic constant C and noting that k = 3, 4, . . ., we have from [2] b 6 = C(−1)
The next theorem gives a lower bound on the minimum eigenvalue of A δ .
Theorem 5.5 Suppose the kernel Φ is defined by (18) and define the scaled kernel Φ δ by (25) with a positive scaling factor δ. Then the smallest eigenvalue of the collocation matrix defined by (21) and (22) can be bounded by
where the constant C is independent of the pointset X.
Proof We follow the proof of [9, Theorem 4.1]. We will adopt the functional notation
We will use the superscript y to denote that the functional acts with respect to its second argument. Then with β ∈ R dM , we need to show that
Now with the inverse Fourier transform, the left hand side of (35) becomes
where I 2 = −1. Now we define a second scaled kernel Φ a by (7) with 0 < a ≤ 1 and a ≤ δ. For δ ≤ 1 we have
and recalling that ψ τ −1 satisfies (17) gives
Since ψ τ +1 satisfies (16) and with (19), we proceed similarly to get
Since a/δ < 1, we have the following bound on Φ δ
Φ a (ω), and hence we have
and if we select a = q X ≤ 1 such that we need only consider entries of the quadratic form corresponding to equal centres, with the definition of the scaled kernel in (7), this reduces to
since for interior centres we have 
and then the result follows as
with Lemmas 5.3 and 5.4 which givẽ c := min
since ψ τ +1 is a radial function and ∂ ii ψ τ −1 (0) is independent of i from Lemma 5.3.
Our next result bounds the maximum eigenvalue λ max (A δ ).
Theorem 5.6 Suppose the kernel Φ δ is defined as in Theorem 5.5. Then if we assume that
where M denotes the number of (interior and boundary) centres, then the largest eigenvalue of the collocation matrix constructed with Φ δ defined by (21) and (22) can be bounded by
where the constants C are independent of the pointset X.
Proof Using the notation from Theorem 5.5, together with Gershgorin's theorem, we have
which since Φ is positive definite, using (39), Lemmas 5.3 and 5.4, the definition of the scaled kernels (7) and (37) and (38), if δ ≥ 1
where in the last step we have used that
where in the last step we have used, for example, that
which completes the proof.
We note that (39) will hold if, for example, the dataset is quasi-uniform, which means that h j /q j is bounded above by a constant. Now with (32) and Theorems 5.5 and 5.6, we obtain the following theorem where we write q j := q Xj .
Theorem 5.7 Suppose the kernel Φ δ is defined as in Theorem 5.5. Then the condition number of the multiscale symmetric collocation matrix in Algorithm 1 is level-dependent and is bounded by
In the case of quasi-uniform datasets and h j ≤ 1, these reduce to
Proof The first two results follows with δ j = βh
and (32) and Theorems 5.5 and 5.6. If the datasets are quasi-uniform, which means that h j /q j is bounded above by a constant, the final result follows by simplifying the first two expressions.
Numerical experiments
In this section, we present the results from applying the multiscale algorithm described in Algorithm 1 with Ω = [0, 1] 2 and ν = 1 to the Stokes problem with exact solution given by u(x 1 , x 2 ) = 2 cos(5x 1 ) cos(2x 2 ) 5 sin(5x 1 ) sin(x 2 ) , p(x 1 , x 2 ) = sin(3x 1 ) sin(3x 2 ) + C.
This gives
f (x 1 , x 2 ) = 58 cos(5x 1 ) cos(2x 2 ) + 3 cos(3x 1 ) sin(3x 2 ) 145 sin(5x 1 ) sin(2x 2 ) + 3 sin(3x 1 ) cos(3x 2 ) and g equal to the restriction of u(x) to ∂Ω . We use the C 8 Wendland radial basis function given by We used five levels for the approximation, with N equally spaced points for the interior point sets and 4( √ N − 1) equally spaced boundary centres. The number of interior points, N j , the number of boundary points, M j − N j , and the maximum mesh norms at each level,h j , are given in Table 1 . We note that the (maximum) mesh norms decrease by one half at each level and hence we select µ = Table 1 , we select β such that δ 1 = 10. This gives β = 18.779 and we use this to generate the other δ values which are given along with the L 2 and L ∞ errors in Table 2 . The L 2 error was estimated using Gaussian quadrature with a 300 × 300 tensor product grid of Gauss-Legendre points and the L ∞ error was estimated with the same tensor product grid. We used MATLAB for the calculations and worked with double precision. 
