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Abstract 
 
The Role of Special Boundaries on the Hydrogen Embrittlement of Austenitic Steel 
Evan M. Kahl 
Mitra L. Taheri, Ph.D. 
 
 
 
 
Because hydrogen (H) transport in a material’s bulk is kinetically limited by diffusion and 
dislocation movement, researchers perform hydrogen embrittlement (HE) experiments at 
quasi-static and slower strain-rates. High strain-rate experiments limit H-diffusion and enable 
corroboration between experiment and atomistic modeling. This study investigates the 
mechanical properties of high strain-rate compression experiments and the resulting 
dislocation substructure at special boundaries (SB): Σ3s, Σ9s, & Σ27s generated through 
grain boundary engineering (GBE) and thought to mitigate the effects of HE. A through-
thickness GBE microstructure with 61% Σ3s and 70% SB (length fraction) was created in 
commercial AISI 304L via 3 iterations of a 5% rolling reduction and 1020°C anneal while 
annealed control samples had 45% Σ3s and 48% SB. These conditions were used to prepare 
both 2.5x4.0x4.0 mm compression and Split-Hopkinson Pressure Bar (SHPB) specimens. 
Half of all samples were charged in commercially pure H2 gas for 16 days at 138 MPa and 
300°C for a target H-concentration of approximately 150 wppm (0.811 at%). The team 
investigated the same sample area with EBSD pre- and post-deformation, tracking how 
microstructure evolved with strain-rate and H. Both dynamic (6E3 s-1) and quasi-static (2E-3 
s-1) test samples were strained to 20%. In quasi-static tests, both H-charged annealed and 
GBE samples exhibited similar increases in flow stress: 420 vs. 320 MPa. A similar increase 
in flow stress, 610 vs. 510 MPa, for H-charged samples was observed at high strain rates 
with little distinction between the GBE and annealed conditions. Using the Nye Tensor, we 
 
xiii 
 
calculated geometrically necessary dislocations (GND) from EBSD data and observed higher 
overall dislocation densities in the uncharged conditions; SHPB samples had higher densities 
than compression samples. However, analysis of bulk Σ3 CSL deviation indicates that H-
charged samples have higher deviation post-deformation, suggesting higher accommodation 
of dislocations at SB. Spatial GND maps indicate that both GB character and Taylor factors 
influence local concentrations of dislocations at grain boundaries. These findings support the 
HELP mechanism and offer valuable information regarding HEDE and the apparent 
brittleness of Σ3 boundaries. 
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Section 1: Motivation & Background 
1.1: Motivation 
In 2005, the United States established the Hydrogen Fuel Initiative and Manufacturing 
Initiative to reduce America’s dependence on foreign oil.  As outlined by the Department of 
Energy, there are many challenges to developing a more prominent hydrogen fuel economy: 
“[t]hese include reducing the cost of hydrogen production and delivery; increasing the 
capacity and reducing the cost of onboard vehicle hydrogen storage systems; and reducing 
the cost and increasing the durability of automotive fuel cell systems” [1].  However, the 
nation’s use of hydrogen is not only confined to the energy sector in the form of hydrogen 
fuel cells and hydrogen cars.  Pure hydrogen is manufactured by chemical plants[2], is a 
byproduct of nuclear reactors [3]–[5], and is used in high pressure pipelines [6]–[8].  Involved 
in the challenges of creating a hydrogen based world is the task of addressing the deleterious 
effects of hydrogen in steels - known as hydrogen embrittlement (HE). 
In 1874, Johnson [9] immersed an iron bar in a bath of H2SO4 and HCl and noticed 
a “remarkable change in some of the physical properties of iron”.  The resulting change was 
an extraordinary and temporary decrease in the toughness and ductility of the iron [9].  This 
effect is now known as hydrogen embrittlement (HE) and is a problem not only in iron, but 
in iron alloys and steels, aluminum alloys, copper alloys, nickels alloys, and even nonmetals 
[10].  Generally, when atomic hydrogen diffuses into a metallic lattice there is a significant 
increase in the material’s yield and ultimate strength [11], [12], as well as a significant 
decrease in its ductility and fracture toughness [13]–[18].  Additionally, at the point of 
mechanical failure, hydrogen causes the failure mode to switch from elastoplastic to 
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brittle.[3], [14], [19], [20]–[25]  This is readily characterized by intergranular failure and grain 
boundary cleavage as opposed to microvoid coalescence and growth. 
Though HE is a well-researched field, the effects are anecdotal to each material of 
interest and a unified model is still lacking.  Attempts at mitigating HE range from diluting 
the hydrogen gas [26], treating the surface of materials to prevent hydrogen uptake [26], [27], 
as well as altering the alloying content [14], and microstructure of the working material [28].  
The goal of this research is to examine how changes in the microstructure of AISI 304 
Stainless Steel affect the material’s resilience to HE. 
One means of tailoring material microstructure is through grain boundary 
engineering (GBE).  Originally proposed by Watanabe [29], GBE has proven effective in 
reducing the susceptibility to intergranular corrosion in lead alloys [30], nickel based alloys 
[31] and austenitic stainless steels [32], [33].  The most prevalent uses of grain boundary 
engineering rely on low levels of strain induced by rolling [32], [33], [34],  followed by 
annealing, and focus solely on the grain boundary character distribution at the rolled surface 
[34].  The justification for this is that the surface is the most easily accessed region for 
analysis, and the region most effected by rolling strain, and the assumption that a high 
enough percentage of immune grain boundaries will completely arrest corrosion based on 
percolation theory [33], [35], [36].  Additionally, GBE has proven effective in increasing 
material ductility [37], [38], [39] and fracture toughness [40].  These improvements rely on 
creating a through-thickness GBE microstructure since the entire cross section of the 
specimen is effected, and the surface GBE is not enduring when samples are machined, 
especially in metastable alloys [41].  
As discussed further the next section, GBE has some evidence of improving 
susceptibility hydrogen embrittlement in nickel alloys [42].  The hypothesis of this work is 
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that GBE will mitigate HE in stainless steel.  This is evaluated by comparing the mechanical 
properties of hydrogen charged 304 stainless steel with different microstructures: one that 
uses GBE and one with a baseline annealed control. 
 
1.2: Important Studies & Contradicting Results 
In 2012, San Marchi & Somderday [10] published a technical report for Sandia National 
Laboratory summarizing the effects of hydrogen on the mechanical behavior of a variety of 
materials.  They found that, generally, for 304 stainless steel the effects of hydrogen 
embrittlement on mechanical behavior were increased with increasing hydrogen pressure for 
both internal- and external-hydrogen.  Furthermore, the effects of hydrogen were 
significantly higher for internal, precharged-hydrogen samples versus external, 
environmentally-charged samples.  Additionally, the effects of hydrogen for precharged 
samples tested in an air environment were comparable to precharged samples tested in a 
hydrogen environment; i.e. hydrogen diffusion out of the sample at a strain rate of 3x10-3 s-1 
is did not significantly affect test results. 
 For precharged, smooth-tensile tests in 304 & 304L alloys, the general trend in 
mechanical behavior was marked by a slight increase in yield strength (on the order of 5%), a 
decrease in yield strength, and a substantial decrease in reduction in area (RA) and overall 
strain at failure.  The RA for either precharged- or external-charged hydrogen was shown to 
reduce to 30% compared to 75-80% for uncharged material.  Strain rates <0.01 s-1 are 
assumed to have little impact on material behavior, though ductility is increased at higher 
strain rates – theoretically due to “high velocity dislocations separating from hydrogen 
atmospheres”.  Additionally, fracture toughness and impact fracture energy were found to 
decrease for material precharged with hydrogen.  Lacking from the report was a 
 
4 
 
fractographic analysis of the materials describing whether the behavior at failure was ductile 
or brittle: microvoid coalescence and intergranular failure, or, transgranular failure and 
cleavage.  Overall, precharged hydrogen negatively affected the mechanical behavior of 304 
alloys as shown through conventional mechanical tests. 
 It is well known that a materials microstructure is critical to determining its overall 
mechanical properties.  Thus, it may be theoretically possible to create a tailored 
microstructure that is more resilient to the effects of hydrogen and lessen the importance of 
preventing hydrogen uptake.  A 2009 study by Becthle et al. [42] investigated this idea.  
Commercially pure nickel, Ni-201, was repetitively subject to thermomechanical treatments 
as a means to create a desired grain structure and tested for hydrogen resilience.  The grain 
structure exhibited an increase in the number of low-energy grain boundaries, a set 
comprised of annealing twins and their variants and canonically referred to as special 
boundaries .  In the coincident site lattice (CSL) model [43], these are boundaries of type Σ3𝑛, 
with annealing twins being Σ3. 
 In the Becthle et al. study, the grain boundary engineered (GBE) structure was 
characterized by an overall special boundary fraction of 0.75 by length (0.62 number) with a 
twin boundary fraction of 0.59 by length (0.37 number) with grain size of 30.6 um.  The 
non-GBE microstructure had a special boundary fraction of 0.46 by length (0.35 number) 
and twin boundary fraction of 0.38 by length (0.32 number) with grain size of 30.4 um. 
 The mechanical behavior of the GBE and non-GBE structures were evaluated 
through tensile and fracture tests with and without precharged hydrogen.  The tests revealed 
that the GBE material demonstrated less brittle behavior.  For a hydrogen concentration of 
2200 appm, the intergranular fracture was reduced from 100% (non-GBE) to 40%, the 
normalized RA was increased from 13% to 22%, and the Jc fracture toughness was increased 
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by 20-30%.  All evidence that suggests that the increase in special boundary fraction leads to 
improved resistance to HE.  This leaves room to explore this phenomenon in other material 
systems and alloys and determine whether the effect still holds. 
 A study by Seita, et al. [44] explored the HE of a Ni-base superalloy with an in-situ 
SEM tensile stage to evaluate propensity of specific grains boundaries for crack initiation and 
growth.  Two samples 30 & 45 um thick with through, or near-through thickness grains were 
cathodically charged and tested at a strain rate of 1 × 10−4 𝑠−1 and compared to a sample 
without hydrogen.  In agreement with San Marchi and Somerday’s results, the precharged 
samples failed at lower strain with an increase in yield strength and failure behavior as a mix 
between intergranular and transgranular cracking.  Notably, it was found the failure crack 
initiated at the junction between Σ3 and Σ9 boundaries. 
Through evaluating secondary cracks in the fractured structure, it was reasoned that 
special boundaries were preferential sites for crack initiation but seemed to act as deterrents 
in crack propagation.  Secondary cracks were either single grain boundary (single-GB) or 
multi-grain boundary (multi-GB) in nature.  Single-GB cracks were assumed to be crack 
initiators and multi-GB were assumed to be indicative of crack growth.  There were a total 
of 33 single-GB cracks, 19 of which (58%) were special boundaries, and 13 of which (40%) 
were specifically Σ3s.  There were 66 grain boundaries involved in secondary multi-GB 
cracks.  52 (79%) of the cracked GB were general boundaries, 14 (21%) were special 
boundaries, and 8 (12%) were Σ3 s.  Grain boundary connectivity of the cracks was 
investigated by characterizing the number of special boundaries ahead of the crack-tip.  It 
was found that the 43% of the cracks had a 0 special boundary junction, 46% of cracks 
involved 1 special boundary at the junction, and 12% involved 2 special boundaries.  The 
percentages of the cracked population were compared to the prevalence of such structures, 
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albeit un-cracked, in the sample whole to determine the statistical significance.  The authors 
consider the role of plasticity in the crack by quantifying the angular distribution of the GB-
plane relative to the tensile direction.  For the 13 Σ3 boundaries the 7 of the boundaries are 
oriented 45-60o relative to the tensile direction and are subject to higher resolved shear 
tractions.  For the 14 general GBs, the majority of the cracks lie near perpendicular to the 
tensile axis. 
1.3: Phase Diagram of the Fe-H System 
It is possible for hydrogen to form a brittle secondary phase, known as a hydride, in a metal 
lattice.  Whereas carbides are a brittle precipitate of carbon and a metal, hydrides are a brittle 
precipitate of hydrogen and a metal.  The stability of an iron hydride is difficult to attain and 
does not occur within operational temperatures and pressures of iron, so the Fe-H phase 
diagram only concerns the solubility of hydrogen at different temperatures and phases of 
iron1.   
 Hydrogen diffuses into a lattice via interstitial sites.  There is some discrepancy as to 
whether it prefers octahedral or tetrahedral sites, but most consider it as tetrahedral at room 
and higher temperatures[45].  Originally, researches thought that hydrogen gave up its outer 
s-level electron to the d-level of the metal lattice in all cases.  However, it was found that this 
is preferred when the d-band of the metal less than half filled, as in Cr (3d5, 4s1) or Mo 
(4d5, 5s1) [45].  These elements actually aid in hydrogen stabilization and have had positive 
                                                 
 
1  While not in the scope of this paper, it is important to know that nickel, titanium, 
zirconium, and niobium – some of the alloying elements used in steel – are capable of 
forming hydrides.   
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effects against hydrogen embrittlement.  Determining the electronic state of hydrogen in a 
lattice is a complex task; this area of research remains under investigation. 
 Sieverts was the first to describe the solubility of hydrogen in iron in 1911 by placing 
an iron bar in a tube with different hydrogen atmospheres [45].  Based on the difference in 
the change in pressure, he was able to calculate the absorption of hydrogen into the iron.  
He noticed an effect proportional to the square of the pressure and was able to deduce what 
is now Sieverts’ Law: 
𝐶𝐻 = 𝛼𝑒
−∆𝐻 𝑅𝑇⁄ √𝑃𝐻  , (1) 
where CH is the lattice concentration, 𝛼 is scaling factor, 𝑃𝐻 is the external pressure, and ∆𝐻 
is the activation energy for the dissociation of H2 (gas) to 2H (solute). This relationship is 
applicable at low concentrations and low pressures of H.  Sievert performed his experiment 
at 105 Pa (1 bar) and found a solid solution of 0.05 at.% H. Sieverts’ equation was deduced 
from a more complicated thermodynamic state of equilibrium where 
𝐻2(𝑔𝑎𝑠) ↔𝐻2(𝑎𝑑𝑠𝑜𝑟𝑏𝑒𝑑) ↔ 2𝐻(𝑎𝑑𝑠𝑜𝑟𝑏𝑒𝑑) ↔ 2𝐻(𝑠𝑜𝑙𝑢𝑡𝑒). (2) 
For an iron bar in a hydrogen environment, this is interpreted (from left to right) as 
hydrogen gas adsorbing to a steel surface, dissociating into monatomic hydrogen, and then 
dissolving into the metal lattice.  While this process is strongly dependent on the surface 
conditions of the metal, making the assumption of a perfect surface and instant dissociation 
leads to a reduce equilibrium equation of 
𝐻2(𝑔𝑎𝑠) ↔ 2𝐻(𝑠𝑜𝑙𝑢𝑡𝑒), (3) 
which is indicative of Sieverts’ Law.  Considering standard states, Sieverts’ equation can be 
rewritten as 
𝐶𝐻 = 𝛽𝑒
−(∆?̅?0 𝑅𝑇⁄ )𝑒(∆?̅?
0 𝑅⁄ ), (4) 
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where beta is determined by the gas pressure and the number of available sites for the 
hydrogen to diffuse to, ∆?̅?0 and ∆𝑆̅0 are the partial molar enthalpy and excess entropy of 
solution.  When the enthalpy term is positive, dissolving hydrogen is endothermic.  A 
negative enthalpy term refers to an exothermic reaction.  For iron, ∆?̅?0=27 kJ/mol and is 
endothermic [45].  For hydriding elements, the enthalpy term is exothermic and increases 
phase stability. 
 Figure 1 plots Sieverts’ phase description against that of more contemporary authors.  
At low temperatures and pressures, Sieverts’ equation is adequate to map the alpha phase.  
But his model fails to capture the gamma and delta phase transitions.  The delta phase is 
subject to a strong hysteresis and is governed by nucleation and growth kinetics.  In 1982, 
Kubaschewski published “Iron Binary Phase Diagrams” [46] about phase stability of various 
alloying elements of iron.  He established a more accurate representation of hydrogen’s 
solubility than Sieverts.  Kubaschewski was able to account for the decrease in solubility 
from alpha (ferrite, BCC) to gamma (austenite, FCC) iron and for the increase in the gamma 
to delta (BCC) transition.  Kubaschewski suggested the following equations, as well as 
enthalpy of solutions, for the alpha and gamma phases of iron: 
Alpha phase: log(𝑎𝑡. % 𝐻) =  −1376𝑇−1 − 0.665, 
∆?̅?0 = 26.0 𝑘𝐽/𝑚𝑜𝑙 
(5) 
Gamma phase: log(𝑎𝑡. % 𝐻) =  −1411𝑇−1 − 0.468. 
∆?̅?0 = 26.7 𝑘𝐽/𝑚𝑜𝑙 
(6) 
Because of its hysteretic behavior, there is some disagreement of the solubility in the delta 
phase.  Kubaschewski recommends using a continuation of the alpha phase because both are 
of the same BCC crystal lattice and the suggested curve agrees with experimental data. It is 
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important to note that hydrogen has an increased solubility in the BCC lattice as compared 
to the FCC lattice.  This is also represented in the difference in the enthalpy of solution 
values reported by Kubaschewski. 
 
 
 
 
Figure 1 – Fe-H Phase Diagram  (1--0--) Line is representative of Sieverts’ prediction.  The bold black line is the data gathered 
by Kubaschewski.  The other lines represent other attempts to characterize concentration, but Kubaschewski’s most accurate.  Image 
and text copied from [45]. 
 
 
 
 Deuterium and tritium are two radioactive isotopes of hydrogen.  Where regular 
hydrogen, protium, only contains one proton, deuterium (D) contains a proton and a 
neutron, while tritium (T) contains a proton and two neutrons.  Determining the amount of 
hydrogen dissolved in a bulk lattice is difficult.  However, by charging a sample with 
deuterium or tritium, radioactive techniques can be employed.  Thus, it is necessary to 
determine the solubility of deuterium and tritium, which is nontrivial. 
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 Kubaschewski  published solubility data for deuterium and tritium.  He found that 
deuterium had increased solubility over hydrogen in the alpha and delta range and that both 
tritium and deuterium had less solubility in the gamma phase, tritium being the least soluble.  
His equations of fit are Arrhenius in nature and of the same form as before: 
Alpha & Delta Phase (D): log(𝑎𝑡. % 𝐷) =  −1376𝑇−1 − 0.633, (7) 
Gamma Phase (D): log(𝑎𝑡. % 𝐷) =  −1377𝑇−1 − 0.510, (8) 
Gamma Phase (T): log(𝑎𝑡. % 𝑇) =  −1400𝑇−1 − 0.520, (9) 
and do not deviate much from the values in Equations (5) & (6).   
 The mass effects on concentration can be derived from the free energy of vibration 
of a solute.  The free energy of a solute vibrating in three-dimensional space is dependent 
upon its Einstein frequency as shown in: 
𝐹{𝜈} = 3𝑘𝐵𝑇 ln(ℎ𝜈 𝑘𝐵𝑇⁄ ), (10) 
where 𝐹{𝜈} is the free energy at vibration 𝜈, 𝜈 is the Einstein frequency, kB is Boltzman’s 
constant, and h is Plank’s constant [45].  The ratio between frequencies is related to the 
inverse square of the mass of the particles.  Considering protium and deuterium 
𝜈𝐻
𝜈𝐷
= √
𝑚𝐷 
𝑚𝐻
= √2 
(11) 
where m is mass.  This corresponds to a difference in free energy of -8.51 kJ/mol, solely 
attributed to a change in entropy [45].  This same relationship holds for the difference in 
diffusivity, by replacing 𝜈𝐻 with 𝐷𝐻 , etc. [47]. 
 Due to their dilute concentrations, it is challenging to account for the effects of 
alloying elements on hydrogen’s solubility.  Of particular concern are the hydride forming 
elements, mentioned in Footnote 1, negative impurity elements like sulfur and phosphorous, 
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and carbon, which can mitigate embrittlement.  Sulfur and phosphorous can segregate to the 
grain boundaries of iron crystals and cause severe embrittlement.  Even more severe 
decohesion can occur when this segregation is in the presence of hydrogen [48].  While this 
effect is prominent in relatively pure iron and bcc alloys, it is not a problem in low-nickel, 
austenitic phases [48].  Considerably more work needs to be done to understand the effects 
of alloying on the phase stability. Such research involves numerous experiments and very 
sensitive equipment for accurate characterization. 
 A study by Antonov et al. [49] considered the effects of extremely high pressures on 
phase stability of Fe-H system.  In fact, they were capable of producing a hydrogen a stable 
iron hydride of the form FeH0.8 in hcp arrangement, confirmed by XRD.  This was 
performed subjecting the sample to a pressure of 6.7 GPa at 250 °C for 10 hours, and then 
quenching to 180 °C.  The most important aspect of Antonov et al.’s work was the 
production of a high-pressure phase diagram for the Fe-H system, Figure 2.  While not 
applicable to most engineering systems, it is more complete than the initial diagram provided 
by Kubaschewski. 
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Figure 2 – Fe-H Phase Diagram for High Pressure created by Antonov [49].  While not applicable to most engineering 
applications, in the creation a stable iron hydride phase was formed. 
 
 
 
 Other than alloying and pressure effects, hydrogen solubility is affected by elastic 
effects like lattice strain and defects.  These topics are discussed in depth in later sections. 
 
1.4: Fugacity, Solubility, Diffusivity, and Permeability Kinetics 
1.4.1: Derivation of Hydrogen Fugacity 
The limitation of the ideal gas law is that there are very few gases that are actually ideal.  
Unfortunately, hydrogen is one of the gases that deviates from the ideal gas law.  When 
considering the activity of an ideal gas, it is acceptable to assume that it is equal to its 
pressure.  However, for a real gas the activity is defined as the fugacity.  The effect of 
fugacity is more apparent at higher temperatures and pressures as shown in Figure 3 and is a 
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significant concern for most engineering applications.  Here, the derivation of fugacity will 
be revisited based on the Abel-Noble equation for real gasses.  This is a single parameter 
relationship that accounts for the volume component of mass without considering 
intermolecular forces.  This equation is preferred by San Marchi et al. [47] and is relevant to 
engineering applications of 0.1 MPa to 200 MPa and 223 K to 423 K [47].  Other authors, 
more strict to physics, prefer the use of Beattie-Bridgemann equation of state, a much more 
complicate, but accurate, multiple parameter fitting equation [50]. 
 
 
 
 
Figure 3 – Fugacity of hydrogen at different temperatures and pressures.  Based on the Abel-Noble gas law.  Image and text copied 
from [47]. 
 
 
 
 The Alfred-Noble equation of state for a gas is essentially the ideal gas law, plus a 
fudge factor 
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𝑉𝑚 =
𝑅𝑇
𝑃
+ 𝑏, (12) 
where Vm is the molar volume and b equals 15.84 cm
3mol-1, which is accurate for hydrogen 
within 1% over the range mentioned above.  The compressibility factor, Z, then becomes 
𝑍 = 1 +
𝑃𝑏
𝑅𝑇
   . (13) 
From thermodynamics, the change in chemical potential of a system, with respect to 
pressure at a constant temperature is equivalent to the molar volume of the system, 
(
𝑑𝜇
𝑑𝑃
)
𝑇
= 𝑉𝑚. 
(14) 
Substituting Vm for the ideal gas equivalency and solving for activity yields, 
(𝑑𝜇)𝑇 = 𝑅𝑇 (
𝑑𝑃
𝑃
)
𝑇
= 𝑅𝑇(𝑑 ln 𝑃)𝑇. 
(15) 
Because of the deviations from real behavior, the fugacity term takes the place of P, to 
account for the activity of real gases.  As the pressure in a system approaches zero, the value 
of the fugacity approaches the P: lim
𝑃→0
𝑓 = 𝑃.  Through some manipulation and integration, 
as shown by San Marchi et al., it is possible to arrive at the general definition of fugacity as 
ln (
𝑓
𝑃
) = ∫ (
𝑉𝑚
𝑅𝑇
−
1
𝑃
) 𝑑𝑃
𝑃
0
. (16) 
With such, the fugacity at any stage can be determined, provided a relationship between 
volume, pressure, and temperature.  However, using the Abel-Noble equation of state, 
Equation (16) becomes, 
𝑓 = 𝑃 exp (
𝑃𝑏
𝑅𝑇
), (17) 
which is the generally used form.  When performing calculations on the effects of hydrogen 
environments, it is important to use fugacity and not just pressure.  In fact, a more accurate 
form of Sieverts’ Law uses fugacity instead of pressure.  Moving forward, fugacity will be 
used to define solubility, diffusion, and permeability. 
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1.4.2: Derivation of Solubility 
Previously, the Fe-H phase diagram was described in terms of solubility and a thorough 
explanation of the factors influencing solubility were offered.  In Sieverts’ analysis, he tied 
the lattice concentration to the square root of pressure.  Here, a more complete analysis will 
be derived, following San Marchi et al. [47], [51]. 
 As was previously assumed, for an equilibrium to be established between diatomic 
hydrogen and hydrogen atoms, the chemical potential of the two need to be equal so that, 
 
1
2
𝜇𝐻2 ↔ 𝜇𝐻.  Assuming that dissolved hydrogen acts as a dilute solution and the activity of 
a gas follows real behavior of the gas, the chemical potential can be written as 
1
2
(𝜇𝐻
0
2
+ 𝑅𝑇 ln 𝑓) ↔ 𝜇𝐻
0 + 𝑅𝑇 ln 𝑐𝐿, (18) 
where the chemical potentials are taken at the standard state and cL is the equilibrium lattice 
concentration.  According to San Marchi et al., “the difference in chemical potential between 
the standard states is related to the enthalpy of formation of H atoms in the metal and the 
entropy of formation: 
𝜇𝐻
0 −
1
2
𝜇𝐻2
0 = ∆𝐻 − 𝑇∆𝑆. (19) 
Combining Equations (18) and (19) yields: 
𝑐𝐿 = √𝑓 exp (−
∆𝐻
𝑅𝑇
) exp (
∆𝑆
𝑅
), (19) 
which is very similar to Equation (4) proposed by Sieverts.  Because all the values in 
Equation (19) are constants, it can be written as 
𝑐𝐿 = 𝐾𝑓
1/2, (20) 
where 
𝐾 = 𝐾0 exp (−
∆𝐻
𝑅𝑇
), (21) 
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which is Arrhenius in nature. 
 San Marchi et al. [47] make a point to differentiate between solubility and 
concentration, saying that solubility is independentt of fugacity and a function of 
temperature, while the concentration depends on both temperature and fugacity. 
 
1.4.3: Derivation of Diffusivity and Permeability 
These derivations are outlined by both San Marchi et al. [47]and Kedzierzawski [52] 
separately.  Fick’s first law of diffusion is used to defined diffusivity and permeability.  
Diffusivity is the constant value in front of the gradient term that is scaling the flux.  
Permeability is defined as the product of diffusivity and solubility and is essentially how 
much hydrogen can flow through a normalized plate in a given amount of time per driving 
force – almost flux.  Applying Fick’s first law, 𝐽 = −𝐷(𝑑𝑐 𝑑𝑥⁄ ), to a semi-infinite plate in 
steady state conditions, the flux at time infinity is proportional to the gradient across the 
plate, normalized by thickness: 
𝐽∞ = 𝐷
(𝑐0−𝑐𝑡)
𝑡
, (22) 
where D is the diffusivity, c0 is the concentration at one side of the plate, ct is the 
concentration at the other, and t is the thickness.  The difference in concentration is equal to 
the solubility multiplied by the square root of fugacity, thus the steady state flux is given by 
𝐽∞ =
𝐷𝐾
𝑡
𝑓1/2=
𝜙
𝑡
𝑓1/2, (23) 
where permeability, Φ ≡ 𝐷𝐾.  Permeability and diffusivity can be fit to an Arrhenius type 
equation as they are both thermally activated processes.  They are written in the form 
𝜙 = 𝜙0 exp (−
𝐻𝜙
𝑅𝑇
), (24) 
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𝐷 = 𝐷0 exp (−
𝐻𝐷
𝑅𝑇
). (25) 
Using Equations (24) and (25) in addition to the definition of permeability, Φ ≡ 𝐷𝐾, the 
solubility can be written in terms of diffusion and permeability as 
𝐾 =
𝜙0
𝐷0
exp [−
(𝐻𝜙−𝐻𝐷)
𝑅𝑇
]. 
(26) 
Diffusion also has a dependence on pressure which can be modeled by 
𝐷𝑃 = 𝐷𝑃
0 exp (−
𝑃∆𝑉∗
𝑅𝑇
), (27) 
where DP is the diffusivity at pressure P, 𝐷𝑃
0  is the diffusivity at P=0, and ∆𝑉∗  is the 
activation volume – the volume change associated with charging.  
Determining the kinetic properties of hydrogen in steel is not an easy task.  
Hydrogen is sensitive to many different variables and it is difficult to account for the kinetics 
of the bulk lattice without measuring the effects of defects and traps – which will be outlined 
in subsequent section.  Permeability is usually studied in the manner outlined by the Ficks’ 
first law – monitoring the steady state diffusion through a plate under an applied pressure.  
The agreement between reported values for austenite is good, but because diffusivity and 
solubility are derived from that measurement, they are subject to disagreement.  Table 1 is a 
summary of the properties determined by San Marchi et al. [47].   
 
 
 
Table 1 – Recommended permeability, diffusivity, and solubility relationships for austenitic steels [47], [51]. 
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1.5: Elasticity, Defects, and Trapping 
1.5.1: Elasticity’s Effects on Hydrogen Concentration 
In short, increasing strain on a hydrogen charged system increases the local concentration of 
hydrogen.  Hydrogen creates a strain field when introduced into a lattice.  This strain field 
interacts with the strain field of the lattice. Typically there is a lattice expansion of 0.0029 
nm3 per H-atom [53].  According to Puls, the interaction energy of hydrogen with a lattice is 
determined by the considerations of the force dipole tensor (macroscopic strain) and the 
modulus of the defect [53].  Thus, using a fourth-order stress tensor, it is possible to 
determine the location and concentration of atomic hydrogen in an atomic lattice.  What is 
important to understand is that hydrogen interacts with elastic fields.  Hydrogen will diffuse 
towards regions of tensile stress and diffuse away from regions of compressive stress.  This 
has implications for both far-field/applied strains to the bulk crystal and for defects in 
materials.  For a far-field applied stress, this relationship is captured through the expression 
𝑅𝑇 ln (
𝐶𝐻
𝐶𝐻
0 ) = ?̅?𝐻𝜎/3, 
(28) 
where 𝐶𝐻 is the concentration under applied stress, 𝐶𝐻
0 is the concentration without stress, 
?̅?𝐻 is the partial molar volume, and 𝜎/3 is the first hydrostatic stress component 𝜎𝑖𝑖 [53].  
More interesting, and discussed next, are the interactions of hydrogen with the elastic and 
plastic fields of defects. 
 
1.5.2: Defects & Their Hydrogen Concentration 
The impacts of defects on hydrogen are essential to understanding the mechanisms of 
hydrogen embrittlement.  An in-situ TEM study conducted by Robertson was able to 
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characterize the movement of edge, screw, and mixed dislocations in the presence of a 
hydrogen atmosphere [54].  In all cases, he found that hydrogen increased the mobility of all 
dislocations.  While Robertson looked at mobility of defects, this paper will summarize the 
interaction of hydrogen with defects – what put hydrogen there in the first place. 
 Hydrogen interacts with both the elastic and plastic fields of a defect.  The elastic 
field interaction is easy to characterize and can use the elasticity approach from before.  The 
plastic field is more difficult to characterize and described phenomenologically through a 
binding energy term.  Plastic fields can also be understood through a Cottrell atmosphere, 
where solute hydrogen diffuses to the vacancy beneath an edge dislocation [55].  This 
hydrogen core can essentially be considered permanent until the dislocation is annihilated or 
intersects another dislocation. 
 The driving force for the interaction energy with dislocations is there elastic strain 
field.  The work done to drive hydrogen to these locations is as simple as a 𝑃𝛿𝑣 term.  P is 
the component of a hydrostatic pressure field and 𝛿𝑣  is the incremental volume change 
associated with hydrogen.  For an edge dislocation, or edge dislocation component, the 
stress field is of the form 
𝑃 =
𝐺𝑏𝑒(1+𝜈) sin 𝜃
3𝜋(1−𝜈)𝑟
, (29) 
where r and 𝜃 are cylindrical components taken from the dislocation core, G is the shear 
modulus, be is the edge burgers vector, and 𝜈 is Poisson’s ratio.  The volume change, 𝛿𝑣, of 
hydrogen with respect to a partial molar volume VH is given by 
𝛿𝑣 =
𝑉𝐻(1+𝜈)
3(1−𝜈)
= 1.22 𝑐𝑐/𝑚𝑜𝑙. (30) 
Thus, the far field linear elastic interaction becomes 
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𝑊 = 𝑃𝛿𝑣 =
𝐺𝑏𝑒(1+𝜈) sin 𝜃
3𝜋(1−𝜈)𝑟
×
𝑉𝐻(1+𝜈)
3(1−𝜈)
=
𝛽 sin 𝜃
𝑟
, (31) 
with 𝛽  introduced as a material constant.  This can be used as the activation energy to 
determine the hydrogen concentration at a defect.  Using the Fermi-Dirac equation, the 
solute concentration in a dislocation field can be related to that of a reference lattice at the 
same fugacity, by 
𝑐1
1−𝑐1
=
𝑐0
1−𝑐0
exp [
𝛽 sin 𝜃
𝑟
], (32) 
where c1 is the concentration in mole fraction units at the defect and c0 is the concentration 
at the reference.  This approach is also used to characterize hydrogen trapping, a related 
topic, discussed in the next section. 
 Even though Robertson showed that hydrogen increases dislocation mobility, 
hydrogen still exerts drag and pinning forces on dislocations.  Important to determining 
these forces is the line density of hydrogen atoms along the dislocation, represented by N/L, 
where N is the number of atoms per unit length of dislocation L.  This is obtained by a 
volume integral of Equation (31) where the leading term o the infinite sum gives a close 
enough approximation. 
𝑁
𝐿
= ∫ 𝑟𝑑𝑟
𝑅
𝑟0
∫ (𝑐 − 𝑐0)𝑑𝜃
2𝜋
0
≅
𝜋𝛽2𝑐0
2𝑅2𝑇2?̅?𝐹𝑒
ln
𝑅
𝑟0
, 
(33) 
where R is the average spacing of dislocations and r0 is the core radius. 
 Screw dislocations do not have a 𝑃𝛿𝑣 term because they create a pure shear field 
around the dislocation line.  However, the shear field of a hydrogen atmosphere can cause 
the screw dislocation to slightly bend and pick up an edge character.  This creates a small 
stress field with an interaction energy of approximately ~0 . 1𝐺(𝛿𝑣)2 𝑟3⁄  which is very weak 
and limited to regions near the core. 
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Figure 4 and Figure 5 show the hydrogen concentration, in terms of binding energy, 
near an edge and screw dislocation in two different crystallographic directions of bcc Fe.  
The simulations were generated by numerical simulation and published by Matsumoto et al. 
in 2008 Proceedings of the International Hydrogen Conference [56].  The figures make it is 
easy to see the even hydrogen distribution around a screw dislocation and the preferential 
concentration around an edge dislocation.  The stress below and edge dislocation is tensile 
and experiences higher concentrations due to lattice dilation.  The stress field above an edge 
dislocation is compressive and forces hydrogen out of the lattice.  While these figures shown 
a bcc lattice, the effect is similar in an austenitic DCC lattice.  Hirth offers the binding energy 
of hydrogen to edge dislocations as 59 kJ/mol (0.611 eV) and 25 kJ/mol (0.259 eV) for 
screw dislocations, this is on the same order of magnitude as the numerical models offered 
by Matsumoto et al.. 
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Figure 4 – Hydrogen concentration, in terms of binding energy near dislocations: edge (a) and screw (b) dislocation base on [110] 
zone axis for edge and [-111] for screw  of bcc Fe.  Generated by numerical simulation and published by Matsumoto et al. in 
2008 Proceedings of the International Hydrogen Conference [56]. 
 
 
 
 
Figure 5 – Hydrogen concentration, in terms of binding energy near dislocations: an edge (a) and screw (b) dislocation base on [-1-
12] zone axis for edge and [-110] for screw of bcc Fe.  Generated by numerical simulation and published by Matsumoto et al. in 
2008 Proceedings of the International Hydrogen Conference [56]. 
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 More recently, Tang et al. [57] performed similar calculations for FCC materials. 
Hydrogen concentrations around a crack tip are the most interesting and relevant to 
hydrogen embrittlement.  Hydrogen embrittlement is a fracture-based mechanism and is 
dependent upon the stress level at a crack tip.  The concentration at a crack tip is much 
higher than that at a dislocation because of a significant degree of plasticity and a much 
larger elastic region around the crack tip.  The work-energy term associated with a crack tip 
was derived by Hirth as being dependent upon the stress intensity factor, KI, for mode one 
fracture at the crack tip [58].  The work-energy term is defined as 
𝑊 = [
√2
𝜋
 
(1+𝜈)
3
𝐾𝐼 𝛿𝑣]
cos(𝜃 2⁄ )
𝑟1/2
   
(34) 
This can be used in Equation (32) by replacing 
𝛽 sin 𝜃
𝑟
 with the new work term presented 
here. 
1.5.3: Hydrogen Trapping 
One problem with determining the solubility of hydrogen in metals is that defects such as 
alloying elements, vacancies, dislocations, precipitates, grain boundaries, and crack tips (in 
order of lowest to highest energy) skew solubility results.  Using Equation (32) it is possible 
to predict the concentration of hydrogen at these defects by using the binding energy of the 
particular defect.  However, that requires an accurate measurement of hydrogen’s properties 
in a pure lattice – which is hard to measure due to the presence of defects.  You can see the 
circularity beginning to form. 
The binding effect between hydrogen and a defect is referred to as trapping.  A 
single defect can have multiple trap sites, so it is not necessarily accurate to interchange 
“defects” with “traps” – this is apparent in Figure 4(a).  The total concentration of hydrogen 
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in a sample, CH, is the sum of the lattice concentration, CL, in addition to the sum of the 
traps, with the known concentration at each trap.  San Marchi et al. write this as  
𝐶𝐻 = 𝐶𝐿 + ∑ (𝑍𝜌𝜂𝑇)𝑗𝑗 , (35) 
where Zj is the number of trap sites at a microstructural feature j, 𝜌𝑗  is density of those 
microstructural features in the bulk, 𝜂𝑇𝐽 is the fraction of trapping sites filled with hydrogen 
and it is all taken over the summation of j microstructures [47]. 
Traps are important when considering how transient dislocations transport hydrogen 
throughout a material.  Dislocations will move towards a grain boundary or a crack tip under 
an applied stress.  If they carry hydrogen with them, they can contribute to fracture.  For a 
grain boundary, hydrogen facilitates the nucleation of a crack tip.  For a preexisting crack, 
hydrogen facilitates crack growth. 
 Pressouyre [59] and Bernstein [60] published papers explaining the kinetics of 
trapping.  They suggested numerical models of trapping and then verified the models with 
experiment.  The models have a highly recursive nature and include many different terms, so 
they are best describe in a qualitative way.  Pressouyre defines two different types of traps, 
reversible traps and irreversible traps.  Reversible traps are capable of accepting (acting as a 
sink) or donating (acting as a source) hydrogen to a dislocation.  Irreversible traps are only 
capable of accepting hydrogen and act as sinks.  It is assumed irreversible traps never 
saturate, else they would become reversible traps.  As one would expect, the binding energy 
associated with a reversible trap is much less than that of an irreversible trap. 
 Whether a reversible trap behaves as a source or a sink depends on its state prior to a 
dislocation arriving.  If the sample is precharged (referred to as internal hydrogen 
embrittlement [IHE]) or if the trap has already encountered a dislocation, it will act as a 
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source and donate to the moving dislocation.  If the sample was not precharged (referred to 
as external hydrogen embrittlement [EHE]) and the reversible trap is not saturated, it will act 
as a sink and remove hydrogen from the passing dislocation.  This is best summarized by 
Figure 6, copied from Pressouyre, showing the behavior of traps in different environments. 
 To summarize Pressouyre’s work, a material’s sensitivity to hydrogen embrittlement 
depends on the quantity of traps, the types of traps, and the materials charging condition.  
For a material with primarily reversible traps, its sensitivity to hydrogen embrittlement will 
be worse when it is precharged.  When a material contains mostly irreversible traps, there 
will be little difference in performance between internal and external hydrogen.  When a 
material has a similar number of reversible and irreversible traps, both trapping mechanisms 
are in competition.  Austenitic stainless steels contain many alloying elements and will 
contain many defects, thus it is expected that there will be a competition between trapping 
mechanisms.  Additionally, austenitic steels need to be precharged as diffusion is slow, 
making them unsusceptible to EHE. 
 
 
 
 
26 
 
 
Figure 6 – Hydrogen Trapping (a,b,c): external hydrogen atmosphere and transport by dislocations. (a) The dislocation just 
nucleated at the surface has picked-up hydrogen and moves toward the flaw. (b) On passing over an irreversible, i, trap, some 
hydrogen is lost by the dislocation. (c) Some more hydrogen is lost on the r trap.  The flaw sees thus sees little hydrogen coming in.  
(a’b’c’): material precharged and transport by dislocations. (a’) Hydrogen is distributed on all traps when the dislocation begins to 
move. (b’) Again some hydrogen is lost on the i trap. (c’) Because of the preceding loss, the dislocation recharges itself on the r trap.  
The flaw will see more hydrogen coming in than if there had been no r trap.  Figure and text copied from [60].  
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1.6: Effect of Hydrogen on Flow Stress in Metals 
Generally, when atomic hydrogen diffuses into a metallic lattice there is a significant increase 
in the material’s yield and ultimate strength, as well as a significant decrease in its ductility 
and fracture toughness.  Additionally, at the point of mechanical failure, it is thought 
hydrogen causes the failure mode to switch from elastoplastic to brittle.  This is readily 
characterized by intergranular failure and grain boundary cleavage as opposed to microvoid 
coalescence and growth. 
However, many TEM [12], [28], [54], [61]–[64] experiment have shown that there is a 
localized plastic flow that can account for plastic build-up of dislocations in a material.  
Figure 7 shows a case of a dislocation under a uniform stress field beginning to move under 
the addition of hydrogen to the lattice.  These finding have come to develop the theory of 
Hydrogen Enhanced Localized Plasticity (HELP) [11], [12], [65], [66].  Papers by Sofronis 
[67] and Oriani [68]–[70], [70], [71]offer constitutive models to capture this effect and are 
used as the basis of this paper.  It is further believed that it this increased plasticity that leads 
high densities of dislocations at grain boundaries that lead to the brittle like effects of 
Hydrogen Enhanced Decohesion (HEDE) [12], [65] – large amounts of dislocation diffuse 
to grain boundaries under the HELP mechanism and then cause decohesive fracture. 
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Figure 7 – Partial dislocation in steel charged with hydrogen.  With the addition of hydrogen, the dislocations begin to move.  a) 
Initial position.  b) Position with hydrogen introduced.  c) Composite image to show magnitude of the movement of partial 
dislocations.  Image and text copied from [54]  
 
 
 
1.6.1: Equilibrium Hydrogen Concentrations 
Considering the effect of hydrogen on the flow stress on a metal begins with considering the 
solubility of hydrogen within a metal lattice.  It is generally assumed that when hydrogen 
diffuses into a metal it is in an atomic form.  We will ignore local concentrations that are 
high enough to form hydrogen gas and ignore any phase changes due to metal-hydride 
formations.  The following discussion in the rest of this section follow from [11], [72], and 
[73]. 
Since atomic hydrogen is so small, it can easily sit at lattice sites and trap sites in a 
metal.  A lattice site is considered as either an octahedral or tetrahedral position in a regular 
crystal lattice.  In an FCC crystal, for instance, there are 4 octahedral sites and 8 tetrahedral 
sites in the unit cell.  Because of its size, there is no clear evidence of preference for 
hydrogen to prefer an octahedral or tetrahedral site.  Figure 8 shows these locations FCC, 
HCP, and BCC lattices. 
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Figure 8 – Hydrogen lattice sites in different crystals.  Image copied from http://i2cner.kyushu-
u.ac.jp/~h.shao/interstitial%20sites.jpg 
 
 
 
 When hydrogen diffuses into these positions, it displaces the metal lattice and causes 
a volume expansion.  The exact solution is determined through determining the higher order 
pair potentials between hydrogen and the surrounding metal atoms.  This can be represented 
by virtual forces, the Kanzaki forces, which is a multipole expansion that allows to calculate 
the size of a mismatched alloy system.  Usually it is sufficient to just consider dipole term, 
𝑃𝑖𝑗 , between the hydrogen and the surrounding metal: 
  𝑃𝑖𝑗 = ∑ 𝑓𝑗
𝑚𝑥𝑖
𝑚
𝑚 , (36) 
where 𝑓𝑗
𝑚  is the Kanzaki force applied to 𝑚𝑡ℎ  atom situated a distance 𝑥𝑚  away for a 
hydrogen atom.  In an FCC lattice, 6 metal atoms, located at octahedral sites are equidistant 
from a diffused hydrogen atom.  This makes 𝑃𝑖𝑗 isotropic. 
 The incremental change in volume then, caused by diffusion of hydrogen into the 
metal lattice, is based on the trace of Kanzaki force as shown by: 
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  3
∆𝑎
𝑎
=
∆𝑉
𝑉
=
𝑛𝐻
3Ω
𝜅𝑃𝑖𝑖 , (37) 
where 𝑎 is the lattice parameter, 𝑛𝐻 is the number of randomly distributed hydrogen atoms, 
Ω is the atomic volume of the metal, and 𝜅 is the compressibility or bulk modulus of the 
system. 
 This is comparable to an elastic solution to a ball-in-hole model, where the ball 
would be the hydrogen atom diffusing into a lattice site-hole.  This incremental change of 
the new volume 𝑉2 is based on the original volume 𝑉1 by: 
  ∆𝑉2 =
3(1−𝜈)
1+𝑣
∆𝑉1, (38) 
where 𝜈, is the Poisson ratio of the material.  For a typical 𝜈 of 0.3, 𝑉2 will be 50% larger 
than 𝑉1. 
 Diffusion of hydrogen in a material is a thermally activated process.  As temperature 
increases, diffusion will occur at a faster rate.  From Fermi-Dirac statistics it can be shown 
that the chemical potential of hydrogen diffused into a lattice is based on the activity, 𝑎, of 
the hydrogen, where the activity is assumed to increase based on increases in concentration.  
Thus, the chemical potential can be represented by: 
  𝜇 = 𝜇0 + 𝑅𝑇 ln 𝑎 = 𝜇0 + 𝑅𝑇 ln (
𝛾𝜃𝐿
1−𝜃𝐿
),  (39) 
where 𝜇0 is the chemical potential of the lattice without hydrogen, 𝜃𝐿 is the hydrogen lattice 
occupancy, and 𝛾 is an activity coefficient. 
 Other than interstitial sites, hydrogen can diffuse to traps.  Traps are just simply 
defects in the bulk of the material.  Listed from smallest to largest, point defects, 
dislocations, grain boundaries, and voids, are some types of traps in a binary alloy.  
Associated with each type of trap is a trap energy – the binding energy of the hydrogen to 
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the type of trap.  A higher trap energy means that hydrogen is less likely to dissociate from 
the trap. 
 Oriani’s theory is based on the assumption that there is an equilibrium between the 
trap sites and lattice sites in a bulk material.  This translates to the chemical potential of the 
lattice sites and the chemical potential of the traps summing to zero.  This is represented by: 
  
𝜃𝑇
1−𝜃𝑇
=
𝜃𝐿
1−𝜃𝐿
𝐾𝑇 (40) 
𝐾𝑇 = 𝑒𝑥𝑝 (
𝑊𝐵
𝑅𝑇
), 
where 𝜃𝐿 is the lattice/interstitial hydrogen occupancy, 𝜃𝑇 is the trap occupancy, 𝑊𝐵 is the 
trap binding energy, R is the gas constant, and T is absolute temperature of the system. 
 The occupancy 𝜃 is related to the hydrogen concentration in terms of atoms per unit 
volume.  The trap concentration, 𝐶𝑇, is given by the relationship: 
  𝐶𝑇 = 𝜃𝑇𝛼𝑁𝑇 , (41) 
where 𝛼 is the number of occupied sites per trap, and 𝑁𝑇 is the trap density measured as 
traps per unit volume.  The trap density can be considered as a function of accumulated 
plastic strain, increasing with plastic deformation.  The trap density is the ratio of the 
dislocation density to the lattice parameter with a scaling factor: 
  𝑁𝑇 = √2 𝜌/𝑎, (42) 
where 𝜌  is the dislocation density in line length per meter cubed, and 𝑎  is the lattice 
parameter.  The dislocation density can then be written as a function of logarithmic plastic 
strain:  
  𝜌 = {
𝜌0 + 𝛾𝜀
𝑝 𝑓𝑜𝑟 𝜀𝑝 < 0.5
1016 𝑓𝑜𝑟 𝜀𝑝 ≥ 0.5
, (43) 
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where 𝜌0 = 10
10  line length per meter cubed.  Thus, as the plastic strain increases, the 
number of dislocations increase and the hydrogen concentration increases. 
 Similarly, the lattice concentration, 𝐶𝐿 , is given by the relationship: 
  𝐶𝐿 = 𝜃𝐿𝛽𝑁𝐿, (44) 
where 𝛽 is the number of interstitial lattice sites per solvent atom, and 𝑁𝐿 is the number of 
solvent atoms per unit lattice volume.  𝑁𝐿 is related by Avagadro’s number 𝑁𝐴 and the molar 
volume of the lattice 𝑉𝑚 by 𝑁𝐿 =
𝑁𝐴
𝑉𝑚
. 
 As discussed previously, the lattice concentration increases with increasing stress. 
This only depends on the hydrostatic stress in the system and not any of the deviatoric 
terms.  A given lattice concentration, 𝐶𝐿, can be related to a stress free state, 𝐶0.  This can be 
considered through Fermi-Dirac statistics as before as there is a work-energy term associated 
with deforming the lattice.  Thus: 
  
𝜃𝐿
1−𝜃𝐿
=
𝜃𝐿
0
1−𝜃𝐿
0 𝐾𝐿 (45) 
𝐾𝐿 = 𝑒𝑥𝑝 (
𝜎𝑘𝑘𝑉𝐻
3𝑅𝑇
), 
where 𝜃𝐿
0 = 𝐶0/𝛽𝑁𝐿, 𝑉𝐻 is the partial molar volume of hydrogen in solution, and 𝜎𝑘𝑘 is the 
hydrostatic stress.  Thus, as the hydrostatic stress state increases in the system, the hydrogen 
concentration increases as well, exponentially. 
 This is derived from equating the activity between the stressed and unstressed lattice, 
written as: 
𝜇𝑠 − 𝜇𝑠(0) =  ∑ ∑ ∫ [𝑉𝑚𝑠𝑖𝑗 + (1 − 𝑥𝑠)𝑉𝑚
𝜕𝑆𝑖𝑗
𝜕𝑥𝑠
]
𝜎𝑖
0𝑗𝑖
 
  𝜎𝑖𝑑𝜎𝑗 − 𝑉𝑚(1 − 𝑥𝑠) ∑ 𝜎𝑖
𝜕𝜀𝑖
𝜕𝑥𝑠
𝑖  (46) 
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where 𝑉𝑚 is the molal volume, with mole fraction 𝑥𝑠, and isothermal compliance 𝑆𝑖𝑗 =
𝜕𝜀𝑖
𝜕𝜎𝑗
.  
Evaluating leads to a leading term that is of the form  𝜎2𝑉/2𝐸 which only matters when the 
local stress is a significant portion of the yield stress.  Since this is a local stress in the lattice 
and considering an elastic region, this can mostly be ignored.  Thus, the relationship 
simplifies to: 
  𝜇𝑠 − 𝜇𝑠(0) = −𝑉𝑚(1 − 𝑥𝑠) {
[𝜎𝑥𝑥
𝜕𝜀𝑥𝑥
𝜕𝑥𝑠
+ 𝜎𝑦𝑦
𝜕𝜀𝑦𝑦
𝜕𝑥𝑠
+ 𝜎𝑧𝑧
𝜕𝜀𝑧𝑧
𝜕𝑥𝑠
]
+2 [𝜎𝑥𝑦
𝜕𝜀𝑥𝑦
𝜕𝑥𝑠
+ 𝜎𝑥𝑧
𝜕𝜀𝑥𝑧
𝜕𝑥𝑠
+ 𝜎𝑦𝑧
𝜕𝜀𝑦𝑧
𝜕𝑥𝑠
]
}, (47) 
If the addition of the hydrogen interstitial only cause pure isotropic dilation of the lattice, 
and again the ratio of 𝜎𝑖𝑖/𝐸  is small, only the hydrostatic terms need to be considered.  
Further simplifying to: 
  −
?̅?𝑠
3
(𝜎𝑥𝑥 + 𝜎𝑦𝑦 + 𝜎𝑧𝑧) ≡ −?̅?𝑠𝜎ℎ, (48) 
where ?̅?𝑠  partial molal volume of interstitial solute.  This consideration shows the 
relationship between the stress field and the chemical potential.  It can further be converted 
to show variations of concentration with stress for the same chemical potential of interstitial 
solute in the stressed and unstressed body.  For uniaxial stress: 
  (
𝜕 𝑙𝑛 𝑐𝑠
𝜕𝜎𝑥𝑥
)
𝜇𝑠
= (
?̅?𝑠
3𝑅𝑇
) (
𝜕 𝑙𝑛 𝑐𝑠
𝜕 𝑙𝑛 𝑎𝑠
)
𝜎𝑥𝑥
, (49) 
𝑎𝑠 and 𝑐𝑠 are the activity and concentration of solute s, respectively. 
 Considering the concentrations as hydrogen atoms per solvent atom rather than per 
lattice volume, the lattice concentration becomes: 
  𝑐𝐿 =
𝐶𝐿
𝑁𝐿
= 𝛽𝜃𝐿 , (50) 
and  
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  𝑐0 =
𝐶0
𝑁𝐿
, (51) 
Similarly for trap sites: 
  𝑐𝑇 =
𝐶𝑇
𝑁𝐿
= 𝛽𝜃𝑇𝐿, (52) 
where 
  𝜃𝑇𝐿 = 𝛼𝑁𝑇𝜃𝑇/𝛽𝑁𝐿, (53) 
It is critical that the hydrogen concentration is not so high that a new metal hydride 
phase forms.  This is limited by the total hydrogen concentration, 𝑐 , per solvent atom.  
Concentrations higher than 1, indicate a new phase and non-metallic bonding between solute 
and solvent.  This limits the relationship between the trap and lattice concentrations in the 
following form: 
  𝑐 = 𝑐𝑇 + 𝑐𝐿 ≤ 1,  (54) 
Finally, through substitution and simplification, the total hydrogen concentration can be 
written as: 
  𝑐 = 𝛽[𝜃𝐿{𝜎𝑘𝑘} + 𝜎𝑇𝐿{𝜎𝑘𝑘, 𝜀
𝑃}], (55) 
in units of hydrogen atoms per metal solvent.  The lattice occupancy is written as a function 
of the hydrostatic stress and is written fully as: 
  𝜃𝐿{𝜎𝑘𝑘} = 𝜃𝐿
0𝐾𝐿/[(1 − 𝜃𝐿
0) + 𝜃𝐿
0𝐾𝐿], (56) 
Fully expanding the combined trap-lattice occupancy, which is a function both of the stress 
and plastic strain, gives: 
  𝜃𝑇𝐿{𝜎𝑘𝑘, 𝜀
𝑝} =
𝛼
𝛽
𝑁𝑇{𝜀
𝑝}
𝑁𝐿
𝐾𝑇𝜃𝐿{𝜎𝑘𝑘}
1−𝜃𝐿{𝜎𝑘𝑘}+𝐾𝑇𝜃𝐿{𝜎𝑘𝑘}
, (57) 
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1.6.2: Continuum Model 
Now with an explicit representation of how the hydrogen concentration evolves with applied 
stress and plasticity, the evolution of the yield stress can be considered.  The local flow stress 
is postulated to be a function of the plastic strain and the hydrogen concentration.  A 
functional form has been suggested from experimental observations to be: 
  𝜎𝑌{𝜀
𝑃, 𝑐} = 𝜎0{𝑐} (1 +
𝜀𝑃
𝜀0
)
1/𝑁
, (58) 
where is 𝜎0{𝑐}  is the yield stress with a given hydrogen concentration, and N is a strain 
hardening coefficient that is independent of hydrogen concentration.  𝜀0 corresponds to the 
stress state without hydrogen as 𝜀0 =
𝜎0
𝐸
.  The evolution of the initial yield stress, 𝜎0{𝑐} is 
assumed to be linearly dependent on the hydrogen concentration.  It is thus written in the 
form: 
  𝜎0{𝑐} = [(𝜉 − 1)𝑐 + 1]𝜎0,  (59) 
where 𝜉 < 1 is an experimentally determined softening parameter.  If the concentration c, is 
equal to 1, 𝜎0{0} = 𝜉𝜎0.  Fully expanded, the yield stress evolves as 
  𝜎𝑌{𝜀
𝑃, 𝑐} = [(𝜉 − 1)𝑐 + 1]𝜎0 (1 +
𝐸𝜀𝑃
𝜎0
)
1/𝑁
, (60) 
 
1.6.3: Constitutive Law 
An elastoplastic constitutive law is considered to determine the relationship between rate of 
deformation and the rate of stress.  Equilibrium does not really exist in the presence of 
hydrogen.  As stress is applied, more hydrogen diffuses into a location, lowering the yield 
stress, which increases deformation, which increases the local concentration, etc. 
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The rate of deformation tensor, 𝐷𝑖𝑗 , is the symmetric part of the velocity gradient in 
spatial coordinates, 𝐷𝑖𝑗 =
1
2
(𝐿 + 𝐿𝑇), where L is the velocity gradient.  When considering 
hydrogen embrittlement, the rate of deformation tensor is assumed to be a linear function of 
the elastic, plastic, and hydrogen deformation i.e.: 
  𝐷𝑖𝑗 = 𝐷𝑖𝑗
𝑒 + 𝐷𝑖𝑗
𝑝 + 𝐷𝑖𝑗
ℎ , (61) 
This is a form of large deformation plasticity and assumes the additive decomposition of the 
rate of deformation.  Otherwise, one would consider the multiplicative deformation of the 
deformation gradient tensor – not considered here. 
 The elastic term can be considered in terms of: 
  𝐷𝑖𝑗
𝑒 =
1
2𝐺
𝑠𝑖𝑗
𝛻 +
1
9𝐾
𝜎𝑘𝑘
𝛻 𝛿𝑖𝑗,  (62) 
where G is the shear modulus, K is the bulk modulus, 𝑠𝑖𝑗 is the deviatoric stress 𝑠𝑖𝑗 = 𝜎𝑖𝑗 −
𝜎𝑘𝑘𝛿𝑖𝑗/3, and the 𝜎
𝛻 operator corresponds to the Jaumann co-rotational rate: 
  𝜎𝛻 = ?̇? + 𝜎 ∙ 𝜔 − 𝜔 ∙ 𝜎 ,  (63) 
where 𝜔 is the spin tensor.  This provides an objective reference frame for the Cauchy stress 
tensor. 
 Keeping the considerations from the previous sections, the effect of hydrogen on 
deformation is assumed to be purely dilatational.  Thus, the rate of deformation dependent 
on hydrogen is considered by: 
  𝐷𝑖𝑗
ℎ = 𝜀̇ℎ𝛿𝑖𝑗 ,  (64) 
where the dot superscript denotes the material time derivative of the hydrogen strain 
  𝜀ℎ = [𝑙𝑛 (1 +
(𝑐−𝑐0
𝑡𝑜𝑡)𝜆
3
)], (65) 
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where 𝜆 = ∆𝑣/Ω, and ∆𝑣 is the volume change per atom of hydrogen.  With the molar 
volume of hydrogen given by 𝑉𝐻 = ∆𝑣𝑁𝐴, a more accurate form for 𝜆 is: 
  𝜆 =
𝑉𝐻
𝑁𝐴𝛺
, (66) 
where Ω is the mean atomic volume of the host metal atom.  Taking the derivative of the 
hydrogen strain, the deformation tensor can be written as a function of the concentration: 
  𝐷𝑖𝑗
ℎ =
1
3
𝛬(𝑐)?̇?𝛿𝑖𝑗, (67) 
The function Λ(𝑐) is given by: 
  𝛬(𝑐) =
𝜆
[1+
𝜆(𝑐−𝑐0)
3
]
, (68) 
If the changes in concentration are small, Λ(𝑐) ≈ 𝜆.  This allows the hydrogen strain rate to 
simplify to: 
  𝜀𝑖𝑗̇
ℎ = (
𝑐̇𝛥𝜈
3𝛺
) 𝛿𝑖𝑗 , (69) 
To determine the rate of plastic deformation, the yield criterion and consistency 
equation must be considered.  It is assumed the yield criterion is rate independent and 
follows J2 plasticity and von-Mises yielding.  The materials is also assumed to harden 
isotropically.  Thus, the yield criterion is of the form: 
  𝑓 = 𝜎𝑒 − 𝜎𝑌{𝜀
𝑃, 𝑐} = 0,  (70) 
where, 𝜎𝑒 is a form of J2 yielding: 
  𝜎𝑒 = √(3 2⁄ )𝑠𝑖𝑗𝑠𝑖𝑗 = 𝑞 = √3𝐽2, (71) 
and where the plastic strain is given as: 
  𝜀𝑃 = ∫ √(3 2⁄ )𝐷𝑖𝑗
𝑝 𝐷𝑖𝑗
𝑝 𝑑𝑡, (72) 
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There is an assumption of associated flow so that 𝑑𝜀𝑝 = 𝑑𝜆
𝜕𝑓
𝜕𝜎
 and 𝑑𝜆 > 0.  The normality 
condition is the assumption that the material will flow perpendicular to the yield surface, in 
this case a circle, and leads to: 
  𝐷𝑖𝑗
𝑝 = 𝜀𝑖𝑗̇
𝑝 𝜕𝑓
𝜕𝜎𝑖𝑗
= 𝜀𝑖𝑗̇
𝑝 3𝑠𝑖𝑗
2𝑞
 ,  (73) 
By enforcing the consistency condition, it is possible to solve for the incremental plastic 
strain.  Consistency is of the form: 
  ?̇? =
𝜕𝑓
𝜕𝜎𝑖𝑗
𝜎𝑖𝑗̇ +
𝜕𝑓
𝜕𝜀𝑝
𝜀̇𝑝 +
𝜕𝑓
𝜕𝑐
?̇? = 0,  (74) 
Which yields: 
  𝐷𝑖𝑗
𝑝 =
1
𝜕𝜎𝑌
𝜕𝜀𝑝
+
𝜕𝜎𝑌
𝜕𝑐
𝜕𝑐
𝜕𝜀𝑝
 (
3𝑠𝑖𝑗
2𝑞
−
𝜕𝜎𝑌
𝜕𝑐
𝜕𝑐
𝜕𝜎𝑝𝑝
𝛿𝑘𝑚𝛿𝑙𝑚)
3𝑠𝑖𝑗𝜎𝑘𝑙
𝛻
2𝑞
, (75) 
Now, every partial rate of deformation tensor, elastic, plastic, and hydrogen-related is fully 
defined.  These independent tensor are summed together in the original relationship to give 
a full description of the materials constitutive law and the dependence on hydrogen.  Doing 
so yields: 
  2𝐷𝑖𝑗
′ =
𝑠𝑖𝑗
𝛻
𝐺
+  
3
𝜕𝜎𝑌
𝜕𝜀𝑝
+
𝜕𝜎𝑌
𝜕𝑐
𝜕𝑐
𝜕𝜀𝑝
 
3𝑠𝑖𝑗
𝑞
(
𝑠𝑖𝑗𝜎𝑘𝑙
𝛻
2𝑞
−
1
3
𝜕𝜎𝑌
𝜕𝑐
𝜕𝑐
𝜕𝜎𝑘𝑘
𝜎𝑚𝑚
𝛻 ),  (76) 
  𝐷𝑘𝑘 =
𝜎𝑘𝑘
𝛻
3?̅?
+  
3
𝜕𝑐
𝜕𝜀𝑝
𝛬(𝑐)
𝜕𝜎𝑌
𝜕𝜀𝑝
+
𝜕𝜎𝑌
𝜕𝑐
𝜕𝑐
𝜕𝜀𝑝
 (
𝑠𝑘𝑙𝜎𝑘𝑙
𝛻
2𝑞
−
1
3
𝜕𝜎𝑌
𝜕𝑐
𝜕𝑐
𝜕𝜎𝑘𝑘
𝜎𝑚𝑚
𝛻 ), (77) 
?̅? =
𝐾
[1 + 3 (
𝜕𝑐
𝜕𝜎𝑘𝑘
) 𝐾𝛬(𝑐)]
 
1.6.4: Implications and Conclusions 
As a result of this derivation, it is clear to see that increasing hydrogen concentration 
decreases the flow stress in metals.  The increase in hydrogen concentration is a function of 
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the hydrostatic stress in the material.  In Figure 9 & Figure 10, is clear to see these 
relationships.  In Figure 9, it is shown that as the plastic strain increases the hydrogen 
concentration increases.  The different lines indicate different initial concentrations, 
illustrating that the final concentration is more sensitive to lower unsaturated hydrogen 
concentrations. 
 
 
 
 
Figure 9 – Normailzed hydrogen concentration (c/c0) vs. the effective plastic strain 𝜀𝑃 for various initial concentration c0. The 
parameter 𝜎0 = 400 MPa is the initial yield stress in the absence of hydrogen.  The work hardening exponent was n = 10 and 
the softening parameter 𝜉 was 0.1.  Image and text copied from [11] 
 
 
 
 Figure 10 indicates the stress relaxation of a material based on plastic strain and 
hydrogen concentration.  It is easy to see that the normalized stress of the material decreases 
as hydrogen content increases.  This fully represents the softening model suggested by this 
paper. 
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Figure 10 – Normalized stress vs. effective plastic strain for various hydrogen concentrations.  The parameter 𝜎0 = 400 MPa is 
the initial yiled stress in the absence of hydrogen.  The work hardening exponent was n = 10 and the softening parameter 𝜉 was 
0.1.  Image and text copied from [11] 
 
 
 
1.7: Electron Microscopy 
The theory behind electron backscatter diffraction (EBSD) has been around since Nishikawa 
and Kikuchi first witnessed diffractions bands with the TEM in 1928 [74].  But it was not 
until the 1990s that EBSD was readily employed for material characterization.  This was 
mainly limited by the development of the scanning electron microscope (SEM).  Now, 
EBSD is readily used by academia and industry to analyze materials properties.  A 
background on the development and theory behind EBSD, starting from the discovery of 
Kikuchi bands through the use of the CCD camera and OIM software, will be discussed in 
this paper.  OIM software allowed for a wide array of potential material characterization 
techniques. 
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 While EBSD has origins in the transmission electron microscope (TEM), most 
EBSD work for bulk materials is performed in the SEM [75].  The SEM offers similar spatial 
resolution, but over a much larger scanning area with much easier sample preparation.  Thus, 
the majority of EBSD for bulk material properties is performed in the SEM.  In some cases, 
preliminary scans of a material are taken in the SEM to determine a specific point of interest 
before further prepping the sample for EBSD. 
The use of a scanning electron microscope (SEM) and electron backscatter 
diffraction (EBSD) with ex-situ tensile experiment will provide a quantitative analysis for the 
effect of different processing techniques on the HELP mechanism.  Mechanical testing will 
be used to characterize the mechanical properties of the sample while the SEM and EBSD 
will be used to characterize the material properties of the sample.  Performing the 
experiment ex-situ will demonstrate the evolution of grain deformation in the presence of 
the HELP mechanism in a sample under increasing levels of stress.  With EBSD, a grain 
map showing typical grain size and misorienation can be used to correlate bulk material 
properties with microstructure.  Primary investigation will elucidate whether grain size has an 
effect on the HELP mechanism and whether the mechanism favors larger or smaller grains.  
Secondary investigation will correlate the relative amounts of grain misorientation with the 
dislocation mobility.   The third aspect of the investigation will reveal the in-situ 
development of the failure mechanism and grain deformation.  And finally, the test can show 
the final results of the failure mechanism in tensile and compressive loading. 
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1.7.1: Theory of Electron Backscatter Diffraction (EBSD) 
EBSD patterns are generated from backscattered electrons that are diffracted in a material.  
In metals, the material is a lattice and diffracts the incident electrons based on the lattice 
spacing and orientation, creating bright spots where the diffraction satisfies the Bragg 
condition [75].  The static incident beam of electrons inelastically scatters within an 
interaction volume of a material and projects onto a phosphor screen [76].  This creates an 
ordered band of bright lines known as the Kikuchi pattern.  The geometry of the Kikuchi 
pattern is a gnomonic projection of the crystal lattice onto a flat screen - where the crossing 
of the Kikiuchi bands indicate zone axes.  One Kikuchi band is made of two diffracting 
cones with a center plane representing the geometric projection of the diffracting plane onto 
the screen.  The width of the band the Kikuchi band relates to lattice spacing as satisfied by 
the Bragg condition, where the Bragg angle is the distance between the conic sections and 
the center plane (𝑤𝑏𝑎𝑛𝑑 = 2𝑙𝜃 =
𝑛𝑙𝜆
𝑑
).  Figure 11 diagrams the diffraction process of 
Kikuchi bands. 
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Figure 11 – Diagram of SEM electron beam interacting with sample to generate Kicuchi bands.  Kicuchi bands are captured on 
phosphor screen.  Image copied from [75] 
 
 
 
The centerlines of the Kikuchi pattern correspond to specific interplanar angles of 
the material. By determining the corresponding interplanar angles of a Kikuchi bands and 
mapping them, grain orientation is obtained.  This is most commonly done through the 
Hough or Radon Transform, which maps the Kicuchi bands into polar coordinates and 
accounts for intensity.  Thus, the Kikuchi bands are mapped to specific points in Hough 
Space [77] using (𝑥, 𝑦) → (𝜌, 𝜃);  𝜌 = 𝑥 cos(𝜃) + 𝑦 sin(𝜃).  Using these points, 5-10 of the 
strongest bands are indexed to Miller indices by referencing a look-up table.  The final 
output is a crystallographic orientation for each point indexed, given as either (hkl)[uvw] 
notation, three Euler Angles (𝜑1, Φ, 𝜑2), or a rotation matrix, g, which transforms the local 
coordinate system to the global crystal coordinate system [75]. 
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1.7.2: History of Electron Backscatter Diffraction Analysis 
Electron backscatter diffraction patterns were first observed in 1928 by Nishikawa and 
Kikuchi while working with the TEM and discussed in the same discourse on TEM 
procedures [74].  After using a film to record the transmission image below the specimen, 
they placed a film in front of the specimen to record the backscatter electron pattern (BSE).  
First dubbed high-angle Kikuchi diffraction, EBSD has come to take on many other names such 
as backscatter Kikuchi diffraction (BKD) and backscatter electron diffraction (BEKD).  EBSD has 
become an alternative to x-ray pole figure measurements in quantitative texture analysis 
because of increased ease of use [78], [79].  EBSD features high spatial resolution, access to 
orientation correlation, high speed, and the ability to represent texture and grain boundary 
character.   SEM and EBSD technologies are no longer solely academic pursuits; they are 
commercially available and are commonly used as a procedure of quality control.  EBSD 
tends to be limited to a resolution larger than 10 nm on samples with mild surface strain that 
are electron microscope friendly [78]. 
Though it was successfully developed, demonstrated, and applied in 1973, EBSD 
was not utilized until recently [80].  In 1986 commercial systems were manufactured by 
Oxford Instruments, but only a few enthusiasts used the method by 1994 [81].  The major 
advances in EBSD technology and improved characterization techniques resulted from 
digital technology, improvements in imaging, and improved software.  Originally, EBSD 
images of Kikuchi-bands were captured and developed on film directly, which provided the 
best image and the highest resolution [82].  Venables then switched to photographing the 
phosphor screen, but neither of these methods allowed for fast analysis of samples [80].   
The greatest gains in analysis speed were made when analysis was transferred to the 
computer. Utilizing Venable's procedure with the addition of computer assisted indexing of 
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Kikuchi-bands, Dingley's group used a low-light silicon-intensified target (SIT) video camera 
to capture the image [81], [83].  The SIT patterns were comparable to film but with lower 
resolution.  Krieger-Lassen was first to apply Hough transform for automated detection 
method [84]. Then, Michael and Goehner replaced Dingley's SIT in 1993 for use of a slow-
scan charged couple device video camera (SSCCD) which provided for resolution 
comparable to film [85].  Most importantly, Brent Adams of Brigham Young University 
developed the first fully-automated EBSD system and invented the technique now known as 
orientation imaging microscopy (OIM) [86].  Now EBSD is coupled with EDS to allow for 
simultaneous phase mapping with orientation images. 
The SSCCD camera is still the technology used to capture EBSD patterns.  The 
improvements come with increasing the number of distinguishable gray levels.  After 
background subtraction, which increases visibility of Kikuchi bands and filters out noise, 12-
bit systems allow for approximately 400 gray levels [81].  The software advancement of 
binning pixels decreases the overall resolution of the Kikuchi band but increases the 
sensitivity be effectively increasing the area of a single pixel while reducing scan time.  N by 
N binning increases sensitivity by N2 and reduces exposure by the same factor. 
 
1.7.3: EBSD Research to Characterize Steel 
Characterization Through Texture 
The most readily accessible and easiest to understand EBSD data when represented visually 
is texture.  Texture is a measure of the orientation and size of grains in given sample.  
Because single crystals of a material do not behave isotropically, texture is important in 
relating microsturctural properties to macrostructure.  EBSD texture studies with EBSD 
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have applications in materials development, through texture measurement, mapping, 
evolution, and gradients; process and quality control, through texture control in deformation 
and annealing; and in failure analysis with texture's effect on crack propogation [87].  
Correlating texture with structure allows for the determination of elastic tensor properties 
and nonlinear characteristics like plasticity and fracture.  [78] 
 Texture can be represented in various ways.  The (hkl)[uvw] notation, three Euler 
Angles (𝜑1, Φ, 𝜑2), or a rotation matrix, g, as previously mentioned, are all viable measures 
of a crystals texture as they fully define the local rotation of a crystal.  An inverse pole figure 
(IPF) is another method of describing texture through visible plots and figures.  An inverse 
pole figure is the projection of a normal line to a plane rotated in space onto a two-
dimensional circular grid.  Where a pole figure shows sample direction aligned with a 
particular crystallographic pole, an inverse pole figure does the opposite, indicating 
crystallographic poles aligned with a specific sample direction [78], Figure 12.  A full IPF is 
composed of 24 stereographic triangles, each one offering the complete orientation of a 
material based on symmetry.  Thus, there is a standard representation of the IPF, which gets 
mapped to an RGB color scheme to quickly represent orientation visually. 
 
 
 
 
Figure 12 – Geometrical representation of inverse pole figure of a crystal lattice being projected onto a plane.  Image and text copied 
from [78]. 
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 As can be imagined, there are representative IPF clusters for different material 
textures.  The main three textures are cubic, copper (FCC), and brass (BCC).  The full pole 
figure is the complete spherical projection onto a circle.  Because symmetry and uniqueness, 
the reduced pole figure is the standard triangle in the first quadrant about the origin.  These 
are represented in Figure 13. 
 
 
 
 
Figure 13 – The normal-direction inverse pole figures for the three textures in fig before. the inverse pole figure at the top is divided 
into 24 stereographic triangles, with the standard triangle outlined. A larger triangle appears alone at bottom.  Miller indices refer 
to directions in local crystal (a) cube texture (b) standard stereographic triangle of the cube texture (c) copper texture (d) standard 
stereographic triangle of the copper texture (e) brass texture (f) standard stereographic triangle of the brass texture.  Image and text 
copied from [78]. 
 
 
 
 Straining a material causes changes in the materials texture.  This finding is well 
illustrated by a Ubhi and Jiang’s study on FCC folded sheet metal [88].  Ubhi and Jiang were 
interested in the texture across the bend radius of a piece of sheet metal for elements in 
tension and compression in annealed and unannealed samples, Figure 14.  Their results plot 
an EBSD IPF map across the bend along with the associated pole figures.  They show that 
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there are visible deviations in texture from the neutral state to the elements that are in 
compression and tension.  Ubhi and Jiang claim the annealed sample only recovered in the 
neutral region without change in texture.  Their findings support the theory that folding 
reinforces textures with preferential slip bands. 
 
 
 
 
Figure 14 – Excerpt from [88] demonstrating texture evolution through sample. 
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Grain Boundary Determination 
Another feature of texture mapping and analysis is the ability to classify grain boundary character in 
a sample.  If given an IPF map of the sample, grain boundaries could be defined by stepping across 
of IPF pixels and determining the misorinetation relative to each other.  This degree of 
misorientation defines the grain boundary.  Grain boundaries can be classified as low angle, high 
angle, or special boundaries (∑3, 9, 27).  Macroscopic properties of materials can be correlated to 
the type of grain boundaries present.  Special boundaries are deemed as such because their degree 
of misalignment is such that a rotation maps the lattice positions of one grain onto coincident 
lattice points in the neighboring grain.  Twinning is a type of special boundary, ∑3, which increases 
the strength of the material.  As first proposed by Watanabe in 1984, the goal of grain boundary 
engineering (GBE) is to increase the percent of special boundaries in a material and enhance its 
properties through thermo-mechanical treatments (TMT). 
 
1.7.4: TEM Studies 
Environmental Transmission Electron Microscopy (ETEM) enables researchers to track the 
movement of dislocations under hydrogen environments and to uncover the underlying 
mechanisms that lead to embrittlement.  Some of the phenomena that are readily apparent 
in-situ experiments are hydrogen effects on dislocation movement, separation distance, cross 
slip, and cracking.  As mentioned before, HE has the same effects on all dislocations in all 
crystal systems [89][90]. 
Robertson’s (1999) extensive study with an in-situ ETEM tensile stage revealed that 
hydrogen significantly increases the movement dislocations.  Upon introducing a strained 
alpha-Ti sample under constant displacement with stationary dislocations to a hydrogen 
environment, the dislocations moved.  When the hydrogen was removed, the dislocations 
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motion stopped.  Reintroducing the gas lead to further movement of the dislocations.  He 
determined that hydrogen increases the velocity of dislocations and the velocity increases 
with increasing pressure [54]. 
A similar study with AISI 310S [91] confirmed the hydrogen shielding model (where 
hydrogen reduces the short range effect between dislocations and reduces their separation 
distance).  This was achieved by prestraining a sample in vacuum to create a dislocation pile-
up and then introducing a hydrogen environment with the displacement maintained.  
Researchers observed that the dislocations moved closer to the grain boundary and that 
separation decreased.  Figure 15 demonstrates this effect.  Removing the hydrogen 
environment reversed a portion of the movement.  This was attributed to solute pinning of 
alloying elements in the 310S, preventing the effect reversal. 
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Figure 15 – Reduction of the separation distance between dislocations in a pileup in 310s stainless steel due to solute 
hydrogen.  The hydrogen gas pressures are indicated.  Image F is a composite image made from a positive image A 
(black dislocations) and a negative of image E (white dislocations). Image and text copied from [91]. 
 
 
 
Another study concluded that hydrogen can prevent cross-slip in high-purity Al.  
This is accomplished by stabilizing the edge component of a mixed dislocation.  Figure 16 
shows time lapse images of the experiment.  In image A, the dislocations are moving in the 
direction indicated by the arrow.  The dislocation begins to slip on a different slip plane as 
indicated by a kink in the dislocation as shown by the arrows in image C.  Then a hydrogen 
atmosphere is introduced which causes the dislocation to remained pinned.  When the 
hydrogen environment is reduced to a low enough level, slip continues to proceed.  The 
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locking occurs because the energy of a dislocation is lower in the presence of hydrogen.  In 
order for slip to continue, the dislocation would have to give up hydrogen, which would be 
moving to a state of higher energy and thus is not favorable [54]. 
 
 
 
 
Figure 16 – Effect of hydrogen on the process of cross slip. (a) Dislocation motion in vacuum, the arrows indicate the 
direction of motion, (b) 42 torr of H2, (c) 85 torr of H2, (d) 85 torr of H2, (e) 25 torr of H2, and (f) 4 torr of H2. (g)-(i) 
Comparison of images b and c, c and d, and e and f.  Image and text copied from  [54]. 
 
 
 
Similarly to dislocation motion, in a hydrogen environment crack advancement 
increases.  A crack can reach a stable length under an applied load and the presence of a 
hydrogen environment causes the crack to propagate [21].  Figure 17f shows the 
advancement of such a crack in a 316 steel alloy.  It provides a time lapse of the crack 
progression and the hydrogen pressure where the arrow indicates the original position of the 
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crack and the arrow head marks the current length.  Hydrogen has also been shown to 
change the crack path from transgranular to intergranular with a preference for secondary 
phases [21].   
 
 
 
 
Figure 17 – Successive stages of crack advance at constant displacement in non-sensitized steel following the addition 
of H2 (gas).  The arrow indicates a fixed position in the specimen and the arrow head indicates the crack tip.  Total 
duration 2 minutes with a pressure range of vacuum to 18 kPa.  Image and text copied from [21].  
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Section 2: Through Thickness Grain Boundary Engineering of AISI 316 Steel 
2.1: Introduction 
Grain boundary engineering, originally proposed by Watanabe [29], has proven effective in 
reducing the susceptibility to intergranular corrosion in lead alloys [30], nickel based alloys 
[31], and austenitic stainless steels [33], [32].  The most prevalent uses of grain boundary 
engineering rely on low levels of strain induced by rolling [33], [32], [34], followed by 
annealing, and focus solely on the grain boundary character distribution at the rolled surface 
[34].  The justification for this is that the surface is the most easily accessed region for 
analysis, and the region most effected by rolling strain, and the assumption that a high 
enough percentage of immune grain boundaries will completely arrest corrosion based on 
percolation theory [33], [92], [36].  Additionally, GBE has proven effective in increasing 
material ductility [38], [39] and fracture toughness [40] as well as in mitigating effects of 
hydrogen embrittlement [42].  These improvements rely on creating a through-thickness 
GBE microstructure since the entire cross section of the specimen is effected, and the 
surface GBE is not enduring when samples are machined, especially in metastable alloys 
[41].  
It is desirable, therefore, to extend the GBE microstructure throughout the sample, 
as this could allow parts to be machined from stock material and still retain the improved 
mechanical behavior and increased corrosion resistance [93], [94].  Grain boundaries are 
classified according to the coincident site lattice (CSL) model [43], a measure, ∑, of the 
reciprocal number density of similar lattice site between two adjacent crystals.  The Brandon 
criteria [95], puts a tolerance on acceptable lattice mismatch when determining CSL values.  
In FCC structures, “special” boundaries are those such that Σ ≤ 29 [96], [97] and twin-
 
55 
 
related special boundaries following the relation ∑3n [98].  ∑3n  for n≤3 have become the 
focus of research, as these boundaries are the result of twinning in FCC.  “Random” 
boundaries are those that do not meet such criteria.  
 Previous researchers have proposed different single-step and multi-step 
thermomechanical treatments to extend a GBE microstructure to the sample centerline.  
Shimada et al [32] demonstrated that a 5% rolling reduction, as opposed to other reductions, 
followed by a 1300 K, 0.5 hr anneal generated the highest frequency of SB at the sample 
surface.  By increasing the annealing time to 72 hours at 1200 K, they were able to generate a 
uniform distribution of SB to the sample midline.  However, extended annealing times are 
not always practical and are found to give an unreliable success and an unsatisfactory 
microstructure in this experiment.  Other single-step strain procedures make no mention of 
extending past the sample surface [33], [99].  
 Multi-step thermomechanical treatments were discussed by various authors in [100], 
[101], [102], [103].  Originally, Kumar et al. [103] investigated multiple thermomechanical 
processing (TMP) techniques to create high special boundary densities in Inconel 600 and 
high purity, oxygen free electronic (ofe) Cu.  They performed reductions on the order of 20-
30% followed by short, 10-15 min anneals near 0.5-0.8 Tm.  Generally, it took multiple 
reductions, 7 in the Inconel, 3 in the Cu to reach GBE-like conditions.  The authors dutifully 
tracked triple junctions and special boundaries at each step and show how they increased 
with each step and compared the relative rates. 
Schuh et al. [100] further investigated Inconel 600 under multiple TMP.  The authors 
performed 4 iterations of a 25% reduction followed by a 1025 °C anneal for 18 min tracking 
microstructure after each step.  They measured processing effectiveness in terms of SB 
clusters and found that connectivity increased with processing.  Additionally, they found that 
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1-SB triple junctions decreased while 3 triple junctions increased with each processing step.  
Their study was limited to only one processing approach and they do not mention where the 
sample was imaged. 
 Schwartz et al. [101] focused on sequential processing of ofe Cu with the intent of 
evaluating the influence of annealing temperature on the evolved microstructure and 
processing effectiveness.  Similar to the previous studies, they found that sequential TMP 
was more effective than single step reductions and that higher temperature anneals lessens 
dependence on processing path.  Their methods utilized high levels of deformation 20-80% 
with short anneals, ~10 mins. 
Here, we present a multistep procedure with a shortened overall annealing time by 
implementing repeated low strain cycles with short, high temperature anneals.  This process 
achieved a total special boundary density of over 70% with more than 60% Σ3 boundaries 
(by length fraction) at the sample midline in less time than a single step anneal and with 
lower steps than in previous studies.  This technique is applicable to not only creating GBE 
material, but to manufacturing and machining specialized components that retain the 
mechanical benefits of a GBE microstructure.  This process also offers insight as to means 
to produce GBE material in larger commercial quantities. 
 
2.2: Methodology 
Samples of BioDur® 316LS stainless steel (Carpenter Technology) were cut from the bar 
stock to a nominal cross section geometry of 13 x 19 mm2 with a length of 30 mm in the 
rolling direction (RD). 
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Samples were compared across three different nominal processing conditions: 
solution annealed, cold-rolled then solution annealed, and iteratively cold-rolled and 
annealed.  In the control (sample ID: SA), as-received samples were solution annealed for 
0.25, 1.0, and 2.5 hours at 1050 °C as summarized in Table 2.  In the second condition, 
featuring a single reduction, (sample ID: SR), samples were solution annealed for 0.25 hours 
at 1050°C, rolled to a 5% (+0.3%/-0.1%) reduction, and then annealed for 72 hours at 
1000°C.  In the final condition with multiple rolling reductions, (sample ID: MR), samples 
were solution annealed for 0.25 hours before iterating a process of rolling and annealing 
three times.  Each rolling reduction was 5% (+0.3%/-0.1%) and each anneal was either 
consistently 1, 2, 4, or 6 hours at 1000°C or 1020°C.  Table 3 summarizes the processing 
conditions for the iteratively processed samples.  A 0.5-hour ramp time was utilized in all 
heat treatments to allow samples to uniformly reach furnace temperature and all samples 
were heated in an air furnace and were water quenched. 
Post processing, samples were sectioned along the rolling direction – normal 
direction (RD-ND) plane (ASTM E), mounted in epoxy resin, and polished to 1 µm 
diamond followed by a vibratory final polish with 0.02 µm colloidal silica suspension.  Grain 
orientation was determined by using electron backscatter diffraction (EBSD) images, 
captured with an EDAX-TSL Hikari camera using OIM DataCollection 7 with a 2 µm step 
size.  Multiple scans were taken at the sample centerline and near the surface sample surface 
to determine special boundary distribution through the sample thickness.  Figure 23, Figure 
24, & Figure 25 show the midline EBSD scans of samples SA 3, MR 2.2, and SR 1, 
respectively.  Grain boundaries and special boundaries were characterized with OIM 
Analysis 7 software.  In all grain boundary maps, high angle grain boundaries (HAGB) are 
colored black, low angle boundaries (LAGB) are purple, Σ3 boundaries are red, Σ9 
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boundaries are green, and Σ27a & Σ27b boundaries are both colored blue, with grain 
boundary angle tolerances specified by the Brandon criterion.  Special boundary fractions 
only consider boundaries between identified grains and not subgrains, explicitly the ratio of 
the total length boundary of interest in a scan to the sum of HAGB and LAGB, weighted by 
the number of grains present in each scan. 
 
 
 
Table 2 – Processing conditions for the solution annealed, control samples. 
 
Solution Anneal Control 
Sample ID SA 1 SA 2 SA 3 
Temp (°C)    1050 1050 1050 
Time  (hr) 0.25 1.0 2.5 
 
 
 
Table 3 – Processing conditions for the single iteration and multiple iteration samples. 
  
Single Reduction Multiple Reductions 
So
lu
ti
o
n
 
A
n
n
ea
l Sample ID SR 1 SR 2 MR 1.1 MR 1.2 MR 1.3 MR 2.1 MR 2.2 MR 2.3 
Temp (°C)    1050 1050 1050 1050 1050 1050 1050 1050 
Time  (hr) 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
P
ro
ce
ss
in
g 
C
o
n
d
it
io
n
s Iterations 1 1 3 3 3 3 3 3 
% Reduction 
/Iteration 
5% 5% 5% 5% 5% 5% 5% 5% 
Anneal Temp 
(°C) /Iteration 
1000 1000 1000 1000 1000 1020 1020 1020 
Anneal Time 
(hr) /Iteration 
72 72 2 4 6 1 2 4 
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2.3: Results 
2.3.1: Grain Boundary Character Distribution 
As shown in Figure 18, there was a clear distinction between SB densities across the 
different processing conditions.  In the SA condition, Σ3 boundaries were the major 
contributor to the SB densities as both the Σ9 and Σ27 densities were less than 2% of the 
boundary fraction.  Figure 1 shows the high frequency of HAGB and Σ3 boundaries and 
low frequency of higher order SB.  Overall, the SB density in the SA condition was less than 
55%.  Both the Σ3 and SB fractions increased in the SA condition as the total annealing time 
increased. 
The MR and SR conditions exhibited significantly higher Σ3, Σ9, Σ27, and thus SB, 
boundary fractions compared to the SA condition as can be seen in Figure 24 & Figure 25.  
In all of the MR conditions, the Σ3 density was above 60%.  In comparable processing 
times, the 1000°C MR1 condition exhibited lower Σ3 densities than the 1020°C MR2 
condition.  The apparent trend suggests a linearly increasing dependence on the annealing 
time and the Σ3 density, with the hotter MR2 condition yielding higher fractions than the 
MR1 condition.  Σ9 and Σ27 densities are not as predictable in the MR condition as Σ3 
densities.  Σ9 densities are noticeably higher than the SA treatment, but there is little 
distinction between MR1 and MR2.  Σ27 densities do not show any significant trend with 
respect to treatment time or temperature.  Overall, the SB density of the MR conditions 
were above 70%, indicating sufficient GBE. 
There was disparity between the two samples in the SR condition.  One sample 
exhibited sufficient GBE with SB fractions well over 70%, while the other sample had a 
boundary fraction just over 60%.  This discrepancy is mostly due to differences in Σ3 
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densities, where one sample is nearly 10% larger.  This difference is mimicked in the Σ9 and 
Σ27 densities where the same sample exhibits larger densities as well.  These discrepancies 
put the higher Σ3 SR sample on par with the SB fraction found at the top of the MR 
condition, while the lower Σ3 SR sample had a SB fraction in between the top of the SA 
condition and the bottom of the MR condition. 
 
 
 
 
Figure 18 – Special boundary densities plotted as a function of total annealing time for solution annealed, iterative processed, and 
single processed samples.  a) Sigma 3 densities.  b) Total special boundary densities . c)  Sigma 9 densities.  d)  Sigma 27 densities. 
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2.3.2: Grain Size 
An important consideration to the creation of the SB densities is the effects of each 
processing condition on grain size.  Figure 19 shows the effect of the processing conditions 
on the grain size of the sample, reported as mean grain diameter.  The SA condition shows a 
weak trend of grain size increasing with annealing time, with mean grain diameters on the 
order of 30 µm ± 10 µm.  Figure 23 shows the minimal spread in grain size for the SA 3 
condition.  The MR condition shows a trend of grain size increasing with total annealing 
time with the MR 2 condition exhibiting larger grain sizes by approximately 10 µm.  The MR 
series is nominally 60 µm in mean diameter, but there is a significantly larger spread in grain 
size (± 30 µm) characterized by small annealing twins growing into larger parent grains as 
evident in Figure 24.  The size distribution of the SA condition is almost completely 
contained within the lower half of the MR series.  The max mean of the MR 1 series was 75 
µm ± 44 µm and the max mean of the MR 2 series was 85 µm ± 40 µm.  The mean diameter 
of the SR series was consistently 56 µm between samples with variations in spread of ± 26 
µm and ± 34 µm. 
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Figure 19 – Grain size mean diameter plotted as a function of total annealing time. 
 
 
 
2.3.3: TRD Size & Twin Density 
The size of twin related domains (TRD), or the grouping of grains related by Σ3n SB, is 
plotted numerically in Figure 20 and visually in Figure 23, Figure 24, & Figure 25.  Here, a 
prominent distinction is apparent between the SA condition and the MR and SR conditions.  
The SA condition has TRD sizes that are close to that of their mean grain sizes, 50 µm ± 22 
µm (group average).  However, both the MR and SR conditions have TRD sizes that are 
significantly larger than the grain average diameter.  MR 1 has a group average of 180 µm ± 
110 µm; MR 2 190 µm ± 100 µm; and SR 150 µm ± 100 µm.  Again, MR 2 shows larger 
means than corresponding MR 1 annealing times.  There is a large disparity between the two 
SR samples with a difference in size of 200 µm.  This is most likely due to the lower fraction 
of SB found in the SR 2 sample. 
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TRD sizes is indicative of large network of connectivity between adjacent grains, 
breaking-up the random grain boundary network while still maintaining comparable grain 
sizes.  It is difficult to decouple TRD size from grain size, as increasing grain sizes increase 
TRD sizes.  Thus, the trend of increasing grain size with annealing time appears to 
correspond to a similar trend in TRD size.  Figure 23, Figure 24, & Figure 25 plot the TRDs 
for each scan by assigning a single color to each TRD.  In the SA 3 condition it is clear that 
there is low connectivity between grains as each TRD features approximately 3 grains, with a 
maximum of 7.  However, in the MR and SR conditions, there is an average of 11 and 17 
grains, with maximums on the order of 90 and 70, respectively, without fully mapping the 
entirety of the TRD. 
The number of twins per TRD is plotted in Figure 21.  These values were calculated 
by calculating the ratio of identified grains to number the number of TRD (It should be 
noted that grain sizes were large, TRD were larger and typically ran off the edge of the scan, 
resulting in smoothing of the data).  The SA condition exhibited twin densities on the order 
of 2 twins per TRD.  This can be interpreted as parent grain with a twin grain contained 
within, there is no higher order connectivity throughout the microstructure.  In the MR 
conditions, the twin densities are significantly higher, ranging from 7 to 11 twins per TRD.  
These high densities are complimentary to the trends shown in the special boundary 
densities and the TRD sizes.  Across the MR condition, there is not a clear trend in regards 
to twin density as a function of specific processing condition.  The SR condition exhibited 
both the highest, 17, and lowest, 4, twin density for processed samples.  These differences 
are attributed to the differences in special boundary fractions between the two samples.  The 
high density of twins verifies the TRD size and demonstrates an interruption of the random 
grain boundary character. 
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Figure 20  – Twin related domain size (grains connected by special boundaries) plotted as a function of annealing time. 
 
 
 
 
Figure 21 – Twin density, as denoted by the average number of grains per TRD, plotted against total sample annealing time. 
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2.3.4: Triple Junctions 
Triple junctions, the point where three grain boundaries meet, offer another measurement 
for special boundary connectivity and TRD size.  Triple junction analysis filters out twins 
that are completely contained within parent grains as they fail to create junctions with the 
grain boundary network.  In Figure 22, triple junctions are classified by the number of SB 
present at a junction and presented as fractions of the whole population.  In 0 SB group, 
triple junctions are comprised of three random boundaries: R-R-R.  In the 1 SB group, one 
component of the junction is of order Σ3n, i.e.: R-R-Σ.  The 2 SB and 3 SB are comprised of 
2 (R- Σ –Σ) and 3 (Σ- Σ- Σ) special boundaries, respectively.  All of the triple junctions are 
permutation and class (3 ≅ 9 ≅ 27) indifferent. If all grains in a sample were related by twins 
and their deviants, 100% 3 SB junctions would be expected.  Any presence of a random 
HAGB would disrupt the grain boundary network of twin related domains and increase 
presences of type 0, 1, and 2 SB junctions.   
 Figure 22 presents the triple junction fractions across the sample conditions.  There 
is a clear distinction between the solution annealed condition and the treated conditions.  All 
of the samples in the solution annealed condition have approximately 90% 0-1 SB triple 
junctions, of which 20% are 0 SB junctions.  There is a presence of higher order, 2-3 SB, 
junctions but they comprise less than 10% of the total fraction. 
 While the treated conditions differ from the solution annealed condition, there is 
little variance within the treated set.  The most apparent differences between the SA and 
treated condition is a drop in 0 SB junctions and increase in 3 SB junctions at the expense of 
the 1 SB junction class.  In the treated conditions, the 0 SB decrease by at least 10%, down 
from 20% in the annealed.  The 3 SB junctions increase significantly, from less than 10% in 
the annealed to 20%-40% in the treated conditions.  2 SB junctions show a slight increase in 
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the treated conditions, nominally 10%, up from values on the order of 5%.  The 1 SB 
condition drops from 70% in the solution annealed condition to approximately 50% in the 
treated condition. 
Following the trends in previous analyses, the SR conditions deviate slightly from the 
MR conditions.  The SR 1 condition has slightly higher 3 SB junctions while SR 2 has 
slightly lower 3 SB junctions and more 2 SB junctions compared to the MR conditions. 
 
 
 
 
Figure 22 – Triple junction densities for all of the different processing conditions. 
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Figure 23 – Sample SA 3 OIM/EBSD Midline Scan.  Left) Overlay of image quality, grain boundaries, and TRDs.  Grains 
that make up the same TRD are given the same color.  On average, TRDs contain ca. 3 grains.  Max of ca. 7 grains.  HAGB - 
black, LAGB - purple, Σ3 - red, Σ9 - green, Σ27 - blue.  Grain size somewhat consistent.  Right) IPF used to determine grain 
boundaries. 
 
 
 
  
Figure 24 – Sample MR 2.2 OIM/EBSD Midline Scan.  Left) Overlay of image quality, grain boundaries, and TRDs.  
Grains that make up the same TRD are given the same color.  On average, TRDs contain 11 grains, but full TRDs are not 
mapped.  Blue TRD contains ca. 90 grains.  Notice disparity in grain size.  Right) IPF used to determine grain boundaries. 
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Figure 25 – Sample SR 1 OIM/EBSD Midline Scan.  Left) Overlay of image quality, grain boundaries, and TRDs.  Grains 
that make up the same TRD are given the same color.  On average, TRDs contain 17 grains, but full TRDs are not mapped.  
Left yellow TRD contains ca. 50 grains.  Top magenta TRD contains ca. 70 grains.  Notice disparity in grain size.  Right) IPF 
used to determine grain boundaries. 
 
 
 
2.4: Discussion 
This study indicates that three iterations of a 5% low-strain rolling reductions followed by a 
1-6 hour anneal produces a consistent through-thickness GBE microstructure in less time 
than a single 5% rolling reduction and prolonged 72 hour anneal.  In all conditions, total 
special boundary densities were on the order of 70% with Σ3 densities on the order of 60%.  
Within the multiple reduction condition, the 1020°C anneal yielded higher special boundary 
densities and slightly larger grain sizes than the 1000°C anneal.  The multiple iteration 
treatment produced larger grain sizes with larger spread as compared to the single reduction 
method.  The increase in grain size is attributed to the additional energy stored in the rolling 
reduction and the spread in average grain size is attributed to the formation of new annealing 
twins during the post-rolling anneal (newly formed twins can be smaller in diameter than 
pre-existing grains), presenting difficulties in size control.  The solution annealed condition 
had smaller grain sizes with a smaller size distribution.  There was a marked difference 
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between special boundary and triple junction densities between the solution annealed and 
GBE conditions. 
Numerous studies showed increased SB densities on the order of 5% rolling 
reduction with densities dropping off at higher reduction levels.  It is believed that with 
lower rolling reductions, strain distribution is more homogenous allowing for strain induced 
boundary migration and boundary decomposition [103].  Rather than investigating higher 
levels of strain, we focused on the results that indicated the highest level of SB and repeated 
until the effects propagated to the sample center. 
 It is suggested that metrics of twins per TRD and triple junction fractions are also 
considered when evaluating the GBE status of a material.  This measurement is useful when 
considering the effects of mechanical dependence and corrosion resistance on GBE.  
Enhancement of mechanical properties by GBE, so far, only consider grain size, not TRD 
size, counting twins as different grains.  Additionally, triple junction fractions would indicate 
the likelihood of preferential grain boundary attacks in corrosive environments.  It is found 
that on the order of 2 twins per TRD are indicative of a solution annealed microstructure.  
Average twin densities of at least 6 per TRD are found in GBE microstructures, but the lack 
of mapping a full TRD significantly reduces this number as there are instances of up to 90 
twins per TRD as in Figure 25.  Triple junction fractions show that GBE microstructures 
have less than 10% 0 SB junctions and more than 20% 3 SB junctions.  Ideally, the 0 and 1 
SB junctions would be further reduced. 
 Opportunities exist for further optimizing processing, rolling, and annealing 
conditions to further refine this technique.  It is expected that because rolling reductions 
were relative, the technique could be extended to thicker samples – but this assumes similar 
strain gradients from rolling and little account for thermal conductivity.  Though not 
 
70 
 
reported here, these results were duplicated in proceeding experiments in a 304 stainless steel 
alloy for subsequent mechanical testing.  Furthermore, in-situ annealing studies would allow 
for kinetic considerations to determine when TRD growth has effectively ceased.  It is 
suggested that grain size should be minimized prior to GBE treatment to retain size control. 
 
2.5: Conclusions 
Three iterations of a 5% rolling reduction followed by annealing for 2 hours at 1020°C 
generated comparable special boundary densities, grain sizes, and triple junction fractions in 
less time than a single rolling reduction followed by a 72 hour anneal at 1000°C for through-
thickness GBE.  Additionally, the 1020°C anneal produced relatively higher special boundary 
densities than a comparative 1000°C anneal in the same condition.  Both single reduction 
and multiple reduction treatments produced a GBE microstructure, while the solution 
annealed microstructure did not. 
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Section 3: Local Strain Dependence of Microstructural Evolution:  
Twin Formation at High Strain Rates 
3.1: Methodology 
3.1.1: Sample Preparation 
Experiments were conducted on BioDur® 316LS stainless steel, a commercially available 
alloy produced by Carpenter Technology Corporation.  The heat provided had a chemical 
composition (in wt.%) of 0.02 C, 1.86 Mn, 0.44 Si, 0.014 P, 0.001 S, 17.84 Cr, 14.73 Ni, 2.79 
Mo, 0.11 Cu, 0.08 Co, 0.07 N, 0.006 Al, 0.004 Ti, 0.07 V, 0.013 Nb, and balance Fe, and was 
received as ½” x 1.5” x 6’ bar stock.  A 6” long sample cut from the as-received bar stock 
was solution annealed at 1050°C in an air furnace for 2 hours with a 30 min ramp time 
followed by a water quench.  This yielded a grain size of 35.2 ± 13.2 µm. 
 Mechanical testing samples were prepared from the 6” solution annealed bar with 
electrical discharge machining while submerged in coolant.  Rectangular samples were cut to 
dimensions of 2.5x4x4 mm (0.6 aspect ratio), with the 2.5 mm loading direction aligned with 
the rolling direction.  A square sample was used to keep track of sample orientation for 
microstructural evaluation.  The loading faces were polished to a 3 µm finish with diamond 
suspension for a final loading height of 2.213 ± 0.064 mm. 
 
3.1.2: Mechanical Testing 
Dynamic, high strain-rate Kolsky (Split Hopkinson Pressure Bar) compression tests were 
used to evaluate mechanical properties at strain rates of 2000-6000 s-1.  Specimens were 
placed between two 12.7 mm hardened steel bars, approximately 3 m in length.  A 100 mm 
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steel striker bar accelerated by pressurized gas was used to impact the incident bar, sending a 
stress wave through the sample and into the second bar.  Strain gages placed on the incident 
(input) and transmitted (output) bars record the stress waves and allow for the calculation of 
stress and strain data after the sample has reached dynamic equilibrium.  The sample was 
mounted between two steel platens with nominal thickness of 2.6 mm.  Copper pulse 
shapers were used in between the striker and the incident bar to control the shape of the 
stress wave.  Figure 26 shows a diagram of the experimental set-up.  Figure 27 shows the 
actually components used in the experiment. 
 
 
 
 
Figure 26 – Schematic diagram of Kolsky test set-up. 
 
 
 
 
Figure 27 – Photograph of experimental equipment and set-up.  Orientation correlates to that of Fig. 1. 
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3.1.3: Microstructural Evaluation 
After mechanical testing, the sample face (in contact with platen) and cross section were 
prepared for the evaluation of microstructural evolution.  Samples were sectioned with a 
mechanical grinder with continuous coolant flow and mounted in conductive epoxy resin.  
The mounted samples were polished to 1 µm diamond suspension followed by a final 
vibratory polish with 0.02 µm colloidal silica suspension.  An EDAX-TSL Hikari camera 
using OIM DataCollection 7 with a 2um step size was used to determine grain orientation 
via electron backscatter diffraction (EBSD).  Further analysis of the EBSD data with use of 
the Nye Tensor, as in [cite Asher Weinberger], allows for estimates of dislocation densities.  
The Nye Tensor allows for quantitative calculation of geometrically necessary dislocation 
(GND) density based on local curvature.  It is used to show role of dislocation and local 
strain on deformation behavior as well grain average dislocation densities.  
 
3.2: Results & Discussion 
3.2.1: Mechanical Properties 
Hi-strain rate testing shows consistent mechanical behavior between samples.  As expected, 
samples exhibits an increase in yield strength from the typically reported values of ~200 MPa 
with increasing strain rates.  Figure 28 plots the true stress-strain behavior of the material for 
the different strain rates.  The maximum achievable stress and strain was more a function of 
the incident pulse and not a material dependent.  Figure 29 shows the effect of strain rate on 
flow stress in both true and log space.  At the ~2000 s-1 strain rate, flow stress occurred near 
410 MPa.  At 3700 s-1, the flow stress was measured as 550 MPa.  The 4900 s-1 test indicated 
a yield of 530 MPa and the 6200 s-1 test shows a yield of 570 MPa.  Plotting these results in 
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log-space indicate a decent linear fit with an R2 value of 0.876 – fitting the expected 
exponential hardening relationship.  Each sample exhibited similar hardening rates with a 
tangent modulus of 1.88 ± 0.90 GPa.  The total test duration was on the order of 
approximately 120 𝜇s and all of the samples were found to reach dynamic equilibrium.  The 
presence of deformation twins was found to occur at strains rates of 4900 s-1 and 6200 s-1.  
The slower strain rates did not exhibit deformation twinning.  Due to the differences in the 
amount of plastic strain, it is difficult to attribute deformation twinning to solely strain rate. 
 
 
 
 
Figure 28 – True stress-strain mechanical behavior for Kolsky tests at a variety of strain rates. 
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Figure 29 – a) Plot of yield stress dependence on strain rate. b) Plot of yield stress dependence on strain rate in log-space.  Linear 
fit of y = 0.29416x+3.80745 has an R2 value of 0.876 indicating strong powerlaw hardening of material with increase in strain 
rate. 
 
 
 
3.2.2: Formation of Twin-Related Domains 
As shown in both Figure 30 & Figure 32, a & d, the deformation twins prefer to form in the 
daughter twins.  The Taylor factor plots in Figure 30b & Figure 32b suggest that these areas 
experience relatively higher Taylor factors and may contribute to deformation twin 
formation.  The orientation of the deformation twins, and the daughter twins, are 30-60° 
relative to the loading direction.  Furthermore, the deformation twins tend to follow the 
direction of local annealing twins and prefer to nucleate in the child rather than the parent 
grain.  Because of their location and orientation, the creation of deformation twins 
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contributes to the size of the twin related domain network.  Additionally, the EBSD and Nye 
Tensor analyses show that the deformation twins are relatively strain free as shown in 5d & 
7d, though scan resolution could be improved.  
 
 
 
 
 
Figure 30 – Sample K204 – Face Scan a) Plot of inverse pole figure and grain boundaries.  Σ3 boundaries in red, Σ9 boundaries 
in green, Σ27 boundaries in blue, random grain boundaries in black and low angle boundaries between grains in purple. b) Taylor 
factor plot of sample in compressive loading.  Most daughter twins have higher factor than parent. c) Geometrically necessary 
dislocation densities in units of m-2 as predicted by the Nye Tensor. d) Grain average GND indicating relatively strain free 
deformation twins. 
 
a) b) 
d) c) 
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Figure 31 – K204 - Face a) Plot of dislocation density versus grain area. Graph lacks a clear trend b) A zoomed in plot on over a 
smaller region of grain areas a strong correlation between density and grain size.  Suggests that smaller deformation twins are 
relatively strain free. 
  
a) 
b) 
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3.2.3: Quantitative Dislocation Analysis and Role of Local Strain 
Quantifying the raw and grain average dislocation density as shown in Figure 31, Figure 33, 
& Figure 34 further elucidates the trends visible in Figure 30 & Figure 32.  Figure 34 plots 
the probability density functions (PDF) of the sample’s face and cross section.  The PDF 
shows that the surface has slightly lower dislocation densities than the sample interior.  This 
is presumably due to surface relaxation effects, but more data is needed to make a conclusive 
argument. Plotting the grain average dislocation density as a function of grain area, as in 
Figures Figure 31a & Figure 33a does not show any strong correlation when considering all 
grains sizes.  However, by only considering grain areas less than 100 µm2, as in Figure 31b & 
Figure 33b, there is a strong correlation between grain size and dislocation density.  The 
majority of the grains at this size are deformation twins, further supporting that the 
deformation twins are relatively strain free.  This supports energetic considerations as to why 
deformation twins are likely to form.  Forming a small strain free twin may be less energy 
intensive then accommodating lattice curvature.  
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Figure 32  – Sample K204 – Cross-Section Scan a) Plot of inverse pole figure and grain boundaries.  Σ3 boundaries in red, Σ9 
boundaries in green, Σ27 boundaries in blue, random grain boundaries in black and low angle boundaries between grains in 
purple. b) Taylor factor plot of sample in compressive loading.  Most daughter twins have higher factor than parent. c) 
Geometrically necessary dislocation densities in units of m-2 as predicted by the Nye Tensor. d) Grain average GND indicating 
relatively strain free deformation twins. 
 
  
a) b) 
d) c) 
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Figure 33 – K204 – Cross Section a) Plot of dislocation density versus grain area. Graph lacks a clear trend b) A zoomed in plot 
on over a smaller region of grain areas a strong correlation between density and grain size.  Suggests that smaller deformation twins 
are relatively strain free.  Data is in agreement with Fig 6. 
  
a) 
b) 
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Figure 34 – Probability density function of dislocation density for both face and cross-cross section scans.  Plot indicates homogeneity 
of strain in the face and cross section. 
 
 
 
3.2.4: Future Work 
It is suggested that these similar studies are performed in a GBE material to evaluate if 
deformation twins continue to form in daughter twins.  Furthermore, it would be interesting 
to anneal the samples with the deformation twins and analyze their stability.  If they can be 
preserved, then they could further contribute to the grain boundary network and provide 
additional mechanical strength. 
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3.3: Conclusions 
Hi-strain rate deformation leads causes plastic deformation to occur through deformation 
twins.  Newly generated deformation twins are relatively strain-free compared to bulk and 
they tend to nucleated in child annealing twins.  This indicates that deformation is 
accommodated by creating strain free grains and increasing interfacial energy, further 
supported by child annealing twins exhibiting relatively higher dislocation densities than the 
bulk. 
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Section 4: Grain Boundary Engineering  
& Hydrogen Embrittlement of AISI 304L Tensile Bars 
4.1: Methodology 
4.1.1: Sample Preparation 
Experiments were conducted on commercially available 304L stainless steel.  The heat 
provided had a chemical composition (in wt.%) of 0.021 C, 1.74 Mn, 0.55 Si, 0.032 P, 0.029 
S, 18.16 Cr, 8.01 Ni, 0.43 Mo, 0.53 Cu, 0.111 Co, 0.096 N, and balance Fe.  The as-received 
bar stock was cut into bars 8” (203.2 mm) in length to make tensile specimens.  Two 
different heat treatments were used to create the annealed and GBE microstructures.  
Samples in the annealed condition were solution annealed at 1050°C in an air furnace for 2 
hours with a 30 min ramp time followed by a water quench.  GBE samples were solution 
annealed for 15 minutes with a 30 minute ramp at 1050°C in an air furnace and quenched.  
Following the solution anneal, each sample was subject to three iterations of a 5% (+0.3%/-
0.1%) rolling reduction followed by a 2 hour anneal at 1020°C (30 min ramp and water 
quench). 
 Tensile samples were cut and turned on a CNC lather to a 6” (152.4 mm) overall 
length with a 2” (50.4 mm) gage section based on the standards set in ASTM E08.  The gage 
length diameter was nominally 0.250” (6.35 mm) but a slight taper of 0.010” (0.254 mm) was 
turned into the gage length to control the failure point of the bar (within the limits of ASTM 
E08).  This ensured that the tensile bar necked within the clip-on gages and ensured there 
was enough material on either side of the failure surface to section for EBSD.  Stress 
concentrations due to the taper were modeled in FEA and contributed to less than 5% of 
full scale yield and all diametric cross-section measurements were taken at the smallest point 
 
84 
 
in the gage length.  (Originally, this taper was added to ensure consistent failure to be 
captured with DIC). 
 After turning, all GBE and annealed samples were annealed for 15 min total time in 
an air furnace at 1050°C and water quenched to remove the surface layer of martensite that 
forms as a result of lathe machining.  A negligible layer of scale was removed from the 
sample surface by polishing with Scotch-Brite™ scouring pads.  A total of 5 tensile samples 
were not post-annealed to quantify the effects of the martensitic layer. 
 
4.1.2: Hydrogen Charging 
The GBE and annealed tensile samples were thermally precharged with gaseous hydrogen in 
a custom built chamber [22].  Samples were thoroughly cleaned with isopropanol before 
being placed in the chamber.  The chamber is purged with helium and evacuated before 
charging with commercially pure hydrogen gas (99.9999%) to a pressures of 138 MPa and 
temperature of 300°C.  The samples are left to charge for 16 days for a target hydrogen 
concentration of approximately 150 wppm (0.811 at%) and nearly uniform distribution.  
Samples were stored in liquid nitrogen prior to mechanical testing.  After testing, samples 
were sectioned with a wet saw and sent to a commercial laboratory to determine hydrogen 
content via vacuum hot extraction (VHE).  VHE results detected an average of 124 wppm 
(0.671 at%) hydrogen in the samples with no indication of dependence on treatment type or 
strain rate. 
 
 
85 
 
4.1.3: Mechanical Testing 
Prior to testing, tensile samples were removed from liquid nitrogen and placed in water to 
reach room temperature.  Strain rates of 2E-3 4 s-1 and 2E-4 s-1, corresponding to crosshead 
speeds of 6.0 and 0.6 mm/min respectively, were used to evaluate the mechanical properties 
of the GBE and annealed conditions with and without hydrogen.  A knife-edge 
extensometer with a gage section of 25.4 mm was used to evaluate true strain up to 
approximately 0.25, after which it was removed and strain was estimated based on the 
crosshead displacement of the material testing machine.  Samples were strained to failure at a 
constant crosshead displacement rate. 
 
4.1.4: Microstructural Evaluation 
Post-failure, samples were sectioned 20 mm away from the point of failure, normal to the 
loading axis.  These samples were loaded into an SEM for fractography considerations.  
After imaging the fracture surface, samples were cut in half, long-ways, along the tensile 
direction.  Both halves of one side of the sample were mounted in an epoxy resin with 
conductive filler.  The mounted samples were polished to 1 µm diamond suspension 
followed by a final vibratory polish with 0.02 µm colloidal silica suspension.  An EDAX-TSL 
Hikari camera using OIM DataCollection 7 was used to determine grain orientation via 
electron backscatter diffraction (EBSD).  Further analysis of the EBSD data with use of the 
Nye Tensor, as in [104], allows for estimates of dislocation densities.  The Nye Tensor allows 
for quantitative calculation of geometrically necessary dislocation (GND) density based on 
local curvature.  It is used to show role of dislocation and local strain on deformation 
behavior as well grain average dislocation densities.  
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4.2: Results 
4.2.1: Grain Boundary Engineering  
Special boundaries densities and twin connectivity are used to quantify the level of GBE 
achieved by the processing conditions.  The annealed sample was found to have a mean 
grain diameter size of 11.2 ± 4.2 µm, Figure 35a.  The size of the twin related domain (TRD) 
– area of grains that are connected by a twin boundary – in the annealed condition was 
found to be 18.5 ± 1.6 µm, close to that of the nominal grain size.  Additionally, the 
annealed condition had an average of 2.7 grains per TRD.  The annealed samples had the 
following densities (by length fraction) of special boundaries: Σ3 – 45.4 ± 0.6%, Σ9 – 2.35 ± 
0.21%, Σ27 – 0.58 ± 0.07%, with overall SB fraction of 48.37 ± 0.29%. 
For the GBE samples, the mean grain diameter was 31.2 ± 21.8 µm, Figure 35b.  
The mean diameter of the TRD was found to be 76.1 ± 64.7 µm with an average density of 
6.7 grains per TRD.  The GBE samples had the following densities of special boundaries: Σ3 
– 60.92 ± 1.18%, Σ9 – 6.77 ± 0.42%, Σ27 – 2.73 ± 0.24%, with an overall SB fraction of 
70.42 ± 0.96%.  The GBE samples exhibit larger TRD sizes with higher densities of twins 
per TRD.  There is a significant increase SB densities in the GBE samples, at levels that are 
considered sufficiently GBE. 
One drawback of the GBE process is the spread in grain size.  Creating the GBE 
microstructure increases the size of some grains while growing new annealing twins.  While 
it would be ideal to have closer agreement in grain size between the annealed and GBE 
condition, the size distribution in the GBE condition encompasses the spread in the 
annealed samples, allowing for further evaluation of mechanical properties. 
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Figure 35 – a) TRD map of annealed sample.  b) TRD map of GBE sample.  In both a & b) Grains of the same color are in 
the same TRD.  Grain boundaries are colored as follows Σ3 – red, Σ9 – green, Σ27 – blue, HAGB – black, LAGB – purple. 
 
 
 
4.2.2: Martensitic Phase 
As shown in Figure 36, martensite is created at the surface of the tensile bars post lathe-
milling.  This phase was revealed through etching the sample for approximately 10 min with 
Kalinger Reagent 1 (33 mL H2O, 33 mL ethanol, 33 mL 32% HCl, and 1.5 g Cu(II)Cl).  The 
martensite extends approximately 50 µm into the sample.  As Figure 37 indicates, this 
secondary phase significantly changes the mechanical behavior of the material.  The 
martensitic samples have a higher yield stress and lower ductility than samples that were 
post-annealed.  Post-annealing the tensile bars for a total of 15 minutes at 1050°C was found 
to completely remove the martensitic phase. 
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Figure 36 – View of martensitic phase on the surface of tensile bar after post machining.  Phase revealed through etching with 
Kalinger Reagent 1 for approximately 10 min.  Remaining grains are austenite phase. 
 
 
 
 
Figure 37 – True stress-strain curve comparing the mechanical response of tensile bars that were annealed post-machining to remove 
surface layer of martensite to those that were not.  The response of the post-annealed samples are in black, the martensitic samples 
are in yellow. 
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4.2.3: Mechanical Properties 
Before considering the effects of hydrogen, there is a clear difference between the 
mechanical properties of the GBE and annealed samples.  At a strain-rate of 2E-3 s-1, the 
annealed and GBE samples exhibit, effectively, the same elastic and plastic moduli.  
However, yield stress is higher in the annealed sample, 276 MPa, than in the GBE sample 
253 MPa.  The difference in yield strength cannot be attributed only to special boundaries 
due to Hall-Petch type effects.  The GBE samples exhibit higher percent elongation, 52.6%, 
than the annealed specimen, 45.8%.  The percent area reduction between the two conditions 
is nearly the same.  Figure 38 plots the stress-strain response for the GBE and annealed 
samples and Table 4 summarizes the mechanical behavior. 
 At a strain-rate of 2E-4 s-1, similar differences are found between the GBE and 
annealed samples.  The GBE exhibits a lower yield and higher elongation than the annealed.  
The annealed samples do exhibit a higher reduction in area and a slightly higher plastic 
modulus.  These results are summarized in Figure 39 and Table 5.  In general, slower strain 
rate tests allow for a higher degree of plastic strain to failure and higher ultimate stresses 
with lower yield stress as compared to the higher strain rate testing. 
 The mechanical properties of the hydrogen precharged samples differ significantly 
from uncharged specimens.  However, no comparative advantage was found in the GBE 
samples than in the annealed samples.  At the 2E-3 s-1 strain-rate, the hydrogen charged 
samples exhibited higher elastic moduli than uncharged samples.  The plastic modulus went 
unchanged for the GBE samples, but the annealed samples demonstrated an increase.  In 
both conditions, the yield stress increased, by 25.7% in the annealed condition and by 28.9% 
in the GBE sample.  In both conditions, the percent elongation and reduction in area 
changed significantly.  The annealed condition dropped from 45.8% to 39.5%, a 13.8% drop 
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in percent elongation.  The GBE condition dropped from 52.6% to 41.7%, a 20.8% drop in 
percent elongation.  Similarly, the annealed condition experience a 49.3% loss in %RA and 
the GBE condition experienced a 47.3% loss.  While the GBE condition exhibited overall 
lower stress and large strain to failure when charged with hydrogen, the relative comparison 
does not indicate an improved mechanical response. 
 At the 2E-4 s-1 strain-rate, mechanical losses were higher.  The annealed condition 
exhibited a 30.6% increase in yield strength, a 35.1% increase for GBE.  Regarding percent 
elongation, there was a 34.4% loss in ductility for the anneal condition and a 46.7% loss in 
ductility for the GBE condition.  The annealed samples had a 56.0% loss in area reduction 
while the GBE samples had a 46.7% loss.  In this case, the annealed samples exhibited 
higher strain to failure than the GBE samples when precharged with hydrogen. Overall, the 
slower strain-rate tests showed lower overall ductility in the hydrogen samples because of the 
additional time allowed for hydrogen diffusion.  Table 6 summarizes the results of the 
relevant data from all of the tests in all of the material conditions. 
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Figure 38 – True stress-strain curves for tensile samples at strain rate of 2E-3 s-1.  T1 – Annealed w/o H. T2 – Annealed w/ 
H.  T5 – GBE w/o H. T6 – GBE w/ H. 
 
 
 
Table 4 – Mechanical properties of tensile samples evaluated at 2E-3 s-1 strain rate. E – elastic modulus, H – plastic modulus, σy 
– yield strength, σU – ultimate strength, %El – percent elongation, % RA – percent reduction area. 
2E-3 s-1 E (GPa) H (GPa) σy (MPa) σU (MPa) %El %RA 
Annealed 108±7 1.38±0.01 276±3 860±8 45.8% 82.9% 
Annealed-H 174±7 1.46±0.02 347±1 931±6 39.5% 42.0% 
GBE 103±3 1.34±0.02 253±4 850±15 52.6% 82.3% 
GBE-H 180±10 1.33±0.04 326±3 865±16 41.7% 43.0% 
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Figure 39 – True stress-strain curves for tensile samples at strain rate of 2E-4 s-1.  T1 – Annealed w/o H. T2 – Annealed w/ 
H.  T5 – GBE w/o H. T6 – GBE w/ H. 
 
 
 
Table 5 – Mechanical properties of tensile samples evaluated at 2E-4 s-1 strain rate. E – elastic modulus, H – plastic modulus, σy 
– yield strength, σU – ultimate strength, %El – percent elongation, % RA – percent reduction area. 
2E-4 s-1 E (GPa) H (GPa) σy (MPa) σU (MPa) %El %RA 
Annealed 122±1 1.47±0.01 258±1 949±1 54.5% 79.4% 
Annealed-H 190±9 1.61±0.02 337±1 912±1 35.8% 34.9% 
GBE 119±1 1.39±0.02 242±1 904±1 62.3% 62.3% 
GBE-H 176±13 1.57±0.01 327±3 921±1 33.2% 33.2% 
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Table 6 – Summary comparison of the effects of strain rate, microstructure, and hydrogen. 
Strain Rate 2E-3 s-1 2E-4 s-1 2E-3 s-1 2E-4 s-1 2E-3 s-1 2E-4 s-1 2E-3 s-1 2E-4 s-1
Annealed 276±3 258±1 860±8 949±1 45.8% 54.5% 82.9% 79.4%
Annealed-H 347±1 337±1 931±6 912±1 39.5% 35.8% 42.0% 34.9%
GBE 253±4 242±1 850±15 904±1 52.6% 62.3% 82.3% 62.3%
GBE-H 326±3 327±3 865±16 921±1 41.7% 33.2% 43.0% 33.2%
σy (MPa) σU (MPa) %El %RA
 
 
 
4.2.4: Fracture Surface 
SEM analysis of the fracture surface shows similar topography between annealed and GBE 
samples.  Figure 40 & Figure 41 show the fracture surface of an annealed sample and GBE 
sample respectively.  Both show evidence of cupping and failure by a coalescence of 
microvoids.  Figure 42 shows an fracture image of an annealed sample still exhibiting voids, 
even when charged with hydrogen and strained at 2E-3 s-1.  Figure 43 & Figure 44 show 
both the presence of voids and intergranular fracture on a hydrogen precharged annealed 
sample strained at 2E-4 s-1.  Similar behavior was observed in GBE samples, but as previous 
figures indicate, there was little change in mechanical behavior. 
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Figure 40 – Sample T1S1, annealed without hydrogen.  Strained at 2E-3 s-1 exhibiting ball and cup failure and microvoid 
coalescence. 
 
 
 
 
Figure 41 – Sample T3S5, GBE without hydrogen.  Strained at 2E-3 s-1 exhibiting ball and cup failure and microvoid 
coalescence. 
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Figure 42  – Sample T2S1 annealed and charged with hydrogen.  Strained at 2E-3 s-1 .  No longer exhibiting ball and cup 
failure, but still presence of microvoid coalescence. 
 
 
 
 
Figure 43  – Sample T2S2 annealed and charged with hydrogen.  Strained at 2E-4 s-1 .  No longer exhibiting ball and cup 
failure.  Still presence of microvoid coalescence, however there is evidence of some intergranular embrittlement. 
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Figure 44 – Zoom of sample T2S2 annealed and charged with hydrogen.  Strained at 2E-4 s-1 .  Mix of of microvoid coalescence 
and some intergranular embrittlement. 
 
 
 
4.3: Conclusions 
Contrary to previous studies, GBE was not found to increase mechanical properties of 
tensile samples when precharged with 124 wppm (0.671 at%) hydrogen.  At 2E-3 strain-
rates, the GBE samples exhibited higher levels of plastic strain than annealed samples, but a 
relative comparison in mechanical properties does not warrant any increase in mechanical 
behavior – comparatively, both conditions exhibited similar changes in behavior when 
charged with hydrogen.  This was true also at 2E-4 strain-rates, except GBE samples 
experienced even less ductility than annealed samples.  Fractography indicates failure by 
microvoid coalescence with and without hydrogen at 2E-3 strain-rates and some evidence of 
intergranular fracture at 2E-4 strain-rates.  Results from this study point to not using GBE as 
a means to mitigate hydrogen embrittlement.  
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Section 5: Role of Special Boundaries in Hydrogen Embrittlement of AISI 304L  
in Compression at High & Low Strain Rates 
5.1: Methodology 
5.1.1: Sample Preparation 
Experiments were conducted on commercially available 304L stainless steel.  The heat 
provided had a chemical composition (in wt.%) of 0.021 C, 1.74 Mn, 0.55 Si, 0.032 P, 0.029 
S, 18.16 Cr, 8.01 Ni, 0.43 Mo, 0.53 Cu, 0.111 Co, 0.096 N, and balance Fe.  The as-received 
bar stock was cut into 2 bars 6” (152.4 mm) in length to allow for further processing.  Two 
different heat treatments were used to create the annealed and GBE microstructures.  
Samples in the annealed condition were solution annealed at 1050°C in an air furnace for 2 
hours with a 30 min ramp time followed by a water quench.  GBE samples were solution 
annealed for 15 minutes with a 30 minute ramp at 1050°C in an air furnace and quenched.  
Following the solution anneal, each sample was subject to three iterations of a 5% (+0.3%/-
0.1%) rolling reduction followed by a 2 hour anneal at 1020°C (30 min ramp and water 
quench). 
 Mechanical testing samples were prepared from the 6” solution annealed bar with 
electrical discharge machining while submerged in coolant.  Rectangular samples were cut to 
nominal dimensions of 2.5x4x4 mm (0.6 aspect ratio), with the 2.5 mm loading direction 
aligned with the rolling direction.  A square sample was used to keep track of sample 
orientation for microstructural evaluation.  The loading faces were polished to a 3 µm finish 
with diamond suspension for a final loading height of 2.108 ± 0.022 mm. 
Images pre- and post-deformation were created for the both Kolsky and 
compression samples with and without hydrogen in the GBE condition.  To track the local 
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deformation of the sample, one side, a side not in contact with the platens, was polished to 1 
µm diamond suspension followed by a final vibratory polish with 0.02 µm colloidal silica 
suspension (samples in the annealed condition were polished as well for similar geometry).  
Three fiducial marks were made on this polished surface using the indents from a Vickers 
microhardness tester.  The sample was placed into a scanning electron microscope and with 
the use of an EDAX-TSL Hikari camera and OIM DataCollection 7, grain orientation data 
was collected near the fiducial marks. 
After mechanical testing samples exhibited a large amount of slip and surface 
deformation.  Samples were carefully polished with a target polisher starting at 800 grit.  As 
the fiducial marks were polished, the samples were repetitively remarked until a 1 µm finish 
was achieved.  Samples were then again vibratory polish with 0.02 µm colloidal silica 
suspension.  Due to the high surface deformation, the exact amount of material removed is 
not known, but post-deformation EBSD scans correlate with the microstructure pre-
deformation. 
  
5.1.2: Hydrogen Charging 
The GBE and annealed tensile samples were thermally precharged with gaseous hydrogen in 
a custom built chamber [22].  Samples were thoroughly cleaned with isopropanol before 
being placed in the chamber.  The chamber is purged with helium and evacuated before 
charging with commercially pure hydrogen gas (99.9999%) to a pressures of 138 MPa and 
temperature of 300°C.  The samples are left to charge for 16 days for a target hydrogen 
concentration of approximately 150 wppm (0.811 at%) and nearly uniform distribution.  
Samples were stored in liquid nitrogen prior to mechanical testing.  After testing, samples 
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were sectioned with a wet saw and sent to a commercial laboratory to determine hydrogen 
content via vacuum hot extraction (VHE).  VHE results detected an average of 141 ± 3.4 
wppm (0.763 at%) hydrogen in the samples with no indication of dependence on treatment 
type of strain rate. 
 
5.1.3: Mechanical Testing 
Prior to mechanical testing, compression samples were removed from liquid nitrogen and 
placed in water to reach room temperature.  Samples were tested in quasistatic and dynamic 
compression.  Quasistatic were performed on a mechanical load frame at strain rates of 2E-3 
s-1, corresponding to a constant crosshead displacement speed of 0.3 mm/min.  Two 12.7 
mm diameter by 3 mm thick tungsten carbide platens were placed between the anvil and 
base of the load frame.  A mechanical compliance correction was performed for the platen-
anvil system up to 35 kN.  Compression samples were preloaded to 1500 N, approximately 
100 MPa, and then unloaded prior to testing to remove any high points or gaps between 
samples.  Samples were strained to 20% true strain to correspond with high strain rate tests.  
Sample strain was estimated from crosshead displacement considering the compliance 
correction.  The size of the compressive samples was prohibitive to other means of strain 
measurement. 
 Dynamic, high strain-rate Kolsky (Split Hopkinson Pressure Bar) compression tests 
were used to evaluate mechanical properties at nominal strain rates of 6000 s-1.  Specimens 
were placed between two 12.7 mm hardened steel bars, approximately 3 m in length.  A 100 
mm steel striker bar accelerated by pressurized gas was used to impact the incident bar, 
sending a stress wave through the sample and into the second bar.  Strain gages placed on 
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the incident (input) and transmitted (output) bars record the stress waves and allow for the 
calculation of stress and strain data after the sample has reached dynamic equilibrium.  The 
sample was mounted between two steel platens with nominal thickness of 2.6 mm.  Copper 
pulse shapers were used in between the striker and the incident bar to control the shape of 
the stress wave. 
 
5.1.4: Microstructural Evaluation 
Pre- and post-failure EBSD sample data was analyzed to determine dislocation densities 
through use of the Nye Tensor, as in [104].  The Nye Tensor allows for quantitative 
calculation of geometrically necessary dislocation (GND) density based on local curvature.  
It is used to show role of dislocation and local strain on deformation behavior as well grain 
average dislocation densities.  
 
5.2: Results 
5.2.1: Grain Boundary Engineering  
Special boundaries densities and twin connectivity are used to quantify the level of GBE 
achieved by the processing conditions.  The annealed sample was found to have a mean 
grain diameter size of 11.2 ± 4.2 µm, Figure 45a.  The size of the twin related domain (TRD) 
– area of grains that are connected by a twin boundary – in the annealed condition was 
found to be 18.5 ± 1.6 µm, close to that of the nominal grain size.  Additionally, the 
annealed condition had an average of 2.7 grains per TRD.  The annealed samples had the 
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following densities (by length fraction) of special boundaries: Σ3 – 45.4 ± 0.6%, Σ9 – 2.35 ± 
0.21%, Σ27 – 0.58 ± 0.07%, with overall SB fraction of 48.37 ± 0.29%. 
For the GBE samples, the mean grain diameter was 31.2 ± 21.8 µm, Figure 45b.  
The mean diameter of the TRD was found to be 76.1 ± 64.7 µm with an average density of 
6.7 grains per TRD.  The GBE samples had the following densities of special boundaries: Σ3 
– 60.92 ± 1.18%, Σ9 – 6.77 ± 0.42%, Σ27 – 2.73 ± 0.24%, with an overall SB fraction of 
70.42 ± 0.96%.  The GBE samples exhibit larger TRD sizes with higher densities of twins 
per TRD.  There is a significant increase SB densities in the GBE samples, at levels that are 
considered sufficiently GBE.  One drawback of the GBE process is the spread in grain size.  
Creating the GBE microstructure increases the size of some grains while growing new 
annealing twins.  While it would be ideal to have closer agreement in grain size between the 
annealed and GBE condition, the size distribution in the GBE condition encompasses the 
spread in the annealed samples, allowing for further evaluation of mechanical properties. 
 
 
 
  
Figure 45 – a) TRD map of annealed sample.  b) TRD map of GBE sample.  In both a & b) Grains of the same color are in 
the same TRD.  Grain boundaries are colored as follows Σ3 – red, Σ9 – green, Σ27 – blue, HAGB – black, LAGB – purple. 
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5.2.2: Quasi-static Mechanical Properties 
Quasi-static compressive tests were performed at strain rates near 2E-3 s-1.  Due to slight 
variations in the thickness of the sample, the actual strain rate varied over the range of 2.2E-
3 to 2.8E-3 s-1, though mechanical behavior remained failure consistent.  To compare similar 
behavior between quasistatic and dynamic test, quasistatic test were carried out to a 
maximum strain comparable to the maximum strain achieved in the dynamic tests.  Figure 
46 plots the overview of the mechanical behavior of the compressive tests for both annealed 
and GBE conditions, with and without hydrogen.  The C1 series denotes annealed samples 
and the C2 series denotes GBE samples.  While there is a clear difference between the 
behavior of hydrogen charged and non-charged samples, there is only appears to be slight 
differences between the microstructures in each condition.   Figure 47, Figure 48, Figure 49, 
& Figure 50 plot multiple samples of the same condition to illustrate the deviation within 
each set. 
 Annealed samples were found to have a nominal yield stress of 324±7 MPa, reaching 
an ultimate stress of 1270 MPa when strained to approximately 20% strain.  GBE samples 
were found to have a slightly lower nominal yield stress of 317±9 MPa, but measurement 
error prevents making the claim of a decreased yield stress.  From Figure 46, it is clear to see 
that the GBE microstructures achieve a higher stress than the annealed samples at 20% 
strain, but the value reported in Table 7 is much higher due to a few samples being over-
compressed.  The elastic moduli were calculated from the preload portion of the stress-strain 
curve.  The annealed condition was found to have an elastic modulus of 115±11 GPa and 
the GBE condition was found to have an elastic modulus of 102±19.  While these 
measurements are in agreement with each other, they deviate significantly from the value of 
~200 GPa that is commonly reported for stainless steel.  This is most likely due to error in 
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calculating strain using cross-head displacement.  The GBE condition was found to have a 
slightly higher plastic modulus than the annealed sample and can be seen in the steeper slope 
of the plastic zone in Figure 46.  After testing, samples showed slight evidence of barreling, 
indicating additional shear stresses on the surface of the sample due to friction with the 
platens.  This additional stress will increase the values of stress for a given strain. 
 Samples precharged with hydrogen exhibited higher yield strengths, ultimate 
strengths and plastic moduli than their uncharged counterparts.  The precharged annealed 
samples experienced a 33.3% increase in yield strength to 432±22 MPa.  The hydrogen 
precharged GBE samples demonstrated a 32.2% increase in yield strength, increasing to 
419±14 MPa.  At 20% strain, the stress in the annealed sample increased by approximately 
300 MPa when charged with hydrogen.  A difference of approximately 200 MPa was 
observed in the GBE samples.  The plastic modulus of the H-precharged annealed samples 
was found to increase by approximately 30% while the GBE samples plastic modulus only 
increased by approximately 7%.  The elastic moduli measured for the hydrogen charged 
samples were significantly lower and differ by an order of magnitude from reported values.  
Overall, there was clear evidence of hydrogen embrittlement in the compression tests, with 
little variance or advantage of properties afforded to the GBE microstructure. 
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Figure 46 – Comparison of mechanical behavior across all samples. C1 – designates annealed condition. C2 – designates GBE 
condition. H ending denotes hydrogen precharge.  NH ending denotes an uncharged sample. 
 
 
 
Table 7 – Mechanical properties of compression samples evaluated at 2E-3 s-1 strain rate. H – plastic modulus, σy – yield strength, 
σU – ultimate strength, and max strain. 
2E-3 s
-1
 H (GPa) σy (MPa) σU (MPa) Max Strain 
Annealed 5.18±0.25 324±7 1270±80 0.198 
Annealed-H 6.76±0.25 432±22 1530±40 0.197 
GBE 6.58±0.16 317±9 1660±70 0.223 
GBE-H 7.06±0.15 419±14 1620±25 0.201 
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Figure 47 – True stress-strain curves of 5 annealed compression samples not precharged with hydrogen. 
 
 
 
 
Figure 48 – True stress-strain curves of 4 annealed compression samples precharged with hydrogen. 
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Figure 49 – True stress-strain curve of 4 GBE compression samples not precharged with hydrogen. 
 
 
 
 
Figure 50 – True stress-strain curve of 4 GBE compression samples precharged with hydrogen. 
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5.2.3:  Dynamic Mechanical Properties 
A strain-rate of 6000 s-1 was targeted for dynamic mechanical testing.  The actual average 
values achieved during testing are reported in Table 8 along with the associated mechanical 
properties.  The strain-rates achieved are centered around 6000 s-1 with acceptable deviation.  
Contrary to popular opinion, effects of hydrogen embrittlement were noticeable at high 
strain rates in precharged samples.  As Table 8 shows, there is no significant difference in 
mechanical behavior between the annealed and GBE condition.  Figure 51 & Figure 52 
show the stress-strain curves for the annealed and GBE conditions without hydrogen, 
respectively.  As the figures indicate, there is reasonable consistency within each series of 
tests.  Thus, without hydrogen, both conditions exhibit a yield stress of approximately 510 
MPa with similar plastic moduli.  The maximum achieved stress is dependent on the level of 
plastic strain in the sample, but nominally around 900 MPa. 
 When charged with hydrogen, the yield stress in both conditions is approximately 
610 MPa, a 20% increase in yield.  The plastic modulus for the annealed sample was found 
to remain constant when precharged.  However, the plastic modulus for the GBE samples 
was found to decrease with internal hydrogen.  Comparable levels of strain were achieved 
across all sample conditions.  Figure 8 and Figure 10 show the stress-curves for the 
hydrogen precharged samples.  There is good agreement in the mechanical behavior across 
all of the tests. 
 As expected, the dynamic tests exhibit higher yield stresses than comparable 
quasistatic testing.  Interestingly, there is little difference between the mechanical behavior of 
the GBE and annealed condition regardless of whether the sample was precharged with 
hydrogen.  Hydrogen precharging was found to have clear effects on the mechanical 
properties even at high strain rates – though GBE did nothing to mitigate these effects. 
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Table 8 – Mechanical properties of compression samples evaluated at their respective strain-rates. H – plastic modulus, σy – yield 
strength, σU – ultimate strength, and max strain. 
 SR (s
-1
) H (GPa) 
σ
y
 (MPa) σ
U
 (MPa) Final Strain 
Annealed 5700±100 2.31 ±0.13 514±11 916±22 0.212 
Annealed-H 5900±100 2.36 ±0.10 605±34 945±24 0.221 
GBE 6300±200 2.22 ±0.08 510±8 937±12 0.236 
GBE-H 6000±200 1.89 ±0.20 614±18 902±23 0.232 
 
 
 
 
Figure 51 – True stress-strain curves of 5 annealed Kolsky samples not precharged with hydrogen. 
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Figure 52 – True stress-strain curves of 5 annealed Kolsky samples precharged with hydrogen. 
 
 
 
 
Figure 53 – True stress-strain curves of 7 GBE Kolsky samples not precharged with hydrogen. 
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Figure 54 – True stress-strain curves of 5 GBE Kolsky samples precharged with hydrogen. 
 
 
 
Tensile samples are shown to have the lowest yield stress with and without 
hydrogen.  This is most-likely due to friction between the sample and platens in compression 
tests adding shear stress during deformation and increasing the observable yield.  There are 
clear differences between GBE and annealed samples when not in the presence of hydrogen.  
These differences are clearer at lower strain-rates and have less influence as strain-rate 
increases.  However, when the samples are charged with hydrogen, this difference is no 
longer appreciable.  There is a significant difference between the hydrogen charged and non-
charged samples in general, but little distinction can be made within the hydrogen charged 
samples. 
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5.2.4: Microstructure and Role of Special Boundaries 
The data for Figure 55 is generated by estimating dislocation densities of the deformed and 
undeformed microstructure through use of the Nye Tensor.  The HELP mechanism 
proposes that dislocation should increase in plastic zones in the presence of hydrogen.  Nye 
tensor data, thus, should corroborate dislocation densities based on lattice curvature across 
the different processing conditions.  Figure 55 plots the probability density function of 2 
Kolky sample and 2 compression samples.  The one Kolsky sample was deformed 
precharged with hydrogen and one was not; likewise for the compression tests.  The figure 
indicates that the Kolsky sample deformed without precharging had the highest level of 
dislocation densities.  This was followed by the compression sample without hydrogen, then 
the Kolsky sample with hydrogen, and finally the compression sample with hydrogen.  These 
results are contrary to the hypothesis.  It was expected that the hydrogen charged samples 
would exhibit more plastic deformation.  The data does indicate that high strain-rate testing 
generates more dislocation than quasitstatic loading regardless of hydrogen content. 
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Figure 55 – Probability density function of dislocation density (m-2) for Kolksy and compression samples, post deformation, with 
and without hydrogen. 
 
 
 
Figure 56 & Figure 57 plot the deviation of special boundaries from their ideal orientation as 
according to the Brandon criterion.  In Figure 14, the plots are generated before and after 
deformation for a Kolsky test, with and without hydrogen.  In Figure 14, the same data is 
generated for a compression test.  An ideal CSL boundary would have zero deviation, which 
is indicated by the high concentration of low deviations in the before scans for both Kolsky 
and compression.  Plastic strain causes increases in CSL deviation throughout the sample.  
Interestingly, both compression and Kolsky samples that were precharged with hydrogen 
exhibit higher CSL deviation, most notably in Σ3 and Σ9 boundaries.  This indicates a local 
accumulation of plastic strain near these boundaries that is higher in the presence of 
hydrogen. 
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Figure 56 – Deviation from ideal Σ-boundaries for Kolsky samples before and after deformation, with and without hydrogen. 
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Figure 57 – Deviation from ideal Σ-boundaries for compression samples before and after deformation, with and without hydrogen. 
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5.3: Conclusions 
While the overall dislocation densities are shown to be relatively lower in samples that are 
deformed with hydrogen, there is an increase in CSL deviation in hydrogen deformed 
samples.  This is indicates that hydrogen has some effect at relieving strain in the bulk but 
increasing strain near grain boundaries.  It also suggests that special boundaries aide in 
absorbing dislocations created by hydrogen induced defects, most notably Σ3 and Σ9 
boundaries.  These results support the theory of the HELP mechanism and can offer 
explanation why Σ3 boundaries were found to be preferential crack initiation sites in 
previous studies.  
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