We assessed the image-level performance accuracy for neural network architectures including AlexNet (5), GoogLeNet (6), ResNet50 (7), and ResNet50 reduced params where we reduced the number of kernels by half at each layer. These networks have a larger field of view and higher capacity (more parameters) and they tend to easily overfit the training/validation dataset , even when using regularization techniques and aggressive data augmentation. This overfitting with high-capacity models is likely due to the small size of the dataset. The results are presented as the Mean ± SD of three models.
