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Introduction
The European Union struggles to improve its economic performance, trying to implement its so-called Lisbon agenda, while the Dutch government, partly in response to that, is redefining its regional policy in order to stimulate its national economy. At both levels, increasing productivity is seen as one of the main goals of
policy. An efficient policy to increase productivity of course requires knowledge of the factors explaining why some regions and countries do rather better than others.
Here we will concentrate on regional differences (for national differences, see McGuckin & Van Ark, 2004) . Within Europe, as opposed to national differences, within-nation regional differences have not narrowed, and in some cases (UK, Italy, Netherlands, Austria and Germany) have actually increased (Gardiner, Martin & Tyler, 2004) .
Internal economies of scale and localized external economies play an important role in explaining interregional differences in economic performance, both in old spatial economics (Marshal, 1890 , Isard, 1956 ) and in new spatial economics (Krugman, 1991 , Fujita et al. 1999 . In most of this literature, economic performance is interpreted in an absolute sense, leading to the analysis of spatial agglomeration.
Here, we interpret economic performance in relative terms and concentrate on the study of regional differences in labour productivity as one of the prime determinants of regional differences in welfare (Oosterhaven, 1997) .
The standard approach to explaining differences in national or regional labour productivity starts with a production function, and views differences in productivity as the result of rational reactions of firms to national or regional differences in relative prices. Productivity analysis can be based on an econometric approach, based on International trade theory adds to the production function approach that firms do not only react to relative price differences by substituting factors of production, but also by increasing or decreasing production (e.g. Van Marrewijk, 2002) . This leads to emphasising differences in national or regional sector structure. Spatial economics further adds to the production function approach that firms do not only react to differences in relative costs, but also to differences in the transportability and the location of the market demand for their output (e.g. McCann, 1998) . This further emphasises the importance of differences in sector structure.
Besides, economic geography and spatial economics suggest a continuum of localized external economies of scale as a major source of disembodied technology differences (Glaeser et al. 1992 , van Oort, 2004 . The most important distinction relates to the level at which these economies operate, namely from the level of an individual industry (localisation economies), via the level of groups of closely interacting industries, which we label as cluster economies, to the level of the economy as a whole (urbanisation economies). Here we will concentrate on measuring the impact of localisation and cluster economies, along with measuring the impact of the sector structure on the level and growth of labour productivity.
Traditionally, the impact of the sector structure on the value any kind of aggregate variable is measured in a deterministic way by means of decomposition analysis, known as shift-and-share analysis in regional economics and as constant- market-share analysis in international economics. In Section 2 we discuss why the standard decomposition in two components is not suited for our goal. The preferred decomposition adds a third component that happens to be just perfect to measure the impact of localisation and cluster economies. Furthermore, section 2 discusses the problem of decomposing a variable that consist of the ratio of two ratios, i.e. the growth of labour productivity. As the existing method does not have an easy interpretation, we develop a new method that combines a decomposition of production growth with a decomposition of employment growth.
Section 3 summarises the development of regional labour productivity and the empirical outcomes of the decomposition of its levels and growth rates for the Netherlands for the period 1990-2001, based on a classification with 21 sectors and 40 regions. Differences in sector structure are shown to account for about a quarter of the differences in both regional productivity levels and growth rates. Localisation and cluster economies at the level of the 21 sectors distinguished predominately prove to be positive as regards productivity levels, and account for a quarter of the differences in levels and a third of the differences in growth rates.
A major objection against decomposition analysis is its deterministic character (Houston, 1967 , Richardson, 1978 . The components are considered to be of relevance by definition. Section 4 analyses the seriousness of this objection by summarising the results of the econometric study by Broersma & Oosterhaven (2004) , which inter alia tests whether the sector structure component and the localisation economies component are statistically significant. This shows that both are highly significant in explaining differences in levels as well as in growth rates. Besides, the econometric analysis also shows urbanisation economies and diseconomies to be significant simultaneously. Section 5 concludes. 
Decomposition of labour productivity, methodology
The decomposition of any aggregate is almost never unique (for complex cases, see
Oosterhaven & van der Linden, 1997 , Dietzenbacher & Los, 1998 . The decomposition of regional differences in labour productivity levels is relatively simple, but still a choice has to be made. The decomposition of productivity growths rates proves to be a little more complex and so does the choice that has to be made in that case.
Decomposition of productivity levels
In a single-region analysis of a simple variable, such as regional employment growth in shift-and-share analysis, the difference with the national growth rate is mostly decomposed into a sector structure or industry mix component that measures whether fast growing industries are over-presented, and a regional component that measures the regionally weighted difference between regional and national industry growth rates. This standard decomposition, however, is only one of five possible alternatives (Oosterhaven & van Loon, 1979) .
If the research purpose is to compare the same components over several different regions, each component needs to be weighed or measured with the same (mostly national) reference weights or values. As a consequence, for interregional comparisons only one of the five alternatives is acceptable, namely: In the case of a decomposition of labour productivity V = Y/L, with Y = production volume and L = labour volume, the correct weights equal the labour volume shares: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 In the empirical decomposition of the regional differences in productivity level in the next section, all components of (1) are expressed in % of the average national level of productivity of the year at hand. As a consequence, there is no need correct for differences in price levels between different years.
Decomposition of productivity growth rates
A decomposition of productivity growth is more complex, as the growth rate of labour productivity is defined as the ratio of two ratios,
have not found a way in which the aggregate value of regional productivity growth can be written as the simple weighted average of the underlying sectoral values, as is required for applying (1). In the literature, this problem has been solved by separately applying (1) to the productivity levels of the current period 1 and of the base period 0;
after which the corresponding terms of the two sub-decompositions are combined (Timmer, 1999, 109-115) . If that approach is applied to (1), the decomposition of the difference between regional and national productivity growth will equal the sum of the changes in SS, LE and RC from period 0 to period 1, which is a generalisation of To get a better understanding of the economic content of this generalisation, we rearrange the change in SS, LE and RC from (1), as follows:
The first term of (2.1) does indeed give some measure of the effect of the sector structure on productivity growth. But it relates to the absolute growth of productivity by sector, ∆V ni , and not to the growth rate by sector, ∆V ni /V ni0 . The second term of (2.1) gives the effect of the change in sector structure on the level of productivity, which is informative but which does not equal the effect on the growth rate. The third term gives the interaction effect between the first two components. To simplify (2.1), the last two terms may be combined into Σ i ∆(S ri -S ni ) V ni1 , which inadequately measures the effect of the change in sector structure not in terms of the old productivity levels but in terms of the new levels. The last two terms of (2.2) and (2.3) may also be combined to, respectively,
which also results in inadequately measuring the impact of a change in terms of the new values. Although the separate terms are clear, the economic interpretation of the entire decomposition (2) is rather complex. Note that all differences in growth rates in (3) represent %-points deviations from the national growth rate. This means that the national component of regional price inflation is cancelled out. This still leaves regional deviations from the national rate of inflation to be considered. If these are substantial, (3) -and for that matter (2)
-will give a misrepresentation of the differences in real productivity growth.
Unfortunately, there is no systematic information on Dutch regional prices. At the (national) price indices, but these only equals the sector structure component of a real regional price index. It would be false to correct the regional deviation from the nominal national value added growth with this sector structure component, and to suggest that the result equals the regional deviation from the real national value added growth.
Instead of using this partial correction, we prefer to keep the sector structure component of regional price inflation included in the sector structure component of nominal value added growth. An empirical reassurance is that regional differences in price inflation will be close to negligible for integrated, geographically small economies, such as the Netherlands.
Decomposition of productivity levels and growth, outcomes
Before presenting the results of decompositions (1) and (3), we first summarize the actual differences in productivity levels and productivity growth in the Netherlands over the period 1990-2001. Labour productivity is calculated as gross values added in market prices divided by labour volume of employees in full time equivalents, per year (CBS, 1990 (CBS, -2001a . Only in the case of agriculture, the labour volume of employees could be increased with the labour volume of the employers (CBS, 1990 (CBS, -2001b . Experts on the Netherlands will be surprised by the low level for the northern region 3, where the huge Groningen natural gas field is located. The exploitation of natural gas, however, is excluded from the analysis, as its unique institutional character and its size unduly influence regional and even national totals. Finally, productivity is high in the northern region 4 (with a concentration of agriculture and financial services), and in the western regions of greater Rotterdam, IJmond (two more harbour regions, with heavy industry) and greater Amsterdam (the national financial centre with Schiphol airport). Obviously, sectoral characteristics must be important in explaining these differences.
The volume growth of both production and employment shows an interesting spatial pattern along two infrastructural axes, namely one along the A7/A6 motorway from greater Amsterdam through the polder province of Flevoland to the northeast, and a second from greater Amsterdam through the central province of Utrecht along the A2 motorway to the southeast. Comparing Figure 3 and 4, however, shows that Productivity growth is highest in central regions 13 and 17. In Veluwe it is combined with strongly lagging job growth, and in Utrecht it is combined with strongly growing production and jobs. As shown in Appendix 1, the downward deviations in productivity growth are much larger than these two upward deviations.
Region 8 shows a strong downward deviation because of the almost termination of the winning of oil winning in 1996. The relative fall of productivity is also large in the three harbour regions 31, 20, and 2, which suffered from reductions of production that were much larger than the accompanying fall in employment.
As a consequence of these changes, the spatial pattern of the level of productivity in 2001 has changed from that of 1990, but only little (compare Figure 1 and 2). In fact, when the differences in level and growth rates between the regions in Appendix 1 are compared with those between the sectors in Appendix 2, it is obvious that the sectoral differences in productivity levels are far larger than the regional differences. Hence, we expect that regional differences in sector structure (as summarised in Appendix 3) will have a large impact on regional differences in productivity levels. The same holds for productivity growth rate differences, but there the differences between sectors and those between regions are smaller. So we expect the impact of sector structure on productivity growth rates to be smaller than the influence on productivity levels. sectors of specialisation -that are larger than the comparable national levels. The same holds for the western region 27, where specialisation in horticulture produces a higher productivity than the national average of agriculture. For the north-eastern region 8, we find that the winning of natural oil has a higher productivity than the national average of mining and quarrying. These examples show that a positive sector has a lower productivity than the government sector in the rest of the country. The only term for which this weighted equality to zero does not hold is the localisation economies component LE. The positive value of its average signifies that it clearly pays off to regionally specialise in certain industries. On the average this will result in a 1.6% higher level of labour productivity. Given the aggregate character of the sector classification with only 21 sectors (see Appendix 2), these economies might best be labelled as cluster economies.
The mean absolute regional deviation in productivity levels is 6.9%, 2.4%-point of this may be attributed to regional differences in sector structure, and 2.5%-point to cluster economies. The remaining 5.3%-point remains unexplained. Of course the three different components compensate each other partly. Scaling the total of the three to 100%, it may be concluded that 23% of the regional differences may be attributed to sector structure differences and 24% to cluster economies. Table 1 somewhere here --
Decomposition of regional labour productivity growth, 1990-2001
Next, we investigate whether the same or, as we expect, smaller parts of the differences in growth rates may be attributed to differences in sector structure and to The spatial pattern of the dynamic cluster economies in Figure 8 , however, does not bear any resemblance to that of the static cluster economies in Figure 6 .
Regional specialisation has a positive impact on the productivity level in almost all regions, whereas its impact of productivity growth is much more diverse (positive as well as negative) and different for different regions. Most remarkable is the absence of even the slightest core-periphery pattern in the effect of specialisation on growth. The zero value for the average of the dynamic cluster economies, however, does have an economic interpretation. Comparing Table 1 and 2 shows that the spatial clustering of economic activities only has a positive impact on the level of productivity, but not on its growth rate. This is not too surprising, because if it had this would lead to a process of cumulative causation of increasing productivity, which is something found in new spatial economics theory as regards the levels of economic activity that might well all end up in a single region (Krugman, 1991; Fujita et al. 1999 ). Such extreme spatial agglomeration equilibria, however, are hardly found in reality, and not in the Netherlands.
The negative values of dynamic cluster economies in the case of production and employment in Table 2 also have a clear economic interpretation. They signify that sectors that are over-represented in a certain region, on the average, show a slower grow than the national industry average, whereas the sectors that are underrepresented on the average growth faster. This means that there is a clear tendency of convergence of regional sector structures to the national sector structure, at least in the Netherlands at the level of the 21 sectors of Appendix 2. This convergence tendency appears to be rather consistent as it has been found earlier, for longer periods and for different sector classifications (Oosterhaven & Pellenbarg, 1994) .
Furthermore, after rescaling the contributions of the three components, Table 2 shows that 25% of the differences in productivity growth may be attributed to regional differences in sector structure, and 27% and 23% of the differences in production and employment growth. Thus, the expectation that sector structure is of lesser importance in explaining growth differences than in explaining level differences is not confirmed.
The importance is of a comparable size.
In the case of the cluster (dis)economies, contrary to expectation, the importance even becomes larger, as 34% of the differences in growth rates may be attributed to differences in cluster economies and diseconomies.
-- Table 2 somewhere here --
On the statistical significant of the two decompositions
A well-known objection against decomposition analysis is its deterministic character.
Sector structure and localisation economies are assumed to be of importance in explaining regional differences, in our case of productivity levels and productivity growth rates. One way to solve this problem is to replace the decomposition analysis with an analysis of variance (Weeden, 1974) . Another way is to use constrained regression analysis (Buck & Atkins, 1976 , Patterson, 1991 in which, additionally to (1), all in %(-point) deviation from the national average, per region, per year: KL = capital/labour ratio, DR = job density of the own region, DS = potential of the job density in surrounding regions, LS = share of lower schooled labour in total employment, DI = diversification index, ranging from 0 to 100% similarity with the national sector structure.
Clearly, (4) shows that both the sector structure and the localisation economies component (SS and LE) are statistically highly significant, with t-values of 4.0 and 3.0. This sufficiently counters the major objection against decomposition analysis, at least in our case. (4) is the combination of the positive impact of a region's own job density (+0.050) and the negative impact of the job density of surrounding regions (-0.028). Job density is correlated with a series of other variables, all related to the spatial agglomeration of economic activities, which is why it represents a good indicator of the external economies of urbanisation. The positive effect of such urbanisation economies on the own productivity level is as expected, and implies that a doubling of job density raises regional productivity with 5%. This is comparable to the results found for the US and some large European countries (Ciccone & Hall, 1996; Ciccone, 2002) . The negative impact of the job density in Finally, the positive impact of a diversified sector structure confirms the Jane Jacobs (1969) argument that diversity stimulates the spillover of innovation between sectors.
Furthermore of interest in
Next, we reproduce the preferred productivity growth equation Furthermore, note that the impact of both density variables now has reversed quite surprisingly. But this reversal does make sense. The own job density has a positive impact on the level of productivity, indicating clear static economies of urbanisation. But it has a negative impact on the further growth of that productivity due to diseconomies of agglomeration at high density levels, such as traffic congestion, and shortages of land and labour, which -at least in the Netherlands -are obvious to any casual observer. In such cases, the external economies of information exchange will be passed on to firms in surrounding regions, and that is precisely why a high job density in surrounding regions has a positive impact on the own productivity growth.
Finally, a diversified economy did have a positive effect on the level of productivity in (4), but (5) shows that diversity do not have a dynamic impact on the further growth of productivity.
Conclusion
Compared to the existing literature, this paper has developed a new method for the decomposition of a double ratio, such as the growth of regional labour productivity.
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