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Introduction
Soient F un corps local non archime´dien de caracte´ristique nulle, V un espace vec-
toriel de dimension finie sur F , muni d’une forme quadratique non de´ge´ne´re´e q, D0 une
droite de V qui n’est pas isotrope pour q, W l’orthogonal de D0 dans V . Notons G le
groupe spe´cial orthogonal de V et H celui de W , que l’on identifie a` un sous-groupe de
G. Soient pi, resp. ρ, une repre´sentation admissible irre´ductible de G(F ), resp. H(F ), que
l’on re´alise dans un espace Epi, resp. Eρ. Notons HomH(F )(pi, ρ) l’espace des applications
line´aires ϕ : Epi → Eρ telles que ϕ ◦pi(h) = ρ(h) ◦ϕ pour tout h ∈ H(F ). Notons m(ρ, pi)
la dimension de cet espace. D’apre`s un the´ore`me de Aizenbud, Gourevitch, Rallis et
Schiffmann ([AGRS]), on a m(ρ, pi) ≤ 1. Supposons pi et ρ tempe´re´es. Dans les articles
[W2] et [W3], on a e´tabli une formule qui calcule m(ρ, pi) comme somme d’inte´grales sur
des sous-tores non ne´cessairement maximaux de H de fonctions qui se de´duisent des ca-
racte`res de pi et ρ. D’apre`s les travaux encore en cours d’Arthur, la the´orie de l’endoscopie
tordue relie les repre´sentations pi et ρ, ou plus exactement les L-paquets qui contiennent
ces repre´sentations, a` des repre´sentations autoduales de groupes line´aires. Indiquons plus
pre´cise´ment de quel groupe line´aire il s’agit, par exemple pour la repre´sentation pi. No-
tons d la dimension de V . Si d est pair, le groupe est GLd. Si d est impair, G apparaˆıt
usuellement comme groupe endoscopique de GLd−1 tordu. Mais G est aussi un groupe
endoscopique de GLd tordu et, pour ce que nous faisons, il semble que cette deuxie`me in-
terpre´tation soit plus pertinente. D’apre`s la conjecture locale de Gross-Prasad, le nombre
m(ρ, pi) doit eˆtre relie´ a` un facteur  de la paire de repre´sentations de groupes line´aires
correspondant a` la paire (ρ, pi). Cela sugge`re l’existence d’une formule inte´grale, paralle`le
a` celle e´voque´e ci-dessus, qui calcule ce facteur  de paire. Inversement, une telle formule
devrait permettre, via la the´orie de l’endoscopie tordue, de prouver la conjecture locale
de Gross-Prasad pour les repre´sentations tempe´re´es. Le but de l’article est d’e´tablir cette
formule inte´grale.
Oublions maintenant les objets introduits ci-dessus, qui n’ont servi que de motivation.
On conserve toutefois le corps F . Soient r et m deux entiers positifs ou nuls. Posons
d = m+ 1 + 2r, G = GLd, H = GLm. Soit pi une repre´sentation admissible irre´ductible
et tempe´re´e de G(F ). On suppose pi autoduale, c’est-a`-dire qu’elle est isomorphe a` sa
contragre´diente pi∨. Soit ρ une repre´sentation de H(F ) ve´rifiant des conditions similaires.
Notons θd l’automorphisme de G de´fini par θd(g) = Jd
tg
−1
J−1d , ou` Jd est la matrice
antidiagonale de coefficients (Jd)i,d+1−i = (−1)
i. Introduisons le groupe non connexe
Go{1, θd} et sa composante connexe G˜ = Gθd. Puisque pi est autoduale, elle se prolonge
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en une repre´sentation du groupe non connexe G(F ) o {1, θd}. Elle se prolonge meˆme
de deux fac¸ons. Fixons un caracte`re ψ : F → C× continu et non trivial. La the´orie des
mode`les de Whittaker permet de choisir l’un des prolongements. On note p˜i la restriction
de ce prolongement a` G˜(F ). On effectue des constructions analogues pour H et ρ. Selon
Jacquet, Piatetskii-Shapiro et Shalika, on de´finit le facteur (s, pi × ρ, ψ) pour s ∈ C.
Notons ωpi et ωρ les caracte`res centraux de pi et ρ. Soit enfin ν un e´le´ment de F
×. On
pose
ν(p˜i, ρ˜) = ωpi((−1)
[m/2]2ν)ωρ((−1)
1+[d/2]2ν)(1/2, pi × ρ, ψ).
C’est ce terme que nous allons calculer par une formule inte´grale.
Remarque. Pour e´viter un pie`ge, signalons que l’e´quation fonctionnelle locale n’en-
traˆıne pas que ce terme est un signe ±1, mais seulement que c’est une racine quatrie`me
de l’unite´.
Pour manier plus aise´ment les objets G˜ et H˜, on les interpre`te comme des groupes
tordus. Soient V un espace vectoriel de dimension d sur F , W un sous-espace de dimen-
sion m et Z un sous-espace de V supple´mentaire de W . Par le choix d’une base de V , G
s’identifie au groupe GL(V ) des automorphismes line´aires de V . Notons V ∗ l’espace dual
de V . Alors G˜ s’identifie a` l’espace Isom(V, V ∗) des isomorphismes line´aires de V sur V ∗
ou, si l’on pre´fe`re, a` l’espace des formes biline´aires non de´ge´ne´re´es sur V . Le groupe G
agit a` droite et a` gauche sur G˜ par
(g, x˜, g′) 7→ tg
−1
◦ x˜ ◦ g′
pour g, g′ ∈ G et x˜ ∈ G˜. On note simplement (g, x˜, g′) 7→ gx˜g′ ces actions. Le point base
θd s’identifie a` une forme symplectique si d est pair, a` une forme quadratique si d est
impair. On renvoie a` 2.1 pour plus de pre´cision. De meˆme, H˜ s’identifie a` Isom(W,W ∗).
Fixons une forme quadratique non de´ge´ne´re´e ζ˜ sur Z. On suppose qu’elle est somme
orthogonale d’une forme hyperbolique et de la forme x 7→ 2νx2 de dimension 1. On
interpre`te ζ˜ comme un e´le´ment de Isom(Z,Z∗). On plonge alors H˜ dans G˜ : un e´le´ment
y˜ ∈ Isom(W,W ∗) s’identifie a` l’e´le´ment de Isom(V, V ∗) qui envoie W sur W ∗, Z sur Z∗,
et dont les restrictions a` W , resp. Z, co¨ıncident avec y˜, resp. ζ˜.
Tout e´le´ment x˜ ∈ G˜ de´finit un automorphisme θx˜ de G caracte´rise´ par l’e´galite´
x˜g = θx˜(g)x˜. On de´finit la notion de sous-tore maximal de G˜ de la fac¸on suivante. Soient
T un sous-tore maximal de G de´fini sur F et B un sous-groupe de Borel de G, contenant
T mais pas force´ment de´fini sur F . Notons T˜ le sous-ensemble des e´le´ments x˜ ∈ G˜ tels
que θx˜ conserve T et B. C’est un espace principal homoge`ne pour chacune des actions
de T a` droite ou a` gauche. Pour x˜ ∈ T˜ , la restriction a` T de θx˜ ne de´pend pas de x˜. On
note cet automorphisme θT˜ . Nous dirons que T˜ est un sous-tore maximal de G˜ si T˜ (F )
n’est pas vide.
Conside´rons une de´compositionW =W ′⊕W ′′. PosonsH ′ = GL(W ′), H˜ ′ = Isom(W ′,W ′∗).
Soit T˜ ′ un sous-tore maximal de H˜ ′, auquel est associe´ un sous-tore maximal T ′ de H ′, et
soit ζ˜H,T ∈ Isom(W
′′,W ′′∗) une forme quadratique. On impose les conditions suivantes :
- la dimension de W ′ est paire ;
- T˜ ′ est anisotrope, c’est-a`-dire que le seul sous-tore de´ploye´ contenu dans le sous-
ensemble des e´le´ments de T ′ fixes par θT˜ ′ est e´gal a` {1} ;
- le groupe spe´cial orthogonal de la forme ζ˜H,T sur W
′′ est quasi-de´ploye´ ainsi que
celui de la forme ζ˜G,T = ζ˜H,T ⊕ ζ˜ sur W
′′ ⊕ Z.
On note T˜ l’ensemble des e´le´ments y˜ ∈ H˜ tels que y˜(W ′) = W ′∗, y˜(W ′′) = W ′′∗,
que la restriction de y˜ a` W ′ appartienne a` T˜ ′ et que la restriction de y˜ a` W ′′ co¨ıncide
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avec ζ˜H,T . On note T l’ensemble des sous-ensembles T˜ de H˜ obtenus de cette fac¸on. Le
groupe H(F ) agit par conjugaison sur H˜ . Cette action conserve l’ensemble T . On fixe
un ensemble de repre´sentants T de l’ensemble des orbites.
Soit T˜ ∈ T , reprenons pour cet e´le´ment les objets de´finis ci-dessus, en notant sim-
plement T = T ′. L’action de T (F ) par conjugaison conserve T˜ (F ). On note T˜ (F )/θ
l’ensemble des orbites. C’est une varie´te´ analytique sur F sur laquelle on de´finit une
certaine mesure. On de´finit aussi sur cette varie´te´ deux fonctions ∆H˜ et ∆r, des valeurs
absolues de certains de´terminants. On de´finit e´galement un groupe de Weyl W (H, T˜ ).
Tous ces termes sont e´le´mentaires, on renvoie a` 1.4 et 3.2 pour des de´finitions pre´cises.
Ce qui est plus crucial est d’associer a` p˜i et ρ˜ deux fonctions cp˜i et cρ˜ sur T˜ (F )/θ. Soit t˜ un
e´le´ment de T˜ (F ) en position ge´ne´rale, notons Gt˜ la composante neutre du sous-groupe
des points fixes par θt˜ dans G. Ce groupe se de´compose en Tθ×SO(ζ˜G,T ), ou` Tθ = T ∩Gt˜
et SO(ζ˜G,T ) est le groupe spe´cial orthogonal de la forme quadratique ζ˜G,T introduite
ci-dessus. A p˜i est associe´ un caracte`re Θp˜i qui est une fonction localement inte´grable
sur G˜(F ). Plus pre´cise´ment, d’apre`s un re´sultat d’Harish-Chandra ge´ne´ralise´ au cas non
connexe par Clozel, ce caracte`re admet au voisinage de t˜ un de´veloppement en combi-
naison line´aire de transforme´es de Fourier d’inte´grales orbitales nilpotentes. C’est-a`-dire,
notons gt˜ l’alge`bre de Lie de Gt˜ et Nil(gt˜) l’ensemble des orbites nilpotentes dans gt˜(F ).
Il existe un voisinage ω de 0 dans gt˜(F ) et, pour tout O ∈ Nil(gt˜), il existe un nombre
complexe cp˜i,O(t˜) de sorte que, pour toute fonction ϕ ∈ C
∞
c (gt˜(F )) a` support dans ω, on
ait l’e´galite´ ∫
gt˜(F )
Θp˜i(t˜exp(X))ϕ(X)dX =
∑
O∈Nil(gt˜)
cp˜i,O(t˜)
∫
O
ϕˆ(X)dX,
ou` ϕˆ est la transforme´e de Fourier de ϕ. Evidemment, pour que cette formule ait un
sens, on doit de´finir pre´cise´ment la transformation de Fourier ainsi que les diverses me-
sures. Remarquons que les orbites nilpotentes dans gt˜(F ) sont les meˆmes que celles dans
l’alge`bre de Lie so(ζ˜G,T )(F ). Supposons d’abord d impair. Alors, parce que dim(W
′) est
paire, l’espace W ′′ ⊕ Z de la forme ζ˜G,T est de dimension impaire. Puisque cette forme
est quasi-de´ploye´e, il y a une unique orbite nilpotente re´gulie`re dans so(ζ˜G,T )(F ). On la
note Oreg et on pose cp˜i(t˜) = cp˜i,Oreg(t˜). Supposons maintenant d pair. Alors so(ζ˜G,T )(F )
posse`de en ge´ne´ral plusieurs orbites nilpotentes re´gulie`res. Mais on peut en se´lectionner
une de la fac¸on suivante. On peut de´composer l’espace W ′′ ⊕ Z muni de sa forme ζ˜G,T
en somme orthogonale d’un hyperplan X et d’une droite D0 sur laquelle la forme qua-
dratique est e´quivalente a` x 7→ 2νx2. Nos hypothe`ses impliquent que le groupe spe´cial
orthogonal SO(X) est quasi-de´ploye´. Puisque dim(X) est impaire, so(X)(F ) posse`de une
unique orbite nilpotente re´gulie`re. Fixons un point de cette orbite et notons Oν l’orbite
dans so(ζ˜G,T )(F ) qui contient ce point. C’est encore une orbite nilpotente re´gulie`re. On
pose cp˜i(t˜) = cp˜i,Oν(t˜). On a ainsi de´fini une fonction cp˜i presque partout sur T˜ (F ). Cette
fonction est invariante par conjugaison par T (F ) et peut eˆtre conside´re´e comme une
fonction sur T˜ (F )/θ. Par une construction similaire, on de´finit une fonction cρ˜ presque
partout sur le meˆme ensemble.
Posons
geom,ν(p˜i, ρ˜) =
∑
T˜∈T
|W (H, T˜ )|−1
∫
T˜ (F )/θ
cp˜i(t˜)cρ˜(t˜)D
H˜(t˜)∆r(t˜)dt˜.
Cette expression est absolument convergente. Notre re´sultat principal est le the´ore`me
7.1 dont voici l’e´nonce´.
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The´ore`me. Soit pi, resp. ρ, une repre´sentation admissible, irre´ductible, tempe´re´e et
autoduale de G(F ), resp. H(F ). Alors on a l’e´galite´
geom,ν(p˜i, ρ˜) = ν(p˜i, ρ˜).
Comme nous l’avons explique´, notre motivation est la conjecture locale de Gross-
Prasad. Nous ignorons si cette fac¸on, plutoˆt complique´e, de calculer un facteur  peut
avoir d’autres applications.
La de´monstration reprend celle de [W2] et [W3]. Donnons de tre`s bre`ves indications
dans le cas ou` r = 0 et d = m + 1 (en fait, ce cas ne peut pas eˆtre traite´ a` part
car la preuve utilise une re´currence complique´e sur le couple (d,m)). Conside´rons une
fonction f˜ ∈ C∞c (G˜(F )) qui est tre`s cuspidale, cf. 1.7. On de´finit une suite (ΩN )N≥1 de
sous-ensembles ouverts compacts de H(F )\G(F ) ve´rifiant les proprie´te´s usuelles
ΩN ⊂ ΩN+1 pour tout N et
⋃
N
ΩN = H(F )\G(F ).
On note κN la fonction caracte´ristique de l’image re´ciproque de ΩN dans G(F ). Cela
e´tant, on pose
JN (Θρ˜, f˜) =
∫
G(F )
∫
H˜(F )
Θρ˜(y˜)f˜(g
−1y˜g)dy˜κN(g)dg.
Cette inte´grale est absolument convergente. Comme pour la formule des traces locale
d’Arthur, il y a deux fac¸ons de calculer la limite de cette expression quand N tend vers
l’infini. L’une, que l’on peut qualifier de ”ge´ome´trique”, et qui est la re´plique de celle
de [W2] ; l’autre, que l’on peut qualifier de ”spectrale”, qui s’appuie sur la formule de
Plancherel pour le groupe G(F ) et qui est la re´plique de celle de [W3]. Ces deux voies
conduisent a` une e´galite´
Jgeom(Θρ˜, f˜) = limN→∞JN(Θρ˜, f˜) = Jspec(Θρ˜, f˜).
Les deux expressions extreˆmes contiennent des distributions (en f˜) qui ne sont pas inva-
riantes : des inte´grales orbitales ponde´re´es et des caracte`res ponde´re´s. Le proce´de´ habituel
d’Arthur permet par re´currence d’en de´duire d’autres expressions qui ne contiennent plus
que des distributions invariantes, et qui continuent d’eˆtre e´gales entre elles. Supposons
que p˜i est ”elliptique”, le cas ge´ne´ral s’en de´duisant assez facilement. On prend pour f˜
un pseudo-coefficient de p˜i. Alors les deux expressions ”invariantes” ci-dessus deviennent
respectivement geom,ν(p˜i, ρ˜) et ν(p˜i, ρ˜), ce qui prouve l’e´galite´ de ces deux termes.
Expliquons pourquoi apparaˆıt le terme (1/2, pi× ρ, ψ). Notons Epi et Eρ des espaces
dans lesquels se re´alisent pi et ρ. Conside´rons l’espace HomH(F )(pi, ρ) des applications
line´aires ϕ : Epi → Eρ telles que ϕ◦pi(h) = ρ(h)◦ϕ pour tout h ∈ H(F ). D’apre`s [AGRS],
cet espace est de dimension 1. Pour ϕ ∈ HomH(F )(pi, ρ) et y˜ ∈ H˜(F ), l’application line´aire
ρ˜(y˜)−1 ◦ϕ◦ p˜i(y˜) appartient encore a` HomH(F )(pi, ρ) et ne de´pend pas de y˜. Il existe donc
un nombre c ∈ C× tel que
ρ˜(y˜)−1 ◦ ϕ ◦ p˜i(y˜) = cϕ
pour tous ϕ ∈ HomH(F )(pi, ρ) et y˜ ∈ H˜(F ). C’est ce nombre c qui apparaˆıt naturellement
dans nos calculs spectraux. Or le the´ore`me 2.7 de [JPSS] permet de calculer c : a` des
termes e´le´mentaires pre`s, c’est (1/2, pi × ρ, ψ).
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Voici le contenu de l’article. La premie`re section rassemble des de´finitions et re´sultats
ge´ne´raux sur les ”groupes tordus”, selon la terminologie de Labesse. La deuxie`me intro-
duit plus pre´cise´ment les groupes GLd tordus. La partie ”ge´ome´trique” de notre formule
inte´grale est traite´e dans la section 3. La section 4 contient les majorations ne´cessaires
pour prouver les diverses convergences d’inte´grales utilise´es dans la section 6. La section
5 e´tablit le re´sultat e´voque´ ci-dessus, a` savoir que (1/2, pi × ρ, ψ) mesure la compati-
bilite´ des deux prolongements p˜i et ρ˜. La partie ”spectrale” de la formule inte´grale est
traite´e dans la section 6. Le the´ore`me principal est prouve´ dans la septie`me et dernie`re
section. Ainsi qu’on l’a de´ja` dit, nos preuves sont paralle`les a` celles de [W2] et [W3], au
point d’eˆtre parfois identiques. Pour e´pargner le lecteur, ou par paresse, on s’est souvent
contente´ d’indiquer sommairement les modifications a` apporter ou meˆme simplement
d’affirmer les re´sultats sans de´monstration.
Remarque sur la notation. Dans les articles [W2] et [W3], on avait utilise´ la
lettre θ pour noter les caracte`res ou quasi-caracte`res (θpi, θf etc...). Ici, cette lettre sera
re´serve´e aux automorphismes des groupes line´aires. Les caracte`res ou quasi-caracte`res
seront note´s par la lettre Θ.
Je remercie R. Beuzart pour m’avoir signale´ une erreur dans une premie`re version de
ce texte.
1 Notations, groupes tordus
1.1 Notations ge´ne´rales
Soit F un corps local non archime´dien de caracte´ristique nulle. On note |.|F la valeur
absolue usuelle de F , valF la valuation, oF l’anneau des entiers et pF son ide´al maximal.
On fixe une cloˆture alge´brique F¯ de F et une uniformisante $F de F .
Toutes les varie´te´s alge´briques seront suppose´es de´finies sur F , sauf mention explicite
du contraire. De meˆme pour les actions d’un groupe alge´brique sur une varie´te´. Soit G
un groupe alge´brique re´ductif connexe. On note AG le plus grand tore de´ploye´ central
dans G, X(G) le groupe des caracte`res de G de´finis sur F , AG = Hom(X(G),R) et
A∗G = X(G)⊗Z R le dual de AG. On note g l’alge`bre de Lie de G et
G× g → g
(g,X) 7→ gXg−1
l’action adjointe.
Quand on de´finit un objet relatif au groupe G, on peut pre´ciser si besoin est la
notation en introduisant la lettre G en exposant. Par exemple, les inte´grales orbitales
ponde´re´es sont note´es JM(x, f) s’il n’y a pas d’ambigu¨ite´ sur le groupe ambiant G, ou
JGM(x, f) si cela semble pre´fe´rable.
Pour toute bijection θ d’un ensemble X dans lui-meˆme, on note Xθ le sous-ensemble
des points fixes.
1.2 Groupes tordus
On appelle groupe tordu un couple (G, G˜) ve´rifiant les conditions qui suivent. Le
terme G est un groupe re´ductif connexe. Le terme G˜ est une varie´te´ alge´brique telle que
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G˜(F ) 6= ∅. Il y a deux actions de groupe alge´brique de G sur G˜, a` droite et a` gauche,
note´es
G× G˜ → G˜ G˜×G → G˜
(g, x˜) 7→ gx˜ (x˜, g) 7→ x˜g.
Chacune d’elles fait de G˜ un espace principal homoge`ne sur G.
Conside´rons un tel groupe tordu. Notons Aut(G) le groupe des automorphismes de
G. Il existe une unique application alge´brique
G˜ → Aut(G)
x˜ 7→ θx˜
de sorte que l’on ait l’e´galite´ x˜g = θx˜(g)x˜ pour tous x˜ ∈ G˜ et g ∈ G. De θx˜ se de´duit des
automorphismes de X(G), de AG, de AG etc... qui ne de´pendent pas de x˜ ∈ G˜(F ). On
les note θG˜. On suppose
Hypothe`se : θG˜ est d’ordre fini.
Le groupe G ope`re sur G˜ par conjugaison : (g, x˜) 7→ gx˜g−1. Pour tout sous-ensemble
X˜ de G˜, on note NormG(X˜) le normalisateur de X˜ dans G et ZG(X˜) son centralisateur.
Si X˜ est re´duit a` un point {x˜}, on note simplement ces groupes ZG(x˜) et on note Gx˜
la composante neutre de ZG(x˜). La varie´te´ G˜ ope`re sur G par (x˜, g) 7→ θx˜(g). Si X est
un sous-ensemble de G, on de´finit alors son normalisateur NG˜(X) et son centralisateur
ZG˜(X), avec la variante ZG˜(x) quand X est re´duit a` un point {x}.
On note AG˜ le plus grand sous-tore de AG sur lequel θG˜ agit trivialement. On note
AG˜, resp. A
∗
G˜
, le sous-groupe des e´le´ments de AG, resp. A
∗
G fixe´s par θG˜. On note aG˜
la dimension de AG˜. On de´finit un homomorphisme HG˜ : G(F ) → AG˜ par HG˜(g)(χ) =
log(|χ(g)|F ) pour tous g ∈ G(F ) et χ ∈ X(G)
θG˜.
On note G˜ss le sous-ensemble des e´le´ments semi-simples de G˜, c’est-a`-dire des x˜ ∈ G˜
tels qu’il existe un sous-tore maximal T de G, de´fini sur F¯ , et un sous-groupe de Borel
B de G, de´fini sur F¯ et contenant T , tels que θx˜ conserve T et B. Si x˜ ∈ G˜ss(F ), on pose
DG˜(x˜) = |det(1− θx˜)|g/gx˜ |F .
On note G˜reg l’ensemble des e´le´ments fortement re´guliers de G˜, c’est-a`-dire l’ensemble
des e´le´ments x˜ tels que ZG(x˜) soit abe´lien et Gx˜ soit un tore.
On appelle sous-groupe parabolique tordu (P, P˜ ) un couple ve´rifiant les conditions
suivantes. Le terme P est un sous-groupe parabolique de G. Le terme P˜ est son norma-
lisateur dans G˜ et on suppose P˜ (F ) 6= ∅. Pour un tel couple, on appelle composante de
Le´vi tordue un couple (M, M˜) tel que M soit une composante de Le´vi de P et M˜ est
l’intersection des normalisateurs de P et M dans G˜. On appelle groupe de Le´vi tordu de
(G, G˜) un couple (M, M˜) tel qu’il existe un sous-groupe parabolique tordu (P, P˜ ) dont
(M, M˜) est une composante de Le´vi tordue. On ve´rifie qu’un groupe de Le´vi tordu est un
groupe tordu (c’est-a`-dire que M˜(F ) 6= ∅, cf. [W1] 1.6). Pour un tel groupe de Le´vi tordu,
on note P(M˜) l’ensemble des sous-groupes paraboliques tordus (P, P˜ ) de composante de
Le´vi tordue (M, M˜), F(M˜) l’ensemble des sous-groupes paraboliques tordus (Q, Q˜) tels
que M ⊂ Q et M˜ ⊂ Q˜ et L(M˜) l’ensemble des groupes de Le´vi tordus (L, L˜) tels que
M ⊂ L et M˜ ⊂ L˜. Soit (Q, Q˜) un sous-groupe parabolique tordu. On e´crit simplement
Q˜ = L˜U pour signifier que :
- L˜ est le second membre d’une composante de Le´vi tordue (L, L˜) de (Q, Q˜) ;
- U est le radical unipotent de Q.
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Si (M, M˜) est un groupe de Le´vi fixe´ et que (Q, Q˜) appartient a` F(M˜), il sera de
plus suppose´ que L˜ contient M˜ .
Comme dans le cas non tordu, les Le´vi tordus se caracte´risent comme les commu-
tants de tores de´ploye´s. Pre´cise´ment, soit A un sous-tore de´ploye´ de G, notons M son
commutant dans G et ZG˜(A) son commutant dans G˜. Supposons ZG˜(A)(F ) 6= ∅. Alors
(M,ZG˜(A)) est un Le´vi tordu. Prouvons cela. On sait bien que M est un Le´vi de G.
Choisissons un e´le´ment x∗ ∈ X∗(A) en position ge´ne´rale et posons a = x∗($F ). Alors M
est le commutant de a. Notons P le sous-groupe parabolique de G, de composante de
Le´viM , dont le radical unipotent est engendre´ par les sous-groupes radiciels associe´s aux
racines α de AM telles que |α(a)|F > 1. Soit x˜ ∈ ZG˜(A). Puisque θx˜ fixe a, il conserve
aussiM et P . Donc x˜ appartient a` l’ensemble M˜ de´fini comme plus haut, et ZG˜(A) ⊂ M˜ .
Puisque ZG˜(A)(F ) n’est pas vide, M˜(F ) ne l’est pas non plus, ce qui est la condition
pour que (M, M˜) soit un groupe de Le´vi tordu. De plus, ZG˜(A) et M˜ sont e´videmment
tous deux des espaces principaux homoge`nes pour le groupe M . Ils sont donc e´gaux, ce
qui prouve l’assertion. Inversement, tout groupe de Le´vi tordu (M, M˜) est le commutant
au sens ci-dessus du tore AM˜ .
Soit Pmin un sous-groupe parabolique minimal de G et Mmin une composante de Le´vi
de Pmin. On peut comple´ter ces donne´es, de fac¸on unique, en un sous-groupe parabolique
tordu (Pmin, P˜min) et une composante de Le´vi tordue (Mmin, M˜min). En effet, P˜min est le
normalisateur de Pmin dans G˜ et M˜min est le normalisateur de Mmin dans P˜min. On doit
voir que M˜min(F ) 6= ∅. Soit y˜ ∈ G˜(F ). Alors le couple (θy˜(Pmin), θy˜(Mmin)) est forme´ d’un
sous-groupe parabolique minimal de G et d’une composante de Le´vi de ce sous-groupe.
Deux tels couples sont conjugue´s par un e´le´ment de G(F ). Choisissons donc g ∈ G(F ) tel
que la conjugaison par g envoie (θy˜(Pmin), θy˜(Mmin)) sur (Pmin,Mmin). Posons x˜ = gy˜.
Alors x˜ appartient a` M˜min(F ).
On appelle sous-tore maximal tordu un couple (T, T˜ ) ve´rifiant les conditions sui-
vantes. Le terme T est un sous-tore maximal de G. Le terme T˜ est une sous-varie´te´ de
G˜. L’ensemble T˜ (F ) n’est pas vide et il existe un sous-groupe de Borel B de G, de´fini sur
F¯ , contenant T , tel que T˜ soit l’intersection des normalisateurs de T et B dans G˜. Cela
entraˆıne que l’on a T˜ = T x˜ = x˜T pour tout x˜ ∈ T˜ . La restriction a` T de l’automorphisme
θx˜ ne de´pend pas de x˜, on la note θT˜ ou simplement θ si cela ne cre´e pas d’ambigu¨ite´.
On note Tθ la composante neutre du sous-groupe des points fixes T
θ.
Evidemment, pour un couple (G, G˜), ou (P, P˜ ) etc... le premier terme G ou P etc...
est uniquement de´termine´ par le second G˜ ou P˜ etc... Dans la suite de l’article, on parlera
simplement du groupe tordu G˜, ou du sous-groupe parabolique tordu P˜ etc... Les termes
G ou P etc... seront utilise´s si besoin est sans les de´finir explicitement. D’autre part, on
peut utiliser les de´finitions que l’on vient d’introduire dans le cas ou` G˜ = G muni des
multiplications a` droite et a` gauche. On supprime alors les ;˜ par exemple, on de´finit les
ensembles P(M), L(M), la fonction HP etc...
Remarque. Les espaces tordus ont e´te´ introduits par Labesse. D’autres auteurs
pre´fe`rent e´tudier les groupes non connexes. Un espace tordu (G, G˜) apparaˆıt comme
une composante d’un tel groupe. En effet, fixons x˜ ∈ G˜(F ). D’apre`s l’hypothe`se de
finitude faite plus haut, on peut choisir un entier n ≥ 1 tel que l’image de θnx˜ dans le
groupe des automorphismes exte´rieurs de G soit e´gale a` 1. Donc θnx˜ est l’automorphisme
inte´rieur associe´ a` un e´le´ment du groupe adjoint Gad(F ). L’image de G(F ) dans Gad(F )
est d’indice fini. Quitte a` accroˆıtre n, on peut donc supposer que θnx˜ est l’automorphisme
inte´rieur associe´ a` un e´le´ment x ∈ G(F ). Fixons un tel x. Conside´rons le groupe abe´lien
libre X˜ engendre´ par x˜. Il agit sur G : x˜m agit par θmx˜ . Conside´rons le produit semi-direct
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Go X˜ , puis le plus petit sous-groupe distingue´ de ce produit contenant x−1x˜n. Notons
G+ le quotient. Alors G+ est un groupe line´aire alge´brique de composante neutre G et
G˜ s’identifie a` la composante connexe de G+ qui contient x˜. Cette remarque permet
d’appliquer les re´sultats de´montre´s dans la litte´rature pour des groupes non connexes.
1.3 Les espaces AM˜
Soit G˜ un groupe tordu. Fixons un Le´vi minimal Mmin de G. On note L
G˜ l’ensemble
des Le´vis tordus M˜ de G˜ tels que Mmin ⊂ M . On de´finit le groupe de Weyl usuel
WG = NormG(F )(Mmin)/Mmin.
On munit AMmin d’un produit scalaire invariant par l’action du groupe de Weyl W
G.
Pour tout Le´vi tordu M˜ , on en de´duit par conjugaison et restriction un produit scalaire
sur AM˜ . Si L˜ est un Le´vi tordu tel que M˜ ⊂ L˜, on note A
L˜
M˜
l’orthogonal de AL˜ dans
AM˜ . On note ζ 7→ ζL˜ et ζ 7→ ζ
L˜ les projections orthogonales de AM˜ sur AL˜, resp. sur
AL˜
M˜
. Fixons un sous-groupe compact spe´cial K de G(F ) en bonne position relativement
a` Mmin et supposons Mmin ⊂ M . Soit P˜ = M˜U ∈ P(M˜). On de´finit une fonction
HP˜ : G(F ) → AM˜ par HP˜ (g) = HM˜(m) pour g = muk, avec m ∈ M(F ), u ∈ U(F ) et
k ∈ K.
On fixe une extension de HG˜ a` G˜(F ), c’est-a`-dire une fonction que l’on note encore
HG˜ : G˜(F )→ AG˜ telle queHG˜(gx˜g
′) = HG˜(g)+HG˜(x˜)+HG˜(g
′) pour tous g, g′ ∈ G(F ) et
x˜ ∈ G˜(F ). Pour tout Le´vi tordu M˜ , on en de´duit une fonction analogue HM˜ : M˜(F )→
AM˜ de la fac¸on suivante. Posons W
M˜ = NormG(F )(M˜)/M(F ). Fixons, ainsi qu’il est
loisible, une extension H ′
M˜
de HM˜ a` M˜(F ) de sorte que la compose´e de cette fonction et
de la projection orthogonale de AM˜ sur AG˜ co¨ıncide avec la restriction de HG˜ a` M˜(F ).
Pour g ∈ NormG(F )(M˜) et x˜ ∈ M˜(F ), le terme H
′
M˜
(gx˜g−1) ne de´pend que de l’image w
de g dans W M˜ . Notons-le H ′
M˜
(wx˜w−1). D’autre part, le groupe W M˜ agit naturellement
dans AM˜ . On pose
HM˜(x˜) = |W
M˜ |−1
∑
w∈W M˜
w−1H ′
M˜
(wx˜w−1).
L’application HM˜ ainsi de´finie sur M˜(F ) est un prolongement de l’application note´e
de la meˆme fac¸on sur M(F ). Elle ne de´pend pas de l’application auxiliaire H ′
M˜
. Si
L˜ ∈ L(M˜), la restriction de HL˜ a` M˜(F ) co¨ıncide avec la compose´e de HM˜ et de la
projection orthogonale de AM˜ sur AL˜. Pour g ∈ G(F ), la conjugaison par g de´finit un
isomorphisme de AM˜ sur AgM˜g−1 et on a l’e´galite´ HgM˜g−1(gx˜g
−1) = gHM˜(x˜)g
−1 pour
tout x˜ ∈ M˜(F ).
1.4 Mesures
Soient G un groupe re´ductif connexe, Mmin un groupe de Le´vi minimal de G et K un
sous-groupe compact spe´cial de G(F ) en bonne position relativement a`Mmin. Fixons une
mesure de Haar sur G(F ) et munissons K de la mesure de masse totale 1 (remarquons
que l’on ne suppose pas que cette mesure sur K soit e´gale a` la restriction de la mesure
sur G(F )). Alors, pour tout P = MU ∈ F(Mmin), Arthur a de´fini une mesure de Haar
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sur les groupes M(F ) et U(F ), cf. [A1] paragraphe 1. Soit T un tore. Si T est de´ploye´,
on munit T (F ) de la mesure telle que le plus grand sous-groupe compact de T (F ) soit de
mesure 1. En ge´ne´ral, on munit AT (F ) de cette mesure puis T (F ) de celle pour laquelle
la mesure quotient sur T (F )/AT (F ) soit de masse totale 1.
Fixons un caracte`re continu non trivial ψ de F . On munit F de la mesure autoduale
pour ψ. Fixons une forme biline´aire syme´trique non de´ge´ne´re´e < ., . > sur g(F )× g(F ),
invariante par l’action adjointe de G(F ). Pour toute sous-alge`bre h de g telle que la
restriction de < ., . > a` h(F ) soit non de´ge´ne´re´e, on munit h(F ) de la mesure de Haar
autoduale pour le bicaracte`re (X, Y ) 7→ ψ(< X, Y >). Soit H un sous-groupe de G,
supposons que l’on a muni H(F ) d’une mesure de Haar dh et que la restriction de
< ., . > soit non de´ge´ne´re´e. La mesure sur h(F ) se rele`ve par l’exponentielle en une
mesure de Haar d′h sur H(F ) qui n’a aucune raison d’eˆtre celle que l’on a fixe´e. On note
ν(H) la constante telle dh = ν(H)d′h (en fait, nous n’utiliserons cette notation que dans
le cas ou` H est un sous-tore de G).
Supposons que G soit la premie`re composante d’un groupe tordu (G, G˜). La mesure
sur G(F ) en de´termine une sur l’espace principal homoge`ne G˜(F ). Conside´rons un sous-
tore maximal tordu (T, T˜ ). Le groupe T (F ) agit par conjugaison sur T˜ (F ). Notons T˜ (F )/θ
l’ensemble des orbites. Il est naturellement muni d’une structure de groupe de Lie sur F
et d’une action de T (F ) par multiplication a` gauche. Pour tout t˜ ∈ T˜ (F )/θ, l’application
Tθ(F ) → T˜ (F )/θ
t 7→ tt˜
est un isomorphisme local. Il existe une mesure sur T˜ (F )/θ, invariante par l’action de
T (F ) et inde´pendante du choix de t˜, telle que cette application conserve localement les
mesures. On munit T˜ (F )/θ de cette mesure. On pose
W (G, T˜ ) = NormG(F )(T˜ )/T (F ).
On dit que T˜ est elliptique dans G˜ si AT˜ = AG˜. Fixons un ensemble T (G˜), resp. Tell(G˜),
de repre´sentants des classes de conjugaison par G(F ) dans l’ensemble des sous-tores
maximaux tordus, resp. et elliptiques, de G˜. On fixe des ensembles analogues pour tout
Le´vi tordu. La formule de Weyl prend l’une ou l’autre des formes suivantes∫
G˜(F )
f˜(x˜)dx˜ =
∑
T˜∈T (G˜)
|W (G, T˜ )|−1[T (F )θ : Tθ(F )]
−1
∫
T˜ (F )/θ
∫
Tθ(F )\G(F )
f˜(g−1t˜g)dgDG˜(t˜)dt˜
=
∑
M˜∈LG˜
|WM ||WG|−1
∑
T˜∈Tell(M˜)
|W (M, T˜ )|−1[T (F )θ : Tθ(F )]
−1
∫
T˜ (F )/θ
∫
Tθ(F )\G(F )
f˜(g−1t˜g)dgDG˜(t˜)dt˜
pour toute fonction f˜ ∈ C∞c (G˜(F )).
On note AG˜,F , resp. AAG˜,F , l’image par l’application HG˜ de G(F ), resp. AG˜(F ). On
note A∨
G˜,F
, resp. A∨AG˜,F , le re´seau dans A
∗
G˜
forme´ des λ tels que λ(ζ) ∈ 2piZ pour tout
ζ ∈ AG˜,F , resp. ζ ∈ AAG˜,F . On munit le quotient iA
∗
G˜
/iA∨AG˜,F de la mesure de Haar
de masse totale 1. On pose iA∗
G˜,F
= iA∗
G˜
/iA∨
G˜,F
et on le munit de la mesure telle que
l’application naturelle iA∗
G˜,F
→ iA∗
G˜
/iA∨AG˜,F pre´serve localement les mesures.
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1.5 Inte´grales orbitales ponde´re´es
Dans la suite de cette section, on fixe un groupe tordu (G, G˜). On suppose fixe´s
un Le´vi minimal Mmin de G et un sous-groupe compact spe´cial K de G(F ) en bonne
position relativement a` Mmin. Soit M˜ ∈ L
G˜. La the´orie des (G,M)-familles se ge´ne´ralise
au cas tordu en une the´orie des (G˜, M˜)-familles. En particulier, soit g ∈ G(F ). De la
famille de points (HP˜ (g))P˜∈P(M˜) se de´duit une (G˜, M˜)-famille (vP˜ (g))P˜∈P(M˜ ) : on pose
vP˜ (g, λ) = e
−λ(HP˜ (g)) pour λ ∈ iA∗
M˜
. De cette (G˜, M˜)-famille se de´duit un nombre vM˜(g),
cf. [A2] p.37. Soient f˜ ∈ C∞c (G˜(F )) et x˜ ∈ M˜(F )∩G˜reg(F ). On de´finit l’inte´grale orbitale
ponde´re´e
JM˜(x˜, f˜) = D
G˜(x˜)1/2
∫
Gx˜(F )\G(F )
f˜(g−1x˜g)vM˜(g)dg.
Ces inte´grales ve´rifient les meˆmes conditions de re´gularite´ et de croissance que dans le
cas non tordu.
1.6 Quasi-caracte`res
Soit x˜ ∈ G˜ss(F ). On de´finit la notion de bon voisinage ω ⊂ gx˜(F ) : la de´finition
est la meˆme qu’en [W2] 3.1, en ajoutant quelques .˜ On note Nil(gx˜) l’ensemble des
orbites nilpotentes dans gx˜(F ). Pour tout O ∈ Nil(gx˜), l’inte´grale orbitale sur O a
pour transforme´e de Fourier une distribution localement inte´grable, que l’on note X 7→
jˆ(O, X). Evidemment, on doit de´finir correctement les mesures, on renvoie pour cela a`
[W2] 1.2.
Soit Θ une fonction de´finie presque partout sur G˜(F ) et invariante par conjugaison
par G(F ). On dit que c’est un quasi-caracte`re si, pour tout x˜ ∈ G˜ss(F ), il existe un bon
voisinage ω de 0 dans gx˜(F ) et, pour tout O ∈ Nil(gx˜), il existe cΘ,O(x˜) ∈ C de sorte
que l’on ait l’e´galite´
Θ(x˜exp(X)) =
∑
O∈Nil(gx˜)
cΘ,O(x˜)jˆ(O, X)
pour presque tout X ∈ ω. Cette de´finition est la meˆme qu’en [W2] 4.1. Dans cette
re´fe´rence, on avait note´ θ les quasi-caracte`res. Pour une raison e´vidente, on croit bon ici
de modifier cette notation.
1.7 Fonctions tre`s cuspidales
Soit f˜ ∈ C∞c (G˜(F )). On dit que f˜ est tre`s cuspidale si et seulement si, pour tout
sous-groupe parabolique tordu propre P˜ = M˜U de G˜ et pour tout x˜ ∈ M˜(F ), on a
l’e´galite´ ∫
U(F )
f˜(x˜u)du = 0.
Les inte´grales orbitales ponde´re´es des fonctions tre`s cuspidales posse`dent les meˆmes
proprie´te´s que dans le cas non tordu. En particulier, soient f˜ une fonction tre`s cuspidale
et x˜ ∈ G˜reg(F ). Notons M˜(x˜) le commutant de AGx˜ dans G˜, au sens de 1.2. C’est un
Le´vi tordu de G˜. Quitte a` conjuguer Mmin et K, on peut supposer M˜(x˜) ∈ L
G˜. On pose
ΘJ
f˜
(x˜) = (−1)aM˜(x˜)−aG˜DG˜(x˜)−1/2JM˜(x˜)(x˜, f˜).
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Cela ne de´pend pas de la conjugaison effectue´e. La fonction ΘJ
f˜
ainsi de´finie est invariante
par conjugaison par G(F ).
Proposition. Soit f˜ ∈ C∞c (G˜(F )) une fonction tre`s cuspidale. Alors Θ
J
f˜
est un quasi-
caracte`re.
La preuve est exactement la meˆme que dans le cas non tordu, cf. [W2] corollaire 5.9.
1.8 Distributions locales associe´es a` une fonction tre`s cuspidale
Soit x˜ ∈ G˜ss(F ). Supposons que Gx˜ soit le produit de deux groupes re´ductifs connexes
Gx˜ = G
′×G′′, chacun conserve´ par ZG(x˜)(F ). Tout e´le´ment X ∈ gx˜(F ) se de´compose en
la somme d’un e´le´ment de g′(F ) et d’un e´le´ment de g′′(F ). On note X = X ′ +X ′′ cette
de´composition. On note f 7→ f ] la transformation de Fourier partielle dans C∞c (gx˜(F ))
relative a` la deuxie`me variable, c’est-a`-dire
f ](X) =
∫
g′′(F )
f(X ′ + Y ′′)ψ(< Y ′′, X ′′ >)dY ′′.
Soit ω ⊂ gx˜(F ) un bon voisinage de 0. On suppose que ω = ω
′ + ω′′, avec ω′ ⊂ g′(F ) et
ω′′ ⊂ g′′(F ).
Soit f ∈ C∞c (G˜(F )) une fonction tre`s cuspidale. On de´finit une fonction Θ
J
f˜ ,x˜,ω
sur
gx˜,reg(F ) par
ΘJ
f˜ ,x˜,ω
(X) =
{
0, si X 6∈ ω,
ΘJ
f˜
(x˜exp(X)), si X ∈ ω.
Pour g ∈ G(F ), on de´finit gf˜x˜,ω ∈ C
∞
c (gx˜(F )) par
gf˜x˜,ω(X) =
{
0, si X 6∈ ω,
f˜(g−1x˜exp(X)g), si X ∈ ω.
On pose gf˜ ]x˜,ω = (
gf˜x˜,ω)
]. Cette fonction ve´rifie la proprie´te´ suivante :
(1) soit P˜ = M˜U un sous-groupe parabolique tordu tel que P˜ 6= G˜ et x˜ ∈ M˜(F ) ;
alors ∫
U(F )
uf˜
]
x˜,ω(X)du = 0
pour tout X ∈ mx˜(F ).
La preuve est la meˆme que celle de [W2] lemme 5.5(i).
Soit M˜ un Le´vi de G˜ tel que x˜ ∈ M˜(F ). Quitte a` conjuguer Mmin et K, on peut
supposer M˜ ∈ LG˜. On de´finit une fonction J ]
M˜,x˜,ω
(., f˜) sur mx˜(F ) ∩ gx˜,reg(F ) par
J ]
M˜,x˜,ω
(X, f˜) = DGx˜(X)1/2
∫
Gx˜exp(X)(F )\G(F )
gf˜
]
x˜,ω(X)vM˜(g)dg.
Cela ne de´pend pas de la conjugaison effectue´e. On a
(2) Si AM˜ ( AGx˜exp(X), on a J
]
M˜,x˜,ω
(X, f˜) = 0.
La preuve est la meˆme que celle de [W2] lemme 5.5(ii).
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Soit X ∈ gx˜,reg(F ). Notons M˜(X) le commutant de AGx˜exp(X) dans G˜. C’est un Le´vi
tordu de G˜ qui contient x˜. On pose
ΘJ,]
f˜ ,x˜,ω
(X) = (−1)aM˜(X)−aG˜DGx˜(X)−1/2J ]
M˜(X),x˜,ω
(X, f˜).
La fonction ΘJ,]
f˜ ,x˜,ω
ainsi de´finie est invariante par conjugaison par Gx˜(F ).
On de´finit la notion de quasi-caracte`re sur une alge`bre de Lie de meˆme que l’on a
de´fini cette notion sur un groupe ou un groupe tordu.
Proposition. Les fonctions ΘJ
f˜ ,x˜,ω
et ΘJ,]
f˜ ,x˜,ω
sont des quasi-caracte`res sur gx˜(F ). La
seconde est la transforme´e de Fourier partielle de la premie`re, c’est-a`-dire que, pour
toute ϕ ∈ C∞c (gx˜(F )),on a l’e´galite´∫
gx˜(F )
ΘJ,]
f˜ ,x˜,ω
(X)ϕ(X)dX =
∫
gx˜(F )
ΘJ
f˜ ,x˜,ω
(X)ϕ](X)dX.
La premie`re assertion concernant la fonction ΘJ
f˜ ,x˜,ω
re´sulte de la proposition du para-
graphe pre´ce´dent. La deuxie`me assertion se de´montre comme dans le cas non tordu, cf.
[W2] proposition 5.8. Puisque ΘJ
f˜ ,x˜,ω
est un quasi-caracte`re a` support compact modulo
conjugaison, il existe une fonction ϕ ∈ C∞c (gx˜(F )), tre`s cuspidale, telle que Θ
J
f˜ ,x˜,ω
soit
e´gal au quasi-caracte`re ΘJϕ associe´ a` ϕ, cf. [W2] proposition 6.4. Le lemme 6.1 de [W2]
se ge´ne´ralise imme´diatement aux transforme´es de Fourier partielles : la transforme´e de
Fourier partielle de ΘJϕ est Θ
J
ϕ], et c’est un quasi-caracte`re. Puisque cette transforme´e de
Fourier est ΘJ,]
f˜ ,x˜,ω
, cela entraˆıne la premie`re assertion concernant cette fonction. 
1.9 Repre´sentations de groupes tordus
On appelle repre´sentation de G˜(F ) un triplet (pi, p˜i, E), ou` E est un espace vectoriel
complexe, pi une repre´sentation de G(F ) dans E et p˜i une application de G˜(F ) dans le
groupe Aut(E) des automorphismes C-line´aires de E telle que pi(g)p˜i(x˜)pi(g′) = p˜i(gxg′)
pour tous g, g′ ∈ G(F ) et x˜ ∈ G˜(F ). Deux repre´sentations (pi1, p˜i1, E1) et (pi2, p˜i2, E2)
sont dites e´quivalentes s’il existe un isomorphisme C-line´aire A : E1 → E2 et un e´le´ment
B ∈ Aut(E1), commutant a` la repre´sentation pi1, de sorte que pi1(g) = A
−1pi2(g)A pour
tout g ∈ G(F ) et p˜i1(x˜) = BA
−1p˜i2(x˜)A pour tout x˜ ∈ G˜(F ).
Soit (pi, p˜i, E) une repre´sentation de G˜(F ). On dit qu’elle est lisse, ou admissible, si
pi l’est. On dit qu’elle est unitaire s’il existe un produit hermitien de´fini positif sur E tel
que p˜i prenne ses valeurs dans le groupe unitaire pour ce produit. Nous dirons qu’elle
est tempe´re´e si elle est unitaire, si pi est de longueur finie et si toutes les composantes
irre´ductibles de pi sont tempe´re´es. On de´finit la contragre´diente (pi∨, p˜i∨, E∨) : (pi∨, E∨)
est la contragre´diente de (pi, E) et p˜i∨ est de´finie par < p˜i∨(x˜)eˇ, e >=< eˇ, p˜i(x˜)−1e >.
Pour λ ∈ A∗
G˜
⊗R C, on de´finit (piλ, p˜iλ, E) par p˜iλ(x˜) = e
λ(HG˜(x˜))p˜i(x˜). On dit que la
repre´sentation est G(F )-irre´ductible si pi est irre´ductible. Fixons un point quelconque
x˜ ∈ G˜(F ). La donne´e d’une repre´sentation G(F )-irre´ductible est simplement la donne´e
de deux objets
- une repre´sentation irre´ductible (pi, E) de G(F ) telle que la repre´sentation g 7→
pi(θx˜(g)) soit e´quivalente a` pi ;
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- un ope´rateur p˜i(x˜) de E tel que pi(θx˜(g)) = p˜i(x˜)pi(g)p˜i(x˜)
−1 pour tout g ∈ G(F ).
En pratique, nous noterons simplement p˜i la repre´sentation (pi, p˜i, E). Nous noterons
sans plus de commentaire pi la repre´sentation de G(F ) associe´e et Ep˜i l’espace E. On note
Temp(G˜) l’ensemble des classes d’isomorphie de repre´sentations admissibles irre´ductibles
et tempe´re´es de G˜(F ), que nous identifions a` un ensemble de repre´sentants de ces classes.
Soient P˜ = M˜U un sous-groupe parabolique tordu de G˜ et τ˜ une repre´sentation
admissible de M˜(F ). On de´finit la repre´sentation induite IndGP (τ˜) de G˜(F ). Elle se re´alise
dans l’espace habituel de la repre´sentation IndGP (τ), que l’on note E
G
P,τ . Soient e ∈ E
G
P,τ
et x˜ ∈ G˜(F ). Fixons y˜ ∈ M˜(F ), soit γ l’e´le´ment de G(F ) tel que x˜ = γy˜. Alors on a
l’e´galite´
(IndGP (τ˜ , x˜)e)(g) = δP (y˜)
1/2τ˜ (y˜)e(θ−1y˜ (gγ))
pour tout g ∈ G(F ), ou` δP est e´tendu de fac¸on naturelle a` M˜(F ). Supposons que M
contienne Mmin. On peut aussi re´aliser la repre´sentation induite dans l’espace K
G
P,τ des
restrictions a` K des e´le´ments de EGP,τ . Supposons τ˜ tempe´re´e. On de´finit une (G˜, M˜)-
famille (RP˜ ′(τ))P˜ ′∈P(M˜), qui prend ses valeurs dans l’espace des ope´rateurs de K
G
P,τ , par
RP˜ ′(τ, λ) = RP ′|P (τ)
−1RP ′|P (τλ)
pour λ ∈ iA∗
M˜
, ou` RP ′|P (τ) est l’ope´rateur d’entrelacement normalise´, cf. [A3] the´ore`me
2.1. On associe a` cette (G˜, M˜)-famille un ope´rateur RM˜ (τ˜). On de´finit le caracte`re
ponde´re´ de τ˜ : c’est la distribution
f˜ 7→ J G˜
M˜
(τ˜ , f˜) = trace(RM˜(τ)Ind
G
P (f˜))
sur C∞c (G˜(F )). Dans le cas ou` M˜ = G˜, c’est le caracte`re habituel de τ˜ et on le note
plutoˆt f˜ 7→ Θτ˜ (f˜). D’apre`s [C] theorem 2, ce caracte`re est une distribution localement
inte´grable.
1.10 Inte´grales orbitales ponde´re´es invariantes
En utilisant les caracte`res ponde´re´s de la section pre´ce´dente, le proce´de´ habituel
d’Arthur permet de construire des inte´grales orbitales ponde´re´es invariantes a` l’aide
des inte´grales f˜ 7→ JM˜(x˜, f˜). Rappelons la construction. Pour ζ ∈ AG˜, notons 1HG˜=ζ
la fonction caracte´ristique de l’ensemble des x˜ ∈ G˜(F ) tels que HG˜(x˜) = ζ . Notons
Hac(G˜(F )) l’espace des fonctions f˜ : G˜(F )→ C telles que
(1) f˜ est biinvariante par un sous-groupe ouvert compact de G(F ) ;
(2) pour tout tout ζ ∈ AG˜, la fonction 1HG˜=ζ f˜ est a` support compact sur G˜(F ).
Pour f˜ ∈ C∞c (G˜(F )) et M˜ ∈ L
G˜, Arthur montre qu’il existe une fonction φM˜(f˜) ∈
Hac(M˜(F )) telle que, pour toute repre´sentation p˜i ∈ Temp(M˜) et tout ζ ∈ HM˜(M˜(F )) ⊂
AM˜ , on ait l’e´galite´∫
iAM˜,F
JL˜(p˜iλ, f˜)exp(−λ(ζ))dλ =
∫
iAM˜,F
Θp˜iλ(φM˜(f˜)1HM˜=ζ)exp(−λ(ζ))dλ
= mes(iAM˜,F )Θp˜i(φM˜(f˜)1HM˜=ζ).
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On fixe de telles fonctions φM˜(f˜). Pour x˜ ∈ M˜(F )∩G˜reg(F ), on de´finit l’inte´grale orbitale
invariante IM˜(x˜, f˜) par re´currence sur aM˜ − aG˜ par la formule
IM˜(x˜, f˜) = JM˜(x˜, f˜)−
∑
L˜∈L(M˜),L˜ 6=G˜
I L˜
M˜
(x˜, φL˜(f˜)1HL˜=HL˜(x˜)).
Soit f˜ ∈ C∞c (G˜(F )). On lui associe une fonction Θf˜ sur G˜reg(F ) de la fac¸on suivante.
Soit x˜ ∈ G˜reg(F ). Notons M˜(x˜) le commutant de AGx˜ dans G˜. Choisissons g ∈ G(F ) tel
que gM˜(x˜)g−1 ∈ LG˜. On pose
Θf˜(x˜) = (−1)
aM˜(x˜)−aG˜DG˜(x˜)−1/2IgM˜(x˜)g−1(gx˜g
−1, f˜).
Cela ne de´pend pas du choix de g.
Pour f˜ ∈ C∞c (G˜(F )), on dit que f˜ est cuspidale si et seulement si, pour tout groupe
de Le´vi tordu M˜ ( G˜ et pour tout x˜ ∈ G˜reg(F ) ∩ M˜(F ), on a JG˜(x˜, f˜) = 0. On a la
proprie´te´ suivante, que nous e´nonc¸ons avant de l’expliquer :
(3) pour toute fonction cuspidale f˜ ∈ C∞c (G˜(F )), pour tout M˜ ∈ L
G˜ et pour tout
e´le´ment x˜ ∈ M˜(F ) ∩ G˜reg(F ) qui est elliptique dans M˜(F ), on a l’e´galite´
DG˜(x˜)−1/2(−1)aM˜−aG˜IM˜(x˜, f˜) =
∑
O∈{Πell(G˜)}
c(O)
∫
iA∗
G˜,F
Θp˜iλ(x˜)Θ(p˜iλ)∨(f˜)dλ.
Que x˜ soit elliptique dans M˜(F ) signifie que AGx˜ = AM˜ . L’ensemble Πell(G˜) est un
certain sous-ensemble de celui des repre´sentations tempe´re´es virtuelles de G˜(F ). Il est
stable par l’action p˜i 7→ p˜iλ de iA
∗
G˜
. L’ensemble {Πell(G˜)} est l’ensemble des orbites de
cette action. Pour chaque orbite O, on choisit un point base p˜i ∈ O. Enfin, c(O) est un
certain coefficient. La somme est en fait finie car, pour tout sous-groupe ouvert compact
K ′ de G(F ), il n’y a qu’un nombre fini d’orbites pour lesquelles une repre´sentation de
l’orbite admet des invariants non nuls par K ′.
Cf. [W6] the´ore`me 7.1 et, dans le cas non tordu, [A4] the´ore`me 5.1.
Lemme. Soit f˜ ∈ C∞c (G˜(F )) une fonction cuspidale. Alors Θf˜ est un quasi-caracte`re
de G˜(F ).
La preuve est la meˆme qu’en [W3] 2.5, en utilisant [C] theorem 3.
1.11 Un lemme d’annulation
Soient pi une repre´sentation admissible de G(F ) et B une forme biline´aire sur Epi∨ ×
Epi. Soit A ∈ EndC(Epi) un ope´rateur lisse, c’est-a`-dire qu’il existe un sous-groupe ouvert
compact K ′ de G(F ) tel que pi(k)Api(k′) = A pour tous k, k′ ∈ K ′. Pour un tel sous-
groupe K ′, fixons une base BK
′
du sous-espace EK
′
pi et introduisons la base duale {eˇ; e ∈
BK
′
} de EK
′
pi∨ (pour l’accouplement usuel, note´ < ., . >, entre ces deux espaces). Posons
traceB(A) =
∑
e∈BK′
B(eˇ, A(e)).
Ce terme ne de´pend ni du choix de K ′, ni de celui de la base.
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Soient P˜ = M˜U un sous-groupe parabolique tordu et τ une repre´sentation admissible
de M(F ). On suppose
(1) P˜ 6= G˜.
Supposons pi = IndGP (τ), Epi = E
G
P,τ et Epi∨ = E
G
P,τ∨. Pour un e´le´ment y˜ ∈ M˜(F ),
conside´rons la condition suivante :
(H)y˜ soient e ∈ E
G
P,τ et e
′ ∈ EGP,τ∨ tels que e
′(θy˜(g))⊗ e(g) = 0 pour tout g ∈ G(F ) ;
alors B(e′, e) = 0.
Conside´rons aussi la condition :
(H) la repre´sentation τ se prolonge en une repre´sentation τ˜ de M˜(F ) ; soient e ∈ EGP,τ
et e′ ∈ EGP,τ∨ tels que e
′(g)⊗ e(g) = 0 pour tous g ∈ G(F ) ; alors B(e′, e) = 0.
Soit f˜ ∈ C∞c (G˜(F )). Supposons
(2) f˜ est tre`s cuspidale.
Pour un e´le´ment x˜ ∈ G˜(F ), on note f˜x˜ la fonction sur G(F ) de´finie par f˜x˜(g) = f˜(gx˜).
Lemme. On suppose ve´rifie´es les conditions (1) et (2).
(i) Soit y˜ ∈ M˜(F ), supposons ve´rifie´e la condition (H)y˜. Alors traceB(Ind
G
P (τ, f˜y˜)) =
0.
(ii) Supposons ve´rifie´e la condition (H). Alors traceB(Ind
G
P (τ˜ , f˜)) = 0.
Preuve. On ne perd rien a` supposer que K est en bonne position relativement a` M .
Conside´rons la situation de (i). Fixons un sous-groupe ouvert compact K ′ de K tel que f˜
soit biinvariante par K ′ et par K ′′ = θy˜(K
′). On fixe un ensemble de repre´sentants Γ′ de
l’ensemble des doubles classes P (F )\G(F )/K ′. L’ensemble Γ′′ = θy˜(Γ
′) est un ensemble
de repre´sentants de l’ensemble des doubles classes P (F )\G(F )/K ′′. Choisissons une base
BK
′
de (EGP,τ )
K ′ telle que, pour tout e′ ∈ BK
′
, il existe γ′ ∈ Γ′ de sorte que le support de
e soit inclus dans P (F )γ′K ′. L’e´le´ment correspondant eˇ′ de la base duale ve´rifie la meˆme
proprie´te´, avec le meˆme γ′. Choisissons de meˆme une base BK
′′
de (EGP,τ )
K ′′. Pour tout
e′ ∈ BK
′′
, on a l’e´galite´
IndGP (τ, f˜y˜)e
′′ =
∑
e′∈BK′
< eˇ′, IndGP (τ, f˜y˜)e
′′ > e′,
d’ou`
(3) traceB(Ind
G
P (τ, f˜y˜)) =
∑
e′∈BK′ ,e′′∈BK′′
B(eˇ′′, e′) < eˇ′, IndGP (τ, f˜y˜)e
′′ > .
Fixons e′ ∈ BK
′
et e′′ ∈ BK
′′
. Soient γ′ ∈ Γ′ et γ′′ ∈ Γ′′ tels que le support de e′ soit
contenu dans P (F )γ′K ′ et celui de e′′ soit contenu dans P (F )γ′′K ′′. Si γ′′ 6= θy˜(γ
′), on a
eˇ′′(θy˜(g)) ⊗ e
′(g) = 0 pour tout g ∈ G(F ). Donc B(eˇ′′, e′) = 0 d’apre`s (H)y˜. Supposons
γ′′ = θy˜(γ
′). On calcule
< eˇ′, IndGP (τ, f˜y˜)e
′′ >=
∫
K
∫
G(F )
f˜y˜(g) < eˇ
′(h), e′′(hg) > dg dh
=
∫
K
∫
G(F )
f˜y˜(h
−1g) < eˇ′(h), e′′(g) > dg dh
=
∫
K
∫
K
∫
M(F )
∫
U(F )
f˜(h−1muky˜) < eˇ′(h), τ(m)e′′(k) > δP (m)
1/2du dmdk dh.
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Par les changements de variables k 7→ θy˜(k), u 7→ θy˜(u), on obtient
< eˇ′, IndGP (τ, f˜y˜)e
′′ >=
∫
K
∫
θ−1y˜ (K)
∫
M(F )
∫
U(F )
f˜(h−1my˜uk)
< eˇ′(h), τ(m)e′′(θy˜(k)) > δP (my˜)
1/2du dmdk dh.
Fixons h, k,m et supposons < eˇ′(h), τ(m)e′′(θy˜(k)) > 6= 0. Alors h ∈ P (F )γ
′K ′ et θy˜(k) ∈
P (F )γ′′K ′′. Cette dernie`re condition entraˆıne k ∈ P (F )γ′K ′. Mais alors k ∈ P (F )hK ′.
Ecrivons k = m′u′hk′, avec m′ ∈ M(F ), u′ ∈ U(F ), k′ ∈ K ′. Conside´rons l’inte´grale
inte´rieure de la formule ci-dessus. Puisque f˜ est invariante a` droite par K ′, le k′ disparaˆıt.
Par le changement de variables u 7→ m′uu′−1m′−1, cette inte´grale devient
δP ′(m
′)1/2
∫
U(F )
f˜(h−1my˜m′uh)du.
Elle est nulle puisque f˜ est tre`s cuspidale. Donc < eˇ′, IndGP (τ, f˜y˜)e
′′ >= 0. Tous les termes
de (3) sont donc nuls, ce qui prouve l’assertion (i) de l’e´nonce´.
Conside´rons la situation de (ii). Fixons y˜ ∈ M˜(F ). On a l’e´galite´ IndGP (τ˜ , f˜) =
IndGP (τ, f˜y˜)Ind
G
P (τ˜ , y˜). De´finissons une forme biline´aire B
′ sur EGP,τ∨ × E
G
P,τ par
B′(e′, e) = B(IndGP (τ˜ , y˜)
−1e′, e).
On ve´rifie formellement que traceB(Ind
G
P (τ˜ , f˜)) = traceB′(Ind
G
P (τ, f˜y˜)) et que la condi-
tion (H) pour B entraˆıne la condition (H)y˜ pour B
′. Il ne reste plus qu’a` appliquer le
(i) a` la forme B′ pour conclure. 
Remarque. Quand pi est unitaire, on peut conside´rer des formes sesquiline´aires sur
Epi × Epi plutoˆt que des formes biline´aires sur Epi∨ × Epi.
1.12 Induction de quasi-caracte`res
Soit M˜ un Le´vi tordu de G˜. Soit ∆M˜ une distribution sur M˜(F ) invariante par
conjugaison par M(F ). On peut de´finir une distribution induite ∆ = IndGM(∆
M˜) sur
G˜(F ), qui est invariante par conjugaison. La de´finition est similaire a` celle du cas non
tordu. Quitte a` conjuguer M˜ , on suppose M˜ ∈ LG˜. On fixe P˜ = M˜U ∈ P(M˜). Pour
f˜ ∈ C∞c (G˜(F )), on de´finit f˜P ∈ C
∞
c (M˜(F )) par
f˜P (m˜) = δP (m˜)
1/2
∫
K
∫
U(F )
f˜(k−1m˜uk)du dk.
On pose ∆(f˜) = ∆M˜(f˜P ). Cela ne de´pend pas des choix effectue´s. Dans le cas ou`
∆M˜ est un quasi-caracte`re sur M˜(F ), ∆ est aussi un quasi-caracte`re sur G˜(F ). Le
de´veloppement de ∆ au voisinage d’un point semi-simple de G˜(F ) se calcule en fonction
des de´veloppements de ∆M˜ . Enonc¸ons le re´sultat qui nous inte´resse, qui est le meˆme que
dans le cas non tordu ([W3] lemme 2.3).
Lemme. Soient ΘM˜ un quasi-caracte`re de M˜(F ) et Θ = IndGM(Θ
M˜). Alors
(i) Θ est un quasi-caracte`re sur G˜(F ) ;
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(ii) soient x˜ un e´le´ment semi-simple de G˜(F ) et O ∈ Nil(gx˜) une orbite re´gulie`re ; on
a l’e´galite´
cΘ,O(x˜) =
∑
x˜′∈X M˜ (x˜)
∑
g∈Γx˜′/Gx˜(F )
∑
O′∈Nil(mx˜′ )
DG˜(x˜)−1/2DM˜(x˜′)1/2
[ZM(x˜
′)(F ) :Mx˜′(F )]
−1[gO : O′]cΘM˜ ,O′(x˜
′).
Expliquons les notations. On a fixe´ un ensemble X M˜(x˜) de repre´sentants des classes
de conjugaison par M(F ) dans l’intersection de M˜(F ) avec la classe de conjugaison de
x˜ par G(F ). Pour x˜′ ∈ X M˜(x˜), Γx˜′ est l’ensemble des g ∈ G(F ) tels que gx˜g
−1 = x˜′.
Pour un tel g, la conjugaison par g transporte O en une orbite gO dans gx˜′(F ). Pour
une orbite nilpotente O′ de mx˜′(F ), on pose [gO : O
′] = 1 si gO est incluse dans l’orbite
induite de O′, [gO : O′] = 0 sinon.
1.13 Proprie´te´s des fonctions tre`s cuspidales
En utilisant le lemme du paragraphe 1.11, on peut adapter les preuves des lemmes
2.2, 2.6 et 2.7 de [W3]. On obtient les re´sultats suivants.
Lemme. (i) Soit f˜ ∈ C∞c (G˜(F )) une fonction tre`s cuspidale, soient M˜ ∈ L
G˜, τ˜ une
repre´sentation tempe´re´e de M˜(F ), L˜ ∈ L(M˜) et Q˜ ∈ F(L˜). Supposons L˜ 6= M˜ ou
Q˜ 6= G˜. Alors J Q˜
L˜
(τ˜ , f˜) = 0.
(ii) Soit f˜ ∈ C∞c (G˜(F )) une fonction tre`s cuspidale. Alors, pour tout L˜ ∈ L
G˜, la
fonction φL˜(f˜) est cuspidale. Admettons l’hypothe`se de 1.10. Alors on a l’e´galite´
ΘJ
f˜
=
∑
L˜∈LG˜
|WL||WG|−1(−1)aL˜−aG˜IndGL(ΘφL˜(f˜)
).
(iii) Soit f˜ ∈ C∞c (G˜(F )) une fonction cuspidale. Alors il existe une fonction tre`s
cuspidale f˜ ′ ∈ C∞c (G˜(F )) telle que JG˜(x˜, f˜
′) = JG˜(x˜, f˜) pour tout x˜ ∈ G˜reg(F ).
2 Le groupe GLd tordu
2.1 Description du groupe tordu
Soient d ≥ 1 un entier et V un espace vectoriel sur F de dimension d. Notons V ∗
le dual de V , G = GL(V ) le groupe des automorphismes F -line´aires de V et G˜ =
Isom(V, V ∗) l’ensemble des isomorphismes F -line´aires de V sur V ∗. Le groupe G agit a`
droite et a` gauche sur G˜ par
(g, x˜, g′) 7→ tg
−1
◦ x˜ ◦ g′,
ou` tg est le transpose´ de g. Le couple (G, G˜) est un groupe tordu. Remarquons que G˜(F )
s’identifie a` l’ensemble des formes biline´aires non de´ge´ne´re´es sur V : a` x˜ ∈ G˜(F ), on
associe la forme (v′, v) 7→< v′, x˜v >.
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Soit x˜ ∈ G˜(F ) un e´le´ment semi-simple. Son commutant dans G est produit d’un
groupe symplectique, d’un groupe orthogonal et de groupes qui sont des restrictions a` la
Weil de groupes line´aires ou unitaires. La composante orthogonale se construit de la fac¸on
suivante. Conside´rons l’e´le´ment x = tx˜
−1
x˜ de G(F ). Il est semi-simple. Notons V ′′x˜ le sous-
espace de V propre pour l’action de x, associe´ a` la valeur propre 1. Notons V ′x˜ l’unique
supple´me´ntaire de V ′′x˜ qui soit invariant par x. Alors V = V
′
x˜ ⊕ V
′′
x˜ et V
∗ = V ′
∗
x˜ ⊕ V
′′∗
x˜ .
L’e´le´ment x˜ envoie V ′x˜ dans V
′∗
x˜ et V
′′
x˜ dans V
′′∗
x˜ . Sa restriction a` V
′′
x˜ est une forme
quadratique. La composante orthogonale de ZG(x˜) est le groupe orthogonal de cette
restriction.
Fixons une base (vi)i=1,...,d de V . On peut alors identifier G au groupe GLd des
matrices d× d inversibles. Pour g ∈ GLd, on note ses coefficients gi,j, pour i, j = 1, ..., d.
On introduit les sous-groupes suivants : Bd le sous-groupe de Borel triangulaire supe´rieur,
Ad le sous-tore diagonal, Ud le radical unipotent de Bd,Kd le sous-groupe compact spe´cial
de GLd(F ) forme´ des matrices a` coefficients entiers et de de´terminant de valuation nulle.
On note ξ le caracte`re du groupe Ud(F ) de´fini par
ξ(u) = ψ(
∑
i=1,...,d−1
ui,i+1).
Introduisons la base duale (v∗i )i=1,...,d de V
∗. Notons θd l’e´le´ment de G˜(F ) de´fini par
θd(vi) = (−1)
i+[(d+1)/2]v∗d+1−i pour tout i. Notons simplement θd l’automorphisme de G
associe´ a` θd. On a θd(g) = Jd
tg
−1
J−1d , ou` Jd est la matrice antidiagonale de coefficients
(Jd)i,d+1−i = (−1)
i. Cet automorphisme θd conserve les sous-groupes que l’on vient d’in-
troduire. Il conserve aussi le caracte`re ξ. Le normalisateur de Bd dans G˜ est B˜d = Bdθd.
Le normalisateur commun de Bd et Ad est A˜d = Adθd.
Pour g ∈ GLd(F ), on pose
σ(g) = sup({1} ∪ {log(|gij|F ); i, j = 1, ..., d} ∪ {log(|(g
−1)ij |F ); i, j = 1, ..., d}).
Pour g ∈ G(F ), on de´finit σ(g) en identifiant G a` GLd par le choix d’une base. La
fonction σ de´pend e´videmment du choix de la base, mais d’une fac¸on inessentielle. Pour
tout re´el b, on note 1σ<b, resp. 1σ≥b, la fonction caracte´ristique du sous-ensemble des
g ∈ G(F ) tels que σ(g) < b, resp. σ(g) ≥ b
Remarquons que AG˜ = {0}. Pour tout Le´vi tordu M˜ de G˜, le proce´de´ de 1.3 munit
M˜(F ) d’une extension canonique de la fonctionHM˜ a` M˜(F ). On ve´rifie que HA˜d(θd) = 0.
2.2 Mode`le de Whittaker
Fixons une base (vi)i=1,...,d de V . Soit (pi, E) une repre´sentation admissible irre´ductible
de G(F ). On appelle fonctionnelle de Whittaker une application line´aire φ : E → C telle
que φ(pi(u)e) = ξ(u)φ(e) pour tous u ∈ Ud(F ) et e ∈ E. Comme on le sait, l’espace de
ces fonctionnelles est de dimension au plus 1. Supposons que cette dimension soit 1 et
fixons une fonctionnelle de Whittaker non nulle φ. Pour e ∈ E, on de´finit une fonction
We sur G(F ) parWe(g) = φ(pi(g)e). L’espace des fonctionsWe, pour e ∈ E, est le mode`le
de Whittaker de pi.
On note θd(pi) la repre´sentation g 7→ pi(θd(g)). Cette repre´sentation est isomorphe a` la
contragre´diente pi∨. La condition pour que pi se prolonge en une repre´sentation p˜i de G˜(F )
est que θd(pi) soit isomorphe a` pi. Supposons qu’il en soit ainsi et soit p˜i un prolongement.
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Supposons aussi que pi admette un mode`le de Whittaker. L’application φ 7→ φ ◦ p˜i(θd)
conserve la droite des fonctionnelles de Whittaker. Il existe donc un nombre complexe
w(p˜i, ψ) ∈ C× tel que φ ◦ p˜i(θd) = w(p˜i, ψ)φ pour toute fonctionnelle de Whittaker φ. Un
calcul de changement de base montre que ce nombre ne de´pend pas de la base (vi)i=1,...,d
choisie. Par contre, il de´pend de ψ. Soit b ∈ F×, notons ψb le caracte`re z 7→ ψ(bz) de F ,
dont on de´duit un caracte`re ξb de Ud(F ). Notons D
b la matrice diagonale de coefficients
diagonaux Dbi,i = b
d−i. Si φ est une fonctionnelle de Whittaker relative a` ξ, alors φ◦pi(Db)
est une telle fonctionnelle relative a` ξb. On a
φ ◦ pi(Db) ◦ p˜i(θd) = φ ◦ p˜i(θd) ◦ pi(θd(D
b)).
Mais θd(D
b) est e´gal a` Db multiplie´ par la matrice centrale de coefficients diagonaux
e´gaux a` bd−1. On en de´duit l’e´galite´
(1) w(p˜i, ψb) = ωpi(b)
d−1w(p˜i, ψ),
ou` ωpi est le caracte`re central de pi (c’est un caracte`re d’ordre au plus 2). On a de´fini en
1.9 la contragre´diente p˜i∨ de p˜i. Supposons pi tempe´re´e. On a la relation
(2) w(p˜i∨, ψ−)w(p˜i, ψ) = 1,
ou` ψ− = ψb pour b = −1. En effet, la condition pi∨ ' pi signifie qu’il existe une forme
biline´aire invariante sur E × E. On sait construire cette forme biline´aire. Introduisons
comme ci-dessus l’espace des fonctions de Whittaker We pour e ∈ E et introduisons
l’espace similaire des fonctions W−e relatif au caracte`re ξ
−. On peut prendre pour forme
biline´aire la forme
(e′, e) 7→< e′, e >=
∫
GLd−1(F )
W−e′ (γ)We(γ)dγ,
ou` GLd−1 est identifie´ au groupe des automorphismes line´aires de l’hyperplan de V
engendre´ par v1, ..., vd−1. Par de´finition, on a < p˜i
∨(θd)e
′, p˜i(θd)e >=< e
′, e >. Il suffit
d’expliciter ces deux termes a` l’aide de la formule inte´grale ci-dessus pour obtenir (2).
On montre de meˆme en utilisant l’unitarite´ de p˜i que |w(p˜i, ψ)| = 1.
2.3 Repre´sentations induites
Soit L˜ un Le´vi tordu de G˜. Il existe une de´composition
V = Vu ⊕ ...⊕ V1 ⊕ V0 ⊕ V−1 ⊕ ...⊕ V−u
de sorte que L˜(F ) soit l’ensemble des x˜ ∈ G˜(F ) tels que x˜(Vj) = V
∗
−j pour tout j =
−u, ..., u. On a
L = GLdu × ...×GLd1 ×GLd0 ×GLd1 × ...×GLdu ,
ou` dj = dim(Vj) = dim(V−j). On peut choisir une base (vi)i=1,...,d de V de sorte que
Vj ait pour base les vecteurs vi pour i = du + ... + dj+1 + 1, ..., du + ... + dj. Alors θd
appartient a` L˜(F ). Soit σ˜ ∈ Temp(L˜). On a
σ = σu ⊗ ...⊗ σ1 ⊗ σ0 ⊗ σ−1 ⊗ ...⊗ σ−u,
ou` σj est une repre´sentation irre´ductible et tempe´re´e de GLdj (F ) et θdj (σj) ' σ−j .
Pour tout j = 1, ..., u, choisissons un ope´rateur unitaire Aj : Eσj → Eσ−j tel que
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Ajσj(θdj (xj)) = σ−j(xj)Aj pour tout xj ∈ GLdj (F ). Notons G˜0 l’analogue de G˜ quand
d est remplace´ par d0. Alors il existe un unique prolongement σ˜0 de σ0 a` G˜0(F ) tel que,
pour
e = eu ⊗ ...⊗ e1 ⊗ e0 ⊗ e−1 ⊗ ...⊗ e−u ∈ Eσ,
on ait
σ˜(θd)(e) = A
−1
u e−u ⊗ ...⊗A
−1
1 e−1 ⊗ σ˜0(θd0)(e0)⊗A1e1 ⊗ ...⊗Aueu.
Cela ne de´pend pas du choix des Aj . Introduisons la repre´sentation induite p˜i = Ind
G
L(σ˜).
On ve´rifie que w(p˜i, ψ) = w(σ˜0, ψ).
Il est utile de calculer le caracte`re de la repre´sentation σ˜. Pour x˜ ∈ L˜(F ) et j =
−u, ..., u, on note x˜j : Vj → V
∗
−j la restriction de x˜ a` Vj.
Lemme. Pour tout x˜ ∈ L˜(F ) assez re´gulier, on a l’e´galite´
Θσ˜(x˜) = Θσ˜0(x˜0)
∏
j=1,...,u
Θσj ((−1)
d+1tx˜
−1
−j x˜j).
Preuve. Pour j = −u, ..., u soit fj ∈ C
∞
c (GLdj (F )). De´finissons f˜ sur L˜(F ) par
f˜(xθd) =
∏
j=−u,...,u fj(xj) pour x ∈ L(F ), ou` les xj sont les diffe´rentes composantes de
x. Pour
e = eu ⊗ ...⊗ e1 ⊗ e0 ⊗ e−1 ⊗ ...⊗ e−u ∈ Eσ,
on a l’e´galite´
σ˜(f˜)e = σu(fu)A
−1
u e−u⊗...⊗σ1(f1)A
−1
1 e−1⊗σ0(f0)σ˜0(θd0)(e0)⊗σ−1(f−1)A1e1⊗...⊗σ−u(f−u)Aueu.
Pour j = 1, ..., u, l’ope´rateur
ej ⊗ e−j 7→ σj(fj)A
−1
j e−j ⊗ σ−j(f−j)Ajej
a meˆme trace que l’ope´rateur
ej 7→ σj(fj)A
−1
j σ−j(f−j)Ajej = σj(fj ?
θf−j)ej
ou` θf−j(y) = f−j(θdj (y)) et ? est la convolution. Sa trace est∫
GLdj (F )
2
Θσj (xjθdj (x−j))fj(xj)f−j(x−j)dxj dx−j .
D’autre part, la trace de l’ope´rateur σ0(f0)σ˜(θd0) est∫
GLd0 (F )
Θσ˜0(x0θd0)f0(x0)dx0.
La trace de l’ope´rateur σ˜(f˜) est donc e´gale a`∫
L˜(F )
Θσ˜0(x0θd0)
( ∏
j=1,...,u
Θσj (xjθdj (x−j))
)
f˜(x˜)dx˜,
ou` on a e´crit x˜ = xθd avec x ∈ L(F ). On ve´rifie que x0θd0 = x˜0 et que xjθdj (x−j) =
(−1)d+1tx˜
−1
−j x˜j pour tout j = 1, ..., u. Cela entraˆıne l’e´galite´ de l’e´nonce´. 
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2.4 Repre´sentations elliptiques des groupes line´aires tordus
Soit L˜ un Le´vi tordu de G˜ que l’on e´crit comme dans le paragraphe pre´ce´dent.
De´crivons l’ensemble Πell(L˜) qui intervient en 1.10. Pour j = 1, ..., u, soit σj une repre´sentation
admissible irre´ductible de GLdj (F ), de la se´rie discre`te. Soit Q0 un sous-groupe parabo-
lique standard de GLd0 , de Le´vi
L0 = GLd′1 × ...×GLd′s .
Pour j = 1, ..., s, soit τj une repre´sentation admissible irre´ductible de GLd′j (F ), de la se´rie
discre`te. On suppose θd′j (τj) ' τj et τk 6' τj si j 6= k. Posons σ0 = Ind
GLd0
Q0
(τ1 ⊗ ...⊗ τs)
et
σ = σu ⊗ ...⊗ σ1 ⊗ σ0 ⊗ θd1(σ1)⊗ ...⊗ θdu(σu).
Alors σ se prolonge en une repre´sentation σ˜ de L˜(F ) qui appartient a` Πell(L˜). L’ensemble
Πell(L˜) est l’ensemble des repre´sentations qui se construisent par ce proce´de´.
Poursuivons avec la repre´sentation σ˜ que l’on vient de construire. Notons O son
orbite pour l’action σ˜ 7→ σ˜λ de iA
∗
L˜
. On note iA∨O le stabilisateur de σ˜ dans iA
∗
L˜
. On
note s(σ˜) = s(O) = s et
c(O) = 2−s(O)−aL˜ [iA∨O : iA
∨
L˜,F
]−1.
Ce terme est le coefficient qui intervient dans la relation 1.10(3), cf. [W6] the´ore`me 7.1.
2.5 Facteurs 
Soit m ∈ N un entier tel que m < d et m et d soient de parite´s distinctes. Posons
H = GLm. Soient p˜i ∈ Temp(G˜) et ρ˜ ∈ Temp(H˜). On introduit le facteur (s, pi × ρ, ψ)
de [JPSS] the´ore`me 2.7. Soit ν ∈ F×. On pose
ν(p˜i, ρ˜) = −ν(ρ˜, p˜i) = w(p˜i, ψ)w(ρ˜, ψ)ωpi((−1)
[m/2]2ν)ωρ((−1)
1+[d/2]2ν)(1/2, pi × ρ, ψ).
Ce terme ne de´pend pas de ψ. Cela re´sulte de la relation 2.2(1) et de l’e´galite´ bien connue
(1) (1/2, pi × ρ, ψb) = ωpi(b)
mωρ(b)
d(1/2, pi × ρ, ψ).
Remarques. (a) Cette de´finition est dissyme´trique en pi et ρ.
(b) Dans le cas particulier ou` m = 0, on conside`re par convention que ωρ = 1 et
(1/2, pi × ρ, ψ) = 1.
Soit L˜ un Le´vi tordu de G˜ que l’on e´crit comme en 2.3. Soit σ˜ ∈ Temp(L˜). On e´crit
σ = σu ⊗ ...⊗ σ1 ⊗ σ0 ⊗ θd1(σ1)⊗ ...⊗ θdu(σu).
Le prolongement σ˜ de σ de´termine un prolongement σ˜0 de σ0 comme en 2.3. On pose
ν(σ˜, ρ˜) = w(σ˜0, ψ)w(ρ˜, ψ)ωσ0((−1)
[m/2]2ν)ωρ((−1)
[d0/2]+12ν)(
∏
j=1,...,u
ωσj(−1)
m)(1/2, σ0×ρ, ψ).
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On ve´rifie que
ν(σ˜, ρ˜) = ν(σ˜0, ρ˜)
∏
j=1,...,u
ωσj(−1)
m.
Remarquons que le terme ν(σ˜, ρ˜) ne de´pend que de l’orbite O de σ˜ sous l’action de iA
∗
L˜
.
Soit Q˜ ∈ P(L˜), posons p˜i = IndGQ(σ˜). On a l’e´galite´
(2) ν(p˜i, ρ˜) = ν(σ˜, ρ˜).
Cela re´sulte aise´ment des e´galite´s bien connues suivantes :
(s, pi × ρ, ψ) = (s, σ0 × ρ, ψ)
∏
j=1,...,u
(s, σj × ρ, ψ)(s, θdj (σj)× ρ, ψ),
(1/2, σj × ρ, ψ)(1/2, σ
∨
j × ρ
∨, ψ) = ωσj(−1)
mωρ(−1)
dj ,
et du fait que ρ∨ = ρ.
3 La partie ge´ome´trique de la formule inte´grale
3.1 Plongements de groupes line´aires tordus
Soient V un espace vectoriel sur F de dimension d ≥ 1, r un entier naturel tel que
2r + 1 ≤ d, W un sous-espace de V de dimension m = d − 2r − 1, (zi)i=−r,...,r une base
d’un supple´mentaire Z de W dans V , et enfin ν un e´le´ment de F×. On note G = GL(V ),
H = GL(W ) et on introduit les groupes tordus G˜ = Isom(V, V ∗), H˜ = Isom(W,W ∗).
L’espace dual V ∗ se de´compose en V ∗ = W ∗ ⊕ Z∗. Notons (z∗i )i=−r,...,r la base de Z
∗
duale de (zi)i=−r,...,r et ζ˜ l’e´le´ment de Isom(Z,Z
∗) de´fini par ζ˜(zi) = (−1)
i2νz∗−i pour
tout i = −r, ..., r. Le groupe H est un sous-groupe de G. On introduit un plongement
ι : H˜ → G˜. Pour y˜ ∈ H˜, ι(y˜) envoie W dans W ∗ et Z dans Z∗. La restriction de ι(y˜) a`
W , resp. Z, co¨ıncide avec y˜, resp. ζ˜. Le plongement ι ainsi de´fini est e´quivariant pour les
actions de H . Pour simplifier les notations, on identifie tout e´le´ment de H˜ a` son image
par ι. On pose V0 = W ⊕ Fz0 et on note G0 le groupe des automorphismes F -line´aires
de V0.
Notons P le sous-groupe parabolique de G forme´ des e´le´ments qui conservent le
drapeau
Fzr ⊂ Fzr ⊕ Fzr−1 ⊂ ... ⊂ Fzr ⊕ ...⊕ Fz1 ⊂ Fzr ⊕ ...⊕ Fz1 ⊕ V0
⊂ Fzr ⊕ ...⊕ Fz1 ⊕ V0 ⊕ Fz−1 ⊂ ... ⊂ Fzr ⊕ ...⊕ Fz1 ⊕ V0 ⊕ Fz−1 ⊕ ...⊕ Fz−r.
Notons A le tore isomorphe a` GL2r1 forme´ des e´le´ments qui conservent chaque droite Fz±i
pour i = 1, ..., r et agissent trivialement sur V0. Pour a ∈ A et i = ±1, ...,±r, on note
ai la valeur propre de a sur zi. Notons U le radical unipotent de P et M sa composante
de Le´vi qui contient A. On a M = AG0, en particulier M contient H . Notons P˜ le
normalisateur de P dans G˜ et M˜ le normalisateur commun de P et M . Le groupe M˜
contient H˜, en particulier M˜(F ) 6= ∅, donc M˜ est un Le´vi tordu de G˜. On de´finit un
caracte`re ξ de U(F ) par
ξ(u) = ψ(
∑
i=−r,...,r−1
ui+1,i),
22
ou` ui+1,i =< z
∗
−i−1, uzi >. On ve´rifie que ξ est invariant par θy˜ pour tout y˜ ∈ H˜(F ).
Fixons un oF -re´seau R dans V qui est somme d’un oF -re´seau de V0 et d’un oF -re´seau
de base sur oF forme´e de vecteurs proportionnels aux z±i pour i = 1, ..., r. Notons K
le stabilisateur de R dans G(F ) et R∨ le re´seau dual de R dans V ∗. On a l’e´galite´
G(F ) = P (F )K. Pour un entier N ≥ 0, introduisons la fonction κN sur G(F ) de´finie de
la fac¸on suivante. Elle est invariante a` gauche par U(F ) et a` droite par K. Sur M(F ),
c’est la fonction caracte´ristique de l’ensemble des m ∈ M(F ) qui s’e´crivent m = ag0,
avec a ∈ A(F ), g0 ∈ G0(F ), tels que :
- pour tout i = ±1, ...,±r, |valF (ai)| ≤ N ;
- g−10 z0 ∈ p
−N
F R et
tg0z
∗
0 ∈ p
−N
F R
∨.
3.2 Les ingre´dients de la formule ge´ome´trique
Conside´rons une de´composition W = W ′ ⊕ W ′′ telle que la dimension de W ′ soit
paire. Posons H ′ = GL(W ′) et H˜ ′ = Isom(W ′,W ′∗). Soit T˜ ′ un sous-tore maximal de
H˜ ′ qui est anisotrope, c’est-a`-dire que AT˜ ′ = {1}. Soit ζ˜H,T ∈ Isom(W
′′,W ′′∗) une forme
biline´aire syme´trique. Notons V ′′ = W ′′ ⊕ Z et ζ˜G,T ∈ Isom(V
′′, V ′′∗) la somme directe
de ζ˜H,T et ζ˜. On suppose que les groupes spe´ciaux orthogonaux des formes quadratiques
ζ˜H,T et ζ˜G,T sont quasi-de´ploye´s. Notons T˜ l’ensemble des e´le´ments x˜ ∈ H˜ tels que
x˜(W ′) = W ′∗ et x˜(W ′′) = W ′′∗, que la restriction de x˜ a` W ′ appartienne a` T˜ ′ et que la
restriction de x˜ a` W ′′ soit e´gale a` ζ˜H,T . On note T l’ensemble des sous-ensembles T˜ de
H˜ obtenus de cette fac¸on.
Pour un tel objet T˜ , que l’on peut conside´rer comme un sous-tore tordu de H˜ , en
ge´ne´ral non maximal, on note T le tore note´ ci-dessus T ′, que l’on peut conside´rer comme
un sous-groupe de H (un e´le´ment de T fixe tout point de W ′′). On de´finit comme dans
le cas d’un sous-tore tordu maximal les ensembles Tθ et T˜ (F )/θ. Il est utile de remarquer
que, parce que dim(W ′) est paire, on a l’e´galite´ T (F )θ = Tθ(F ). On munit Tθ(F ) de la
mesure de Haar de masse totale 1. Comme en 1.4, on en de´duit une mesure sur T˜ (F )/θ.
Le normalisateur NormH(T˜ ) de T˜ dans H contient T × SO(ζ˜H,T ), ce dernier groupe
e´tant le groupe spe´cial orthogonal de la forme quadratique ζ˜H,T sur W
′′. On pose
W (H, T˜ ) = NormH(T˜ )(F )/(T (F )× SO(ζ˜H,T )(F )).
Soit t˜ ∈ T˜ (F ). L’e´le´ment t = tt˜
−1
t˜ appartient a` GL(W ′). On pose
∆r(t˜) = |2|
r2+r+rdim(W ′′)
F |det((1− t)|W ′|
r
F .
Soit Γ un quasi-caracte`re de G˜(F ). On en de´duit comme en [W2] 7.3 une fonction
cΓ de´finie presque partout sur T˜ (F ). Rappelons la de´finition. Soit t˜ ∈ T˜ (F ) en position
ge´ne´rale. Son commutant connexe Gt˜ dans G est Tθ × SO(ζ˜G,T ). Si d est impair, la
dimension de V ′′ est elle-aussi impaire et l’alge`bre de Lie gt˜(F ) posse`de une unique
orbite nilpotente re´gulie`re que l’on note Oreg. On pose cΓ(t˜) = cΓ,Oreg(t˜), cf. 1.6. Si d est
pair et si la dimension de V ′′ est ≤ 2, la meˆme construction s’applique. Si d est pair et
si la dimension de V ′′ est ≥ 4, il y a plusieurs orbites nilpotentes re´gulie`res dans gt˜(F ).
Mais on sait les parame´trer, cf. [W2] 7.1. En particulier, on peut associer a` ν une orbite
Oν . On pose cΓ(t˜) = cΓ,Oν(t˜). Soit maintenant Θ un quasi-caracte`re de H˜(F ). On lui
associe une fonction cΘ de´finie presque partout sur T˜ (F ). La construction est la meˆme
que ci-dessus, a` ceci pre`s que l’on remplace V ′′ par W ′′ et, dans la dernie`re e´ventualite´
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ci-dessus, le parame`tre ν par −ν. Les fonctions cΓ et cΘ sont invariantes par conjugaison
par T (F ). On a
Lemme. Les fonctions cΓ et cΘ sont localement constantes sur un ouvert de Zariski non
vide de T˜ (F ). La fonction
t˜ 7→ cΘ(t˜)cΓ(t˜)D
H˜(t˜)∆r(t˜)
est localement inte´grable sur T˜ (F )/θ.
La preuve est la meˆme que celle de la proposition 7.3 de [W2].
Le groupe H(F ) agit par conjugaison sur T . On fixe un ensemble T de repre´sentants
des orbites.
3.3 La formule ge´ome´trique
Soient Θ un quasi-caracte`re sur H˜(F ) et f˜ ∈ C∞c (G˜(F )) une fonction tre`s cuspidale.
Pour g ∈ G(F ), posons
J(Θ, f˜ , g) =
∫
H˜(F )
∫
U(F )
Θ(y˜)f˜(g−1y˜ug)ξ(u) du dy˜.
Pour tout entier N ≥ 1, posons
JN(Θ, f˜) =
∫
H(F )U(F )\G(F )
J(Θ, f˜ , g)κN(g)dg.
Pour T˜ ∈ T , on de´finit la fonction cΘ sur T˜ (F ). A f˜ , on associe le quasi-caracte`re Θ
J
f˜
sur G˜(F ), cf. 1.7, puis une fonction cΘJ
f˜
sur T˜ (F ). On note simplement cf˜ cette fonction.
Posons
Jgeom(Θ, f˜) =
∑
T˜∈T
|W (H, T˜ )|−1
∫
T˜ (F )/θ
cΘ(t˜)cf˜ (t˜)D
H˜(t˜)∆r(t˜)dt˜.
The´ore`me. On a l’e´galite´
limN→∞JN(Θ, f˜) = Jgeom(Θ, f˜).
La de´monstration occupe la fin de la section. Remarquons que l’e´galite´ du the´ore`me
ne de´pend pas des mesures choisies, a` l’exception de celles sur les tores compacts que
l’on a suppose´es de masse totale 1 (la mesure sur G(F ) intervient directement dans le
membre de gauche, mais aussi dans la de´finition du quasi-caracte`re ΘJ
f˜
associe´ a` f˜). Il
est plus commode dans cette section de normaliser les mesures de la fac¸on suivante :
- on munit g(F ) de la forme biline´aire (X,X ′) 7→ 1
2
trace(XX ′) et tout sous-espace
non de´ge´ne´re´ de la mesure autoduale ;
- on munit arbitrairement d’une mesure de Haar tout autre sous-espace de g(F ) (par
exemple le radical nilpotent d’un sous-groupe parabolique) ;
- on rele`ve ces mesures aux groupes via l’exponentielle.
Dans le cas d’un tore compact, la mesure de masse totale 1 n’est plus dt, mais ν(T )dt.
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3.4 Localisation
Par partition de l’unite´, on peut localiser le proble`me de la fac¸on suivante. On fixe
un point x˜ ∈ G˜ss(F ) et un bon voisinage ω de 0 dans gx˜(F ), aussi petit que l’on veut.
On note Ω = (x˜exp(ω))G = {g−1x˜exp(X)g; g ∈ G(F ), X ∈ ω}. On suppose le support
de f˜ inclus dans Ω.
Supposons d’abord que la classe de conjugaison de x˜ par G(F ) ne coupe pas H˜(F ).
Alors, pour tout T˜ ∈ T , le quasi-caracte`re ΘJ
f˜
est nul au voisinage de T˜ (F ), donc
la fonction cf˜ est nulle. Donc Jgeom(Θ, f˜) = 0. Pour de´montrer l’e´galite´ du the´ore`me,
il suffit de prouver que J(Θ, f˜ , g) = 0 pour tout g ∈ G(F ). Il suffit de prouver que
H˜(F )U(F ) ne coupe pas Ω. Puisque la partie semi-simple d’un e´le´ment de H˜(F )U(F )
est conjugue´e a` un e´le´ment de H˜(F ) et que Ω est stable par l’ope´ration consistant a`
prendre les parties semi-simples, il suffit de prouver qu’aucun e´le´ment semi-simple de Ω
n’est conjugue´ a` un e´le´ment de H˜(F ). On se rappelle qu’en 2.1, on a associe´ a` x˜ une
forme quadratique sur le sous-espace propre V ′′x˜ de V associe´ a` la valeur propre 1 de
tx˜−1x˜. Notons (V ′′x˜ , x˜) l’espace quadratique forme´ de ce sous-espace propre et de la forme
quadratique de´finie par la restriction de x˜. Dire que la classe de conjugaison de x˜ par
G(F ) ne coupe pas H˜(F ) revient a` dire qu’aucun sous-espace de (V ′′x˜ , x˜) n’est isomorphe
a` l’espace quadratique (Z, ζ˜). Soit X ∈ ω un e´le´ment semi-simple, posons x˜′ = x˜exp(X).
Si ω est assez petit, V ′′x˜′ est le noyau de X dans V
′′
x˜ et la forme quadratique x˜
′ sur ce
noyau est la restriction de x˜. Donc (V ′′x˜′ , x˜
′) ne contient aucun sous-espace isomorphe a`
(Z, ζ˜). Un tel e´le´ment ne peut pas eˆtre conjugue´ a` un e´le´ment de H˜(F ). Cela de´montre
l’assertion.
On suppose de´sormais que la classe de conjugaison de x˜ coupe H˜(F ). On ne perd rien
a` supposer plus simplement x˜ ∈ H˜(F ). On note W ′′, resp. V ′′, le sous-espace propre de
W , resp. V , associe´ a` la valeur propre 1 de x =t x˜−1x˜. On munit ces espaces des formes
quadratiques de´finies par x˜. On a la de´composition orthogonale V ′′ =W ′′ ⊕ Z. On note
O(V ′′), SO(V ′′) etc... les groupes orthogonaux et spe´ciaux orthogonaux de ces espaces.
On note W ′ l’unique supple´mentaire de W ′′ dans W stable par x et H ′ = GL(W ′). On
a les e´galite´s Hx˜ = H
′
x˜SO(W
′′), Hx˜ = H
′
x˜SO(V
′′) (par abus de notations, on note H ′x˜ le
commutant connexe dans H ′ de la restriction de x˜ a` W ′). On suppose ω = ω′ × ω′′, ou`
ω′ ⊂ h′x˜(F ) et ω
′′ ⊂ so(V ′′)(F ).
On de´finit le quasi-caracte`re Θx˜,ω de hx˜(F ) par
Θx˜,ω(X) =
{
Θ(x˜exp(X)), si X ∈ ω,
0, sinon.
Pour g ∈ G(F ), on de´finit une fonction gf˜x˜,ω ∈ C
∞
c (gx˜(F )) comme en 1.8, puis une
fonction gf˜ ξx˜,ω ∈ C
∞
c (hx˜(F )) par
g f˜ ξx˜,ω(X) =
∫
ux˜(F )
gf˜ x˜,ω(X +N)ξ(N)dN.
On a note´ ici ξ le caracte`re N 7→ ξ(exp(N)) de ux˜(F ). Posons
Jx˜,ω(Θ, f˜ , g) =
∫
hx˜(F )
Θx˜,ω(X)
gf˜
ξ
x˜,ω(X)dX,
puis
Jx˜,ω,N(Θ, f˜) =
∫
Ux˜(F )Hx˜(F )\G(F )
Jx˜,ω(Θ, f˜ , g)κN(g)dg.
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Notons T ′ l’ensemble des sous-tores maximaux deH ′x˜ qui sont anisotropes, c’est-a`-dire
ne contiennent pas de sous-tore de´ploye´ autre que {1}. Le couple d’espaces quadratiques
(W ′′, V ′′) ve´rifient les conditions de [W2] 7.1. On de´finit un ensemble T ′′ de sous-tores
(en ge´ne´ral non maximaux) de SO(W ′′) comme en [W2] 7.3. On ve´rifie que l’application
T˜ 7→ Tθ est une bijection du sous-ensemble des e´le´ments T˜ ∈ T qui contiennent x˜ sur
l’ensemble T ′×T ′′. Pour T˜ dans l’ensemble de de´part, les fonctions cΘ et cf˜ sont de´finies
sur T˜ (F ). On de´finit des fonctions cΘ,x˜,ω et cf˜ ,x˜,ω sur tθ(F ) : elles sont nulles hors de
tθ(F ) ∩ ω ; pour X ∈ tθ(F ) ∩ ω,
cΘ,x˜,ω(X) = cΘ(x˜exp(X)), cf˜ ,x˜,ω(X) = cf˜(x˜exp(X)).
Fixons un ensemble de repre´sentants Tx˜ des classes de conjugaison par Hx˜(F ) dans
T ′ × T ′′. On de´finit une fonction ∆′′ sur hx˜(F ) par
∆′′(X) = |det(X|W ′′/W ′′(X))|F ,
ou` W ′′(X) est le noyau de X agissant dans W ′′. Posons
Jx˜,ω,geom(Θ, f˜) =
∑
I∈Tx˜
|W (Hx˜, I)|
−1ν(I)
∫
i(F )
cΘ,x˜,ω(X)cf˜ ,x˜,ω(X)D
Hx˜(X)∆′′(X)rdX.
Posons enfin
C(x˜) = |2|
r2+r+rdim(W ′′)
F [ZH(x˜)(F ) : Hx˜(F )]
−1DH˜(x˜)|det((1− x)|W ′′)|
r
F .
Lemme. On a les e´galite´s
JN(Θ, f˜) = C(x˜)Jx˜,ω,N(Θ, f˜), Jgeom(Θ, f˜) = C(x˜)Jx˜,ω,geom(Θ, f˜).
Preuve. Soit g ∈ G(F ). En utilisant la formule de Weyl, on a
(1) J(Θ, f˜ , g) =
∑
T˜∈T (H˜)
|W (H, T˜ )|−1[T (F )θ : Tθ(F )]
−1
∫
T˜ (F )/θ
∫
Tθ(F )\H(F )
gf˜
ξ
(h−1t˜h)dhΘ(t˜)DH˜(t˜)dt˜,
ou`, pour y˜ ∈ H˜(F ), on a pose´
gf˜ ξ(y˜) =
∫
U(F )
f˜(g−1y˜ug)ξ(u)du.
Pour tout sous-tore maximal I de Hx˜, notons TI son commutant dans H et T˜I = TI x˜, qui
est un sous-tore maximal tordu de H˜ . Introduisons un ensemble T (Hx˜) de repre´sentants
des classes de conjugaison par Hx˜(F ) dans l’ensemble des sous-tores maximaux de Hx˜.
Pour deux sous-tores maximaux tordus T˜ et T˜ ′ de H˜, notons
W (T˜ , T˜ ′) = {h ∈ H(F ); hT˜h−1 = T˜ ′}/T (F ).
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Tout e´le´ment w ∈ W (T˜ , T˜ ′) induit une bijection de T˜ (F )/θ sur T˜
′(F )/θ. On va prouver
les proprie´te´s suivantes :
(2) soient T˜ ∈ T (H˜) et t˜ ∈ T˜ (F )/θ, en position ge´ne´rale ; supposons∫
Tθ(F )\H(F )
gf˜
ξ
(h−1t˜h)dh 6= 0;
alors il existe I ∈ T (Hx˜) et w ∈ W (T˜I , T˜ ) tel que
t˜ ∈ w(x˜exp(i(F ) ∩ ω));
(3) soit T˜ ∈ T (H˜) et, pour i = 1, 2, soit Ii ∈ T (Hx˜) et wi ∈ W (T˜Ii, T˜ ) ; alors les
sous-ensembles w1(x˜exp(i1(F ) ∩ ω)) et w2(x˜exp(i2(F ) ∩ ω)) de T˜ (F )/θ sont disjoints ou
confondus ;
(4) soient T˜ ∈ T (H˜), I1 ∈ T (Hx˜) et w1 ∈ W (T˜I1, T˜ ) ; alors le nombre de couples
(I2, w2) tels que I2 ∈ T (Hx˜), w2 ∈ W (T˜I2, T˜ ) et w2(x˜exp(i2(F ) ∩ ω)) = w1(x˜exp(i1(F ) ∩
ω)) est e´gal a`
|W (Hx˜, I1)|[ZH(x˜)(F ) : Hx˜(F )][T (F )
θ : Tθ(F )]
−1.
Sous les hypothe`ses de (2), on voit comme au de´but du paragraphe que la classe de
conjugaison par G(F ) de t˜ coupe l’ensemble x˜exp(ω). Soient X ∈ ω et g ∈ G(F ) tels que
gt˜g−1 = x˜exp(X). L’e´le´ment g se restreint en une isome´trie entre les espaces quadratiques
(V ′′
t˜
, t˜) et (V ′′x˜exp(X), x˜exp(X)). Le premier de ces espaces contient (Z, ζ˜) tandis que le
second est inclus dans (V ′′x˜ , x˜) = (V
′′, x˜), qui contient lui-aussi (Z, ζ˜). D’apre`s le the´ore`me
de Witt, on peut trouver un e´le´ment g′′ ∈ O(V ′′)(F ) tel que g′′g conserve Z et y agisse
par l’identite´. Rappelons que O(V ′′) ⊂ ZG(x˜). Quitte a` remplacer g par g
′′g et X par
g′′Xg′′−1, on se rame`ne au cas ou` g conserve Z et agit par l’identite´ sur cet espace.
Conside´rons l’e´galite´ gtt˜
−1
t˜g−1 = t(x˜exp(X))−1x˜exp(X). Sur Z, le premier terme agit
par l’identite´. Le second agit par la restriction a` Z de exp(2X). Cette restriction est donc
l’identite´, donc la restriction de X a` Z est nulle. Un e´le´ment de gx˜ dont la restriction a`
Z est nulle appartient a` hx˜. Donc X ∈ hx˜(F ). L’e´le´ment g e´tant une isome´trie de (V
′′
t˜
, t˜)
sur (V ′′x˜exp(X), x˜exp(X)) et conservant Z, il envoie l’orthogonal W
′′
t˜
de Z dans V ′′
t˜
sur
l’orthogonalW ′′x˜exp(X) de Z dans V
′′
x˜exp(X). Il envoie aussi V
′
t˜
= W ′
t˜
sur V ′x˜exp(X) = W
′
x˜exp(X).
Puisque W =W ′
t˜
⊕W ′′
t˜
= W ′x˜exp(X) ⊕W
′′
x˜exp(X), g conserve W , donc g ∈ H(F ). Quitte a`
multiplier g par un e´le´ment de Hx˜(F ), on peut supposer que X ∈ i(F ) pour un e´le´ment
I ∈ T (Hx˜). Alors l’e´le´ment g
−1 de´finit un e´le´ment w deW (T˜I , T˜ ) pour lequel t˜ appartient
a` w(x˜exp(i(F ) ∩ ω)). Cela prouve (2).
Sous les hypothe`ses de (3), supposons que les ensembles w1(x˜exp(i1(F ) ∩ ω)) et
w2(x˜exp(i2(F ) ∩ ω)) ne sont pas disjoints. On peut relever w1 et w2 en des e´le´ments
h1 et h2 de H(F ) tels que
h1(x˜exp(i1(F ) ∩ ω))h
−1
1 ∩ h2(x˜exp(i2(F ) ∩ ω))h
−1
2 6= ∅.
Posons h = h−12 h1. D’apre`s les proprie´te´s des bons voisinages, h appartient a` ZG(x˜)(F ).
Donc la conjugaison par h conserve ω. D’autre part y conjugue T˜I1 en T˜I2 , donc aussi I1
en I2. Alors
h(x˜exp(i1(F ) ∩ ω))h
−1 = x˜exp(i2(F ) ∩ ω),
puis
h1(x˜exp(i1(F ) ∩ ω))h
−1
1 = h2h(x˜exp(i1(F ) ∩ ω))h
−1h−12 = h2(x˜exp(i2(F ) ∩ ω))h
−1
2 .
27
Cela prouve (3).
Sous les hypothe`ses de (4), posons
Y = {h ∈ ZH(x˜)(F ); hI1h
−1 ∈ T (Hx˜)}/(ZH(x˜)(F ) ∩ TI1(F )).
La preuve de (2) montre que l’application h 7→ (I2 = hI1h
−1, w2 = w1h
−1) est une
surjection de Y sur l’ensemble des paires dont on veut calculer le nombre. On voit
que l’application est aussi injective. Le nombre cherche´ est donc |Y|. Remarquons que
ZH(x˜)(F ) ∩ TI1(F ) = TI1(F )
θ. Il y a une application naturelle
Y → Hx˜(F )\ZH(x˜)(F )/TI1(F )
θ.
Elle est surjective et ses fibres sont en bijection avec W (Hx˜, I1). D’autre part, Hx˜ est
distingue´ dans ZH(x˜) et son intersection avec TI1(F ) est I1(F ). Le quotient ci-dessus a
donc pour nombre d’e´le´ments
[ZH(x˜)(F ) : Hx˜(F )][TI1(F )
θ : I1(F )]
−1.
Enfin, [TI1(F )
θ : I1(F )] = [T (F )
θ : Tθ(F )]. L’assertion (4) re´sulte de ces calculs.
On utilise ces trois assertions pour transformer la formule (1). On doit rappeler que,
d’apre`s le choix de nos mesures, pour I ∈ T (Hx˜), l’application
i(F ) ∩ ω → T˜I(F )/θ
X 7→ x˜exp(X)
pre´serve les mesures. On obtient
J(Θ, f˜ , g) = [ZH(x˜)(F ) : Hx˜(F )]
−1
∑
I∈T (Hx˜)
|W (Hx˜, I)|
−1
∑
T˜∈T (H˜)
|W (H, T˜ )|−1
∑
w∈W (T˜I ,T˜ )∫
i(F )∩ω
∫
Tθ(F )\H(F )
gf˜
ξ
(h−1wx˜exp(X)w−1h)dhΘ(wx˜exp(X)w−1)DH˜(wx˜exp(X)w−1)dX.
On a ici identifie´ les e´le´ments w a` des repre´sentants dans H(F ). Les e´le´ments w dispa-
raissent de cette formule par le changement de variables h 7→ wh. Evidemment, pour
tout I, il y a un seul T˜ tel queW (T˜I , T˜ ) soit non vide et, pour ce T˜ , le nombre d’e´le´ments
de W (T˜I , T˜ ) est le meˆme que celui de W (H, T˜ ). On obtient
J(Θ, f˜ , g) = [ZH(x˜)(F ) : Hx˜(F )]
−1
∑
I∈T (Hx˜)
|W (Hx˜, I)|
−1
∫
i(F )∩ω
∫
I(F )\H(F )
gf˜
ξ
(h−1x˜exp(X)h)dhΘ(x˜exp(X))DH˜(x˜exp(X))dX.
On a DH˜(x˜exp(X)) = DH˜(x˜)DHx˜(X), d’ou`
J(Θ, f˜ , g) = [ZH(x˜)(F ) : Hx˜(F )]
−1DH˜(x˜)
∫
Hx˜(F )\H(F )
∑
I∈T (Hx˜)
|W (Hx˜, I)|
−1
∫
i(F )∩ω
∫
I(F )\Hx˜(F )
hgf˜
ξ
(y−1x˜exp(X)y)dyΘ(x˜exp(X))DHx˜(X)dX dh.
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On peut remplacer les inte´grations sur i(F )∩ω par des inte´grations sur i(F ), a` condition
de remplacer la fonction Θ(x˜exp(X)) par Θx˜,ω(X). Par la formule de Weyl applique´e
dans hx˜(F ), on obtient
J(Θ, f˜ , g) = [ZH(x˜)(F ) : Hx˜(F )]
−1DH˜(x˜)
∫
Hx˜(F )\H(F )
∫
hx˜(F )
Θx˜,ω(X)
hgf˜
ξ
(x˜exp(X))dX.
Pour X ∈ ω, on a
hgf˜
ξ
(x˜exp(X)) =
∫
U(F )
hgf˜(x˜exp(X)u)ξ(u)du
=
∫
Ux˜(F )\U(F )
∫
Ux˜(F )
hgf˜(x˜exp(X)uv)ξ(uv)du dv.
Pour u ∈ Ux˜(F ), l’application v 7→ θ
−1
x˜exp(X)u(v
−1)v est un isomorphisme de Ux˜(F )\U(F )
sur lui-meˆme. Son jacobien est la valeur absolue du de´terminant de 1− θ−1x˜ agissant sur
u(F )/ux˜(F ). Notons d(x˜) ce de´terminant. Par changement de variables, et en remarquant
que
ξ(θ−1x˜exp(X)u(v
−1)v) = 1,
on obtient
hgf˜
ξ
(x˜exp(X)) = |d(x˜)|F
∫
Ux˜(F )\U(F )
∫
Ux˜(F )
hgf˜(v−1x˜exp(X)uv)ξ(u)du dv
= |d(x˜)|F
∫
Ux˜(F )\U(F )
∫
Ux˜(F )
vhgf˜(x˜exp(X)u)ξ(u)du dv.
On remplace u par exp(N) avec N ∈ ux˜(F ). D’apre`s les proprie´te´s de ω, la condition
X ∈ ω entraˆıne X +N ∈ ω pour tout N . On obtient alors
hgf˜
ξ
(x˜exp(X)) = |d(x˜)|F
∫
Ux˜(F )\U(F )
vhg f˜
ξ
x˜,ω(X)dv.
Reportons cette expression dans (5), multiplions l’expression obtenue par κN(g), puis
inte´grons sur g ∈ H(F )U(F )\G(F ). On obtient
JN(Θ, f˜) = [ZH(x˜)(F ) : Hx˜(F )]
−1DH˜(x˜)|d(x˜)|FJx˜,ω,N(Θ, f˜).
Pour obtenir la premie`re e´galite´ de l’e´nonce´, il reste a` calculer d(x˜). Pour cela, on peut
e´tendre le corps des scalaires et se placer sur F¯ . On peut fixer une base (vi)i=1,...,d de V
et une famille (λi)i=1,...,d d’e´le´ments de F¯
× de sorte que :
- Z ait pour base la famille des vi pour i ∈ {1, ..., r} ∪ {d− r, ..., d} ;
- le sous-groupe P est le stabilisateur du drapeau
Fv1 ⊂ Fv1 ⊕ Fv2 ⊂ ... ⊂ Fv1 ⊕ ...⊕ Fvr ⊂ Fv1 ⊕ ...⊕ Fvd−r
⊂ Fv1 ⊕ ...⊕ Fvd−r+1 ⊂ ... ⊂ Fv1 ⊕ ...⊕ Fvd;
- pour tout i, x˜vi = λiv
∗
d+1−i.
L’e´le´ment x =t x˜−1x˜ est l’e´le´ment diagonal qui envoie vi sur µi =
λi
λd+1−i
vi. Le sous-
espaceW ′ est engendre´ par les vi tels que µi 6= 1. PuisqueW
′∩Z = {0}, on a µi = 1 si vi ∈
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Z. Introduisons la base (Ei,j)i,j=1,...,d de g(F ), forme´e des matrices Ei,j n’ayant qu’un co-
efficient non nul, le (i, j)-ie`me, lequel vaut 1. On calcule θ−1x˜ (Ei,j) = −
λd+1−i
λd+1−j
Ed+1−j,d+1−i.
L’espace u(F ) se de´compose en sommes des sous-espaces suivants, qui sont stables par
θ−1x˜ :
- les espaces FEi,j ⊕ FEd+1−j,d+1−i pour i = 1, ..., r, i < j ≤ r ou d + 1 − r ≤ j <
d+ 1− i ;
- les droites FEi,d+1−i pour i = 1, ..., r ;
- les espaces FEi,j ⊕ FEd+1−j,d+1−i, pour i = 1, ..., r, j = r + 1, ..., d− r.
Conside´rons un sous-espace du troisie`me type. La matrice de 1− θ−1x˜ s’y e´crit(
1
λj
λi
λd+1−i
λd+1−j
1
)
.
Si µj 6= 1, c’est-a`-dire si vj ∈ V
′, cette matrice est inversible donc le sous-espace ne coupe
pas ux˜. Le de´terminant de la matrice est 1−µd+1−j. La contribution de ces sous-espaces
a` d(x˜) est donc det((1 − x)|W ′)
r. Si µj = 1, la matrice a un noyau de dimension 1, qui
est l’intersection du sous-espace avec ux˜. L’autre valeur propre est 2 et la contribution
du sous-espace a` d(x˜) est 2. On voit de meˆme que la contribution de chaque sous-espace
du premier ou du deuxie`me type est 2. Il reste a` compter le nombre de sous-espaces qui
contribuent par 2. On trouve r2 + r + rdim(W ′′). D’ou`
d(x˜) = 2r
2+r+rdim(W ′′)det((1− x)|W ′)
r,
ce qui ache`ve la preuve de la premie`re e´galite´ de l’e´nonce´.
Pour I ∈ Tx˜, on note T˜I l’unique e´le´ment de T qui contient x˜ et est tel que T˜I,θ = I.
Pour deux e´le´ments T˜1 et T˜2 de T , on pose
W (T˜1, T˜2) = {h ∈ H(F ); hT˜1h
−1 = T˜2}/(T1(F )× SO(ζ˜H,T1)(F )).
On a les proprie´te´s suivantes :
(6) soient T˜ ∈ T et t˜ ∈ T˜ (F )/θ en position ge´ne´rale ; supposons cf˜ (t˜) 6= 0 ; alors il
existe I ∈ Tx˜ et w ∈ W (T˜I , T˜ ) tel que t˜ ∈ w(x˜exp(i(F ) ∩ ω)) ;
(7) soit T˜ ∈ T et, pour i = 1, 2, soient Ii ∈ Tx˜ et wi ∈ W (T˜Ii, T˜ ) ; alors les sous-
ensembles w1(x˜exp(i1(F )∩ω)) et w2(x˜exp(i2(F )∩ω)) de T˜ (F )/θ sont disjoints ou confon-
dus ;
(8) soient T˜ ∈ T , I1 ∈ Tx˜ et w1 ∈ W (T˜I1, T˜ ) ; alors le nombre de couples (I2, w2) tels
que I2 ∈ Tx˜, w2 ∈ W (T˜I2 , T˜ ) et w2(x˜exp(i2(F ) ∩ ω)) = w1(x˜exp(i1(F ) ∩ ω)) est e´gal a`
|W (Hx˜, I1)|[ZH(x˜)(F ) : Hx˜(F )].
Ces proprie´te´s se prouvent comme (2), (3) et (4) (en se rappelant qu’ici T (F )θ =
Tθ(F )). On laisse les preuves au lecteur. Comme ci-dessus, elles permettent de transfor-
mer Jgeom(Θ, f˜) en l’expression
Jgeom(Θ, f˜) = [ZH(x˜)(F ) : Hx˜(F )]D
H˜(x˜)
∑
I∈Tx˜
|W (Hx˜, I)|
−1ν(I)
∫
i(F )
cΘ,x˜,ω(X)cf˜ ,x˜,ω(X)D
Hx˜(X)∆r(x˜exp(X))dX.
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Soit I ∈ Tx˜ et X ∈ i(F ) ∩ ω, en position ge´ne´rale. Notons W
′′ = ′W ′′ ⊕ ′′W ′′ la
de´composition de W ′′ associe´e a` I, posons t˜ = x˜exp(X) et t = tt˜
−1
t˜. On a
∆r(t˜) = |2|
r2+r+rdim(′′W ′′)
F |det((1− t)|W ′⊕′W ′′)|
r
F .
L’e´le´ment 1− t agit sur W ′ comme 1−x. Il agit sur ′W ′′ comme 1−exp(2X) et la valeur
absolue du de´terminant de cette application est la meˆme que celle du de´terminant de
2X . C’est donc |2|
dim(′W ′′)
F ∆
′′(X). On obtient
∆r(t˜) = |2|
r2+r+rdim(W )
F |det((1− x)|W ′)|
r
F∆
′′(X)r.
Alors l’e´galite´ ci-dessus devient
Jgeom(Θ, f˜) = C(x˜)Jx˜,ω,geom(Θ, f˜).
Cela ache`ve la preuve. 
3.5 Une premie`re expression de Jx˜,ω,N(Θ, f˜)
Le lemme pre´ce´dent nous rame`ne a` prouver l’e´galite´
(1) limN→∞Jx˜,ω,N(Θ, f˜) = Jx˜,ω,geom(Θ, f˜).
Posons H ′′x˜ = SO(W
′′), G′′x˜ = SO(V
′′). On a Hx˜ = H
′
x˜H
′′
x˜ et Gx˜ = H
′
x˜G
′′
x˜. Un certain
nombre d’objets relatifs a` ces groupes se de´composent conforme´ment a` ces de´compositions
en produits. On affectera leurs composantes d’un ′ ou d’un ′′. Par exemple, on de´compose
tout e´le´ment X ∈ hx˜(F ) en X = X
′ + X ′′, avec X ′ ∈ h′x˜(F ) et X
′′ ∈ h′′x˜(F ). Puisque
Θ est un quasi-caracte`re, on peut supposer, en prenant ω assez petit, que Θx˜,ω est la
restriction a` hx˜(F )∩ω d’une combinaison line´aire de transforme´es de Fourier d’inte´grales
orbitales nilpotentes. Graˆce a` la ”conjecture de Howe”, on peut remplacer les inte´grales
orbitales nilpotentes par des inte´grales orbitales associe´es a` des e´le´ments semi-simples
re´guliers et meˆme ”en position ge´ne´rale”. L’e´galite´ que l’on veut prouver e´tant line´aire
en Θ, on peut fixer un e´le´ment S ∈ h′′x˜(F ), en position ge´ne´rale, et supposer que, pour
tout X ∈ hx˜(F ) ∩ ω, on a l’e´galite´
Θx˜,ω(X) = jˆS(X
′)jˆH
′′
x˜ (S,X ′′),
ou` la seconde fonction est la transforme´e de Fourier de l’inte´grale orbitale associe´e a` S
et la premie`re est une telle transforme´e de Fourier associe´e a` un e´le´ment de h′x˜(F ) que
l’on n’a pas besoin de pre´ciser. Pour g ∈ G(F ), on a l’e´galite´
Jx˜,ω(Θ, f˜ , g) =
∫
h′x˜(F )×h
′′
x˜(F )
Θx˜,ω(X)
gf˜
ξ
x˜,ω(X)dX.
En utilisant la formule de Weyl pour h′x˜(F ), on obtient
Jx˜,ω(Θ, f˜ , g) =
∑
I′∈T (H′x˜)
|W (H ′x˜, I
′)|−1
∫
i′(F )
jˆS(X
′)DH
′
x˜(X ′)
∫
I′(F )\H′x˜(F )
∫
h′′x˜(F )
jˆH
′′
x˜ (S,X ′′)gf˜
ξ
x˜,ω(h
′−1X ′h′ +X ′′)dX ′′ dh′ dX ′.
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D’ou`
Jx˜,ω,N(Θ, f˜) =
∑
I′∈T (H′x˜)
|W (H ′x˜, I
′)|−1
∫
i′(F )
jˆS(X
′)DH
′
x˜(X ′)
∫
I′(F )H′′x˜ (F )Ux˜(F )\G(F )
∫
h′′x˜(F )
jˆH
′′
x˜ (S,X ′′)gf˜
ξ
x˜,ω(X
′ +X ′′)dX ′′κN (g)dg dX
′.
Les deux dernie`res inte´grales peuvent s’e´crire∫
I′(F )G′′x˜(F )\G(F )
∫
H′′x˜ (F )Ux˜(F )\G
′′
x˜(F )
∫
h′′x˜(F )
jˆH
′′
x˜ (S,X ′′)g
′′gf˜
ξ
x˜,ω(X
′ +X ′′)dX ′′κN(g
′′g)dg′′ dg.
On peut utiliser le paragraphe 9 de [W2] pour calculer les deux inte´grales inte´rieures
ci-dessus. Pour retrouver les notations de cette re´fe´rence, on doit poser vi = zi pour i =
0, ..., r, v−i = z−i/(2ν(−1)
i) pour i = 1, ..., r et de´finir des constantes ξi, i = 0, ..., r − 1,
de sorte que, pour u ∈ Ux˜(F ), on ait∑
i=−r,...,r−1
< z∗−i−1, uzi >=
∑
i=0,...,r−1
ξi < v−i−1, x˜uvi > .
On a de´fini en [W2] 9.2 et 9.3 un e´le´ment Ξ ∈ g′′x˜(F ) et un sous-espace Σ de g
′′
x˜(F ). Avec
les notations ci-dessus, Ξ est l’e´le´ment de g′′x˜(F ) qui annule W
′′ et ve´rifie Ξvi+1 = ξivi
pour tout i = 0, ..., r−1. L’espace Σ est la somme directe de a(F )∩g′′x˜(F ), de l’orthogonal
de h′′x˜(F ) dans g
′′
x˜(F )∩g0(F ) et de ux˜(F ). Pour tout sous-tore maximal I
′′ de G′′x˜, on note
i′′(F )S le sous-ensemble des e´le´ments de i′′(F ) qui sont conjugue´s a` un e´le´ment de Ξ+S+Σ
par un e´le´ment de G′′x˜(F ). Pour tout X
′′ ∈ i′′(F )S, on fixe un e´le´ment γX′′ ∈ G
′′
x˜(F ) tel
que γ−1X′′X
′′γX′′ ∈ Ξ+S+Σ. On peut imposer a` γX′′ diverses contraintes de croissance et
de re´gularite´. On introduit la fonction g f˜
]
x˜,ω comme en 1.8 et la formule 9.8(2) de [W2]
applique´e a` nos deux dernie`res inte´grales ci-dessus conduit a` l’e´galite´ :
(2) Jx˜,ω,N(Θ, f˜) =
∑
I∈T (Gx˜)
ν(AI′′)
−1|W (Gx˜, I)|
−1
∫
i′(F )×i′′(F )S
jˆS(X
′)DG
′
x˜(X ′)DG
′′
x˜(X ′′)1/2
∫
I′(F )AI′′ (F )\G(F )
gf˜
]
x˜,ω(X
′ +X ′′)κN,X′′(g)dg dX
′′ dX ′,
ou`
κN,X′′(g) = ν(AI′′)
∫
AI′′(F )
κN (γ
−1
X′′ag)da.
On voit comme en [W2] 10.1 que cette expression est absolument convergente et borne´e
par une puissance de N .
3.6 Changement de fonction de troncature
Fixons I ∈ T (Gx˜). On a de´fini en [W2] 10.1 trois polynoˆmes non nuls sur i(F ). Pour
 > 0, on note i(F )[≤ ] l’ensemble des X ∈ i(F ) pour lesquels on a |Q(X)|F ≤  pour
l’un au moins de ces polynoˆmes Q. On note i(F )[> ] le comple´mentaire. On a
(1) il existe un entier b ≥ 1 tel que∫
(i′(F )×i′′(F )S)∩i(F )[≤N−b]
|jˆS(X
′)|DG
′
x˜(X ′)DG
′′
x˜(X ′′)1/2
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∫
I′(F )AI′′ (F )\G(F )
|gf˜
]
x˜,ω(X
′ +X ′′)|κN,X′′(g)dg dX
′′ dX ′ << N−1
pour tout N ≥ 1.
La notation << signifie qu’il existe une constante c > 0 telle que le membre de gauche
soit infe´rieure ou e´gale a` c fois le membre de droite. La relation ci-dessus se prouve comme
le (ii) du lemme 10.1 de [W2]. On fixe b ve´rifiant cette relation.
Notons M˜\ le commutant de AI′′ dans G˜. C’est un Le´vi tordu de G˜ qui contient G
′x˜.
On a l’e´galite´ AM˜\ = AI′′. Fixons un Le´vi minimal Mmin de G contenu dans M\ et un
sous-groupe parabolique Pmin =MminUmin ∈ P(Mmin). Pour simplifier, on peut supposer
que K est en bonne position relativement a` Mmin. On utilise le groupe K pour de´finir
les fonctions HQ˜ sur G(F ), pour Q˜ ∈ L
G˜. Notons ∆ l’ensemble des racines simples de
AMmin dans umin. Fixons Y ∈ AMmin . Pour tout P
′ ∈ P(Mmin), il y a un unique w ∈ W
G
tel que wPminw
−1 = P ′. On pose YP ′ = wY . Pour Q˜ ∈ P(M˜\), notons YQ˜ la projection
orthogonale de YP ′ sur AM˜\, ou` P
′ est un e´le´ment quelconque de P(Mmin) tel que P
′ ⊂ Q.
Soit g ∈ G(F ). On pose Y (g)Q˜ = YQ˜−H ¯˜Q(g), ou`
¯˜Q est le parabolique tordu oppose´ a` Q˜.
La famille Y(g) = (Y (g)Q˜)Q˜∈P(M˜\) est (G˜, M˜\)-orthogonale. Il existe une constante c > 0
telle que, si
inf{σ(mg);m ∈M\(F )} < c inf{α(Y );α ∈ ∆},
on ait α(Y (g)Q˜) > 0 pour tout Q˜ = M˜\UQ ∈ P(M˜\) et toute racine α de AM˜\ dans uQ.
Supposons cette condition ve´rifie´e. On note λ 7→ σG˜
M˜\
(λ,Y(g)) la fonction caracte´ristique
dans AM˜\ de l’enveloppe convexe des points de la famille Y(g). On pose
v(g) = ν(AI′′)
∫
AI′′(F )
σG˜
M˜\
(HM˜\(a),Y(g))da.
On a
(2) il existe c > 0 et un sous-ensemble compact ωI de i(F ) tels que les proprie´te´s
suivantes soient ve´rifie´es ; soient g ∈ G(F ) et X ∈ i(F )[> N−b] tels que gf˜
]
x˜,ω(X) 6= 0 ;
alors X ∈ ωI et il existe t ∈ I(F ) tel que σ(tg) < c log(N).
La preuve est la meˆme que celle de [W2] 10.4(2). Cette proprie´te´ assure que le membre
de droite de l’e´galite´ ci-dessous est bien de´fini.
Proposition. Il existe c > 0 et un entier N0 ≥ 1 tels que, si N ≥ N0 et
c log(N) < inf{α(Y );α ∈ ∆},
on ait l’e´galite´∫
I′(F )AI′′ (F )\G(F )
gf˜
]
x˜,ω(X)κN,X′′(g)dg =
∫
I′(F )AI′′ (F )\G(F )
gf˜
]
x˜,ω(X)v(g)dg
pour tout X ∈ i(F )[> N−b] ∩ (i′(F )× i′′(F )S).
Preuve. Pour simplifier la notation, fixons un ensemble ωI comme en (2), posons
XN = ωI ∩ i(F )[> N
−b] ∩ (i′(F )× i′′(F )S)
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et notons ΩN l’ensemble des g ∈ G(F ) pour lesquels il existe X ∈ XN tel que
gf˜
]
x˜,ω(X) 6=
0. Soit Z ∈ AMmin tel que α(Z) > 0 pour tout α ∈ ∆ (on ne confond pas cet e´le´ment
avec le sous-espace Z de V ). En remplac¸ant Y par cet e´le´ment, on construit une famille
de points Z(g) pour tout g ∈ G(F ). On suppose
inf{α(Z);α ∈ ∆} ≥ c1log(N),
ce qui assure que, pour g ∈ ΩN , on a Z(g)Q˜ ∈ A
+
Q˜
pour tout Q˜ ∈ P(M˜\). Pour Q˜ =
L˜UQ ∈ P(M˜\), notons λ 7→ σ
Q˜
M˜\
(λ,Z(g)) la fonction caracte´ristique dans AM˜\ de la
somme de AL˜ et de l’enveloppe convexe des Z(g)P˜ ′ pour P˜
′ ∈ P(M˜min), P˜
′ ⊂ Q˜. Notons
τQ˜ la fonction caracte´ristique du sous-ensemble A
L˜
M˜\
⊕A+
Q˜
de AM˜\. On a l’e´galite´∑
Q˜∈F(M˜\)
σQ˜
M˜\
(λ,Z(g))τQ˜(λ− Z(g)Q˜) = 1
pour tout λ ∈ AM˜\. Pour g ∈ ΩN et X ∈ XN , on peut donc e´crire
v(g) = ν(AI′′)
∑
Q˜∈F(M˜\)
v(Q˜, g),
κN,X′′(g) = ν(AI′′)
∑
Q˜∈F(M˜\)
κN,X′′(Q˜, g),
ou`
v(Q˜, g) =
∫
AI′′(F )
σG˜
M˜\
(HM˜\(a),Y(g))σ
Q˜
M˜\
(HM˜\(a),Z(g))τQ˜(HM˜\(a)− Z(g)Q˜)da,
κN,X′′(Q˜, g) =
∫
AI′′ (F )
κN (γ
−1
X′′ag)σ
Q˜
M˜\
(HM˜\(a),Z(g))τQ˜(HM˜\(a)− Z(g)Q˜)da.
Les fonctions g 7→ v(Q˜, g) et g 7→ κN,X′′(Q˜, g) sont invariantes a` gauche par I
′(F )AI′′(F ).
On peut donc de´composer le membre de gauche, resp. de droite, de l’e´galite´ de l’e´nonce´
en
ν(AI′′)
∑
Q˜∈F(M˜\)
Φ1(Q˜,X),
resp.
ν(AI′′)
∑
Q˜∈F(M˜\)
Φ2(Q˜,X),
ou`
Φ1(Q˜,X) =
∫
I′(F )AI′′ (F )\G(F )
gf˜
]
x˜,ω(X)κN,X′′(Q˜, g)dg,
Φ2(Q˜,X) =
∫
I′(F )AI′′ (F )\G(F )
g f˜
]
x˜,ω(X)v(Q˜, g)dg.
On a :
(3) si Z ve´rifie les ine´galite´s
sup{α(Z);α ∈ ∆} ≤
{
inf{α(Y );α ∈ ∆},
log(N)2
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on a Φ1(G˜,X) = Φ2(G˜,X) pour tout X ∈ XN , pourvu que N soit assez grand.
En effet, soit g ∈ ΩN . On ve´rifie comme en [W2] 10.4(8) que, sous ces hypothe`ses, on a
κN(γ
−1
X′′ag) = σ
G˜
M˜\
(HM˜\(a),Y(g)) = 1 pour tout a ∈ AI′′(F ) tel que σ
G˜
M˜\
(HM˜\(a),Z(g)) =
1. Donc κN,X′′(G˜, g) = v(G˜, g) et la conclusion.
Fixons Q˜ = L˜UQ ∈ F(M˜\), Q˜ 6= G˜. On a :
(4) il existe c > 0 tel que, si c log(N) < inf{α(Z);α ∈ ∆}, on a Φ1(Q˜,X) =
Φ2(Q˜,X) = 0 pour tout X ∈ XN .
On e´crit
Φ1(Q˜,X) =
∫
Kmin
∫
I′(F )AI′′ (F )\L(F )
∫
UQ¯(F )
u¯lkf˜
]
x˜,ω(X)κN,X′′(Q˜, u¯lk)du¯δQ(l)dl dk.
On ve´rifie que, si u¯lkf˜
]
x˜,ω(X) 6= 0 pour un X ∈ XN , on a une majoration σ(u¯) << log(N)
et on peut repre´senter l par un e´le´ment tel que σ(l) << log(N). Le point est que, pour
de tels e´le´ments, on a l’e´galite´
κN,X′′(Q˜, u¯lk) = κN,X′′(Q˜, lk).
Cela re´sulte de l’assertion :
(5) soit c > 0 ; il existe c′ > 0 tel que, si c′ log(N) < inf{α(Z);α ∈ ∆}, les pro-
prie´te´s suivantes sont ve´rifie´es ; soient X ∈ XN , g ∈ G(F ) et u¯ ∈ UQ¯(F ) ; supposons
σ(g), σ(u¯), σ(u¯g) < clog(N) ; alors on a l’e´galite´ κN,X′′(Q˜, u¯g) = κN,X′′(Q˜, g).
Reportons la preuve de cette assertion a` plus tard. A l’inte´rieur de l’inte´grale ci-dessus
apparaˆıt donc l’inte´grale ∫
UQ¯(F )
u¯lkf˜
]
x˜,ω(X)du¯.
Or celle-ci est nulle d’apre`s 1.8(1). Donc Φ1(Q˜,X) = 0. On prouve de meˆme que
Φ2(Q˜,X) = 0, en utilisant une assertion similaire a` (5) pour la fonction v(Q˜, g).
On a utilise´ l’e´le´ment auxiliaire Z. Il existe c > 0 tel que, si
c log(N) < inf{α(Y );α ∈ ∆},
on peut choisir cet e´le´ment auxiliaire ve´rifiant les hypothe`ses de (3) et (4). Ces relations
entraˆınent la conclusion de l’e´nonce´.
Il reste a` prouver l’assertion (5) et son analogue pour la fonction v(Q˜, g). La preuve
de cette analogue est la meˆme que celle de [W2] 10.5 et on ne la fera pas. Soient c, X , g, u¯
ve´rifiant les hypothe`ses de (5). Conside´rons la formule inte´grale qui de´finit κN,X′′(Q˜, g).
La fonction
λ 7→ σQ˜
M˜\
(λ,Z(g))τQ˜(λ− Z(g)Q˜)
ne de´pend de g que par l’interme´diaire des H ¯˜P ′(g) pour P˜
′ ∈ P(M˜\) , P˜
′ ⊂ Q˜. Or ces
termes sont insensibles au changement de g en u¯g. On en de´duit :
(6) κN,X′′(Q˜, u¯g)− κN,X′′(Q˜, g) =
∫
AI′′ (F )
σQ˜
M˜\
(HM˜\(a),Z(g))τQ˜(HM˜\(a)− Z(g)Q˜)
(κN(γ
−1
X′′au¯g)− κN (γ
−1
X′′ag))da.
Supposons prouve´e l’assertion suivante :
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(7) il existe c′′ > 0, ne de´pendant que de c (et pas de g, u¯, X), tel que, pour tout
a ∈ AI′′(F ) tel que α(HM˜\(a)) > c
′′log(N) pour toute racine α de AI′′ dans uQ, on a
l’e´galite´ κN(γ
−1
X′′au¯g) = κN (γ
−1
X′′ag).
On peut trouver c′ > 0, ne de´pendant que de c, tel que les deux conditions
c′ log(N) < inf{α(Z);α ∈ ∆}
et
σQ˜
M˜\
(HM˜\(a),Z(g))τQ˜(HM˜\(a)− Z(g)Q˜) = 1
entraˆınent α(HM˜\(a)) > c
′′log(N) pour toute racine α de AI′′ dans uQ. Si l’on impose la
premie`re condition a` Z, la fonction que l’on inte`gre dans la formule (6) est donc nulle,
d’ou` la conclusion de (5). Cela nous rame`ne a` prouver (7). La preuve est essentiellement
la meˆme que celle du lemme 10.8 de [W2]. Signalons seulement les points a` modifier. On
voit comme dans cette re´fe´rence que l’on peut e´tendre les scalaires. Remarquons qu’en
e´tendant les scalaires, on peut changer le tore AI′′ mais celui-ci ne peut que devenir plus
gros et l’assertion (7) n’en devient que plus forte. Apre`s extension des scalaires, on peut
supposer que le groupe spe´cial orthogonal G′′x˜ de la restriction de x˜ a` V
′′ est quasi-de´ploye´
et que I ′′ = AI′′ en est un tore de´ploye´ maximal. On peut fixer un e´le´ment P˜\ ∈ P(M˜\)
et se limiter aux e´le´ments a ∈ AI′′(F ) tels que HM˜\(a) appartient a` la chambre positive
ferme´e pour ce parabolique tordu. Montrons que :
(8) il existe δ ∈ G′′x˜(F ) tel que δP˜\δ
−1 ⊂ ¯˜P et AM˜ ⊂ δAI′′δ
−1.
Le tore de´ploye´ AM˜ est contenu dans G
′′
x˜ et AI′′ est un sous-tore maximal de ce
groupe. On peut donc trouver δ ∈ G′′x˜(F ) tel que AM˜ ⊂ δAI′′δ
−1. Alors δ−1 ¯˜Pδ ∈ F(M˜\).
Fixons P˜ ′ ∈ P(M˜\) tel que P˜
′ ⊂ δ−1 ¯˜Pδ. Le tore AI′′ e´tant un sous-tore maximal d’un
groupe spe´cial orthogonal, il a une forme particulie`re : ses sous-espaces propres dans V
sont tous de dimension 1, sauf e´ventuellement celui sur lequel AI′′ agit par l’identite.
Le Le´vi M˜\ e´tant le commutant de ce tore a lui-aussi une forme particulie`re : M\ est
un produit de GL1 et e´ventuellement d’un unique bloc GLk. Pour un tel Le´vi, deux
e´le´ments quelconques de F(M˜\) sont conjugue´s par le groupe NormG(F )(M˜\). Si d est
impair, l’application naturelle
NormG′′x˜(F )(AI′′)→ NormG(F )(M˜\)/M\(F )
est surjective. Donc P˜\ et P˜
′ sont conjugue´s par un e´le´ment de NormG′′x˜(F )(AI′′). Quitte
a` multiplier δ a` droite par un tel e´le´ment, on peut supposer P˜ ′ = P˜\ et la conclusion
de (8) est ve´rifie´e. Supposons d pair et introduisons le groupe orthogonal O(V ′′) de la
restriction a` V ′′ de la forme x˜ (G′′x˜ en est sa composante neutre). L’application naturelle
NormO(V ′′)(F )(AI′′)→ NormG(F )(M˜\)/M\(F )
et on peut comme ci-dessus multiplier δ a` droite par un e´le´ment de NormO(V ′′)(F )(AI′′) de
sorte que P˜ ′ = P˜\. Si cet e´le´ment appartient a` G
′′
x˜(F ), on a fini. Sinon, on remarque que
AM˜ n’est pas maximal dans G˜x˜, plus pre´cise´ment, il agit trivialement sur un sous-espace
non nul de V ′′ : il fixe z0. Il en re´sulte qu’il existe un e´le´ment y ∈ NormO(V ′′)(F )(AI′′) ∩
δ−1Mδ tel que le de´terminant de y agissant dans V ′′ soit −1. En multipliant δ a` droite
par un tel e´le´ment, on obtient la conclusion de (8).
Graˆce a` (8), le meˆme raisonnement qu’en [W2] 10.8 nous rame`ne au cas ou` r = 0.
Dans ce cas, κN est par de´finition le produit de deux fonctions κ1,Nκ2,N . La premie`re est
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la fonction caracte´ristique de l’ensemble des g ∈ G(F ) tels que g−1z0 ∈ p
−N
F R. La se-
conde est la fonction caracte´ristique de l’ensemble des g ∈ G(F ) tels que tgz∗0 ∈ p
−N
F R
∨.
La de´monstration de [W2] 10.8 s’applique sans changement pour la premie`re fonction,
c’est-a`-dire que l’on de´montre l’analogue de (7) ou` la conclusion est remplace´e par
κ1,N(γ
−1
X′′au¯g) = κ1,N(γ
−1
X′′ag). Conside´rons la seconde fonction. On a x˜(z0) = ζ˜(z0) =
2νz∗0 . La relation κN,2(γ
−1
X′′au¯g) = 1 e´quivaut donc a`
tgtu¯tatγ−1X′′x˜z0 ∈ 2νp
−N
F R
∨. Les pro-
duits sont ici les produits naturels et non pas les produits dans G˜. Faisons commuter x˜ aux
e´le´ments qui sont a` sa gauche. La relation pre´ce´dente e´quivaut a` x˜g′−1u¯′−1a′−1γ′X′′z0 ∈
2νp−NF R
∨, ou` g′ = θ−1x˜ (g), u¯
′ = θ−1x˜ (u¯), a
′ = θ−1x˜ (a), γ
′
X′′ = θ
−1
x˜ (γX′′). Elle e´quivaut encore
a` g′−1u¯′−1a′−1γ′X′′z0 ∈ p
−N
F R
′, ou` R′ = 2νx˜−1(R∨). Mais a′ = a et γ′X′′ = γX′′ car ces
e´le´ments sont dans Gx˜(F ). Alors la condition pre´ce´dente est du meˆme type que la condi-
tion κN,1(γ
−1
X′′au¯g) = 1 : on a simplement remplace´ u¯ par u¯
′, g par g′ et R par R′. Ces
objets ve´rifient les meˆmes hypothe`ses que u¯, g et R. Alors la meˆme de´monstration qu’en
[W2] 10.8 s’applique et on de´montre l’analogue de (7) ou` la conclusion est remplace´e par
κ2,N(γ
−1
X′′au¯g) = κ2,N(γ
−1
X′′ag). Evidemment, les deux analogues de (7) pour les fonctions
κ1,N et κ2,N entraˆınent l’assertion (7) elle-meˆme. Cela ache`ve la preuve. 
3.7 Apparition des inte´grales orbitales ponde´re´es
Le tore I et la constante b sont fixe´s comme dans le paragraphe pre´ce´dent.
Lemme. Il existe N0 ≥ 1 tel que, pour tout N ≥ N0 et tout X ∈ i(F )[> N
−b]∩ (i′(F )×
i′′(F )S), on ait les e´galite´s∫
I′(F )AI′′ (F )\G(F )
g f˜
]
x˜,ω(X)κN,X′′(g)dg = 0,
si AI′ 6= {1} ; ∫
I′(F )AI′′ (F )\G(F )
gf˜
]
x˜,ω(X)κN,X′′(g)dg = ν(I
′)ν(AI′′)Θ
J,]
f˜ ,x˜,ω
(X)
si AI′ = {1}.
Preuve. Notons v(g, Y ) la fonction note´e v(g) dans le paragraphe pre´ce´dent. La propo-
sition 3.6 nous autorise a` remplacer κN,X′′(g) par v(g, Y ) dans les inte´grales de l’e´nonce´,
pourvu que Y ve´rifie une minoration
inf{α(Y );α ∈ ∆} >> log(N).
Fixons X . Les inte´grales sont a` support compact. On peut faire tendre Y vers l’infini.
Dans le cas non tordu, Arthur a calcule´ en [A1] p.46 le comportement de v(g, Y ) quand Y
tend vers l’infini. Le meˆme calcul vaut dans le cas tordu. Pour Y dans un certain re´seau
R ⊂ AMmin , la fonction Y 7→ v(g, Y ) est une somme de fonctions Y 7→ qζ(Y )exp(ζ(Y )),
ou` qζ est un polynoˆme et ζ ∈ Hom(R, 2piiQ/2piiZ). De telles fonctions sont line´airement
inde´pendantes. Puisque l’expression que l’on calcule est inde´pendante de Y , on peut
aussi bien remplacer v(g, Y ) par son ”terme constant” q0(0). D’apre`s [A1] p.92 (adapte´
au cas tordu), on a
q0(0) = (−1)
aM˜\
∑
Q˜∈F(M˜\)
c′
Q˜
vQ˜
M˜\
(g).
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Les c′
Q˜
sont des constantes et on a c′
G˜
= 1. Cela conduit a` l’e´galite´
∫
I′(F )AI′′ (F )\G(F )
gf˜
]
x˜,ω(X)κN,X′′(g)dg = (−1)
aM˜\
∑
Q˜∈F(M˜\)
c′
Q˜
Φ(Q˜),
ou`
Φ(Q˜) =
∫
I′(F )AI′′ (F )\G(F )
gf˜
]
x˜,ω(X)v
Q˜
M˜\
(g)dg.
Pour Q˜ = L˜UQ 6= G˜, on de´compose l’inte´grale sur I
′(F )AI′′(F )\G(F ) en produit
d’inte´grales sur I ′(F )AI′′(F )\L(F ), UQ(F ) et K. On voit apparaˆıtre une inte´grale∫
UQ(F )
ulkf˜
]
x˜,ω(X)du,
qui est nulle d’apre`s 1.8(1). Il ne reste plus que le terme pour Q˜ = G˜, qui vaut
Φ(G˜) = mes(I(F )/I ′(F )AI′′(F ))D
G˜x˜(X)−1/2J ]
M˜\,x˜,ω
(X, f˜).
Si AI′ 6= {1}, on a AM˜\ = AI′′ ( AG˜x˜exp(X) = AI′AI′′ , donc J
]
M˜\,x˜,ω
(X, f˜) = 0 d’apre`s
1.8(2). D’ou` la premie`re assertion de l’e´nonce´. Supposons AI′ = {1}. Alors M˜\ est le Le´vi
tordu note´ M˜(X) en 1.8 et on obtient
Φ(G˜) = (−1)
aM˜\ν(I)mes(I(F )/I ′(F )AI′′(F ))Θ
J,]
f˜,x˜,ω
(X).
On rappelle que l’on n’utilise pas les meˆmes mesures qu’en 1.8 (cf. 3.3), ce qui explique
l’apparition de ν(I). Il reste a` ve´rifier que
ν(I)mes(I(F )/I ′(F )AI′′(F )) = ν(I
′)ν(AI′′)
pour obtenir le (ii) de l’e´nonce´. 
3.8 Preuve du the´ore`me 3.3
Si AH′x˜ 6= {1}, on a AI′ 6= {1} pour tous les tores I intervenant dans la formule 3.5(2).
En utilisant la relation 3.6(1) et le lemme 3.7, on voit que
limN→∞Jx˜,ω,N(Θ, f˜) = 0.
On a aussi Jx˜,ω,geom(Θ, f˜) = 0 d’apre`s la de´finition de ce terme : il n’y a pas de sous-tore
maximal de H ′x˜ qui soit anisotrope. D’ou` la relation 3.5(1) dans ce cas.
Supposons AH′x˜ = {1}. Le meˆme raisonnement nous de´barrasse de tous les tores I
intervenant dans 3.5(2) tels que I ′ n’est pas elliptique. Posons
Jx˜,ω,∞(Θ, f˜) =
∑
I=I′I′′∈Tell(H
′
x˜)×T (G
′′
x˜)
ν(I ′)|W (Gx˜, I)|
−1
∫
i′(F )×i′′(F )S
jˆS(X
′)DG
′
x˜(X ′)DG
′′
x˜(X ′′)1/2ΘJ,]
f˜ ,x˜,ω
(X)dX.
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Un calcul familier montre que cette expression est absolument convergente. Cette fois,
la relation 3.6(1) et le lemme 3.7 montrent que
limN→∞Jx˜,ω,N(Θ, f˜) = Jx˜,ω,∞(Θ, f˜).
On a suppose´
Θx˜,ω(X) = jˆS(X
′)jˆH
′′
x˜ (S,X ′′).
Notons maintenant Θ′′ la fonction X ′′ 7→ jˆH
′′
x˜ (S,X ′′). Un quasi-caracte`re a` support dans
ω se de´compose en combinaison line´aire de produits d’un quasi-caracte`re dans ω′ et d’un
quasi-caracte`re dans ω′′. Ecrivons ainsi
ΘJ
f˜ ,x˜,ω
(X) =
∑
b∈B
Θ′
f˜ ,b
(X ′)Θ′′
f˜ ,b
(X ′′),
ou` B est un ensemble fini d’indices. On a alors
Jx˜,ω,∞(Θ, f˜) =
∑
b∈B
J ′bJ
′′
b,∞,
Jx˜,ω,geom(Θ, f˜) =
∑
b∈B
J ′bJ
′′
b,geom,
ou`
J ′b =
∑
I′∈Tell(G
′
x˜)
|W (G′x˜, I
′)|−1ν(I ′)
∫
i′(F )
jˆS(X
′)Θ′
f˜ ,b
(X ′)DG
′
x˜(X ′)dX ′,
J ′′b,∞ =
∑
I′′∈T (G′′x˜)
|W (G′′x˜, I
′′)|−1
∫
i′′(F )S
Θˆ′′
f˜ ,b
(X ′′)DG
′′
x˜(X ′′)1/2dX ′′,
J ′′b,geom =
∑
I′′∈T ′′
ν(I ′′)
∫
i′′(F )
cΘ′′(X
′′)cΘ′′
f˜ ,b
(X ′′)DH
′′
x˜ (X ′′)∆′′(X)rdX ′′.
D’apre`s [W2] the´ore`me 7.9 et lemme 11.2(ii), on a l’e´galite´ J ′′b,∞ = J
′′
b,geom pour tout b ∈ B.
D’ou` l’e´galite´ Jx˜,ω,∞(Θ, f˜) = Jx˜,ω,geom(Θ, f˜), puis l’e´galite´ 3.5(1) qu’il fallait prouver. 
4 Majorations
4.1 Les re´sultats
On e´nonce dans ce paragraphe les majorations qui seront prouve´es dans cette section.
Les hypothe`ses sont celles de 3.1.
Pour un entier N ≥ 1 et un re´el D, posons
I(N,D) =
∫
G(F )
ΞG(g)2κN(g)σ(g)
Ddg.
(1) Cette inte´grale est convergente. Le re´el D e´tant fixe´, il existe un re´el R tel que
I(N,D) << NR
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pour tout entier N ≥ 1.
Pour u ∈ U(F ) et i = −r, ..., r − 1, rappelons que l’on a note´ ui+1,i la coordonne´e
< z∗i+1, uzi > de u. Pour un entier c ≥ 1, on note U(F )c le sous-ensemble des u ∈ U(F )
tels que valF (ui+1,i) ≥ −c pour tout i = −r, ..., r − 1. C’est un sous-groupe de U(F )
conserve´ par la conjugaison par H(F ). Pour un re´el D et un e´le´ment m ∈M(F ), posons
X(c,D,m) =
∫
U(F )c
ΞG(um)σ(um)Ddu.
(2) Cette expression est convergente. Pour D fixe´, il existe un re´el R tel que
X(c,D,m) << cRσ(m)RδP (m)
1/2ΞM(m)
pour tous c ≥ 1 et tout m ∈M(F ).
(3) Pour tout re´el D et tout entier c ≥ 1, l’inte´grale∫
H(F )U(F )c
ΞH(h)ΞG(hu)σ(hu)Ddu dh
est convergente.
(4) Pour tout re´el D et tout entier c ≥ 1, l’inte´grale∫
H(F )U(F )c
∫
H(F )U(F )c
ΞG(hu)ΞH(h′h)ΞG(h′u′)σ(hu)Dσ(h′u′)Ddu′ dh′ du dh
est convergente.
Soient D et C deux re´els, c, c′ et N trois entiers. On suppose C, c, c′, N ≥ 1. Pour
m ∈M(F ), h ∈ H(F ), u, u′ ∈ U(F ), posons
φ(m, h, u, u′;D) = ΞH(h)ΞG(u′m)ΞG(u−1h−1u′m)κN (m)σ(u
′)Dσ(u)Dσ(h)Dσ(m)DδP (m)
−1.
Posons
I(c, N,D) =
∫
M(F )
∫
H(F )U(F )c
∫
U(F )
φ(m, h, u, u′;D)du′ du dh dm,
I(c, c′, N,D) =
∫
M(F )
∫
H(F )U(F )c
∫
U(F )−U(F )c′
φ(m, h, u, u′;D)du′ du dh dm,
I(c, c′, N, C,D) =
∫
M(F )
∫
H(F )U(F )c
∫
U(F )c′
1σ≥C(hu)φ(m, h, u, u
′;D)du′ du dh dm.
(5) L’inte´grale I(c, N,D) est convergente. Les termes c et D e´tant fixe´s, il existe un
re´el R tel que
I(c, N,D) << NR
pour tout N ≥ 1.
(6) L’inte´grale I(c, c′, N,D) est convergente. Les termes c et D e´tant fixe´s, pour tout
re´el R, il existe α > 0 tel que
I(c, c′, N,D) << N−R
pour tout N ≥ 2 et tout c′ ≥ α log(N).
(7) L’inte´grale I(c, c′, N, C,D) est convergente. Les termes c et D e´tant fixe´s, pour
tout re´el R, il existe α > 0 tel que
I(c, c′, N, C,D) << N−R
pour tout N ≥ 1, tout c′ ≥ 1 et tout C ≥ α(log(N) + c′).
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4.2 Choix d’une base
On fixe une base (vi)i=r+1,...,d−r−1 de W . On la comple`te en une base de V en posant
vi = zr+1−i pour i = 1, ..., r, vi = zd−i−r pour i = d−r, ..., d. Dans cette section, le re´seau
R que l’on a fixe´ n’intervient que via les fonctions κN . Conside´rons un autre re´seau R
′,
qui donne naissance a` d’autres fonctions κ′N . On ve´rifie qu’il existe c ≥ 0 tel que
κ′N(g) ≤ κN+c(g) ≤ κ
′
N+2c(g)
pour tout g ∈ G(F ) et tout N ≥ 1. Les majorations que l’on veut obtenir sont donc
insensibles au changement de κN en κ
′
N . Cela nous autorise a` supposer que R est le
re´seau de base (vi)i=1,...,d sur oF . Donc K = Kd. On introduit le tore Ad et le sous-groupe
de Borel Bd. Notons Sd le groupe des permutations de l’ensemble {1, ..., d}. Pour tout
s ∈ Sd, on note Ad(F )
−
s le sous-ensemble des a ∈ Ad(F ) tels que
valF (as(1)) ≥ valF (as(2)) ≥ ... ≥ valF (as(d)).
Pour s e´gal a` l’identite´, on pose simplement Ad(F )
− = Ad(F )
−
s .
4.3 Comparaison de ΞH et ΞG
Lemme. Supposons r = 0. Il existe  > 0 tel que ΞG(h) << exp(−σ(h))ΞH(h) pour
tout h ∈ H(F ).
Preuve. Pour r = 0, on aH = GLd−1. En vertu de l’e´galite´H(F ) = Kd−1Ad−1(F )
−Kd−1,
on peut supposer h = a ∈ Ad−1(F )
−. Si valF (a1) < 0, posons k = 1. Sinon, soit k le plus
grand entier tel que 2 ≤ k ≤ d tel que valF (ak−1) ≥ 0. Introduisons l’e´le´ment b ∈ Ad(F )
tel que bi = ai pour i = 1, ..., k − 1, bk = 1 et bi = ai−1 pour i = k + 1, ..., d. L’e´le´ment b
appartient a` Ad(F )
− et est conjugue´ a` a. En vertu du lemme II.1.1 de [W4], il existe un
entier D, inde´pendant de a, tel que
ΞG(a) = ΞG(b) << δBd(b)
1/2σ(a)D.
On a aussi
δBd−1(a)
1/2 << ΞH(a).
On calcule
δBd(b)
1/2 = δBd−1(a)
1/2(
∏
i=1,...,k−1
|ai|
1/2
F )(
∏
i=k,...,d−1
|ai|
−1/2
F ).
En vertu de la de´finition de k, cela e´quivaut a`
δBd(b)
1/2 = δBd−1(a)
1/2q−Σ(a),
ou` q est le nombre d’e´le´ments du corps re´siduel et
Σ(a) =
∑
i=1,...,d−1
|valF (ai)|.
On obtient
ΞG(a) << σ(a)Dq−Σ(a)ΞH(a).
Mais Σ(a) << σ(a) et le lemme s’ensuit. 
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4.4 Majorations d’inte´grales unipotentes
Pour simplifier les notations, on pose B = Bd. Pour tout Q =MQUQ ∈ F(Ad) et pour
tout g ∈ G(F ), on fixe une de´composition g = mQ(g)uQ(g)kQ(g), avec mQ(g) ∈MQ(F ),
uQ(g) ∈ UQ(F ), kQ(g) ∈ K. Dans le cas particulier ou` Q ∈ P(Ad), on note plutoˆt aQ(g)
le terme mQ(g).
Supposons r ≥ 1. Notons Vr−1 le sous-espace de V engendre´ par V0 et les vecteurs
z±j pour j = 0, ..., r− 1. Notons Pr le sous-groupe parabolique de G forme´ des e´le´ments
qui conservent le drapeau
Fzr ⊂ Fzr ⊕ Vr−1.
On note Ur son radical unipotent et Mr sa composante de Le´vi qui contient M . Notons
Ur,\ le sous-groupe des e´le´ments u ∈ Ur tels que ur,r−1 = u1−r,−r = 0. Pour deux re´els b
et D, posons
Ir,\(b,D) =
∫
Ur,\(F )
1σ≥b(u)δP¯ (mP¯ (u))
1/2ΞM(mP¯ (u))σ(u)
Ddu.
Lemme. Cette inte´grale est convergente. Pour D fixe´, il existe  > 0 tel que
Ir,\(b,D) << exp(−b)
pour tout b ≥ 0.
Preuve. Supposons r ≥ 2. Remarquons que l’on peut aussi bien travailler avec
l’inte´grale
Jr,\(b,D) =
∫
Ur,\(F )
1σ≥b(u)δB¯(aB¯(u))
1/2σ(u)Ddu.
En effet, d’apre`s [W4] lemmes II.1.1 et II.3.2, il existe un re´el D1 tel que
δP¯ (m)
1/2ΞM(m) << δB¯(aB¯∩M(m))
1/2σ(m)D1
pour tout m ∈ M(F ). Pour g ∈ G(F ), on peut supposer aB¯(g) = aB¯∩M (mP¯ (g)) et on a
σ(mP¯ (g)) << σ(g). Alors Ir,\(b,D) << Jr,\(b,D +D1).
Notons P ′ le sous-groupe parabolique de G forme´ des e´le´ments qui conservent la
droite Fzr. Notons U
′ son radical unipotent et M ′ sa composante de Le´vi contenant
M . Posons P ′′ = M ′ ∩ Pr et notons U
′′ = M ′ ∩ Pr le radical unipotent de P
′′. On a
P ′′ = MrU
′′. On pose U ′\ = U
′ ∩ Ur,\, U
′′
\ = U
′′ ∩ Ur,\. On a Ur = U
′U ′′ = U ′′U ′ et
Ur,\ = U
′
\U
′′
\ = U
′′
\ U
′
\. Posons
J ′\(b,D) =
∫
U ′\(F )
1σ≥b(u)δB¯(aB¯(u))
1/2σ(u)Ddu,
J ′′\ (b,D) =
∫
U ′′\ (F )
1σ≥b(u)δB¯∩M ′(aB¯∩M ′(u))
1/2σ(u)Ddu.
On a
(1) ces inte´grales sont convergentes ; pour D fixe´, il existe D > 0 tel que
J ′\(b,D) << exp(−Db), J
′′
\ (b,D) << exp(−Db)
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pour tout b ≥ 0.
L’assertion concernant J ′\(b,D) est l’assertion (1) de [W3] 3.3. Conside´rons J
′′
\ (b,D).
On a M ′ = GL1 × GLd−1 et tout se passe dans le bloc GLd−1. Appliquons dans ce
bloc l’automorphisme θd−1. Cela transforme le groupe U
′′
\ en l’analogue de U
′
\ quand on
remplace d par d − 1. Alors l’assertion re´sulte de la meˆme assertion (1) de [W3] 3.3,
applique´e au groupe GLd−1.
D’autre part, on ve´rifie facilement qu’il existe α > 0 tel que
(2) δB¯(aB¯(gg
′))1/2 << δB¯(aB¯(g))
1/2δB¯(aB¯(g
′))1/2exp(ασ(g′))
pour tous g, g′ ∈ G(F ).
Fixons un re´el auxiliaire β > 0 que l’on pre´cisera plus tard. De´composons Jr,\(b,D)
en
Jr,\(b,D) = J≥(b,D) + J<(b,D),
ou`
J≥(b,D) =
∫
U ′′\ (F )
∫
U ′\(F )
1σ≥b(u
′u′′)1σ≥βσ(u′′)+b/2(u
′)δB¯(aB¯(u
′u′′))1/2σ(u′u′′)Ddu′ du′′,
J<(b,D) =
∫
U ′′\ (F )
∫
U ′\(F )
1σ≥b(u
′u′′)1σ<βσ(u′′)+b/2(u
′)δB¯(aB¯(u
′u′′))1/2σ(u′u′′)Ddu′ du′′.
Dans J≥(b,D), on majore 1σ≥b(u
′u′′) par 1 et on utilise (2). On obtient
J≥(b,D) <<
∫
U ′′\ (F )
exp(ασ(u′′))δB¯(aB¯(u
′′))1/2σ(u′′)D
∫
U ′\(F )
1σ≥βσ(u′′)+b/2(u
′)δB¯(aB¯(u
′))1/2σ(u′)Ddu′ du′′.
L’inte´grale inte´rieure est J ′\(βσ(u
′′) + b/2, D). On de´duit de (1) la majoration
J≥(b,D) << exp(−Db/2)
∫
U ′′\ (F )
exp((α − βD)σ(u
′′))δB¯(aB¯(u
′′))1/2σ(u′′)Ddu′′.
Remarquons que δB¯(aB¯(u
′′))1/2 = δB¯∩M ′(aB¯∩M ′(u
′′))1/2. Introduisons le sous-groupe ra-
diciel e´vident U−r+1,−r de U . On a U
′′ = U ′′\ U−r+1,−r. Soit v ∈ U−r+1,−r(F ) ∩K. On ne
modifie pas l’inte´grale pre´ce´dente en remplac¸ant u′′ par u′′v. On peut ensuite inte´grer sur
v ∈ U−r+1,−r(F ). On obtient alors une inte´grale sur un sous-ensemble ouvert de U
′′(F ),
que l’on majore par l’inte´grale sur tout le groupe. D’ou`
J≥(b,D) << exp(−Db/2)
∫
U ′′(F )
exp((α − βD)σ(u
′′))δB¯∩M ′(aB¯∩M ′(u
′′))1/2σ(u′′)Ddu′′.
On fixe maintenant β tel que β > 0 et α − βD < 0. D’apre`s le lemme II.4.2 de [W4],
l’inte´grale est convergente. On obtient
(3) J≥(b,D) << exp(−Db/2).
Le groupe U ′′ normalise U ′. Dans J<(b,D), effectuons le changement de variables u
′ 7→
u′′u′u′′−1. Le terme 1σ<βσ(u′′)+b/2(u
′) devient 1σ<βσ(u′′)+b/2(u
′′u′u′′−1). Puisque σ(u′) ≤
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σ(u′′u′u′′−1) + 2σ(u′′), ce terme est majore´ par 1σ<(β+2)σ(u′′)+b/2(u
′). Il y a aussi le terme
1σ≥b(u
′′u′). Si les deux termes pre´ce´dents sont non nuls, on a
b ≤ σ(u′′u′) ≤ σ(u′′) + σ(u′) ≤ (β + 3)σ(u′′) + b/2,
d’ou` σ(u′′) ≥ b/(2β + 6) et 1σ≥b/(2β+6)(u
′′) = 1. On a donc
J<(b,D) <<
∫
U ′′\ (F )
∫
U ′\(F )
1σ≥b/(2β+6)(u
′′)1σ<(β+2)σ(u′′)+b/2(u
′)δB¯(aB¯(u
′′u′))1/2σ(u′′u′)Ddu′ du′′.
Comme ci-dessus, on peut remplacer l’inte´grale inte´rieure par une inte´grale sur le groupe
U ′(F ) tout entier. On a aB¯(u
′′u′) = aB¯∩M ′(u
′′)aB¯(kB¯∩M ′(u
′′)u′). Le groupe U ′(F ) est nor-
malise´ par M ′(F ). On effectue le changement de variables u′ 7→ kB¯∩M ′(u
′′)−1u′kB¯∩M ′(u
′′)
et on obtient
J<(b,D) <<
∫
U ′′\ (F )
1σ≥b/(2β+6)(u
′′)δB¯∩M ′(aB¯∩M ′(u
′′))1/2σ(u′′)D
∫
U ′(F )
1σ<(β+2)σ(u′′)+b/2(u
′)δB¯(aB¯(u
′))1/2σ(u′)Ddu′ du′′.
On peut majorer le terme 1σ<(β+2)σ(u′′)+b/2(u
′) par ((β + 2)σ(u′′) + b/2)R σ(u′)−R pour
n’importe quel re´el R > 0. Remarquons que, quand 1σ≥b/(2β+6)(u
′′) = 1, ce terme est
essentiellement majore´ par σ(u′′)Rσ(u′)−R. D’ou`
J<(b,D) <<
∫
U ′′\ (F )
1σ≥b/(2β+6)(u
′′)δB¯∩M ′(aB¯∩M ′(u
′′))1/2σ(u′′)D+R
∫
U ′(F )
δB¯(aB¯(u
′))1/2σ(u′)D−Rdu′ du′′.
D’apre`s le lemme II.4.2 de [W4], on peut fixer R de sorte que l’inte´grale inte´rieure soit
convergente. Ce nombre R e´tant maintenant fixe´, l’inte´grale restante est J ′′\ (b/(2β +
6), D +R). Graˆce a` (1), on obtient
J<(b,D) << exp(−D+Rb/(2β + 6)).
Jointe a` (3), cette ine´galite´ entraˆıne celle de l’e´nonce´.
Supposons maintenant r = 1. Dans ce cas, on a P1 = P et z0 = vd−1. Introduisons
l’espace V ′ engendre´ par les vecteurs vi pour i ∈ {1, ..., d}−{d−1}. Notons G
′ ' GLd−1
son groupe d’automorphismes line´aires. Posons P ′ = G′∩P , U ′ = G′∩U etM ′ = G′∩M .
Le groupe U1,\ est e´gal a` U
′ et M ′ = GL(1) × H × GL(1). Soit u ∈ U ′(F ). On peut
supposer mP¯ (u) = mP¯ ′(u). Ecrivons ce terme sous la forme mP¯ ′(u) = (a1, h, ad), avec
a1, ad ∈ F
× et h ∈ H(F ). On a
δP¯ (mP¯ (u))
1/2ΞM(mP¯ (u)) = |a1|
−(d−1)/2
F |ad|
(d−1)/2
F Ξ
G0(h),
tandis que
δP¯ (mP¯ ′(u))
1/2ΞM
′
(mP¯ ′(u)) = |a1|
−(d−2)/2
F |ad|
(d−2)/2
F Ξ
H(h).
En vertu du lemme 4.3, on en de´duit
(4) δP¯ (mP¯ (u))
1/2ΞM(mP¯ (u)) << |a1|
−1/2
F |ad|
1/2
F δP¯ (mP¯ ′(u))
1/2ΞM
′
(mP¯ ′(u)).
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On calcule a1 et ad selon la me´thode habituelle. C’est-a`-dire que l’on munit V
′ et
∧d−2 V ′
de normes invariantes par K. On a
|a−1d |F << |a
−1
d vd|
= |kP¯ ′(u)
−1uP¯ ′(u)
−1mP¯ ′(u)
−1vd| = |u
−1vd|.
Les coordonne´es de u−1vd sont 1 et les (u
−1)i,d, pour i = 1, ..., d− 2. D’ou`
(5) |ad|
−1
F ≥ sup({1} ∪ {|(u
−1)i,d|F ; i = 1, ..., d− 2}).
On a
|det(h)−1a−1d |F << |mP¯ ′(u)
−1(v2 ∧ ... ∧ vd−2 ∧ vd)|
= |kP¯ ′(u)
−1uP¯ ′(u)
−1mP¯ ′(u)
−1(v2 ∧ ... ∧ vd−2 ∧ vd)| = |u
−1(v2 ∧ ... ∧ vd−2 ∧ vd)|.
On peut supposer que a1addet(h) = det(u) = 1. Les coordonne´es (u
−1)1,j, pour j =
2, ..., d−2 sont aussi des coordonne´es de u−1(v2∧...∧vd−2∧vd) : (u
−1)1,j est la coordonne´e
de u−1(v2 ∧ ... ∧ vd−2 ∧ vd) sur v2... ∧ vj−1 ∧ v1 ∧ vj+1 ∧ ... ∧ vd−2 ∧ vd. La constante 1 est
aussi la coordonne´e de u−1(v2 ∧ ... ∧ vd−2 ∧ vd) sur v2 ∧ ... ∧ vd−2 ∧ vd. D’ou`
|a1|F ≥ sup({1} ∪ {|(u
−1)1,j|F ; j = 2, ..., d− 2}).
De cette ine´galite´ et de (5), on de´duit l’existence de α > 0 tel que
|a1|F |ad|
−1
F ≥ exp(ασ(u)).
Alors (4) devient
δP¯ (mP¯ (u))
1/2ΞM(mP¯ (u)) << exp(−ασ(u)/2)δP¯ (mP¯ ′(u))
1/2ΞM
′
(mP¯ ′(u)).
Donc
I1,\(b,D) <<
∫
U ′(F )
1σ≥b(u)exp(−ασ(u)/2)δP¯ (mP¯ ′(u))
1/2ΞM
′
(mP¯ ′(u))du.
Quand 1σ≥b(u) = 1, on peut majorer exp(−ασ(u)/2) par exp(−αb/4)exp(−ασ(u)/4).
D’apre`s le lemme II.4.3 de [W4], l’inte´grale est convergente et on obtient
I1,\(b,D) << exp(−αb/4).
Cela ache`ve la de´monstration. 
4.5 Majoration d’une inte´grale de fonctions d’Harish-Chandra
On suppose dans ce paragraphe r = 0. Soit D un re´el. Pour h ∈ H(F ) et N ≥ 1 un
entier, posons
χ(h,N,D) =
∫
G(F )
ΞG(hx)ΞG(x)κN(x)σ(x)
Ddx.
Lemme. Cette inte´grale est convergente. Le re´el D e´tant fixe´, il existe un re´el R tel que
χ(h,N,D) << ΞG(h)NRσ(h)R
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pour tout h ∈ H(F ) et tout entier N ≥ 1.
Preuve. Comme en 4.3, on a H = GLd−1. Ecrivons h = k1ak2, avec k1, k2 ∈ Kd−1 et
a ∈ Ad−1(F ). On effectue le changement de variables x 7→ k
−1
2 x. Puisque Ξ
G est biinva-
riante par Kd et κN est invariante a` gauche par H(F ), on obtient l’e´galite´ χ(h,N,D) =
χ(a,N,D). Cela nous rame`ne au cas ou` h ∈ Ad−1(F ), ce que l’on suppose de´sormais.
On introduit le sous-groupe d’Iwahori standard I de G(F ), c’est-a`-dire le sous-
ensemble des k ∈ Kd tel que valF (ki,j) ≥ 1 pour i > j. Notons Λ le sous-ensemble
des a ∈ Ad(F ) tels que toutes les coordonne´es ai sont des puissances de $F . On a
l’e´galite´
G(F ) = unionsqa∈ΛIaK.
On a donc
χ(h,N,D, a) =
∑
a∈Λ
χ(h,N,D, a),
ou`
χ(h,N,D, a) =
∫
IaK
ΞG(hx)ΞG(x)κN(x)σ(x)
Ddx.
Pour s ∈ Sd, posons Λ
−
s = Λ ∩ Ad(F )
−
s , cf. 4.2. L’ensemble Λ est re´union des Λ
−
s . On
peut donc fixer s et se contenter de majorer
(1)
∑
a∈Λ−s
χ(h,N,D, a).
Quitte a` re´indexer nos vecteurs de base, on peut supposer que s est l’identite´. On
note simplement Λ− l’ensemble correspondant. Cette re´indexation change toutefois deux
donne´es : le groupe I n’est plus le meˆme ; le vecteur z0 n’est plus e´gal a` vd, mais a` un
autre vecteur de base que nous notons vk. D’apre`s le lemme II.1.1 de [W4], il existe un
re´el R1 tel que Ξ
G(x) << δBd(a)
1/2σ(a)R1 pour tout a ∈ Λ− et tout x ∈ IaK. Pour
a ∈ Λ−, on a l’e´galite´ IaK = (I ∩ Ud(F ))aK et on ve´rifie que l’on a une majoration
mes(IaK) << δBd(a)
−1. On obtient
(2) χ(h,N,D, a) << δBd(a)
−1/2σ(a)R1+DY (h,N, a),
ou`
Y (h,N, a) =
∫
I∩Ud(F )
ΞG(hua)κN(ua)du.
Posons
X(h,N, a) =
∫
I∩Ud(F )
ΞG(hua)du.
De´finissons quatre entiers N1(h) = N + 1 + sup(0,−valF (h1)), Nd(h) = N + 1 +
sup(0, valF (hd)), b1(h,N, a) = sup(0, valF (a1)−N1(h)), bd(h,N, a) = sup(0,−valF (ad)−
Nd(h)). Montrons que
(3) il existe  > 0 tel que
Y (h,N, a) << exp(−(b1(h,N, a) + bd(h,N, a)))X(h,N, a)
pour tout h ∈ Ad(F ) ∩H(F ), tout N ≥ 1 et tout a ∈ Λ
−.
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Supposons d’abord k 6= 1 et k 6= d. Introduisons le sous-groupe Γ de Ud(F ) forme´ des
e´le´ments u(x, y, t) pour x, y, t ∈ F tels que u(x, y, t)vk = vk+xv1, u(x, y)vd = vd+yvk+tv1
et u(x, y, t) fixe tout autre vecteur de base. Conside´rons le sous-groupe Γh de Γ forme´
des e´le´ments u(x, y, t) tels que
- valF (x) ≥ 1, valF (y) ≥ 1, valF (t) ≥ 1 ;
- valF (x) ≥ −valF (h1)+1, valF (y) ≥ valF (hd)+1, valF (t) ≥ −valF (h1)+valF (hd)+1.
Remarquons que les conditions portant sur x et y peuvent s’e´crire valF (x) ≥ N1(h)−
N et valF (y) ≥ Nd(h)−N . Puisque h ∈ H(F ), on a hk = 1, d’ou` l’e´galite´ hu(x, y, t)h
−1 =
u(h1x, h
−1
d y, h1h
−1
d t). Les conditions ci-dessus assurent que γ ∈ I ∩ Ud(F ) et hγh
−1 ∈
I ∩ Ud(F ) pour tout γ ∈ Γh. Soit γ ∈ Γh. On ne modifie pas Y (h,N, a) en remplac¸ant
ΞG(hua) par ΞG(hγh−1hua). On effectue ensuite le changement de variables u 7→ γ−1u.
On peut enfin inte´grer en γ ∈ Γh, a` condition de diviser par mes(Γh).On obtient
(4) Y (h,N, a) =
∫
I∩Ud(F )
ΞG(hua)κN,h(ua)du,
ou`
κN,h(ua) = mes(Γh)
−1
∫
Γh
κN (γ
−1ua)dγ.
Soient γ = u(x, y, t) ∈ Γh et u ∈ Ud(F ). La condition κN(γ
−1ua) = 1 e´quivaut a`
a−1u−1γvk ∈ p
−N
F R et
tatutγ
−1
vk ∈ p
−N
F R,
ou encore
a−11 xv1 + a
−1u−1vk ∈ p
−N
F R et − adyvd +
tatuvk ∈ p
−N
F R.
En notant xu la composante de u
−1vk sur v1 et yu celle de
tuvk sur vd, ces conditions
entraˆınent
valF (x+ xu) ≥ valF (a1)−N et valF (y − yu) ≥ −valF (ad)−N.
Rappelons que l’on a aussi valF (x) ≥ N1(h)−N et valF (y) ≥ Nd(h)−N . Les relations
pre´ce´dentes peuvent ne pas avoir de solution, auquel cas κN,h(ua) = 0. Si elles en ont, elles
de´terminent une classe modulo un sous-groupe Γ′h de Γh et on a κN,h(ua) = [Γh : Γ
′
h]
−1.
L’indice de Γ′h dans Γh se calcule aise´ment. Les relations portant sur x contribuent
par 1 si valF (a1) ≤ N1(h) et par q
N1(h)−valF (a1) si valF (a1) ≥ N1(h). Autrement dit,
elles contribuent par q−b1(h,N,a). De meˆme, les relations portant sur y contribuent par
q−bd(h,N,a). Dans l’e´galite´ (4), on peut donc majorer κN,h(ua) par q
−b1(h,N,a)−bd(h,N,a) et la
majoration (3) s’en de´duit.
Supposons maintenant k = 1 (le cas k = d est similaire). Pour u ∈ Ud(F ), la condition
κN(ua) = 1 entraˆıne a
−1u−1v1 ∈ p
−N
F R, c’est-a`-dire a
−1
1 v1 ∈ p
−N
F R, ou encore valF (a1) ≤
N . Donc b1(h,N, a) = 0 et on peut oublier ce terme dans la relation (3). On introduit
maintenant le sous-groupe Γ de Ud(F ) forme´ des u(y), pour y ∈ F , tels que u(y)vd =
vd + yv1 et u(y) fixe tout autre vecteur de base. A l’aide de ce sous-groupe, le meˆme
raisonnement que ci-dessus conduit a` la majoration (3).
Montrons que
(5) il existe un re´el R2 tel que
X(h,N, a) << ΞG(h)δBd(a)
1/2σ(h)R2σ(a)R2
pour tout h ∈ Ad(F ) ∩H(F ) et tout a ∈ Λ
−.
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On peut fixer s ∈ Sd tel que h ∈ Ad(F )
−
s . Introduisons le sous-groupe de Borel
Bd,s = AdUd,s de G forme´ des e´le´ments qui conservent le drapeau
Fvs(1) ⊂ Fvs(1) ⊕ Fvs(2) ⊂ ... ⊂ Fvs(1) ⊕ ...⊕ Fvs(d).
On a l’e´galite´ I∩Ud(F ) = (I∩Ud(F )∩Ud,s(F ))(I∩Ud(F )∩U¯d,s(F )). Pour u ∈ I∩Ud(F )∩
Ud,s(F ), on a huh
−1 ∈ I. Le groupe I ∩ Ud(F ) ∩ Ud,s(F ) contribue donc trivialement a`
X(h,N, a) et on obtient
X(h,N, a) <<
∫
I∩Ud(F )∩U¯d,s(F )
ΞG(hua)du
<< δ0(h)
∫
h(I∩Ud(F )∩U¯d,s(F ))h−1
ΞG(uha)du,
ou` δ0(h) est la valeur absolue du de´terminant de ad(h
−1) agissant sur ud(F )∩u¯d,s(F ). Soit
u′ ∈ I ∩Ud(F )∩Ud,s(F ). On ne modifie pas l’inte´grale ci-dessus en remplac¸ant Ξ
G(uha)
par ΞG(u′uha). On peut ensuite inte´grer en u′. En regroupant les deux inte´grales, on
obtient une inte´grale sur un ouvert de Ud(F ). Sur cet ouvert, la variable d’inte´gration
u ve´rifie une majoration σ(u) << σ(h). Pour tout re´el R3 > 0, on peut donc glisser le
terme σ(h)R3σ(u)−R3 dans l’inte´grale et on obtient
X(h,N, a) << δ0(h)σ(h)
R3
∫
Ud(F )
σ(u)−R3ΞG(uha)du.
D’apre`s [W4], proposition II.4.5, on peut choisir R3 de sorte que cette inte´grale soit
convergente et essentiellement borne´e par σ(ha)R3δBd(ha)
1/2. D’ou`
X(h,N, a) << δ0(h)δBd(h)
1/2δBd(a)
1/2σ(h)2R3σ(a)R3 .
On ve´rifie que δ0(h)δBd(h)
1/2 = δBd,s(h)
1/2. D’apre`s [W4] lemme II.1.1, ce terme est
essentiellement borne´ par ΞG(h). La majoration pre´ce´dente entraˆıne donc (5).
Graˆce a` (2), (3) et (5), il existe R5 tel que
χ(h,N,D, a) << exp(−(b1(h,N, a) + bd(h,N, a)))Ξ
G(h)σ(a)R5σ(h)R5 .
La somme (1) est borne´e par
σ(h)R5ΞG(h)
∑
a∈Λ−
σ(a)R5exp(−(b1(h,N, a) + bd(h,N, a))).
On ve´rifie qu’il existe R6 tel que la se´rie soit essentiellement borne´e par N1(h)
R6Nd(h)
R6 .
Ce terme est lui-meˆme essentiellement borne´ par N2R6σ(h)2R6 . Alors la majoration
pre´ce´dente devient celle de l’e´nonce´. 
4.6 Preuve (sic !) des majorations de 4.1
Dans la section 4 de [W3], on a de´montre´ les analogues des majorations de 4.1 pour
les groupes spe´ciaux orthogonaux. On vient de de´montrer en 4.3 ci-dessus l’analogue du
lemme 4.9 de [W3], en 4.4 les analogues des lemmes 4.5 et 4.6 de [W3] et en 4.5 l’analogue
du lemme 4.11 de [W3]. On l’a fait parce que les preuves pour GLd diffe`rent quelque peu
de celles pour les groupes spe´ciaux orthogonaux. En inspectant les preuves des autres
paragraphes de [W3] (paragraphes 4.7, 4.8, 4.10 et 4.12 a` 4.16), on constate qu’on peut
les reprendre sans changement pour le groupe GLd. On obtient ainsi une preuve des
assertions de 4.1.
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5 Produits biline´aires et facteurs 
5.1 Mode`les de Whittaker
Fixons une base (vi)i=1,...,d de V et identifions G a` GLd. Soit (pi, E) une repre´sentation
admissible irre´ductible de G(F ). On suppose qu’elle est tempe´re´e et qu’elle admet un
mode`le de Whittaker, que l’on construit comme en 2.2.
Pour c ∈ Z, notons ιc la fonction caracte´ristique du sous-ensemble de Ad(F ) forme´
des a ∈ Ad(F ) tels que valF (ai) ≥ valF (ai+1)− c pour tout i = 1, ..., d− 1. On sait qu’il
existe un re´el R et, pour tout e ∈ E, un entier c de sorte que
(1) |We(a)| << ιc(a)δBd(a)
1/2σ(a)R
pour tout a ∈ Ad(F ).
Pour h = 1, ..., d, on identifie GLh au sous-groupe de G qui conserve le sous-espace de
V engendre´ par v1, ..., vh et fixe vi pour i > h. Pour h, k, l ∈ N tels que h < k ≤ l ≤ d, on
note U¯h,k,l le sous-groupe de U¯d forme´ des e´le´ments u¯ ∈ U¯d tels que, pour i, j = 1, ..., d,
i 6= j, u¯i,j n’est non nul que si (i, j) appartient au rectangle de´fini par les ine´galite´s
k ≤ i ≤ l, 1 ≤ j ≤ h.
Lemme. On suppose pi tempe´re´e. Soit h ∈ {1, ..., d− 2}. Pour tout e ∈ E, il existe un
sous-ensemble compact Ω ⊂ U¯h,h+1,d−1(F ) tel que, pour tout g ∈ GLh(F ), la fonction
u¯ 7→We(gu¯) sur U¯h,h+1,d−1(F ) soit a` support dans Ω.
Preuve. La preuve se trouve dans [JPSS] lemme 2.6. Rappelons-la. On remarque
que U¯h,h+1,d−1 est le radical unipotent du sous-groupe parabolique de GLd−1 qui est
triangulaire infe´rieur et de Le´vi GLh ×GLd−h−1. Supposons We(gu¯) 6= 0. On e´crit gu¯ =
uak, avec u ∈ Ud−1(F ), a ∈ Ad−1(F ), k ∈ Kd−1. Graˆce a` (1), on a une majoration
|ai|F ≤ c, ou` c est inde´pendant de g. La base de V de´termine une base du produit∧d−1−h V . On munit ce produit de la norme |.| qui est le sup des valeurs absolues des
coefficients dans la base en question. Ce produit est invariant par Kd. On a
|t(uak)(vh+1 ∧ ... ∧ vd−1)| = |ah+1...ad−1| ≤ c
d−1−h.
Mais un coefficient u¯i,j est le coefficient de
t(uak)(vh+1∧...∧vd−1) =
t(gu¯)(vh+1∧...∧vd−1)
sur le vecteur de base vh+1 ∧ ...vi−1 ∧ vj ∧ vi+1 ∧ ...∧ vd−1. Donc les coefficients de u¯ sont
borne´s. 
5.2 Entrelacements
Soient (pi, Epi) ∈ Temp(G) et (ρ, Eρ) ∈ Temp(H). On munit les espaces de ces
repre´sentations de produits scalaires invariants. Pour c ∈ Z, on a de´fini en 4.1 le sous-
groupe U(F )c de U(F ). Pour e, e
′ ∈ Epi et , 
′ ∈ Eρ, posons
Lpi,ρ,c(
′ ⊗ e′, ⊗ e) =
∫
H(F )
∫
U(F )c
(ρ(h)′, )(e′, pi(hu)e)ξ¯(u)du dh.
D’apre`s 4.1(3), cette inte´grale est absolument convergente.
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Lemme. Pour tous , ′, e, e′, il existe c0 tel que Lpi,ρ,c(
′⊗ e′, ⊗ e) soit inde´pendant de
c pour c ≥ c0.
La preuve est similaire a` celle du lemme 3.5 de [W3]. Rappelons-la. Pour un entier
c′ ≥ 1, notons ω(c′) le sous-groupe des a ∈ A(F ) tels que valF (1 − ai) ≥ c
′ pour tout
i = ±1, ...,±r. Choisissons c′ tel que e et e′ soient fixe´s par ω(c′). Alors
Lpi,ρ,c(
′⊗e′, ⊗e) = mes(ω(c′))−1
∫
ω(c′)
∫
H(F )
∫
U(F )c
(ρ(h)′, )(pi(a)e′, pi(hua)e)ξ¯(u)du dh da.
Par le changement de variable u 7→ aua−1, on transforme cette expression en
Lpi,ρ,c(
′⊗e′, ⊗e) = mes(ω(c′))−1
∫
H(F )
∫
U(F )c
(ρ(h)′, )(e′, pi(hu)e)
∫
ω(c′)
ξ¯(aua−1)du dh da.
Mais il existe c0, ne de´pendant que de c
′, tel que l’inte´grale inte´rieure en a soit nulle si
u 6∈ U(F )c0 . D’ou` le lemme. 
On de´finit une forme sesquiline´aire Lpi,ρ sur Eρ ⊗C Epi par
Lpi,ρ(
′ ⊗ e′, ⊗ e) = limc→∞Lpi,ρ,c(
′ ⊗ e′, ⊗ e).
5.3 Entrelacements et mode`les de Whittaker
Fixons une base (vi)i=1,...,m de W et comple´tons-la en une base (vi)i=1,...,d de V par
vm+i = zr+1−i pour i = 1, ..., 2r + 1. Pour tout h = 1, ..., d, introduisons le sous-groupe
parabolique standard Qh = LhUh tel que
Lh = GLh ×GL1 × ...×GL1.
Notons β : GLr+1 → G le plongement qui identifie GLr+1 au sous-groupe des e´le´ments de
G qui conservent le sous-espace de V engendre´ par vm+1, ..., vm+r+1 et fixent les autres vec-
teurs de base. On ve´rifie que notre groupe U est produit des trois sous-groupes β(Ur+1),
U¯m,m+1,m+r et U
m+r+1. Le caracte`re ξ de U(F ) est trivial sur U¯m,m+1,m+r(F ) et co¨ıncide
sur les deux autres facteurs avec le caracte`re ξ de Ud(F ). Notons Ud(F )c le sous-groupe
des u ∈ Ud(F ) tels que valF (ui,i+1) ≥ −c pour tout i = 1, ..., d−1. Alors U(F )c est produit
des trois sous-groupes β(Ur+1(F )c), U¯m,m+1,m+r et U
m+r+1(F )c = Ud(F )c ∩ U
m+r+1(F ).
Soient (pi, Epi) ∈ Temp(G) et (ρ, Eρ) ∈ Temp(H). Fixons comme en 5.1 des mode`les de
Whittaker de pi et ρ. Pour e ∈ Epi et 
′ ∈ Eρ, posons
Lpi,ρ(
′, e) =
∫
U¯m,m+1,m+r(F )
∫
Um(F )\H(F )
W¯′(h)We(hu¯)|det(h)|
−rdh du¯.
Lemme. (i) L’inte´grale ci-dessus est absolument convergente.
(ii) Il existe C > 0 tel que, pour tous e, e′ ∈ Epi et , 
′ ∈ Eρ, on ait l’e´galite´
Lpi,ρ(
′ ⊗ e′, ⊗ e) = CLpi,ρ(
′, e)Lpi,ρ(, e′).
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Preuve. Conside´rons L(′, e). D’apre`s le lemme 5.1, l’inte´grale sur U¯m,m+1,m+r(F ) est
a` support compact et on n’a pas a` s’en soucier. On de´compose h ∈ Um(F )\H(F ) en
h = ak, avec a ∈ Am(F ) et k ∈ Km. La mesure devient δBm(a)
−1da dk. L’inte´grale en k
ne nous importe pas. D’apre`s 5.1(1), l’inte´grale restante est borne´e par∫
Am(F )
ιc′(a)δBm(a)
−1/2δBd(a)
1/2|det(a)|−rF da,
pour un entier c′ convenable. On calcule
δBm(a)
−1/2δBd(a)
1/2|det(a)|−rF = |det(a)|
1/2
F
et on ve´rifie que l’inte´grale ci-dessus est convergente. Cela prouve (i).
La premie`re e´tape pour prouver (ii) est de calculer∫
U(F )c
(e′, pi(u)e)ξ¯(u)du
pour un entier c ≥ 1 et deux e´le´ments e, e′ ∈ Epi. On a
(1)
∫
U(F )c
(e′, pi(u)e)du =
∫
U¯m,m+1,m+r(F )
∫
β(Ur+1(F )c)∫
Um+r+1(F )c
(e′, pi(u′uu¯)e)ξ¯(u′u)du′ du du¯
et cette expression est absolument convergente. Pour un entier h = 0, ..., d − 1, notons
ω[h+1,d−1](c) le sous-groupe des e´le´ments a ∈ Ad(F ) tels que a1 = ... = ah = 1, ad = 1 et
valF (1 − ai) ≥ c pour tout i = h + 1, ..., d − 1. Notons cψ l’exposant du conducteur de
ψ, c’est-a`-dire que ψ est trivial sur p
cψ
F mais pas sur p
cψ−1
F . Posons
(2) Ih(e′, e) =
∫
ω[h+1,d−1](c+cψ)
∫
Uh(F )\GLh(F )
W¯e′(ag)We(ag)|det(g)|
h+1−d
F dg da.
On suppose c ≥ 1 et c + cψ ≥ 1. D’apre`s le lemme 3.6 de [W3], cette expression est
absolument convergente et il existe Cr+1 > 0, ne de´pendant que de c et des mesures de
Haar, tel que l’inte´grale inte´rieure de l’expression (1) soit e´gale a` Cr+1I
m+r(e′, pi(uu¯)e).
Pour k = 2, ..., r + 1, notons Xk le sous-groupe de β(Ur+1) forme´ des u ∈ Ud tels que,
pour i, j = 1, ..., d, i 6= j, on n’a ui,j 6= 0 que si j = m + k et i = m + 1, ..., m + k − 1.
On a l’e´galite´ β(Ur+1) = X
r+1Xr...X2. Fixons un entier N ≥ c. Pour k = 2, ..., r + 1,
notons X kN le sous-groupe des e´le´ments u ∈ X
k(F ) tels que valF (ui,m+k) ≥ −kN pour
i = m+1, ..., m+k−2 et valF (um+k−1,m+k) ≥ −c. Notons U¯N le sous-groupe des e´le´ments
u¯ ∈ U¯m,m+1,m+r(F ) tels que valF (u¯i,j) ≥ −(2r + 1)N pour tous i 6= j. On a∫
U(F )c
(e′, pi(u)e)ξ¯(u)du = Cr+1limN→∞
∫
U¯N
∫
X 2N
...
∫
X r+1N
Im+r(e′, pi(ur+1...u2u¯)e)ξ¯(ur+1...u2)dur+1 ...du2 du¯.
Pour k = 1, ..., r + 1, posons
JkN =
∫
U¯N
∫
X 2N
...
∫
XkN
∫
U¯m,m+k,m+r(F )
Im+k−1(pi(v¯)e′, pi(uk...u2u¯)e)ξ¯(uk...u2)dv¯ duk ...du2 du¯.
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La formule pre´ce´dente se re´crit
(3)
∫
U(F )c
(e′, pi(u)e)ξ¯(u)du = Cr+1limN→∞J
r+1
N .
Montrons que pour tout k = 2, ..., r + 1, il existe C ′k > 0 ne de´pendant que de c et des
mesures de Haar de sorte que
(4) JkN = C
′
kJ
k−1
N
si N est assez grand. Remplac¸ons dans JN le terme I
m+k−1(pi(v¯)e′, pi(uk...u2u¯)e) par son
expression inte´grale (2). On obtient
(5) JkN =
∫
U¯N
∫
X 2N
...
∫
XkN
∫
U¯m,m+k,m+r(F )
∫
ω[m+k,d−1](c+cψ)
∫
Um+k−1(F )\GLm+k−1(F )
W¯e′(agv¯)We(aguk...u2u¯)|det(g)|
m+k−d
F ξ¯(uk...u2)dg da dv¯ duk ...du2 du¯.
Cette expression est absolument convergente. En effet, les variables uk,...,u2, u¯ restent
dans des compacts. La variable v¯ n’intervient que dans W¯e′(agv¯) et g appartient a`
GLm+k−1(F ). Si on ne tient pas compte de a, le lemme 5.1 nous dit que cette fonc-
tion est a` support compact en v¯. Le a ne geˆne pas : en le faisant commuter a` v¯, on
obtient que av¯a−1 reste dans un compact, ce qui e´quivaut a` ce que v¯ reste dans un com-
pact, puisque a lui-meˆme reste dans un compact. Mais alors, la convergence absolue de
notre expression re´sulte de celle de (2).
Notons Y le sous-groupe des e´le´ments de GLm+k−1 forme´ des y dont les seuls coeffi-
cients non nuls sont :
- yi,i = 1 pour i = 1, ..., m+ k − 2 ;
- les ym+k−1,j pour j = 1, ..., m+ k − 1.
On note dy le produit des mesures additives dym+k−1,j. On a la formule d’inte´gration∫
Um+k−1(F )\GLm+k−1(F )
ϕ(g)dg = C ′
∫
Y (F )
∫
Um+k−2(F )\GLm+k−2(F )
ϕ(g′y)|det(g′)|−1F dg
′|ym+k−1,m+k−1|
−1dy
pour toute fonction inte´grable ϕ sur Um+k−1(F )\GLm+k−1(F ), ou` C
′ est une constante
positive. On utilise cette formule pour calculer l’inte´grale en g de la formule (5).On
remplace donc g par g′y, avec g′ ∈ GLm+k−2(F ) et y ∈ Y (F ). On a l’e´galite´ ag
′yuk =
nag′y, ou` n est un e´le´ment de Ud(F ) qui n’a de coefficients non nuls, hormis les diagonaux,
que sur la (m+ k)-ie`me colonne, et qui ve´rifie
nm+k−1,m+k = a
−1
m+k
∑
i=m+1,...,m+k−1
ym+k−1,i(uk)i,m+k.
On a We(ag
′yuk...u2u¯) = ψ(nm+k−1,m+k)We(ag
′yuk−1...u2u¯). L’inte´grale en uk de la for-
mule (5) est donc simplement∫
XkN
ψ(−(uk)m+k−1,m+k + a
−1
m+k
∑
i=m+1,...,m+k−1
ym+k−1,i(uk)i,m+k)duk.
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Notons YN le sous-ensemble des y ∈ Y (F ) tels que valF (ym+k−1,i) ≥ kN + cψ pour
i = m+ 1, ..., m+ k − 2 et valF (1− ym+k−1,m+k−1) ≥ c+ cψ. Posons
C(N) = mes(p−kNF )
k−2mes(p−cF ).
L’inte´grale ci-dessus vaut C(N) si y ∈ YN et 0 sinon. De´composons YN en produit de
trois groupes : son intersection avec Ad(F ), que l’on note ω[m+k−1,m+k−1](c+ cψ) ; le sous-
groupe des y unipotents tels que ym+k−1,j = 0 pour j = m + 1, ..., m + k − 2, qui est
e´gal a` U¯m,m+k−1,m+k−1(F ) ; le sous-groupe des y unipotents tels que ym+k−1,j = 0 pour
j = 1, ..., m, que l’on note Y ′N . A ce point, on a obtenu l’e´galite´
JkN = C
′C(N)
∫
U¯N
∫
X 2N
...
∫
Xk−1N
∫
U¯m,m+k,m+r(F )
∫
ω[m+k,d−1](c+cψ)
∫
Um+k−2(F )\GLm+k−2(F )∫
ω[m+k−1,m+k−1](c+cψ)
∫
U¯m,m+k−1,m+k−1(F )
∫
Y ′N
W¯e′(aga
′u¯′y′v¯)We(aga
′u¯′y′uk−1...u2u¯)
|det(g)|m+k−1−dF ξ¯(uk−1...u2)dy
′ du¯′ da′ dg da dv¯ duk−1 ...du2 du¯.
On a deja` dit que v¯ restait dans un compact, qui est inde´pendant de N . Alors l’e´le´ment
v¯−1y′v¯ est proche de 1 quand N est grand, donc W¯e′(aga
′u¯′y′v¯) = W¯e′(aga
′u¯′v¯). Les
termes y′, uk−1,...,u2 appartiennent a` β(GLr(F )), donc aussi y
′′ = (uk−1...u2)
−1y′uk−1...u2.
De plus, les coefficients de uk−1...u2 sont de valuations ≥ −(k − 1)N tandis que les co-
efficients non diagonaux de y′ sont de valuation ≥ kN + cψ. Donc y
′′ est proche de 1
quand N est grand. Le groupe β(GLr(F )) normalise U¯m,m+1,m+r(F ) et un e´le´ment proche
de 1 de β(GLr(F )) normalise U¯N . Quitte a` effectuer le changement de variables u¯ 7→
y′′−1u¯y′′, on remplace We(aga
′u¯′y′uk−1...u2u¯) par We(aga
′u¯′uk−1...u2u¯y
′′), qui est e´gal a`
We(aga
′u¯′uk−1...u2u¯). Alors y
′ disparaˆıt de notre formule. Posons C ′′ = C(N)mes(Y ′N ).
Cette constante est inde´pendante de N et on a obtenu
JkN = C
′C ′′
∫
U¯N
∫
X 2N
...
∫
Xk−1N
∫
U¯m,m+k,m+r(F )
∫
ω[m+k,d−1](c+cψ)
∫
Um+k−2(F )\GLm+k−2(F )∫
ω[m+k−1,m+k−1](c+cψ)
∫
U¯m,m+k−1,m+k−1(F )
W¯e′(aga
′u¯′v¯)We(aga
′u¯′uk−1...u2u¯)
|det(g)|m+k−1−dF ξ¯(uk−1...u2)du¯
′ da′ dg da dv¯ duk−1 ...du2 du¯.
De meˆme que l’on a prouve´ que v¯ restait dans un compact, on montre maintenant que u¯′v¯
reste dans un compact, donc aussi u¯′. Cet e´le´ment appartient a` U¯m,m+1,r(F ) et, comme ci-
dessus, ce groupe est normalise´ par β(GLr(F ). Donc l’e´le´ment u¯
′′ = (uk−1...u2)
−1u¯′uk−1....u2
appartient a` U¯m,m+1,r(F ). Puisque u¯
′ reste dans un compact et que les coefficients de
uk−1...u2 sont de valuation ≥ −(k−1)N , on a u¯
′′ ∈ U¯N . Quitte a` effectuer le changement
de variable u¯ 7→ u¯′′−1u¯, on remplace We(aga
′u¯′uk−1...u2u¯) par We(aga
′uk−1...u2u¯). Le
terme u¯′ n’intervient plus que dans W¯e′(aga
′u¯′v¯). Les inte´grales en u¯′ et v¯ se combinent
en une inte´grale en v¯ ∈ U¯m,m+k−1,m+r(F ). Les e´le´ments a
′ et g commutent. Ensuite, les
inte´grales en a et a′ se combinent pour former une inte´grale en a ∈ ω[m+k−1,d−1](c+ cψ).
Cela conduit a` l’e´galite´
JkN = C
′C ′′
∫
U¯N
∫
X 2N
...
∫
Xk−1N
∫
U¯m,m+k−1,m+r(F )
∫
ω[m+k−1,d−1](c+cψ)
∫
Um+k−2(F )\GLm+k−2(F )
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W¯e′(agv¯)We(aguk−1...u2u¯)|det(g)|
m+k−1−d
F ξ¯(uk−1...u2)dg da dv¯ duk−1 ...du2 du¯,
c’est-a`-dire JkN = C
′C ′′Jk−1N . On a prouve´ (4).
En utilisant (3) et (4), on obtient l’existence d’une constante C1 > 0 telle que∫
U(F )c
(e′, pi(u)e)ξ¯(u)du = C1limN→∞J
1
N .
On a
J1N =
∫
U¯N
∫
U¯m,m+1,m+r(F )
Im(pi(v¯)e′, pi(u¯)e)dv¯ du¯.
Le meˆme argument qui nous a dit que v¯ restait dans un compact nous dit que u¯ reste
lui-aussi dans un compact. Pour N grand, on peut remplacer U¯N par U¯m,m+1,m+r(F ) et
on obtient∫
U(F )c
(e′, pi(u)e)ξ¯(u)du = C1
∫
U¯m,m+1,m+r(F )2
∫
ω[m+1,d−1](c+cψ)
∫
Um(F )\GLm(F )
W¯e′(agv¯)We(agu¯)|det(g)|
m+1−d
F dg da dv¯ du¯.
Par les changements de variables u¯ 7→ a−1u¯a et v¯ 7→ a−1v¯a, et en supposant que c soit
assez grand pour que e et e′ soient invariants par ω[m+1,d−1](c + cψ), l’inte´grale en a
disparaˆıt. D’autre part, m+ 1− d = −2r. On obtient
(6)
∫
U(F )c
(e′, pi(u)e)ξ¯(u)du = C1
∫
U¯m,m+1,m+r(F )2
∫
Um(F )\GLm(F )
W¯e′(gv¯)We(gu¯)|det(g)|
−2r
F dg dv¯ du¯.
Rappelons que H = GLm. Donc
Lpi,ρ,c(
′ ⊗ e′, ⊗ e) =
∫
GLm(F )
(ρ(h)′, )
∫
U(F )c
(e′, pi(uh)e)ξ¯(u)du dh.
On a
Lpi,ρ,c(
′ ⊗ e′, ⊗ e) = limN→∞LN ,
ou`
LN =
∫
GLm(F )
(ρ(h)′, )
∫
U(F )c
(e′, pi(uh)e)ξ¯(u)1σ<N(h)du dh.
Fixons N . On peut remplacer l’inte´grale inte´rieure par son expression (6). L’expression
obtenue est absolument convergente. On effectue les changements de variables u¯ 7→ hu¯h−1
puis h 7→ g−1h. Cela introduit un Jacobien |det(g−1h)|−rF . On de´compose ensuite h en
u′a′k′, avec u′ ∈ Um(F ), a
′ ∈ Am(F ), k
′ ∈ Km, et g en ak, avec a ∈ Am(F ) et k ∈ Km.
La mesure devient δBm(aa
′)−1du′ da′ dk′ da dk. On obtient
LN = C1
∫
U¯m,m+1,m+r(F )2
∫
Am(F )2
∫
K2m
∫
Um(F )
(ρ(u′a′k′)′, ρ(ak))W¯e′(akv¯)We(u
′a′k′u¯)
δBm(aa
′)−1|det(aa′)|−rF 1σ<N (k
−1a−1u′a′k′)du′ dk′ dk da′ da dv¯ du¯.
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On aWe(u
′a′k′u¯) = ξ(u′)We(a
′k′u¯). Alors le meˆme raisonnement qu’au lemme 5.2 montre
que l’on peut remplacer l’inte´grale sur Um(F ) par une inte´grale sur Um(F )c, pourvu que
c soit assez grand. Posons
L = C1
∫
U¯m,m+1,m+r(F )2
∫
Am(F )2
∫
K2m
∫
Um(F )c
(ρ(u′a′k′)′, ρ(ak))W¯e′(akv¯)We(a
′k′u¯)
δBm(aa
′)−1|det(aa′)|−rF ξ(u
′)du′ dk′ dk da′ da dv¯ du¯.
On a
(7) cette expression est absolument convergente.
Conside´rons l’inte´grale ∫
Um(F )c
|(ρ(nu′a′k′)′, ρ(ak))|du′.
On effectue le changement de variable u′ 7→ au′a−1. Cela introduit un jacobien δBm(a).
La nouvelle variable parcourt un ensemble qui de´pend de a, mais il existe c0 > 0 tel que
cet ensemble soit inclus dans Um(F )c+c0σ(a). L’inte´grale ci-dessus est donc essentiellement
borne´e par
δBm(a)
∫
Um(F )c+c0σ(a)
ΞH(u′a−1a′)du′.
D’apre`s [W3] proposition 3.2, ceci est essentiellement majore´ par σ(a)Rσ(a′)RδBm(aa
′)1/2
pour un certain re´el R. Revenons a` l’expression L. Les variables k, k′, v¯ et u¯ restent dans
des compacts, on peut les ne´gliger. Il reste a` prouver que l’expression∫
Am(F )2
|We′(a)We(a
′)|δBm(aa
′)−1/2|det(aa′)|−rF σ(a)
Rσ(a′)Rda′ da
est convergente. Il suffit pour cela de reprendre le calcul de la preuve du (i) de l’e´nonce´.
Cela prouve (7).
Graˆce a` (7), le the´ore`me de convergence domine´e implique limN→∞LN = L, d’ou`
Lpi,ρ,c(
′ ⊗ e′, ⊗ e) = L.
En appliquant a` ρ le lemme 3.7 de [W3], on voit que, si c est assez grand, il existe C2 > 0
tel que ∫
Um(F )c
(ρ(u′a′k′), ρ(ak))ξ(u′)du′ = C2W¯′(a
′k′)W(ak).
Remplac¸ons le membre de gauche par celui de droite dans l’expression de L. Remplac¸ons
ensuite a′k′ et ak par g′, g ∈ Um(F )\GLm(F ). On reconnaˆıt alors
L = C1C2Lpi,ρ(
′, e)Lpi,ρ(, e′),
d’ou` l’e´galite´ du (ii) de l’e´nonce´. On n’a pas e´te´ pre´cis quant aux constantes, c’est-a`-
dire que l’on n’a pas ve´rifie´ qu’elles ne de´pendaient pas de l’entier auxiliaire c. Cela
n’a pas d’importance. Puisque l’e´galite´ finale du (ii) de l’e´nonce´ compare des termes
inde´pendants de c, ou bien tous les termes intervenant dans cette e´galite´ sont nuls, et on
peut prendre C quelconque, ou bien la constante C ne peut qu’eˆtre inde´pendante de c.

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5.4 Non-nullite´ des entrelacements
Lemme. Soient pi ∈ Temp(G) et ρ ∈ Temp(H). Alors les formes sesquiline´aires Lpi,ρ et
Lpi,ρ sont non nulles.
Preuve. D’apre`s le lemme pre´ce´dent, il suffit de prouver l’assertion relative a` Lpi,ρ.
Pour e ∈ Epi, 
′ ∈ Eρ et s ∈ C, posons
Lpi,ρ(
′, e, s) =
∫
U¯m,m+1,m+r(F )
∫
Um(F )\H(F )
W¯′(h)We(hu¯)|det(h)|
s−r−1/2dh du¯.
Le meˆme calcul que celui de la preuve du (i) du lemme pre´ce´dent montre que cette
inte´grale est absolument convergente pour Re(s) > 0. Elle de´finit dans ce domaine une
fonction holomorphe de s et on a Lpi,ρ(
′, e) = Lpi,ρ(
′, e, 1/2). Mais la fonction s 7→
Lpi,ρ(
′, e, s) est celle e´tudie´e par Jacquet, Piatetski-Shapiro et Shalika. Ils montrent que
pour tout s, on peut trouver ′ et e tels que Lpi,ρ(
′, e, s) 6= 0 ([JPSS] the´ore`me 2.7(ii)).
D’ou` la conclusion. 
5.5 Entrelacements et groupes tordus
Soient p˜i ∈ Temp(G˜) et ρ˜ ∈ Temp(H˜). On a introduit un nombre ν(p˜i, ρ˜) en 2.5.
Proposition. Soient , ′ ∈ Eρ, e, e
′ ∈ Epi et y˜ ∈ H˜(F ). On a l’e´galite´
Lpi,ρ(
′ ⊗ p˜i(y˜)e′, ρ˜(y˜)⊗ e) = ν(p˜i
∨, ρ˜)Lpi,ρ(
′ ⊗ e′, ⊗ e).
Preuve. On ve´rifie que, pour tout h ∈ H(F ), on a l’e´galite´
Lpi,ρ(
′ ⊗ pi(h)e′, ρ(h)⊗ e) = Lpi,ρ(
′ ⊗ e′, ⊗ e).
Il suffit donc de prouver l’e´galite´ de la proposition pour un e´le´ment y˜ bien choisi. On
fixe des bases comme en 5.3 et on choisit y˜ = θm. Le lemme 5.3 nous rame`ne a` prouver
l’e´galite´
(1) Lpi,ρ(ρ˜(θm), p˜i(θm)e
′) = ν(p˜i∨, ρ˜)Lpi,ρ(, e
′).
Une telle e´galite´ est inde´pendante des normalisations de p˜i et ρ˜. On peut supposer
w(p˜i, ψ) = w(ρ˜, ψ) = 1. Dans ce cas, on a Wρ˜(θm)(h) = W(θm(h)) pour tout h ∈ H(F ).
Notons γ l’e´le´ment de G(F ) tel que θm = θdγ. On a de meˆme
Wp˜i(θm)e′(g) =Wp˜i(θdγ)e′(g) = Wpi(γ)e′(θd(g)) =We′(θd(g)γ)
pour tout g ∈ G(F ). Alors
Lpi,ρ(ρ˜(θm), p˜i(θm)e
′) =
∫
U¯m,m+1,m+r(F )
∫
Um(F )\H(F )
W(θm(h))We′(θd(hu¯)γ)|det(h)|
−rdh du¯.
Notons wm ∈ GLm(F ) la matrice de permutation antidiagonale, Dm ∈ GLm(F ) la
matrice diagonale telle que (Dm)i,i = (−1)
m+1+i et, pour z ∈ F×, notons zm ∈ GLm(F )
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la matrice centrale de coefficients diagonaux z. Fixons z ∈ F×. On a Jm = wmDm,
donc θm(h) = wmDm
th
−1
J−1m . De meˆme θd(hu¯)γ = wdDd
th
−1tu¯
−1
J−1d γ. Effectuons le
changement de variables h 7→ Dmz
−1
m h
tJ−1m . On obtient
Lpi,ρ(ρ˜(θm), p˜i(θm)e
′) =
∫
U¯m,m+1,m+r(F )
∫
Um(F )\H(F )
W(wmzmth
−1)
We′(wdDdDmzm
th
−1
Jm
tu¯
−1
J−1d γ)|det(h)|
−r
F |z|
rm
F dh du¯.
On a
W(wmzmth
−1) = ωρ(z)W(wmth
−1).
On ve´rifie queDdDmzm commute a`GLm(F ) et queDdDmzmJm normalise U¯m,m+1,m+r(F ).
Par le changement de variable u¯ 7→ t(DdDmzmJm)u¯
t(DdDmzmJm)
−1, qui est de Jacobien
|z|−rmF , on obtient
Lpi,ρ(ρ˜(θm), p˜i(θm)e
′) = ωρ(z)
∫
U¯m,m+1,m+r(F )
∫
Um(F )\H(F )
W(wmth
−1)
We′(wd
th
−1tu¯
−1
γ′)|det(h)|−rF dh du¯,
ou` γ′ = DdDmzmJmJ
−1
d γ = wmzmwdγ. Rappelons que, d’apre`s notre construction du
plongement de H˜ dans G˜, l’e´le´ment θm, vu comme un e´le´ment de G˜(F ), co¨ıncide avec
l’e´le´ment θm de de´part sur les vecteurs v1, ..., vm et avec l’e´le´ment ζ˜ sur les vecteurs
vm+1, ..., vd. C’est-a`-dire que
θm(vi) =
{
(−1)i+[(m+1)/2]v∗m+1−i, si i = 1, ..., m,
(−1)i+m+1+r2νv∗m+1+d−i, si i = m+ 1, ..., d.
Puisque θm = θdγ, on calcule :
γ(vi) =
{
(−1)m+d+[(d+1)/2]+[(m+1)/2]vd−m+i, si i = 1, ..., m,
(−1)r+1+[(d+1)/2]2νvi−m, si i = m+ 1, ..., d,
puis
γ′(vi) =
{
(−1)m+d+[(d+1)/2]+[(m+1)/2]zvi, si i = 1, ..., m,
(−1)r+1+[(d+1)/2]2νvd+m+1−i, si i = m+ 1, ..., d.
Posons z′ = (−1)r+1+[(d+1)/2]2ν et choisissons
z = (−1)m+d+[(d+1)/2]+[(m+1)/2]z′ = (−1)r+[(m+1)/2]2ν.
Alors γ′ = z′dw0 ou` w0 est la matrice de permutation obtenue en remplac¸ant les constantes
par 1 dans la formule ci-dessus. On a
We′(wd
th
−1tu¯
−1
γ′) = ωpi(z
′)We′(wd
th
−1tu¯
−1
w0),
et
Lpi,ρ(ρ˜(θm), p˜i(θm)e
′) = ωρ(z)ωpi(z
′)
∫
U¯m,m+1,m+r(F )
∫
Um(F )\H(F )
W(wmth
−1)
We′(wd
th
−1tu¯
−1
w0)|det(h)|
−r
F dh du¯.
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D’apre`s [JPSS] the´ore`me 2.7(iii), l’inte´grale ci-dessus est e´gale a` ωρ(−1)
d−1(1/2, pi ×
ρ¯, ψ)Lpi,ρ(, e
′). Pour obtenir l’e´galite´ (1), il reste a` prouver l’e´galite´
(2) ωρ((−1)d−1z)ωpi(z
′)(1/2, pi × ρ¯, ψ) = ν(p˜i, ρ˜).
On a suppose´ w(ρ˜, ψ) = w(p˜i, ψ) = 1. D’apre`s 2.2(1) et (2), on calcule w(p˜i∨, ψ) =
w(p˜i, ψ−) = ωpi(−1)
d−1. D’apre`s 2.5(1),
(1/2, pi × ρ, ψ) = (1/2, p¯i × ρ¯, ψ−) = ωpi(−1)
mωρ(−1)
d(1/2, pi × ρ, ψ).
Remarquons que, puisque ρ est a` la fois tempe´re´e, donc unitaire, et isomorphe a` sa
contragre´diente, on a ρ ' ρ¯ ' ρˇ. De meˆme pour pi. De plus ωρ et ωpi prennent leurs
valeurs dans {±1}. Le membre de droite de (2) vaut donc
ωpi((−1)
d−1+m+[m/2]2ν)ωρ(−1)
d+1+[d/2]2ν)(1/2, pi × ρ¯, ψ).
Pour prouver (2) et la proposition, il reste a` remarquer que (−1)d−1z = (−1)d+1+[d/2]2ν
et z′ = (−1)d−1+m+[m/2]2ν. 
5.6 Entrelacements et induction
Soient Q = LUQ ∈ F(Ad) et τ ∈ Temp(L). Pour tout λ ∈ iA
∗
L,F , on de´finit τλ et la
repre´sentation induite piλ = Ind
G
Q(τλ). On la re´alise dans l’espace K
G
Q,τ qui ne de´pend pas
de λ. Soit ρ ∈ Temp(H). L’espace KGQ,τ est muni d’un produit scalaire qui est invariant
par piλ pour tout λ, et on utilise ce produit scalaire pour de´finir la forme sesquiline´aire
Lpiλ,ρ.
Lemme. (i) Soient e, e′ ∈ KGQ,τ et , 
′ ∈ Eρ. La fonction λ 7→ Lpiλ,ρ(
′⊗ e′, ⊗ e) est C∞
sur iA∗L,F .
(ii) Il existe une famille finie (j)j=1,...,n d’e´le´ments de Eρ, une famille finie (ej)j=1,...,n
d’e´le´ments de KGQ,τ et une famille finie (ϕj)j=1,...,n de fonctions C
∞ sur iA∗L,F de sorte
que ∑
j=1,...,n
ϕj(λ)Lpiλ,ρ(j ⊗ ej , j ⊗ ej) = 1
pour tout λ ∈ iA∗L,F .
La preuve est identique a` celle du lemme 5.3 de [W3].
6 La partie spectrale de la formule inte´grale
6.1 Enonce´ du the´ore`me
On fixe une base (vi)i=1,...,d de V et on utilise les notations introduites en 2.1. On
prend pour Le´vi minimal M˜min = A˜d. Pour simplifier, on peut supposer que (vi)i=1,...,d
est aussi une base du re´seau R sur oF . On choisit pour sous-groupe compact spe´cial de
G(F ) le groupe K = Kd.
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Soient ρ˜ ∈ Temp(H˜) et f˜ ∈ C∞c (G˜(F )) une fonction tre`s cuspidale. Pour tout entier
N ≥ 1, on a de´fini JN(Θρ˜, f˜) en 3.3. Posons
Jspec(Θρ˜, f˜) =
∑
L˜∈LG˜
(−1)aL˜ |WL||WG|−1
∑
O∈{Πell(L˜)}
[iA∨O : iA
∨
L˜,F
]−1
2−s(O)−aL˜′
∫
iA∗
L˜,F
ν(σ˜
∨, ρ˜)J G˜
L˜
(σ˜λ, f˜)dλ.
On a fixe´ dans toute orbite O un point base que l’on a note´ σ˜.
The´ore`me. On a l’e´galite´
limN→∞JN(Θρ, f˜) = Jspec(Θρ, f˜).
6.2 Utilisation de la formule de Plancherel
Fixons y˜ ∈ H˜(F ). On de´finit une fonction f sur G(F ) par f(g) = f˜(gy˜). Pour
g ∈ G(F ), on a l’e´galite´
J(Θρ˜, f˜ , g) =
∫
H(F )
∫
U(F )
Θρ˜(hy˜)f˜(g
−1huy˜g)ξ(u)du dh,
=
∫
H(F )
∫
U(F )
Θρ˜(hy˜)f(g
−1huθy˜(g))ξ(u)du dh.
On exprime f a` l’aide de la formule de Plancherel, que l’on a reprise en [W3] 1.6. Pour
tout g ∈ G(F ), on a l’e´galite´
f(g) =
∑
L∈L(Ad)
|WL||WG|−1
∑
O∈{Π2(L)}
fO(g),
ou`
fO(g) = [iA
∨
O : iA
∨
L,F ]
−1
∫
iA∗L,F
m(τλ)trace(Ind
G
Q(τλ, g
−1)IndGQ(τλ, f))dλ.
Rappelons que Π2(L) est l’ensemble des repre´sentations irre´ductibles et de carre´ inte´grable
de L(F ). L’ensemble {Π2(L)} est celui des orbites de l’action λ 7→ τλ de iA
∗
L,F dans
Π2(L). Pour tout O ∈ {Π2(L)}, on a fixe´ un point base τ et, pour tout L, on a fixe´
Q ∈ P(L). La fonction λ 7→ m(τλ) est la mesure de Plancherel.
L’ensemble des orbites O pour lesquelles fO 6= 0 est fini. On fixe un tel ensemble
{Π2(L)}f . Fixons un sous-groupe ouvert compact Kf de K tel que f soit biinvariante
par Kf . Remarquons que toutes les fonctions fO sont aussi biinvariantes par ce groupe.
Pour tout g ∈ M(F )K, fixons un sous-groupe ouvert compact K ′g ⊂ H(F ) tel que
gK ′gg
−1 ⊂ Kf et θy˜(g)K
′
gθy˜(g
−1) ⊂ Kf . Fixons une base orthonorme´e B
K ′g
ρ du sous-
espace des invariants E
K ′g
ρ . Alors, pour g ∈M(F )K, on a l’e´galite´
J(Θρ˜, f˜ , g) =
∑
∈B
K′g
ρ
∫
H(F )
(, ρ˜(hy˜))
∫
U(F )
∑
L∈L(Ad)
|WL||WG|−1
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∑
O∈{Π2(L)}f
fO(g
−1huθy˜(g))ξ(u)du dh.
Pour  ∈ Eρ, L ∈ L(Ad), O ∈ {Π2(L)} et g ∈ G(F ), posons
JL,O(, f, g) =
∫
H(F )U(F )
(, ρ˜(hy˜))fO(g
−1huθy˜(g))ξ(u)du dh.
Comme en [W3] 6.2(2), on prouve que cette expression est absolument convergente. Pour
g ∈M(F )K, on a donc
(1) J(Θρ˜, f˜ , g) =
∑
∈B
K′g
ρ
∑
L∈L(Ad)
|WL||WG|−1
∑
O∈{Π2(L)}f
JL,O(, f, g).
6.3 Apparition des entrelacements
Fixons L ∈ L(Ad) et O ∈ {Π2(L)}f . On a
(1) il existe c0 ∈ N tel que, pour tout c ≥ c0, tout g ∈M(F )K et tout h ∈ H(F ), on
ait l’e´galite´ ∫
U(F )
fO(g
−1huθy˜(g))ξ(u)du =
∫
U(F )c
fO(g
−1huθy˜(g))ξ(u)du.
C’est la meˆme preuve qu’au lemme 5.2, en utilisant le fait que A commute a` M .
On fixe τ ∈ O et Q ∈ P(L). On pose piλ = Ind
G
Q(τλ) pour tout λ ∈ iA
∗
L,F . On re´alise
ces repre´sentations dans l’espace KGQ,τ . On fixe une base orthonorme´e B
Kf
O du sous-espace
(KGQ,τ)
Kf . Pour g ∈ G(F ), on a l’e´galite´
fO(g) = [iA
∨
O : iA
∨
L,F ]
−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)(e, piλ(g
−1)piλ(f)e)dλ.
Pour  ∈ Eρ, g ∈M(F )K et c ≥ c0, on a
JL,O(, f, g) = [iA
∨
O : iA
∨
L,F ]
−1
∫
H(F )U(F )c
(, ρ˜(hy˜))
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)(piλ(θy˜(g))e, piλ((hu)
−1g)piλ(f)e)ξ(u)dλ du dh.
En changeant h et u en leurs inverses, on obtient
JL,O(, f, g) = [iA
∨
O : iA
∨
L,F ]
−1
∫
H(F )U(F )c
(ρ(h), ρ˜(y˜))
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)(piλ(θy˜(g))e, piλ(hug)piλ(f)e)ξ¯(u)dλ du dh.
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Pour g ∈M(F )K fixe´, on a une majoration
|(piλ(θy˜(g))e, piλ(hug)piλ(f)e)| << Ξ
G(hu)
pour tous λ, h et u. Graˆce a` 4.1(3), l’expression ci-dessus est absolument convergente.
On peut permuter les inte´grales :
JL,O(, f, g) = [iA
∨
O : iA
∨
L,F ]
−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)
∫
H(F )U(F )c
(ρ(h), ρ˜(y˜))(piλ(θy˜(g))e, piλ(hug)piλ(f)e)ξ¯(u)dλ du dh.
L’inte´grale inte´rieure est Lpiλ,ρ,c( ⊗ piλ(θy˜(g))e, ρ˜(y˜) ⊗ piλ(g)piλ(f)e). Quitte a` accroˆıtre
c0, c’est aussi Lpiλ,ρ( ⊗ piλ(θy˜(g))e, ρ˜(y˜) ⊗ piλ(g)piλ(f)e) (l’utilisation directe du lemme
5.2 nous fournit pour chaque λ un c0 convenable ; comme en (1) ci-dessus, on voit qu’en
fait, on peut choisir c0 inde´pendant de λ). D’ou`
(2) JL,O(, f, g) = [iA
∨
O : iA
∨
L,F ]
−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)Lpiλ,ρ(⊗ piλ(θy˜(g))e, ρ˜(y˜)⊗ piλ(g)piλ(f)e)dλ.
On fixe des familles (j)j=1,...,n, (ej)j=1,...,n et (ϕj)j=1,...,n ve´rifiant le lemme 5.6(ii).
Pour e ∈ KGQ,τ , g ∈M(F )K et λ ∈ iA
∗
L,F , posons
Xλ(e, g) =
∑
∈B
K′g
ρ
Lpiλ,ρ(⊗ e
′, ⊗ e),
ou`  = ρ˜(y˜), e′ = piλ(θy˜(g))e et e = piλ(g)piλ(f)e. Introduisons une forme sesquiline´aire
Lpiλ,ρ comme en 5.3, soit Cλ > 0 la constante telle que le (ii) du lemme 5.3 soit ve´rifie´e.
On a
Lpiλ,ρ(⊗ e
′, ⊗ e) = CλLpiλ,ρ(, e
′)Lpiλ,ρ(, e),
tandis que la proprie´te´ du lemme 5.6(ii) s’e´crit
1 =
∑
j=1,...,n
Cλϕj(λ)Lpiλ,ρ(j , ej)Lpiλ,ρ(j , ej).
Par multiplication, on obtient
Xλ(e, g) =
∑
j=1,...,n
ϕj(λ)Xλ,j(e, g),
ou`
Xλ,j(e, g) =
∑
∈B
K′g
ρ
C2λLpiλ,ρ(, e
′)Lpiλ,ρ(, e)Lpiλ,ρ(j , ej)Lpiλ,ρ(j , ej).
Fixons j. Le produit d’un Cλ et des deux facteurs extreˆmes ci-dessus est e´gal a`
Lpiλ,ρ(j ⊗ e
′, ⊗ ej).
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Le produit d’un Cλ et des deux facteurs restants est e´gal a`
Lpiλ,ρ(⊗ ej , j ⊗ e).
Supposons g ∈ M(F )K. Par un argument de´ja` utilise´ plusieurs fois, on peut fixer c0
inde´pendant de g et λ de sorte que l’on puisse remplacer Lpiλ,ρ par Lpiλ,ρ,c dans ces
expressions, pourvu que c ≥ c0. On obtient
Xλ,j(e, g) =
∑
∈B
K′g
ρ
Lpiλ,ρ,c(⊗ ej , j ⊗ e)
∫
H(F )U(F )c
(ρ(h)j , )(e
′, piλ(hu)ej)ξ¯(u)du dh,
puis
(3) Xλ,j(e, g) =
∫
H(F )U(F )c
(ρ(h)j , 
])(e′, piλ(hu)ej)ξ¯(u)du dh,
ou`
] =
∑
∈B
K′g
ρ
Lpiλ,ρ,c(⊗ ej , j ⊗ e).
Ecrivons
Lpiλ,ρ,c(⊗ ej, j ⊗ e) =
∫
H(F )
(ρ(h′), j)Λ(h
′)dh′,
ou`
Λ(h′) =
∫
U(F )c
(ej , piλ(h
′u′)e)ξ¯(u′)du′.
Pour tout ′′ ∈ Eρ, on a
(′′, ]) =
∑
∈B
K′g
ρ
Lpiλ,ρ,c(⊗ ej , j ⊗ e)(
′′, ) =
∫
H(F )
∑
∈B
K′g
ρ
(, ρ(h′−1)j)(
′′, )Λ(h′)dh′
=
∑
H(F )/K ′g
∑
∈B
K′g
ρ
(, j(h
′))(′′, ),
ou`
j(h
′) =
∫
K ′g
ρ(k−1h′−1)jΛ(h
′k)dk.
La fonction Λ est invariante a` droite par K ′g et j(h
′) est invariant par K ′g. Donc
j(h
′) =
∑
∈B
K′g
ρ
(, j(h
′)),
et
ρ˜(y˜)j(h
′)) =
∑
∈B
K′g
ρ
(, j(h
′)).
On obtient alors
(′′, ]) =
∑
H(F )/K ′g
(′′, ρ˜(y˜)j(h
′)) =
∫
H(F )
(′′, ρ˜(y˜h′−1)j)Λ(h
′)dh′
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=∫
H(F )U(F )c
(ρ(θy˜(h
′)′′, ρ˜(y˜)j)(ej , piλ(h
′u′)e)ξ¯(u′)du′ dh′.
Reportons cette expression dans (3). On obtient
(4) Xλ,j(e, g) =
∫
H(F )U(F )c
∫
H(F )U(F )c
(ρ(θy˜(h
′)h)j , ρ˜(y˜)j)
(ej , piλ(h
′u′g)piλ(f)e)(piλ(θy˜(g))e, piλ(hu)ej)ξ¯(u)ξ¯(u
′)du′ dh′ du dh.
On a
(5) cette expression est absolument convergente.
En effet, pour g fixe´, elle est majore´e en valeur absolue par∫
H(F )U(F )c
∫
H(F )U(F )c
ΞG(h′u′)ΞH(θy˜(h
′)h)ΞG(hu)du′ dh′ du dh,
qui est convergente d’apre`s 4.1(4).
Pour deux entiers c, c′ ∈ N et pour g ∈M(F )K, posons
Xλ,j,c,c′(e, g) =
∫
H(F )U(F )c
∫
H(F )U(F )c′
(ρ(h)j , ρ˜(y˜)j)
(ej , piλ(h
′u′g)piλ(f)e))(piλ(θy˜(h
′u′g))e, piλ(hu)ej)ξ¯(u)du
′ dh′ du dh.
Cette expression est absolument convergente comme la pre´ce´dente. On a
(6) il existe c0 inde´pendant de N et λ tel que, pour g ∈ M(F )K, Xλ,j,c,c′(e, g) ne
de´pende pas de c et c′, pourvu que c ≥ c0 et c
′ ≥ c0 ; pour de tels c, c
′, on a l’e´galite´
Xλ,j(e, g) = Xλ,j,c,c′(e, g).
Le proce´de´ habituel montre qu’il existe c0 tel que, pour c ≥ c0 et g ∈ M(F )K,
Xλ,j,c,c′(e, g) ne de´pend pas de c. Soient c, c
′ ≥ c0. Alors Xλ,j,c,c′(e, g) = Xλ,j,c′,c′(e, g). Par
les changements de variables h 7→ θy˜(h
′)h, puis u 7→ h−1θy˜(u
′)hu, Xλ,j,c′,c′(e, g) est e´gal
au membre de droite de (4) ou` l’on a remplace´ c par c′. Mais celui-ci ne de´pend pas de
c′. Cela prouve (6).
Pour g ∈M(F )K, posons
JL,O(Θρ˜, f˜ , g) = [iA
∨
O : iA
∨
L,F ]
−1
∑
e∈B
Kf
O
∑
j=1,...,n
∫
iA∗L,F
m(τλ)ϕj(λ)Xλ,j,c,c′(e, g)dλ,
ou` c, c′ ≥ c0, c0 ve´rifiant (6). En revenant a` la formule (2) et en rassemblant les calculs
ci-dessus, on a montre´ :
(7) on a l’e´galite´ ∑
∈B
KN
ρ
JL,O(, f, g) = JL,O(Θρ˜, f˜ , g)
pour tout g ∈M(F )K.
63
6.4 Une premie`re approximation
D’apre`s 6.2(1) et 6.3(7), on a l’e´galite´
J(Θρ˜, f˜ , g) =
∑
L∈L(Ad)
|WL||WG|−1
∑
O∈{Π2(L)}f
JL,O(Θρ˜, f˜ , g)
pour tout g ∈M(F )K. SoitN ≥ 1. Par de´finition, JN(Θρ˜, f˜) est l’inte´grale de J(Θρ˜, f˜ , g)κN(g)
sur g ∈ H(F )U(F )\G(F ) ou, ce qui revient au meˆme, l’inte´grale de J(Θρ˜, f˜ , mk)κN(m)δP (m)
−1
sur m ∈ H(F )\M(F ) et k ∈ K. C’est-a`-dire
JN(Θρ˜, f˜) =
∫
H(F )/M(F )
∫
K
∑
L∈L(Ad)
|WL||WG|−1
∑
O∈{Π2(L)}f
JL,O(Θρ˜, f˜ , mk)κN (m)δP (m)
−1dk dm.
Soient L ∈ L(Ad) etO ∈ {Π2(L)}f . Reprenons les notations du paragraphe pre´ce´dent.
Soit c0 ve´rifiant la relation (6) de ce paragraphe et soit c ≥ c0. Pour tout entier C ∈ N,
posons
JL,O,N,C(Θρ˜, f˜) = [iA
∨
O : iA
∨
L,F ]
−1
∑
e∈B
Kf
O
∑
j=1,...,n
∫
iA∗L,F
m(τλ)ϕj(λ)
∫
H(F )U(F )c
1σ<Clog(N)(hu)
(ρ(h)j , ρ˜(y˜)j)ξ¯(u)
∫
G(F )
(ej, piλ(g)piλ(f)e))(piλ(θy˜(g))e, piλ(hu)ej)κN(g)dg du dh dλ.
Lemme. (i) Cette expression est absolument convergente.
(ii) Il existe C tel que l’on ait la majoration
|JN(Θρ˜, f˜)−
∑
L∈L(Ad)
|WL||WG|−1
∑
O∈{Π2(L)}f
JL,O,N,C(Θρ˜, f˜)| << N
−1
pour tout entier N ≥ 1.
La preuve est la meˆme que celle du lemme 6.4 de [W3], en utilisant les majorations
4.1(5), (6) et (7).
On fixe C ve´rifiant l’assertion (ii) ci-dessus. Dans les paragraphes suivants et jusqu’en
6.9, on fixe L ∈ L(Ad) et O ∈ {Π2(L)}f .
6.5 Changement de fonction de troncature
Notons ∆ l’ensemble des racines simples de Ad dans ud. A toute racine α ∈ ∆
sont associe´es une coracine αˇ, un poids $αˇ et un copoids $α. Notons ∆˜ l’ensemble des
restrictions a` A˜d des e´le´ments de ∆. Posons simplement θ = θd. L’ensemble ∆˜ est en
bijection avec l’ensemble des orbites dans ∆ pour l’action de θ. Notons α 7→ (α) cette
bijection et notons n(α) le nombre d’e´le´ments de l’orbite (α). On a alors l’e´galite´
α = n(α)−1
∑
β∈(α)
β
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dans A∗Ad. On utilise des e´galite´s analogues pour de´finir αˇ, $αˇ et $α. Par exemple
$αˇ = n(α)
−1
∑
β∈(α)
$βˇ.
Notons A+Ad le sous-ensemble des ζ ∈ AAd tels que α(ζ) ≥ 0 pour tout α ∈ ∆. Fixons
un re´el δ tel que 0 < δ < 1. Notons D l’ensemble des Y ∈ A+Ad ∩ (AA˜d,F ⊗Z Q) tels que
inf{α(Y );α ∈ ∆˜} ≥ δsup{α(Y );α ∈ ∆˜}.
Dans ce domaine, les fonctions Y 7→ inf{α(Y );α ∈ ∆˜}, Y 7→ sup{α(Y );α ∈ ∆˜} et
Y 7→ |Y | sont e´quivalentes. Soit Y ∈ D. Notons ζ 7→ ϕ+(ζ, Y ) la fonction caracte´ristique
du sous-ensemble des ζ ∈ AAd qui ve´rifient les deux conditions :
- α(ζ) ≥ 0 pour tout α ∈ ∆;
- $αˇ(Y − ζ) ≥ 0 pour tout α ∈ ∆˜.
Remarquons que ce sous-ensemble est compact modulo AG. Notons g 7→ u˜(g, Y ) la
fonction caracte´ristique de l’ensemble des g ∈ G(F ) pour lesquels il existe k, k′ ∈ K et
a ∈ Ad(F ) de sorte que g = kak
′ et ϕ+(HAd(a), Y ) = 1.
De meˆme que l’on a de´fini la fonction f , de´finissons une fonction f ′ sur G(F ) par
f ′(g) = f˜(gθd). Fixons un sous-groupe ouvert compact Kf ′ de K tel que f
′ soit biinva-
riante parKf ′ ,Kf ′ soit distingue´ dansK et invariant par θ. Fixons une base orthonorme´e
B
Kf ′
O du sous-espace des invariants (K
G
Q,τ)
Kf ′ . Fixons e′, e′′ ∈ KGQ,τ et une fonction ϕ sur
iA∗L,F , que l’on suppose C
∞. Pour e ∈ KGQ,τ , g, g
′ ∈ G(F ) et λ ∈ iA∗L,F , posons
Φ(e, g, g′, λ) = (piλ(θ(g))e, piλ(g
′)e′)(e′′, piλ(g)piλ(f
′)e).
Posons
ΦN (g
′) =
∑
e∈B
K
f ′
O
∫
G(F )
∫
iA∗L,F
m(τλ)ϕ(λ)Φ(e, g, g
′, λ)κN(g) dλ dg,
ΦY (g
′) =
∑
e∈B
K
f ′
O
∫
G(F )
∫
iA∗L,F
m(τλ)ϕ(λ)Φ(e, g, g
′, λ)u˜(g, Y ) dλ dg.
La premie`re expression est absolument convergente : cela re´sulte de la convergence de
(1)
∫
G(F )
κN(g)Ξ
G(g)2dg,
cf. 4.1(1). Montrons que la seconde est convergente dans l’ordre indique´. On peut l’e´crire
ΦY (g
′) =
∑
e∈B
Kf ′
O
∫
AG(F )\G(F )
u˜(g, Y )
∫
AG(F )
∫
iA∗L,F
m(τλ)ϕ(λ)Φ(e, zg, g
′, λ) dλ dz dg.
Parce que la fonction g 7→ u˜(g, Y ) est a` support compact modulo AG(F ) et que la
fonction a` inte´grer est localement constante, l’inte´grale exte´rieure est une somme finie.
Il suffit de prouver la convergence dans l’ordre de la double inte´grale inte´rieure. Notons
ω la restriction a` AG(F ) du caracte`re central de τ . On a l’e´galite´
Φ(e, zg, g′, λ) = ω(zθ(z)−1)eλ(HG(z)−HG(θ(z)))Φ(e, g, g′, λ)
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pour tous z, g, λ. Ainsi, l’inte´grale inte´rieure en λ de´finit une fonction de z qui, au
facteur ω(zθ(z)−1) pre`s, est une transforme´e de Fourier partielle de la fonction que l’on
a inte´gre´e, e´value´e au point HG(z) − HG(θ(z)). Puisque la fonction de λ est C
∞, cette
transforme´e de Fourier est a` de´croissance rapide. On obtient une majoration
|
∫
iA∗L,F
m(τλ)ϕ(λ)Φ(e, zg, g
′, λ) dλ| << (1 + |HG(z)−HG(θ(z))|)
−r
pour tout re´el r. Mais la fonction H 7→ H − θ(H) est injective sur AG. On a donc aussi
une majoration
(1 + |HG(z)−HG(θ(z))|)
−r << σ(z)−r.
Or l’inte´grale ∫
AG(F )
σ(z)−r dz
est convergente pour r assez grand. L’inte´grabilite´ cherche´e en re´sulte.
Proposition. Soient R et η deux re´els, avec 0 < η < 1. Il existe des re´els c1, c2 > 0 tels
que l’on ait la majoration
|ΦN (g
′)− ΦY (g
′)| << N−R
pour tout N ≥ 2, tout g′ ∈ G(F ) tel que σ(g′) ≤ Clog(N) et tout Y ∈ D ve´rifiant les
ine´galite´s c1N
η ≤ |Y | ≤ c2N .
Preuve. Montrons d’abord :
(2) il existe R1 ≥ 0 tel que
|ΦN (g
′)| << NR1 et |ΦY (g
′)| << NR1 |Y |R1
pour tout N ≥ 1, tout Y ∈ D et tout g′ ∈ G(F ) tel que σ(g′) ≤ Clog(N).
Pour e ∈ KGQ,τ , on a la majoration
|Φ(e, g, g′, λ)| << ΞG(g′−1g)ΞG(g)
pour tous λ, g, g′. Graˆce a` [W3] 3.3(5), il existe R2 ≥ 0 tel que
ΞG(g′−1g) << exp(R2σ(g
′))ΞG(g).
D’apre`s l’hypothe`se sur g′, on en de´duit
|Φ(e, g, g′, λ)| << NCR2ΞG(g)2.
D’apre`s 4.1(1), il existe R3 ≥ 0 tel que l’inte´grale (1) soit essentiellement majore´e par
NR3 . On en de´duit l’assertion (2) pour ΦN (g
′).
Pour prouver l’assertion concernant la fonction ΦY (g
′), on reprend le raisonnement
montrant la convergence de cette expression. On peut e´crire
ΦY (g
′) =
∑
e∈B
K
f ′
O
∫
AG(F )\G(F )
u˜(g, Y )
∫
AG(F )
∫
iA∗L,F /iA
∗
G,F
∫
iA∗G,F
m(τλ+ξ)ϕ(λ+ ξ)Φ(e, zg, g
′, λ+ ξ) dξ dλ dz dg.
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On peut identifier iA∗L,F/iA
∗
G,F a` iA
G,∗
L /(iA
G,∗
L ∩ (iA
∨
L,F + iA
∗
G)). On peut identifier
AG(F )\G(F ) a` un ensemble de repre´sentants sur lequel la fonction HG est borne´e. On
peut aussi de´composer f ′ en f ′ =
∑
X∈X f
′
X , ou` X est un sous-ensemble fini de AG,F et
f ′X est une fonction dont le support est contenu dans l’ensemble des x ∈ G(F ) tels que
HG(x) = X . On a alors
Φ(e, zg, g′, λ+ ξ) = ω(zθ(z)−1)
∑
X∈X
eξ(B(z,g,g
′,X))(piλ(θ(g))e, piλ(g
′)e′)(e′′, piλ(g)piλ(f
′
X)e),
ou` B(z, g, g′, X) = HG(g
′) +HG(g)−HG(θ(g)) +X +HG(z) −HG(θ(z)). Par inversion
de Fourier, on a une majoration
|
∫
iA∗G,F
m(τλ+ξ)ϕ(λ+ ξ)e
ξ(B(z,g,g′,X)) dξ| <<
(1 + |HG(g
′) +HG(g)−HG(θ(g)) +X +HG(z)−HG(θ(z))|)
−r
pour tout re´el r, et ce dernier terme est lui-meˆme essentiellement majore´ par
(1 + |HG(g
′)|)r(1 + |HG(z)−HG(θ(z))|)
−r,
puis par log(N)rσ(z)−r. Alors ΦY (g
′) est majore´ par une somme finie d’expressions
log(N)r
∫
AG(F )\G(F )
u˜(g, Y )
∫
AG(F )
∫
iA∗L,F /iA
∗
G,F
σ(z)−r
|(piλ(θ(g))e, piλ(g
′)e′)(e′′, piλ(g)piλ(f
′
X)e)| dλ dz dg.
Par les meˆmes calculs utilise´s ci-dessus pour majorer ΦN (g
′), ceci est essentiellement
majore´ par
log(N)rNR4
(∫
AG(F )\G(F )
ΞG(g)2u˜(g, Y ) dg
)(∫
AG(F )
σ(z)−r dz
)
pour un re´el R4 convenable. L’inte´grale en g est majore´e par |Y |
R5 pour un re´el R5
convenable. Il suffit de fixer r tel que l’inte´grale en z soit convergente pour obtenir la
majoration (2) pour ΦY (g
′).
On note Ad(F )
+ l’ensemble des a ∈ Ad(F ) tels que α(HAd(a)) ≥ 0 pour tout α ∈ ∆.
On de´finit une fonction D sur cet ensemble par
D(a) = mes(KaK)mes(K ∩ Ad(F ))
−1.
On a la formule d’inte´gration∫
G(F )
φ(g)dg =
∫
K
∫
K
∫
Ad(F )+
D(a)φ(k1ak2)da dk1 dk2
pour toute fonction φ ∈ C∞c (G(F )). De Y se de´duit comme en 3.6 une famille (G,Ad)
orthogonale Y . Pour tout Q1 = L1U1 ∈ F(Ad), on en de´duit des fonctions ζ 7→ σ
Q1
Ad
(ζ,Y)
et ζ 7→ τQ1(ζ − YQ1) sur AAd. Tous ces termes ont e´te´ de´finis par Arthur. En fait, nous
ne les utiliserons que dans le cas ou` Bd ⊂ Q1 et ζ ∈ A
+
Ad
. Dans ce cas, on a
σQ1Ad (ζ,Y) = 1 ⇐⇒ $α(Y
L1 − ζL1) ≥ 0 pour tout α ∈ ∆L1 ,
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τQ1(ζ − YQ1) = 1 ⇐⇒ α(ζL1 − YL1) > 0 pour tout α ∈ ∆−∆
L1 ,
ou`, pour tout ζ , on note ζL1 et ζL1 les projections orthogonales de ζ sur A
L1
Ad
, resp. AL1,
et ∆L1 est l’ensemble des racines simples de Ad dans ud ∩ l1. On a l’e´galite´∑
Q1∈F(Ad),Bd⊂Q1
σQ1Ad (ζ,Y)τQ1(ζ − YQ1) = 1
pour tout ζ ∈ A+Ad. Pour Q1 ∈ F(Ad) contenant Bd, posons
ΦN,Y,Q1(g
′) =
∑
e∈B
K
f ′
O
∫
K
∫
K
∫
Ad(F )+
∫
iA∗L,F
m(τλ)ϕ(λ)
Φ(e, k1ak2, g
′, λ)κN(k1ak2)D(a)σ
Q1
Ad
(HAd(a),Y)τQ1(HAd(a)− YQ1) dλ da dk1 dk2.
De´finissons de meˆme ΦY,Q1(g
′) en remplac¸ant la fonction κN(k1ak2) par u˜(k1ak2, Y ). Il
re´sulte de ce qui pre´ce`de que l’on a
ΦN (g
′) =
∑
Q1∈F(Ad),Bd⊂Q1
ΦN,Y,Q1(g
′),
ΦY (g
′) =
∑
Q1∈F(Ad),Bd⊂Q1
ΦY,Q1(g
′).
On va montrer :
(3) il existe c2 > 0 tel que, si |Y | ≤ c2N , on a la majoration |ΦN,Y,G(g
′)−ΦY,G(g
′)| <<
N−R pour tout N ≥ 1 et tout g′ ∈ G(F ) tel que σ(g′) ≤ Clog(N) ;
(4) il existe c1, c2 > 0 tel que, si c1N
η ≤ |Y | ≤ c2N , on a les majorations
|ΦN,Y,Q1(g
′)| << N−R et |ΦY,Q1(g
′)| << N−R
pour tout N ≥ 1, tout g′ comme ci-dessus et tout Q1 ∈ F(Ad) tel que Bd ⊂ Q1 ( G.
Cela de´montrera la proposition.
Prouvons (3). Le support de la fonction ζ 7→ σGAd(ζ,Y) sur A
+
Ad
est contenu dans
celui de la fonction ζ 7→ ϕ+(ζ, Y ). On peut donc supprimer le terme u˜(k1ak2, Y ) dans
la de´finition de ΦY,G(g
′). La fonction ΦN,Y,G(g
′)− ΦY,G(g
′) est donc de´finie par la meˆme
inte´grale que ΦN,Y,G(g
′), ou` on remplace κN (k1ak2, Y ) par κN (k1ak2, Y ) − 1. On ve´rifie
qu’il existe c3 > 0 tel que le support de κN contienne l’ensemble des g ∈ G(F ) tels que
σ(g) ≤ c3N . On peut donc remplacer κN (k1ak2, Y ) − 1 par la fonction caracte´ristique
de l’ensemble des a tels que σ(a) > c3N . La condition σ
G
Ad
(HAd(a),Y) = 1 entraˆıne une
majoration |HGAd(a)| << |Y |. Pour c2 assez petit, la double condition ci-dessus entraˆıne
|HG(a)| > c4N , pour un certain c4 > 0. On peut alors reprendre la preuve de l’assertion
(2) concernant ΦY (g
′). On obtient une majoration
|ΦN,Y,G(g
′)− ΦY,G(g
′)| << log(N)rNR4
∫
AG(F )\Ad(F )+
ΞG(a)2σAd(HAd(a),Y)D(a) da
∫
z∈AG(F );|HG(z)|>c4N−c5
σ(z)−r dz,
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ou` c5 est un majorant de la fonction HG sur un ensemble de repre´sentants du quotient
AG(F )\Ad(F ). La premie`re inte´grale est majore´e par∫
g∈AG(F )\G(F );σ(g)≤c6|Y |
Ξ(g)2 dg
pour c6 > 0 convenable, donc par |Y |
R6 pour un re´el R6 convenable, ou encore par |N |
R6 .
La seconde inte´grale est essentiellement majore´e par |N |−r. Le tout est essentiellement
majore´ par log(N)rNR4+R6−r. En prenant r assez grand, on obtient (3).
On fixe de´sormais Q1 ∈ F(Ad) tel que Bd ⊂ Q1 ( G. Introduisons un re´el  tel que
0 <  < 1. Comme ci-dessus, on a∑
Q2∈F(Ad),Bd⊂Q2
σQ2Ad (ζ, Y)τQ2(ζ − YQ2) = 1
pour tout ζ ∈ A+Ad. Supposons σ
Q1
Ad
(ζ,Y)τQ1(ζ − YQ1) = 1. Pour α ∈ ∆ − ∆
L1 , on a
α(ζ − Y ) > 0. Si σQ2Ad (ζ, Y) = 1, on a α(ζ) << |Y | pour α ∈ ∆
L2 . Si  est assez petit,
ces ine´galite´s ne sont compatibles que si ∆L2 ⊂ ∆L1 . C’est-a`-dire que, pour un tel ζ , la
somme ci-dessus se limite aux Q2 ⊂ Q1. Pour un tel Q2 et pour a ∈ Ad(F ), posons
SQ1,Q2(a) = σ
Q1
Ad
(HAd(a),Y)τQ1(HAd(a)− YQ1)σ
Q2
Ad
(HAd(a), Y)τQ2(HAd(a)− YQ2).
On peut de´composer
ΦN,Y,Q1(g
′) =
∑
Q2∈F(Ad);Bd⊂Q2⊂Q1
ΦN,Y,Q1,Q2(g
′),
ou`
ΦN,Y,Q1,Q2(g
′) =
∑
e∈B
K
f ′
O
∫
K
∫
K
∫
Ad(F )+
∫
iA∗L,F
m(τλ)ϕ(λ)
Φ(e, k1ak2, g
′, λ)κN(k1ak2)D(a)SQ1,Q2(a) dλ da dk1 dk2.
On peut de´composer de meˆme ΦY,Q1(g
′). Fixons Q2 = L2U2 avec Bd ⊂ Q2 ⊂ Q1. On va
montrer
(5) il existe 0 > 0 et, pour  < 0, il existe c1, c2 > 0 tels que, si c1N
η ≤ |Y | ≤ c2N ,
on a les majorations
|ΦN,Y,Q1,Q2(g
′)| << N−R et |ΦY,Q1,Q2(g
′)| << N−R
Pour simplifier la re´daction, on va fixer c1 et c2 et supposer c1N
η ≤ |Y | ≤ c2log(N).
On montrera que toutes les proprie´te´s dont on a besoin sont ve´rifie´es si  est assez petit,
c1 est assez grand relativement a`  et c2 est assez petit relativement a` .
Soient g′ ∈ G(F ) tel que σ(g′) ≤ Clog(N), k1, k2 ∈ K et a ∈ Ad(F )
+. On pose ζ =
HAd(a) et on suppose σ
Q2
Ad
(ζ, Y)τQ2(ζ − YQ2) = 1. Cette proprie´te´ entraˆıne l’existence
de c3 > 0 tel que, pour toute racine α de Ad dans u2, on ait la minoration
c3 inf{β(Y ); β ∈ ∆} ≤ α(ζ),
donc aussi, quitte a` changer c3,
(6) c1c3N
η ≤ α(ζ).
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Ecrivons θ(k−11 )g
′ = u′l′k′, avec u′ ∈ θ(U2)(F ), l
′ ∈ θ(L2)(F ) et k
′ ∈ K. Notons Ad(F )
L2,+
le sous-ensemble des a′ ∈ Ad(F ) tels que α(HAd(a
′)) ≥ 0 pour tout α ∈ ∆L2 et posons
K2 = K ∩ L2(F ). On a θ(l
′)−1a ∈ L2(F ) et on peut e´crire θ(l
′)−1a = k3a
′k4, avec
k3, k4 ∈ K2 et a
′ ∈ Ad(F )
L2,+. On pose ζ ′ = HAd(a
′). On a :
(7) si c1 est assez grand, k
−1
2 a
−1θ(u′)−1ak2 appartient a` Kf ′ ;
(8) pour tout c > 0, a′ appartient a` Ad(F )
+ et ve´rifie α(ζ ′) > cNη/2 pour tout
α ∈ ∆−∆L2 pourvu que c1 soit assez grand.
Ces deux proprie´te´s re´sultent aise´ment de (6), cf. [W3] 6.6(7) et (8) pour plus de
de´tails. Soient λ ∈ iA∗L,F et e ∈ B
Kf ′
O . On a l’e´galite´
Φ(e, k1ak2, g
′, λ) = (piλ(θ(θ(l
′)−1θ(u′)−1ak2))e, piλ(k
′)e′)(piλ(k
−1
1 )e
′′, piλ(ak2)piλ(f
′)e).
Graˆce a` (7), on peut supprimer θ(u′)−1 dans cette expression, pourvu que c1 soit assez
grand. On obtient
(9) Φ(e, k1ak2, g
′, λ) = (piλ(θ(a
′k4k2))e, piλ(θ(k3)
−1k′)e′)(piλ(k
−1
1 )e
′′, piλ(ak2)piλ(f
′)e).
Graˆce aux re´sultats d’Harish-Chandra, on va approximer les produits scalaires par
leurs termes constants faibles. Introduisons quelques notations. Posons
W (L2|G|L) = {s ∈ W
G; sLs−1 ⊂ L2, Bd ∩ L2 ⊂ sQs
−1}.
Pour un e´le´ment s de cet ensemble, on note γ(s) : KGQ,τ → K
G
sQs−1,τ l’ope´rateur de´fini
par (γ(s)e0)(k) = e0(s
−1k) pour tout k ∈ K. On pose Q2,s = (L2 ∩ sQs
−1)U2, Q2,s =
(L2 ∩ sQs
−1)U¯2, ou` U¯2 est le radical unipotent du parabolique Q¯2 oppose´ a` Q2. Pour
λ ∈ iA∗L,F , on de´finit les ope´rateurs
JQ2,s|sQs−1((sτ)sλ) ◦ γ(s) : K
G
Q,τ → KQ2,s,sτ
et
JQ
2,s
|sQs−1((sτ)sλ) ◦ γ(s) : K
G
Q,τ → KQ2,s,sτ .
Les termes sτ et sλ ont la signification usuelle. Pour e1 ∈ K
G
Q2,s,sτ
et e2 ∈ K
G
Q
2,s
,sτ , les
restrictions de e1 et e2 a` K2 appartiennent au meˆme espace K
L2
L2∩sQs−1,sτ
, qui est muni
d’un produit scalaire naturel. On pose
(e1, e2)
L2 =
∫
K2
(e1(x), e2(x))dx.
Posons
(piλ(k
−1
1 )e
′′, piλ(ak2)piλ(f
′)e)Q2,λ =∑
s∈W (L2|G|L)
(JQ2,s|sQs−1((sτ)sλ) ◦ γ(s)piλ(k
−1
1 )e
′′, JQ
2,s
|sQs−1((sτ)sλ) ◦ γ(s)piλ(ak2)piλ(f
′)e)L2 .
Alors le lemme 6.5 de [W3] (qui est duˆ a` Harish-Chandra) nous dit qu’il existe R7 ≥ 0
et µ > 0 tel que
|(piλ(k
−1
1 )e
′′, piλ(ak2)piλ(f
′)e)− (piλ(k
−1
1 )e
′′, piλ(ak2)piλ(f
′)e)Q2,λ| <<
δQ2(a)
−1/2ΞL2(a)σ(a)R7sup{exp(−µα(ζ));α ∈ ∆−∆L2}.
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Graˆce a` (6), cela entraˆıne que, pour tout entier b ≥ 0, on a
(10) |(piλ(k
−1
1 )e
′′, piλ(ak2)piλ(f
′)e)− (piλ(k
−1
1 )e
′′, piλ(ak2)piλ(f
′)e)Q2,λ| <<
δQ2(a)
−1/2ΞL2(a)σ(a)R7N−b,
pourvu que c1 soit assez grand.
De meˆmes conside´rations s’appliquent a` l’autre produit de la formule (9). A cause
du θ qui figure dans ce produit, on doit remplacer Q2 par θ(Q2) dans les constructions.
Pour s ∈ W (θ(L2)|G|L), on pose θ(Q)2,s = (θ(L2) ∩ sQs
−1)θ(U2) et θ(Q)2,s = (θ(L2) ∩
sQs−1)θ(U¯2) (les notations sont un peu ambigue¨s : θ(Q)2,s n’est pas l’image par θ d’un
hypothe´tique parabolique Q2,s). On pose
(piλ(θ(a
′k4k2))e, piλ(θ(k3)
−1k′)e′)θ(Q2),λ =
∑
s∈W (θ(L2)|G|L)
(Jθ(Q)2,s|sQs−1((sτ)sλ)◦γ(s)piλ(θ(a
′k4k2))e, Jθ(Q)2,s|sQs−1((sτ)sλ)◦γ(s)piλ(θ(k3)
−1k′)e′)θ(L2).
On a une majoration analogue a` (10), ou`, dans le deuxie`me membre, Q2 et a sont
remplace´s par θ(Q2) et θ(a
′) ou, ce qui revient au meˆme, par Q2 et a
′.
Posons
Φw(e, k1ak2, g
′, λ) = (piλ(θ(a
′k4k2)))e, piλ(θ(k3)
−1k′)e′)θ(Q2),λ(piλ(k
−1
1 )e
′′, piλ(ak2)piλ(f
′)e)Q2,λ.
Notons ΦN,Y,Q1,Q2,w(g
′) et ΦY,Q1,Q2,w(g
′) les termes obtenus en remplac¸ant Φ(e, k1ak2, g
′, λ)
par Φw(e, k1ak2, g
′, λ) dans les de´finitions de ΦN,Y,Q1,Q2(g
′) et ΦY,Q1,Q2(g
′). D’apre`s ce qui
pre´ce`de, Φ(e, k1ak2, g
′, λ)− Φw(e, k1ak2, g
′, λ) est borne´ par la somme de
δQ2(a)
−1/2ΞL2(a)σ(a)R7N−b|(piλ(θ(a
′k4k2)))e, piλ(θ(k3)
−1k′)e′)|
et de
δQ2(a
′)−1/2ΞL2(a′)σ(a′)R7N−b|(piλ(k
−1
1 )e
′′, piλ(ak2)piλ(f
′)e)Q2,λ|.
Si on oublie les termes N−b un calcul analogue a` celui utilise´ dans la preuve de (2) conduit
a` des majorations
|ΦN,Y,Q1,Q2(g
′)− ΦN,Y,Q1,Q2,w(g
′)| << NR8 ,
|ΦY,Q1,Q2(g
′)− ΦY,Q1,Q2,w(g
′)| << NR8 |Y |R8 ,
pour un certain re´el R8. En re´introduisant le terme N
−b, ou` b peut eˆtre quelconque, et
en se rappelant que l’on suppose |Y | << N , les deux expressions ci-dessus sont majore´es
par N−b pourvu que c1 soit assez grand. Le bilan est que, pour de´montrer (5), on peut
y remplacer ΦN,Y,Q1,Q2(g
′) et ΦY,Q1,Q2(g
′) par ΦN,Y,Q1,Q2,w(g
′) et ΦY,Q1,Q2,w(g
′).
On a
Φw(e, k1ak2, g
′, λ) =
∑
s1∈W (θ(L2)|G|L),s2∈W (L2|G|L)
Φs1,s2(e, k1ak2, g
′, λ),
ou`
Φs1,s2(e, k1ak2, g
′, λ) =
(Jθ(Q)2,s1 |s1Qs
−1
1
((s1τ)s1λ)◦γ(s1)piλ(θ(a
′k4k2))e, Jθ(Q)2,s1 |s1Qs
−1
1
((s1τ)s1λ)◦γ(s1)piλ(θ(k3)
−1k′)e′)θ(L2)
(JQ2,s2 |s2Qs
−1
2
((s2τ)s2λ) ◦ γ(s2)piλ(k
−1
1 )e
′′, JQ
2,s2
|s2Qs
−1
2
((s2τ)s2λ) ◦ γ(s2)piλ(ak2)piλ(f
′)e)L2 .
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Au moins formellement, on peut de´composer de meˆme ΦN,Y,Q1,Q2,w(g
′) et ΦY,Q1,Q2,w(g
′) en
somme de termes ΦN,Y,Q1,Q2,s1,s2(g
′) et ΦY,Q1,Q2,s1,s2(g
′). Il y a un proble`me de convergence
car les ope´rateurs d’entrelacement peuvent avoir des poˆles. Ce proble`me disparaˆıt graˆce
a` la multiplication par la mesure de Plancherel. En effet, soient s1 ∈ W (θ(L2)|G|L) et
s2 ∈ W (L2|G|L). On a
(11) pour e fixe´, la fonction m(τλ)Φs1,s2(e, k1ak2, g
′, λ) est combinaison line´aire de
fonctions qui sont elles-meˆmes des produits f1(a
′, λ)f2(a, λ)f3(k1, k2, k3, k4, k
′)f4(λ), ou`
f1(a
′, λ) = δQ2(a
′)−1/2(Ind
θ(L2)
θ(L2)∩s1Qs
−1
1
((s1τ)s1λ, θ(a
′))e′1, e1),
pour des e´le´ments e1, e
′
1 ∈ K
θ(L2)
θ(L2)∩s1Qs
−1
1 ,s1τ
;
f2(a, λ) = δQ2(a)
1/2(e′2, Ind
L1
L2∩s2Qs
−1
2
((s2τ)s2λ, a)e2),
pour des e´le´ments e2, e
′
2 ∈ K
L2
L2∩s2Qs
−1
2 ,s2τ
;
f3 est une fonction localement constante des variables k1, k2, k3, k4 et k
′ ;
f4 est une fonction C
∞ de λ.
La preuve est la meˆme qu’en [W3] 6.6(10). Le point central est le suivant. Soient
e1 ∈ K
G
Q,τ et e
′
1 ∈ K
G
Q2,s1 ,s1τ
. Posons
jQ2,s2 (λ) = (e
′
1, JQ2,s2 |s2Qs2((s2τ)s2λ) ◦ γ(s2)e1).
De´finissons de meˆme des fonctions jQ
2,s2
(λ), jθ(Q)2,s1 (λ) et jθ(Q)2,s1 (λ). Alors la fonction
λ 7→ m(τλ)jθ(Q)2,s1 (λ)jQ2,s2 (λ)jQ2,s2
(λ)jθ(Q)2,s1 (λ)
est C∞ sur iA∗L. Cela re´sulte de la preuve du corollaire V.2.3 de [W4].
Graˆce a` (11), les termes ΦN,Y,Q1,Q2,s1,s2(g
′) et ΦY,Q1,Q2,s1,s2(g
′) sont bien de´finis. On
peut fixer s1 et s2 et il nous suffit d’e´tablir la majoration
(12) |ΦN,Y,Q1,Q2,s1,s2(g
′)| << N−R et |ΦY,Q1,Q2,s1,s2(g
′)| << N−R.
Posons s = s1s
−1
2 . Supposons d’abord
Hypothe`se. Il n’existe pas de sous-groupe parabolique Q′ = L′U ′ de G tel que
Q2 ⊂ Q
′ ( G, θ(Q′) = Q′ et s ∈ WL
′
.
Dans ce cas, on exprime m(τλ)Φs1,s2(e, k1ak2, g
′, λ) comme dans l’assertion (11).
Quitte a` multiplier f4 par ϕ, ΦN,Y,Q1,Q2,s1,s2(g
′) s’e´crit comme combinaison line´aire d’inte´grales
ΨN,Y =
∫
K
∫
K
∫
Ad(F )+
∫
iA∗L,F
f1(a
′, λ)f2(a, λ)f3(k1, k2, k3, k4, k
′)f4(λ)
κN(k1ak2)D(a)SQ1,Q2(a)dλ da dk1 dk2.
Pour tout x ∈ L2, choisissons des e´le´ments l(x) ∈ s2L(F )s
−1
2 , u(x) ∈ L2(F ) ∩
s2UQ(F )s
−1
2 et k(x) ∈ K2 de sorte que x = l(x)u(x)k(x). On a l’e´galite´
f2(a, λ) =
∫
K2
f ′2(a, x)exp((s2λ)(HL2∩s2Qs−12 (xa)))dx,
ou`
f ′2(a, x) = δQ2(a)
−1/2δL2
L2∩s2Qs
−1
2
(l(xm))1/2(e′2(x), (s2τ)(l(xa))(e2(k(xa))).
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La fonction f1(a
′, λ) s’exprime de fac¸on analogue : L2 et a doivent eˆtre remplace´s par
θ(L2) et θ(a
′), et il y a un signe − dans l’exponentielle car a′ intervient dans le premier
terme du produit scalaire et non dans le second. Alors
ΨN,Y =
∫
K
∫
K
∫
Ad(F )+
∫
θ(K2)
∫
K2
f ′1(a
′, y)f ′2(a, x)f3(k1, k2, k3, k4, k
′)f5(xa, yθ(a
′))
κN (k1ak2)D(a)SQ1,Q2(a)dx dy da dk1 dk2,
ou`
f5(xa, yθ(a
′)) =
∫
iA∗L,F
f4(λ)exp(−(s1λ)(Hθ(L2)∩s1Qs−11 (yθ(a
′)))+(s2λ)(HL2∩s2Qs−12 (xa)))dλ
=
∫
iA∗L,F
f4(λ)exp(λ(ζ(xa, yθ(a
′))))dλ,
ou`
ζ(xa, yθ(a′)) = s−12 (HL2∩s2Qs−12 (xa))− s
−1
1 (Hθ(L2)∩s1Qs−11 (yθ(a
′))).
Montrons que
(13) si  est assez petit et c1 est assez grand, on a
|ζ(xa, yθ(a′))| >> Nη/2 + |HG(a)|
pour tous x, y, a, k1, k2 intervenant dans ΨN,Y avec SQ1,Q2(a) 6= 0.
On pose ζ = HAd(a), ζ
′ = HAd(a
′). On a xa = aa−1xa, d’ou`
HL2∩s2Qs−12 (xa) = HL2∩s2Qs
−1
2
(a) +HL2∩s2Qs−12 (a
−1xa).
Parce que x ∈ K2 ⊂ L2(F ), on a une majoration
σ(a−1xa) << sup{α(ζ);α ∈ ∆L2}.
La condition σQ2Ad (ζ, Y) = 1 entraˆıne α(a) << |Y | pour α ∈ ∆
L2 . D’ou` σ(a−1xa) <<
|Y |, puis |HL2∩s2Qs−12 (a
−1xa)| << |Y |. Pour la meˆme raison, on a
|HL2∩s2Qs−12 (a)−HL2(a)| = |HL2∩s2Qs
−1
2
(a)− ζL2| << |Y |,
d’ou`
|HL2∩s2Qs−12 (xa)− ζL2| << |Y |.
Rappelons que a′ = k−13 θ(l
′)−1ak−14 . Les termes k3, k4 appartiennent a`K2, θ(l
′) appartient
a` L2(F ) et ve´rifie une majoration σ(θ(l
′)) << Clog(N). On en de´duit une majoration
α(ζ ′) << Clog(N) + |Y | pour tout α ∈ ∆L2 . On de´montre alors comme ci-dessus
|Hθ(L2)∩s1Qs−11 (yθ(a
′))−Hθ(L2)(θ(a
′))| << Clog(N) + |Y |.
De la de´finition de a′ rappele´e ci-dessus re´sulte que
Hθ(L2)(θ(a
′))−Hθ(L2)(θ(a))| << Clog(N).
Puisque Hθ(L2)(θ(a)) = θ(ζL2), on obtient
|Hθ(L2)∩s1Qs−11 (yθ(a
′))− θ(ζL2)| << Clog(N) + |Y |.
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De ces calculs re´sulte la majoration
(14) |ζ(xa, yθ(a′))− s−12 ζL2 + s
−1
1 θ(ζL2)| << Clog(N) + |Y |.
Pour tout sous-groupe G′ de G stable par conjugaison par Ad, notons Σ
G′ l’ensemble des
racines de Ad dans g
′. Montrons que
(15) l’un au moins des ensembles s−12 (Σ
U1) ∩ s−11 θ(Σ
Q¯2) ou s−12 (Σ
Q¯2) ∩ s−11 θ(Σ
U1) est
non vide.
Supposons que le premier ensemble est vide. Alors s−12 (Σ
U1) ⊂ s−11 θ(Σ
U2), ou encore
sU1s
−1 ⊂ θ(U2). Pour deux sous-groupes paraboliques P
′ = M ′U ′ et P ′′ = M ′′U ′′ de G,
les inclusions U ′ ⊂ U ′′ et P ′′ ⊂ P ′ sont e´quivalentes. Donc θ(Q2) ⊂ sQ1s
−1. Le sous-
groupe parabolique θ(Q2) est standard, donc aussi sQ1s
−1. Mais Q1 est lui-aussi stan-
dard. Deux sous-groupes paraboliques standard n’e´tant conjugue´s que s’ils sont e´gaux,
on a Q1 = sQ1s
−1, donc s ∈ WL1. L’inclusion θ(Q2) ⊂ sQ1s
−1 devient θ(Q2) ⊂ Q1.
Supposons que le second ensemble de (15) soit vide. Un calcul similaire montre que
s ∈ W θ(L1). Posons Q′ = L′U ′ = Q1 ∩ θ(Q1). On a alors Q2 ⊂ Q
′ et s ∈ WL
′
. Cela
contredit l’hypothe`se sur s. D’ou` (15).
Supposons par exemple le premier ensemble ci-dessus non vide. Soit α un de ses
e´le´ments. On a
α(s−12 ζL2) = (s2α)(ζ)− (s2α)(ζ
L2),
ou` ζL2 est la projection orthogonale de ζ surAL2Ad. Parce que s2α ∈ Σ
U1 et σQ1Ad (ζ,Y)τQ1(ζ−
YQ1) = 1, on a (s2α)(ζ) >> |Y |. Parce que σ
Q2
Ad
(ζ, Y) = 1, on a |(s2α)(ζ
L2)| << |Y |. Il
existe donc c4 > 0 tel que
α(s−12 ζL2) >> (1− c4)|Y |.
On a α(s−11 θ(ζL2)) = (θs1α)(ζL2). L’e´le´ment θs1α appartient a` Σ
Q¯2. Sa projection sur
A∗L2 est une combinaison line´aire a` coefficients ne´gatifs ou nuls d’e´le´ments de ∆−∆
L2 .
Donc
α(s−11 θ(ζL2)) ≤ 0.
D’ou`
α(s−12 ζL2 − s
−1
1 θ(ζL2)) >> (1− c4)|Y |,
a fortiori
|s−12 ζ
G
L2
− s−11 θ(ζ
G
L2
)| >> (1− c4)|Y |.
On a aussi
|s−12 ζG − s
−1
1 θ(ζG)| = |ζG − θ(ζG)| >> |ζG|
D’ou`
|s−12 ζL2 − s
−1
1 θ(ζL2)| >> (1− c4)|Y |+ |ζG|.
Un raisonnement analogue, avec la meˆme conclusion, vaut si le deuxie`me ensemble de
(15) est non vide. La minoration que l’on vient d’obtenir, jointe a` (14) et a` l’hypothe`se
|Y | ≥ c1N
η, de´montre (13).
Le terme f5(xa, yθ(a
′)) est la valeur au point ζ(xa, yθ(a′)) de la transforme´e de Fourier
d’une fonction C∞ sur iA∗L,F . Cette transforme´e de Fourier est a` de´croissance rapide.
Graˆce a` (13), pour tout entier b, on a une majoration
|f5(xa, yθ(a
′)) << N−b(1 + |HG(a)|)
−b
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pourvu que  soit assez petit et c1 assez grand. D’ou`
ΨN,Y << N
−b
∫
K
∫
K
∫
Ad(F )+
∫
θ(K2)
∫
K2
|f ′1(a
′, y)f ′2(a, x)f3(k1, k2, k3, k4, k
′)|
(1 + |HG(a)|)
−bκN (k1ak2)D(a)SQ1,Q2(a)dx dy da dk1 dk2.
On n’a aucun mal a` montrer qu’il existe R9 tel que l’inte´grale soit essentiellement borne´e
par NR9 . Puisque b est quelconque, on obtient la premie`re majoration de (12). La se-
conde s’obtient de la meˆme fac¸on. Le seul changement est que, dans l’inte´grale ci-dessus,
κN(k1ak2) est remplace´ par u˜(a, Y ). L’inte´grale est alors majore´e par N
R9 |Y |R9 et il faut
utiliser la majoration |Y | << c2N pour conclure.
Supposons maintenant que l’hypothe`se impose´e plus haut a` s ne soit pas ve´rifie´e.
Dans ce cas, on va montrer que ΦN,Y,Q1,Q2,s1,s2(g
′) = ΦY,Q1,Q2,s1,s2(g
′) = 0. D’apre`s la
de´finition de ces termes, il suffit de prouver
(16) pour λ ∈ iA∗L,F , a ∈ Ad(F )
+ et k1, k2 ∈ K, on a∑
e∈B
K
f ′
O
Φs1,s2(e, k1ak2, g
′, λ) = 0.
On noteX(λ) la somme ci-dessus. C’est la restriction a` iA∗L,F d’une fonction me´romorphe
sur (AL ⊗R C)/iA
∨
L,F . Il suffit de de´montrer qu’elle est nulle en un point λ ge´ne´ral. On
peut donc supposer que tous les ope´rateurs d’entrelacement qui apparaˆıtront ci-dessous
n’ont ni ze´ro ni poˆle en λ. On a une e´galite´
Φs1,s2(e, k1ak2, g
′, λ) =
(Jθ(Q)2,s1 |s1Qs
−1
1
((s1τ)s1λ) ◦ γ(s1) ◦ piλ(θ(a
′k4k2))e, e1)
θ(L2)
(e2, JQ
2,s2
|s2Qs
−1
2
((s2τ)s2λ) ◦ γ(s2) ◦ piλ(ak2)piλ(f
′)e)L2 ,
pour des e´le´ments e1 ∈ K
G
Q2,s1 ,s1τ
et e2 ∈ K
G
Q2,s2 ,s2τ
. On a piλ(k2)piλ(f
′) = piλ(f
′′)piλ(θ(k2)),
ou` f ′′ est de´fini par f ′′(g) = f(k−12 gθ(k2)). Posons B
Kf ′
\ = {piλ(θ(k2))e; e ∈ B
Kf ′
O }. C’est
encore une base orthonorme´e de (KGQ,τ)
Kf ′ (rappelons que Kf ′ est distingue´ dans K) et
on a
X(λ) =
∑
e∈B
Kf ′
\
(Jθ(Q)2,s1 |s1Qs
−1
1
((s1τ)s1λ) ◦ γ(s1) ◦ piλ(θ(a
′k4))e, e1)
θ(L2)
(e2, JQ
2,s2
|s2Qs
−1
2
((s2τ)s2λ) ◦ γ(s2) ◦ piλ(a)piλ(f
′)e)L2 .
Il existe une fonction j1(λ) qui est me´romorphe (au meˆme sens que ci-dessus) et telle que
Jθ(Q)2,s1 |s1Qs
−1
1
((s1τ)s1λ) ◦ γ(s1) =
j1(λ)Jθ(Q)2,s1 |sQ2,s2s
−1((s1τ)s1λ) ◦ γ(s) ◦ JQ
2,s2
|s2Qs
−1
2
((s2τ)s2λ) ◦ γ(s2).
L’ensemble
{JQ
2,s2
|s2Qs
−1
2
((s2τ)s2λ) ◦ γ(s2)e; e ∈ B
Kf ′
\ }
est une base de (KGQ
2,s2
,s2τ
)Kf ′ . Les proprie´te´s d’adjonction et de composition des ope´rateurs
d’entrelacement entraˆınent qu’elle est orthogonale et que tous ses e´le´ments ont la meˆme
75
norme. Notons j2(λ) cette norme et divisons tout e´le´ment de la base par
√
j2(λ). On
obtient une base orthonorme´e de (KGQ
2,s2
,s2τ
)Kf ′ que l’on note B
Kf ′
] . On a l’e´galite´
X(λ) = j1(λ)j2(λ)
∑
e∈B
K
f ′
]
(Jθ(Q)2,s1 |sQ2,s2s
−1((s1τ)s1λ)◦γ(s)◦Ind
G
Q
2,s2
((s2τ)s2λ, θ(a
′k4))e, e1)
θ(L2)
(e2, Ind
G
Q
2,s2
((s2τ)s2λ, a)Ind
G
Q
2,s2
((s2τ)s2λ, f
′′)e)L2 .
Maintenant, le groupe Q n’apparaˆıt plus. Pour simplifier les notations, on peut supposer
s2 = 1 et Q = Q2,s2
. Alors s = s1, Q ⊂ Q¯2 et l’expression pre´ce´dente se simplifie en
X(λ) = j1(λ)j2(λ)
∑
e∈B
Kf ′
]
(Jθ(Q)2,s|sQs−1((sτ)sλ) ◦ γ(s) ◦ piλ(θ(a
′k4))e, e1)
θ(L2)
(e2, piλ(a)piλ(f
′′)e)L2 .
Puisque l’hypothe`se indique´e plus haut sur s n’est pas ve´rifie´e, on peut fixer un sous-
groupe parabolique Q′ = L′U ′ de G tel que Q2 ⊂ Q
′ ( G, θ(Q′) = Q′ et s ∈ WL
′
. Les
deux sous-groupes paraboliques θ(Q)2,s et sQs
−1 sont inclus dans Q¯′. Introduisons la
repre´sentation pi′ = IndL
′
L′∩Q(τλ), que l’on re´alise dans K
L′
L′∩Q,τ . On peut identifier K
G
Q,τ a`
KG
Q¯′,pi′
. Modulo cette identification, on de´finit une forme sesquiline´aire B sur KG
Q¯′,pi′
×KG
Q¯′,pi′
par
B(e′, e) = (Jθ(Q)2,s|sQs−1((sτ)sλ) ◦ γ(s) ◦ piλ(θ(a
′k4))e, e1)
θ(L2)(e2, piλ(a)piλ(f
′′)e)L2 .
Alors
X(λ) = traceB(pi
′(f ′′)).
Pour prouver que cette expression est nulle, on va utiliser le lemme 1.11, ou plutoˆt sa
variante ”unitaire” e´vidente. Posons Q˜′ = Q′θd, L˜
′ = L′θd. Puisque θ(Q
′) = Q′, Q˜′ est
bien un sous-groupe parabolique tordu de G˜, de Le´vi tordu L˜′. Il est diffe´rent de G˜. La
fonction f ′′ co¨ıncide avec f˜ ′′
θd
, ou` f˜ ′′ est de´finie par f˜ ′′(x˜) = f˜(k−12 x˜k2). Cette fonction
f˜ ′′ est tre`s cuspidale. Il reste a` ve´rifier que B ve´rifie l’hypothe`se (H)θd de 1.11. Il suffit
pour cela de montrer que, pour e, e′ ∈ KG
Q¯′,pi′
, B(e′, e) ne de´pend que de la restriction de
e et e′ a` K ∩ Q¯′(F ). Introduisons l’espace KL
′
L′∩θ(Q)2,s
. On dispose de l’ope´rateur
JL
′
L′∩θ(Q)2,s|L′∩sQs−1
((sτ)sλ) ◦ γ(s) : K
L′
L′∩Q,τ → K
L′
L′∩θ(Q)2,s,sτ
.
On ve´rifie la formule
B(e′, e) = δQ′(θ(a
′k4))
−1/2δQ′(a)
−1/2∫
K2
((JL
′
L′∩θ(Q)2,s|L′∩sQs−1
((sτ)sλ) ◦ γ(s) ◦ pi
′(θ(a′k4)(e
′(1)))(x), e1(x))dx∫
K2
(e2(y), (pi
′(a)(e(1)))(y))dy.
Donc B(e′, e) ne de´pend que de e(1) et e′(1). On peut donc appliquer le lemme 1.11 (ou
plutoˆt sa variante) et on conclut que X(λ) = 0. Cela prouve (16) et la proposition. 
Erratum. La preuve de la proposition 6.6 de [W3] contient une erreur : la minoration
(11) de cette preuve n’entraˆıne pas la majoration |f5(xm
′, ym)| << N−D mais seulement
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|f5(xm
′, ym)| << log(N)−D. On doit remplacer (11) par une minoration |ζ(xm′, ym)| >>
N  pour un  > 0. Pour l’obtenir, il suffit de remplacer la condition c1log(N) << α(Y )
pour tout α de l’e´nonce´ de la proposition 6.6 par une condition c1N
η << α(Y ) ou` η est
un re´el fixe´ tel que 0 < η < 1.
6.6 Un re´sultat extrait de la formule des traces locale tordue
Pour i = 1, ..., 4, soit ei ∈ K
G
Q,τ . Soient ϕ ∈ C
∞
c (iA
∗
L,F ) et Y ∈ D. Posons
ΦY ((ei)i=1,...,4, ϕ) =
∫
G(F )
∫
iA∗L,F
m(τλ)ϕ(λ)(piλ(θ(g))e1, e2)(e3, piλ(g)e4)u˜(g, Y )dg dλ.
Soit L˜′ ∈ LG˜ tel que L′ contient L. Posons
W L˜
′
= {t˜ ∈ L˜′(F ); θt˜(Ad) = Ad}/Ad(F ),
W L˜
′
(L) = {t˜ ∈ W L˜
′
; θt˜(L) = L}/W
L.
On repre´sente tout e´le´ment t˜ ∈ W L˜
′
sous la forme t˜ = tθd, ou` t ∈ K ∩ NormG(F )(Ad).
Pour tout t˜ ∈ W L˜
′
(L), l’automorphisme θt˜ agit naturellement sur AL et son ensemble
de points fixes contient AL˜′. Notons W
L˜′(L)reg le sous-ensemble des t˜ ∈ W
L˜′(L) tels que
cet ensemble de points fixes soit e´gal a` AL˜′. Conside´rons un tel e´le´ment t˜. On de´finit
la repre´sentation θt˜(τ) de L(F ) par θt˜(τ)(l) = τ(θ
−1
t˜
(l)). Notons ΛO(t˜) l’ensemble des
λ ∈ iA∗L tels que θt˜(τλ) ' τλ. Il est stable par translations par iA
∨
L,F + iAL˜′ . Soit λ un
e´le´ment de cet ensemble. On de´finit un signe τλ(t˜) de la fac¸on suivante. Introduisons
l’ensemble ΣL
′
L des racines de AL dans l
′. On le munit du sous-ensemble ”positif” forme´
des racines dans l′∩q. A chaque racine, on peut associer une mesure de Plancherel mα(τλ).
Notons nL
′
(t˜) le nombre des racines α ∈ ΣL
′
L telles que α > 0, θt˜(α) < 0 et mα(τλ) = 0.
On pose τλ(t˜) = (−1)
nL
′
(t˜). Introduisons l’ope´rateur d’entrelacement normalise´
RQ|θt˜(Q)(τλ) : K
G
θt˜(Q),τ
→ KGQ,τ .
Ici, la normalisation choisie n’a pas d’importance, pouvu que cet ope´rateur pre´serve les
produits scalaires. Fixons un automorphisme A(τλ) de l’espace de τ tel que
τλ(l) ◦ A(τλ) = A(τλ) ◦ θt˜(τλ)(l)
pour tout l ∈ L(F ). De´finissons un ope´rateur
A(τλ, t˜) : K
G
Q,τ → K
G
θt˜(Q),τ
par
(A(τλ, t˜)e)(k) = A(τλ) ◦ e(θ(t
−1k))
pour tous e ∈ KGQ,τ , k ∈ K. Pour Q˜
′ = L˜′U ′ ∈ P(L˜′), posons Q(Q′) = (L′ ∩ Q)U ′. C’est
un e´le´ment de P(L). On de´finit les deux fonctions µ 7→ j1,4
Q˜′
(t˜, λ, µ) et µ 7→ j2,3
Q˜′
(t˜, λ, µ)
sur iA∗
L˜′
par
j1,4
Q˜′
(t˜, λ, µ) = (RQ|θt˜(Q)(τλ)A(τλ, t˜)e1, JQ(Q¯′)|Q(τλ)
−1JQ(Q¯′)|Q(τλ+µ)e4),
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j2,3
Q˜′
(t˜, λ, µ) = (JQ(Q′)|Q(τλ)
−1JQ(Q′)|Q(τλ+µ)e2, RQ|θt˜(Q)(τλ)A(τλ, t˜)e3).
Les familles (j1,4
Q˜′
(t˜, λ))Q˜′∈P(L˜′) et (j
2,3
Q˜′
(t˜, λ))Q˜′∈P(L˜′) sont des (G˜, L˜
′)-familles. Notons (JQ˜′(t˜, λ))Q˜′∈P(L˜′)
la famille produit :
JQ˜′(t˜, λ, µ) = j
1,4
Q˜′
(t˜, λ, µ)j2,3
Q˜′
(t˜, λ, µ).
Comme a` toute (G˜, L˜′)-famille, on peut lui associer la fonction JL˜′(t˜, λ, µ), puis le nombre
JL˜′(t˜, λ) = JL˜′(t˜, λ, 0). Admettons que ce nombre soit fonction C
∞ de λ. Posons
Φ((ei)i=1,...,4, ϕ) =
∑
L˜′∈LG˜;L⊂L′
∑
t˜∈W L˜′ (L)reg
|det(1− θt˜)|AL/AL˜′ |
−1
∑
λ∈ΛO(t˜)/(iA
∨
L,F+iA
∗
L˜′
)
τλ(t˜)
∫
iA∗
L˜′,F
ϕ(λ+ χ)JL˜′(t˜, λ+ χ)dχ.
Pour tout entier k ∈ N, fixons une base Xk de l’espace des ope´rateurs diffe´rentiels sur
iA∗L, a` coefficients constants et d’ordre ≤ k. Posons
|ϕ|k = sup{|Xϕ(λ)|;λ ∈ iA
∗
L, X ∈ Xk}.
Introduisons l’espace PolExp des fonctions Φ sur AA˜d,F ⊗Z Q ve´rifiant la condition
suivante. SoitR ⊂ AA˜d,F⊗ZQ un re´seau. Alors il existe un ensemble fini ΞR ⊂ iA
∗
A˜d
/iR∨
(ou` R∨ est l’ensemble des λ ∈ A∗
A˜d
tel que λ(Y ) ∈ 2piZ pour tout Y ∈ R) et, pour tout
ξ ∈ ΞR, il existe un polynoˆme pR,ξ sur AA˜d de sorte que
Φ(Y ) =
∑
ξ∈ΞR
eξ(Y )pR,ξ(Y )
pour tout Y ∈ R. Un tel de´veloppement est unique. On pose cR,0(Φ) = pR,0(0).
Proposition. (i) La fonction λ 7→ JL˜′(t˜, λ) est C
∞.
(ii) Il existe une unique fonction Φ(ei)i=1,...,4,ϕ ∈ PolExp de sorte que
(a) pour tout re´seau R ⊂ AA˜d,F ⊗Z Q,
limk→∞p 1
k
R,0(Φ(ei)i=1,...,4,ϕ) = Φ((ei)i=1,...,4, ϕ);
(b) pour tout R > 0, il existe un entier k et une constante c > 0 de´pendant de R et
des ei mais pas de ϕ, de sorte que
|ΦY ((ei)i=1,...,4, ϕ)− Φ(ei)i=1,...,4,ϕ(Y )| ≤ c|ϕ|k|Y |
−R
pour tout Y ∈ D.
Preuve. L’existence d’un e´le´ment de Φ(ei)i=1,...,4,ϕ ∈ PolExp ve´rifiant la proprie´te´
(ii)(b) est le lemme 3.19 de [W6], pre´cise´ par la relation 3.19(1). Un tel e´le´ment est
force´ment unique. Le corollaire 3.24 de [W6] calcule limk→∞p 1
k
R,0(Φ(ei)i=1,...,4,ϕ), mais
exprime cette limite sous une forme diffe´rente de celle que l’on veut. Dans la preuve de
la proposition 3.24 de [W6], on montre qu’apre`s sommation sur un certain ensemble de
quadruplets (ei)i=1,...,4, ces deux formes sont e´quivalentes. En fait, la meˆme preuve vaut
pour un quadruplet fixe´. Cette preuve de´montre en meˆme temps l’assertion (i). 
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6.7 Utilisation de la formule des traces locale tordue
Revenons aux donne´es de 6.5. Pour g′ ∈ G(F ) et Y ∈ D, on a de´fini ΦY (g
′) dans ce
paragraphe. Soit L˜′ ∈ LG˜ tel que L ⊂ L′ et soient t˜ ∈ W L˜
′
(L)reg et λ ∈ ΛO(t˜). On de´finit
les deux (G˜, L˜′)-familles suivantes. Pour Q˜′ ∈ P(L˜′) et µ ∈ iA∗
L˜′
, on pose
jQ˜′(t˜, λ, µ) =
∑
e∈B
K
f ′
O
(RQ|θt˜(Q)(τλ)A(τλ, t˜)e, JQ(Q¯′)|Q(τλ)
−1JQ(Q¯′)|Q(τλ+µ)piλ(f
′)e),
dQ˜′(t˜, λ, g
′, µ) = (JQ(Q′)|Q(τλ)
−1JQ(Q′)|Q(τλ+µ)e
′′, RQ|θt˜(Q)(τλ)A(τλ, t˜)piλ(g
′)e′).
Posons
(jd)Q˜′(t˜, λ, g
′, µ) = jQ˜′(t˜, λ, µ)dQ˜′(t˜, λ, g
′, µ)cQ˜′(µ).
La famille ((jd)Q˜′(t˜, λ, g
′))Q˜′∈P(L˜′) est une (G˜, L˜
′)-famille et on lui associe le nombre
(jd)L˜′(t˜, λ, g
′). Le (i) de la proposition du paragraphe pre´ce´dent entraˆıne que ce nombre
est fonction C∞ de λ. On pose
Φ(g′) =
∑
L˜′∈LG˜;L⊂L′
∑
t˜∈W L˜′ (L)reg
|det(1− θt˜)|AL/AL˜′ |
−1
∑
λ∈ΛO(t˜)/(iA
∨
L,F+iA
∗
L˜′
)
τλ(t˜)
∫
iA∗
L˜′,F
ϕ(λ+ χ)(jd)L˜′(t˜, λ+ χ, g
′)dχ.
Proposition. Pour tout re´el R ≥ 1, il existe un entier k ≥ 0 tel que l’on ait une
majoration
|ΦY (g
′)− Φ(g′)| << σ(g′)kΞG(g′)|Y |−R
pour tous g′ ∈ G(F ) et Y ∈ D.
Preuve. Fixons un sous-groupe ouvert compact K0 de K, conserve´ par l’automor-
phisme θ, et qui fixe e′′. La fonction g 7→ u˜(g, Y ) est biinvariante parK. Dans la de´finition
de ΦY (g
′) donne´e en 6.5, on peut remplacer g par kg pour k ∈ K0, puis inte´grer en k,
en divisant l’expression obtenue par mes(K0). Cela remplace ΦY (g
′) par une expression
analogue, ou` piλ(g
′)e′ est remplace´ par
mes(K0)
−1
∫
K0
piλ(kg
′)e′dk.
Fixons une base orthonorme´e BK0O de (K
G
Q,τ)
K0. Le terme ci-dessus est e´gal a`∑
e0∈B
K0
O
(e0, piλ(g
′)e′)e0.
De meˆme, pour e ∈ B
Kf ′
O , on peut remplacer piλ(f
′)e par son expression dans la base
B
Kf ′
O . On voit alors que
ΦY (g
′) =
∑
e,e4∈B
K
f ′
O
,e0∈B
K0
O
ΦY (e, e0, e
′′, e4, ϕe,e0,e4,g′),
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ou`
ϕe,e0,e4,g′(λ) = ϕ(λ)(e4, piλ(f
′)e)(e0, piλ(g
′)e′).
La proposition du paragraphe pre´ce´dent nous fournit une fonction
Φg′ =
∑
e,e4∈B
K
f ′
O
,e0∈B
K0
O
Φ(e,e0,e′′,e4),ϕe,e0,e4,g′ .
Elle appartient a` PolExp. Le (ii)(b) de la proposition nous dit que, pour tout re´el R ≥ 1,
il existe un entier k et une constante c > 0 inde´pendants de g′ telle que
|ΦY (g
′)− Φg′(Y )| ≤ c supe,e0,e4|ϕe,e0,e4,g′ |k|Y |
−R
pour tout Y ∈ D. On montre que
supe,e0,e4|ϕe,e0,e4,g′|k << σ(g
′)kΞG(g′),
cf. [W3] 6.7. La majoration pre´ce´dente devient
(1) |ΦY (g
′)− Φg′(Y )| ≤ cσ(g
′)kΞG(g′)|Y |−R.
Montrons que cela entraˆıne que Φg′ est constante. Pour cela, on peut fixer g
′. Fixons
c1 et c2 ve´rifiant les conditions de la proposition 6.5 pour η = 1/2. Pour Y ∈ D, notons
NY la partie entie`re de 2c
−1
2 |Y |+1. Soit Y
′ ∈ D tel que |Y −Y ′| ≤ |Y |/2. Si |Y | est assez
grand, les deux couples (NY , Y ) et (NY , Y
′) ve´rifient les conditions de la proposition 6.5
(et on a aussi σ(g′) ≤ Clog(NY )). Cette proposition applique´e aux deux couples entraˆıne
|ΦY (g
′)− ΦY ′(g
′)| << N−RY << |Y |
−R.
Graˆce a` (2), on en de´duit
|Φg′(Y )− Φg′(Y
′)| << |Y |−R.
Or un e´le´ment de PolExp qui ve´rifie une telle majoration pour tout Y ∈ D tel que |Y |
soit assez grand et tout Y ′ ∈ D tel que |Y − Y ′| ≤ |Y |/2 ne peut qu’eˆtre constant. Cela
prouve l’assertion.
Puisque Φg′ est constant, sa valeur n’est autre que cR,0(Φg′) pour tout re´seau R ⊂
AA˜d,F ⊗Z Q. L’assertion (ii)(a) de la proposition 6.6 implique alors que cette valeur est
e´gale a` ∑
e,e4∈B
K
f ′
O
,e0∈B
K0
O
Φ(e, e0, e
′′, e4, ϕe,e0,e4,g′).
Mais on reconstitue aise´ment cette somme : c’est Φ(g′). Alors la majoration (1) devient
celle de l’e´nonce´. 
6.8 Simplification de Φ(g′)
Soit L˜′ ∈ LG˜ tel que L ⊂ L′. Fixons S˜ ′ = L˜′U ′ ∈ P(L˜′). Notons ΛL˜
′
O,ell l’ensemble des
λ ∈ iA∗L tels que la repre´sentation Ind
L′
Q∩L′(τλ) s’e´tende en une repre´sentation elliptique
de L˜′(F ). On a de´crit ces repre´sentations en 2.4. Pour tout e´le´ment λ de cet ensemble,
80
fixons un prolongement unitaire σ˜λ de Ind
L′
Q∩L′(τλ) a` L˜
′(F ). A cette repre´sentation
est associe´ un caracte`re ponde´re´ J G˜
L˜′
(σ˜λ, .) sur C
∞
c (G˜(F )), cf. 1.9. La repre´sentation
piλ = Ind
G
Q(τλ) s’identifie a` l’induite de S
′(F ) a` G(F ) de la repre´sentation pre´ce´dente
(remarquons que, pour les groupes line´aires, toutes ces induites sont irre´ductibles). Du
prolongement fixe´ σ˜λ se de´duit un prolongement p˜iλ de piλ a` G˜(F ).
Remarquons que ΛL˜
′
O,ell est invariant par translations par iA
∨
L,F + iA
∗
L˜′
. On peut sup-
poser et on suppose que, pour χ ∈ iA∨L,F + iA
∗
L˜′
, σ˜λ+χ = (σ˜λ)χ. Rappelons que l’on a
note´ aL˜′ la dimension de AL˜′ et que, pour tout λ ∈ Λ
L˜′
O,ell, on a de´fini un entier s(σ˜λ) en
2.4.
Lemme. Pour tout g′ ∈ G(F ), on a l’e´galite´
Φ(g′) =
∑
L˜′∈LG˜;L⊂L′
(−1)aL˜′
∑
λ∈ΛL˜
′
O,ell/(iA
∨
L,F+iA
∗
L˜′
)
2−s(σ˜λ)−aL˜′
∫
iA∗
L˜′,F
(p˜iλ+χ(θd)e
′′, piλ+χ(g
′)e′)J G˜
L˜′
(σ˜λ+χ, f˜)ϕ(λ+ χ)dχ.
Preuve. Fixons L˜′ ∈ LG˜ tel que L ⊂ L′, t˜ ∈ W L˜
′
(L)reg et λ ∈ ΛO(t˜). Conside´rons
le terme (jd)L˜′(t˜, λ, g
′) du paragraphe pre´ce´dent. Remplac¸ons dans les de´finitions des
(G˜, L˜′)-familles les ope´rateurs d’entrelacement par des ope´rateurs normalise´s. Cela rem-
place la famille produit ((jd)Q˜′(t˜, λ, g
′, µ))Q˜′∈P(L˜′) par un triple produit ((jdc)Q˜′(t˜, λ, g
′, µ))Q˜′∈P(L˜′),
ou` maintenant les familles (jQ˜′(t˜, λ, µ))Q˜′∈P(L˜′) et (dQ˜′(t˜, λ, g
′, µ))Q˜′∈P(L˜′) sont de´finies a`
l’aide d’ope´rateurs normalise´s et (cQ˜′(t˜, λ, g
′, µ))Q˜′∈P(L˜′) est forme´e des facteurs de nor-
malisation. On a donc maintenant
jQ˜′(t˜, λ, µ) =
∑
e∈B
Kf ′
O
(RQ|θt˜(Q)(τλ)A(τλ, t˜)e, RQ(Q¯′)|Q(τλ)
−1RQ(Q¯′)|Q(τλ+µ)piλ(f
′)e).
Puisque θt˜(τλ) = τλ, la repre´sentation Ind
L′
L′∩Q(τλ) s’e´tend en une repre´sentation irre´ductible
de L˜′(F ). Celle-ci n’a pas de raison d’eˆtre elliptique, mais on peut tout de meˆme de´finir
comme avant l’e´nonce´ les repre´sentations σ˜λ et p˜iλ. Conside´rons l’ope´rateur
RQ|θt˜(Q)(τλ)A(τλ, t˜).
En revenant a` sa de´finition, on voit qu’il ve´rifie
piλ(g)RQ|θt˜(Q)(τλ)A(τλ, t˜) = RQ|θt˜(Q)(τλ)A(τλ, t˜)piλ(θ(g))
pour tout g ∈ G(F ). Mais p˜iλ(θd)
−1 ve´rifie la meˆme proprie´te´. Puisque piλ est irre´ductible,
les deux ope´rateurs sont proportionnels. Puisqu’ils sont tous deux unitaires, il existe un
nombre complexe z de module 1 tel que
RQ|θt˜(Q)(τλ)A(τλ, t˜) = zp˜iλ(θd)
−1.
L’ensemble {p˜iλ(θd)e; e ∈ B
Kf ′
O } est encore une base orthonorme´e de (K
G
Q,τ)
Kf ′ . Notons-la
B
Kf ′
\ . Par le changement de variables e 7→ p˜iλ(θd)e, on obtient
jQ˜′(t˜, λ, µ) =
∑
e∈B
Kf ′
\
(ze, RQ(Q¯′)|Q(τλ)
−1RQ(Q¯′)|Q(τλ+µ)piλ(f
′)p˜iλ(θd)e).
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En se rappelant que f ′(g) = f˜(gθd), on ve´rifie que
piλ(f
′)p˜iλ(θd) = p˜iλ(f˜).
Alors
jQ˜′(t˜, λ, µ) = z¯ trace(RQ(Q¯′)|Q(τλ)
−1RQ(Q¯′)|Q(τλ+µ)p˜iλ(f˜)).
On peut encore remplacer le sous-groupe parabolique Q parQ(S ′). En effet, les proprie´te´s
de composition des ope´rateurs d’entrelacement entraˆınent que
jQ˜′(t˜, λ, µ) = z¯ trace(RQ(Q¯′)|Q(S′)(τλ)
−1RQ(Q¯′)|Q(S′)(τλ+µ)r(λ, µ)p˜iλ(f˜)),
ou` on re´alise maintenant p˜iλ dans K
G
Q(S′),τ et ou`
r(λ, µ) = RQ(S′)|Q(τλ+µ)RQ(S′)|Q(τλ)
−1.
Cet ope´rateur ne de´pend pas de Q′ et une proprie´te´ familie`re des (G˜, L˜′)-familles entraˆıne
qu’il disparaˆıt quand on calcule le nombre associe´ jL˜′(t˜, λ). Autrement dit, si on de´finit
une (G˜, L˜′)-famille (j′
Q˜′
(t˜, λ))Q˜′∈P(L˜′) par
j′
Q˜′
(t˜, λ, µ) = z¯ trace(RQ(Q¯′)|Q(S′)(τλ)
−1RQ(Q¯′)|Q(S′)(τλ+µ)p˜iλ(f˜)),
on a l’e´galite´ jL˜′(t˜, λ) = j
′
L˜′
(t˜, λ). Mais on reconnaˆıt ce dernier terme en se reportant a`
la de´finition de 1.9. On obtient
jL˜′(t˜, λ) = z¯J
G˜
L˜′
(σ˜λ, f˜).
Si Q˜′′ = L˜′′U ′′ ∈ F(L˜′), le meˆme calcul vaut pour les (L˜′′, L˜′)-familles de´duites, c’est-a`-
dire que l’on a
jQ˜
′′
L˜′
(t˜, λ) = z¯J Q˜
′′
L˜′
(σ˜λ, f˜).
On se rappelle que f˜ est tre`s cuspidale. D’apre`s le lemme 1.13(i), le terme ci-dessus est
nul si Q˜′′ 6= G˜. En appliquant les formules de descente habituelles, on obtient
(jdc)L˜′(t˜, λ, g
′) = jL˜′(t˜, λ)d
Q˜′
L˜′
(t˜, λ, g′)cQ˜
′
L˜′
(λ),
ou` Q˜′ est un e´le´ment quelconque de P(L˜′). On ve´rifie que cQ˜
′
L˜′
(λ) = 1 et
dQ˜
′
L˜′
(t˜, λ, g′) = (e′′, RQ|θt˜(Q)(τλ)A(τλ, t˜)piλ(g
′)e′)
= (e′′, zp˜iλ(θd)
−1piλ(g
′)e′) = z(p˜iλ(θd)e
′′, piλ(g
′)e′).
Les termes zz¯ disparaissent puisque z est de module 1.Toujours d’apre`s le lemme 1.13(i),
le caracte`re ponde´re´ J G˜
L˜′
(σ˜λ, f˜) est nul si σ˜λ est une induite propre, ce qui e´quivaut a` ce
qu’elle ne soit pas elliptique. On a obtenu
(jdc)L˜′(t˜, λ, g
′) =
{
(p˜iλ(θd)e
′′, piλ(g
′)e′)J G˜
L˜′
(σ˜λ, f˜), si λ ∈ Λ
L˜′
O,ell,
0, sinon.
Il reste a` remarquer que pour tout λ ∈ ΛL˜
′
O,ell, il existe exactement un t˜ ∈ W
L˜′(L)reg tel
que λ ∈ ΛO(t˜) et que, pour ce t˜, on a |det(1− θt˜)|AM/AL˜′ | = 2
s(σ˜λ)+aL˜′ . Ces proprie´te´s se
ve´rifient aise´ment sur la description de 2.4. Cela ache`ve la preuve. 
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6.9 Evaluation d’une limite
Lemme. On a l’e´galite´
limN→∞JL,O,N,C(Θρ˜, f˜) = [iA
∨
O : iA
∨
L,F ]
−1
∑
L˜′∈LG˜;L⊂L′
(−1)aL˜′
∑
λ∈ΛL˜
′
O,ell/((iA
∨
L,F+iAL˜′ )
2−s(pi
L′
λ )−aL˜′ ν((σ˜λ)
∨, ρ˜)
∫
iA∗
L′,F
J G˜
L˜′
(σ˜λ+χ, f˜)dχ.
Preuve. Conside´rons la de´finition de JL,O,N,C(Θρ˜, f˜) donne´e avant le lemme 6.4. Un
calcul formel montre qu’elle ne de´pend pas du choix de la base orthonorme´e B
Kf
O , ni de
celui du groupeKf pourvu qu’il soit assez petit. En faisant entrer la sommation en e dans
la dernie`re inte´grale, on peut meˆme remplacer B
Kf
O par une base de´pendant de λ. Soit γ
l’e´le´ment de G(F ) tel que y˜ = γθd. On a les e´galite´s f(g) = f˜(gy˜) = f˜(gγθd) = f
′(gγ)
pour tout g ∈ G(F ). On peut donc supposer que Kf = γKf ′γ
−1 et remplacer B
Kf
O par
{piλ(γ)e; e ∈ B
Kf ′
O }.
On a piλ(f)piλ(γ)e = piλ(f
′)e, et piλ(θy˜(g))piλ(γ)e = piλ(γ)piλ(θ(g))e. On obtient ainsi
JL,O,N,C(Θρ˜, f˜) = [iA
∨
O : iA
∨
L,F ]
−1
∑
j=1,...,n∫
H(F )U(F )c
1σ<Clog(N)(hu)(ρ(h)j , ρ˜(y˜)j)ξ¯(u)ΦN,j(γ
−1hu)du dh,
ou`
ΦN,j(γ
−1hu) =
∑
e∈B
Kf ′
O
∫
iA∗L,F
m(τλ)ϕj(λ)
∫
G(F )
(ej, piλ(f
′)e)(piλ(θ(g))e, piλ(γ
−1hu)ej)κN(g)dg dλ.
Ce terme ΦN,j(γ
−1hu) est exactement le terme ΦN (g
′) de´fini en 6.5, associe´ aux donne´es
auxiliaires e′ = e′′ = ej, ϕ = ϕj, e´value´ au point g
′ = γ−1hu. Notons ΦY,j et Φj les fonc-
tions associe´es a` ces donne´es de´finies en 6.5 et 6.7. Remarquons que, si 1σ<Clog(N)(hu) = 1,
l’e´le´ment g′ = γ−1hu ve´rifie l’hypothe`se de la proposition 6.5, quitte a` agrandir C, ce
qui importe e´videmment peu. Fixons c1 et c2 ve´rifiant les conditions de la proposition
6.5 pour η = 1/2 et pour tout j = 1, ..., n. Si N est assez grand, on peut choisir Y ∈ D
tel que c1N
1/2 ≤ c2N/2 ≤ |Y | ≤ c2N . En appliquant successivement les propositions 6.5
et 6.7 pour cet Y , on obtient pour tout R une majoration
|ΦN,j(γ
−1hu)− Φj(γ
−1hu)| << (1 + σ(hu)k(R)ΞG(hu))N−R
pour tout j, tout N assez grand et tous h, u tels que 1σ<Clog(N)(hu) = 1, ou` k(R) est
un entier de´pendant de R comme la notation l’indique. On peut oublier le terme ΞG(hu)
qui est borne´. Posons
XN = [iA
∨
O : iA
∨
L,F ]
−1
∑
j=1,...,n
∫
H(F )U(F )c
1σ<Clog(N)(hu)(ρ(h)j , ρ˜(y˜)j)ξ¯(u)Φj(γ
−1hu)du dh.
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Alors
|JL,O,N,C(Θρ˜, f˜)−XN | << N
−R
∫
H(F )U(F )c
1σ<Clog(N)(hu)Ξ
H(h)σ(hu)k(R)du dh
<< log(N)k(R)N−R
∫
H(F )U(F )c
1σ<Clog(N)(hu)Ξ
H(h)du dh.
On ve´rifie qu’il existe R1 tel que l’inte´grale soit borne´e par N
R1 , cf. [W3] 4.3(1). Puisque
R est quelconque, on obtient que
limN→∞(JL,O,N,C(Θρ˜, f˜)−XN) = 0.
Il reste a` calculer limN→∞XN . En utilisant le lemme 6.8, on a
XN = [iA
∨
O : iA
∨
L,F ]
−1
∑
L˜′∈LG˜;L⊂L′
(−1)aL˜′
∑
λ∈ΛL˜
′
O,ell/(iA
∨
L,F+iA
∗
L˜′
)
2−s(σ˜λ)−aL˜′
∫
iA∗
L˜′,F
J G˜
L˜′
(σ˜λ+χ, f˜)
∑
j=1,...,n
ϕj(λ+ χ)
∫
H(F )U(F )c
1σ<Clog(N)(hu)(ρ(h)j , ρ˜(y˜)j)(p˜iλ+χ(θd)ej , piλ+χ(γ
−1hu)ej)ξ¯(u)du dh dχ.
Les permutations d’inte´grales sont justifie´es par la convergence absolue de cette expres-
sion, qui provient elle-meˆme de la convergence de∫
H(F )U(F )c
ΞH(h)ΞG(hu)du dh,
cf. 4.1(3). Pour la meˆme raison, on peut appliquer le the´ore`me de convergence domine´e
pour calculer
(1) limN→∞XN = [iA
∨
O : iA
∨
L,F ]
−1
∑
L˜′∈LG˜;L⊂L′
(−1)aL˜′
∑
λ∈ΛL˜
′
O,ell/(iA
∨
L,F+iA
∗
L˜′
)
2−s(σ˜λ)−aL˜′
∫
iA∗
L˜′,F
J G˜
L˜′
(σ˜λ+χ, f˜)
∑
j=1,...,n
ϕj(λ+ χ)
∫
H(F )U(F )c
(ρ(h)j , ρ˜(y˜)j)(p˜iλ+χ(θd)ej , piλ+χ(γ
−1hu)ej)ξ¯(u)du dh dχ.
On a l’e´galite´
(p˜iλ+χ(θd)ej , piλ+χ(γ
−1hu)ej) = (p˜iλ+χ(y˜)ej, piλ+χ(hu)ej).
On reconnaˆıt alors la dernie`re inte´grale en h, u : elle vaut
Lpiλ+χ,ρ(j ⊗ p˜iλ+χ(y˜)ej, ρ˜(y˜)j ⊗ ej).
D’apre`s la proposition 5.5, c’est aussi
ν((p˜iλ+χ)
∨, ρ˜)Lpiλ+χ,ρ(j ⊗ ej, j ⊗ ej).
Par de´finition des familles (j)j=1,...,n, (ej)j=1,...,n et (ϕj)j=1,...,n, on a l’e´galite´∑
j=1,...,n
ϕj(λ+ χ)Lpiλ+χ,ρ(j ⊗ ej , j ⊗ ej) = 1.
D’apre`s 2.5(2), on a ν((p˜iλ+χ)
∨, ρ˜) = ν((σ˜λ)
∨, ρ˜). Mais alors le membre de droite de la
formule (1) devient celui de l’e´galite´ de l’e´nonce´. 
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6.10 Preuve du the´ore`me 6.1
Les lemmes 6.4 et 6.9 prouvent que JN(Θρ˜, f˜) a une limite quand N tend vers l’infini
et ils calculent cette limite. En intervertissant les sommations en L et L˜′, on obtient
(1) limN→∞JN(Θρ˜, f˜) =
∑
L˜′∈LG˜
(−1)aL˜′ |WG|−1X(L˜′),
ou`
X(L˜′) =
∑
L∈LL′ (Ad)
|WL|
∑
O∈{Π2(L)}f
[iA∨O : iA
∨
L,F ]
−1
∑
λ∈ΛL˜
′
O,ell/((iA
∨
L,F+iA
∗
L˜′
)
2−s(σλ)−aL˜′ ν((σ˜λ)
∨, ρ˜)
∫
iA∗
L′,F
J G˜
L˜′
(σ˜λ+χ, f˜)dχ.
Fixons L˜′. Dans la formule ci-dessus, on peut remplacer la sommation sur O ∈ {Π2(L)}f
par une sommation sur tout {Π2(L)} : pour une orbite dans le comple´mentaire, les fonc-
tions J G˜
L˜′
(σ˜λ+χ, f˜) sont nulles. Conside´rons l’ensemble Z des triplets (L,O, λ) intervenant
dans X(L˜′). A un tel triplet, associons l’orbite de σ˜λ sous l’action de iA
∗
L˜′
. On obtient
une application ι : Z → {Πell(L˜
′)}. Cette application est surjective. D’ou`
X(L˜′) =
∑
O′∈{Πell(L˜′)}
x(O′)
∫
iA∗
L′,F
J G˜
L˜′
(σ˜′χ, f˜)dχ,
ou`, dans chaque orbite O′, on a fixe´ un point base σ˜′, et ou` on a pose´
(2) x(O′) =
∑
z=(L,O,λ)∈Z,ι(z)=O′
|WL|[iA∨O : iA
∨
L,F ]
−12−s(σ˜λ)−aL˜′ ν((σ˜λ)
∨, ρ˜).
Fixons O′ et notons Z ′ l’ensemble des triplets (L,O, λ) ve´rifiant les conditions suivantes.
Les termes L et O sont comme ci-dessus. L’e´le´ment λ appartient a` ΛL˜
′
O,ell/iA
∨
L,F . On im-
pose que σ˜λ ' σ˜
′. Les projections de ΛL˜
′
O,ell/iA
∨
L,F sur Λ
L˜′
O,ell/(iA
∨
L,F + iA
∗
L˜′
) induisent une
surjection de Z sur la fibre de ι au-dessus de O′. Deux e´le´ments (L,O, λ) et (L1,O1, λ1)
de Z ′ ont meˆme image dans Z si et seulement si L1 = L, O1 = O et il existe χ ∈ iA
∗
L˜′
tel que λ1 = λ + χ. La condition σ˜λ = σ˜λ1 = σ˜
′ impose que χ ∈ iA∨O′ . Autrement dit,
ce sont des orbites pour les actions du groupe iA∨O′ sur les espaces iA
∗
L/iA
∨
L,F . Puisque
iA∗
L˜′
∩ iA∨L,F = iA
∨
L˜′,F
, toutes les fibres ont pour nombre d’e´le´ments [iA∨O′ : iA
∨
L˜′,F
]. Dans
(2), on peut remplacer la sommation sur les z ∈ Z tel que ι(z) = O′ par une sommation
sur les z ∈ Z ′, a` condition de diviser par [iA∨O′ : iA
∨
L˜′,F
]. Fixons (L,O, λ) ∈ Z ′ et soit
(L1,O1, λ1) un autre e´le´ment. D’apre`s Harish-Chandra, la condition σ˜λ ' σ˜
′ ' σ˜1,λ1
e´quivaut a` l’existence de w ∈ WL
′
tel que L1 = wLw
−1, O1 = wO et τ1,λ1 ' (wτ)wλ. Il
en re´sulte d’abord que les termes associe´s a` (L1,O1, λ1) qui apparaissent dans (2) sont
e´gaux a` ceux associe´s a` (L,O, λ). Donc
(3) x(O′) = |Z ′|[iA∨O′ : iA
∨
L˜′,F
]−1|WL|[iA∨O : iA
∨
L,F ]
−12−s(σ˜λ)−aL˜′ ν((σ˜λ)
∨, ρ˜).
D’autre part, pour w ∈ WL
′
, soit Λ(w) l’ensemble des λ1 ∈ Λ
L˜′
wO,ell/iA
∨
wLw−1,F tels que
τ1,λ1 ' (wτ)wλ (ou` τ1 est le point base fixe´ dans O1 = wO). Posons Z
′′ = {(w, λ1);w ∈
W ;λ1 ∈ Λ(w)}. L’application
Z ′′ → Z ′
(w, λ1) 7→ (wLw
−1, wO, λ1)
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est surjective. Ses fibres ont toutes le meˆme nombre d’e´le´ments, a` savoir le nombre de
w ∈ WL
′
tels que wLw−1 = L et wτλ ' τλ. Il re´sulte de la description de 2.4 que cet
ensemble se re´duit a` WL. D’autre part, les ensembles Λ(w) ont tous le meˆme nombre
d’e´le´ments, a` savoir [iA∨O : iA
∨
L,F ]. On obtient
|Z ′′| = |WL
′
|[iA∨O : iA
∨
L,F ],
|Z ′| = |Z ′′||WL|−1 = |WL
′
|[iA∨O : iA
∨
L,F ]|W
L|−1.
On reporte cette valeur dans l’expression (3). Cela calcule explicitement X(L˜′). On re-
porte cette valeur dans l’expression (1) et on obtient le the´ore`me 6.1. 
7 Une formule inte´grale calculant une valeur d’un
facteur 
7.1 Enonce´ du the´ore`me
On conside`re la situation de 3.1. Soient p˜i ∈ Temp(G˜) et ρ˜ ∈ Temp(H˜). On reprend
les de´finitions de 3.2, en particulier on introduit l’ensemble T . Soit T˜ ∈ T . Aux caracte`res
Θp˜i et Θρ˜ sont associe´es des fonctions cΘp˜i et cΘρ˜ sur T˜ (F )/θ. On les note simplement cp˜i
et cρ˜. On pose
geom,ν(p˜i, ρ˜) =
∑
T˜∈T
|W (H, T˜ )|−1
∫
T˜ (F )/θ
cp˜i(t˜)cρ˜(t˜)D
H˜(t˜)∆r(t˜)dt˜.
On rappelle que l’on a de´fini un nombre ν(p˜i, ρ˜) en 2.5.
The´ore`me. Pour tous p˜i ∈ Temp(G˜) et ρ˜ ∈ Temp(H˜), on a l’e´galite´
geom,ν(p˜i, ρ˜) = ν(p˜i, ρ˜).
7.2 Terme ge´ome´trique et induction
Soient Γ un quasi-caracte`re sur G˜(F ) et Θ un quasi-caracte`re sur H˜(F ). Posons
Ξν(Γ,Θ) = Ξ−ν(Θ,Γ) =
∑
T˜∈T
|W (H, T˜ )|−1
∫
T˜ (F )/θ
cΓ(t˜)cΘ(t˜)D
H˜(t˜)∆r(t˜)dt˜.
Conside´rons un Le´vi tordu L˜ de G˜. On reprend les notations de 2.3, en particulier, on
introduit une de´composition
V = Vu ⊕ ...⊕ V1 ⊕ V0 ⊕ V−1 ⊕ ...⊕ V−u
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telle que L˜ soit l’ensemble des e´le´ments x˜ ∈ G˜ tels que x˜(Vj) = V
∗
−j pour tout j =
−u, ..., u. On a
L = GLdu × ...×GLd1 ×GLd0 ×GLd1 × ...×GLdu .
On introduit le groupe tordu G˜0 analogue de G˜ quand on remplace d par d0.
Remarque : les termes V0 et G0 n’ont plus la meˆme signification qu’en 3.1.
Soient Γ0 un quasi-caracte`re sur G˜0(F ) et, pour tout j = 1, ..., u, soit Γj un quasi-
caracte`re sur GLdj (F ). Pour j = 1, ..., u, le quasi-caracte`re Γj admet un de´veloppement
au voisinage de l’e´le´ment neutre, avec des coefficients cΓj ,O(1), ou` O parcourt les orbites
nilpotentes de glj(F ). Il y a une unique orbite nilpotente re´gulie`re, notons-la Oreg. On
pose
Ξ(Γj) = cΓj ,Oreg(1).
Si d0 = dim(V0) > m = dim(W ), posons r0 = (d0 −m− 1)/2 et notons Z0, resp. Z
∗
0
le sous-espace de Z, resp. Z∗ engendre´ par les vecteurs zi, resp. z
∗
i , pour i = −r0, ..., r0.
Quitte a` conjuguer L˜, on peut supposer que V0 = W ⊕ Z0. On note ζ˜0 ∈ Isom(Z0, Z
∗
0)
la restriction de ζ˜, cf. 3.1, et on de´finit le plongement ι0 : H˜ → G˜0 comme en 3.1, en
remplac¸ant ζ˜ par ζ˜0. En appliquant les constructions pre´ce´dentes au couple (H˜, G˜0), on
de´finit le nombre Ξν(Γ0,Θ).
Si d0 < m, posons r0 = (m − d0 − 1)/2. Quitte a` conjuguer L˜, on peut supposer
V0 ⊂ W . On fixe un supple´mentaire Z0 de V0 dans W et une base (z0,i)i=−r0,...,r0 de Z0.
On identifie W ∗ a` V ∗0 ⊕Z
∗
0 . On note (z
∗
0,i)i=−r0,...,r0 la base de Z
∗
0 duale de (z0,i)i=−r0,...,r0.
On de´finit ζ˜0 ∈ Isom(Z0, Z
∗
0) par ζ˜(z0,i) = (−1)
i+12νz∗0,i. Remarquons que le signe n’est
pas le meˆme qu’en 3.1 : on a remplace´ ν par −ν. En utilisant ces donne´es, on de´finit un
plongement ι0 : G˜0 → H˜ . En appliquant les constructions pre´ce´dentes au couple (G˜0, H˜),
on de´finit le nombre Ξν(Γ0,Θ) (le changement de signe de ν compense l’inversion entre
les roˆles des deux groupes tordus).
Conside´rons la fonction ΓL˜ sur L˜(F ) de´finie par
ΓL˜(x˜) = Γ0(x˜0)
∏
j=1,...,t
Γj(
tx˜
−1
−j x˜j).
On ve´rifie que c’est un quasi-caracte`re. On peut l’induire en un quasi-caracte`re Γ =
IndGL(Γ
L˜), cf. 1.12, puis on de´finit comme ci-dessus Ξν(Γ,Θ).
Lemme. Sous ces hypothe`ses, on a l’e´galite´
Ξν(Γ,Θ) = Ξν(Γ0,Θ)
∏
j=1,...,u
Ξ(Γj).
Preuve. Supposons d’abord d0 > m. En plus de l’hypothe`se de´ja` faite sur V0, on peut
supposer que, pour tout j = 1, ..., u, il y a un sous-ensemble Ij ⊂ {r0 + 1, ..., r} tel que
Vj, resp. V−j, soit engendre´ par les vecteurs zi pour i ∈ Dj , resp. les z−i pour i ∈ Dj .
Alors H˜ ⊂ L˜. Conside´rons les formules qui de´finissent Ξν(Γ,Θ) et Ξν(Γ0,Θ). On voit
que les ensembles T qui y apparaissent sont les meˆmes. Fixons T˜ ∈ T . Les fonctions cΘ
sont aussi les meˆmes, ainsi que les fonctions DH˜ . La fonction ∆r de la premie`re formule
est change´e en ∆r0 . En introduisant la de´composition W =W
′⊕W ′′ attache´e a` T˜ , on a
∆r(t˜) = |2|
a
F |det((1− t)|W ′)|
r−r0
F ∆r0(t˜)
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pour tout t˜ ∈ T˜ (F ), ou` t = tt˜
−1
t˜ et
a = r2 + r − r20 − r0 + (r − r0)dim(W
′′).
Pour de´montrer l’e´galite´ cherche´e, il suffit de prouver que, pour un e´le´ment ge´ne´ral
t˜ ∈ T˜ (F ), on a l’e´galite´
(1) cΓ(t˜)|2|
a
F |det((1− t)|W ′)|
r−r0
F = cΓ0(t˜)
∏
j=1,...,t
Ξ(Γj).
A T˜ est associe´e une de´composition V = W ′⊕V ′′ et V ′′ est muni d’une forme quadratique
ζ˜G,T . De meˆme, on a V0 = W
′ ⊕ V ′′0 , ou` V
′′
0 = V
′′ ∩ V0 et V
′′
0 est muni de la forme
quadratique ζ˜G0,T , e´gale a` la restriction de ζ˜G,T . Soit t˜ ∈ T˜ (F ) en position ge´ne´rale. Alors
Gt˜ = Tθ × G
′′
t˜
, ou` G′′
t˜
= SO(V ′′), et G0,t˜ = Tθ × G
′′
0,t˜
, ou` G′′
0,t˜
= SO(V ′′0 ). On a cΘ(t˜) =
cΘ,O(t˜), ou` O est une certaine orbite nilpotente re´gulie`re de g
′′
t˜
(F ). Ce coefficient est
calcule´ par le lemme 1.12. Dans ce qui suit, on utilise les notations de ce lemme.Montrons
que
(2) l’ensemble X L˜(t˜) n’a qu’un e´le´ment, que l’on peut supposer eˆtre t˜ lui-meˆme.
Soit g ∈ G(F ) tel que gt˜g−1 ∈ L˜(F ). Alors g−1AL˜g est inclus dans Gt˜. C’est un
tore de´ploye´. Par de´finition de T , Tθ ne contient pas de tore de´ploye´ non trivial, donc
g−1AL˜g ⊂ G
′′
t˜
. Les espaces Vj sont de´termine´s par le tore AL˜ : ce sont des espaces propres
pour l’action de ce tore dans V . L’inclusion pre´ce´dente entraˆıne que g−1Vj ⊂ V
′′ pour
tout j = ±1, ...,±u. On a mieux. Parce que gt˜g−1 appartient a` L˜(F ), les espaces Vj
sont isotropes pour la forme biline´aire gt˜g−1 et deux espaces Vj et V−j sont en dualite´
pour cette forme. Il en est donc de meˆme pour les espaces g−1Vj, relativement a` la
forme ζ˜G,T . Mais les espaces Vj eux-meˆmes ve´rifient les meˆmes conditions, et, bien suˆr,
dim(Vj) = dim(g
−1Vj). Sauf dans le cas exceptionnel explique´ ci-dessous, deux telles
familles de sous-espaces isotropes, dont les dimensions se correspondent, se de´duisent
l’une de l’autre par l’action d’un e´le´ment de G′′
t˜
(F ). Le cas exceptionnel est celui ou`
dim(V ′′) est paire et V ′′ est e´gal a` la somme des sous-espaces isotropes. Il y a dans
ce cas deux classes de conjugaison de telles familles. Mais ce cas ne se produit pas car
l’ine´galite´ d0 > m entraˆıne que V
′′
0 6= {0} et V
′′ ne peut pas eˆtre e´gal a` la somme des Vj
pour j = ±1, ...,±u. Donc, quitte a` multiplier g a` droite par un e´le´ment de G′′
t˜
(F ), on
peut supposer gVj = Vj pour tout j = ±1, ...,±u. Les e´galite´s gt˜g
−1(Vj) = V
∗
−j = t˜(Vj)
entraˆınent tgV ∗j = V
∗
j . Par dualite´, cela implique que gV0 est annule´ par V
∗
j pour tout
j = ±1, ...,±u, donc gV0 = V0. Mais alors g ∈ L(F ) et gt˜g
−1 appartient a` la classe de
conjugaison par L(F ) de t˜. Cela prouve (2).
L’ensemble Γt˜ du lemme 1.12 est celui des g ∈ G(F ) tels que gt˜g
−1 = t˜, autrement
dit Γt˜ = ZG(t˜)(F ) = T (F )
θ × O(V ′′)(F ) = Tθ(F ) × O(V
′′)(F ). Remarquons que, dans
le lemme 1.12, l’e´le´ment g n’intervient que par l’interme´diaire de l’orbite gO. Or les
orbites nilpotentes re´gulie`res dans l’alge`bre de Lie d’un groupe spe´cial orthogonal sont
invariantes par l’action du groupe orthogonal tout entier. On peut donc remplacer la
somme en g par la valeur en g = 1 multiplie´e par le nombre d’e´le´ments de Γt˜/Gt˜(F ),
c’est-a`-dire par [O(V ′′)(F ) : SO(V ′′)(F )]. On calcule
(3) ZL(t˜)(F ) ' T (F )
θ×O(V ′′0 )×
∏
j=1,...,u
GLdj (F ) =' Tθ(F )×O(V
′′
0 )×
∏
j=1,...,u
GLdj (F ).
Les deux premiers termes sont des sous-groupes de GLd0(F ). Pour j = 1, ..., u, un e´le´ment
gj ∈ GLdj (F ) agit de fac¸on naturelle dans Vj et par g
]
j dans V−j , ou` g
]
j est tel que le couple
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(gj, g
]
j) appartienne au groupe spe´cial orthogonal de Vj ⊕ V−j.On en de´duit l’e´galite´
[O(V ′′)(F ) : SO(V ′′)(F )] = [ZL(t˜)(F ) : Lt˜(F )],
et la formule du lemme 1.12 devient simplement
(4) cΓ,O(t˜) = D
G˜(t˜)−1/2DL˜(t˜)1/2cΓL˜,OL(t˜),
ou` OL est l’unique orbite nilpotente re´gulie`re de lt˜(F ) telle que [O : O
L] = 1. Le calcul
du produit des deux premiers facteurs est similaire au calcul du terme d(x˜) que l’on a
fait en 3.4. On le laisse au lecteur. Le re´sultat est
(5) DG˜(t˜)−1/2DL˜(t˜)1/2 = |2|−a+bF |det((1− t)|W ′)|
r0−r
F ,
ou` b =
∑
j=1,...,u dj(dj − 1)/2. Il reste a` calculer cΓL˜,OL(t˜). Rappelons que, pour O
′ ∈
Nil(lt˜), le coefficient cΓL˜,O′(t˜) est de´termine´ par le de´veloppement en combinaison line´aire
de transforme´es de Fourier d’inte´grales orbitales nilpotentes de la fonctionX 7→ ΓL˜(t˜exp(X))
au voisinage de 0 dans lt˜(F ). En vertu de (2), X se de´compose en X0 +
∑
j=1,...,uXj ,
avec X0 ∈ g0,t˜(F ) et, pour tout j = 1, ..., u, Xj ∈ gldj (F ). De meˆme, une orbite O
′ se
de´compose en O0+
∑
j=1,...,uOj . Si on pose x˜ = t˜exp(X), on a x˜0 = t˜exp(X0) tandis que
tx˜−jx˜j = exp(2Xj) pour j = 1, ..., u. Donc
ΓL˜(t˜exp(X)) = Γ0(t˜exp(X0))
∏
j=1,...,u
Γj(exp(2Xj)).
On en de´duit que, pour une orbite O′ = O0 +
∑
j=1,...,uOj , on a l’e´galite´
cΓL˜,O′(t˜) = cΓ0,O0(t˜)
∏
j=1,...,u
γ(Oj)cΓj ,Oj(1),
ou` γ(Oj) est le nombre complexe tel que jˆ
GLdj (Oj , 2X) = γ(Oj)jˆ
GLdj (Oj , X). On ve´rifie
sur la de´finition de O donne´e en 3.2 que OL est la somme de l’orbite O0 de g
′′
0,t˜
(F )
qui intervient dans la de´finition de cΓ0(t˜) et, pour tout j = 1, ..., u, de l’unique orbite
re´gulie`re de gldj (F ), notons-la Oj,reg. Pour cette orbite, γ(Oj,reg) = |2|
−dj(dj−1)/2
F , cf. par
exemple [W2] 2.6(1). Alors
(6) cΓL˜,OL(t˜) = cΓ0,O0(t˜)|2|
−b
F
∏
j=1,...,u
Ξ(Γj).
Les formules (4), (5) et (6) entraˆınent l’e´galite´ (1) cherche´e.
Passons au cas ou` d0 < m. Conside´rons l’espace Z
′′ = Z ⊕ Z0 muni de la forme
quadratique ζ˜ ′′ = ζ˜ ⊕ ζ˜0. Il est de dimension 2r
′′, ou` r′′ = r+ r0+1. Le noyau anisotrope
du sous-espace Z est la forme x 7→ 2νx2 tandis que le noyau anisotrope du sous-espace
Z0 est x 7→ −2νx
2. L’espace total Z ⊕ Z0 est donc hyperbolique. On peut en fixer une
base (z′′i )i=±1,...±r′′ hyperbolique, c’est-a`-dire telle que ζ˜
′′z′′i = z
′′∗
−i . Quitte a` conjuguer L˜,
on peut supposer que, pour tout j = 1, ..., u, il existe un sous-ensemble Ij ⊂ {1, ..., r
′′}
tel que Vj soit engendre´ par les z
′′
i pour i ∈ Ij tandis que V−j est engendre´ par les z
′′
−i
pour i ∈ Ij. Alors l’image du compose´ des deux plongements G˜0 ⊂ H˜ ⊂ G˜ est incluse
dans L˜.
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Les ensembles de tores tordus qui interviennent dans les de´finitions de Ξν(Γ,Θ) et
Ξν(Γ0,Θ) ne sont plus les meˆmes, notons-les T et T0. Le premier est un ensemble de
repre´sentants des classes de conjugaison par H(F ) dans un ensemble T . Le second est
un ensemble de repre´sentants des classes de conjugaison par G0(F ) dans un ensemble
T 0. On a plonge´ G˜0 dans H˜ . Via ce plongement, on a
(7) T 0 ⊂ T .
Soit T˜ ∈ T 0. A T˜ sont associe´es des de´compositions V0 = V
′ ⊕ V ′′0 , W = V
′ ⊕W ′′,
V = V ′ ⊕ V ′′. Les espaces V ′′0 , W
′′ et V ′′ sont munis de formes quadratiques. Pour
montrer que T˜ appartient a` T , la seule condition non e´vidente est de ve´rifier que les
groupes spe´ciaux orthogonaux de W ′′ et V ′′ sont quasi-de´ploye´s. Celui de W ′′ l’est par
de´finition de T 0. Celui de V
′′
0 aussi. Mais V
′′ = Z ′′ ⊕ V ′′0 . Comme on l’a de´ja` dit, la
forme quadratique sur Z ′′ est hyperbolique. Donc le groupe spe´cial orthogonal de V ′′0 est
quasi-de´ploye´ si et seulement si celui de V ′′ l’est. D’ou` (7).
Montrons que
(8) deux e´le´ments de T 0 sont conjugue´s par un e´le´ment de G0(F ) si et seulement s’ils
le sont par un e´le´ment de H(F ).
Soient T˜1, T˜2 ∈ T 0 et h ∈ H(F ) tel que hT˜1h
−1 = T˜2. On introduit les de´compositions
d’espaces relatives aux deux tores tordus, que l’on affecte d’indices 1 et 2. On a force´ment
hW ′′1 = W
′′
2 , plus pre´cise´ment h induit une isome´trie entre les espaces quadratiques W
′′
1
et W ′′2 . Mais Z0 est contenu (comme espace quadratique) dans ces deux espaces. D’apre`s
le the´ore`me de Witt, il existe un e´le´ment γ ∈ O(W ′′2 )(F ) tel que γh fixe tout e´le´ment de
Z0. On prolonge γ en le faisant agir par l’identite´ sur V
′
0,2 et on remplace h par γh. Alors
h agit trivialement sur Z0. Il envoie force´ment l’orthogonal V
′′
0,1 de Z0 dans W
′′
1 sur son
analogue V ′′0,2. L’e´galite´ hT˜1h
−1 = T˜2 l’oblige aussi a` envoyer V
′
1 sur V
′
2 . Donc il conserve
V0 = V
′
1 ⊕ V
′′
0,1 = V
′
2 ⊕ V
′′
0,2. Alors h ∈ G0(F ), ce qui prouve (8).
D’apre`s (7) et (8), on peut supposer que T0 ⊂ T . Montrons que
(9) si T˜ ∈ T − T0, la fonction cΓ est nulle en un point ge´ne´ral de T˜ (F ).
Soit t˜ ∈ T˜ (F ) en position ge´ne´rale, supposons cΓ(t˜) 6= 0. Le terme cΓ(t˜) est calcule´
par le lemme 1.12 qui entraˆıne qu’il existe g ∈ G(F ) tel que gt˜g−1 ∈ L˜(F ). Fixons un
tel g et notons W = W ′ ⊕ W ′′ et V = W ′ ⊕ V ′′ les de´compositions attache´es a` T˜ .
On a g−1AL˜g ⊂ Gt˜ = Tθ × G
′′
t˜
, avec les notations de la premie`re partie de la preuve.
Puisque Tθ est anisotrope, on a g
−1AL˜g ⊂ G
′′
t˜
. Comme pre´ce´demment, cela entraˆıne que,
pour j = ±1, ...,±u, les espaces g−1Vj sont inclus dans V
′′, que ce sont des sous-espaces
isotropes et que g−1Vj est en dualite´ avec V−j . L’espace quadratique V
′′ contient donc un
sous-espace hyperbolique de dimension 2r′′. Puisqu’il contient Z, l’orthogonal W ′′ de Z
dans V ′′ contient ne´cessairement un sous-espace isomorphe a` Z0 (muni de ζ˜0). Fixons un
tel sous-espace W ′′0 et notons W
′′
1 son orthogonal dans W
′′. Fixons un e´le´ment h ∈ H(F )
tel que h(W ′′0 ) = Z0, h(W
′ ⊕W ′′1 ) = V0 et h induise une isome´trie de W
′′
0 muni de ζ˜H,T
sur Z0 muni de ζ˜0. Quitte a` remplacer T˜ par hT˜h
−1, on est ramene´ au cas ou` W ′ ⊂ V0,
Z0 ⊂ W
′′ et ζ˜H,T a meˆme restriction a` Z0 que ζ˜0. Alors T˜ ⊂ G˜0. Un raisonnement
analogue a` celui de la preuve de (7) montre que T˜ ∈ T 0. En revenant a` notre tore de
de´part, on a montre´ que T˜ e´tait conjugue´ a` un e´le´ment de T 0 par un e´le´ment de H(F ).
Cela contredit l’hypothe`se que T˜ ∈ T − T0. D’ou` (9).
Par de´finition, Ξν(Γ,Θ) est une somme indexe´e par T . Pour tout T˜ ∈ T , notons
Ξν,T˜ (Γ,Θ) le terme correspondant de cette somme. Pour tout T˜ ∈ T0, notons de meˆme
Ξν,T˜ (Γ0,Θ) la contribution de T˜ a` Ξν(Γ0,Θ). Graˆce a` (9), pour de´montrer l’e´galite´ de
l’e´nonce´, il suffit de prouver l’e´galite´
(10) Ξν,T˜ (Γ,Θ) = Ξν,T˜ (Γ0,Θ)
∏
j=1,...,uΞ(Γj)
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pour tout T˜ ∈ T0. Fixons T˜ ∈ T0 et introduisons les de´compositions habituelles V0 =
V ′ ⊕ V ′′0 , W = V
′ ⊕W ′′. Nous allons comparer les diffe´rents termes qui interviennent
dans les de´finitions de Ξν,T˜ (Γ,Θ) et Ξν,T˜ (Γ0,Θ). Posons
C =
{
1, si V ′ 6= V0,
2, si V ′ = V0.
Montrons que
(11) |W (H, T˜ )| = C|W (G0, T˜ )|.
Introduisons le groupe line´aire G′ de l’espace V ′ et l’espace tordu G˜′ = Isom(V ′, V ′∗).
On le plonge dans G˜0 en prolongeant tout e´le´ment de G˜
′ par l’isomorphisme ζ˜G0,T : V
′′
0 →
V ′′
∗
0 . On a T˜ ⊂ G˜
′ et les e´galite´s
NormH(T˜ ) = NormG′(T˜ )× O(W
′′), NormG0(T˜ ) = NormG′(T˜ )×O(V
′′
0 ).
D’ou`
|W (H, T˜ )| = |NormG′(T˜ )(F )/T (F )||O(W
′′)(F )/SO(W ′′)(F )|,
|W (G0, T˜ )| = |NormG′(T˜ )(F )/T (F )||O(V
′′
0 )(F )/SO(V
′′
0 )(F )|.
L’espace W ′′ n’est pas nul, donc |O(W ′′)(F )/SO(W ′′)(F )| = 2. Si V ′′0 6= {0}, on a aussi
|O(V ′′0 )(F )/SO(V
′′
0 )(F )| = 2. Si V
′′
0 = {0}, |O(V
′′
0 )(F )/SO(V
′′
0 )(F )| = 1. D’ou` (11).
Conside´rons un e´le´ment t˜ ∈ T˜ (F ), en position ge´ne´rale. Les fonctions cΘ(t˜) sont les
meˆmes dans les deux formules. Quand on passe d’une formule a` l’autre, ν est change´ en
−ν, mais le roˆle des groupes est lui-aussi change´ : H est le plus petit groupe pour l’une
et le plus grand pour l’autre. Quand on se rappelle les de´finitions, on voit que ces deux
changements se compensent. Il intervient des fonctions ∆r(t˜) et ∆r0(t˜). On a l’e´galite´
∆r(t˜) = |2|
a′
F |det((1− t)|V ′)|
r−r0
F ∆r0(t˜),
ou` a′ = r2 + r − r20 − r0 + rdim(W
′′)− r0dim(V
′′
0 ). Un calcul similaire a` celui du terme
d(x˜) en 3.4 conduit aux e´galite´s
DH˜(t˜) = DG˜
′
(t˜)|2|
dim(W ′′)(dim(W ′′)+1)/2
F |det((1− t)|V ′)|
dim(W ′′)
F ,
DG˜0(t˜) = DG˜
′
(t˜)|2|
dim(V ′′0 )(dim(V
′′
0 )+1)/2
F |det((1− t)|V ′)|
dim(V ′′0 )
F .
Puisque dim(W ′′) = dim(V ′′0 ) + 2r0 + 1, on obtient
DH˜(t˜)∆r(t˜) = |2|
b′
F |det((1− t)|V ′)|
r+r0+1
F D
G˜0(t˜)∆r0(t˜),
ou` b′ = (r + r0 + 1)
2 + (r + r0 + 1)dim(V
′′
0 ). Compte tenu de cette e´galite´ et de (11), il
suffit pour prouver (10) d’e´tablir l’e´galite´
(12) cΓ(t˜) = C|2|
−b′
F |det((1− t)|V ′)|
−(r+r0+1)
F cΓ0(t˜).
On utilise le lemme 1.12. Montrons que
(13) l’ensemble X L˜(t˜) est re´duit a` un e´le´ment.
Soit g ∈ G(F ) tel que gt˜g−1 ∈ L˜(F ). Posons t˜\ = gt˜g
−1. On peut certainement
conjuguer t˜\ par un e´le´ment de L(F ) de sorte que, pour j = 1, ...., u, l’application t˜\,j :
Vj → V
∗
−j soit e´gale a` ζ˜G,T,j. Supposons qu’il en soit ainsi, posons T˜\ = gT˜ g
−1, soit
V = V ′\ ⊕ V
′′
\ la de´composition associe´e a` T˜\. Par un raisonnement de´ja` fait plusieurs
fois, l’inclusion AL˜ ⊂ Gt˜\ entraˆıne que, pour j = ±1, ... ± u, les espaces Vj sont inclus
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dans V ′′\ , qu’ils sont isotropes et que Vj est en dualite´ avec V−j pour la forme ζ˜G,T\. Cela
entraˆıne d’abord que V ′\ ⊂ V0 (il doit eˆtre annule´ par V
∗
j pour tout j = ±1, ...,±u). Cela
entraˆıne aussi que, pour j = 1, ..., u, tt˜
−1
\,−j t˜\,j = 1 =
tζ˜
−1
G,T,−j ζ˜G,T,j. D’apre`s l’hypothe`ses
faite sur t˜\,j , cela entraˆıne que t˜\,−j = ζ˜G,T,−j. Donc les formes ζ˜G,T\ et ζ˜G,T co¨ıncident sur
Z + Z0 =
∑
j=±1,...,±u Vj. En utilisant le the´ore`me de Witt, on peut trouver un e´le´ment
γ ∈ O(V ′′\ )(F ) tel que γg conserve Z + Z0 et y agisse par l’identite´. On prolonge γ par
l’identite´ de V ′\ et on pose g\ = γg. On a encore g\t˜g
−1
\ = t˜\. Cela entraˆıne que g envoie
V ′ dans V ′\ et l’orthogonal V
′′
0 de Z + Z0 dans V
′′ dans l’orthogonal V ′′\,0 de Z + Z0 dans
V ′′\ . Puisque V
′ ⊕ V ′′0 = V0 = V
′
\ ⊕ V
′′
\,0, g\ conserve V0. On sait aussi que g\ agit par
l’identite´ sur Z ⊕Z0 =
∑
j=±1,...,±u Vj. Mais alors g\ ∈ L(F ) et t˜\ est conjugue´ a` t˜ par un
e´le´ment de L(F ). D’ou` (13).
On peut donc supposer X L˜(t˜) = {t˜}. On a Γt˜ = ZG(t˜)(F ) = T (F )
θ × O(V ′′)(F ).
Comme dans la premie`re partie de la preuve, on peut remplacer la somme en g du
lemme 1.12 par sa valeur en g = 1, multiplie´e par |Γt˜/Gt˜(F )|, c’est-a`-dire par
|T (F )θ/Tθ(F )||O(V
′′)(F )/SO(V ′′)(F )| = |O(V ′′)(F )/SO(V ′′)(F )|.
Certainement V ′′ est non nul, donc ce terme vaut 2. Le groupe ZL(t˜)(F ) est de´crit par
(3). Donc
[ZL(t˜)(F ) : Lt˜(F )]
−1 = |T (F )θ/Tθ(F )|
−1|O(V ′′0 )(F )/SO(V
′′
0 )(F )|
−1 = |O(V ′′0 )(F )/SO(V
′′
0 )(F )|
−1.
Ce terme vaut 2 si V ′′0 6= {0}, 1 sinon. On en de´duit que le produit des deux facteurs
pre´ce´dents vaut C et la formule du lemme 1.12 devient simplement
(14) cΓ(t˜) = cΓ,O(t˜) = CD
G˜(t˜)−1/2DL˜(t˜)1/2cΓL˜,OL(t˜),
avec les meˆmes notations qu’en (4). On a encore la formule (6). L’orbite O0 est la bonne :
ici encore, quand on passe du couple (G˜, H˜) au couple (G˜0, H˜), on change ν en −ν et on
e´change les roˆles des deux groupes, et ces deux changements se compensent. Enfin, on
calcule le produit DG˜(t˜)−1/2DL˜(t˜)1/2 en imitant le calcul de 3.4 et on obtient
DG˜(t˜)−1/2DL˜(t˜)1/2 = |2|−b
′+b
F |det((1− t)|V ′)|
−(r+r0+1)
F .
Alors la formule (14) entraˆıne (12), ce qui ache`ve la preuve. 
7.3 De´but de la preuve : le cas des repre´sentations induites
Nous de´montrons le the´ore`me 7.1 par re´currence sur dim(G) + dim(H). Soient p˜i ∈
Temp(G˜) et ρ˜ ∈ Temp(H˜). On suppose dans ce paragraphe que p˜i n’est pas elliptique.
Il existe donc un sous-groupe parabolique tordu Q˜ = L˜UQ de G˜, avec Q˜ 6= G˜, et une
repre´sentation σ˜ ∈ Temp(L˜) telle que σ˜ soit elliptique et p˜i = IndGQ(σ˜). On e´crit L˜ et σ
comme en 2.3. On re´alise σ˜ comme dans ce paragraphe : il suffit pour cela de choisir le
prolongement σ˜0 de σ0 a` G˜0(F ) de sorte que w(σ˜0, ψ) = w(p˜i, ψ). Notons Γ0 le caracte`re
Θσ˜0 et, pour j = 1, ..., u, notons Γj le caracte`re Θσj multiplie´ par ωσj ((−1)
d+1). D’apre`s le
lemme 2.3, le caracte`re Θσ˜ co¨ıncide avec le quasi-caracte`re Γ
L˜ du paragraphe pre´ce´dent.
Le caracte`re Θp˜i co¨ıncide avec Γ = Ind
G
L(Γ
L˜). En appliquant le lemme 7.2, on a
geom,ν(p˜i, ρ˜) = Ξν(Γ,Θρ˜) = Ξν(Γ0,Θρ˜)
∏
j=1,...,u
Ξ(Γj) = geom,ν(σ˜0, ρ˜)
∏
j=1,...,u
Ξ(Γj).
92
Soit j ∈ {1, ..., u}. On a Ξ(Γj) = ωσj ((−1)
d+1)Ξ(Θσj ). Le dernier terme est le coef-
ficient de l’orbite re´gulie`re dans le de´veloppement du caracte`re Θσj au voisinage de 1.
D’apre`s un re´sultat de Rodier ([R], the´ore`me p.161 et remarque 2, p.162), ce coefficient
est 1 si σj admet un mode`le de Whittaker, 0 sinon. Mais σj est tempe´re´e donc admet un
mode`le de Whittaker. Donc Ξ(Θσj) = 1 et Ξ(Γj) = ωσj ((−1)
d+1).
On a l’e´galite´
geom,ν(σ˜0, ρ˜) = ν(σ˜0, ρ˜).
En effet, si d0 > m, cela re´sulte de l’hypothe`se de re´currence. Si d0 < m, on utilise
les e´galite´s geom,ν(σ˜0, ρ˜) = geom,−ν(ρ˜, σ˜0) et ν(σ˜0, ρ˜) = −ν(ρ˜, σ˜0), plus l’hypothe`se de
re´currence pour le couple (ρ˜, σ˜0).
En rassemblant ces e´galite´s, on obtient
geom,ν(p˜i, ρ˜) = ν(σ˜0, ρ˜)
∏
j=1,...,u
ωσj ((−1)
d+1).
Compte tenu du fait que d+1 est de meˆme parite´ que m, la relation 2.5(2) nous dit que
le membre de droite est e´gal a` ν(p˜i, ρ˜). L’e´galite´ ci-dessus devient celle que l’on cherchait
a` e´tablir.
7.4 Le cas elliptique
Il reste a` e´tablir le the´ore`me dans le cas ou` p˜i est elliptique, ce que l’on suppose
de´sormais. La the´orie des pseudo-coefficients est valable pour le groupe tordu G˜. C’est
une conse´quence de la formule des traces locale tordue, que nous avons admise. Mais on
peut aussi le ve´rifier graˆce aux constructions de Schneider et Stuhler, cf. [W5] corollaire
2.2. On peut donc choisir une fonction f˜ ∈ C∞c (G˜(F )) qui est cuspidale et telle que :
(1) pour p˜i′ ∈ Πell(G˜), p˜i
′ 6' p˜i∨, Θp˜i′(f˜) = 0 ;
(2) Θp˜i∨(f˜) = 1.
Graˆce au lemme 1.13(iii), on peut supposer que f˜ est tre`s cuspidale. Pour tout entier
N ≥ 1, on de´finit JN(Θρ˜, f˜) comme en 3.3. On comparant les the´ore`mes 3.3 et 6.1, on
obtient l’e´galite´
(3) Jgeom(Θρ˜, f˜) = Jspec(Θρ˜, f˜).
En utilisant la notation de 7.2 et la de´finition des fonctions cf˜ , on a l’e´galite´
Jgeom(Θρ˜, f˜) = Ξν(Θ
J
f˜
,Θρ˜).
Le lemme 1.13(ii) nous dit que
ΘJ
f˜
=
∑
L˜∈LG˜
|WL||WG|−1(−1)aL˜IndGL(Θ
L
φL˜(f˜)
).
Pour tout L˜, la fonction φL˜(f˜) appartient a` l’espace Hac(L˜(F )) introduit en 1.10 et doit
eˆtre interpre´te´e comme une somme∑
ζ∈AL˜,F
1HL˜=ζφL˜(f˜),
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Chaque terme est une fonction cuspidale a` support compact. D’apre`s sa de´finition, la
distribution ΘL
φL˜(f˜)
est calcule´e par la relation 1.10(3). On a
ΘL
φL˜(f˜)
=
∑
O∈{Πell(L˜)}
c(O)ΘO,
ou` ΘO est le quasi-caracte`re de´fini par
ΘO(x˜) =
∫
iA∗
L˜,F
Θσ˜λ(x˜)Θ(σ˜λ)∨(φL˜(f˜)1HL˜=HL˜(x˜))dλ.
On a note´ ici σ˜ le point base de O. D’ou`
Jgeom(Θρ˜, f˜) =
∑
L˜∈LG˜
|WL||WG|−1(−1)aL˜
∑
O∈{Πell(L˜)}
c(O)Igeom(L˜,O),
ou`
Igeom(L˜,O) = Ξν(Ind
G
L(ΘO),Θρ˜).
Conside´rons la de´finition de Jspec(Θρ˜, f˜) donne´e en 6.1. On peut y e´changer les roˆles
des repre´sentations et de leurs contragre´dientes. D’apre`s 2.4, on peut remplacer le produit
[iA∨O : iA
∨
L˜,F
]−12−s(O)−aL˜ par c(O). Enfin, par de´finition de la fonction φL˜(f˜), l’inte´grale∫
iA∗
L˜,F
J G˜
L˜
((σ˜λ)
∨, f˜)dλ
est e´gale a` mes(iA∗
L˜,F
)Θσ˜∨(f˜L˜), ou` f˜L˜ = φL˜(f˜)1HL˜=0. On obtient
Jspec(Θρ˜, f˜) =
∑
L˜∈LG˜
|WL||WG|−1(−1)aL˜
∑
O∈{Πell(L˜)}
c(O)Ispec(L˜,O),
ou`
Ispec(L˜,O) = ν(σ˜, ρ˜)mes(iA
∗
L˜,F
)Θσ˜∨(f˜L˜).
Conside´rons d’abord le cas L˜ = G˜. Alors φG˜(f˜) = f˜G˜ = f˜ et les orbites n’ont
qu’un e´le´ment. Les proprie´te´s (1) et (2) entraˆınent que Igeom(G˜,O) = 0 = Ispec(G˜,O) si
O 6= {p˜i}. Pour O = {p˜i}, on a
Igeom(G˜,O) = geom,ν(p˜i, ρ˜) et Ispec(G˜,O) = ν(p˜i, ρ˜).
Alors l’e´galite´ (3) se re´crit
geom,ν(p˜i, ρ˜)− ν(p˜i, ρ˜) =
∑
L˜∈LG˜,L˜ 6=G˜
|WL||WG|−1(−1)aL˜
∑
O∈{Πell(L˜)}
c(O)(Ispec(L˜,O)− Igeom(L˜,O)).
Pour de´montrer le the´ore`me 7.1, il suffit de fixer L˜ 6= G˜ et O ∈ {Πell(L˜)} et de prouver
l’e´galite´
(5) Igeom(L˜,O) = Ispec(L˜,O).
94
Fixons donc de tels L˜ et O. On peut de´composer
ΘO =
∑
ζ∈AL˜,F
ΘO,ζ,
ou`, pour x˜ ∈ L˜(F ),
ΘO,ζ(x˜) = 1HL˜=ζ(x˜)Θσ˜(x˜)
∫
iA∗
L˜,F
exp(λ(ζ))Θ(σ˜λ)∨(φL˜(f˜1HL˜=ζ))dλ
= 1HL˜=ζ(x˜)Θσ˜(x˜)mes(iA
∗
L˜,F
)Θσ˜∨(φL˜(f˜)1HL˜=ζ).
Si l’on regroupe les ζ selon leur classe de conjugaison par WG, la somme des quasi-
caracte`res induits IndGL(ΘO,ζ) devient une somme de quasi-caracte`res a` supports dis-
joints. On en de´duit aise´ment que
Igeom(L˜,O) =
∑
ζ∈AL˜,F
Ξν(Ind
G
L(ΘO,ζ),Θρ˜).
On e´crit L˜ et σ˜ comme dans le paragraphe pre´ce´dent. Le meˆme raisonnement que dans
ce paragraphe , c’est-a`-dire essentiellement le lemme 7.2, nous permet de calculer l’ex-
pression ci-dessus. On a Ξν(Ind
G
L(ΘO,ζ),Θρ˜) = 0 si ζ 6= 0 : les termes Ξ(Γj) de 7.2 sont
nuls. Si ζ = 0, φL˜(f˜)1HL˜=0 = f˜L˜ et on obtient
Igeom(L˜,O) = Ξν(Ind
G
L(ΘO,0),Θρ˜)
= mes(iA∗
L˜,F
)geom,ν(σ˜0, ρ˜)
( ∏
j=1,...,u
ωσj ((−1)
d+1)
)
Θσ˜∨(f˜L˜).
Toujours comme dans le paragraphe pre´ce´dent, l’hypothe`se de re´currence nous dit que
ceci est e´gal a`
mes(iA∗
L˜,F
)ν(σ˜, ρ˜)Θσ˜∨(f˜L˜),
c’est-a`-dire a` Ispec(L˜,O). Cela prouve (5) et le the´ore`me. 
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