In this paper, the forecast horizon and solar variability influences on MHFM model based on multiscale decomposition, AR and NN models, are studied. This article follows the works published in [1] showing the performance of the MHFM using 3 multiscale decomposition methods and a forecast horizon equal to 1 hour. Several forecast horizon strategies and his influence on the MHFM performances are investigated. We show that the best strategy for a rRMSE variying from 4.43% to 10.24% is obtained for forecast horizons from 5 minutes to 6 hours. In a second part, the solar variability influence on the MHFM is studied. A classification based on a shows that the best performance of MHFM is obtained for clear sky days with a rRMSE of 2.91% and worst for cloudy sky days with a rRMSE of 6.73%.
the forecast horizon influence on the MHFM, the results obtained are presented in section 6. Then, 48 the section 7 presents the FCM algorithm used to establish the influence of variability on the MHFM.
49
Section 8 relates results of the daily classification, the study of the GHI variability according to the 50 classes obtained and the GHI variability influence on the MHFM. The original solar radiation series is not stationary, to perform the hybrid model a detrended time series must be used. Traditionally, the temporal trend is removed in GH I mes considering clear sky index [17, 18] . The detrended time series are obtained by clear sky index described by the following equation:
Evaluation of Forecast Performances

74
The Hybrid forecast model performance can be evaluated using the following classical statistical • Relative Mean Absolute Error (rMAE)
• Relative Root Mean Square Error (rRMSE)
where o i is the observed value of GHI andp i is the forecast value of GHI and N the number of 77 point in the dataset for the considered period.
78
• Skill s : compare the model performance with a reference model [20] . In this study we compare the proposed model with the persistence model applying the skill parameter proposed by Coimbra et al. [21] :
where index SC pers refers to the scaled persistence reference model define by Eq. 6.
The corresponding GHI forecast is obtained using Eq. 7:
GH I(t + h) = GH I(t) × GH I clear (t + h)/GH I clear (t)
Forecast horizon Influence on Hybrid Forecast Model Performances
79
In [1] the MHFM performances are studied only for a forecast horizon corresponding to τ = 1
80
hour. In this work, the forecast horizon influence on the propose hybrid model, is studied. According components after resampling the data set with time sampling T r = τ:
91
• To determine during the AR and NN learning phase, the number of input data selected with the 92 AIC and BIC criterion for the AR model and the mutual information for the NN model [1, 18] .
93
The learning phase concerns the half of dataset, i.e 6 months, MHFM flowchart adapted to the strategy 1, the fuchsia case indicates the step added. • To provide a forecasting at t + τ of 6 months data test (different from data of learning phase)
95
according to this strategy it consists in predicting the next point.
96
• To repeat the process for each τ value. 5.2. Strategy 2 :sampling data T r = forecast horizon τ
98
In the second strategy, the time sampling is different to the time horizon (T r = τ). Generally,
99
in statistics, the quantity of data can be of great importance, for representative results. This can be 100 considered, in part , having a long period of measurements or in other part, having data with high 101 frequency sampling. The goal, here, is to verify data rich on the MHFM performances; intuitively, we 102 could think that the kind of data (with high frequency sampling) may cause an impact to the model 103 performance. The second strategy consists to verify this assumption. Unlike the first strategy there is 104 no additional step, the data sampling T r = 5 minutes is the same for all the considered forecast horizon • To select the number of input data determined with the AIC and BIC criterion for the AR model 
112
• To provide a forecasting at t + τ of 6 months data test, the data test sampling time is also 5 113 minutes and the model allows us to obtain every 5 minutes the forecast at t + τ .
114
In summary, this approach performs the AR and NN learning phase with 5 minutes data sampling 115 and provides a forecasting at t + τ, with the time horizon 5 τ 360 min (6h). 
Results-Discussion
117
In this section, the results obtained for each strategy proposed in the preceeding section, are presented. Considering the two strategies set out in order to obtain forecasts for several horizons, we apply decomposition methods on data with different sampling. In the strategy 1 the sampling time is equal to the forecast horizon, for example, for a horizon of 5 minutes, data sampled at 5 minutes are used and for a horizon of 2 hours, data are sampled at 2 hours. The initial dataset is sampled at 1 seconde. Moreover the time horizon is longer the smaller the dataset. This will reduce the number of decomposition components. Indeed the longer the dataset is, the greater the number of components of the decomposition. In the EMD case the number N of intrinsic mode functions (IMF) is proportional to the length of the data set [22] :
where T represents the total data length, ∆t represents the digitizing rate and n represents the minimum 118 number of ∆t needed to define the frequency accurately.
119
In this work, time horizons of 5, 10, 15, 30 minutes, 1h, 2h, 4h and 6h, are tested. with the forecast horizon as illustrated in Figure 5 . This increase is nonlinear and seems follow a Hybrid model flowchart adapted to the strategy 2, the fuchsia case indicate the Step undergoing a modification AR and NN flowchart used in the strategy 2 predicting directly the considered forecast horizon Afterward, we decide to study the influence of another parameter on the MHFM performances.
152
Guadeloupe island is located in the intertropical zone and is subject to many passing clouds, what 153 entails a GHI high variability. In the following section, we study the influence of the GHI variability 154 on the MHFM performances through a classification of the type of days. 
Where GH I mes refers to measured global solar radiation and GH I extra refers to extraterrestrial radiation 163 estimated according to the Kasten model [19, 24] . We notice that the values of K t are bounded between 
With n the total number of samples, C is the predefined number of classes,x k is the vector 
In Eq.10 and Eq.11 the symbol . represent the Euclidian distance. We use a validity criterion to determine the optimal numbers of classes and "fuzzy factor value". It was defined as a fuzzy clustering validity function noted S, which measures the overall average and the separation of a fuzzy-C partition [29] . S can be explicitly written as :
where d min represents the minimum euclidian distance between cluster centroids i.e:
The class number (or "fuzzy factor value") is optimal for the smallest value of S. 
Results-Discussion
Variability characterization
219
The objective is to study the amplitude of fluctuations for different timescales to characterize the 220 dynamic of each class of days. To achieve this we used the variability score. Lave et al. [15] define the 221 variability score as the maximum value of ramp rate magnitude (RR 0 ) times ramp rate probability 222 (Eq.15). The variability score is determined using the cumulative distribution function of ramp rates 223 using a given timescale [16] . 
Firstly we present in Figure. 14 the ∆t-cumulative distribution of GHI ramp rate for each class.
229
These figures allow to have an information on the amplitude of the fluctuations and their probability 230 for each type of days. In Figure. 14.a) we can see that 35% of ramp rates for the clear sky days were 231 larger than 50W.m −2 . This probability achieve 40% for the intermittent clear sky days, 50% for the 232 cloudy sky days and 55% for the intermittent cloudy sky days. When we increases ∆t the probability to 233 be larger than 50W.m −2 increase too ( Figure. 14.b, Figure. 14.c and Figure. 14.d). We also noticed that 234 when ∆t increase the behavior of the Cloudy Sky cumulative distribution of GHI ramp rate change, its in USA, chose to considerate ∆t= 1s, 10s, 30s, 60s and 3600s and demonstrate that VS increase over ∆t. We applied the first strategy presented in section 5-1. We used 6 months the data available for The goal of this study concerns the influence of time sampling combined to the forecast horizon should be improve in this way.. We note that the variability of GHI signal is not the only parameter 292 being able to influence the forecast, the daily GHI profile is an other one. Indeed, the cloudy sky day is 293 the only class with a low GHI profile, its the second class the most variable and it's the type of day 294 having the highest rRMSE (6.73%).
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