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Abstract
Various properties of the regression vector ˆkl produced by cyclic subspace regression with regard to the
mean centered linear regression equation y˜=X+ ˜ are put forth. In particular, the subspace associated with
the creation of ˆkl is shown to contain a basis that maximizes certain covariances with respect to Ply˜, the
orthogonal projection of y˜ onto a speciﬁc subspace of the range ofX. This basis is constructed.Moreover, this
paper shows how themaximum covariance values effect the ˆkl . Several alternative representations of ˆkl are
also developed.These representations show that ˆkl is amodiﬁed version of the l-factor principal components
regression vector ˆll , with the modiﬁcation occurring by a nonorthogonal projection. Additionally, these
representations enable prediction properties associated with ˆkl to be explicitly identiﬁed. Finally, methods
for choosing factors are spelled out.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In applications one often tries to ﬁt a linear function of variables x1, . . . , xp to another variable
y. This is typically accomplished by obtaining n pieces of data for each variable, relating them
by the expression y = X+ , where y is a n× 1 vector whose components are the n data values
for y, X is a n × p matrix with rank r whose columns are the n data values of each of the xi , and
 represents error, and then ﬁnding a p × 1 vector ˆ that “best ﬁts” the information contained in
the equation. The method of least squares (LS) is often employed to ﬁnd such a best ﬁt. When
employed it ﬁnds the unique vector in the r-dimensional space R(Xt ), the range ofXt , that is sent
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by X to the orthogonal projection of y onto the r-dimensional space R(X). This solution is said
to depend on r factors.
Sometimes, because of issues of noise, multicollinearity, and so forth, a solution dependent
upon a smaller number of factors is desired. Two commonly used methods for ﬁnding a kr
factor solution are principal components regression (PCR) and partial least squares (PLS). To
describe these solutions it is noted that associated with X are positive singular values 1, . . . , r ,
satisfying 1 · · · r , and singular vectors v1, . . . , vr and orthonormal vectors u1, . . . ,ur
satisfying Xvi = iui for i = 1, . . . , r , span{v1, . . . , vr} = R(Xt ), and span{u1, . . . ,ur} =
R(X). PCR obtains its k-factor solution by ﬁnding the unique vector in the k-dimensional
space span{v1, . . . , vk} ⊆ R(Xt ) that is sent by X to the orthogonal projection of y onto the
k-dimensional space span{u1, . . . ,uk} ⊆ R(X). It is often claimed that this solution is better than
the LS solution because it does not carry the information in directions vk+1, . . . , vr which may be
associatedwith noise, error, etc. PLSobtains its k-factor solution byﬁnding the unique vector in the
k-dimensional space span{zr , (XtX)zr , . . . , (XtX)k−1zr} ⊆ R(Xt ) that is sent byX to the orthog-
onal projection of y onto the k-dimensional space span{Xzr ,X(XtX)zr , . . . ,X(XtX)k−1zr} ⊆
R(X), where zr =∑ri=1 i (utiy)vi . This solution is sometimes said to be better than both the PCR
and LS solutions because it comes from a subspace that depends on the information contained
in both y and X, whereas the solutions from PCR and LS come from subspaces that depend on
some or all of the information in X and not at all on y.
Recently, in [7], another k-factor solution method was put forward. This method, known as
cyclic subspace regression (CSR), obtains its k-factor solution by choosing l, where 1 lr , and
then choosing k l. Next it ﬁnds the unique vector in the k-dimensional space span{zl , (XtX)zl ,
. . . , (XtX)k−1zl} ⊆ span{v1, . . . , vl} ⊆ R(Xt ) that is sent by X to the orthogonal projection of
y onto the k-dimensional space span{Xzl ,X(XtX)zl , . . . ,X(XtX)k−1zl} ⊆ span{u1, . . . ,ul} ⊆
R(X), where zl = ∑li=1 i (utiy)vi . Should k = l = r , this method is just that of LS, should
k = l < r , this method is just PCR, and if k < l = r this method is PLS. All other situations are
different from LS, PCR, and PLS, and the solutions are referred to as partial principal components
solutions. In [7] it has been shown that there are situationswhere use of a k-factor solution obtained
by use of CSR with k < l < r has led to better predictive models than those obtained by LS,
PCR, or PLS.
The method of CSR has seen limited application; for example [1,5]. However, the authors
believe it should see more use, because it has both of the qualities that have made PCR and
PLS individually useful, namely it has the “noise” reduction feature of PCR in it, obtained by
eliminating use of information in the directions vl+1, . . . , vr , and it has the usage of information
from both y andX that makes PLS appealing.Additionally, it is no harder to implement than either
PCR or PLS. Based on this belief the authors have, in this paper, taken the time to further develop
issues associated with CSR that were not discussed in [7]. In particular, after establishing some
background basics, sample covariance maximizing bases for subspaces associated with CSR are
identiﬁed and used to represent and obtain regression results that parallel those of PCR and PLS.
Additionally, guidelines based on covariance properties are set out for choosing the appropriate
number of factors in CSR.
2. Background, assumptions and notation
Let y and x1, . . . , xp be variables believed to be related by
y = 0 + 1x1 + · · · + pxp + ,
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where  represents error and the i , i = 0, . . . , p are coefﬁcients to be estimated from n observa-
tions of y: y1, . . . , yn and of x1, . . . , xp: xi1, . . . , xip, i = 1, . . . , n. In particular, the equations
yi = 0 + 1xi1 + · · · + pxip + i ,
for i = 1, . . . , n are used to estimate the regression coefﬁcients.
Let y = (yi) ∈ Rn, xj = (xij ) ∈ Rn, j = 1, . . . , p, 1 = (1) ∈ Rn, and  = (i ) ∈ Rn. Using
this notation the equations above can be rewritten as
y = ( 1 x1 · · · xp )
⎛
⎜⎜⎜⎝
0
1
...
p
⎞
⎟⎟⎟⎠+ . (2.1)
In what follows (2.1) is decomposed into a vector equation involving the unknowns 1, . . . , p
and a scalar equation involving all of the i .
Set V = {v ∈ Rn | v = 1,  ∈ R} and W = {w ∈ Rn | 1tw = 0}. These two sets are
orthogonal subspaces ofRn having only the zero vector in common. Moreover, they are such that
every vector in Rn can be written uniquely as the sum of a vector from V and a vector from W .
In other words, Rn can be expressed as an orthogonal direct sum of these spaces.
If y¯ = 1
n
∑n
i=1 yi , x¯j = 1n
∑n
i=1 xij , and ¯ = 1n
∑n
i=1 i , then the following are sample
mean-centered vectors:
y˜ = y − y¯1, x˜j = xj − x¯j1, ˜ =  − ¯1,
for j = 1, . . . , p. Note that 1t y˜ = 1t x˜j = 1t ˜ = 0, which implies that y˜, x˜j and ˜ belong to W .
Solving for y, xj , and  in these equations and substituting those values into (2.1) yields
0 = (0 + 1x¯1 + · · · + px¯p + ¯ − y¯)1 + (1x˜1 + · · · + px˜p + ˜ − y˜),
which shows 0 to be a sum of vectors from V and W . This fact, combined with the uniqueness of
vector decomposition with respect to V and W , implies that
y˜ = 1x˜1 + · · · + px˜p + ˜ (2.2)
and
y¯ = 0 + 1x¯1 + · · · + px¯p + ¯. (2.3)
In what follows the regression coefﬁcients 0, . . . , p are estimated by ﬁrst “solving” (2.2)
using the method of cyclic subspace regression (described below), yielding ˆ1, . . . , ˆp, and then
estimating 0 by ˆ0 = y¯ − ˆ1x¯1 − · · · − ˆpx¯p.
Eqs. (2.2) and (2.3) result from a rigorous development of mean centering. It is noted that
sometimes in regression analysis standardization techniques are also employed, particularly in
situations where the independent variables are on radically different scales. In presenting the
material for this paper the authors had to make a choice: either present the material from a mean-
centered viewpoint or present it from a standardized viewpoint. The former was chosen as it is a
simpler modiﬁcation of the data.
628 P. Lang et al. / Journal of Multivariate Analysis 98 (2007) 625–637
Let X = ( x˜1 · · · x˜p ) and  = (1 · · · p)t . With this notation (2.2) can be rewritten as
y˜ = X + ˜. (2.4)
Throughout this paper, the rank of X, i.e., the number of linearly independent columns in X, is
assumed to be r , where 1r min{n, p}. A direct consequence of this assumption is that XtX
has p orthonormal eigenvectors v1, . . . , vp with the ﬁrst r being associated with the r eigenvalues
1 · · · r > 0 and the last p − r being associated with the eigenvalue 0. Let ui = 1i Xvi ,
for i = 1, . . . , r , where i =
√
i . These vectors ui , vi and numbers i , for i = 1, . . . , r , are
known as the singular vectors and values associated with X. The ui , for i = 1, . . . , r , form an
orthonormal basis for R(X) and the vi , for i = 1, . . . , r , form an orthonormal basis for R(Xt )
[8]. The singular values i are assumed to be distinct in this paper.
The method of cyclic subspace regression is described now. For a more complete description
see [7]. Fix an integer l so that 1 lr and let
Pl = (u1 u2 · · · ul )(u1 u2 · · · ul )t .
Then Pl is an orthogonal projection of Rn onto the span of u1, . . . ,ul and the vector Pl y˜ =∑l
i=1(uti y˜)ui is the orthogonal projection of y˜ into the space spanned by u1, . . . ,ul . In this
paper, it is assumed that (uti y˜) = 0 for i = 1, . . . , l. Set zl = XtPl y˜ and let k be a ﬁxed integer
such that 1k l. Associated with zl is the k-dimensional subspace of Rp
Vk,l = span{zl , (XtX)zl , . . . , (XtX)k−1zl}.
It should be noted that the assumptions (uti y˜) = 0 and i distinct are needed to ensure that
Vk,l is indeed k-dimensional. Furthermore, these assumptions allow it to be shown that Vl,l =
span{v1, . . . , vl} (see Claim 1 in the Appendix). Deﬁne
Akl =
(
zl (XtX)zl · · · (XtX)k−1zl
)
and set Bkl = XAkl . The “solution” to (2.4) by cyclic subspace regression is
ˆkl = Akl(BtklBkl)−1Btkl y˜ ∈ Rp. (2.5)
This vector ˆkl is the unique vector in the span of the columns of Akl that is sent by X onto the
orthogonal projection of y˜ onto the span of the columns of Bkl .
3. Maximization properties
The space Vk,l has many bases, in particular, the columns of Akl are a basis. If k = l, then
v1, . . . , vl also form a basis. In principal components analysis these vectors vi can be used to
create new variables zi = vtix that have maximum variance subject to decorrelation constraints
[4], where x is a p × 1 vector consisting of the original independent variables shifted by their
sample means. The next result shows that each Vk,l also contains a basis that maximizes the
sample covariance with Pl y˜. Before stating and proving this fact it is noted that for w in Rp, the
sample covariance between Xw and Pl y˜ is
cov(Xw,Pl y˜) = (Xw)
tPl y˜
n − 1 =
wtzl
n − 1 .
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Theorem 1. There exists a list of linearly independent Rp vectors w1, . . . ,wl such that
1. wi maximizes wtzl subject to the constraints wtiwi = 1 for i = 1, . . . , l and wtiXtXwj = 0for i = 2, . . . , l and j = 1, . . . , i − 1, and
2. Vk,l = span{w1, . . . ,wk} for any 1k l.
Proof. The proof will proceed by two separate induction arguments. To begin, note that the
function f whose domain is D0 = {w ∈ Rp |wtw = 1} and whose value at w is f (w) = wtzl
is a continuous real-valued function deﬁned on a compact set. This implies that there is a vector
in D0 that maximizes the value of f . To ﬁnd such a maximizer note that f (w) =
√
ztlzl cos ,
where  is the angle (in radians) between w and zl . Clearly this expression is maximized when
 = 0, i.e., when w is a positive multiple of zl . The condition wtw = 1, forces the multiple to
be 1/
√
ztlzl . Thus, f has a unique maximizer and it is w1 = (1/
√
ztlzl )zl . (As an aside, it should
be noted that the argument just presented is similar to the ones used to establish conditions for
equality in the Cauchy–Schwarz inequality.)
Now consider the problem: maximizewtzl subject to the conditionswtw = 1 andwtXtXw1 =
· · · = wtXtXwj = 0, where 1j l. The function f restricted to Dj = {w ∈ Rp |wtw = 1
and wtXtXw1 = · · · = wtXtXwj = 0} is still continuous and deﬁned on a compact set.
Therefore, there exists a vector that maximizes the value of f on Dj . To ﬁnd this maximizer, set
Sj = {w ∈ Rp |wtXtXw1 = · · · = wtXtXwj = 0} and Tj = span{XtXw1, . . . ,XtXwj } and
note that Rp can be expressed as an orthogonal direct sum of these two spaces. This implies that
zl = sj + tj , where sj ∈ Sj and tj ∈ Tj . Now for w ∈ Dj , it follows that wtzl = wt (sj + tj ) =
wt sj =
√
stj sj cos , where  is the angle between w and sj . The conditions of membership in
Dj , together with the fact that wtzl is maximized when w = sj , where  > 0, imply that this
problem has wj+1 = (1/
√
stj sj )sj as the unique solution.
The above has used induction to show that there exist l unique vectors w1, . . . ,wl such that
wtizl is maximal subject to the constraints wtiwi = 1 and wtiXtXwj = 0 when i = j .
For j = 1, . . . , l, let Wj,l = span{w1, . . . ,wj }. By way of induction, it will be shown that
Wj,l = Vj,l . To begin, let j = 1. Since w1 = (1/
√
ztlzl )zl , it follows that W1,l = V1,l , thereby
proving the result for j = 1. Now assume for j = s that Ws,l = Vs,l and consider what this
implies for j = s + 1.
Let w0 ∈ Vs+1,l be such that wt0w0 = 1 and wt0(XtX)izl = 0 for i = 1, . . . , s. These
conditions imply, after some elementary considerations, that there exists a nonzero constant 
such that w0 = (zl + z), where
z ∈ XtX(Vs,l) = span{(XtX)zl , (XtX)2zl , . . . , (XtX)szl}
(see Claim 2 in the Appendix). It should be noted that the induction hypothesis implies that
XtX(Vs,l) = XtX(Ws,l) = span{(XtX)w1, (XtX)w2, . . . , (XtX)ws}.
This fact implies that if x ∈ Rp is such that xtx = 1 and xtXtXwi = 0 for i = 1, . . . , l, then
xt (XtX)izl = 0 for i = 1, . . . , l. Consequently, xtzl = xt (zl + z) = xtw0/. This last term is
maximized when x = ±w0, where the sign is chosen to correspond to the sign of .
The results of the last paragraph, together with the properties held byws+1, imply thatwts+1zl =
wts+1w0/. As ws+1 maximizes wtzl , it follows that ws+1 = ±w0 and hence Ws+1,l ⊆ Vs+1,l .
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To show that the opposite inclusion hold, it is enough to show thatws+1 is linearly independent
of the vectors w1, . . . ,ws , which are linearly independent by virtue of the induction hypothesis.
Suppose ws+1 were dependent on these vectors. Then XtXws+1 would be a linear combination
of XtXw1, . . . ,XtXws . A direct consequence of this observation is that wts+1XtXws+1 = 0,
i.e. Xws+1 = 0. This implies that ws+1 is a member of the nullspace of X and the range of
Xt . As these spaces share only the zero vector, it follows that wp+l = 0, a contradiction. Thus,
Ws+1,l = Vs+1,l . This completes the second induction and the proof. 
The vectors wi have nice sample covariance maximization properties, but are not readily ob-
tainable. In the next three paragraphs an easily obtained basis for Vl,l is constructed using the
method of Gram–Schmidt. These new basis vectors are shown to equal, up to identiﬁed scalars,
the vectors w1, . . . ,wl .
To begin, observe that the function [·, ·] deﬁned on R(Xt )×R(Xt ) by [c,d] = ctXtXd deﬁnes
an inner product. With respect to this inner product the vectors w1, . . . ,wl satisfy [wi ,wj ] = 0
whenever i = j , i.e. the vectors wi form an [·, ·]-orthogonal basis for Vl,l . Applying the method
of Gram–Schmidt orthogonalization to the vectors zl , (XtX)zl , . . . , (XtX)l−1zl using the inner
product [·, ·] yields the vectors r1 = zl and
ri = (XtX)i−1zl −
i−1∑
j=1
[rj , (XtX)i−1zl]
[rj , rj ] rj
for i = 2, . . . , l, which satisfy [ri , ri] = 0,
span{r1, . . . , ri} = span{zl , (XtX)zl , . . . , (XtX)i−1zl}
for i = 1, . . . , l, and [ri , rj ] = 0 whenever i = j .
Induction is now used to show that wi = (±1/
√
rtiri )ri for i = 1, . . . , l. For i = 1 it is clear
that w1 = (1/
√
ztlzl )zl = (1/
√
rt1r1)r1. Now assume the claim holds for i = s and consider
ws+1 ∈ Vs+1,l . As Vs+1,l = span{r1, . . . , rs+1} it follows that ws+1 = ∑s+1j=1 j rj , where j =[ws+1, rj ]/[rj , rj ]. The induction hypothesis and the spanning properties already attributed to
the wi imply that
Vs,l = span{r1, . . . , rs} = span{w1, . . . ,ws}.
Thus, every ri , i = 1, . . . , s can be expressed as a linear combination of w1, . . . ,ws . Since
[wi ,wj ] = 0 for i = j , it follows that j = 0 for j = 1, . . . , s. Thus, ws+1 = s+1rs+1. Since
wts+1ws+1 = 1, it must be the case that s+1 = ±1/
√
rts+1rs+1.
To choose the correct sign in the relationship between the wi and ri , consider the product wtizl
using both multiples of ri and choose the one that makes wtizl positive. Should a choice not be
made, then the correct values of wtizl can still be obtained by taking absolute values.
4. Matrix and solution representations
The representation of the vector ˆkl in Eq. (2.5) is not unique. To see that is the case let K
denote an invertible k × k matrix. Since
Akl(BtklBkl)
−1Btkl = AklK(KtAtklXtXAklK)−1KtAtklXt
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it follows that
ˆkl = Lkl(GtklGkl)−1Gtkl y˜, (4.1)
where Lkl = AklK and Gkl = XAklK, is also a representation form for ˆkl .
For a ﬁxed K, Eq. (4.1) indicates that ˆkl results from multiplication of y˜ by the transforming
matrix Lkl(GtklGkl)−1Gtkl which is the product of three, in general, complicated matrices. Since
a matrix is nothing more than a representation of a linear transformation with respect to speciﬁed
bases, it is natural to ask if there are alternative bases that will make the form of the transforming
matrix simpler. If so, then analysis of the relationships between y˜ and ˆkl can be simpliﬁed.
Alternative representations for this transforming matrix are now developed.
To begin, let the columns ofAkl and Bkl be denoted by a1, . . . , ak and b1, . . . ,bk , respectively.
With respect to the standard inner product inRp, the method of Gram–Schmidt orthogonalization
produces from a1, . . . , ak the vectors q1, . . . ,qk such that qtiqj = ij , where ii = 1 and ij = 0
when i = j , span{q1, . . . ,qj } = span{a1, . . . , aj } for j = 1, . . . , k, and Akl = QkRk , where
Qk = (q1, . . . ,qk) and Rk is a k × k invertible upper triangular matrix whose ijth entry is qtiaj
for ij and is 0 otherwise [9]. Similarly, with respect to the standard inner product in Rn, the
method of Gram–Schmidt orthogonalization produces from b1, . . . ,bk new vectors p1, . . . ,pk
such that ptipj = ij , span{p1, . . . ,pj } = span{b1, . . . ,bj } for j = 1, . . . , k, and Bkl = PkSk ,
where Pk = (p1, . . . ,pk) and Sk is a k × k invertible upper triangular matrix whose ijth entry is
ptibj for ij and is 0 otherwise. These decompositions of Akl and Bkl imply that Qk = AklR−1k
and PkSkR−1k = XAklR−1k . Let K = R−1k . Then Eq. (4.1) implies, after simpliﬁcation, that
ˆkl = QkT−1k Ptk y˜, (4.2)
where Tk = SkR−1k .
Theorem 2. The matrix Tk is a bidiagonal matrix.
Proof. Since the inverse of an upper triangular invertible matrix is upper triangular and since
the product of upper triangular matrices is upper triangular it follows that Tk is upper triangular.
The fact that Sk = PtkXAkl implies Tk = PtkXQk and hence the ijth component of Tk is equal
to ptiXqj . To show that Tk is bidiagonal it is enough to show, in view of the upper triangularity
of Tk , that ptiXqj = 0 for 1 ij − 2, where 3jk. This will be accomplished for these
stated i and j by showing, using induction, that Xtpi ∈ span{q1, . . . ,qi+1}. Let j be ﬁxed such
that 3jk and consider the vector Xtp1. By construction p1 = 1√bt1b1 b1. Since b1 = Xa1 and
XtXa1 = a2, it follows that
Xtp1 = 1√
bt1b1
XtXa1 = 1√
bt1b1
a2 ∈ span{q1,q2}.
This proves the containment for i = 1. The containment is now assumed to hold for i = h.
For the case i = h + 1, the construction of the vectors bh+1 and ah+1 implies that Xtbh+1 =
XtXah+1 = ah+2. The Gram–Schmidt process implies that there exist 	1, . . . , 	h+1 such that
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ph+1 = 	h+1bh+1 −
∑h
m=1 	mpm. From the induction hypothesis it follows that
Xtph+1 = 	h+1ah+2 −
h∑
m=1
	mXtpm ∈ span{q1, . . . ,qh+2}.
This completes the induction. Now for 1 ij − 2, the orthonormality of the qi and the fact that
Xtpi ∈ span{q1, . . . ,qi+1} imply
ptiXqj = (Xtpi )tqj = 0,
showing Tk to be bidiagonal. 
In light of Theorem 2 and (4.2), it follows that the matrix that transforms y˜ into ˆkl can be
decomposed into the product of three matrices Qk , T−1k , and Ptk , which have some rather simple
properties. In particular,Qk andPk have orthonormal columns andT−1k is upper tridiagonal, being
the inverse of a bidiagonal matrix. This form of the transformation is easy to understand and is
computationally robust. The next theorem shows that the second of the three multiplying matrices
can be simpliﬁed even further, but at the cost of losing orthogonality in the ﬁrst multiplying
matrix.
Theorem 3. Let Wk = (w1 · · ·wk) and Dk = diag([w1,w1], . . . , [wk,wk]). Then
ˆkl = WkD−1k (XWk)t y˜.
Proof. In Section 3 of this paper the vectors w1, . . . ,wk were shown to form a basis for Vk,l ,
the k-dimensional space spanned by the columns of Akl . This implies that there exists a k × k
invertible matrix K such that AklK = Wk , where Wk = (w1 · · · wk). This fact, together with
Eq. (4.1), shows that ˆkl = Wk(WtkXtXWk)−1WtkXt y˜.Theorthogonality properties ofw1, . . . ,wk
with respect to the inner product [·, ·] imply that thematrixWtkXtXWk is a k×k invertible diagonal
matrix with diagonal entries [wi ,wi], 1 ik. Let Dk denote this matrix. 
Theorem 3 shows that the transforming matrix can be represented as the product of Wk , a
matrix whose columns are in general nonorthogonal, but have covariance properties described
in Theorem 1, with D−1k , a matrix that is diagonal, and ﬁnally with (XWk)t , a matrix whose
transpose has orthogonal columns. Additionally, Theorem 3 implies that
ˆkl =
k∑
i=1
wtiX
t y˜
[wi ,wi]wi . (4.3)
It should be noted that this representation is the analog of the classic k-factor PCR solution to
(2.4) using the singular vectors v1, . . . , vk and u1, . . . ,uk . To see that this is the case note that
the classic k-factor PCR solution representation is
ˆkk =
k∑
i=1
uti y˜
i
vi . (4.4)
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Since Xvi = iui it follows that uti y˜ = (vtiXt y˜)/i and that 2i = [vi , vi]. Thus, Eq. (4.4) can be
rewritten as
ˆkk =
k∑
i=1
vtiX
t y˜
[vi , vi]vi .
This form parallels the form displayed in (4.3). The primary difference in the representing vectors
vi and wi is that the former are a basis for Vk,k and the latter are a basis for Vk,l = Vk,k when
k < l.
Properties held by the numerator and denominator of the expression multiplying thewi in (4.3)
are now set forth.
Theorem 4. For i = 1, . . . , k
wtiX
t y˜ = wtizl .
Proof. Since Vl,l = span{v1, . . . , vl} and Xt y˜ = ∑ri=1 i (uti y˜)vi , it follows that wtiXt y˜ =
wti
∑l
i=1 i (uti y˜)vi = wtiXtPl y˜ = wtizl . 
This result implies (4.3) can be rewritten as
ˆkl =
k∑
i=1
wtizl
[wi ,wi]wi . (4.5)
Recall from Section 3 that the value wtizl is proportional to the maximized sample covariance
betweenXwi andPl y˜. Thus, the effect that thesemaximized covariance values have on the solution
ˆkl is explicitly seen in the representation given in (4.5).
Theorem 5. For i = 1, . . . , l
21[wi ,wi]2l .
Proof. Since the vector wi ∈ Vl,l for i = 1, . . . , k it follows that wi = ∑lj=1 ijvj , where
ij = vtjwi and
∑l
j=1 
2
ij = 1. This information implies that 21[wi ,wi] = 212i1 +· · ·+2l 2il
2l . 
Theorem 5 shows that [wi ,wi] is a positive-bounded quantity. As an aside, it should be noted
that this last result is a special case of Rayleigh’s principle [8].
LetMk = WkD−1/2k . Then the columnsmi ofMk satisfymi = wi/
√[wi ,wi] for 1 ik and
hence Eq. (4.5) can be rewritten as
ˆkl =
k∑
i=1
(mtizl )mi = MkMtkzl . (4.6)
Note that zl = XtXˆll . Substituting this into (4.6) yields
ˆkl = MkMtkXtXˆll . (4.7)
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This shows that for k < l the solution ˆkl is simply a modiﬁcation of the l-factor principal
components solution by the matrix Nk = MkMtkXtX.
Note that Xˆll = Pl y˜. This result implies, after applying X to the expression in (4.7), that
Xˆkl = XMkMtkXtPl y˜. Since WtkXtXWk = Dk , it can be shown that XMkMtkXt is an orthog-
onal projection, implying that Xˆkl is nothing more than the orthogonal projection of Pl y˜ by
XMkMtkX
t
.
The equation WtkXtXWk = Dk can also be used to show that NkNk = Nk . Thus Nk is a
projection, in particular it projects Rp onto R(Nk) along its nullspace N(Nk).
Let k < l, then
R(Nk) = span{m1, . . . ,mk} = span{zl , . . . , (XtX)k−1zl}.
As N(Nk) is the orthogonal complement of R(Ntk), it follows that N(Nk) is the orthogonal
complement of span{(XtX)zl , . . . , (XtX)kzl}. By construction the vectors mk+1, . . . ,ml belong
to this complement. Since span{m1, . . . ,ml} is equal to span{v1, . . . , vl}, it follows that the vectors
vl+1, . . . , vp are also in this complement. These facts, together with vector space dimension
counts, imply that
N(Nk) = span{mk+1, . . . ,ml , vl+1, . . . , vp}.
Thus, when k < l, it follows that Nk is, in general, a nonorthogonal projection. However,
when k = l, the above implies that Nl is an orthogonal projection onto span{v1, . . . , vl} along
span{vl+1, . . . , vp}.
In [2], Goutis established the following result for PLS:
ˆ
t
1r ˆ1r < ˆ
t
2r ˆ2r < · · · < ˆ
t
rr ˆrr .
This is generalized in the next theorem.
Theorem 6. For l = 2, . . . , r
ˆ
t
1l ˆ1l < ˆ
t
2l ˆ2l < · · · < ˆ
t
ll ˆll .
Proof. To begin, note that Eq. (4.6) implies for j = 2, . . . , l that
ˆj l = ˆ(j−1)l + (mtj zl )mj .
From this representation it follows that
ˆ
t
j l ˆj l = ˆ
t
(j−1)l ˆ(j−1)l + (mtj zl )2mtjmj + 2(mtj zl )(ˆ
t
(j−1)lmj ).
Clearly, the ﬁrst two added terms on the right side of the above equation are nonnegative. It
is claimed that the third term is positive. To see that this is the case, observe that mtj zl =
wtj zl/
√[wj ,wj ] > 0 by the construction of the wj . Eq. (4.6) implies that
ˆ
t
(j−1)lmj = mtj ˆ(j−1)l = mtjMj−1Mtj−1zl =
j−1∑
i=1
(mtjmi )(m
t
izl ).
Since the term mtizl is positive, the claim will follow if m
t
jmi can be shown to be positive for
i = 1, . . . , j − 1. Recall from Section 3 that Ti is equal to span{(XtX)w1, . . . , (XtX)wi} for
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i = 1, . . . , l − 1. By construction mi = i (zl + ti ), where ti ∈ Ti , i > 0, and mti ti = 0. As
Ti ⊆ Ti+1, it follows that mtjmi = mtji (zl + ti ) = imtj zl > 0, proving the result. 
5. Prediction
By deﬁnition the residual associated with ˆkl is ekl = y˜−Xˆkl . LetK denote a ﬁxed invertible
k × k matrix. The solution form given in Eq. (4.1) shows ekl = (In − Gkl(GtklGkl)−1Gtkl)y˜. For
notational purposes let Hkl = Gkl(GtklGkl)−1Gtkl . Since H2kl = Htkl = Hkl , it follows that Hkl
is an orthogonal projection, as is In − Hkl . Since the columns of Gkl are a basis for X(Vk,l), it
follows that the residual ekl = (In − Hkl)y˜ is the orthogonal projection of y˜ onto the orthogonal
complement of X(Vk,l).
Clearly, the representation form of Hkl depends on the K used. Should K = Ik , then Hkl =
Bkl(BtklBkl)
−1Btkl and if K is the matrix R
−1
k appearing in Section 4, then Hkl = PkPtk , which is
particularly simple. This simplicity results from the orthonormality of the columns in Pk . More
generally, if Fk is a n × k matrix whose columns are an orthonormal basis for X(Vk,l), then
Hkl = FkFtk . It should be noted that if k = l = r , then Hrr is the classic “hat” matrix of least
squares [3].
Using the notation established in Section 2, let x0 = (xi0) ∈ Rp be a new set of values for
the variables x1, . . . , xp. The predicted value for the variable y based on the cyclic subspace
regression vector ˆkl is
yˆkl = y¯ + ˆtklx∗0 = y¯ + x∗t0 ˆkl = y¯ + bkl, (5.1)
where x∗0 = (xi0 − x¯i ) and bkl = x∗t0 ˆkl . Clearly, changing the k and l will change, in general, the
value of yˆkl , with the change being affected by the term bkl . This term is now studied in terms of
Hkl . To begin, observe that x∗0, being a vector in R
p
, can be represented as follows:
x∗0 =
p∑
i=1
(vtix
∗
0)vi = Xt
(
p∑
i=1
(vtix
∗
0)
i
ui
)
.
From (2.5) it follows that
bkl =
(
p∑
i=1
(
vtix
∗
0
)
i
ui
)t
XAkl
(
BtklBkl
)−1 Btkl y˜ =
(
p∑
i=1
(vtix
∗
0)
i
ui
)t
Hkl y˜. (5.2)
It should be noted that the p appearing in the summations above can be replaced by l because
Hkl y˜ is in the span of u1, . . . ,ul .
Let f1, . . . , fk be orthonormal vectors that span X(Vk,l), for k = 1, . . . , l, and set Fk =
(f1 · · · fk). Using this matrix, the material presented earlier in this section implies that for
k = 2, . . . , l
Hkl = FkFtk = (Fk−1 fk)
(
Ftk−1
f tk
)
= Fk−1Ftk−1 + fkf tk = H(k−1)l + fkf tk. (5.3)
Combining the results in (5.2) and (5.3) implies for k = 2, . . . , l that
bkl = b(k−1)l +
(
l∑
i=1
(vtix
∗
0)
i
ui
)t
fkf tk y˜. (5.4)
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Thus, once the vectors x∗0, fk, vk,uk and the values k have been identiﬁed for k = 1, . . . , l,
the prediction values associated with the subspaces Vk,l can be quickly obtained by use of the
recursive relationship in (5.4).
6. Factor selection
Factor selection is a difﬁcult task. At best it is an art, honed by experience with the problem at
hand, and at its worst, it is a quagmire. In [4] over 30 pages are devoted to ways for choosing the
correct number of factors for PCR. The following paragraph offers a way for choosing both k and
l by means of prediction calculations.
CSR is capable of producing r(r + 1)/2 regression vectors ˆkl . Given a new set of values for
the variables y and x1, . . . , xp, one can use the new xi values to obtain predictions of the y values
by use of Eq. (5.1). These predictions can then be compared to the actual values. By summing
the squares of the differences between the observed y data values and the predicted values, one
obtains a PRESS value. There is a PRESS value for each allowed k and l. The appropriate choice
of k and l is obtained by choosing the k and l associated with the smallest PRESS value. In the
absence of a new set of values, leave one out cross validation can be used to produce PRESS
values. It should be noted that the formula in (5.4) can speed up the PRESS calculation process.
The method described above for choosing k and l is computationally expensive. The following
method is less so. It supposes that l has been determined by methods similar to those described in
[4] or by some other means. Let w1, . . . ,wl be the covariance maximizing vectors discussed in
detail in Section 3. The value of the sample covariance between Xwi and Pl y˜ is wtizl/(n− 1). By
deﬁnition, the total covariance associated with w1, . . . ,wl is 1n−1
∑l
i=1 wtizl . By construction,
wt1zl · · · wtl zl0. In analogywith factor choice for PCR by variance considerations, consider
the following measure of total covariance:
ckl =
∑k
i=1 wtizl∑l
i=1 wtizl
, 1k l.
Clearly, 0 < c1l < c2l < · · · < cll = 1. Let c be a number between 0 and 1. To choose k, ﬁnd the
ﬁrst value of ckl that is bigger than the chosen c and use that k. The value of c to be used is clearly
problem dependent. Should both covariance and factor reduction issues be important, then the
authors recommend use of a c value 0.8 or higher, as is done with PCR in practice. However, if
the overall goal is factor reduction, then use of a smaller c value is recommended.
7. Summary
This paper has studied various aspects of the regression vector estimate ˆkl produced by CSR
based on the model given by Eq. (2.4). In particular, it has shown that the subspace Vk,l containing
ˆkl also contains a basis that maximizes certain covariances with respect to Pl y˜. Moreover, it has
shown how the maximum covariance values effect the ˆkl . Several alternative representations
of ˆkl have also been produced. In particular, the representation in Eq. (4.7) shows that ˆkl is a
modiﬁed version of the l-factor PCR regression vector ˆll , with the modiﬁcation occurring by a
nonorthogonal projection. Additionally, these representations have enabled prediction properties
associated with ˆkl to be explicitly identiﬁed. This paper has made no distributional assumptions.
There is much work to be done in that direction.
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Appendix
A couple of claims were made in the preceding sections. Their proofs have been deferred to
this section to prevent the technical reading from becoming too technical.
Claim 1. Clearly zl = 1v1 + · · · + lvl , where i = i (uti y˜). This implies that
(XtX)izl = 1(21)iv1 + · · · + l (2l )ivl
for i = 1, . . . , l − 1. Writing these equations in matrix form yields
(zl (XtX)zl · · · (XtX)l−1zl ) = (v1 v2 · · · vl )DV,
where D is a l × l diagonal matrix with 1, . . . , l on its main diagonal, and V is a l × l matrix
whose ijth entry is (2i )j−1. The matrix V is a Vandermond matrix. The assumptions about uti y˜
imply that D is invertible and the assumptions on the i imply that V is invertible [6]. Thus,
the vectors zl , (XtX)zl , . . . , (XtX)l−1zl and v1, v2, . . . , vl are bases for Vl,l . Since the vectors
zl , (XtX)zl , . . . , (XtX)l−1zl form a basis, they are linearly independent, and consequently, any
nonempty subset of them also consists of linearly independent vectors. Thus,Vk,l is k-dimensional.
Claim 2. If w0 ∈ Vs+1,l then w0 = zl + 1(XtX)zl + · · · + s(XtX)szl . Thus, if wt0w0 = 1
and wt0(XtX)izl = 0 for i = 1, . . . , s, then 1 = wt0zl , implying that  = 0. Factoring out the 
yields w0 = (zl + (1/)[1(XtX)zl + · · ·+ s(XtX)szl]). Setting z = (1/)[1(XtX)zl + · · ·+
s(XtX)szl] shows w0 = (zl + z), where  = 0 and z ∈ (XtX)(Vs,l).
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