Introduction
In 1985, Chernov and Sinai suggested the study of a mechanical model of elastic hard balls: the so-called pencase, which we will call the Chernov-Sinai pencase (cf. the manuscript S-Ch(1985)]). Here large hard ball particles move on a torus, elongated in one spatial dimension; since then the cyclic order of the particles remains invariant, each ball can only interact with its two neighbours. Their idea was that, on one hand, because of the restricted form of the interactions, the expected ergodicity of the model could be easier to establish than that of general hard ball systems on tori and, on the other hand, this quasi-one-dimensional model seems to be a quite suitable mechanical one for the study of the hydrodynamic limit transition (cf. Sin(1985) ]).
For systems of elastic hard balls on a torus Yakov Sinai, in 1963, Sin(1963) ] gave a mathematically rigorous version of Boltzmann's celebrated ergodic hypothesis: the system of an arbitrarily xed number N of elastic hard balls moving in the ?torus T ( 2) is ergodic | of course, on the submanifold of the phase space speci ed by the trivial conservation laws.
The aforementioned hypothesis, which we call the Boltzmann-Sinai Ergodic Hypothesis, was rst established for the case N = = 2 in Sinai's celebrated paper 1 Research supported by the Hungarian National Foundation for Scienti c Research, grant No. 1902 Sin(1970) ]. After several steps ( S-Ch(1987) ]: the case N = 2; 2, K-S- Sz(1991) ]: the case N = 3; 2, K-S- Sz(1992) ]: the case N = 4; 3) the most general result so far was obtained by Sim anyi Sim(1992) ], who could verify the conjecture for the case N 2 (a more detailed survey of the history of Boltzmann's ergodic hypothesis can be found in Sz(1995) 
]).
The aim of the present work is to verify the K-property of models closely related to the mechanical system of hard balls. The restriction we make is on the graph of interactions: we rst assume that it is a tree whose edge-degree is bounded from above by a constant D. Let us make here two remarks:
(i) the graph of interactions means that only pairs of particles connected by an edge in this graph can interact (in our model they do this through a hard ball collision) whereas non-connected pairs do not interact at all; (ii) the degree of an edge of a graph is the number of edges adjacent to the given edge, and then the edge-degree of a graph is the maximum of the degrees of all edges.
(The precise description of our model will be given soon). Then we prove that such a system is a K-mixing one if D + 2, and, moreover, for the case = D + 1 we obtain that none of the relevant Lyapunov-exponents vanishes and the ergodic components are open.
By strengthening the methods used in treating the aforementioned tree-interactions, (in particular, the geometric-algebraic part (1) of our strategy detailed at the end of this section), we can also treat an interaction graph which is not a tree: a circle of length N. This result implies the K-property of the Chernov-Sinai pencase in dimension = 4. It is easy to see that in the Chernov-Sinai pencase, in dimensions 4, the graph of interactions is a simple cyclic one (i. e. the graph that consists of just one circle of length N). Our methods also imply that the ChernovSinai pencase has non-zero Lypaunov-exponents and open ergodic components in our physical space dimension = 3 (the pencase as a system of ball-particles loses order invariance if 5, and if one wants to maintain this property, systems of particles with other, less natural shapes can be, in fact, introduced and treated by our methods). It is worth mentioning that in the low-dimensional cases (starting from = 4) our results provide the rst mechanical models where the ergodicity of the system is established for an arbitrary number of degrees of freedom | apart from a model introduced in B-L-P-S(1992)], where the boundary of the vessel also contributes to the hyperbolic e ects.
Furthermore, an important advantage of the hereby presented method for going down to physical dimensions is that it avoids the use of more involved algebraic tools that seem unavoidable in the case of treating hard sphere systems in the general framework.
Let us be more speci c: introduce the model and formulate our results. Assume that, in general, a system of N ( 2) balls, identi ed as 1; 2; : : :; N are given in T , the -dimensional unit torus ( 2). Denote the phase point of the ith ball by (q i ; v i ) 2 T R . Assume also that the graph G := (V; E) of interactions is given, where the set of edges E makes a non-oriented tree (i. e. a connected graph without loop) on the set of vertices V := f1; 2; : : :; Ng. (In the case of the mechanical model of N hard balls on T this graph is, of course, the complete one.) Further, for every fi; jg : 1 i; j N, i 6 = j, the potential functions U i;j : R + ! R + f1g are given as follows where the numbers d i;j = d j;i are nonnegative. They determine the set of edges E: fi; jg 2 E if and only if d i;j > 0. Moreover, the interaction between the pair fi; jg of particles with con guration coordinates q i ; q j 2 T is
(1:1)Ũ i;j (q i ; q j ) = U i;j (kq i ? q j k):
where k:k denotes the euclidean distance in the torus T : The con guration space Q of the N balls is a subset of T N : for every fi; jg 2 E we cut out from T N the cylindric scatterer:
(1:2) C i;j = Q = (q 1 ; : : :; q N ) 2 T N : kq i ? q j k < d i;j :
In other words Q := T N n S fi;jg2E C i;j (one cylindric scatterer C i;j can obviously consist of several parallel cylinders, due to the non-uniqueness of the center of mass in a torus). Theorem B. The standard billiard ball system with a cyclic interaction is a Ksystem if 4 and IntQ is connected.
As mentioned before, an interesting mechanical realization of the cyclic interaction is the Chernov-Sinai pencase. Here the torus is an elongated one, i. e. (physical) balls of radii r move on a torus T L := R =(LZ Z ?1 ) (in other words, d i;j = 2r) for every fi; jg 2 E c . Now, as a particular case of Theorem B, we obtain Corollary. The Chernov-Sinai pencase is a K-system if = 4 and p 3=4 < r < 1=2.
We note that actually the phase space of the pencase consists of exactly N! connected, isomorphic components whenever 4 and p ? 1=4 < r < 1=2. General strategy. The basic notion in the theory of semi-dispersing billiards is that of the su ciency of a phase point or, equivalently, of its orbit. The conceptual importance of su ciency can be explained as follows (for a technical introduction and our prerequisites, see section 2): In a suitably small neighbourhood of a (typical) phase point of a dispersing billiard the system is hyperbolic, i. e. its relevant Lyapunov exponents are not zero. For a semi-dispersing billiard the same property holds for su cient points only! Physically speaking, a phase point is su cient if its trajectory encounters in its history all possible degrees of freedom of the system. Then the fundamental theorem of semi-dispersing billiards (see the main result of S-Ch (1987)]) says that | under certain conditions | a suitably small neighbourhood of a su cient phase point does belong to one ergodic component. As a consequence, if, for instance, almost every phase point of a semi-dispersing billiard is su cient, then this property implies that the ergodic components are open and, therefore, their number is countable. To obtain, however, (global) ergodicity of the ow, a more stringent property of the subset of non-su cient points is needed. For that purpose, in our work with A. Kr amli K-S- Sz (1989) ] , the topological property of slimness (earlier misleadingly called 'residuality'), closely related to that of topological codimension two, was suggested and used in later works, too.
De nition 1.3. We say that a subset of a smooth manifold M is slim if it can be covered by a countable union of codimension two (i. e. at least two), closed subsets of ?measure zero, where is a smooth measure on M.
Here the dimension of a separable metric space is its topological or Hurewicz dimension, which is any one of the following equivalent notions: the small inductive, the large inductive, or the covering dimension, see, for instance, H-W(1941)].
It has long been an accepted idea among experts that the right way for proving the K{property of hard ball systems is an induction on the number N of balls. According to our strategy initiated in K-S- Sz (1991) ] and explained in the introductions of K-S- Sz (1992) ] and -I] , there are three major parts in such an induction, once a combinatorial property, called richness of the symbolic collision sequence of a trajectory, had been suitably de ned. (Our general concept of richness, appropriate for hard ball systems, is introduced in De nition 3.2.)
(1) The \geometric{algebraic considerations" on the codimension of the closed algebraic sets describing the non{su cient trajectory segments with a combinatorially rich symbolic collision structure (This step has no inductive character!); (2) Proof of slimness (negligibility) of the set of phase points with a combinatorially non{rich collision sequence by using the K{property of less than N hard balls in the torus; (3) Checking the Chernov{Sinai Ansatz | an important necessary condition for the proof of the Theorem on Local Ergodicity, see Condition (A) before Theorem 5 in S-Ch (1987)], or Condition 3.1 in K-S- Sz (1990) ] . This step also uses the K{property of less than N balls and step (1) for the system of N hard balls in the torus.
The paper is organized as follows: Section 2 summarizes certain prerequisites. Section 3 provides the proofs of the theorems and their corollaries assuming Main Lemmas 3.4 and 3.7 of geometric-algebraic nature. Then Main Lemma 3.4 related to tree-interactions and used in the proofs of Theorems A and C is established in Section 4, while Main Lemma 3.7 related to the cyclic interaction and used in the proofs of Theorems B and D gets veri ed in Section 5. Section 6 contains some further remarks.
Prerequisites.
As to the basic notions concerning semi-dispersing billiards we refer to the paper K-S- Sz (1990) ]. For convenience and brevity, we will throughout use the concepts and notations of sections 2 and 3 of the aforementioned work. Here we only summarize some further notions from K-S-Sz (1991)] , K-S- Sz (1992) ] , ]. These are either new or their exposition is simpler than that given in the original work.
An often used abbreviation is the shorthand S a;b] x for the trajectory segment fS t x : a t bg. The natural projections from M onto its factor spaces are denoted, as usual, by : M ! Q and p : M ! S N ? ?1 or, sometimes, we simply write (x) = Q(x) = Q and p(x) = V (x) = V for x = (Q; V ) 2 M. Any t 2 a; b] with S t x 2 @M is called a collision moment or collision time.
As pointed out in previous works on billiards, the dynamics can only be de ned for trajectories where the moments of collisions do not accumulate in any nite time interval (cf. Condition 2.1 of K-S- Sz(1990)] ). An important consequence of Theorem 5.3 of V(1979) ] is that | for semi-dispersing billiards | there are no trajectories at all with a nite accumulation point of collision moments.
As a result, for an arbitrary non-singular orbit segment S a;b] x of the standard billiard ball ow, there is a uniquely de ned maximal sequence a t 1 < t 2 < < t m b : m 0 of collision times and a uniquely de ned sequence 1 < 2 < < m of \colliding pairs", i. e. k = fi k ; j k g whenever Q(t k ) = (S t k x) 2 @C i k ;j k :
The sequence := (S a;b] x) := ( 1 ; 2 ; : : :; m ) is called the symbolic collision sequence of the trajectory segment S a;b] x.
As well known, billiards are dynamical systems with singularities. A collision at a point x 2 @M such that, in (x), at least two smooth pieces of @Q meet is called a multiple collision. A collision is called tangential if x 2 @M and p(x) 2 T (x) @Q, i. e. p(x) is tangential to @Q at the point of re ection. We shall use the collection SR + of all singular re ections:
De nition 2.1. The set SR + is the collection of all phase points x 2 @M for which the re ection, occurring at x, is singular (tangential or multiple) and, in the case of a multiple collision, x is supplied with the outgoing velocity V + .
It is not hard to see that SR + is a compact cell{complex in M and dim(SR + ) = dim M ? 2 = 2d ? 3.
As usual, we will denote by M the set of phase points x 2 M whose full trajectory contains in nitely many collisions such that at most one of them is singular. The subset of points x 2 M whose orbit has no singular collision at all will be denoted by M 0 , and nally we denote M 1 := M n M 0 .
Neutral Subspaces, Advance and Sufficiency Consider a non{singular trajectory segment S a;b] x. Suppose that a and b are not moments of collision. Before de ning the neutral linear space of this trajectory segment, we note that the tangent space of the con guration space Q at interior points can be identi ed with the common linear space 
It is now time to bring up the basic notion of su ciency of a trajectory (segment). This is the utmost important necessary condition for the proof of the Theorem on Local Ergodicity for Semi{Dispersing billiards, see Condition (ii) of Theorem 3.6 and De nition 2.12 in K-S- Sz (1990) ] .
De nition 2.5. De nition 2.6. The phase point x 2 M with at most one singularity is said to be su cient if and only if its whole trajectory S (?1;1) x is su cient, which means, by de nition, that some of its bounded segments S a;b] x is su cient.
In the case of an orbit S (?1;1) x with exactly one singularity, su ciency requires that both branches of S (?1;1) x be su cient.
Weak Lemma on Avoiding of Balls
The next lemma is a measure-theoretic version of Lemma 3 in K-S- Sz(1989) ], and is slightly more generally formulated here than Lemma 2.16 of K-S- Sz(1991) 
where is the usual invariant measure of the billiard system (M; fS t g; ).
Decompositions and sub-billiards It is intuitively clear that trajectory segments along which the system of balls decomposes into at least two non-interacting subclasses can not gather all degrees of freedom or, in a more technical wording, the segment cannot be su cient. Throughout the paper we will be using the following notations: Assume that a system N = f1; 2; : : :; Ng of N ( 2) balls is decomposed into two non-empty classes: N = P 1 P 2 ; P 1 \ P 2 = ;; jP i j 6 = 0 (i = 1; 2). We say that the trajectory segment S (a;b) x is partitioned by P = fP 1 ; P 2 g if all of its non-tangential collisions occur among particles of the same class of P, only. In such a case, the action of S t on x = fx P 1 ;x P 2 g (t 2 a; b]) is certainly the product of two independent subdynamics: S t P 1x P 1 andS t P 2x P 2 . To be more exact, we express S t x in detail as a direct product. To this end decompose x = ff(q j ; v j ) : j 2 P 1 g; f(q j ; v j ) : j 2 P 2 gg := fx P 1 ;x P 2 g: De nition 3.2. We say that the symbolic collision sequence = ( 1 ; : : :; m ) is C-rich, with C being a natural number, if it can be decomposed to at least C consecutive, disjoint collision sequences in such a way that each of them is connected.
Proof of Theorem A. Let us x a system satisfying the conditions of the Theorem where the number of particles is N 2. The proof of the K-property of the standard billiard ow with D-interaction will go on by induction on the number N of particles. Assume thus that the standard billiard ball system with every permitted D-interaction and in every permitted dimension has the K-property for any number of particles n < N whenever the interior of the con guration space is connected. For N = 2 this is known to be the case by Sin(1970) Richness will be understood in the sense of De ntion 3.2 by choosing C := C(N) prescribed by the forthcoming Main Lemma 3.4. We stress again that the proof of Main Lemma 3.4 is independent of the inductive assumption.
The whole strategy outlined in section 1 is based on the Theorem of Local Ergodicity for semi{dispersing billiards. In fact, the proof of global ergodicity uses its form given in S-Ch (1987)] , whereas the inductive proof of part (3) of the strategy requires its more general, transversal form as phrased in K-S- Sz (1990) ] . For an easier identi cation of its conditions we refer to the work K-S- Sz (1990) ] .
According to the results of V (1979) ] and G (1981) ], in a semi-dispersing billiard system there are no orbits with a nite accumulation point of collision moments. Consequently, Condition 2.1 of K-S- Sz (1990) ] is ful lled automatically. Condition 3.1, the so-called Chernov-Sinai Ansatz, will be veri ed at the end of the section. Condition 3.2 on the regularity of the set of degenerate tangencies is automatic for cylindric billiards. The argument given in K-S-Sz (1991)] for Condition 3.3 on the regularity of the set of double singularities for the case N = 3 also works in our general case. What is more, Lemma 4.15 of K-S- Sz (1991) ] asserts that the set of orbits containing two or more singular collisions is a countable union of codimension-2 submanifolds of M. Thus, it is su cient to concentrate our proof on the set M of orbits containing at most one singular collision, and to show that, outside a slim set, any x 2 M has an open neighbourhood belonging to one ergodic component. This is what we will do.
Return rst to the fundamental theorem (Theorem on Local Ergodicity, Theorem 5 of S-Ch (1987)] or Corollary 3.12 of K-S- Sz (1990) ] ) which is applicable to our system of N particles, saying that a suitably small, open neighborhood of any su cient phase point with at most one singularity belongs to one ergodic component.
Since the complement of a slim set in a connected manifold is always connected (see Property 2.10 from K-S-Sz (1991)] ), our goal is to show that, apart from a slim set of points, every phase point with at most one singularity is su cient. To do so, let us follow our three step strategy outlined in the introduction. Let us recall rst Theorem 5.1 of -I] , whose straightforward application to billiard ball systems with our restricted interactions is 2) satisfying the conditions of Theorem A. Assume that for all n < N the statement of Theorem A holds true. Let P be a given, two{class partition of the N particles. Then the set F + = x 2 M : S 0;1) x is partitioned by P is a closed, zero set with codimension at least two (i.e. a closed slim set).
This statement immediately settles part (2) of the aforementioned strategy and, in fact, would allow to x C(N) arbitrarily large.
The (non-inductive) part (1) of the strategy, detailed in the introduction, will be established by the forthcoming Main Lemma whose proof will be given in Section 4. Let us nally handle the phase points x 2 M 1 . We can, and do assume that x belongs, for instance, to the set SR + . Here we recall Theorem 6.1 of C(t 0 ; P) = n x 2 C : S t 0 ;1) x is partitioned by P o has measure zero with respect to the Riemannian volume C of the manifold C.
Main
(We note that the inductive proof of Theorem 6.1 of -I] just used the transversal fundamental theorem and the K-property, both for a smaller number of balls (in our case, of particles)). Note that -since the set of doubly singular phase points is a countable union of codimension-two submanifolds, as said before -the condition of regularity of the orbit S 0;1) x can be omitted from the de nition of C(t 0 ; P). (It was present in the original publication.) Since the set C(t 0 ; P) in this theorem is closed and, therefore, it is a slim subset of M, we may assume that x does not belong to any of these sets, i. e. the (non-singular) positive semitrajectory S (0;1) x contains in nitely many consecutive, connected collision graphs. By Main Lemma 3.4, this positive orbit is su cient, if only x does not belong to some codimension-one submanifolds of SR + , but such sets are slim (negligible) in the whole phase space M. In this way we have proved two things:
(a) the Chernov-Sinai Ansatz, and the fact that (b) apart from a slim subset of the phase space, the trajectory of every phase point x 2 M 1 is su cient.
The inductive proof of the Theorem A is now complete.
Proof of Theorem B. The proof of Theorem B is completely analogous to that of Theorem A. Our rst remark is that there the information on the graph of interactions was essentially used in the proof of Main Lemma 3.4, only. Observe next that, if we want to obtain the statement of Theorem B for a given N, then the statements of Propositions 3.3 and 3.5 will still be true for our cyclic interaction. The reason is that, if a semi-trajectory of our system decomposes into two or more non-interacting subsystems, then the interaction-graphs of these subsystems are simple trees (in fact, just paths Proof of Theorem C. Our arguments will essentially follow the line of the proof of Theorem A, but an additional di culty arises: since the statement is weaker so is the inductive hypothesis. As remarked earlier, the basic pillars of the induction are Proposition 3.3, Main Lemma 3.4 and Proposition 3.5. The codimension-one statement of Main Lemma 3.4 is su cient for our purposes in the neighbourhoods of rich points and, consequently, we can concentrate on replacing Propositions 3.3 and 3.5.
Let us start with the rst one:
Proposition 3.8. Consider a system of N ( 3) particles on the unit torus T ( = D + 1) satisfying the conditions of Theorem C. Assume that for all n < N the statement of Theorem C holds true. Let P be a given, two{class partition of the N particles. Then the set F + = x 2 M : S 0;1) x is partitioned by P has measure zero.
Proof of Proposition 3.8. The proof borrows its approach from the proof of Theorem 5.1 of Sim (1992-I)], and therefore our exposition will be concise. Assume that the two classes are P 1 = f1; : : :; ng and P 2 = fn+1; : : :; Ng. The cases a)jP 1 j; jP 2 j 2 and b) either jP 1 j or jP 2 j = 1 can be treated similarly and thus we only consider the rst one. It is, of course, su cient to show that for an arbitrary small, open, ball-like set U 0 M one has (U 0 \ F + ) = 0. Every point x 2 U 0 can be characterized locally by the following coordinates in a unique way:
(1) P 1 (x) 2 M 1 ; (2) P 2 (x) 2 M 2 ;
Assume that, according to the above splitting of the data, U 0 is of the form ) Indeed, we will show that (3.9) holds whenever the components of b 4 = I 1 (x) are independent over the rationals.
The relation x 2 F + is equivalent to saying that for every pair i 2 P 1 ; j 2 P 2 , fi; jg 2 E and every t 0 where needless to say that the second argument should be understood mod Z .
We also note that C 1 (x)=(N ? n) is not de ned uniquely, but our arguments are independent of the choice of its value. Consider the product dynamics S t ( P 1 (x)) S t ( P 2 (x)) ; for all k = 1; 2; : : :;. By the weak lemma on avoiding of balls (Lemma 2.7), the b 3 ;b 4 ;b 5 -measure of those phase points of our aforede ned product dynamics, for whichq i ?q j never enters the set G in the time moments t k : k = 1; 2; : : :, is zero.
Hence (3.9) and Proposition 3.8.
Finally, we formulate a proposition to replace Proposition 3.5.
Proposition 3.11. Consider a system of N ( 3) particles on the unit torus T ( = D + 1) satisfying the conditions of Theorem C. Assume, moreover, that for every n < N the statement of Theorem C holds true. Then for any given twoclass partition P of the N particles, any positive number t 0 and any cell C SR + of SR + with the maximum dimension (2d ? 3) the subset C(t 0 ; P) de ned by (3.6) has measure zero with respect to the Riemannian volume c of the manifold C.
Proof of Proposition 3.11. The proof given for Theorem 6.1 of Sim (1992-I) also works under our conditions. The basic argument for that is that the inductive assumption ensures that the factors corresponding to the subdynamics de ned by the two-class partition have positive ergodic components, and the whole proof can be resctricted to products of these positive components. On these product sets the basic hyperbolic structure, fundamental for the proof, is the same as in the case of the product of K-ows. Thus Proposition 3.11 and, consequently, Theorem C is established.
Finally, the proof of Theorem D can be obtained from that of Theorem C just like Theorem B was established after the proof of Theorem A.
Let us turn now to the proof of A p = A q . It requires a bit more detailed analysis of the vectors ? on the right-hand-side of (4.4). Namely, the inductive assumption not only guarantees that the advance A k of k merely depends on the unordered pair k = , but, also, it says that A = A whenever there exist integers k 1 , k 2 , k among the integers p + 1; : : : ; r ?1, and there exists an element 2 fi p ; j p g such that 2 \ , k 1 < k < k 2 , = k 1 = k 2 , and = k . On the set of edges (collisions) (4:7) E = f 2 Ej \ fi p ; j p g 6 = ; and 9k; p < k < r; = k g we de ne the equivalence relation as the smallest equivalence relation on E making every pair of and above equivalent. Let E = C 1 C s be the splitting of E into the equivalence classes of . Thanks to the inductive hypothesis, we can pull together the terms A ? of (4.4) corresponding to the same class C i of as follows: i. e. the edges of C i and C j are all adjacent to i p or they are all adjacent to j p .
Then either for every pair k; l 2 fp+1; : : :; r?1g the relations k 2 C i and l 2 C j imply k < l, or for every pair k; l 2 fp + 1; : : :; r ? 1g the relations k 2 C i and l 2 C j imply k > l, that is, there is a natural time ordering among the classes C i containing the edges adjacent to i p (j p ). Suppose that the subgraphs (1) = ( 1 ; : : :; k ), (2) = ( k+1 ; : : : ; l ), and (3) = ( l+1 ; : : :; m ) of are all connected on the vertex set V = f1; 2; : : :; Ng, i. e. the set of edges of (j) (j = 1; 2; 3) is the set E of all edges of G. The fact that G is a tree and Lemma 4.2 straightforwardly imply that all advances A 1 ; : : :; A m must be equal modulo a closed algebraic set of exceptional phase points x 0 with codimension at least ?D. The identity of these advances, however, precisely means that the orbit segment S a;b] x 0 is su cient, see also Lemma 2.13 of Sim(1992)-II] . This nishes the proof of Main Lemma 3.4. For this graph G c , which is a circle of length N, the edge degree D is equal to two.
The actual importance of this circular interaction is explained by the fact that this is just the interaction of the particles in the so called pencase model introduced by Chernov and Sinai, see S-Ch(1985) ] or Section 1.
The content of this section is exclusively the proof of Main Lemma 3.7. Before proving anything, however, it is worth noting that the whole issue of proving su ciency by the use of combinatorial richness is totally insensitive of the uniform velocity dilations of the billiard ow. Therefore, it is not necessary to assume the usual energy normalization Here again we used, as a corollary of the inductive hypothesis, the fact that the advance A k of a collision k (p < k < r) merely depends on k and not on the actual value of k.
First we re-write the equation (5.3) with such neutral vectors n 2 N a ? S a;b] x 0 for which A r (n) = 0. Recall that any neutral vector can be modi ed by a scalar multiple of the ow direction in such a way that one achieves A r (n) = 0. Taking also into account that the multiplier of A f1;2g in (5.3) is the total change of velocity of the rst ball between p and r , and that similar statement is true for the multiplier of A fN?1;Ng , we obtain The assertion of Lemma 5.2 is obviously true for s = 0. Thus, we assume that s 1.
Consider the rst separating vertex i 1 (2 i 1 N ? 1). In order to prove the lemma, it is enough to show that A f1;2g = 0 in (5.4) modulo a codimension-( ? 2) set, because the proof of A fN?1;Ng = 0 is analogous, and the coe cient A p (n) cannot be the sole non-zero coe cient in (5.4).
We assume that every collision of type fi 1 ? 1; i 1 g (in the time interval (t p ; t r ), as always!) precedes every collision of type fi 1 ; i 1 + 1g of the time interval (t p ; t r ).
(The handling of the opposite case is analogous.) Choose, therefore, a separating time t for which every occurence of the collision fi 1 ? 1; i 1 g takes place before t and, correspondingly, every occurence of the collision fi 1 ; i 1 + 1g takes place after t . For a while we assume that i 1 3. After the proof of the equation A f1;2g = 0 in this case, we shall handle the case i 1 = 2 separately.
Execute a small phase perturbation (i. e. a con guration and velocity perturbation) at time t such that the relative positions q k ? q l and the relative velocities v k ? v l are unchanged for i 1 k < l N, otherwise these small perturbations may be arbitrary. Distinguish such a varying, perturbed system from the unperturbed one by the superscript~over the kinetic data. Then a linear dependence (5.4) with non-zero coe cient A f1;2g (n) can be re-written for the perturbed system as (5 (ii) the perturbations de ned at time t make it possible to vary the subsystem's phase point S t y 0 on an open subset of the phase space of that subsystem. The next sub-lemma is very easy to verify, and its proof will be left to the reader: Sub-lemma 5.8. Let v 2 (t ) or, if not so, then the validity of a linear dependence (5.7) implies that the relative velocity on the left-hand-side of (5.7) must belong to a line if the relative velocities on the right-hand-side of (5.7) are xed. As a direct inspection shows, however, either possibility can only occur on a codimension-( ? 2) subset of the phase space. This shows that A f1;2g (n) = 0 (modulo a codimension-( ? 2) set) in the case of i 1 = 2. The proof of Lemma 5.2 is now nished.
Finishing the proof of Main Lemma 3.7.
Let the symbolic collision sequence = ( 1 ; : : :; 4 ) be composed of the four consecutive, connected subsequences j , j = 1; 2; 3; 4, and study the non-singular orbit segment S a;b] x 0 of the billiard ow with the restricted G c -interaction such that the symbolic collision sequence of S a;b] x 0 is .
Due to the connectedness, the subsequence 2 contains the edges of a full path (of length N ? 1) on the vertex set f1; 2; : : :; Ng. By re-labelling the particles we may assume that fi; i + 1g 2 2 for i = 1; : : :; N ? 1. Consider an integer k, 2 k N ? 1, and show that A fk?1;kg = A fk;k+1g . If either of the edges fk ? 1; kg, fk; k + 1g is in the intersection 1 \ 3 , then A fk?1;kg = A fk;k+1g by Lemma 5.2. Thus we can assume that fk ?1; kg = 2 1 \ 3 and fk; k + 1g = 2 1 \ 3 . Thanks to the connectedness of 1 and 3 , any of these two graphs contains one of the edges fk ? 1; kg and fk; k + 1g. Therefore, we may assume that fk ? 1; kg = 2 3 and fk; k + 1g = 2 1 . By analogous reasoning fk ? 1; kg = 2 4 . Consider now the common edge set E c nffk ? 1; kgg of 3 and 4 . Since 1 2 contains the entire edge set E c of G c , again by Lemma 5.2 we have that the advances of any two adjacent edges of 3 are equal. However, this implies the su ciency, especially A fk?1;kg = A fk;k+1g , what we just wanted to show.
Since these arguments only break down at phase points outside a codimension-( ?2) subset of the phase space, the proof of Main Lemma 3.7 is now complete.
6. Final Remarks 1. It is worth mentioning that the methods of ] provide the K-property of N hard balls with an arbitrary graph of interactions if the dimension of the torus satis es the inequality N. For the mechanical model of the Rayleigh gas, when one of the balls has radius r > 0 whereas the remaining N ? 1 ones are point particles, the tree of interactions is star-like, i. e. E = ff1; ig : 2 i Ng. In this case D = N ? 2, and our result just requires the constraint N for the K-property, thus we can not improve on Sim anyi's lower bound.
2. On the other hand, it is easy to see that the arguments used to prove Theorems C and D are also applicable to an arbitrary connnected graph of interaction. Consequently, these arguments combined with the results of ] provide that, in general, a system of N balls with a connected graph of interactions has open ergodic components whenever N ? 1.
