We consider the problem of optimizing an objective function with and without convexity in a simulation-optimization context, where only stochastic zeroth-order information is available. We consider two techniques for estimating gradient/Hessian, namely simultaneous perturbation (SP) and Gaussian smoothing (GS). We introduce an optimization oracle to capture a setting where the function measurements have an estimation error that can be controlled. Our oracle is appealing in several practical contexts where the objective has to be estimated from i.i.d. samples, and increasing the number of samples reduces the estimation error. In the stochastic non-convex optimization context, we analyze the zeroth-order variant of the randomized stochastic gradient (RSG) and quasi-Newton (RSQN) algorithms with a biased gradient/Hessian oracle, and with its variant involving an estimation error component. In particular, we provide non-asymptotic bounds on the performance of both algorithms, and our results provide a guideline for choosing the batch size for estimation, so that the overall error bound matches with the one obtained when there is no estimation error. Next, in the stochastic convex optimization setting, we provide non-asymptotic bounds that hold in expectation for the last iterate of a stochastic gradient descent (SGD) algorithm, and our bound for the GS variant of SGD matches the bound for SGD with unbiased gradient information. We perform simulation experiments on synthetic as well as real-world datasets, and the empirical results validate the theoretical findings. * niravnb@cse.iitm.ac.in † prashla@cse.iitm.ac.in arXiv:2002.11440v1 [cs.LG] 26 Feb 2020 2. In the zeroth-order setting with estimation errors, we observe that an order of O(N −1/2 ) (resp. O(N −1/3 )) bound can be obtained for GS method (resp. SP method), and this matches the rate in the model above, i.e., biased gradients without estimation error. An advantage with our approach is that, unlike [7] approach for without estimation error setting, we do not require knowledge of the function value at the optima for choosing a smoothing parameter, which is employed in gradient estimation. Our results hold for a choice of a batch size that increases asymptotically, while a constant batch size would lead to sub-optimal rates.
Introduction
We consider the problem of minimizing a smooth objective function, when the optimization algorithm is provided with function measurements corrupted by zero-mean noise. This setting falls under the realm of simulation optimization [6] , which is built on two assumptions: (i) A closed-form expression of the objective function is unavailable, and even if it is, the function is analytically hard to evaluate; and (ii) a simulator that outputs (noisy) function measurements for any input parameter, is available. The implicit assumption in these problems is that obtaining function measurements is computationally expensive.
We study the aforementioned problem in a setting where the objective is convex as well as one where it is not. Gradient-based methods are popular for solving such optimization problems. In the simulationoptimization context, gradient information is typically unavailable, and has to be estimated from noisy function measurements. This setting is also referred to as the zeroth-order optimization model, where an optimization algorithm can obtain biased gradient information, albeit with a bias that can be controlled, usually at the cost of increased variance in the gradient estimate. Simultaneous perturbation [2, 13] refers to a class of algorithms that can provide biased gradient information, using noisy function measurements.
For gradient estimation in a zeroth-order optimization setting, we have two important alternatives. The first approach provides an estimate of the objective gradient/Hessian with an additive bias, say of O(η 2 ), where η is a parameter to be chosen by the optimization algorithm. The variance of the gradient estimate is O(1/η 2 ), and hence, the choice of η relates to bias-variance tradeoff [8] . Such an approach can be seen in [16, 2, 18] . We shall refer to this as the SP approach, as it involves the simultaneous perturbation trick for gradient estimation. The second approach finds an alternative (smooth) function that is not far from the objective, and provides a gradient estimate for this alternative function -(cf. [13, 7] ). We shall refer to this as the GS approach, as it involves smoothing using a Gaussian distribution. We study stochastic gradient algorithms that incorporate either SP-based or GS-based gradient estimates.
In [8] , the gradient estimation schemes motivated by SP and GS approaches have been formalized as biased gradient oracles. However, the aforementioned reference focused primarily on a convex objective, and derived an upper bound for a mirror-descent scheme. In contrast, we derive a matching upper bound, albeit with a regular stochastic gradient descent algorithm, with the added advantage that the stepsize we employ does not require knowledge of the underlying smoothness parameter. More importantly, unlike [8] , we study stochastic non-convex optimization problems with the biased gradient oracles mentioned before.
We also propose a variant of the zeroth-order setting, where the objective function has to be estimated from i.i.d. samples, leading to an estimation error component. The latter model is applicable in a reinforcement learning (RL) context, where the objective is not perfectly observable, and has to be estimated from sample trajectories. We formalize this through an optimization oracle, that outputs biased gradient information, while taking in an additional input of the mini-batch size. Finally, we also consider an optimization oracle that provides a biased gradient as well as Hessian information, along with a variant that incorporates an estimation error component. We study the performance of gradient-based algorithms in the convex as well as non-convex regimes under the proposed oracle.
We summarize our contributions in the stochastic non-convex optimization context. We analyze the performance of the zeroth-order gradient as well as quasi-Newton algorithms by deriving non-asymptotic bounds. In particular, we study the randomized stochastic gradient (RSG) [7] , and randomized quasi-Newton (RSQN) [19] algorithms. The case of unbiased gradient information is addressed in the aforementioned references. We consider the zeroth-order feedback model, i.e., a setting where only biased gradient information is available, and derive non-asymptotic bounds for zeroth-order variants of RSG and RSQN algorithms.
From our analysis in the stochastic non-convex optimization setting, we derive the following conclusions:
1. In the case of the zeroth-order setting without estimation error, we observe that the overall rate for the SP method is O(N −1/3 ), which is weaker than the corresponding result for the GS method (i.e., O(N −1/2 )) [7] . This is not surprising, as the SP approach results in a gradient estimate whose variance scales inversely with the perturbation constant η, and this is unlike the Gaussian smoothing approach, where such an inverse scaling is absent.
Next, we summarize our contributions in the stochastic convex optimization context. Using a proof technique that is similar to the one employed in the non-convex case, we provide a non-asymptotic bound for the RSG algorithm in a zeroth-order setting. A disadvantage with this approach is that it requires knowledge of the smoothness parameter for choosing stepsize. We overcome this dependency by employing a different algorithm that is based on [9] . We provide non-asymptotic bounds that hold in expectation for the final iterate of the stochastic gradient algorithm with biased gradient information. For the case of unbiased gradient information, the authors in [9] provide a bound of the order O N −1/2 , where N is the number of steps of the algorithm. We also provide a similar order bound, when the gradients are obtained using the GS approach. On the other hand, when SP-based gradient estimates are employed, the bound we obtain is of the order O N −1/3 . The latter bound is not surprising, considering a matching information-theoretic lower bound obtained in [8] .
Finally, we perform simulation experiments on synthetic as well as real-world data sets, and observe that: (i) RSG algorithm, when provided with unbiased gradient/Hessian information outperforms the other algorithms, and this is not surprising; and (ii) In the zeroth-order setting, among the variants of the RSG algorithm, where the variation is in the perturbation vectors used for gradient estimation, we observe that the GS method outperformed those using SP method. Among the RSQN variants, we observed that 2RDSA-Perm-DP, a recently proposed SP method that uses deterministic perturbations based on permutation matrices [15] , performed best. Moreover, RSQN variants outperformed the RSG variants.
The rest of the paper is organized as follows: Section 2 presents the simultaneous perturbation method based zeroth-order optimization oracles, Section 3 considers the stochastic non-convex optimization problem, and presents non-asymptotic bounds for both gradient and quasi-Newton algorithms, Section 4 considers the stochastic convex optimization problem and presents non-asymptotic bounds that hold in expectation for the random and last iterate of a stochastic gradient descent algorithm, Section 5 presents the nonasymptotic bounds using Gaussian smoothing method for both convex and non-convex objectives. Section 6 provides the proofs of all the bounds which are presented in the paper, Section 7 describes the simulation experiments, and finally, Section 8 provides the concluding remarks.
Notation: Throughout this paper we assume · = · 2 and 1 m×n is an m × n matrix with each entry as one.
Zeroth-order optimization oracles
We consider the following stochastic optimization problem:
where the function f : R d → R is assumed to be smooth, and ξ is the noise factor that captures stochastic nature of the problem. We operate in a simulation optimization setting [6] , i.e., we are given noisy measurements of the objective f . Gradient-based methods are very popular for solving the optimization problem formulated above, and we consider an iterative algorithm which obtains ∇f (·) via subsequent calls to a stochastic zeroth-order oracle.
In this paper, we consider two oracles: (i) a biased gradient oracle, and its variant involving an estimation error; and (ii) a biased gradient/Hessian oracle, with a variant involving an estimation error. We define the oracle corresponding to (i) below.
(O1) Biased gradient oracle
Input: x ∈ R d and perturbation parameter η > 0. Output: a gradient estimate g(x, ξ) ∈ R d that satisfies
Gradient estimation through the simultaneous perturbation (SP) method is a popular approach (see [2] for a textbook introduction), and the SP-based gradient estimates can be used to construct an oracle of type (O1), assuming that the underlying function f is either three-times continuously differentiable or convex and smooth (cf. [16, 14, 15, 2, 8] for a proof). Simultaneous perturbation stochastic approximation (SPSA) [16] and random directions stochastic approximation (RDSA) [14] are two popular SP-based estimation schemes, and for these methods, we have c 1 = κ 1 d 3 and c 2 = κ 2 d, where κ 1 , κ 2 > 0 are dimension-independent constants. The reader is referred to Section 6.1 for further details.
The second type of oracle, which is defined below, first estimates function value f as an average from m i.i.d. samples, and then uses the sample average to obtain the gradient information by using the SP method. (O2) Biased gradient oracle with estimation error
Input: x ∈ R d , perturbation parameter η > 0, and mini-batch size m > 0. Output: a gradient estimate g(x, ξ, m) ∈ R d , that satisfies
The oracle outlined above is appealing in several practical applications where f has to be estimated from i.i.d. samples coming from r.v. X. E.g., letf m k be an estimate of f from m k i.i.d. samples. Then, one usually has a Hoeffding type bond P(|f m k − f (X)| ≥ ) ≤ 2 exp(−cm k 2 ), and this leads to 
SP-based methods can be used to obtain estimates of the Hessian, in addition to gradient estimates, when the underlying function f is either four-times continuously differentiable or convex and smooth. The reader is referred to Lemma 6 in [15] or Lemma 7.11 in [2] for an SP-based Hessian estimate that satisfies the condition (c) above. Next, we define a variant of (O3) that is along of the lines of (O2). (O4) Biased gradient/Hessian oracle with estimation error
Input: x ∈ R d , perturbation parameter η > 0 and mini-batch size m > 0. Output: a gradient estimate g(x, ξ) ∈ R d , and a Hessian inverse estimate H(x, ξ, m) ∈ R d×d . These quantities satisfy (a) Same as (O2)-(a),
We also consider an alternative gradient estimation scheme based on the idea of Gaussian smoothing (GS) [13] method. Variant of oracles (O1) and (O2), motivated by the GS method are presented in Section 5. 1 
Stochastic Non-convex Optimization
In this section, we consider the problem in (1) , where the objective f is not assumed to be convex. We analyze gradient-based algorithms for solving (1) , under the following smoothness assumption:
(A1) Function f has Lipschitz continuous gradient with constant L > 0, i.e.,
We study the performance of the randomized stochastic gradient and quasi-Newton algorithms, proposed in [7, 19] . The gradient method is analyzed in the section below, while the quasi-Newton method is handled in the subsequent section.
We make the following assumption for the analysis of the gradient-based methods in a zeroth-order setting (a similar assumption is used in [1] ):
Zeroth-order randomized stochastic gradient (ZRSG) method
The pseudocode for the ZRSG algorithm is given below. The ZRSG algorithm performs an incremental update as defined in (2) , and outputs a random iterate, after N iterations.
Bounding the optimization error, i.e., f (x N ) − f (x * ) is difficult, when the objective is non-convex. However, a popular alternative is to show that the RSG algorithm converges to a point, where the gradient of the objective is small (quantified by a bound on the squared norm of the gradient) (cf. [7, 3, 19] ), and the following definition makes the optimization objective apparent. Definition 1. ( -stationary point) Let x R be the output of an algorithm. Then, x R is called an -stationary
We provide below a non-asymptotic bound for ZRSG with the oracle (O1) 2 . The oracle variant with estimation error is handled in the subsequent theorem. Theorem 1. (ZRSG with the oracle (O1)) Assume (A1) and (A2). With the oracle (O1), suppose that the ZRSG algorithm is run with the stepsize γ k , perturbation constant η k and mini-batch size m k set as follows:
Algorithm 1 Zeroth-order Randomized Stochastic Gradient (ZRSG)
Input: Initial point x 1 ∈ R d , iteration limit N , stepsizes γ k , perturbation parameter η k , mini-batch size m k (for the oracle (O2) with estimation error), probability mass function P R (·) supported on {1, . . . , N } (Let R denote the corresponding random variable). for k = 1, . . . , R do Call the oracle (O1) with x k and η k , or call the oracle (O2) with x k , η k and m k , to obtain the gradient estimate g k .
Perform the following stochastic gradient update:
where
end for Return x R .
Then, for any N ≥ 1, we have
and x * is an optimal solution to (1).
Proof. See Section 6.2.
The overall rate for the non-convex case is O N −1/3 , and as discussed in Theorem 7, this is not surprising since the perturbation parameter η relates to bias-variance tradeoff. Using the bound in Theorem 1, it is easy to see that the total number of iterations required for finding an -stationary point is at most
Remark 1. The stepsize γ k and perturbation constant η k are chosen as in (4), so that the overall rate is O( d 4 3 ) for finding an -stationary point. In arriving at this choice, we have considered dimension dependence in the constants c 1 and c 2 (see Section 6.1).
Remark 2. In [7] , the authors derive a non-asymptotic bound for a zeroth-order variant of their RSG algorithm under an oracle that is a variant to (O1) (see Section 5 below). Our result in Theorem 1 matches their bound. Moreover, unlike [7] , we derive a non-asymptotic bound for the oracle (O2), which involves an estimation error component (see Theorem 2 below).
An advantage with our analysis is that it allows a simpler distribution for picking the final iterate (see Proposition 1 in the Section 6.2.1). In particular, our bounds hold for an iterate x R that is picked uniformly at random from {x 1 , . . . , x N }. The net effect is that of iterate averaging, except that the averaging happens in expectation. Theorem 2. (ZRSG with the oracle (O2)) Assume (A1) and (A2). With the oracle (O2), suppose that the ZRSG algorithm is run with the stepsize γ k and perturbation constant η k set as defined in (4). (i) If the mini-batch size m k = N, ∀k ≥ 1, then, for any N ≥ 1, we have
, constants c 1 , c 2 and c 3 are as defined in (O2), B is as defined in (A2), and B SP is as defined in Theorem 1.
(ii) If the mini-batch size m k = k β , ∀k ≥ 1, for some constant β > 0, then, for any N ≥ 1, we have
where constants are the same as in part (i).
It is interesting to note that, even with estimation error, the mini-batch size m k can be controlled to recover a rate that matches the order in the oracle (O1) up to constant factors (see Theorem 1) . As before, the total number of iterations required for finding an -stationary point is at most O( d 4 3 ). Remark 3. From Theorem 2, it is apparent that increasing the mini-batches at a rate k β , with β > 2, leads to a better bound as compared to the case when the batch sizes increase linearly with N . More precisely, while the overall order of the bound remains O N −1/3 , the terms marked (I), (II) and (III) are significantly smaller in the case when β > 2.
Remark 4. By a completely parallel argument to that in the proof of Theorem 2, one can infer that a constant batch size, i.e., m k ≡ m 0 , would result in an order O N −1/6 bound. The latter bound is clearly inferior to those with increasing batch sizes.
Zeroth-order randomized stochastic quasi-Newton (ZRSQN) method
The zeroth-order variant of RSQN [19] is presented below. As with ZRSG, the algoritm below picks a random iteration, after N update iterations using (7) .
For the sake of analysis, we make the following assumption:
(A3) For any k ≥ 1,
where the notation A B with A, B ∈ R d×d means that A − B is positive semidefinite.
The assumption above can be ensured by having
is an approximation of the Hessian ∇ 2 f (x k ), and the projection operator Υ(B(x k , ξ k )) is defined as performing an eigen-decomposition of matrix B(x k , ξ k ) followed by projecting the eigenvalues on to the range [C l , C u ], as discussed in [15] . We provide below a non-asymptotic bound for ZRSQN with the oracle (O3). The subsequent theorem handles the oracle variant that involves an estimation error component.
Algorithm 2 Zeroth-order Randomized Stochastic quasi-Newton (ZRSQN)
Input: Initial point x 1 ∈ R d , iteration limit N , stepsizes γ k , perturbation parameter η k , mini-batch size m k (for the oracle (O4) with estimation error), probability mass function P R (·) supported on {1, . . . , N } (Let R denote the corresponding random variable). for k = 1, . . . , R do Call the oracle (O3) with x k and η k , or call the oracle (O4) with x k , η k and m k , to obtain the gradient estimate g k , and a Hessian inverse estimate H k .
Perform the following stochastic quasi-Newton update:
where g k is as defined in (3) and
Theorem 3. (ZRSQN with the oracle (O3)) Assume (A2) and (A3). With the oracle (O3), suppose that the ZRSQN algorithm is run with the stepsize γ k and perturbation constant η k set as follows:
where Λ, C l , and C u are as in (A3). Then, for any N ≥ 1, we have
, constants c 1 , c 2 are as defined in (O1), B is as defined in (A2), and D f is as defined in (5) .
Proof. See Section 6.3.
Remark 5.
A second-order method such as RSQN would provide a rate similar to that in RSG, since the net effect of RSG algorithm is that of iterate averaging in expectation. Such a finding is not surprising, and the reader is referred to an analysis of iterate averaging and second-order methods in Section 5 of [5] , albeit from an asymptotic convergence rate viewpoint, to see the parallel. Remark 6. Comparing the bound obtained above with that in Theorem 1, we observe that the initial error (the first term in either bound) that relates to the starting point of the algorithm is forgotten a little faster in the quasi-Newton case, while the other term matches up to constant factors. Theorem 4. (ZRSQN with the oracle (O4)) Assume (A2) and (A3). With the oracle (O4), suppose that the ZRSQN algorithm is run with the stepsize γ k and perturbation constant η k set as in Theorem 3, and mini-batch size m k = N, ∀k ≥ 1. Then, ∀N ≥ 1, we have
, constants c 1 , c 1 , c 2 and c 3 are as defined in (O4), B is as defined in (A2), and D f is as defined in (5) .
From the bounds in Theorems 3 and 4, we observe that the number of iterations required for finding an -stationary point is at most O( d 4 3 ). As in the case of ZRSG, the stepsize γ k and perturbation constant η k are chosen as in (8) , so that the overall rate is O( d 4
3 ) for finding an -stationary point. In arriving at this choice, we have considered dimension dependence in the constants c 1 , c 1 and c 2 in oracles (O3) and (O4).
Stochastic Convex Optimization
In this section, we consider the problem min x∈W {f (x) = E ξ [F (x, ξ)]} under the assumption that f is a convex function, and W is a bounded convex set. These assumptions are made precise below.
(A4) The function f satisfies ∇f (x) ≤ G, for every x ∈ W.
(A5) The set W is convex and compact. Further, x − y ≤ D, ∀x, y ∈ W, for some D > 0.
Note that the function f is not assumed to be strongly convex. Let x * ∈ W be a minimizer of f (·). We first analyze the ZRSG algorithm in a convex setting, and subsequently present the ZSGD algorithm, which is a zeroth-order variant of the algorithm in [9] .
Zeroth-order randomized stochastic gradient (ZRSG) method
We provide below a non-asymptotic bound for ZRSG with the oracle (O1). The subsequent theorem handles the oracle variant that involves an estimation error component.
Theorem 5. (ZRSG with the oracle (O1)) Assume (A1) and (A5). With the oracle (O1), suppose that the ZRSG algorithm is run with the stepsize γ k , perturbation constant η k and mini-batch size m k set as defined in (9), then, for any N ≥ 1, we have Proof. See Section 6.4.
The O(N −1/3 ) bound of the RHS above matches that in Theorem 1 with the non-convex objective. However, unlike non-convex case, we bound the optimization error E[f (x R )] − f (x * ) and as a result few terms are independent of L. A similar observation holds for the Theorem 6 below with the oracle involving an estimation error component. Theorem 6. (ZRSG with the oracle (O2)) Assume (A1) and (A5). With the oracle (O2), suppose that the ZRSG algorithm is run with the stepsize γ k , perturbation constant η k and mini-batch size m k set as follows:
constants c 1 , c 2 and c 3 are as defined in (O2), and D as defined in (A5).
Proof. See Section 6.4.
In the next section, we study a zeroth-order stochastic gradient descent (ZSGD) method, to derive nonasymptotic bound on the optimization error for the last iterate, i.e.,
. This is unlike the bounds in Theorem 5 and 6 for ZRSG, which was for a random iterate. In practice, the last iterate is usually preferred. Moreover, the analysis in ZSGD is superior to that of ZRSG, because it does not require smoothness in the analysis.
Zeroth-order stochastic gradient descent (ZSGD) method
The pseudocode for the ZSGD algorithm, which is designed to minimize f , given biased gradient measurements, through the oracle (O1) or (O2) is given below.
Algorithm 3 Zeroth-order Stochastic Gradient Descent (ZSGD)
Input: Initial point x 1 ∈ W, iteration limit N , stepsizes γ k , perturbation parameter η k , mini-batch size m k (for the oracle (O2) with estimation error) and projection operator Π W . for k = 1, . . . , N do Call the oracle (O1) with x k and η k , or call the oracle (O2) with x k , η k and m k , to obtain the gradient estimate g k .
where Π W is a operator that projects on to the closed convex set W ⊂ R d and g k is as defined in (3). end for Return x N .
We follow the approach from [9] , i.e., we assume the knowledge of N , which is the total number of iterations of ZSGD, and split the horizon N into l phases. The choice of phase lengths, and the step-size decay in each phase is performed along the lines of [9] . However, unlike their work that assumed unbiased gradient information, we operate in a setting where biased gradient information is available through oracle (O1), and this induces significant deviations in the proof. Morever, our setting features a perturbation constant parameter, which has to be chosen in a phase-dependent manner as well. We make the choice of phases precise below.
Let l := inf{i : N · 2 −i ≤ 1},
From the phase definitions above, it can be seen that N i is an increasing sequence. Further, N 1 ≈ N 2 , N 2 ≈ N 2 + N 4 , and so on. In the theorem below, we provide a non-asymptotic bound on the optimization error, i.e., E[f (x N )] − f (x * ) for the ZSGD with the oracle (O1) and (O2).
Theorem 7. (ZSGD with the oracle (O1)) Assume (A4) and (A5). With the oracle (O1), suppose that the ZSGD algorithm is run with the stepsize γ k and perturbation constant η k set as follows:
where C > 0 and N i , l is as defined in (11) . Then, for any N ≥ 4, we have
Proof. See Section 6.5.
Remark 7. The overall rate, from the bound above, is O N −1/3 , and this is not surprising because the bias of the gradient cannot be made arbitrarily small by setting η to a low value, as the variance of the gradient estimates scales inversely with η. The (asymptotic) convergence rate results for SPSA in [16] , and RDSA in [14] , also exhibit the same order. Moreover, a lower bound in [8] shows that, with a biased gradient oracle (such as (O1)), the optimization error
is Ω N −1/3 in a minimax (or information-theoretic) sense for the case of a convex objective f .
Unlike [8] , we derive a matching upper bound, albeit with a regular SGD algorithm, with the added advantage that the stepsize we employ does not require knowledge of the underlying smoothness parameter.
The theorem below provides a bound for the case when ZSGD algorithm is run with the oracle (O2), which contains an estimation error component. Theorem 8. (ZSGD with the oracle (O2)) Assume (A4) and (A5). With the oracle (O2), suppose that the ZSGD algorithm is run with the stepsize γ k , perturbation constant η k and mini-batch size m k set as follows:
Interestingly, the bound above matches the one obtained for ZSGD with (O1), and this is because of an increasing mini-batch size m k , which is also phase-dependent. Remark 8. The analysis used in arriving at the bounds in Theorems 7 and 8 cannot be extended to the nonconvex case. This is because the analysis takes a dual viewpoint and approaches the minima of the objective from below, and in this process, convexity is strictly necessary. Intuitively, it may be challenging to provide bounds for the last iterate sans averaging in a non-convex optimization setting, while it is possible to provide bounds for the averaged iterates (or the random iterate of ZRSG, which is an average in expectation) in the non-convex case.
Gaussian Smoothing
In this section, we define variants of the oracles (O1) and (O2), and derive non-asymptotic bounds that are parallel to those in Theorems 2, 6 and 7.
Zeroth-order optimization oracles
The biased gradient oracle variant is defined below.
(O1') Biased gradient oracle -variant
Input: x ∈ R d and smoothing parameter η > 0.
The oracle defined above can be constructed using the Gaussian smoothing approach, proposed in [10] , and studied later in a convex optimization setting in [13] . In particular, the reader is referred to Lemma 3 in [13] and Lemma B.1 in [1] for constructing a gradient estimate that satisfies conditions (a) and (b), respectively.
Next, we define a variant of (O2), motivated by the GS approach. (O2') Biased gradient oracle with estimation error -variant
Input: x ∈ R d , smoothing parameter η > 0 and mini-batch size m > 0. Output: a gradient estimate g(x, ξ, m) ∈ R d , such that the following hold:
for some positive constants c 1 , c 2 , c 2 and c 3 .
For the two oracles defined above, using the GS approach leads to the following constants [1] :
Non-asymptotic bounds
We provide below a non-asymptotic bound for the ZRSG algorithm with the oracle (O2') and non-convex objective.
Theorem 9. (ZRSG with the oracle (O2')) Assume (A1) and (A2). With the oracle (O2'), suppose that the ZRSG algorithm is run with the stepsize γ k , smoothing parameter η k and mini-batch size m k set as follows:
Then, for any N ≥ 1, we have A2), and D f is as defined in (5).
Proof. See Section 6.6.1.
From the bound in Theorem 9, it is easy to see that the total number of iterations required for finding an -stationary point is at most O( d 2 ). In comparison to the bound for the SP method, the O N −1/2 is better, and we believe that this improvement is because the variance of the gradient estimate in this oracle does not increase at the cost of bias.
Remark 9. In comparison to the bound obtained for biased gradient without estimation error oracle (O1') in Corollary 3.3 of [7] , we remark that our above bound matches their order, except that there are additional factors owing to estimation error.
We now provide a non-asymptotic bound for the ZRSG and ZSGD algorithm for the convex objective.
Theorem 10. (ZRSG with the oracle (O2')) Assume (A1) and (A5). With the oracle (O2'), suppose that the ZRSG algorithm is run with the stepsize γ k , smoothing parameter η k and mini-batch size m k set as follows:
, constants c 1 , c 2 ,c 2 and c 3 are as defined in (O2'), and D as defined in (A5).
Proof. See Section 6.6.2.
From the bound in Theorem 10, it is easy to see that the total number of iterations required for finding an -optimal solution is at most O( d 2 ). Similar to the previous case with non-convex objective, we get a better bound of O(N −1/2 ) for the GS method with convex objective.
Remark 10. The non-asymptotic bounds similar to those in Theorems 1 and 5 for the Gaussian smoothing case with oracle (O1') are derived in [7] .
Theorem 11. (ZSGD with the oracle (O1')) Assume (A4) and (A5). With the oracle (O1'), suppose that the ZSGD algorithm is run with the stepsize γ k and perturbation constant η k set as follows:
Proof. See Section 6.6.3.
It is interesting to note that the overall rate of O(N −1/2 ) obtained for the zeroth order case, with biased gradients estimated using GS method, matches with the case when unbiased gradient information is available [9] . Unlike [7] where the authors provide a O(N −1/2 ) bound for a random iterate using the ZRSG algorithm, we provide bound for the last iterate of ZSGD. Apart from a practical preferance for using the last iterate, an advantage with our approach is that for setting the step size γ k and smoothing parameter η k (16), we do not require the knowledge of Lipschitz constant L (see (A1)) and D X := x 1 − x * . The latter quantity is typically unavailable in practice, as it relates to the initial error. A similar observation holds true for the non-convex case as well (see Theorem 9 below).
Remark 11. Recent work in [21] analyzed a regularized quasi-Newton algorithm for stochastic convex optimization. Specializing their non-asymptotic bound to a regularized stochastic gradient algorithm would lead to a bound of the
In contrast, we obtain a bound of the order O N −1/2 using Theorem 11.
Remark 12. Non-asymptotic bound similar to those in Theorems 3, 4 and 8 for the Gaussian smoothing case, can be derived by using a parallel argument to the proof of simultaneous perturbation method.
Convergence proofs
This section is organized as follows: In Section 6.1, we list the gradient and Hessian estimates of a few popular simultaneous perturbation-based schemes. In Section 6.2, we prove the bounds for the ZRSG algorithm with oracles (O1) and (O2). Recall that ZRSG is a gradient-based method for solving stochastic non-convex optimization problems, while (O1) (resp. (O2)) is a simultaneous perturbation-based optimization oracle that provides biased gradient information (resp. with estimation error). In Section 6.3, we prove the bounds for the ZRSQN algorithm with oracles (O3) and (O4). Recall that ZRSQN is a gradient/Hessian-based method for solving stochastic non-convex optimization problems, while (O3) (resp. (O4)) is a simultaneous perturbation-based optimization oracle that provides biased gradient/Hessian information (resp. with estimation error). In Section 6.4 (resp. 6.5), we prove the bounds for solving stochastic convex optimization problems using the ZRSG (resp. ZSGD) algorithm with oracles (O1) and (O2). In Section 6.6, we prove the bound for the ZRSG and ZSGD algorithm with oracle (O1') and for the ZRSG algorithm with oracle (O2'). Recall that (O1') (resp. (O2')) is a Gaussian smoothing-based optimization oracle that provides biased gradient information (resp. with estimation error).
For the proofs, we follow the technique from [7] for the case of stochastic non-convex optimization and from [9] for the case of stochastic convex optimization. However, there are significant deviations in our proofs since we employ a biased gradient model, with/without estimation error. In particular, the analysis includes additional terms owing to the gradient bias and estimation error, in turn leading to a variation in the optimal choice for stepsizes γ k and perturbation constant η k , as compared to previous works. Further, the model with estimation errors has an additional batch size m k parameter that needs to be optimized as well.
Gradient and Hessian estimation
Let
where ξ + , ξ − , ξ is the measurement noise, η is a perturbation constant, and ∆ = ∆ 1 , . . . , ∆ d is a random perturbation vector, which is chosen such that ∆ i , i = 1, . . . , d are i.i.d. and independent of the noise sequence.
The gradient estimates are formed using two function evaluations (i.e., y + and y − ) while constructing a Hessian estimate would require a third function evaluation (i.e., y).
SP method
The gradient and Hessian estimate using different random perturbation vectors are as follows:
1. SPSA [16, 17] Let y + and y − be as defined in (17) . Then, 2. RDSA with uniform perturbations (RDSA-Unif) [14] Let y, y + and y − be as defined in (17) . Then,
In the above,
3. RDSA with asymmetric Bernoulli perturbations (RDSA-AsymBer) [14] Let y, y + and y − be as defined in (17) . Then,
, ∆ i , ∀i = 1, . . . , d for some constant > 0, are i.i.d. as follows:
4. RDSA with semi-lexicographic based deterministic perturbations (RDSA-Lex-DP) [15] Let
In the above, y is as defined in (17), and κ = 1
5. RDSA with permutation matrix-based deterministic perturbations (RDSA-Perm-DP) [15] Let
where ξ + m and ξ − m denotes the measurement noise. Then,
In the above, y is as defined in (17), ∆ i m , ∀i, m = 1, . . . , d are i.i.d. permutation matrix-based deterministic perturbations. A permutation matrix is a matrix whose rows are the rows of an identity matrix in some order.
The constants for the various SP-based gradient estimates depend on the type of random perturbation used, and also, the nature of the objective, i.e., whether it is convex or not. We summarize these constants below, while hiding the dependence on the moments of the random perturbation inside constant factors.
1.
If the function f is three-times continuously differentiable, then the constants c 1 and c 2 are as follows (see [16, 14, 15] ):
where the constant α 0 depends on the second moment of the random perturbation employed in the gradient estimate, and a bound on the third derivative of the objective f . The constant α 1 depends on the variance of the measurement noise.
2.
If the function f is convex and smooth, then the constants c 1 and c 2 are as follows (see [8] ):
where L is the Lipschitz constant defined in (A1), α 0 is a constant that depends on the second moment of the random perturbation employed in the gradient estimate, and α 1 is a constant that depends on the variance of the measurement noise.
The constant c 1 , which features in the bias of the Hessian estimate in oracle (O3), is of the same order as c 1 , in terms of the dependence on the dimension d.
GS method [13]
Let y + and y − be as defined in (17) . Then,
where ∆ is a d-dimensional Gaussian vector composed of standard normal r.v.s., i.e., ∆ ∼ N (0, I d ). The constants arising out of an analysis of the bias and variance of the GS-based estimate defined above are listed in Section 5.
Proofs for Stochastic Non-Convex Optimization: ZRSG
We prove Theorem 2 first, and Theorem 1 would follow through a simple modification to the proof of Theorem 2.
Proof of Theorem 2
In the proposition below, we state and prove a general result that holds for any choice of non-increasing stepsize sequence, perturbation constants and batch sizes. Subsequently, we specialize the result for the choice of parameters suggested in Theorem 2, to prove the same.
Proposition 1. Assume (A1) and (A2). With the oracle (O2), suppose that the ZRSG algorithm is run with a non-increasing stepsize sequence satisfying 0 < γ k ≤ 1/L, ∀k ≥ 1 and with the probability mass function P R (·)
then, for any N ≥ 1, we have
where c 1 , c 2 and c 3 are as defined in (O2), B is as defined in (A2), and D f as defined in (5).
Proof. We use the technique from [7] . However, our proof involves significant deviations owing to the fact that the simultaneous perturbation method has a variance in gradient estimates that scales inversely with perturbation constant η k , and this is unlike the Gaussian smoothing approach, where such an inverse scaling is absent (instead, the variance scales directly with η k ). Further, the model with estimation errors has an additional batch size m k parameter that needs to be optimized as well.
Under assumption (A1), we have
Taking expectations with respect to ξ [k] on both sides of (20) and
where we have used the fact that − X 1 ≤ d i=1 x i for any vector X in arriving at the inequality (21) and the last inequality follows from the fact that ∇f (x k ) 1 ≤ B. Re-arranging the terms, we obtain
Now, summing up the inequality above over k = 1 to N , and taking expectations, we obtain
Noting
The last inequality follows from the fact that
The bound in (19) follows by using the distribution of R (specified in (18)) in the RHS above.
We now specialize the result obtained in the proposition above, to derive a non-asymptotic bound for ZRSG with gradients estimated by the SP method with function estimation error.
Proof. (Theorem 2 (i))
Recall that the stepsize γ k , perturbation constant η k and mini-batch size m k are defined as follows:
Combining (18) with (19), we obtain
In the above, inequality (23) follows by using the fact that γ ≤ 1/L, and the inequality (24) follows by using the definition of γ, η and m. Now, we specialize the result in (19) for increasing batch size i.e., m k = k β for some constant β > 0.
Proof. (Theorem 2 (ii))
Recall the stepsize γ k and perturbation constant η k from equation (22). Combining (18) with (19), we obtain
.
In the above, inequality (25) follows by using the fact that γ ≤ 1/L, and the inequality (26) follows by using the definition of γ, η and m.
Proof of Theorem 1
Proof. (Theorem 1) Proof follows in a similar manner as that of Theorem 2(i) in Section 6.2.1 after setting m k = ∞, ∀k ≥ 1 or c 3 = 0.
Proofs for Stochastic Non-Convex Optimization: ZRSQN
We prove Theorem 4 first, and Theorem 3 would follow through a simple modification to the proof of Theorem 4.
Proof of Theorem 4
In the proposition below, we state and prove a general result that holds for any choice of non-increasing stepsize sequence, perturbation constants and batch sizes. Subsequently, we specialize the result for the choice of parameters suggested in Theorem 4, to prove the same.
[19] has a result in Theorem 2.4 for an unbiased gradient/Hessian oracle, however, our proof involves significant deviations owing to the fact that we employ biased gradient/Hessian oracle. Further, the simultaneous perturbation method has a variance in gradient estimates that scales inversely with perturbation constant η k . Proposition 2. Assume (A2) and (A3). With the oracle (O4), suppose that the ZRSQN algorithm is run with a non-increasing stepsize sequence satisfying 0 < γ k ≤ 2C l −1 ΛC 2 u , ∀k ≥ 1 and with the probability mass function P R (·) as defined in (18), then, for any N ≥ 1, we have
where constants c 1 , c 1 , c 2 and c 3 are as defined in (O4), Λ, C l , C u is as defined in (A3), B is as defined in (A2), and D f as defined in (5).
Proof. Under assumption (A3), we have
Taking expectations with respect to ξ [k] on both sides of (28) and using (i)
Noting that we make calls to the oracle (O4), to obtain H(x k , ξ k , m k ) and g(x k , ξ k , m k ), and assuming independence between them, we have
). Plugging this equality in the equation above and noting (A3), we obtain
where we have used the fact that −
√ m k , then using the fact that ∇f (x k ) 1 ≤ B, we have
Re-arranging the terms, we obtain
Note that , and
≥ 0. The bound in (27) follows by using the distribution of R (specified in (18) ), and plugging ∆H k and ∆g k in the RHS above.
We now specialize the result obtained in the proposition above, to derive a non-asymptotic bound for ZRSQN with gradients and Hessian estimates provided by (O4).
Proof. (Theorem 4)
Combining (18) with (27), we obtain
In the above, inequality (30) follows by using the fact that γ ≤ 1/L, and the inequality (31) follows by using the definition of γ, η and m.
Proof of Theorem 3

Proof. (Theorem 3)
Proof follows in a similar manner as that of Theorem 4 in Section 6.3.1 after setting m k = ∞, ∀k ≥ 1 or c 3 = 0.
Proofs for Stochastic Convex Optimization: ZRSG
We prove Theorem 6 first, and Theorem 5 would follow through a simple modification to the proof of Theorem 6.
Proof of Theorem 6
In the proposition below, we state and prove a general result that holds for any choice of non-increasing stepsize sequence, perturbation constants and batch sizes. Subsequently, we specialize the result for the choice of parameters suggested in Theorem 6 and 10, to prove the same. Proposition 3. Assume (A1) and (A5). With the oracle (O2), suppose that the ZRSG algorithm is run with a non-increasing stepsize sequence satisfying 0 < γ k ≤ 1/L, ∀k ≥ 1 and with the probability mass function P R (·) as defined in (18), then, for any N ≥ 1, we have
where constants c 1 , c 2 and c 3 are as defined in (O2), and D as defined in (A5).
Proof. Let ω k = x k − x * for any x k ∈ R d . Then for any k = 1, . . . , N , we have,
Taking expectations with respect to ξ [k] on both sides of (33), and using (i)
Using the fact that f (·) is convex, we have ∇f (x k ) 2 ≤ L ∇f (x k ) , x k − x * , further from (A1) and (A5), we have ∇f (x k ) ≤ L x k − x * ≤ LD. Plugging it in equation above, we obtain,
where the second inequality follows from the fact that − d i=1 x i ≤ X 1 for any vector X, and the last inequality follows from the fact that f (·) is convex along with X 1 ≤ √ d X for any vector X. Rearranging the terms, we obtain
Now summing up the inequality above from k = 1 to N and taking expectation on both sides of above equation, we obtain
We conclude by combining the above result with (18) .
Proof. (Theorem 6)
Combining (18) with (32), we obtain
In the above, inequality (35) follows by using the fact that γ ≤ 1/L, and the inequality (36) follows by using the definition of γ, η and m.
Proof of Theorem 5
Proof. Proof follows in a similar manner as that of Theorem 6 in Section 6.4 after setting m k = ∞, ∀k ≥ 1 or c 3 = 0.
Proofs for Stochastic Convex Optimization: ZSGD
We prove Theorem 8 first, and Theorem 7 would follow through a simple modification to the proof of Theorem 8.
Proof of Theorem 8
The proof proceeds through a sequence of lemmas. We follow the technique from [9] and prove that the last iterate x N of the ZSGD algorithm has an optimization error rate of O(N −1/3 ) with oracle (O2). As mentioned before, the proof involves significant deviations owing to the fact that unbiased gradient information is not available, leading to additional terms involving perturbation constants (arising out of gradient bias), and mini-batch sizes (arising due to estimation errors). Recall that N i , l is defined as follows:
Further, when N i < k ≤ N i+1 , 0 ≤ i ≤ l, stepsize γ k , perturbation constant η k , and mini-batch size m k is defined as follows:
where C > 0. Note that, unlike [9] , parameters η k and m k are local to our setting, and due to the inverse scaling of variance in gradient estimates with η k , the stepsizes γ k chosen is of O( 1 N 2/3 ) and not O( 1 √ N ). We divide the proof into phases N i , let x 1 , . . . , x N be the output of the ZSGD algorithm. We start with a variant of Lemma 1 from [9] . In comparison to their result, our claim below features additional factors involving perturbation constant η k and mini-batch size m k owing to the zeroth-order setting we consider. Lemma 1. Assume (A4) and (A5). With the oracle (O2), suppose that the ZSGD algorithm is run with stepsize sequence {γ k } N k=1 . Then, given any 1 < k 0 < k 1 ≤ N , we have
, constants c 1 , c 2 is as defined in (O2) and D is as defined in (A5).
Proof. Let ω k = x k − x k 0 for any x k ∈ R d . Then for any k = 1, . . . , N , we have,
The inequality in (39) holds because x k 0 is already in the convex set W, and Π W is a non-expansive projection operator. Taking expectations with respect to ξ [k] on both sides of (40), and using (i)
Using ∇f (x) ≤ G from (A4), we obtain
Summing the above over k = k 0 to k 1 , taking expectations, and using (A5), i.e., x 1 − x * ≤ D, we conclude
Lemma 2. Under conditions of Lemma 1, with γ k = γ, η k = η, ∀k ≥ 1, for any N ≥ 1, we have
where c 1 is as defined in (O2), G is as defined in (A4) and D is as defined in (A5).
Proof. Let ∆g k := g(x k , ξ k , m k ) − ∇f (x k ) and y k+1 = x k − γ k (∇f (x k ) + ∆g k ), then we have x k+1 = Π X (y k+1 ). Using the definition of convexity, we obtain
where we have used the identity 2a b = a 2 + b 2 − a − b 2 in arriving at the equality in (41). Using
Taking expectations and using y k+1 − x * ≥ x k+1 − x * (see Lemma 3.1 in [4] ), we obtain
In the above, the second inequality follows from the fact that − d i=1 x i ≤ X 1 for any vector X, and the last inequality follows from the fact that X 1 ≤ √ d X for any vector X. Summing (42) over k, with γ k = γ, η k = η, ∀k ≥ 1, and using
Proof. (Theorem 8) Recall the definition of N i , l from equation (37) and let n i , 0 ≤ i ≤ l + 1 be defined as follows:
We split the horizon N into l phases, then to show that the function value for the final iterate x N in the last phase (N l+1 = N ) is close to optima f (x * ). Using the fact that n l+1 = N , we have
Now to bound E[f (x n i+1 ) − f (x n i )], we first consider the case when i ≥ 1. Using Lemma 1 with k 0 = n i and k 1 = N i+2 , we obtain N i+2
The inequality in (45) follows from the fact that γ k and η k are decaying in a phase-dependent manner (see (38) ). Note that from the definition of
where the second inequality follows from the assumption that E[f (x n i+1 )] ≥ E[f (x n i )], and the fact that N i+2 − N i ≥ N i+2 − n i + 1. The last inequality follows from the Lemma 4 of [9] . Combining (46) and (47), we obtain
This completes the proof for the case when i ≥ 1. The proof for the case when i = 0 follows in a similar manner. Plugging (48) in (44), we obtain
Note that for all k ≤ N 1 , we have step size γ k = C N 2/3 and perturbation parameter η k = N −1/6 . Let x k be the output of ZSGD algorithm, then using the fact that infimum is smaller than any weighted average, we have
where the inequality in (50) follows from the fact that N 1 ≤ 2(N 1 − N 4 + 1), the inequality in (51) follows from the Lemma 2 and the final inequality follows from the fact that N 4 ≤ N 1 ≤ N 2 . We conclude by plugging (52) in (49) to obtain
Proof of Theorem 7
Proof. (Theorem 7)
Proof follows in a similar manner as that of Theorem 8 in Section 6.5.1 after setting m k = ∞, ∀k ≥ 1 or c 3 = 0. Proof. Following the proof in a similar manner as that of Proposition 1, we obtain
Then, following the proof in a similar manner as that of Theorem 2, we obtain
We conclude by plugging values of γ, η, and m as defined in Theorem 9 in the above equation.
Proof of Theorem 10
Proof. Following the proof in a similar manner as that of Proposition 3, we obtain
Then, following the proof in a similar manner as that of Theorem 6, we obtain
We conclude by plugging values of γ, η and m as defined in (15) in the above equation.
Proof of Theorem 11
The proof proceeds through a sequence of lemmas, similar to the proof of Theorem 8 in Section 6.5.1 for the simultaneous perturbation method.
Lemma 3. Assume (A4) and (A5). With the oracle (O1'), suppose that the ZSGD algorithm is run with stepsize sequence {γ k } N k=1 . Then, given any 1 < k 0 < k 1 ≤ N , we have
Proof. Follows by a completely parallel argument to the proof of Lemma 1, after observing that
Lemma 4. Assume (A4) and (A5). With the oracle (O1'), suppose that the ZSGD algorithm is run with a constant stepsize and constant perturbation parameter, i.e., γ k = γ, η k = η, ∀k ≥ 1. Then, for any k ≥ 1, we have
where c 1 is as defined in (O1), G is as defined in (A4) and D is as defined in (A5).
Proof. Proof follows in a similar manner as that of Lemma 2, with the following modification:
Proof. (Theorem 11) Using a parallel argument to the initial passage in the proof of Theorem 8 leading upto equation (48), we obtain
Plugging (54) in (44), we get
As in the proof of Theorem 8, we obtain
where the second inequality follows from the fact that N 1 ≤ 2(N 1 − N 4 + 1), third inequality follows from the Lemma 4 and the final inequality follows from the fact that N 4 ≤ N 1 ≤ N 2 . We conclude by plugging (56) in (55) to obtain
7 Simulation Experiments
Implementation
We perform simulation experiments to evaluate the performance of the ZRSG and ZRSQN algorithm in two different settings. In the first setting, unbiased gradient/Hessian information is available to the ZRSG/ZRSQN algorithm, while in the second setting, only biased gradient/Hessian information (albeit with a controllable bias) is available. We test the performance of the ZRSG/ZRSQN algorithm on two different objective functions: (i) a support vector machine (SVM) problem that has been used earlier to test gradient-based schemes under a non-convex objective (cf. [11, 7] ); and (ii) a multi-modal function [12] that is part of the problems library of simulation optimization toolkit 3 .
We perform experiments using the GS and SP methods for estimating gradients/Hessian. We consider the following three estimation variants: (i) GS: This corresponds to the Gaussian smoothing method proposed in [13] ; (ii) 1SPSA and 2SPSA: This corresponds to the first-and second-order SPSA algorithm [17] with Bernoulli perturbations; and (iii) 1RDSA-AsymBer and 2RDSA-AsymBer: This corresponds to the first-and second-order RDSA algorithm with asymmetric Bernoulli perturbations (distribution parameter is set to 0.0001, see [14] ); and (iv) 1RDSA-Perm-DP and 2RDSA-Perm-DP: This is the recently proposed first-and second-order variant of RDSA, where the perturbations are non-random, and instead use the rows of a permutation matrix [15] .
To estimate the problem parameters, namely, L, Λ, σ 2 , and a bound, say α 0 , on the derivative of the objective function, we use an initial i.i.d. sample of size N 0 = 200. We compute the l 2 -norm of the Hessian of the objective function at 200 randomly selected points, by averaging over N 0 samples, and then take the maximum l 2 -norm of the Hessian over these points as an estimation of L, Λ. A similar procedure has been employed in [7] . Similarly, 200 i.i.d. samples of the squared norm of stochastic gradient of the objective, and third derivative of the objective, respectively, are used to estimate σ 2 and α 0 . For the SVM problem setting, the optima x * is unknown. However, using the fact that the objective has non-negative optimal values, i.e., f (x * ) ≥ 0, we infer that D f ≤ f (x 1 ). Using these estimates, we implement the ZRSG algorithm with a stepsize chosen as mentioned in Theorem 1 and 4 for different settings.
For performance evaluation, we use the squared norm of the gradient (SNG) at x R as the performance metric. All results are averages over 50 independent simulations.
(Non-convex) SVM objective function
In our first experiment, we consider the following SVM problem with a non-convex sigmoid loss function:
for some λ > 0. We consider synthetic data set and two real data sets, namely, heart disease and banknote authentication data set. In this experiment, we set λ = 0.01 and use 60% of the records as training data and the remaining 40% as testing data for performance evaluation.
Synthetic data set
Here, we assume that each data point (u, v) is drawn from the uniform distribution on [0, 1] d × {−1, 1}, where u ∈ R d is the feature vector and v ∈ {−1, 1} denotes the corresponding label. We set the initial point to x 1 = 5 * x 1 , wherex 1 was drawn from the uniform distribution over [0, 1] d . We generated data set of length 10000 using the following steps: (i) Generate a sparse vector u with 5% nonzero 2SPSA 1RDSA-Perm-DP 2RDSA-Perm-DP Figure 1 : Evolution of the SNG as the iteration limit is varied, for the ZRSG and ZRSQN algorithm under the non-convex SVM problem (57) on synthetic dataset for d = 50.
components following the uniform distribution on [0, 1] d ; (ii) Set v = sign( x, u ) for somex ∈ R d drawn from the uniform distribution on [−1, 1] d . A similar procedure is employed in [19, 7] . Figure 1 present the SNG at x R for the ZRSG and ZRSQN algorithm with unbiased and biased gradients/Hessian for the nonconvex SVM problem (57) for d = 50. As in the case of real-world data sets, the ZRSG/ZRSQN algorithm with unbiased gradient/Hessian outperforms the other algorithms. Among the biased gradient/Hessian methods, 2RDSA-Perm-DP and GS performed best. Here, also we observe that the second-order methods perform better than their first-order counterpart. 1SPSA (resp. 2SPSA) and 1RDSA-AsymBer (resp. 2RDSA-AsymBer) exhibited similar performance. Hence, for the sake of readability, the SNG of 1RDSA-AsymBer and 2RDSA-AsymBer is not shown in the figure.
Heart Disease and Banknote Authentication Data Sets
Heart disease data set was taken from the StatLog database available in the UCI Repository 4 . It contains 270 records and 13 distinct attributes belonging to two classes: the presence or absence of heart disease. Banknote authentication data set was taken from the UCI Repository 5 . It contains 1,372 observations (banknotes) and four attributes belonging to two classes: genuine or counterfeit banknotes. Figure 2a presents the SNG at x R for the ZRSG and ZRSQN algorithms with unbiased and biased gradients/Hessian for the nonconvex SVM problem (57) on the heart disease data set, while Figure 2b compares the same algorithms on the banknote authentication data set. As expected, ZRSG/ZRSQN algorithms with unbiased gradient/Hessian information outperform the other algorithms. Among the algorithms using both (biased) gradient/Hessian information, 2RDSA-Perm-DP performed best, while GS outperformed other algorithm that use gradients, on both datasets. For a given estimation method, for instance, Perm-DP, we observe that the quasi-Newton ZRSQN variant outperforms the gradient RSG variant.
To further evaluate algorithms' performance, we also report average classification accuracies on heart disease and banknote authentication datasets evaluated at obtained classifier x R after 5000 iterations in Table  1 . The result is consistent with the ones shown in the above figures, i.e., the ones with the lower SNG give a higher classification accuracy. 1RDSA-Perm-DP 2RDSA-Perm-DP (b) Banknote authentication data set Figure 2 : Evolution of the SNG as the iteration limit is varied, for the ZRSG and ZRSQN algorithm under the non-convex SVM problem. 
Multimodal Function
In our second experiment, we consider the following multimodal objective function F 2 studied in [12, 20] :
and define the function F (x, ξ) as
where F (x, ξ) is the sample observation of the objective function corrupted with zero mean noise ξ. In particular, the noise is [x T , 1]ξ, where ξ is a multivariate Gaussian distribution with mean zero and covariance σ 2 I (d+1) . A similar noise structure has been used earlier in the study of SP methods (cf. [15, 17] ). We set σ = 0.3 and use an i.i.d. sample of size T = 10000, to estimate the SNG at x R for this experiment. The initial point x 1 is set to [7, . . . , 7] and the optimal point x * is [10, . . . , 10], with f (x * ) = E ξ [F (x * , ξ)] = 0. Figure 4 shows a plot of the multimodal function in two dimensions, and it is apparent that this objective has several widely spaced local minima. Figure 3 presents the SNG at x R for the ZRSG algorithm with unbiased and biased gradients for d = 5 and d = 10. As in the case of the non-convex SVM objective function, ZRSG algorithm with unbiased gradients outperforms the other algorithms. Among the biased gradient methods, GS performed best, and 1RDSA-Perm-DP performed on par with GS, when d = 5 as well as d = 10.
Conclusions
We studied gradient-based algorithms for solving stochastic convex and non-convex optimization problems when only zeroth-order information is available. In the non-convex case, we derived non-asymptotic bounds for randomized stochastic gradient and quasi-Newton algorithms in a setting where biased gradient information is made available. We also proposed and studied a variant of the biased gradient oracle, where the function measurements include estimation errors. For this oracle, we derived non-asymptotic bounds, which exhibit rates that match the oracle without estimation errors. In the convex case, we derived non-asymptotic bounds that hold in expectation for the last iterate of stochastic gradient descent algorithm, when gradient estimates with a controllable bias are provided. Our rate for the Gaussian smoothing-based oracle matches the rate obtained with unbiased gradient information.
