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INTRODUCTION
Let R be a commutative noetherian local ring. A module-ﬁnite
R-algebra  is said to be a Cohen–Macaulay algebra if the R-module
 is Cohen–Macaulay. (This deﬁnition is justiﬁed by the well-known
special case ([32, Chap. IV, Proposition 11]) where  itself is local and
commutative.) Algebras (and orders)  of such type constitute the most
familiar class of non-commutative Cohen–Macaulay rings (see e.g., [5,
22–24, 38, 2, 11, 25, 12]). Vasconcelos [38] showed that if a module-ﬁnite
R-algebra  with a unique maximal ideal is of ﬁnite global dimension, then
 is Cohen–Macaulay, and a maximal order in a simple algebra. More
generally, Brown, Hajarnavis, and MacEacharn [8] give a deﬁnition of
Cohen–Macaulayness for right noetherian R-algebras  which are integral
but not necessarily ﬁnite over R. For a maximal ideal M of , they deﬁne
a generalized R-sequence in M by means of -ideals in M generated by
elements of R. Then,  is said to be centrally Macaulay if the height of
any maximal ideal M coincides with the length of a maximal R-sequence
in M . If  is of ﬁnite global dimension, and the projective dimension
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of irreducible -modules with the same annihilator in R is equal (e.g.,
if /Rad is simple artinian), then  is centrally Macaulay [8, 9].
In the study of graded noetherian algebras A over a ﬁeld k, a rather dif-
ferent concept of Cohen–Macaulayness has gained importance during the
past decade. If gldA <∞, and ExtiAN
A = 0 holds for every submodule
N of ExtjAM
A with AM ﬁnitely generated and i < j, then A is said to
be Auslander-regular. In this case, A is said to be Macaulay (see [34]) if
jM + dimM = dimA < ∞ holds for every ﬁnitely generated A-module
M , where jM = mini  ExtiAM
A 	= 0
 denotes the grade of M , and
“dim” refers to the Gelfand–Kirillov dimension. Levasseur proved [17] that
the algebras of global dimension 3 which are regular in the sense of Artin
and Schelter [3] are Auslander-regular and Macaulay. For a noetherian PI
ring A with gldA < ∞, either connected graded (i.e., A = ∐∞i=0Ai with
A0 = k) or quasi-local (i.e., with A/RadA simple artinian), Stafford and
Zhang have shown [34] that A is Auslander-regular and Macaulay. A simi-
lar result [36] holds for A quasi-local FBN (fully bounded noetherian) with
gldA <∞. In these cases, A is a maximal order in a simple artinian ring.
In the present article, we introduce a concept of a Cohen–Macaulay
ring  based on the Picard group Pic (see Section 1). Our concept
generalizes Cohen–Macaulay orders, but it also reﬂects many properties
of commutative Cohen–Macaulay rings. The leading idea will be to study
Cohen–Macaulay orders  as non-commutative manifestations of classi-
cal Cohen–Macaulay rings, replacing classical parameter systems by suit-
able systems of invertible ideals P of  (i.e., P ∈ Pic). In this way,
Cohen–Macaulayness will be regarded as a genuine property of  which
need not be deﬁned in terms of a ground ring R. Whereas each regular ele-
ment of R generates an invertible ideal of , there will be other invertible
ideals, in general. For example, if  is a hereditary order over a complete
discrete valuation domain R, then Rad is invertible, but there need not
be an element of  which generates Rad as a left ideal.
Therefore, the program of this article will be to introduce non-
commutative Cohen–Macaulay rings by means of invertible ideals and
to derive their most basic properties which are to a certain extent analo-
gous to the commutative theory. Instead of an order , we shall deal with
an arbitrary left noetherian semilocal ring, ﬁxed throughout what follows,
and denoted by R since we no longer make use of a ground ring. Pre-
cisely, we call R an n-dimensional Cohen–Macaulay ring (cf. Corollary 1 of
Proposition 7) if there is a sequence of invertible ideals P1
    
 Pn ⊂ RadR
with P1 + · · · + Pn coﬁnite in RR such that P1 + · · · + Pi+1 is invertible
modulo P1 + · · · + Pi for each i < n. This implies that the Pi are pairwise
commutative, and the condition on the Pi is invariant under permutation.
For R commutative and local, our concept coincides with the usual one
since invertible ideals are principal in this case. In a similar fashion,
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an n-dimensional Cohen–Macaulay module M over R will be deﬁned
(Section 3) in terms of a suitable set P1
    
 Pn
 of invertible ideals,
called a CM system for M . Of particular importance are the maximal
Cohen–Macaulay modules (i.e., those with dimM = dimR or M = 0). If
R is a commutative noetherian local domain, and  is an R-order (i.e.,
R is ﬁnitely generated and torsionfree), then a -module M is Cohen–
Macaulay if and only if RM is a Cohen–Macaulay module in the classical
sense (Theorem 4). Apart from being more natural, the inclusion of all
invertible ideals in our deﬁnition of Cohen–Macaulayness provides some
gain of ﬂexibility in handling Cohen–Macaulay modules. In [31], we apply
this concept to rings with Green walks [29]: For two-dimensional Brauer
graph rings of prime defect type [26], we determine the maximal Cohen–
Macaulay modules, and thereby we show that the list of indecomposables
given in [27] is complete.
Like in the commutative case, there is a natural concept of regular
Cohen–Macaulay ring R, stating that the deﬁning set P1
    
 Pn
 of
invertible ideals satisﬁes P1 + · · · + Pn = RadR. In this case, gldR = n.
For n = 1, these rings are slightly more general than hereditary orders
[14], and are characterized by Michler [21]; for n = 2 they comprise a class
of tame orders classiﬁed by I. Reiten and M. Van den Bergh [25] with
an Auslander–Reiten graph of type ∞∞ . For arbitrary n, a complete clas-
siﬁcation of semiperfect regular rings can be given by means of a higher
dimensional analogue of discrete valuations [30].
For every semilocal ring R, there exists a positive integer m such that
the mth power of each invertible ideal P is principal: Pm = Ra = aR for
some a ∈ R (Proposition 2). Therefore (see Corollary 2 of Proposition 7),
the deﬁnition of a Cohen–Macaulay ring R is not altered if the invertible
ideals of a CM system are assumed to be principal. However, the concept
of regular ring would be destroyed: For example, the hereditary order,    
  
 

over a discrete valuation ring  with radical  would no longer be regular.
If R is p-connected (i.e., each projective left R-module is a generator), then
every invertible ideal is principal since there is only one isomorphism class
of indecomposable projective left R-modules [13].
By the above, every Cohen–Macaulay ring R has a set of pairwise com-
muting invertible ideals P1
    
 Pn ⊂ RadR which generate a coﬁnite ideal.
A (left noetherian) ring R with this property will be called a Samuel ring
(Section 2). Namely, for any ﬁnitely generated module M over such
a ring we shall prove the existence of a Hilbert–Samuel polynomial λM
(Theorem 1) which reduces to its highest binomial term in case of a
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Cohen–Macaulay module. This leads to an explicit determination of the
submodule lattice generated by the P1M
    
 PnM , and to a corresponding
characterization of Cohen–Macaulay modules (Theorem 3). For modules
M over a Samuel ring, our concept of dimension (Section 2) coincides with
the degree of λM .
If R is commutative and local, then a maximal Cohen–Macaulay
R-module M is characterized by the property that ExtiRR/RadR
M = 0
for i < dimR ([32, IV.A.4]). For this reason, every parameter system
for R is an M-sequence. In general, the Ext-condition is still necessary
(Proposition 10), but for dimR > 2, unless R is an order (see the corollary
of Proposition 11), we have not been able to show that a CM system for R is
also a CM system for every maximal Cohen–Macaulay R-module. The dif-
ﬁculty is caused by a possible lack of invertible ideals in R. For dimM  2,
however, with R arbitrary, very effective criteria for the Cohen–Macaulay
property will be obtained (Theorem 5 and its corollaries).
Some examples are provided in Section 5. In particular, the relationship
to Auslander-regularity and the Macaulay property will be discussed there.
1. INVERTIBLE IDEALS
For an arbitrary ring R (associative with 1), an R
 R-bimodule P is
said to be invertible if there exists an R
 R-bimodule P ′ with P ⊗R P ′ ∼=
P ′ ⊗R P ∼= R as bimodules. Then, the isomorphisms ϕ P ⊗R P ′ → R and
ψ R → P ′ ⊗R P can be chosen such that the identity maps on P and P ′
decompose as
1 P 1⊗ψ−→ P ⊗ P ′ ⊗ P ϕ⊗1−→ P

1 P ′ ψ⊗1−→ P ′ ⊗ P ⊗ P ′ 1⊗ϕ−→ P ′
Moreover, ϕ gives rise to a bimodule isomorphism ϕ˜ P ′ ∼−→
HomRP
R = P∗. Consequently, an invertible bimodule P is tanta-
mount to a progenerator RP with EndRP = Rop. By Morita’s theorem
([1, Sect. 22]), the isomorphism classes of such P correspond to the self-
equivalences of the category R-Mod of (left) R-modules. By virtue of this
correspondence, the invertible R
 R-bimodules form a group PicR, the
Picard group ([11, part II, Sect. 55]), of R, with multiplication P ⊗ Q for
P
Q ∈ PicR.
In particular, every (two-sided) ideal of R is an R
R-bimodule, and
the ideals P of R belonging to PicR form a semigroup R◦ with respect to
ideal multiplication. For an R-module RM , an ideal P ∈ R◦ will be called
M-invertible if Px = 0 implies x = 0 for each x ∈M . For any R-module M ,
these P form a subset R◦M of R◦. Moreover, the R-modules HomRP
M
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with P ∈ R◦M constitute a lower directed system, i.e., P
Q ∈ R◦M
implies PQ ∈ R◦M, and every inclusion P ⊃ Q in R◦M induces a
monomorphism HomRP
M ↪→ HomRQ
M. In fact, if f  P →M anni-
hilates Q, then Qf P = f QP = 0 yields f P = 0. Therefore, we have a
direct limit,
M˜ = lim−→ HomRP
M
 (1)
which contains M = HomRR
M as an R-submodule. For M = RR, there
is a natural ring structure on R˜, where two homomorphisms a P → R and
b Q→ R are multiplied as
a · b QP a−→ Q b−→ R (2)
Then, R becomes a subring of R˜, and R˜ will be called the quotient ring of R.
Note that the deﬁnition of R˜ is left–right symmetric: For any P ∈ R◦, there
is a one-to-one correspondence between homomorphisms a RP → RR and
a∗ PR → RR, given by the equation ax · y = x · a∗y, where x
 y ∈ P . The
multiplication (2) is invariant under this correspondence: a · b∗ = a∗ · b∗.
Furthermore, it can be shown that R˜ is a subring of the left and right Utumi
ring of quotients [37, 16].
For any P ∈ R◦, let us write P−1 = HomRP
R ⊂ R˜. Then,
PP−1 = P−1P = R (3)
More generally, we have the well-known
Proposition 1. An ideal P of R is invertible if and only if PP ′ = P ′P = R
for some R
R-subbimodule P ′ of an overring S of R.
Proof. By PP ′ = R, it follows that RP is a generator, and P ′P = R
implies that the composition P ′ ⊗R P → HomRP
R ⊗R P → EndRP is
epimorphic. Hence, RP is a progenerator with EndRP = R.
The relationship between R˜ and the (not always existing) classical ring
of quotients is as follows. Let Rreg denote the set of regular elements r ∈ R
which are normal, i.e., which satisfy rR = Rr. Then, Rreg is multiplicatively
closed, and the elements r ∈ Rreg satisfy the left and right Ore condition: If
a ∈ R, then there are elements b
 c ∈ R with ra = br and ar = rc. There-
fore, we can always form the ring of fractions RR−1reg (see [35, Chap. II])
which is an overring of R (and a subring of the classical ring of quotients if
this latter exists). Clearly, each element r ∈ Rreg generates an ideal Rr = rR
in R◦. We call this a principal invertible ideal. Hence, RR−1reg is a subring
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of R˜. Moreover, we have
Proposition 2. Let R be semilocal with t isomorphism classes of simple
modules, and let m be the least common multiple of 1
    
 t
. Then, each
invertible ideal P of R commutes with the radical J = Rad R, and the mth
power of P is principal. In particular, RR−1reg = R˜. If R is commutative, then
every P ∈ R◦ is principal.
Proof. Since RP is ﬁnitely generated and projective, the radical of
EndRPop consists of those endomorphisms which map P into JP (cf. [1,
17.12]). By virtue of EndRPop = R, these endomorphisms are right mul-
tiplications by elements of J = Rad R. Hence, P−1JP = HomRP
 JP = J.
By the equivalence P ⊗R − R-mod → R-mod, the simple R-modules
are permuted. Hence, R/J ∼= Pm ⊗R R/J ∼= Pm/PmJ = Pm/JPm, and thus
Pm ∼= RR, say Pm = Rr with r left regular, i.e., ar = 0 ⇒ a = 0. Since
EndRRr coincides with the set of right multiplications by elements of R,
we have Rr = rR ∈ R◦. If R is commutative, the same argument yields
P ∼= RR, i.e., P is principal.
Next, let  = P1
    Pn
 ⊂ R◦ be a set of pairwise commuting invertible
ideals. For each multiindex α ∈ n, consider the monomial,
Pα = Pα11 · · ·Pαnn ∈ R◦ (4)
For α
β ∈ n, we have
Pα · Pβ = Pα+β (5)
Let xα denote the element 1 ∈ R˜ in the α-component of the n-graded ring,
R˜˜ = ∐
α∈n
R˜
 (6)
i.e., the ring structure of R˜˜ is given by axα · bxβ = abxα+β for a
 b ∈ R˜.
In R˜˜, we consider the subring,
R = RP1
    
 Pn =
∐
α∈n
Pα · xα
 (7)
which can be regarded as a generalized polynomial ring.
There are two kinds of invertible ideals in R. Namely, deﬁne xα =
xαR and Q = Q · R = ∐QPαxα  α ∈ n
 for any subbimodule
Q of RR˜R which commutes with P1
    
 Pn. Then,
xα−1 = x−α Q−1 = Q−1 (8)
holds for Q ∈ R◦. Therefore, the ideals Q with Q ∈ R◦ commuting
with P1
    
 Pn, and the xα with α ∈ n, belong to R◦. In particular,
P ′n = PnP1
    
 Pn−1 ∈ RP1
    
 Pn−1◦, and we have
RP1
    
 Pn = RP1
    
 Pn−1P ′n
 (9)
a formula which reﬂects a well-known property of polynomial rings.
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In Section 2, we need a generalized version of the Hilbert basis theorem:
Proposition 3. If R is left noetherian, then R is left noetherian.
Proof. By virtue of (9), we may assume that  consists of a single
P ∈ R◦. Thus, let I be a left ideal of RP. Then, any non-zero a ∈ I is of the
form a = a0x0 + · · · + anxn with ai ∈ Pi and an 	= 0. Let us call P−nan ⊂ R
the leading module Ma of a, and let us call M = ∑Ma  a ∈ I

the leading module of I. By assumption, M is ﬁnitely generated, hence
of the form M = P−n1c1 + · · · + P−nr cr with ci ∈ Pni , and there are ele-
ments bi ∈ I with the leading term cixni . For a ∈ I as above with nm =
maxn1
 · · · 
 nr
, P−nan ⊂M implies an ∈ PnM =
∑
Pn−nici, whence an =∑
dici with di ∈ Pn−ni . Therefore, a−
∑
dibix
n−ni ∈ P0x0 + · · · + Pn−1xn−1,
and by induction, we conclude that I = RPb1 + · · · + RPbr + I ′ with a
submodule I ′ of P0x0 + · · · + Pm−1xm−1.
The invertibility with respect to a module can be characterized as follows:
Proposition 4. Let M be an R-module, and P ∈ R◦. Then, P ∈ R◦M
if and only if the natural epimorphism,
P ⊗R MPM (10)
is bijective.
Proof. By virtue of P ⊗R M = HomRP−1
 R ⊗R M = HomRP−1
M,
the kernel of (10) coincides with the kernel of the restriction map,
HomRP−1
M −→ HomRR
M =M
Hence, (10) is bijective if and only if HomRP−1/R
M = 0. Since P−1 and
R generate each other, this is equivalent to HomRR/P
M = 0, that is,
P ∈ R◦M.
In view of the preceding result, it is convenient to write
P−1M = P−1 ⊗R M = HomRP
R ⊗R M = HomRP
M ⊂ M˜
 (11)
whenever P is invertible with respect to M . If P ∈ R◦M holds for
all P ∈ R◦, we shall speak of a lattice M . In this case, M˜ is an R˜-module.
Corollary 1. Let M be an R-module with submodules M1 and M2, and
P ∈ R◦M. Then,
PM1 ∩ PM2 = PM1 ∩M2 (12)
Proof. The inclusion “⊃” is trivial, whereas “⊂” follows by P−1PM1 ∩
PM2 ⊂M1 ∩M2 = P−1PM1 ∩M2.
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Corollary 2. Let M be an R-module, let I be an ideal of R, and P ∈
R◦M. Then,
P ∈ R◦M/IM ⇐⇒ PM ∩ IM = PIM (13)
Proof. The natural exact sequence IM ↪→ MM/IM gives rise to an
exact sequence P ⊗ IMP ⊗MP ⊗M/IM . Thus, by Proposition 4, P
is invertible with respect to M/IM if and only if the sequence PIM ↪→
PMPM/IM is exact, i.e., if PIM = PM ∩ IM .
For the ring R itself, there is a similar equivalence like (13):
Proposition 5. Let I be an ideal of a ring R, and P ∈ R◦. Then,
P + I/I ∈ R/I◦ ⇐⇒ P ∩ I = PI = IP
Proof. The short exact sequence P ∩ I ↪→ P P = P + I/I induces a
ring epimorphism,
Rop = EndRP −→→ EndRP

where R = R/I. Therefore, the condition EndRP = Rop says that R
operates faithful from the right on P , i.e., P−1P ∩ I ⊂ I or equivalently,
P ∩ I = PI. Under this assumption, P is a generator if and only if there
are elements ϕ1
    
 ϕn ∈ P−1 = HomRP
R with ϕiPI ⊂ I (i.e., the
ϕi induce homomorphisms ϕi P → R) such that R =
∑
ϕiP + I. This
implies PIP−1 · R ⊂ ∑ϕiPI + I ⊂ I, and thus PI ⊂ IP ⊂ P ∩ I = PI.
Conversely, if P ∩ I = PI = IP , then every ϕ ∈ HomRP
R induces some
ϕ P → R, whence P is a generator. Furthermore, P = P/IP = R ⊗R P
is ﬁnitely generated projective. Consequently, P is invertible if and only if
P ∩ I = PI = IP .
Corollary. Let R be left noetherian, let I be an ideal, and P ∈ R◦. Then,
P is invertible modulo I if and only if P ∈ R◦R/I.
Proof. By Corollary 2 of Proposition 4, it sufﬁces to prove that P ∩
I = PI implies PI = IP . In fact, IP ⊂ P ∩ I = PI gives I ⊂ PIP−1 ⊂ R.
Hence, I ⊂ PIP−1 ⊂ P2IP−2 ⊂ · · · is an ascending sequence of ideals which
must be stationary, say, PnIP−n = Pn+1IP−n−1. This implies I = PIP−1, i.e.,
IP = PI.
2. DIMENSION THEORY
From now on, unless otherwise stated, R will be a left noetherian ring
with Jacobson radical J = RadR. By R-mod, we denote the category of
ﬁnitely generated left R-modules.
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An ideal I ⊂ J of R will be called a deﬁning ideal for M ∈ R-mod if
lM/IM <∞, where l  denotes the length function. IfM 	= 0, we deﬁne
the dimension,
dimM = infν > 0  lM/InMnν for almost all n ∈ 
 (14)
(For M = 0 we set dimM = −1.) In particular, the (left) dimension
dimR = dimRR of the ring R exists whenever R is semilocal (i.e.,
lR/J < ∞). Clearly, (14) does not depend on the particular choice of
the deﬁning ideal I.
Before we turn our attention to Cohen–Macaulay modules in the next
section, let us consider a wider class of modules M for which there exists
a Hilbert–Samuel polynomial with respect to a deﬁning ideal I. First let us
call an ideal I of R smooth if there exists a set  = P1
    
 Pn
 of pairwise
commuting invertible ideals such that I = P1 + · · · + Pn. If in addition, R is
semilocal, and I is a deﬁning ideal for M ∈ R-mod, then M will be called
a Samuel module with deﬁning system  . (By Proposition 2, this implies
lM/InM < ∞ for every n ∈ : In fact, JmM ⊂ IM for some m, thus
JmInM = InJmM ⊂ In+1M for every n.) In the special case M = RR, we
shall speak of a Samuel ring R. Let us show ﬁrst that smooth ideals I satisfy
the full Artin–Rees property ([19, Deﬁnition 11]), i.e., for every submodule
N of a ﬁnitely generated R-module M ,
N ∩ Ii+mM = IiN ∩ ImM (15)
holds for some m ∈  and every i ∈ .
Proposition 6. Every smooth ideal I of R satisﬁes the full Artin–Rees
property (15).
Proof. By deﬁnition, I is of the form I = P1 + · · · + Pn with pair-
wise commuting invertible ideals P1
    
 Pn, and there is a natural ring
homomorphism,
RP1
    
 Pn −→→ R′ =
∞∐
i=0
Ii
 (16)
onto the graded ring R′, whence R′ is left noetherian by Proposition 3.
Thus, for a given R-module M ∈ R-mod, the graded R′-module M ′ =∐
IiM is noetherian, and for a submodule N of M , the graded submodule
N ′ = ∐N ∩ IiM of M ′ is ﬁnitely generated, say, N ′ = R′y1 + · · · + R′ys
with homogenous elements yi ∈ N ∩ ImiM . Hence, (15) is valid for m =
maxm1
    
ms
.
Corollary 1 (Krull Intersection Theorem).
⋂
JiM = 0 holds for every
Samuel module M .
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Proof. If I is a smooth deﬁning ideal for M , it sufﬁces to show⋂
IiM = 0. With N = ⋂ IiM , the full Artin–Rees property (15) yields
N = IN , whence N = 0 by Nakayama’s lemma.
Corollary 2. Every submodule or factor module of a Samuel module M
is again a Samuel module.
Proof. Let I be a smooth deﬁning ideal for M , and let N be a
submodule of M . By (15), there is some m ∈  with N ∩ ImM ⊂ IN .
Hence, lN/IN lN/N ∩ ImM = lN + ImM/ImM lM/ImM <∞.
Thus, I is a deﬁning ideal for N (and also for M/N).
To show that a Hilbert–Samuel polynomial exists for Samuel modules,
let us review some elementary properties of integer-valued polynomials (cf.
[32, Chap. II B]). For a function f  → , deﬁne f  →  by
f i = f i − f i− 1 (17)
Then,  is an endomorphism of the abelian group . The functions f ∈ 
which can be represented by a rational polynomial form a subgroup  of
, are also given by
 =
∞⋃
m=0
Kerm (18)
For any n ∈ , the function bni =
(
n+i
n
)
, which gives the number of mono-
mials of degree i in X1
    
Xn, lies in . In fact, we have (n 1):
bn = bn−1 (19)
Hence, (18) and (19) imply that  is free with basis b0
 b1
 b2
    . (To show
that the bi generate , assume by induction that f =
∑
mibi. Then, f −∑
mibi+1 = 0, i.e., f −
∑
mibi+1 is constant!)
Now, consider the free subgroup  of  consisting of the functions
f with f i = 0 for almost all i. Then, a function f ∈  is said to be
polynomial if it lies in the free subgroup ⊕ .
Theorem 1. For a Samuel module M over R with deﬁning system
 = P1
    
 Pn
 and I = P1 + · · · + Pn, the function f i = lM/IiM is
polynomial.
Proof. By (18), we have to show that mf ∈  for some m, or equiv-
alently, that f i = lIi−1M/IiM is polynomial.
Let us consider the left noetherian ring R′ = R/I, a subring of
R˜/I = ∐
α∈n
R˜/IPα · xα
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where R˜ = ∐α∈n R˜, and xα denotes the image of xα modulo IPα. Then,
R′ can be written as
R′ = ∐
α∈n
Pα/IPα · xα (20)
For any β ∈ n, the ideal,
P ′β = Pβ/IPβxβ =
∐
αβ
Pα/IPα · xα

of R′ is invertible with inverse P ′−β. In particular, the coordinate functions
δj ∈ n (i.e., δji = δij = Kronecker symbol) give rise to invertible ideals
P ′j = P ′δj with I ′ = P ′1 + · · · + P ′n such that
R′/I ′ = R/I
Moreover, the n-grading (20) yields a total grading R′ = ∐∞i=0R′i with
R′i ⊕ I ′i+1 = I ′i, and there is a natural graded ring epimorphism,
R′ −→→ grIR =
∞∐
i=0
Ri Ri = Ii/Ii+1
 (21)
onto the graded ring grIR. With the R-module M , we can therefore asso-
ciate a graded R′-module,
∞∐
i=0
IiM/Ii+1M

which is a Samuel module with deﬁning system  ′ = P ′1
    
 P ′n
. Hence,
by the above, it sufﬁces to prove that the length function κiM ′ = lM ′i
is polynomial for every graded Samuel module M ′ = ∐M ′i over R′ with
deﬁning system  ′.
If P ′1M
′ = · · · = P ′nM ′ = 0, then κiM ′ = 0 for i > 0. Thus, by induc-
tion, we may assume that the assertion is veriﬁed for modules M ′ with
P ′1M ′ = · · · = P ′jM ′ = 0, and we have to prove it for P ′1M ′ = · · · =
P ′j−1M
′ = 0. Consider the graded submodules Nk = x ∈M ′  P ′jkx = 0

of M ′. Since M ′ is noetherian, there exists some m ∈  with Nm+k =
Nm for all k ∈ . Thus, κiM ′ = κiM ′/Nm +
∑m
k=1 κiNk/Nk−1 and
P ′jNk/Nk−1 = 0. Hence, it remains to prove that κiM ′/Nm is polyno-
mial. Therefore, we may assume that P ′j is M
′-invertible. Then, P ′jM
′ is a
graded submodule of M ′ with κi+1P ′jM ′ = κiM ′, and P ′jM ′/P ′jM ′ = 0,
which implies that κi+1M ′ − κiM ′ is polynomial. Hence, κiM ′ is poly-
nomial.
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As an immediate consequence, we obtain:
Corollary. Let M ∈ R-mod be a Samuel module with deﬁning system
 = P1
    
 Pn
 and I = P1 + · · · + Pn. There exists a unique polynomial
λM ∈  such that λMi = lM/Ii+1M for almost all i. The degree of λM
coincides with the dimension of M .
Let us call λM the Samuel polynomial ofM (w.r.t. the deﬁning ideal I). In
terms of the above-mentioned basis bi
 of , there is a unique represen-
tation λM = m0b0 + · · · +mdbd with integral coefﬁcients and d = dimM .
The positive integer eM = md will be called the multiplicity of M (cf.
[32, Chap. V, A.2]).
Lemma 1. Let R be an arbitrary ring, Q ∈ R◦, and let N be a submodule
of M ∈ R-mod. Then, lQ ⊗R M = lM, and there is an epimorphism
Q⊗R M/NQM/QN which is an isomorphism if Q ∈ R◦M.
Proof. Since Q is invertible, Q⊗R— provides a one-to-one correspon-
dence between the lattices of submodules of M and Q⊗R M , respectively.
Hence, lQ⊗R M = lM. Then, the second assertion follows by the com-
mutative diagram,
Q⊗R N  Q⊗R M −→→ Q⊗R M/N ↓ ↓
QN  QM −→→ QM/QN
with exact rows which induces an epimorphism Q ⊗R M/NQM/QN .
If in addition, Q ∈ R◦M, then Proposition 4 implies that the vertical
epimorphisms in the diagram are isomorphisms, and thus Q ⊗R M/N ∼=
QM/QN .
Lemma 2. Let N ↪→ EM be a short exact sequence of Samuel modules
over R with a smooth deﬁning ideal I. Then, λM + λN − λE is a polynomial
of degree less than dimN . In particular, dimE is the maximum of dimM and
dimN .
Proof. For any i ∈ , we have an exact sequence N ∩ IiE ↪→ IiE IiM ,
and by Proposition 6 there exists an m ∈  with N ∩ Ii+mE = IiN ∩ ImE
for all i ∈ . Hence, λMi + m + λNi + m − λEi + m = lIi+1N ∩
ImE/Ii+1+mN lIi+1N/Ii+1+mN = λNi+m − λNi for large i.
Lemma 3. Let M ∈ R-mod be a Samuel module, and Q ∈ R◦M.
Then, dimQM = dimM , and dimM/QM = dimQrM/QsM for all r
 s ∈ 
with r < s.
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Proof. Since multiplication by Q affords a one-to-one correspon-
dence between the submodules of M and QM , with QJiM = JiQM
by Proposition 2, it follows that dimQM = dimM . By Lemma 1,
QiM/Qi+1M ∼= Qi ⊗R M/QM. Therefore, dimQiM/Qi+1M = dim
M/QM for all i, and by induction, Lemma 2 implies dimM/QM =
dimQrM/QsM for r < s.
Now, we are ready to prove
Theorem 2. Let R be a Samuel ring, Q ∈ R◦ with Q ⊂ J, and M ∈
R-mod. Then, dimM  1+ dimM/QM with equality if Q is M-invertible and
M 	= 0.
Proof. Let  = P1
    
 Pn
 be a deﬁning system for RR with
I = P1 + · · · + Pn. By Lemmas 1 and 2, dimM/QM = dimM/QiM for all
i > 0. Therefore, we may assume Q ⊂ I (replacing Q by some power Qi).
Then,
lM/IiM =
i∑
j=1
l
(
Qi−jM + IiM
Qi−j+1M + IiM
)
=
i∑
j=1
l
(
Qi−jM
Qi−jM ∩ Qi−j+1M + IiM
)

i∑
j=1
l
(
Qi−jM
Qi−j+1M +Qi−jIjM
)

i∑
j=1
l
(
M
QM + IjM
)
= f i

and f i = l(M/QM + IiM) = λM/QMi − 1 for large i. Hence,
dimM  1+ dimM/QM .
Next, let Q be M-invertible, and M 	= 0. First, there exists some k with
Jk ⊂ I ⊂ J. By Proposition 2, this implies Jk ⊂ Q−jIQj ⊂ J for every j ∈ .
Therefore, Lemma 1 yields
l
(
QjM
IiQjM
)
= l
(
M
Q−jIiQjM
)
 l
(
M
JkiM
)
 l
(
M
IkiM
)
for all i
 j and thus λQjMi − 1λMki − 1 for all j and almost all i.
For the multiplicities of M and QjM , we infer eQjMkdeM with d =
dimM = dimQjM for all j. Hence, there exist r
 s ∈  with r < s such
that eQrM = eQsM. By Proposition 6, there exists some m ∈  with
QsM ∩ Im+iQrM = IiQsM ∩ ImQrM ⊂ IiQsM for all i ∈ . Hence,
l
(
QrM
Ii+mQrM
)
= l
(
QrM
QsM + Ii+mQrM
)
+ l
(
QsM
QsM ∩ Ii+mQrM
)
 l
(
QrM/QsM
Ii+mQrM/QsM
)
+ l
(
QsM
IiQsM
)
implies λQrM/QsMi + mλQrMi + m − λQsMi for large i. Since
QrM and QsM have the same multiplicity, this gives dimM/QM =
dimQrM/QsM < dimM .
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3. COHEN–MACAULAY MODULES
Recall that R was assumed to be a left noetherian ring with J = RadR.
We deﬁne an (equidimensional) Cohen–Macaulay module (CM module
for short) as a Samuel module M ∈ R-mod which admits a deﬁning system
 = P1
    
 Pn
 of M-invertible ideals such that
Pi+1M ∩ P1 + · · · + PiM = Pi+1P1 + · · · + PiM (22)
holds for i ∈ 1
    
 n− 1
. Such a deﬁning system  will be called a
Cohen–Macaulay system (brieﬂy: a CM system) forM . The attribute “equidi-
mensional” will be omitted in what follows. If RR is Cohen–Macaulay, we
speak of a Cohen–Macaulay ring R. By Corollary 2 of Proposition 4, condi-
tion (22) is equivalent to Pi+1 ∈ R◦
(
M/P1 + · · · + PiM
)
for i < n. In case
of a commutative ring R, invertible ideals are principal by Proposition 2,
and the concept of CM system amounts to an M-sequence of n = dimM
regular elements (see [32, Chap. IV, A.4]).
Remark. Since we assume P1
    
 Pn to be invertible, our concept of
CM module slightly differs from the classical one. Namely, if R is commu-
tative, then M is Cohen–Macaulay in the classical sense with equal dimen-
sions of the localizations M at maximal ideals  of R if and only if M
is a CM module over R/AnnM. Since AnnRR = 0, this difference van-
ishes for Cohen–Macaulay rings, and also for maximal CM modules over a
Cohen–Macaulay ring.
As in the commutative case, the order of P1
    
 Pn is inessential for a
CM system  . To prove this, let us deﬁne an M-sequence for M ∈ R-mod
as a set  = P1
    
 Pn
 ⊂ R◦M with P1 + · · · + Pn ⊂ J such that
Pi+1M ∩ P1 + · · · + PiM = Pi+1P1 + · · · + PiM (23)
= P1 + · · · + PiPi+1M
holds for i < n. ForM = RR, by virtue of Proposition 5, this is equivalent to
P1+···+Pi+1/P1+···+Pi∈R/P1+···+Pi◦
 ∀i<n (24)
Note that we do not assume that the Pi are pairwise commutative. Apart
from clarifying the structure of CM systems, the concept of M-sequence
will be needed for a simple characterization of Cohen–Macaulay rings
(Corollary 1 of Proposition 7).
Let us deﬁne an ideal I0 of R to be M-distributive with respect to a set
 of ideals if
I0M ∩ I1 + · · · + ImM = I0M ∩ I1M + · · · + I0M ∩ ImM (25)
holds for each non-empty subset I1
    
 Im
 of  . The set  itself will
be called M-distributive if (25) is valid for each subset I0
    
 Im
 of 
(with m > 0).
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Lemma 4. Let  be a ﬁnite set of ideals of R, and I ∈  . For a ﬁnitely
generated R-moduleM , suppose that I isM-distributive with respect to \I
,
and that \I
 is M-distributive. Then,  is M-distributive.
Proof. By induction on  , we may assume that every proper sub-
set of  is M-distributive. For   < 3, the assertion of the lemma
is trivial. Therefore, suppose I ′ ∈ \I
 and  ′ = \I
 I ′
 	= ".
Then, IM ∩ I ′M + ∑ ′M = IM ∩ I ′M + ∑L∈	 ′ IM ∩ LM =
IM ∩ I ′M + IM ∩ ∑ ′M. Since the submodules of M form a mod-
ular lattice, any relation M1 ∩ M2 + M3 = M1 ∩ M2 + M1 ∩ M3
for submodules remains valid if the Mi are permuted ([15, Lemma 1]).
Thus I ′M ∩ IM + ∑ ′M = I ′M ∩ IM + I ′M ∩ ∑ ′M =
I ′M ∩ IM +∑L∈	 ′ I ′M ∩ LM.
Lemma 5. For a ﬁnitely generated R-module M , let P
Q ∈ R◦M with
Q ⊂ J, and let I be an ideal of R such that QM ∩ IM = QIM and PM ∩
Q+ IM = Q+ IPM . Then, PM ∩ IM = IPM .
Proof. PM ∩ IM = PM ∩ Q + IM ∩ IM = Q + IPM ∩ IM =
IPM + QPM ∩ IM = IPM + QPM ∩ IM = IPM + QPM ∩ QM ∩
IM = IPM + QPM ∩ QIM = IPM + QPM ∩ IM by Corollary 1 of
Proposition 4. By Nakayama’s lemma, this implies PM ∩ IM = IPM .
Now, we are able to prove that an M-sequence (hence a CM system) is
invariant under permutation:
Proposition 7. Let M be a ﬁnitely generated R-module, and  =
P1
    
 Pn
 ⊂ R◦M with P1
    
 Pn ⊂ J. Then,  is an M-sequence if
and only if  is M-distributive and PiM ∩ PjM = PiPjM for all i 	= j.
Proof. The “if” part being trivial, let us assume (23) with n 3. By induc-
tion, we may assume that the proposition is veriﬁed for every smaller car-
dinality of  . Therefore, (23) remains true if any permutation is applied
to 1
    
 n − 1
. Then, an iterated application of Lemma 5 yields PnM ∩
IM = IPnM with I =
∑
 ′ for each subset  ′ of \Pn
. In particular,
this gives PnM ∩ PiM = PiPnM for all i 	= n. Moreover, we infer PnM ∩
∑ ′M ⊂ ∑PnM ∩ QM  Q ∈  ′
 for all  ′ ⊂ \Pn
, i.e., Pn is M-
distributive with respect to \Pn
. Hence,  isM-distributive by Lemma 4.
It remains to show that PnM ∩ PiM = PnPiM for i 	= n. More generally,
we prove PnM ∩ IM = PnIM for I =
∑
 ′ with  ′ ⊂ \Pn
. By (23),
this is true for  ′ = n − 1. We use descending induction on  ′: Sup-
pose the assertion is proved for  ′ =  ′′ ∪ Pi
 with Pi 	∈  ′′, and let I =∑
 ′′. Then, PnM ∩ IM = PnM ∩ Pi + IM ∩ IM = PnPi + IM ∩ IM =
PnIM + PnPiM ∩ IM = PnIM + PnPiM ∩ IM = PnIM + PnPiM ∩
PiM ∩ IM = PnIM + PnPiM ∩ PiIM ⊂ PnIM + PnM ∩ PiM ∩ PiIM =
PnIM +PiPnM ∩PiIM = PnIM +PiPnM ∩ IM. By Nakayama’s lemma,
this implies PnM ∩ IM = PnIM , whence we are done.
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As a ﬁrst consequence, we obtain by Proposition 5 that the Pi of an
R-sequence P1
    
 Pn are pairwise commutative. Hence:
Corollary 1. R is a Cohen–Macaulay ring if and only if there
are P1
    
 Pn ∈ R◦ with P1 + · · · + Pn ⊂ J coﬁnite in RR such that
P1 + · · · + Pi+1/P1 + · · · + Pi is invertible in R/P1 + · · · + Pi for all
i < n.
Note. By the corollary of Proposition 5, the latter condition is equivalent
to Pi+1 ∈ R◦R/P1 + · · · + Pi for i < n.
Corollary 2. If M ∈ R-mod, and  = P1
    
 Pn
 is an M-sequence,
then any subset of  is an M-sequence, and
P1M ∩ · · · ∩ PnM = P1 · · ·PnM (26)
If the Pi are pairwise commutative, and r1
    
 rn ∈ \0
, then
Pr11 
    
 Prnn 
 is an M-sequence.
Proof. The ﬁrst assertion is an immediate consequence of the
proposition. Let us prove (26) by induction on n. Suppose n 2. Then,
P1M ∩ · · · ∩ PnM = P1 · · ·Pn−1M ∩ PnM = P1 · · ·Pn−1M ∩ P1M ∩ PnM =
P1 · · ·Pn−1M ∩ P1PnM = P1P2 · · ·Pn−1M ∩ PnM = P1P2 · · ·PnM . To
prove the last assertion, it is enough to show that Prn ∈ R◦M/P1 + · · · +
Pn−1M for r > 0. This follows by induction on r.
Theorem 3. For a Samuel module M with deﬁning system  =
P1
    
 Pn
 ⊂ R◦M, the following are equivalent:
(a)  is a CM system for M .
(b) Pi+1 ∈ R◦
(
M/P1 + · · · + PiM
)
for i ∈ 1
    
 n− 1
.
(c) PiM ∩ PjM = PiPjM for i 	= j and P1M
    
 PnM
 generates a
distributive lattice of submodules of M .
(d) PiM ∩ PjM = PiPjM for i 	= j and the Pji M with i ∈ 1
    
 n

and j ∈  generate a distributive lattice of R-submodules of M˜ .
Proof. By Proposition 7 and Corollary 2 of Proposition 4, it remains
to prove the implication (a) ⇒ (d). By [15, Theorem 5], we have to show
that for each sequence r1
    
 rn of integers, the lattice generated by
Pr11 M
    
 Prnn M
 is distributive. Using Corollary 1 of Proposition 4, and
Corollary 2 of Proposition 7, we may assume r1 = · · · = rn = 1. Now,
Jo´nsson’s criterion [15, 6] implies that it sufﬁces to verify
P1M ∩ · · · ∩ PjM ∩
n∑
i=j+1
PiM =
n∑
i=j+1
P1M ∩ · · · ∩ PjM ∩ PiM
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for j ∈ 1
    
 n − 1
. Inductively, we may assume that this is true for
M-sequences with less than n elements. Then, (26) gives
P1M ∩ · · · ∩ PjM ∩
n∑
i=j+1
PiM
= P1 · · ·PjM ∩ P1M ∩ · · · ∩ Pj−1M ∩
n∑
i=j+1
PiM
= P1 · · ·PjM ∩
n∑
i=j+1
P1 · · ·Pj−1PiM
= P1 · · ·Pj−1
(
PjM ∩
n∑
i=j+1
PiM
)
= P1 · · ·Pj−1 ·
n∑
i=j+1
PjPiM
=
n∑
i=j+1
P1M ∩    ∩ PjM ∩ PiM
In the preceding section we showed that for Samuel modules M there
exists a deﬁning ideal I such that the asymptotic behaviour of the length
lM/Ii+1M is given by a polynomial λM = m0b0 + · · · +mdbd with d =
dimM , where bji =
(
i+j
j
)
is the number of monomials of degree i in
j variables, and md = eM the multiplicity of M . For a CM module M ,
there is a deﬁning ideal I such that lM/Ii+1M itself is a polynomial of
the pure form md · bd:
Proposition 8. Let M ∈ R-mod be a non-zero CM module with CM
system  = P1
    
 Pn
, and I = P1 + · · · + Pn. Then,
lM/Ii+1M = eM · bni (27)
for all i ∈ . In particular, eM = lM/IM, and dimM = n.
Proof. Let us calculate lIiM/Ii+1M. Clearly, IiM =∑PαM + Ii+1M ,
where Pα is the monomial (4), and the sum is extended over the α ∈ n with
α = α1 + · · · + αn = i. By Theorem 3, the Pji M generate a distributive
lattice. Hence, Corollary 2 of Proposition 7 implies for each α with α = i,
PαM + Ii+1M ∩
∑
β=i
β	=α
PβM + Ii+1M = Ii+1M
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and also PαM ∩ Ii+1M = PαIM . Consequently, we get
IiM/Ii+1M ∼= ⊕
α=i
PαM/PαIM
By Lemma 1, lPαM/PαIM = lM/IM = eM, whence (27) follows.
For Q ∈ R◦ and M ∈ R-mod, we deﬁne the annihilator,
QM = x ∈M  Qx = 0
 (28)
We shall need the following version of Fitting’s lemma.
Lemma 6. For Q ∈ R◦ and M ∈ R-mod, there exists some positive integer
m with QmM ∩ QmM = 0.
Proof. Since M is noetherian, there exists an m ∈  with Qm+iM =
QmM for all i ∈ . Consider the natural epimorphism,
HomRQ−m
M = HomRQ−m
R ⊗R M = Qm ⊗R M −→→ QmM

which maps f ∈ HomRQ−m
M to f 1. The inverse image of QmM ∩
QmM consists of those f ∈ HomRQ−m
M which satisfy Qmf 1 =
0, i.e., Q2mf Q−m = 0. But the latter implies Qmf Q−m = 0, and thus
f 1 = 0. Hence, we showed that QmM ∩ QmM = 0.
Proposition 9. Let R be a Samuel ring, and let M ∈ R-mod be a CM
module. Then, M has no non-zero submodule N with dimN < dimM .
Proof. Let  = P1
    
 Pn
 be a CM system for M . We shall prove
the implication dimN < dimM $⇒ N = 0 by induction on n. For n = 0,
this assertion is trivial. Let n be the smallest number for which the asser-
tion is not already proved. Suppose dimN < dimM . By Proposition 6
there exists a positive integer m with N ∩ Pm+i1 M = Pi1N ∩ Pm1 M for
all i ∈ . Assume ﬁrst that N ′ = N ∩ Pm1 M 	= 0. Then, N ′/Pm1 N ′ =
N ′/N ′ ∩ P2m1 M ∼= N ′ + P2m1 M/P2m1 M ⊂ M/P2m1 M . By Theorem 2 and
Lemma 3, dimN ′/Pm1 N
′ = dimN ′ − 1 and dimM/P2m1 M = dimM/P1M =
dimM − 1. Now, Theorem 3 and Corollary 2 of Proposition 7 imply that
\P1
 is a CM system for M/P2m1 M , whence by induction, N ′/Pm1 N ′ = 0.
Consequently, N ′ = 0, which gives Pm1 N = 0 and thus N = 0.
As a ﬁrst consequence, we get a converse to Theorem 2:
Corollary 1. Let R be a Samuel ring, Q ∈ R◦ with Q ⊂ J, and let
M ∈ R-mod be a non-zero CM module. Then, Q is M-invertible if and only
if dimM/QM < dimM .
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Proof. The necessity follows by Theorem 2. Conversely, suppose
dimM/QM < dimM . By Lemma 6, there exists an m1 with QmM ∩
QmM = 0. Therefore, dimQM dimQmM dimM/QmM = dimM/
QM < dimM implies QM = 0, i.e., Q ∈ R◦M.
By deﬁnition (14), the dimension of a Samuel R-module cannot exceed
dimR. If either M = 0 or dimM = dimR holds for a CM module M we
shall speak of a maximal CM module.
Corollary 2. Let R be a Samuel ring. Then, every maximal CM module
M ∈ R-mod is a lattice (i.e., R◦M = R◦). Conversely, every one-dimensional
lattice M ∈ R-mod is CM.
Proof. For P ∈ R◦ with P ⊂ J we have dimM/PM  dimR/P <
dimR = dimM by Lemma 2 and Theorem 2. Hence, Corollary 1 implies
P ∈ R◦M. If P ∈ R◦ but P 	⊂ J, there exists, unless dimR = 0, at least
one Q ∈ R◦ with Q ⊂ J. Then, QP ⊂ J implies QP ∈ R◦M, whence
P ∈ R◦M.
Finally, let M ∈ R-mod be a lattice of dimension one. Then, dimR 1,
and there is an M-invertible ideal P ⊂ J. By Theorem 2, dimM/PM = 0,
and Theorem 1 implies lM/PM <∞. Hence, M is a CM module.
We conclude this section with a homological property of M-sequences,
which implies that for orders over a local domain, our concept of a
Cohen–Macaulay module coincides with the classical one.
Lemma 7. For i ∈ , P ∈ R◦, and M
N ∈ R-mod there is a natural
isomorphism:
ExtiRP ⊗R M
P ⊗R N = ExtiRM
N
Proof. This follows immediately since P⊗R—: R-mod → R-mod is an
equivalence.
Lemma 8. Let S
M ∈ R-mod with S simple, P ∈ R◦M with P ⊂ J, and
let i ∈  be given such that ExtiRS
M = 0. Then,
Exti+1R P−1 ⊗R S
M ∼= ExtiRS
M/PM
Proof. The short exact sequence PM
ε
↪→ MM/PM induces an exact
sequence,
ExtiRS
M → ExtiRS
M/PM → Exti+1R S
 PM ε∗−→ Exti+1R S
M
By Lemma 7 and the assumption, it sufﬁces to show that ε∗ = 0. Now, ε∗
is equal to the composition,
Exti+1R S
 PM µ
∗−→ Exti+1R P ⊗R S
 PM = Exti+1R S
M

where µ∗ is induced by µ P ⊗R SPS ↪→ S. But P ⊂ J implies µ = 0.
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Proposition 10. Let R be semilocal, M ∈ R-mod, and P1
    
 Pn ∈ R◦
with I = P1 + · · · + Pn ⊂ J such that Pi ∈ R◦M/P1 + · · · + Pi−1M for
i ∈ 1
    
 n
. Then, ExtiRR/J
M = 0 for i ∈ 0
    
 n− 1
, and
ExtnRP−11 · · ·P−1n ⊗R R/J
M ∼= HomRR/J
M/IM
Proof. The case n = 0 is trivial. Inductively, we may assume
ExtiRR/J
M = 0 for i < n − 1. Furthermore, the induction hypothe-
sis applies to P2
    
 Pn with respect to the R-module M/P1M . Hence,
Lemma 8 implies Extn−1R P−11 ⊗R R/J
M ∼= Extn−2R R/J
M/P1M = 0 if
n 2. Thus, Extn−1R R/J
M = 0, and Lemma 8 yields ExtnRP−11 · · ·P−1n ⊗R
R/J
M ∼= Extn−1R P−12 · · ·P−1n ⊗R R/J
M/P1M = HomRR/J
M/IM by
use of the induction hypothesis.
For commutative (noetherian) R, let us deﬁne an R-order  as a module-
ﬁnite R-algebra which is an R-lattice, i.e., R◦ = R◦. By the above, we
obtain:
Proposition 11. Let  be an order over a local domain R, and let M ∈
-mod be a CM module. For any M-invertible ideal P ⊂ J of , the factor
module M/PM is again a CM module.
Proof. Let a1
    
 ar
 ⊂ R be a maximal M/PM-sequence in the
classical sense. Then, M/PM + a1M + · · · + arM contains a simple
R-submodule, hence also contains a simple -submodule S, i.e., there
is a non-zero homomorphism from S to M/PM + a1M + · · · + arM.
Thus, by Proposition 10, Extr+1R /Rad
M 	= 0. On the other hand,
there is a CM system P1
    
 Pn
 for M with n = dim M . Hence,
Proposition 10 implies r + 1n. Therefore, M/PM + a1M + · · · + arM
is a Samuel module of dimension zero, and thus of ﬁnite length. Conse-
quently, P
a1
    
 ar
 is a CM system for M , whence M/PM is a CM
module.
Corollary. Let  be an order over a local domain R, and let M ∈
-mod be an n-dimensional CM module (n ∈ ). Then, every deﬁning system
 = P1
    
 Pn
 for M is a CM system.
Proof. The case n = 0 being trivial, suppose n 1. An iterated
application of Theorem 2 gives n 1 + dimM/P1M  · · · n + dimM/
P1 + · · · + PnM = n. Hence, dimM/P1M = n− 1, and thus P1 ∈ ◦M
by Corollary 1 of Proposition 9. Since M/P1M is a CM module with
deﬁning system P2
    
 Pn
, induction ﬁnishes the proof.
Theorem 4. Let  be an order over a local domain R. Then, M ∈ -mod
is a CM module if and only if RM is a CM module in the classical sense.
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Proof. Clearly, each CM system for RM yields a CM system for
M . Conversely, let M be a CM module of dimension 1. Then,
HomRR/RadR
M = 0 and there exists an M-regular element a ∈
RadR ⊂ Rad. Hence, a ∈ ◦M, and by induction, Proposition 11
yields a CM system for RM .
4. DIMENSION 2
Throughout this section, except for the following lemma, we assume R
to be a Samuel ring.
Lemma 9. If M ∈ R-mod is a CM module of dimension 2, and N is an
R-submodule of M˜ with M ⊂ N and lN/M <∞, then N =M .
Proof. Let  = P1
    
 Pn
 be a CM system for M . Then, Pk1M ⊂
Pk1N ⊂M for some k 1, and lPk1N/Pk1M <∞. Hence, there is an l 1
with Pl2P
k
1N ⊂ Pk1M ∩ Pl2M = Pl2Pk1M , and thus N =M .
As a consequence, we infer that the corollary of Proposition 11 holds for
arbitrary CM modules up to dimension 2 (cf. [32, Chap. IV, Theorem 2]):
Theorem 5. Let M ∈ R-mod be a non-zero CM module of dimension
n 2. Then, every deﬁning system  = P1
    
 Pn
 is a CM system for M .
Proof. As in the proof of the corollary of Proposition 11, we conclude
that P1 ∈ R◦M. Thus, if n 1, we are done. Therefore, suppose n = 2.
Since P1 P−11 transforms a CM system of M into a CM system of P1M , it
follows that P1M is a CM module. Hence, Lemma 9 implies that M/P1M
has no non-zero submodule of ﬁnite length. By Lemma 6, there exists some
positive integer m with Pm2 M/P1M ∩ Pm2 M/P1M = 0. Therefore, we
have an embedding Pm2 M/P1M ↪→ M/P1 + Pm2 M which shows that
Pm2 M/P1M is length-ﬁnite, hence zero. Consequently, P1
 P2
 is a CM
system for M .
As a consequence, the CM property can be checked by means of a ﬁxed
set of invertibles:
Corollary 1. If P
Q
 is a deﬁning system for a non-zero M ∈ R-mod,
then M is a two-dimensional CM module if and only if P
Q ∈ R◦M, and
M is not a proper submodule of some M ′ ⊂ M˜ with lM ′/M <∞.
Proof. The necessity follows by Lemma 9 and the theorem. For the
sufﬁciency, let the condition on M be satisﬁed. We have to verify that
PM ∩ QM = PQM , i.e., M ′ = P−1M ∩ Q−1M = M . This follows since
lM ′/M = lPM ∩QM/PQM <∞ by Corollary 2 of Proposition 6.
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Corollary 2. A submodule M of a two-dimensional CM module E ∈
R-mod is CM if and only if Jx ⊂M implies x ∈M for all x ∈ E.
Proof. First, any CM system for E is a deﬁning system for M . Now, the
condition says thatM is not a proper submodule of someM ′ ⊂ M˜ ⊂ E˜ with
M ′/M simple and M ′ ⊂ E. Here, the restriction M ′ ⊂ E is redundant by
Lemma 9 since E is CM. Therefore, the assertion follows by Corollary 1.
Corollary 3. Assume dimR = 2. Then, M ∈ R-mod is a maximal CM
module if and only if HomRR/J
M = ExtRR/J
M = 0.
Proof. The necessity follows by Proposition 10. Conversely, let P
Q
 be
a deﬁning system, and suppose that HomRR/J
M = ExtRR/J
M = 0.
There is a largest submodule N of M with PiN = 0 for some i ∈ .
Then, HomRR/J
M/N = 0, and by Corollary 2 of Proposition 6, it fol-
lows that Q is a deﬁning ideal for N . Hence, dimQN  0 by Lemma 6,
and thus Q ∈ R◦N. Now, Proposition 10 implies ExtRQ−1 ⊗R R/J
N =
HomRR/J
N/QN 	= 0 if N 	= 0. On the other hand, the exact sequence,
HomRR/J
M/N → ExtRR/J
N → ExtRR/J
M
yields ExtRR/J
N = 0. Hence, N = 0, and thus we have proved that
P
Q ∈ R◦M. By Corollary 1, the condition ExtRR/J
M = 0 implies
that M is a maximal CM module.
5. EXAMPLES
Recall that an ideal I of a ring R is said to be (left) localizable if the
(left) ring of fractions RI = 
I−1R with respect to 
I = r ∈
R  r regular modulo I
 exists (see [35, Chap. II]). We need the following
generalization of [33, Theorem 4.3]:
Proposition 12. Let I be an ideal of a left noetherian ring R, and
let P = Rc = cR be a principal invertible ideal of R such that P ⊂ I
and PI = IP . Then, I is left localizable if and only if I/P is left localizable
in R/P .
Proof. The necessity follows by [20, Lemma 2.1.13]. Conversely, assume
that I/P is left localizable. Since P is invertible, the correspondence a %→ a′
with a′c = ca deﬁnes an automorphism σ of R, and PI = IP implies
σI = I. Hence, σ
I = 
I. Now, let a ∈ R and r ∈ 
I be
given. By assumption, there exist a1 ∈ R and r1 ∈ 
I with a1r − r1a ∈
P . Proceeding by induction, we assume air − ria = bci with b ∈ R for
some i > 0. Then, there exist d ∈ R and s ∈ 
I with sb − dσir ∈ P .
Hence, sair− sria = sbci, and thus sai− dcir− sria = sair− sria− dcir =
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sb − dσirci ∈Pi+1. Therefore, the left Ore condition with respect to

I/Pi is veriﬁed for R/Pi with arbitrary i > 0. By Proposition 6, and [33,
Lemma 4.1], it follows that I is left localizable.
1. Regular Local Rings. Let us show ﬁrst that there are regular local
Cohen–Macaulay rings of arbitrary dimension which are not ﬁnite over their
center. The following example was suggested by the referee.
Let k be a ﬁeld of characteristic zero. For a positive integer n, consider
the universal enveloping algebra U of the Lie algebra  with k-basis
x1
    
 xn
 y1
    
 yn
 and
xi
 xj = yi
 yj = 0

xi
 yj = δij · yj
Then, Rn = R⊗n1 can be regarded as a skew polynomial ring in n vari-
ables y1
    
 yn over kx1
    
 xn. Hence, Rn is a noetherian domain with
pairwise commuting invertible ideals Rnyi = yiRn. By Proposition 12,
we can form the localization R′n of Rn at the smooth prime ideal
I = Rny1 + · · · + Rnyn. Thus, R′n is local with residue ﬁeld kx1
    
 xn,
and the Rnyi generate invertible ideals Pi of R′n such that P1 + · · · + Pi
is prime for i ∈ 1
    
 n
. Since invertible ideals remain invertible mod-
ulo prime ideals ([10, Theorem 4.3]), we infer that P1
    
 Pn
 is a CM
system with P1 + · · · + Pn = RadR′n. Hence, R′n is a regular local domain.
Let us show that the center of R′n is k. The following commutation rules
hold for g ∈ Rn,
xi
 g = yi ·
∂g
∂yi
 g · yi = yi · σig
 (29)
where σi denotes the k-automorphism of Rn which replaces xi by xi + 1.
Now, let f = g · h−1 with g
 h ∈ Rn
 h 	∈ I
 be in the center of R′n.
Then, fh = hf implies gh = hg. Hence, u · gh−1 = gh−1 · u = h−1gu
yields guh = hug for all u ∈ Rn. Replacing u by xiu, we obtain xig −
yi∂g/∂yiuh = xih − yi∂h/∂yiug, that is, ∂g/∂yiuh = ∂h/∂yiug
for all i. For a certain iterated derivative D = ∂/∂yi · · · ∂/∂yj this gives
Dg · uh = Dh · ug with 0 	= Dh ∈ kx1
    
 xn. Hence, ∂Dg/∂yi · h =
∂Dh/∂yi · g = 0 for all i, and thus Dg ∈ kx1
    
 xn. Therefore, f =
Dh−1Dg ∈ kx1
    
 xn. By the second commutation rule (29), f is
invariant under all σi, whence f ∈ k.
2. Higher Dimensional Discrete Valuation Rings. Let σ denote the
k-automorphism of R2 which sends xi to xi + 13 for i ∈ 1
 2
. Consider
the crossed product k-algebra R = R2 ⊕ R2y3 ⊕ R2y23 with y33 = y1y2 and
g · y3 = y3 · σg for g ∈ R2. There exists an embedding of k-algebras
R ↪→ R2 given by xi %→ 13xi
 yi %→ y3i for i ∈ 1
 2
, and y3 %→ y1y2.
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The localization  = RI at the smooth prime ideal I = Ry1 + Ry2 + Ry3
exists by virtue of Proposition 12 since R/Ry1 + Ry2 ∼= S/Sy33 with S =
kx1
 x2y3σ. Furthermore,  is a local Cohen–Macaulay domain with
CM system y1
y2
. By the above argument, the embedding R ↪→ R2
shows that the center of  is k. Although Rad is smooth,  is not regu-
lar. In [30], we show that rings like  can be described by means of higher
dimensional discrete valuations.
3. Semiperfect Regular Rings. The embedding R ↪→ R2 extends to an
embedding  ↪→ R′2. Accordingly, let us regard  as a k-subalgebra of R′2.
Consider the -subbimodules I1 = y21 +y2 and I2 = y1 +y22 of R′2.
Then, I1I2 = I2I1 = Rad, I21 ⊂ I2, and I22 ⊂ I1. Hence,
S =
 I1 I2I2  I1
I1 I2 

is a noetherian semiperfect ring. Moreover, the invertible ideals,
P1 = y1 ·
 I1 I2  I1 I2
I2  I1
  P2 = y2 ·
 I2  I1I1 I2 
 I1 I2

constitute a CM system P1
 P2
 with P1+P2 = Rad S. Hence, S is a regular
Cohen–Macaulay ring. Again, the center of S is k. For general examples of
this type, see [30].
4. Two-dimensional Brauer Graph Rings. This class of non-
commutative Cohen–Macaulay rings  was considered in [31] (see also
[27, 28] for  ﬁnite over its center). A simple example (corresponding to a
connected graph with two vertices and one loop) is given by
 =

R′2 R
′
2 R
′
2y1 R
′
2y1
R′2 R
′
2 R
′
2y1
R′2 R
′
2

R′2
 
R′2 R
′
2 = a
 b ∈ R′2 × R′2a− b ∈ R′2y1

Here, y1
 y2
 is a CM system for . In contrast to 3, this example is
closely related to classical Cohen–Macaulay algebras since  is free over R′2
as a left and a right module. Another Cohen–Macaulay ring (still a Brauer
graph ring) arises if the leftmost R′2 is replaced by any other regular
Cohen–Macaulay ring R′ with a CM system P
Q
 such that R′/P ∼=
R′2/R
′
2y1.
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5. Other Concepts of Regularity and Cohen–Macaulayness. In the Intro-
duction, we gave a deﬁnition of “Auslander-regular” and “Macaulay.” For a
FBN ring  of ﬁnite global dimension, Teo showed
([36, Theorem 3.9]; cf. [34, Theorem 3.10]) that  is Auslander-regular
and is Macaulay if and only if  is smooth, i.e., if gld = n < ∞
and ExtnS
 	= 0 for every simple -module S. In this case, gld
coincides with the Krull-dimension of . In particular, let  be a
Cohen–Macaulay order over a regular local ring R. By [22, Proposition 3.5],
and [4, Chap. III, Proposition 3.3],  is smooth whenever gld = dimR.
Hence,  is Auslander-regular and Macaulay if and only if gld = dimR.
More generally, using results of [30], it can be shown that every (left and
right) noetherian Cohen–Macaulay ring S with gld S = dim S is Auslander-
regular and Macaulay with respect to dim as the dimension function. This
will be carried out in a subsequent article.
Without the Macaulay property, Auslander-regularity seems to be a
rather weak form of regularity. In fact, if  is a Cohen–Macaulay order
over a regular local ring R, then Auslander-regularity of  does not imply
gld = dimR. For example, the triangular matrix ring (R 0
RR
)
over a ﬁeld R
is Auslander-regular. For dimR = 1, the R-order,
 =

R  2 2
R R  
  R 
R R R R
 

with  = RadR has global dimension two and is Auslander-regular.
Although  is a Cohen–Macaulay order in the classical sense, hence
a Cohen–Macaulay ring in the sense of this article, it does not satisfy
the Macaulay property. Therefore, even in the presence of Auslander-
regularity, the Macaulay property appears to be stronger than our concept
of a Cohen–Macaulay ring which is more closely related to the classical
Cohen–Macaulay property.
Finally, let us note that there are Auslander-regular Macaulay rings which
are not Cohen–Macaulay in our sense. For instance, let  = kx⊕ ky ⊕ kz
be the Heisenberg Lie-algebra over a ﬁeld k of characteristic zero, with
deﬁning relations x
 z = y
 z = 0 and x
 y = z. The enveloping algebra
U is regular in the sense of Artin and Schelter [3], hence Auslander-
regular and Macaulay [17]. The ideal I generated by x and y is localiz-
able, and thus R = UI is a local noetherian domain. Moreover, for any
R-module M ′ = RM with a ﬁnitely generated U-submodule M , it can
be shown that dimM ′ coincides with the Gelfand–Kirillov dimension of
M . Using the bidualizing complex (see [7, 4.15]), it then follows that R is
Auslander-regular and Macaulay. However, R is not Cohen–Macaulay by
virtue of the following.
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Lemma 10. Every principal invertible ideal of R is of the form Rzl
with l ∈ .
Proof. Let fg−1R = Rfg−1 	= 0 be given with f
 g ∈ U and g 	∈ I.
Then, Rf = fg−1Rg = fR. By the Poincare´–Birkhoff–Witt theorem,
f can be represented as a polynomial
∑
aijkx
iyjzk. Using the commutator
formulas,
x
 f  = z · ∂f
∂y
 y
 f  = −z · ∂f
∂x

 (30)
we infer z · f ′ ∈ fR, where  ′ refers to ∂/∂x or ∂/∂y. If f = zl · f0 with
f0 	∈ zU, we also have z · f ′0 ∈ f0R. Since U/zU is an integral
domain, this implies f ′0 ∈ f0R. By induction, it follows that the higher par-
tial derivatives of f0 are all contained in f0R. Hence, f0R = R and thus
fR = zlR.
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