This paper presents a theoretical and experimental study on two different methods to evaluate the sign of a determinant with integer entries. The first one is a method based on the Gram-Schmidt orthogonalization process which has been proposed by Clarkson [Cl]. We review his algorithm and propose a variant of his method, for which we give a complete analysis. The second method is an extension to n × n determinants of the ABDPY method [ABD + 2] which works only for 2 × 2 and 3 × 3 determinants. Both methods compute the sign of an n × n determinant whose entries are integers on b bits, by using exact arithmetic on only b + O(n) bits. Furthermore, both methods are adaptive, dealing quickly with easy cases and resorting to full-length computation only for null determinants.
1. Introduction. Geometric algorithms are known to be highly sensitive to numerical inaccuracies. Those algorithms generally rely on building discrete combinatorial structures whose actual state depends on the outcomes of some numerical tests. In this context, roundoff errors lead quickly to fatal inconsistencies and failure of programs. Robustness has now become one of the major issues in the field of computational geometry (for a discussion, see Chapter 10 in [Ch + ]).
Some attempts have been made to design geometric algorithms such that robust implementations can be obtained using only the inaccurate but fast arithmetic provided by floating-point processors (for examples see [SI1] , [SI2] , [M] , [LM] , [H] , [HHK] and [F] ). Such solutions, although very useful in some domains like solid modeling and CSG applications, are difficult to design and are known only for a few geometric problems. Another approach is to turn to exact arithmetic which makes robustness a nonissue. The use of exact arithmetic has been recently advocated by Fortune and Van Wyk [FV] , Yap [Y] , [YD] , Burnikel et al. [BKM + ], and many others. However, as reported for example by Karasick et al. [KLN] , naive implementation of exact arithmetic can be quite slow and many works are now devoted to speeding up the paradigm of exact geometric computing. Fortunately exact geometric computing does not imply computing everything exactly. Most of the numerical tests arising in geometric algorithms amount to determining only the sign of a determinant or of a polynomial expression. Thus arithmetic filters based on a fast floating-point evaluation of the expression and of a bound on the error very often allow us to make safe decisions. This approach is used for example in the LN package by Fortune and Van Wyk [FV] and has been shown experimentally to provide a substantial speed-up. Devillers and Preparata investigate the theoretical behavior of some filters [DP] . In degenerate or near degenerate cases, however, exact arithmetic has to be carried out in full. Burnikel et al. [ BKM + ] and Yap [Y] provide powerful software to perform exact arithmetic on algebraic numbers. However, numerical tests arising in geometric algorithms are not arbitrary. In fact, most geometric algorithms rely on a small number of geometric predicates such as which-side or orientation tests, in-circle or in-sphere tests, all of which amount to computing the sign of a determinant. Thus designing a specialized implementation for evaluating exactly the sign of a determinant can in many cases avoid paying the price of a general purpose multiprecision package. Clarkson [Cl] proposes an efficient method to compute the sign of a determinant whose entries are integers. The so-called ABDPY method, due to Avnaim et al. [ABD + 2] , is an alternative solution for 2 × 2 and 3 × 3 determinants. Using properties of IEEE floatingpoint arithmetic, Shewchuk [S] designs an adaptive implementation for low-dimensional geometric predicates on floating-point entries. Finally, Brönnimann et al. [BEPP] propose to compute the determinant modulo some small prime numbers, followed by a fast sign determination algorithm.
We call a b-bit integer an integer whose absolute value is less than 2 b . (Thus we do not count the sign bit in the b bits.) In this paper we perform a theoretical and experimental study on the exact evaluation of the sign of a determinant with b-bit integer entries. Mainly, we revisit the method of Clarkson and extend the ABDPY method to higher dimensions.
Clarkson's method [Cl] is based on the Gram-Schmidt orthogonalization process. We propose a variant of this algorithm, hereafter called the reorthogonalization method, which is somewhat simpler to analyze. This variant allows us to compute the sign of an n × n determinant whose entries are b-bit integers, using exact integer arithmetic on N ≤ b + 2.37n + 0.5 log n − 2.42 bits, and with a worst-case complexity of O(bn 3 + n 3 log n). Moreover, if the determinant is not null, the running time is adaptive, like Clarkson's algorithm, and for a given matrix A is O(n 3 + n 2 log 1/OC), where the orthogonality criterion OC is smaller than 1 but close to 1 when the matrix is almost orthogonal, and much smaller otherwise (see Section 2.4).
The lattice method extends the ABDPY method [ABD + 2] to higher dimensions. In fact, the lattice method borrows ideas both from the ABDPY method and from Clarkson's method. Like the ABDPY method, it mostly consists in locating one of the column vectors of the determinant with respect to a region that approximates the hyperplane spanned by the others column vectors. When the endpoint of this vector is found to lie within the approximating region, the algorithm resorts to an iterative doubling technique which was suggested to us by the study of Clarkson's method. For an n × n determinant with b-bit integer entries the lattice method requires exact arithmetic on N ≤ b + n − 2 + log n bits and, though its worst-case complexity is exponential, its behavior is O(bn 3 ) in most cases.
The usefulness of both methods comes mainly from the small number of extra bits they require. In particular, for dimensions up to n = 46, and b-bit integer entries with b ≤ 53 − 2.37n + 0.5 log n − 2.42 for the reorthogonalization method and b ≤ 53 − (n − 2 + log n ) for the lattice method, the exact arithmetic required will stay within the N = 53 bits of precision available in the mantissa of standard IEEE doubles. Then all numerical computations entailed by the evaluation of the sign of a determinant can be performed using the fast floating-point processor if it conforms to the IEEE standard. Another factor of usefulness of those methods is their adaptivity. Both are iterative methods and the number of iterations performed depends on the actual value of the determinant. This number is quite small in easy cases where the determinant is far from zero.
The next two sections respectively present the reorthogonalization and the lattice method. Although they share ideas, they can be read independently. Experimental evidence of their efficiency is given in the last section.
The Reorthogonalization Method
2.1. Overview. Given a matrix A, we can in theory compute its determinant by performing a Gaussian elimination. With floating-point computations, the resulting sign could be wrong, however, in particular if the matrix is ill-conditioned [FM] . One may make the matrix better conditioned by orthogonalizing the columns using Gram-Schmidt reductions. However, these reductions may themselves result in loss of accuracy and the wrong sign. Clarkson's idea [Cl] is to perform a reorthogonalization of the matrix without loss of precision, in order to guarantee that the above strategy will succeed. We provide a variant of Clarkson's algorithm and give a complete analysis. In particular, we show that the algorithm finishes in any case, even when the determinant of A is null.
The pseudocode for the algorithm is given in Figure 1 . All computations are assumed to be exact unless within the fl (·) operator which means that the argument is evaluated within the machine floating-point precision u (that is, the smallest positive number such that 1+u > 1 within machine precision; see Appendix A on floating-point computation).
The notation x denotes the closest integer to x (ties broken toward −∞).
In order to understand the algorithm, it is useful to review the algebraic manipulations involved in the Gram-Schmidt process. The reduction factor of A by B is the only scalar λ such that A − λB is orthogonal to B. It is denoted by (A/B) and defined by Given: integer matrix A whose columns are A k 0. B 1 := A 1 1. for k := 2 to n 2.
repeat 3.
if B k is too small as in (32) or number of iterations exceeded (see Section 2.4) 5.
report det(A) = 0; exit 6.
if (A/B) := (A · B)/ B 2 . Its geometric meaning is depicted in Figure 2 . Replacing A by A − (A/B)B is called a reduction. Given a matrix A whose columns are A 1 , . . . , A n , the Gram-Schmidt process computes an orthogonal family C 1 , . . . , C n such that
What is actually computed is a floating-point approximation B k of C k . These vectors are defined inductively by
Each vector B k is computed from B 1 , . . . , B k−1 in what we call stage k of the algorithm. The code for performing a Gram-Schmidt reduction is given in Figure 3 (left).
In stage k, if C k is small compared with A k , then errors in computing B k may lead to the wrong determinant sign. Therefore, Clarkson's idea is to modify A k until A k 2 ≤ 2 C k 2 . This is called the quasi-orthogonality condition because it means that A k makes an angle of at least π/4 with its projection of the affine hull of A 1 , . . . , A k−1 . In order to satisfy such a condition, A k undergoes modified rounded Gram-Schmidt reductions. If performed exactly, a modified Gram-Schmidt reduction computes a vector D k which is identical to C k , and is defined inductively by
We can only compute exactly with integers, however, and rounding the coefficients yields Fig. 3 . Routines for Clarkson's algorithm.
Fig. 4.
The process of reducing vector A k is shown. At any time, A l k remains in the overall bounding box, determined by N , but its component orthogonal of (A 1 , . . . , A k−1 ) increases at each step. The computed vector B k lies in the square box (determined by (3)). At the initial and first steps, the box does not ensure that the sign of the determinant is known safely, but it becomes so after the second reorthogonalization of A k .
only an approximation of D k :
Replacing A k by A (1) k is called a reorthogonalization of A k . The advantage of rounded modified reductions is that A (1) k is expressed as a linear combination of the vectors A k and A j ( j < k) with integral coefficients. This combination can be computed without errors, thus det(A) is unchanged, while the norm of A k has presumably decreased. In order to make sure that the norm of A k actually decreases, A k is multiplied by an integer s ≥ 1 prior to reorthogonalization. (This only multiplies det(A) by s and does not change its sign.) With an appropriate choice of s, A k remains in the range of the representable integers, while eventually satisfying the quasi-orthogonality condition after a number of reorthogonalizations, if C k = 0. The code for this operation is given in Figure 3 (right).
Of course, if C k = 0, B k will remain small no matter how many reorthogonalizations of A k we perform. We may catch this either by using a lower bound on B k when C k = 0 or by computing the maximum number of iterations when C k = 0 (in line 4). The details and justifications are given in Section 2.4.
If none of the C k 's are null, the quasi-orthogonality condition is eventually satisfied at all stages. Thus matrix B whose columns are B 1 , . . . , B n is a good approximation of matrix C obtained by errorless Gram-Schmidt reduction. Clarkson [Cl] then proves that Gaussian elimination on the matrix whose columns are the normalized B 1 , . . . , B n safely computes the sign of its determinant, and that it is the same as that of det(C) = det(A).
Finally, det(A) has only been multiplied by a quantity p s > 0 which is the product of all the factors s computed in line 7. Therefore, the sign and even a good approximation of the original determinant can be computed. The pseudocode for the algorithm is given in Figure 1 .
Differences with [Cl] . The main difference between Clarkson's algorithm and our variant lies in the choice of s. Clarkson's choice is the greatest s so that the norm of Reorthogonalize(s, A 1 , . . . , A k ) is about the same as A k , and such that computing the A ( j) k 's will not overflow the maximum representable integer N . Our choice aims more modestly at bringing A (k) k close to A k (prior to reorthogonalization). Since reorthogonalization may decrease the norm, our choice may not be as effective; but it makes for a simpler analysis. Clarkson's choice leads to fewer iterations when the bitlength b of the coefficients of the input A is much smaller than log N , the number of available bits. Nevertheless, both choices are about the same when b is close to log N (Section 4). In practice, one would choose the greatest s possible to ensure convergence as fast as possible.
Since the purpose of this section is to give a complete yet simple analysis, we also provide an explicit floating-point filter and rules for termination when the determinant is null (Section 2.4). Clarkson uses the same modified Gram-Schmidt reductions for B k in ReduceGramSchmidt() as for A k in Reorthogonalize(). We use standard reductions for B k as they make for a simpler error analysis. Finally, we present a short experimental study in Section 4.
Proof of Correctness.
We give a complete proof of correctness of our variant of Clarkson's algorithm. For readability, many of the details which are standard error analysis are moved into Appendix B. A primer on floating-point error analysis is given in Appendix A. For a more precise notation, we denote with superscript l the vectors in the lth loop (line 2). The original values of matrix A and its columns are denoted by A 0 and A 0 k , and the final A l k (when exiting the loop in line 9) is denoted by A k . Therefore A l+1 k = Reorthogonalize(s, A 1 , . . . , A k−1 , A l k ) for appropriate values of l.
The main point is to bound the growth of the vectors A l k , because we must argue that their components remain smaller than N , the greatest representable integer. The correctness proof is split into four parts. Firstly, we prove that the error B j − C j is small (see (6)). Secondly, we derive a bound on A l k which depends on s and the number of reorthogonalizations l (see (16)). Thirdly, we show that our choice of s leads to a bound on A l k which does not depend on l (see (26)). Lastly, we show that the final Gaussian elimination returns the correct sign, when the determinant is not null.
The assumptions made on n, b, and u during the analysis are summarized and analyzed in Section 2.3. When the determinant is null, we argue in Section 2.4 that the algorithm exits in line 5 and we bound the maximum number of reorthogonalizations as a function of n, b, and u.
Bounding B − C. Let E j be the error B j − C j . During the stage k, E l k denotes the error B l k − C l k after l reorthogonalizations. Note that B l k and C l k are functions of A l k , and that their values change as l increases during stage k.
Since B 1 = C 1 = A 1 , we have E 1 = 0. If the quasi-orthogonality test fails in line 6 during stage k, we prove in the appendix that, accounting for roundoff errors,
At the end of stage k, the quasi-orthogonality condition is satisfied for j ≤ k (line 9). Assuming that nu ≤ 10 −4 , we prove in the appendix that
Assume for the induction that E j ≤ δ j B j , for j < k and some values of δ j defined below. We can assume that (n + 2)u ≤ 10 −4 , and that 2 n u ≤ 1; the implications of these assumptions are stated in Section 2.3. With standard floating-point error analysis, we prove in the appendix that
This motivates the definition of δ k by the recurrence
With this definition, (5) implies that 1.42 E l k ≤ δ k A l k . Thus, when stage k is over, (4) is satisfied, and E k ≤ δ k B k . By induction, at any stage k, we have proved the invariant
Because the growth of δ k is only singly exponential in k and u is very small, we can assume that δ j ≤ 0.01 for all j ≤ n. In Section 2.3 we state the implications on n and u of this assumption. In the rest of the analysis, C k is our reference rather than B k . Hence for analyzing stage k, we can use, for any j < k,
These follow easily from (6) and from
Bounding the Growth of A l k . With the invariant (6), we can proceed bounding the growth of the vectors A l k . During stage k, we analyze a reorthogonalization for a fixed value of l. Let A ( j) k denote the vectors in the reorthogonalization of A l k , defined by (2). In the appendix, we show a weak bound on A ( j) k in terms of A (k) k . We introduce the quantities
Note that these quantities do not depend on l, they are thus fixed during stage k. If we assume that (n + 1)u ≤ 10 −4 and that δ n ≤ 0.01, we have, for all j < k,
Again, the proof is given in the appendix for completeness. Using the classical inequality (x + y) 2 ≤ 2(x 2 + y 2 ), we have
The bound given by (10) does not really show that A k is reduced. We now explain how to use this bound as a bootstrap to obtain a tighter bound on the final A (1) k . First we introduce a quantity η k whose value will be motivated by the results below:
We now assume that η j ≤ 0.01 for all j ≤ n. This assumption implies a relation between n and u, and its consequences are stated in Section 2.3. Since C 1 , . . . , C k is an orthogonal basis, we can decompose
k is a linear combination of A 1 , . . . , A j−1 , hence of C 1 , . . . , C j−1 , and Reorthogonalize() is computed using exact integer arithmetic (the coefficients are rounded to integers), we have (
and thus
Since C l k ≤ B l k + E l k , and since the test in line 6 succeeded, we can use (3) and (5), together with δ k ≤ 0.01, to get
This bounds the first term of (12). To bound the second term, we use the following inequality, proven in the appendix:
It simply bounds the component of A ( j) k on C j using the definition of A ( j) k given in (2). The first term comes from the rounding of the coefficient and the second comes from error analysis. Summing (14) over j yields
Summing (11) over j and using the definition of η j ,
Hence, using η k ≤ 0.01, we have
We started the Gram-Schmidt reduction with a vector A (k) k = s A l k and end with A (1) k = A l+1 k . Using (12), (13), and (15), we have
Remember that S C k depends on A 1 , . . . , A k−1 , and not on A l k . Its value is thus fixed during the kth stage of the algorithm.
The Choice of s. Equation (16) suggests that, to control the growth of A l k in the kth stage of the algorithm, we must choose s carefully in terms of S B k and A l k in line 7 (before reorthogonalizing the vector A (k) k ). The greater s will require more extra bits, but will presumably lead to faster convergence. Clarkson chooses the greatest s so that A l+1 k is about the same as A l k , without exceeding the maximum representable integer N for the A ( j) k 's. This has the advantage of faster convergence when the original entries of A have size b much smaller than N , yet the analysis is more involved.
By contrast, we choose s as a multiple of S C k / A l k , so as to express the right-hand side of (16) in terms of S C k or A l k alone. Remember that s has to be an integer, however. Furthermore, the value S C k is unknown to the algorithm, and only the approximation S B k of S C k is known, see (9). In the appendix we prove, using standard error analysis, that if (n + 1)u ≤ 0.01 and η n ≤ 0.01, the relative error between S B k and S C k is bounded by
If s = 1, then we must ensure that A l+1 k will be smaller than A l k , otherwise the algorithm could loop infinitely. Leaving the choice of the two parameters λ and µ open for now, we set
Actually, we will see that λ = 0.36, µ = 0.42 is a possible choice, and we use that choice later.
Accounting for roundoff errors, (18) implies that
We can always estimate 1.01((s + 0.51) 2 − 1) ≤ 1.35s 2 ; this is true if s = 1, s = 2, and also if s = s ≥ 2. For s = s ≥ 2, we also have ((s − 0.51) 2 − 1)/0.99 ≥ 0.3s 2 .
Using (17), we get
Hence, using the second inequality and 0.51 · 1.41/0.96 ≤ 0.75, (16) yields
with λ ≤ 0.36. This inequality is useful to bound the number of iterations in Section 2.4. It does not provide, however, a bound on A l k that is independent on how many reorthogonalizations are performed. For this, we seek a bound with 
Using (21), (23), and (22), we find that if 0.54 + 0.75λ ≤ 1, after any number l of reorthogonalizations,
Again, S C k depends on A 1 , . . . , A k−1 , and not on A l k , and its value is fixed during the kth stage of the algorithm.
We now choose λ and µ. We want a large s (small λ) to increase the speed of the algorithm, and a small ν (large λ, µ) to contain the growth of A l k . The best choice is to take 2.28λ = 1.93µ, since it allows the smallest ν for the greatest s. To satisfy (21), we may take λ = 0.36, leading to µ = 0.42 and ν = 5.43. These are our choices of parameters from hereon.
Let M be the maximum norm of the columns A 0 k (k = 1 . . . n) of A 0 . Then we know from (16) that
Therefore, by induction, we have S C k ≤ (1 + ν) k−2 M 2 , and ν = 5.43 yields and (25) bounds this by 3.58 · 6.43 k−2 M 2 . Otherwise, we have s ≤ 2, and (24) 
which does not depend on l. Hence, if this bound is less than N , all the vectors A ( j) k can be computed during stage k. The consequences of this on N , n, and b are explored in the next section.
The Final Gaussian Elimination. There are several possible norms for matrices (all equivalent). For the purposes of this paper, we consider
Assume that in line 11 we have first computed B j with floating-point precision, and normalized the columns of B to obtainB.C is defined analogously; note that C = 1. For any vector X , Clarkson [Cl] has proved that
There is a pairing of the singular value τ i ofC with the singular values σ i ofB such that
It is straightforward to show that detB and detC = ±1 differ by at most (1 + ε n ) n − 1. It is also well known [FM] that a Gaussian elimination with partial pivoting produces a matrix LU, where L is lower triangular and U is upper triangular, such that
The computed determinant of LU, which is the floating-point product of the diagonal elements of L and U, is an approximation of det(LU) with relative precision 2nu, and likewise it can be shown [FM] that this approximates detB within 2nu + (1 + ) n − 1. All in all, the computed determinant of LU approximates det(C) within 2nu + (1 + ) n − 1 + (1 + ε n ) n − 1, which is smaller than 1 with all the assumptions made in next section. Therefore the sign of det(B) computed in line 11 is the same as that of det(A 0 ).
2.3. Relations between n, u, b, and N . The restrictions on n and u come from the assumptions that (n + 2)u ≤ 10 −4 , 2 n u ≤ 1, δ j ≤ 0.01, and η j ≤ 0.01, for j < n. Assume that n ≥ 2. Then these assumptions are all implied by (as shown in the appendix) log 2 1 u ≥ 6.17n + 4 log 2 (n + 2) + 9.1. (27) Now we must check that we have no problems in computing the auxiliary vectors A ( j) k in Reorthogonalize(). We must show that all the vectors A ( j) k have components smaller than N , the greatest representable integer. Typically, if we use floating-point arithmetic to represent integers, we have N = 2/u − 1.
Let M be the maximum norm of the columns of A 0 . Then (26) implies that all the vectors A ( j) k that occur in the reorthogonalization of A l k during any stage k can be computed if
Computing with the IEEE 754 Standard for Double Precision. For u = 2 −53 , an exact computation of δ k and η k shows that n = 22 is the maximum order of the matrix allowed by these conditions. Clarkson obtained n = 32 as the maximum size of the matrix. Both conditions seem practical enough and can be improved by using better floating-point accuracy. For instance with u = 2 −65 , the maximum becomes n = 27.
As for the number of extra bits demanded by the exact integer arithmetic, the number of bits b n with which the entries can be given is represented in the following table for different values of n. This is the overly conservative bound given by the above analysis. In fact, experimental evidence suggest that b n = 48 up to n = 6. See also Section 4. n × n matrix 2 3 4 5 6 7 8 9 10 11 12 13 14 b n bits 50 48 45 43 40 38 35 33 31 28 26 23 21
Note that according to his paper, Clarkson can compute 10 × 10 determinants with 32 bits. Our analysis does not fall too much behind. It is also very pessimistic, so that in practice one should test for overflow in the code itself rather than strictly enforce the number of bits in the entries.
Time Complexity Analysis.
We present a simple and complete analysis of the time complexity; Clarkson's analysis [Cl] is finer but more involved, and does not treat the case when det(A) = 0. We introduce a quantity inversely related to the orthogonality defect introduced by Clarkson, which we call an orthogonality criterion:
Here, Vol k (A 1 , . . . , A k ) is the k-dimensional volume of the fundamental region of the lattice generated by A 1 , . . . , A k . It is clear that OC k is contained between 0 and 1 and is 0 if and only if the first k vectors are linearly dependent. Moreover, if A has integer coefficients, Vol k (A 1 , . . . , A k ) is an integer for all k. Thus, if A is an integral nonsingular matrix, then, for all k,
Let OC 0 k be the initial value of the orthogonalization criterion of A 0 , OC l k after l reorthogonalizations of A k , and OC k at the end of stage k. Each reorthogonalization yields C l+1 k = sC l k but A l+1 k ≤ 0.9s A l k as implied by (21). Therefore, OC l+1 k is at least 1.1OC l k , and OC l k is thus at least 1.1 l OC 0 k . If the determinant is not null, then neither are the OC k 's and the algorithm is adaptive: its complexity for a given A 0 is O(n 3 + n 2 log 1/OC 0 n ). Let M be the maximum norm of a column of A 0 . Since OC 0 k is at least 1/M k (if A 0 is nonsingular) and OC l k must remain smaller than 1, the total number of reorthogonalizations (in all first k stages combined) cannot outgrow k log 1.1 M. If this number is exceeded during any stage k, the algorithm exits in line 5. Otherwise the algorithm may perform up to n log 1.1 M reorthogonalizations. Since each reorthogonalization takes
A Floating-Point Filter. In line 4 we also use a floating-point filter for early termination. This filter takes advantage of the fact that the floating-point estimation of OC l k is not too bad, as opposed to the method of counting the number of reorthogonalizations. There is no guarantee, however, that it will succeed after enough reorthogonalizations. In our implementation, we use both this filter (for efficiency) and a counter for the maximum number of reorthogonalizations (to ensure termination).
We now give the implementation of this filter. Just as we introduce the sum of the square norms for bounding the growth of the vectors, we now introduce their product to maintain an upper bound on the determinant. Let
Clearly, without the floating-point roundoffs, p B k is an upper bound on p C k . In the appendix we prove with standard error analysis that if (n + 2)u ≤ 10 −4 , then we have
is initially either 0 or at least 1, if p s stores the product of the successive factors s by which the determinant has been multiplied in all the previous stages, p C k C l k 2 < p 2 s implies that Vol k−1 (A 0 1 , . . . , A 0 k−1 , A l k ) = 0 and that A 0 is singular. Therefore we actually test whether p C k C l k 2 is smaller than p 2 s . We can test this condition using the approximate value p B k given by (31). In stage k, the factor for (1 + δ k ) 2 B l k 2 in the above product is not known to be an upper bound on C l k 2 . It is thus replaced by ( B l k + δ k A l k ) 2 , an upper bound on C l k 2 according to the discussion preceding (6). Thus in stage k, the determinant is null when
This concludes the discussion of the floating-point filter.
The Lattice Method
3.1. Overview. Here and in the following we assume that we want to evaluate the sign of the determinant D = det(U 1 , U 2 , . . . , U n ) where U 1 , U 2 , . . . , U n are n-dimensional column vectors whose coordinates are supposed to be b-bit integers, that is, integers whose absolute values are less than 2 b .
The lattice method considers in a special way the last column and last row of determinant D. Let R n−1 be the subspace of R n spanned by the first (n − 1) coordinate axes. We denote by u 1 , u 2 , . . . , u n the orthogonal projections of the input vectors onto R n−1 and by z 1 , z 2 , . . . , z n the last components of these vectors. Without loss of generality, z 1 , z 2 , . . . , z n are assumed to be nonnegative. We choose the same point O for the origin of R n and R n−1 , and we note with the same capital letter U either a vector in R n or the point O + U , and with the same small letter u either a vector in R n−1 or the point O + u.
Let H be the hyperplane passing through {O, U 1 , U 2 , . . . , U n−1 }. The basic idea underlying the lattice method is that computing the sign of the n × n determinant D reduces to computing the sign of an (n − 1) × (n − 1) determinant if the position of the point U n with respect to the hyperplane H is known. Indeed, assuming that vectors U 1 , U 2 , . . . , U n−1 together with E n , the unit vector along the nth axis, span R n , we have
where LC denotes any linear combination of its arguments and the sign of α only depends on the position of U n with respect to the hyperplane H . Then
Locating U n with respect to H amounts in turn to evaluating the sign of D, and this might look like circular dependancy. In fact, the lattice method consists in a first phase of locating the point U n with respect to some region H of R n which contains H and which can be considered as an approximation of H . If U n is found to be outside region H, the position of U n with respect to H is known and the problem is reduced by one dimension. Otherwise (and this is where the lattice method mostly departs from ABDPY and borrows some ideas from Clarkson's algorithm), the algorithm enters a second phase in which the last column vector and therefore the numerical value of the determinant are iteratively doubled, which amounts to iteratively refining the approximation H of H .
Before being more precise on those two phases of the algorithm, we describe region H. We consider the lattice L H formed by vectors in H that are linear combination of {U 1 , U 2 , . . . , U n−1 } with integer coefficients, and the lattice L which is the projection of L H onto R n−1 :
The lattice L induces a partition of R n−1 into elementary cells each of which is a translated copy of the origin cell C:
where the ⊕ symbol stands for a (half-closed) Minkowski sum. We denote by C(l 1 , . . . , l n−1 ) the lattice cell that is the translation of C by the vector n−1 i=1 l i u i . The point c(l 1 , . . . , l n−1 ) = n−1 i=1 l i u i is called the reference point of the cell C(l 1 , . . . , l n−1 ). Analogous definitions and notations hold for the lattice L H whose elementary cells partition H : the cell C H (l 1 , . . . , l n−1 ) of L H is the copy of the origin cell C H = OU 1 ⊕ OU 2 ⊕ · · · ⊕ OU n−1 translated by the vector C(l 1 , . . . , l n−1 )
To describe the region H, we consider the n-dimensional box (see Figure 5 )
The projection of the box B onto R n−1 is the origin cell C of lattice L and the box B contains the origin cell C H of L H . Then region H is defined as the union of all the boxes B(l 1 , . . . , l n−1 ) which are copies of B translated by the vectors of lattice L H . Since B contains the origin cell C H , B(l 1 , . . . , l n−1 ) contains the cell C H (l 1 , . . . , l n−1 ) and H contains H . Now, the overview of the algorithm is as follows. First Phase. The algorithm determines the position of point U n with respect to the region H.
-If point U n is found to be above or below the region H, the relative position of U n with respect to H is known and the algorithm ends up evaluating the sign of an (n − 1) × (n − 1) determinant. -Otherwise, U n lies within some box B(k 1 , . . . , k n−1 ) of H and the algorithm computes the vector R = U n − n−1 i=1 k i U i which satisfies both of the following conditions: U 2 , . . . , R) and R ∈ B. Then the algorithm enters the second phase.
Second Phase. A variable number of the following iterations are performed. Iteration t takes as input a vector R t of R n and a determinant D t such that
The input of the first iteration is R 0 = R and D 0 = D. The algorithm sets R = 2R t and considers the determinant D t+1 = det(U 1 , U 2 , . . . , R ) = 2D t . Point R is located with respect to the region H.
-If R is found above or below the region H the relative position of R and H is known and the algorithm ends up getting the sign of D t+1 , which is also the sign of D, from the sign of an (n − 1)
. . , R t+1 ) = 2 t+1 D and R t+1 ∈ B, and proceeds to the next iteration with D t+1 and R t+1 .
The algorithm ends up evaluating the sign of an (n − 1) × (n − 1) determinant as soon as one of the points R = 2R t is located outside H. If the determinant D is null, this will never happen but the algorithm can stop and be sure that D is zero after at most bn + (n/2 + 1) log n iterations. Indeed, at each iteration the value of the determinant is multiplied by a factor 2. Thus, D t = 2 t D which is more than 2 t if D is not zero. On the other hand, each entry of determinant D t is at most 2 b except those of the last column (the components of R t ) which are at most n2 b because R t belongs to box B. Thus, by Hadamard's bound, D(t) is less than n √ n n 2 bn . Therefore, when 2 t > n √ n n 2 bn , which implies that the number of performed iterations reaches bn + (n/2 + 1) log n , the algorithm can stop and conclude that D is null.
Further Details.
In this subsection we give the details of the different operations performed during the two phases of the algorithm, in order to be able to bound the precision of the required arithmetic and the complexity of the whole algorithm in the next subsections. The algorithm first computes the sign of the (n −1) minors of D relative to the nth row and discards the easy cases in which all those minors are null (in which case D is zero) or have alternate signs in which case the sign of D is known (recall that the components z i are assumed to be positive). Thus at least one of those minors is not null and, permuting the vectors {U 1 , U 2 , . . . , U n−1 } if necessary, we may without loss of generality assume that the minor d 0 = det(u 1 , u 2 , . . . , u n−1 ) is not null.
First Phase. The first phase of the algorithm is just like the location phase of the first iteration in the original ABDPY algorithm [ABD + 2] . To find out the position of U n with respect to H, the algorithm aims at finding the cell of L that contains the point u n in order to compare the coordinate z n with the z-range of the box of H that projects onto this cell. To find the reference point c u of the cell of L containing the point u n , the algorithm performs a march in lattice L, visiting a subset of the (n − 2)-faces of L that are intersected by the segment Ou n . For each visited (n − 2)-face f of L, the z-range of the face f H of L H that projects onto f is tested. If this range has no intersection with the z-range of the segment OU n , the relative position of U n with respect to H is known and the march is stopped. If this case does not happen, the march yields the reference point c u of the cell of L containing the point u n and the algorithm computes the vector R = U n − C u where C u is the point of H that projects onto c u .
More precisely, the following steps are performed.
Step 1. The first step finds out which one of the 2 n−1 cells of L incident to the origin is intersected by the segment Ou n . This cell can be identified by computing the sign of the n − 1 following (n − 1) × (n − 1) determinants:
It is always possible to find n−1 values i ∈ {−1, 1} and a permutation σ of {1, . . . , n−1} such that the vectors
For instance, this can be achieved as follows: First choose each i , i = 1, . . . , n −1, such that det(u 1 , . . . , u i−1 , u n , u i+1 , . . . , u n−1 ) and det(u 1 , . . . , u i−1 , i u i , u i+1 , . . . , u n−1 ) have the same sign. Then choose for σ the identity if det( 1 u 1 , 2 u 2 , . . . , n−1 u n−1 ) is positive and any simple transposition otherwise. Note that we do not assume in the following that the last coordinates of the vectors {v 1 , v 2 , . . . , v n−1 } are positive as we did before for {u 1 , u 2 , . . . , u n }.
If we consider now that the lattice L is generated by {v 1 , v 2 , . . . , v n−1 }, the cell incident to the origin that is intersected by segment Ou n is the elementary cell C = Ov 1 ⊕ Ov 2 ⊕ · · · ⊕ Ov n−1 whose reference point is the origin. Denoting by c u (resp. c v ) the reference point of the cell that contains u n when we take {u i } (resp. {v i }) as the basis vectors of L, we observe that
We shall in fact compute c v , and then obtain c u using (36).
Step 2. Next, the algorithm has to find which facet of the origin cell C is intersected by the ray originating from O in the direction of u n . Here and in the following, we denote by
the vertex of C opposite to O, and by
the vertices of C adjacent to w. For i = 1, . . . , n − 1, we denote by h i the (n − 2)hyperplane of R n−1 going through {O, v 1 , . . . , v i−1 , v i+1 , . . . , v n−1 }. The facets of C incident to the origin are each included in one of the hyperplanes h i while the facets of C incident to w are each included in one of the translated hyperplanes h i (1) = v i +h i . Each (n − 3)-face of C incident to w (there are (n − 1)(n − 2)/2 such faces) is included in the affine hull k i, j of a set of points of the form {w, w−v l with l ∈ {1, . . . , n −1}, l = i, j}. Thus the facets of C intersected by the ray supporting u n is determined by the sign of the following (n − 1) × (n − 1) determinants:
Each of those determinants allows us to eliminate one of the (n − 1) facets of C incident to w. Therefore at most (n −2) determinants like e i, j have to be considered during step 2.
Step 3. In the following we assume that the facet of C intersected by the ray originating from O in the direction of u n is the facet included in the hyperplane h 1 + v 1 and we denote simply by h(m) the hyperplane h 1 (m) = h 1 + mv 1 translated from h 1 by the vector mv 1 . (Note that there is no loss of generality in this assumption since it can always be achieved through a permutation of the vectors {v 1 , v 2 , . . . , v n−1 } preserving (34) and (35), such as a product of two transpositions.) In this step we search for the unique integer k such that h(2 k ) is intersected by Ou n while h(2 k+1 ) is not (see Figure 6 ). In addition, for each h(2 l ) intersected by Ou n the algorithm computes and stores in a stack (to be used in step 4) the reference point c(2 l ) of the cell containing the intersection point Ou n ∩h(2 l ). (Recall that cells are defined as semi-open sets including the facets incidents to their reference point but not the facets incident to the opposite vertex.) Furthermore, the algorithm compares the z-range [0, z n ] of the segment Ou n with the z-range of the (n − 2)-face of L H that projects onto the (n − 2)-face of L containing the intersection point Ou n ∩ h(2 l ). If both ranges do not overlap, the position of U n with respect to H is known and the march is stopped. Otherwise the algorithm computes the z-coordinate of the point C(2 l ) of H that projects onto c(2 l ) and probes the next hyperplane h(2 l+1 ). More precisely the following actions are performed.
Substep 3.1. This substep deals with hyperplane h(1). (1) is intersected by Ou n by computing the sign of
We decide if h
If h(1) is not intersected by u n , then the march is over: u n is included in cell C , whose reference point c v is the origin O. Going to step 6 the algorithm computes c u using (36) and R = U n − C u where C u is the point of L H that projects onto c u . 3.1.2 We set c(1) = v 1 . 3.1.3 The (n − 2)-face in h(1) intersected by vector u n is c(1) + C 1 where C 1 = Ov 2 ⊕ · · · ⊕ Ov n−1 . We compute the z-coordinate of the point C(1) of L H that projects onto c(1) and the z-coordinates of the other vertices of the (n − 2)-face of L H that projects onto c(1) + C 1 . If the z-coordinates of those vertices are all negative or all greater than z n , the position of U n with respect to H is known and the march is stopped. Otherwise substep 3.2 is entered.
Substep 3.2. In this substep we successively probe hyperplanes h(2), h(4), . . . , h(2 l ), . . . . Assuming that, at a given stage, h(2 l ) has been found to intersect Ou n and that points c(2 l ) and C(2 l ) have been computed, the following elementary actions are performed:
3.2.1 We decide if Ou n intersects hyperplane h(2 l+1 ) by computing the sign of f 1 (2c(2 l )) = det(u n − 2c(2 l ) − w 1 , v 2 , . . . , v n−1 ).
Notice that both 2c(2 l ) and 2c(2 l ) − w 1 belong to the hyperplane h(2 l+1 ), see Figure 6 . If u n does not intersect h(2 l+1 ), step 3 is over, go to step 4. 3.2.2 Otherwise we compute c(2 l+1 ). Clearly, c(2 l+1 ) is one of the 2 n−2 vertices of the (n − 2)-face 2c(2 l ) + C 1 (see Figure 7 ) and we can decide which one by computing the sign of the (n − 1) × (n − 1) determinants
3.2.3
The algorithm computes the points C(2 l+1 ) that projects onto c(2 l+1 ) and tests the z-range of the (n − 2)-face in H that projects onto c(2 l−1 ) + C 1 . If the nth coordinates of the vertices of this face are all negative or all greater than z n (recall that z n is assumed to be nonnegative) the position of U n with respect to H is known and the march is stopped. Otherwise the algorithm loops back to substep 3.2.1 to test the next hyperplane.
Step 4. Assume now that u n intersects the hyperplane h(2 k ) but not the hyperplane h(2 k+1 ). Then the algorithm computes the integer m such that segment Ou n intersects h(m) but not h(m + 1). The determination of m is a binary search. This search involves k stages numbered k −1, . . . , 0. At each stage l, the algorithm computes an integer m l such that segment Ou n intersects hyperplane h(m l ) but not h(m l + 2 l ). The reference point c(m l ) of the cell containing the intersection h(m l ) ∩ u n is computed and the algorithm tests the z-range of the (n − 2)-face of L H that projects onto c(m l ) + C 1 . More precisely, assuming that h(m l ), c(m l ), and C(m l ) are known at the beginning of stage l − 1, the following actions are performed:
4.1 We decide whether Ou n intersects h(m l + 2 l−1 ) or not by computing the sign of the determinant
where the vector c(2 l−1 ) is popped out from the stack. Notice that both c(m l ) + c(2 l−1 ) and c(m l ) + c(2 l−1 ) + w 1 belong to h(m l + 2 l−1 ). If u n does not intersect h(m l + 2 l−1 ) we have m l−1 = m l and c(m l 1 ) = c(m l ) and we can pass to stage l − 2. Otherwise, we have m l−1 = m l + 2 l−1 and we compute c(m l−1 ) in the next substep. 4.2 Clearly, c(m l−1 ) is one of the 2 n−2 vertices of the (n −2)-face c(m l )+c(2 l−1 )+C 1 in h(m l−1 ) and we can decide which one by computing the sign of the (n − 1) × (n − 1) determinants
4.3 The intersection u n ∩ h(m l−1 ) lies in the (n − 2)-face c(m l−1 ) + C 1 . We compute the vertex C(m l−1 ) of L H that projects onto c(m l ) and test the z-range of the (n − 2) face of L H that projects onto c(m l ) + C 1 . If the z-coordinates of the 2 n−2 vertices of this face are all negative or all greater than z n , then the position of U n with respect to H is known and the march is stopped. Otherwise, go back to substep 4.1 for stage l − 2 or to step 5 if l = 1. Step 5. At this point we know that vector Ou n intersect h(m 0 ) in the cell c(m 0 ) + C 1 but does not intersect h(m 0 + 1). Thus the origin c v of the cell containing u n is one of the vertices of c(m 0 ) + C 1 and which one can be decided by computing the signs of the (n − 1) × (n − 1) determinants
Step 6. At last c u is computed from c v using (36), and the vector R = U n − C u is computed. By construction, the projection r of R belongs to the origin cell C. If the z-coordinate of R is negative or greater than n−1 i=1 z i the position of U n with respect to H is known and the algorithm finishes. Otherwise, R belongs to box B.
Second Phase. At each iteration of the second phase, the algorithm is given a point R t (r t , z t ) in B and has to locate the endpoint of R = 2R t with respect to H. For this purpose, the algorithm determines the reference point c t+1 of the cell of lattice L containing the endpoint of the projection 2r t of R . Owing to the fact that r t belongs to the cell C whose reference point is the origin, the reference point c t+1 is necessarily one of the 2 n−1 vertices of C (see Figure 8 ) and finding which one amounts to determining the sign of the following (n − 1) × (n − 1) determinants:
If z t+1 is negative or greater than n−1 i=1 z i , then the position of R t+1 with respect to H is known. Else R t+1 ∈ B, and the algorithm proceeds to iteration t + 1.
Required Arithmetic.
To evaluate the sign of an n × n determinant, the above algorithm performs different operations among which are the evaluations of signs of (n −1)×(n −1) determinants. To evaluate the signs of those determinants, the algorithm calls the (n − 1)-dimensional version of the same algorithm which in turn involves evaluating signs of (n − 2) × (n − 2) determinants and so on until dimension 2 is reached, where the original ABDPY method is used. Here we call the nth level the set of all the computations performed by the algorithm except those involved in the evaluations of signs of (n − 1) × (n − 1) determinants. More generally, the kth level is the set of all the computations performed by the algorithm to evaluate signs of k × k determinants except those involved in the evaluations of signs of (k − 1) × (k − 1) determinants.
In the following we first focus on the computations performed at the nth level and then consider the lower levels.
At the nth level of computation, the input vectors {U 1 , U 2 , . . . , U n } are all vectors with b-bit integer entries, that is, with magnitude less than 2 b . To be able to generalize our conclusions to lower levels, however, we here assume a weaker hypothesis. Namely, we consider the L ∞ norm of the input vectors (the L ∞ norm U ∞ of a vector U is the maximum absolute value of any components of U ), and define the norm of the matrix [U 1 , U 2 , . . . , U n ] as the sum n i=1 U i ∞ of the L ∞ norm of its column vectors.
LEMMA 3.1. If the norm of D is less than a constant S n , any of the (n − 1) × (n − 1) determinants considered by the algorithm has a norm less than S n−1 = 2S n . Furthermore, all the computations performed at the nth level require exact integer arithmetic on no more than log S n + 1 bits.
PROOF. To prove the lemma, we first consider in turn all the (n−1)×(n−1) determinants encountered during the two phases of the algorithm and prove for each of them that their input vectors can be computed exactly using no more than log S n + 1 bits and that their norm is less than 2S n . Then we consider the other computations performed at the nth level.
The Encountered (n − 1) × (n − 1) Determinants. The claim is trivial for the determinants d i encountered in step 1 of the first phase. Then we notice that the bound on the norm of the input determinant implies that the L ∞ norms of vectors w and w j defined by (37) and (38) are bounded by S n . Thus the proposition of the lemma is also obviously true for the determinants and e i, j encountered in step 2.
We consider the determinants f 1 (2c(2 l )) encountered in substep 3.2.1. Those determinants involve, in addition to (n − 2) of the input vectors, a vector of the form u n − 2c(2 l ) − w 1 . At the time this vector is considered, segment Ou n is known to intersect hyperplane h(2 l ) on a point p(2 l ) = Ou n ∩ h(2 l ) which belongs to the (n − 2)-face c(2 l ) + C 1 of L in h(2 l ). Since p(2 l ) belongs to Ou n , p(2 l ) ∞ and u n − p(2 l ) ∞ are bounded by U n ∞ . In addition, p(2 
and the L ∞ norm of u n − 2c(2 l ) − w 1 ∞ does not exceed 3S n :
Now, if segment Ou n intersects the hyperplane h(2 l+1 ), the point 2c(2 l ) + w 1 is necessarily one of the vertices of the (n − 2)-face of L in h(2 l+1 ) that is intersected by Ou n . Then the previous argument shows that u n − 2c(2 l ) − w 1 does not exceed S n . Therefore the algorithm can compute the components of u n − 2c(2 l ) − w 1 using the associative scheme:
If the components of this vector do not exceed S n in absolute value, the above scheme does not require exact integer arithmetic on more than log S n + 1 bits, and the norm of the f 1 (2c(2 l ) ) is less than 2S n . Otherwise, we can conclude that Ou n does not intersect h(2 l+1 ) and there is no use in testing the determinant f 1 (2c(2 l ) ) nor in computing the components of u n − 2c(2 l ) − w 1 .
A similar argument applies to the determinant f 1 (0) of substep 3.1.1, to the determinants f 1 (c(m l )+c(2 l−1 )) encountered during step 4.1, and to the determinants f j (c(m 0 )) encountered in step 5.
We consider the determinants g j (2c(2 l )) encountered in substep 3.2.2. Point 2c(2 l ) + w 1 is necessarily one of the vertices of the (n − 2)-face in h(2 l+1 ) intersected by vector Ou n which implies as above that its components do not exceed S n in absolute value. Thus the norm of g j (2c(2 l )) is less than 2S n and computing vector 2c(2 l )+w 1 from c(2 l ) and w 1 does not require more than log S n + 1 bits. A similar argument applies to the vectors c(m l ) + c(2 l−1 ) + w 1 and to the determinants g j (c(m l ) + c(2 l−1 )) encountered in substep 4.2.
At last, we consider the determinants a i encountered during the second phase of the algorithm. Since r t belongs to the origin cell C of L, w is necessarily one of the vertices of the cell containing the point 2r t and 2r t − w is less than S n . Thus vector 2r t − w can be computed from r t and w using no more than log S n + 1 bits and the norm of matrix corresponding to determinant a i (2r t − w) is less than 2S n = S n−1 .
The Other Computations Performed at the nth Level. These computations occur in substeps 3.1.3, 3.2.3, and 4.3 when computing the z-components of vertices C(2 l ) or C(m l ), in substep 6 when computing c u from c v and vector R, and, at last, in each iteration of the second phase when computing C t+1 and R t+1 .
We first focus on substep 3.2.3. We consider the 2 n−2 vertices of L H that project on the vertices of the (n −2)-face c(2 l+1 )+C 1 . As underlined in the description of substep 3.2.3, if the z-coordinates of those vertices of L H are all negative or all greater than z n , then the march is over and there is no need to compute C(2 l+1 ). Otherwise, at least one of these vertices has its z-coordinate in the range [0, z n [ which implies that the z-coordinate of any of them is less than S n in absolute value. Thus, in particular, the z-coordinate of C(2 l+1 ) is less than S n and can be computed exactly from z i , i = 1, . . . , n − 1, and z(2C(2 l )) using no more than log S n + 1 bits. A similar argument applies to the computations performed in substeps 3.1.3 and 4.3.
In step 6, c v and c u are both vertices of a cell of lattice L intersected by segment Ou n . Thus c v ∞ and c v ∞ are less than S n and computing c u from c v using (36) does not require more than log S n + 1 bits. Also, u n − c u ∞ is bounded by S n and vector u n − c u can be computed on log S n + 1 bits. At last, as above, the z components of C u and R = U n − C U are not required unless both C u and C v have z components less than S n , in which case they can be computed exactly on log S n + 1 bits. Similar arguments apply for the computations of r t+1 = 2r t − c t+1 and z t+1 at each iteration of the second phase. This ends the proof of Lemma 3.1.
We are now in position to analyze the arithmetic precision required by the lattice method. An easy recurrence using the above lemma shows that if the norm of the n × n input matrix is less than S n , then the computations performed at level k require exact integer arithmetic on log S k + 1 bits with S k = 2 n−k S n . For an n × n-determinant with b-bits integer entries, the hypothesis is satisfied with S n = n2 b . Since the original ABDPY algorithm yields the sign of a 2 × 2 determinant with b -bit integer entries using only b -bit arithmetic [ABD + 2] , the whole algorithm requires exact integer arithmetic on only n − 2 + log n + b bits.
Time Complexity.
Steps 1, 2, and 5 involve altogether at most 3n − 4 evaluations of sign of (n − 1) × (n − 1) determinants. Now, the value m obtained in step 4 is just the integer part of the coefficient of v 1 in the expression u n = LC(v 1 , v 2 , . . . , v n−1 ). Therefore m is no more than
which means that the algorithm loops at most bn + (n/2) log n times in substep 3.2 and step 4, computing in each loop n − 1 signs of (n − 1) × (n − 1) determinants. During the second phase, the algorithm performs at most O(bn + n log n) iterations, each of which involves (n − 1) evaluation of signs of (n − 1) × (n − 1) determinants. Thus the algorithm calls for at most O(bn 2 + n 2 log n) evaluations of signs of (n − 1) × (n − 1) determinants. The other computations at the nth level take time O(n 2 ). Therefore, the complexity t n obeys a recurrence equation of the form t n = O(bn 2 + n 2 log n)t n−1 + O(n 2 ), which leads to an exponential complexity t n = O((b + log n) n−1 (n!) 2 ). However, this bound is very pessimistic: indeed, even if the determinant is null and requires a fullfledged first phase followed by bn iterations in the second phase, the (n − 1) × (n − 1) encountered determinants have no reason to be close to zero. Therefore they are very likely to be caught by some floating-point filter. As the different determinants arising in the loops of the first phases or during iterations of the second phase differ only by a single column, the floating point evaluations involved in filtering are reduced to a scalar product (using the minors relative to the changing column). Thus, in practice, evaluating the sign of each encountered (n − 1) × (n − 1) determinant takes only O(n) time and the time required by the whole algorithm should be close to O(bn 3 + n 3 log n) even for a null determinant. Of course, if the determinant is not even close to zero, few iterations are performed and the algorithm is very fast.
Experimental Results.
The reorthogonalization method and the lattice method have both been implemented in C. We have not really attempted to optimize either codes, and timings could be improved by a careful re-engineering. Nevertheless, they provide an order of magnitude. To be able to compare the efficiency of those methods with respect to others we have also implemented a floating-point Gaussian elimination (which of course does not always yields the right sign) and an exact computation of the determinant using the exact integer arithmetic provided by Leda. In order to show the practical efficiency of our methods and to get a fair comparison with the code produced by LN [FV] for computing signs of determinants, we have also implemented the lattice method combined with a floating-point filter (the results would have been quite similar for the reorthogonalization method).
In each dimension, three types of determinants, respectively called random, null, and quasi-null, have been used. Random determinants have as entries random signed integers numbers on b bits and their value is of the order of 2 bn . Null determinants are formed by n − 1 column vectors of the form k i U i and a last column of the form n−1 i=1 l i U i , where the components of vectors U i are random signed integers numbers on b/2 bits while the coefficients k i and l i are random signed integers numbers on b/2 bits. Therefore null determinants have rank n − 1. Quasi-null determinants are obtained by a small perturbation of null determinants adding to each entry a random sign integer on two bits.
We first compare the number of iterations for Clarkson's choice and our variant of the reorthogonalization method for determinants with entries on b = 53 − n bits. (This is over the bound allowed for reorthogonalization, but this bound is pessimistic and, in practice, the reorthogonalization method yields the correct sign up to this precision on the entries.) The number of iterations is depicted in Figures 9-11 . They show that our variant is competitive for the range of n, b = −(n − 2 + log n ) which we tested.
We have experimented the lattice method with our variant of the reorthogonalization method on determinants of dimensions n from 2 to 6 with b-bit integer entries, where b = 53 − (n − 2 + log n ). (This is the precision bound allowed for the lattice method and slightly over the bound allowed for reorthogonalization.) Timing results appear in Table 1 .
Gaussian elimination and the reorthogonalization method are slower than filtered methods for small dimensions, because they perform divisions (although this could have been avoided for Gaussian elimination). The lattice and reorthogonalization methods show about the same performances, the balance being in favor of the lattice method in dimensions 3 and 4 and in favor of the reorthogonalization method in higher dimension. Both appear to be highly adaptive methods, being very fast for random determinants (less than a factor 10 above the floating-point calculation) and also fast enough for quasi-null determinants which are not caught by usual floating-point filters. For null determinants, both method are still faster than the exact computation of Leda and no more than seven times slower than LN for 3 × 3 null determinants and four times slower for 4 × 4 null determinants. At least for dimension n up to 6, the timing results of the lattice and reorthogonalization methods agree with their predictions. This is confirmed by tests performed on the reorthogonalization method up to dimension 15 and whose results are gathered in the graph of Figure 12 . Therefore it is clear that the comparison between the computation using a multiprecision package (Leda or the code generated by LN) and the lattice or reorthogonalization methods ends up sooner or later in favor of the latter methods when the dimension increases. In fact, the lattice method could be very slow in some special cases, for instance when two column vectors of the input determinant are collinear. This agrees with the worst-case exponential behavior, because in such cases most lower level determinants are null. However, a simple preprocessing allows us to avoid these bad cases. This preprocessing consists in first making sure that the first two column vectors are independent (by computing the 2 × 2 minors of these two columns) and then multiplying the input matrix both on the left and on the right side by an n × n matrix M whose entries are either 1 or −1 and whose determinant is not null. Such a preprocessing is very fast and only subtracts 2 log n bits from the allowed bit complexity of the entries.
Another caveat to be mentioned: for integer entries, any of the above method except Leda will fail in dimension n sufficiently large (possibly less than 20) due to overflow of the range of exponents in IEEE double precision. This can be circumvented by observing that both algorithms are scalable: multiplying all integer entries by a common factor does not change the algorithm. In particular, we can make the entries smaller than 1 and use gradual underflow.
At last, we can also mention that the reorthogonalization method in dimension 6 has been successfully used to detect the singular configurations of a parallel robot (a platform controlled by the length of the six segments that attaches it parallel to a fixed body), an application where lots of null and quasi-null determinants have to be tested.
Conclusions.
The need for computing the sign of determinants arises in many geometric tests, such as orientation tests or in-sphere tests. In solid modeling, boundary representation requires computing the intersection of surfaces, which involves computing the sign of multivariate resultants, expressed as higher-dimensional determinants.
The reorthogonalization and the lattice method both appear to be practical methods to compute correctly the sign of determinants with integer entries, for dimension up to at least 15. The lattice method extends the ABDPY method (which is limited to dimension 3) to any dimension. It requires fewer extra bits than the reorthogonalization method and offers equivalent performance. Furthermore, its special treatment of the last column makes it especially suitable for computing in-sphere tests. Both methods allow for reasonably big entries, are adaptive, and give increased speed over standard multiprecision methods. This provides an affordable way of performing exact geometric tests, which is a decisive step toward robustness. However, some work (initiated with [BBP] ) still has to be done to provide good floating-point filters for these high-dimensional geometric predicates. Fig. 12 . Timings as a function of the dimension, for the exact computation of signs of n × n determinants. The timings are in microseconds. The solid curve corresponds to an exact computation using a multiprecision package (here Leda). The three dotted curves correspond to the reorthogonalization method on respectively null, quasi-null, and random determinants.
Appendix A. Floating-Point Computations.
A binary floating-point representation on b bits of a real number is a representation of the form ±d 0 · d 1 d 2 · · · d b × 2 e , where each d i denotes a single binary digit and e denotes the exponent. A normalized number is either 0 or has d 0 = 1 (which is then represented implicitly). On most machines, the precision is fixed and b is a constant (52 for the IEEE 754 standard). We do not address the issues of overflow and underflow so the exponent e may vary in the range ]−∞, ∞[. Underflows and overflows do not occur in our implementation because we consider integer input. Goldberg [G] surveys floating-point formats in detail, particularly the IEEE 754 standard.
This representation implies that only a subset F of the reals in R can be represented. On most machines, exact rounding is provided: this means that a number x is represented by its closest element in F, which we denote by fl (x) (ties are broken arbitrarily). When performing an arithmetic operation, the result is rounded exactly. The unit roundoff u = 2 b−1 bounds the relative precision to which a number is approximated. Thus for any number x in R, we have | fl (x) − x| ≤ u · |x|. This means that the results of the four arithmetic operations are approximated with relative error u.
It remains to obtain bounds for the two basic vector operations used by Clarkson's algorithm: dot products and reduction. (Square norms are computed as dot products.) The error made when computing a dot product is well known, and can be found in the book by Forsythe and Moler [FM] . Assume that nu ≤ 0.01, and that these operations of vectors in F n are computed using the following scheme:
fl (x · y) = fl ( fl (x 1 y 1 ) + fl ( fl (x 2 y 2 ) + · · ·)), fl x y = fl fl (x · y) fl (y · y) .
Then we have
REMARK. As is also stated in [FM] , the relative error made when computing a dot product can be substantially decreased by using double precision for the computation of x · y, then rounding back to single precision. If we assume that the dot products are computed in this way, although double precision is completely encapsulated within the dot product computation and may not be otherwise assumed in the algorithm, then this relative error becomes less than 1.01u, saving a factor of n. Also, the bound on the error incurred when computing reduction factors drops to 3.03u. The impact on the number of extra bits needed by the reorthogonalization method is negligible, however.
Appendix B. Proof of Correctness, Reorthogonalization Method. In this appendix we need to bound the difference of two reductions having the same numerator. We use the following inequality, valid for any vectors A, B, and C:
PROOF. Indeed, we can compute
The last equality can be proven simply by looking at Figure 13 . The first vector ( C / B )B − ( C / C )C is one diagonal, and the second vector B − C is the other diagonal of the figure. Both diagonals have equal length by symmetry. Fig. 13 . For the proof of (43).
PROOF OF (4) AND (3). If the algorithm exits all stages up to stage k, we must have fl(A j · A j ) ≤ 2 fl(B j · B j ). Since the dot products are evaluated with relative error 1.01nu, for any 1 ≤ j ≤ k, A j 2 ≤ 2 B j 2 (1 + 1.01nu) (1 − 1.01nu) .
Otherwise, the equation above is only true for j < k, and since fl A l k · A l k ≥ 2 fl B l k · B l k in line 6, we must have A l k 2 ≥ 2 B l k 2 (1 − 1.01nu) (1 + 1.01nu) .
Equations (4) and (3) follow from the assumption nu ≤ 10 −4 .
PROOF OF (5). We assume inductively that E j ≤ δ j B j , and we fix k and l. The definition of B 
k is assumed to be very small. We put E
We can bound using the triangular inequality and (43),
All that is needed to prove (5) is a bound on B ( j) k . We claim that B ( j) k ≤ 5(n + 2)u A l k . Then (5) follows by unrolling the last equation. We now prove by (tedious) floating-point error analysis that B ( j) k ≤ 5(n + 2)u A l k ,
The third term is bounded by 0.5 A j by the definition of · , and by 0.74 C j by (4) and (7). The second is bounded by A ( j+1) k 1.01(2n + 2)u by using (42). For the first term,
We note that B j is obtained by reduction from A j , hence A j · B j is almost B j 2 . In fact A j · C j = C j 2 . Hence, using (4), (6), (7), and (8) ad libitum,
Finally, the first term is less than 2.04 A 
Equation (10) is proved by 0.74(2.05 2 − 1) −1/2 ≤ 0.42. PROOF OF (14) . This proof is similar to the previous proof except that we reduce everything by C j . Remembering that (A j /C j ) = 1, we have, by the definition of A
Bounding the first term using (43) and the second using (42), we get
In the last inequalities, we have used the facts that δ j ≤ δ j+1 and that δ j +1.04(2n+2)u ≤ (1/1.42)δ j+1 , as is immediate from the definition of the δ j 's. We can use the classical inequality (x + y) 2 ≤ 2(x 2 + y 2 ) to get
PROOF OF (17). Summing (7) over j, we get 0.98
However, we must now compute the floating-point accuracy of S B k with respect to the sum above. Since the dot products create an error at most 1.01(2n + 2)u B j 2 , and each of the k − 2 additions creates an error of at most u k−1 j=1 B j 2 = uS B k , we get Equation (17) follows from k ≤ n and (n + 1)u ≤ 10 −4 .
PROOF OF (27) . The condition η n ≤ 0.01 clearly implies all the others. It is immediate from the definition of δ k that δ k ≤ 3k(n + 2)4 k u. Indeed, this is true for k = 2 and for k ≥ 3, by induction, δ k ≤ 1.42 6 k−1 j=2 j4 j + 5k (n + 2)u ≤ 1.42 6k 4 k 3 + 5k (n + 2)u ≤ 3k(n + 2)4 k u.
As for η k , we can use the above bound η k ≤ 9k 2 (n + 2) 2 k j=2 2.05 2(k− j) 4 2 j u ≤ 3.21k 2 (n + 2) 2 16 k u.
Equation (27) is implied by taking logarithms of 3.21(n + 2) 4 16 n u ≤ 0.01. PROOF OF (31). Takings products of (6) for all j < k,
We must not evaluate the floating-point accuracy of p B k with the product above. Computing the quantities (1 + δ j ) B j 2 yields an additional error 1.01(2n + 4)u(1 + δ j ) 2 B j 2 , and computing the entire chain of k − 2 products results in an additional error term of at most (k − 2)u 1≤ j<k (1 + δ j ) 2 B j 2 . It follows from (n + 2)u ≤ 10 −4 that
which proves (31).
