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In cooperative communication protocols, multiple terminals can cooperate to-
gether forming a virtual antenna array to improve their performance. This thesis
contributes to the advancement of cooperative communications by proposing new
relay deployment and selection protocols across the network layers that can in-
crease the bandwidth efficiency, reduce the end-to-end transmission power needed
to achieve a desired network throughput, maximize the lifetime of a given network,
rebuild a disconnected network, and mitigate the effect of channel estimation error
and co-channel interference (CCI) problems.
Conventional cooperative schemes achieve full diversity order with low band-
width efficiency. In this thesis we propose a relay selection cooperative protocol,
which achieves higher bandwidth efficiency while guaranteeing full diversity order.
We provide answers to two main questions, namely, “When to cooperate?” and
“Whom to cooperate with?”. Moreover, we obtain optimal power allocation and
present the tradeoff between the achievable bandwidth efficiency and the corre-
sponding symbol error rate performance.
We illustrate that the cooperation gains can be leveraged to the network layer.
In particular, we propose a cooperation-based routing algorithm, namely, the Min-
imum Power Cooperative Routing (MPCR) algorithm, which optimally selects
relays while constructing the minimum-power route. Moreover, the MPCR can be
implemented in a distributed manner. Using analytical and simulation results, we
show that the MPCR algorithm achieves significant power savings compared to
the current cooperation-based routing algorithms.
We also consider maximizing the network lifetime in sensor networks via deploy-
ment of relays. First, we propose a network maintenance algorithm that obtains
the best locations for a given set of relays. Second we propose a routing algorithm,
namely, Weighted Minimum Power Routing algorithm, that significantly increases
the network lifetime due to the efficient utilization of the deployed relays. Finally,
we propose an iterative network repair algorithm that finds the minimum num-
ber of relays along with their best locations, needed to reconnect a disconnected
network.
We complete this thesis by investigating the impact of cooperative communi-
cations on mitigating the effect of channel estimation error and CCI. We show
that cooperative transmission schemes are less susceptible to the effect of channel
estimation error or CCI compared to the direct transmission. Finally we study the
tradeoff between the timing synchronization error, emerging in the case of having
simultaneous transmissions of the cooperating relays, and the channel estimation
error, and show their net impact on the system performance.
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Everyday, we witness new demands for services which require high data rates to
be reliably provided through wireless networks, e.g., multimedia service through
cellular networks. In wireless communication systems, transmitted signals experi-
ence multipath propagation. In particular, the received signal varies as a result of
the destructive and constructive interference of the multipath signals. Destructive
interference results in a fading phenomenon, which has a dramatic effect on the
overall system performance compared to that caused by additive noise. Therefore,
there is an urgent need for wireless communication protocols that can mitigate the
fading effect and improve the system performance.
Various diversity techniques in time, frequency, and space domains have been
proposed in the last decades to mitigate the fading phenomenon [1]. In principle
diversity techniques provide a destination with multiple replicas of the transmitted
signal, which experience independently faded channels. The probability of having
all the channels in deep fade is much lower than that of any individual channel.
Time diversity can be achieved by coding and interleaving across independently
faded time slots. However in delay-sensitive applications with slow fading envi-
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ronment, time diversity is not applicable due to the delay constraints. Frequency
diversity can be achieved in frequency-selective wideband systems, for instance,
by coding across independently faded sub-carriers in orthogonal frequency division
multiplexing (OFDM) systems. However, frequency diversity degrades the band-
width efficiency in coded OFDM systems and is not applicable in narrowband
systems.
Spatial diversity using multiple antennas at the transmitter and/or the receiver
is of special interest as it enhances the signal quality while not degrading the system
performance in terms of delay and bandwidth efficiency. Various space-time codes
have been proposed to provide spatial diversity such as space-time trellis codes
and space-time block codes proposed in [2] and [3], respectively. Moreover, the
multiple-input multiple-output (MIMO) channels add more degrees of freedom to
the conventional single antenna channels, which result in higher channel capacity as
was shown in [4] and [5]. However in wireless networks such as cellular networks,
it may not be feasible to install multiple antennas at the mobile terminals due
to cost and size limitations. This gave rise to a revolutionary concept, namely,
cooperative diversity [6].
Cooperative diversity exploits the broadcast nature of the wireless medium. In
cooperative communication protocols, a number of relay nodes are assigned to help
a source in forwarding its information to its destination, hence forming a virtual
antenna array. In the rest of this section, first we present a motivating example to
illustrate the main idea of cooperative communications. Second we present related






Figure 1.1: Single-relay cooperative communication system.
1.1 Motivating Example
We consider a cooperative communication system as shown in Figure 1.1. It con-
sists of the source, s, the destination, d, and a relay, r. The relay receives and
transmit information to enhance the the communication between the source and
destination. Two cooperative protocols, namely, decode-and-forward and amplify-
and-forward, are described as follows.
The decode-and-forward protocol is implements in two transmission phases
and can be described as follows. In the first phase, the source broadcasts its
information, which is received by both the relay and destination. The received
signals at the destination and the relay can be written as
ys,d =
√
P1 hs,d x + ηs,d
and ys,r =
√
P1 hs,r x + ηs,r ,
(1.1)
respectively, where P1 is the source transmitted power, x is the transmitted infor-
mation symbol with unit energy, and ηs,d and ηs,r are additive noise terms. Also,
hs,d and hs,r are the source-destination and source-relay channel coefficients, re-
spectively. If the relay decodes the received symbol correctly, then it forwards the
decoded symbol to the destination in the second phase, otherwise it remains idle.
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The received symbol at the destination from the relay is written as
yDr,d =
√
P̃2 hr,d x + ηr,d , (1.2)
where the superscript D denotes decode-and-forward protocol, P̃2 = P2 if the relay
decodes the symbol correctly, otherwise P̃2 = 0, ηr,d is an additive noise, and hr,d
is the relay-destination channel coefficient.
Power is distributed between the source and the relay subject to the power
constraint P1+P2 = P . We assume that the relay can tell whether the information
is decoded correctly or not [7]. Practically, this can be done at the relay by applying
a simple signal-to-noise ratio (SNR) threshold on the received data. Although, it
can lead to some error propagation, but for practical ranges of operating SNR,
the event of error propagation can be assumed negligible. The destination applies
maximal-ratio combining (MRC) [8] on the received signals from the source and















The performance of the decode-and-forward protocol is discussed after intro-
ducing the amplify-and-forward protocol. The amplify-and-forward protocol is also
implemented in two transmission phases and can be described as follows. Source
broadcasts its information in the first phase as modeled in (1.1). In the second
phase, the relay amplifies the received signal and transmits it to the destination




P1 |hs,r|2 + N0 hr,d ys,r + ηr,d ,
(1.4)
where the superscript A denotes amplify-and-forward protocol. The destination
applies MRC on the received signals from the source and the relay and the output
4

















P1 |hs,r|2+N0 + 1) N0
yAr,d . (1.5)
The channel coefficients hs,d, hs,r, and hr,d are modeled as zero-mean complex




r,d, respectively. In addi-
tion, the noise terms ηs,d, ηs,r, and ηr,d are modeled as zero-mean complex Gaussian
random variables with variance N0. In [7], symbol error rate (SER) expressions
were derived for both techniques. At high SNR γ = P/N0, it was shown that the
SER, denoted by Pr(e), can be tightly upper bounded as
Pr(e) ≤ (CGγ)−2 , (1.6)












where r = P1/P is the power allocation ratio, b = sin
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for M-PSK
modulation type. The diversity order is defined as d = − limγ−→∞ log(Pr(e))/ log(γ).
Thus, from (1.6), it can be shown that both the amplify-and-forward and decode-
and-forward protocols achieve full diversity order equal to two.
In Figure 1.2, we show simulation results of the amplify-and-forward and decode-
and-forward for QPSK signals. We assume unity channel variances and equal
power allocation between the source and the relay. It is shown that both coopera-
tion schemes achieve full diversity, equal to two. The tight upper bound in (1.6) is
also plotted for both cooperation schemes. We note that the decode-and-forward
5
















Upper bound, amplify−and−forward transmission
Simulation, amplify−and−forward transmission
Upper bound, decode−and−forward transmission
Simulation, decode−and−forward transmission
Figure 1.2: The SER of the amplify-and-forward and decode-and-forward coopera-
tive techniques with equal power allocation and unity channel variances.
performs slightly better than the amplify-and-forward. The direct transmission
performance, using a total transmission power P , is also plotted for comparison
and it achieves diversity order equal to one.
In [7], a practical comparison between the amplify-and-forward and decode-and-
forward was introduced. It was illustrated that for the case when the source-relay
channel is statistically better than the source-destination and relay-destination
channels, then decode-and-forward performs better than the amplify-and-forward
but not at a remarkable degree. However, if the source-relay channel is bad then
the amplify-and-forward and decode-and-forward perform similarly.
1.2 Related Prior Work
As shown in the previous example, cooperative diversity can mitigate fading effects
via providing spatial diversity. Spatial diversity can be also utilized to reduce the
transmission power required to achieve certain Quality of Service (QoS). There-
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fore, cooperative communications can increase the battery life of the transmitting
nodes. Alternatively, cooperative communications can extend the coverage area
(e.g. in cellular networks) as was investigated in [9]. On the other hand, there are
many challenges that need to be considered such as reducing the error probability
at the helping terminals (relays), increasing the bandwidth efficiency of the conven-
tional cooperative schemes, and the time synchronization among the simultaneous
cooperating nodes. In the sequel, we present some of the prior work related to
relay networks and cooperative communication protocols.
The classical relay channel model, which consists of three terminals: a source, a
destination, and a relay, was first introduced in [10]. An upper bound on the chan-
nel capacity as well as an achievable lower bound for the additive white Gaussian
noise (AWGN) relay channels were provided in [11]. Generally, the lower and upper
bounds do not coincide except for special cases as in the degraded relay channels.
In [12], different coding strategies haven been proposed, which achieve the ergodic
capacity with phase fading if the phase information is known locally and if the
relays are near the source.
User cooperation diversity was first introduced in [13] and [14]. A two-user
code division multiple access (CDMA) cooperative system, where both users are
active and use orthogonal codes, was implemented in this two-part series. It was
illustrated that in a two-user system assuming the knowledge of channel phases at
the transmitter sides, user cooperation can achieve high data rate for both users
and that users are less sensitive to channel variations. In fast-fading scenario, it
was shown that the achievability region of a two-user cooperative system includes
the capacity region of the two-user multiple access system, i.e., when there is no
cooperation among the users. Furthermore in slow-fading scenario, it was shown
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that the outage probability of the cooperative system is less than that of the non-
cooperative system.
Various techniques of cooperative communication have been described in [15]
such as amplify-and-forward, decode-and-forward, selection relaying, and incre-
mental relaying. As described in Section 1.1, in amplify-and-forward protocol each
relay forwards the received information after amplifying it. In decode-and-forward
cooperative protocol, each relay decodes the information received from the source,
re-encodes it then forwards it to the destination. This is slightly different from
the protocol defined in Section 1.1, in which the relay only forwards the received
data if correctly decoded. In selection relaying protocol, the relay decides whether
to cooperate with the source or not based on the channel conditions between the
source and the relay. Finally in incremental relaying protocol, the relay cooperates
only if the destination asked through feedback to receive another replica of the
transmitted symbol. It was shown that the decode-and-forward and amplify-and-
forward protocols achieve bandwidth efficiency equal to 1/2 symbols per channel
use (SPCU), while the selection relaying and incremental relaying schemes achieve
higher bandwidth efficiency.
The concept of multi-hop diversity, where each relay combines the signals re-
ceived from all of the previous transmissions, was introduced in [16]. This kind of
spatial diversity is specially applicable in multihop ad-hoc networks. Multi-node
cooperative communications with decode-and-forward and amplify-and forward
strategies, described in Section 1.1, have been analyzed in [17] and [18], respec-
tively. In [17], a family of cooperative protocols in which each relay can combine
an arbitrary subset from the previous transmissions was considered. SER perfor-
mance analysis for the decode-and-forward multi-node schemes was provided. It
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was shown that full diversity order is achieved if each relay combines the received
signals from the previous relay and the source. Analysis for general multibranch
multihop amplify-and-forward cooperative protocol was provided in [18]. It was
shown that the multibranch scheme, in which there exists a number of parallel
relay-based branches from the source to its destination, achieves full-diversity or-
der.
Distributed space-time codes can achieve high bandwidth efficiency, while guar-
anteeing full diversity order. In [19], a distributed space-time coded (STC) cooper-
ative scheme was proposed, in which the relays decode the received symbols from
the source and utilize a distributed space-time code. In this scheme, each relay
is assigned a column in a space-time matrix and it sends this column if it has
decoded the source’s message correctly. It was shown that decode-and-forward
distributed space-time codes can achieve full diversity order in the number of co-
operating relays and not just in the number of decoding ones. However, timing
synchronization among the cooperating terminals problems are among the chal-
lenges to implement distributed space-time codes. In [20], distributed space time
codes for decode-and-forward and amplify-and-forward cooperative protocols have
been analyzed.
Coded cooperation, which combines error-control coding with cooperative com-
munications, was introduced in [21]. The coded information is divided over two
consecutive frames. The source broadcasts the first frame, which is received by
the destination and the relay. The relay tries to decode this frame and sends the
second frame if correctly decoded. Otherwise, the source sends the second frame.
It was shown that full-diversity order and large coding gain are achieved via coded
cooperation.
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The optimal location for a single-relay communication system has been investi-
gated for decode-and-forward and amplify-and-forward in [9] and [18], respectively.
For incremental relaying decode-and-forward, it was shown in [9] that the optimal
relay location is in the middle between the source and destination with no MRC at
the destination. If MRC is utilized, then the optimal relay location is towards the
source. In amplify-and-forward, it was shown that the relay is best to be deployed
in the mid-way between the source and the destination [18].
Cooperative communications can also enhance the performance of MIMO sys-
tems. It was proven in [22] that relays can significantly increase the capacity of
rank-deficient MIMO channels. Intuitively the cooperating relays create the rich
scattering environment, needed for maximum throughput, by acting as scatters.
In [23], the optimum design of the relay weighting matrix for the multiple-antenna
amplify-and-forward relay was proposed. It was shown that the optimum relay
matrix represents a matched filter along the singular vectors of the source-relay
and relay-destination channel matrices.
1.3 Dissertation Organization and Contributions
In this thesis, we develop and analyze a cross-layer framework for utilizing the
cooperative communication paradigm in wireless networks. The ultimate goal of
our research is to develop new relay deployment and selection protocols across
the network layers that can increase the bandwidth efficiency, reduce the required
transmission power needed to achieve a desired network throughput, maximize the
lifetime of a given network, maintain a given network to be connected as long
as possible, rebuild a disconnected network, and mitigate the effect of channel
estimation error and co-channel interference problem. In the following, we present
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the main contributions of each chapter.
1.3.1 Cooperative Communications with Relay Selection
(Chapter 2)
As explained in Section 1.1, the conventional cooperative scheme achieves full
diversity order. However, it results in low bandwidth efficiency due to utilizing
orthogonal channels for the transmission of the source and the relays. Increasing
the bandwidth efficiency of the cooperative communications scheme is of great
importance to satisfy the demand for high data rate. In Chapter 2, we propose a
new cooperative communication protocol that achieves higher bandwidth efficiency
while guaranteeing the same diversity order as that of the conventional cooperative
scheme. The proposed scheme considers relay selection via the available partial
channel state information (CSI) at the source and the relays. Hence, it is a form
of cross-layer relay-selection scheme across the network and physical layers.
We consider the multi-node decode-and-forward cooperative scenarios, where
arbitrary N relays are available. The source determines when it needs to cooperate
with one relay only, and which relay to cooperate with in case of cooperation, i.e.,
“When to cooperate?” and “Whom to cooperate with?”. An optimal relay is
the one which has the maximum instantaneous scaled harmonic mean function of
its source-relay and relay-destination channel gains. We derive an approximate
expression of the bandwidth efficiency and obtain an upper bound on the symbol
error rate (SER) performance. We show that full diversity is guaranteed and
that a significant increase of the bandwidth efficiency is achieved. Finally, we
obtain optimal power allocation and present the tradeoff between the achievable
bandwidth efficiency and the corresponding symbol error rate performance [24–26].
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1.3.2 Cooperative Routing (Chapter 3)
We focused in Chapter 2 on a special network setting, in which the source can
reach the destination in a maximum of two hops. In Chapter 3 we consider a gen-
eral network setting, in which the source can reach the destination in an arbitrary
number of hops. We aim at finding the optimum route, which utilizes cooperative
communications and optimally selects a set of the available relays. Such routing
schemes are referred to as cooperative routing. Cooperative routing in wireless
networks has gained much interest due to its ability to exploit the broadcast na-
ture of the wireless medium in designing power-efficient routing algorithms. Most
of the existing cooperation-based routing algorithms are implemented by finding
a shortest-path route first and then improving the route using cooperative com-
munication. As such, these routing algorithms do not fully exploit the merits of
cooperative communications, since the optimal cooperative route might not be
similar to the shortest-path one.
In Chapter 3, we consider the minimum-power routing problem in which we
find the route that requires the minimum end-to-end transmission power. We
propose a cooperation-based routing algorithm, namely, the Minimum Power Co-
operative Routing (MPCR) algorithm, which makes full use of the cooperative
communications while constructing the minimum-power route. The MPCR algo-
rithm constructs the minimum-power route, which guarantees certain throughput,
as a cascade of the minimum-power single-relay building blocks from the source to
the destination. Thus, any distributed shortest path algorithm can be utilized to
find the optimal cooperative route with polynomial complexity. Finally, we con-
sider arbitrary networks as well as regular networks, namely, linear and grid regular
networks and calculate the power saving due to utilizing cooperation [27,28].
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1.3.3 Connectivity-Aware Network maintenance (Chapter
4)
We proposed in Chapter 3 a cooperative routing scheme that reduces the end-to-
end transmission power via considering some of the nodes in the network as relays.
In Chapter 4, we focus on sensor networks and show that network lifetime can be
extended by optimally deploying relays in the network.
In the last few years, sensor networks have gained much interest due to their
potential for some civil and military applications as discussed in [29]. A Sensor
network is composed of a large number of sensor nodes, which are deployed inside
the phenomenon, and are generally limited in power, computational capabilities,
and memory. In sensor networks, each sensor needs to be connected to the central
processing unit in order to deliver its data. Furthermore, maximizing the network
lifetime, i.e., keeping the network connected as long as possible, is one of the major
issues in sensor networks.
In Chapter 4, we address the network maintenance problem, in which we aim
to maximize the lifetime of a sensor network by adding a set of relays to it. The
network lifetime is defined as the time until the network becomes disconnected.
The Fiedler value, which is the algebraic connectivity of a graph, is used as an
indicator of the network health. The network maintenance problem is formulated
as a semi-definite programming (SDP) optimization problem that can be solved
efficiently in polynomial time.
First, we propose a network maintenance algorithm that obtains the locations
for a given set of relays. Second we propose a routing algorithm, namely, Weighted
Minimum Power Routing (WMPR) algorithm, that significantly increases the net-
work lifetime due to the efficient utilization of the deployed relays. Third, we
13
propose an adaptive network maintenance algorithm that relocates the deployed
relays based on the network health indicator. Further, we study the effect of two
different transmission scenarios, with and without interference, on the network
maintenance algorithm. Finally, we consider the network repair problem, in which
we find the minimum number of relays along with their locations to reconnect
a disconnected network. We propose an iterative network repair algorithm that
utilizes the network maintenance algorithm [30–32].
1.3.4 Mitigating Channel Estimation Error and Co-channel
Interference Effects via Cooperative Communications
(Chapter 5)
In the previous chapters, we investigated the impact of cooperative communica-
tions on increasing the bandwidth efficiency, reducing the end-to-end transmission
power, and maximizing the lifetime of sensor networks. In these works, we have
assumed perfect channel estimation error and no interference effect at the receivers.
In Chapter 5, we consider a more practical communication system that suffers from
channel estimation error and co-channel interference (CCI).
Channel estimation error and CCI problems are among the main causes of
performance degradation in wireless networks. In Chapter 5, we investigate the
impact of cooperative communications on mitigating the effect of channel esti-
mation error and CCI. Two main performance criteria, namely, the traditional
outage probability and the proposed signal-to-noise ratio (SNR) gap ratio, are uti-
lized to characterize such impact. The SNR gap ratio measures the reduction in the
SNR due to channel estimation error or CCI. Taking into consideration the chan-
nel estimation error, we show that the outage probability is reduced by utilizing
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cooperative transmission protocols. We also show that cooperative transmission
scenarios, in which each cooperating relay forwards its signal over an orthogonal
channel, result in lower SNR gap ratio compared to that of the direct transmis-
sion. Thus, cooperative transmission schemes are less susceptible to the effect of
channel estimation error compared to direct transmission. Moreover, increasing
the number of cooperating relays reduces the effect of the channel estimation error
more.
Timing synchronization error arises in distributed space-time cooperative schemes,
in which the cooperating relays are simultaneously transmitting their signals over
the same channel. Unlike the channel estimation error, the effect of the timing syn-
chronization error gets worse as the the number of cooperating relays increases.
In this work we also study the tradeoff between the timing synchronization error
and the channel estimation error, and show their net impact on the system perfor-
mance. Finally, we illustrate that the cooperative transmission schemes are also




with Relay-Selection: When to
Cooperate and Whom to
Cooperate with?
As discussed in Chapter 1, cooperative communications for wireless networks have
gained much interest due to its ability to mitigate fading in wireless networks
through achieving spatial diversity, while resolving the difficulties of installing
multiple antennas on small communication terminals. The decode-and-forward
and amplify-and-forward cooperative protocols, explained in Section 1.1, achieve
bandwidth efficiency equal to 1/2 symbols per channel use (SPCU). For a system
of arbitrary N relays, N + 1 time slots are needed to send 1 symbol. Thus, the
bandwidth efficiency is 1/(N + 1) symbols per channel use (SPCU). Motivated by
the great need to increase such bandwidth efficiency to satisfy the demand for high
data rate, we aim in this chapter to increase the bandwidth efficiency while not
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sacrificing the performance. This objective is achieved via relay selection.
There are various protocols proposed to choose the best relay among a collection
of available relays in the literature. In [35], the authors proposed to choose the
best relay depending on its geographic position, based on the geographic random
forwarding (GeRaF) protocol proposed in [36] and [37]. In GeRaF, the source
broadcasts its data to a collection of nodes and the node that is closest to the
destination is chosen in a distributed manner to forward the source’s data to the
destination. In [38], the authors considered a best-select relay scheme in which
only the relay, which has received the transmitted data from the source correctly
and has the highest mean signal-to-noise ratio (SNR) to the destination node, is
chosen to forward the source’s data.
In this chapter, we propose a new cooperative communication protocol that
achieves higher bandwidth efficiency while guaranteeing the same diversity order as
that of the conventional cooperative schemes. The rational behind this protocol is
that no need for the relay to forward the information if the direct link, between the
source and the destination, is of high quality. The proposed scheme considers relay
selection via the available partial channel state information (CSI) at the source and
the relays. Partial CSI expresses the instantaneous channel gain without the phase
component.
In the multi-node scenario, where arbitrary N relays are available, the source
determines when it needs to cooperate with one relay only, and which relay to
cooperate with, i.e., “When to cooperate?” and “Whom to cooperate with?”. We
propose a relay’s metric, which is motivated by the symbol error rate of the conven-
tional cooperative scheme derived in [7]. The proposed relay’s metric is a modified
harmonic mean function of its source-relay and relay-destination channels gain.
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The optimal relay, among a set of arbitrary N relays, is the one that has the
maximum value of this metric. After identifying the optimal relay, the source de-
cides whether to utilize this optimal relay or not based on the ratio between the
source-destination channel gain and the optimal relay’s metric. For the proposed
scheme, we show that full diversity is guaranteed and that a significant increase of
the bandwidth efficiency is achieved. We derive an approximate expression for the
bandwidth efficiency and an upper bound on the symbol error rate performance for
the symmetric scenario. Finally, we obtain optimal power allocation and present
the tradeoff between the achievable bandwidth efficiency and the corresponding
symbol error rate performance.
The rest of this chapter is organized as follows. In Section 2.1, we revisit the
conventional decode-and-forward cooperative scenario, which leads to the motiva-
tion behind choosing an appropriate metric to indicate the relay’s ability to help.
Furthermore, we introduce the multi-node relay-selection decode-and-forward co-
operative scenario. In Section 2.2, the performance analysis of the proposed scheme
is presented with formulas for the approximate bandwidth efficiency and the SER
upper bound. Section 2.3 presents a solution to the optimum power allocation
problem. Moreover, bandwidth efficiency-SER tradeoff curves for different SNR
are also shown in this section. Finally, we present some simulation results in Sec-





Figure 2.1: Single-relay cooperative communication system.
2.1 Motivation and Proposed Relay-Selection Pro-
tocol
In this section, we revisit the system model of the conventional single-relay decode-
and-forward cooperative scenario, which was presented in Section 1.1, along with
the SER results obtained in [7]. This helps in illustrating the motivation be-
hind choosing a modified harmonic mean function of the source-relay and relay-
destination channels gain as an appropriate metric to represent the relay’s ability
to help the source. Finally, we introduce the proposed multi-node relay-selection
decode-and-forward cooperative scenario.
2.1.1 Conventional Single-Relay Decode-and-Forward Co-
operative Scenario
The communication system of a conventional single-relay decode-and-forward co-
operative scheme is shown in Figure 2.1. It consists of the source, s, the destination,
d, and a relay, r. The transmission protocol requires two consecutive phases as
follows. In the first phase, the source broadcasts its information to the relay and




P1 hs,d x + ηs,d and ys,r =
√
P1 hs,r x + ηs,r , where P1 is the source
transmitted power, x is the transmitted information symbol, and ηs,d and ηs,r are
additive noises. Also, hs,d and hs,r are the source-destination and source-relay
channel gains, respectively.
The relay decides whether to forward the received information or not according
to the quality of the received signal. If the relay decodes the received symbol
correctly, then it forwards the decoded symbol to the destination in the second
phase, otherwise it remains idle. The received symbol at the destination from the
relay is written as yr,d =
√
P̃2 hr,d x + ηr,d , where P̃2 = P2 if the relay decodes the
symbol correctly, otherwise P̃2 = 0, ηr,d is an additive noise, and hr,d is the relay-
destination channel coefficient. The destination applies maximal-ratio combining
(MRC) [8] for the received signals from the source and the relay. The output of







yr,d . The channel coefficients
hs,d, hs,r, and hr,d are modeled as zero-mean complex Gaussian random variables




r,d, respectively. The noise terms ηs,d, ηs,r, and ηr,d
are modeled as zero-mean complex Gaussian random variables with variance N0.









r,d + B P1 δ
2
s,r
















































In this subsection, we introduce a relay-selection criterion from the SER expression
in (2.1). Let γ , P
N0
denote the signal-to-noise ratio (SNR), where P = P1 + P2 is
the total power. Hence, (2.1) can be written as
Pr(e) ≤ (CG γ)−2 , (2.3)


















r (1− r) , (2.5)
and r , P1
P
is referred to as power ratio. The diversity order is defined as
d = − limγ−→∞ log(Pr(e))/ log(γ). So, in (2.3) the tight SER upper bound ex-
pression has diversity order equal to two. Hence, the actual SER of the system
has diversity order two as well. Generally, diversity of order K means that there
are K statistically independent paths from the source to the destination.
We note that maximizing the cooperation gain in (2.4) results in minimizing









is the only term that depends on the relay channels (source-relay
and relay-destination). Thus, if N relays are available and we need to choose one
relay only, we will choose the relay with maximum m. By doing so, the multi-relay
scheme becomes a single-relay scheme that uses the best relay during the whole
transmission time, because the metric m depends on the average channel gains.
Thus, the SER of this scheme is upper bounded as in (2.3). In other words, this
scheme achieves diversity order 2 and not N + 1 as we aim to achieve.
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The main reason for this system not achieving full diversity order is that one
relay is chosen at the beginning of the transmission and it is used until the end
of the transmission. If we can have the chance to choose the best relay at each
time instant and utilize that relay only, then full diversity order can be achieved.
Intuitively, this can be explained as follows. In order for the transmitted data to be
lost, the direct path and the best-relay path have to be in deep fade. Consequently,
all the other N −1 relay-dependent paths have to be in deep fade as the best-relay
path is in deep fade. Thus a total of N + 1 paths must be in deep fade to lose the
transmitted signal. This corresponds to full diversity of order N + 1 as explained
above.
Since the average metric m cannot achieve the full diversity order, we propose to
replace the source-relay and relay-destination channel gains by their corresponding
instantaneous channel gains, i.e., δ2s,r and δ
2
r,d are replaced by |hs,r|2 and |hr,d|2,
respectively. By doing so, we are combining what we have concluded from the
single-relay SER (i.e., the relay average metric m) along with the instantaneous
information that can achieve full diversity order if utilized properly. Thus, the
instantaneous relay metric can be written as m′ = |hs,r|
2 |hr,d|2
q1 |hr,d|2+q2 |hs,r|2 . Finally, the
metric m′ is scaled to be in a standard harmonic mean function as 2 q1 q2 m′.
Therefore, we propose the relay’s metric βm, which is given by
βm = µH(q1 βr,d, q2 βs,r) ,
2 q1 q2 βs,r βr,d
q1 βr,d + q2 βs,r
, (2.6)
where βs,r = |hs,r|2, βr,d = |hr,d|2, and µH(., .) denotes the standard harmonic mean
function. The relay’s metric βm (2.6) gives an instantaneous indication about the







Figure 2.2: Multi-node cooperative communication system.
2.1.3 Proposed Relay-Selection Protocol
The communication system of a conventional multi-node decode-and-forward co-
operative scheme is shown in Figure 2.2. The conventional multi-node decode-and-
forward scheme is implemented in N +1 time slots (phases) as follows. In the first
phase, the source broadcasts its data, which is received by the destination as well
as the N relays. The first relay decodes what it has received from the source and
checks if it has received the data correctly. If it has received the data correctly, it
re-encodes the data to be broadcasted in the second phase. Otherwise, it remains
idle. Generally in the i-th phase, the (i− 1)-th relay combines the signals coming
from all the previous relays and the source, re-transmits the data if it has decoded
correctly, and remains idle otherwise. Based on that model, N + 1 time slots are
needed to send 1 symbol. Thus, the bandwidth efficiency is 1/(N +1) symbols per
channel use (SPCU).
The basic idea of the proposed multi-node relay-selection cooperative scenario
depends on selecting one relay among the N relays to cooperate with the source,
if it needs cooperation. There are two main questions to be answered. The first
question is how to determine the optimal relay to cooperate with, in case of coop-
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eration. The answer comes from the motivation described earlier. The modified
harmonic mean function of the source-relay and relay-destination channel gains
is an appropriate measure on how much help a relay can offer. Thus, the opti-
mal relay is the relay with the maximum modified harmonic mean function of its
source-relay and relay-destination channel gains among all the N relays. With this
optimal relay being decided, the system consists of the source, the destination, and
the optimal relay, which is similar to the single-relay system shown in Figure 2.1.
The second question is how the source determines whether to cooperate with this
optimal relay or not, and its answer is explained in the sequel while explaining the
transmission protocol.
Let the metric for each relay be defined as the modified harmonic mean function
of its source-relay and relay-destination channel gains as
βi = µH(q1 βri,d, q2 βs,ri) =
2 q1 q2 βri,d βs,ri
q1 βri,d + q2 βs,ri
, for i = 1, 2, · · · , N . (2.7)
Consequently the optimum relay will have a metric, which is equal to
βmax = max{ β1, β2, . . . , βN } . (2.8)
The transmission protocol can be described as follows. In the first phase, the




≥ α, then the source decides to use direct transmission only. This mode
is referred to as the direct-transmission mode. Let φ = { βs,d ≥ α βmax } be the




P hs,d x + ηs,d, (2.9)
where P is the total transmitted power, x is the transmitted symbol with unit
average energy, hs,d is the source-destination channel coefficient, and ηs,d is an
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additive noise.
On the other hand, if
βs,d
βmax
< α, then the source employs the optimal relay r
to transmit its information as in the conventional single-relay decode-and-forward
cooperative protocol [7]. This mode is denoted by relay-cooperation mode and can
be described as follows. In the first phase, the source broadcasts its symbol to both
the optimal relay and the destination. The received symbols at the destination and









P1 hs,r x + ηs,r, (2.10)
respectively, where P1 is the source transmitted power, hs,r is the source-relay
channel coefficient, ηs,r is an additive noise, and φ
c denotes the complement of
the event φ. The optimal relay decodes the received symbol and re-transmits the
decoded symbol if correctly decoded in the second phase, otherwise it remains idle.





P̃2 hr,d x + ηr,d, (2.11)
where P̃2 = P2 if the relay decodes the symbol correctly, otherwise P̃2 = 0, hr,d
is the relay-destination channel coefficient, and ηr,d is an additive noise. Power is
distributed between the source and the optimal relay subject to the power con-
straint P1 + P2 = P . We note that the optimal relay decides whether to forward
the received information or not according to the quality of the received signal. For
mathematical tractability, we assume that the relay can tell whether the informa-
tion is decoded correctly or not [7, 17].
We assume that the channels are reciprocal as in the Time Division Duplex
(TDD) mode, hence each relay knows its source-relay and relay-destination channel
gains and calculates their harmonic mean function. Then, each relay sends this
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metric to the source through a feedback channel. Furthermore, we assume that the
source knows its source-destination channel gain. Thus, the source uses its source-
destination channel gain and the maximum metric of the relays, to determine
whether to cooperate with one relay only or not. Finally, the source sends a control
signal to the destination and the relays to indicate its decision and the optimal relay
it is going to cooperate with, in case of cooperation. This procedure is repeated
every time the channel gains vary. We assume that the channel gains vary slowly
so that the overhead resulting from sending the relays’ metrics is negligible. We
should note here that the source and the relays are not required to know the phase
information of their channels. Hence, only partial CSI is needed for this proposed
algorithm.
Flat quasi-static fading channels are considered, hence the channel coefficients
are assumed to be constant during a complete frame, and can vary from a frame
to another independently. Rayleigh fading channel model is considered for the
channel between each two nodes. Let hi,j be a generic channel coefficient repre-
senting the channel between any two nodes. hi,j is modeled as zero-mean complex
Gaussian random variables with variance δ2i,j. Thus, the channel gain |hi,j| is mod-
eled a Rayleigh random variable. Furthermore the channel gain squared |hi,j|2
is modeled as an exponential random variable with mean δ2i,j, i.e., p(|hi,j|2) =
1/δ2i,j exp(−|hi,j|2/δ2i,j) U(|hi,j|2) is the probability density function (PDF) of |hi,j|2
in which U(.) is the unit step function. The noise terms, ηs,d, ηs,r, and ηr,d, are
modeled as zero-mean, complex Gaussian random variables with equal variance N0.
In this section, we have presented the proposed relay’s metric and the motivation
behind choosing it. In addition, we have explained the proposed relay-selection




In this section, first we calculate the probability of the direct-transmission and
relay-cooperation modes for the multi-node relay-selection decode-and-forward co-
operative scenario. Then, they are used to obtain an approximate expression of
the bandwidth efficiency and an upper bound on the SER performance.
2.2.1 Average Bandwidth Efficiency Analysis
We derive the average achievable bandwidth efficiency as follows. The cumulative
distribution function (CDF) of βi for i = 1, 2, · · · , N , denoted by Pβi(.), can be
written as given in [39] as



















, and K1(x) is first-order modified
Bessel functions of the second kind, defined in [ [40], (9.6.22)]. The CDF of βmax
can be written as


























The expression in (2.14) is complex and will lead to more complex and in-
tractable expressions. For mathematical simplicity, we consider the symmetric
scenario where all the relays have the same source-relay and relay-destination





= δ2r,d for i = 1, 2, . . . , N . Let
t1 =
√
q1 q2 δ2s,r δ
2















































The probability of the direct-transmission mode can be obtained as follows.



































2α + t2 δ2s,d n
, (2.18)
where we approximated K1(.) as in (2.15) and βs,d is an exponential random vari-
able with parameter 1/δ2s,d. The probability of the relay-cooperation mode is
Pr(φc) = 1 − Pr(φ). Since the bandwidth efficiency of the direct-transmission
mode is 1 SPCU, and that of the relay-cooperation mode is 1/2 SPCU, thus the
average bandwidth efficiency can be written as


































Figure 2.3: Bandwidth efficiency dependence on the number of relays with QPSK
modulation and unity channel variances, α = 1, and r = 0.5.
Thus, the bandwidth efficiency of the multi-node relay-selection decode-and-




















Figure 2.3 depicts the bandwidth efficiency of the relay-selection assuming
α = 1 and r = 0.5 and the conventional cooperative schemes for different num-
ber of relays and unity channel variances. It is clear that the bandwidth effi-
ciency decreases down to 0.5 as N increases, because the probability of the direct-
transmission mode decreases down to 0 as N goes to ∞. Intuitively, increasing
the number of relays increases the probability of having the optimal relay’s met-
ric higher than the source-destination channel gain. Furthermore, we plot the
simulated bandwidth efficiency results for the proposed relay selection algorithm.




SPCU, to show the significant increase in the bandwidth efficiency of
the proposed relay-selection cooperative scenario over the conventional cooperative
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scheme.
We address the system overhead issue as follows. Particularly, we compute the
bandwidth efficiency of the proposed scheme taking into consideration the over-
head. We assume slow fading channels, where the channels are constant during
a transmission block (channel coherence time) and may vary from a block to an-
other. For moderate to high data rate the block length L, measured in terms of
the number of transmitted data symbols during the channel coherence time, can
be relatively large. We assume that the feedback channel is an orthogonal channel.
Each relay sends a quantized version of the harmonic mean function to the source.
For simplicity, we assume that it uses the same modulation order (M-PSK) as that
of the original data. For slowly varying channels, we expect that the change in
each relay’s metric will be relatively small across each two consecutive blocks. In
this case, it is more reasonable to modulate the difference in the relays’ metrics
rather than the absolute values. This helps in having a small quantization error
and the performance can be very close to the one without quantization. Thus, the
overhead for each block is N + 1 symbols, where N symbols are transmitted from
the N relays and the last symbol is sent from the source to indicate whether to
cooperate or not and which relay to cooperate with in case of cooperation.
Taking the overhead into consideration the bandwidth efficiency, given previ-
ously in (2.19), can be recalculated as
Roverhead =
L
L + (N + 1)
Pr(φ) +
L
2 L + (N + 1)
Pr(φc) , (2.21)
where Pr(φ) is the direct transmission probability. Figure 2.3 depicts the effect of
the overhead on the bandwidth efficiency for different block lengths. For moderate
block length, L = 25, and N = 3 relays the bandwidth efficiency is 0.56, while it
is 1/4 for the conventional scheme. Hence, an increase of 124% is achieved by our
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proposed algorithm.
An alternative protocol to send the feedback information can be explained as
follows. As we mentioned, we assume slow fading channel that can be statisti-
cally modeled. For instance, we assume that the channel follows Jakes Rayleigh
fading model. The Jakes tap gain process is stationary and can be modeled as
an auto-regressive (AR) model. Thus, each relay can send the AR coefficients
representing its relay-destination channels to the source. The source utilizes these
parameters to predict the relay-destination channel for each relay. Obviously, these
AR coefficients are sent at the start of the transmission. This reduces the over-
head significantly compared to the scheme explained above. In order to reduce
the prediction error, each relay updates the source with its current instantaneous
relay-destination channel with a period that lasts for a certain number of trans-
mission blocks that depends on how slow the channel varies. Assuming a TDD
system, the source can estimate its source-relay channel with each relay with no
extra cost as follows. In the conventional scheme, it is assumed that each relay
broadcasts a pilot signal so that the destination can estimate the relay-destination
channel. The destination utilizes the estimated relay-destination channel in order
to decode the signal received from each relay. So, the source can make use of these
pilots too to estimate its source-relay channels. Then, the source computes all
the relays metrics based on the estimated source-relay channels and the predicted
relay-destination channels. It determines the optimal relay and decides whether
to cooperate with it or not based on its source-destination channel gain.
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2.2.2 SER Analysis and Upper Bound
In order to prove full diversity order for our proposed scheme, we make use of the
following lemma.








x + n y
=
(N)! yN∏N
n=0(x + n y)
. (2.22)
Proof of Lemma 1 is given in the Appendix.
The probability of symbol error, or SER, is defined as
Pr(e) = Pr(e/φ) · Pr(φ) + Pr(e/φc) · Pr(φc) , (2.23)
where Pr(e/φ) · Pr(φ) represents the SER of the direct-transmission mode and
Pr(e/φc) · Pr(φc) represents the relay-cooperation mode SER. The SER of the
direct-transmission mode can be calculated as follows. First, the instantaneous
direct-transmission SNR is γφ =
P βs,d
N0
. The conditional direct-transmission SER
can be written, as given in [41], as










) dθ , (2.24)




































For the relay-cooperation mode, maximal-ratio combining (MRC) [8] is applied


























Taking into account the two scenarios of P̃2 = 0 and P̃2 = P2, the conditional SER
of the relay-cooperation mode is given, as in [7], as












Let Pr(A/φc, βs,d, βs,r, βr,d) = Ψ(γ
φc)Ψ(P1βs,r
N0






































Pr(A/φc, β) Pr(φc/β) pβ(β) dβ , (2.29)
where β , [βs,d, βs,r, βr,d]. Furthermore,
Pr(φc/β) = Pr(βs,d < αβmax/βs,d, βs,r, βr,d) = U(αβmax − βs,d) , (2.30)
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(− P1 C(θ1) βs,d
)
× exp (− P̃2 C(θ1) βr,d
)
exp
(− P1 C(θ2) βs,r
)
× U(αβmax − βs,d) pβ(β) dθ2 dθ1 dβ , (2.31)
where C(θ) = b
N0 sin
2 θ
. Since βs,d, βs,r, and βr,d are statistically independent, thus
pβ(β) = pβs,d(βs,d) pβs,r(βs,r) pβr,d(βr,d) = pβs,d(βs,d) peβ(β̃) , (2.32)























− (P̃2C(θ1)βr,d + P1C(θ2)βs,r
))
dθ2 dθ1 dβ̃ ,
(2.33)
It is difficult to get an exact expression of (2.33) for βmax defined in (2.8). Thus,
we obtain an upper bound via a worst-case scenario. We replace βs,r and βr,d in
(2.33) by their worst-cast values in terms of βmax. Then, we average (2.33) over








Then, we replace βs,r and βr,d by their worst values in terms of βmax as βs,r −→ βmax2 q2

















































where we have applied (2.15) and Mβm(.) is the MGF of βm. It was shown in [39]
that for two independent exponential random variables with parameters λ1 and
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where Eβm(.) represents the statistical average with respect to βm and 2F1(., .; .; .)
is the Gauss’ hypergeometric function defined in [ [40], (15.1.1)]. Following similar



























The unconditional SER of the relay-cooperation mode can be written from
(2.27) as
Pr(e/φc) Pr(φc) = Pr(A/φc) Pr(φc)|fP2=0 − Pr(A/φc) Pr(φc)|fP2=P2
+ Pr(B/φc) Pr(φc)|fP2=P2 .
(2.38)
Since Pr(A/φc) Pr(φc)|fP2=P2 in (2.33) is a positive value, therefore an upper bound
on the SER of the relay-cooperation mode can be obtained by removing this term
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from (2.38). Moreover, we can remove the subtracted terms in (2.34) and (2.37).
Therefore, an upper bound on the total SER can be obtained by adding (2.25),
(2.34), and (2.37), after removing the subtracted terms, as






























































where we applied Lemma 1 for the direct-transmission SER in (2.25).
In order to show that full diversity order is achieved, we derive an upper bound




) in (2.39). Thus, the SER upper bound is written as






















































The SER upper bound expression in (2.40) is in terms of the MGF Mβm(.),
which is mathematically intractable. In [7], the authors have presented an ap-











Using the MGF approximation given in (2.41) and Lemma 1, we obtain
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sinp θ dθ . (2.43)
Neglecting the term (n t2) at high SNR, we get









































, and using P1 = r P and
P2 = (1 − r) P , we get the following result. At high SNR γ = PN0 , the SER of
the multi-node relay-selection decode-and-forward symmetric cooperative scenario,
utilizing N relays, is upper bounded by





































As defined earlier, the diversity order is d = − limγ−→∞ log(Pr(e))/ log(γ). By
substituting (2.44), the diversity order of the proposed algorithm is N + 1.
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2.2.3 Single-relay Scenario: When to Cooperate?
In the conventional single-relay decode-and-forward cooperative scheme, one sym-
bol is sent each two time slots. Hence, the bandwidth efficiency is 0.5 SPCU. In
the single-relay scenario, it is meaningful to consider only the question: “When to
cooperate?”, as only one relay is available. Based on the general multi-node scheme
described in Section 2.1.3, the proposed single-relay scheme is described as follows.
First, the relay calculates the scaled harmonic mean function of its source-
relay and relay-destination instantaneous channel gains (2.7), then sends it to
the source. The source decides when to cooperate by taking the ratio between
the source-destination channel gain and the relay’s metric and comparing it to
the cooperation threshold. If this ratio is greater than or equal to the cooperation
threshold, then the source sends its information to the destination directly without
the need for the relay. Otherwise, the source employs the relay in forwarding its
information to the destination as in the conventional cooperative scheme. The
source broadcasts its decision before the start of the data transmission.
We calculate the bandwidth efficiency and the SER of the proposed single-relay
scheme as follows. By substituting N = 1 in (2.20), the bandwidth efficiency of
the relay-selection decode-and-forward cooperative scenario, utilizing single relay,
can be approximated as
R ≈











It is clear that the bandwidth efficiency is R ≥ 0.5. By substituting N = 1 in
(2.44), the SER of the single-relay relay-selection decode-and-forward cooperative
scheme is upper bounded as Pr(e) ≤ (CG·γ)−2, where CG denotes the cooperation
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sin4 θ dθ = B as defined in
(2.2).
In this section, we have obtained the approximate bandwidth efficiency ex-
pression and the SER upper bound. We showed a significant increase in the band-
width efficiency over the conventional cooperative scheme. Furthermore, we proved
that full diversity order is guaranteed if α > 0. In the next section, we show how
to choose optimum values for the cooperation threshold and the power ratio to
maximize the system performance.
2.3 Power Allocation and Cooperation Thresh-
old
In this section, an analytical expression of the optimum power allocation is derived,
and bandwidth efficiency-SER tradeoff curves are shown to obtain the cooperation
threshold. We clarify that as the cooperation threshold α increases, the probabil-
ity of choosing the relay-cooperation mode increases. Therefore, the bandwidth
efficiency and the SER, given by (2.20) and (2.44), respectively, decrease monoton-
ically with α. In addition, the bandwidth efficiency is a monotonically increasing
or decreasing function of the power ratio r = P1/P , depending on the channel vari-
ances. On the contrary, there exists an optimum power ratio r∗, which minimizes
the SER. We determine the optimum power allocation as follows.
39
In the direct-transmission mode, all the power is transmitted through the
source-destination channel. In the relay-cooperation mode, we determine the op-
timum powers P1 and P2 which minimize the SER upper bound expression in
(2.44) subject to constraint P1 + P2 = P . Substituting (2.5) into (2.44), we can
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s.t. P1 + P2 = P .
(2.49)
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s.t. P1 + P2 = P .
(2.50)
Solving (2.50) using the standard lagrangian method results in the following re-
sult. The optimum power allocation of the multi-node relay-selection decode-and-
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)
δ2s,r . (2.52)
It is shown in (2.51) that the optimum power allocation does not depend on the
source-destination channel variance. It depends basically on the modulation order
M and the source-relay and relay-destination channel variances. If δ2r,d À δ2s,r then
P1 goes to P and P2 goes to zero. Intuitively, this is because the source-relay link
is of bad quality. Thus, it is reasonable to send the total power through the source-
destination channel. In addition, if δ2s,r À δ2r,d then P1 goes to P/2 and P2 goes to
P/2 as well, which is expected because if the source-relay channel is so good, then
the symbols will be received correctly by the relay with high probability. Thus,
the relay will be almost the same as the source, thus both source and relay share
the power equally.
The obtained optimum power ratio will be used to get the cooperation threshold






r,d r = P1/P α Bandwidth Efficiency (R) Coop. Gain (CG)
1 1 1 0.6902 0.55 0.8624 0.247
1 1 10 0.7487 0.09 0.9075 0.1613
1 10 1 0.6697 0.14 0.9443 0.0939
Table 2.1: Single-relay optimum values using the (CG ·R) optimization criterion.
different number of relays at SNR equal to 20 dB and 25 dB. This tradeoff is
the achievable bandwidth efficiency and SER for different values of cooperation
threshold. At a certain SER value, the maximum achievable bandwidth efficiency
while guaranteeing full diversity order, can be obtained through Figure 2.4. In
Figure 2.4, it is shown that the tradeoff achieved using four relays is the best
among the plotted curves at low SER region. Moreover, it is clear in Figure 2.4
(a) that the SER is almost constant at 2x10−5 while the bandwidth efficiency
increases from 0.5 to 0.8 SPCU for four relays. Thus, about 60% increase in the
bandwidth efficiency can be achieved with the same SER performance.
We consider three different channel-variances cases for the single-relay case as
follows. Case 1 which corresponds to the unity channel variances, where δ2s,d =
δ2s,r = δ
2
r,d = 1 and it is represented at the first row of Table 2.1. Case 2 expresses
a stronger relay-destination channel δ2r,d = 10, while case 3 expresses a stronger
source-relay channel δ2s,r = 10. Cases 2 and 3 are represented at the second and
third rows of Table 2.1, respectively. Table 2.1 shows the optimum values of the
power allocation ratio (2.51) for the three cases. Since we aim at maximizing both
the cooperation gain and the bandwidth efficiency, we choose- as an example-
an optimization metric, which is the product of the cooperation gain and band-
width efficiency, to find the cooperation threshold. This optimization metric can
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CG(α) ·R(α) , (2.53)
where R and CG are obtained from (2.20) and (2.46), respectively.
The cooperation threshold for the three different cases defined above are αo =
0.55, αo = 0.09, and αo = 0.14, respectively. These values of cooperation thresholds
result in bandwidth efficiencies equal to Ro = 0.8624, Ro = 0.9075, and Ro =
0.9443 SPCU, respectively. Notably for δ2r,d = 10, the optimum power ratio is
ro = 0.7487, which is greater than ro = 0.6902 for δ
2
r,d = 1; δ
2
s,r = 1 in both cases.
This is in agreement with the conclusion that more power should be put for P1 if
δ2r,d À δ2s,r.
As shown in Figure 2.5, increasing the number of relays affects the cooperation
threshold values according to the CG · R optimization criterion. Table 2.2 de-
scribes the effect of changing the number of relays on the power ratio, cooperation
threshold, bandwidth efficiency, and the cooperation gain using the unity channel-
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N r = P1/P α Bandwidth Eff. (R) Coop. Gain (CG)
1 0.6902 0.55 0.8624 0.247
2 0.6826 0.41 0.8397 0.1512
3 0.6787 0.35 0.8297 0.1046
4 0.6764 0.32 0.82 0.0776
Table 2.2: CG ·R multi-node optimum values for unity channel variances.
variances case. A few comments on Table 2.2 are as follows. 1) The optimum
power ratio is slightly decreasing with the number of relays. Because, increasing
the number of relays will increase the probability of finding a better relay, which
can receive the symbols from the source more correctly. Thus, it can send with
almost equal power with the source. 2) The bandwidth efficiency is slightly de-
creasing with increasing the number of relays, because the probability that the
source-destination channel is better than all the relays’ metrics goes to 0 as N
goes to ∞.
In this section, we have derived analytical expression of the optimum power allo-
cation of the multi-node relay-selection decode-and-forward cooperative scenarios.
Furthermore, we have shown the bandwidth efficiency-SER tradeoff curves, which
are used to obtain the optimum cooperation threshold.
2.4 Simulation Results
In this section, some computer simulations for the relay-selection decode-and-
forward cooperative system are presented to illustrate the previous theoretical
analysis. It is assumed that the noise variance is set to 1, N0 = 1. For fair compar-
ison, the SER curves are plotted as a function of P/N0. Finally, QPSK signalling
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Figure 2.6: SER simulated with optimum and equal power ratio, SER upper bound,
and direct transmission curves for single-relay relay-selection decode-and-forward
cooperative scheme with QPSK modulation, (a) α = 0.55, and unity channel vari-





is used in all the simulations.
Figure 2.6 (a) depicts the simulated SER curves for the single-relay relay-
selection decode-and-forward cooperative scheme with unity channel variances.
According to Table 2.1, the optimum cooperation threshold and the optimum
power ratio are αo = 0.55 and ro = 0.6902, respectively. We plot the SER curve
using the previous optimum values. Moreover, we plot the SER upper bound
(2.44), which achieves full diversity order as was previously proven. Also, we plot
the direct transmission curve which achieves diversity order 1, to show the advan-
tage of using the cooperative scenario. Figure 2.6 (b) shows the simulated SER
curve for single-relay relay-selection decode-and-forward cooperative scheme when
the relay-destination channel is stronger, δ2r,d = 10. As shown in the second row of
Table (2.1), the resultant power ratio, cooperation threshold, bandwidth efficiency,
and cooperation gain are 0.7487, 0.09, 0.9075, and 0.1613, respectively. We plot
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Figure 2.7: SER simulated with optimum power ratio and SER upper bound curves
for multi-node relay-selection decode-and-forward cooperative scheme with QPSK
modulation and unity channel variances.
the SER upper bound using the optimum power ratio. We have shown that the
SER upper bound achieves full diversity order, which guarantees that the actual
SER performance has full diversity order as well.
Figure 2.7 depicts the SER performance employing one, two, and three relays
for unity channel variances. We plot the simulated SER curves using the optimum
power ratios and the cooperation thresholds obtained in Table 2.2. Moreover, we
plot the SER upper bounds obtained in (2.44). It was shown in (2.44) that these
upper bounds achieve full diversity order. It is obvious that the simulated SER
curves are bounded by these upper bounds, hence they achieve full diversity order
as well. The direct-transmission SER curve is plotted as well to show the effect
of employing the relays in a cooperative way. Moreover, the simulated bandwidth
efficiencies are 0.8973, 0.8805, and 0.8738 employing one, two, and three relays,
respectively. These results are slightly higher than the analytical results shown in
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Asymmetric simulated SER(2 relays)
Symmetric simulated SER(2 relays)
UB(3 relays)
Asymmetric simulated SER(3 relays)
Symmetric simulated SER(3 relays)
Figure 2.8: SER simulated for symmetric (unity channel variance) and asymmetric
cases for multi-node relay-selection decode-and-forward cooperative scheme with
QPSK modulation.
Table 2.2.
We also show some simulation results for the asymmetric case. In Figure 2.8,
we show the SER of the asymmetric case along with the symmetric results for two




and δ2s,r2 = δ
2
r1,d
= 0.5. For N = 3, two of the three relays have the same average
channel gains as in N = 2. The third relay has δ2s,r3 = δ
2
r3,d
= 1. We also compare
the results with the symmetric case with unity channel variances. Hence, both the
symmetric and asymmetric cases have the same average source-relay and relay-
destination channel gains. The power ratio and cooperation threshold are obtained
from Table 2.2. As shown, the symmetric and asymmetric SER performance curves
are very close to each other for both the two and three relays. More importantly,
the asymmetric simulation results are upper bounded by the upper bound derived
in (2.44) for the symmetric case.
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Using the identity obtained in [ [42], (0.154, 3-4)] as
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which proves (2.54). Replacing z = y
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Cooperative Routing in Wireless
Networks
In Chapter 2, we have proposed a cross-layer design for relay-selection cooperative
communication scheme to achieve high bandwidth efficiency while guaranteeing
full diversity order. It was assumed that the source can reach the destination in a
maximum of two hops. In this chapter we consider the general case of larger net-
works, in which we aim to propose a cross-layer design of cooperation-based routing
algorithms that minimize the end-to-end transmission power while guaranteeing a
desired throughput.
Energy saving is one of the main objectives of routing algorithms for different
wireless networks such as mobile ad hoc networks [43] and sensor networks [44].
In [45], it was shown that in some wireless networks such as ad hoc networks,
nodes spend most of their power in communication, either sending their own data
or relaying other nodes’ data. In addition to saving more energy, selected routes
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may guarantee certain Quality of Service (QoS). QoS routing is of great importance
to some wireless applications (e.g. multimedia applications) [46].
As discussed in Chapter 1, cooperative communication for wireless networks
has gained much interest due to its ability to mitigate fading through achieving
spatial diversity, while offering flexibility in addition to traditional Multiple-Input
Multiple-Output (MIMO) communication. Routing algorithms, which are based
on the cooperative communications, are known in the literature as cooperative
routing algorithms [47]. Designing cooperative routing algorithms is an interesting
research area and can lead to significant power savings. The cooperative routing
makes use of two facts: the Wireless Broadcast Advantage (WBA) in the broadcast
mode and the Wireless Cooperative Advantage (WCA) in the cooperative mode.
In the broadcast mode each node sends its data to more than one node, while in
the cooperative mode many nodes send the same data to the same destination.
The cooperative routing problem has been recently considered in the litera-
ture [38, 47–51]. In [47], the optimum route is found through a dynamic pro-
gramming algorithm which is a complexity that increases exponentially with the
number of the nodes in the network. Two heuristic algorithms (Cooperation Along
the Minimum Energy Non-Cooperative Path (CAN-L) and Progressive Coopera-
tion (PC-L)) are proposed in a centralized manner. In [48], two heuristic routing
algorithms, namely, Cooperative routing along Truncated Non-Cooperative Route
(CTNCR) and Source Node Expansion Routing (SNER) are proposed. These al-
gorithms choose the minimum-power route while guaranteeing fixed transmission
rate. In CTNCR, the shortest path is constructed first, then some of the nodes are
truncated according to a specific power allocation. In SNER, the network is divided
into two disjoint subsets: one that has the source initially and the other has the
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rest of the nodes. In each iteration one node that requires the least transmission
power is added to the first set until the destination is reached. It is assumed that
both the transmitter and receiver have perfect channel state information about the
channel in a centralized manner.
In [49], Li et al. proposed the Cooperative Shortest Path (CSP) algorithm,
which chooses the next node in the route that minimizes the power transmit-
ted by the last L nodes added to the route. Sikora et al. presented in [50] an
information-theoretic viewpoint of the cooperative routing in linear wireless net-
work for both the power-limited and bandwidth-limited regimes. In addition, the
authors in [50] analyzed the transmission power, required to achieve a desired end-
to-end rate. In [51], Pandana et al. studied the impact of cooperative communica-
tion on maximizing the lifetime of wireless sensor networks. Finally, the authors
in [38] proposed three cooperative routing algorithms, namely, relay-by-flooding,
relay-assisted routing, and relay-enhanced routing. In the relay-by-flooding, the
message is propagated by flooding and multiple hops. The relay-assisted routing
uses cooperative nodes of an existing route and the relay-enhanced routing adds
cooperative nodes to an existing route. Both of these routing schemes start with
a route determined without cooperation.
Most of the existing cooperation-based routing algorithms are implemented by
finding a shortest-path route first and then building the cooperative route based
on the shortest-path one. Indeed, these routing algorithms do not fully exploit
the merits of cooperative communications at the physical layer, since the opti-
mal cooperative route might be completely different from the shortest-path route.
In addition, most of these cooperation-based routing algorithms require a central
node, which has global information about all the nodes in the network, in order
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to calculate the best route given a certain source-destination pair. Having such
a central node may not be possible in some wireless networks. Particularly, in
infrastructureless networks (e.g. ad hoc networks), routes should be constructed
in a distributed manner, i.e., each node is responsible for choosing the next node
towards the destination. These are our main motivations to propose a distrib-
uted cooperation-based routing algorithm that takes into consideration cooperative
communications while constructing the minimum-power route.
In this chapter, we consider the minimum-power routing problem with cooper-
ation in wireless networks. We consider a set of users, who are trying to commu-
nicate with each other and propose a cooperation-based routing algorithm, which
requires less transmission power compared to the conventional routing schemes. In
other words we try to find, in a polynomial complexity, the route that requires the
minimum transmitted power while guaranteeing certain Quality of Service (QoS).
The QoS is characterized by the end-to-end throughput. The main contribution
of this chapter is the proposed cooperation-based routing algorithm, namely the
Minimum Power Cooperative Routing (MPCR) algorithm, which can choose the
minimum-power route while guaranteeing the desired QoS. For arbitrary network
of 100 nodes, it will be shown that the MPCR algorithm can achieve power saving
of 57.36% compared to the conventional shortest-path routing algorithms. Fur-
thermore, it can achieve power saving of 37.64% with respect to the Cooperation
Along the Shortest Non-Cooperative Path (CASNCP) algorithm, which finds the
shortest-path route first then applies the cooperative communication upon the
shortest-path route to reduce the transmission power. For regular linear network
consisting of 100 nodes, we show in analysis that the power savings of the MPCR
algorithm with respect to conventional shortest-path and CASNCP routing algo-
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rithms are 73.91% and 65.61%, respectively. For regular grid networks consisting
of 100 nodes, we show that the power savings of the MPCR algorithm with re-
spect to the shortest-path and CASNCP routing algorithms are 65.63% and 29.8%,
respectively.
The rest of the chapter is organized as follows. In the next section, we for-
mulate the minimum-power routing problem and describe the network model. In
Section 3.2, we derive closed-form expressions for the minimum transmission power
per hop. We propose two cooperation-based routing algorithms in Section 3.3,
which are the MPCR and CASNCP routing algorithms. Then, we consider the
regular linear and grid wireless networks and derive the analytical results for the
power savings due to cooperation in these two networks. In Section 3.4, we show
the numerical results for the power savings of the proposed algorithm.
3.1 Network Model and Transmission Modes
In this section, we describe the network model and formulate the minimum-power
routing problem. Then, we present the direct transmission and cooperative trans-
mission modes.
3.1.1 Network Model
We consider a graph G(V,E) where V is the vertex set and E is the edge set. The
number of nodes is |V | = N nodes and the number of edges is |E| = M edges.
Given any source-destination pair (S, D), the goal is to find the S −D route that
minimizes the total transmission power, while satisfying a specific throughput. For











Figure 3.1: Cooperative Transmission (CT) and Direct Transmission (DT) modes
as building blocks for any route.
each route is defined as a set consisting of its hops. For a route ω ∈ Ω, denote ωi





Pωi s.t. ηω ≥ ηo , (3.1)
where Pωi denotes the transmission power over the i-th hop, ηω is the end-to-end
throughput, and ηo represents the desired value of the end-to-end throughput.
Let ηωi denote the throughput of the i-th hop, which is defined as the number
of successfully transmitted bits per second per hertz (b/s/Hz) of a given hop.
Furthermore, the end-to-end throughput of a certain route ω is defined as the




It has been proven in [49] that the Minimum Energy Cooperative Path (MECP)
routing problem, i.e., to find the minimum-energy route using cooperative radio
transmission, is NP-complete. This is due to the fact that the optimal path could
be a combination of cooperative transmissions and point-to-point transmissions.
Therefore, we consider two types of building blocks: direct transmission (DT) and
cooperative transmission (CT) building blocks. In Figure 3.1 the DT block is
represented by the link (i, j), where node i is the sender and node j is the receiver.
In addition, the CT block is represented by the links (x, y), (x, z), and (y, z), where
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node x is the sender, node y is a relay, and node z is the receiver. The route can
be considered as a cascade of any number of these two building blocks, and the
total power of the route is the summation of the transmission powers along the
route. Thus, the minimization problem in (3.1) can be solved by applying any
distributed shortest-path routing algorithm such as the distributed Bellman-Ford
algorithm [52].
3.1.2 Direct and Cooperative Transmission Modes
Let hu,v, du,v, and nu,v represent the channel coefficient, length, and additive noise
of the link (u, v), respectively. For the direct transmission between node i and
node j, the received symbol can be modeled as
rDi,j =
√
PD d−αi,j hi,j s + ni,j , (3.3)
where PD is the transmission power in the direct transmission mode, α is the path
loss exponent, and s is the transmitted symbol with unit power.
For the cooperative transmission, we consider a modified version of the decode-
and-forward incremental relaying cooperative scheme, proposed in [15]. The trans-
mission scheme for a sender x, a relay y, and a receiver z, can be described as
follows. The sender sends its symbol in the current time slot. Due to the broad-
cast nature of the wireless medium, both the receiver and the relay receive noisy
versions of the transmitted symbol. The received symbols at the receiver and the
relay can be modeled as
rCx,z =
√




PC d−αx,y hx,y s + nx,y , (3.5)
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respectively, where PC is the source transmission power in the cooperative trans-
mission mode. Once the symbol is received, the receiver and the relay decode it.
We assume that the relay and the receiver decide that the received symbol is cor-
rectly received if the received signal-to-noise ratio (SNR) is greater than a certain
threshold, which depends on the transmitter and the receiver structures.
If the receiver decodes the symbol correctly, then it sends an acknowledgment
(ACK) to the sender and the relay to confirm a correct reception. Otherwise, it
sends a negative acknowledgment (NACK) that allows the relay, if it received the
symbol correctly, to transmit this symbol to the receiver in the next time slot. This
model represents a modified form of the Automatic Repeat Request (ARQ), where
the relay retransmits the data instead of the sender, if necessary. The received
symbol at the receiver can be written as
rCy,z =
√
PC d−αy,z hy,z s + ny,z . (3.6)
In general, the relay can transmit with a power that is different from the sender
power PC . However, this complicates the problem of finding the minimum-power
formula, as will be derived later. For simplicity, we consider that both the sender
and the relay send their data employing the same power PC .
In this chapter, flat quasi-static fading channels are considered, hence, the
channel coefficients are assumed to be constant during a complete frame, and
may vary from a frame to another. We assume that all the channel terms are
independent complex Gaussian random variables with zero mean and unit variance.
Finally, the noise terms are modeled as zero-mean, complex Gaussian random
variables with equal variance N0. In this section, we have formulated the minimum-
power routing problem and we have defined the two main transmission modes. In
the next section, we derive the closed-from expressions for the transmission power
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in both direct and cooperative transmission modes required to achieve the desired
throughput.
3.2 Link Analysis
In this section, we derive the required power for the direct and cooperative trans-
mission modes in order to achieve certain throughput. Since the throughput is a
continuous monotonously-increasing function of the transmission power, the opti-
mization problem in (3.1) has the minimum when ηω = ηo,∀ω ∈ Ω. Since the end-
to-end throughput ηω = minωi∈ω ηωi , then the optimum power allocation, which
achieves a desired throughput ηo along the route ω, forces the throughput at all
the hops ηωi to be equal to the desired one, i.e.,
ηωi = ηo , ∀ ωi ∈ ω . (3.7)
This result can be explained as follows. Let P ∗ω1 , P
∗
ω2
, · · · , P ∗ωn represent the
required powers on a route consisting of n hops, where P ∗i results in ηωi = ηo for
i = 1, · · · , n. If we increase the power of the i-th block to Pωi > P ∗ωi then the
resulting throughput of the i-th block increases, i.e. ηωi > ηo, while the end-to-end
throughput does not change as minωi∈ω ηωi = ηo. Therefore, no need to increase
the throughput of any hop over ηo, which is indicated in (3.7).
Since the throughput of a given link ωi is defined as the number of successfully





where pSωi and Rωi denote the per-link probability of success and transmission rate,
respectively. We assume that the desired throughput can be factorized as
ηo = p
S
o ×Ro , (3.9)
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where pSo and Ro denote the desired per-link probability of success and transmission
rate, respectively. In the sequel, we calculate the required transmission power in
order to achieve the desired per-link probability of success and transmission rate
for both the direct and cooperative transmission modes.
For the direct transmission mode in (3.3), the mutual information between









P D d−αi,j |hi,j |2
N0
is the signal-to-noise ratio (SNR). Without loss of generality,
we have assumed unit bandwidth in (3.10). The outage probability is defined as
the probability that the mutual information is less than the required transmission
rate Ro. Thus, the outage probability of the link (i, j) is calculated as
pOi,j = Pr(Ii,j ≤ Ro) . (3.11)
By substituting (3.10) into (3.11), we get
pOi,j = Pr(|hi,j|2 ≤
(2Ro − 1) N0 dαi,j
PD
) . (3.12)
The channel coefficients between each two nodes hi,j are modeled as indepen-
dent circular symmetric complex Gaussian random variables with zero-mean and
unit variance. In other words, the fading model of any of the channels is Rayleigh
fading model [53]. Hence, the channel gain |hi,j|2 is modeled as exponential ran-
dom variable, i.e., p(|hi,j|2) = exp(−|hi,j|2) for |hi,j|2 > 0 is the probability density
function (PDF) of |hi,j|2 . Thus, the outage probability in (3.12) is equal to
pOi,j = 1− exp
(
− (2




If an outage occurs, the data is considered lost. The probability of success is
calculated as pSi,j = 1 − pOi,j. Thus using (3.13), to achieve the desired pSo and Ro
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for direct transmission mode, the required transmission power is
PD(di,j) =
(2Ro − 1) N0 dαi,j
− log(pSo )
. (3.14)
For the cooperative transmission mode, the total outage probability is given by
pOx,y,z = Pr(Ix,z ≤ RC) · Pr(Ix,y ≤ RC)
+ Pr(Ix,z ≤ RC) ·
(
1− Pr(Ix,y ≤ RC)
) · Pr(Iy,z ≤ RC) ,
(3.15)
where RC denotes the transmission rate for each time slot. In (3.15), the first
term corresponds to the event when both the sender-receiver and the sender-relay
channels are in outage, and the second term corresponds to the event when both
the sender-receiver and relay-receiver channels are in outage but the sender-relay
is not. Consequently, the probability of success of the cooperative transmission





(− g (dαx,y + dαy,z)
)







C − 1) N0
PC
. (3.17)
In (3.15) and (3.16), we assume that the receiver decodes the signals received
from the relay either at the first time slot or at the second time slot, instead of
combining the received signals together. In general, Maximum Ratio Combining
(MRC) [8] at the receiver gives the optimum result. However, it requires the
receiver to store an analog version of the received data from the sender, which
requires huge storage capacity. The probability that the source transmits only,
denoted by Pr(φ), is calculated as
Pr(φ) = 1− Pr(Ix,z ≤ RC) + Pr(Ix,z ≤ RC) Pr(Ix,y ≤ RC)
= 1− exp (− g dαx,y
)
+ exp







1 − Pr(Ix,z ≤ RC)
)
corresponds to the event when the sender-
receiver channel is not in outage, while the other term corresponds to the event
when both the sender-receiver and the sender-relay channels are in outage. The
probability that the relay cooperates with the source is calculated as
Pr(φ) = 1− Pr(φ) . (3.19)
Thus, the average transmission rate of the cooperative transmission mode can be
calculated as
R = RC · Pr(φ) + R
C
2







where RC corresponds to the transmission rate if the sender is sending alone in one
time slot and RC/2 corresponds to the transmission rate if the relay cooperates
with the sender in the consecutive time slot.
We set the probability of success in (3.16) as pS = pSo and the average trans-
mission rate in (3.20) as R = Ro. By approximating the exponential functions in



























where we substituted (3.21) in (3.18). In addition, the required power per link can
be calculated using (3.17) and (3.21) as






Finally, the total transmission power of the cooperative transmission mode can be
calculated as
PCtot(dx,z, dx,y, dy,z) = P





where Pr(φ) and PC are given in (3.18) and (3.23), respectively. In this section, we
have derived closed-from expressions for the transmission power in both the direct
and the cooperative transmission modes required to achieve the desired through-
put. In the next section, we describe our proposed cooperation-based routing
algorithms.
3.3 Cooperation-Based Routing Algorithms
In this section, we propose two cooperation-based routing algorithms, which re-
quire polynomial complexity to find the minimum-power route. Then, we discuss
the impact of cooperative cooperation on the routing in specific regular wireless
networks, which are the regular linear and grid networks. We assume that each
node broadcasts periodically HELLO packet to its neighbors to update the topol-
ogy information. In addition, we consider a simple Medium Access Control (MAC)
protocol, which is the conventional Time Division Multiple Access (TDMA) scheme
with equal time slots.
3.3.1 Proposed Routing Algorithms
First, we propose a cooperation-based routing algorithm, namely, the Minimum-
Power Cooperative Routing (MPCR) algorithm. The MPCR algorithm takes into
consideration the cooperative communications while constructing the minimum-
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Table 3.1: MPCR Algorithm.
Step 1 : Each node x ∈ {1, . . . , N} behaving as a sender calculates the cost
of the its outgoing link (x, z), where z ∈ N(x) is the receiver, as follows.
For each other node y ∈ N(x), y 6= z, node x calculates the cost of the
cooperative transmission in (3.24) employing node y as a relay.
Step 2 : The cost of the (x, z)-th link is the minimum cost among all the
costs obtained in Step 1.
Step 3 : If the minimum cost corresponds to a certain relay y∗, node x
employs this relay to help the transmission over that hop. Otherwise, it uses
the direct transmission over this hop.
Step 4 : Distributed Bellman-Ford shortest-path algorithm is applied using
the calculated cooperation-based link costs. Each node i ∈ {1, . . . , N} exe-
cutes the iteration Pi = minj∈N(i) (Pi,j + Pj), where N(i) denotes the set of
neighboring nodes of node i, Pj represents the latest estimate of the short-
est path from node j to the destination, and Pi,j is the minimum possible
transmission power from node i to node j.
power route. The derived power formulas for direct transmission and cooperative
transmission are utilized to construct the minimum-power route. It can be dis-
tributively implemented by the Bellman-Ford shortest path algorithm [52]. In
the conventional Bellman-Ford shortest path algorithm, each node i ∈ {1, . . . , N}
executes the iteration Di = minj∈N(i) (dαi,j + Dj), where N(i) denotes the set of
neighboring nodes of node i, dαi,j denotes the effective distance between node i and
j, and Dj represents the latest estimate of the shortest path from node j to the
destination [52] that is included in the HELLO packet.
The MPCR algorithm is implemented as follows. First, each node calculates
the costs (required powers) of its outgoing links, and then applies the shortest-path
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Bellman-Ford algorithm using these newly calculated costs. The required trans-
mission power between two nodes is the minimum power obtained by searching
over all the possible nodes in the neighborhood to act as a relay. If there is no
available relay in the neighborhood, a direct transmission mode is considered. Sec-
ond, the distributed Bellman-Ford shortest-path routing algorithm is implemented
at each node. Each node updates its cost toward the destination as
Pi = min
j∈N(i)
(Pi,j + Pj) , (3.25)
where Pi denotes the required transmission power from node i to the destination
and Pi,j denotes the minimum transmission power between node i and node j.
Pi,j is equal to either P
D in (3.14) if direct transmission is considered or PCtot in
(3.24) if cooperative transmission is considered employing one of the nodes in the
neighborhood as a relay. Table 3.1 describes the MPCR algorithm in details. The
worst-case computational complexity of calculating the costs at each node is O(N2)
since it requires two nested loops, and each has a maximum length of N − 1 to
calculate all the possible cooperative transmission blocks.
Second, we propose a cooperation-based routing algorithm, namely, Coopera-
tion Along the Shortest Non-Cooperative Path (CASNCP) algorithm. The CAS-
NCP algorithm is similar to the heuristic algorithms proposed by Khandani et
al. in [47] and Yang et al. in [48] as it applies cooperative communications upon
the shortest-path route. However, it is implemented in a different way using the
proposed cooperation-based link cost formula. First, it chooses the shortest-path
route. Second, for each three consecutive nodes in the route, it applies either the
cooperative transmission mode; first node as the sender, second node as the relay,
and third node as the receiver, or the direct transmission mode from the first to
the third node. Table 3.2 describes the CASNCP algorithm.
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Table 3.2: CASNCP Algorithm.
Step 1 : Implement the Shortest Non-Cooperative Path (SNCP) algorithm
using the distributed Bellman-Ford algorithm to choose the conventional
shortest-path route ωS as follows. Each node i ∈ {1, . . . , N} executes the
iteration Di = minj∈N(i) (dαi,j + Dj), where N(i) denotes the set of neigh-
boring nodes of node i and Dj represents the latest estimate of the shortest
path from node j to the destination.
Step 2 : For each three consecutive nodes on ωS , either the cooperative
transmission mode or the direct transmission mode is implemented. In the
cooperative transmission mode, the first, second, and third nodes behave
as the sender, relay, and receiver, respectively, i.e., the first node sends its
data to the third node with the help of the second node as discussed in the
cooperative transmission mode. In the direct transmission mode, the first
node is the sender and the third node is the destination. The transmission
mode that requires less power is chosen.
We point out that in this chapter, we restrict the cooperation scheme between
any two nodes to the single-relay case. First, the required power between each
two nodes is calculated taken into consideration the possibility of having any other
node as a relay in a single-relay cooperative communication model. Second, the
optimum shortest-path algorithm is calculated based on these cooperation-based
link costs. Based on that, the proposed MPCR algorithm calculates the optimum-
route subject to the single-relay cooperation model. In other words, if we allow
cooperation to happen using more than one relay, then the optimum path in this
case can possibly require transmission power that is less than that required by
the MPCR algorithm. However, this can cause significant increase in communica-







Figure 3.2: Linear wireless network, d0 denote the distance between each two adja-
cent nodes.
small. In other words, adding more relays might not be cost effective, and the
proposed scheme is optimal in the sense of up to one relay case.
3.3.2 Performance Analysis: Regular Linear Networks
The regular linear network, shown in Figure 3.2, is a one-dimensional chain of nodes
placed at equal intervals d0. Without taking into consideration the interference
effect, nodes are placed at equal intervals to achieve the best performance in terms
of the throughput and the energy consumption [50]. In order to illustrate the
behavior of each routing algorithm, we consider the three consecutive nodes x, y,
and z in Figure 3.2, where node x needs to transmit its data to node z. The SNCP
routing algorithm transmits the data directly from node x to node y then from
node y to node z. Thus, the required power for the SNCP routing algorithm is
PSNCP (x, z) = 2 P
D(d0) , (3.26)
where PD(d0) is the required transmission power over one hop and it is given by
(3.14) with di,j = d0. The CASNCP routing algorithm applies cooperative commu-
nication transmission on the shortest-path route as follows. Node x transmits the
data directly to node z. If node z does not decode the data correctly, then node
y retransmits the data if it has correctly decoded it during the first transmission.
The transmission power for the CASNCP routing algorithm is given by
PCASNCP (x, z) = P
C
tot(2 d0, d0, d0) , (3.27)
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Figure 3.3: Required transmission power per one block of three nodes versus the
inter-node distance d0 for N0 = −70 dBm, α = 4, η0 = 1.96 b/s/Hz, and R0 = 2
b/s/Hz in regular linear networks.
where PCtot(2 d0, d0, d0) represents the cooperative transmission power given in (3.24)
with dx,z = 2 d0, dx,y = d0, and dy,z = d0.
By applying the MPCR algorithm described above on this example, we find that
the route is chosen on two consecutive phases as follows. First, node x transmits
its data directly to node y utilizing direct transmission mode. Second, node y
transmits its data to node z in a cooperative transmission mode utilizing node x
as a relay. In other words, if node z does not receive the data correctly from node
y, then node x will retransmit the data to node z. Thus, the total transmission
power to transmit the data from node x to node z is
PMPCR(x, z) = P
D(d0) + P
C
tot(d0, d0, 2 d0) , (3.28)
where PCtot(d0, d0, 2 d0) is the required cooperative transmission power given in
(3.24) with dx,z = d0, dx,y = d0, and dy,z = 2 d0. Figure 3.3 depicts the re-
quired transmission power per block (x, y, z) as a function of the distance d0 at
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throughput η0 = 1.96 b/s/Hz ,transmission rate R0 = 2 b/s/Hz, noise variance
N0 = −70 dBm, and path loss exponent α = 4. As shown, the MPCR algorithm
requires the least transmission power compared to both the SNCP and CASNCP
routing algorithm.
Based on this example, we explain the route chosen by each algorithm when the
source is node 0 and the destination is node N − 1. The SNCP routing algorithm
constructs the shortest route as a sequence of all the nodes between the source
and destination, i.e., wSNCP = {(0, 1), (1, 2), · · · , (N − 2, N − 1)}, where (i, j)
denotes the direct transmission building block between sender i and receiver j. The
CASNCP routing algorithm applies cooperative transmission mode on each three
consecutive nodes in the SNCP route, i.e., wCASNCP = {(0, 1, 2), (2, 3, 4), · · · , (N−
3, N−2, N−1)}, where (x, y, z) denotes a cooperative transmission building block
with x, y, and z denoting the sender, relay, and receiver, respectively. Finally,
the MPCR routing algorithm, applied on this linear network, chooses a different
route, which is wMPCR = {(0, 1), (1, 0, 2), (2, 1, 3), · · · , (N − 2, N − 3, N − 1)}. In
other words, each node sends its data to the adjacent node towards the destination
utilizing its other adjacent node towards the source as a relay. In the following,
we calculate the average required transmission power by each algorithm in a linear
network.





P (route|l)× Pr(l) , (3.29)
where P (route|l) is the end-to-end transmission power when the destination is l
hops away from the source and Pr(l) denotes the probability mass function (PMF)












, l=1,2,· · · ,N-1
. (3.30)
We illustrate how (3.30) is derived as follows. The probability of choosing a certain
node is 1
N
. Thus, the probability of having the source and destination at certain






. At l = 0 hops there is N possible combinations





. Considering one direction only (e.g., from left to right in Figure 3.2), at
l = 1 there is N−1 distinct source-destination pairs: the first is the 0-to-1 pair and
the last is the (N − 1)-to-N pair. By considering the other direction, the number
of different source-destination pairs is 2 × (N − 1). Therefore, the probability of
having a source-destination pair with l = 1 hop in between is Pr(1) = 2(N−1)
N2
. In
general, there is 2(N − l) different source-destination pairs with l hops in between,
hence, the PMF of having source-destination pairs with l hops in between is given
by (3.30).
For a route of l hops, the MPCR end-to-end transmission power can be calcu-
lated as
PMPCR(route|l) = PD(d0) + PCtot(d0, d0, 2 d0)× (l − 1) , (3.31)
where the term PD(d0) accounts for the first transmission from the source to its
adjacent node towards the destination and PCtot(d0, d0, 2 d0) is the required coop-
erative transmission power over one hop, which is given in (3.24) with dx,z = d0,






PCtot(2 d0, d0, d0)× l2 l is even
PCtot(2 d0, d0, d0)× l−12 + PD(d0) l is odd
. (3.32)
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If l is even, there exist l
2
cooperative transmission blocks and each block requires a
total power of PCtot(2 d0, d0, d0). If l is odd, then a direct transmission mode is done
over the last hop. Finally, the SNCP end-to-end transmission power is calculated
as
PSNCP (route|l) = PD(d0)× l . (3.33)
The average end-to-end transmission power for any routing scheme can be calcu-
lated by substituting the corresponding power formulas, which are (3.31), (3.32),
and (3.33) for the MPCR, CASNCP, and SNCP, respectively in (3.29).
3.3.3 Performance Analysis: Regular Grid Networks
Figure 3.4 shows a regular 4 x 4 grid topology and d0 denotes the distance be-
tween each two nodes in the vertical or horizontal directions. To illustrate the
routes selected by different routing schemes, we assume that the source is node
0 and the destination is node 7. The SNCP routing algorithm chooses one of
the possible shortest routes. For instance, the chosen shortest-route is wSNCP =
{(0, 1), (1, 5), (5, 6), (6, 7)}, where (i, j) denotes the direct transmission mode from
node i to node j. Figure 3.4 (a) shows the route chosen by the SNCP routing
algorithm, where the solid line between each two nodes indicates the direct trans-
mission mode.
The CASNCP routing algorithm applies cooperation among each three consecu-
tive nodes on the shortest-route, and the resulting route is wCASNCP = {(0, 1, 5), (5, 6, 7)},
where (x, y, z) denotes the cooperative transmission mode between sender x, relay
y, and destination z. Figure 3.4 (b) shows the route chosen by the CASNCP al-
gorithm. The solid lines indicate the sender-receiver transmissions and the dashed












































Figure 3.4: Route chosen by the three routing algorithms in grid wireless network.
(a) SNCP constructed route, (b) CASNCP constructed route, and (c) MPCR con-
structed route.
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MPCR algorithm described in Section 3.3.1 on this example, we find that MPCR
chooses the route given by wMPCR = {(0, 5, 1), (1, 2, 6), (6, 11, 7)} as shown in Fig-
ure 3.4 (c). If the MPCR is routing the data in the horizontal (vertical) direction
only, MPCR considers the receiver to be the sender’s nearest node towards the
destination and the relay to be the node nearest to the receiver along the verti-
cal (horizontal) direction. In this example, we can visually notice the difference
between the routes chosen by the MPCR and CASNCP routing algorithms.





At throughput ηo = 1.96 b/s/Hz and path loss exponent α = 4, the power saving
ratios of the MPCR with respect to the SNCP and CASNCP in this example are
64.14% and 30.47%, respectively. Also, the power saving of the CASNCP with
respect to the SNCP is 48.42%.









i2 + j2)× Pr(
√
i2 + j2) , (3.35)
where i and j denote the number of hops between the source and destination in the
horizontal and vertical directions, respectively. In addition,
√
i2 + j2 denotes the
distance between the source and the destination. The PMF Pr(
√
i2 + j2), which
depends on the number of hops between the source and destination as well as their
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relative locations, is given by
Pr(
√













for j ≤ i and 0 ≤ i ≤ (N − 1).
(3.36)
We explain (3.36) similar to (3.30) as follows. The probability of choosing a certain
node to be the source or the destination is 1
N2
. Thus, the probability of choosing






. There are N2 possible
combinations, in which the source and the destination are the same. Hence at





. In the following, we consider only the lower
triangular part, i.e., j ≤ i. At j = 0, the grid network reduces to the linear case
with N − i possible source-destination pairs. For source-destination pair separated
by i = j hops in the horizontal and vertical directions, the number of possible
source-destination pairs in one direction (e.g. left to right) is (N − i) × (N − j).
This result is very similar to the one in (3.30) with considering the nodes on
two dimensions instead of one dimension only in the linear case. At i = j or
j = 0, and considering the upper triangular part (×2) and reversing the source-
destination pairs (×2), then the probability of having such source-destination pairs
is 4 (N−i) (N−j)
N4
. For the third component in (3.36) i.e., at j < i, we additionally
multiply this number by 2 to compensate the other combinations when i and j
can be interchanged while giving the same distance of
√
i2 + j2, which results in
a total of 8.
The MPCR end-to-end transmission power can be calculated as
PMPCR(route|
√
i2 + j2) = PCtot(
√
2 d0, d0, d0)× j
+ PCtot(d0,
√
2 d0, d0)× |i− j| ,
(3.37)
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where the first term represents the diagonal walk for j steps and the second term
represents the horizontal |i − j| steps. The CASNCP end-to-end transmission
power is calculated by
PCASNCP (route|
√





2 d0, d0, d0)× j + PCtot(2 d0, d0, d0)× |i−j|2 (|i− j|) is even;
PCtot(
√
2 d0, d0, d0)× j + PCtot(2 d0, d0, d0)× |i−j−1|2 + PD(d0) (|i− j|) is odd.
(3.38)
Finally, the SNCP end-to-end transmission power is given by
PSNCP (route|
√
i2 + j2) = PD(d0)× (i + j) , (3.39)
which represents a direct transmission over i + j hops, each of length d0. The
average end-to-end transmission power for any routing scheme can be calculated
by substituting the power formulas for the MPCR, CASNCP, and SNCP (given
by (3.37), (3.38), and (3.39), respectively) in (3.35).
3.3.4 Comparisons
We assume the required throughput is η0 = 1.96 b/s/Hz, the transmission rate is
R0 = 2 b/s/Hz, the noise variance is N0 = −70 dBm, and the path loss exponent
is α = 4. In Figure 3.5, we show the total required transmission power for the
three routing algorithms as a function of the number of hops between the source
and destination in regular networks. First, we consider a linear network of N = 20
nodes and the inter-node distance is d0 = 2. Figure 3.5 (a) depicts the average
transmission power, required by the three routing algorithms, as a function of the
number of hops between the source and the destination. As shown, the MPCR
algorithm requires the least transmission power for any particular number of hops.
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Figure 3.5: Required transmission power per route versus the number of hops in
regular (a) 20-node linear network, (b) 16-node grid network.
Second, we consider a 4× 4 grid network, N = 4, and the inter-node distance
is d0 = 2. As described before, let i and j denote the number of hops between the
source and the destination in the horizontal and vertical directions, respectively.
In Figure 3.5 (b), we show the required transmission power by the various routing
algorithms as a function of the squared distance (i2 + j2) between the source and
the destination. Each point is identified using the notation (i, j), where j ≤ i, 0 ≤
i ≤ 3. This determines the relative positions of the source and destination. As
shown, the MPCR algorithm requires the least transmission power for any source-
destination pair. We note that in the diagonal case i = j, the MPCR and CASNCP
algorithms require the same transmission power, as they both construct the same
routes. In addition, the SNCP algorithm requires the same transmission power for
different source-destination pairs, which have the same total number of hops i+ j.
Figure 3.6 depicts the end-to-end transmission power in linear and grid net-
works of the three different routing algorithms for throughput η0 = 1.96 b/s/Hz
,transmission rate R0 = 2 b/s/Hz, noise variance N0 = −70 dBm, and path loss
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Figure 3.6: Required transmission power per route versus the network size for
N0 = −70 dBm, α = 4, η0 = 1.96 b/s/Hz, and R0 = 2 b/s/Hz in regular linear
and grid networks.
α = 4. In both networks, the MPCR algorithm requires the minimum end-to-end
transmission power compared to both CASNCP and SNCP routing algorithms.
For the linear network, Figure 3.7 (a) depicts the power saving (3.34) versus
the network size for the network setup defined above. It is shown that at N =
100 nodes, the power savings of the MPCR with respect to SNCP and CASNCP
algorithms are 73.91% and 65.61%, respectively. On the other hand, applying
cooperation over the shortest-path route results in power saving of 24.57% only,
as illustrated in the the CASNCP with respect to the SNCP curve. Similarly,
Figure 3.7 (b) depicts the power savings for the grid network. At N = 100 nodes,
the power savings of the MPCR with respect to SNCP and CASNCP algorithms
are 65.63% and 29.8%, respectively. Applying cooperation over the shortest-path
route results in power saving of 51.04%.
In this section, we have proposed two cooperation-based routing algorithms
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Figure 3.7: Power saving due to cooperation versus the network size for N0 = −70
dBm, α = 4, η0 = 1.96 b/s/Hz, and R0 = 2 in regular (a) linear network, (b) grid
network.
and applied them on regular networks. In the next section, we show the reduction
in the end-to-end transmission power due to cooperation in random networks.
3.4 Numerical Results
In this section, we consider the random network case, in which nodes are deployed
randomly in the network area. More precisely, we present computer simulations to
illustrate the power savings of our proposed cooperation-based routing algorithms
in random networks. We consider a 200m x 200m square, where N nodes are uni-
formly distributed. The additive white Gaussian noise has variance N0 = −70 dBm
and the path loss exponent is α = 4. Given a certain network topology, we ran-
domly choose a source-destination pair and apply the various routing algorithms,
discussed in Section 3.3, to choose the corresponding route. For each algorithm,
we calculate the total transmission power per route. Finally, these quantities are
averaged over 1000 different network topologies.
76



































Figure 3.8: Required transmission power per route versus the desired throughput
for N = 20 nodes, α = 4, N0 = −70 dBm, and R0 = 2 b/s/Hz in a 200m x 200m
random network.
First, we illustrate the effect of varying the desired throughput on the required
transmission power per route. Figure 3.8 depicts the transmission power per route,
required by the different routing algorithms. It is shown that the SNCP algorithm,
which applies the Bellman-Ford shortest-path algorithm requires the most trans-
mission power per route. Applying the cooperative communication mode on each
three consecutive nodes in the SNCP route results in reduction in the required
transmission power as shown in the CASNCP routing algorithm’s curve. More-
over, the MPCR algorithm requires the least transmission power among the other
routing algorithms.
One of the major results of this chapter is that the MPCR algorithm requires
less transmission power than the CASNCP algorithm. Intuitively, this result is be-
cause the MPCR applies the cooperation-based link cost formula to construct the
minimum-power route. On the contrary, the CASNCP algorithm first constructs
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Figure 3.9: Required transmission power per route versus the number of nodes for
ηo = 1.9 b/s/Hz and α=4 in a 200m x 200m random network.
shortest-path route then it applies the cooperative communication protocol on
the established route. Therefore, the CASNCP algorithm is limited to applying
the cooperative-communication protocol on a certain number of nodes, while the
MPCR algorithm can consider any node in the network to be in the CT blocks,
which constitute the route. Thus, the MPCR algorithm reduces the required trans-
mission power more than the CASNCP algorithm.
Figure 3.9 depicts the required transmission power per route by the different
routing algorithms for different number of nodes at pSo = 0.95 and ηo = 1.9 b/s/Hz.
As shown, the required transmission power by any routing algorithm decreases with
the number of nodes. Intuitively, the higher the number of nodes in a fixed area, the
closer the nodes to each other, the lower the required transmission power between
these nodes, which results in lower required end-to-end transmission power. We
also calculate the power saving ratio as a measure of the improvement of the MPCR
algorithm. At N = 100 nodes, pSo = 0.95, and ηo = 1.9 b/s/Hz, the power savings
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Figure 3.10: Average number of hops per route versus the number of nodes for
ηo = 1.9 b/s/Hz and α=4 in a 200m x 200m random network.
of MPCR algorithm with respect to the SNCP and CASNCP algorithms are 57.36%
and 37.64%, respectively. In addition, the power saving of the CASNCP algorithm
with respect to the SNCP algorithm is 31.62%.
In Figure 3.10 the average number of hops in each route, constructed by the
different routing algorithms, is shown versus the number of nodes in the network.
For the cooperative transmission mode, the average number of hops is defined as
hC = 1 · Pr(φ) + 2 · Pr(φ) = 2− Pr(φ) , (3.40)
and the average number of hops for the direct transmission mode is one. As shown,
the routes constructed by either the CASNCP or the MPCR algorithms consist of
number of hops that is less than the routes constructed by the SNCP algorithm.
Moreover, the average number of hops increases with N as there are more available
nodes in the network, which can be employed to reduce the transmission power.
Although the MPCR scheme requires less power than the CASNCP routing algo-
rithm, but it requires longer delay. Intuitively, this is because the minimum-power
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routes may involve more nodes. This shows the tradeoff between the required





Maintenance and Repair via
Relays Deployment
In Chapter 3, we have proposed cooperative network algorithm that reduces the
end-to-end transmission power given a certain throughput, by utilizing some of the
nodes in the network as relays. Relays can be also utilized to increase the network
lifetime in some networks such as wireless sensor networks. In this chapter, we
focus on wireless sensor networks and investigate the possibility of maximizing the
network lifetime by deploying a set of relays. Furthermore, we study the impact
of deploying relays on reconnecting disconnected networks.
Recently, there have been much interest in wireless sensor networks due to its
various application areas such as battlefield surveillance systems, target tracking,
and industry monitoring systems [54]. A sensor network consists of a large number
of sensor nodes, which are deployed in a particular area to measure certain phe-
nomenon such as temperature and pressure. These sensors send their measured
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data to a central processing unit (information sink), which collects the data and
develops a decision accordingly. Often sensors have limited energy supply. Hence
efficient utilization of the sensors’ limited energy, and consequently extending the
network lifetime, is one of the design challenges in wireless sensor networks.
The network lifetime is defined in this chapter as the time until the network
becomes disconnected. The network is considered connected if there is a path,
possibly a multi-hop one, from each sensor to the central processing unit. In
various applications, sensors are deployed randomly in the field and there is no
much control over the specific location of each sensor. In the scenario where relays
are available, it could be possible to deploy relays in some particular locations to
enhance the network performance and extend its lifetime. An example is that low-
altitude unmanned air vehicle (UAV) can perform as a relay that can be deployed
in particular locations. Throughout this work, we assume that the deployed relays
have the same capability as that of the sensors. Particularly, the relays forward
the received data without any processing operations.
Deploying a set of relays in a wireless sensor network is one of the main ap-
proaches to extend the network lifetime. More precisely, relays can forward the
sensors’ data and hence they contribute to reducing the transmission power re-
quired by many sensors per transmission, which can extend the lifetime of these
sensors. However, the problem of finding the locations of these relays is shown
to be NP-hard [55]. Therefore, there is a need to find a heuristic algorithm that
can find near-optimum locations for the available set of relays in polynomial time.
This problem is referred to in the literature as network maintenance problem.
In wireless sensor networks and after deploying the sensors for a while, some
sensors may lose their available energy, which affects each sensor’s ability to send
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its own data as well as forward the other sensors’ data. This affects the network
connectivity and may result in the network being disconnected. In this case, there
is a need to determine the minimum number of relays along with their locations
that are needed to reconnect this network. Similar to the network maintenance
problem, this problem is NP-complete [56] and there is a need for a heuristic
algorithm to solve this problem in polynomial time. This problem is referred to as
network repair problem.
In this chapter, we address the network maintenance and network repair prob-
lems in wireless sensor networks. We propose various cross-layer algorithms for
relay deployment and data routing, which are jointly designed across the physical
and network layers. First, we propose an efficient network maintenance algorithm
that finds the locations for an available set of relays to extend the network lifetime.
The network connectivity and consequently the network lifetime are quantified via
the Fiedler value, which is the algebraic connectivity of the network graph. The
Fiedler value is equal to the second smallest eigenvalue of the Laplacian matrix
representing the network graph. The proposed network maintenance algorithm
aims at formulating the network lifetime problem as a semi-definite programming
(SDP) optimization problem that can be solved in polynomial time.
Building upon the proposed network maintenance algorithm, we propose a rout-
ing algorithm, namely, Weighted Minimum Power Routing (WMPR) algorithm,
that can extend the network lifetime whenever the deployed relays have higher
initial energy than that of the existing sensors. The WMPR assigns weights to the
sensors that are different from that of the relays. It tends to use the relays more
often and hence balance the network load among the existing sensors and relays,
which results in longer network lifetime. Furthermore, we propose an adaptive
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network maintenance algorithm that increases the network lifetime by relocating
the relays depending on the network status. We consider the Fiedler value of the
remaining network as a good network health indicator. Finally, we propose an it-
erative network repair algorithm which finds a solution for the minimum number
of relays along with their locations needed to reconnect a disconnected network.
The proposed network maintenance algorithms are applied in two different
transmission scenarios depending on the employed medium access control proto-
col. First, we consider a zero-interference scenario where each node is assigned an
orthogonal channel and hence there is no interference among the nodes. Second,
we consider an interference-based scenario where a set of nodes is allowed to send
simultaneously and hence causing interference to each other. We show that the
transmission power required by each sensor per transmitted packet is higher in
the interference-based scenario compared to that in the zero-interference scenario.
Therefore in a limited-energy network setup, where network lifetime is of big con-
cern, a zero-interference transmission scenario should be favorably considered to
extend the network lifetime.
The remainder of this chapter is organized as follows. In the next section, we
summarize some related work. In Section 4.2, we describe the system model and
present a brief revision on the algebraic connectivity of a graph. We formulate the
network maintenance problem and describe the proposed algorithm in Section 4.3.
We build upon that algorithm and propose different strategies to increase the
network lifetime in Section 4.4. In Section 4.5, we address the network repair
problem and describe the proposed algorithm. In Section 4.6, we present some
simulation results that show the significance of our proposed algorithms.
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4.1 Related Work
In this section, we briefly review some of the existing network maintenance and
network repair strategies in wireless sensor networks. Most of the previous works
consider the time until the first sensor dies, i.e., runs out of energy, as the network
lifetime. In sensor networks, sensors are usually deployed with large numbers and
each area is often covered by more than one sensor. Therefore, there is a strong
correlation in the sensors’ information and that the death of one sensor may not
affect the performance of the others sending their measurements to the central
unit. Thus, we consider the time until the network becomes disconnected as the
network lifetime [57,58].
Recently, there have been numerous network maintenance algorithms [55, 59,
60]. In [55], the problem of provisioning additional energy on the existing sensors
along with deploying additional relays in two-tier wireless sensor networks was
considered. It was shown that the problem of joint design of energy provisioning
and relay node placement can be formulated as a mixed-integer nonlinear program-
ming problem, which is NP-hard in general. A relay deployment algorithm that
maximizes the minimum sensor lifetime by exploiting the cooperative diversity was
proposed in [59]. In [60], a joint design of relay deployment and transmission power
control was considered to maximize the network lifetime. In that work, there is
no solution to deploy the relays in particular locations, instead the probability
distribution of the relays’ location is quantified. More precisely, the relay density
is higher near the central unit.
There have been recent works that considered the connectivity in wireless sensor
networks [61–63]. In [61], the problem of adding relays to improve the connectivity
of multi-hop wireless networks was addressed. A set of designated points are given
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and the available relays must be deployed in a smaller set of these designated points.
The set of relay locations, are determined based on testing all the designated points
and choosing the combination, which results in higher connectivity measure. Obvi-
ously, this scheme is very complex as the network size increases. In [62], three ran-
dom deployment strategies, namely, connectivity-oriented, lifetime-oriented, and
hybrid-oriented, were proposed. However, there is no explicit optimization prob-
lem for maximizing the network lifetime in that work. A mathematical approach to
positioning and flying an unmanned air vehicle (UAV) over a wireless ad hoc net-
work in order to optimize the network’s connectivity for better Quality of Service
(QoS) and coverage was proposed in [63].
Several works have considered the network repair problem, in which the objec-
tive is to find the minimum number of relays needed to have a connected graph.
This is the same problem as the Steiner minimum tree with minimum number of
Steiner points and bounded edge length problem defined in [64], which is NP-hard.
Several approximate algorithms have been proposed to solve it in [56, 65–67]. For
instance, in [67] the proposed algorithm first computes the minimum spanning tree
(MST) of the given graph, then it adds relays on the MST edges, which are not
existing in the original graph. The connectivity improvement using Delaunay Tri-
angulation [56] constructs a Delaunay Triangulation in the disconnected network
and deploy nodes in certain triangles according to several criteria. The network
repair problem has been generalized to k-connectivity, both in the sense of edge
and vertex connectivity, in [68].
Finally, we point out some of the unique aspects of our work compared to the
existing works summarized above. First, the topology model is based on some of
the physical layer parameters. More precisely, the graph edges are constructed
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based on the desired bit error rate, maximum transmission power of the sensors,
noise variance, and Rayleigh fading channel model parameters. This helps in
proposing cross-layer design of relay deployment and data routing schemes. Second
the Fiedler value, which is a good measure of the connectivity, is considered as the
network health indicator. Third, the main relay deployment algorithm is less
complex than the previously proposed algorithms, because it is based on a SDP
formulation, which can be solved in polynomial time.
4.2 System Model
In this section, first we describe the wireless sensor network model. Second, we
derive the required transmission power to achieve a particular Quality of Service
(QoS), which is the bit error rate in this work. Finally, we briefly review some
concepts related to the spectral graph theory.
A wireless sensor network can be modeled as an undirected weighted simple
finite graph G(V,E), where V = {v1, v2, · · · , vn} is the set of all nodes (sensors)
and E is the set of all edges (links). An undirected graph implies that all the
links in the network are bidirectional, hence, if node vi can reach node vj then
the opposite is also true. A simple graph means that there is no self loop in each
node and there are no multiple edges connecting two nodes. Finally, a finite graph
implies that the cardinality of the sets V and E is finite. Let n and m denote the
number of nodes and edges in the graph, respectively, i.e., |V | = n and |E| = m,
where | . | denotes the cardinality of the given set.
We assume that binary phase shift keying (BPSK) modulation scheme is em-
ployed for the transmission between any two nodes. BPSK is primarily chosen
since the data rate in most of the sensor network applications is relatively low, and
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the BPSK modulation is an intuitive choice for such applications. We point out
that the proposed algorithms can be easily applied with other modulation types
as well. Let di,j denote the distance between two nodes {vi, vj} ∈ V and let α
denote the path loss exponent. The channel between each two nodes {vi, vj} ∈ V ,
denoted by hi,j, is modeled as a complex Gaussian random variable with zero-
mean and variance equal to d−αi,j , i.e., hi,j ∼ CN(0, d
−α
i,j ). Thus, the channel
gain |hi,j| follows a Rayleigh fading model [ [53], Ch.14]. Furthermore, the chan-
nel gain squared |hi,j|2 is an exponential random variable with mean d−αi,j , i.e.,
p(|hi,j|2) = dαi,j exp(−|hi,j|2 dαi,j) is the probability density function (pdf) of |hi,j|2.
The noise in each transmission is modeled as a Gaussian random variable with
zero-mean and variance N0.
Without loss of generality, we assume the zero-interference transmission sce-
nario1, in which sensors transmit their data over orthogonal channels whether in
time or frequency domain. For instance, we consider the Time Division Multiple
Access (TDMA) scenario. The transmission from node vi to vj can be modeled as
yj =
√
Pi hi,j xi + nj , (4.1)
where xi is the transmitted symbol with unit energy, i.e., |xi|2 = 1. In (4.1), Pi is
the transmitted power, yj is the received symbol, and nj is the added noise term.

















denotes the average signal-to-noise ratio (SNR). The transmis-
sion power of node vi, required to achieve a desired average BER of ε
o over link
1The transmission scenario that takes into consideration the interference effect is a simple
extension of the zero-interference scenario, and it will be addressed in Section 4.6.1
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(vi, vj), can be calculated from (4.2) as




1− (1− 2 εo)2 , (4.3)
which is the required transmission power for the zero-interference transmission
scenario.
We assume that each node vi ∈ V can transmit with power 0 ≤ Pi ≤ Pmax,
where Pmax denotes the maximum transmission power of each node. Also, we
assume that the noise variance and the desired BER are constant for all the trans-
missions in the network. Therefore, an undirected weighted edge (vi, vj) exists if
P oi ≤ Pmax, where P oi is calculated as in (4.3). Furthermore, the weight of an
edge l connecting vi and vj, denoted by wi,j or wl, is a function of the transmitted
power P oi that depends on the considered routing scheme, as will be discussed in
Section 4.4.1.
For an edge l, 1 ≤ l ≤ m, connecting nodes {vi, vj} ∈ V , define the edge vector
al ∈ Rn, where the i-th and j-th elements are given by al,i = 1 and al,j = −1,
respectively, and the rest is zero. The incidence matrix A ∈ Rn×m of the graph G
is the matrix with l-th column given by al. The weight vector w ∈ Rm is defined
as w = [w1, w2, ..., wm]
T , where T denotes transpose.
The Laplacian matrix L ∈ Rn×n is defined as





where diag(w) ∈ Rm×m is the diagonal matrix formed from w. The diagonal entry
Li,i =
∑
j∈N(i) wi,j, where N(i) is the set of neighboring nodes of node vi that have
a direct edge with node vi. Li,j = −wi,j if (vi, vj) ∈ E, otherwise Li,j = 0. Since all
the weights are nonnegative, the Laplacian matrix is positive semi-definite, which
is expressed as L º 0. In addition, the smallest eigenvalue is zero, i.e., λ1(L) = 0.
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The second smallest eigenvalue of L, λ2(L), is the algebraic connectivity of the
graph G [69–72]. It is called Fiedler value and it measures how connected the
graph is because of following main reasons. First, λ2(L) > 0 if and only if G is
connected and the multiplicity of the zero-eigenvalue is equal to the number of the
connected sub-graphs. Second, λ2(L) is monotone increasing in the edge set, i.e.,
if G1 = (V, E1) , G2 = (V,E2) , E1 ⊆ E2
then λ2(L1) ≤ λ2(L2) ,
(4.5)
where Lq denotes the Laplacian matrix of the graph Gq for q = 1, 2.
As we mentioned previously, the smallest eigenvalue of the Laplacian matrix
is λ1(L) = 0. In addition, its corresponding eigenvector is the all-ones vector
1 ∈ Rn, as the sum of the elements in each row (column) is zero. Let y ∈ Rn
be the eigenvector corresponding to λ2(L), which has unity norm ||y|| = 1 and
is orthogonal to the all-ones vector, i.e., 1T y = 0. Since, Ly = λ2 y, hence
yT Ly = λ2 y
T y = λ2. Therefore, the Fiedler value can be expressed as the
smallest eigenvalue that satisfy these conditions, i.e.,
λ2(L) = inf
y
{yT Ly , ||y||2 = 1, 1T y = 0} . (4.6)
In this work, the network lifetime is defined as the time until the network
becomes disconnected, which happens when there is no communication path from
any existing sensor to the central unit [57, 58]. Consequently, the network dies
(becomes disconnected) if there is no communication path between any two living
nodes including the central unit. Therefore, there is a direct relation between
keeping the network connected as long as possible and maximizing the network
lifetime, as was shown in [57, 58]. As discussed before, the Fiedler value defines
the algebraic connectivity of the graph and it is a good measure of how connected
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the graph is. Intuitively the higher the Fiedler value is, the more edges that exist
between the nodes, the longer the network can live without being disconnected,
and thus the higher the network lifetime is. Based on that, we consider the Fiedler
value as a quantitative measure of the network lifetime. In Section 4.6, we will
validate this direct relation between the Fiedler value and the network lifetime.
4.3 Network Maintenance
The network maintenance problem can be stated as follows. Given a wireless
network deployed in a g×g square area and represented by the graph Gb = (Vb, Eb),
as well as a set of K relays, what are the locations for placing relays in order to
maximize the Fiedler value of the resulting network? Intuitively, adding a relay
to the network may result in connecting two sensors or more, which were not
connected together. Because this relay can be within the transmission range of
these sensors, hence it can forward data from one sensor to the other. Therefore,
adding a relay may result in adding an edge or more to the original graph.
Let Ec(K) denote the set of edges resulting from adding a candidate set of K










Since each relay can be deployed anywhere in the network, the location of each relay
is considered as a continuous variable, which belongs to the interval ([0, g], [0, g]).
It has been shown that this problem is NP-hard in [55]. In the following subsection,
we explain our proposed heuristic algorithm to solve this problem.
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4.3.1 SDP-based Network Maintenance Algorithm
Our proposed algorithm to solve the network maintenance problem in (4.7) can be
described as follows. First, we divide the g × g network area into nc equal square
regions, each with width h. Thus, nc = (
g
h
)2. We represent each region by a relay
deployed in its center. Thus, the problem can be viewed as having a set of nc
candidate relays, hence the subscript c, and we want to choose the optimum K





s.t. 1T x = K, x ∈ {0, 1}nc ,
(4.8)
where






and 1 ∈ Rnc is the all-ones vector.
We note that the optimization vector in (4.8) is the vector x ∈ Rnc . The i-th
element of x, denoted by xi, is either 1 or 0, which corresponds to whether this
relay should be chosen or not, respectively. In (4.9), Lb is the Laplacian matrix of
the base graph. In addition, Al and wl are the incidence matrix and weight vector
resulting from adding relay l to the original graph. Assuming that adding relay
l results in Il edges between the original n nodes in the base network, then the




l , · · · , aIll ], where azl ∈ Rn, z = 1, 2. · · · , Il,




l , · · · ,wIll ].
We point out that the effect of adding relays appears only in the edge set E, and
not in the node set V . The weight of a constructed edge equals the summation of
the weights of the edges connecting the relay with the two sensors. Finally, the
constraint 1T x = K in (4.8) indicates that the number of chosen relays is K.
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Laplacian matrices, which requires huge amount of computation for
large nc. Therefore, we need an efficient and quick way to solve (4.8). The opti-
mization problem (4.8) can be thought of as a general version of the one considered
in [70]. By relaxing the Boolean constraint x ∈ {0, 1}nc to be a linear constraint





s.t. 1T x = K, 0 ≤ x ≤ 1 .
(4.10)
We note that the optimal value of the relaxed problem in (4.10) is an upper bound
for the optimal value of the original problem (4.8), as it has a larger feasible set.







{yT L(x)y , ||y||2 = 1, 1T y = 0} . (4.11)




in (4.11) is the point-wise infimum of a family of
linear functions of x. Hence, it is a concave function in x. In addition, the relaxed
constraints are linear in x. Therefore, the optimization problem in (4.10) is a con-
vex optimization problem [73]. Furthermore, the convex optimization problem in





11T ) ¹ L(x), 1T x = K, 0 ≤ x ≤ 1 ,
(4.12)
where I ∈ Rn×n is the identity matrix and B ¹ A denotes that A−B is a positive
semi-definite matrix.
By solving the SDP optimization problem in (4.12) efficiently using any SDP
standard solver such as the SDPA-M software package [74], the optimization vari-
able x is obtained. Then, we use a heuristic algorithm to obtain a near-optimal
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Boolean solution from the SDP solution. In this chapter, we consider a simple
heuristic, which is to set the largest K elements in the vector x to 1 and the rest
to 0. The obtained Boolean vector is the near-optimum solution of the original
problem in (4.8). This described procedure will be repeated a few times, and
each repetition is referred to as a level. As indicated earlier, each location xk,
k = 1, 2, · · · , K, represents a square region of width h. Choosing xk = 1 implies
that the k-th region is more significant, in terms of the connectivity of the whole
network, than other ones that have not been chosen.
In order to improve the current solution, we repeat the same procedure by
dividing each k-th region into nc smaller areas and representing each area by a
relay at its center. Then, we find the near-optimum location in these nc regions
to have the relay deployed there. This problem is the same as the one in (4.12)
by setting K = 1 relay. The same procedure is repeated for each region k, 1
≤ k ≤ K, obtained in the first level. The proposed network-maintenance algorithm
applies a finite number of levels until there is no more improvement in the resulting
Fiedler value. Table 4.1 summarizes the implementation of our proposed network-
maintenance algorithm.
We also discuss the complexity issue of the proposed network maintenance al-
gorithm. The interior point algorithms for solving SDP optimization problems are
shown to be polynomial in time [74]. Thus, the network maintenance algorithm
which applies a small number of iterations, each requires solving SDP optimiza-
tion problem, has a polynomial complexity in time. Finally, we point out that our
network maintenance algorithm is also suitable for the kind of applications, where
there is a possible locations for the relays to be deployed [61]. In this section, we
have proposed a SDP-based network maintenance algorithm that deploys a finite
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number of relays to maximize the Fiedler value of the resulting graph and conse-
quently the network lifetime. In the next section, we consider various strategies to
increase the efficiency of the deployed relays.
4.4 Lifetime-Maximization Strategies
In this section, we build upon the network maintenance algorithm described in
Table 4.1 and propose two strategies that can extend the network lifetime. First,
we propose the WMPR algorithm, which efficiently utilizes the deployed relays in a
wireless network. Second, we propose an adaptive network maintenance algorithm
that relocates the relays based on the network status.
4.4.1 Weighted Minimum Power Routing (WMPR) Algo-
rithm
In this subsection, first we explain the conventional Minimum Power Routing
(MPR) algorithm then we present the proposed WMPR algorithm. The MPR
algorithm constructs the minimum-power route from each sensor to the central
unit, by utilizing the conventional Dijkstra’s shortest-path algorithm [52]. The
cost (weight) of a link (vi, vj) is given by
wi,j|MPR = P oi + Pr , (4.13)
where P oi is the transmission power given in (4.3) and Pr denotes the receiver
processing power, which is assumed to be fixed for all the nodes.
In (4.13), it is obvious that the MPR algorithm does not differentiate between
the original sensors and the deployed relays while constructing the minimum-power
route. In most of the applications, it is very possible that the few deployed relays
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have higher initial energy than that of the many existing sensors. Intuitively to
make the network live longer, the relays should be utilized more often than the
sensors. Consequently, the loads of the sensors and relays will be proportional to
their energies, which results in more balanced network. The WMPR algorithm
achieves this balance by assigning weights to the sensors and the relays, and the
cost of each link depends on these weights. Therefore, we propose to have the
weight of the link (vi, vj) given by
wi,j|WMPR = ei P oi + ej Pr , (4.14)
where ei denotes the weight of node vi. By assigning the relays smaller weight
than that of the sensors, the network becomes more balanced and the network
lifetime is increased. In summary, the WMPR utilizes the Dijkstra’s shortest-path
algorithm to compute the route from each sensor to the central unit using (4.14)
as the link cost. More importantly, weights of the relays should be smaller than
that of the sensors.
Figure 4.1 depicts a sensor network of n = 20 nodes deployed randomly in
6m × 6m area. The central unit is located in the center of the network and we
assume that K = 1 relay is available. The location of the relay is determined via the
network maintenance algorithm, proposed in Table 4.1. Each routing algorithm,
either the MPR or the WMPR, constructs a tree connecting all the nodes together
that has the minimum weight between each two nodes. In Figure 4.1 (a), the relay
is treated in a similar fashion to that of the sensors in the MPR-based constructed
routing tree. On the other hand Figure 4.1 (b) depicts that in the WMPR-based
constructed routing tree, most of the sensors tend to send their packets to the relay
rather than the neighboring sensors. As will be shown in Section 4.6, the WMPR
algorithm achieves higher lifetime gain than that achieved by the MPR algorithm,
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Figure 4.1: Example of routing trees for n = 20 sensors deployed randomly in
6m × 6m square field (a) MPR-based constructed routing tree and (b) WMPR-
based constructed routing tree.
when the deployed relays have more initial energy than the sensors. Finally, we
point out that many of the lifetime-maximization routing algorithms [57, 58, 75]
can be modified in a similar way to that of the WMPR algorithm.
4.4.2 Adaptive Network Maintenance Algorithm
In this subsection, we consider the possibility of relocating the deployed relays.
In the fixed network maintenance strategy, as described in Table 4.1, each relay
will be deployed in a particular place and will be there until the network dies.
Intuitively, the network lifetime can be increased by adaptively relocating the
relays based on the status of the network. Such a scheme can be implemented via
low-altitude Unmanned Air Vehicles (UAVs) or movable robots depending on the
network environment. For instance, we can utilize one UAV or more, which can
fly along the obtained relays’ locations to improve the connectivity of the ground
97
network. In each location, UAV acts exactly as a fixed relay connecting a set of
sensors through multi-hop relaying.
The proposed adaptive network-maintenance algorithm is implemented as fol-
lows. First, the initial locations of the deployed relays are determined using the
network-maintenance algorithm described in Table 4.1. Whenever a node dies, the
Fiedler value of the remaining network is calculated. If it is greater than certain
threshold, then the network is likely to be disconnected soon. Therefore, the de-
ployment algorithm is calculated again and the new relays’ locations are obtained.
Finally each relay is relocated to the new location, if it is different from its current
one. The algorithm is repeated until the network is disconnected.
In the sequel, we present an example to illustrate how effective the adaptive
network maintenance algorithm can be. Consider a wireless sensor network of
n = 20 nodes deployed randomly in a 6m× 6m square area. We assume that only
K = 1 relay is available. Whenever a node sends a packet, the remaining energy
is decreased by the amount of the transmission energy and it dies when it has no
remaining energy. In addition, the Fiedler value threshold is chosen to be 0.03.
Figure 4.2 depicts the Fiedler value of the network as a function of the number
of dead nodes utilizing the MPR algorithm. The original network is disconnected
after the death of 8 nodes. By adding a fixed relay, the network lifetime increases,
resulting in a network lifetime gain of 31%. The network lifetime gain due to
adding K relays is defined as G(K) = T (K)−T (0)
T (0)
where T (K) is the network lifetime
after deploying K relays. By considering K = 1 relay, the adaptive network-
maintenance algorithm achieves lifetime gain of 70%. This example shows that
the proposed adaptive network maintenance algorithm can significantly increase
the network lifetime. We clarify that these lifetime gains are specific to that
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Adaptive (Lifetime gain = 70%)
Fixed (Lifetime gain = 31%)
No relays
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Figure 4.2: Fiedler value (Network health indicator) versus the number of dead
nodes, for n = 20 sensors deployed randomly in 6m × 6m square field, is plotted.
Effects of adaptive and fixed network maintenance algorithms are illustrated.
particular example and do not represent the average results. The average results
of the various proposed network maintenance strategies are provided in Section 4.6.
It is worth to note that Figure 4.2 shows that the Fiedler value of the living
network can be thought of as a health indicator of the network. If the network
health is below certain threshold, then the network is in danger of being discon-
nected. Thus, a network maintenance strategy, either fixed or adaptive, should be
implemented. However, if the network becomes disconnected then intuitively we
can consider reconnecting the network again via deploying the minimum number




In this section, we consider the network repair problem. In particular, the network
is initially disconnected and we need to find the minimum number of relays along
with their locations in order to reconnect the network. Let a disconnected base

















where δ > 0 is referred to as connectivity threshold and it reflects the degree of
desired robustness of the network connectivity and Ec(K) denotes the set of edges
resulting from adding a candidate set of K relays. We note that as δ increases the
number of relays, required to satisfy the connectivity constraint in (4.15), increases.
In [56], it was shown that the network repair problem is NP-complete and hence
we propose a heuristic algorithm to solve it. We utilize our proposed solution for
the network maintenance problem in solving the network repair problem. More
precisely, we propose an iterative network repair algorithm, which is implemented
as follows. First, we assume that K = 1 relay is enough to reconnect the network.
Second, we solve the network maintenance problem in Table 4.1 to find the location
for that relay. If the Fiedler value of the resulting network is strictly greater than
δ then the network is reconnected and the algorithm stops. Otherwise, the number
of candidate relays is incremented by one and the algorithm is repeated.
Table 4.2 summarizes the proposed network repair algorithm. Similar to the
network maintenance algorithm, the network repair algorithm is implemented in
polynomial time. In this section, we have presented our proposed network repair
problem and in the following section, we show some simulation results for the
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network maintenance and network repair proposed strategies.
4.6 Simulation Results
In this section, we present some simulation results to show the performance of our
proposed algorithms. We consider n = 20 nodes deployed randomly in 6m × 6m
square area and the central unit is assumed to be in the center of the network. Data
generated at the sensors follows a Poisson process with rate 10 packets per unit
time and the path loss exponent is α = 2. The desired BER for the transmissions
over any link is εo = 10−4, the noise variance N0 = −20dBm, the maximum
power Pmax = 0.15 watt, the receiver processing power is Pr = 10
−4 watt, and the
initial energy of every sensor is 0.1 joule. The number of candidate relays locations
utilized in the network maintenance algorithm, described in Table 4.1, is chosen
to be nc = 25 locations. The SDPA-M software package [74] has been utilized to
solve the SDP optimization problem in (4.12). The following results are averaged
over 1000 independent network realizations.
Figure 4.3 depicts the increase of the Fiedler value as the number of added
relays increases. For comparison purposes, we also plot the effect of randomly
adding relays. As shown, the random addition performs poorly compared to our
proposed algorithm. In Section 4.3, we have chosen the Fiedler value as an intuitive
and good measure of the network lifetime, which is our main objective. Figure 4.4
depicts the network lifetime gain as a function of the added number of relays. The





where T (K) is the network lifetime after deploying K relays and TMPR(0) de-
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Figure 4.3: The average Fiedler value versus the added number of relays, for n = 20
distributed randomly in 6m× 6m square field, is plotted. Effect of deploying relays
is illustrated.
notes the network lifetime of the original network utilizing the MPR algorithm.
As shown, the proposed SDP-based network maintenance algorithm achieves sig-
nificant network lifetime gain as the number of added relays increases, which is a
direct consequence of increasing the Fiedler value as shown previously in Figure 4.3.
At K = 4 and by employing the MPR algorithm, the proposed network mainte-
nance algorithm achieves lifetime gain of 105.8%, while the random deployment
case achieves lifetime gain of 40.09%.
In Figure 4.4, we also illustrate the impact of the adaptive network maintenance
algorithm on the network lifetime gain. At K = 4 relays, the lifetime gain jumps to
132.1% for the MPR algorithm. We also compare the performance of our proposed
algorithm with the exhaustive search scheme. For practical implementation of the
exhaustive search scheme, the optimum locations for a given set of relays are
determined consecutively, i.e., one relay at a time. We have implemented the
exhaustive search scheme by dividing the network area into many small regions
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Figure 4.4: The average network lifetime gain versus the added number of relays, for
n = 20 distributed randomly in 6m×6m square field, is plotted. Effect of deploying
relays is illustrated.
and each region is represented by a relay at its center. The optimum location for
the first relay is determined by calculating the lifetime of all the possible locations
and choosing the one that results in maximum lifetime. Given the updated network
including the first relay, we find the optimum location for the second relay via the
same exhaustive search scheme. This algorithm is repeated until all the relays are
deployed. In Figure 4.4, we show the network lifetime gain of the exhaustive search
case utilizing the MPR algorithm.
As indicated in Section 4.4.1, the proposed WMPR algorithm should intuitively
outperform the MPR algorithm when relays have higher initial energy than that
of the sensors. We set the weights of the deployed relays to be 0.1, while the
weights of the original sensors to be 1. Therefore, sensors tend to send their data
to the deployed relays rather than the neighboring sensors. In addition, the relays’
energy are set to be 10 times that of the sensors. As a result, the WMPR algorithm
achieves higher gain compared to that achieved by the MPR algorithm as shown
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SDP−based WMPR (10 times initial energy)
SDP−based MPR (10 times initial energy)
SDP−based MPR
Random−based MPR (10 times initial energy)
Figure 4.5: The average network lifetime gain versus the added number of relays, for
n = 20 distributed randomly in 6m×6m square field, is plotted. Effect of increasing
the relays’ initial energy 10 times is illustrated.
in Figure 4.5. At K = 4, the WMPR and MPR algorithms achieve network
lifetime gains of 278.8% and 262.7%, respectively. In Figure 4.5, we notice that
the difference between the WMPR and the MPR performance curves increases
as the number of relays increases. Intuitively, the WMPR algorithm utilizes the
relays more frequently than the MPR algorithm. Hence it achieves higher lifetime
gain by increasing the the relays’ initial energy.
We also consider a larger sensor network of n = 50 nodes deployed randomly
in 15m× 15m square area. Figure 4.6 shows the network lifetime gain. At K = 15
and by employing the MPR algorithm, the proposed network maintenance algo-
rithm achieves lifetime gain of 113.6%, while the random deployment case achieves
lifetime gain of 40.7%. In Figure 4.6, we also illustrate the impact of the adaptive
network maintenance algorithm on the network lifetime gain. At K = 15 relays,
the lifetime gain jumps to 119.7% for the MPR algorithm.
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Figure 4.6: The average network lifetime gain versus the added number of relays,
for n = 50 distributed randomly in 15m × 15m square field, is plotted. Effect of
deploying relays is illustrated.
4.6.1 Interference-based Transmission Scenario
In this subsection, we consider a different transmission scenario where some of
the sensors are allowed to send their data simultaneously over the same channel.
Assuming that node vi is sending its data to node vj and the total number of
simultaneous transmissions is s. The received symbol can be modeled as
yj =
√









Pk hk,j xi + nj denote the random variable representing the
summation of the noise and interference terms. For a large enough number of
simultaneous transmissions, mj can be modeled as a complex Gaussian random
variable with zero-mean and variance N0 +
∑
k 6=i Pk d
−α
k,j via the central limit the-
orem [ [53], Ch.2], i.e., mj ∼ CN(0, N0 +
∑
k 6=i Pk d
−α
k,j ). This is a reasonable
assumption as the number of sensors, deployed in a sensor network, is often large.
Thus, (4.17) can be written as (4.1) with different noise term, which is mj. Con-
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sequently and similar to (4.3), the required power to achieve a desired BER of εo
can be given by










) (1− 2 εo)2
1− (1− 2 εo)2 . (4.18)
In (4.18), it is obvious that the transmission power required by each node
depends on the transmission powers of the other nodes sending simultaneously
over the same channel. We obtain an approximated power expression, by first









The transmission power can be determined through a power control problem, which













≤ εo , (4.20)
Let p ∈ Rs be the power vector, containing the transmission powers Pi, that needs










p ≥ u , (4.21)




. With respect to F ∈ Rs×s, Fi,j = 0 if i = j and Fi,j = (dk,jdi,j )−α
elsewhere. If the spectral radius of F, which is its largest eigenvalue, is less than








At low BER, it can be shown the zero-interference required transmission power
given in (4.3) can be approximated as Pi ≈ N04 εo d−αi,j . By comparing this power with
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that required for the interference-based transmission scenario given in (4.19), it is
obvious that the interference-based transmission scenario requires more transmis-
sion power per node than that required in the zero-interference scenario for the
same desired BER. Therefore, nodes will lose their energies with a faster rate in
the interference-based transmission scenario. Consequently, the network lifetime
is shorter in the interference-based transmission scenario. Therefore if limited bat-
teries is a concern such as in sensor network, it is recommended to have orthogonal
transmission between the nodes to maximize the network lifetime.
We consider a network of n = 10 nodes deployed randomly in 4m × 4m area.
All the nodes operate in half duplex mode, i.e., no node is allowed to transmit
and receive at the same node. In addition, nodes sending their data to the same
destination are not allowed to send their data at the same time since this requires
more complex receiver such as successive interference cancelation (SIC) decoder,
which may not be possible for a simple sensor node to have. The route from each
sensor to the central unit is determined based on the zero-interference transmission
powers, given in (4.3). Then the transmission powers are modified according to
(4.22) to represent the interference-based case.
In addition to the network lifetime, the number of the delivered packets from
all the sensors to the central unit before the network dies is an important measure
of the network performance. Figure 4.7 depicts the number of delivered packets
versus the added number of relays for both the zero-interference and interference-
based transmission scenarios utilizing the MPR algorithm. First, it is shown for
the interference-based scenario that the number of delivered packets slightly in-
creasing as the number of added relays increases. Generally, there are two main
factors affecting the net result of the interference-based scenario whenever relays
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Figure 4.7: The average number of delivered packets versus the added number of
relays, for n = 10 distributed randomly in 4m× 4m square field, is plotted.
are deployed. Deploying relays increases the number of delivered packets due to
performing the relaying task along with the extra energy that the deployed relays
have. So, adding more relays increases the number of delivered packets, as shown
previously for the zero-interference transmission scenario. On the other hand,
deploying relays causes interference to the other existing nodes and forces each
existing node to raise its transmission power to overcome the interference effect
of the recently added relays. Thus, deploying relays will cause nodes to die faster
and consequently will decrease the number of delivered packets. This is the main
reason that the network lifetime gains are higher in the zero-interference transmis-
sion scenario compared to the interference-based scenarios. We note that the net
result of these two factors will determine the performance of the interference-based
network maintenance algorithms.
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Figure 4.8: The average minimum number of added relays required to reconnect a
network versus the number of sensors in the network is plotted.
4.6.2 Network Repair
We consider the network repair problem where the network is originally discon-
nected. In Figure 4.8, we show the average number of added relays required to
reconnect a disconnected network, assuming δ = 0 in (4.15). n sensors are ran-
domly distributed in 6m × 6m square area. The maximum transmission power
of any node is Pmax = 0.07 watt. It is shown that for a disconnected network of
n = 25 nodes deployed randomly in 6m × 6m area, the average number of added
relays is 4. For n < 15, Figure 4.8 depicts that the average number of added
relays increases as n increases. This is because for small n, it is more likely that
the added sensors will be deployed in new regions where there are very few or no
sensors. Thus, more relays need to be deployed to connect these added sensors.
On the other hand, as n increases beyond n = 15, the average number of added
relays decreases. This is intuitive because as the the number of sensors increases
to a moderate state, the network becomes more balanced, i.e., the sensors are
uniformly deployed in the whole area. Beyond this moderate state, increasing the
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number of sensors keeps filling the gaps in the network. Consequently, the average
number of needed relays decreases as n increases.
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Let Gb = (Vb, Eb) be the original graph, L(K) be the Laplacian matrix of





the Fiedler value at the t-th level (iteration).
1. Initialization: Set t = 1 and λ2,0(L(K)) = λ2(Lb(0)), where Lb is the
Laplacian matrix of Gb.
2. Divide the network area into nc equal square regions. Each region is
represented by a relay at its center.
3. Solve the optimization problem in (12) and obtain the best K < nc
relays among the nc relays defined in 2. Denote the solutions as xk,





, which is the Fiedler value of the resulting graph











(a) Increment the level index as: t = t + 1.
(b) For each solution xk,
i. Divide the k-th region into nc equal square regions and ob-
tain the best location for this relay. This can be solved using






of the resulting graph.
End While
6. The obtained solutions xk, k = 1, 2, · · · ,K, represent the required
locations of the relays.
Table 4.1: Proposed network maintenance algorithm.
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Let Gb = (Vb, Eb) be the original graph, L(K) be the Laplacian matrix of
the resulting graph after adding the available K relays, and λ2(L(K)) be its
Fiedler value.
1. Initialization: Set K = 0.
2. While (λ2(L(K) ≤ δ)
(a) Increment the number of relays as: K = K + 1.
(b) Implement the network maintenance algorithm, described in Ta-
ble 4.1, utilizing K candidate relays.
(c) Calculate λ2(L(K)) of the resulting graph.
End While
3. The obtained K represents the minimum number of required relays.







In the previous chapters, we have shown the impact of cooperative communica-
tions on improving the network performance such as increasing the bandwidth ef-
ficiency, reducing the end-to-end transmission power, and maximizing the network
lifetime. In these chapters, we have assumed perfect channel estimation and zero-
interference scenario. In this chapter, we aim to complete our work by pointing
out the possibility of mitigating some of the problems existing in wireless networks
such as channel estimation error and co-channel interference (CCI) problems by
utilizing cooperative communication scenarios.
Channel estimation error, caused possibly by Doppler shift or noise on the pilot
signals, can cause dramatic performance degradation in wireless networks. In [77],
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it was examined that channel estimation error results in lower average signal-to-
noise ratio (SNR) and higher average error rate in orthogonal frequency division
multiplexing (OFDM)-based systems. It was also shown in [78] via simulations
results that channel estimation error causes error floor in the amplify-and-forward
cooperative scheme. In [79], a superposition coding scheme was proposed to reduce
the channel estimation effect when the users have largely different SNR. In addi-
tion to the channel estimation error problem, CCI problem also arises in networks
such as cellular networks, in which users of different neighboring cells are simulta-
neously transmitting their data over the same channels (e.g. OFDM subcarriers).
CCI results in lower signal to interference plus noise ratio (SINR), which causes
dramatic performance degradation. Recently, there have been some works that
studied the impact of the multiple-input multiple-output (MIMO) techniques on
the CCI problem [76, 80–82], in which it was shown that MIMO techniques can
reduce the effect of the CCI problem. In general, we note that in communication
systems with channel estimation error or CCI, we cannot get arbitrarily large SNR
for high transmission power.
Motivated by the bad impact of channel estimation error and CCI on the di-
rect transmission scenario, we investigate in this chapter the ability of the various
cooperative transmission protocols mentioned above to mitigate such impact. We
consider two main performance criteria to characterize the impact of coopera-
tive communications on channel estimation error, namely, the traditional outage
probability and the proposed SNR gap ratio. The SNR gap ratio quantifies the
reduction in the SNR due to channel estimation error. First, we show that the
outage probability is reduced due to utilizing cooperative communication scenarios
in the presence of channel estimation error. Second, we illustrate that cooperative
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transmission protocols, either the conventional or the relay-selection schemes, re-
duce the SNR gap ratio compared to that of the direct transmission. We find that
cooperative communication protocols are less susceptible to channel estimation er-
ror by achieving spatial diversity via relays and distributing the total transmission
power across multiple transmission phases. Moreover, increasing the number of re-
lays reduces the effect of the channel estimation error more. With respect to CCI,
we also show that cooperative communication protocols can mitigate the effect of
CCI problem compared to the direct communication.
Unlike the conventional and relay-selection cooperative protocols, distributed
space-time cooperative schemes allow simultaneous transmission among the coop-
erating relays. In these schemes, there is no guarantee that all the cooperating
relays start their transmission at the same instant since they are not completely
synchronized with each other. Furthermore, the received signals at the destina-
tion from the simultaneously transmitting relays experience different propagation
delays. Therefore distributed space-time cooperative schemes suffer from timing
synchronization error, which results in interference terms that dramatically in-
crease the error rate. Unlike the channel estimation error, increasing the number
of relays increases the timing synchronization error effect. In this chapter, we
study the tradeoff of the impact of the channel estimation and the timing syn-
chronization errors on the performance of the distributed transmit beamforming
cooperative scheme. For a fixed channel estimation error variance, we show that
at low data transmission power the effect of the timing synchronization error is
more significant, and having more relays results in higher SNR gap ratio. As the
transmission power increases, the channel estimation error dominates and having
more relays leads to lower SNR gap ratio.
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In this work, we focus on the single-carrier analysis, however, the analysis can
be easily extended to the multi-carrier OFDM systems. The rest of this chapter
is organized as follows. In the next section, we describe the system model of
the communication system, taking into consideration the channel estimation error
effect, and explain the problem formulation. We Study the impact of various
communication scenarios on the channel estimation error and CCI in Section 5.2.
In Section 5.3, we consider the timing synchronization error and how it interacts
with the channel estimation error.
5.1 System Model and Problem Formulation
Communication scenarios, which are based on training sequences (pilots) for chan-
nel estimation, are implemented in two consecutive phases, namely, training phase
and data transmission phase. In the training phase, the channel is estimated using
a known training sequence with a particular pilot power, denoted by Ppilot. A
particular pilot transmission power Ppilot results in a certain level of channel esti-
mation error variance, referred to as α, which is inversely proportional to the pilot
transmission power. In the end of the training phase, the receiver has an estimate
of the channel to be utilized in the coherent detection of the transmitted data in
the following data transmission phase. In the data transmission phase, the channel
estimate is fixed and does not depend on the data transmission power, P . Hence,
the channel estimation error does not depend on the data transmission power, P .
The communication system under consideration is shown in Figure 5.1. It
consists of the source, s, the destination, d, and a set of N transmitting/receiving
nodes, r1, r2, · · · , rN , which will be referred to as relays. We note that each of












Figure 5.1: Cooperative communication system with a set of N relays. Solid line repre-
sents the direct transmission and dashed lines represent the cooperative transmissions via
the relays.
between being a source sending its own information or a relay forwarding other
nodes information. We assume that all the N + 1 transmitting nodes utilize the
same pilot transmission power, Ppilot, to allow the destination to estimate the
corresponding channel responses. In the same time, every other receiving node
can estimate its corresponding channel response with the sender. Therefore, no
extra pilot transmission power is needed in the cooperative transmission protocols
compared to that required in the direct transmission case. Finally, we assume that
there is a fixed channel estimation error variance, α, resulting from the training
phase due to utilizing pilot transmission power of Ppilot.
We take into consideration the channel estimation error in the data transmission
phase as follows. In the direct transmission scenario, the source sends its data
symbol to the destination in one phase, which can be a time or frequency slot.
The received symbol at the destination can be modeled as
yDs,d =
√




where the superscript D denotes the direct transmission scenario, x is the trans-
mitted symbol with unit average energy, i.e., |x|2 = 1, hs,d is the estimated source-
destination channel coefficient, hα denotes the channel estimation error, ηα is a
zero-mean additive white Gaussian noise (AWGN) with unit variance, and N0 is
the noise variance. In [79], the additional term resulting from channel estimation
error, namely
√
P xhα in (5.1), was called self-noise because it represents an added
noise term that scales with the data transmission power.
The channel estimation error is a summation of large number of small quantities
representing the inter-carrier interference and noise, and hence it can be modeled
as a Gaussian random variable via the central limit theorem [53]. Similar to [77],
the channel estimation error hα is modeled as a zero-mean complex Gaussian ran-
dom variable with variance α. For a constant modulus transmitted symbol x,
the additional self-noise term (
√
P x hα) is a zero-mean complex Gaussian random
variable with variance α P . Thus, (5.1) can be rewritten as
yDs,d =
√
P hs,d x +
√
α P + N0 ηs,d, (5.2)
where ηs,d is a zero-mean Gaussian random variable with unit variance. We note
that the system model in (5.2) is similar to the one that was considered to represent
the channel estimation error effect in [79].
In the conventional N -relay cooperative transmission scenario, a transmission
of one symbol is implemented in N + 1 phases. In the first phase, the source
broadcasts its symbol to the relays and the destination with a transmission power
of P0. Taking into consideration the channel estimation error as in (5.2), the
received symbols at the destination and the i-th relay can be modeled as
yCs,d =
√
P0 hs,d x +
√
α P0 + N0 ηs,d,
yCs,ri =
√
P0 hs,ri x +
√
α P0 + N0 ηs,ri , i = 1, 2, · · · , N.
(5.3)
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respectively, where the superscript C denotes the cooperative transmission sce-
nario, hs,ri is the estimated channel coefficient between the source and the i-th
relay, and ηs,ri is a zero-mean AWGN with unit variance.
In this chapter, we consider the decode-and-forward cooperative protocol [7,17].
However, the system model and the following performance analysis can be easily
extended to other cooperative protocols such as amplify-and-forward [7,15]. In the
decode-and-forward protocol, each relay decides whether to forward the received
information or not according to the quality of the received signal. We assume
that every relay can tell whether the received information is correctly decoded or
not [7,17]. If the i-th relay correctly decodes the received symbol, then it forwards
the decoded symbol to the destination in the (i+1)-th phase, otherwise it remains
idle. The received symbol at the destination in the (i + 1)-th phase is given by
yCri,d =
√
P̃i hri,d x +
√
α P̃i + N0 ηri,d, (5.4)
where P̃i = Pi if the relay decodes the symbol correctly, otherwise P̃i = 0, hri,d
is the estimated channel coefficient between the i-th relay and destination, and
ηri,d is a zero-mean AWGN with unit variance. The transmission powers, Pi, i =
0, 1, · · · , N , are allocated subject to a total power constraint of P0 +
∑N
i=1 Pi = P
[17]. This power constraint is imposed to guarantee a fair comparison with the
direct transmission scenario.
Flat Rayleigh fading channels are considered. Let hu,v be a generic channel
coefficient representing the channel between any two nodes, where hu,v is modeled
as zero-mean complex Gaussian random variable with variance δ2u,v. The channel
gain squared |hu,v|2 follows an exponential random variable with mean δ2u,v [53].
We assume that the channel coefficients between each two nodes are independent
of each other [7, 17], which can be practically achieved by deploying the nodes far
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enough from each other.
Below, we illustrate the performance degradation due to channel estimation
error in the direct transmission case. For the direct transmission scenario defined
in (5.2), the destination applies the conventional matched filter [53] as h∗s,d ys,d.
The output SNR, denoted as γ, can be computed as
γD =
P
N0 + α P
|hs,d|2 . (5.5)
In the perfect channel estimation scenario, i.e., α = 0, the SNR at the destination
increases with the data transmission power P . However with channel estimation
error, increasing the data transmission power cannot lead to arbitrarily large SNR.
This limits the performance of the direct transmission scenario and causes dramatic
performance degradation. We also note that the effect of the channel estimation
error, which is α P in (5.5), increases with high data transmission power. Motivated
by the bad impact of channel estimation error on the direct transmission scenario,
we investigate in the next section the ability of the various cooperative transmission
protocols to mitigate such impact.
5.2 Effects of Cooperative Communications
5.2.1 On Channel Estimation Error
In this subsection, we analyze the performance of the direct and cooperative trans-
mission scenarios introduced in Section 5.1. For each scenario, we calculate the
outage probability and the SNR gap ratio, which is defined as
R =
γ|(α=0) − γ|(α 6=0)
E{γ|(α=0)} , (5.6)
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where E{.} denotes the statistical expectation of a particular random variable.
Intuitively, the SNR gap ratio measures the reduction in the SNR, (γ|(α=0) −
γ|(α 6=0)), compared to the average SNR without channel estimation error, i.e., it
measures the relative SNR gap ratio.
For the direct transmission scenario defined in (5.2), the output SNR in (5.5)








. The outage probability, which is defined as the prob-
ability that the output SNR is less than a particular threshold γth, is computed
as
FγD(γth) , Pr(γD ≤ γth) = 1− exp
(









δ2s,d (N0 + α P )
|hs,d|2 . (5.8)
The source-destination channel gain squared |hs,d|2 is an exponential random vari-
able with mean δ2s,d. Hence, the direct transmission SNR gap ratio in (5.8) is
an exponential random variable, i.e., RD ∼ exp ((N0 + α P )/(α P )
)
. Finally, the
average SNR gap ratio can be calculated as
E{RD} = α P
N0 + α P
. (5.9)
In the conventional cooperative transmission scenario, the destination applies
maximal-ratio combining (MRC) [8] to coherently combine the signals received
from the source and the N relays. The output of the MRC detector at the desti-


















Let P̃ , [P0, P̃1, · · · , P̃N ]T denote the power distribution vector, where T denotes









N0 + α P̃i
|hri,d|2 . (5.11)
In the sequel, we obtain the distribution of the power vector P̃, which is based
on the transmission between the user and the i-th relay, modeled in (5.3). We
assume M-PSK modulation type. The conditional SER at the i-th relay, which is
conditioned on the the channel coefficient hs,ri , can be written as [41]











where γi = P0 |hs,ri|2/(N0 + α P0) is the instantaneous SNR at the i-th relay and
b = sin2(π/M). By averaging (5.12) with respect to the exponential random



















As described in Section 5.1, the i-th relay retransmits the source’s symbol only
if it has correctly decoded that symbol. Hence the power of the i-th relay, P̃i, i =
1, 2 · · · , N , is distributed as a Bernoulli random variable with success probability















(N0+α P0) sin2 θ
) , (5.14)
where w.p. stands for “with probability”. We note that the relays’ powers P̃i, i =
1, 2 · · · , N are independent random variables since each one depends on its own
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source-relay channel gain |hs,ri|, which are independent of each other as assumed
in Section 5.1.
By averaging the conditional SNR in (5.11) with respect to P̃, the cooperative
transmission SNR can be obtained as
γC =
P0


















Let h0 = hs,d/δs,d and hi = hri,d/δri,d, i = 1, 2, · · · , N , where hi, i = 0, 1, · · · , N , is
distributed as a zero-mean complex Gaussian random variable with unit variance.





















, i = 1, 2, · · · , N .















ai−ak , i = 0, 1, · · · , N .
By substituting (5.16) into (5.6), the cooperative transmission SNR gap ratio
can be given by
RC =













































Cell radius 1 km
Site-to-site distance 2 km
Thermal noise -100dBm
Max transmission power 25 dBm
Carrier frequency 1.9 GHz
Propagation model 31.5 + 35log10(d in m)dB
Table 5.1: Simulation parameters of a typical cellular system.
in which S = E{γC |(α=0)} =
∑N
i=0 ai|(α=0). The cooperative transmission SNR gap
ratio defined in (5.18) represents a weighted sum of a set of independent chi-square














ci−ck , i = 0, 1, · · · , N . Finally, the average of the cooperative






Now, we present some numerical results to illustrate the impact of the cooperative
transmission scheme on the channel estimation error. The outage probability and
SNR gap ratio are utilized to characterize such impact. For fair comparison, we
assume that a total power P is available for the direct and cooperative transmis-
sion scenarios. We assume maximum of N = 6 relays are available and we consider
power allocation policy, in which P0 = P/2 and Pi = P/(2 N), i = 1, 2, · · · , N [17].
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Figure 5.2: Channel estimator error: outage probability of the direct and cooperative
transmission scenarios for α = 0.05 and P/N0 = 20dB. Cooperative transmission reduces
the outage probability as the number of relays increases.
QPSK modulation type is assumed throughout this chapter. Table 5.1 summarizes
a typical set of simulation parameters for cellular networks. Finally, the shown re-
sults are averaged over 1000 independent network realizations, where the locations
of the users and the relays are randomly distributed in each realization.
We assume that the channel estimation error variance is α = 0.05. As indi-
cated in Section 5.1, the channel estimation error variance, α, is fixed and does
not depend on the data transmission power, P . Figure 5.2 depicts the outage
probability, given by (5.7) and (5.17) for the direct and cooperative transmission
scenarios, respectively, at P/N0 = 20 dB. As shown, the direct transmission has
the highest outage probability for any SNR threshold, γth. It is also shown that
as the number of relays increases, the cooperative transmission outage probability
reduces. This is due to the fact that cooperative transmission with N relays pro-
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Figure 5.3: Channel estimator error: probability density function of the direct and co-
operative transmission scenarios for α = 0.05 and P/N0 = 20dB. Direct transmission has
an exponential distribution while cooperative transmission has weighted-sum chi-square
distribution.
vides N + 1 independently-faded paths from the source to the destination. Hence,
diversity order N + 1 is achieved. Furthermore, the effect of adding relays de-
creases as the number of relays increases. Intuitively the available relays provide
enough reliability and increasing the number of relays will slightly improve the
performance.
In addition to the outage probability, the average SNR gap ratio is of great
interest. Figure 5.3 depicts the PDF of the SNR gap ratio at P/N0 = 20 dB
for the direct and cooperative transmissions. As shown, the direct transmission
SNR gap ratio has an exponential distribution. On the other hand, the coopera-
tive transmission SNR gap ratio has a weighted-sum chi-square distribution (5.20)
that depends on the number of relays. It is also shown that as the number of
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Figure 5.4: Channel estimator error: average SNR gap ratio of the direct and cooperative
transmission scenarios for α = 0.05. Cooperative transmission reduces the average SNR
gap ratio as the number of relays increases.
relays increases, the PDF of the cooperative transmission SNR gap ratio gets more
concentrated in the low-ratio region.
Figure 5.4 depicts the average SNR gap ratio for the different transmission sce-
narios as a function of P/N0. For fixed N0, Figure 5.4 shows that the average SNR
gap ratio increases with the data transmission power, P . This is due to the fact
that the channel estimation error effect, which is α P in (5.2), is more significant
at high transmission power compared to the noise variance. At high transmission
power, the average SNR gap ratio is 1 as can be shown using (5.9). It is also
depicted in Figure 5.4 that the direct transmission scenario has the largest SNR
gap ratio compared to the conventional cooperative transmission scenario. Fur-
thermore, increasing the number of utilized relays reduces the average SNR gap
ratio. At P/N0 = 10 dB, the direct transmission scenario suffers SNR gap ratio of
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0.33, while the cooperative transmission scenario with N = 6 relays suffers SNR
gap ratio of 0.06. From Figure 5.4, we conclude that the cooperative communica-
tion protocol reduces the effect of the channel estimation error, which is one of the
main results of this chapter. In this subsection, we have investigated the impact
of the conventional cooperative transmission scenario on the channel estimation
error. In the next subsection, we investigate such impact on the CCI problem.
5.2.2 On Co-channel Interference
In this subsection, we investigate the impact of the cooperative communications on
the CCI problem in cellular networks (e.g. OFDM-based cellular networks). Reuse
factor 1 is assumed, and hence the available frequency band is utilized by all the
cells. For a particular mobile unit sending its data to the base station over a spe-
cific sub-carrier, it experiences a large number of interfering signals coming from
users in its main cell as well as other cells who are occupying the same frequency
sub-carrier. In each cell, there is usually a number of users transmitting their data
over the same sub-carrier utilizing, for instance, space-division multiple access tech-
nique (SDMA) [1]. Moreover, a number of users can be applying MIMO schemes
such as Vertical Bell Labs Space-Time Architecture (V-BLAST) [83], by which
an independent symbol is transmitted from each transmit antenna over the same
sub-carrier. Having reuse factor 1 in addition to these intra-cell interfering signals
result in a large number of interfering signals, denoted by K, each contributing by
a small effect. The summation of these large number of small interference quan-
tities can be modeled, via the central limit theorem [53], as a complex Gaussian
random variable. In [1], a similar argument was presented to justify approximating
the inter-cell and intra-cell interference in practical systems, such as code division
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multiple access (CDMA) networks, as complex Gaussian random variable.
We assume that all the cells are utilizing the same transmission scenario,
whether direct or cooperative transmission scenario. Below, we calculate the SNR
gap ratio and the outage probability, as defined previously, for each transmission
scenario. In the direct transmission scenario, the received symbol at the base
station over a particular sub-carrier can be modeled as
yDs,d,CCI =
√




Pk hsk,d xk +
√
N0 ηs,d , (5.22)
where Pk and xk denote the transmission power and the unit-energy transmitted
symbol of user k, respectively. In (5.22), hsk,d represents the channel coefficient
from user k to the main base station and it is modeled as a zero-mean complex
Gaussian random variable with variance δ2sk,d. For sufficiently large number of







can be modeled as a zero-mean complex Gaussian






. Thus, (5.22) can be rewritten as
yDs,d,CCI =
√




Pk δ2sk,d + N0 ηs,d . (5.23)










As shown in (5.24), we cannot get arbitrarily large SINR for high transmission
power P , and this shows the dramatic effect of the CCI on the direct transmission
scenario. The outage probability, defined in (5.7), can be computed as












Similar to (5.6), the SINR gap ratio due to CCI can be defined as
RCCI =
γ|(K=0) − γ|(K 6=0)
E{γ|(K=0)} . (5.26)



























. Finally, the average












As for the cooperative transmission mode, we assume that there exists the same
number of relays in every cell. Moreover, we assume that all the relays helping the
interfering users always decode their received data correctly and hence they are
always retransmitting their sources’ data. We note that this scenario represents the
worst-case performance. In the cooperative transmission mode, the transmission
scenario can be written in a similar way to that in (5.3) and (5.4) taking into
consideration the CCI effect as in (5.23). Similar to (5.15), it can be shown that


































where rk,i denotes the i-th relay in the k-th cell and Pk,i denotes its transmission
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Similarly, the outage probability can be computed using (5.17), and the cooperative


































































in which SCCI = E{γCCCI |(K=0)} =
∑N
i=0 ai,CCI |(K=0). Finally, the PDF and average
of the cooperative transmission SINR gap ratio can be calculated as in (5.20) and
(5.21), respectively.
We present the CCI numerical results as follows. We assume K = 7 in-
terfering users, which exist in K neighboring cells that have noticeable effect
on the main user. In addition, we assume that all the users in the various
cells are having the same power allocation policy, i.e., P0 = Pk,0 = P/2 and
Pi = Pk,i = P/(2 N), i = 1, 2, · · · , N . The rest of the simulation parameters are
given in Table 5.1. In Figure 5.5, we show the outage probability of the SNR for
the direct and cooperative transmission scenarios. Similar to the channel estima-
tion error case, it is shown that the cooperative transmission reduces the outage
probability as the number of relays increases. Figure 5.6 depicts the average SNR
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Figure 5.5: CCI: outage probability of the direct and cooperative transmission scenar-
ios for equal power and P/N0 = 100dB. Cooperative transmission reduces the outage
probability as the number of relays increases.
gap ratio and it is shown that the CCI effect is reduced by utilizing relays. More-
over, increasing the number of cooperating relays results in lower SNR gap ratio.
It is shown that at P/N0 = 130 dB, the direct transmission scenario suffers SNR
gap ratio of 0.18, while the cooperative transmission scenario with N = 6 relays
suffers SNR gap ratio of 0.07. From Figure 5.6, we conclude that the conventional
cooperative communication protocol is less susceptible to CCI compared to the
direct transmission, which is one of the main results of this chapter.
In this subsection, we have presented the CCI problem in a similar fashion to
that of the channel estimation error. In the rest of this chapter, we will focus on
the channel estimation error, however, the obtained results can be easily extended
to the CCI case. In the following subsections, we study the impact of additional
transmission protocols, namely, relay selection and multi-phase direct transmission,
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Figure 5.6: CCI: average SNR gap ratio of the direct and cooperative transmission scenar-
ios for equal power. Cooperative transmission reduces the SNR gap ratio as the number
of relays increases.
on the channel estimation error effect.
5.2.3 Relay Selection
In this subsection, we consider a different cooperative transmission scenario, namely,
cooperative communications with relay selection [24]. In the relay-selection coop-
erative scheme, one optimal relay among a set of N available relays is chosen based
on the instantaneous channel gains. This protocol guarantees full diversity order
of N + 1 as was proven in [24]. Unlike the conventional cooperative scheme with
bandwidth efficiency of 1/(N +1) SPCU, the relay selection scheme achieves band-
width efficiency of 1/2 SPCU. In [24], it was shown that the effective channel from














q (1−q) |hs,ri|2 |hri,d|2
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|hri,d|2 + Bq (1−q) |hs,ri|2
, (5.32)
where µH(., .) denotes the standard harmonic mean function, q , PoP represents
the portion of the total transmission power assigned to the user, and for M-PSK














− sin( 4πM )
32π
[24].
The i-th relay metric βi in (5.32) gives an instantaneous indication about the
relay’s ability to cooperate with the user. Consequently, the optimal relay is the one
that has the maximum instantaneous relay metric among the set of available relays.
The user utilizes the optimal relay only to forward its data to the destination. The
relay-selection cooperative scheme can be modeled by (5.3) and (5.4) utilizing one
relay only, i.e., K = 1. Let P̃m denote the transmission power of the optimal relay,
rm. Similar to (5.11), for a given P̃m the conditional SNR is calculated as
γS(P̃m) =
P0
N0 + α P0
|hs,d|2 + P̃m
N0 + α P̃m
|hrm,d|2 , (5.33)
where the superscript S denotes relay selection scheme. The transmission power
of the optimal relay Pm is a Bernoulli random variable, with PDF given by (5.14).
By averaging (5.33) with respect to Pm, the SNR can be computed as
γS =
P0
N0 + α P0
|hs,d|2 + Pm












We note that the channel gains of the optimal relay, namely, |hs,rm|2 and |hrm,d|2
are no longer exponentially distributed random variables as was shown in [24].
It is very complicated to analytically obtain the probability distribution of the
optimal relay channels. Therefore, we show by simulations the performance of the
relay-selection cooperative scheme.
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Figure 5.7: Channel estimator error: outage probability of the direct and relay-selection
cooperative transmission scenarios for P/N0 = 20 dB and α = 0.05. Cooperative trans-
mission reduces the outage probability as the number of relays increases.
The simulated outage probability of the relay-selection cooperative transmis-
sion scheme at P/N0 = 20 dB and α = 0.05 is depicted in Figure 5.7. As shown, the
outage probability of the cooperative protocol is lower than that of the the direct
transmission and it decreases as the number of relays increases due to achieving
diversity order equal to N +1. Figure 5.8 depicts the average SNR gap ratio of the
relay-selection cooperative transmission scenario. As shown, all the relay-selection
curves with different number of available relays have the same average SNR gap
ratio, which is lower than that of the direct transmission scenario. Moreover, the
average SNR gap ratio of the relay-selection scheme is the same as that of the con-
ventional cooperative scheme with one relay only, which was shown in Figure 5.4.
From Figure 5.8, we conclude that relay-selection cooperative scheme does not re-
duce the effect of the channel estimation error by adding more relays. This case is
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All RS curves coincide
Figure 5.8: Channel estimator error: average SNR gap ratio of the direct and relay-
selection cooperative transmission scenarios for α = 0.05. The average SNR gap ratio is
almost constant as the number of relays increases.
different from the conventional cooperative scheme, in which increasing the num-
ber of relays reduces the effect of the channel estimation error. From Figure 5.4
and Figure 5.8, we conclude that achieving higher diversity order is not the only
factor for mitigating the effect of channel estimation error. In order to find out
the other factors, we consider in the following subsection the multi-phase direct
transmission scheme.
5.2.4 Multi-phase Direct transmission
In this subsection, we consider the multi-phase direct transmission scenario, in
which a user sends its data to its destination in N consecutive channel uses, each
with a transmission power of P/N . The N consecutive transmissions experience
the same channel. There is no relays utilized in this scheme. Similar to (5.8), it
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Figure 5.9: Channel estimator error: average SNR gap ratio of the multi-phase direct
and cooperative transmission scenarios for α = 0.05. Cooperative transmission scenarios
reduces the SNR gap ratio more than the multi-phase direct transmission for the same
number of phases.
can be shown that the SNR gap ratio is given by
RD(N) =
α P
N δ2s,d (N0 + α P/N)
|hs,d|2 , (5.35)
i.e., RD(N) ∼ exp (N (N0 + α P/N)/(α P )
)
. The average SNR gap ratio can be
calculated as
E{RD(N)} = α P
N(N0 + α P/N)
. (5.36)
We note that the multi-phase direct transmission scenario achieves diversity order
equal to 1, and has outage probability similar to that of the conventional direct
transmission.
Figure 5.9 depicts the average SNR gap ratio for the multi-phase and con-
ventional cooperative transmission scenarios. As shown, the multi-phase direct
transmission protocol reduces the SNR gap ratio as the number of relays increases.
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Therefore by distributing the total transmission power across multiple transmission
phases, the effect of the channel estimation error can be mitigated. In Figure 5.9,
it is also shown that the cooperative transmission scenario reduces the SNR gap
ratio more compared to the multi-phase direct transmission, for the same total
number of transmission phases.
From Figure 5.4, Figure 5.8, and Figure 5.9, we conclude that the reduction in
the SNR gap ratio is due to two main factors. The first factor is the distribution
of the transmission power across multiple transmission phases. This reduces the
transmission power in each phase, and accordingly the channel estimation error
portion, α P , in each transmission is reduced. This first reduction factor exists in
both the multi-phase direct transmission and conventional cooperative transmis-
sion scenarios, and hence both of them mitigate the effect of channel estimation
error by increasing the number of transmission phases as was shown in Figure 5.9.
On the contrary, the relay-selection cooperative scheme does not distribute the
transmission power more by having more available relays.
The second factor of reducing the effect of channel estimation error is the
achieved diversity order. The conventional cooperative transmission scenario uti-
lizes relays, other than retransmission over the same channel. The cooperation
gain resulting from utilizing relays reduces the channel estimation error effect
more. This is clear in the SNR gap ratio PDF, as was shown previously in Fig-
ure 5.3, where the direct transmission SNR gap ratio is exponentially distributed
while the conventional cooperative transmission SNR gap ratio is distributed as
a weighted sum chi-square random variable. Since the conventional cooperative
scheme achieves full diversity order along with distributing the transmission power,
it reduces the SNR gap ratio compared to that of the multi-phase direct transmis-
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Figure 5.10: Channel estimator error: average SNR gap ratio of the multi-phase direct and
cooperative transmission scenarios for P/N0 = 20dB. Cooperative transmission scenarios
reduces the SNR gap ratio more than the multi-phase direct transmission for the same
number of phases.
sion, as was shown in Figure 5.9.
Finally, Figure 5.10 depicts the effect of the channel estimation error variance α
on the average SNR gap ratio at P/N0 =20dB. As expected, the average SNR gap
ratio increases as α increases. Moreover, it is shown that cooperative transmission
reduces the SNR gap ratio compared to the multi-phase direct transmission for
the same number of transmission phases, which agrees with the result previously
shown in Figure 5.9.
5.3 Timing Synchronization Error
In addition to the conventional and relay-selection cooperative schemes, we con-
sider distributed space-time cooperative schemes [19,20,84], in which all the coop-
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erating relays are simultaneously transmitting their designated codes. Assuming
perfect timing synchronization among the relays, distributed space-time coopera-
tive schemes achieve bandwidth efficiency equal to 1/2 SPCU while guaranteeing
full diversity order [20]. Distributed space-time cooperative schemes suffer from
timing synchronization error, which is a result of having the start of the transmis-
sion time of the cooperating relays not completely synchronized with each other.
Moreover, due to the different geographic locations of the relays, signals transmit-
ted from different relays experience different propagation delays and consequently
arrive at the destination at different time instants. The destination picks a par-
ticular sampling instant, which definitely does not match the signals from all the
relays. At the chosen sampling instant, the destination reads the mixture of a
number of interfering signals that come from various multipaths, which dramat-
ically increases the error rate. Finally, we note that the timing synchronization
error increases as the number of relays increases.
In distributed space-time cooperative communication, there are two main con-
tradicting factors that affect the system performance, which are the channel esti-
mation error and the timing synchronization error. The channel estimation error
effect decreases as the number of relays increases, as was previously shown in Fig-
ure 5.4. On the contrary, timing synchronization error increases as the number of
relays increases. In this section, we investigate the tradeoff between these two con-
tradicting types of error and their net impact on the system performance. In par-
ticular, we analyze one of the distributed space-time cooperative schemes, namely,
distributed transmit beamforming scheme [84]. In distributed transmit beamform-
ing transmission, the set of cooperating relays applies transmit beamforming via
the available instantaneous relay-destination channel gain at each relay.
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The distributed transmit beamforming scheme can be implemented in two con-
secutive transmission phases as follows. In the first phase, the source broadcasts
its symbol, which is received by the set of N relays and the destination. The
received symbols at the destination and the i-th relay can be modeled as in (5.3),
with P0 = P/2. Each relay decodes the received symbol and transmits it to the
destination if correctly decoded, otherwise, it remains idle. The k-th transmitted




||hr,d(k)|| x(k) , (5.37)
where hr,d(k) = [hr1,d(k), hr2,d(k), · · · , hrN ,d(k)]T and ||.|| denotes the vector norm.





1, if ri correctly decoded the k-th symbol
0. Otherwise
, (5.38)
Each relay multiples its transmitted sample by a pulse shape function, denoted by
p(.), before transmission. We consider raised cosine pulse shape, p(.), with roll-off
factor of 0.5. In this chapter, we take into consideration the contribution from the
first-order sidelobes of p(.) and neglect that of the higher-order sidelobes due to
its smaller effect [85]. We assume that the sampling instant at the destination is
(k T + ∆o), where ∆o is a timing shift chosen by the destination to compensate













p(∆o−Ti + l T )+η(k) ,
(5.39)
where the superscript B denotes the distributed beamforming scheme. In (5.39), Ti
is the propagation delay of the i-th relay and hri,α represents the channel estimation
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error at the destination for the channel from the i-th relay to the destination.
Finally, η(k) is a zero-mean AWGN with variance No.
The received signal in (5.39) can be rewritten as
yB(k) = ydes(k) + yint(k) + ηα(k) , (5.40)
where ydes(.), yint(.), and ηα(.) denote the desired signal, the interference signal,
and the noise term including the channel estimation error, respectively. The desired








( |hri,d(k)|2 Iri(k) p(∆o − Ti)
)
. (5.41)
































hri,d(k − l)∗ hri,α(k − l) Iri(k − l)




The channel estimation error terms, hri,α, for different relays ri and time instants
l T are independent and identically distributed with variance α. For a fixed x and
h, the noise variance can be calculated as






( |hri,d(k − l)|2




Finally, the conditional received SNR can be computed as
γB(k) =
P
2 (N0 + α P/2)
|hs,d(k)|2 + ydes(k)
2
yint(k)2 + E{ηα(k)2} , (5.45)
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Figure 5.11: Channel estimator error: average SNR gap ratio of the direct and distributed
transmit beamforming cooperative transmission scenarios for α = 0.05 and ∆T = 0.15T .
The average SNR gap ratio increases at low transmission power, and decreases at high
transmission power with increasing the number of relays.
where the first term represents the SNR due to the first phase, which is similar to
the first term in (5.11).
We assume that the timing synchronization error is distributed uniformly as
(∆o − Ti) ∼ U [−∆T/2, ∆T/2]. Figure 5.11 depicts the average SNR gap ratio
for a particular deployment scenario, in which the relays are close to the middle
between the source and destination and ∆T = 0.15T . The average SNR gap ratio
is obtained via simulations by averaging over independent channel and independent
timing synchronization error realizations. For each realization, the SNR and SNR
gap ratio are calculated as in (5.45) and (5.6), respectively. In (5.6), γ|(α=0) refers to
having perfect channel estimation and perfect timing synchronization case. Finally,
the outage probability is calculated based on the SNR expression given in (5.45).
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Figure 5.12: Channel estimator error: outage probability of the direct and distributed
transmit beamforming transmission scenarios for α = 0.05, ∆T = 0.15T , and P/N0 =
20dB. Distributed transmit beamforming transmission reduces the outage probability as
the number of relays increases.
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Figure 5.11 depicts the average SNR gap ratio of the distributed transmit beam-
forming scheme. As shown, the net impact of the two contradicting error effects
depends on the data transmission power, P . We note that the timing synchro-
nization error effect does not depend on the transmission power. On the contrary,
the effect of the channel estimation error, α P , increases with increasing the data
transmission power. At low transmission power, the effect of the synchronization
error is more significant compared to that of the channel estimation error. Hence
at low transmission power, having more relays increases the average SNR gap ratio
as shown in Figure 5.11. As the transmission power increases, the effect of channel
estimation error gets more significant compared to that of the timing synchro-
nization error. Therefore at high transmission power, adding more relays leads to
net effect of lower average SNR gap ratio. Finally, Figure 5.12 depicts the outage
probability of the distributed transmit beamforming transmission at P/N0 = 20.
As shown, the outage probability decreases as the number of relays increases due
to achieving higher spatial diversity order, which is equal to N + 1.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
In this thesis, we have developed and analyzed a cross-layer framework for utilizing
the cooperative communication paradigm in wireless networks. In particular, we
have developed new relay deployment and selection protocols across the network
layers that can increase the bandwidth efficiency, reduce the required transmission
power needed to achieve a desired network throughput, maximize the lifetime of
a given network, maintain a given network to be connected as long as possible,
rebuild a given network in case it is disconnected, and mitigate the effect of chan-
nel estimation error and co-channel interference (CCI). More specifically, we have
addressed the following problems.
In Chapter 2, we have proposed a cross-layer design for relay-selection decode-
and-forward cooperative scenario, which utilizes the partial channel state informa-
tion (CSI) available at the source and the relays. The main objective of this work
is to achieve higher bandwidth efficiency and to guarantee full diversity order. We
have defined the optimal relay as the one which has the maximum instantaneous
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scaled harmonic mean function of its source-relay and relay-destination channel
gains among the N helping relays. We have introduced an approximate expression
of the achievable bandwidth efficiency, which decreases with increasing the number
of employed relays. Furthermore, we have derived the SER upper bound, which
proves that full diversity order is guaranteed as long as there is cooperation. We
have shown that the bandwidth efficiency is boosted up from 0.2 to 0.82 sym-
bol per channel use (SPCU) for N = 4 relays and unity channel variances case.
The optimum power allocation between the source and the relay is determined
by minimizing the symbol error rate expression. Moreover, we have shown the
bandwidth efficiency-SER tradeoff curve, which determines the optimum cooper-
ation threshold. Finally, we have presented some simulation results to verify the
obtained analytical results.
In Chapter 3, we have generalized the relay-selection problem considered in
Chapter 2 to a general routing problem. In particular, we have investigated the im-
pact of the cooperative communications on the minimum-power routing problem in
wireless networks. For a given source-destination pair, the optimum route requires
the minimum end-to-end transmission power while guaranteeing certain through-
put. We have proposed a cross-layer design of routing scheme, namely, Minimum
Power Cooperative Routing (MPCR) algorithm, which applies the cooperative
communication while constructing the route. The MPCR algorithm constructs
the minimum-power route using any number of the proposed cooperation-based
building blocks, which require the least possible transmission power.
We have also presented the Cooperation Along the Shortest Non-Cooperative
Path (CASNCP) algorithm, which is similar to most of the existing cooperative
routing algorithms. The CASNCP algorithm first constructs the conventional
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shortest-path route then applies a cooperative-communication protocol upon the
established route. We have shown that for random networks of N = 100 nodes, the
power savings of the MPCR algorithm with respect to the conventional shortest-
path and CASNCP routing algorithms are 57.36% and 37.64%, respectively. In
addition, we have considered regular linear and grid networks, and we have derived
the analytical results for the power savings due to cooperation in these cases. We
have shown that in a regular linear network with N = 100 nodes, the power savings
of the MPCR algorithm with respect to shortest-path and CASNCP routing algo-
rithms are 73.91% and 65.61%, respectively. Similarly, the power savings of the
MPCR algorithm with respect to shortest-path and CASNCP routing algorithms
in a grid network of 100 nodes are 65.63% and 29.8%, respectively.
Utilizing relays can not only reduce the transmission power, as it was investi-
gated in Chapter 3, but also increase the network lifetime of a given network. In
Chapter 4, we have addressed the problems of network maintenance and network
repair in wireless sensor networks via relay deployment. We have considered the
Fiedler value, which is the algebraic connectivity of a graph, as a network health
indicator. First, we have proposed a network maintenance algorithm, which finds
the locations for an available set of relays that result in the maximum possible
Fiedler value. This algorithm finds the location through a small number of levels.
In each level, the network maintenance problem is formulated as a semi-definite
programming (SDP) optimization problem, which can be solved using the avail-
able standard SDP solvers. In a sensor network of n = 50 sensors deployed in a
15× 15 area, the network lifetime has increased by 113.6% due to the addition of
15 relays.
Second, we have proposed an adaptive network maintenance algorithm, where
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the relays’ locations can be changed depending on the network health indicator. We
have shown that a lifetime gain of 119.7% is achieved due to the proposed adaptive
network maintenance algorithm. Third, we have proposed the Weighted Minimum
Power Routing (WMPR) algorithm, which balances the load of the network among
the sensors and the relays. We have also illustrated that in sensor networks, where
sensors have limited supplies, nodes should transmit their data over orthogonal
channels with no interference from the other nodes. Finally, we have proposed
an iterative network repair algorithm, which finds the minimum number of relays
needed to connect a disconnected network.
In Chapter 5, we have investigated the impact of the cooperative communica-
tions on mitigating channel estimation error and CCI effects. The SNR gap ratio,
which measures the reduction in the SNR, and the conventional outage probabil-
ity were utilized to characterize the system performance. We have shown that the
cooperative transmission schemes are less susceptible to the channel estimation
error compared to the direct transmission. Furthermore, increasing the number of
relays results in lower SNR gap ratio. At P/N0 = 10 dB and channel estimation
error variance α = 0.05, the direct transmission scenario suffers SNR gap ratio of
0.33, while the cooperative transmission scenario with N = 6 relays suffers SNR
gap ratio of 0.06 only. We have illustrated that cooperative transmission reduces
the channel estimation error effect due to two main factors: 1) achieving spa-
tial diversity via relays and 2) distributing the transmission power across multiple
transmission phases.
We have also considered distributed transmit beamforming cooperative scheme,
and we have studied the tradeoff between the timing synchronization error and
channel estimation error. At low data transmission power, the timing synchro-
149
nization error is more significant. As the data transmission power increases, we
find that the effect of channel estimation error overcomes that of the timing syn-
chronization error. Finally, we have shown that cooperative schemes are less sus-
ceptible to the CCI problem, compared to that of the direct transmission. At
P/N0 = 130 dB, the direct transmission scenario suffers SNR gap ratio of 0.18,
while the cooperative transmission scenario with N = 6 relays suffers SNR gap
ratio of 0.07.
6.2 Future Work: Relay Deployment in 4G Cel-
lular Networks
Currently, there is a huge interest in integrating relays and employing cooperative
communication protocols into the fourth generation (4G) cellular systems, namely,
the Worldwide Interoperability for Microwave Access (WiMAX) and the Long
Term Evolution (LTE). Integrating relays into cellular networks can combat the
shadowing effect, extend the coverage area, increase the total throughput, and
reduce the infrastructure deployment costs compared to that of the base stations
[86]. For relay-based cellular networks, there are many interesting issues that need
to be addressed. In this section, we shed the light on an important aspect which is
related to relay deployment. In particular, what is the optimum number of relays
to be deployed in each cell, along with their optimum locations?
We start solving this question by defining an optimization metric. In cellular
networks, cell-edge users usually experience the worst performance. Therefore, we
consider the performance of the cell-edge users as the optimization criterion. In
the sequel we discuss two relay deployment strategies, which aim to significantly
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(a) (b)
Figure 6.1: Single-relay deployment: (a) network diagram, (b) timing diagram.
improve the performance of the cell-edge users. Particularly, we consider single-
relay and multiple-relay deployment strategies in Section 6.2.1 and Section 6.2.2,
respectively.
6.2.1 Single-Relay Deployment
Figure 6.1 (a) depicts multiple-antenna single-relay deployment scenario, in which
one Relay Station (RS) serves the cell-edge Mobile Stations (MSs) associated with
3 neighboring Base Stations (BSs). For best utilization, the RS is deployed at the
intersection of the 3 neighboring cells. In practice, the RS is deployed at a relatively
high position. Hence the channels between the BSs and the RS provide line-of-sight
communication, and these channels are very reliable with high probability. Thus
with high probability, the BS and RS have identical copies of the same information.
We note that having the BSs geographically separated provides spatial multi-
plexing gain to the network by utilizing Space Division Multiple Access (SDMA)
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technique. In other words, the 3 BSs can simultaneously transmit their information
to the multiple-antenna RS, with low interference effect due to the spatial decor-
relation of the corresponding channels. It should be noted though that the spatial
multiplexing gain is limited by the minimum of the number of the RS antennas
and the sum of the number of the BSs antennas.
In the downlink transmission, we assume that the i-th BS has one symbol to be
sent to the i-th MS, for i = 1, 2, 3. In Figure 6.1 (b), we show the timing diagram
of the reliable downlink transmission, which consists of 4 time slots. In the first
time slot, the 3 BSs send their information simultaneously to the RS. Then, the RS
sends each symbol separately to its designated MS. Various space-time schemes can
be implemented at the RS to achieve full transmit diversity and reliably transmits
the information to each MS. Since 4 time slots are required for the transmission of
3 symbols, hence, the bandwidth efficiency can be calculated as
Rs = 3/4 SPCU , (6.1)
where SPCU denotes Symbols Per Channel Use.
A similar procedure can be implemented in the uplink transmission, in which
MSs transmit their information to the designated BSs. In this sub-section we
have introduced the single-relay deployment scenario, which significantly improves
the performance of the cell-edge users with relatively high bandwidth efficiency.
In the next sub-section, we investigate multiple-relay deployment strategy that




Figure 6.2: Multiple-relay deployment: (a) network diagram, (b) timing diagram.
6.2.2 Multiple-Relay Deployment
The proposed relay deployment strategy is based on the result that the optimum
relay location helping a particular MS will be in the mid-point between the MS
and the BS, in the case of amplify-and-forward [18] or incremental relaying decode-
and-forward with no maximal ratio combining (MRC) at the MS [9]. The proposed
scheme, which aims to significantly enhance the performance of the cell-edge users,
deploys the available relays uniformly across a circle with radius r/2, where r is
the cell radius. Figure 6.2 (a) depicts the multiple-relay deployment strategy, in
which 3 RSs are deployed in each cell.
The multiple-relay deployment strategy also provides spatial multiplexing gain.
Because the RSs are geographically separated and hence the BS can simultaneously
transmit independent data to the RSs, taking advantage of the low spatial decorre-
lation of the BS-RS channels. The spatial multiplexing gain in this case is limited
by the minimum number of antennas at the BS and the sum of the number of
153
antennas at the RSs. Moreover, the relays are relatively far apart from each other.
Thus, the RSs can send their information simultaneously to their designated MSs
with low interference effect.
In Figure 6.2 (b) we show the timing diagram of the downlink transmission, in
which the BS sends 3 different symbols to their designated MSs in 2 consecutive
time slots. In the first time slot, the BS transmits the 3 symbols to the 3 RSs
simultaneously employing superposition coding and transmit beamforming. In the
second time slot, each RS sends 1 symbol to its designated MS using any transmit
diversity scheme. The bandwidth efficiency of the multiple-relay scenario can be
computed as
Rm = 3/2 SPCU , (6.2)
which is higher than that achieved by the single-relay deployment strategy in (6.1).
A similar transmission procedure can be implemented in the uplink transmission.
In this section, we have discussed two possible relay deployment scenarios that
improve the performance of the cell-edge users in the 4G cellular networks. We
have shown that the multiple-relay deployment strategy achieves higher bandwidth
efficiency compared to that achieved by the single-relay deployment strategy. In
the future, we aim to provide more analytical analysis and simulation results for
these relay deployment strategies.
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