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Abstract
In this paper, we extend the Banach-Stone theorem to the non
commutative case, i.e, we give a partial answere to the question 2.1 of
[13], and we prove that the structure of the postliminal C∗-algebras A
determines the topology of its primitive ideals space.
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1 Introduction
Let X be a Banach space and let C(S,X) (C(S)) denote the space of
X-valued (Scalar-valued) continuous functions on a compact hausdorff
space S (endowed with the sup-norm). The classical Banach-Stone the-
orem states that the existance of an isometric isomorphism from C(S)
onto C(S) implies that S and S′ are homeomorphic. There exists a
variety of results in the literature linking the topological structure of a
topological space X with algebraic or topological-algebraic structures
of C(X), the set of all continuous real functions on X . Further re-
sults along this line were obtained by Hewitt [1] and Shirota [2]. They
proved respectively that, for a realcompact space X , the topology of X
is determined by the ring structure of C(X) and by the lattice structure
of C(X). Moreover, Shirota proved in [2] that the lattices UC(X) and
UB(X) determine the topology of a complete metric space X , where
UC(X) denotes the family of all uniformly continuous real functions
on X , and UB(X) denotes the subfamily of all bounded functions in
1
UC(X). Moreover Behrends [3] proved that if the centralizers (for
the definition see also [3]) of X and Y are one-dimensional then the
existance of an isometric isomorphism between C(S,X) and C(S′, X)
implies that S and S′ are homeomorphic. Cambern [4] proved that
if X is finite-dimensional Hilbert space and if Ψ is an isomorphism of
C(S,X) onto C(S′, X) with || ΨΨ−1 ||< √2 then S and S′ are home-
omorphic. In [5] Jarosz proved that there is an isometric isomorphism
between C(S,X) and C(S′, X) with a small bound iff S and S′ are
homeomorphic.
In the last few years there has been interest in the connection be-
tween the uniformity of a metric space X and some further structures
over UC(X) and UB(X). Thus, Araujo and Font in [6], using some
results by Lacruz and Llavona [7], proved that the metric linear struc-
ture of UB(X) endowed with the sup-norm determines the uniformity
of X , in the case that X is the unit ball of a Banach space. This result
has been extended to any complete metric space X by Herna´ndez [8].
Garrido and Jaramillo in [9] proved that the uniformity of a complete
metric space X is indeed characterized not only bu UB(X) but also
UC(X). In [13] we proved that the structure of the liminal C∗-algebra
A determines the topology of its primitive ideal Prim(A).
In this note, considering a C∗-algebra A and the space of primitive
ideals Prim(A), we prove that the structure of the postliminal C∗-
algebra A determines the topology of its primitive ideals.
1.1 The hull kernel topology
The topology on Prim(A) (The space of all primitive ideals of A) is
given by means of a closure operation. Given any subsetW of Prim(A),
the closure W of W is by definition the set of all elements in Prim(A)
containing ∩W = {∩I : I ∈W}, namely
W = {I ∈ Prim(A) : I ⊇ ∩W}
It follows that the closure operation defines a topology on Prim(A)
which called Jacobson topology or hull kernel topology (see [10]).
Proposition 1.1: [12] The space Prim(A) is a T0-space, i.e. for
any two distinct points of the space there is an open neighborhood of
one of the points which does not contain the other.
Proposition 1.2: [12] If A is a C∗-algebra, then Prim(A) is
locally compact. If A has a unit, Prim(A) is compact.
Remark 1.1: The set of K(H) of all compact operators on the
Hilbert space H is the largest two sided ideal in the C∗-algebra B(H)
of all bounded operators.
Definition 1.1: A C∗-algebra A is said to be liminal if for every
irreducible representation (pi,H) of A, one has pi(A) = K(H)
2
So, the algebraA is liminal if it is mapped to the algebra of compact
operators under any irreducible representation. Furthermore, if A is a
liminal algebra, then one can prove that each primitive ideal of A is
automatically a maximal closed two-sided ideal. As a consequence, all
points of Prim(A) are closed and Prim(A) is a T1-space . In particular,
every commutative C∗-algebra is liminal.
Definition 1.2: A C∗-algebra A is said to be postliminal if for
every irreducible representation (pi,H) of A one has K(H) ⊂ pi(A).
Remark 1.2: Every liminal C∗-algebra is postliminal but the
converse is not true. Postliminal algebras have the remarkable proprety
that their irreducible representations are completely characterized by
the kernels: if pi1 and pi2 are two irreducible representations with the
same kernel, then pi1 and pi2 are equivalent, and the spaceA and PrimA
are homeomorphic.
2 The main result
In this section, we extend the Banach-Stone Theorem to postliminal
C∗-algebras. before we give some lemma.
Lemma 2.1: Let A and B be postliminal C∗-algebras and let α
be an isomorphism of A onto B. If I is a primitive ideal of B , then
α−1(I) is a primitive ideal of A.
Proof It is clear that the kernel of pi ◦ α( representation of A is
α−1(Ipi), where Ipi is a primitive ideal of B.
Now, we prove that pi ◦ α is an irreducible representation of A. If,
contrary there exists a Π(A)-invariant subspace K of Hilbert space H
(K 6= 0,K 6= H)(pi ◦ α(A)K = K), a sample calcule show that K is
pi(B)-invariant and pi is not a irreducible representation of B. This is a
contradiction, and we conclued that α−1(Ipi) is a primitive ideal of A.
Theorem 2.1: Let A and B be postliminal C∗-algebras and let
α be an isomorphism of A onto B. If I is a primitive ideal of B ,
then α−1(I) is a primitive ideal of A. The map I → α−1(I) is a
homeomorphism of Prim(B) onto Prim(A).
Proof Let Ipi be a primitive ideal of A for some pi ∈ A. From
Lemma 2.1 α−1(Ipi) is a primitive ideal, then there is a function h:
h : Prim(B) 7→ Prim(A)
such that α−1(Ipi) = Ih(pi).
Since we can replace α−1 by α, it follows that h is a bijection. we
have induced homomorphisms χpi : A/Ipi 7→ B(H) given by χpi(a) =
3
pi(a) and β : A/Ipi 7→ B/Ih−l(pi) given by β(a + Ipi) = α(a) + Ih−1(pi).
Therefore we get a commutative diagram:
A/Ipi
χpi

β
// B/Ih−1(pi)
χ
h−1(pi)

B(H)
γ
// B(H)
and an induced automorphism γ : B(H) 7→ B(H) defined by
γ(pi(a)) = h−1(pi)(α(a))
.
All open set of Prim(A) are of the form:
UI = {P ∈ Prim(A) : P 6⊇ I}
.
Computation of h−1(UI):
h−1(UI) = { pi : ker(pi) ∈ Prim(A) and ker(pi) 6⊇ I}
= {h−1(pi) : ker(pi) ∈ Prim(A) and ker(pi) 6⊇ I}
= { pi′ : ker(pi′) ∈ Prim(A) and ker(h(pi′)) 6⊇ I}
= { pi′ : ker(pi′) ∈ Prim(A) and α−1(Ipi) 6⊇ I}
= { pi′ : ker(pi′) ∈ Prim(A) and ker(pi′) 6⊇ α(I)}
= Uα(I).
Then h−1(UI) is an open set and h is continuous. Replace α by
α−1, it follows that h−1 is continuous. So, h is a homeomorphism.
We give now a corollary to our principal result.
Corollary 2.1: Let A be postliminary C∗-algebra. If α is an
isomorphism of A onto B, there is an homeomorphism h from Prim(B))
to Prim(A)) and two unitary operators U, V ∈ B(H) for some H such
that :
Upi(a)V = h−1(pi)(α(a)) ∀a ∈ A and Ker(pi) ∈ Prim(A)
Proof From theorem 2.1, if α is surjective isometry , then there is
an homeomorphism h from Prim(B)) to Prim(A)) and γ ∈ Aut(B(H))
such that :
γ(pi(a)) = h−1(pi)(α(a)) ∀a ∈ A and Ker(pi) ∈ Prim(A)
and from [14, Theorem 4] there are two unitary operators U, V ∈ B(H)
such that γ is of the form:
γ(A) = UAV
then Upi(a)V = h−1(pi)(α(a)) ∀a ∈ A and Ker(pi) ∈ Prim(A).
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