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RESUMEN
Muchas de las distribuciones utilizadas en las estadísticas hacen par-
te de la familia exponencial, dando a entender con ello, una ventaja 
considerable con respecto a otros modelos que en sí no pertenecen 
a esta familia, ventaja que se declara en forma significativa cuando 
se trata de calcular el estadístico  de una muestra aleatoria 
. Entre los modelos que pertenecen a la familia 
exponencial tenemos la distribución de Poisson, Binomial, Normal, 
Gamma, Beta, entre otras, esto evidencia la importancia de la familia 
exponencial en la teoría estadística moderna.
Palabras clave: Estadística suficiente, Familia exponencial, Mues-
tra, Parámetro, Función de probabilidad.
ABSTRACT
Many of the distributions utilized in the statistics do part 
of the exponential family, implying with it, a substantial 
advantage with regard to other models that itself do not 
belong to this family, advantage that is declared in sig-
nificant form when is a matter of calculating the statisti-
cian  of a random sample .
Among the models that belong to the exponential fam-
ily we have the distribution Poisson, Binomial, Normal, 
Gamma, Beta among others, this gives evidence of the 
importance of the exponential family in the modern sta-
tistical theory.
Key words: Sufficient statistic, Family exponential, 
sampling, Parameter, Probability function.
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1. INTRODUCCIÓN 
Muchas de las distribuciones utilizadas en la estadística [1] hacen parte de una gran familia llamada 
familia exponencial, implicando con ello, una ventaja sustancial con respecto a otros modelos que no 
pertenezcan a esta familia, ventaja que se manifiesta en forma significativa cuando se trata de calcular 
el estadístico  de una muestra aleatoria .
Entre los modelos que pertenecen a la familia exponencial tenemos la distribución Poisson, Binomial, 
Normal, Gamma, Beta, entre otras [2], esto da evidencia de la importancia de la familia exponencial en 
la teoría estadística moderna [3].
2. DISTRIBUCIONES QUE PERTENECEN A LA FAMILIA EXPONENCIAL
Según [4], la familia de la distribución exponencial son modelos estadísticos de la forma .
Se denomina familia exponencial de un parámetro, si existen funciones de valor real , , , fun-
ciones de valor real  y  definidos en  y un conjunto  que no depende de , de tal forma que 
la función de densidad o de probabilidad  puede ser discreta de la siguiente forma:
 (1)
Donde  es una función indicadora de .
En la familia exponencial  es un estadístico suficiente y completo. La suficiencia [5] de la estadís-
tica  con recorrido  para , se da si y solo si existe una función ,  y una 
función , tales que normalmente se toman como,
      (2)
para toda .
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3. PROPIEDADES DE LA FAMILIA EXPONENCIAL
3.1. Determinación de la suficiencia 
En la familia exponencial la suficiencia es demostrada de la siguiente manera:
 (3)
3.2. Completez en la familia exponencial
Una estadística  se llama completa si la única función  tal que
es la función . En consecuencia en la familia exponencial de un parámetro,
 (4)
La única manera que se haga cero la ec(4) es cuando , así  y  es completa.
En la familia Poisson [6], supóngase que se tiene un vector aleatorio adimensional con función de den-
sidad ,
        (5)
Reescribiendo en forma exponencial la ec(5) tenemos:
 
(6)
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Los parámetros de esta distribución de  son los siguientes,
         (7)
Supóngase un vector aleatorio adimensional de función de densidad Binomial : Sea  una de 
las variables del vector con función de probabilidad Binomial [7]
En consecuencia en el vector aleatorio la función de probabilidad es de la forma:
      (8)
Aplicando los criterios de la familia exponencial a la ec (8), el modelo es el siguiente:
        
 
(9)
Los parámetros para este modelo [8] en su orden son,
 
(10)
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Uno de los modelos más aplicados en las Ciencias Estadísticas es el modelo o función de densidad 
Normal, por lo que la transformación de este modelo a la familia exponencial es sumamente importante 
[9].
Supóngase un vector aleatorio adimensional de función de densidad ,  conocida
El resultado del vector aleatorio es de la forma:
En consecuencia la función de probabilidad es de la forma,
 
   (11)
Los parámetros para el modelo normal en un vector adimensional son:
 
(12)
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En la Tabla 1, se resumen los valores de los parámetros para algunos modelos que pertenecen a esta 
familia.







Fuente: Elaboración del autor
4. REPARAMETRIZACIÓN DE LA FAMILIA EXPONENCIAL
Sea  vector aleatorio adimensional con función de densidad o de probabilidad [10] en la familia ex-
ponencial
 (13)
Sea , . Entonces se puede ver que,
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 (14)
Esta expresión se conoce como la reparametrización natural de , donde,
   (15)
Esta integral es reemplazada por sumatoria en caso de una función de probabilidad.
Si  es uno a uno, el cálculo de  no es necesario realizarlo, ya que , , 
Un ejemplo de esta reparametrización es la función de densidad de Rayleigh, que es aplicada para 
fenómenos estocásticos de “tiempo de falla” [11].
Supóngase  una muestra aleatoria con función de densidad:
,
, 
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Por lo que  
       (17)
Al parametrizar la ec(17) se obtiene,
Para la varianza
Parametrizando se obtiene la siguiente expresión:
         (18)
Con esta reparametrización se consigue de una manera sencilla la estimación de , veamos:
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Como , entonces,
        (19)
5. CONCLUSIONES
Modificar una función de densidad o de probabilidad hacia la familia exponencial permite de una ma-
nera sencilla evaluar los estadísticos suficientes, y con ello determinar los estadísticos que permiten 
estimar los valores de los parámetros . Por ejemplo, en el modelo Normal [12], el estadístico es 
, esta información permite calcular el estimador insesgado y completo en función de , de la 
forma , conocido como promedio muestral.
El mismo análisis se debe realizar para la familia Binomial en donde el estadístico , calcula la suma 
de todos los éxitos del fenómeno estocástico y  es el estimador insesgado para n ensayos 
de la muestra aleatoria.
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