Labor productivity comoves strongly with output, leads output and employment, and is only weakly correlated with employment. Procyclical productivity is observed in virtually all countries and industries, and it is observed even in periods of fluctuations due to pure demand shocks, such as during the Great Depression and the second World War. This paper shows that a standard RBC model driven by demand shocks alone is able to explain procyclical productivity without the need to resort to technology shocks or increasing returns to scale. The key element is labor hoarding due to adjustment cost of labor. It is also shown that the observed cross-country differences in productivity cycles can be rationalized by a single parameter alone -the size of the adjustment cost of labor.
Introduction
Many economists strongly believe that aggregate demand is the primary source of short-run economic fluctuations (see, e.g., Blanchard 1989 , Cochrane 1994 , Evans 1992 , Mankiw 1989 , and Summers 1986, among others). Booms and recessions are also understood by central bankers and business people as being driven primarily by consumer spending. It is perhaps this understanding that has defined aggregate demand management as the central goal of US monetary policy.
1 After examining a wide range of possible candidates of business-cycle shocks (including technology shocks, monetary shocks, government shocks, etc.), Cochrane (1994) concludes that none of these shocks, except shocks to consumption demand, can explain the bulk of output fluctuations in the US. Using simple general equilibrium theory, Hall (1997) argues that decomposition of movements of employment and output attributes most of them to preference shifts, and more recently Benhabib and Wen (2001) and Wen (2002a Wen ( , 2002b show that changes in consumption demand due to preference shifts can provide better explanations than technology shocks for many business cycle puzzles, such as the international comovements puzzles (e.g., Backus, Kehoe and Kydland 1992) and the inventory fluctuation puzzles (e.g., Blinder 1986 ). 2 However, a major challenge to the demand-shock business cycle theory is that measured labor productivity is procyclical. Under constant returns to scale, demand shocks tend to induce counter-cyclical productivity in standard general equilibrium business cycle models due to diminishing marginal product of labor, leading to less variable output than employment. Yet aggregate labor productivity, no matter how it is measured, is procyclical (Rotemberg and Summers, 1990) . 3 The standard deviation of output always exceeds the standard deviation of employment. In certain industries or countries, it can be more than 3 times larger than that of tive importance for understanding procyclical productivity under demand shocks has yet to be investigated. 7 This study attempts to address this issue by focusing on three aspects of the productivity puzzle:
1) The variance of output exceeds the variance of employment; 2) Productivity is strongly correlated with output but only weakly correlated with employment;
3) Productivity tends to lead both output and employment. These three related features of the procyclical productivity are observed not only in the US, but also in other industrial economies. However, the degree or the extent of procyclical productivity varies tremendously across countries. For example, in terms of standard deviations, US output is about 1.2 times more volatile than employment, while in Italy output is about 2.4 times more volatile than employment, and in Japan it is about 3.5 times more volatile than employment. In terms of productivity-output correlation, in the US the correlation is 0.63 at business cycle frequency while in Italy and Japan the correlation exceeds 0.9. In addition, while productivity and employment are positively correlated in the US and in Japan (0.25 and 0.31 respectively), this correlation is negative in Italy (−0. 22) .
If procyclical productivity is indeed driven by technology shocks or by increasing returns to scale, then the data imply that Italy and Japan are constantly subject to far larger magnitudes of technology shocks or have much higher increasing returns to scale than the US at the aggregate level. Roughly speaking, a value of 3.0 for the ratio of standard deviation of output to employment implies approximately returns to scale of around 4.0, or a similar magnitude of excess volatility in technology. How is it possible for Italy or Japan to have such high returns to scale or volatile technology innovations compared to the US?
This paper provides a coherent and quantitatively sufficient explanation for the diverse cyclical productivity observed across countries. I show that when labor is quasi-fixed due to adjustment costs (Oi, 1962) , demand shocks alone can induce procyclical productivity under labor hoarding. Depending on the size of employment adjustment costs, a standard economic model can predict almost any degree of procyclical productivity. This is despite constant (or even diminishing) returns to scale, perfect 7 The factor hoarding theory to explain procyclical labor productivity should not be taken for granted. Hall (1988) , for example, argues that labor hoarding may not be quantitatively important. Baily, Bartelsman, and Haltiwanger (2001) also cast doubt on factor hoarding theory to explain procyclical productivity.
competition, and instantaneous market clearing (i.e., flexible wages and prices). Hence, the wide range of procyclical productivity behaviors observed across various industries and countries can be rationalized by factor hoarding alone without resorting to technology shocks, monopoly power, or increasing returns. 8 The intuition can be simply understood using a representative-agent model. Given that firms are not able to adjust employment instantaneously or costlessly (e.g., due to contract costs, search costs, hiring and firing costs, job training costs, and other employment costs), they opt to respond to short-run changes in demand by adjusting only the utilization rates of existing capital and labor. In general equilibrium, a positive shock to autonomous consumption spending (e.g., preferences) or government expenditure raises the marginal utility of goods (competitive price) and calls for a higher output. Hence it is optimal to increase the utilization rates of capital and labor to meet the higher demand, which leads to higher output without a substantial increase in employment in the short run, giving rise to higher measured labor productivity during boom periods. Conversely, firms opt to decrease the utilization rates of capital and labor when aggregate demand is low, which leads to lower output without a substantial drop in employment and hence apparently lower productivity in recessions. Therefore, the variance of output exceeds the variance of employment. Since employment can eventually adjust to catch up with production as the boom (recession) continues, productivity falls (rises) as employment and output level continue to rise (fall), resulting in the phenomenon that productivity leads the business cycle. In particular, because employment lags output under adjustment costs, productivity appears to lead employment more than it leads output. This results in 8 Ohanian (2002) recently argues that the dramatic fall of productivity during the Great Depression cannot be explained by conventional factors such as increasing returns to scale, capacity utilization, or labor hoarding. As will be shown in this paper, labor hoarding does have the potential to explain the dramatic decrease in productivity during the Great Depression. Ohanian's argument against the labor hoarding explanation is that the Great Depression lasted well over a decade. Hence it seems unlikely that firms hoarded workers because they mistakenly expected the Depression to end quickly. My model predicts that productivity will be severely depressed for a very long period of time under highly persistent adverse demand shocks despite the fact that the cost of adjusting employment remains the same as that in normal times. In other words, it is optimal to hoard labor even if the adverse demand shock is expected to be highly persistent. Hence the duration of the Great Depression does not rule out labor hoarding as a plausible explanation for procyclical productivity during the Great Depression.
weaker contemporaneous correlations with productivity for employment than for output at the business-cycle frequency, giving rise to the DunlopTarshis puzzle that labor productivity (or the real wage) does not comove strongly with employment.
From the argument above, different sizes of the labor adjustment costs can give rise to different degrees of procyclical productivity. This is because they determine how much and how long it takes for employment to respond to economic shocks during the business cycle. Hence, any cross-country difference in the procyclicality of productivity can always be rationalized by differences in the size of labor adjustment cost alone without the need to appeal to differences in the nature of technology shock processes or aggregate returns to scale. For example, calibration exercises show that Japan requires higher employment adjustment cost than the US to explain its employment volatility relative to output and its productivityoutput correlations.
9 This is consistent with the conventional wisdom that Japan has a more rigid labor market than the US due to understandable cultural and institutional reasons. Hence, the general equilibrium model provided in this paper can be used as a tool for quantitatively measuring the degrees of labor hoarding in different countries in terms of a single or a few adjustment-cost parameters in the model.
10
There is a long literature on procyclical productivity.
11 The literature most closely related to this paper is that of Rotemberg and Summers (1990) , Bernanke and Parkinson (1991) , Burnside et al. (1993) , Fairise and Langot (1994) and Hall (1997) . Rotemberg and Summers (1990) challenge Hall's (1988) conjecture that the observed procyclical productivity is due to strong monopoly power or increasing returns to scale. They show that if labor is quasi fixed in the short run but the effort level can adjust instantaneously, demand shocks can explain procyclical productivity without resorting to monopoly power and increasing returns to scale. However, their model requires that the supply of goods be rationed and 9 The estimated adjustment costs is about 0.5 percent of quarterly GDP for Japan and about 0.1 percent of quarterly GDP for the US. These are reasonable numbers according to Shapiro (1986) . 10 What may have led Hall (1988) to reach his conclusion is that his estimates of markup are biased since he does not explicitly take into account of variable utilization rates for capital and labor in his production function analysis. Baily, Bartelsman, and Haltiwanger (2001) also conjecture that adjustment costs of labor may be responsible for their empirical finding of procyclical productivity at plan level. Also see footnote 20 in this paper. 11 See, e.g., Basu (1995 Basu ( , 1996 , Fair (1969 Fair ( , 1985 , Fay and Medoff (1985) , Kuh (1965) , Sbordone (1996 Sbordone ( , 1997 , and Solow (1973) , to name a few.
prices of goods be sticky so that prices can exceed marginal costs in recessions in order to rationalize procyclical productivity by labor hoarding. I show that productivity can be procyclical even when prices are flexible and always equal marginal costs. Furthermore, the model of Rotemberg and Summers is static and they do not conduct quantitative simulations to confront actual time series data. In contrast, the dynamic setup of my model allows me to conduct quantitative analysis for productivity and to yield precise predictions regarding lead-lag relationships among productivity, output and employment. Burnside et al. (1993) set up a general equilibrium model with labor hoarding to study why the measured Solow residual may not be exogenous with respect to government spending shocks (Hall 1988 ). The reason, as pointed out by these authors, is that the measured Solow residual may contain movements in unobservable variables such as the utilization rate of existing capital and labor that react to government spending shocks. My model is built on their model. Their model, however, still relies on technology shocks in order to generate procyclical labor productivity (since demand shocks alone will result in counter-cyclical labor productivity in their model). My model, on the other hand, does not require technology shocks in order to explain procyclical productivity. Furthermore, their model falls short in explaining the lead-and-lag relationships among productivity, output and employment.
Fairise and Langot (1994) introduce employment adjustment costs into the model of Burnside et al. (1993) and show that such a feature is crucial for generating the correct lead-lag relationships between productivity and employment found in the US data. My model is similar to their's except that my analysis is broader both in terms of theory and in terms of data and I do not assume technology shocks at all in my analysis. Bernanke and Parkinson (1991) argue that technology shocks cannot possibly be a genuine explanation for procyclical productivity since productivity remains procyclical even in time periods when employment fluctuations are clearly driven by aggregate demand. They argue that procyclical productivity is consistent with the demand-shock theory with labor hoarding. However, their work is purely empirical without formal economic modeling and they incorrectly infer that refuting technologyshock theory also implies refuting equilibrium business cycle theory. Here I show that this is not the case. 12 Empirical work with partial equilibrium models to explain procyclical productivity by labor hoarding and constant returns to scale can be found in Sbordone (1996) . In Sbordone (1996) , the importance of employment adjustment costs is clearly recognized.
Hall (1997) also emphasizes the importance of preference shocks in understanding economic fluctuations in standard RBC models. But Hall's approach is different. If he had used calibrated exercises as I do in this paper, he would have generated counter-cyclical productivity under preference shocks, since labor hoarding is not a factor considered in his RBC model. In fact, using a similar model to that of Hall, Baxter and King (1991) show that in order for preference shocks to be important in explaining data, standard RBC models must be modified to allow for increasing returns to scale. I show here that labor hoarding due to employment adjustment costs is both essential and sufficient for RBC models to explain the three most prominent features of the procyclical productivity under consumption demand shocks alone. 13 I also show that calibrated consumption demand shocks in this model can perform just as well as technology shocks in explaining other prominent features of the business cycle.
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A weakness of such partial equilibrium studies, however, is that they cannot genuinely distinguish between technology shocks and demand shocks. 13 I set up my model in a way such that preference shocks cause changes only in consumption but not in labor supply. Hence preference shocks are equivalent to consumption demand shocks in my model. 14 Hall (1997) The rest of the paper is organized as follows. Section 2 presents stylized facts and their heuristic explanations with respect to the aforementioned three aspects of the productivity puzzle. They serve to form a perspective for further discussions in Sections 3 and 4 where a formal general equilibrium model of labor hoarding is presented and its implications for productivity are examined. Section 5 discusses the rationale behind the assumption of aggregate consumption demand shocks and their measurement issues. It is also shown that the model driven by consumption demand shocks alone is capable of explaining other features of the business cycle emphasized by the existing literature (e.g., Kydland and Prescott 1982) . Section 7 concludes the paper.
Stylized Facts and Heuristic Explanations
This section documents three prominent empirical features of procyclical productivity using quarterly international data. Although these stylized facts are not all new, they help form a perspective for further discussion. Table 1 reports standard deviations and contemporaneous correlations for output (y), employment (n), and productivity (p = y − n).
15 Table  2 reports lead and lag relationships among the three variables. Three representative groups of industrial countries from three continents are selected: The US and Canada for North America, Great Britain and Italy for Europe, and Japan for Asia. 16 The conventional perception is that institutional aspects of the labor market differ significantly across the three continents. The labor market is presumably most competitive in North American countries, less so in European countries due to strong union power, and it is presumably most rigid in Japan due to institutional and cultural reasons that give rise to strong labor hoarding behavior. Table 1 shows that the relative standard deviation of employment with respect to output declines as we move from North American countries down to Japan, confirming the conventional perception on labor market flexibility across these countries. Associated with this declining relative volatility in employment is an increasing correlation between output and productivity (column 3). This correlation is strongly positive for all 15 All data are seasonally adjusted by seasonal dummies, logged, and filtered by the countries. Although there is no clear pattern for the sign of correlations between employment and productivity among these countries, these correlations are much weaker than those between productivity and output. Table 2 reports the lead-lag relationships among productivity, output and employment. In general, three prominent features of productivity emerge from Table 1 and Table 2 , and they can be summarized as follows: 1) (Tab. 1) The variance of output exceeds the variance of employment. Namely, the ratio of standard deviations between output and employment is greater than one regardless country. This ratio is smallest for North America countries (1.23 and 1.32 respectively), and it is the largest for Japan (3.45). The sample average for all countries is 1.98.
2) (Tab. 1) Productivity is strongly positively correlated with output but only weakly (either positively or negatively) correlated with employ-ment. The contemporaneous correlation between productivity and output is greater than 0.63, with a maximum of 0.96 (Japan) and a sample average of near 0.8; whereas the contemporaneous correlation between productivity and employment is less than 0.31 with a minimum of −0.22 (Italy) and a sample average of essentially zero (0.08).
3) (Tab. 2) Productivity tends to lead both output and employment; and it leads employment more than it leads output. For example, for North American countries, productivity leads output by one quarter and employment by two to three quarters. For England, productivity leads output also by one quarter, but it leads employment by at least four quarters. Although productivity does not appear to lead output significantly for Italy and Japan, it leads employment significantly in these two countries by two to four quarters.
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These prominent features of productivity constitute three key aspects of the procyclical productivity puzzle, which any serious business cycle theory must explain. To develop insights into how to resolve this productivity puzzle, it is important to note that the three aspects of the productivity puzzle are closely related but do not necessarily imply each other. This is illustrated by Figure 1 .
17 Productivity does not appear to lead output significantly for Italy and Japan because employment in both Italy and Japan is too smooth relative to output (output is about 2.5 times more volatile than employment in Italy and about 3.5 times more volatile in Japan), consequently productivity move closely with output. Hence, despite that productivity is expected to lead output in these two countries, such a tendency can hardly be detected in quarterly data. Also notice that productivity leads employment by so much in the two European countries (England and Italy) such that the contemporaneous correlations between productivity and employment in these countries are negative. A consequence of this negative correlation will be discussed later. In Figure 1 , the hypothetical employment series is generated by the function n t = sin(ωt); (1) the hypothetical output series is generated by the function
and the productivity series is defined as
where ω determines the frequency of cycles, λ measures the gain (or returns to scale) in the production function, and ξ measures the phase shift or lead-lag relationship between output and employment. In generating Figure 1 , I have set ω = 0.2, λ = 1.2, and ξ = 1. First, the fact that output leads employment is captured by the assumption ξ > 0 in the production function (2) . Since output leads employment, the difference, y t − n t , appears to lead both output and employment, and this is more so for output than for employment. Second, the fact that the variance of output exceeds the variance of employment is captured by an entirely different parameter, λ = 1.2. Third, the sign of contemporaneous correlation between productivity and employment depends on the magnitude of the phase parameter ξ. If y leads n by too much, for example, then y − n may be negatively correlated with n. This is shown in Table 3 . For example, when ξ ≤ 0.6, we have cor(y − n, n) > 0. When ξ ≥ 0.8, we have cor(y − n, n) < 0. But in all cases, we always have cor(y − n, y) > cor(y − n, n). This explains why in the data the correlation between productivity and employment is positive for certain countries but negative for others, and why this correlation is weaker than the correlation between productivity and output as in the Dunlop-Tarshis puzzle. The phase relationship shown in Figure 1 and the correlations shown in Table 3 also reveal two potential pitfalls in empirical studies. First, the contemporaneous correlation between productivity (the real wage) and employment may reveal nothing about the source of shocks -namely, whether it is labor supply shocks or labor demand shocks that drive labor market fluctuations. A common argument in the literature is that if this correlation is positive, then it suggests that shocks to labor demand dominate; and if this correlation is negative, then it suggests that shocks to 18 It is also important to note that in order to generate procyclical productivity series, the assumption that λ ≥ 1 is not needed. Namely, productivity can still appear to be positively correlated with output even if λ < 1. This is so because employment lags output. The larger the lag is, the more procyclical is the productivity. labor supply dominate; and if this correlation is near zero, then both demand shocks and supply shocks are equally important (e.g., see Christiano and Eichenbaum 1992 ). This argument is misleading because it ignores the dynamic-feedback nature of the labor market. Consider a hypothetical impulse response analysis: Regardless of the source of shocks or which curve moves first, if both labor supply and labor demand curves respond to the shocks in subsequent periods, the resulting equilibrium may form a circular trajectory in the real wage and employment space. Hence the measured relationship (contemporaneous correlation) between equilibrium real wage and equilibrium employment can be either positive, negative, or zero, depending only on the relative speed and magnitude of shift of the two curves in a dynamic adjustment process over time, not on which curve moves first. Although there is no labor supply or demand in the current model, we can imagine that the productivity function y − n and the employment function (n) are the equilibrium trajectories of labor supply and labor demand curves. As long as there exists a phase difference between productivity (y − n) and employment (n), the measured contemporaneous correlation between productivity and employment can have either sign. The sign depends only on the phase parameter ξ, not on the source of disturbance. This is revealed clearly by Figure 1 and Table 3 .
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Second, many empirical studies of procyclical labor productivity use the β coefficient in an OLS regression,
as an indicator to gauge the size of short-run increasing returns to labor (SRIRL) and procyclical labor productivity (PLP) (e.g., see Bernanke and Parkinson 1991) . SRIRL (or PLP) is said to exist if estimated β exceeds one. This kind of empirical inference is misleading. This is because SRIRL and PLP can still exist, in the sense that the variance of output exceeds the variance of employment, even when the estimated β is less than one or close to zero. This can happen if the OLS residual, a t , is negatively correlated with employment (n t ), henceβ is biased downwards compared to the true β. To understand this, notice that a t in the OLS regression essentially captures movements in labor productivity (y t −n t ). If output (y t ) leads employment sufficiently (which is the case for countries like England and Italy), then labor productivity (y t − n t ) or the OLS residual a t may become negatively correlated with employment due to a sufficiently large lead between y t − n t and n t . Since productivity can be either positively or negatively correlated with employment depending on how much employment lags output, the estimated output elasticity of labor (β) can be either greater than one or less than one. But this does not at all imply that labor productivity is not procyclical or that SRIRL does not exist. This is confirmed by the last column in Table 3 , where the estimatedβ becomes less than one when the correlation between y − n and n becomes negative due to a large value of ξ.
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This can also be confirmed using actual data. Table 4 reports the estimated β coefficients for the countries considered previously. It shows thatβ exceeds one for countries with positive correlations between productivity and employment (such as US, Canada and Japan) and thatβ is less than one for countries with negative correlations between productivity and employment (such as England and Italy). But we know that the ratio of standard deviations between output and employment in England and Italy far exceeds one, suggesting strong SRIRL and PLP. This explains why Bernanke and Parkinson (1991) encounter industries with estimated labor input coefficient (β) substantially less than one or even less than labor's income share. They seem to incorrectly interpret these as exceptions of SRIRL and PLP. To avoid pitfalls like this, it is better to measure SRIRL or PLP by the three aspects of productivity discussed above, rather than by β. Hence, if employment lags output, then productivity automatically 19 Analytically, corr(y − n, n) < 0 ⇔ cov(y − n, n) < 0. This is possible if cov(y, n) − var(n) < 0, i.e.,β = cov(y,n) var(n) < 1. 20 The analysis here also reveals that Hall's (1988) estimates of monopoly power are biased upwards, since the random disturbance error (u t ) in his regression equation of Solow residual on weighted employment growth,
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captures variable utilization rates of capital and labor, hence it is highly positively correlated with the independent variable (weighted employment growth), α t ∆n t . Thus, the estimated value of µ t -Hall's measure of monopoly power -is severely biased upwards.
leads both output and employment and the correlations with productivity is stronger for output than for employment. 21 The challenge, however, is to explain why λ > 1 and ξ > 0 in the real world. That is, why does the variance of output exceed the variance of employment and why does employment lag output? The following section shows that with employment adjustment costs, variable utilization of capital and labor is sufficient for explaining the procyclical productivity puzzle, without the need to resort to technology shocks, sticky prices, monopoly power, or increasing returns to scale.
The Model
Once the intuition is clear, it becomes relatively easy to construct a model to explain procyclical productivity. The model is built on general equilibrium models of capacity utilization and labor hoarding with indivisible labor by Burnside, Eichenbaum, and Rebelo (1993) and Burnside and Eichenbaum (1996) . The key difference here is that I introduce dynamic employment adjustment costs following Sargent (1978) and I focus on the effects of demand shocks on productivity. Compared with the model of Burnside, Eichenbaum, and Rebelo (1993), there are two aspects of employment adjustment costs in my model: one pertaining to an information structure as in Burnside, Eichenbaum, and Rebelo (1993) , and the other pertaining to intertemporal adjustment costs, which is newly introduced here. The information structure assumes that employment decisions must be made one period in advance. Once the decisions are made, they cannot be changed after realizations of shocks. I will show that this assumption can be relaxed without much effect on the results. The dynamic adjustment cost takes a quadratic form, (x t − x t−1 ) 2 , indicating that it is costly to adjust x either up or down too fast relative to the pre-established level of x. 22 As will be shown shortly, the dynamic adjustment costs of employment is the most crucial element for allowing demand shocks to explain the observed productivity dynamics across various industries and countries at business-cycle frequencies. Without this type of adjustment costs, the model reduces to Burnside and Eichenbaum (1996) and it generates 21 However, if the variance of employment relative to output is too small, then y − n may appear to coincide with rather than to lead output, as is the case for Italy and Japan. counter-cyclical labor productivity under demand shocks despite variable utilization rates for capital and labor.
To model aggregate consumption demand shifts, I assume that there are random shocks to agents' preferences on consumption and that these preference shocks have an aggregate component that shifts all agents' marginal utility of consumption in the same direction (for example, Christmas is such an aggregate shifter which induces synchronized consumption spending across agents). 23 Assuming that all agents are alike with separable utility functions and that labor supply is indivisible (Hansen, 1985 and Rogerson 1988) , 24 a representative agent in this model chooses sequences of consumption (c), probability to work (n), effort to work (e), capital utilization rate (u), and next-period capital stock (k) to solve
) subject to
where T is time endowment in each period, ξ is the cost of time from going to work and f is the length of working hours per shift. Since the size of labor force is normalized to one, n also represents employment rate.
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The E −1 operator indicates that employment level is always determined one period in advance based on information available in period t − 1, t = 0, 1, 2, .... The parameter ψ measures the size of dynamic adjustment 23 Although Christmas is a perfectly forecastable calender event, but how much will people consume during Christmas is a random variable. This is why the fourth quarter growth rate of sales around Christmas changes tremendously year by year. 24 Under indivisible labor the utility function on leisure becomes linear. Thus, the marginal utility of leisure is constant and the labor supply curve is flat (infinitely elastic) and is hence not affected by preference shocks. Given a flat labor supply curve, equilibrium employment is determined solely by labor demand. Consequently, a preference shock has no direct effect on labor supply and it affects equilibrium employment only through influence on labor demand via changing the shadow price of goods (marginal utility of consumption). Hence, the indivisible labor specification helps legitimize the interpretation of preference shocks as genuine demand shocks. 25 By assuming indivisible labor, this model does not have variable hours to work. For RBC models studying variations in both hours to work and the number of employment, see Cho and Cooley (1994) .
costs associated with changing employment relative to its previous level. k t in the quadratic adjustment cost term is a way to normalize the size of dynamic adjustment costs in the steady state. It does not affect the dynamics of the model near the steady state since its influence drops out from a first-order Taylor expansion. Hence, adjusting employment stock is costly and not instantaneous in the model, but the effort level e (or utilization rate of labor) and the utilization rate of capital can be adjusted instantaneously, reflecting the idea of factor hoarding (Burnside et al. 1993 and Burnside et. al. 1996) . The rate of capital depreciation, δu φ t , is time dependent in this model, reflecting costs associated with capital utilization rate (φ > 1, see Greenwood et al. 1988 ). θ t represents aggregate impulses shifting the marginal utilities of agents' consumption by creating urges to consume. g t is shocks to government spending. Both θ t and g t follow stationary AR(1) processes:
where the two types of innovations {ε θt , ε gt } are assumed to be othorgonal to each other.
The first-order conditions with respect to {n, c, u, e, k} are given respectively by:
It is worth noting that the production technology specified in the model has constant returns to scale. To see this, consider a simpler situation where the dynamic adjustment cost of employment is zero (ψ = 0). Then the first-order conditions (1) and (4) imply that if employment (n) is chosen contemporaneously with effort (e), then the optimal level of effort (e) is a constant and is determined by:
Hence the output elasticity with respect to labor is always (1 − α), not 2 (1 − α). Since a positive ψ implies extra costs on changing employment, it does not enhance returns to scale in the model. With respect to capital utilization, equation (5) implies
which can be used to substitute out u in the original production function to obtain a reduced-form production function without capital utilization:
where h t ≡ e t n t is the effective labor service, and A is a constant. Clearly α 26 Therefore, procyclical labor productivity in this model, if it arises, is purely due to labor hoarding and capacity utilization, not to increasing returns.
Solution Method. Since no analytical solutions are available, I solve the model's equilibrium decision rules by log-linearizing the first-order conditions around the steady state (see e.g., King, Plosser and Rebelo 1988, and Burnside, Eichenbaum and Rebelo, 1993). Using circumflex variables to denote log deviations from steady state values, where the steady state refers to the model economy's stationary point in the absence of random shocks (e.g., all variables including the exogenous variables such as θ t and g t are constant), the log-linearized first-order conditions (after simplification using steady-state conditions and ignoring higher-order terms) are given by:
See Wen (1998) for more discussions on the dynamic effects of capital utilization.
where
and where s i is the steady-state savings ratio, s g is the steady-state government spending to output ratio,δ is the steady-state capital depreciation rate,kȳ is the steady-state capital-output ratio, andn is the steady-state employment rate. The important steady-state relationships that help determine these steady-state values and the elasticity of depreciation cost (φ) are implied by the first order conditions of the model and are given respectively bȳ
Calibration. The time period is a quarter. In calibrating the parameter values for a quarterly model, I follow Burnside and Eichenbaum (1996) by setting T = 1, 369 per quarter, ξ = 60, and f = 324.8 (implying a steady-state effort levelē = 1). I also set the discounting factor β = 0.99, the capital's elasticity α = 0.3, the steady-state governmentspending to output ratio s g = 0.15, 27 the steady-state quarterly rate of capital depreciationδ = 0.025 (implying 10 percent a year and φ ≈ 1.4), the steady-state employment raten = 0.94 (implying an unemployment rate of 6 percent). These parameter values implykȳ = 8.5 (in a quarter or 2.1 in a year) and s i ≈ 0.2. There is no need to pin down the steady-state capital utilization rate since δ can always be chosen so thatū matches the data. The most crucial parameter that determines the behavior of labor productivity in this model is ψ. Since there is little empirical evidence regarding the size of the adjustment cost of labor, I leave ψ free for experiment and will pin it down later by matching the variance of employment relative to output between the model and the data. I assume as a benchmark that ρ θ = ρ g = 0.9.
28 Robustness analysis for different parameter values for these persistence parameters (e.g., ρ θ = 0 and ρ θ = 1.0) will also be considered. Several important features are revealed by these pictures. First, output is less volatile than employment if there is no adjustment cost (except at the impact period due to another type of adjustment cost -the information structure). However, as the adjustment cost increases from zero, output becomes more volatile than employment. For example, when ψ = 1, the variance of output exceeds the variance of employment for the initial 10-12 quarters after the shock; and this situation can last for 26 quarters after the shock when ψ = 10. Second, output appears to lead employment since it peaks earlier than employment. Such a lead in output with respect to employment increases dramatically as ψ increases.
Explaining Procyclical Productivity
These effects of adjustment costs on the responses of output and employment have the following implications for productivity (see the right column windows). First, productivity responds positively to consumption demand shocks, and the persistence of such positive responses increases dramatically as the size of the adjustment cost increases. For example, when ψ = 0, productivity is procyclical only at the impact period (due to the fact that employment decision is made one period in advance), then it becomes negatively correlated with output afterwards. As ψ increases, however, productivity tends to remain above the steady state for a much longer period of time, indicating stronger procyclicality of productivity. Second, productivity appears to lead both output and employment. This is the direct result of the fact that employment lags output. Evidently, the larger the adjustment cost (ψ ), the more productivity tends to lead employment.
These characteristics of procyclical productivity remain intact even after relaxing the assumption that employment decisions is made one period in advance (the information structure used by Burnside, Eichenbaum, and Rebelo, 1993), indicating that dynamic adjustment costs of employment are key in enabling factor hoarding to generate procyclical productivity under demand shocks.
Government spending shocks have very similar effects on productivity except that the magnitudes may differ depending on the variance of the innovations. Under the current calibrated parameter values, for example, volatilities in output and employment under one-standard-deviation government shocks are much smaller than those under one-standard-deviation preference shocks, but the shape of the impulse responses look almost identical to those in Figure 2 . Also, the procyclical productivity generated by demand shocks do not depend on the persistence of the shocks. Even when the shocks are i.i.d. (i.e., ρ θ = ρ g = 0), output is more volatile than employment and productivity is procyclical. What may change as a result of different persistence in the shocks is the contemporaneous correlation between productivity and employment (e.g., see Table 5 below) .
Using the band-pass filter (Baxter and King 1995) to isolate movements at the business cycle frequencies (6-40 quarters per cycle), Table  5 reports the standard deviations of employment and productivity relative to output, the contemporaneous correlations of the two variables with output, as well as theβ coefficient. 29 To compare the effect of the information structure (equivalent to an infinite adjustment cost at the impact period) versus dynamic adjustment costs on labor market dynamics, two versions of the model are considered: Model A corresponds to the case where employment must be determined one period in advance; and Model B corresponds to the case where employment is determined together with other variables in the model after shocks are realized. The benchmark value for the persistence parameter of shocks is ρ θ = 0.9. Predicted statistics for other values of ρ θ (e.g., ρ θ = 0 and ρ θ = 1.0) are reported in the bottom panels in Table 5 . Table 5 shows that in the absence of labor adjustment costs (ψ = 0), neither version of the model is capable of generating procyclical productivity, regardless of the persistence of shocks. Namely, when ψ = 0, we always have σ y /σ n < 1 and corr(p, y) < 0. Once dynamic adjustment costs are included, however, then both versions of the model are capable of generating procyclical productivity, regardless of the persistence of shocks. As a matter of fact, both versions of the model are capable of generating virtually any degree of procyclical productivity depending on the size of the dynamic adjustment costs (ψ). For example, output can be nearly 6 times as volatile as employment when ψ = 5 in both versions of the model. The crucial difference between the two versions of the model, however, is that it is easier for productivity to be negatively correlated with employment when employment is determined one period in advance than when employment can respond to shocks instantaneously (see the column corresponding to corr(p, n)). This is because the information structure induces an additional fixed lag in employment adjustment in responding to demand shocks. As discussed in Figure 1 in Section 2, a longer lag in employment can lead to negative correlations between productivity and employment.
It appears that the benchmark Model A captures the labor market dynamics of the two European countries very well. For example, when 29 Numbers shown are the means of 100 simulations each with sample length 140 (US data sample size). Standard errors are in parentheses.
ψ varies from 0.5 to 1.5 in model A, we have σ y /σ n varies from 1.45 to 2.6, corr(p, y) varies from 0.73 to 0.92, corr(p, n) from −0.17 to −0.2, and β varies from 0.7 to 0.48. These statistics are close to those reported in Table 1 for England and Italy. It also appears that the benchmark model B, on the other hand, captures the labor market dynamics for the North American countries very well when ψ is small, and it captures Japan's labor market dynamics very well when ψ is large. For example, when ψ = 0.25 in model B, we have that σ y /σ n = 1.27, corr(p, y) = 0.62, corr(p, n) = 0.11, andβ = 1.08. These statistics are very close to those reported in Table 1 for America and Canada. When ψ = 2.5 (not reported in Table 5 ), we have σ y /σ n = 3.5, corr(p, y) = 0.96, corr(p, n) = 0.18, and β = 1.7. These statistics are very close to those reported in Table 1 for Japan.
These predictions indicate that North American countries have smaller labor market frictions while Japan and countries in Europe have larger labor market frictions. The frictions in European countries are captured partly by the information structure of the labor market and partly by the magnitude of intertemporal adjustment costs. The frictions in Japan are primarily captured by the large size of intertemporal adjustment costs. Therefore, depending on the information structure of the labor market and the size of the adjustment costs of employment, the general equilibrium model can explain the wide range of procyclical labor productivity experienced by various countries that are known to exhibit differences in costs of labor adjustment because of institutional reasons. To get a sense of the size of the required adjustment cost, we can estimate it as follows. The ratio of the adjustment cost to output can be written as ψ 2
Assume that the steady-state annual capital-output ratio k y ≈ 10, employment rate n ≈ 0.94, and the steady-state annual growth rate of employment n t −n t−1 n t ≈ 4%. Then even with ψ = 5, the steady-state adjustment cost to output ratio is approximately 3.5% a year or 0.87% a quarter ( Table 5 shows that the required value of ψ to match the data is much smaller than 5). Hence the values of ψ considered in Table 5 are relatively small numbers (e.g., much smaller than depreciation costs of capital) and the magnitudes are consistent with empirical estimates of employment adjustment costs (e.g., see Shapiro 1986 ). The estimated labor adjustment costs is thus about 0.5 percent of quarterly GDP for Japan and about 0.1 percent of quarterly GDP for the US. 30 Despite the small average adjustment cost, however, its impact on the labor market dynamics is enormous. Table 6 reports predicted lead-lag relationships among productivity, output and employment at the business cycle frequency. 32 It shows that with the information structure of the labor market, productivity tends to lead both output and employment significantly more than without the information structure. For example, in model A, when ψ ∈ [0.25, 1.0], productivity leads output by one to two quarters and it leads employment by four quarters, and the contemporaneous correlation between productivity and employment is negative. This is consistent with experiences of England and Italy as reported in Table 2 . For Italy, productivity has only a weak tendency to lead output. This is captured by the model with a larger adjustment cost, such as ψ = 2. Without the information structure in the labor market (Model B), on the other hand, productivity tends to lead output by at most one quarter and employment by at most three 30 Shapiro (1986) estimates the cost of labor adjustment cost to be around 1.8 percent of quarterly output for non-production workers in the manufacturing sector. He argues that the adjustment costs for production workers and their hours are even smaller. 31 Given that output is far more volatile than employment in the model, transitory adjustment costs as fraction of output at the peak of output response is likely to be even smaller. Similar to Shapiro (1986) , however, such transitory adjustment costs are difficult to estimate because quadratic terms or any higher order terms are dropped out from the linearized budget constraint of the model. 32 To conserve space, only the benchmark models with ρ θ = 0.9 are reported. Numbers shown are the means of 100 simulations with sample length 140 (US data sample size). Standard errors are in parentheses.
quarters, depending on the values of ψ. The contemporaneous correlations between productivity and employment are always positive in Model B given the specified persistence parameter for shocks (ρ = 0.9). These are consistent with statistics of North American countries reported in Table 2 . In Japan there is no significant lead in productivity with respect to output, which is also consistent with Model B using a larger value of ψ (e.g., ψ = 2). 
Explaining other Features of the Business Cycle
The above analysis shows that factor hoarding and demand shocks can fully explain procyclical productivity. Such an explanation appears to be f ar more convincing than the increasing returns to scale and technology shock arguments, since it is unlikely that Italy or Japan should have significantly higher aggregate returns to scale or technology shocks than the US consistently over a long period of time. The cross-country difference in the procyclicality of labor productivity is thus attributable to difference in labor adjustment costs (e.g., due to differences in union power, labor contract, unemployment insurance and labor protection policies, which all amount to difference in hiring and firing costs of labor).
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This section addresses a potential concern for demand shocks as an important source of the business cycle. In order to show that demand shocks are an important driving force of the business cycle, it is desirable that the model is also able to explain other prominent features of the business cycle emphasized by the RBC literature. Such features include the positive comovements among consumption, output, employment, and investment; the smooth consumption path and volatile investment path relative to output; the hump-shaped impulse responses of output to demand shocks; and the forecastable comovements of changes in output, consumption, employment, and investment. If demand shocks generate counter-factual predictions for these features of the business cycle except productivity movement, then its importance should be questioned. I will show, however, that preference shocks perform better than technology shocks in explaining the data in many dimensions.
Here I modify the utility function slightly to encompass a form of time non-separability. The representative agent's utility function of consumption is modified to θ t log (c t − κc t−1 ) , wherec t−1 denotes the consumption level in period t − 1 which the individual takes as parametric, and κ ∈ [0, 1) measures the propensity of (exogenous) habit formation. 34 There are few empirical estimates on κ available. Since its effect is similar to endogenous habit formation, I adopt 33 Baily, Bartelsman and Haltiwanger (2001) conjecture a similar explanation for the observed plant-level difference in the procyclicality of labor productivity. No theoretical model is provided by these authors, however.
34 It is well known that consumption spending shocks tend to generate counter-cyclical investment with respect to output in general equilibrium, due to a crowding out effect. However, as is shown by Wen (2002a) , highly persistent preference shocks can avoid the crowding out effect of consumption shocks on investment. Although it is not difficult to imagine permanent shifts in preferences, it is however desirable to show that transitory preference shocks can also generate procyclical movements in investment. For this reason, here I follow Wen (2002a) to allow for habit formation as a way to generate endogenously persistent preference shocks. To simplify the analysis, I
the estimate of habit formation parameter from Constantinides (1990) , which gives κ = 0.95. Other than this modification of the utility function, everything else in the model remains the same. Estimation of Preference Shocks. Like technology shocks, preference shocks are unobservable. The existing literature estimates technology shocks (the Solow residual) using specified production functions. In a similar spirit, Baxter and King (1991) and Stockman and Tesar (1995) estimate preference shocks using the model's first-order Euler conditions derived from specified utility functions.
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Since preferences are timenonseparable in my model, it is difficult to use the Euler equations in the model. Instead, I choose to use the University of Michigan Index for Consumer Sentiment as a proxy for representative consumer's preferences shifts. Due to possible endogeneity of the Consumer Sentiment Index, I first regress the index on a number of variables that may potentially affect consumer sentiment, such as lagged GDP, employment, and investment. I then use the residual from this regression to estimate an AR(1) model for the preference shocks and obtain the following result:
where MI denotes the residual series from regressing the Michigan Index on lagged GDP, employment and investment. The standard deviation of the innovation variable, v t , is σ v = 0.068. Hence, I set ρ θ = 0.85 and σ ε = 0.068 for the model with time-nonseparable preferences.
Since only the US data will be used here and since the model without the information structure captures the US labor market correlation dynamics better than the model with the information structure, I choose to use the model without the information structure. Namely, employment assume exogenous habit formation as oppose to rational habit formation (the result is nevertheless similar under either forms of habit formation except consumption is even more smoothed under endogenous habit formation). Habit formation in either form imposes a cost for adjusting consumption too rapidly in the current period versus last period, and it renders the current marginal utility of consumption to be positively affected by last period consumption. Thus a temporary positive shock to consumption demand can lead to highly persistent increases in future consumption demand, causing aggregate investment to respond positively rather than negatively to such shocks. Habit formation has been shown by the recent literature to be an important element in explaining asset returns. 35 Similarly, Burnside and Eichenbaum (1996) deduce capacity utilization rate using the model's first-order conditions relating capacity utilization to the output-capital ratio.
decisions are made after the shocks are realized. The adjustment cost parameter for the model is ψ = 0.5. Predictions. Table 7 reports standard business-cycle statistics for the US and the model under consideration.
36 Table 7 shows that the model under time-nonseparable preferences continues to predict very well the employment and productivity dynamics with respect to their relationships to output. For example, the volatility of employment relative to output is 0.7 in the data and the predicted value is 0.72 in the model; the relative volatility of productivity to output is 0.57 in the data and the predicted value is 0.56 in the model. The model also performs very well in explaining the absolute variances of the key macro variables in the US economy.
In particular, the model explains 71% of the variance in output, 80% of the variance in consumption, 55% of the variance in investment, 70% of the variance in employment, and 63% of the variance in productivity, suggesting that consumption demand shocks are an important source of the business cycle. 37 The cross correlations and autocorrelations of consumption, investment, employment and productivity with respect to output are also predicted very well by the model. Given the impulse response patterns shown in Figure 2 , it is clear that the current model can generate hump-shaped impulse responses for output under employment adjustment costs. According to Benhabib and Wen (2000) , hump-shaped impulse responses imply strong forecastable movements and comovements in the model in the language of Rotemberg and Woodford (1996) . Hence the current model is not subject to the criticisms raised by Cogley and Nason (1995) and Rotemberg and Woodford (1996) . 36 Both the data time series and the model generated time series are filtered by the Band-Pass filter with truncation window size equal to 8 and the frequency band equal to 6-40 quarters per cycle.
37 This is consistent with the analysis of Benhabib and Wen (2000) . On the other hand, if technology shocks are assumed to be the primary force of the business cycle, then the predictions of the model are worsened along a number of dimensions, especially with respect to employment volatility. Table 8 reports predicted statistics for five different versions of the model under technology shocks with respect to different values of three key parameters of the model, including the persistence of technology shocks ρ a , the size of adjustment costs ψ, and the effect of habit formation κ. The first version (Model a) corresponds to {κ = 0, ρ a = 0.9, ψ = 0.5}, the second version (Model b) corresponds to {κ = 0.95, ρ a = 0.9, ψ = 0.5}, the third and fourth versions (Models c and d) correspond to random-walk technology shocks{κ = 0, ρ a = 1.0, ψ = 0.5} and {κ = 095, ρ a = 1.0, ψ = 0.5}, and the last version corresponds to the case without adjustment costs {bκ = 0, ρ a = 1.0, ψ = 0.0}. Several important implications of technology shocks are revealed in Table 8 . First, consumption is simply too smooth relative to output under the effect of habit formation (Model b). This holds even under permanent technology shocks (Model d). Second, models with permanent technology shocks perform better than models with stationary technology shocks, especially with respect to consumption volatility and investment volatility.
With or without the habit formation effect, transitory technology shocks tend to generate a consumption series that is too smooth relative to output and an investment series that is too volatile relative to output.
Third, all five versions of the technology shock model substantially underestimate employment volatility relative to output. In the US data, the ratio of standard deviations between employment and output is 0.7. The predicted ratios, however are far below the data, ranging from 0.18 to 0.26 for the first 4 models with adjustment costs. The model without adjustment costs (Model e) performs the best in this regard, with the predicted ratio to be 0.51.
38 However, even this predicted ratio lies significantly below the US data. This holds despite the assumption of indivisible labor, which can substantially increase employment volatility (Hansen 1985) . Notice that without the adjustment costs (Model e), it is then impossible for the model to explain the lead-lag relationships among output, employment and productivity as explained previously. On the other hand, the predictions of technology shocks on employment dynamics deteriorate significantly if employment adjustment costs are included (see Model c).
Fourth, although Model e seems to perform the best on almost all accounts, it is clearly dominated by the demand-shock driven model (the model in Table 7 ) in terms of overall performance in explaining the US business cycle. Thus, even without considering why productivity is procyclical during periods of demand shocks in the US history, this analysis alone would suggest that technology shocks are less attractive than demand shocks as a possible explanation for the business cycle, especially with regard to labor market fluctuations in general and the three aspects of procyclical productivity in particular.
The intuition that consumption shocks can explain the most prominent features of the business cycle (which are traditionally explained only by technology shocks in general equilibrium) is simple. With standard time-separable preferences, although transitory changes in consumption demand tend to have a strong crowding-out effect on investment, which results in negative movement in investment, persistent shocks to consumption demand can nevertheless result in positive changes in investment. This is because the only way to sustain a persistent increase in consumption demand in a representative-agent model is to build up future capital stock by investing more today. This not only renders investment to be positively correlated with consumption but also reinforces the initial increase in aggregate demand, giving rise to a multiplier effect on output and resulting in higher utilization rate of capital and labor. Consequently, standard equilibrium theory predicts that domestic consumption, investment, output and employment are positively correlated under persistent consumption demand shocks. Habit formation enhances the persistence of preference shocks, reinforcing these dynamic effects and resulting in smoother aggregate consumption and more volatile aggregate investment.
Conclusion
Aggregate labor productivity, no matter how it is measured, is procyclical. The degree or extent of the procyclical productivity, however, varies tremendously across countries. In particular, productivity appears to be significantly more procyclical in countries with strong union power or labor protection policies (such as in Italy and Japan) than countries with more flexible labor market (such as in the US and Canada). This suggests that increasing returns to scale or technology shocks are unlikely the main culprit of the procyclical productivity, since it is not obvious that Italy or Japan should have substantially higher returns to scale or technology innovation shocks than the US. This paper shows that factor hoarding alone, due to employment adjustment costs, can explain all of the essential features of procyclical productivity observed across countries. Any country-specific characters in procyclical productivity is attributable to a difference in the size of labor adjustment costs. Due to cultural and institutional reasons, hiring and firing costs in the labor market are quite different across countries. This leads to different labor adjustment costs and hence different levels of optimal labor hoarding. This analysis shows that cyclical productivity is just a leading indicator, not a cause or driving force, of subsequent output and employment movements. The true cause or driving force is demand. Technological progress can cause productivity changes, but this presumably takes place only at frequencies lower than the business cycle.
