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Abstract
This paper describes the Academia Sinica systems for the two
tasks of Voice Conversion Challenge 2020, namely voice con-
version within the same language (Task 1) and cross-lingual
voice conversion (Task 2). For both tasks, we followed the cas-
caded ASR+TTS structure, using phonetic tokens as the TTS
input instead of the text or characters. For Task 1, we used the
international phonetic alphabet (IPA) as the input of the TTS
model. For Task 2, we used unsupervised phonetic symbols
extracted by the vector-quantized variational autoencoder (VQ-
VAE). In the evaluation, the listening test showed that our sys-
tems performed well in the VCC2020 challenge.
Index Terms: Voice conversion challenge, IPA, ASR, TTS,
VQVAE, Transformer
1. Introduction
Voice conversion (VC) is a means of converting one voice to
another. This is a technique that modifies speech waveform by
converting non-linguistic information while retaining linguistic
information. While there are a wide variety of types and appli-
cations of VC, the most typical one is speaker voice conversion
that converting speaker identity information while retaining lin-
guistic information. In order to improve the VC technology,
the voice conversion challenge (VCC) has been launched since
2016, and the VCC2020 challenge is the third one in the series.
There are two tasks in VCC2020. The first task (Task 1)
is VC within the same language, i.e., mono-lingual VC. The
speech utterances of 4 source and 4 target speakers (consisting
of both female and male speakers) from fixed corpora are used
as training data. Each speaker utters a sentence set consisting of
70 sentences in English. Only 20 sentences are parallel and the
other 50 sentences are nonparallel between the source and tar-
get speakers. The second task (Task 2) is cross-lingual VC. The
training data includes the speech utterances of 6 target speakers
(consisting of both female and male speakers) from fixed cor-
pora and the speech utterances of the source speakers in the first
task. Each target speaker utters another sentence set consisting
of around 70 sentences in a different language; 2 target speakers
utter in Finnish, 2 target speakers utter in German, and 2 target
speakers utter in Mandarin. Other voices of the same source
speakers in English are provided later as test data consisting of
around 25 sentences for each speaker. Each participant need
to generate converted voices from them using the developed 16
conversion systems for the first task or 24 conversion systems
for the second task.
In this paper, we describe our systems for both tasks in
VCC2020. For more detailed information about VCC2020,
please refer to the official website1 and [1].
1http://www.vc-challenge.org/
2. System Descriptions
We implemented two VC systems for VCC2020, one for Task
1 and the other for Task 2.
2.1. Task 1: voice conversion within the same language
For the first task, we built the VC system with the Kaldi ASR
[2] and ESPNet-TTS (Tacotron2 TTS) [3] toolkits, as shown in
Figure 1. The two models were trained independently. Finally,
we used the Parallel WaveGAN [4] vocoder to generate wave-
forms to enhance naturalness and similarity. We will describe
each model in the following subsections.
2.1.1. Kaldi ASR
To train the ASR model, we followed the Kaldi recipe2 of the
LibriSpeech corpus [5]. The training process of our ASR sys-
tem was divided into two parts, data processing, and acoustic
modeling.
For data processing of the LibriSpeech corpus, we first ex-
tracted two MFCC features with different resolutions. The 13-
dimensional MFCCs were used to train the GMM-based acous-
tic models. The 40-dimensional MFCCs were used to train the
i-vector extractor and NN-based acoustic models. Then, we
used the CMU pronunciation dictionary [6] to convert the En-
glish word transcriptions into the CMU pronunciation format,
and mapped the CMU pronunciation symbols into the corre-
sponding IPA symbols [7].
For acoustic modeling, the training set of the LibriSpeech
corpus was first used to train the GMM-based acoustic mod-
els and the i-vector extractor. Following the model structure
and training steps of the recipe, we created the alignment and
lattice based on the GMM-based acoustic models, performed
the data cleanup procedure, and extracted the 400-dimensional
i-vectors to train the NN-based acoustic models. For the NN-
based acoustic models, we selected the “chain” model struc-
ture (i.e., TDNN-F) [8, 9, 10]. The 40-dimensional MFCCs and
the 400-dimensional i-vectors were concatenated as the input of
TDNN-F.
2.1.2. Tacotron2 TTS
To train the Tacotron2 TTS model [11], we followed the ES-
PNet recipe of the LibriTTS corpus3 [12]. First, we extracted
the 80-dimensional Mel-spectrogram and 512-dimensional x-
vector from each utterance in the LibriTTS corpus. The speaker
model used to extract the x-vectors was pre-trained with the
Kaldi toolkit. As with the training of the Kaldi ASR system, the
2https://github.com/kaldi-asr/kaldi/tree/
master/egs/librispeech
3https://github.com/espnet/espnet/tree/
master/egs/libritts/tts1
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Figure 1: The flow chart of our system for Task 1.
English word transcriptions were converted into the IPA sym-
bols.
Following the model structure and training steps of the
recipe, we obtained the multi-speaker Tacotron2 TTS model,
which converts an IPA symbol sequence to the 80-dimensional
Mel-spectrogram under the condition of a 512-dimensional x-
vector. Lastly, we finetuned the Tacotron2 TTS model with
the training data and average x-vector of the target speaker
to obtain the speaker-dependent Tacotron2 TTS model. Note
that utterance-dependent x-vectors were used to train the multi-
speaker Tacotron2 TTS model, while the average x-vector of
the target speaker was used to finetune the speaker-dependent
Tacotron2 TTS model. In our preliminary experiments, this
combination produced the best performance.
2.1.3. ParallelWaveGAN vocoder
For waveform synthesis, we used ParallelWaveGAN [4] as
the vocoder. To train the ParallelWaveGAN, similar to
the ASR+TTS/ParallelWaveGAN baseline system (T22) [13]
(which uses the cascaded seq-to-seq ASR+TTS (Transformer)
model for VC and ParallelWaveGAN as the vocoder), we fol-
lowed the open-source ParallelWaveGAN recipe4. We com-
bined the VCTK corpus [14] and the training set of VCC2020,
and extracted the 80-dimensional Mel-spectrogram as the input.
2.1.4. Conversion
In the conversion phase, the 40-dimensional MFCCs and 400-
dimensional i-vectors of each input utterance were first ex-
tracted for the Kaldi ASR system to output the IPA symbol se-
quence. Then, the Tacotron2 TTS model of the target speaker
was used to convert the IPA sequence to the 80-dimensional
Mel-spectrogram of the target speaker. Finally, the Parallel-
WaveGAN vocoder was used to convert the 80-dimensional
Mel-spectrogram of the target speaker to the waveform.
2.2. Task 2: cross-lingual voice conversion
For the second task, we built the VC system with an unsuper-
vised phonetic symbol extractor and a Transformer TTS model
[15], as shown in Figure 2. Because the ASR model trained on
the English corpus could not deal with non-English input speech
well, we applied a variational autoencoder (VAE) based method
in our system to extract the phoneme-like (or character-like)
speech representations. Many studies [16, 17, 18, 19, 20] have
shown that VAE-based methods have an ability to decompose
spectral features into the speaker codes and the phonetic codes.
Therefore, we applied the VQVAE [17] structure in our system
to extract the character-like phonetic symbol sequence as the in-
put of the Transformer TTS model. Note that we replaced the
VQVAE decoder with the Transformer TTS model, because the
4https://github.com/kan-bayashi/
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Figure 2: The flow chart of our system for Task 2.
former can only generate output with the same length as the in-
put, while the latter can model the duration. Consequently, our
system can be regarded as a seq-to-seq system.
2.2.1. VQVAE-based phonetic symbol extractor
Through the vector-quantization mechanism, VQVAE can
quantize the latent vector representation obtained from the en-
coder into a discrete phonetic representation. The discrete pho-
netic representation is the index of the codeword closest to the
latent vector in the codebook of the vector quantizer. In this
way, the 80-dimensional Mel-spectrogram of an utterance is
converted to a phoneme-like phonetic symbol sequence.
As shown in Figure 2 (cf. Step 1), to train VQVAE, we
used the W-GAN mechanism with a gradient penalty to make
VQVAE perform better. The loss function LG used to update
the generator of VQVAE is as follows,
LG = p(x|zq(x),y)
+ ||sg[ze(x)]− e||22 + ||ze(x)− sg[e]||22
− E(D(G(zq(x),y))),
(1)
where x denotes the input feature, y denotes the speaker code,
ze denotes the latent vector representation, e denotes the clos-
est token of the latent vector representation, zq(x) = ze(x) +
sg[e−ze(x)] denotes the quantized discrete phonetic represen-
tation, sg denotes the stopping gradient, G denotes the decoder,
and D denotes the discriminator. The loss function LD used to
update the discriminator is as follows,
LD =− E(D(x)) + E(D(G(zq(x),y)))
+ gp(x,G(zq(x),y)),
(2)
where gp is the gradient penalty.
We used the ResNet architecture to form the encoder, the
decoder, and the discriminator. In the ResNet architecture, as
shown in Tables 1 to 3 , there are 4 res-layers, each containing
3 residual blocks. In the residual block of the decoder, we first
concatenated the input quantized latent vector representation of
size B × 128× T with the speaker code of size B × 128× T
along the time axis as the new input feature, and additionally
Table 1: The architecture and specifications of Encoder, where
res1 to res4 denote 4 ResNet-based layers, and B and T
represent the batch size and temporal length, respectively.
Layer Feature Size Activation Normalization
input B × 80× T -
res1 B × 256× T leaky ReLU layer norm.
res2 B × 128× T leaky ReLU layer norm.
res3 B × 128× T leaky ReLU layer norm.
res4 B × 128× T leaky ReLU layer norm.
conv1d B × 128× T None None
Table 2: The architecture and specifications of Decoder, where
res1 to res4 denote 4 ResNet-based layers, skip-sum de-
notes the summation of all skip features, andB and T represent
the batch size and temporal length, respectively.
Layer Feature Size Activation Normalization
input B × 128× T -
res1 B × 128× T GLU layer norm.
res2 B × 128× T GLU layer norm.
res3 B × 256× T GLU layer norm.
res4 B × 80× T GLU layer norm.
skip-sum B × 80× T None None
conv1d B × 80× T GLU layer norm.
conv1d B × 80× T None None
applied skip-connections, which early output skip features of
size B × 80× T .
After training the VQVAE, we only retained the encoder
and vector quantizer to extract the phonetic symbol sequence
from the input speech in the subsequent steps.
2.2.2. Transformer TTS
To train the Transformer TTS model, we followed the ES-
PNet recipe of the LibriTTS corpus, but replaced the train-
ing corpus with a combination of the VCTK corpus and the
VCC2020 training set. First, we extracted the 80-dimensional
Mel-spectrogram and 512-dimensional x-vector from each ut-
terance in the training corpus. The speaker model used to ex-
tract the x-vectors was pre-trained with the Kaldi toolkit. The
phoneme-like phonetic symbol sequence of each training utter-
ance was extracted using the VQVAE encoder and vector quan-
tizer.
Following the model structure and training steps of the
recipe, we obtained the multi-speaker Transformer TTS model,
which convert the phoneme-like phonetic symbol sequence to
Table 3: The architecture and specifications of Discriminator,
where res1 to res4 denote 4 ResNet-based layers, andB and
T represent the batch size and temporal length, respectively.
Layer Feature Size Activation Normalization
input B × 80× T -
res1 B × 256× T leaky ReLU layer norm.
res2 B × 128× T leaky ReLU layer norm.
res3 B × 64× T leaky ReLU layer norm.
res4 B × 32× T leaky ReLU layer norm.
conv1d B × 1× T None None
the 80-dimensional Mel-spectrogram under the condition of
a 512-dimensional x-vector. Lastly, we finetuned the Trans-
former TTS model with the training data and average x-vector
of the target speaker to obtain the speaker-dependent Trans-
former TTS model.
2.2.3. Conversion
In the conversion phase, the 80-dimensional Mel-spectrogram
of each source utterance was first passed to the VQVAE en-
coder and vector quantizer to generate the phoneme-like pho-
netic symbol sequence. Then, the Transformer TTS model of
the target speaker was used to convert the phoneme-like pho-
netic symbol sequence to the 80-dimensional Mel-spectrogram
of the target speaker. Finally, the ParallelWaveGAN vocoder
was used to convert the 80-dimensional Mel-spectrogram of the
target speaker to the waveform.
3. Experiment Results
As stated in the final report of VCC2020 [1], all submitted sys-
tems were grouped according to their performance. The sys-
tems in each group did not differ significantly in performance.
According to the evaluation results of VCC2020 [1], our system
for Task 1 ranked in the fifth group in terms of naturalness (31
systems were ranked and divided into 18 groups). In terms of
similarity to the target speaker, our system for Task 1 ranked
in the first group (31 systems were divided into 9 groups). For
Task 2, our system ranked in the fifth group in terms of natu-
ralness (28 systems were divided into 15 groups) and ranked in
the sixth group in terms of similarity to the target speaker (28
systems were divided into 13 groups).
For Task 1, we presented a new ASR+TTS system. In
recent studies, the ASR+TTS systems achieved good perfor-
mance. Therefore, we tried to make some improvements on
the basis of the baseline ASR+TTS system (T22) [13]. We built
our ASR system based on the IPA symbols. Our goal was not
only to use this ASR+TTS system to accomplish Task 1, but
also to apply the same ASR+TTS system to Task 2. However,
we found that the model could not have consistent performance
in some VC pairs in the cross-lingual VC task. One possible
reason is that we did not have enough training data to train our
ASR+TTS system for the cross-lingual VC task. It turned out
that our ASR+TTS system performed as well as the baseline
ASR+TTS system (T22) in the mono-lingual VC task. Note that
the baseline ASR+TTS system is a cascade of seq-to-seq ASR
and Transformer TTS models implemented using the end-to-
end speech processing toolkit “ESPNet” [3] 5. According to the
evaluation results of VCC2020, in Task 1, our system roughly
ranked in the top 30% in terms of naturalness and similarity.
For Task 2, we modified the traditional VQVAE VC system
and replaced the decoder with a Transformer TTS model. In our
preliminary experiments, we found that replacing the decoder
with the Transformer TTS model could improve the naturalness,
but the similarity was almost the same. This result is in line with
the VCC2020 evaluation results. Comparing our system with
the two VQVAE-based systems (T19 and T20) in [1], we can
see that in naturalness, our system is comparable to T20, but
better than T19; while in similarity, our system is worse than
T19, but better than T20. In addition, comparing our system
with the VAE-based baseline system (T16), i.e., the CycleVAE
VC system with ParallelWaveGAN as the vocoder [21, 22], we
5https://github.com/espnet/espnet/tree/
master/egs/vcc20
can see that our system is better than T16 in naturalness, but
worse than T16 in similarity. In the naturalness test, our system
was ranked in the fifth group with the MOS score of 3.00, while
the baseline T16 system was ranked in the ninth group with the
MOS score of 2.56. In the similarity test, our system was ranked
in the sixth group with the score of 2.41, while the baseline T16
system was ranked in the fourth group with the score of 2.69. In
the challenge, our MOS score in Task 2 was in the upper range,
about the top 30%. However, our system ranked in the middle
in terms of similarity. In terms of ranking, our Task 2 system
was not as good as our Task 1 system. There are two possible
reasons. First, we did not optimize the VQVAE encoder to suit
the task. Second, the vanilla VQVAE model we used has its own
performance limitations. We will try to improve our system on
these two issues in the future.
4. Conclusions
Ideally, the ASR+TTS model can perfectly retain the linguis-
tic information and synthesize the linguistic information with
new personal identity information into the target speech. How-
ever, according to our preliminary experiments, the ASR+TTS
model only performed well in mono-lingual VC tasks, but not
in cross-lingual VC tasks. Therefore, we built an alternative
VQVAE+TTS model for Task 2. We expected that the encoder
of the VQVAE model could replace the role of ASR. The dif-
ference between VQVAE encoder and ASR is that the output
of ASR is a sequence of symbols defined by human, such as
words and phones (in IPA or phonetic posteriograms), while
the output of VQVAE encoder is a sequence of tokens automat-
ically learned by the machine. The codewords in the codebook
learned by the VQ part in VQVAE could be regarded as recog-
nition units in the ASR model. According to our experiments,
the VQVAE+TTS model did achieve better performance than
the ASR+TTS model in the cross-lingual task. However, as dis-
cussed in Section 3, there are still some problems to be solved.
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