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Abstract
We give a review and some new relations on the structure of the monodromy algebra
(also called loop algebra) associated with a quasitriangular Hopf algebra H . It is shown
that as an algebra it coincides with the so-called braided group constructed by S. Majid
on the dual of H . Gauge transformations act on monodromy algebras via the coadjoint
action. Applying a result of Majid, the resulting crossed product is isomorphic to the
Drinfeld double D(H). Hence, under the so-called factorizability condition given by N.
Reshetikhin and M. Semenov-Tian-Shansky, both algebras are isomorphic to the algbraic
tensor product H ⊗ H . It is indicated that in this way the results of Alekseev et al. on
lattice current algebras are consistent with the theory of more general Hopf spin chains
given by K. Szlacha´nyi and the author. In the Appendix the multi-loop algebras Lm of
Alekseev and Schomerus [AS] are identified with braided tensor products of monodromy
algebras in the sense of Majid, which leads to an explanation of the “bosonization formula”
of [AS] representing Lm as H ⊗ . . .⊗H .
1 Introduction
Monodromy algebras and Drinfeld doubles have appeared as quantum symmetry algebras in
several models of low dimensional quantum field theory during the last few years.
Monodromy or loop algebras associated with quasitriangular Hopf algebras H play an im-
portant roˆle in lattice approaches to Chern-Simons theory [AGS], topological quantum field
theory [AS] and current algebras on a circle [AFFS]. In these models they commonly appear as
algebras generated by the matrix elements of quantum holonomy operators M = (M Iab) around
closed loops. Their center is spanned by generators obeying the Verlinde algebra and commut-
ing with all other link operators. Their represenation theory has been used in [AGS,AS] to
study quantum Chern-Simons algebras (“graph algebras”) on Riemann surfaces with coloured
∗E-mail: NILL@physik.fu-berlin.de
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punctures. As a particular input result the authors show that under the assumption on H
to be modular Hopf algebra the representation category of the associated monodromy algebra
coincides with that of H itself [AS].
In [AFFS] these results have been used and further developped to study current algebras
on a periodic lattice chain. The authors introduce “gauged loop algebras” K given as crossed
products of a monodromy algebra with a copy of the gauge quantum group sitting on the initial
(≡ end) point of the loop. It turns out [AFFS] that the center of K already coincides with the
center of the whole lattice current algebra A, thereby governing again its representation theory.
Under the same assumptions as above it is proven in [AFFS] that the irreducible representations
of K - and therefore of A - are in one-to-one correspondence with those of H ⊗H. 1
On the other hand, in non-abelian spin systems [SzV] and their generalizations to Hopf spin
sytems [NSz] it is the Drinfeld double D(H) [Dr] which plays a similarly central roˆle. In fact, it
appears as the appropriate generalization of the familiar order-disorder symmetry group G×G
known from abelian G-spin models. As a rather complete classification result it has been proven
in [NSz] that in the infinite lattice limit the category of DHR-superselection sectors of these
models is precisely given by Rep (D(H)). This has been done by constructing an equivalence
class of localized transportable coactions ρ : A → A⊗D(H), where here A denotes the quasi-
local C∗-algebra generated by all local observables on the infinite lattice chain. One may then
show that these coactions are universal in the sense that any charged represenation πr of A
satisfying the DHR-selection criterion relative to some Haag-dual vacuum representation π0 is
equivalent to a representation (π0 ⊗Dr) ◦ ρ where Dr is a representation of D(H) and where
the correspondence πr ↔ Dr is one-to-one on equivalence classes. The associated statistics
operators are C-matrix valued and are precisely given by the representation matrices of the
canonical quasi-triangular R-matrix of D(H). The above coaction is in a way dual to the
symmetry action of D(H), which leaves the observables invariant and only acts on the order-
disorder fields.
All this confirms with the fact that the Drinfeld double has also been discovered in 2-
dimensional continuum models to describe the quantum symmetry associated with nonabelian
order and disorder (kink) fields [DPR,Mu¨].
Not obviously being related, Majid has developed his theory of braided groups during the
last 5 years [M3-M7] by also constructing new algebra and coalgebra structures from a given
quasitriangular Hopf algebra H. Particular examples of physical interest are among others the
Sklynanin Algebra and the quantum Lorentz group [M5]. As a guiding construction principle,
braided groups always appear as (co-)algebras in a category of H-modules, i.e. all structural
maps are built so as to becomeH-module morphisms. In the cases of interest for us one takes H
(or its dual Hˆ) itself as the underlying space and considers the (co-)adjoint H-action. The given
structures of H and Hˆ must then be deformed in order to provide H-module morphisms under
this action. Based on this philosophy one is also naturally lead to depart from ordinary tensor
products to braided tensor products [M4]. Majid also provides what he calls “bosonization
formulas” [M4,M5,M7,M8] by showing that various crossed product constructions by nontrivial
Hopf actions lead to algebras which are nevertheless isomorphic to the ordinary tensor product
of its constituents. This might already give a first hint to some hidden relations with the above
mentioned results of [AFFS] on the representation theory of their algebra K.
1This holds true on finite lattices. The discussion about the infinite lattice limit in [AFFS] is heuristic and
inconclusive in various respects.
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Digging further into the literature one discovers that already in 1988 Reshetikhin and
Semenov-Tian-Shansky [RS1] have provided a somewhat related “bosonization formula” by
noting that under a what they called “factorizability condition” on the R-matrix of a quasi-
triangular Hopf algebra H the associated Drinfeld double D(H) is isomorphic to H ⊗ H 2.
Around the same time Majid had developed his theory of the Drinfeld double as a double
crossed product of H with Ĥop. He then discovered that without any additional conditions
the Drinfeld double of a quasi-triangular Hopf algebra H is always isomorphic to an ordinary
crossed product HˆR>⊳H [M2] by constructing a Hopf module action of H on a newly invented
algebra HˆR, which only latter became to be described as the “braided group function algebra”
[M4] dual to the braided group introduced in [M3].
Putting all these pieces together one could already arrive at the conjecture that Majid‘s
crossed product HˆR>⊳H might be the same as the algebra K in [AFFS], the latter also being
a crossed product (i.e. {monodromy algebra}>⊳H), and that both algebras are therefore iso-
morphic to the Drinfeld double D(H). The identification with the representation category of
H⊗H would then be a consequence of the results of [RS1], since their factorizability condition
is in fact nothing but the invertibility property of the linear “monodromy map”
monR : Hˆ ∋ ϕ 7→ (ϕ⊗ id)(RopR) ∈ H
which was proven (although somewhat hiddenly) to hold for modular Hopf algebras in Section
5.2 of [AS].
This picture may be further supported by the observation, that apart from the periodic
boundary condition the lattice current algebra of [AFFS] is in fact a reformulation of the Hopf
spin chain of [NSz]. To see this let me shortly review that the latter is defined by placing a
copy of a finite dimensional Hopf algebra A2i ∼= H on each site and a copy of the dual algebra
A2i+1 ∼= Hˆ on each link of a one dimensional lattice. Non-vanishing commutation relations are
then postulated only on neighbouring site-link pairs, where one requires [NSz]
A2i(a)A2i−1(ϕ) = A2i−1(ϕ(1)) 〈ϕ(2) | a(1)〉A2i(a(2)) (1.1)
A2i+1(ϕ)A2i(a) = A2i(a(1)) 〈a(2) | ϕ(1)〉A2i+1(ϕ(2)) (1.2)
Here sites (links) are numbered by even (odd) integers and H ∋ a 7→ A2i(a) ∈ A2i ⊂ A, Hˆ ∋
ϕ 7→ A2i+1(a) ∈ A2i+1 ⊂ A denote the embeddings of the single site (link) algebras into the
global quantum chain A. As usual, a(1) ⊗ a(2) ≡
∑
i a
i
(1) ⊗ a
i
(2) = ∆(a) denotes the coproduct
on H (and analogously on Hˆ) and 〈a | ϕ〉 ≡ 〈ϕ | a〉 denotes the dual pairing H ⊗ Hˆ → C.
Let now R ∈ H ⊗H be quasitriangular and put R2i := (id⊗A2i)(R
−1
op ) ∈ H ⊗A2i, where
Rop denotes the image of R under the permutation of tensor factors. Let us also introduce
L2i+1 := (id⊗A2i+1)(E) ∈ H ⊗A2i+1 (1.3)
where E =
∑
eν ⊗ e
ν ∈ H ⊗ Hˆ is the canonical element given by any basis eν ∈ H with dual
basis eν ∈ Hˆ. One may then define “lattice currents”
J2i+1 := R
−1
2i L2i+1 ∈ H ⊗A (1.4)
2Actually, this is more then just a bosonization, since the copy of the dual algebra Hˆ ⊂ D(H) is traded for
a copy of H . We will make the relations more explicit by dividing this transformation into two steps in Section
7, see also Chapter 7 of [M8]
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which are immediately verified to satisfy the lattice current algebra of [AFFS]
[1H ⊗A2i(a)]J2i−1 = J2i−1[a(1) ⊗A2i(a(2))] (1.5)
J2i+1[1H ⊗A2i(a)] = [a(1) ⊗A2i(a(2))]J2i+1 (1.6)
J132i+1J
23
2i+1 = R
12(∆ ⊗ id)(J2i+1) (1.7)
J132i−1R
12J232i+1 = J
23
2i+1J
13
2i−1 (1.8)
where the last two lines are understood as identities in H⊗H⊗A, the upper indices indicating
the canonical embeddings of tensor factors.
Hence, under the additional data given by a quasitriangular R the lattice algebras of [NSz]
and [AFFS] are isomorphic. Moreover, periodic boundary conditions may be imposed in both
versions by identifying A0 ≡ A2N .
The discovery of this isomorphism was the starting motivation for the present work. In
fact, it seemed hard to believe that the different results on the representation theory of this
model (i.e. isomorphic to RepK ≡ RepH ⊗H in [AFFS] and to RepD(H) in [NSz]) should be
caused by the different approaches of the authors and/or the different boundary conditions.
As it turns out now, the true explanation is indeed given by the chain of isomorphisms
mentioned above
K ∼= HˆR>⊳H ∼= D(H) ∼= H ⊗H
(the last one holding provided monR is invertible). Moreover, all of this could in principle be
deduced from the literature as quoted, provided one realizes that the braided group function
algebra HˆR of Majid is in fact the same object as the monodromy algebra introduced in
[AGS,AS,AFFS]. So with this point of view the paper could end with just proving this last
statement.
However I would say that even the experts agree that the relevant informations are spread
in an rather unrelated way over the literature and often have very different appearances and
notations making it hard to compare or even identify them. Due to the importance of these
structures in the various mathematical and physical contexts mentioned above I therefore
consider it worthwhile to give a selfcontained and unifying account of the whole story here.
So let me start in Section 2 by identifying the monodromy algebras of [AGS,AS,AFFS] as
(duals of) braided groups HˆR in the sense of Majid [M4,M5]. In Section 3 I will then review
Majid’s construction of a coadjoint H-action on HˆR and identify the resulting crossed product
MR(H) := HˆR>⊳H with the gauged monodromy algebra K given in Definition 5 of [AFFS].
Section 4 gives a complete proof of an observation of [AFFS] on the existence of commuting
left and right monodromies inside MR(H). In the course of this proof we find a copy of Hˆ
naturally embedded as a subalgebra in MR(H). In this way we recover as a Corollary in
Section 5 the isomorphism MR(H) ∼= D(H) previously obtained in [M2]. In Section 6 we
use methods of [M5] to show that the monodromy map monR extends to a homomorphism
of crossed products MonR : MR(H) → H>⊳AdH which becomes an isomorphism iff monR is
bijective (here Ad denotes the adjoint action of H on itself). Since by a simple bosonization
formula the crossed product H>⊳AdH is naturally isomorphic to the algebraic tensor product
H ⊗alg H, this clarifies the results of [AFFS] on the representation theory of K ≡ MR(H)
without relying on any semisimplicity assumptions.
In Section 7 we proceed to the Hopf algebra structure induced on MR(H) ≡ K by the
isomorphism withD(H) and investigate its image onH⊗algH ∼= H>⊳AdH under the mapMonR .
We define on H ⊗alg H a cocycle deformed coproduct δH⊗H and an associated quasitriangular
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R-matrix RH⊗H . In this way the map D(H) ∼=MR(H)→ H⊗algH induced byMonR provides
a homomorphism (isomorphism, if monR is bijective) of quasitriangular Hopf algebras, which
turns out to coincide with the one already given in [RS1]. It is conjectured that after some
corrections 3 the Hopf algebra structure obtained on K by [AFFS] should agree with these
results. Furthermore, with these corrections the K-coaction on A discovered by [AFFS] should
also be expected to become an example from the class of universal localized D(H)-coactions
on A established in [NSz].
A more detailed account of this will be given elsewhere, where it will also be shown that,
independently of the existence of R, the model (1.1), (1.2) with periodic boundary conditions
always contains D(H) as a global subalgebra governing its representation theory, similarly as
in [AFFS].
The Appendix concludes with an independent investigation of the multi-loop algebras Lm
of [AS]. They are shown to be braided tensor products in the sense of Majid of one-loop
(≡ monodromy) algebras. Hence, using bosonization ideas of [M5-M8], they are naturally
homomorphic (isomorphic, if monR is bijective) to the algebraic tensor product H
⊗m. This
explains the representation theory of Lm given in [AS].
In summary, I would once more like to emphasize that in most parts this paper should
be considered as a review, unifying different notations and approaches and treating seemingly
unrelated results within a common formalism. In particular, Majid’s notion of braided groups
is brought together with the techniques of generating matrices as advocated by the St. Pe-
tersburg school. In view of the fact that the various relations between monodromy algebras,
Drinfeld doubles, braided groups and bosonization formulas seemingly have been overlooked
in [AGS,AS,AFFS], this article is hoped to add a piece of clarity and also to serve a broader
community working in the field.
I should point out that a rather extensive review on braided groups and braided algebras can
be found in [M7] and the relation with the Drinfeld double is also reviewed in [M8], however
without relating it to monodromy algebras and without using the techniques of generating
matrices.
Throughout this paper all algebras are taken to be finite dimensional, but no assumptions
on semi-simplicity nor on ∗-structures are made. The reader is supposed to be familiar with
standard Hopf algebra theory and notation, see e.g. [Sw]. Elements of H will be denoted by
a, b, c, . . . and elements of Hˆ by ϕ,ψ, χ, . . .. The counit is denoted by ε : H → C and the
antipode by S : H → H.
Acknowledgements: I would like to thank A. Alekseev and V. Schomerus for discussions on
their results in [AGS,AS,AFFS]. I am also indepted to S. Majid for helpful comments and for
bringing refs. [M6-M8] to my attention.
2 Monodromy Algebras and Braided Groups
Defining relations of so-called monodromy or loop algebras have been given in [AGS,AS], where
they appear as algebras generated by the matrix elements of quantum holonomy operators
around closed loops. For an earlier version based on quadratic relations see also [RS2]. In
3There were some inconsistencies in [AFFS], see Section 7
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order to establish that they are indeed well defined associative algebras we start by identifying
their dual coalgebras with the braided groups introduced by Majid in [M3].
Proposition 2.1 [M3] Let R =
∑
i x
i ⊗ yi ∈ H ⊗H be quasitriangular with respect to ∆ and
let ∆R : H → H ⊗H be a deformed coproduct given by
∆R(a) =
∑
i,j
(xi ⊗ S(yj)yi)∆(a)(xj ⊗ 1), a ∈ H (2.1)
Then ∆R is coassociative with counit ε.
Proof: Recall that quasitriangularity of R means [Dr2]
(∆⊗ id)(R) = R13R23 (2.2)
(id⊗∆)(R) = R13R12 (2.3)
R∆(a)R−1 = ∆op(a) (2.4)
This implies (ε ⊗ id)(R) = (id ⊗ ε)(R) = 1 and therefore ε is a counit for ∆R. Moreover,
(2.2)-(2.4) also imply the cocycle property [Dr2]
R12(∆⊗ id)(R) = R23(id⊗∆)(R) (2.5)
which is sufficient for ∆′ : H → H ⊗H
∆′(a) := R∆(a) (2.6)
to be coassociative. Now ∆′ obeys
∆′(ab) = ∆′(a)∆(b) = ∆op(a)∆
′(b) (2.7)
for all a, b ∈ H, from which Proposition 2.1 follows by using
Lemma 2.2: Let ∆′ : H → H ⊗ H be a coassociative coproduct satisfying (2.7). Then
∆R(a) :=
∑
j(1⊗ S(y
j))∆′(a)(xj ⊗ 1) is also coassociative.
Proof: Using (2.7) and (2.2) we compute for a ∈ H
(∆R ⊗ id)(∆R(a)) =
∑
i,j
[1⊗ S(yi)⊗ S(yj)]∆
′(2)(a)[xj(1)x
i ⊗ xj(2) ⊗ 1]
=
∑
i,j,k
[1⊗ S(yi)⊗ S(yjyk)]∆
′(2)(a)[xjxi ⊗ xk ⊗ 1]
where ∆
′(2) = (∆′ ⊗ id) ◦∆′ = (id⊗∆′) ◦∆′. Similarly, using (2.7) and (2.3),
(id⊗∆R)(∆R(a)) =
∑
i,j
[1⊗ S(yi(1))⊗ S(y
k)S(yi(2))]∆
′(2)(a)[xi ⊗ xk ⊗ 1]
=
∑
i,j,k
[1⊗ S(yi)⊗ S(yk)S(yj)]∆
′(2)(a)[xjxi ⊗ xk ⊗ 1]
= (∆R ⊗ id)∆R(a)
It has been remarked in equ. (32) of [M6] that the passage from ∆′ to ∆R can also be viewed as
a cocycle transformation in a generalized sense, i.e. by considering according to (2.7) (H,∆′)
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as an (H ⊗ H)-Hopf right-module coalgebra with right action a ⊳ (b ⊗ c) := S(b)ac, and by
acting with the H ⊗H-right cocycle R23 ∈ (H ⊗H)⊗ (H ⊗H) (see Lemma 7.1) to transform
∆′ → ∆R.
Up to a change of conventions (i.e. replacing (H,∆, S,R) by (H,∆op, S
−1, Rop) ) the deformed
coproduct (2.1) has first appeared in [M3], providing H with the structure of what the author
calls a “braided group”. One should also point out here that the deformed coproducts ∆′
and ∆R are no longer algebra homomorphisms. However, as has been emphasized by Majid
[M3,M4], there exists a natural deformed algebra structure on H ⊗ H, the “braided tensor
product” H ⊗R H (see Appendix A), such that ∆R : Hcop → Hcop ⊗Rop Hcop does provide
an algebra homomorphism (see equ.(A.11)), where Hcop is the Hopf algebra H with opposite
coproduct ∆op.
Following Theorem 4.1 of [M4], see also equ. (8) of [M5], we now pass to the algebra dual
to (H,∆R).
Definition 2.3 [M4] The “braided group function algebra” HˆR is defined to be the vector
space Hˆ with multiplication ×R : Hˆ ⊗ Hˆ → Hˆ induced by ∆R, i.e.
〈ϕ×R ψ | a〉 := 〈ϕ⊗ ψ | ∆R(a)〉 (2.8)
for ϕ,ψ ∈ Hˆ and a ∈ H.
Note that ∆R being coassociative, the new product ×R on Hˆ is clearly associative with unit
given by ε ∈ Hˆ. Let me now show that the Definition 2.3 coincides with the description of
monodromy algebras given by [AGS,AS,AFFS] in terms of a generating matrix M.
In what follows, A always denotes an arbitrary target algebra. The basic idea behind
generating matrices is given by the observation that if Bˆ is the algebra dual to some given finite
dimensional coalgebra (B,∆B, εB), then the relation f(ϕ) = (ϕ ⊗ id)(FA), ϕ ∈ Bˆ, provides
a one-to-one correspondence between algebra homomorphisms f : Bˆ → A and “generating
matrices” FA ∈ B ⊗A obeying
F13AF
23
A = (∆B ⊗ id)(FA) ∈ B ⊗ B ⊗A (2.9)
Clearly, f is unital iff FA is unital in the sense (εB ⊗ id)(FA) = 1A. If B, and therefore Bˆ,
are bialgebras, then B has an antipode SB if and only if all unital generating matrices are
invertible, the relation being given by
F−1
A
= (SB ⊗ idA)(FA) (2.10)
If also A is a bialgebra then f defines a bialgebra homomorphism if and only if in addition to
(2.9) FA satisfies
F12AF
13
A = (id⊗∆A)(FA) ∈ B ⊗A⊗A (2.11)
Putting A = Bˆ and f = id
Bˆ
one obtains F ≡ E =
∑
ν eν ⊗ e
ν ∈ B ⊗ Bˆ, which justifies the
statement that the algebra Bˆ is generated by the entries (ϕ ⊗ id)(F), ϕ ∈ Bˆ, with abstract
relations (2.9). Applying all this to the algebra HˆR we get
Proposition 2.4 The relation f(ϕ) = (ϕ ⊗ id)(MA) provides a one-to-one correspondence
between algebra homomorphisms f : HˆR → A and elements MA ∈ H ⊗A satisfying
M13AR
12M23A = R
12(∆⊗ id)(MA) ∈ H ⊗H ⊗A (2.12)
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Proof: According to (2.8) and (2.9) we have to verify that (2.12) is equivalent to
M13AM
23
A = (∆R ⊗ id)(MA) (2.13)
To this end we use (2.3) to get the identity
∑
i,j
xixj ⊗ S(yj)yi =
∑
i
xi ⊗ S(yi(1))y
i
(2) = 1⊗ 1 (2.14)
Hence (2.12) implies
M13AM
23
A =
∑
j
[1⊗ S(yj)⊗ 1]M13AR
12M23A [x
j ⊗ 1⊗ 1] = (∆R ⊗ id)(MA)
Conversely, (2.13) implies
M13AR
12M23A =
∑
i
[1⊗ yj ⊗ 1](∆R ⊗ id)(MA)[x
j ⊗ 1⊗ 1] = R12(∆⊗ id)(MA)
where, similarly as above, we have used
∑
i,j
xixj ⊗ yjS(xi) =
∑
i
xi ⊗ yi(1)S(y
i
(2)) = 1⊗ 1 (2.15)
PuttingA = HˆR and f = id, equation (2.12) coincides with the defining “monodromy relations”
given in [AFFS]. The convention of [AGS,AS] differs by a multiplication ofMA with (κ
−1⊗1A),
where κ ∈ H is a certain central square root of a ribbon element associated with R.
Hence, from now on we will call ×R the monodromy product on Hˆ and HˆR the monodromy
algebra associated with (H,R).
3 Gauged Monodromy Algebras
Following Majid [M4,M5] we now provide a coadjoint action of H on HˆR which becomes a Hopf
module action with respect to the monodromy product ×R. Again we start with the dual point
of view by first recalling that ∆R is an H-module map with respect to the right adjoint action
of H on itself (this is a basic ingredient in Majid’s construction of braided groups by what he
calls “transmutation”).
Lemma 3.1 For a, b ∈ H we have
∆R(S(a(1))ba(2)) = [S(a(1))⊗ S(a(3))]∆R(b)[a(2) ⊗ a(4)] (3.1)
Proof: By straight forward verification, using (2.4), (2.7) and the identity ∆◦S = (S⊗S)◦∆op.
Corollary 3.2 Let ⊲ : H ⊗ HˆR ∋ a⊗ ϕ 7→ a ⊲ϕ ∈ HˆR be given by
〈a ⊲ϕ | b〉 := 〈ϕ | S(a(1))ba(2)〉 (3.2)
where a, b ∈ H and ϕ ∈ HˆR. Then ⊲ defines a Hopf module left action of H on HˆR.
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Proof: The identities a ⊲ (b ⊲ ϕ) = (ab) ⊲ ϕ, 1 ⊲ϕ = ϕ and a ⊲ ε = ε(a)ε are obvious. The Hopf
module property
a ⊲ (ϕ×R ψ) = (a(1) ⊲ϕ)×R (a(2) ⊲ψ) (3.3)
follows by pairing both sides with b ∈ H and using (2.8) and (3.1).
Definition 3.3 The “gauged monodromy algebra”MR(H) is defined to be the crossed product
MR(H) := HˆR>⊳H
Thus, recalling the definition of a crossed product, MR(H) is the linear space Hˆ ⊗ H with
associative multiplication
(ϕ⊗ a)(ψ ⊗ b) := (ϕ×R (a(1) ⊲ψ)⊗ a(2)b), (3.4)
where ϕ,ψ ∈ Hˆ and a, b ∈ H. To distinguish the new algebraic structure we denote the images
of HˆR and H in MR(H) by iM (a) ≡ ε ⊗ a, a ∈ H, and M(ϕ) ≡ ϕ ⊗ 1H , ϕ ∈ Hˆ. We also
denote M :=
∑
eν ⊗M(e
ν) ∈ H ⊗MR(H).
The crossed product MR(H) has first appeared in [M2,M5]. Using the generating-matrix
formalism we now show that MR(H) coincides with the algebra K given in Definition 5 of
[AFFS] (see also [AGS,AS]) as the subalgebra generated inside a current algebra by a mon-
odromy operator M together with the algebra of gauge transformations sitting at its initial (≡
end) point.
Proposition 3.4 Let f : H → A be an algebra homomorphism. Then the relation
fM(ϕ⊗ a) := (ϕ⊗ id)(MA)f(a)
provides a one-to-one correspondence between algebra homomorphisms fM : MR(H) → A
extending f and elements MA ∈ H ⊗A satisfying (2.12) together with (ε⊗ id)(MA) = f(1H)
and
[a(1) ⊗ f(a(2))]MA =MA[a(1) ⊗ f(a(2))], ∀a ∈ H. (3.5)
Proof: Since 1MR(H) = ε ⊗ 1H , the condition (ε ⊗ id)(MA) = f(1H) is equivalent to
fM (1MR(H)) = f(1H). We are left to show that (3.5) holds if and only if fM respects (3.4), or
equivalently, if and only if
f(a(1))(ϕ ⊗ idA)(MA)f(S(a(2))) = ((a ⊲ϕ)⊗ id)(MA) (3.6)
for all ϕ ∈ Hˆ and all a ∈ H. Now (3.6) is equivalent to
(1H ⊗ f(a(1)))MA(1H ⊗ f(S(a(2))) = (S(a(1))⊗ 1A)(MA)(a(2) ⊗ 1A) (3.7)
which further implies
[a(1) ⊗ f(a(2))]MA = [a(1) ⊗ f(a(2))]MA[1H ⊗ f(S(a(3))a(4))]
= [a(1)S(a(2))⊗ 1A]MA[a(3) ⊗ f(a(4))]
= MA[a(2) ⊗ f(a(2))]
and therefore (3.5). Conversely, given (3.5) we conclude
[1H ⊗ f(a(1))]MA[1H ⊗ f(S(a(2)))] = [S(a(1))a(2) ⊗ f(a(3))]MA[1H ⊗ f(S(a(4)))]
= [S(a(1))⊗ 1A]MA[a(2) ⊗ f(a(3)S(a(4)))]
= [S(a(1))⊗ 1A]MA[a(2) ⊗ 1A]
and therefore (3.7).
9
4 Left and Right Monodromies
Here we review the observation of [AFFS] on a right monodromy algebra HˆrR ⊂ MR(H)
commuting with HˆℓR ≡ HˆR ⊂ MR(H). First we define Hˆ
r
R abstractly as in Definition 2.3,
where we replace (H,∆, R, S) by (H,∆op, Rop, S
−1), i.e. the quasitriangular Hopf algebra H
with opposite coproduct. Similarly, to define a left Hopf module action of Hcop ≡ (H,∆op) on
HˆrR we replace (3.2) by
〈a ⊲ ′ϕ | b〉 := 〈ϕ | S−1(a(2))ba(1)〉 (4.1)
leading to a crossed product
MrR(H) := Hˆ
r
R
>⊳Hcop (4.2)
for which Propositions 2.4 and 3.4 hold analogously, with (∆, R) replaced by (∆op, Rop).
Putting in particular A =MℓR(H) ≡MR(H) we now get an isomorphismM
r
R(H)→M
ℓ
R(H)
restricting to the identity on H by choosing in Proposition 3.4 MA =M
r,
Mr := R (Mℓ)−1Rop ∈ H ⊗M
ℓ
R(H) (4.3)
where Mℓ ≡ M :=
∑
eν ⊗ M(e
ν) ∈ H ⊗ MℓR(H) and where R(op) := (id ⊗ iM )(R(op)) ∈
H⊗MℓR(H). This is the formula of [AFFS], which is proven by equ. (4.6) below. Note however
that for (4.3) to be well defined we first have to assure that Mℓ is invertible in H ⊗MℓR(H).
Proposition 4.1 i) For any target algebra A let f : H → A be a unital homomorphism and
let MℓA ≡MA ∈ H ⊗A be unital and satisfy (2.12) and (3.5). Then
M−1
A
= (S ⊗ id)
(
(id⊗ f)(R−1op )MA
)
(id⊗ f)(R−1op ) ∈ H ⊗A (4.4)
ii) Putting MrA := (id⊗ f)(R)(M
ℓ
A)
−1(id⊗ f)(Rop) we have
[a(2) ⊗ f(a(1))]M
r
A = M
r
A[a(2) ⊗ f(a(1))] (4.5)
(MrA)
13R21(MrA)
23 = R21(∆op ⊗ id)(M
r
A) (4.6)
(MℓA)
13(MrA)
23 = (MrA)
23(MℓA)
13 (4.7)
Proof: i) Putting
DA := (id⊗ f)(R
−1
op )MA ∈ H ⊗A (4.8)
and using (2.5) we have in H ⊗H ⊗A
R12(∆⊗ id)(MA) = [(R⊗ 1)(∆ ⊗ id)(R)]
312(∆⊗ id)(DA) (4.9)
On the other hand (2.2) and (2.4) imply
M13AR
12M23A = M
13
A (∆⊗ id)(R)
132D23A
= [(∆⊗ id)(R)(Rop ⊗ 1)]
132D13AD
23
A
= [(R⊗ 1)(∆ ⊗ id)(R)]312D13AD
23
A (4.10)
where in the second line we have used (3.5) and where by a convenient abuse of notation we
have dropped the symbol f . Hence comparing (4.9) and (4.10) and using (2.12) we conclude
D13AD
23
A = (∆ ⊗ idA)(DA) (4.11)
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Now DA is unital since f and MA are unital and, therefore, (4.11) implies by (2.10)
D−1
A
= (S ⊗ idA)(DA) (4.12)
from which (4.4) follows.
ii) Equ.(4.5) immediately follows from (2.4) and (3.5). To prove (4.6) we compute, omitting
the symbol f ,
(MrA)
23R12(MrA)
13 = R23(M−1A )
23R32R12R13(M−1A )
13R31
= R23(M−1A )
23(id⊗∆)(R)(R−1)12(∆ ⊗ id)(R)132(M−1A )
13R31
= R12(∆ ⊗ id)(R)[(M−1A )
23(R−1)12(M−1A )
13](∆⊗ id)(R)132R31
= R12(∆ ⊗ id)(MrAR
−1
op )(R
12)−1R12R32R31
= R12(∆ ⊗ id)(MrA)
Here we have used (2.2)-(2.4) in the second line, (3.5) and (2.5) in the third line, (2.2), (4.3) and
the inverse of (2.12) in the fourth line and again (2.3) in the last line. Applying the permutation
(12) → (21) to both sides this proves (4.6). Finally, to prove (4.7) we put M ≡ M ℓA and
Ω ≡ (M rA)
−1 and compute
M13Ω23 = M13(R12R32)−1R12M23(R23)−1
= (∆⊗ id)(R−1)132R12(∆ ⊗ id)(M)(R23)−1
= (R32)−1(∆⊗ id)(M)(R23)−1
where in the second line we have used (2.2), (3.5) and (2.12), and in the third line again (2.2).
Similarly one obtains
Ω23M13 = (R32)−1M23R21(R23R21)−1M13
= (R32)−1R21(∆op ⊗ id)(M)(id ⊗∆)(R
−1)213
= (R32)−1R21(∆op ⊗ id)(M)(R
21)−1(R23)−1
= M13Ω23 (4.13)
which proves (4.7).
Note that (4.7) implies that the image of HˆrR in M
ℓ
R(H) indeed commutes with Hˆ
ℓ
R. Part ii)
of Proposition 4.1 has been taken over from [AFFS].
5 The Drinfeld Double
The Drinfeld double D(H) (also called quantum double) has been introduced in [Dr1] and is
meanwhile well understood as a double crossed product of H with Hˆ [M1,M8], see also [RS1,K].
Definition 5.1 The Drinfeld double D(H) over a finite dimensional Hopf algebra H is the
linear space Hˆ ⊗H with multiplication given for a, b ∈ H and ϕ,ψ ∈ Hˆ by
(ϕ⊗ a)(ψ ⊗ b) := (ϕψ(2) ⊗ a(2)b) 〈a(1) | ψ(3)〉 〈ψ(1) | S
−1(a(3))〉 (5.1)
Putting iD(a) := (1Hˆ ⊗ a) and D(ϕ) := (ϕ⊗ 1H) one can rewrite this equivalently as [NSz]
iD(a)iD(b) = iD(ab) (5.2)
D(ϕ)D(ψ) = D(ϕψ) (5.3)
D(ϕ(1)) 〈ϕ(2) | a(1)〉 iD(a(2)) = iD(a(1)) 〈a(2) | ϕ(1)〉 D(ϕ(2)) (5.4)
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Hence, as an algebra D(H) = D(Hˆ). Based on a more general setting given by [Ra] it has
first been noticed in [M2] (see also Proposition 4.1 of [M5]) that D(H) is in fact isomorphic to
MR(H) for all quasitriangular R ∈ H ⊗H.
Using our formalism of generating matrices let me now demonstrate that this result reduces to
a Corollary of the calculation leading to (4.11). First we need an analogue of Proposition 3.4.
Introducing D :=
∑
ν eν ⊗D(e
ν) ∈ H ⊗D(H) we note that (5.3) is equivalent to
D13D23 = (∆⊗ id)(D)
and (5.4) is equivalent to
D[a(1) ⊗ iD(a(2))] = [a(2) ⊗ iD(a(1))]D
More generally this leads to
Lemma 5.2 Let f : H → A be an algebra homomorphism. Then the relation
fD(ϕ⊗ a) = (ϕ⊗ idA)(DA)f(a), a ∈ H,ϕ ∈ Hˆ
provides a one-to-one correspondence between algebra homomorphisms fD : D(H) → A ex-
tending f and elements DA ∈ H ⊗A obeying (ε⊗ id)(DA) = f(1H) and
D13AD
23
A = (∆⊗ id)(DA) (5.5)
DA[a(1) ⊗ f(a(2))] = [a(2) ⊗ f(a(1))]DA, a ∈ H (5.6)
Proof: First, by (2.9) the DA’s satisfying (5.5) are in one-to-one correspondence with homo-
morphisms Hˆ → A. Since 1D(H) = iD(1H), the condition (ε⊗ id)(DA) = f(1H) is equivalent
to fD(1D(H)) = f(1H). We are left to show that fD respects (5.4) if and only if DA obeys
(5.6), which may immediately be realized by applying (ϕ⊗ idA) to (5.6).
Inspired by (4.8) and (4.11) we now put A = MR(H), f = iM : H → MR(H) the canonical
embedding and
DM := R
−1
op M ∈ H ⊗MR(H) (5.7)
where Rop := (id⊗ iM )(Rop) ∈ H ⊗MR(H) and M =
∑
eν ⊗M(e
ν) as before. Then we have
Corollary 5.3 [M2,M5] The element DM (5.7) defines an algebra isomorphism λR : D(H)→
MR(H) restricting to the identity on H by putting
λR(ϕ⊗ a) := (ϕ ⊗ id)(DM ) iM (a) .
Proof: We apply Lemma 5.2. Equ. (5.5) has already been verified in (4.11). Equ. (5.6) follows
from (3.5) and (2.4). Finally, λR is invertible with λ
−1
R given according to Proposition 3.4 by
MD := (id ⊗ iD)(Rop)D ∈ H ⊗D(H) (5.8)
Denoting MℓD ≡MD and looking at (4.3) we also get an immediate formula for a right mon-
odromy MrD ∈ H ⊗D(H)
MrD := (id⊗ iD)(R)D
−1 (5.9)
Equ. (4.7) then implies that the subalgebras 〈Hˆ ⊗ id |MrD〉
∼= HˆrR and 〈Hˆ ⊗ id |M
ℓ
D〉
∼= HˆℓR
commute inside D(H). In the next section we will review the factorization condition of [RS1]
guaranteeing MR(H) ≡ D(H) ∼= Hˆ
ℓ
R ⊗ Hˆ
r
R.
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6 The Monodromy Homomorphism
Following Propositions 2.1 and 2.2 of [M5] we now provide what may be called the monodromy
homomorphism HˆR → H, which as a linear map has already been discussed in [RS1].
Proposition 6.1 [M5] Let monR : Hˆ → H be the linear map given by
monR (ϕ) := (ϕ⊗ id)(RopR), ϕ ∈ Hˆ
Then monR provides an algebra homomorphism monR : HˆR → H satisfying for a ∈ H and
ϕ ∈ Hˆ
monR (a ⊲ϕ) = a(1) monR (ϕ)S(a(2)) (6.1)
Proof: Putting A = H in Proposition 2.4 we have to check
(R31R13)R12(R32R23) = R12(∆⊗ id)(RopR) (6.2)
which is straight forward from the quasitriangularity of R. To prove (6.1) we use the definition
(3.2) to compute
monR (a ⊲ϕ) = 〈ϕ⊗ id | (S(a(1))⊗ 1)RopR(a(2) ⊗ 1)〉
= 〈ϕ⊗ id | (S(a(1))⊗ 1)RopR(a(2) ⊗ a(3)S(a(4)))〉
= 〈ϕ⊗ id | (S(a(1))a(2) ⊗ a(3))RopR(1⊗ S(a(4)))〉
= 〈ϕ⊗ id | (1⊗ a(1))RopR(1⊗ S(a(2)))〉
= a(1)monR (ϕ)S(a(2))
where in the third line we have used that RopR commutes with ∆(H).
Proposition 6.1 has implicitely been used in [AS] when studying representations of the mon-
odromy algebra HˆR in terms of representations of H.
Next, since (Ad a) b := a(1)bS(a(2)), a, b ∈ H, defines a Hopf module action of H on itself,
Proposition 6.1 immediately implies that monR extends to a homomorphism MonR of the
associated crossed products.
Corollary 6.2 [M5] The map MonR : Hˆ ⊗H → H ⊗H
MonR (ϕ⊗ a) := monR (ϕ) ⊗ a (6.3)
provides a homomorphism of algebras MonR :MR(H)→ H>⊳AdH.
We now note a simple “bosonization formula” 4 showing that as an algebra the crossed product
H>⊳AdH is in fact isomorphic to H ⊗alg H.
Lemma 6.3 Let U : H ⊗H → H ⊗H be given by U(a⊗ b) := ab(1) ⊗ b(2). Then U defines an
algebra isomorphism H>⊳AdH → H ⊗alg H.
Proof: U is invertible with U−1(a ⊗ b) = aS(b(1))⊗ b(2). Now the multiplication in H>⊳AdH
is given by
(a⊗Ad b)(c⊗Ad d) =
(
a(Ad b(1)) c⊗Ad b(2)d
)
. (6.4)
4 This terminology is not meant to indicate physical interpretations here. It just memorizes the fact, that the
two non-commuting copies of H generating H>⊳AdH are traded for the two commuting copies U
−1(H ⊗alg 1H)
and U−1(1H ⊗alg H).
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Applying U to the r.h.s of (6.4) gives
U(ab(1)cS(b(2))⊗Ad b(3)d) = ab(1)cd(1) ⊗ b(2)d(2) = [U(a⊗Ad b)][U(c ⊗Ad d)]
where the last product is taken in H ⊗alg H.
Note that Lemma 6.3 immediately generalizes to any crossed product by inner actions. Putting
πR := U ◦MonR we now arrive at
Theorem 6.4 Let Mℓ ≡ M and Mr = R(Mℓ)−1Rop as in (4.3) and consider the conditions
i)-iii) on an algebra homomorphism πR :MR(H)→ H ⊗alg H
i) πR ◦ iM = ∆H
ii) (idH ⊗ πR)(M
ℓ) = R21R12
iii) (idH ⊗ πR)(M
r) = R13R31
Then given i) properties ii) and iii) are equivalent with unique solution πR = U ◦MonR . In
this case πR is an isomorphism if and only if monR is bijective implying π
−1
R (H ⊗alg 1) =
HˆℓR, π
−1
R (1⊗alg H) = Hˆ
r
R, and therefore MR(H) = Hˆ
ℓ
R ⊗alg Hˆ
r
R.
Proof: According to (6.3), (6.2) and Proposition 3.4 MonR is the unique homomorphism
MR(H) → H>⊳AdH satisfying MonR ◦ iM = 1H ⊗ idH and (idH ⊗MonR )(M
ℓ) = R21R12 ∈
H ⊗ (H ⊗ 1H) ⊂ H ⊗ (H>⊳AdH). Hence πR = U ◦ MonR is the unique homomorphism
MR(H)→ H⊗algH satisfying i) and ii). Moreover, given i) conditions ii) and iii) are equivalent,
since by (2.2)-(2.4)
(id⊗∆)(R)(R21R12)−1(id ⊗∆)(Rop) = R
13R31
Finally, by (6.3) MonR and therefore πR are isomorphisms if and only if monR is bijective. In
this case ii) implies πR(Hˆ
ℓ
R) = H ⊗alg 1H and πR(Hˆ
r
R) = 1H ⊗alg monRop (Hˆ), where
monRop (ϕ) := (ϕ⊗ id)(RRop) ≡ (id⊗ ϕ)(RopR)
provides the monodromy homomorphism HˆrR → H. Since for ϕ,ψ ∈ Hˆ
〈ϕ | monRop (ψ)〉 = 〈monR (ϕ) | ψ〉
we conclude that monRop is bijective iff monR is bijective, in which case πR(Hˆ
r
R) = 1H ⊗algH.
Theorem 6.4 is the true reason underlying the observation of [AFFS] on the equivalence of the
categories Rep (MR(H)) and Rep (H ⊗algH) provided the map monR is invertible. In fact, all
representations of MR(H) given in [AFFS] are of the form τ ◦ πR, τ ∈ Rep (H ⊗alg H). Note,
however, that in our approach no assumptions on semi-simplicity have been made.
7 The Hopf Algebra Structure
In this section we use the isomorphism λR : D(H) → MR(H) of Corollary 5.3 to induce
a homomorphism ΛR := πR ◦ λR : D(H) → H ⊗alg H. We then show that up to cocycle
equivalence ΛR provides a homomorphism of quasitriangular Hopf algebras, which becomes an
isomorphism if and only if monR is bijectiv. In this way we recover the result of [RS1], where
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the invertibility property of monR has been called factorizability. The results of this section
are also reviewed in Chapter 7 of [M8], however without using our formalism of generating
matrices.
First we recall [Dr1] that D(H) always is a quasitriangular Hopf algebra with coproduct
∆D, antipode SD and R-matrix RD given for a ∈ H and ϕ ∈ Hˆ by
∆D(iD(a)) = iD(a(1))⊗ iD(a(2)) (7.1)
∆D(D(ϕ)) = D(ϕ(2))⊗D(ϕ(1)) (7.2)
SD(iD(a)) = iD(S(a)) (7.3)
SD(D(ϕ)) = D(Sˆ
−1(ϕ)) (7.4)
RD = (iD ⊗ idD(H))(D) (7.5)
This structure may now immediately be transported to MR(H) via λR to give ∆M , SM and
RM , the formulae for which however turn out to look less transparent.
∆M ◦ iM = iM ◦∆ (7.6)
(id⊗∆M )(M) = R
12
opM
13(R12op)
−1M12 (7.7)
SM ◦ iM = iM ◦ S (7.8)
(id⊗ SM )(M) = (S
−1 ⊗ id)(R−1op MRop) (7.9)
RM = (iM ⊗ idMR(H))(R
−1
op M) (7.10)
where Rop and M have the same meaning as in (5.7). As it is explained at the end of this
section these results correct some inconsistencies in [AFFS].
We now skip the intermediate objectMR(H) and study immediately the composition ΛR =
πR ◦λR. To show that up to cocycle equivalence ΛR provides a Hopf algebra map we first recall
the natural coproduct ∆H⊗H given on H ⊗alg H by
∆H⊗H(a⊗ b) := (a(1) ⊗ b(1))⊗ (a(2) ⊗ b(2))
Lemma 7.1: Let T := R−123 ∈ (H ⊗ H) ⊗ (H ⊗ H)
5. Then T is a left ∆H⊗H -cocycle and
therefore
δH⊗H := AdT ◦∆H⊗H (7.11)
is also coassociative.
Proof: Putting R−1 =
∑
i u
i ⊗ vi we have in (H ⊗H)⊗3
T 12(∆H⊗H ⊗ id)(T ) = R
−1
23
∑
[(1⊗ ui(1))⊗ (1⊗ u
i
(2))⊗ (v
i ⊗ 1)]
= R−123 R
−1
45 R
−1
25
= R−145 R
−1
23 R
−1
25
= R−145
∑
[(1⊗ ui)⊗ (vi(1) ⊗ 1)⊗ (v
i
(2) ⊗ 1)]
= T 23(id⊗∆H⊗H)(T )
where we have used (2.2) and (2.3). Hence T is a left ∆H⊗H -cocycle.
5From now on lower indices refer to the embedding H ⊗H → H⊗n, n ≥ 3, and upper indices – as before –
refer to the embeddings A ⊗ A → A⊗3 or H ⊗ A → H⊗ A ⊗ A, respectively, where A = H ⊗ H . Also, from
now on ⊗ always means ⊗alg.
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Replacing (∆, R) by (∆op, Rop), the coproduct δH⊗H has already appeared in Theorem 2.7 of
[RS1] see also 7.3 of [M8]. Next, we have
Lemma 7.2 Let RH⊗H ∈ (H ⊗H)⊗ (H ⊗H) be given by
RH⊗H := R
−1
41 R
−1
42 R13R23 (7.12)
Then RH⊗H is quasi-triangular with respect to δH⊗H .
Proof: Since R and R−1op are quasi-triangular w.r.t. ∆, R
′
H⊗H := R
−1
42 R13 ∈ (H⊗H)⊗(H⊗H)
is quasitriangular w.r.t. ∆H⊗H . The claim now follows from the twist equivalence
RH⊗H = TopR
′
H⊗HT
−1 (7.13)
We are now in the position to prove that ΛR provides a homomorphism of quasitriangular
Hopf algebras (D(H), RD,∆D) → (H ⊗ H, δH⊗H ,RH⊗H), which in fact coincides with the
homomorphism given in Theorem 2.9 of [RS1], see also Chapter 7 of [M8].
Theorem 7.3 For any quasitriangular R ∈ H ⊗H denote ΛR := πR ◦ λR : D(H) → H ⊗H.
Then
i) ΛR ◦ iD = ∆
ii) (id⊗ ΛR)(D) = R
−1
31 R12
iii) δH⊗H ◦ ΛR = (ΛR ⊗ ΛR) ◦∆D
iv) (ΛR ⊗ ΛR)(RD) = RH⊗H
Moreover, ΛR is uniquely determined by i) and ii) and ΛR is an isomorphism if and only if
monR is bijective.
Proof: Part i) follows from Theorem 6.4i). To prove ii) we use Theorem 6.4ii), (5.7) and (2.2)
to compute
(id⊗ ΛR)(D) = (id⊗∆)(R
−1
op )R21R12 = R
−1
31 R12 (7.14)
The uniqueness of ΛR under conditions i) and ii) follows from Lemma 5.2. Next, using i), the
claim iii) holds on iD(H) ⊂ D(H) since
δH⊗H(∆(a)) = R
−1
23 (a(1) ⊗ a(3) ⊗ a(2) ⊗ a(4))R23 = ∆(a(1))⊗∆(a(2))
It remains to check that iii) holds on all D(ϕ), ϕ ∈ Hˆ, where ∆D is given by ∆ˆop, according
to (7.2). Hence, by (2.12) we have to show
F13H⊗HF
12
H⊗H = (id⊗ δH⊗H)(FH⊗H) ∈ H ⊗ (H ⊗H)
⊗2 (7.15)
where FH⊗H = (id⊗ ΛR)(D) ∈ H ⊗ (H ⊗H). Using (7.14) we have
F13H⊗HF
12
H⊗H = R
−1
51 R14R
−1
31 R12
and
(id ⊗ δH⊗H)(FH⊗H) = R
−1
34
∑
(vixj ⊗ yj(1) ⊗ u
i
(1) ⊗ y
j
(2) ⊗ u
i
(2))R34
= R−134 R
−1
51 R
−1
31 R14R12R34
= R−151 (R
−1
34 R
−1
31 R14R34)R12
= R−151 R14R
−1
31 R12
= F13H⊗HF
12
H⊗H
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where in the second line we have used (2.2), (2.3) and in the fourth line the Yang-Baxter
equations in the form
R14R34R31 = R31R34R14
which follow from (2.2) - (2.5). This proves (7.15) and therefore iii). To prove iv) we use (7.5),
i) and ii) to get
(ΛR ⊗ ΛR)(RD) = ∆(eν)⊗ (e
ν ⊗ id⊗ id)(R−131 R12)
= (∆ ⊗ id⊗ id)(R−131 R12)
= R−141 R
−1
42 R13R23
= RH⊗H
Let me close by pointing out that [AFFS] seem to provide a coproduct ∆K on K ≡MR(H)
such that
∆′H⊗H := (πR ⊗ πR) ◦∆K ◦ π
−1
R
satisfies
∆′H⊗H(a⊗ 1) = (a(1) ⊗ 1)⊗ (a(2) ⊗ 1) . (7.16)
Indeed, assuming πR invertible and defining as in [AFFS]
M+ := (idH ⊗ π
−1
R )(Rop ⊗ 1H) ∈ H ⊗MR(H) (7.17)
M− := (idH ⊗ π
−1
R )(R
−1 ⊗ 1H) ∈ H ⊗MR(H) (7.18)
equ. (7.16) would be equivalent to
(idH ⊗∆K)(M±) =M
12
±M
13
± (7.19)
or
(idH ⊗∆K)(M) =M
12
+M
13(M12− )
−1 (7.20)
which are the formulas given in Section 4 of [AFFS]. On the other hand, equ. (4.15) of [AFFS]
implies
∆′H⊗H(a(1) ⊗ a(2)) = (a(1) ⊗ a(2))⊗ (a(3) ⊗ a(4)) (7.21)
which would be consistent with our δH⊗H . However, equ. (7.16) is manifestly inconsistent with
(7.21). In fact, writing
(1⊗ a) = (S(a(1))⊗ 1)(a(2) ⊗ a(3))
it is easy to see that a map ∆′H⊗H : H ⊗H → (H ⊗H) ⊗ (H ⊗H) obeying (7.16) and (7.21)
cannot consistently be extended to an algebra homomorphism.
After presenting these results I have been informed [S] that there will be a revised version of
[AFFS] reproducing δH⊗H – or equivalently ∆M given in (7.6),(7.7) – at least up to cocycle
equivalence.
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A Multi-Loop Algebras
Having identified the monodromy algebra HˆR as a braided group we show in this Appendix
that the multi-loop algebras of [AS] arise as braided tensor products of braided groups in the
sense of Majid [M4,M7]. We recall that these are defined in the natural way so as to obtain
all structural maps as H-module morphisms with respect to the coadjoint action ⊲ . More
generally one has
Definition A.1 [M4, M7] Let (H,∆, R =
∑
xi ⊗ yi) be a quasitriangular Hopf algebra and
let A and B be left H-module algebras with both actions denoted by ⊲ . The braided tensor
product algebra A⊗R B is defined to be the vector space A⊗ B with multiplication given for
a, a′ ∈ A and b, b′ ∈ B by
(a⊗R b)(a
′ ⊗R b
′) :=
∑
a(yi ⊲ a′)⊗R (x
i ⊲ b)b′ (A.1)
One immediately checks that A⊗R B is a again an H-module algebra with action
h⊲ (a⊗R b) := (h(1) ⊲ a)⊗R (h(2) ⊲ b) (A.2)
Moreover, the braided tensor product is associative in the sense that (A1 ⊗R A2) ⊗R A3 and
A1 ⊗R (A2 ⊗R A3) define the same algebra structure on A1 ⊗A2 ⊗A3.
We now apply this to the multi-loop algebras introduced in Section 6 of [AS] and show that
with respect to the coadjoint action they are indeed the m-fold braided tensor product of the
associated one-loop (≡ monodromy) algebras. To this end let us denote
Lm := HˆR ⊗R · · · ⊗R HˆR (A.3)
the m-fold braided tensor product and let Mν , 1 ≤ ν ≤ m, denote the m copies of monodromy
matrices in H ⊗ Lm
Mν = (idH ⊗ ιν)(M)
where ιν : HˆR → Lm is the obvious embedding into the ν-th tensor factor. We then have
Proposition A.2 For µ < ν the following relations hold in H ⊗H ⊗ Lm
M13ν R
12M23µ = R
12M23µ (R
−1)12M13ν R
12 (A.4)
Proof: We only proof the case m = 2, from which the general case follows straight forwardly.
Putting Mν(ϕ) := (ϕ⊗ id)(Mν), ϕ ∈ Hˆ, we conclude from (A.1)
M2(ψ)M1(ξ) =
∑
i
M1(y
i ⊲ ξ)M2(x
i ⊲ψ)
which by (3.2) implies
M132 M
23
1 =
∑
i
[S(xi(1))⊗ S(y
i
(1))⊗ 1A]M
23
1 M
13
2 [x
i
(2) ⊗ y
i
(2) ⊗ 1A]
=
∑
i,j,k,ℓ
[S(xixj)⊗ S(yjyℓ)⊗ 1A]M
23
1 M
13
2 [x
kxℓ ⊗ yiyk ⊗ 1A]
=
∑
ℓ
[1H ⊗ S(y
ℓ)⊗ 1A]R
12M231 (R
−1)12M132 R
12[xℓ ⊗ 1H ⊗ 1A] (A.5)
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from which the claim follows as in the proof of Proposition 2.4. Here we have used (2.2) and
(2.3) in the second line and the identities (S ⊗ id)(R) = R−1 and (S ⊗ S)(R) = R in the last
line.
A comparison with equ.(6.1) of [AS] shows that up to an ordering convention our definition of
Lm coincides with their multiloop algebras.
Next we note that the monodromy homomorphism monR naturally extends to multi-loop
algebras. As a matter of fact, being an H-module map intertwining the coadjoint action on
HˆR with the adjoint action on H according to Proposition 6.1, we can use its ordinary m-fold
tensor product monR
⊗m = monR ⊗ · · · ⊗monR to obtain an H-module algebra morphism
monR
⊗m : Lm → H ⊗R · · · ⊗R H (A.6)
where on the r.h.s. the braided tensor product with respect to the left adjoint action of H on
itself is understood.
Next, similarly as crossed products with respect to inner actions are isomorphic to algebraic
tensor products (see e.g. Lemma 6.3), we now have the following “bosonization formula”.
Proposition A.3 Consider H as a left H-module algebra under the adjoint action and let
ιA : H → A be a unital algebra map inducing an inner left H-action ⊲ on A by
h⊲ a := ιA(h(1)) a ιA(S(h(2))), h ∈ H, a ∈ A . (A.7)
Then the linear map VA : A⊗R H → A⊗alg H
VA(a⊗R h) :=
∑
i,j
a ιA(y
iyj)⊗alg x
ihS(xj) (A.8)
defines an algebra isomorphism satisfying for all a ∈ A and h, h′ ∈ H
VA(h⊲ (a⊗R h
′)) = ∆A(h(1))VA(a⊗R h
′)∆A(S(h(2))) (A.9)
where ∆A := (ιA ⊗ idH) ◦∆.
Proof: Using (S ⊗ id)(R) = R−1 and (2.14) the inverse of VA is given by
V −1A (a⊗alg h) =
∑
i,j
a ιA(y
jS(yi))⊗R x
ihxj (A.10)
Now VA(a⊗R 1H) = (a⊗alg 1H) and
VA(1A ⊗R h) = (ιA ⊗ id)(Rop(1H ⊗alg h)R
−1
op ).
proving that the restrictions of VA to the subalgebras A ⊗R 1H and 1A ⊗R H are algebra
maps. We are left to check that VA respects the commutation relations between A⊗R 1H and
1A ⊗R H. To this end we compute (implying a summation convention over doubled indices)
VA((1A ⊗R h)(a⊗R 1H)) = VA(y
i ⊲ a⊗R x
i ⊲h)
= yi(1)aS(y
i
(2))y
myn ⊗alg x
mxi(1)hS(x
i
(2))S(x
n)
= yjyℓaS(yiyk)ymyn ⊗alg x
mxixjhS(xnxkxℓ)
= yjyℓa ⊗alg x
jhS(xℓ)
= VA(1A ⊗R h)VA(a⊗R 1H)
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where we have used (2.2) and (2.3) in the third line and (2.14) in the fourth line, and where by
a convient abuse of notation we have dropped the symbol ιA. This proves that VA : A⊗RH →
A ⊗alg H provides an algebra map. To prove (A.9) we use that the general definition (A.2)
provides a Hopf module action. Hence, it is enough to check (A.9) separately on the generating
factors A ⊗R 1H ∼= A and 1A ⊗R H ∼= H. Now, dropping again the symbol ιA we have in
A⊗alg H
∆A(h(1))(a⊗alg 1H)∆A(S(h(2))) = h(1)aS(h(4))⊗alg h(2)S(h(3))
= (h⊲ a)⊗alg 1H
proving (A.9) on (A⊗R 1H). On (1A ⊗R H) we get
VA(1A ⊗R h⊲ h
′) = yiyj ⊗alg x
ih(1)h
′S(h(2))S(x
j)
= yiyjh(3)S(h(4))⊗alg x
ih(1)h
′S(xjh(2))
= h(1)y
iyjS(h(4))⊗alg h(2)x
ih′S(xj)S(h(3))
= ∆A(h(1))VA(1A ⊗R h
′)∆A(S(h(2)))
This proves (A.9) and therefore Proposition A.3.
Corollary A.4 Under the conditions of Proposition A.3 put δA := V
−1
A ◦∆A : H → A⊗R H.
Then δA implements the H-action on A⊗R H, i.e.
h⊲ (a⊗R h
′) = δA(h(1))(a⊗R h
′)δA(S(h(2)))
Note that we may in particular put A = H and ιA = id to obtain, using (S ⊗ S)(R) = R
δA(a) =
∑
i,j
yja(2)y
i ⊗ S−1(xi)xja(1)
=
∑
i,j
a(1)y
jS(yi)⊗ xia(2)x
j (A.11)
which coincides with ∆R given in (2.1) up to a change of conventions (i.e. replacing (H,∆, S,R)
by (H,∆op, S
−1, Rop). This shows that ∆R provides an algebra map H → Hcop ⊗Rop Hcop as
remarked after Lemma 2.2.
We now put ιA⊗RH = δA and proceed inductively to get isomorphisms
VA,m : A⊗R H ⊗R · · · ⊗R H → A⊗alg H ⊗alg · · · ⊗alg H
where the tensor factors H appear m-times. Choosing in particular A = C and ιA = ε and
denoting VC,m ≡ Vm we have proven
Theorem A.5 The map
monR ,m := Vm ◦monR
⊗m : Lm → H
⊗m
provides a homomorphism of algebras such that
monR ,m(h⊲ a) = ∆
(m)(h(1))monR ,m(a)∆
(m)(S(h(2)))
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where a ∈ Lm, h ∈ H and ∆
(m) : H → H⊗m denotes the m-fold coproduct 6. Moreover,
monR ,m is an isomorphism if and only if monR is bijectiv.
Generalizing Lemma 6.3 in the obvious way we further have H⊗m>⊳AdH ∼= H
⊗(m+1) and
therefore also a homomorphism
MonR ,m : Lm>⊳H → H
⊗(m+1) ,
which is bijective iff monR is bijective.
Theorem A.5 explains the representation theory of Lm given by [AS] without having to rely
on any semi-simplicity assumptions. To see this explicitly we show
Proposition A.6 Let Mν = (idH ⊗ ιν)(M) ∈ H ⊗ Lm, 1 ≤ ν ≤ m, be the ν-th monodromy
matrix. Then
(idH ⊗monR ,m)(Mν) = Nν ⊗ 1
⊗(m−ν)
H ∈ H ⊗H
⊗m (A.12)
where
Nν := (idH ⊗∆
(ν−1) ⊗ idH)(R
32R31R13(R−1)32) ∈ H ⊗H⊗ν (A.13)
Proof: We proceed by induction over m ≥ 1. The case m = 1 holds by definition of monR .
Now suppose the claim holds for m0 and all 1 ≤ ν ≤ m0. Putting A = H ⊗R · · · ⊗R H (m0
factors) we have
monR ,m0+1 = (Vm0 ⊗ idH) ◦ VA ◦monR
⊗(m0+1) (A.14)
Since the restriction of VA for A⊗R 1H is the identity we get with respect to the identification
Lm ∼= Lm ⊗R 1ˆ ⊂ Lm+1
monR ,m0+1|Lm0 = monR ,m0 (A.15)
This proves (A.12) for m = m0 + 1 and 1 ≤ ν ≤ m0. For ν = m0 + 1 we use
(idH ⊗monR
⊗(m0+1))(Mν) = R
31R13 ∈ H ⊗alg (A⊗alg H) (A.16)
Applying (idH ⊗ VA) to (A.16) we get in H ⊗alg (A⊗alg H)
(idH ⊗ VA)(R
31R13) = (idH ⊗ ιA ⊗ idH)(R
32R31R13(R32)−1) (A.17)
Finally, according to Corollary A.4 and the inductive definition of Vm we have Vm ◦ ιA = ∆
(m),
which together with (A.14), (A.16) and (A.17) proves (A.12) for m = m0 and ν = m0 + 1.
Comparing (A.12) with the representations of Lm given in Section 6 of [AS] we realize that
they are in fact all of the form τ ◦monR ,m, where τ ∈ Rep (H
⊗m).
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