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1. INTR~OU~TION 
Let ~JX A + B be an isomorphism of subgroups of a group G. In this paper 
we will study some properties of the groups with presentations 
H,=(G,t;r-‘at=p(a) (aEA)and t”= l), 
which we call “bounded” HNN presentations. Our interest in these groups 
can be summarized in two questions: 
Question 1. What are necessary and sufficient conditions that G G H, 
(G is naturally embedded in H,) for some n > l? 
Question 2. Is any result analogous to Britton’s lemma valid in the 
groups H, in which G is naturally embedded, even in very simple situations 
such asAnB= l? 
As motivation for studying these questions, we note that many important 
applications of HNN extensions H = (G, f; t-k = a(a) (a E A)) involve 
only the fact that G G H, such as the Freiheitsatz of Magnus. 
Our first theorem will give a complete answer to the first question. 
DEFINITION 1. 1~1 = K - 1, where K > 1 is the smallest natural number 
such that D = domain(@) = domain(q-K) if such a K exists; otherwise put 
lcpj = co. Notice that if A nB = 1, then D = 1 and [VI= 1. 
PROPOSITION 1. If 1 (PI < 00, then D is the largest subgroup of A n B on 
which cp induces an automorphism. 
Proof: Clearly D contains every subgroup on which cp induces an 
automorphism. Suppose x E D. Since o(x) E dom(pwK) and q-‘(x) E 
dam(@), we have q(D) = D. 
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DEFINITION 2. If /o( < co, then “cp = the order of the automorphism 
which cp induces on D. 
Note that G G H, implies that n > Jrp] + 1 because t” and hence @ would 
be the identity on dom(rp”) and dom(q-“); and G G H, also implies that ‘a, 
divides n. 
THEOREM 1. G G H, for some n > 1 if and only if both /(D 1 and ‘v, are 
finite. Furthermore, G G H, for all n such that n > 4 IrpJ and “rp divides n; 
and, in such cases, G and t-‘Gt generate in H, their free product with B and 
t-‘At amalgamated via (o. 
Thus, in many situations there will be certain values of n between Iq,( and 
4 I (o 1 for which this theorem gives no information as to whether G G H, . But 
let us note that, in general, we cannot hope to improve the condition n > 
4 I rp ]+consider the group G = (x, y; x- ‘yx = y’) with A = (x), B = ( y), and 
q(x) = y. Since A n B = 1, Theorem 1 states G G H, for all n > 4. Now, 
H, = 1 and H, = (t). In H,, put z = t-‘yt. Thus, y-‘zy = z2 and, since 
t3 = 1, z- ‘xz = x2. But it is well known that these cyclic relations trivialize 
(x, y, z). Hence H, = (t) also and Theorem 1 is the best possible in this 
situation. 
The last clause of Theorem 1 shows that some of the important conse- 
quences of Britton’s lemma remain valid in H,. However, our second 
theorem will give a very negative answer to Question 2 by showing that there 
can be no concept of reduced products in H, analogous to Britton’s lemma, 
even in simple situations. 
THEOREM 2. Let y & 6 be recursively enumerable Turing degrees. There 
exists a finitely presented group G with word problem of degree y and infinite 
subgroups A = (a) and B = (b) of G which have decision problems in G of 
degree y and generate A * B in G, but such that, for all n > 2, H, (with 
rp(a) = b) has word problem of degree 6. 
The main point is that G can have a solvable word problem (and hence 
H = (G, t; t-‘at = b) would too by Britton’s lemma because A and B would 
be recursive in G) while every H,, n > 2, is unsolvable of any given r.e. 
Turing degree. This is a rather sharp form of the Novikov-Boone theorem 
since H, is obtained from H by imposing the one further relation t” = 1. Our 
proof will use Higman’s Embedding Theorem [ 1, Chap. IV]. We refer the 
reader to Miller’s monograph [2] for a systematic introduction to group 
theoretic parallels to concepts of recursion theory. 
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2. PROOF OF THEOREM 1 
For all i> 1, let G, be a canonical copy of G, i.e., g+ gi is an 
isomorphism. For all p > 1, consider the iterated free amalgamated product 
K, = (G, ,..., G,;~(~)~=a,+,forallaEA and l<i<p-1). (2.0) 
Thus, G G H, if and only if G G N,,. In order to construct H, for suitable n, 
we will put n = p + q and attempt to construct N, by amalgamating K, and 
t-(i-l)Gti-l with gi = t-(i-l)gti-l (g E G). But H, satisfies the additional 
relations a, = ~(a), for all a E A since tP = 1. Indeed, by Van Dyck’s 
theorem, we have 
H, E N,(t) (semi-direct product) where N, = (K,; a, = 
o(u), (a E A)) and conjugation by t permutes the indices (2.1) 
of the Gi cyclically. 
Thus, G G H,, if and only if G G N,. In order to construct H, for suitable n, 
we will put n =p + q and attempt to construct N, by amalgamating K,, and 
Kb (a canonical copy o K4) via the relations a, = ~(a): and q(u), = a; for all 
a E A. (These are the relations of N,,, if we identify G,+i with Gi for 1 < 
i < q.) To perform this amalgamation we must know that 
the subgroups (A r, BP) c Kp and (Bb, A;) c Kb are 
isomorphic by an extension of the maps a: A, + BL and /I: (2.2) 
B, +A’, defined by a(~,) = p(a)& and /?(~(a),) = a; for all 
UEA. 
PROPOSITION 2. (a) In K, we have A, n B, = dom($‘), n B, = 
A, f~ dom(p-P), ; 
(b) ‘pp-’ is an isomorphism of dom(pP) n B onto A n dom(p-P) and 
gives the identljkation in K, of the subgroups of (a); that is, for all up E 
dom(rpP),n BP, we have in Kp, up = ~p-l(u), E A, n dom(qPP), . 
Proof of (a). Inductively we have A, f7 Bi+ 1 = (A 1 n Bi) n Bi+ , 
(because Ki+, is formed by amalgamating K, with Gi+, over the subgroup 
Bi) = (dom(&, n B,) n Bi+, = p-‘(dom((p’) n B),, i n B,, , (because of the 
amalgamating relations a,+, = (~(a)~) = dom(pi+‘)i+ I n Bi+ 1 as required. 
The second equation follows by symmetry. 
Proof of (b). The first part is very easy, while the second part is an 
immediate consequence of the amalgamating relations (2.0) which hold 
in K,. 
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PROPOSITION 3 (see Definitions 1 and 2). If 1 o( < co, then, for all 
u > I rp I, we have dom(rp”) n B = D. 
Proof. If u > I rpl, then dam(@) = D. So, assume u = I rpl. Then D = 
dom(cp”+‘) = q-‘(dom(q”) n B). By Proposition I, q induces an 
automorphism on D; hence D = p(D) = dom(q,“) n B. 
Combining Propositions 2 and 3 gives 
If p>lql, then A,nB,=D,=D, and, for all apEDp, 
ap = r@-‘(u), (in K,). 
So, assuming p, q > loi, (2.2) will be met provided 
the amalgams A1 \/ Bp andB:’ \/A’ 
D,=D, D;=D; 
generate their free products in K,, and Kb respectively, 
and 
(a) the isomorphisms a and /I (see (2.2)) agree on the 
amalgamated subgroups D, = D, c K,,, and 
(b) map them onto the amalgamated subgroups 
Db = D’, c KL (this is automatic by Proposition 1). 
To accomplish (2.4) we will assume 
p,q>21vl; thus n=p+q>4lq). 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
We can then view K, as the free product of P, = (Gr,..., G,,,) and P, = 
(G ,rp, +, ,..., G,,) amalgamating B,,, = A,,,, + 1 via q. Since P, and P, are 
isomorphic respectively to K,,, and K,,-,,,, (2.3) implies that in K,, 
AlnB,,,=D,,,=D,,,+,=A,,,+,nB, 
(because p - 1~ I > )q,I and so (2.3) applies to K,- ,V, as well as to K,). Thus, 
in Kp = P, *B,q,=A,o,+, P,, the amalgam 
J$?=A1\,Bp is a “subamalgam” of” \/ ” 
D, B 167 
in the sense that A, n B ,@, =BgnB,,, =A,nB,= D,, and this implies 
that reduced products in A? are also reduced in Kp, so that LZZ’ does generate 
its free product in K,,. 
Similar observations apply to Ki provided q > 2 19 I. So (2.4) is checked 
assuming (2.6). 
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To verify (2.5) we will make the final assumption 
‘p (the order of c~ on 0) divides n = p + q. (2.7) 
To check that a and /I agree on D, = D,, choose a E D. Since a, = 
@-‘(a), (see (2.3)) we must show that /?(a,,) = a(~@‘-‘(a)~). Referring to 
(2.2) for the definitions of a and /3, we have 
a(qP-‘(a),) = qrp”-‘(a); = q”(a): 
= @-‘p”(a); (applying (2.3) with q in place of p) 
= q.-‘pP+q(a)~ = p-‘(a); (since “9 divides p + q) 
= Nap> as required. 
Thus, we have constructed N,,, (see (2.1)) by amalgamating K, and Kb 
via a and p. Hence K,, and hence G, = G, is naturally embedded in HP+ 4 ; 
furthermore, G, and G, = t-‘Gt generate their free product over B, = A 2 in 
Kp and hence also in N,,, c HP+,. In view of assumptions (2.6) and (2.7), 
the proof is now complete. 
3. A LEMMA ON THE TURING DEGREE OF H, 
Henceforth op(G) will denote the (Turing) degree of the word problem of 
G, and, if S is any subset of G, op(S, G) denotes the degree of the decision 
problem of S in G. 
Our main tool for proving Theorem 2 will be 
LEMMA. Suppose A and B are finitely generated subgroups of G, 
q: A-B is an isomorphism, AnB = 1, and y=wp(G)= op(A, G) = 
wp(B, G). Then, for all n > 4, 
wp(H,), QJP(G, H,) < sup(y, WP(AB, G)). 
(Note that AB = {ab ( a E A, b E B}.) Furthermore, if G has an 
automorphism t which extends v, V (p-l and which is recursive in y, then 
wp(H,) = wp(G, H,) = SUP@, wp(AB, G)). 
Proof. Put 6 = sup(y, wp(AB, G)). Using the same notation as in 
Section 2, let K, be the iterated free amalgamated product of (2.0). Thus, K, 
is defined inductively as K, = G, and 
K, = (Kp- 1 * G,; p(a),-, = ap (a E A)). (3.0) 
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Note that B,- i = A, are the amalgamated subgroups. First we will observe 
y = wp(B,, K,) = wp(A , , Kp) = wp(K,), 
which follows easily by induction using y = wp(KP- i) = wp(B,- 1, K,- ,) to 
prove y = op(K,) and that the process of transforming products in K, to 
reduced products is effective in y, from which y = op(B,, K,) = cup(A, , K,,) 
also follows. 
Our first goal is to prove 
If p > 2, then 6 = op((A 1T BJ, KJ (3.2) 
Let e = eP denote the right-hand degree in (3.2). We will proceed by 
induction on p 2 2. 
Proof that 6 > e. Suppose y = nj”‘i sit, is a reduced product in K, (si E 
K P-1 -B p-1, ti E G, -A,, and possibly s, or t, = 1). We must show there 
is a decision procedure effective in 6 to determine whether or not y E 
(A,, BP). (This initial reduction is done using (3.1)) 
Suppose first that t,#l. IfyE(A,,Bp)zAA,*Bp (since A,nB,-,= 
BP n A, = l), then the normal form y’ of y of y in A, * BP must end in some 
t E BP in order for reduction in Kp to occur in y’y-‘, and we must have 
t, = at for some a E A, (the amalgamated subgroup in Kp) for the same 
reason. We can determine (in 6) whether or not t, E APB, since 
6 > wp(AB, G),. and if t, E APB, we can compute a E A, and t E BP so that 
t, = at since 6 > cop(G). Thus, 
yt-’ has smaller free product length in K, than y and y E 
(A,,B,) iffyt-‘E (A,,B,). (3.3) 
If t, = 1, then we use the above argument with s, in place of t,. Ifp = 2, 
the argument is identical. If p > 2, then the induction hypothesis 6 > ep- 1 
implies 6 > op(A , BP-, , K,- ,) using (3. I), making it possible to determine 
(in 6) whether or not s, E BP-i A, and so either to compute s E A, such that 
ys-’ satisfies (3.3) in place of yt-’ or else to decide that y 4 (A,, BP). 
Proof that S < e. We must show that y < e and op(AB, G) Q e. 
The first is easy since y = wp(B, G) and a decision procedure for (A,, BP) 
in Kp gives one for BP in G, (see (3.0)) since 
(&B,)nG,=B, since A,nBpel = 1. (3.4) 
So we turn to proving the second inequality. 
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Recall that r is an automorphism of G which extends rp u rp- ’ and is 
recursive in y. Suppose g E G. Let 
n= w(d;‘w(g>;’ .I* ( 1,” +. (3.5) 
g=abEAB, 7c =a,b,[(p(a), p-‘(b),]-’ a,b, ... = 
~~b,yl-‘(b-‘),~[~(a-‘)~~,~jb~~~~e(b-’)~~ e-., and since the factors 
contained in each set of brackets are inverses because of the amalgamating 
relations (2.0), we compute 
7T= 
a,yl(a-‘), if p is even 
a?, if p is odd 
E A,B,. (3.6) 
In case g @ AB, we can show that 7~ @ (A,, BP) as follows. We have K, = 
(G, * (Gz,..., G,); p(a)l = a2 (a E A)) and g & AB would imply that 7c = g, z 
is a reduced product in K, since g, r(g) & A U B. Suppose 7c E (A 1, BP) z 
A, * B, and let p be the normal form of z In order for reduction to occur in 
p-% (in K,), p must begin with some a, E A, and we must have a; ‘g, E B, 
(the. amalgamated subgroup); hence g, E A, B , , contrary to hypothesis. 
Thus, g fZ AB implies rc @ (A,, BJ. 
Since y < e and the computation of r(g) is effective in y, it follows that a 
decision procedure for (A,, BP) in K, yields one for AB in G, proving 
op(AB, G) < e and (3.2). 
Proof of the Lemma. Let n = p + q (p, q > 2), and let K; be a copy of 
K, (as in Section 2). Since A n B = 1, A, * B, and A; * Bb exist in K, and 
K;, we can put 
N = (K, * Kb ; a, = p(ab) and q(a), = a’, (a E A)) (3.7) 
and note that N is a free product with amalgamated subgroups A, * B, = 
B; * A;. This is the manner in which N,,, was constructed in the proof of 
Theorem 1 (see the last paragraph of Section 2), and, as there (see (2.1)), we 
have 
H, = N(t) where t cyclically permutes the groups G, ,..., G,, 
G; ,..., Gb by shifting the indices. (3.8) 
Proof that d> op(H,). By (3.1), (3.2), (3.4), 6 >up(A, *B,, Kp) = 
wp(A’, * B;, K;) > wp(K,,) = wp(K;). It follows that reduction to reduced 
products in N (see (3.7)) is effective in 6, which implies 6 > cup(N) = op(H,) 
and also cop(G, H,) < 6. Since the automorphism r is not used here, this 
proves the inequality of the lemma. 
Proof that 6 < wp(H,). That y = cup(G) < wp(H,) is obvious since 
G G H, and the embedding is, of course, recursive. 
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So, we only need to prove 
cop@& G) < ~PW,,). (3.9) 
First suppose n is even and g E G. We will write g,+i in place of g: to 
represent elements of N. We define (as in (3.5)) 71, = g, r( g);’ ..a r(g);‘. If 
g = ab E AB, then 
7r, =a,q?(a);‘= 1 
by (3.6) and the amalgamating relation a, = q(a); in N (see (3.7)). If 
g @ AB, then it was proved in the paragraph after (3.6) that 7tp $ (A,, B,,); 
and a similar argument shows that u = ( gp+ , or r(g),;‘,) .a. t(g);’ S? 
(A p+lr B,) = {A;, B;). (Note: r(g)-’ 6Z AB.) So, rr, = ~~a and these factors 
lie outside of the amalgamated subgroups in N (see (3.7)), i.e., II, has length 
2, implying x,, # 1. Since the computation of 7c, is effective in y < op(H,), 
we have established (3.9) in this case. 
If n is odd, then we consider zzn (we “go around N twice,” letting 
g n+i = g,). The computation again yields “g E AB implies xzn = 1” (again 
using (3.6)); while if g 6Z AB, then 7rz,, has reduced length 4 in N. 
Proof that 6 = cup(G, H,). Put u = op(G, H,,), recalling that we embed G 
in H, as G,. Then, as before, we see that word reduction in N (see (3.7)), 
and hence in H,, is effective in 6. Since wp(G,, K,,) < y < 6 follows in the 
manner of (3.1), this proves 6 2 u. The reverse inequality has two parts: 
y < u and op(AB, G) < u. The first is easy-if g, E G,, then g, E A, iff g, E 
G, c K, c H,; so y = wp(A, G) < u. The second is proved identically to 
(3.9) because, in that proof, g & AB implies 71, @ G, because 7c, has reduced 
length of either 2 or 4 in N. 
In order to handle the cases n = 2 and n = 3 of Theorem 2, we will 
observe the following. Put 8= sup(y, wp((A, B), G)) and assume the 
hypotheses of the lemma. Then, 
and 
UP = 6 2 ~P(G, H2) (3.10) 
if A and B generate A ;k B in G, then 6 < cup(H,) < 8 
and 6 < op(G, H,) < i?. 
(3.11) 
Proof of (3.10). We have H, = N(t), where N = (G, * G,; a, = q(a)* 
and a, = q(a)l (a E A)) and t-‘g, t = g,. (These amalgamations are induced 
by 5.) Word reductions in N are effective in 8 since (A, B) is the 
amalgamated subgroup, so 6 clearly dominates the other two degrees. On the 
other hand, if g E G, then g E (A, B) iff g, r(g);’ = 1, from which the 
reverse inequality follows. 
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Proof of (3.11). We have H, = N(t), where N = (K2 * G,; a, = o(a), 
and a3 = o(a),) and t permutes the indices ( 1,2,3} cyclically. The proof that 
6 dominates the other degrees follows as above. That these degrees dominate 
y follows identically the proofs for n > 4. We prove that these degrees 
dominate wp(AB, G) by the same argument used to prove (3.9) in the case 
that n is odd. Namely, let g E G. If g E AB, then rr6 = 1. If g & AB, we have 
and we must show that rr6 65 G’ = G. If g 6C (A, B), then x6 has reduced 
length 4 in N = (K, * G, ;... ) (as it is bracketed). So, assume g E A * B - AB, 
and put g = iibxab; where b is the first element of B, and a is the last element 
of A in g, and possibly 6, x, or 6 = 1. Assuming x = 1 for simplicity, we can 
compute the factors of z, 
g&r);‘= [~‘~,~,l(~‘~-‘~~-‘~,~~cp~~-‘~,rp-’~~-’~,l~cp~~-‘~~ 
g, = co@>zh-‘(b), (PW~W’@~ 
W;‘g, = V-V-‘),)MO, rp-‘P-‘h1M~-‘h Wv,l(h 
T(g);‘=&‘)a;‘b;‘ti;‘. 
The ( )-bracketed expressions are all 1, and the remaining factors give a 
reduced product in K, = (G’ * G, ;...) of length at least 8. 
4. PROOF OF THEOREM 2 
Let y < 6 be r.e. Turing degrees. We will construct a recursively presented 
group G with subgroups A = (a) and B = (b) which satisfies 
(a) A * B exists in G, 
(b) q(G) = WI@, G) = wp(B, G) = y, 
(c) wp(AB, G) = wp((A, B), G) = 6, 
(4.1) 
(d) G has a recursive involution t such that r(u) = b. 
Applying our Lemma, (3. lo), and (3.11) to this group (letting rp: A + B, 
rp(u) = b) we see that, for all n > 2, 
WPW,) = WP(G, H,) = 6, 
and we can use the Higman Embedding Theorem to obtain a finitely 
presented G with G c G, wp(@ = y, and wp(G, G) Q y (for these additional 
properties of Higman embeddings see [3]). Since R,, = (G, t; t-‘at = b and 
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t” = 1) is isomorphic to G *G H, and word reductions in this amalgamated 
product are effective in 6, it follows that UP@,) = 6 proving Theorem 2 
(with G in place of G). 
We now turn to construct a r.p. G satisfying (4.1). 
Let {xi 1 i > 1 }, { yi 1 i > 1 }, a, and b be the generators of G. Let r be a set 
of natural numbers of Turing degre y, let f be a partial recursive function 
(on iN) whose domain has Turing degree 6, and let T be a Turing machine 
which computes f. Our recursive presentation for G will consist of the 
relations 
(a) yi = 1 for, all i E r, and 
*‘30(i) for all i E domdf) where T (4.2) 
These relations define G as a free amalgamated product of the free groups 
F = (a, b) and (xi 1 i > 1) * ( yi 1 j @ r) = X over the free subgroups (Xi 1 i E 
dam(f)) CX and C = (wi 1 i E dam(f)) c F, where wi is the right-hand 
word in (4.2(b)). Notice that G is itself a free group on {a, b} U 
{xi 1 i & dam(f)} U { yi 1 i e T}. 
Let E E N be the set of exponents of a that occur in the Wi, i E dam(f). 
Note that E is a recursive subset of N. For future use, let us note 
Suppose v E (a, b). If v E C, then the normal form of u begins 
with either a” or b” for some n E E. (4.3) 
We now begin verifying (4.1(a))-(4.1(d)). Part (a) is evident. Part (c) is 
proved by observing that word reductions in G = F *G X is effective in 6 
because cop(X) = y & 6, wp(C, X) = 6, and wp(C, F) is recursive using (4.3) 
and the fact that E is recursive. Hence 6 > wp((A, B), G) and op(AB, G), 
and the reverse inequalities are evident since, for all i > 1, xi E (A, B) iff 
xi E AB iff i E dam(f). To check (d) consider the map 
r(u) = b, r(b) = a, t(Yi) = Yi, 5(xi) = x; ’ (i > 1). 
Since this map induces automorphisms (of order 2) on each of the factors F 
and X and since this map preserves relations (4.2) of G, it extends to a 
recursive involution r of G. 
Now only (4.1(b)) remains to be proved. We will show that 
(1) U = (a, b, Xi 1 i > 1) has a solvable word problem, and 
(2) (4 and W are recursive in U. 
(4 4) 
Since G=Y* U where Y=(y,li> 1) and wp(Y)=y, this will prove y= 
ok, G) = up(@), G) = ~P(‘Y. 
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To prove (4.4) let w  E U. If w  involves only the generators {a, b) or a 
subset of the (xi 1 i > 1 }, then we can decide whether or not w  = 1, w  E (a), 
or w  E (b) because F and (xi 1 i > 1) are free. So, we can assume 
w  = uJX*f,X, -. . X&J where n > 1, fi E F and 1 # Xi E 
(xi 1 i 2 1) are reduced and possibly f, orfn = 1 but for all 1 & 
i < n, fi & C (we can express w  in this way because C is (4.5) 
recursive in F). 
LEMMA. Suppose (4.5) holds. Let X, begin with x*‘. We can compute 
some K > 1 such that either 
(1) x=a”b-“for some n<K, or 
(2) if (1) does not hold and w E (a, b), then x E (a, b), say x = a”b-“, 
and neither a” nor b-” is exactly cancelled in its occurrence in x in the 
reduced form of w in (a, b) ec (Xi 1 i > 1) (=U). 
Proof. As we enumerate E we may find that certain of the x,” which 
occur in certain X, belong to C. So we will induct on 
the total number of xp whose status (as a member of C) is 
uncertain at some stage of the computation (of K). (4.6) 
Thus, we assume WLOG that we never discover that x lies in C (otherwise 
conclusion (1) will hold) and that, after a point in our computation, we can 
proceed indefinitely without finding any more xp E C which occur in w. The 
idea is that, under these hypotheses, if the exponents of the undertermined x,, 
are guaranteed sufficiently large (>K), then “not too much” cancellation will 
occur in w. 
If during the computation we find that some x; which is the first or last 
letter of some Xj belongs to C, we can rewrite w  by placing xf with either 
4-i orA+,, thus decreasing 
2 IX,/ = the total length of the Xj occurring in (4.5). (4.7) 
So, we induct on this also and assume WLOG that we do not discover that 
any “boundary” xi lie in C. 
Put w  = (H,) x; H, x; . . . X;(H,+,), where X; ,..., XL is the subsequence 
of x , ,..., X, of all members lying outside of C, i.e., this is a potential reduced 
form of w  in U. We claim 
we can compute K so large that, for all 1 <i Q m, Hi @ C. (4.8) 
Proof of (4.8). If Hi = fj for some j, there is nothing to prove, so 
WLOGHi=f;Xj+, ... =fjx; a.., where x, is the first letter of Xj+, . For 
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definiteness we assume E = 1. Since fi & C, by (4.3) we have 4 = cv where 
c E C and v does not begin with any ue or b’, e E E. Now x, = anb-” for 
some n E E since Xj+ 1 E C, and if n and the other undertermined exponents 
in Hi are made large enough, we can guarantee 
no part of a” is cancelled on the right in its occurrence in x, in 
Hi because b-” is not exactly cancelled on the right in its 
occurrence in x, in Hi = fjxr . . . ; and CC ‘Hi = vu” -a. does not (4.9) 
begin with ae or b’ for any c E E, implying Hi 6? C as desired. 
To prove (4.9) we use 
the differences between different exponents c = 2’3”‘” tend 
to infinity with o(e). 
We will leave some details to the reader, but note 
(A) the exponents occurring in v are known, and 
(B) Hi = fjx,. gxf . . - where x, is the next letter whose status is yet 
unknown (so g is a known word in (a, b)). If s # r or if s = r and E = 1, then 
a large power of b will begin the normal form of b-“gxz a.., provided all 
unknown exponents are sufficiently large; while if s = r and E = -1 (and 
hence g # l), we have Hi = f;.anb-ngb”a-n . s. and if g = b”, then precisely 
b” will remain in the reduced form since (inductively) a-” will not be exactly 
cancelled on the right. 
Having chosen K to satisfy (4.8) we see that w  E (a, b) iff m = 0 since w  
is a reduced product of length am. 
A cancellation argument similar to that sketched above shows that K can 
be chosen so large that if x = a”b-” (n > K), then the conclusion of (2) 
holds. This concludes our proof of the lemma. 
Finally, to prove (4.4), we induct on C IX,1 as in (4.7). We go about 
computing K as in the lemma. If (1) should hold, i.e., we compute x = a”b-“, 
this permits us to rewrite w  as in (4.5) to decrease JJ IX;/, whence the 
induction will apply. Otherwise, (2) holds, implying w  r$ (a) U (b). This 
completes our proof. 
The group G also has a solvable conjugacy problem if y is recursive. This 
is proved in the same inductive context as above. 
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