in our papers as lemmas and theorems, followed by detailed proofs that are (hopefully) carefully scrutinized in the peer-review process. Readers of published signal processing papers can continue to examine these parts after publication and make corrections when needed.
The experimental/computational part is typically represented by a section with numerical simulations, where a new signal processing algorithm is shown to outperform prior work.
Unfortunately, this part is far behind the theory part in terms of scientific rigor. Anecdotal evidence is the rule rather than the exception, at least in signal processing for communications: the authors usually select one system setup (perhaps randomly or possibly by cherry picking) and apply their new algorithm to it. If the authors can show substantial gains as compared with a previously published algorithm, they can claim the superiority of the new algorithm, and the reviewers generally do not complain. However, this is a poor practice for several reasons. First, the unpaid reviewers generally do not have the time or resources to validate the accuracy of the numerical simulations or experimental results; as long as the results are reasonable, the reviewer has no choice but to trust that they are correct. Second, it is fully possible, even likely, that researchers can find another setup in which the previous algorithm outperforms the new one.
In fact, the authors are probably comparing their new well-tweaked algorithm with their quick implementation of the competing algorithm, which may be full of bugs.
In experimental and computational research, the reproducibility of published results and the use of large common data sets for evaluation are essential for building confidence and drawing accurate conclusions. For example, in the topics of biology and life science, it is not until a result is independently reproduced by other researchers that it is considered valid [6] . In our field, the measurement data and algorithmic implementation contribute as much as the analysis, but this information does not fit within the restrictive format of papers. Unfortunately, the simulation code and data are traditionally kept secret, which creates a competitive advantage for the authors of a paper to continue "their" line of research because other researchers need to spend excessive time reimplementing state-of-the-art methods before attempting to advance them. Even if they do their best to reproduce published results, they might fail. In a large Springer Nature study, more than 70% of the researchers surveyed were unable to reproduce other researchers' results [7] , and 50% of them believed that there is a significant reproducibility crisis. In fact, many researchers even fail to reproduce their own prior results [6] . The survey considers many different research fields, including engineering. When a figure in a paper cannot be reproduced, it does not necessarily mean that the entire paper is wrong or that the researchers have consciously May 3, 2019 DRAFT manipulated anything. Forgetting to write out one parameter value in a computer simulation [6] or accidentally including the incorrect version of a graph is enough to render the results of a paper nonreproducible. I have personally made these mistakes! The journals in our field expect novel contributions while papers that validate previous results might face immediate rejection. The IEEE Signal Processing Society's (SPS's) "Information for Authors" page states that papers containing "a straightforward combination of theories and algorithms that are well established and are repeated on a known scenario" should be rejected.
Open access to research papers

Status
Preprints regularly uploaded to open databases
Open data from experiments
Status
Still uncommon
Reproducible research incl. open simulation code
Status
Still uncommon
Open science
This makes sense for the theory part of our research (although new, shorter proofs of known theorems also have an important value) but not for the experimental part because its scientific value builds on the trust achieved through reproducibility. As long as it is not mandatory to publish simulation code with a paper, we should encourage people to reproduce each others' results and publish their findings. Inspired by [5] , [6] , and [8] and their suggested procedures, I have made the simulation code and data for 30 publications openly available online. It began with my first textbook [10] , which I wrote to explain how the same set of optimization algorithms for communications have been applied to a variety of seemingly different applications in signal processing. Because I was sure that new applications would arise where these algorithms could be readily applied, it was natural to provide reference implementations to encourage reuse over reinvention. My largest project so far is the 500-page textbook Massive MIMO Networks: Spectral, Energy, and
Hardware Efficiency [11] , in which every single simulation figure can be reproduced by using the accompanying MATLAB code. All of the code has been published under the GNU General Public License, which gives users the right to run and modify the code as well as share modified versions using the same license. I chose this license mainly due to laziness-it is widely usedbut [6] describes alternatives with special features for research purposes.
If you make your code available online, there is a good chance that someone will download 2) Remove all unnecessary files.
3) Write detailed comments in every file and check that parameter values and algorithms are exactly the same as described in the paper. for the purpose of numerical stability or algorithmic initiation/termination). Also, the code may use an insufficient number of Monte Carlo realizations to obtain accurate results, or external data may be used without stating how it was preprocessed (e.g., which size and color format the analyzed image had [6] ). These things are easy to miss unless you are analyzing the code systematically. The first time you follow the suggested procedure to validate your code, it will certainly take additional time, but you will save time, in the long run, because you (and others)
can more easily reuse and revise the code in future publications. I strongly recommend tidying up the code right before submission instead of at the time of publication, both to minimize the chance that errors reach the submitted version and because this is the time when you will best remember the details.
A change toward open code and data will not happen automatically, but the SPS needs and deserves a strong push in the right direction. This can be achieved by either promoting good practices or having strict requirements. For example, Springer Nature has detailed research data policies in which some of its journals encourage the publication of data and others require the underlying data to be published and peer reviewed. First, it should be easy for the reader to become aware of the simulation code's existence, which means that authors must state it explicitly in the paper. I started by adding a footnote on the first page and in IEEE Xplore, but then I switched to stating it in the simulation section. I now include a statement in the introductory section to give it the same visibility as the list of mathematical notations. Second, the code/data should be openly and permanently available, which means not putting anything on your current website or requiring people to send an email to your current address. Use a free and reputable repository, preferably hosted by a not-for-profit organization:
something like arXiv.org but for code and data.
Third, make sure that you can revise the code over time in case bugs are discovered. During the first year that my book [11] was available, several readers contacted me with detailed questions on the code, which allowed me to correct a few bugs and upload a revised version. Fourth, declare which software is needed to run the code, including the version and operating system you used.
The list should preferably contain only nonproprietary software; for example, if you are coding in MATLAB (as I am), you can try to make the code compatible with GNU Octave. However, there are cases in which it is necessary to use commercial software toolboxes to produce faster research progress, just as there are cases when you need particular hardware capabilities to run the code (e.g., some of the simulations in my book [11] require so much memory and processing power that we ran them on a supercomputer). In any case, it is likely that the required software will eventually become outdated, but we should do our best to enable future reproducibility.
When it becomes standard practice to publish code and data, there will certainly be a risk that we will quickly become flooded by code; if there are hundreds or thousands of papers with accompanying code on a topic, it is not reasonably possible to go through all of them to decide what to reuse or what to compare your current research against. Even if you find the code for the most relevant prior works, it may be implemented in different programming languages or with special properties, which makes interfacing as difficult as actually reimplementing the methods from the beginning. Therefore, a common library with reference implementations will eventually be necessary. It can initially be delivered as supplementary material to textbooks (as I tried with [11] ), but it should preferably become a library in some mainstream programming language such as Python. We can then finally separate the development of general-purpose algorithms in signal processing from applying them to solve new problems.
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What if your paper builds on confidential data or commercial implementations? In the former case, the data can be filtered to remove the confidential parts, and the analysis should (as far as possible) be reproducible by using the filtered data. In the latter case, a company may have spent years developing the simulation environment they use in their paper and want to keep it proprietary. In other words, the paper is written to advertise the company's expertise rather than make a real scientific contribution. One viable solution is requiring that the simulation code is shared with all journal publications, but not when publishing at conferences. Therefore, if you do not want to share your code and data, then only publish conference papers. This is consistent with my work practice: I treat conference papers and journal preprints as preliminary work, and then I make the code publicly available when the journal paper is accepted for publication.
POTENTIAL MISUSE
The openness and reproducibility that I advocate can also be misused. Rather than inspiring more substantial and provable scientific progress, the "publish or perish" pressure to publish many papers can also lead to more "e-improvement" papers. Existing code can be slightly modified and applied to a slightly different setup, leading to a new paper. There is a thin line between such a practice and actually publishing more experimental verifications of known algorithms, as I suggested before. Maybe there is no way to separate one from the other?
The more troubling issue is plagiarism, which becomes much easier to perform when there is open access to papers, code, and data. Did you know that anyone can download the source code of papers that are uploaded to arXiv.org? One can easily take the existing text and equations from a paper, modify the sentence structures, and replace some words with synonyms to fool plagiarism-detection software. This is known as rogeting, as a reference to Roget's Thesaurus.
Next, the person would download the simulation code, change a few parameter values, and generate new plots. With under an hour of work, you can produce a paper that looks novel, and if you choose to plagiarize an obscure paper, even an expert reviewer might not recognize the plagiarism. In 2018 alone, I was asked to review three papers that plagiarized my work; I am sure other cases slipped through their review processes.
There are no easy ways to prevent plagiarism. As we refine the procedures for plagiarism detection, new ways to fool the system will arise. Perhaps we can learn something from the sports world: antidoping laboratories are saving blood samples from the Olympics and can retest them 10 years later, when the ability to detect certain doping substances has improved.
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Similarly, when the automatic plagiarism-detection software is refined, we can use it to reanalyze previously published papers to look for plagiarism that slipped through. When someone is caught for plagiarism, he or she should be suspended not only by one publisher (as was the case in the three occurrences that I experienced) but be blacklisted by all international publishers that want to be taken seriously, as is done in the sports world.
CONCLUSIONS
We have taken steps toward a more open scientific environment in recent years, but much work remains. The current review process is designed to validate the theoretical part of signal processing papers, but the experimental part deserves the same attention. To enable this, every author should share the code and data underpinning their journal papers, first with the reviewers and, later, with fellow researchers, to continue to review and improve the results. A standard procedure to achieve reproducibility is defined in [6] , and I have outlined my workflow previously in this article. Research reproducibility really is a win-win situation: authors can spend more time being innovative and also benefit from more citations [12] . Openness and transparency are also important for emphasis in a time when personal opinions receive the same or higher priority as expert knowledge in the media.
In addition to enhancing the research reproducibility of individual papers, we can improve scientific progress by building common code libraries for signal processing algorithms. The classic algorithms for filtering and the spectral analysis of signals exist in many programming languages but can be complemented with more advanced methods that are not taught in undergraduate classes yet are standard tools in research. In many cases, a paper's algorithmic contribution is tweaking an existing algorithm to fit a new problem. Therefore, there is no need to reimplement it from scratch, but one can preferably inherit and improve upon a standard implementation.
By storing both the basic algorithms and various extensions in the same common environment, scientific progress is easier to track, published methods are easier to compare, and relevant prior works are easier to identify-which was the initial problem mentioned in this article.
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