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Abstract
We consider two possible extensions of the standard denition of Gibbs measures for lattice
spin systems. When a random eld has conditional distributions which are almost surely con-
tinuous (almost Gibbsian eld), then there is a potential for that eld which is almost surely
summable (weakly Gibbsian eld). This generalizes the standard Kozlov theorems. The converse
is not true in general as is illustrated by counterexamples. c© 1999 Elsevier Science B.V. All
rights reserved.
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1. Situation
The standard denition of a Gibbs random eld for lattice spin systems starts from
an interaction potential. With this potential one associates a local Hamiltonian H!
(sum of potentials) in a nite volume  with boundary condition ! outside . The
local Hamiltonian determines the nite volume Gibbs measure ! in  with boundary
condition ! outside  via the classical Boltzmann{Gibbs formula. The innite volume
Gibbs measures are then dened as those measures on conguration space for which
the conditional probabilities in  with ! xed outside  are precisely the nite vol-
ume measures !. In the standard formalism, the sum of potentials that make up the
Hamiltonian is supposed to converge uniformly in the conguration. This implies that
the local Hamiltonian is continuous as a function of the boundary condition. It implies
further that the conditional probabilities of the (innite volume) Gibbs measure have
a continuous version. The theorems of Kozlov (1974) and Sullivan (1973) deal with
the converse: given a measure that allows a continuous (and strictly positive) version
of its conditional probabilities, there exists a potential, associated to this measure in
the way just described, which is uniformly convergent.
In the last 10 years, there has been an intensive study of the limits of the
Gibbsian formalism. Physically, relevant non-Gibbsian elds were constructed. They
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have mostly appeared as image measures under renormalization group transformations
of Gibbs measures. In other cases (like for stationary measures of interacting parti-
cle systems modeling some non-equilibrium situation), it is not at all clear whether
Gibbs measures appear and in some cases this was disproven. The situation as in 1993
was summarized in van Enter et al. (1993) and we refer to this article for further
background. Even before, however, Dobrushin stressed that one should allow for more
general denitions of a Gibbs state than is usually done. He made the analogy with
unbounded spins where the summability of the potential cannot be understood uni-
formly. One should look for the ‘good’ congurations on which the usual Gibbsian
game can be played. This was illustrated in his last conference talk where he showed
how to give a Gibbsian characterization of a non-Gibbsian state (Dobrushin, 1995;
Dobrushin et al., 1997). This program was carried further in Bricmont et al. (1998)
and Maes et al. (1997). Many questions remain, however (see e.g. Dobrushin et al.,
1997; Lorinczi et al., 1997a, b). In short, what are possible generalizations of the stan-
dard Gibbsian framework, how do they relate, how typical are they and what remains
of the Gibbs formalism?
In the present paper, we take a closer look at two of the main generalizations
that have appeared. We call them almost versus weakly Gibbsian measures. Almost
Gibbsian measures have a version of their conditional distributions which is almost
surely continuous. Weakly Gibbsian states allow for an almost surely absolutely con-
vergent potential. Almost Gibbsianness looks for a large set of ‘good’ congurations
dened in terms of continuity points of the conditional distributions, while weak
Gibbsianness asks for a large set of ‘good’ congurations on which the potential satis-
es a certain summability. We are therefore reminded of the Kozlov{Sullivan theorems
and observe that almost Gibbs implies weakly Gibbs. The converse is not true, as will
be illustrated by a counterexample. More generally, the paper tends to add some more
structure on the ‘road’ from Gibbsian to non-Gibbsian measures.
2. Potentials and specications
In this section we introduce some basic notions related to lattice spin systems, used
throughout the paper.
We consider the regular d-dimensional lattice Zd and denote by L := f; jj<1g
the set of nite subsets of Zd. The complement of a set Zd is c =Zdn. Innite
volume limits of a function a :L!R
lim
"Zd
a()= a (2.1)
must be understood as saying that for all >0 there is a ()2L so that ja()− aj<
whenever ()2L. This is applied for innite sums which should be read asX
M
u(M) := lim
"Zd
X
M 
u(M) (2.2)
and Eq. (2.1) must be applied to a()=
P
M  u(M). Such sums can be convergent
(i.e. the limit in Eq. (2.2) is a nite number) without being absolutely summable and
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there is no explicit xing of a sequence of increasing volumes along which the limits
ought to be taken.
The state space is 
 :=W Z
d
where W := f1; : : : ; qg is a nite set and its elements
(= congurations) are denoted by greek letters ; !; ; ; : : : . The value of ! at a
site i2Zd is written as !(i)(2W ). On 
 we have the natural action of translations
a; a2Zd dened by a(i) := (i− a); i2Zd. The restriction of ! to a subset M Zd
is !M and for !; 2
 we dene !M 2
 by
!M (k) :=!(k); k 2M;
!M (k) := (k); k 2M c:
(2.3)
For example, !1M (k)= 1 if k 2M c and =!(k) for k 2M . The -algebra generated by
the evaluation maps Xi; Xi(!) :=!(i); i2M is written as FM = fXi; i2Mg. When
M =Zd, we set F :=FZd . The tail eld -algebra T1 is dened as
T1 :=
\
2L
Fc : (2.4)
The conguration space 
 is a compact metric space in the product topology. We
call a function f on 
 local if it depends only on a nite number of coordinates, i.e.
there is a 2L such that f()=f() whenever = .
Denition 2.1. (1) f :
!R is continuous at a point !2
 if
lim
"Zd
sup
2

jf(!)−f(!)j=0: (2.5)
(2) Let 2
;f :
!R is continuous in the direction  at a point !2
 if
lim
"Zd
jf(!)−f(!)j=0: (2.6)
(3) f :
!R is continuous (in the direction ) if it is continuous at every point
!2
 (in the direction ).
Every continuous function is a uniform limit of local functions (by the Stone{
Weierstrass theorem). A continuous function is continuous in every direction, but a
function can be continuous in every direction (and bounded), yet can fail to be con-
tinuous.
2.1. Specications
Denition 2.2. A specication   on L is a family of probability kernels  = f;
2Lg on (
;F), such that the following hold:
(1) (j!) is a probability measure on (
;F) for all !2
;
(2) (F j) is Fc -measurable for all F 2F;
(3) (F j!)= 1F(!) if F 2Fc ;
(4) 21 = 2 if 12.
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The last property (consistency) is most important in characterizing equilibrium. One
should also remember that (! j!), which has to be thought of as the probability
to nd  in  given ! outside, is a function dened (pointwise) for every ; !2

(which only depends on  and !c ).
In this paper we restrict ourselves to specications that are uniformly non-null, i.e.
82L 9 a constant m>0 such that 8!2

(!j!)>m: (2.7)
A specication   is said to be translation invariant if 8a2Zd, 82L;8!2
 and
for all bounded functions f
(f  aj!)= +a(fja!): (2.8)
Denition 2.3. A probability measure  on (
;F) is consistent with a specication
  (notation: 2G( )) if 82L and for every continuous function f on 
:
  (f)= (f); (2.9)
where   (f)=
R
(d!)(fj!).
We say that a probability measure is uniformly non-null if it is consistent with a
uniformly non-null specication.
Remark. We will also say that a specication   is consistent with the probability
measure . Notice that G( ) is a convex set which may be empty.
We dene (measurable) sets of continuity points for a specication   as follows:

  := f! :82L; 8F 2F; (F j) is continuous at !g; (2.10)

  := f! :82L; 8F 2F; (F j) is continuous at ! in the direction g:
(2.11)
Note that for a uniformly non-null specication, the continuity of (F j) for all sets
2L follows from the continuity of the single site probabilities fig(j). The same
is true for continuity in the direction .
For a specication that is uniformly non-null, the set 
  of continuity points is in the
tail eld. Hence if 
  6= f;; 
g then both 
  and 
c  are topologically dense subsets
of 
 (every taileld set is dense in 
). Because a function which is continuous on a
dense set can only be discontinuous on a set of rst Baire category (cf. Boas, 1960,
pp. 101{102) we can conclude that 
c  is necessarily a set of rst Baire category and
hence 
 =
n
c  is a set of second Baire category. This means that we automatically
have that 
  is larger than 
c  in a topological sense. This fact does of course not
give information about the measure of 
  and 
c ; we can still have (
 )= 0 and
(
c )= 1 for some 2G( ).
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2.2. Potentials
Denition 2.4. A potential U is a real valued function on L

U :L
!R (2.12)
such that U (; )2F for all 2L (put U (;; )= 0).
U (A; ) represents the interaction between spins in A for a conguration . A po-
tential U is translation invariant if 8A2L; a2Zd; 2

U (A; )=U (A+ a; a): (2.13)
We say that a potential U is a vacuum potential with vacuum  if U (A;!)= 0 when-
ever !(x)= (x) for some x2A.
To be useful a potential has to satisfy some summability condition, i.e. the interaction
of a nite piece of the lattice with the rest of the world must be nite in some sense.
In the traditional theory one requires that
X
A\ 6=;
sup
!
jU (A;!)j<1: (2.14)
For our purposes we need more general (pointwise) notions of convergence.
Denition 2.5. A potential U is convergent at ! if for all 2L the local Hamiltonian
HU (!) :=
X
A\ 6=;
U (A;!) (2.15)
is well-dened (i.e. the sum is convergent in the sense of Eq. (2.2)).
We still need the following denitions.
Denition 2.6. A potential U is absolutely convergent at !2
 if for all 2L
X
A\ 6=;
jU (A;!)j<1: (2.16)
If we have for ! that the local Hamiltonian HU (
!
) is well dened for all 2
,
then we can dene the nite volume Gibbs measures
U (j!) :=
1[=! on c]
Z(!c )
exp[−HU (!)]; 2
 (2.17)
with xed boundary condition !. Here Z(!c ) is the normalization. We did not in-
clude here the usual pre-factor  (inverse temperature) nor did we add any specic a
priori measure (other than the counting measure) on the single-site state space. Both
(temperature and a priori weights) are supposed to be contained in the potential.
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Denition 2.7. A potential U is compatible at !2
 with a specication   if for all
2L, and for all 2

U (j!)= (j!): (2.18)
Remark. If there exists a vacuum potential V  with vacuum , compatible with a
given specication   then this V  is unique and is given by
V  (A;!)=−
X
A
(−1)jAnj log (!

j)
(j) : (2.19)
Note, however, that
(1) the potential constructed in expression (2.19) above does not need to be con-
vergent in general and
(2) even when it is convergent it is still possible that this V  is not compatible with
  (cf. Proposition 4.1).
The vacuum potential is necessarily translation invariant if   is and  is constant.
3. Pointwise Kozlov’s theorems
We give here our generalizations of the results of Kozlov (1974). We omit the proofs
since they are straightforward extensions of the proofs in Kozlov (1974), replacing
uniform by pointwise formulations. In what follows, we always have a specication  
as in (Denition 2.2) with corresponding sets of continuity points (2:10) and (2:11).
Theorem 3.1 (Pointwise Kozlov result). Let   be a specication and 2
. Then we
have
 for all !2
 , the vacuum potential V with vacuum  (as in Eq. (2.19)) is con-
vergent at ! (as in Denition 2.5) and is compatible with   at !,
 there exists a potential U =U which is absolutely convergent (as in
Denition (2.6)) and compatible with   at every !2
 .
Remark. In the case of a translation invariant specication  , and  constant, the
potential U of Theorem 3.1 is not necessarily translation invariant, whereas the vac-
uum potential V  is translation invariant but not necessarily absolutely convergent.
In order to obtain a translation invariant potential which is absolutely convergent
(as in Denition 2.6) we need supplementary conditions. For x2Zd and real r, put
B+x (r) := fy2Zd :y>x and jx−yj6rg where jx−yj := maxj=1; :::; d jx j−yjj and y>x
if y1>x1 or yj = x j for j=1; : : : ; k<d and yk+1>xk+1. Dene
x(r; !) := jfxg(!j!)− fxg(!B+x (r)j!

B+x (r)
)j; (3.1)
where we take  a constant conguration. We say that ! is a ‘good’ conguration if
!2K  :=
T
x K

x where
Kx =
8<
:!:
1X
i=1
X
y2Bx(2i)
y(2i ; !)<1
9=
; : (3.2)
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Theorem 3.2 (Pointwise Kozlov result). Let   be a translation invariant specication
for which the translation invariant set K  of ‘good’ congurations was dened in
Eq. (3.2). There exists a translation invariant potential U such that at every !2K ;
U is absolutely convergent and compatible with  .
In the formulation of the above theorems we did not need to speak about a specic
measure; these theorems deal with the relation between specications and potentials.
However, in applications, one wants to understand whether a specic measure allows
(what kind of) a potential. In this case, the specication   of the theorems above really
stands for (a version of) the conditional probabilities of the measure and it acquires a
potential via Eqs. (2.17) and (2.18). We give some applications of this in Section 4.
The analogue of Theorem 3.2 in the paper of Sullivan (1973) applies for a continuous
(and thus uniformly continuous) specication. The author constructs a potential which
is translation invariant and absolutely convergent in a weaker sense, but he does not
need a condition of the type K =
. His proof relies strongly on the uniform continuity
of the specication and is not suited for pointwise generalizations.
4. From almost Gibbsian to non-Gibbsian measures
Denition 4.1. A probability measure  on (
;F) is Gibbsian if there exists a spec-
ication   which is uniformly non-null, such that 2G( ) and 
 =
.
Denition 4.2. A probability measure  on (
;F) is
(1) almost Gibbsian if there exists a uniformly non-null specication   such that
2G( ) and (
 )= 1,
(2) almost Gibbsian in the direction  if there exists a uniformly non-null speci-
cation   such that 2G( ) and (
 )= 1.
This is equivalent to asking that some version of the conditional probabilities of 
is continuous (continuous in the direction ) -almost surely.
Remark. (1) Of course, every Gibbs measure is almost Gibbsian.
(2) Since for   uniformly non-null, 
  is a set in the tail eld, we always have that
for extremal 2G( ) (
 )= 0 or (
 )= 1, i.e. the specication is -a.s. continuous
or -a.s. discontinuous.
Denition 4.3. A probability measure  on (
;F) is weakly Gibbsian if there exists
a potential U and a tail eld set 
U such that
(1) U is absolutely convergent on 
U (see Denition 2.6);
(2) (
U )= 1;
(3) 82L, 8B 2Fc and for every bounded measurable function f,Z
B
f d=
Z
B
d(!)
1
Z(!c )
X

f(!c )e−H
U
 (!c ); (4.1)
where
Z(!c ) =
X

expf−HU (!c )g: (4.2)
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Remark. (1) That 
U is a tail eld set makes Z(!c ) well dened for every 2L
and for all !2
U .
(2) In the case of a translation invariant  one would, of course, like to have U
and 
U translation invariant. However, even if  is a Gibbs measure it is unknown
whether this is always possible.
(3) Denition 4.3 could be reformulated in terms of specications as follows:  is
weakly Gibbsian if there exists a potential U , absolutely convergent on a tail eld set

U and there exists a specication   compatible with U on 
U such that 2G( )
and (
U )= 1.
(4) It is important to realize that even when HU (!)=
P
A\ 6=;U (A;!) exists on

U , we can not conclude that HU is continuous in !. Therefore weakly Gibbsianness is
a much weaker property than almost Gibbsianness. In fact, as we will see in Section 5
there exist weakly Gibbsian measures  such that for every specication   consistent
with , (
 )<1.
(5) If HU (!)=
P
A\ 6=;U (A;!) exists on the whole of 
 (i.e. 
U =
), then
HU is a function of rst Baire class (a pointwise limit of continuous functions) and
therefore it can only be discontinuous on a set of rst Baire category, i.e. a countable
union of nowhere dense sets (see Boas, 1960, pp. 99{102). In fact the conclusion that
HU (:) can only be discontinuous on a set of rst category is valid for more general

U . The set 
U has to be \large" in a topological sense: it has to be such that every
open subset (in the restricted topology) is of second category. This means, e.g. that
we cannot have that a measure  is weakly Gibbsian with an everywhere convergent
potential and at the same time for every specication   consistent with ; 
 = ;. Of
course, it is still possible that (
 )= 0 for such a measure since there is no relation
between topological and measure theoretical \large". In the examples we will illustrate
these considerations.
From Section 3, Theorem 3.2, we get the following.
Theorem 4.1. If  is almost Gibbsian in the direction  for some 2
 then  is
weakly Gibbsian and we can choose 
U =
  where   is such that 2G( ).
For a positive result concerning the converse, we have the following: convergence
of the vacuum potential V  does give continuity in the direction  of the specication
 , see Eq. (2.19). We x a specication   and a conguration :
Proposition 4.1. The vacuum potential V  is convergent (as in Denition 2.5) at !
and compatible with   at ! i !2
 . As a consequence, if  is weakly Gibbsian
for the vacuum potential V  , then  is almost Gibbsian in the direction .
Proof. From identity (2:19) one obtains
X
A L;A\ 6=;
V  (A;!)= − log
(!j!LnLc )
(j!LnLc ) (4.3)
Proposition 4.1 easily follows from taking the limit L "Zd.
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Remark. If  is almost Gibbsian and translation invariant, we still cannot conclude,
in general, that  is weakly Gibbsian for a translation invariant potential. In order to
have this, the extra condition (K )= 1 (cf. Eq. (3.2)) must be met by a specication
  for which 2G( ).
Proposition 4.1 can be applied in the context of the paper (Fernandez et al., 1997).
The authors consider translation invariant Gibbs measures on 
= f−1; 1gZd which
are consistent with a monotone quasilocal specication. By introducing the concept
of global specication, they prove that in particular the projections of these Gibbs
measures on innite subsets of Zd (which may be non-Gibbsian) are consistent with a
monotone right-continuous specication   (i.e. 
 =
 for  1). From Proposition 4.1
it follows that these projected measures are weakly Gibbsian for the vacuum potential
V 1  . From Theorem 3.1 it follows that they are weakly Gibbsian for an absolutely
convergent (but not necessarily translation invariant) potential. In the special case of
the Ising model, Theorem 3.2 can be applied for the projections of the plus (or minus)
phase (i.e. K  of Eq. (3.2) is then a set of measure one for the projection), yielding that
these projections are weakly Gibbsian for a translation invariant absolutely convergent
potential. We will deal with this in a future publication (Maes et al., 1998), see also
Dobrushin (1995), Dobrushin et al. (1997) and Maes et al. (1997).
We will now introduce the concept of ‘bad’ congurations for a probability measure
. This yields a necessary and sucient condition on the nite conditional distribu-
tions of  for (almost) Gibbsianness of . It is in the spirit of Proposition 4.2 in
Fernandez et al. (1997), see also van Enter et al. (1996). The motivation to introduce
this concept is to be able to detect for a given probability measure  essential discon-
tinuities of the conditional probabilities, i.e. congurations 2
 such that for every
specication   consistent with ,  is a point of discontinuity of this specication (i.e.
 =2
 ).
Denition 4.4. A conguration 2
 is ‘bad ’ for  if there exists a site i2Zd and
>0 such that for every 2L there are 0; j0j<1 and !;!0 2
 such that
j(ijni!0n)− (ijni!00n)j>: (4.4)
The notation in Eq. (4.4) is supposed to be self-explanatory: we ask for the variation
in the nite conditional probabilities (of nding the value i for the spin at site i when
the conguration is xed and equal to  in nfig, while equal to ! or !0 in 0n).
The proof of the next proposition is trivial:
Proposition 4.2. Let  be a probability measure and 2
. If  is a bad conguration
for  then for all specications   such that 2G( ),  62
 .
In the other direction we have:
Proposition 4.3. A probability measure  which is uniformly non-null and has no
‘bad ’ congurations is Gibbsian.
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Proof. We show that there exists a specication   which is uniformly non-null such
that 2G( ) and 
 =
. Let n := [−n; n]d. We show that the limit
lim
n!1 (0jn) (4.5)
exists for every . Indeed, for p>n
(0jn)=
Z
(0jn!pnn)(d!pnn jn) (4.6)
so that
j(0jn)− (0jp)j
=

Z
(d!pnn jn)[(0jn!pnn)− (0jp)]
 : (4.7)
Since  is not a ‘bad’ conguration
lim
n;p!1 sup!
j(0jn!pnn)− (0jp)j=0 (4.8)
hence f(0jn); n2Ng is a Cauchy sequence. Dene
f0g(j) := lim
n!1 (0jnn0) (4.9)
and, similarly,
fig(j) := lim
n!1 (ijnni): (4.10)
We prove that f0g(j) is continuous. Choose 2
 and >0. Since  is not ‘bad’,
there must be Zd so that for all 0 and every !;!0
j(0j!0n)− (0j!00n)j6: (4.11)
Choose now n such that n, then for ~=  on 
j(0jn)− (0j ~n)j (4.12)
= j(0jnn)− (0j ~nn)j: (4.13)
Therefore,
jf0g(0j)− f0g(0j ~)j
= lim
n!1 j(0jn)− (0j ~n)j6 (4.14)
yielding the continuity of f0g(j).
Since  is uniformly non-null, the one point specication fig(j) actually deter-
mines a continuous specication   which is uniformly non-null. We nally prove that
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2G( ). Let f be a local function, thenZ
(f) d
= lim
n!1
Z
(d!)
Z
(dj!nn)f(!nn)
= lim
n!1
Z
d E[fjFnn]
=
Z
f d: (4.15)
For  a probability measure on (
;F), put
S := f2
j is ‘bad’ for g: (4.16)
From Proposition 4.2 and the proof of Proposition 4.3 we get:
Proposition 4.4. (1) S= ; ,  is Gibbsian;
(2) (S)= 0 ,  is almost Gibbsian.
5. Examples
In this section we discuss two examples. First of all, we consider a non-trivial convex
combination of two measures which are tail trivial and mutually singular on the tail
eld. This will give an example of a measure which is not almost Gibbsian, nor weakly
Gibbsian for a vacuum potential or ‘Kozlov potential’. Second, we construct a concrete
example of a measure which is weakly Gibbsian but not almost Gibbsian.
5.1. Convex combinations
Let 1 and 2 be two tail trivial probability measures which are mutually singular on
the tail eld, i.e. there exists a set F in the tail eld such that 1(F)= 1 and 2(F)= 0.
We also assume that there is no specication   for which both 1; 2 2G( ). We
can, e.g. think of = , the Bernoulli measure on f0; 1gZd with density  of ones,
and 2 = 0 , with 0<<0<1. In that case F is, e.g. the set of congurations with
\density" : F = f2
 : lim inf n!1 1=2n
Pn
x=−n (x)= g.
Let = 1 + (1 − )2, 0<<1 be a non-trivial convex combination of 1 and
2. It is known that for every specication   consistent with  there are no points of
continuity, i.e., 
 = ;. This rather drastic non-Gibbsian behavior is, however, obvious
and due to the fact that every version of the conditional probabilities ‘involves’ a tail
measurable function: for -a.e. 
E[fjFc ]()= 1F()E1 [fjFc ]() + 1Fc ()E2 [fjFc ](): (5.1)
In fact, we have more: if we are given 2
, then for every specication   consistent
with , we have (
 )<1. This follows from the observation that for a tail measurable
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function  :
!R which is continuous in the direction  in a point 2
 we have
()=().
So we conclude from Proposition 4.2 that the measure  cannot be almost Gibbsian
neither almost Gibbsian in a direction. Therefore,  cannot be weakly Gibbsian with a
vacuum potential nor with the ‘Kozlov-potential’ of Theorem 3.1 (which is essentially
a resummation of the vacuum potential). From Remark 5 following Denition 4.3, we
conclude that  cannot be weakly Gibbsian for a potential U converging on a set

U which is ‘topologically large’ (e.g. 
U cannot be 
). However, we do not know
whether  is not weakly Gibbsian at all. This problem is related to the question whether
or not we can represent a tail measurable function as a sum of potentials on a set of
measure one, e.g. in the case of the convex combination of two Bernoulli measures
on f0; 1gZ, the question reduces to the following: does there exist a potential U (A; )
such that 8i2Z
X
A3i
U (A; )= lim inf
n!1 1=2n
nX
x=−n
(x) (5.2)
on a set K 
 of ’s with (K)= 0(K)= 1? Of course such a representation of
a ‘global’ quantity in terms of ‘local’ quantities seems very unnatural and it is cer-
tainly not possible in a smooth way. It is, however, important for the concept of
‘weakly Gibbsian’ measures that these convex combinations are not ‘weakly Gibb-
sian’, because otherwise any reasonable notion of ‘physical equivalence’ would be
ruled out in the ‘weakly Gibbsian’ formalism (i.e. we could have that two Gibbs mea-
sures with physically unequivalent potentials are both ‘weakly Gibbsian’ with the same
potential).
Remark. There is also an example of a strongly mixing measure  which gives positive
weights to all non-empty cylinder events for which S=
 and which is not weakly
Gibbsian, see van den Berg, Lorinczi et al. (1997a, b).
5.2. A weakly Gibbsian measure which is not almost Gibbsian
The counterexample discussed here is of the form (d)=f()1=2(d), where 1=2
is the Bernoulli measure on f0; 1gN, and f()= exp(−H ()) is a positive density
function which is discontinuous enough to ensure that  is not almost Gibbsian. How-
ever, H () will be given as a sum of potentials which converges 1=2 a.s., thus making
 into a weakly Gibbs measure.
We consider 
= f0; 1gN and we dene for 0<<1 (xed) a potential
U ([0; 2n]; )= (0)(2n)n−N2n()1fN2n()6ng; (5.3)
where
N2n()= maxfj>0j(2n)(2n− 1) : : : (2n− j)= 1g (5.4)
and U (; )= 0 when  =2f[0; 2n]: n2Ng. To clarify these formulas, the interaction
of the interval [0; 2n] is obtained as follows: count from the right endpoint the number
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of successive ones, say N . The interaction reaches its maximum for N = n (it is then
equal to 1), it becomes zero for N>n and decreases in 06N6n to the minimal value
n in N =0. We dene
H () :=
X
n>0
U ([0; 2n]; ) (5.5)
on the set of ’s for which this sum converges. We will show in Lemma 5.1 below
that H () exists a.s. for the Bernoulli measure 1=2 on f0; 1gN. Henceforth, we ab-
breviate = 1=2. We will then construct  as the measure having density e−H () with
respect to , and we show that for this  the set of ‘bad’ congurations has positive
measure.
Lemma 5.1.X
n>0
U ([0; 2n]; )<1 -a:s:: (5.6)
Proof. For >0 we have(
:
X
n
U ([0; 2n]; )=1
)
A;
where
A := f2
: 8N 2N9p>N : (2p)(2p− 1) : : : (p+ (logp)1+)= 1g
=
\
N2N
[
p>N
Ap; ; (5.7)
where Ap; = f: (2p)(2p− 1) : : : (p+ (logp)1+)= 1g. Now we have
(Ap; )= (12 )
p−(log p)1+ (5.8)
and thus
1X
p=0
(Ap; )<1: (5.9)
Therefore (A)= 0.
Dene the measure  on f0; 1gN byZ
(d)f()=
R
e−H ()f()(d)R
e−H ()(d)
: (5.10)
For the conditional probability (0 = 1j1 : : : 2n) we obtain
(0 = 1j1 : : : 2n) =
R
e−H (11 :::2n[0; 2n]c )(d)
1 +
R
e−H (11 :::2n[0; 2n]c )(d)
=
1
1 + [
R
e−H (1)(d)]−1
: (5.11)
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We rst show that for n large enough and for all 1 : : : 2n there exist 12n+1 : : : 
1
4n+1
and 22n+1 : : : 
2
4n+1 such that jH (11) − H (12)j>=2. Indeed, choose 12n+1 =0,
12n+2 =    = 14n=1, 14n+1 =0 and 22n+1 =    = 24n+1 =0. Then
jH (11)− H (12)j=
nX
k=1
k>

2
: (5.12)
Therefore, combining this with Eq. (5.11)
j((0)= 1j1 : : : 2n12n+1 : : : 14n+1)− ((0)= 1j1 : : : 2n22n+1 : : : 24n+1)j
>
1
4
Z
(d)exp[−H (11](e=2 − 1): (5.13)
If we now restrict our ’s to the set f: H ()6ag which has strict positive measure
for a large enough, then, for these ’s, using Jensen’s inequalityZ
(d)exp(−H (11))>exp(−(a+ b+ 1=)); (5.14)
where b=
R
(d)H (1)<1. Thus, there is a set of ‘bad’ congurations of strict
positive -measure. Now it is clear that  is weakly Gibbsian with potential U , since
-a.s.
(j!c ) =
exp(−PAZU (A; !c ))P
0
exp(−PAZU (A; 0!c ))
=
exp(−PA\ 6=;U (A; !c ))P
0
exp(−PA\ 6=;U (A; 0!c )) : (5.15)
Since there exists a set of ‘bad’ congurations of strict positive measure,  is not
almost Gibbsian but since by Lemma 5.1 the potential converges (absolutely) on a set
of -measure 1,  is weakly Gibbsian.
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