Bottom-up construction of dynamic density functional theories for
  inhomogeneous polymer systems from microscopic simulations by Mantha, Sriteja et al.
ar
X
iv
:2
00
9.
13
19
7v
1 
 [c
on
d-
ma
t.s
of
t] 
 28
 Se
p 2
02
0
Bottom-up construction of dynamic density functional theories for inhomogeneous
polymer systems from microscopic simulations
Sriteja Mantha,1 Shuanhu Qi,2 and Friederike Schmid1, ∗
1Institut für Physik, Johannes Gutenberg Universität Mainz, Staudingerweg 9, 55128 Mainz, Germany
2Key Laboratory of Bio-inspired Smart Interfacial Science and Technology of Ministry of Education,
School of Chemistry, Beihang University, Beijing 100191, China
We propose and compare different strategies to construct dynamic density functional theories
(DDFTs) for inhomogeneous polymer systems close to equilibrium from microscopic simulation
trajectories. We focus on the systematic construction of the mobility coefficient, Λ(r, r′), which
relates the thermodynamic driving force on monomers at position r′ to the motion of monomers
at position r. A first approach based on the Green-Kubo formalism turns out to be impractical
because of a severe plateau problem. Instead, we propose to extract the mobility coefficient from
an effective characteristic relaxation time of the single chain dynamic structure factor. To test our
approach, we study the kinetics of ordering and disordering in diblock copolymer melts. The DDFT
results are in very good agreement with the data from corresponding fine-grained simulations.
I. INTRODUCTION
Inhomogeneous polymer systems assemble into or-
dered morphologies due to incompatible interactions be-
tween different constituents in the systems1,2. These
morphologies have found applications as thermoplastic
elastomers3, materials for drug delivery and release4, gas
capture5, water purification6, energy conversion7,8, and
also in soft lithography9. Understanding the relation be-
tween the molecular features of polymers and the ordered
morphologies formed by them has been a subject of active
investigation for a long time10–13. An equally interesting
topic is the effect of polymer dynamics on the process of
self-assembly14, e.g., on the kinetics of defect formation
depending on the way a nanostructured polymer mate-
rial is processed15–19. This has lead to experimental and
theoretical investigations to understand the polymer dy-
namics in inhomogeneous systems and its effect on the
formation of ordered morphologies.
Different scattering and reflectometry techniques have
been employed to study the kinetic pathways leading
to order-order and order-disorder transitions in block
copolymer systems20–27. The same techniques are used to
investigate the adsorption dynamics and the formation of
interfaces in an incompatible homo-polymer blend28–37.
However, the dynamics in inhomogeneous polymer sys-
tems involves relaxation processes occurring over multi-
ple length and time scales. For example, the molecular
features of polymers determine the local rearrangements
of chains. On the other hand, the mesoscopic ordering
of polymer chains takes place on length and time scales
which are multiple orders of magnitude higher than the
molecular length and time scales. As a result, finding
an experimental technique that can capture the dynam-
ics over the entire spectrum of length and time scales is
an extremely involved task. Dynamic density functional
theory (DDFT)38–43 or the dynamic self-consistent field
theory have been promoted as a theoretical alternative to
study the polymer dynamics on the relevant mesoscopic
length and time scales.
In a DDFT, the dynamics of an inhomogeneous poly-
mer system is described by a diffusive equation in the
monomer densities
∂ρα (r, t)
∂t
=
∑
β
∇r
[∫
dr′Λαβ (r, r
′)∇r′µβ (r
′, t)
]
(1)
Here, ρα (r, t) is the density of monomers of type α,
Λαβ (r, r
′) is the mobility matrix and (−∇r′µβ (r
′, t)) a
local thermodynamic force acting on monomers of type β.
The matrix Λ(r, r′) relates the monomer density current
to the thermodynamic driving force44 and depends on the
monomer-monomer correlations in the system. The field
µβ(r, t) can be interpreted as a local chemical potential
for unconnectedmonomers of type β and is derived from a
free energy functional F , (i.e., µβ (r
′, t) = δF/δρβ(r
′, t)),
which is typically taken from self-consistent field (SCF)
theory. Since ρα (r, t) are coarse-grained quantities, their
dynamic evolution equations describe the kinetics in the
system on mesoscopic scales. A typical SCF theory45–47
for polymers retains microscopic information on the chain
architectures. This combination of mesoscopic and mi-
croscopic aspects makes DDFT a promising technique
in the pursuit of studying polymer dynamics in an in-
homogeneous system. DDFT has been used to explore
the kinetic pathways for micelle to vesicle transition in
micellar solutions48,49, morphological transitions in di-
block copolymer melts50–52 and also scaling laws for
the polymer inter-diffusion during interfacial broaden-
ing in polymer blends53–56. DDFT models have also
been extended to study the effects of hydrodynamics57,58
and reptation59,60. Recent investigations have also used
DDFT in conjunction with the string method61 to deter-
mine the mean free-energy path for pore formation and
rupture in cell membranes62.
Although DDFT has significantly advanced our under-
standing of polymer dynamics, it suffers from the prob-
lem that DDFT models are typically constructed in an
ad hoc manner. The dynamics of polymers is well-known
to be governed by relaxation processes on multiple time
scales63. When projecting the dynamical equations for
2monomer coordinates onto a dynamical equation for den-
sities such as Eq. (1) in a systematic manner, e.g., us-
ing the Mori-Zwanzig formalism64,65, this invariably re-
sults in a generalized Langevin equation with a memory
kernel66. In DDFT, the memory kernel is replaced by
one single, time independent (but nonlocal) effective mo-
bility function. This greatly increases the computational
efficacy of the resulting coarse-grained model, however,
the optimal way to choose such an effective mobility is
not clear.
Currently, all approaches in the literature are based on
heuristic assumptions. For chains in the Rouse regime,
these approximate schemes can broadly be categorized
into local and nonlocal approaches67. In the local ap-
proach, monomers are assumed to diffuse in the system
independent of each other. In the nonlocal approaches,
polymers are assumed to diffuse as a whole. These ap-
proximations significantly reduce the complexity in han-
dling the DDFT equation. However they come with their
own caveats. Most importantly, it was found that the
choice of DDFT approach may influence the pathways
of self-assembly that are observed in DDFT calculations.
One example is the dynamics of vesicle formation from
homogeneous nucleation, where nonlocal DDFT calcu-
lations predicted the existence of competing pathways
of self-assembly48,49 (which was then confirmed both by
experiments68–70 and simulations71–74), whereas only one
pathway was present in local DDFT simulations75. More-
over, local DDFT calculations greatly overestimate the
frequency of vesicle fusion events76, which are largely
suppressed in nonlocal DDFT simulations77,78 consistent
with experiments69. When comparing to particle-based
simulations, local DDFT calculations generally tend to
overestimate the speed of structure formation, and non-
local DDFT calculations tend to underestimate it56,67,76.
It should be noted that none of these approaches in-
corporate knowledge on the microscopic dynamics in the
underlying polymer dynamics. In recent years, bottom-
up coarse-graining techniques have become increasingly
popular in materials science, where coarse-grained mod-
els are constructed from fine-grained simulations in a sys-
tematic manner. Examples are techniques for deriving
effective potentials in coarse-grained models79–83 or effec-
tive friction coefficients84 or even memory kernels85–92 in
dynamical equations. Since SCF models bridge between
microscopic and the mesoscopic length scales, it should
be possible to apply similar ideas for the construction
of DDFT equations in order to improve their predictive
capabilities.
In this article, we explore two physically motivated
bottom-up construction schemes for determining DDFT
mobility functions Λ (r, r′) from microscopic simulations.
In the first approach, we follow a classical approach
to this type of problem and consider the Green-Kubo
relation93–95 that relates Λ (r, r′) to an integral over
an appropriate current-current time correlation function.
Unfortunately, the result turns out to be not very useful,
for reasons that we shall discuss below. In a second ap-
proach, we therefore propose to extract Λ (r, r′) from the
characteristic relaxation time of the dynamic structure
factor of single chains.
To test our approach, we study two related problems:
The first is the dynamics associated with the formation
of the lamellar structure in diblock copolymer melts, the
second is the relaxation of a lamellar structure into a ho-
mogeneous state. We specifically choose these problems
because existing local and non-local DDFT schemes are
known to significantly under- or overestimate the time
scales of (dis)ordering in comparison to fine grained sim-
ulations of the same systems. We show that the bottom-
up constructed DDFT models are able to capture both
the global dynamics and the relaxation due to local re-
arrangements of the chain at the relevant length scales.
This significantly improves the DDFT predictions for the
above listed problems.
The rest of the manuscript is organized as follows: In
the next section, we first introduce the general frame-
work of DDFT theory and briefly describe the Ansätze
for mobility functions that have been proposed in the lit-
erature. Then we present and discuss our two bottom-up
approaches. Finally, in the fourth section, we apply the
approach to the study of ordering and disordering in di-
block copolymer melts. We conclude with a summary
and an outlook.
II. GENERAL FRAMEWORK OF DDFT
The dynamic density functional theory is an extension
of the classical density functional theory, where the equi-
librium free energy of a many-body system is expressed
as a functional of coarse-grained field variables, the den-
sity fields94,96,97. A mathematical basis for this formal-
ism is provided by the Hohenberg-Kohn theorem98,99.
Here we consider polymer systems with different types
of monomers α, hence our free energy functional de-
pends on several fields, F ({ρα}). In practice, we will use
the functional provided by the self-consistent field (SCF)
theory45–47, which is a mean-field approach.
The objective of the DDFT is to construct a physi-
cally motivated scheme for the dynamical evolution of
the microscopic densities, based on the given static func-
tional. Such a scheme is expected to drive the system
along a path of low free energy, with meaningful dynamic
information, in order to reach the equilibrium state or
at least a metastable minimum of F . Since the density
is a conserved field, its longest-wavelength Fourier com-
ponents are slowly relaxing variables47. This motivates
the construction of a diffusive equation that involves the
dynamic evolution of density fields only, resulting in so-
called model B dynamics according to the classification
of Hohenberg and Halperin100.
A simple popular Ansatz is to assume the linear in-
3stantaneous form
∂ρα (r, t)
∂t
= ∇r
∑
β
∫
dr′Λαβ (r, r
′)∇r′µβ (r
′, t) (2)
with µβ(r, t) = δF/δρβ(r, t). The mobility function
Λαβ(r, r
′) relates the density current of the monomer α at
position r to the thermodynamic driving force (−∇µβ)
on the monomer β at position r′. In the present pa-
per, we will consider single-component homopolymer or
copolymer melts with average monomer density ρ0, and
assume that all chains have equal length N . Further-
more, to simplify the notation, we will often use reduced
quantities φα = ρα/ρ0, µˆβ =
N
ρ0
δF/δφβ = Nµβ , and
Λˆ = Λ/ρ0N , which allows us to rewrite (2) as
∂φα (r, t)
∂t
= ∇r
∑
β
∫
dr′Λˆαβ (r, r
′)∇r′ µˆβ (r
′, t) . (3)
We note that the instantaneous assumption is ques-
tionable in polymeric systems, which are known to ex-
hibit memory effects63, as already discussed in the intro-
duction. In DDFT, one implicitly assumes that the mem-
ory kernel can be replaced by a simple, time-independent
(but not necessarily local) function. A second impor-
tant approximation, which is typically made in polymeric
DDFT approaches and which we will also adopt here, is
a mean-field approximation: In the spirit of the SCF the-
ory which provides the static density functional F , poly-
mers are assumed to move independently in an external
field provided by the other polymers. This field may in-
clude hydrodynamic flows and even entanglements, but
only in an averaged sense. Hence the mobility func-
tion Λ describes the mobility of individual chains. It
includes effects of intrachain monomer correlations, but
not those of interchain correlations. From Eq. (2), one
can thus extract a mobility function per chain, given by
Λ(s) = ΛN/ρ0 = ΛˆN
2.
For melts in the Rouse regime (i.e., chains are non-
entangled), three types of Ansatz for the mobility coeffi-
cients have been proposed in the literature:
(i) Local coupling scheme: In this approximation,
monomer beads are assumed to diffuse independently of
each other with the mobility D0/kBT
38. This leads to
the following expression for Λˆαβ (r, r
′):
ΛˆLocalαβ (r, r
′) =
D0
NkBT
φα (r) δαβδ (r− r
′) (4)
(ii) Chain coupling schemes: These approaches assume
that the internal structure of the polymer chain relaxes
on a time scale much faster than the collective motion
of the chain. As a consequence, the polymer chains are
assumed to diffuse as a whole with the mobility Dc =
D0/N . For this case, Maurits et al have derived the
expression59
ΛˆChainαβ (r, r
′, t) =
Dc
kBT
Pαβ(r, r
′, t)/ρ0N (5)
where Pαβ(r, r
′, t)/ρ0N is the pair correlation of
monomers α, β on the same chain at position r and r′,
normalized to the integral one. Within the SCF theory,
this quantity can be calculated exactly using a scheme
proposed earlier by two of us67. Further approximations
have been proposed, such as the external potential dy-
namics (EPD) approximation (not discussed here) and
the Debye approximation, which approximates Pαβ/ρ0
by the pair correlations of ideal Gaussian chains, i.e., the
Debye correlation function63
ΛˆDebyeαβ (r, r
′) =
Dc
NkBT
gαβ (r− r
′) (6)
Analytical expressions are available for the Fourier rep-
resentation of g(r− r′). For example, for diblock copoly-
mers, one obtains47,101
gαα (q) = NfD (hα, x) (7)
gAB =
N
2
{fD (1, x)− fD (hA, x)− fD (hB, x)}
where x = q2R2g, hα is the fraction of block α, and
fD (h, x) :=
2
x2
(
hx+ e−hx − 1
)
is the Debye function.
(iii) Mixed coupling scheme: The predictions of
DDFTs based on local or non-local schemes have been
compared to simulations, and both were found to have
shortcomings56,67. In a previous paper67, two of us have
therefore proposed a mixed scheme where the dynam-
ics is assumed to be governed by a local mobility func-
tion on short wavelengths and a nonlocal one on large
wavelengths. To this end, a filter function Γ (r) was in-
troduced that filters out the long-wavelength part of the
thermodynamic driving force via a convolution integral
fˆNonlocalα (r) = −
∫
dr′Γ (|r− r′|)∇µˆα(r
′). (8)
with
Γ (r) =
(
2piσ2
)−3/2
exp{−r2/2σ2}. (9)
This ”coarsened” force is then taken to drive nonlocal
chain diffusion, whereas the remaining part,
fˆLocalα (r) = −∇µˆα(r)− fˆ
Nonlocal
α (r) (10)
drives local rearrangements of the chain via a local mo-
bility coefficient. The resulting interpolated scheme has
the form
∂φα
∂t
= −∇
∑
β
∫
dr′
[
ΛˆNonlocalαβ (r, r
′) fˆNonlocalβ (r
′)
+ ΛˆLocalαβ (r, r
′) fˆLocalβ (r
′)
]
, (11)
where ΛˆNonlocal can be any of the chain coupling schemes
discussed above. The tunable parameter σ determines
the length scale of crossover between the local and the
nonlocal dynamics. When referring to mixed scheme
DDFT calculations in the present paper, these are car-
ried out by mixing local and Debye dynamics with the
filter parameter σ = 0.3Rg, a value found to be optimal
in our previous work67.
4III. APPROACHES TO DETERMINE DDFT
MOBILITY COEFFICIENTS FROM
MICROSCOPIC SIMULATIONS
The expressions for the mobility coefficients discussed
in the previous section were postulated more or less
heuristically, without much input on the underlying mi-
croscopic dynamics. The only parameters that can
be used to match the microscopic and the DDFT dy-
namics are the diffusion constant, and in case of the
mixed scheme, the tuning parameter σ. The purpose of
the present work is to derive more informed bottom-up
schemes, where the mobility coefficients are calculated
from simulations of a microscopic reference system. We
have explored two such approaches which we will now
discuss below.
In both cases, we will assume that our system is homo-
geneous, hence Λ(r, r′) is translationally invariant. We
can then conveniently rewrite the DDFT equations in
Fourier representation as
∂tρα(q, t) = −q
2
∑
β
Λαβ(q)µβ(q, t) (12)
with µβ(q, t)/V = δF/δρβ(−q, t). Here and throughout,
we define the Fourier transform via63
f(q) =
∫
dreiq·rf(r), f(r) =
1
V
∑
q
e−iq·rf(q).
A. Green-Kubo approach
The first approach is based on the Green-Kubo for-
malism, which is a standard tool to determine transport
coefficients from simulations. Let us first recapitulate
the general formalism.94,95,102 For a given microscopic
system with Hamiltonian H , we consider the linear re-
sponse of a quantity A˙ to a perturbation of H caused
by a generalized field ZB that couples to a quantity B
(i.e., H = H0 − ZBB). According to the Green-Kubo
formalism, the response is given by 〈A˙〉 = λABZB with
λAB = −
1
kBT
∫
∞
0
dt 〈A˙(t)B˙(0)〉 in classical systems.
To apply this formalism to our DDFT problem, we
choose A = ρα(q, t) and B = ρβ(q, t), where ρζ(q, t)
(with ζ = α, β) is derived from the monomer coordi-
nates Rk(t) via ρζ(q, t) =
∑
k e
iq·Rk(t)γ
(ζ)
k with γ
(ζ)
k = 1
if monomer k is of type ζ, and γ
(ζ)
k = 0 otherwise.
This results in A˙ = iq · jα(q, t) and B˙ = −iq · jβ(q, t)
with jζ(q, t) =
∑
k e
iq·Rk(t)R˙k(t)γ
(ζ)
k . The conti-
nuity equation for ρα in Fourier representation reads
∂tρα(q, t) = iq · jα(q, t) = A˙. From Eq. (12), we hence
know A˙ = −q2
∑
β Λαβ(q)µβ(q), where (−µβ(q, t)/V )
couples to B. Now, in the linear response regime, an ex-
ternal field ZB coupling to B would contribute additively
to (−µβ(q, t)/V ) and generate the same response, hence
we can identify Λαβ = λAB/q
2V and the Green-Kubo
formalism results in the following expression:
Λαβ(q) =
1
V kBT
∫
∞
0
dt
〈
jα(q, t)jβ(−q, 0)
〉
: qˆqˆ, (13)
with qˆ = q/q and the tensor products jj and qˆqˆ.
However, the numerical evaluation of this expression
and a theoretical analysis for the special case of Rouse
chains shows that Eq. (13) yields zero for all nonzero
q. This is demonstrated in more detail in the appendix.
Only at q = 0 do we recover the familiar Green-Kubo
expression for the diffusion constant.
The reason becomes clear if we recall the premises un-
derlying the Green-Kubo relations. They describe the
response of stationary currents to generalized thermody-
namic forces. In our case, at q 6= 0, a stationary current
is not possible, since it would generate indefinitely grow-
ing density fluctuations ρ(q, t). Since ρ(q, t) must satu-
rate eventually, the flows j(q, t) will average to zero at
late times, independent of the applied generalized forces.
Therefore, the Green-Kubo transport coefficients must
vanish for any nonzero q. Stationary currents are only
possible at q = 0. Hence the Green-Kubo formalism is
not suitable for determining q-dependent mobility func-
tions for DDFT models.
In fact, this problem is not uncommon in applica-
tions of Green-Kubo integrals103,104. For example, con-
finement can prevent stationary currents, which is why
Green-Kubo integrals may vanish in confined systems,
even if locally, a description in terms of a Markovian dy-
namical equations with well-defined transport coefficients
is appropriate. The q-dependent Green-Kubo integrals
considered here, which describe the response to a spa-
tially varying field, vanish for a similar reason. One pop-
ular solution to this problem has been to assume that
the time scales of local Markovian dynamics and global
constrained dynamics are well separated, and to search
for a plateau in the running Green-Kubo integrals. In
our case, however, the running integrals do not exhibit
a well-defined plateau (data not shown). We will discuss
this point further in Sec. V
B. Relaxation time approach
In the present subsection, we describe an alternative
approach to deriving DDFT mobility coefficients from
microscopic trajectories: We propose to estimate them
directly from the characteristic relaxation time of the sin-
gle chain dynamic structure factor.
To motivate our Ansatz, we begin with discussing some
implications of the DDFT equations. We consider the
dynamics of a single tagged chain s with correspond-
ing monomer density ρ
(s)
α . In the mean-field spirit, the
DDFT equation for ρ
(s)
α in Fourier representation takes
the form
∂tρ
(s)
α (q, t) = −q
2
∑
β
Λ
(s)
αβ(q) µ
(s)
β (q, t), (14)
5where Λ(s) = Λˆ N2 is the mobility per chain, and
µ
(s)
β (q) = V δF
(s)/δρ
(s)
β (−q) is derived from the free en-
ergy F (s) of a single chain that moves independently in
the averaged background provided by the other chains.
Next we multiply both sides with ρ
(s)
γ (−q, 0) and aver-
age over chain conformations. Identifying gαγ(q, t) =
1
N 〈ρ
(s)
α (q, t)ρ
(s)
γ (−q, 0)〉, we obtain
∂tgα,γ(q, t) = −
q2
N
∑
β
Λ
(s)
αβ(q)
〈
µ
(s)
β (q, t)ρ
(s)
γ (−q, 0)
〉
.
(15)
To proceed, we expand F (s) in powers of ρ(s)(q), giving
F (s) = const.+
kBT
2NV
∑
q
ρ(s)(−q)g−1(q, 0)ρ(s)(q) + · · ·
(16)
Here and in the following, we use a matrix notation
for convenience, i.e. ρ , (ρα), Λ , (Λαβ) etc. Tak-
ing the derivative with respect to ρ
(s)
β (−q), we obtain
µ(s)(q) ≈ kBT
1
N g
−1(q)ρ(s)(q). Inserting this in Eq. (15)
yields
∂tg(q, t) ≈ −
kBTq
2
N
Λ(s)(q) g−1(q, 0) g(q, t), (17)
which can be solved in matrix form, giving
g(q, t) = exp
(
−
kBTq
2
N
Λ(s)(q)g−1(q, 0)t
)
g(q, 0). (18)
This equation approximates the relaxation of the sin-
gle chain under three assumptions: (i) Memory effects
were neglected (the basis of the DDFT approach), (ii) a
mean-field approximation was made (in Eq. (14)), and
(iii) density fluctuations were assumed to be small (in
Eq. (16)). Within these approximations, the relaxation
of the chain is determined by a q-dependent ”relaxation
time matrix” T (q), g(q, t) = exp(−t T−1(q)) g(q, 0) and,
using Λ(s) = ΛˆN2, we can identify
Λˆ(q) =
1
kBTq2N
T−1(q) g(q, 0). (19)
We can further simplify this expression by assuming that
the relaxation of the chain is governed by a single q-
dependent time constant τ(q), i.e., T (q) ≈ 1·τ(q). Then
Eq. (19) can be rewritten as
Λˆ(q) =
1
kBTq2N τ(q)
g(q, 0). (20)
The considerations above suggest the following proce-
dure to determine an effective mobility coefficient for the
DDFT model: We first conduct fine-grained simulations
of the polymer melt in a homogeneous reference system
(i.e., in the case of the diblock copolymer melt, below the
order-disorder transition (ODT)). From the simulation
trajectory for the full g(q, t), we compute the relaxation
time τ(q) and insert it in the expression (19) or (20).
The question remains how to define the characteris-
tic relaxation time. This question is non-trivial, because
the actual behavior of g(q, t) is driven by a multitude
of time scales, corresponding to the different internal
modes of the chain. At late times, the slowest diffusive
mode dominates, and g(q, t) has the limiting behavior63
limt→∞ g(q, t) ∝ exp(−Dcq
2t), giving τ = 1/Dcq
2. In-
serting this in (20), we recover the Ansatz of nonlocal
Debye dynamics, (see (6)) Λˆ(q) = DcNkBT g(q).
However, by the time this limiting behavior sets in,
much of the structuring has already taken place. It would
be more desirable to define τ(q) such that it captures the
dominant time scales of structure formation on the scale
q. In the present work, we test two prescriptions for
determining τ and then calculate Λˆ via Eq. (20):
Λˆ
τR
: from τR =
1
g(q, 0)
∫
∞
0
dt g(q, t), (21)
Λˆ
τe
: from g(q, t = τe)
!
= g(q, 0)/e, (22)
where e is the Euler number and g(q, t) is the full single-
chain structure factor,
g(q, t) =
∑
α,β
gαβ(q, t). (23)
In a third approach, we generalize (21) to extract a full
relaxation time matrix,
Λˆ
T
: from T (q) =
∫
∞
0
dt g(q, t) g−1(q, 0). (24)
and use that to determine Λˆ via Eq. (19). Calculating
Λˆ with this method involves matrix inversions and mul-
tiplications for every value of q. However, in the case of
symmetric A:B diblock copolymers with fully equivalent
A and B blocks, the prescription can be simplified. For
symmetry reasons, g, T and Λˆ then have the same ma-
trix structure (Mαβ) with MAA = MBB,MAB = MBA
and thus share the same Eigenvectors, (1, 1) and (1,−1).
Using these to diagonalize g and T , we obtain
ΛˆAA(q) =
1
4kBTq2N
(
g(q, 0)
τR
+
∆(q, 0)
τ∆
)
(25)
ΛˆAB(q) =
1
4kBTq2N
(
g(q, 0)
τR
−
∆(q, 0)
τ∆
)
(26)
with g(q, t) and τR defined as above (Eqs. (23), (21)),
∆(q, t) = gAA(q, t) + gBB(q, t) − gAB(q, t) − gBA(q, t),
and τ∆ =
1
∆(q,0)
∫
∞
0 dt∆(q, t).
In practice, determining the integrals (21) and (24) by
numerical integration of simulation data only is not pos-
sible for small q, because the relaxation time diverges
for q → 0. Therefore, an extrapolation procedure must
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Figure 1. Normalized mobility functions of homopolymers
with length N = 40 in a melt, as obtained via the relaxation
time method (Eq. (20)) with data from Brownian dynamics
(a) and inertial dynamics (b) simulations. Two prescriptions
for determining the single chain relaxation time are tested,
τR (green, Eq. (21)) and τe (blue, Eq. (22)). Also shown
for comparison are the results from the Debye and the local
approximation ((ΛDebye (q), red) and (ΛLocal (q), black)).
be devised. At late times, gαβ(q, t) is known to de-
cay exponentially63 according to g(q, t) ∼ exp(−q2Dct).
Hence we make the Ansatz
gαβ(q, t) = gαβ (q, ti)) exp
(
−q2Deff (t− ti)
)
, (27)
for large t, ti with t > ti. Specifically, we fit the data
for gαβ (q, t) to Eq. (27) in time windows t ∈ [ti, tf ], us-
ing the weighted least squares fit module in the Matlab
suite105, and then choose those values of ti,f which yield
the value of Deff that is closest to the theoretical value,
Dc = D0/N . The integrals over t in (21) and (24) are
then evaluated by first numerically integrating the data
up to t = ti, and then using the extrapolation (27) in the
integral from t = ti to infinity. Typical values for ti, tf
are ti ≈ 20t0 and tf ≈ 40t0, where t0 is the simulation
time unit, see below.
Fig. 1 shows results for the q-dependent mobility func-
tions of homopolymers in a homopolymer melt. They
were extracted from Brownian dynamics simulations
(massless monomers, Fig. 1a) and molecular dynamics
simulations (massive monomers, Fig. 1b) of melts of
Gaussian chains with length N = 40, using the prescrip-
tions (21) and (22). We note that in the case of ho-
mopolymers, the prescription (24) is equivalent to (21).
For comparison, we also show the mobility functions cor-
responding to the local and the Debye approximation. In
the local scheme, the mobility is constant, in the Debye
scheme, it is proportional to the static structure factor.
The results from the relaxation schemes are intermediate
between the local and the Debye scheme. At small q,
they follow the Debye scheme. At larger q, the mobility
is enhanced, hence small wavelength modes relax faster.
The effect is more pronounced for Brownian dynamics
than for inertial dynamics, most likely because the iner-
tial time scale contributes to the total relaxation time at
small wavelengths (see also Fig. 10 b).
Thus we find that the mobility functions obtained with
the relaxation time approach interpolate between the
nonlocal mobility function (at small q) and the local mo-
bility function (at larger q). This seems promising, since
our previous studies have suggested that such an interpo-
lation may be necessary to capture the kinetics of struc-
ture formation in copolymer systems67. We will now test
our DDFT approach by performing a systematic compar-
ison of fine-grained simulations and DDFT predictions
for the ordering/disordering kinetics in block copolymer
melts.
IV. APPLICATION TO DIBLOCK
COPOLYMER MELTS
We consider melts of nc block copolymers containing
NA beads of type A and NB beads of type B, in a box of
volume V = Lx×Ly×Lz with dimension Li in i direction
and periodic boundary conditions. The averagemonomer
density is thus ρ0 = ncN/V . Polymers are modelled as
Gaussian chains, i.e., chains of ”monomer beads” con-
nected by harmonic springs. The non-bonded monomer
interactions are characterized in terms of a Flory Huggins
parameter χ, which controls the incompatibility between
A and B monomers, and a Helfand parameter κ, which
controls the compressibility.
We carry out fine-grained simulations of order/disorder
processes in such systems and compare them with DDFT
calculations, using the SCF free energy functional and
mobility functions that are extracted from fine-grained
simulations at χ = 0.
Throughout this paper, lengths will be represented in
units of the radius of gyration Rg of an ideal chain of
length N = NA + NB, energies in units of the thermal
energy, kBT , and time in units of t0 = R
2
g/D0, where D0
is the monomer diffusivity.
A. Model and methods
1. Fine-grained model and simulation method
Since we focus on a comparison of dynamical properties
of particle-based and field-based models here, we use as
fine-grained model a particle-based implementation of an
Edwards model106–109, where the non-bonded monomer
interactions are described by the same Hamiltonian than
that underlying the SCF free energy functional. At suf-
ficiently high polymer density and sufficiently far from
critical points, the static properties of such models are
known to be well represented by SCF functionals with-
out much parameter adjustment67.
Non-bonded interactions are thus expressed as a func-
tional of the local monomer densities107. LetRm,j denote
the position of the jth monomer on the mth chain. The
Hamiltonian H describing the monomer interactions is
7then expressed as
H/kBT =
N
4R2g
nc∑
m=1
N∑
j=1
(Rm,j −Rm,j−1)
2
+ρ0χ
∫
dr φˆA (r) φˆB (r)
+ρ0κ
∫
dr
(
φˆA (r) + φˆB (r)− 1
)2
, (28)
where the first term represents the bonded interactions
in the polymer, and the last two terms correspond
to non-bonded interactions. The quantities φˆα (r) are
the normalized microscopic densities of α-type beads
(α = A or B) at position r, defined as, φˆα (r) =
1
ρ0
∑
mj δ (r−Rmj) δα,τmj , where τmj = A or B char-
acterizes the monomer sequence on chain m.
In practice, the local densities are evaluated on a grid
with grid size ∆x = ∆y = ∆z = 0.1Rg, using a first
order cloud in the cell (CIC) scheme110. The grid size
is an important ingredient of the model definition, as it
sets the range of non-bonded interactions. In the simu-
lations, we consider systems with average monomer den-
sity ρ0 =
2
3 · 10
5/R3g , i.e., roughly 50 monomers per grid
cell. For this choice of densities and grid parameters,
grid artefacts111,112 are negligible, and the renormalized
values of χ and κ in the SCF theory are practically
identical to the corresponding ”bare” parameters in Eq.
(28)112). Furthermore, fluctuation effects are small. The
strength of thermal fluctuations can be characterized by
the Ginzburg parameter42,47, C−1 = V/ncR
3
g. In our
system, this parameter is C−1 = 0.01 or less.
Monomers (m, j) with mass Mm,j evolve in time ac-
cording to a Langevin equation,
Mm,jv˙m,j (t) = −
∂H
∂Rm,j
− Γvm,j +
√
2ΓkBT fm,j (t) .
(29)
The first term on the right hand side describes the con-
servative interaction forces, the second term corresponds
to a friction force (with v = dR/dt and the monomer fric-
tion Γ = 1/D0), and the last term to a stochastic force
representing the effect of thermal fluctuations, where
fmj (t) is a Gaussian distributed random noise with zero
mean and variance 〈fmj (t) fnk (t
′)〉 = δmnδjk1δ (t− t
′).
Hydrodynamic interactions are thus neglected, and since
the interaction potentials defined by Eq. (28) are soft, en-
tanglement effects are not included as well. We consider
the two cases Mm,j ≡ 1kBT t
2
0/R
2
g (inertial dynamics),
and Mm,j → 0 (overdamped dynamics). In the second
case, Eq. (29) is replaced by
dRm,j
dt
= −D0
∂H
∂Rm,j
+
√
2D0kBT fm,j (t) . (30)
The equations of motion are integrated using the
Velocity-Verlet scheme113,114 in the case of inertial dy-
namics (Eq. (29)), and the Euler-Maruyama113 algorithm
in the case of overdamped dynamics (Eq. (30)) with the
time step δt = 0.001t0.
Specifically, we consider copolymer melts in a simula-
tion box of size Rg ×Rg × 3Rg. Unless stated otherwise,
we consider symmetric copolymers, i.e., NA = NB, with
total length N = 40. For comparison, we also study
copolymers with length N = 20 or N = 100, and vary
the A:B fraction. In all cases the monomer density is
kept fixed at ρ0 =
2
3 · 10
5/R3g. The Helfand parameter is
set to κN = 100. The systems are initially prepared by
growing polymers at randomly picked points in the sim-
ulation box. In three independent runs, configurations
are then equilibrated for 300000 time steps each. Data
for g(q, t) are subsequently collected over 200000 time
steps and used to extract the mobility functions. In a
set of additional simulations, we monitor the formation
of lamellar structure in the melt after a step change from
χN = 0 to a finite χN above the ODT, and the decay
of the lamellar structure after a step change from finite
χN to χN = 0. The systems are equilibrated as de-
scribed above and the time evolution is then monitored
over 100000 time steps in 10 independent runs.
2. SCF free energy functional
As discussed earlier, we use the SCF theory to con-
struct the free energy functional in our DDFT equations.
The SCF theory is one of the most powerful equilibrium
theories for inhomogeneous polymer systems and has
been well documented elsewhere45–47,115. Here, we just
briefly summarize the main equations, adjusted to our
system. We model the copolymers as continuous Gaus-
sian chains46,115, and parameterize the contour length
by a continuous variable s ∈ [0 : 1]. The free energy
functional F [{φα (r)}] of our block copolymer system is
expressed as
F/kBT =
ρ0
N
{∫
dr
[
χN φA (r)φB (r) (31)
+κN (φA (r) + φB (r) − 1)
2
]
−
∑
α=A,B
∫
dr φα (r)ωα (r)− V lnQ
}
,
where φα is the normalized density field of monomers of
type α, ωα the corresponding conjugate field, and Q is
the single chain partition function in the external field
ωα. The conjugate fields are determined implicitly by
the requirement
φA (r) =
V
Q
∫ NA/N
0
ds qf (r, s) qb (r, 1− s) ,
φB (r) =
V
Q
∫ NB/N
0
ds qb (r, s) qf (r, 1− s) . (32)
Here qf (r, s) and qb (r, s) are the end-integrated forward
and backward chain propagators, respectively, which can
be obtained from solving the following differential equa-
8tion:
∂q (r, s)
∂s
= R2g∇
2q (r, s)− ω (r) q (r, s) (33)
with initial condition qf,b (r, 0) = 1 and ω (r) = ωA (r) or
ωB (r), depending on s: qf (r, s) is obtained by setting
ω (r) = ωA (r) for s < NA/N and ω (r) = ωB (r) other-
wise, and qb (r, s) by setting ω (r) = ωB (r) for s < NB/N
and ω (r) = ωA (r) otherwise. Knowing qf or qb, one can
calculate the single chain partition function Q via
Q =
1
V
∫
dr qf (r, 1) =
1
V
∫
dr qb (r, 1) (34)
At equilibrium, F [{φα (r)}] assumes a minimum with
respect to φα (r), leading to a second set of conditions
for the values of the conjugate fields, ωα:
ωSCFA (r) = χNφB + 2κN (φA + φB − 1)
ωSCFB (r) = χNφA + 2κN (φA + φB − 1) (35)
However, in DDFT calculations, these conditions are
not imposed. Instead, the system is dynamically driven
towards the equilibrium state via the diffusive dynamical
equation (3) with µˆα(r) = (ω
SCF
α (r)− ωα(r)).
The SCF and DDFT calculations in the present work
are effectively one-dimensional, i.e., we assume that den-
sities vary only in the z direction. Space is discretized
with grid size ∆z = 0.1Rg The propagator equation,
Eq. (33) is solved using the pseudo spectral scheme47
with discretization ∆s = 0.01. As in our earlier work67,
the time step in the DDFT calculations depends on the
DDFT scheme: We use ∆t = 10−4t0N for DDFT cal-
culations based on Debye dynamics or any of the other
pre-determined mobility functions Λˆ(r− r′) discussed in
Sec. III B, ∆t = 10−5t0N for full chain dynamics, Eq.
(5), and ∆t = 10−6t0N for local dynamics (4) or mixed
dynamics (11).
B. Mobility functions
Based on simulations of the fine-grained model dis-
cussed above, mobility functions were extracted from the
simulation data using the different variants of the relax-
ation time approaches discussed in Section III B. In the
following, we will consider melts of symmetric A:B di-
block copolymer melts.
Fig. 2 shows the results for the full-chain mobility
function, Λˆ(q) =
∑
αβ Λˆαβ(q) for different chain lengths
(N = 20, 40, 100) at fixed χ = 0, and for different values
of χN (χN = 0, 5, 10) at fixed chain length N = 40.
These values were chosen such that (χN) is still be-
low the value116,117 (χN)ODT ≈ 10.5 where the order-
disorder transition sets in for symmetric diblock copoly-
mers, hence the melt is disordered and isotropic. The be-
havior of Λˆ(q) at q → 0 reflects the translational diffusion
of chains and takes the asymptotic value Λˆ = Dc. There-
fore, the curves are rescaled by the chain diffusion con-
stant Dc, which has been calculated independently from
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Figure 2. Normalized full-chain mobility function of symmet-
ric A:B copolymers in a melt, as obtained via the relaxation
time method (Eq. (21)) from Brownian dynamics simulations
(a,c) and inertial dynamics simulation data (b,d) for different
chain lengthsN or interaction parameter χ as indicated. Solid
line in (a) shows theoretical prediction for N = 40 obtained
by inserting Eq. (A7) into Eq. (21).
the mean-square displacement of the chain. For example,
for N = 40, we obtain DBDc = (0.0263± 0.0001)R
2
g/t0 in
Brownian dynamics simulations, and DIDc = (0.0224 ±
0.0003)R2g/t0 in inertial dynamics simulations, which is
close to the value for free Rouse chains, Dc = 0.025R
2
g/t0.
Since the interactions between monomers are very soft in
the particle-based model, they do not affect the diffusion
constant significantly in the disordered phase.
The full-chain mobility function is found to depend
weakly on the chain length N (Fig. 2a,b), the effects
being most pronounced in the regime of high q: If one
increases N , the mobility function for high q decreases
in the Brownian dynamics case and increases in the in-
ertial dynamics case, such that both mobility functions
approach each other. In contrast, the Flory Huggins pa-
rameter χ has practically no influence on the chain mo-
bility function in the disordered regime (Fig. 2c,d)). Mo-
tivated by this finding, we will use the mobility functions
obtained at χ = 0 in all DDFT calculations below.
Next we turn to the discussion of the monomer-species
resolved mobility functions Λˆαβ . The results extracted
from Brownian dynamics simulation trajectories for sym-
metric diblock copolymers of length N = 40 are shown
in Fig. 3 for the different relaxation time approaches dis-
cussed in Sec. III B. Since ΛˆAA(q) = ΛˆBB(q) for symmet-
ric systems, and ΛˆAB(q) = ΛˆBA(q), only the results for
ΛˆAA(q) and ΛˆAB(q) are shown.
If one assumes that the mobility matrix Λˆ is governed
by a single relaxation time τ(q) (Eqs. (21) or (22)), the
resulting mobility curves are qualitatively similar to the
curves obtained from the Debye approximation (6), ex-
cept that Λˆαβ(q) is enhanced at high q values like the
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Figure 3. Normalized mobility function Λˆαβ of symmet-
ric A:B diblock copolymers (length N = 40), obtained from
Brownian dynamics simulations at χ = 0, using different vari-
ants of the relaxation time method: Eqs. (21) (light green
line), (22) (dark green line), and (24) (blue line). Also shown
for comparision is the result from the Debye approximation
(red line) and the local approximation in a homogeneous melt
(black).
full-chain mobility function. However, if one derives Λˆ
from a full relaxation time matrix which is calculated ac-
cording to Eq. (24), the mobility functions change quali-
tatively. The intra-block mobility ΛˆTAA(q) becomes much
larger than in the other nonlocal schemes, especially at
small q. Hence monomer rearrangements inside blocks
are faster than anticipated in the Debye approximation.
Nevertheless, ΛˆTAA(q) never reaches the level of the local
coupling scheme, where monomers are taken to move in-
dependently (ΛˆLocalAA (q) = Λˆ
Local
BB (q) ≡ 0.5Dc/kBT for sym-
metric A:B copolymers in homogeneous melts according
to Eq. (4)).
In contrast, the inter-block mobility ΛˆTAB(q) is much
smaller than in the other nonlocal schemes already at
q = 0. It then decreases further with increasing q and
even becomes slightly negative, until it rises again and
reaches zero at large q. We note that the slightly negative
values of ΛˆAB(q) do not destabilize the system, since the
Eigenvalues of Λ(q) are still positive. The inter-block
mobility is practically zero for q values above qRg ≈ 1.
The same is obtained with a local approximation, where
the motion of A and B monomers is also uncorrelated.
An important consequence is that the values of ΛˆAA(q)
and ΛˆAB(q) at q → 0 differ from each other in the relax-
ation time matrix scheme Λˆ
T
(Eq. (24), whereas they are
equal in the other nonlocal schemes. This influences the
prediction for the relaxation of composition fluctuations
m(t) = (ΦA(t)−ΦB(t))/2. From Eq. (3), one can derive
∂t m(q, t) = −q
2 1
2
(
ΛˆAA(q) − ΛˆAB(q)
)
µˆ(q, t), (36)
where µˆ = (µˆA − µˆB) is conjugate to m. If m(t) is
small, one can apply the random phase approximation
(RPA)47,115 and approximate µˆ(q, t) ≈ Γ2(q) m(q, t),
where the RPA-coefficient Γ2(q) can be identified with
the inverse of the collective structure factor of the copoly-
mer melt. Expanding Γ2(q) in powers of q and neglect-
ing compressibility effects, one obtains to leading order115
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Figure 4. Evolution of density profile of A-monomers after a
sudden change from (χN)init = 15 to χN = 0 at t = 0, ac-
cording to (a) Brownian dynamics simulations and (b) DDFT
calculations based on the relaxation time method, Eq. (24).
Γ2(q) ≈ 24 kBT/q
2R2g for symmetric diblock copolymers.
At small q, Eq. (36) thus takes the limiting form
∂tm(q, t) ≈ −
12kBT
R2g
(
ΛˆAA(q)− ΛˆAB(q)
)
m(q, t). (37)
Since
(
ΛˆAA(0)− ΛˆAB(0)
)
> 0 in the relaxation time ma-
trix scheme, composition fluctuations are predicted to de-
cay with a finite relaxation time in the limit q → 0. In the
other nonlocal schemes, one has
(
ΛˆAA(0)− ΛˆAB(0)
)
= 0
at q → 0, i.e., the relaxation time for long-wavelength
compositional fluctuations is predicted to diverge. In
simulation studies66,118, the relaxation time is found to
be finite and of order118 (2/pi2)R2g/Dc (the Rouse time of
the chain), implying (ΛˆAA(0)− ΛˆAB(0)) ≈ 0.41Dc/kBT .
This is consistent with the data in Fig. 3 obtained with
the relaxation time matrix method.
C. Comparison of DDFT calculations with
simulations
In order to evaluate the mobility functions discussed
in the previous section, we have compared DDFT calcu-
lations with fine-grained simulations for different situa-
tions of dynamical ordering/disordering in block copoly-
mer melts. In the following, we report the results for
Brownian dynamics simulations. The results for inertial
dynamics simulations are similar.
1. Relaxation of an initially lamellar symmetric diblock
copolymer melt into the homogeneous state
In the first example, we study the relaxation of an ini-
tially lamellar block copolymer melt into a homogeneous
state. Diblock copolymer melts were prepared in a lamel-
lar state by equilibrating them above the order-disorder
transition, i.e., at (χN)init > (χN)ODT . Then, starting
from such a configuration, χ was turned off (to χ = 0)
at time t = 0 and the evolution of the profiles was mon-
itored. Fig. 4 shows an example of a series of resulting
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Figure 5. Relaxation of the maximum in the density profile of
A-monomers for configurations that were initially equilibrated
in an ordered phase at (χN)init = 15 (a) and (χN)init = 20
(b), after a sudden change to χ = 0 at t = 0, for different
DDFT schemes as indicated, and compared to Brownian dy-
namics simulations at N = 40. The initial value φA,Max(t = 0)
is the same in all calculations.
density profiles for A monomers at different times, as
measured in a Brownian dynamics simulation run (Fig.
4 a)), and the corresponding results from DDFT calcu-
lations based on the relaxation time matrix (Fig. 4 b)).
The DDFT calculations are in excellent agreement with
the simulations.
To further quantify the comparison, we plot in Fig.
5 the maximum value of the profile ΦA(z) versus time
for systems that were initially prepared at (χN)init = 15
(Fig. 5 a)) and (χN)init = 20 (Fig. 5 b)). Symbols show
the simulation results, averaged over ten independent
runs, and, lines the results from different DDFT calcula-
tions. We find that DDFT calculations based on a chain
coupling assumption (i.e., full chain dynamics, Eq. (5) or
Debye dynamics ΛˆDebye, Eq. (6)), consistently underesti-
mate the speed of the relaxation process. DDFT schemes
with mobility functions Λˆτ that were extracted assuming
a single relaxation time τ(q) (i.e., Eqs. (21) and (22))
perform better, but the dynamics is still too slow. The
curves calculated with the ”mixed coupling” scheme67,
Eq. (11), are close by and also too slow. DDFT cal-
culations based on a local coupling assumption overesti-
mate the relaxation speed. In contrast, the predictions of
DDFT calculations based on the relaxation time matrix,
i.e., on ΛˆT (Eq. (24)), are in excellent agreement with
the simulation data.
2. Ordering kinetics in a symmetric diblock copolymer melt
In our second example, we study the dynamics of struc-
ture formation in the block copolymer melt after a sudden
quench from χN = 0 to some value (χN) > (χN)ODT .
An example for the time evolution of an A-density profile
obtained from a Brownian dynamics simulation run and
compared to DDFT calculations based on the relaxation
time matrix is shown in Fig. 6. In both cases, the initial
density profile is exactly the same, i.e., small density fluc-
tuations in the simulation profile were also transferred to
the initial configuration in the DDFT calculation. Nev-
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Figure 6. Evolution of density profile of A-monomers from
an initially disordered conformation after the monomer in-
teraction is suddenly raised from χN = 0 to χN = 15 at
t = 0, according to (a) Brownian dynamics simulations and
(b) DDFT calculations with mobility function based on Eq.
(24).
ertheless, the agreement between simulations and DDFT
calculations is less impressive than in the relaxation case,
Fig. 4. First, the location of the density maxima differs.
This can be explained from the fact that the maxima
emerge spontaneously at random positions in both cases.
Second, the melt seems to order faster in the simulations
than in the DDFT simulations. At the time t = 40t0
after the quench, the amplitude of the oscillation in the
A-density profile has almost saturated in the simulations,
whereas it has only reached about one fourth of the final
value in the DDFT calculations.
On the other hand, looking at the simulations, one
notices that the ordering time also differs between differ-
ent simulation runs. Fig. 7 shows results for the maxi-
mum value of the A-monomer density profile as a function
of time for ten different independent simulations, which
all started from exactly the same initial configuration at
t = 0. In every run, the lamellar ordering sets in at a dif-
ferent time (Fig. 7 a)). However, if one aligns the curves,
i.e., adds a time offset such that they coincide at half
maximum, their slopes fall largely on top of each other:
The statistical spread of the onset of the ordering is much
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Figure 7. (a) Original and (b) aligned curves for the time evo-
lution of the maximum in the spatial density of A-monomer
after a sudden quench from χN = 0 to χN = 15 at t = 0
from ten different Brownian dynamics simulation runs.
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Figure 8. (a,c): Time evolution of the maximum density of
A-monomers after a sudden quench from χN = 0 to when
χN = 15.0 (a) and χN = 20.0 (c), according to Brownian
dynamics simulations (symbols) and different DDFT schemes
(lines) as indicated. The initial density profile in z direction
is the same in all calculations. Grey shades indicate spread
of simulation curves (see Fig. 7). (b,d): Same curves, aligned
in time t.
larger than the statistical noise after the ordering has set
in. In the following, we therefore not only compare the
kinetics of ordering on an absolute time scale, but also
the shape of the curves after they have been aligned.
Fig. 8 shows the corresponding results for quenches to
χN = 15 (Fig. 8 a,b), and to χN = 20 (Fig. 8 c,d), com-
pared to a DDFT predictions from the different schemes
discussed above. As reported in our earlier work67, and
consistent with our observations for the relaxation kinet-
ics, Fig. 5, DDFT calculations based on local dynamics
(Eq. (4, black line) underestimate the ordering time, and
DDFT calculations based on global chain dynamics (full
chain dynamics (5) or Debye dynamics (6, red lines) over-
estimate it. Using DDFT mobilities that were extracted
from bulk simulations assuming a single relaxation time,
(Eqs. (21) or (22), green lines), the predicted ordering is
faster than in the case of Debye dynamics, but still too
slow.
The best results are again obtained with the DDFT
scheme ΛˆT based on the relaxation time matrix, Eq. (24).
The ordering in the DDFT calculations sets in later than
in the simulations, but once started, the dynamics of
ordering is comparable. The delayed onset may be ex-
plained by the role of thermal fluctuations in initiating
the ordering process. The DDFT calculations are purely
deterministic and do not include fluctuations. Since the
initial configurations are chosen identical to the simu-
lated configurations, they include some noise, and that
noise has the correct amplitude. As we have shown in
earlier work67, the ordering would have been further de-
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Figure 9. (a) Normalized mobility function ΛˆTαβ of asymmet-
ric A:B diblock copolymers with block ratio 6:4 and length
N = 40 obtained from simulations at χN = 0 with the
relaxation time matrix approach (Eq. (24)). (b-d) Corre-
sponding time evolution of the maximum spatial density of
A-monomers (b) after suddenly switching from χN = 20 to
χN = 0 (c,d) and from χN = 0 to χN = 20 at t = 0 in abso-
lute time (c) and aligned in time (d). Symbols correspond to
Brownian Dynamics simulations with chain length N = 40,
lines to results from DDFT calculations as indicated. Grey
shades indicates spread of simulation curves from 10 indepen-
dent configurations with identical starting configuration.
layed in all DDFT schemes if the initial noise level had
been chosen lower. Nevertheless, adding noise to the ini-
tial configuration of a deterministic DDFT calculation is
apparently not sufficient, if one wishes to faithfully re-
produce the onset of ordering. To improve on this, one
would have to include thermal noise in the DDFT equa-
tions (see Sec. V). Once initiated, the ordering proceeds
in a deterministic manner and is very well captured by
the DDFT calculations based on ΛˆT (Fig. 8 b,d, blue
line).
The results from "mixed dynamics" calculations (Eq.
(11), cyan line) are also in very good agreement with the
simulation data. However, it should be noted that this
scheme has been postulated heuristically, without any
microscopic justification, and it has one free parameter
(the parameter σ in Eq. (9)) which has been optimized
for this specific ordering situation in our earlier work67.
In contrast, the mobility functions in the relaxation time
scheme were determined from independent bulk simula-
tions without any adjustable parameter. Also, from a
practical point of view, mixed dynamics calculations have
the disadvantage that they require smaller time steps.
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3. Asymmetric diblock copolymer melt
So far, we have evaluated our different DDFT schemes
by examining systems of symmetric diblock copolymer
melts. To test whether the results depend on the sym-
metry of the system, we have repeated the analysis for
a different A:B block fraction. The results are shown in
Fig. 9. We consider the same two situations as above:
One where an initially lamellar morphology (set up in
the ordered phase at (χN)init = 20) relaxes into a ho-
mogeneous structure after turning χ off, and one where
an initially disordered melt develops lamellar order after
performing a quench into the ordered phase at χN = 20.
The results are essentially the same as in the symmet-
ric case: When using DDFT with ”local dynamics”, the
dynamics is too fast, when using global chain dynamics
(Debye dynamics), it is too slow. When using the re-
laxation time matrix approach, the onset of ordering is
slightly delayed in the DDFT calculations compared to
simulations, but the actual ordering kinetics (the shape
of the curves) is in very good agreement with the simu-
lation data.
V. DISCUSSION AND SUMMARY
The purpose of the present work was to develop sys-
tematic bottom-up coarse-graining strategies for con-
structing nonlocal mobility functions Λˆ(q) in DDFT
models for polymeric systems. The goal was to extract
these mobility functions from trajectories of fine-grained,
microscopic simulations. We have explored two physi-
cally motivated approaches.
The first was based on the Green-Kubo formalism.
However, the Green-Kubo integrals were found to always
vanish except at q = 0, due to the fact that the cor-
responding stationary current cannot exist at q 6= 0. It
was not even possible to identify a well-defined plateau in
the running Green-Kubo integrals. Español et al104 have
recently discussed such ”plateau problems” and proposed
an alternative approach to evaluating Green-Kubo trans-
port coefficients: They suggested to analyze the late-time
behavior of quantities −
(
d
dtC(t)
)
C−1(t), where C(t) is
the time-dependent correlation function of the quantities
of interest. In our case, the relevant correlation func-
tion is the single chain structure factor, g(q, t). Insert-
ing Eq. (17) yields Λˆ(q) ∝ −q2(∂tg(q, t))g
−1(q, t)g(q, 0).
Since the long-time behavior of g(q, t) is dominated by
the diffusive behavior of whole chains, one has g(q, t) ∝
exp(−Dcq
2t) at t→∞ and hence gets Λ(q) ∝ Dcg(q, 0),
which corresponds to Debye dynamics. Thus the re-
sulting DDFT model is a ”chain coupling” model where
chains move as a whole.
In practice, however, we are interested in local order-
ing processes with characteristic time scales that are typ-
ically smaller than the diffusive time. Therefore, we have
explored a second scheme, where a characteristic relax-
ation time matrix is first determined independently for
each q-vector from fine-grained simulations, and this is
then used to derive a q-dependent mobility matrix. As
one can see from Figs. 1 and 3, the resulting mobility
functions are intermediate between ”chain coupling dy-
namics” (chains move as a whole) and ”local coupling
dynamics” (monomers move independently). We have
tested the approach by examining two kinetic processes in
block copolymer melts: The process of disordering from
an initially lamellar phase and the process of ordering
after a quench into the lamellar phase. Comparing the
DDFT calculations with the simulation results, we con-
clude that our new scheme is capable of describing the
ordering/disordering kinetics at a quantitative level. Al-
though we applied our model to study the order/disorder
kinetics of lamellar structures only, the method can be
applied to other morphologies as well (e.g. spheres, cylin-
ders etc.).
We should note that, although the kinetics of ordering
and disordering are well-captured by the DDFT model,
the onset of ordering is later than it should be, compared
to simulations. We attribute this to the effect of thermal
fluctuations, which are omitted in our DDFT calcula-
tions. They could be included by adding thermal noise
to the density currents67, i.e., replace Eq. (2) by
∂tρα = ∇r
{∑
β
∫
dr′Λαβ (r, r
′)∇r′µβ + jα
}
, (38)
where the stochastic current jζ(r, t) is to a Gaussian ran-
dom vector field with zero mean (〈jζ(r, t)〉 = 0) and corre-
lations according to the fluctuation-dissipation theorem:
〈j
Iα(r, t)jJβ(r
′, t′)〉 = 2kBTδ(t − t
′) Λαβ(r, r
′) δ
IJ
(I, J
are cartesian coordinates).
It is worth recapitulating some of the approximations
and assumptions that are entering our coarse-graining
scheme.
First, we have assumed that the dynamics of inhomo-
geneous polymer systems can be described by an effective
Markovian model. To account for the multitude of differ-
ent relaxation times in polymer systems, we have treated
the mobility as an adjustable q-dependent function; how-
ever, explicit memory effects were neglected. Wang et
al66 have recently devised a dynamic RPA theory for
polymer systems with a frequency dependent Onsager
coefficient and showed that it successfully describes the
decay of composition fluctuations in diblock copolymer
melts (similar to Fig. 4 here) and the onset of spinodal
decomposition in homopolymer mixtures. Their Ansatz
can easily be generalized to a dynamic SCF theory with
a time-dependent memory kernel. It has the advantage
that it includes memory explicitly, and does not require
ad hoc adjustments of ”effective” mobility functions. On
the other hand, effective Markovian models are compu-
tationally more efficient in many cases.
Second, in Eq. (2), the mobility matrix describing the
time evolution of density fluctuations should really be
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derived from the collective density correlations. Here,
we have replaced them by a sum over intrachain density
correlations, in the spirit of a mean-field theory. Re-
cently, Ghasimakbari and Morse118 have used the collec-
tive structure factor to analyze the effective q-dependent
diffusive relaxation of compositional fluctuations in sym-
metric diblock copolymer melts. They fitted the decay
of the dynamic collective structure factor by a single ex-
ponential. Their results in the regime (χN) < 10.5 are
comparable to ours in Fig. 2.
Third, when deriving our final expression for Λ(q) in
Eq. (16), we have linearized the free energy density func-
tional and thus assumed that density variations are small.
We determine the mobility function Λˆ(q) from simula-
tions of a homogeneous bulk melt at χN = 0, but then
use them in DDFT calculations for inhomogeneous, or-
dered systems. This is partly motivated by the find-
ing that Λˆ(q) hardly depends on χ in the disordered
regime of a block copolymer melt. Nevertheless, at high
χ and/or in strongly inhomogeneous systems, corrections
must probably be applied.
We have formulated our approach for diblock copoly-
mer melts, but it can easily be generalized to mixtures.
Starting from Eq. (2), one can simply replace the mo-
bility function Λαβ ≈ Λ
(s)
αβ ρ0/N , by a sum over chain
mobilities, i.e.
Λαβ(r, r
′) =
∑
γ
1
Nγ
ρ¯(γ)(r, r′) Λ
(s,γ)
αβ (r, r
′) (39)
where the sum γ runs over chain types, Nγ is the length
of chains of type γ, ρ¯(γ)(r, r′) the locally averaged den-
sity of monomers from chains of type γ (hence ρ¯γ/Nγ is a
chain density), and Λ
(s,γ)
αβ the corresponding single chain
mobility function. Note that the prescription for deter-
mining the local average ρ¯(γ)(r, r′) must be symmetric
with respect to r and r′ (e.g., ρ¯(γ)(r, r′) = ρ(γ)( r+r
′
2 ).
In mixtures, the diffusion of chains of different type
adds another slow time scale to the dynamics of the sys-
tem. In our previous work67, we have compared the dy-
namics of interdiffusion at A/B homopolymer interfaces
from different DDFT calculations with simulations. We
found that the results obtained with local and nonlocal
DDFT coupling schemes were very similar, and all in very
good agreement with the simulations. We conclude that
studies of homopolymer interdiffusion do not seem to be
a very sensitive test of the quality of a DDFT model, and
therefore expect that the new schemes proposed here will
also perform well.
Our bottom-up approach for constructing mobility ma-
trices has been tested for Rouse chains, but it is not re-
stricted to that. It only requires as input the single chain
dynamic structure factors from simulations of the target
microscopic systems. In future work, we plan to study
polymer mixtures and melts in other dynamical regimes,
e.g., entangled melts, or systems where hydrodynamics
are important.
The DDFT theory relies on the assumption that the
polymer system under consideration is only weakly dis-
turbed from equilibrium. It assumes that the polymer
conformations are close to local equilibrium at all times
and that the dynamic process under consideration is still
suitably described in terms of a free energy landscape
picture. Therefore, it cannot be applied in situations
far from equilibrium where the distribution of polymer
conformations is distorted, such as, e.g., polymers under
shear at high Weissenberg numbers which are stretched
out. Studying such systems with DDFT models requires
novel approaches where not only the mobility functions,
but also the density functionals themselves have to be
reconsidered119,120. However, DDFT theories that were
constructed as proposed in the present paper can be
used to study ordering processes and spontaneous self-
assembly in inhomogeneous polymer mixtures, and thus
to evaluate the role of processing and pathways for the
final structures.
Acknowledgements
We thank Marcus Müller for a critical reading of the
manuscript and many useful comments. This research
was supported by the German Science Foundation (DFG)
via SFB TRR 146 (Grant number 233630050, project
C1). S.Q. acknowledges research support from the Na-
tional Natural Science Foundation of China under the
Grant NSFC-21873010. The simulations were carried out
on the high performance computing center MOGON at
JGU Mainz.
Appendix A: Evaluation of the Green-Kubo integral
In this appendix, we discuss the results from the eval-
uation of the integral (13). In the spirit of mean-field
theory, we will assume that the mobility can be derived
from a single chain mobility, Λ = ρ0N Λ
(s), which is derived
from the current-current correlations of a single chain,
i.e., the quantity
Iαβ(q, t) =
N∑
k,j=1
eiq·(Rk(t)−Rj(0)) R˙k(t)R˙j(0) γ
(α)
k γ
(β)
j .
(A1)
If interchain correlations can be neglected, one has
〈jα(q, t)jβ(−q, t)〉 = ncIαβ(q, t), where nc = V
ρ0
N is the
number of polymers in the system, and hence
Λ
(s),GK
αβ (q) =
1
kBT
∫
∞
0
dt Iαβ(q, t) : qˆqˆ. (A2)
The full chain mobility (all monomers) is given by the
sum Λ(s)(q) =
∑
αβ Λ
(s)
αβ(q).
We first discuss the full chain mobility at q = 0.
Eq. (A1) then reduces to I(0, t) =
∑
αβ Iαβ(0, t) =
14
∑
kj〈R˙k(t)R˙j(0)〉. After evaluating the average of qˆqˆ
with respect to all possible directions qˆ, we recover the
well-known relation between the chain mobility and the
velocity autocorrelation function of the center of mass of
the chain (V(t) = 1N
∑
k R˙k(t)):
Λ(s),GK(0) =
N2
3kBT
∫
∞
0
dt 〈V(t)V(0)〉 =
DcN
2
kBT
. (A3)
Here Dc is the diffusion constant of the whole chain, and
the factor N2 accounts for the fact that Λ(s) describes
the response of monomer current (scaling with the num-
ber N of monomers) to a thermodynamic force acting on
monomers (i.e., the total force again scales with N).
For q 6= 0 and t > 0, Iαβ(q, t) can be derived from the
single chain dynamic structure factor, defined as63
gαβ(q, t) =
1
N
〈
N∑
k,j=1
eiq·(Rk(t)−Rj(0))γ
(α)
k γ
(β)
j
〉
(A4)
by taking the second derivative with respect to t:
Iαβ(q, t) : qq = −N
d2
dt2
gαβ(q, t). (A5)
Putting everything together, we finally obtain the follow-
ing Green-Kubo relation between the mobility function
and the single chain dynamic structure factor,
Λ
(s),GK
αβ (q) =
N
kBT
(
1
q2
lim
t→0
[
d
dt
gαβ (q, t)
]
(A6)
+ lim
ǫ→0
∫ ǫ
0
dt Iαβ(q) : qˆqˆ
)
.
This quantity can be measured in microscopic simula-
tions. The second term in Eq. (A6) has to be added
explicitly if the microscopic model evolves according to
overdamped Brownian dynamics, to account for the con-
tribution of the delta-correlated stochastic white noise at
t = 0 to Eq. (13).
Fig. 10 shows simulation results for single chains in a
homogeneous melt from Brownian dynamics and inertial
dynamics simulations (see Sec. IVA1 for a detailed de-
scription of the simulation models). Fig. 10 a,b) show re-
sults for g(q, t) for qRg = 1 (a) and qRg = 4 (b) and com-
pares them with an analytic result for ideal free Rouse
chains63, which is exact in the limit N →∞:
g (q, t) =
1
N
∑
ij
exp
[
−q2Dct−
|i− j|(qRg)
2
N
−
4(qRg)
2
pi2
N∑
p=1
1
p2
cos
(
ppii
N
)
cos
(
ppij
N
)
{
1− exp
(
−
Dctp
2pi2
2R2g
)}]
. (A7)
Here, the index p represents the pth Rouse mode, and the
indices i, j represent the ith and jth beads on the poly-
mer chain. The agreement with the Brownian dynamics
simulaton data is very good. Fig. 10 c,d) shows the cor-
responding Green-Kubo mobility functions. Somewhat
disappointingly, they are found to be zero within the sta-
tistical and systematic error. Deviations from zero can
be traced back to discretization artefacts when taking the
derivative ddtg(q, t) numerically.
In the case of overdamped Rouse homopolymers, we
can evaluate (A6) exactly, using the relation63
d
dt
ln g(q, t) = −
1
g(q, 0)
kBT
N
(A8)∑
kj
〈Hkj exp(iq · (Rk −Rj))〉 : qq
with the Rouse mobility matrix Hkj = D01δkj . The
first term in (A6) yields 1q2
d
dtg(q, t)
∣∣
t→0
= −D0NkBT .
The noise term contributes with 2kBTD0N
∫ ǫ
0
dtδ(t) =
D0NkBT . Since these two terms cancel, the resulting
Green-Kubo mobility is zero, as suggested by the simu-
lations.
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Figure 10. Left: Normalized single chain dynamic structure
factor of homopolymers with length N = 40 in a homopoly-
mer melt, as obtained from Brownian dynamics (red) and
inertial dynamics (green) simulations at qRg = 1.0 (a) and
qRg = 4.0 (b). Black line shows the analytical prediction
of Eq. (A7). Right: Normalized mobility function obtained
via the Green-Kubo relation (A6) from Brownian dynamics
(c) and inertial dynamics (d) simulations. The derivatives
of g(q, t) were taken numerically using a forward difference
scheme with different values of ∆t as indicated. The units t0
and Rg are simulation units (see text).
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