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A solid variety is a variety in which every identity holds as a hyperidentity, that
is, we substitute not only elements for the variables but also term operations for
the operational symbols. There are obvious necessary conditions for a variety of
semigroups to be solid. We will show here that these conditions are also sufficient.
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It is easy and well known that there are exactly four solid varieties of
bands, namely: the classes of all trivial semigroups, of all rectangular bands,
of all normal bands and of all regular bands. Clearly, the greatest solid vari-
ety of semigroups H is given by identities which result from the associativity
law by substituting all possible binary semigroup terms for the operational
symbol. For more background on hyperidentities see the paper by Tay-
lor [6], surveys by Schweigert [5], and Denecke et al. [1]. Note that solid
varieties of groupoids are exactly varieties of abstract clones generated by
a single binary operation. In papers by Denecke and Wismath [2] and Kop-
pitz [3] their authors found certain infinite sequences of solid varieties of
semigroups. We complete their effort here. In fact, we reduce the second
order equational logic for semigroups to the first order one. The present
paper could be treated as a continuation of [4].
In Section 1 we fix the notation and terminology and we recall here cer-
tain known results used later. Section 2 contains two technical lemmas. In
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[4] we solve the word problem in the variety H for the so-called group
words. In Section 3 we decompose the lattice of all subvarieties of H ac-
cording to the behavior of the corresponding fully invariant congruences on
the group words. In fact, we can characterize our methods as a “calculus of
invariants.” Section 4 deals with the invariants of words after substitutions
and culminates in Proposition 4.6 which gives a “meta”-result concerning
the derivation of consequences consisting of group words. Since “almost
all” words are group words, this proposition covers all but finitely many
cases. Finally, Section 5 states the main result in our paper.
1. NOTATION AND SOME KNOWN RESULTS
Let X = x1; x2; : : : be our standard countable infinite alphabet. Let
G be the free groupoid over X,
Gn be the free groupoid over Xn = x1; : : : ; xn; n ∈ = 1; 2; : : :,
S be the free semigroup over X,
Sn be the free semigroup over Xn; n ∈ ,
S1 = S ∪ λ; S1n = Sn ∪ λ, where λ is the symbol for the empty
word.
Often we write simply x = x1; y = x2; z = x3; : : : :
For s ∈ Gn; t1; : : : ; tn ∈ G; st1; : : : ; tn ∈ G is the word resulting from
s by substituting ti for every occurrence of xi; i = 1; : : : ; n: Note that
st1; : : : ; tn ∈ S is correctly defined for s ∈ Sn; t1; : : : ; tn ∈ S, too. We
write st1; t2; : : : if n is not given explicitly.
Besides substitutions for variables defined above one can substitute for
the operational symbol; namely
for u ∈ G; s ∈ G2, the word us ∈ G is defined inductively by
xis = xi; v ·ws = s
(
vs; ws:
These rules can be also used for u ∈ G; s ∈ S2 producing us ∈ S:
As shown in [4], the identities(x · y · zs = (x · y · zs; s ∈ S2 ∗
define the variety
H =Mod(x · y · z = x · y · z; x4 = x2; xyxzxyx = xyzyx;
x2y2z = x2y2z; xy2z2 = xyz22:
(One gets the above five identities putting s = xy; x2; xyx; x2y; and xy2
in ∗.)
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FIGURE 1
Moreover, for any u; v; w ∈ G; s ∈ S2; the identity(u · v ·ws = (u · v ·ws
holds in H [4, Lemma 1(iii)]. Thus in H the word us for u ∈ S; s ∈ S2 is
correctly defined, too.
Let s = xi1xi2 · · ·xim ∈ S. Define
s = ximxim−1 · · ·xi1 the left–right mirror image of s,
s = m the length of s,
hs = xi1 the head of s,
Hs =

xi1 for m = 1
xi1xi2 otherwise,
cs = xi1; xi2; : : : ; xim the set of all variables in s—the content of s,
Ls is the word resulting from s by omitting, for each variable xi ∈
cs, all but its leftmost occurrence in s,
nis ∈ 0; 1 is the number of occurrences of xi in s modulo 2, i ∈ ,
ns = n1s; n2s; : : :,
zs =

i1 if m = 1
0 if m ≥ 2,
t; T; R are defined dually to h;H;L, respectively.
Put I = H; h;L; c;R; t;T; n and define an order ≤ on I′ = I ∪ z
according to the diagram on Figure 1.
Given i ∈ I′, define the relation ∼i on S by s ∼i t iff is = it. More
generally, for J ⊆ I′; s ∼J t iff is = it for all i ∈ J. Instead of ∼i1;:::;ik
we write simply ∼i1;:::;ik .
Recall that a relation ρ on S is a fully invariant congruence of S if it is an
equivalence relation on S satisfying
for any u; v; w; t1; t2; : : : ∈ S, u ρ v implies w · u ρ w · v; u · w ρ v · w
and ut1; t2; : : : ρ vt1; t2; : : :.
424 libor pola´k
Given a variety V of semigroups, denote the corresponding fully invari-
ant congruence on S by ∼V , that is u ∼V  v iff the identity u = v is
valid in V . Conversely, given a set 6 of identities, let Mod6 denote the
class of all semigroups satisfying every identity from 6. As is well known,
the mappings
V 7→∼V  and ρ 7→Modρ
are mutually inverse anti-isomorphisms between the lattice of all varieties
of semigroups and the lattice of all fully invariant congruences on S.
Recall that an identity σ is a consequence of a set 6 of identities (in
symbols 6 = σ) if each semigroup satisfying 6 satisfies σ , too. Another
folklore result, the so-called completeness theorem of equational logics (for
semigroups), states that 6 = u = v iff the word v is derivable from u in a
finite number of steps
p · qt1; t2; : : : · s→ p · rt1; t2; : : : · s;
where p; s ∈ S1; q; r; t1; t2; : : : ∈ S; and q = r or r = q is in 6.
Our playground is LH, the lattice of all subvarieties of the variety H . So
in what follow its five defining identities are implicitly understood. We still
use ∼ = ∼H to distinguish between the equality in H and the graphical
equality of words. A word s ∈ S is called a group word if s3 ∼ s.
There are two main results in [4]; one is the simple basis of identities for
the variety H mentioned above and the second one reads:
Let u; v ∈ S; u3 ∼ u; v3 ∼ v. Then u ∼ v iff u; v ∈ ∼I.
Another result [4, Lemma 2, Theorem 2(i)] states, that for any u; v ∈ S,
1. u2; u3 are group words,
2. u; v group words imply uv a group word,
3. u a group word, x ∈ cu implies xu; ux group words,
4. u a group word, x ∈ X implies xux a group word,
5. if u is a non-group word, cu ⊆ x; y; hu = x, then u is ∼-
equivalent to exactly one of the following:
x; xy; xy2; xy3; xyx; xyx2; xyx3; x2y; x2yx; x2yx2; x2yx3; x3y; x3yx:
A variety V of semigroups is called solid if for every u; v ∈ S; s ∈ S2,
whenever V satisfies the identity u = v; then it satisfies the identity us =
vs, too.
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The following varieties play a prominent role in our considerations:
YH =Modxyz = xy
Yh =Modxy = x
YL =Modx2 = x; xyx = xy
Yc =Modx2 = x; xy = yx
YR =Modx2 = x; xyx = yx
Yt =Modxy = y
YT =Modxyz = yz
Yn =Modxyx = y
Yz =Modxy = zt
NH =Modxy2x2 = x3y2x2
Nh =Modx2y2x2 = y2x2
NL =Modx2y2z2 = x2z2y2z2
Nc =Modx2y2x2 = x2
NR =Modx2y2z2 = x2y2x2z2
Nt =Modx2y2x2 = x2y2
NT =Modx2y2x = x2y2x3
Nn =Modx3 = x2
Nz =Modx3 = x:
A subset B of an ordered set A;≤ is called hereditary if b ∈ B; a ∈ A;
and a ≤ b implies a ∈ B. Write a = c ∈ A  a ≤ c for a ∈ A. For a
hereditary subset J of I;≤, put
YJ =
_
Yi  i ∈ J
}
and ZJ =
\
Ni  i ∈ I− J
}
;
and for V ∈ LH; JV  = i ∈ I  Yi ⊆ V :
When rewriting q to r in pqt, p; q; r; t ∈ S1 we sometimes write pqt =
p · r · t to make the calculations more transparent.
2. LEMMAS ON SUBSTITUTIONS AND CONSEQUENCES
Lemma 2.1 (On substitutions). For any s ∈ S2; t1; : : : ; tn ∈ S; u ∈ Sn,
1. ut1; : : : ; tn = ut1; : : : ; tn,
2. us = us,
3. usy; x = us,
4.
(
ut1; : : : ; tn
s = ust1s; : : : ; tns.
Proof. We use induction with respect to the length of u.
(1) xit1; : : : ; tn = ti; xit1; : : : tn = xit1; : : : ; tn = ti;
vwt1; : : : ; tn = vt1; : : : ; tn ·wt1; : : : ; tn
= wt1; : : : ; tn · vt1; : : : ; tn
= w(t1; : : : ; tn · vt1; : : : ; tn
by the induction assumptions
= (w · v(t1; : : : ; tn = vwt1; : : : ; tn:
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In (2)–(4) we use induction with respect to the length of u.
(2) is clear for xi and
vws = s(vs; ws = s(vs; ws by the induction assumptions
= svs; ws by (1)
= vws:
(3) is clear for xi and
vwsy; x = (sy; x(vsy; x; wsy; x
= s(wsy; x; vsy; x = sws; vs
by the induction assumptions
= w · vs = vws:
(4) is clear for xi and(vwt1; : : : ; tns = (vt1; : : : ; tn ·wt1; : : : ; tns
= s(vt1; : : : ; tns; wt1; : : : ; tns
= s(vst1s; : : : ; tns; wst1s; : : : ; tns
by the induction assumptions
= (svs; ws(t1s; : : : ; tns
= (vwst1s; : : : ; tns:
Lemma 2.2 (On consequences).
1. If 6 = σ , then 6s = σs for each s ∈ S2,
2. If 6 = σ , then 6 = σ ,
3. For any u ∈ S; s; t ∈ S2; s = t = us = ut.
Proof. (1) Let σ ≡ u = v and let v be derivable from u in a finite
number of steps
p · qt1; t2; : : : · p′ → p · rt1; t2; : : : · p′;
where p; p′ ∈ S1; q; r; t1; t2; : : : ∈ S and q = r or r = q is in 6. Then vs
is derivable from us in a finite number of steps
p · qst1; t2; : : : · p′ → p · rst1; t2; : : : · p′;
where p; p′ ∈ S1; q; r; t1; t2; : : : ∈ S and q = r or r = q is in 6
since p · qt1; t2; : : : · p′s = ss
(
ps; qst1s; t2s; : : :; p′s by
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Lemma 2.1(4) and similarly for
(
p · rt1; t2; : : : · p′
s. Both words are
even more simple if p = λ or p′ = λ.
(2) Instead of derivations
p · qt1; t2; : : : · p′ → p · rt1; t2; : : : · p′;
use derivations
p · qt1; t2; : : : · p′ → p · rt1; t2; : : : · p′
which is, by Lemma 2.1(1), the same as using
p′ · qt1; t2; : : : · p→ p′ · rt1; t2; : : : · p:
(3) is [4, Lemma 1(ii)].
3. DECOMPOSITIONS OF THE LATTICE LH
Lemma 3.1. 1. Let i ∈ I′. Then ∼Yi = ∼i.
2. The varieties Yi’s are ordered as their indices in I′;≤.
3. Let J be a hereditary subset of I;≤. Then ∼YJ = ∼J.
Proof. (1) We will not consider the invariants R, t; T since they are
dual to L; h; H, respectively.
Look at the identities defining Yi’s. Let u; v ∈ S. It is immediate that
u ∼YH v iff Hu = Hv;
u ∼Yh v iff hu = hv;
u ∼YL v iff Lu = Lv;
u ∼Yc v iff cu = cv:
Now list some consequences of xyx = y:
xy ∼Yn yxy · y ∼Yn x · yxy2 · x ∼Yn y2 · xyx · y2 · y2x
∼Yn y2xyx · y2 · x ∼Yn xyx · x ∼Yn y · x;
xxy ∼Yn x · yx ∼Yn y and analogously yx2 ∼Yn y:
Thus, for u ∈ S, say u ∈ Sn, we have u ∼Yn xn1u1 · · ·xnnun ; x0 = λ.
Consequently, u; v ∈ S; nu = nv implies u ∼Yn v. Of course,
npqrqs = nprs for p; s ∈ S1; q; r ∈ S; which yields ∼Yn ⊆ ∼n.
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Clearly, for u; v ∈ S; u; v ∈∼Yz iff u = v or u; v ≥ 2.
(2) See whether the defining identities for Yi belong to ∼j; j = · · ·
i Yi =Mod : : : H h L c R t T n z
H xyz = xy + + − − − − − − +
h xy = x − + − − − − − − −
L x2 = x; xyx = xy − + + + − − − − −
c x2 = x; xy = yx − − − + − − − − −
n xyx = y − − − − − − − + −
z xy = zt − − − − − − − − +
We see that
∼H 6⊆∼L;∼c;∼R;∼t;∼T;∼n :
Obviously ∼H⊆∼h; ∼z : Treating the other invariants in an analogous way,
and having (1) in mind, we see that the varieties Yi’s are ordered as their
indices.
(3) Using (1), ∼YJ=
T∼Yi i ∈ J = T∼i i ∈ J =∼J.
Lemma 3.2. Let i ∈ I′; V ∈ LH; and let u; v ∈ S; u; v ∈∼V  be
such that iu 6= iv. Then V ⊆ Ni.
Proof. We will again not consider the invariants R; t; T.
Case i = h: Let hu 6= hv, say hu = xi; hv = xj . Substitute y2 for
xj and x2 for all other variables in u ∼V  v and multiply it from the right
hand side by y2x2. We get x2y2x2k ∼V  y2x2l; k; l ∈ , which gives
x2y2x2 ∼V  y2x2 using the solution of the word problem for group words
in H .
Case i = c: Let cu 6= cv. Let xi ∈ cu − cv (the case xi ∈ cv −
cu would be treated similarly). Substitute y2 for xi and x2 for all other
variables in u ∼V  v and multiply it by x2 both from left and right hand
sides. We get x2y2x2k ∼V  x2; k ∈ . But x2y2x2k ∼ x2y2x2.
Case i = z: Let u = 1; v ≥ 2. Substitute x for all variables in
u ∼V  v. We get x ∼V  xk; k ≥ 2 which together with x2 ∼ x4 gives
x ∼V  x3.
Case i = n: Let niu 6= niv. Substitute x for xi and x2 for all other
variables in u ∼V  v and multiply it by x2. We get xk ∼V  xl; k; l ≥ 2;
k 6= l (mod 2).
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Case i = H: Let Hu 6= Hv. We easily get xy2x2 = x3y2x2 from
x2y2x2 = y2x2 or from x3 = x. So suppose hu = hv; zu = zv;
Hu = xixj; Hv = xixk; j 6= k. Let j 6= i (the case k 6= i would be
treated similarly). Substitute x for xi, y2 for xj; and x2 for all other vari-
ables in u ∼V  v and multiply it by y2x2 from the right hand side. We get
xy2xk2y2 · · ·xkpy2x2 ∼V  xl1y2xl2y2 · · ·xlqy2x2; where p; q; k2; : : : ; kp;
l1; : : : ; lq ∈ ; l1 ≥ 2. If 1+ k2 + · · · + kp 6= l1 + · · · + lq (mod 2) change l1
using x2 ∼V  x3 (allowed by the last paragraph). If 1+ k2 + · · · + kp 6= 1
(mod 2) multiply it by x from the right hand side. Now the sides are ∼-
related to xy2x2 and x3y2x2, respectively.
Case i = L: Let Lu 6= Lv. Then u = u′xiu′′; v = v′xjv′′ where u′;
v′; u′′; v′′ ∈ S1; xi; xj 6∈ cu′ = cv′; i 6= j. Substitute y2 for xi, z2 for xj
and x2 for all other variables in u ∼V  v and multiply it by x2 from the
left hand side and by y2z2 from the right one. We get x2y2 · px2; y2; z2 ·
y2z2 ∼V  x2z2 · qx2; y2; z2 · y2z2 for appropriate p; q ∈ S13 . The sides
are ∼-related to x2y2z2 and x2z2y2z2, respectively.
Lemma 3.3. Let V ∈ LH. Then JV  is a hereditary subset of I;≤
and V ∈ YJV ;ZJV . Moreover, for hereditary subsets J; J′ of I;≤; J 6= J′
gives YJ;ZJ ∩ YJ′;ZJ′  = φ and YJ;ZJ  J a hereditary subset of I;≤
is a decomposition of LH.
Proof. Let i ∈ I. By Lemmas 3.1(1) and 3.2, the varieties Yi and Ni form
a so-called splitting pair, that is, for any W ∈ LH,
Yi ⊆ W iff W 6⊆ Ni:
JV  is hereditary in I;≤ by Lemma 3.1(2). Clearly, YJV  =
WYi  i ∈
JV  ⊆ V . Further, for any i ∈ I − JV ; Yi 6⊆ V which is equivalent to
V ⊆ Ni, and thus V ⊆
TNi  i ∈ I− JV  = ZJV .
Let J be hereditary in I;≤ and let W ∈ YJ;ZJ. We will show that
J = JW . Really, YJ ⊆ W gives J ⊆ JW , and W ⊆ ZJ gives W ⊆ Ni for
all i ∈ I− J which is equivalent to Yi 6⊆ W for all i ∈ I− J. But Yi ⊆ W for
all i ∈ JW  ⊇ J and thus J = JW .
Lemma 3.4. Let i ∈ I; u; v∈ S; u3∼u; v3∼ v; and u; v ∈ ∼I−i. Then
u; v ∈∼Ni.
Proof. Let u; v ∈ S be group words. Then u; v ≥ 2.
Case i = h: Suppose u; v ∈ ∼R;T; n. Then u∼u2v2u ∼Nh v2u2v2 ·
u ∼ v:
Case i = n: Suppose u; v ∈ ∼H;L;R;T and let cu = xi1; : : : ; xim.
Then u ∼ ux2i1 · · ·x2imu2 ∼Nn ux
k1
i1
· · ·xkmim u2 for appropriate chosen
k1; : : : ; km ∈ 2; 3.
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Case i = H: Suppose u; v ∈∼L;R;T; n. If Hu = Hv all is clear, so
let Hu 6= Hv. Then u = xixju′; v = x2i v′ where i 6= j; u′; v′ ∈ S1
(or conversely). We have u ∼ xix2j x2i xju′ · u2 ∼NH x3i x2j xixi · xju′u2 ∼
x3i x
2
j xi · u ∼ v.
Case i = L: Notice first that
x21 · · ·x2n = x21x2nx22 · · ·x2n; n ≥ 3 ∗∗
is a consequence of x2y2z2 = x2z2y2z2. Really,
x21 · · ·x2n ∼ x21x22 · · ·x2n−12x2n ∼NL x21x2nx22 · · ·x2n−12x2n
∼ x21x2n · x22 · · ·x2n:
Suppose now u; v ∈∼H;R;T; n. Let Lu = xi1 · · ·xim;Lv = xj1 · · ·xjm .
Then i1 = j1 and i1; : : : ; im = j1; : : : ; jm.
Consider first the case u = xi1xi2u′; v = xi1xi2v′; u′; v′ ∈ S1.
Then i2 = j2 and u ∼ xi1xi2 · x2i2 · · ·x2im · u′ · u2 ∼NL xi1xi2 · x2i2x2j3 · · ·
x2jmx
2
i3
· · · x2im · u′u2 ∼ v by ∗∗.
Now consider u = x2i1u′; v = x2i1v′; u′; v′ ∈ S1. Then u ∼ x2i1 · · ·x2imu′u2
∼NL x2i1x2j1 · · ·x2jm · u′u2 ∼ v again using ∗∗.
Case i = c: Let u; v ∈∼H;T; n. If cu and cv are incompara-
ble, choose w ∈ S such that u;w; v;w ∈∼H;T; n; cu; cv ⊆ cw
(w = uvu is such a word). Showing u ∼Nc w ∼Nc v would be the end
of the proof of this case. So suppose that u; v ∈∼H;T; n; cu ⊆ cv. Let
Lv = xi1 · · ·xim .
Consider first the case u = xi1xi2u′; u′ ∈ S1. Then u ∼ xi1xi2 · x2i2 ·
u′u2 ∼Nc xi1xi2 · x2i2x2i3 · · ·x2im2x2i2 · u′u2.
Now consider u = x2i1u′; u′ ∈ S1. Then u ∼Nc x2i1x2i2 · · ·x2im2x2i1 · u′u2.
In both cases the last word is ∼H;L;T; n-related to v. Dual arguments will
give the result.
Lemma 3.5. Let J be a hereditary subset of I;≤. Then
1. ∼ZJ ⊆∼J,
2. for u; v ∈ S; u3 ∼ u; v3 ∼ v,
u; v ∈∼J implies u; v ∈ ∼ZJ:
Proof. (1) We will show that ∼Ni ⊆ ∼I−i for i ∈ I. Really,
xy2x2; x3y2x2 ∈∼L;R;T; n in the case i = H,
x2y2x2; y2x2 ∈∼R;T; n in the case i = h,
x2y2z2; x2z2y2z2 ∈∼H;R;T; n in the case i = L,
x2y2x2; x2 ∈∼H;T; n in the case i = c,
x3; x2 ∈∼H;L;R;T in the case i = n.
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(2) Suppose that c 6∈ J. We have J ⊆ H; h; t; T; n and
u ∼H;T; n uv2u2 ∼J∪c vu2v2 ∼H;T; n v:
By Lemma 3.4, u ∼Nc uv2u2 ∼J∪c vu2v2 ∼Nc v: So we can assume
that c ∈ J.
Suppose that h 6∈ J. We have J ⊆ c;R; t;T; n and
u ∼R;T; n v2u ∼J∪h v:
By Lemma 3.4, u ∼Nh v2u. So we can assume that h ∈ J and by the dual
arguments t ∈ J, too.
Suppose that n 6∈ J. We have
u ∼H;L;R;T u2vu2 ∼J∪n v:
By Lemma 3.4, u ∼Nn u2vu2. So we can assume that n ∈ J.
Suppose that H 6∈ J. We have
u ∼L;R;T; n ux21; x22; : : : · u ∼J∪H vx21; x22; : : : · v ∼L;R;T; n v:
By Lemma 3.4, u ∼NH ux21; x22; : : : · u ∼J∪H vx21; x22; : : : · v ∼NH v:
So we can assume that H ∈ J and by the dual arguments T ∈ J, too.
Finally, suppose that L 6∈ J. We have
u ∼H;R;T; n Hu2 · Lv2 · u ∼J∪L v:
By Lemma 3.4, u ∼NL Hu2Lv2 · u. So we can assume that L ∈ J
and dually R ∈ J.
4. SATISFYING INVARIANTS
Lemma 4.1. Let u; v; t1; t2; : : : ∈ S; s ∈ S2. Then
1. h
(
ut1; t2; : : :
 = hthu;
2. hus =

hu if hs = x
tu if hs = y;
3. u; v ∈∼h; t implies us; vs ∈∼h; t.
Proof. (1) is clear. (2) follows easily from (1) by induction with respect
to the complexity of u. (3) follows from (2) and its dual.
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Lemma 4.2. Let u; v; t1; t2; : : : ∈ S; s ∈ S2. Then
1. H
(
ut1; t2; : : :
 =
8<:Hti if hu = xi; ti ≥ 2ti · htj if Hu = xixj; ti = 1
ti if Hu = xi; ti = 1;
2. Hus =
8>>>>>>>>><>>>>>>>>>:
hu if Hs = x
tu if Hs = y
hu if Hs = xx; u = 1
hu2 if Hs = xx; u ≥ 2
Hu if Hs = xy
Tu if Hs = yx
tu if Hs = yy; u = 1
tu2 if Hs = yy; u ≥ 2;
3. u; v ∈∼H;T implies us; vs ∈∼H;T.
Proof. (1) is clear. (2) follows easily from (1) by induction with respect
to the complexity of u. The same case occurs in (2) for us and vs, so
(3) follows from (2) and its dual.
Lemma 4.3. Let u; v; t1; t2; : : : ∈ S; s ∈ S2. Then
1. cut1; t2; : : : =
Scti  xi ∈ cu,
2. cus =
8<: hu if cs = xtu if cs = ycu if cs = x; y;
3. u; v ∈∼c; h; t implies us; vs ∈∼c.
Proof. (1) is clear. (2) follows easily from (1) by induction with respect
to the complexity of u. (3) follows immediately from (2).
Lemma 4.4. Let u; v; t1; t2; : : : ∈ S; s ∈ S2. Then
1. Lut1; t2; : : : = Lti1 · · · tim = LLti1 · · ·Ltim where Lu =
xi1 · · ·xim ;
2. Lus =
8><>:
hu if Ls = x
tu if Ls = y
Lu if Ls = xy
Ru if Ls = yx;
3. u; v ∈∼L;R implies us; vs ∈∼L;R.
Proof. (1) and (2) are clear. (3) follows from (2).
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Lemma 4.5. Let u; v; t1; t2; : : : ∈ S; s ∈ S2; i ∈ . Then
1. ni
(
ut1; t2; : : :
 = n1u · nit1 + n2u · nit2 + : : : (mod 2);
2. nius = n1s · nihu + n1s · n2s · nihu · u · tu +
n2s · nitu (mod 2) for u ≥ 2;
3. u; v ∈∼n; h; t; z implies us; vs ∈∼n.
Proof. (1) is clear.
(2) Let u = xjxk. Then us = sxj; xk and nius = n1s ·
nixj + n2s · nixk by (1). Observing that nihu · u · tu = 0 (mod 2)
we get (2) for u = 2.
Using induction, suppose that u = v · xj; v ≥ 2 and the validity of (2)
for v. Then
ni
(vxjs = ni(svs; xj
= n1s · nivs + n2s · nixj
= n1s ·
(
n1s · nihv + n1s · n2s · nihv · v · tv
+ n2s · nitv
+ n2s · nixj
= n1s · nihu + n1s · n2s ·
(
nihv · v

+ n2s · nitu (mod 2):
(3) If u; v ≥ 2 it follows immediately from (2) and, if u = v = 1;
then u = v.
Proposition 4.6. Let u; v ∈ S; s ∈ S2; us; vs group words, u; v ∈
∼h; t; z. Then
u = v; u = v implies us = vs:
Proof. Let J = i ∈ I  iu = iv; iu = iv and V = Modu =
v; u = v. By Lemma 3.1(1), J = JV . By Lemmas 4.1–5, parts (3), J′ =
i ∈ I  ius = ivs ⊇ J. So us; vs ∈∼ ZJ′  by Lemma 3.5(2)
and V ⊆ ZJ ⊆ ZJ′ by Lemma 3.3. Thus us = vs holds in V .
5. MAIN RESULT
Proposition 5.1 (Necessary conditions). Let V be a non-trivial solid va-
riety of semigroups. Then
1. V ⊆ H ,
2. V = u = v implies hu = hv,
3. V = u = v implies tu = tv,
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4. V = u = v implies V = u = v,
5. either V = x2 = x or Yz ⊆ V ,
or equivalently
5′. V = x3 = x implies V = x2 = x.
Proof. Clearly, H is the greatest solid variety of semigroups. Substituting
x; y; and yx for the operational symbol in u = v we get the conditions (2),
(3), and (4).
Substituting x2 for the operational symbol in x3 = x gives x4 = x and
thus we have x2 = x.
For the equivalence of (5) and 5′ see the first three lines of the proof
of Lemma 3.3.
The only aim of our paper is the following result:
Theorem. Let V be a non-trivial variety of semigroups. Then V is solid
if and only if
1. V ⊆ H ,
2. V = u = v implies hu = hv,
3. V = u = v implies tu = tv,
4. V = u = v implies V = u = v,
5. either V = x2 = x or Yz ⊆ V .
Proof. Compose Proposition 5.1, and Lemmas 5.2 and 5.3 according to
their names.
Lemma 5.2 (The easy part of the non-trivial implication). Let V be a
non-trivial variety of bands satisfying (1)–(4). Then V is solid.
Proof. Denote B the variety of all bands. Let u; v ∈ S; s ∈ S2. We
have to show that whenever V satisfies the identity u = v then it satis-
fies the identity us = vs; too. Due to Lemma 2.2(3) we can choose
representatives from ∼B-classes. Moreover, Lemma 2.1(3) allows us to
consider only words starting with x. We do not need to substitute s = x; xy.
Thus the only case to consider is s = xyx. Substituting s = xyx into xi1 ·· · · · xik−1 · xik · · · = xj1 · · · · · xjl−1 · xjl · · · we get xi1 · · ·xik · · ·xi1 =
xj1 · · ·xjl · · ·xj1; which is clearly a consequence of xi1 · · ·xik = xj1 · · ·xjl and
xik · · ·xi1 = xjl · · ·xj1 .
Lemma 5.3 (The core of the non-trivial implication). Let V be a variety
of semigroups satisfying Yz ⊆ V and (1)–(4). Then V is solid.
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Proof. Let V be a variety of semigroups, Yh; Yt; Yz ⊆ V ; u; v ∈ S;
s ∈ S2 and V self-dual (the condition (4)).
We have to show that whenever V satisfies the identity u = v then it
satisfies the identity us = vs, too. We can assume that u; v ∈∼h; t; u;
v ≥ 2. If us; vs are group words we are ready due to Proposition 4.6.
Observe now that for a group word s ∈ S2 and any t; t ′ ∈ S; st; t ′ is a
group word again since st; t ′3 = s3t; t ′ ∼ st; t ′. Moreover, if w ∈ S;
w ≥ 2; w = w′w′′; w′; w′′ ∈ S we have ws = sw′s; w′′s and thus
ws is also a group word.
Therefore it remains to restrict our attention to the case that s is a non-
group word. Due to Lemma 2.2(3) we can choose representatives from ∼-
classes. Moreover, Lemma 2.1(3) allows us to consider only words starting
with x. We do not need to substitute s = x; xy. Also, by Lemmas 2.1(2) and
2.2(2), the problem for xyx2; xyx3 reduces to cases x2yx; x3yx, respectively.
Finally, these Lemmas, together with Lemma 2.1(3) reduce the cases xy2;
xy3 to x2y; x3y, respectively.
Let us consider the remaining cases closely:
s1 = x2y; s2 = x3y; s3 = xyx; s4 = x2yx;
s5 = x3yx; s6 = x2yx2; s7 = x2yx3:
Let u = xi1 · · ·xik; v = xj1 · · ·xjl ; k; l ≥ 2; i1 = j1; and ik = jl. Substituting
s1; : : : ; s7 into xi1 · · · · · xik−1 · xik · · · = xj1 · · · · · xjl−1 · xjl · · · we get
the identities (1)–(7) below. We will prove that they are consequences of
u = v and u = v.
1. x2i1 · · ·x2ik−1xik = x2j1 · · ·x2jl−1xjl ,
2. x3i1 · · ·x3ik−1xik = x3j1 · · ·x3jl−1xjl ,
3. xi1 · · ·xik · · ·xi1 = xj1 · · ·xjl · · ·xj1 ,
4. x2i1 · · ·x2ik−1xik · · ·xi1 = x2j1 · · ·x2jl−1xjl · · ·xj1 ,
5. x3i1 · · ·x3ik−1xik · · ·xi1 = x3j1 · · ·x3jl−1xjl · · ·xj1 ,
6. x2i1 · · ·x2ik−1xikx2ik−1 · · ·x2i1 = x2j1 · · ·x2jl−1xjlx2jl−1 · · ·x2j1 ,
7. x2i1 · · ·x2ik−1xikx3ik−1 · · ·x3i1 = x2j1 · · ·x2jl−1xjlx3jl−1 · · ·x3j1 .
Denote by p and q the numbers of occurrences of xik in u and v, respec-
tively.
Consider the identity (1) first.
Case p = q = 1. We get (1) by substituting xi 7→ x2i in u = v for all i
different from ik.
Case p ≥ 2; q = 1. (The case p = 1; q ≥ 2 would be treated similarly.)
Substituting as in the previous case, we get x2j1 · · ·x2jl−1xjl on the right hand
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side. If nu = nv the left hand side is a group word ∼-equivalent to
x2i1 · · ·x2ik−1xik . Otherwise, we can use x3 = x2 due to Lemma 3.2 to change
all occurrences of xik different from the tail (the last occurrence) to x
2
ik
.
Case niku; nikv ≥ 2. Substitute now xi 7→ x2i for all i ∈  and mul-
tiply the result by xiku
2 = xjlv2 from the right hand side. We get
x2i1 · · ·x2ik−1x3ikxi1 · · ·xik2 = x2j1 · · ·x2jl−1x3jlxj1 · · ·xjl2:
Both sides are group words and they are ∼-related to the sides of (1).
Now consider the identity (2).
Substitute xi 7→ x3i in u = v for all i different from ik. If p = 1 or q = 1
we are ready with the corresponding side. Otherwise, we have a group
word and we are allowed to change all occurrences of xik different from
tails to x3ik .
By Lemma 2.2(2), the identities 1 and 2 are consequences of u = v
and u = v; too, and (3)–(7) follow.
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