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Resumen
Los sistemas de percepción en los vehículos autónomos, son aquellos que permiten comprender lo que
sucede en el entorno. Este trabajo se centra en el estudio de técnicas de percepción utilizando tecnologías
LiDAR, tanto técnicas clásicas como técnicas basadas en Deep Learning. Con dicho estudio se presentan
las implementaciones diseñadas para el vehículo del proyecto Techs4AgeCar.
Junto con la implementación basada en un solo sensor, se presenta también un modelo se fusión
sensorial entre cámara y LiDAR basado en el sistema de detección explicado en este TFG y el trabajo
basado en cámara realizado por Miguel Antunes, un compañero del grupo de investigación RobeSafe.
Por último para la evaluación de sistemas de conducción autónomos sobre el simulador CARLA, se
explica el proyecto AD DevKit, sobre el que se realiza la capa de percepción para la evaluación de sistemas
de detección 2D y 3D en dicho simulador.
Palabras clave: LiDAR, Deep Learning, Fusión sensorial, Conducción autónoma, KITTI, nuScenes,
CARLA, ROS.

Abstract
Perception systems in autonomous vehicles are those that allow to understand what is happening in the
environment. This work focuses on the study of perception techniques using LiDAR technologies, both
classical techniques and techniques based on Deep Learning. This study presents the implementations
designed for the Techs4AgeCar project vehicle.
Along with the implementation based on a single sensor, a sensor fusion model between camera and
LiDAR is also presented based on the detection system explained in this TFG and the camera-based
work done by Miguel Antunes, a colleague of the RobeSafe research group.
Finally, for the evaluation of autonomous driving systems on the CARLA simulator, the AD DevKit
project is explained, on which the perception layer for the evaluation of 2D and 3D detection systems on
this simulator is performed.
Keywords: LiDAR, Deep Learning, Sensor Fusion, Autonomous driving, KITTI, nuScenes, CARLA,
ROS.

Resumen extendido
Desde hace unos años la industria automovilística se encuentra en una carrera para el desarrollo de
vehículos con la capacidad de conducción autónoma. La introducción de estos sistemas en las carreteras
supondrá un cambio en el funcionamiento de muchos sectores, principalmente el sector transporte que
se verá afectado al no tener necesidad de contratar a conductores, al igual que muchos otros aspectos
de la sociedad que se verán afectados por la automatización de los vehículos. Estos sistemas pretenden
aumentar la seguridad al volante ofreciendo un sistema de conducción con más fiabilidad que un conductor
humano, disminuyendo la cantidad de atascos y accidentes producidos en las carreteras.
Este trabajo ubicado dentro del marco de los sistemas de conducción autónoma, estudia los sistemas
de detección utilizados en la industria, basados en múltiples sensores como: cámaras, LiDAR, Radar,
GPS, IMU, etc. Todo ello para obtener la mayor información del entorno para así tratar de comprenderlo
con la mayor precisión posible. Para ello se usan sistemas de detección, seguimiento y predicción de los
objetos del entorno que se basan en los diferentes sensores que posee el vehículo.
En este TFG se estudia la detección de objetos 3D dentro de la capa de percepción, para ello, se utilizan
tecnologías LiDAR que permiten obtener la distancia del sensor a los objetos en un entorno tridimensional,
con lo que se consiguen nubes de puntos las cuales se procesan a posteriori. Para el procesamiento de las
nubes de puntos se estudian tanto técnicas clásicas como técnicas básadas en Deep Learning para inferir
los objetos del entorno. Como técnicas clásicas se estudia la voxelización, el algoritmo RANSAC-3D y la
estructura de datos KD-tree, con todo ello se presenta una implementación sobre el simulador CARLA
de un modelo basado en las técnicas clásicas estudiadas. El estudio de técnicas basadas en Deep Learning
consiste en un estudio de diferentes datasets como KITTI, Waymo o nuScenes y de los modelos del estado
del arte para la detección de los objetos 3D del entorno. A partir de ello se presenta una implementación
basada en el modelo CBGS que mejora la detección del sistema de percepción del proyecto Techs4AgeCar.
Basado en el sistema de detección 3D que incluye el modelo CBGS, el sistema de detección con cámara
basado en YOLO v5 y una red volumétrica implementada por Miguel Antunes en su TFG, se presenta
un sistema de fusión sensorial a partir de las detecciones finales de ambos sistemas, donde las flaquezas
de ambos modelos se ven reducidos y se obtienen unas detecciones más robustas.
Actualmente los sistemas de conducción autónoma no tienen forma de evaluar la arquitectura completa
desarrollada, por ello se trabaja en colaboración con el Karlsruhe Institute of Technology para el desarrollo
de un sistema de evaluación completo sobre el simulador CARLA. En conjunto con Miguel Antunes se
ha desarrollado una primera versión del sistema de evaluación de la capa de percepción. Para que el
rendimiento de las diferentes capas del vehículo no afecten al resto, es necesario crear un sistema de
evaluación en tiempo real. En este trabajo se presenta la creación de groundtruth en tiempo real junto
con un sistema de evaluación de detecciones 2D y 3D a posteriori que permitan cuantificar la precisión
de los sistemas de percepción.
Por último los diferentes modelos estudiados son evaluados sobre sus respectivos datasets, los sistemas
xiv Resumen extendido
de detección desarrollados son analizados en el simulador CARLA y el sistema final elegido es probado
en el vehículo T4AC en un circuito urbano controlado en el campus de la Universidad de Alcalá.
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Capítulo 1
Introducción
No te conformes con el mundo que has heredado. Nunca
se ha resuelto un desafío sin personas que pensasen
diferente.
Tim Cook
Para el pleno entendimiento del trabajo desarrollado se explica el funcionamiento de los sistemas de
conducción autónoma, para centrarse en la parte de percepción del vehículo y comprender que gracias al
Deep Learning se consiguen los mejores resultados del estado del arte en este campo.
1.1 Sistemas de conducción autónomos
En los últimos años gracias a una mejora en los sensores, la capacidad de cómputo principalmente por
la aceleración por hardware, la visión por computador, el Deep Learning 1.3 y el desarrollo de técnicas
de comunicación, ha propiciado que nos encontremos en una carrera por la creación de sistemas de
conducción autónomos. Empresas de sectores de la automoción y la tecnológicas como ArgoAI, Audi,
Baidu, Cruise, Mercedes-Benz, Tesla, Uber o Waymo entre otras, invierten enormes cantidades de dinero
para el desarrollo de estas tecnologías [1].
Para la obtención de sistemas de conducción autónoma es necesario tener un buen entendimiento del
entorno y hacer uso de un buen control en tiempo real, para ello se utilizan sensores que puedan aportar
información al vehículo como son cámaras, LiDAR, Radar, IMU, GPS o incluso Sonar.
Figura 1.1: Arquitectura de un sistema de conducción autonóma.
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En adición a los sensores también es necesaria la utilización de sistemas de localización tanto glo-
bal como local, mapeado del entorno, toma de decisiones y control del vehículo. Un esquema de una
arquitectura de conducción autónoma se muestra en la figura 1.1.
La evolución continua de estos sistemas trata de ofrecer un mayor nivel de seguridad al volante
mediante el desarrollo de los Advanced Driver Assistance System (ADAS), para que en un futuro puedan
ser remplazados por Automated Driving System (ADS).
Para analizar el avance de estos sistemas y para poder compararlos, se han dividido según su nivel
de autonomía, por lo que se tiene desde un nivel 0 a un nivel 5. El nivel 0 indica que el coche no tiene
ningún tipo de autonomía (conducción manual), en el nivel 1 el vehículo sigue siendo controlado por
el conductor, pero se añaden ciertas características de ayuda a la conducción. En el siguiente nivel el
vehículo es capaz de acelerar, frenar y hasta dirigir el vehículo, pero con el conductor siempre atento, en
el nivel 3 el conductor es necesario, pero no es requerimiento la atención al entorno, pero el conductor
debe de estar listo para tomar el control en todo momento. El nivel 4 permite un nivel de autonomía
donde el vehículo no requiere la atención del conductor, pero únicamente en ciertos escenarios, y el último
nivel (nivel 5) es el que habilita la conducción autónoma completa [2].
Figura 1.2: Niveles de autonomia.
El desarrollo de este tipo de sistemas no es una tarea sencilla, múltiples empresas involucradas en el
desarrollo de vehículos autónomos pretendían tener vehículos en el nivel 4 de autonomía en poco tiempo,
pero como se ha visto esto no es posible, actualmente nos encontramos en el mercado con sistemas que
se encuentran entre el nivel 2 y el 3, pero aún queda un largo camino antes de llegar a una conducción
autónoma completa.
1.2 Sistemas de percepción
Los sistemas de ADS/ADAS requieren de un entendimiento del entorno para poder funcionar correcta-
mente, para ello es necesario añadir diversos sensores a lo largo del vehículo que nos permitan obtener
la mayor información del exterior posible. A partir de este conocimiento es posible la toma de decisiones
y la planificación, por lo que en este apartado se va a explicar de qué manera se puede configurar un
sistema de percepción, cuáles son los principales sensores utilizados y que información se puede obtener
de cada uno de ellos.
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1.2.1 Principales sensores para la percepción en vehículos autónomos
Para la creación de un sistema de percepción robusto es necesario el uso de diversos tipos de sensores que
ofrezcan una información de relevancia de manera diferente al resto, por ello se utilizan sensores como
cámaras, Radar, LiDAR, ultrasonidos, GPS, GNSS, IMU etc.
Estos ofrecen información de localización, velocidad, distancia de objetos en el entorno, e incluso
información del propio vehículo, como su propia localización, o la velocidad lineal y angular que este
tiene.
También es necesario tener en cuenta que no todos los sensores funcionan de la misma manera en
distintos escenarios por lo que en situaciones donde un sensor es incapaz de obtener buenos datos otro
sensor puede suplir esta carencia, por lo que la redundancia de sensores aporta otro nivel de seguridad al
vehículo ya no solo un nivel mayor de detección del entorno.
1.2.1.1 Cámara
Uno de los sensores más utilizados es la cámara, este es el más extendido debido a la gran riqueza de
información que ofrece del entorno. Actualmente se pueden encontrar cámaras que generen imágenes a
una gran resolución y a una alta tasa de FPS por un precio bastante asequible, este es uno de los sensores
más baratos.
Figura 1.3: Cámara utilizada en vehículos autónomos.
El problema de este sensor recae en el computo que es necesario para obtener información a partir de
las imágenes, ya que estas no son más que píxeles en escala de grises o con un sistema de colores como el
RGB. Por ello no solo es necesario tener en cuenta el coste del sensor, sino que también hay que aumentar
la capacidad de cómputo del ordenador de abordo para que pueda analizar en tiempo real las imágenes.
Figura 1.4: Uso de cámara con lluvia.
Por último es necesario conocer las limitaciones de la cámara, funciona de forma correcta en situa-
ciones de buena luminosidad y sin reflejos, pero en situaciones con lluvia 1.4, niebla, durante la noche
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y otros escenarios climatológicos adversos, no es capaz de obtener toda la información que se obtendría
en situaciones más favorables, lo cual hace que otros sensores sean usados en estas condiciones adversas
para lidiar con estar limitaciones.
Aun conociendo las desventajas de estos sensores, la gran mayoría de enfoques incluyen cámaras para
la obtención de los objetos del entorno tanto en 2D como en 3D, pudiendo utilizar para lo segundo un
sistema de cámaras estéreo que obtienen también información de la profundidad.
1.2.1.2 Radar
Los Radar son utilizados en múltiples aplicaciones como la previsión meteorológica, la astronomía, las
comunicaciones, la navegación oceánica y la conducción autónoma entre otras.
Este sensor emite ondas de radio, las cuales son reflejadas devuelta a este, lo cual da una información
de donde se hayan los objetos en un espacio tridimensional, lo que implica la distancia a estos junto
con los dos ángulos necesarios utilizando un sistema de coordenadas esféricas. Además gracias al efecto
Doppler se puede inferir la velocidad de los objetos a partir de un fenómeno que hace variar la frecuencia
de la onda enviada si hay algún tipo de movimiento local relativo respecto del propio Radar [3, 4].
Figura 1.5: Radar utilizado en vehículos autónomos.
Como se ha visto, este sensor, al contrario que la cámara, obtiene directamente información utilizable
para el entendimiento del entorno de forma directa, el problema radica en la escasa cantidad de datos
que provee. Aunque se obtenga información de localización 3D y de velocidad, la cantidad de la nube de
puntos producida es muy pequeña, por lo que se necesitan otros sensores para obtener una información
completa del entorno.
Por otra parte, una de las principales ventajas del Radar es que se puede utilizar en cualquier situación
meteorológica, únicamente podría verse afectado por lluvias muy intensas. Por lo que es un sensor muy
completo y supone una buena elección para obtener información adicional de posición 3D y velocidad a
un precio inferior a un LiDAR. Por ello es adoptado por gran cantidad de sistemas ADAS en conjunto
con sistemas de cámaras 360 alrededor del vehículo.
1.2.1.3 LiDAR
De forma similar al Radar, los sistemas LiDAR basan su funcionamiento en el escaneo del entorno a
partir del envío de láseres y el cálculo del tiempo desde su envío hasta su retorno. Con esta información
de distancia y el ángulo de inclinación del haz que envió esa señal, se construye una nube de puntos que
consta de valores x, y, z de posición y otro valor que es el coeficiente de reflectividad del rayo de luz con
el objeto incidido [3].
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Actualmente los LiDAR más utilizados son de 64 canales, lo cual indica que se tienen 64 láseres
funcionando al mismo tiempo, lo que da una gran resolución del entorno. Además, la nube de puntos
generada es de hasta 120 metros alrededor del vehículo, lo que permite detectar objetos a una distancia
considerable y saber de manera casi perfecta su distancia en un entorno tridimensional gracias al alrededor
de 2.000.000 de puntos que se generan por segundo del entorno [5].
Figura 1.6: LiDAR utilizado en vehículos autónomos.
Los sistemas LiDAR tienen la ventaja de ser un sensor que aporta mucha información del entorno, pero
tienen el mismo problema que las cámaras, en condiciones de lluvia, nieve, granizo o niebla, la efectividad
de este sensor decae, aunque se puede minimizar ajustando la longitud de onda del láser utilizado [6].
Aun siendo un sensor muy útil, que puede aumentar el nivel de redundancia del sistema, además de
su seguridad, múltiples compañías como Tesla tratan de evitar su uso utilizando únicamente cámaras y
Radar. Esto es debido a que un LiDAR suele costar entre 8.000 y 100.000 dólares si se requiere de una
resolución similar al estado del arte entre 16 y 128 haces [1].
1.2.2 Sistemas de detección
Únicamente con un sistema de sensores no es posible la comprensión del entorno, también es necesario
de un procesamiento de los datos. Mientras que la cámara no da ninguna información de forma directa,
el LiDAR y el Radar son capaces de obtener la posición de obstáculos alrededor del vehículo, y además
el Radar es capaz de inferir la velocidad de los objetos sin necesidad de un seguimiento.
Principalmente, en los sistemas de detección para conducción autónoma se trata de obtener las posicio-
nes de los diferentes objetos de interés del entorno. Estas detecciones pueden ser tanto en 2D como en 3D,
pero el problema radica en cómo obtener un rectángulo u ortoedro que identifique dónde se encuentran
dichos objetos del entorno.
Figura 1.7: Detecciones 2D utilizando cámara.
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Una de las formas de detección del entorno es a partir de cámaras, esto se consigue con un sistema
de una cámara o de un sistema multicámara que abarque los 360 grados alrededor del coche, con este
sistema instalado en el coche se pueden generar rectángulos sobre las imágenes de los objetos del entorno
como coches, peatones, bicicletas, motocicletas... Con ello se obtendría un listado de objetos detectados
en 2D, lo cual es obtenible con un modelo basado en redes neuronales como YOLO [7] que es capaz de
hacerlo en tiempo real, y que funciona tal y como se ve en la figura 1.7.
Figura 1.8: Detecciones 3D utilizando LiDAR.
Únicamente con detecciones 2D no se puede obtener la distancia a los vehículos, como mucho una
aproximación a partir del tamaño de la bounding box 2D, aparte de la dirección en la que se encuentran
respecto del coche. Es por ello que se termina trabajando con detecciones 3D, las cuales pueden tener
como paso intermedio una detección 2D o ser obtenidas directamente con un sistema estéreo de cámaras
o a partir de las nubes de puntos del Radar o del LiDAR.
Las técnicas que realizan detecciones en un sistema tridimensional tienen un coste computacional
mayor al trabajar con una dimensión añadida, por lo que es necesaria la utilización de técnicas que
permitan realizar estas detecciones en tiempo real, como es el caso de PointPillars [8], modelo que se
explicará más adelante en la sección 4.2.2, y que como se ve en el punto 1.8 es capaz de realizar las
detecciones en un entorno tridimensional utilizando únicamente el LiDAR.
1.2.3 Sistemas de seguimiento
Mientras que en los sistemas de detección se suele utilizar un único estado discretizado del entorno
percibido por los sensores, el seguimiento o tracking utiliza múltiples estados para el reconocimiento de
los objetos en múltiples escenas, con su posterior asociación y el cálculo de la trayectoria de los mismos.
En este campo se pueden tomar diversos acercamientos al problema, utilizando técnicas clásicas co-
mo Kalman Filter (KF), Extended Kalman Filter (EKF) o Unscented Kalman Filter (UKF), modelos
neuronales como en [9], modelos end-to-end que incorporan detección y tracking en un mismo modelo
neuronal como es el caso de PointTrackNet [10] o modelos que realizan tracking de forma implícita como
CBGS [11] que calculan la velocidad de los objetos sin devolver identificadores de estos (como se verá en
el punto 4.2.5).
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Figura 1.9: Tracking como vista de pájaro sobre una nube de puntos.
Los sistemas de detección suelen trabajar a partir de modelos en dos dimensiones que trabajan en
vista de pájaro lo cual evita lidiar con movimientos verticales. En estos se detecta la posición actual,
velocidad lineal, velocidad angular y se puede definir el movimiento todo lo complejo que se desee. Tras
la detección también se predice el futuro estado de los objetos, manteniendo un identificador asociado a
los objetos a lo largo de los frames analizados.
1.2.4 Fusión sensorial
Los sistemas de fusión sensorial son necesarios para el aumento de la precisión en los sistemas de detección
y tracking, como se ha visto en el apartado 1.2.1, los sensores ofrecen información diferente al resto, por
lo que el aumento de precisión se produce por el aumento en la cantidad de datos proveniente de todos
los sensores. La complejidad de estas técnicas radica en el uso eficiente de todos los sensores.
Figura 1.10: Fusión sensorial utilizando cámara y LiDAR.
Para la realización de un sistema de fusión sensorial se pueden tomar diversos acercamientos, en
una early fusion se tratan todos los datos en crudo de los sensores para obtener un mejor sistema de
percepción, si se trabaja con sensores tratados, pero no con las detecciones finales se trata de una middle
fusion, en el caso de utilizar las detecciones finales estaríamos ante una late fusion.
Entre las técnicas más utilizas para sistemas de fusión sensorial encontramos los KF, EKF y UKF [12],
pero también se comienzan a utilizar técnicas más complejas que radican en el uso de redes neuronales
para la fusión.
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1.3 Deep Learning
Gracias al aumento en capacidad de cómputo, la mejora en el procesamiento de grandes volúmenes de
datos y el desarrollo de nuevos algoritmos que aprendan con estos datos, se ha producido un estallido en
el uso de técnicas basadas en redes neuronales. Desde 1958 con la creación del Perceptrón se conoce de
este tipo de técnicas, pero a principios del siglo XXI es cuando realmente se ve su potencial.
Las redes neuronales profundas o Deep Learning son aquellas redes neuronales con múltiples capas
intermedias que permiten la extracción del conocimiento. Estas son utilizadas en ámbitos como el análisis
de datos tabulares, modelos del lenguaje o sistemas de visión que es donde se centrará este estudio.
Figura 1.11: Convolutional Neural Network.
En el campo de la visión artificial las Redes Neuronales Convolucionales o Convolutional Neural
Network (CNN) han conseguido una mejora importante en la precisión de los modelos. Estas redes son
utilizadas principalmente para su uso con cámaras ya que su estructura tridimensional funciona de forma
muy buena con las CNN. Un modelo típico para uso con imágenes sería 1.11.
Para los sistemas de detección con LiDAR basados en Deep Learning se utilizan principalmente las
CNN junto con capas Fully Connected (FC), ya que son las que obtienen un mejor rendimiento como se
verá en el capítulo 4.
Capítulo 2
Propuesta de trabajo
La educación científica de los jóvenes es al menos tan
importante, quizá incluso más, que la propia
investigación.
Glenn Theodore Seaborg
Este trabajo se encuentra ubicado dentro del proyecto Tech4AgeCars desarrollado en el grupo RobeSafe.
En este se pretende realizar un estudio de diferentes técnicas de detección utilizando LiDAR, tanto con
métodos clásicos como basados en Deep Learning para el análisis en datasets reales, en el simulador
CARLA y en el coche real del grupo.
En la arquitectura del proyecto se tiene implementado un procesamiento basado en PointPillars a
partir de una nube de puntos proporcionada por el LiDAR, para una ejecución en tiempo real sobre una
plataforma NVIDIA Jetson AGX Xavier [13], por lo que se pretende mejorar el sistema de percepción
que hace uso del LiDAR, utilizando para ello otro modelo perteneciente al SOTA.
Para ello se pretende mejorar el modelo de detección con LiDAR mediante la aplicación de un modelo
del algoritmo PointPillars Multihead, y se realiza una fusión sensorial entre cámara y LiDAR junto
con un compañero del grupo RobeSafe que se encuentra realizando un TFG de detección 3D utilizando
únicamente una cámara [14].
Tras una fusión y sin la posibilidad de analizar el sistema de percepción creado, se trabajará por
último en un proyecto junto con el Karlsruhe Institute of Technology (KIT) llamado Autonomous Driving
Development Kit (AD DevKit) que tratará de analizar un Automated Driving System, en concreto se
trabajará en el apartado de percepción del kit de desarrollo, todo ello esperando que este proyecto no
solo sea útil para los compañeros del proyecto sino para cualquier desarrollador que utilice el simulador
CARLA, ya que se tiene previsto proporcionar el AD DevKit de forma Open-Source.

Capítulo 3
Sistemas clásicos de percepción con
LiDAR
El placer más noble es el júbilo de comprender.
Leonardo da Vinci
Mientras que se tienen múltiples tipos de técnicas de percepción tanto clásicas como basadas en Deep
Learning, el uso de técnicas clásicas utilizando únicamente LiDAR no abundan, por lo que se presentan
las técnicas estudiadas e implementadas en el simulador CARLA para la detección de los objetos del
entorno.
3.1 Voxelización
Las nubes de puntos generadas por el LiDAR pueden ser de hasta 1.300.000 puntos por segundo en un
LiDAR de 64 haces [5] lo que implicaría el análisis de una gran cantidad de datos en tiempo real lo que
puede no ser muy viable ya que se tiene una capacidad de cómputo limitada en un vehículo.
Para ello se utiliza la voxelización, esta no solo se utiliza en sistemas de percepción, sino que también es
utilizada en imágenes volumétricas de ámbito médico, para la representación del terreno o en el pipeline
gráfico de un ordenador. Esta técnica trata de reducir la cantidad de datos en memoria a la vez que
reduce el computo al reducir la resolución de la escena. Por lo que se puede entender como un proceso
de discretización del entorno.
Figura 3.1: Entorno 3D voxelizado.
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Trabajando con nubes de puntos, la voxelización sigue los siguientes pasos:
1. Definición del tamaño del vóxel, lo que sería un vector tridimensional.
2. A partir del tamaño del vóxel se divide la escena en un conjunto de ortoedros u vóxeles.
3. Si se encuentra un punto del Light Detection and Ranging (LiDAR) dentro de un vóxel este de
activa
Esta técnica como se verá en el capítulo 4, también se utiliza en diversos modelos basados en Deep
Learning, esto se hace para trabajar de forma similar a lo que sería la estructura de una imagen que se
encuentra compuesta por píxeles en vez de por vóxeles.
3.2 RANSAC-3D
Para la detección de los objetos del entorno no es necesaria la información de los puntos que inciden en
el suelo, por lo que una de las técnicas utilizadas para la selección del plano perteneciente al suelo es
Random Sampling and Consensus (RANSAC)-3D.
El algoritmo RANSAC [15] tiene una funcionalidad similar a la regresión linear, ambos algoritmos
a partir de un conjunto de datos hayan la relación lineal entre dos características. La creación de este
algoritmo tenía como finalidad el ajuste de datos experimentales, el uso en el análisis de escenas y la
generación automática de mapas.
Figura 3.2: Aplicación de RANSAC para detección de outliers.
La idea principal del algoritmo RANSAC es la generación de rectas a partir de 2 o más puntos
para aceptar como la mejor recta aquella que contenga más puntos entre un límite seleccionado, y esto
es repetido un número arbitrario de veces. Esta recta será la que contenga los puntos asumidos como
normales o inliers, y el resto de los puntos son asumidos como anómalos o outliers. La función completa
utiliza el siguiente algoritmo 3.1.
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Input
data Conjunto de observaciones
model Modelo que explica las observaciones
n Mínimo número de puntos necesarios para estimar un modelo
k Número de iteraciones del algoritmo
t Valor límite que indica que puntos se encuentran bien estimados
d Número de puntos cercanos que asegura que el modelo sea válido
Output
bestFit Parámetros del modelo que ajustan de mejor manera a los datos
iterations← 0
bestF it← null
bestError ←∞
while iterations < k do
maybeInliers← n puntos seleccionados aleatoriamente
maybeModel← modelo que se ajusta a maybeInliers
alsoInliers← set vacío
for cada punto que no se encuentre en maybeInliers do
if error de ajustar el punto a maybeModel < t then
añadir punto a alsoInliers
end
end
if número de puntos en alsoInliers > d then
betterModel← parámetros del modelo sobre el que han sido ajustados los puntos de
maybeInliers y alsoInliers
thisErr ← medida de como de bien han sido ajustado los puntos;
if thisErr < bestErr then
bestF it← betterModel
bestErr ← thisErr
end
end
iterations← iterations+ 1;
end
Algoritmo 3.1: Algoritmo RANSAC
En el caso de las nubes de puntos que devuelve el LiDAR, se trabaja en un entorno tridimensional,
por lo que no funciona de la misma manera dicho algoritmo, se utiliza una variación, RANSAC-3D como
se ve en la figura 3.3, que en vez de trabajar con datos en 2D se trabajan en 3D, por lo que se pasa de
ajustar una recta a ajustar un plano, se necesitan al menos tres puntos para generar un posible modelo, ya
que es el mínimo número de puntos para generar un plano, el resto funciona de forma similar definiendo
el límite de distancia, iteraciones, etc.
Como se ha explicado, los resultados suelen ser similares a una regresión linear en un entorno bidi-
mensional, pero en este caso no sería del todo cierto, ya que el plano que abarca más puntos suele ser en
la mayoría de los casos el correspondiente al suelo. Esto implica una modificación de la regresión linear
a las tres dimensiones, esto es una regresión ajustada como un plano, lo que generará en la mayoría de
las situaciones un plano que se encuentra por encima del suelo, ya que trataría de minimizar una métrica
de error al plano (distancia euclídea, manhattan, minkowski, hamming, etc.), por lo que los objetos de la
escena levantarían el plano para minimizar el error de este a los puntos correspondientes a los objetos.
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Figura 3.3: Aplicación de RANSAC-3D.
De forma comparativa al algoritmo RANSAC-3D, se genera un plano ajustándose a la mayoría de los
puntos de la escena, anotando como inliers aquellos puntos pertenecientes al suelo y dejando el resto de
los puntos que colisionan con el entorno como outliers, por lo que dicho algoritmo RANSAC es el utilizado
para la tarea de filtrado de la sección de la nube de puntos que colisiona con el suelo de la escena.
3.3 KD-tree
Tras la eliminación del suelo en la nube de puntos podemos encontrarnos con que los diferentes objetos
del entorno se encuentran separados, ya que el suelo era el elemento unificador de la mayoría de los puntos
de la escena. Teniendo en cuenta esto, es necesario el uso de una técnica que sea capaz de agrupar los
puntos más cercanos por distancia, ya que si se hace comprobando cada punto con el resto se obtendría
una complejidad de O(n2).
Teniendo en cuenta el coste computacional de los algoritmos de clustering y al trabajar con tantos
puntos, alrededor de 1.000.000 por segundo y sabiendo que un LiDAR suele trabajar a 10 Hz, es muy re-
comendable aplicar una voxelización si no se aplicó previamente en la eliminación de los puntos incidentes
en el suelo.
Para el clustering, se podría utilizar el algoritmo K Nearest Neighbors (KNN), pero esto produciría
clústeres no válidos al encontrarse objetos con pocos vóxeles o con demasiados, lo que produciría clústeres
incompletos y otros mal formados sino se tiene en cuenta una distancia máxima entre vóxeles.
El KD-tree [16] es una estructura de datos que con un eficiente uso de memoria, es capaz de hacer
búsquedas en un entorno K dimensional con una complejidad media de O(logn), esto lo convierte en
una gran estructura para trabajar con datos en un entorno tridimensional, como es el caso de las nubes
de puntos o de vóxeles. Un KD-tree tiene una estructura similar a un árbol binario, la eficiencia de
la estructura radica en la ordenación del mismo, donde en cada altura del árbol se ordena según una
dimensión iterativamente.
Antes de analizar en profundidad la estructura KD-tree, es necesario comprender los árboles binarios,
tanto su uso, como su utilidad. Los árboles binarios son una estructura de datos donde cada nodo tiene
otros dos nodos hijos, referidos como hijo izquierdo e hijo derecho. La utilidad de la estructura radica
en la forma en la que se pueden guardar los datos, mientras que para buscar un valor en una lista, es
necesario iterar por todos ellos o hasta que se encuentre con una complejidad máxima de O(n), lo que
hace que un KD-tree tenga una complejidad máxima de O(log2 n).
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Input
tree Árbol binario ordenado
key Clave del nodo buscado
Output
node Nodo buscado
node← null;
currentNode← nodo raíz de tree
while currentNode 6= null do
if clave de currentNode = key then
node← currentNode
break;
end
if clave de currentNode < key then
currentNode← hijo derecho de currentNode
else
currentNode← hijo izquierdo de currentNode
end
end
Algoritmo 3.2: Búsqueda en árbol binario ordenado
En el caso del árbol de la figura 3.4 para buscar el número 7 se utiliza el siguiente procedimiento:
1. Se empieza por el nodo con valor 8
2. Al ser 7 < 8 se pasa al hijo de la izquierda
3. Como 7 > 3 se salta al hijo de la derecha
4. Teniendo el nodo con valor 6, siendo menor que 7 se coge el hijo de la derecha
5. Por último, se llega al nodo con valor 7 requerido
Teniendo 9 nodos solo ha sido necesario analizar 4 nodos que es la peor situación con este árbol.
Figura 3.4: Árbol binario ordenado.
Al contrario que los árboles binarios, un KD-tree es capaz de localizar un número de K dimensiones,
por lo que hay una diferencia principal que es la rotación entre la dimensión sobre la que se ordena en cada
altura del árbol. Esto produce que la forma de inserción del algoritmo 3.3 y búsqueda sea modificada.
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Input
tree KD-tree
node Nodo a introducir
k Número de dimensiones del árbol
Output
tree KD-tree con el nodo introducido
currentNode← nodo raíz de tree
depth← 0
while currentNode 6= null do
x← depth mod k
if valor de currentNode en la dimensión x < valor de node en la dimensión x then
currentNode← hijo derecho de currentNode
else
currentNode← hijo izquierdo de currentNode
end
depth← depth+ 1
end
currentNode← node
Algoritmo 3.3: Inserción en KD-tree
Lo que produce esta forma de guardar los datos en el árbol, es que según se aumenta la profundidad
en el árbol, la región de los nodos hijos es cada vez menor, lo que permite una más sencilla agrupación
y estudio de los datos por regiones en un entorno K dimensional. Como se ve en la figura 3.5 el espacio
bidimensional va siendo dividido por regiones, esto es gracias a que cada nodo divide en dos el espacio
sobre el que se encuentran sus hijos, lo cual es una perfecta manera de agrupar los puntos en clústeres
utilizando esta estructura, tal y como se detalla en el algoritmo 3.4.
Figura 3.5: Espacio bidimensional dividido por un
KD-tree.
Figura 3.6: Estructura de un KD-tree de dos
dimensiones.
3.3 KD-tree 17
Input
points Nube de puntos del LiDAR
id_node Id del punto sobre el que se va a comenzar el clúster
node Nodo sobre el que buscar un clúster
processed Vector de booleanos de tamaño igual al número de puntos
tree KD-tree
distance Distancia máxima a los puntos del clúster
k Número de dimensiones del árbol
Output
cluster Conjunto de los puntos perteneciente al clúster
Function proximity(points, id_node, node, cluster, processed, tree, distance, k):
processed[id_node] ← true
añadir a cluster points[id_node]
indexList← search(points[id_node], tree, distance, k) for index en indexList do
if processed[index] = false then
proximity(points, index, cluster, processed, tree, distance, k)
end
end
Function search(node, tree, distance, k):
indexList← lista vacía
searchNodes(node, tree, 0, distance, indexList, k)
return indexList
Function searchNodes(node, tree, distance, depth, indexList, k):
if tree 6= null then
if distancia entre el nodo raíz de tree y node < distance then
añadir índice del nodo raíz de tree a indexList
end
end
x← depth mod k
if valor de node en la dimensión x− distance < valor del nodo raíz de tree en la dimensión
x then
searchNodes(node, árbol izquierdo de tree, depth+1, distance, indexList, k)
end
if valor de node en la dimensión x+ distance > valor del nodo raíz de tree en la dimensión
x then
searchNodes(node, árbol derecho de tree, depth+1, distance, indexList, k)
end
Algoritmo 3.4: Cluster por distancia en KD-tree
Gracias a la estructura KD-tree, se puede reducir la cantidad de nodos o puntos analizados, ya que
cada punto no tiene que ser estudiado con el resto, sino que solo se estudian los puntos que están en
una región cercana dentro del radio máximo de distancia definido. Lo que produce una complejidad
de O(n ∗ logn) para la construcción de la estructura más la complejidad O(n ∗ logn) de la función de
clustering por distancia, por lo que en total se tendría una mejora de complejidad de O(n2) a O(n∗ logn).
La eficiencia de esta estructura en ciertas tareas ha producido que, a pesar de ser una técnica del
año 1975, se siga estudiando para su utilización junto a KNN [17], aumentando su rendimiento con datos
preordenados [18] o la paralelización de su construcción en técnicas como KNN [19].
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3.4 Filtrado previo y posterior a la detección
Tras la obtención de las detecciones por parte de los diversos algoritmos clásicos podemos encontrarnos
ante diferentes problemas con dichas detecciones.
Estas pueden generar clústeres con pocos o demasiados puntos, lo que puede resultar en clústeres
incorrectos. Aquellos con pocos puntos pueden identificar objetos lejanos u objetos que no son necesarios
para el entendimiento de la escena, por otra parte, aquellas detecciones con muchos puntos pueden
identificar camiones, vehículos de construcción o simplemente objetos muy cercanos, pero también es
muy normal que las construcciones sean detectadas por lo que hay que filtrar tanto por un número
máximo como mínimo de puntos para obtener mejores detecciones.
Otra práctica para el filtrado es el ajuste a unos tamaños prefijados en todas las dimensiones, lo cual
elimina aquellos objetos que no son similares a los vehículos que se desean detectar.
Estas técnicas de filtrado no solo se pueden utilizar tras la obtención de las detecciones, sino que la
nube de puntos obtenida del LiDAR es posible filtrarla, para que así solo se trabaje con una Region of
Interest (RoI), ya que a partir de cierta distancia las detecciones no van a ser muy precisas, para ello
se puede filtrar también por distancia al vehículo. Además, un filtrado que permita trabajar únicamente
con la parte delantera y trasera del coche aporta una reducción en el cómputo de los algoritmos, a la vez
que se reducen las falsas detecciones.
Capítulo 4
Sistemas de percepción con LiDAR
basados en Deep Learning
Si no conozco una cosa, la investigaré.
Louis Pasteur
Los sistemas de percepción actuales del estado del arte o State of the Art (SOTA) se basan en Deep
Learning. Esto no es diferente en los sistemas de percepción basados en LiDAR, por lo que en este
capítulo se presentan los datasets disponibles para el entrenamiento y evaluación de los modelos, las
diferentes arquitecturas SOTA para detección con LiDAR y la herramienta utilizada para la evaluación,
entrenamiento y pruebas realizadas sobre los modelos.
4.1 Principales datasets
Para el desarrollo de un modelo de percepción basado en Deep Learning, es siempre necesario un conjunto
de datos anotados o dataset sobre el que un modelo pueda aprender. En los últimos años muchas com-
pañías han lanzado datasets para poder entrenar y validar sus modelos, además de que muchos de estos
datasets han sido publicados de manera Open-Source para fomentar el desarrollo de nuevas técnicas.
Entre los datasets para conducción autónoma encontramos: A2D2 Dataset [20], Argoverse Dataset
[21], CityScapes Dataset [22], KITTI Vision Benchmark Suite [23], Level 5 Open Data [24], nuScenes
Dataset [25] o Waymo Open Dataset [26] entre otros.
En este apartado se van a presentar tres de los datasets más importantes en la industria del automóvil,
como son KITTI, nuScenes y Waymo dataset.
4.1.1 KITTI
La suite de evaluación de KITTI [23] es un sistema de evaluación para vehículos autónomos, donde se
ha desarrollado una plataforma de referencia para tareas de visión estereoscópica, flujo óptico, odometría
visual/SLAM y detección de objetos 3D.
Este dataset fue presentado en 2012 en conjunto por el KIT y el TTIC, iniciando lo que años después
despertaría un interés en la creación de datasets Open-Source para sistemas ADAS/ADS. Al ser el
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primer dataset con reconocimiento internacional, fijó las bases de lo que sería el futuro de los sistemas de
evaluación, además que ha sido desde su salida uno de los sistemas de evaluación más estandarizados en
el desarrollo de técnicas de conducción autónoma, como se puede ver en sus más de 7.000 citas.
KITTI Dataset
2011_09_26
2011_09_26_drive_0001_sync
image_00
data
0000000000.txt
0000000???.txt
timestamps.txt
image_01
...
image_02
...
image_03
...
oxts
data
0000000000.txt
0000000???.txt
dataformat.txt
timestamps.txt
velodyne_points
data
0000000000.bin
0000000???.bin
timestamps.txt
timestamps_end.txt
timestamps_start.txt
2011_09_26_drive_0???_sync
...
...
20??_??_??
...
...
Figura 4.1: Estructura del dataset de KITTI.
4.1 Principales datasets 21
El sistema de percepción del vehículo utilizado para la grabación de los datos se encuentra compuesto
de:
• 2 sistemas de cámaras estéreo de una resolución de 1240 x 376 píxeles.
• 1 LiDAR Velodyne HDL-64E capaz de generar más de un millón de puntos por segundo gracias a
sus 64 haces láser.
• 1 sistema de localización SOTA compuesto por GPS, GNSS, IMU y corrección de señales RTK.
Figura 4.2: Vehículo utilizado en KITTI.
Figura 4.3: Medidas del vehículo utilizado en
KITTI
La estructura del dataset es tal y como se muestra en la figura 4.1. Dentro de este dataset los datos se
dividen según el día de grabación y la escena, y dentro de cada escena se tienen las imágenes de la cámara
estéreo monocromática (image_00, image_01) y RGB (image_02, image_03), información de todo el
sistema de locación del vehículo (oxts) y las nubes de puntos provenientes del LiDAR (velodyne_points).
En 2020 tras el éxito de este dataset se anuncia y se lanza KITTI-360 [27], la evolución del dataset
KITTI, el cual trae mejoras añadiendo dos cámaras de ojo de pez para una obtención de visión 2D en
todos los ángulos del vehículo, y una unidad láser adicional SICK. Además, se incluyen en el dataset
bounding boxes 3D de todo el entorno, anotaciones de instancia a partir de la información del LiDAR y
anotaciones de confianza sobre el vídeo tomado por las cámaras, entre otras.
4.1.1.1 Análisis de la estructura del GT y las PCLs de KITTI
Al estar basado este trabajo en la detección utilizando LiDAR, se estudia la forma en la que se guardan
los datos de las nubes de puntos junto con la representación del groundtruth, para ello se analiza tanto
la carpeta de velodyne_points como el archivo tracklets.xml.
Para el trabajo con bounding boxes 3D, es posible utilizar únicamente el kit de detecciones 3D que
contiene un conjunto de txt con la información de los objetos por cada barrido. Estos archivos contienen
la información de: tipo, truncado, ocluido, bounding box 2D, dimensiones y localización. Todas estas
características acerca de los objetos se encuentran de la misma manera en el archivo tracklets.xml, pero
la información de rotación se encuentra divida en un ángulo alpha y otro rotation_y, en vez de rotación
por cada uno de los tres ejes, los cuales se estudiarán más en profundidad en el capítulo 6.
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Se utiliza el archivo tracklets.xml ya que define el groundtruth de la escena, pero no por cada barrido
del LiDAR, sino que se guarda por cada escenario, lo que se traduce en una estructura que se puede utilizar
tanto para detección como para seguimiento de los objetos, todo ello como un archivo con formato XML.
Se ha decidido crear un programa que lea la nube de puntos indicada y que marque en un entorno 3D
la posición de los objetos de la escena. Esto podría ser realizado mediante el devkit que KITTI ofrece,
pero se encuentra únicamente de forma oficial en Matlab, por lo que como los modelos de Deep Learning
a utilizar se encuentran en Pytorch, se ha decidido analizar los datos utilizando Python.
La figura 4.4 muestra la estructura de los principales atributos del archivo tracklet_labels.xml ana-
lizado. Encontramos el número de los diferentes objetos del escenario, a continuación, se analiza cada
objeto a través de los diferentes barridos, mostrando primero las características de los objetos que se
mantienen en el tiempo, como las dimensiones o el tipo de objeto y después se guarda la información de
posición, rotación, etc.
tracklet_labels.xml
tracklets
count
item
objectType
h
w
l
first_frame
poses
count
item
tx
ty
tz
rx
ry
rz
state
occlusion
truncation
...
...
Figura 4.4: Estructura del archivo tracklet_labels.xml.
Tras dicho análisis, utilizando la librería MayaVi para la visualización del entorno 3D, NumPy para
las transformaciones en el espacio y Beautiful Soup para la lectura del XML, se visualizan múltiples
escenas del dataset.
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Cabe destacar que como KITTI está realizado para que la parte de percepción se trabaje principal-
mente con la cámaras frontales del vehículo, aun teniendo información por los laterales y la parte trasera
gracias al LiDAR, esta no se tiene en cuenta en el groundtruth, razón por la que en la imagen 4.5 los
vehículos de la parte trasera no se muestran.
Figura 4.5: Visualización de una nube de puntos de KITTI junto con su groundtruth.
Todo el código utilizado para la visualización de los objetos junto con unos escenarios de ejemplo
es accesible públicamente en el siguiente enlace: https://github.com/Javier-DlaP/Display_
kitti_pcl_annotations
4.1.2 Waymo
Waymo Open Dataset [26] es el dataset liberado de forma Open-Source por parte de Waymo y Google
para la aceleración del desarrollo de tecnologías de conducción autónoma.
La propuesta de este dataset es la oferta de un gran número de anotaciones de alta calidad tanto 2D
como 3D, que además contienen información de seguimiento. Se han utilizado múltiples ciudades para
sus escenarios grabados, como son: San Francisco, Mountain View, Los Angeles, Detroit, Seattle y Phoe-
nix. Además, se trabaja con multitud de entornos y condiciones ambientales como son: construcciones,
atardeceres, noches, días lluviosos, etc.
Figura 4.6: Vehículo utilizado en Waymo.
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Actualmente el dataset ofrece 1.950 escenas [28] que fueron aumentadas de las 1150 escenas en la
salida de la primera revisión del paper de referencia, de 20 segundos cada una, con información recogida
a 10 Hz proveniente de los sensores, lo que implican 390.000 frames. Toda esta información es recabada
de:
• 1 LiDAR de medio alcance.
• 4 LiDAR de corto alcance.
• 5 cámaras alrededor del vehículo.
Como se ve en la figura 4.6, el acercamiento de la compañía entorno a la construcción del vehículo no
utiliza Radar, depende únicamente de cámaras y LiDAR para el apartado de percepción. Por lo que no
se puede trabajar con Radar en el dataset, además de que no se tiene información de ningún sistema de
localización, ya que dicho dataset se encuentra especializado en tareas de percepción y seguimiento de
los objetos de la escena.
Es importante tener en cuenta que, en este dataset, la nube de puntos procedente del LiDAR no utiliza
un sistema de coordenadas cartesiano, sino un sistema de coordenadas esférico, donde las coordenadas
(x, y, z) son reemplazadas por (distancia, azimuth, inclinación).
distancia =
√
x2 + y2 + z2
azimuth = atan2(y, x)
inclinación = atan2(z,
√
x2 + y2)
Mientras que en otros datasets se tienen multitud de clases, muchas de ellas indistinguibles unas de
otras, Waymo utiliza únicamente 4 tipos de objetos diferentes. En los 11,8 millones de bounding boxes
2D se encuentran vehículos, peatones y ciclistas, mientras que en las 12,6 millones de bounding boxes 3D
se añaden además la detección y seguimiento de señales.
Figura 4.7: Nube de puntos con las diferentes clases del dataset de Waymo.
En la figura 4.7 encontramos las diferentes clases a detectar y seguir en el dataset, teniendo en amarillo
los coches, rojo los peatones, azul las señales y rosa los ciclistas.
Waymo ofrece un dataset muy completo si solo se desea trabajar con tareas de percepción, compitiendo
cara a cara con los datasets más importantes como son KITTI, nuScenes y Argoverse, teniendo además
uno de los sistemas de evaluación para tareas de percepción orientadas a vehículos autónomos, más
grandes y con más anotaciones que se pueden encontrar de forma Open-Source.
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4.1.3 nuScenes
NuScenes Dataset [25] se presenta como una mejora al dataset KITTI lanzado en 2012. Esta mejora no
solo radica en la calidad de los datos sino en el número de diferentes situaciones disponibles, de la misma
manera que Waymo, ofreciendo situaciones nocturnas y días lluviosos.
En comparación con otros datasets, se incluye un set más completo de sensores como son:
• Sistema de 6 cámaras para tener una percepción visual de 360o con una resolución de 1600 x 900
por cámara.
• LiDAR de 32 haces con una frecuencia de 20 Hz, capaz de generar hasta 1,4 millones de puntos por
segundo.
• Sistema de 5 Radar con una distancia máxima de 250 metros y una frecuencia de 13 Hz.
• Sistema de localización compuesto por GPS, IMU, AHRS y un sistema de posicionamiento RTK.
Figura 4.8: Vehículo utilizado en el dataset de nuScenes.
NuScenes tiene 23 clases diferentes a detectar, entre ellas se encuentran como en el resto de datasets:
coches, ciclistas, peatones, etc. Pero en este se encuentran además animales, diferenciación por el tipo
de los peatones, como serían policías o personas en silla de ruedas, además de barreras entre otras.
Esto permite agrupar las clases para detectar únicamente las más simples o servir como un sistema de
evaluación con toda la información necesaria para la implementación en un sistema ADS.
El sistema de evaluación de nuScenes permite evaluación de múltiples sistemas a diferentes niveles.
Las diferentes tareas a evaluar son:
• Detección de objetos 3D (10 tipos de objetos diferentes) utilizando cámara, LiDAR, Radar y la
información de los mapas.
• Seguimiento de objetos 3D (7 tipos de objetos diferentes) utilizando cámara, LiDAR, Radar y la
información de los mapas.
• Predicción del movimiento y de la posición de los objetos.
• Segmentación semántica de la nube de puntos del LiDAR.
El dataset completo de nuScenes ocupa medio terabyte, esto es debido a la cantidad de información que
tiene, la cual se encuentra dividida en: mapas, información de los sensores en los frames que se tienen
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anotaciones, información de los sensores sin anotaciones y una carpeta v1.0-trainval que contiene todos
los archivos json que relacionan todo el dataset además del groundtruth, como se muestra en la figura
4.9.
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samples
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Figura 4.9: Estructura del dataset nuScenes.
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Dicha estructura es para el uso de todos los sensores del dataset y los mapas, pero en el caso de que se
requieran únicamente la información proveniente de las cámaras, nuScenes ofrece nuImages, un dataset
de nuScenes reducido, que además cambia la estructura interna de este.
Figura 4.10: Esquema de nuScenes.
Figura 4.11: Esquema de nuImages
Las estructuras de estas versiones del dataset, no son sencillas de trabajar con los datos directamente,
por lo que nuScenes ha desarrollado un devkit con el que sea más sencillo el desarrollo y evaluación de
modelos sobre ambas versiones del dataset.
4.1.3.1 NuScenes devkit
Promover el uso de un dataset es importante en la medida que, si no ofrece características nuevas en este
o es difícil de utilizar, no destacará y desaparecerá entre la gran cantidad de datasets disponibles hoy en
día. Para ello, nuScenes desarrolla y lanza la herramienta Open-Source nuScenes devkit.
NuScenes devkit, ofrece un uso muy simplificado del dataset de nuScenes y nuImages. Ambos datasets
incorporan a partir de archivos json una estructura similar a la de una base de datos relacional en la que
a partir de claves primarias, externas e índices se consigue tener un conjunto de datos normalizado, para
así minimizar al máximo la redundancia de datos.
Al ofrecer una gran cantidad de datos no solo de los sensores sino de la escena, configuraciones de
calibración, visibilidad, categorías, etc., se ha estructurado en diferentes archivos json para no tener que
repetir datos por cada imagen o nube de puntos. El devkit ha sido programado para su uso en Python 3 y
los tutoriales para aprender a utilizar dicho devkit se encuentran en Jupyter Notebooks, aunque también
se recomienda su uso en Google Colab.
Para el aprendizaje del devkit de nuScenes se descarga la versión mini del dataset, el cual tiene la
misma estructura que el dataset completo. Junto con Jupyter se estudia todo el dataset siguiendo los
diferentes tutoriales que ofrece. Tras trabajar con la herramienta y acostumbrase al uso de los tokens que
relacionan los diferentes archivos json, es muy sencillo obtener todos los datos requeridos.
A partir del devkit es muy sencillo realizar tareas como filtrado de clases, agrupaciones, transforma-
ciones mundo a cámara, seguimiento de objetos individualizado, etc. De esta manera se ahorra mucho
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tiempo en la construcción de complejas funciones ya que se encuentran insertadas en el kit de desarrollo,
además de que permite ver de forma analítica el comportamiento del dataset.
Figura 4.12: Transformación mundo a imagen de la nube de puntos segmentada en el devkit de
nuScenes.
Con código tan simple como el mostrado en el listado 4.1 es muy fácil obtener la imagen de una cámara
con la nube de puntos segmentada tras realizar una transformación de mundo a cámara tal y como se ve
en la figura 4.12. Dichas transformaciones, como se verá en el capítulo 6.2.2, no es algo inmediato, por lo
es necesario cierto conocimiento del funcionamiento de las cámaras y de transformaciones geométricas.
Listado 4.1: Obtención de una nube de puntos segmentada sobre una imagen utilizando nuScenes devkit
from nuscenes import NuScenes
nusc = NuScenes ( v e r s i on=’ v1.0−mini ’ ,
dataroot=’ /home/ j a v i e r /nuScenes−dataset−mini−v1 . 0 ’ ,
verbose=True )
my_sample = nusc . sample [ 8 7 ]
nusc . render_pointcloud_in_image (my_sample [ ’ token ’ ] ,
po intsensor_channe l=’LIDAR_TOP’ ,
camera_channel=’CAM_BACK’ ,
r ende r_ in tens i ty=False ,
show_lidarseg=True ,
f i l t e r_ l i d a r s e g_ l a b e l s =[22 , 23 ] ,
show_lidarseg_legend=True )
4.1.4 Comparativa entre los diferentes datasets
Tras el estudio y análisis de los datasets de KITTI, Waymo y nuScenes se obtiene un conocimiento de las
arquitecturas hardware utilizadas en el estado de arte del campo de los datasets de conducción autónoma,
además de los sistemas de evaluación utilizados.
Mientras que KITTI fue el primer dataset desarrollado para conducción autónoma con reconocimiento
internacional, hasta hace muy poco, era utilizado en exclusiva para la comparativa de modelos aplicables
a conducción autónoma. Waymo y nuScenes aparecieron años más tarde con una apuesta clara en el uso
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de más sensores, además del estudio de los 360o del entorno y no solo de la parte frontal del vehículo
como realiza KITTI.
En la parte del hardware, se ha visto que el acercamiento por parte de KITTI de tener 4 cámaras
frontales es un enfoque equivocado para un coche real, ya que se necesita tener un rango de visión mayor
en el sistema de cámaras. Por parte del uso del LiDAR, nos encontramos con que KITTI solo usa la
parte frontal de la nube de puntos, mientras que Waymo y nuScenes utilizan toda la nube de puntos
para generar las detecciones. Entre estos dos datasets encontramos diferencias en el número de LiDAR
utilizados, ya que mientras nuScenes utiliza solo uno, Waymo utiliza cinco, lo que le permite obtener
mucha más información del entorno y una nube de puntos más densa, pero aumenta en mayor medida
el precio de un prototipo con estas características. El Radar es un sensor desaparecido tanto en KITTI
como en Waymo pero que se encuentra en nuScenes ofreciendo una nube de puntos de 360o que es capaz
de inferir la velocidad de los objetos, pero con una menor cantidad de puntos que una proveniente del
LiDAR.
Dataset Año Situaciones Horas Cámaras LiDAR RADAR Clases Devkit
KITTI 2012 22 1,5 4 1 0 8 Sí
Waymo 2019 1000 5,5 5 5 0 4 No
nuScenes 2019 1150 5,5 6 1 5 23 Sí
Tabla 4.1: Comparativa entre los principales datasets.
Con relación a la cantidad de situaciones y de datos, Waymo y nuScenes se encuentran en un estado
similar con una gran cantidad de datos del entorno, mientras que KITTI se queda más atrás debido a la
longevidad del dataset.
Unicamente KITTI y nuScenes cuentan con un devkit, este es utilizado para un uso más simplificado
del dataset, aunque en el caso de nuScenes es casi obligatorio su uso. El problema de KITTI en este
aspecto es el uso de Matlab para el devkit ya que la mayoría de la comunidad investigadora no utiliza
este lenguaje para la creación de los modelos de detección, aunque se pueden encontrar de forma no
oficial, repositorios Open-Source que ofrecen variantes del devkit de KITTI en otros lenguajes, tal y como
ocurre con pykitti [29].
En conclusión, KITTI ha sido una gran base para el desarrollo de la siguiente generación de datasets,
aunque para sistemas de percepción algo más complejos se puede quedar corto, lo cual se ha ido mejorando
con el tiempo y por esto mismo se ha desarrollado KITII-360. Por otra parte, Waymo y nuScenes ofrecen
un dataset más completo, aunque nuScenes ofrece información de un sensor más y contiene la información
de los mapas. Debido a ello se ha decidido estudiar más en profundidad y trabajar con los dataset de
KITTI y nuScenes.
4.2 Estado del arte en técnicas de detección utilizando LiDAR
Las técnicas basadas en Deep Learning que hacen uso de CNN llevan unos años siendo las mejores del
SOTA en el campo de la detección utilizando únicamente LiDAR. En este apartado se van a estudiar los
principales modelos de detección en este campo que hacen uso de estas técnicas.
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4.2.1 SECOND
SECOND (Sparsely Embedded CONvolutional Detector) [30] se publica en 2018 para superar los mode-
los de detección 3D, utilizando únicamente LiDAR. Para ello propone una arquitectura basada en tres
componentes principales: extractor de características a nivel de vóxel, CNN dispersa y Region Proposal
Network (RPN). Precedido todo ello de una fase de preprocesamiento de la nube de puntos y con una
obtención a posteriori de las salidas del modelo.
Figura 4.13: Arquitectura propuesta del detector SECOND.
Las diferentes fases del modelo que son utilizadas son las siguientes:
1. Preprocesamiento de la nube de puntos
Se comienza con la voxelización de la nube de puntos haciendo uso de una tabla hash, para su
rápido acceso en memoria. Al tener que definir un tamaño de vóxel fijo en función de lo que se
desee detectar, se ajusta el tamaño de la RoI, ya que como se trabajar con KITTI solo se utiliza
la parte frontal del LiDAR. Para la detección de coches y otros vehículos se usa [-3, 1] x [-40, 40]
x [0, 70.4] m y para el modelo más pequeño se utiliza [-3, 1] x [-32, 32] x [0, 52.8] m para no tener
que computar tantos vóxeles como el modelo completo. Todas las versiones del modelo utilizan un
tamaño de vóxel fijo de [0.4, 0.2, 0.2] m y por cada uno de ellos se guarda un máximo de 35 puntos.
2. Extractor de características a nivel de vóxel
Se utiliza una capa Voxel Feature Encoding (VFE) tal como se presenta en el detector VoxelNet [31]
para extraer las características. Para ello se utiliza una Fully Connected Network (FCN) compuesta
de capas FC, una capa que aplica batch nomalization y una Rectified Linear Unit (ReLU) de salida
para extraer las características a nivel de punto y se aplica max pooling para la obtención de las
características a nivel de vóxel.
3. Extractor convolucional disperso
El uso de Sparse Convolutional Networks ofrece una mejora en rendimiento al no computar una
salida si no hay una entrada dada. Al trabajar con una nube de puntos voxelizada se consigue una
mejora en el rendimiento al no utilizar aquellos vóxeles que no contienen ningún punto. Para poder
aplicar este tipo de redes es necesario hallar qué indices del kernel van a ser utilizados, y para ello
se necesita un algoritmo que contenga las reglas para indicar que parte del kernel es utilizado.
Para ello se construye una tabla de matrices de reglas para guardar los indices utilizados. Con esto
en cuenta, hace falta el algoritmo que genere las reglas, SparseConvNet [32] es el modelo original
que ofrece la implementación del Submanifold Convolution, una técnica dentro del campo de las
Sparse Convolutional Networks que realiza la generación de reglas en CPU.
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Figura 4.14: Algoritmo de convolución disperso propuesto en SECOND.
En este trabajo se implementa un generador de reglas en GPU aprovechando la aceleración por
hardware y el procesamiento paralelo para conseguir una generación de reglas en la mitad de tiempo
que SparseConvNet. Este extractor se utiliza para convertir la información 3D en un formato similar
a una imagen Bird’s Eye View (BEV).
4. Region Proposal Network
Las RPN fueron presentadas junto con el detector Fast R-CNN [33] y son utilizadas en este modelo
para que, a partir del mapa de características extraído de la fase anterior, obtenga las predicciones
del modelo.
5. Obtención de las detecciones
En la salida se utilizan unos tamaños fijados para las diferentes clases que se ajustan a las detec-
ciones, a partir del centro del objeto detectado. Por cada objeto se fija un one-hot vector para el
ajuste de las cajas y otro para el ajuste de la dirección. Tras esto se aplica un límite de precisión
por clase para minimizar los falsos positivos.
Este método tras su publicación consiguió convertirse en el mejor del SOTA en el benchmark KITTI
en su evaluador de detección utilizando LiDAR, además de ejecutarse en tiempo real, con tiempos de
cómputo de 20 Hz en su modelo completo y 40 Hz en su modelo reducido.
4.2.2 PointPillars
PointPillars se publica meses después de SECOND y no solo consigue una mejora en la precisión para la
detección de objetos 3D sino que lo consigue a una velocidad de inferencia de hasta 62 Hz o hasta 105
Hz con su modelo reducido. Esto no solo permite la utilización de nubes de puntos mayores sin disminuir
apenas el rendimiento, sino que permite la integración de este modelo en sistemas embebidos.
Para la obtención de esta velocidad de inferencia, PointPillars elimina el uso de las capas convolucio-
nales 3D, convirtiendo las nubes de puntos en imágenes BEV de la escena. Los principales componentes
de la red que consiguen este funcionamiento son los siguientes:
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Figura 4.15: Arquitectura propuesta del detector PointPillars.
1. Nube de puntos a pseudo imágenes
Se comienza voxelizando la nube de puntos formando diferentes pilares, esto quiere decir que cada
vóxel tiene un tamaño x e y fijo, pero en z se tiene un tamaño infinito. Por cada punto en los vóxeles
se les añade junto a las tres dimensiones con la información de posición: el grado de reflectividad, la
distancia aritmética a la media de los puntos del vóxel en las tres dimensiones y el desplazamiento en
x e y al centro del vóxel, por lo que se tiene un espacio de nueve dimensiones por pilar. Para limitar
el cómputo, se define un tamaño máximo por pilar de [9, número de pilares no vacíos, número de
puntos por pilar], de esta manera se fija un máximo de números de puntos por pilar y se aplica zero
padding si el pilar se encuentra con muy poca información.
Tras esto se aplica una capa linear con batch normalization y una ReLU seguido de una operación
de máximo por cada uno de los puntos del pilar para obtener un tensor de tamaño [X, número
de pilares no vacíos], lo cual se transfiere a una pseudo imagen pasando el número de pilares no
vacíos a la altura y anchura de la imagen en función de la posición de dichos pilares. Con lo que se
consigue una estructura similar a la de una imagen BEV.
2. Backbone
Se utiliza un backbone similar al de VoxelNet [31], este backbone tiene dos subcapas, una que au-
menta el número de características a nivel espacial y otra que aumenta y relaciona las características
de los pilares.
3. Cabeza detectora
En la salida se utiliza una Single Shot Detector (SSD) para obtener las salidas de las detecciones
3D.
Este enfoque de uso de CNN sobre nubes de puntos de la misma manera que se analizaría para
imágenes, se ha visto, que es muy útil para acelerar la inferencia del modelo, además que se consigue un
muy buen rendimiento para tareas de detección 3D y detección BEV 2D.
4.2.3 PointRCNN
PointRCNN [34] propone un modelo basado en dos fases para la detección de objetos 3D. Consiste en
una primera fase de generación de las detecciones 3D y otra de refinamiento de las bounding boxes 3D.
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Figura 4.16: Arquitectura propuesta del detector PointRCNN.
El funcionamiento de las dos fases del modelo es el siguiente:
1. Generación de propuestas de detección 3D vía segmentación de la nube de puntos
La primera fase del modelo se basa en el backbone de PointNet++ [35] para extraer las caracte-
rísticas a nivel de punto de la nube de puntos utilizando una agrupación multiescala. Con dicho
modelo junto con un método propio basado en la discretización 2D en BEV (bin-based) se hayan
las múltiples detecciones 3D, pero se reducen por cada objeto aplicando Non Maximum Suppression
(NMS) basado en el Intersection over Union (IoU) como BEV con un límite de 0,8 y solo las 100
mejores detecciones son mantenidas para la siguiente fase de ajuste de las detecciones 3D.
2. Refinamiento de las bounding boxes 3D
Tras la obtención de las bounding boxes 3D, se trata de mejorar el centro y la orientación de éstas.
Por cada una de dichas detecciones se aumenta su tamaño por un valor constante incluyendo además
una máscara que diferencia aquellos puntos de la detección original al espacio aumentado. Cada
una de dichas detecciones aumentadas pasan a utilizar el sistema de coordenadas propio de cada
detección.
Figura 4.17: Agrupación de regiones de la nube de puntos en el modelo PointRCNN.
A partir de los puntos de cada agrupación de las características extraídas de la primera fase y
de un parámetro que agrega información de la distancia al sensor para aquellas agrupaciones con
menos puntos, calculado como
√
x2 + y2 + z2, se introducen en múltiples capas FC para obtener
las características locales. Tras esto se vuelve a utilizar el modelo bin-based utilizado en la primera
fase con lo que se obtienen las bounding boxes 3D aplicando nuevamente NMS sobre un IoU en
BEV con un límite de 0,01 para eliminar solapamientos.
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Al estar basado este método en dos subredes, sufre de un tiempo de cómputo mayor, lo que se traduce
en una velocidad de 12 Hz [36], pero suficiente para aplicarse en tiempo real, al obtener típicamente las
nubes de puntos a 10 Hz.
4.2.4 PV-RCNN
PV-RCNN [37] unifica los beneficios de las dos principales técnicas de detección de objetos utilizando
LiDAR, como son: el uso de técnicas de voxelización junto con Sparse Convolutional Networks y el uso
de backbones como el de PointNet [38] o métodos similares. Para ello se construye un modelo basado en
tres pasos:
Figura 4.18: Arquitectura propuesta del detector PV-RCNN.
1. 3D Voxel CNN para la extracción de características y generación de detecciones
Se utiliza una Voxel CNN con 3D sparse convolution junto con una RPN, la cual es una elección
popular en el SOTA gracias a su eficiencia, por lo que es el backbone utilizado en este modelo. Este
método obtiene de forma interna características semánticas de los vóxeles además de conseguir las
detecciones de los objetos a partir de los tamaños prefijados o anchors.
2. Codificación de escenas de vóxel a puntos clave
Primero se agregan las características de los vóxeles en un conjunto de puntos clave que sirven de
conexión entre la fase anterior y el refinamiento de las detecciones. Para la obtención de los puntos
clave se adopta el algoritmo Furthest Point Sampling y se aplica sobre la nube de puntos, lo cual
elige puntos de forma uniformemente distribuida sobre los vóxeles no vacíos. Tras esto se propone
el módulo Voxel Set Abstraction para codificar características semánticas de la primera fase en los
puntos clave. Basándose en la premisa de que los puntos más cercanos tienen que contribuir más a
la propuesta de detección se propone el módulo Predicted Keypoint Weighting.
Figura 4.19: Módulo Predicted Keypoint Weighting del modelo PV-RCNN.
4.2 Estado del arte en técnicas de detección utilizando LiDAR 35
En dicho módulo se introducen los puntos clave codificados previamente para dar un peso a cada
uno en función de su importancia para las detecciones.
3. Abstracción de características de RoI de puntos clave a cuadrícula para el refinamiento de la detec-
ción
Para el refinamiento de las detecciones se utiliza un método de abstracción de características RoI
de puntos clave a rejilla. Dadas las detecciones junto con los puntos codificados y sus pesos, se
agregan entorno a diferentes puntos de rejilla con un radio determinado. Tras esto se obtienen las
características de las rejillas y a partir de estas, con una pequeña red de dos capas se ajusta la
detección.
De la misma manera que ocurría en PointRCNN, PV-RCNN tiene una velocidad de inferencia baja
de 10 Hz [36] debido a la fase de refinamiento y el procesamiento adicional de las características del
backbone.
4.2.5 CBGS
Class-balanced Grouping and Sampling (CBGS) [11] propone un modelo compuesto principalmente de 4
partes: módulo de entrada, extractor de características 3D, RPN y una red con múltiples cabeceras en
función del grupo. Con esto se consigue un funcionamiento en detección 3D, predicción de la velocidad y
de la clase, todo ello sobre las 10 clases diferentes que utiliza nuScenes.
Figura 4.20: Arquitectura propuesta del detector CBGS.
Parte del funcionamiento del modelo proviene de la fase de entrenamiento, en la que se aplica una
técnica de muestreo que trata de mejorar la media de uso de las diferentes clases para reducir la irre-
gularidad del dataset de nuScenes, lo que aumenta el conjunto de entrenamiento de 28.130 a 128.100
muestras.
Para realizar la inferencia en el modelo se siguen los siguientes pasos:
1. Entrada de la red
Debido al método de validación de las detecciones en nuScenes es necesaria la inferencia de la
velocidad, por lo que siguiendo el método oficial del dataset, se utilizan diez barridos de LiDAR
para la obtención del dato de la velocidad. En la entrada del modelo es necesario entonces alguna
medida de tiempo, por lo que cada punto se encuentra codificado como [x, y, z, intensity, ∆t],
siendo ∆t la diferencia de tiempo entre el barrido inicial y el barrido del que proviene el punto. Tras
esto se voxeliza la nube de puntos con un tamaño de vóxel de [0.1, 0.1, 0.2] m para la reducción del
tiempo de cómputo. Dentro de cada vóxel se mantiene únicamente la media de todos los puntos de
dicho vóxel.
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2. Backbone utilizado
En la red principal se utiliza un modelo basado en sparse 3D convolution y un extractor de carac-
terísticas. Tras esto se aplica un RPN, lo que termina en una red similar a la de VoxelNet [31] para
extraer más características, pero con capas convolucionales 2D.
3. Class-balance Grouping
Al tener una aparición de las diferentes clases muy irregular, con casi un 45% de los objetos siendo
coches, es muy difícil para objetos con formas diferentes extraer las diferencias entre ellos. Por
ejemplo, una bicicleta y una motocicleta tienen una forma muy similar en lo que respecta a la
nube de puntos, al igual que ocurren con un camión y un camión de construcción. Para solucionar
este problema se propone la agrupación de clases en función de su similitud, teniendo en cuenta
el tamaño de los objetos y un balanceo del tamaño de los grupos en función del número de clases.
Lo cual acaba generando 6 grupos diferentes: (Coche), (Camión, Camión de construcción), (Bus,
Tráiler), (Barrera), (Motocicleta, Bicicleta), (Peatón, Cono de tráfico). Por lo que, tras la elección
del grupo, se obtiene su cabecera y se hayan la posición, tamaño, rotación y velocidad.
Este método consigue por tanto una detección de objetos 3D además de un pseudo tracking para inferir
la velocidad de los objetos, todo ello trabajando con 10 clases diferentes y obteniendo una velocidad de
9 Hz.
4.3 OpenPCDet
OpenPCDet [39] es un proyecto Open-Source para realizar detecciones de objetos 3D utilizando LiDAR.
Esta herramienta ha sido utilizada para la evaluación, entrenamiento e implementación de diversos mo-
delos debido a la diversidad de modelos y de datasets que son soportados.
OpenPCDet es un repositorio en Pytorch [40] que soporta múltiples modelos SOTA en detección de
objetos 3D, con un código altamente refactorizado para las arquitecturas basadas en una o dos etapas.
Este repositorio de código abierto es activamente actualizado con nuevos datasets soportados y modelos.
Basado en OpenPCDet se ha conseguido ganar el año 2020 el Waymo Open Dataset en detección 3D,
seguimiento 3D y adaptación del entorno utilizando únicamente las nubes de puntos del LiDAR.
Figura 4.21: Diseño de OpenPCDet.
El patrón de diseño de OpenPCDet se encuentra basado en: la separación de datos a modelo unificando
el sistema de coordenadas, la definición única de las bounding boxes 3D [x, y, z, dx, dy, dz, heading], y la
definición de la estructura de los modelos clara y flexible permitiendo fácilmente el soporte de múltiples
modelos. Esta herramienta incluye diversos modelos en diferentes datasets, estos son:
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• KITTI [23]
– PointPillars [8]
– SECOND [30]
– PointRCNN [34]
– Part-A2 [41]
– PV-RCNN [37]
– Voxel R-CNN [42]
– CaDDN [43]
• nuScenes [25]
– CBGS [11]
• Waymo [26]
– SECOND [30]
– Part-A2 [41]
– PV-RCNN [37]
Para el uso principal de la herramienta se utilizan los ficheros train.py y test.py, con éstos a partir
de diferentes flags es posible entrenar y evaluar los diferentes modelos que se deseen, sin necesidad de
limitarse a los modelos que se tienen implementados, sino que dentro de OpenPCDet/tools/cfgs es posible
modificar los ya existentes o también es posible crear nuevos modelos a partir de objetos en Python que
utilicen toda la flexibilidad que OpenPCDet ofrece para reutilizar módulos de otros modelos.
Todo esto convierte a OpenPCDet en una gran herramienta para el desarrollo de modelos que utilicen
técnicas pertenecientes al SOTA, como herramienta de evaluación o para la implementación de modelos
ya diseñados y entrenados.
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La persistencia es muy importante. No debes renunciar
al menos que te veas obligado a renunciar.
Elon Musk
Tras el estudio teórico de los métodos clásicos y basados en Deep Learning se procede a explicar el
desarrollo realizado en el contexto del proyecto Techs4AgeCar dentro del grupo Robesafe para la mejora
del sistema de percepción existente basado en el modelo Pointpillars, tanto utilizando únicamente las
nubes de puntos proporcionadas por el LiDAR como en base a una fusión sensorial entre cámara y
LiDAR.
5.1 Estado del proyecto Techs4AgeCar
El proyecto Techs4AgeCar trata de construir un sistema de conducción autónoma, con una arquitectura
basada en múltiples capas como son: localización, planificación, control, mapeado, decisión y percepción.
Para el desarrollo del software del vehículo se trabaja con ROS para comunicación con los sensores y
entre capas, Docker para tener un entorno cerrado con todas las dependencias y software necesario para
correr el proyecto y CARLA como entorno de simulación para las pruebas de los múltiples sistemas del
vehículo.
5.1.1 Robot Operating System
Robot Operating System (ROS) [44] es un conjunto de librerías software y herramientas Open-Source
que ayudan con la construcción de aplicaciones en robots. Aunque el nombre sugiere que se trata de un
sistema operativo, no lo es, sino que es un software middleware que provee de abstracción del hardware,
control de dispositivos a bajo nivel, implementación de funcionalidades comúnmente utilizadas, paso de
mensajes entre procesos y gestión de paquetes. Además de esto se proporcionan herramientas y librerías
para obtener, construir, escribir y correr código en diferentes ordenadores.
La meta principal de ROS es la reutilización de código en la investigación y desarrollo de sistemas
robóticos. ROS utiliza un marco distribuido de procesos que permite la ejecución de cada uno de forma
individual.
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Figura 5.1: Logo de ROS.
Figura 5.2: Ejemplo de uso de ROS
La forma de comunicación de ROS es mediante un modelo peer-to-peer de procesos que se encuentran
débilmente acoplados. Los principales conceptos del grafo de cómputo de ROS son los siguientes:
• Nodos
Los nodos suelen ser los típicos procesos que realizan el cómputo. Dichos nodos son escritos mediante
la librería del cliente de ROS utilizando roscpp para C++ o rospy para Python.
• Maestro
El maestro permite que los nodos se puedan encontrar, intercambiar mensajes y permite invocar
los servicios.
• Servidor de parámetros
El servidor de parámetros permite almacenar los datos por clave, encontrándose dentro del maestro.
• Mensajes
Los mensajes son estructuras de datos con ciertos atributos. Dichas estructuras son utilizadas para
la comunicación entre nodos, y aun teniendo mensajes estándares es posible crear nuevos que se
adapten a las necesidades de cada problema.
• Topics
Mientras que un mensaje es únicamente la estructura de datos, los topics identifican los mensajes
en función de un nombre. Estos topics son accedidos mediante suscripciones para la lectura de
mensajes y publicaciones para la escritura de mensajes, todo ello a través de topics. Por lo que son
utilizados por los nodos para trabajar con los mensajes.
• Servicios
El modelo de publicación y suscripción se utiliza para la comunicación bajo un modelo many-to-
many, en el caso de usar un modelo en una dirección no es recomendable, por ello en ese caso se
utilizan servicios. Los servicios se basan en cambio en un modelo de solicitud y respuesta, por lo
que mientras un nodo ofrece un servicio bajo un nombre, otro nodo puede acceder a dicho servicio.
• Bags
Los bags son el formato utilizado por ROS para guardar y recrear de nuevo los mensajes grabados.
Son utilizados para la recreación, comparativa o evaluación a partir de los datos grabados.
5.1 Estado del proyecto Techs4AgeCar 41
Figura 5.3: Funcionamiento principal de ROS.
De esta manera ROS consigue ser un sistema distribuido con múltiples aplicaciones. Solo es necesario
tener en cuenta que se encuentra disponible en sistemas basados en Unix como Ubuntu y MacOS, aunque
es sencillo encontrar soporte para otras distribuciones basadas en Linux [45].
5.1.2 Docker
Docker [46] es un proyecto Open-Source que automatiza el despliegue de aplicaciones dentro de conte-
nedores de software, proporcionando una capa de abstracción y automatización de la virtualización de
aplicaciones en múltiples sistemas operativos [47].
El aislamiento y la seguridad son elementos principales de la herramienta, la cual permite la ejecución
de múltiples contenedores en un único host. Dichos contenedores son ligeros y contienen todo lo necesario
para la ejecución de las aplicaciones, por lo que no hay ninguna dependencia del host en el que se esté
ejecutando. Además, se pueden compartir los contenedores de forma muy sencilla haciendo uso de Docker
Hub con un funcionamiento basado en push/pull.
Docker se usa para agilizar el ciclo de desarrollo de software, permitiendo trabajar en entornos es-
tandarizados utilizando contenedores locales que proporcionan las aplicaciones y servicios. Por lo tanto,
los contenedores de Docker son una gran herramienta para los flujos de trabajo de integración y entrega
continua.
Figura 5.4: Arquitectura de Docker.
Docker utiliza una arquitectura cliente-servidor. El cliente habla con el daemon, el cual hace el trabajo
de construir ejecutar y distribuir los contenedores. Tanto el cliente como el daemon suelen encontrarse en
el mismo sistema, pero también se puede trabajar con un daemon de forma remota, para ello se utiliza
una comunicación basada en una REST API sobre sockets UNIX u otra interfaz de red.
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Los principales componentes de la arquitectura de Docker son los siguientes:
• Daemon
El daemon escucha a las peticiones de la API de Docker y gestiona los objetos de Docker como imá-
genes, contenedores, redes y volúmenes. Además, los daemons pueden comunicarse a otros daemons
para controlar servicios.
• Cliente
El cliente es el principal método de uso de Docker por muchos usuarios para trabajar con imágenes
o contenedores. El cliente se conecta a un daemon pero también es posible su conexión a múltiples
daemon diferentes.
• Registros
Los registros se utilizan para guardar las imágenes de Docker. Un caso de registro público sería
Docker Hub donde se pueden guardar y descargar las imágenes creadas.
• Imágenes
Una imagen es una plantilla de solo lectura que se utiliza para crear un contenedor. A partir
de una imagen se descarga e instala todo el software necesario para que el contenedor funcione
correctamente, y en el caso de tener que crear una imagen propia se utilizan Dockerfiles, que son
archivos con una sintaxis sencilla que definen los pasos necesarios para crear la imagen y correrla.
• Contenedores
Un contenedor es una instancia ejecutable de una imagen. Sobre un contenedor se pueden aplicar
las opciones de crear, ejecutar, pausa, mover y borrar utilizando la API de Docker o CLI. Es posible
la conexión a un contenedor en otra red o incluso crear imágenes de forma automática a partir del
estado de un contenedor.
Docker se encuentra escrito en lenguaje Go y utiliza múltiples características del kernel de Linux
para ofrecer sus funcionalidades. Docker utiliza un sistema de namespaces que proveen de una capa de
aislamiento al contenedor respecto del host, por lo que los contenedores corren de forma separada a fuera
de ese namespace y su acceso se encuentra limitado al interior de este [48].
5.1.3 CARLA
CARLA [49] es un simulador de conducción autónoma Open-Source. Este simulador sirve como un entorno
en el que probar diversas técnicas necesarias para la conducción autónoma mediante el uso de la API que
se ofrece en Python y C++. CARLA se base en el motor de videojuegos Unreal Engine [50] para correr
el mundo y utiliza el estándar OpenDRIVE [51] para la definición de carreteras y el entorno.
Unreal Engine 4 es la versión utilizada por CARLA, este motor de videojuegos es desarrollado por
Epic Games. Inicialmente para videojuegos, Unreal Engine se ha extendido en otras industrias como la
televisión y el mercado cinematográfico. Escrito en C++, Unreal Engine ofrece gran portabilidad en una
gran cantidad de dispositivos, con un modelo Open-Source pero con royalties en el uso comercial. Con el
éxito de Fornite, muchos juegos están utilizando este motor gráfico, lo que ha aumentado el desarrollo de
la siguiente versión de Unreal Engine, la cual se espera en 2022 con una gran mejora gráfica.
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Figura 5.5: Unreal Engine 5.
OpenDRIVE es un formato abierto para la creación de redes de carreteras que trata de convertirse en
el estándar para la creación de mapas y sistemas de carreteras para facilitar el uso de diferentes mapas
y simuladores. Los mapas creados con OpenDRIVE utilizan la extensión .xodr y dichos archivos utilizan
un formato similar al XML para su uso simplificado con herramientas ya creadas.
Para la aceleración del proceso de desarrollo, entrenamiento y validación de los ADS, CARLA ha
creado un ecosistema de proyectos a partir del simulador en conjunto con la comunidad que utiliza
CARLA.
CARLA utiliza un modelo cliente-servidor como arquitectura. El servidor es responsable de toda la
simulación: renderización de los sensores, cálculo de las físicas, actualización del mundo, etc. Con todos
estos cálculos es recomendado el uso de una GPU, sobre todo si se utilizan técnicas basadas en Deep
Learning. Por otra parte, el cliente es aquel que controla la lógica de los actores en la escena y cambia las
opciones del mundo, de esta manera se pueden tener múltiples clientes trabajando al mismo tiempo. La
comunicación al servidor se realiza mediante la API que provee CARLA, pero también es posible utilizar
el CARLA-ROS bridge para utilizar los topics de ROS para la comunicación [52].
Figura 5.6: Modo de uso principal de CARLA.
CARLA ofrece una comunicación con ROS, a través del CARLA-ROS bridge. Su funcionamiento se
basa en el paso de la información que sería accesible a partir de la API de CARLA mediante mensajes
publicados en diversos topics en ROS. Dicho CARLA-ROS bridge funciona en ambas versiones de ROS
y publica de forma continua:
• Información de diversos sensores del coche controlado como son: cámara (profundidad, segmentación
a nivel de píxel y RGB), LiDAR, Radar, GNSS e IMU
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• Información de los objetos del entorno como: estado de los semáforos, indicadores de colisión,
invasión de carril, etc.
• Control del vehículo autónomo como: dirección, aceleración y freno
• Control de los ajustes generales del simulador
CARLA ofrece por tanto un simulador Open-Source, con una gran comunidad de desarrolladores
aportando código, por lo que es una herramienta perfecta para la evaluación de los sistemas de conducción
autónoma a desarrollar.
5.1.4 Desarrollo en el proyecto Techs4AgeCar
El proyecto Techs4AgeCar trata de construir un vehículo autónomo que consiga una mejora para la
seguridad de los conductores. Aun teniendo un gran desarrollo en la parte hardware del proyecto para la
construcción del vehículo, el desarrollo de este TFG es software, por lo que se explica el uso de las diferentes
herramientas utilizadas para el trabajo con un entorno estandarizado para todos los compañeros, y cómo
se ha trabajado en el desarrollo de las diversas técnicas implementadas.
/home/robesafe
carla
libraries
models
shared_home
t4ac_ws
build
devel
src
t4ac_architecture
t4ac_config_layer
t4ac_control_layer
t4ac_decision_making_layer
t4ac_localization_layer
t4ac_mapping_layer
t4ac_perception_layer
t4ac_planning_layer
t4ac_carla_simulator
ad_devkit
t4ac_carla_ros_bridge
t4ac_carla_scenario_runner
Figura 5.7: Estructura principal del proyecto Techs4AgeCar en Docker.
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Para uso de un entorno estandarizado para todos los usuarios se utiliza un contenedor Docker alojado
en Docker Hub, que contiene todas las dependencias necesarias para correr el proyecto o sus componentes
individuales. La única herramienta utilizada en el proyecto que se debe de encontrar fuera del contenedor
es el simulador CARLA, que es necesario descargarlo fuera de este.
La figura 5.7 muestra de manera simplificada la estructura del docker del proyecto. En dicho contenedor
se tiene instalado de base Ubuntu 18.04 LTS para trabajar sobre este sistema operativo. La estructura del
contenedor consta del simulador CARLA, las librerías o repositorios necesarios, los modelos de las redes
neuronales utilizadas y la estructura principal de los diferentes módulos del proyecto. Por una parte, se
encuentra la carpeta t4ac_architecture, la cual contiene los repositorios de las diferentes capas del vehículo
junto con los ajustes de configuración de todas estas. En la carpeta t4ac_carla_simulator se encuentran
los ajustes de carla, el Carla-ROS bridge ajustado al proyecto y un proyecto basado en CARLA llamado
ad_devkit para la evaluación de arquitecturas de conducción autónoma del que se hablará más en el
capítulo 6.
Las diferentes capas del proyecto contenidas en t4ac_architecture se construyen como repositorios
Git alojados en GitHub y en un servidor propio del grupo RobeSafe. Cada uno de estos repositorios se
encuentran divididos en diferentes repositorios, por ejemplo, en la capa de control se dividen según el
uso de técnicas clásica o basadas en Deep Learning, o en la capa de percepción se divide según el uso de
técnicas de detección o seguimiento y en función de los diferentes sensores.
Figura 5.8: Modo de uso en el proyecto Techs4AgeCar.
Los repositorios de las diferentes capas se encuentran planteados como nodos de ROS, para dividir
el trabajo en tareas más simples, de esta manera, con el vehículo del grupo RobeSafe se obtiene la
información de los sensores a partir de ROS. Con este sistema solo es necesario un cambio en el nombre
del topic para que funcione de simulación al vehículo real. En la figura 5.8 se puede ver el principal
modo de uso del proyecto, donde CARLA se corre en el host y el resto del proyecto se lanza en el
contenedor Docker. Dentro del contenedor se pasa la información de CARLA a ROS, dicha información
es visualizada con rviz y los nodos de las diferentes capas en Python o C++ se ejecutan trabajando con
el modelo publisher/subscriber de ROS.
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5.1.5 Arquitectura del proyecto Techs4AgeCar
El grupo RobeSafe comienza a trabajar en la construcción de un vehículo autónomo en 2016 con el
proyecto SmartElderlyCar con finalización en 2018, tras éste se continua con el proyecto Techs4AgeCar
con una duración del 2019 a 2021, y que pretende mejorar las técnicas de conducción autónoma que se
consiguieron con el proyecto anterior.
Las líneas de investigación del grupo son por tanto: Advanced Driver Assistance System, compren-
sión de la escena, comprensión del comportamiento del conductor, desarrollo de técnicas de percepción,
localización, navegación y mapeado.
Figura 5.9: Arquitectura T4AC.
La arquitectura definida en el proyecto consta de diferentes capas en la que cada una realiza una
función diferente para el funcionamiento autónomo del vehículo:
• Control
El control del vehículo consiste en un sistema Drive-by-Wire, con parte del control hardware y parte
software haciendo uso de ROS. Para el control del seguimiento de la ruta se utiliza una interpolación
de splines y un perfilador de velocidad para la obtención de una trayectoria suave y continua a partir
de un modelo basado en puntos de referencia (waypoints).
• Mapeado y planificación
En la generación de mapas se utiliza el estándar OpenDRIVE junto con el programa RoadRunner
para generar además un entorno tridimensional con el que trabajar en CARLA. La planificación
global se basa en el algoritmo A* sobre un grafo dirigido de las carreteras a partir de un mapa con
formato OpenDRIVE.
• Toma de decisiones
La toma de decisiones se basa en redes de Petri para diferentes casos de uso: mantenimiento de
carril, control de crucero adaptativo, y en casos de uso como: pasos de peatones, ceda el paso,
stops y adelantamientos. Todo ello en conjunto con procesos de decisión de Markov parcialmente
observables.
5.2 Implementación en CARLA 47
• Percepción
El sistema de percepción se basa en la fusión sensorial de las detecciones de objetos provenientes
de las cámaras, utilizando para ello la CNN YOLO X, y el LiDAR mediante el modelo Pointpillars.
Dichas detecciones son la entrada del módulo SmartMOT [53], un sistema de seguimiento para
predicción en sistemas multiagente y entornos dinámicos, todo ello para obtener identificadores, el
estado y la velocidad de los diferentes objetos del entorno en BEV.
• Human-Machine Interface (HMI)
El sistema HMI se basa en la creación de un sistema de visualización que permita entender el estado
del vehículo y de un sistema de atención del conductor para la detección de la fatiga y el cambio
automático de la conducción manual a la automática.
Tras la comprensión de la utilidad de las diferentes capas del vehículo, se presenta el flujo de funcio-
namiento del sistema completo, tal y como se ve en la figura 5.9:
1. Se obtiene la información de los diferentes sensores del vehículo
2. Con la capa de percepción se analizan los datos y se trata de comprender el entorno del vehículo
3. A partir del mapa, la información de los sensores y los objetos detectados del entorno se localiza el
vehículo.
4. Con la información de los pasos anteriores el sistema decide qué acción tomar.
5. Junto con la información del entorno y la acción a tomar se planifica de forma global y local la
trayectoria del vehículo
6. Finalmente, la capa de control es la que se realiza las acciones pertinentes sobre el coche en función
de la trayectoria decidida.
Esta es la arquitectura sobre la que se van a diseñar las diferentes técnicas de detección de objetos
con LiDAR, para así mejorar la capa de percepción con una fusión sensorial junto con cámara y utilizar
ésta como entrada para el sistema de seguimiento SmartMOT.
5.2 Implementación en CARLA
Antes de la puesta a punto de los diferentes algoritmos de detección en el coche del grupo RobeSafe,
se comienza por implementar diversas técnicas en el simulador, comenzando por un acercamiento más
clásico y tras esto se implementa un modelo basado en Deep Learning.
5.2.1 Funcionamiento del LiDAR en CARLA
Antes de comenzar a trabajar con el LiDAR que ofrece CARLA, es necesario comprender cómo funciona.
Dado que la comunicación con CARLA se realiza mediante el CARLA-ROS bridge, la información de
dicho sensor proviene del topic /carla/ego_vehicle/lidar/lidar1/point_cloud, que contiene un mensaje
del tipo sensor_msgs/PointCloud2. Dicho mensaje se utiliza para guardar información de una colección
de puntos en N dimensiones.
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Tipo Nombre
Header header
uint32 heigth
uint32 width
PointField[] fields
bool is_bigendian
uint32 point_step
uint32 row_step
uint8[] data
bool is_dense
Tabla 5.1: Estructura del LiDAR en el CARLA-ROS bridge.
La nube de puntos viene definida como un array de bytes en formato little endian, en la que cada 32
bits se obtiene un número, dichos números siguen la estructura: x, y, z, intensity. La nube de puntos por
tanto se encuentra definida como un vector de 4 dimensiones, con un sistema de coordenadas cartesiano
que además incluye información de lo que sería el grado de reflectividad del láser con los objetos del
entorno, pero todo ello de forma simulada.
La colisión de los haces del LiDAR con los objetos del entorno ha mejorado en gran medida con
el avance en las versiones de CARLA, ya que los puntos generados no colisionan directamente con los
modelos de los objetos del entorno, sino que colisionan con un modelo simplificado de estos.
Lo mismo ocurre con el campo intensity, el cual es simulado en CARLA, para ello se guarda un valor
proporcional a la distancia respecto del vehículo (d) y a un coeficiente de atenuación (a).
I/I0 = e−a∗d
Al no tener una relación con el tipo de material con el que se colisiona, este campo es inútil en relación
con el funcionamiento que se tendría con un LiDAR real, por lo que dicho campo no se utiliza en las
diferentes implementaciones realizadas.
5.2.2 Implementación del sistema clásico utilizando LiDAR
Tras el estudio de diversas técnicas clásicas en el capítulo 3, se presenta una aplicación de detección en
tiempo real sobre el simulador CARLA que detecta los objetos de importancia del entorno.
En dicha implementación se usa el lenguaje C++ debido a su gran eficiencia y su Object-Oriented
Programming (OOP), por lo que para su comunicación con ROS es necesario el uso de roscpp. Para ello se
crea un repositorio Git y se desarrolla de tal manera que el programa sea un nodo que se pueda suscribir
y publicar en ROS. Dicho nodo tendrá que suscribirse al topic con la información del LiDAR y generar
un topic para la visualización de las bounding boxes 3D de los objetos del entorno detectados.
Con los métodos clásicos estudiados teóricamente, el flujo de trabajo implementado es el siguiente:
1. Transformación del mensaje con la nube de puntos proveniente de ROS a una estructura en C++
de la librería Point Cloud Library (PCL), que guarda la información de las coordenadas cartesianas
y la intensidad
2. Voxelización de la nube de puntos
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3. Filtrado de la nube de puntos voxelizada en función de la región de interés
4. Aplicación del algoritmo RANSAC para la eliminación de los vóxeles pertenecientes al suelo
5. Creación de un KD-tree con la nube de puntos, e introducción de los puntos en función de las
coordenadas por lo que se construye un KD-tree tridimensional
6. A partir del KD-tree se aplica el algoritmo 3.4 para clusterizar de forma eficiente los vóxeles, fijando
además una distancia máxima entre los vóxeles
7. Filtrado de los clústeres en función del número de vóxeles en su interior, tamaño y volumen
8. Creación de las bounding boxes 3D correspondientes a las detecciones
Listado 5.1: Estructura de los nodos utilizados en el KD-tree implementado
struct Node{
std : : vector<f loat> point ;
int id ;
Node∗ l e f t ;
Node∗ r i g h t ;
Node ( std : : vector<f loat> arr , int s e t I d ){
po int = arr ;
id = s e t I d ;
l e f t = NULL;
r i g h t = NULL;
}
} ;
Tipo Nombre
Tamaño de los vóxeles [0.3, 0.3, 0.3] m
Máximo punto de la región de interés [50, 17, 10] m
Mínimo punto de la región de interés [-40, -5, -10] m
Número de iteraciones del algoritmo RANSAC 50
Distancia máxima para el algoritmo RANSAC 0.3 m
Distancia máxima entre vóxeles al clusterizar 1.4 m
Máximo número de vóxeles por clúster 150
Mínimo número de vóxeles por clúster 20
Máximo volumen de un clúster 10 m3
Mínimo volumen de un clúster 1 m3
Máxima largura de los clústeres 6 m
Máxima anchura de los clústeres 6 m
Máxima altura de los clústeres 4 m
Tabla 5.2: Parámetros del modelo clásico de detección con LiDAR.
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Mientras que gran parte de las funciones han sido tomadas de la librería PCL, la estructura KD-tree
ha sido creada de cero para una mejor comprensión de su funcionamiento, además de para la construcción
de la función mostrada en el listado 3.4. En dicha estructura los nodos del árbol se definen tal y como se
muestra en el listado 5.1.
De esta manera, al no utilizar las cuatro dimensiones de la nube de puntos, se consigue una mejora en
su complejidad, ya que al aplicar el algoritmo de clusterización no se utiliza la intensidad y la complejidad
del algoritmo se reduce.
Los parámetros de ajuste manual utilizados en el flujo de ejecución, se han fijado para obtener un
mejor rendimiento, en este caso, para su uso en CARLA con un LiDAR de 32 haces, dichos parámetros
son los que se pueden ver en la tabla 5.2.
Todo este desarrollo es accesible en GitHub de forma pública a través del siguiente enlace https:
//github.com/Javier-DlaP/3D_lidar_based_clustering, los resultados de dicho algoritmo
se muestran más adelante en el capítulo 7.2.1.
5.2.3 Implementación del sistema basado en Deep Learning utilizando Li-
DAR
Mientras que el desarrollo del modelo clásico se ha hecho de cero, el desarrollo del modelo basado en Deep
Learning se hace a partir de un repositorio creado por Carlos Gómez Huélamo a partir del Trabajo Fin de
Grado de Javier del Egido Sierra [13]. Dicho repositorio funciona a partir de un archivo launch de ROS
y un fichero en Python de casi 500 líneas, dicho fichero al ser tan grande no aplica unas buenas prácticas
de programación, ya que es más difícil de mantener y no es reutilizable. La solución al repositorio antes
de comenzar el desarrollo ha sido realizar una refactorización del código, para poder así tener una mayor
calidad en su estructura.
Figura 5.10: Estructura del repositorio para la detección con LiDAR en el proyecto refactorizado.
Dicho desarrollo se realiza sobre un repositorio previamente creado ya que se utiliza la misma he-
rramienta, como es OpenPCDet, para implementar los modelos, pero en vez de utilizar únicamente
PointPillars se pretende utilizar el modelo PointPillars Multihead, el cual es el modelo CBGS pero con
el backbone de PointPillars para una mejora en su rendimiento. Aun siendo más complejo dicho modelo
y requerir una capacidad de cómputo mayor, tiene una precisión mayor, diferencia entre una mayor can-
tidad de clases, infiere las velocidades de los vehículos y trabaja con una cantidad de puntos mayor ya
que utiliza 10 barridos para realizar las detecciones. Esto último es especialmente útil para la puesta en
funcionamiento en el coche del proyecto, ya que se utiliza un LiDAR que tiene únicamente 16 haces, lo
que consigue una menor cantidad de puntos y por lo tanto se puede extraer menos información, por lo
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que un aumento en la cantidad de puntos utilizados puede ser beneficioso al trabajar con un LiDAR de
estas características.
La modularización del código es fundamental para el mantenimiento de dicho código, y el ajuste en
otros entornos, por ello se sigue utilizando y mejorando el archivo launch, ya que permite no solo llamar
desde un mismo archivo launch a todas las capas de forma simultánea, sino que cambiando el nombre de
los topics referenciados es posible adaptar el repositorio a cualquier vehículo que trabaje con los mismos
tipos de datos en ROS.
Utilizando la herramienta roslaunch se lanza el código fuente del repositorio mientras que se tiene
funcionando CARLA, con el CARLA-ROS bridge y un vehículo que controlar. Una vez lanzados estos
módulos el funcionamiento del sistema basado en Deep Learning es el siguiente:
1. Carga de la red neuronal utilizada junto con sus pesos en GPU
2. Preparación de los publishers y subscribers utilizados
3. Guardado de la información de la odometría del vehículo cada vez que el topic recibe un nuevo
mensaje
4. Guardado de la nube de puntos del LiDAR en una cola de 10 posiciones tras la eliminación de los
puntos que se encuentren sobre el propio vehículo junto con el tiempo en el que se ha obtenido
dicha nube
5. Unión de las nubes de puntos guardadas con una dimensión adicional que contiene el tiempo desde
la nube de puntos más antigua
6. Ejecución del modelo y obtención de las predicciones
7. Filtrado de las predicciones en función de cada clase
8. Transformación de la velocidad predicha relativa al coche a la velocidad absoluta a partir de la
odometría guardada del vehículo
9. Creación de bounding boxes 3D, flechas para la velocidad y publicación de estas
Con todo este desarrollo terminado se obtiene una estructura bastante más compleja a la que se tenía
tras la refactorización, como se ve en la figura 5.11. Tras este nuevo modo de funcionamiento se ha creado
un parámetro en el launcher para seleccionar si se quiere utilizar el modelo PointPillars o PointPillars
Multihead para un sencillo intercambio entre ambos modelos.
Figura 5.11: Nueva estructura del repositorio para la detección con LiDAR en el proyecto.
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Todo el desarrollo implementado se encuentra presente en GitHub, actualmente de forma priva-
da, ya que se está utilizando en el proyecto Tech4AgeCars, pero se puede pedir acceso al repositorio
https://github.com/RobeSafe-UAH/t4ac_openpcdet_ros. El análisis del rendimiento de di-
cha implementación se presenta más adelante en el capítulo 7.2.3.
5.3 Fusión sensorial
La implementación del modelo PointPillars Multihead en el proyecto ha ocasionado mejoras sustanciales
en la detección respecto al sistema anterior existente en el proyecto, basado en el modelo PointPillars.
Con las mejoras obtenidas se aumenta la robustez y la precisión del sistema de detección de objetos 3D
realizando una fusión sensorial, dicha late-fusion se basa en el sistema de detección con LiDAR presentado
en este Trabajo Fin de Grado y un sistema de detección 3D basado en cámara que utiliza los modelos
YOLO v5 [54] y una red volumétrica [55], presentado en el Trabajo Fin de Grado de Miguel Antunes
[14].
Se realiza la implementación de la fusión sensorial a partir de las detecciones 3D de ambos métodos,
todo ello realizado con un sencillo método de fusión como se muestra a continuación:
1. Suscripción a los topics de las detecciones provenientes de la cámara y del LiDAR
2. Sincronización de los mensajes de ambas detecciones
3. Cálculo del IoU 3D entre ambas detecciones
4. En el caso de tener un IoU 3D mayor a 0 se crea una detección a partir de la bounding box del
LiDAR y el tipo de la cámara
5. Dicha bounding box se publica en un topic
De esta manera se consigue una detección de la parte frontal del vehículo mejorada a partir de las
detecciones de ambos sensores, ya que se utiliza el mayor Average Precision (AP) del modelo del LiDAR
para obtener las detecciones, y la mayor precisión de las detecciones del modelo basado en cámara,
obteniendo un número menor de falsos positivos, además de una mejor detección del tipo de objeto.
Dicha implementación de fusión sensorial entre cámara y LiDAR se encuentra disponible en https:
//github.com/RobeSafe-UAH/t4ac_sensor_fusion_ros. Los resultados de la fusión sensorial
se analizan en el capítulo 7.3.2.
5.4 Vehículo del proyecto Techs4AgeCar
El vehículo T4AC para el cual se están desarrollando las diferentes técnicas de percepción se basa en el
chasis TABBY EVO, el cual es una plataforma Open-Source que permite la modificación de este como sea
necesario. En el proyecto fueron añadidas baterías y un chasis que contiene el sistema sensorial necesario
para la conducción autónoma 5.12.
Los sensores y sistemas de procesamiento añadidos al vehículo son:
• Sistema GNSS con aplicación de técnicas de posicionamiento diferencial y RTK
• Odometría basada en encoders en las ruedas traseras del vehículo
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• LiDAR de la compañía Velodyne modelo VLP-16
• Sistema de Radares 360o de Huawei
• Sistema estéreo de cámaras modelo ZED de StereoLabs
• Sistema de cómputo distribuido con 5 CPUs compuesto por 3 Raspberry Pi 3, 1 NVIDIA Jetson
AGX Xavier y un portátil con una tarjeta gráfica GTX 1070
Figura 5.12: Chasis con el hardware necesario para la conducción autónoma.
Con este sistema se procesa la localización, el sistema Drive-By-Wire y el HMI en las Raspberry Pi
3. Para el procesamiento de las imágenes o la nube de puntos se utiliza la NVIDIA Jetson AGX Xavier,
mientras que el portátil es de uso general relegando a éste las aplicaciones del sistema computacionalmente
más costosas haciendo uso de la aceleración por hardware de la GPU.
Figura 5.13: Vehículo T4AC.
Dicho vehículo y el sistema de Drive-By-Wire ha sido diseñado por Juan Felipe Arango Vargas en su
Trabajo Fin de Master [56].
5.5 Implementación sobre el vehículo Techs4AgeCar
El aporte de este trabajo a la capa de percepción del sistema autónomo consta del estudio e implementa-
ción del modelo PointPillars Multihead y realización de la fusión sensorial con la cámara. Previamente en
el vehículo se utilizaba un sistema donde se tenía el modelo PointPillars corriendo en la NVIDIA Jetson,
pero debido a su baja precisión y alta tasa de falsos positivos, no se utilizaba debido en gran medida al
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uso de únicamente los 16 haces del LiDAR, mientras que dicho modelo suele ser entrenado con LiDAR
de 32 o 64 haces. Actualmente con la mejora que ofrece el modelo PointPillars Multihead ya es utilizable
en el vehículo T4AC con una precisión suficientemente buena.
En la arquitectura propuesta se utiliza el trabajo realizado en este Trabajo Fin de Grado junto con
las mejoras de detección en cámara [14], para realizar una fusión sensorial entre ambos métodos. Tras la
obtención de estas detecciones mejoradas, se introducen en el sistema SmartMOT [53] desarrollado en
el grupo RobeSafe que realiza un seguimiento de los vehículos en BEV, de tal manera que se obtienen
la posición, velocidad lineal, velocidad angular y tipo de objeto, mejorando además las detecciones al
utilizar dicho sistema de seguimiento de objetos.
Figura 5.14: Arquitectura de la capa de percepción.
Dicha mejora en el sistema será pasada en BEV a las siguientes capas de la arquitectura del proyecto
para mejorar así también su funcionamiento.
Capítulo 6
AD DevKit
La inspiración existe, pero tiene que encontrarte
trabajando.
Picasso
En conjunto con el KIT se ha comenzado a desarrollar la herramienta el AD DevKit, un evaluador de
sistemas de conducción autónoma basado en el simulador CARLA. Este trabajo es complementario al
desarrollo principal del TFG, ya que con dicha herramienta se pretende evaluar el sistema de detección
con LiDAR implementado en CARLA, además de ofrecer al grupo RobeSafe una herramienta para la
comparativa en el simulador CARLA de las diferentes técnicas de percepción implementadas y en un
futuro lanzar dicha herramienta Open-Source para los investigadores que utilicen CARLA.
6.1 Motivación para la creación del AD DevKit
Durante el comienzo del desarrollo de este Trabajo Fin de Grado el cotutor Carlos Gómez Huélamo realiza
una estancia en el KIT donde se propone la idea de creación de un sistema de evaluación de sistemas de
conducción autónoma que no solo se reduzca a la parte de percepción, sino que también afecte al control,
planificación y al sistema de decisiones del vehículo.
Figura 6.1: Arquitectura del AD DevKit.
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Este acercamiento no ha sido visto nunca hasta ahora, por lo que el trabajo en este proyecto puede
llegar a tener un gran impacto, ya no solo por el carácter multidisciplinar del evaluador sino por la
creación de un evaluador en CARLA, aunque durante el desarrollo de este evaluador se han publicado
desde un modelo entrenado sobre CARLA [57] a un evaluador de percepción para CARLA [58].
El diseño del evaluador se encuentra dividido en 4 partes, cada una evaluando un apartado del sistema
de conducción autónomo. Mientras que el grupo RobeSafe se encarga de la evaluación de percepción y
el control, en el KIT se encargan de la evaluación de la planificación y la toma de decisiones. Dentro del
grupo RobeSafe, Carlos Gómez Huélamo, el cotutor del TFG se ha encargado del evaluador de la capa
de control, obteniendo el groundtruth necesario junto con métricas para puntuar a los modelos.
Figura 6.2: Métricas de control en el AD DevKit.
El apartado para la evaluación de la capa de percepción es la abordada en este trabajo, pero al ser
un trabajo de gran complejidad se realiza de forma conjutna con Miguel Antunes García [14], ya que este
desarrollo permite realizar en ambos TFGs el análisis de los métodos de percepción implementados en la
arquitectura del proyecto Techs4AgeCar.
Un sistema de evaluación de múltiples capas puede sufrir una menor valoración que un método de
una capa en concreto, ya que el problema puede provenir de otra capa. Por ejemplo, un fallo en la capa
de planificación puede resultar en una pobre valoración del sistema de control. Para solucionar esto, se
propone un sistema de evaluación online por capas en la que a la vez que se corre el simulador CARLA
se realiza la evaluación. El desarrollo propuesto para la realización dentro de este TFG, se encuentra
compuesto de la generación de groundtruth en tiempo real, mientras que la evaluación se realiza a
posteriori, para de esta manera obtener una primera versión funcional del sistema de evaluación.
6.2 Obtención del groundtruth
El simulador CARLA ofrece información a través de ROS de todo el entorno, esto quiere decir que se
puede obtener la información del resto de objetos del entorno para crear un dataset de forma online u
offline. Dicha información en ROS viene definida en el topic /carla/objects en con un formato basado en
un array de objetos, teniendo cada objeto la información del tipo, posición, velocidad, etc.
Para el desarrollo de este apartado del AD DevKit se parte del trabajo ’A Baseline for CARLA Online
Ground-Truth Generation (AB4COGT)’ [59], pero al encontrar multitud de malas prácticas de progra-
mación que influirían en la ampliación y mantenimiento del código, se decide realizar una reingeniería
del mismo para solucionar los problemas encontrados.
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Tipo Nombre
Header header
Object[] objects
Tabla 6.1: Formato de la lista de
objetos de CARLA
Tipo Nombre
Header header
uint32 id
uint8 detection_level
bool object_classified
geometry_msgs/Pose pose
geometry_msgs/Twist twist
geometry_msgs/Accel accel
geometry_msgs/Polygon polygon
shape_msgs/SolidPrimitive shape
uint8 classification
uint8 classification_certainty
uint32 classification_age
Tabla 6.2: Formato objeto de CARLA
El repositorio del que se parte [59] genera un archivo de texto que contiene la información de posición
3D de todos los objetos del entorno, su orientación y tipo. Dicho groundtruth generado solo sería apto
para un sistema LiDAR que tenga los objetos en su campo de visión. Para ello se propone un sistema de
generación de groundtruth en tiempo real que publique las detecciones en ROS como un mensaje, analice
la visibilidad de los objetos, genere las detecciones 2D para sistemas de cámara y guarde los resultados
como un fichero CSV para comprender de mejor manera los datos guardados, todo ello junto con los datos
provenientes de cámara, LiDAR y Radar. Este primer apartado se desarrolla principalmente de forma
individual, por lo que es necesario el estudio de diversas técnicas para la obtención del groundtruth.
6.2.1 Calculo de la visibilidad de los objetos
El proyecto AB4COGT obtiene el groundtruth de los objetos cercanos al vehículo, pero en este no se
calcula la visibilidad de dichos objetos. Es necesario realizar el cálculo de la visibilidad de los objetos
desde el vehículo, ya que, en el caso contrario, al proceder a la evaluación se reduciría la precisión de los
modelos por no poder detectar dichos objetos ocluidos o no visibles.
Listado 6.1: Filtrado en función de la visibilidad de los objetos en el AD DevKit
f_vis ib le_bb = (lambda bb , po in t s : np . log i ca l_and ( \
np . log ica l_and (bb [0]−bb [ 3 ] / 2 <= np . array ( po in t s [ : , 0 ] ) ,
np . array ( po in t s [ : , 0 ] ) <= bb [0 ]+bb [ 3 ] / 2 ,
bb [1]−bb [ 4 ] / 2 <= np . array ( po in t s [ : , 1 ] ) ) ,
np . log i ca l_and (np . array ( po in t s [ : , 1 ] ) <= bb [1 ]+bb [ 4 ] / 2 ,
bb [2]−bb [ 5 ] / 2 <= np . array ( po in t s [ : , 2 ] ) ,
np . array ( po in t s [ : , 2 ] ) <= bb [2 ]+bb [ 5 ] / 2 ) ) )
n_points_in_bb = 0
i f s e l f . po intc loud i s not None :
points_in_bb = f_vis ib le_bb ( ( obj . posit ion_x , obj . posit ion_y ,
obj . pos i t ion_z , obj . l , obj .w, obj . h ) ,
s e l f . po intc loud )
n_points_in_bb = np . add . reduce ( points_in_bb )
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Una de las partes más importes y delicadas para el uso de esta aplicación en tiempo real es la eficiencia,
por lo que hubo que analizar la manera en que se puede realizar un método similar al trazado de rayos,
pero con un bajo coste computacional, por ello se decide utilizar la última nube de puntos obtenida de
ROS para filtrar los objetos del entorno en función de si se encuentra algún punto de dicha nube dentro de
la bounding box 3D del groundtruth de CARLA. Este método es similar al utilizado en nuScenes donde
solo se añaden una bounding box si se encuentra algún punto del LiDAR sobre esta. Para la realización
de esta operación es necesaria la vectorización de las operaciones, ya que es necesario un cómputo en un
tiempo menor a 10−2 segundos.
6.2.2 Geometría de la cámara
La generación de bounding boxes 2D para los sistemas de cámara a evaluar no son obtenidas directamente
de ROS, por lo que es necesario realizar una serie de transformaciones para pasar de las coordenadas del
mundo a los píxeles que contienen ese objeto dentro de la imagen generada por la cámara. Se analiza por
tanto el funcionamiento de la geometría de la cámara.
Figura 6.3: Transformaciones mundo a cámara.
En las diferentes transformaciones a realizar se trabaja con las coordenadas homogéneas, lo que quiere
decir que se agrega un cuarto componente a las coordenadas cartesianas.
(x, y, z)→ (x′, y′, z′, w)
(x, y, z) = (x′/w, y′/w, z′/w)
Se comienza realizando un cambio de referencia de cámara a imagen, por lo que es necesario realizar
una traslación y una rotación del sistema de coordenadas, pero tiene que ser en este orden ya que la
multiplicación de matrices no es conmutativa. Por lo que se aplica la traslación sobre las coordenadas.
wXc
wYc
wZc
w
 =

1 0 0 TX
0 1 0 TY
0 0 1 TZ
0 0 0 1


Xw
Yw
Zw
1

Tras aplicar la traslación se aplica la rotación en los ejes X, Y, Z.
R = RX(α)RY (β)RZ(γ)
wXc
wYc
wZc
w
 =

1 0 0 0
0 cosα − sinα 0
0 sinα cosα 0
0 0 0 1


cosβ 0 sin β 0
0 1 0 0
− sin β 0 cosβ 0
0 0 0 1


cos γ − sin γ 0 0
sin γ cos γ 0 0
0 0 1 0
0 0 0 1


Xw
Yw
Zw
1

6.2 Obtención del groundtruth 59
Ambos pasos de traslación y rotación se pueden unir en una matriz de parámetros extrínsecos de la
cámara que es independiente al tipo de cámara utilizada.
wXc
wYc
wZc
w
 =

cos γ cosβ − sin γ cosβ sin β TX
cos γ sinα sin β + sin γ cosα cos γ cosα− sin γ sinα sin β − sinα cosβ TY
sin γ sinα− cos γ cosα sin β sin γ cosα sin β + cos γ sinα cosα cosβ TZ
0 0 0 1


Xw
Yw
Zw
1

Mext =
r11 r12 r13 tXr21 r22 r23 tY
r31 r32 r33 tZ

Tras la trasformación de mundo a cámara se pasa de coordenadas tridimensionales de la cámara a
bidimensionales de las imágenes, para ello se utiliza la distancia focal (f) entre el centro óptico de la lente
y el punto focal.
wxwy
w
 =
f 0 0 00 f 0 0
0 0 1 0


Xc
Yc
Zc
1

Por último, es necesario aplicar una transformación en la imagen, realizando una conversión de milí-
metros a píxeles y aplicando un offset para trasladar el centro de la imagen. Tras esta operación se pasa
de las coordenadas de los ejes x e y (dx, dy) a las coordenadas pixélicas (u, v).
wuwv
w
 =
1/dx 0 u00 1/dy v0
0 0 1

wxwy
w

De la misma forma que se puede obtener una matriz de parámetros extrínsecos, se obtiene una matriz
de parámetros intrínsecos, la cual se encuentra compuesta de las transformaciones de cámara a imagen y
de milímetros a píxeles.
Mint =
1/dx 0 u00 1/dy v0
0 0 1

f 0 00 f 0
0 0 1
 =
f/dx 0 u00 f/dy v0
0 0 1

Dicha matriz intrínseca no es necesario calcularla ya que es fija en función de las características de
la cámara, por lo que CARLA ofrece esta matriz. Calculando únicamente la matriz extrínseca se hayan
las coordenadas en pixélicas aplicando ambas matrices extrínseca e intrínseca sobre las coordenadas
homogéneas.
wuwv
w
 = MintMext

Xw
Yw
Zw
1

Teniendo las bounding boxes 3D transformadas a bounding boxes 2D se marcan aquellas que son
visibles desde la cámara y cuáles no, para ello se define las bounding boxes 2D como (-1, -1, -1, -1) para
identificar que hay un objeto visible desde el vehículo, pero no desde la posición de la cámara.
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6.2.3 Formato del groundtruth obtenido
El groundtruth utilizado en la evaluación de los sistemas de percepción consta de múltiples atributos, como
son: tiempo del groundtruth, tipo de objeto, bounding box 2D, posición, tamaño, rotación y velocidad.
A partir de estos parámetros se crea el CSV necesario para la evaluación offline y los mensajes de ROS
necesarios para la evaluación online.
Dos de estos atributos son los denominados en el dataset KITTI: alpha y rotation_y. Alpha identifica
respecto de las coordenadas de cámara de KITTI el ángulo formado entre el eje X y la dirección del coche
detectado, mientras que rotation_y es el ángulo entre el eje X y la recta que une el vehículo propio y el
detectado. Este último ángulo es renombrado a rotation_z en el groundtruth para aludir al sistema de
coordenadas de CARLA y no al de KITTI.
Figura 6.4: Ángulos alpha y rotation_z del groundtruth del AD DevKit.
El CSV contiene la información del groundtruth para la evaluación offline, mientras que para la
evaluación de forma online se ha tenido que crear un nuevo tipo de mensaje haciendo uso de otros
mensajes estandarizados por la comunidad de ROS.
Tipo Nombre
Header header
GT_3D_Object[] gt_3d_object_list
Tabla 6.3: Formato de la lista de
detecciones en ROS
Tipo Nombre
string type
uint32 object_id
float32 alpha
vision_msgs/BoundingBox2D bounding_box_2D
geometry_msgs/Point position
geometry_msgs/Vector3 dimensions
float32 rotation_z
geometry_msgs/Vector3 velocity
Tabla 6.4: Formato de una detección en ROS
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6.2.4 Funcionamiento del generador de groundtruth
El funcionamiento del sistema de obtención del groundtruth se basa en un nodo que realiza todas las
suscripciones necesarias para obtener dichos datos de la forma correcta y enviarlo como mensaje a ROS.
Tras esto se suscribe al groundtruth recién publicado y se crea un archivo CSV con este. Por último, se
guarda la información proveniente de la cámara, LiDAR y Radar para poder ejecutar los modelos con los
mismos datos más adelante y realizar así la evaluación online.
Figura 6.5: Archivo CSV con los datos del groundtruth obtenidos.
Para reproducir la información de la cámara se adjuntan a las imágenes RGB, la matriz de parámetros
intrínsecos y el listado de tiempos en el que han sido tomadas las imágenes. En el caso del LiDAR y el
Radar se guardan las nubes de puntos como un archivo binario, el cual tiene explicado el formato en un
fichero de texto adjunto junto con otro archivo que incluye los tiempos en los que han sido obtenidas las
nubes de puntos.
Figura 6.6: Estructura del generador de groundtruth del AD DevKit.
En el desarrollo de la herramienta se adopta un acercamiento basado en OOP y paralelismo en la
ejecución de las funciones a partir del uso de los diferentes objetos de forma paralela para obtener una
mayor eficiencia, al ser un requisito tan importante en el desarrollo. Todo este desarrollo es accesible en
GitHub en https://github.com/RobeSafe-UAH/ad_devkit.
6.3 Evaluación de los modelos
Con la obtención de los objetos del entorno que tiene que ser detectados, se crea el apartado para la
evaluación offline de los modelos. Dicho apartado es realizado de forma offline y no online debido a las
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complicaciones que supone generar el grountruth, correr los modelos y evaluarlos en tiempo real, por
lo que se decide evaluarlos a posteriori de la ejecución. Esto se traduce en tres fases para la evaluación
de un modelo: generación del groundtruth, ejecución del modelo para la obtención de los detecciones y
evaluación de las detecciones respecto del groundtruth.
Para la generación del archivo CSV de las detecciones procedentes del modelo PointPillars Multi-
head se ha añadido al repositorio https://github.com/RobeSafe-UAH/t4ac_openpcdet_ros
que contiene el modelo implementado sobre CARLA, un script que a partir del desarrollo realizado re-
utiliza sus funciones para correr el modelo y guardar las detecciones en un fichero CSV. Dicho script aún
funcionando sin ningún ajuste, puede ser utilizado en otras arquitecturas ajustando ciertos flags antes de
la ejecución.
La evaluación de un modelo se realiza a partir de diferentes métricas utilizadas en datasets estudiados
como son Kitti y nuScenes para así tratar de estandarizar aún más esta herramienta. Las métricas
calculadas en la evaluación son las siguientes:
• Intersection over Union
En la evaluación se utiliza el IoU 2D y 3D para hacer una relación entre las detecciones y el
groundtruth, utilizando la versión bidimensional para relacionar las bounding boxes 2D y la versión
tridimensional para relacionar las bounding boxes 3D.
IoU 2D = Área de la intersección
Área de la unión
IoU 3D = V olumen de la intersección
V olumen de la unión
Figura 6.7: Visualización del IoU 2D y 3D.
• Curva precision-recall
La precision indica cuantas de las detecciones son verdaderas.
Precision = V erdaderos positivos
V erdaderos positivos ∪ Falsos positivos
Mientras que el recall indica cuanto del groundtruth es detectado.
Precision = V erdaderos positivos
V erdaderos positivos ∪ Falsos negativos
La curva de precision-recall por tanto representa la relación entre precision y recall.
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Figura 6.8: Ejemplo de curva de precision-recall.
• Average Precision
Esta es una métrica muy importante ya que relaciona tanto la precision como el recall para medir
cómo de preciso es un modelo. Para ello se calcula el área por debajo de la curva de precisión,
teniendo ésta un valor entre 0 y 1.
No solo se calcula el AP por cada clase, sino que también se calcula el mAP que sería la media de
precisión de todas las clases para la obtención de la precisión general del modelo.
• Average Velocity Error (AVE)
La evaluación de los sistemas de seguimiento también se ha tenido en cuenta por lo que se calcula
una métrica como es el AVE para saber de qué manera se estima la velocidad de los objetos,
pudiendo obtenerla tanto por clase como por la media de todas estas. Esta métrica se calcula como
el error de velocidad absoluto en 2D trabajando en BEV.
Este apartado del evaluador ha sido realizado principalmente por Miguel Antunes García en su TFG [14]
de forma que al unirlo al generador de groundtruth, se ha conseguido un funcionamiento básico para la
capa de percepción del AD DevKit.

Capítulo 7
Resultados obtenidos
Ninguna investigación humana puede ser llamada
ciencia real si no puede demostrarse matemáticamente.
Leonardo da Vinci
Este capítulo muestra los resultados de los diferentes modelos y algoritmos presentados para la detección
3D con LiDAR sobre: datasets, el simulador CARLA y el vehículo T4AC.
Las métricas de tiempo de todos los modelos han sido realizadas sobre un ordenador con un procesador
AMD Ryzen 3700X y una tarjeta gráfica NVIDIA RTX 2060 Super.
Para la visualización de los resultados sobre CARLA y sobre el vehículo T4AC en el campus de la
Universidad de Alcalá, se presenta un vídeo en https://youtu.be/9vLnA27dmns con en el desarrollo
realizado sobre la arquitectura del proyecto Techs4AgeCar.
7.1 Análisis sobre datasets
Los modelos explicados en el capítulo 4.2 se evalúan en este apartado, cada uno en el dataset donde han
sido entrenados: SECOND, PointPillars, PointRCNN y PV-RCNN en KITTI, y CBGS en nuScenes, para
mostrar de esta manera la precisión de dichos modelos.
Para la evaluación de ambos modelos se han descargado las versiones completas de KITTI y nuScenes
junto con los modelos y sus pesos, analizando en cada uno las métricas utilizadas en su respectivo dataset.
7.1.1 Análisis cuantitativo en Kitti
La evaluación sobre el dataset KITTI consta de los modelos: SECOND, PointPillars, PointRCNNy PV-
RCNN. Dichos modelos se evalúan en los benchmark de detección, orientación, detección 3D y BEV,
tanto como análisis general del modelo como análisis por clase en cada uno de los modelos.
KITTI requiere de un IoU mínimo del 70% para dar por correcta una detección con la clase coche,
mientras que para los ciclistas y peatones solo se requiere de un IoU del 50%. Es necesario tener en cuenta
que en este dataset se utilizan 3 dificultades diferentes, donde en la evaluación fácil se utilizan los objetos
con un máximo de 15% de oclusión, en la evaluación moderada un máximo del 30% y en la evaluación
difícil un máximo del 50%.
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El cálculo del AP para los benchmark de detección 2D, vista de pájaro y detección 3D, se realiza a
partir del área bajo la curva de precision-recall, construida con 40 límites para su mayor precisión en la
evaluación.
AOS = 140
∑
r∈0,025,...,1
máx
r̄:r̄≥r
s(r̄)
recall: r = TP
TP + FN
s(r) = 1
|D(r)|
∑
i∈D(r)
1 + cos ∆(i)θ
2 δi
Mientras que para la estimación de la orientación se utiliza la métrica Average Orientation Similarity
(AOS) con un valor que oscila entre 0 y 1, siendo 1 la orientación perfecta.
Benchmark Fácil Moderado Difícil
Coche
Detección 95.61% 75.39% 77.47%
Vista de pájaro 84.62% 65.57% 63.14%
Detección 3D 74.15% 54.27% 50.98%
Orientación 95.58% 75.31% 77.31%
Peatón
Detección 68.12% 63.66% 60.34%
Vista de pájaro 10.14% 9.62% 8.55%
Detección 3D 5.57% 5.09% 4.49%
Orientación 63.55% 58.45% 55.06%
Ciclista
Detección 91.14% 64.77% 61.99%
Vista de pájaro 67.30% 43.51% 41.26%
Detección 3D 54.98% 34.98% 33.29%
Orientación 90.99% 64.59% 61.77%
Tabla 7.1: Análisis por clase de SECOND en KITTI.
Benchmark Fácil Moderado Difícil
Coche
Detección 95.54% 74.76% 75.24%
Vista de pájaro 87.12% 67.08% 64.68%
Detección 3D 78.07% 57.58% 52.85%
Orientación 95.52% 74.67% 75.06%
Peatón
Detección 66.39% 61.58% 58.21%
Vista de pájaro 24.56% 23.77% 21.33%
Detección 3D 15.86% 15.03% 13.47%
Orientación 45.76% 42.35% 39.46%
Ciclista
Detección 88.41% 60.70% 57.32%
Vista de pájaro 76.76% 48.92% 46.30%
Detección 3D 68.06% 43.23% 40.46%
Orientación 87.81% 59.64% 56.26%
Tabla 7.2: Análisis por clase de PointPillars en KITTI.
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Benchmark Fácil Moderado Difícil
Coche
Detección 96.51% 78.63% 78.68%
Vista de pájaro 93.26% 75.47% 75.46%
Detección 3D 91.71% 69.82% 69.54%
Orientación 96.49% 78.59% 78.60%
Peatón
Detección 74.73% 66.59% 61.16%
Vista de pájaro 64.49% 58.17% 51.48%
Detección 3D 60.53% 54.28% 47.50%
Orientación 71.76% 63.17% 57.71%
Ciclista
Detección 96.91% 66.66% 63.89%
Vista de pájaro 92.35% 62.41% 59.39%
Detección 3D 88.98% 61.01% 56.88%
Orientación 96.82% 66.23% 63.45%
Tabla 7.3: Análisis por clase de PointRCNN en KITTI.
Benchmark Fácil Moderado Difícil
Coche
Detección 97.21% 77.30% 77.69%
Vista de pájaro 92.48% 73.67% 74.08%
Detección 3D 89.46% 69.74% 70.02%
Orientación 97.17% 77.19% 77.49%
Peatón
Detección 46.47% 46.87% 47.41%
Vista de pájaro 32.67% 32.47% 31.59%
Detección 3D 29.42% 29.07% 27.87%
Orientación 41.55% 41.21% 41.47%
Ciclista
Detección 89.72% 64.60% 62.31%
Vista de pájaro 85.62% 56.86% 53.10%
Detección 3D 80.93% 53.25% 49.52%
Orientación 88.62% 63.66% 61.40%
Tabla 7.4: Análisis por clase de PV-RCNN en KITTI.
Las clases de peatón y ciclista, como se puede ver principalmente en los modelos SECOND y Point-
Pillars, al ser valuados sobre KITTI obtienen una precisión muy baja, esto es debido a que dichas clases
son detectadas con muy pocos puntos de la nube de puntos correspondiente, por lo que no es muy preciso
en dichas clases. Para evaluar de forma más significativa y comparar los diferentes modelos se evalúan las
tareas de detección 3D y BEV con un IoU de 0.7 y 0.5 en coches, y para el caso de peatones y ciclistas
de 0.5 y 0.25.
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Modelo Benchmark Min. IoU Fácil Moderado Difícil Velocidad
SECOND
Detección 0.7 - 0.5 84.96% 67.94% 66.6%
18.59 Hz
Vista de pájaro
0.7 - 0.5 54.02% 39.57% 37.65%
0.5 - 0.25 86.40% 70.29% 68.72%
Detección 3D
0.7 - 0.5 44.90% 31.45% 29.59%
0.5 - 0.25 86.11% 69.75% 67.81%
Orientación 0.7 - 0.5 83.37% 66.12% 64.71%
PointPillars
Detección 0.7 - 0.5 83.45% 65.68% 63.59%
37.29 Hz
Vista de pájaro
0.7 - 0.5 62.81% 46.59% 44.10%
0.5 - 0.25 85.83% 67.86% 66.45%
Detección 3D
0.7 - 0.5 54.00% 38.61% 35.59%
0.5 - 0.25 85.85% 67.66% 65.47%
Orientación 0.7 - 0.5 76.36% 58.89% 56.92%
PointRCNN
Detección 0.7 - 0.5 89.38% 70.63% 67.91%
8.62 Hz
Vista de pájaro
0.7 - 0.5 83.37% 65.02% 62.11%
0.5 - 0.25 91.32% 72.79% 70.10%
Detección 3D
0.7 - 0.5 80.41% 61.70% 57.97%
0.5 - 0.25 91.27% 72.73% 70.01%
Orientación 0.7 - 0.5 88.36% 69.33% 66.59%
PV-RCNN
Detección 0.7 - 0.5 77.8% 62.92% 62.47%
5.39 Hz
Vista de pájaro
0.7 - 0.5 86.10% 54.33% 52.92%
0.5 - 0.25 78.23% 63.24% 63.61%
Detección 3D
0.7 - 0.5 66.60% 50.69% 49.14%
0.5 - 0.25 78.06% 62.87% 63.16%
Orientación 0.7 - 0.5 75.78% 60.69% 60.12%
Tabla 7.5: Comparativa de los modelos entrenados sobre KITTI.
Tras la obtención de la comparativa cuantitativa de los modelos en la tabla 7.5 se observa como la
mejor precisión se obtiene utilizando el modelo PointRCNN y la mayor velocidad de inferencia con el
modelo PointPillars.
7.1.2 Análisis cuantitativo en nuScenes
La evaluación sobre el dataset nuScenes consta únicamente del modelo CBGS, pero este modelo se utiliza
con dos backbone diferentes: uno basado en SECOND y otro en PointPillars.
Los modelos entrenados sobre nuScenes se evalúan únicamente sobre el benchmark de detección 3D,
dicha evaluación consta no solo del AP, como realiza KITTI, sino que también utiliza las siguientes
métricas:
• Average Translation Error (ATE): Distancia euclídea en BEV medido en metros
• Average Scale Error (ASE): Calculado como 1 - IoU tras alinear el centro y la orientación
• Average Orientation Error (AOE): Ángulo más pequeño entre la predicción y el groundtruth
medido en radianes
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• Average Velocity Error: Error de la velocidad absoluta en m/s
• Average Attribute Error (AAE): Calculado como 1 - acc, donde acc es la precisión de la
clasificación de atributos
Para la evaluación general del modelo se define el parámetro nuScenes Deteccion Score (NDS) que
indica la precisión respecto de todas las métricas calculadas del modelo.
NDS = 12 −
mATE +mASE +mAOE +mATE +mAAE
10 +
mAP
2
Con este método de evaluación general se otorga 5 veces la importancia del resto de métricas al AP,
al considerarse en nuScenes que es la métrica más importante.
Tipo de objeto AP ATE ASE AOE AVE AAE
Coche 0.82 0.18 0.15 0.9 0.26 0.20
Camión 0.52 0.34 0.19 0.06 0.21 0.24
Bus 0.67 0.35 0.18 0.04 0.38 0.26
Tráiler 0.37 0.52 0.21 0.28 0.18 0.18
Vehículo de construcción 0.15 0.75 0.45 0.78 0.12 0.34
Peatón 0.78 0.16 0.28 0.39 0.24 0.09
Motocicleta 0.43 0.22 0.23 0.33 0.48 0.29
Bicicleta 0.17 0.18 0.26 0.33 0.23 0.02
Cono de tráfico 0.58 0.17 0.33 nan nan nan
Barrera 0.59 0.26 0.28 0.06 nan nan
Tabla 7.6: Análisis por clase de CBGS SECOND Multihead en nuScenes.
Tipo de objeto AP ATE ASE AOE AVE AAE
Coche 0.81 0.19 0.15 0.12 0.28 0.21
Camión 0.50 0.35 0.19 0.09 0.22 0.24
Bus 0.64 0.37 0.18 0.05 0.44 0.29
Tráiler 0.35 0.61 0.21 0.39 0.18 0.16
Vehículo de construcción 0.12 0.76 0.45 0.77 0.12 0.33
Peatón 0.72 0.17 0.28 0.39 0.25 0.09
Motocicleta 0.29 0.23 0.25 0.45 0.58 0.27
Bicicleta 0.06 0.19 0.27 0.50 0.25 0.04
Cono de tráfico 0.47 0.18 0.33 nan nan nan
Barrera 0.50 0.34 0.29 0.07 nan nan
Tabla 7.7: Análisis por clase de CBGS PointPillars Multihead en nuScenes.
Al utilizar el modelo CBGS para la mejora del sistema de detección en el vehículo T4AC que utiliza
el modelo PointPillars, se muestran los resultados del modelo PointPillars proporcionado por nuScenes
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como baseline para su benchmark de detección. Estos resultados son recogidos del propio ranking de
detección al ser una versión modificada para su uso en nuScenes, que usa 10 barridos del LiDAR para
la inferencia de las velocidades, se ajusta a las características de intensidad del LiDAR y realiza una
detección en los 360o.
Tipo de objeto AP ATE ASE AOE AVE AAE
Coche 0.68 0.28 0.16 0.20 0.24 0.36
Camión 0.23 0.50 0.23 0.18 0.26 0.41
Bus 0.28 0.56 0.20 0.25 0.42 0.34
Tráiler 0.23 0.89 0.20 0.83 0.20 0.21
Vehículo de construcción 0.04 0.89 0.49 1.26 0.11 0.15
Peatón 0.60 0.28 0.31 0.37 0.25 0.16
Motocicleta 0.27 0.36 0.29 0.79 0.63 0.64
Bicicleta 0.01 0.31 0.32 0.54 0.43 0.68
Cono de tráfico 0.31 0.40 0.39 nan nan nan
Barrera 0.39 0.71 0.30 0.08 nan nan
Tabla 7.8: Análisis por clase de PointPillars en nuScenes.
Modelo Métrica Resultado Velocidad
SECOND Multihead (CBGS)
mAP 0.5066
9.18 Hz
mATE 0.3126
mASE 0.2552
mAOE 0.2625
mAVE 0.2616
mAAE 0.2031
NDS 0.6238
PointPillars Multihead (CBGS)
mAP 0.4474
12.84 Hz
mATE 0.3379
mASE 0.2598
mAOE 0.3156
mAVE 0.2886
mAAE 0.2025
NDS 0.5832
PointPillars
mAP 0.3050
37.29 Hz
mATE 0.5169
mASE 0.2900
mAOE 0.4950
mAVE 0.3163
mAAE 0.3675
NDS 0.4539
Tabla 7.9: Comparativa de los modelos entrenados sobre nuScenes.
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El modelo PointPillars es claramente superado en nuScenes por los modelos basados en CBGS, por
lo que se ve la mejora en precisión que el nuevo sistema de percepción va a recibir.
7.1.3 Análisis adicionales
Tras el estudio de la precisión y el rendimiento de los modelos, se deciden realizar diferentes estudios
de los modelos sobre ambos datasets para: evaluar todos los modelos sobre el mismo dataset, tratar de
reducir el tiempo de cómputo y aumentar la precisión del modelo CBGS.
7.1.3.1 Transferencia de modelos basados en Kitti a nuScenes
La evaluación realizada en KITTI para la detección 3D se aplica únicamente en la parte frontal del
vehículo para que las cámaras sean capaces de detectar todos los objetos, por ello los modelos entrenados
sobre este dataset han sido entrenados para que su detección se ajuste únicamente a la parte frontal.
Figura 7.1: Modelo PointPillars sobre KITTI.
Con los modelos basados en Deep Learning se ha modificado el entrada de la red para que permita una
detección en 360o sin necesidad de un reentrenamiento, todo ello con una buena precisión. El problema
es que para el uso de estos modelos en 360o de la mejor forma, sería necesaria la información de todo el
entorno del vehículo para el entrenamiento de los modelos, cosa que no se puede hacer con KITTI.
Figura 7.2: Modelo PointPillars sobre KITTI con detección 360o.
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La evaluación de todos los modelos sobre el mismo dataset sería lo más conveniente, pero al necesitar
un modelo 360o para la implementación en el vehículo T4AC, se necesitaría trabajar sobre nuScenes.
Para ello se modifican los datos de entrada junto con el pipeline del modelo para poder correr y entrenar
los modelos de KITTI sobre nuScenes.
Figura 7.3: Modelo PointPillars sobre nuScenes con detección 360o.
El problema del entrenamiento sobre nuScenes es la cantidad de clases que tiene y que el modelo debe
de ser capaz de detectar. El modelo sin reentrenar no funciona de forma correcta ya que no tiene los
mismos niveles de intensidad del LiDAR además de que nuScenes utiliza un LiDAR de 32 haces en vez
de 64 como se tiene en KITTI.
Tras el reentrenamiento probando con múltiples configuraciones de parámetros y de capas congeladas,
se llega al resultado de que solo se produce un aprendizaje para la clase coche, ya que esta es la más
abundante en el dataset, mientras que el resto no terminan de funcionar o funcionan de forma peor, como
sería el caso de los peatones que no son detectados al tener la mitad de puntos que el dataset sobre el que
fue entrenado, además de ser confundidos con conos de tráfico. Por lo que tanto se concluye que debido
a las pobres detecciones obtenidas y el uso de un único barrido del LiDAR, lo que se traduce en una
incapacidad para la inferencia de las velocidades de los objetos, los modelos propuestos sobre KITTI en
nuScenes no se entrenan convenientemente.
7.1.3.2 Número de nubes de puntos de entrada en modelos evaluados sobre nuScenes
En el dataset nuScenes se recomienda el uso de múltiples barridos del LiDAR, para de esta manera
obtener una mayor nube de puntos aprovechando su tasa de 20 Hz y para poder detectar las velocidades
de los objetos del entorno, en concreto se recomienda un uso de 10 barridos.
Basados en el principio de que a partir de cada uno de los vóxeles se extraen las características, se
decide estudiar la ganancia en rendimiento de los modelos CBGS al utilizar menos barridos, lo cual a su
vez disminuirá la precisión del modelo.
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Figura 7.4: Análisis del rendimiento de los modelos basados en CBGS según el número de barridos.
La figura 7.4 muestra el rendimiento sobre todo el dataset de nuScenes, mostrando la mediana, cuartiles
y deciles de la velocidad de inferencia de los modelos. Se puede ver de esta manera que a partir del uso
único de 3 barridos se consigue una mejora en el rendimiento, mientras que con el aumento hasta 10,
la velocidad de inferencia no se mejora. Por otra parte, revisando los deciles del rendimiento se observa
que únicamente PointPillars Multihead consigue un rendimiento siempre superior a los 10 Hz, requisito
indispensable para la implementación el proyecto Techs4AgeCar.
Barridos mATE mASE mAOE mAVE mAAE mAP NDS
1 0.35 0.27 0.63 1.74 0.33 0.31 0.39
2 0.36 0.26 0.42 0.89 0.23 0.36 0.47
3 0.35 0.26 0.37 0.61 0.21 0.39 0.52
4 0.35 0.26 0.34 0.47 0.21 0.41 0.54
5 0.34 0.26 0.34 0.39 0.20 0.42 0.56
6 0.34 0.26 0.33 0.36 0.20 0.43 0.57
7 0.34 0.26 0.33 0.33 0.20 0.44 0.57
8 0.34 0.26 0.33 0.31 0.20 0.44 0.58
9 0.34 0.26 0.32 0.30 0.20 0.45 0.58
10 0.34 0.26 0.32 0.29 0.20 0.45 0.58
Tabla 7.10: Análisis de la precisión de PointPillars Multihead según el número de barridos.
Barridos mATE mASE mAOE mAVE mAAE mAP NDS
1 0.35 0.27 0.63 1.74 0.33 0.31 0.39
2 0.36 0.26 0.42 0.89 0.23 0.36 0.47
3 0.35 0.26 0.37 0.61 0.21 0.39 0.52
4 0.35 0.26 0.34 0.47 0.21 0.41 0.54
5 0.34 0.26 0.34 0.39 0.20 0.42 0.56
6 0.34 0.26 0.33 0.36 0.20 0.43 0.57
Continua en la próxima página
74 Capítulo 7. Resultados obtenidos
Tabla 7.11 – Continua en la página anterior
Barridos mATE mASE mAOE mAVE mAAE mAP NDS
7 0.34 0.26 0.33 0.33 0.20 0.44 0.57
8 0.34 0.26 0.33 0.31 0.20 0.44 0.58
9 0.34 0.26 0.32 0.30 0.20 0.45 0.58
10 0.34 0.26 0.32 0.29 0.20 0.45 0.58
Tabla 7.11: Análisis de la precisión de PointPillars Multihead según el número de barridos.
El uso de 2 barridos con SECOND Multihead no supera en precisión a PointPillars Multihead con los
10 barridos por lo que este modelo sería descartado. Por otra parte, en el caso de PointPillars Multihead
sería recomendable el uso de 8 barridos en vez de 10 ya que la precisión no se ve apenas reducida, mientras
que el rendimiento consigue una mejora de poco más del 4%, que aunque sea poco puede definir en un
caso extremo si una nube de puntos es analizada o no por la velocidad de inferencia del modelo.
7.1.3.3 Tamaño del vóxel en modelos basados en redes neuronales
Basándose en múltiples papers que utilizan la reducción del tamaño del vóxel para el aumento de la
precisión a costa del rendimiento, como ocurre con el modelo PointPillars+ [60] junto con otras técnicas,
se decide entrenar el modelo PointPillars Multihead ya que es el utilizando actualmente en el proyecto
Techs4AgeCar y permite usar un tamaño de vóxel menor. De esta forma se espera que mejore la precisión
del modelo, a la vez que se reduce la distancia de detección, la cual puede empeorar ya que se trabaja
con un LiDAR en el vehículo T4AC de 16 haces.
Modelo Tamaño de vóxel Tamaño de la nube de puntos NDS
Modelo base [0.2, 0.2, 8.0] [102.4, 102.4, 8.0] 0.5832
Modelo base [0.2, 0.1, 8.0] [102.4, 51.2, 8.0] 0.2391
Modelo base + 5 epochs [0.2, 0.1, 8.0] [102.4, 51.2, 8.0] 0.3550
Tabla 7.12: Análisis de la precisión de PointPillars Multihead según el tamaño del voxel.
Al utilizar el modelo base de PointPillars Multihead reduciendo el tamaño de vóxel para que se centre
el análisis de la escena principalmente en la parte frontal y trasera del vehículo, se obtiene una precisión
mucho menor, la cual no es utilizable de la misma manera que disminuyendo el número de barridos. Se ha
reentrenado la red con 5 iteraciones para mejorar la precisión, tras esto se observa una mejora sustancial
en la precisión de las detecciones del modelo. Como se ha visto, el problema puede encontrarse en el
ajuste de los tamaños de los objetos a detectar en función del tamaño de los vóxeles del modelo base. La
solución sería el entrenamiento de la red de nuevo para solucionar este problema, pero para cada iteración
en el entrenamiento de esta red en nuScenes han sido necesarias entre 10 y 12 horas, por lo que resulta
inviable con el hardware que se dispone.
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7.2 Análisis sobre el simulador CARLA
El análisis de los modelos en los datasets sobre los que han sido entrenados solo muestra la precisión
dentro de estos. Con datos provenientes de otras fuentes como sería el simulador CARLA, se analiza
cómo de buenos son estos modelos en otros entornos para su posterior implementación en el vehículo
T4AC el cual incorpora un LiDAR diferente al utilizado en los datasets. En los resultados obtenidos se
ha simulado un vehículo con un LiDAR de 32 haces con una velocidad de barrido de 20 Hz.
Parámetro Valor
Posición [0, 0, 1.95] m
Distancia 50 m
Haces 32
Puntos por segundo 320000
Campo de visión 2o/-26.8o
Tabla 7.13: Parámetros del LiDAR en CARLA.
7.2.1 Análisis cualitativo del modelo clásico en CARLA
El estudio realizado en el capítulo 3 desemboca en la implementación en un sistema basado en técnicas
clásicas que fue presentado en el capítulo 5.2.2. Dicho sistema ha sido construido como un nodo de ROS
en C++ que tiene de entrada la nube de puntos del simulador y publica las detecciones. Este sistema ha
sido probado en múltiples escenarios para su análisis cualitativo.
Figura 7.5: Modelo clásico en CARLA.
La velocidad de inferencia de este sistema es de 13.14 milisegundos de media, teniendo como funcio-
nes más demandantes: la aplicación del algoritmo RANSAC 3D con 9.57 milisegundos y la función de
clustering basada en KD-tree con 2.14 milisegundos, esto resulta en un sistema con una capacidad de
inferencia de 76 Hz.
El funcionamiento de este algoritmo como se ve en la figura 7.5 es bastante bueno, con pocos falsos
positivos. El mayor problema que tiene dicho algoritmo es la incapacidad de detectar otro tipo de objeto
que no sean coches, ya que, si tienen que ser detectados los peatones, aparecerían problemas de muchos
falsos positivos con farolas, semáforos, etc. La diferenciación de cada objeto en función de su clase no es
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posible en este método ya que, aunque se analizase el tamaño de los objetos se encontrarían muchos fallos
en función del número de puntos incidentes sobre cada objeto, ya que farolas, arbustos, conos, semáforos
y peatones serían incluidos en el mismo grupo.
7.2.2 Análisis cualitativo de Pointpillars Multihead en CARLA
El modelo finalmente implementado en el proyecto ha sido PointPillars Multihead, este modelo es probado
en simulación antes de su prueba en el vehículo T4AC. Uno de los problemas principales que se encuentran
con el uso en simulación es la intensidad simulada del LiDAR, como se explica en el capítulo 5.2.1, esto
provoca que se use una intensidad fija de 0 en todos los puntos.
Figura 7.6: PointPillars Multihead en CARLA.
Las pruebas se han desarrollado sobre un mapa creado dentro del grupo RobeSafe que simula la
Universidad de Alcalá, en el que se ha colaborado, y en un mapa proporcionado por CARLA. Este
modelo ya no solo ajusta mejor las bounding boxes de los coches, sino que detecta a los peatones del
escenario respecto del modelo clásico.
Aun obteniendo estos resultados tan buenos hay que tener en cuenta que la intensidad no se utiliza,
por lo que la asociación de objetos entre barridos es más difícil. Durante la implementación de dicho
modelo se ha detectado un fallo en CARLA en el que el frame del LiDAR se encuentra vibrando, lo cual
es el culpable de la mala inferencia de velocidad obtenida, por lo que ha sido reportado dicho error. Se
observa además que, debido a este problema del simulador, se obtiene una precisión mucho mejor con el
vehículo parado o a velocidades bajas.
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7.2.2.1 Comparativa con PointPillars en CARLA
Para ver la mejora en precisión de la implementación del modelo PointPillars Multihead sobre la arqui-
tectura del proyecto Techs4AgeCar respecto de la anterior implementación de PointPillars se realiza el
siguiente análisis cualitativo sobre CARLA, en el que se muestran las mismas escenas que las vistas en
la figura 7.6
Figura 7.7: PointPillars en CARLA.
La implementación actual no solo mejora como se ve claramente en la precisión de las detecciones de
los coches al producir menos falsos positivos, sino que ahora también se detectar peatones, cosa que en
la anterior implementación esto no era posible.
7.2.3 Análisis cuantitativo de Pointpillars Multihead en CARLA
Haciendo uso del AD DevKit desarrollado en este TFG, se evalúa el modelo PointPillars Multihead. Este
kit de evaluación es capaz de evaluar las clases definidas en ROS por CARLA, como son: peatón, bicicleta,
coche, camión, barrera, señal u otro vehículo, dichas clases no coinciden directamente con las detectadas
por el modelo por lo que se pueden reducir las clases detectadas. El mayor problema surge cuando se ve
que CARLA identifica todos los vehículos que no son peatones como coches y además se ha observado
que al grabar un rosbag con toda la información del entorno sobre la que evaluar, ROS no es capaz de
guardar toda esta información en tiempo real, lo cual produce que las marcas de tiempo se encuentren
parcialmente desplazadas. Esto impide la asociación con los peatones al tener un IoU muy pequeño o
nulo por la diferencia entre los tiempos de la información de los sensores y de los objetos del entorno.
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El AD DevKit para la generación de los datos de evaluación utiliza un rosbag que contiene la infor-
mación de los sensores y del entorno necesaria, con esto se obtiene el groundtruth con el que se evalúa
el modelo. Para ello se han utilizado dos rosbag creados en el grupo RobeSafe que son usados para la
evaluación cualitativa y ambos rosbag son de 30 segundos aproximadamente. Al utilizar grabaciones de
tan corta duración se obtiene métricas diferentes pero que no se ven afectados apenas del problema de
ROS con los retrasos en las marcas de tiempo.
Figura 7.8: Curvas de precision-recall para la clase coche de PointPillars Multihead en CARLA.
AP mIoU mAVE
0.34 0.49 1.49
AP mIoU mAVE
0.37 0.48 0.79
Tabla 7.14: Métricas para la clase coche de PointPillars Multihead en CARLA.
Con estas métricas se obtiene una precisión aproximada de la clase coche, la cual es el principal objeto
a detectar que se va a utilizar en el sistema que usa el modelo PointPillars Multihead. Este es por tanto
el rendimiento actual del AD DevKit para la evaluación de objetos 3D debido a las limitaciones con ROS
y CARLA.
7.3 Análisis sobre el vehículo T4AC
Tras una evaluación en CARLA de la implementación realizada, se evalúa en el vehículo T4AC la pre-
cisión del modelo implementado para realizar la detección 3D con LiDAR. Teniendo en cuenta que el
modelo se ejecuta en el portátil de abordo del vehículo, se espera un rendimiento muy similar al obtenido
previamente.
El análisis por tanto se produce en el campus de la Universidad de Alcalá donde diversos coches
aparecen en ambos sentidos, se producen adelantamientos y aparecen gran cantidad de árboles lo cual
puede producir múltiples falsos positivos.
7.3.1 Análisis cualitativo de Pointpillars Multihead sobre el vehículo T4AC
Al no poder evaluar de forma cuantitativa la precisión, se analizan de forma cualitativa los resultados
obtenidos de la prueba con la nueva implementación en el vehículo T4AC.
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Figura 7.9: PointPillars Multihead en el vehículo T4AC.
Tras el ajuste para la detección de únicamente ciertas clases, se puede observar una precisión muy
buena donde todos los coches cercanos al propio vehículo son detectados, incluso en situaciones donde hay
coches con muy pocos puntos al ser ocluidos por múltiples árboles, el sistema es capaz de detectarlos. Aun
trabajando en un sistema real donde hay muchos puntos de colisión con árboles, con los ajustes realizados
no se obtienen apenas falsos positivos lo cual es un gran beneficio para su uso en otras capas del proyecto
Techs4AgeCar, aunque la detección de objetos pequeños como conos o peatones sigue produciendo falsos
positivos debido a que se tiene la mitad de puntos en la nube respecto de las nubes de puntos utilizadas
en el entrenamiento del modelo.
7.3.1.1 Comparativa con PointPillars sobre el vehículo T4AC
El mismo recorrido con el sistema que integra el modelo PointPillars Multihead ha sido integrado en el
anterior sistema del proyecto que incorpora el modelo Pointpillars, de esta manera se pueden observar las
mejoras que el nuevo sistema implementado en este TFG ha aportado al proyecto del grupo RobeSafe.
Para ello se muestran en la figura 7.10 los mismos instantes de tiempo que en la figura 7.9 para de esta
manera resaltar la mejora en la precisión del nuevo sistema de detección.
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Figura 7.10: PointPillars en el vehículo T4AC.
La ventaja que se tenía antes con este modelo es la ejecución sobre la NVIDIA Jetson AGX Xavier
incorporada en el vehículo T4AC, lo cual aligeraba la carga de trabajo del portátil que se lleva a bordo.
Pero de la misma manera que se veía en el simulador CARLA, con el sistema previo al implementado en
este Trabajo Fin de Grado se obtenían multitud de falsos positivos, además de que no es capaz de detectar
tantos vehículos en situaciones complejas como aquellos ocluidos parcialmente por árboles. Por lo que el
trabajo de detección 3D con LiDAR de este TFG ha servido para mejorar el sistema de percepción del
vehículo como ha quedado validado en múltiples escenarios.
7.3.2 Análisis cualitativo del sistema de fusión sensorial sobre el vehículo
T4AC
Los sistemas de detección basados en LiDAR tienen el inconveniente de la cantidad de falsos positivos que
producen al no tener la información suficiente para hallar los objetos del entorno de una forma sencilla,
mientras que gracias a este sensor se consigue un ajuste muy bueno de las bounding boxes entorno a los
objetos. Por otra parte, los sistemas de detección basados en cámara monocular ofrecen un muy buen
reconocimiento de los objetos en un entorno 2D, mientras que no son capaces de obtener detecciones 3D
muy precisas.
Basado en estas características, se consiguen utilizar las detecciones 3D aproximadas provenientes del
sistema basado en cámara, mientras que se aprovecha del sistema basado en LiDAR para su ajuste.
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Figura 7.11: Fusión sensorial en el vehículo T4AC.
En la figura 7.11 se muestran las detecciones producidas por el sistema de fusión sensorial, donde
en las imágenes de la izquierda se muestran las detecciones de los sistemas de cámara y LiDAR, siendo
las detecciones rojas aquellas producidas por la cámara y las detecciones azules las generadas por el
sistema basado en LiDAR. Por otra parte, a la derecha se muestra el resultado de la fusión sensorial
como detecciones de color negro.
Se puede observar como las detecciones de la cámara solo se encuentran en la parte frontal y las
producidas por el LiDAR alrededor del vehículo, esto consigue un sistema donde se mejoran las detecciones
frontales, ya que es necesario una detección en ambos sistemas sobre un objeto para darse como correcta
dicha detección.
En cuanto a la velocidad de inferencia para el modelo CBGS, ésta es de 8.68 Hz en el portátil de
abordo del vehículo T4AC, que consta de una tarjeta gráfica GTX 1070 Mobile. Dicho sistema sustituye
al basado en PointPillars ejecutado sobre una NVIDIA Jetson AGX Xavier, que obtiene una velocidad
de 7.3 Hz.

Capítulo 8
Conclusiones y trabajos futuros
La verdadera felicidad radica en la finalización del
trabajo utilizando tu propio cerebro y habilidades.
Soichiro Honda
Como finalización del Trabajo Fin de Grado se va a recapitular el trabajo realizado para ofrecer así unas
conclusiones y mostrar el trabajo futuro que se va a realizar como continuación al estudio, implementación
y desarrollo de todo lo descrito en este TFG.
8.1 Conclusiones
El objetivo principal de este Trabajo Fin de Grado ha sido el estudio de técnicas clásicas y basadas en
Deep Learning de detección con LiDAR. Tras esto se implementa el mejor sistema encontrado, el modelo
CBGS, para que en el proyecto Techs4AgeCar del grupo RobeSafe se mejore el sistema de detección con
LiDAR para el vehículo real T4AC.
Antes de abordar el estudio y el desarrollo de las técnicas, ha sido necesario aprender a utilizar
herramientas como ROS, Docker y CARLA que son utilizadas en el proyecto, para así poder comprender
el funcionamiento del sistema de conducción completo actual y ayudar a mejorarlo.
Se han estudiado múltiples técnicas como la voxelización, RANSAC 3D o KD-tree para la aplicación
en modelos clásicos. Con todo esto se ha construido un modelo de detección 3D basado en LiDAR a partir
de únicamente técnicas clásicas, programado en C++ como un nodo de ROS para así poder utilizar dicho
modelo en CARLA.
Tras esto se han analizado diferentes datasets como Kitti, nuScenes y Waymo, además de los modelos
SOTA que más adelante han sido evaluados. Con dicho estudio se ha implementado en el proyecto
Techs4AgeCar un sistema de detección 3D con LiDAR basado en el modelo CBGS con un backbone
cambiado al de PointPillars.
Con esto se habría terminado la base del TFG, tal y como se definió en el anteproyecto, pero no se
ha dejado aquí, en conjunto con Carlos Gómez Huélamo y Miguel Antunes García se ha diseñado un
sistema de fusión sensorial que mejora las detecciones 3D haciendo uso de las detecciones provenientes
de la cámara y el LiDAR. Y eso no ha sido todo, ya que al finalizar esta fase se ha desarrollado una
versión preliminar de lo que será la capa de percepción del AD DevKit para permitir la evaluación de
arquitecturas de navegación en CARLA de una forma holística.
84 Capítulo 8. Conclusiones y trabajos futuros
Este trabajo ha conseguido alcanzar todos los objetivos propuestos en términos teóricos y prácticos,
y se ha llevado más lejos realizando un sistema de fusión sensorial y construyendo un kit de evaluación
sobre CARLA, para de esta manera obtener todo el conocimiento posible a través de la elaboración de
este Trabajo Fin de Grado, pensando en todo momento en aportar un valor con el trabajo realizado al
grupo de investigación RobeSafe.
8.2 Trabajos futuros
Con el conocimiento obtenido tras este TFG junto con el estudio en los años previos en temas de inteli-
gencia artificial y de fusión sensorial, se pretende continuar trabajando con sistemas de percepción, pero
no solo limitados al LiDAR, sino que se pretende realizar un estudio e implementación de métodos de
fusión sensorial entre cámara y LiDAR, fijándose principalmente en aquellos métodos de middle-fusion.
De forma paralela a este trabajo se continuará trabajando con el AD DevKit para solucionar los
problemas actuales con ROS y CARLA, además de la inclusión de nuevas métricas y la evaluación
completa de forma online, todo ello para continuar contribuyendo a este proyecto.
Pero sobre todo se espera seguir formándose entorno a tecnologías LiDAR para llegar a ser una persona
a la que consultar dudas en lo que respecta a este sensor en el grupo RobeSafe, para que de esta manera
pueda aplicar todo el conocimiento obtenido y poder aportar ideas de uso y mejorar los sistemas basados
en este tipo de tecnologías.
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Apéndice A
Manual de usuario
Se presenta el manual de usuario de las implementaciones realizadas en este Trabajo Fin de Grado para
su posterior replicación, fijando el uso principal sobre el proyecto Techs4AgeCar en el contenedor Docker
que contiene toda al arquitectura del vehículo.
A.1 Sistema de detecciones basado en técnicas clásicas
El sistema de detección mediante el uso de técnicas clásicas presentado en el capítulo 5.2.2 se crea para
su uso dentro del contenedor Docker del proyecto. Por ello se crea como un nodo para ROS vía rosbuild
que utiliza las nubes de puntos proveídas por CARLA.
cd ~/t4ac_ws/ s r c / t4ac_arch i t e c tu re / t4ac_percept ion_layer / de t e c t i on / l i d a r /
g i t c l one https : // github . com/ Javier−DlaP/3D_lidar_based_cluster ing . g i t
cd 3D_lidar_based_cluster ing /
cmake .
make
rosrun 3D_lidar_based_cluster ing sub s c r i b e r
Al ejecutar dichos comandos dentro del contenedor Docker, este sistema publica bounding boxes 3D
que pueden ser visualizadas en rviz tal y como se ve en la figura 7.5.
A.2 Muestra de nubes de puntos en KITTI
Para el estudio del dataset KITTI y como se guarda el groundtruth junto con las nubes de puntos como
se ve en el capítulo 4.1.1.1 se crea un repositorio en el que se muestra en un entorno tridimensional los
objetos del entorno sobre las nubes de puntos diferenciando las diferentes clases por colores.
g i t c l one https : // github . com/ Javier−DlaP/Disp lay_kit t i_pc l_annotat ions . g i t
cd Disp lay_kit t i_pc l_annotat ions /
python d i sp lay_pc l . py −f 0
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Para su uso solo es necesario utilizar el flag ’frame’ para indicar la nube de puntos a mostrar. En
dicho repositorio se adjuntan 11 barridos para su estudio junto con su archivo tracklet_labels.xml.
A.3 Modelo de detecciones basado en Deep Learning
El sistema de detección 3D basado en el modelo CBGS (PointPillars Multihead) presentado en el capí-
tulo 5.2.3 para su uso en el vehículo T4AC, e implementado dentro del contendor Docker del proyecto
Techs4AgeCar, se crea como un nodo de ROS vía rospy que en el que se reutiliza y reestructura el
repositorio creado para la detección de objetos 3D utilizando OpenPCDet.
cd ~/t4ac_ws/ s r c / t4ac_arch i t e c tu re / t4ac_percept ion_layer / de t e c t i on / l i d a r /
g i t c l one https : // github . com/RobeSafe−UAH/t4ac_openpcdet_ros . g i t
ros launch t4ac_openpcdet_ros t4ac_openpcdet_ros . launch \
l idar_camera_fusion := fa l se multihead :=true
Tras la instalación dentro del contenedor del proyecto se puede ejecutar para inferir los objetos 3D
del entorno junto con sus velocidades asociadas.
A.4 Sistema de detecciones mediante fusión sensorial
El funcionamiento del sistema de fusión sensorial como se explica en el capítulo 5.3 usa los sistemas de
detección 3D basados en cámara y en LiDAR para construir un sistema de detección más robusto.
cd ~/t4ac_ws/ s r c / t4ac_arch i t e c tu re / t4ac_conf ig_layer /
g i t c l one https : // github . com/RobeSafe−UAH/ t4ac_ut i l s_ros . g i t
cd ~/t4ac_ws/ s r c / t4ac_arch i t e c tu re / t4ac_percept ion_layer / de t e c t i on / l i d a r /
g i t c l one https : // github . com/RobeSafe−UAH/t4ac_openpcdet_ros . g i t
cd . . / camera/
g i t c l one https : // github . com/RobeSafe−UAH/t4ac_yolov5_ros . g i t
g i t c l one https : // github . com/RobeSafe−UAH/t4ac_3d_estimation_ros . g i t
cd . . / s ensor_fus ion /
g i t c l one https : // github . com/RobeSafe−UAH/ t4ac_sensor_fus ion_ros . g i t
ros launch t4ac_ut i l s t4ac_conf ig . launch percept i on :=true multihead :=true \
l idar_camera_fusion :=true
El uso de este sistema requiere de uso de gran parte de la arquitectura del proyecto que es necesario
descargar para poder lanzar los diferentes nodos y obtener las detecciones provenientes de la fusión
sensorial.
A.5 Uso del AD Devkit para la evaluación de la capa de per-
cepción
El uso del AD DevKit para la evaluación de sistemas de percepción consta de múltiples pasos:
1. Obtención de un conjunto de datos
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(a) Correr el simulador CARLA
cd ~/ c a r l a /Dist /CARLA_Shipping_0 . 9 . 1 0 . 1 / LinuxNoEditor/
. / CarlaUE4 . sh
(b) Añadir vehículos y peatones con un comportamiento autónomo
cd ~/ c a r l a /PythonAPI/examples /
python spawn_npc . py
(c) Lanzar el CARLA-ROS bridge
Bridge
Tras esto se abre una ventana con un vehículo a controlar y se elige si se controla manualmente
o de forma automática.
(d) Grabación del rosbag
Se graban únicamente los topics utilizados para reducir el retraso en las marcas de tiempo por
parte de ROS.
rosbag record / c a r l a / ego_vehic l e /camera/ rgb/ f r on t / camera_info \
/ c a r l a / ego_vehic l e /camera/ rgb/ f r on t / image_color \
/ c a r l a / ego_vehic l e / l i d a r / l i d a r 1 /point_cloud \
/ c a r l a / ego_vehic l e /odometry \
/ c a r l a / ego_vehic l e / radar / f r on t / radar_points \
/ c a r l a / ob j e c t s \
/ t4ac / l o c a l i z a t i o n /pose \
/ t f
2. Generación del groundtruth
(a) Descarga del AD DevKit
cd ~/t4ac_ws/ s r c / t4ac_car la_s imulator /
g i t c l one https : // github . com/RobeSafe−UAH/ad_devkit . g i t
(b) Modificación del launcher
Dentro del repositorio descargado es necesario cambiar en el archivo launch/ad_devkit.launch
la ruta en la que se encuentra guardado el rosbag recién creado, esta ruta es cambiada en el
apartado Rosbag del launcher.
(c) Ejecución del generador de groundtruth de forma online
ros launch ad_devkit ad_devkit . launch
3. Evaluación del modelo
(a) Descarga del sistema de ejemplo a evaluar
cd ~/t4ac_ws/ s r c / t4ac_arch i t e c tu re / t4ac_percept ion_layer /
cd de t e c t i on / l i d a r /
g i t c l one https : // github . com/RobeSafe−UAH/t4ac_openpcdet_ros . g i t
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(b) Ejecución del modelo y creación del CSV con las detecciones
El sistema de percepción descargado es el desarrollado en este TFG en el cual se ha incluido la
opción de generación de un CSV con las detecciones obtenidas, reutilizando el código realizado
y pudiendo de esta manera automatizar más el proceso de evaluación dentro del proyecto.
cd ~/t4ac_ws/ s r c / t4ac_arch i t e c tu re / t4ac_percept ion_layer / de t e c t i on /
cd l i d a r / t4ac_openpcdet_ros / s r c /
python ad_devkit_CSV_creator . py
Dicho archivo ejecutado permite el uso en diferentes arquitecturas mediante el uso de diferentes
flags, pero por defecto no es necesario realizar ningún ajuste en el contenedor del proyecto.
(c) Evaluación offline del modelo
cd ~/t4ac_ws/ s r c / t4ac_car la_s imulator /ad_devkit / s r c /
cd percept i on / eva luato r /
python eva luate . py
Con todo esto se consiguen las curvas de precision-recall por clase además de las métricas de AP,
mIoU y AVE, con las que se consigue una evaluación del modelo en función del rosbag grabado y de las
características del escenario utilizado.
Apéndice B
Pliego de condiciones
Durante la realización de este trabajo de han utilizado diversos recursos hardware como software para su
compleción.
B.1 Recursos hardware
El hardware utilizado en este Trabajo Fin de Grado consiste en:
• Ordenador personal con la capacidad suficiente para correr el simulador CARLA y los modelos de
detección
– AMD Ryzen 3700X
– NVIDIA RTX 3060 Super
– 32 GB de RAM DDR4 a 3200 MHz CL16
– 500 GB de SSD NVME
– 500 GB de SSD SATA
– 1 TB de HDD
• Vehículo T4AC del grupo RobeSafe utilizado para recabar los datos utilizados en el análisis de los
algoritmos
B.2 Recursos software
El sofware utilizado para el estudio e implementación del trabajo realizado ha sido el siguiente:
• Sistema operativo Ubuntu versión 18.04 LTS
• Docker
• Unreal Engine
• Simulador CARLA
• ROS
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• Lenguaje C++
– Roscpp
– Point Cloud Library
• Lenguaje Python
– Rospy
– Pytorch
– MayaVi
– Numpy
– OpenCV
• OpenPCDet
• Gestor de versiones Git
• Procesador de textos LATEX
Apéndice C
Presupuesto
En este anexo se define el coste del trabajo completo presentado en este Trabajo Fin de Grado, en relación
al hardware, software y coste de personal.
C.1 Coste de hardware y software
Los costes del hardware constan únicamente del valor del ordenador utilizado ya que al necesitar solo
el vehículo T4AC para la extracción de datos se ha omitido su coste. Por otra parte, todo el software
utilizado en el TFG ha sido Open Source por lo que no ha sido necesario ningún gasto.
Concepto Precio
Hardware
Ordenador personal 1.600 e
Vehículo T4AC 0 e
Software
Docker 0 e
Unreal Engine 0 e
CARLA 0 e
Ubuntu 18.04 0 e
OpenPCDet 0 e
TOTAL 1.600 e
Tabla C.1: Coste del hardware y software utilizado.
C.2 Coste de personal
Este Trabajo Fin de Grado ha tenido una duración de ocho meses, se ha comenzado a finales de diciembre
de 2020 y terminado de redactar a finales de agosto. El tiempo dedicado ha sido diferentes en función
del estado del TFG, mientras que en los primeros seis meses y medio se ha trabajo una media de doce
horas semanales, mientras que los últimos dos meses y medio finales se ha trabajado seis horas diarias
para terminar todo el trabajo. Asumiendo un precio de 20 euros la hora, este sería el desglose del gasto
de personal:
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Tarea Tiempo transcurrido Dedicación Tiempo trabajado Precio
Estudio de técnicas
de detección e im-
plementación de sis-
temas de detección
5,5 meses 12 horas/semana 287,5 horas 5.750 e
Desarrollo del AD
DevKit
1 mes 6 horas/día 183 horas 3.660 e
Refinamiento del
desarrollo, obten-
ción de resultados y
documentación
1,5 meses 6 horas/día 274,5 horas 5.490 e
TOTAL 745 horas 14.900 e
Tabla C.2: Coste del trabajo personal realizado.
C.3 Coste total
Por último se calcula el coste total de todo el trabajo realizado e ilustrado en este documento.
Concepto Precio
Coste del hardware y software 1.600 e
Coste del personal 14.900 e
Coste bruto 16.500 e
IVA (21%) 3.465 e
TOTAL 19.965 e
Tabla C.3: Coste total del TFG.
El coste estimado por tanto del Trabajo Fin de Grado asciende a la cantidad de 16.500 e, que
incluyendo el IVA aumenta a 19.965 e.
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