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Abstract
In the context of computer code experiments, sensitivity analysis of
a complicated input-output system is often performed by ranking the so-
called Sobol indices. One reason of the popularity of Sobol’s approach
relies on the simplicity of the statistical estimation of these indices using
the so-called Pick and Freeze method. In this work we propose and study
sensitivity indices for the case where the output lies on a Riemannian
manifold. These indices are based on a Crame´r von Mises like criterion
that takes into account the geometry of the output support. We propose
a Pick-Freeze like estimator of these indices based on an U–statistic. The
asymptotic properties of these estimators are studied. Further, we provide
and discuss some interesting numerical examples.
Keywords: Riemannian manifolds; Geodesic; Sensitivity analysis; U–statistics;
Pick and Freeze method.
1 Introduction
In many situations occurring in applied mathematics (for example mathematical
models or numerical simulation), when working with an input-output system
with uncertain (random) inputs, it is crucial to understand the global influence
of one of the inputs on the output. This problem is generally called global
sensitivity analysis (or in short sensitivity analysis). We refer, for example to
[1] and [2] for an overview on practical aspects of sensitivity analysis. Sensitivity
analysis aims to give some quantitative indicator allowing to score the global
influence of each input variable of the model. A very popular index well tailored
∗rfraiman@cmat.edu.uy
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for the case of a real valued output is the so-called Sobol index early proposed
in [3]. It is based on second order moments of the distributions related to
the input-output system. Different strategies have been implemented for its
statistical estimation (see for instance [4] or [5]). This kind of second order
indices may also be considered in the more general frame where the output is
a real vector or a real function (see for instance [6] or [7]). Nevertheless, the
variance-based indices have some drawbacks. Indeed, they only study the impact
on the variance of the output and so provide only restricted summary of the
output distribution (see [8]). Hence, considering higher order indices involving
the whole distributions and not only their second order properties may give
more accurate information on the system. In [9], a sensitivity measure based on
the Kolmogorov-Smirnov statistic is proposed and studied while entropy-based
sensitivity measures are considered for instance in [10] and [11]. For a general
overview we also refer to [12]. When the output Z = F (X) (X = (Xi) is
the input vector), is valued in a more general space, the authors of [13] have
proposed the following general sensitivity index for the input Xi:
Si := EXi
[
d
(
PZ , PZ|Xi
)]
.
Here, d(·, ·) is a given dissimilarity measure between probability measures, EXi(·)
denotes the expectation with respect to Xi and PZ (resp. PZ|Xi) is the uncon-
ditional (resp. conditional) probability. Notice that in general, the study of an
accurate statistical estimation of such index is not obvious.
Up to our knowledge, the case where the output takes its values on a Rie-
mannian manifold has not yet been studied. Beside, in [14] a sensitivity measure
in the case of a scalar output and based on the Crame´r von Mises distance is
proposed an studied. This paper extends this last approach to the more general
frame of an output valued on a Riemannian manifold.
In the last decades starting from the pioneer 1945’ work of Rao [15], the
statistical theory for data valued on a Riemannian manifold have received a lot of
interest and contributions. One of the reason of the development of such theory
is the spectacular increase of the computation power allowing the treatment of
more and more complex objects and structures on computers. References on
the subject are numerous. We refer to [16], [17] and [18] and the references
therein for an overview. In this paper, our aim is to bridge this theory to
sensitivity analysis. We build a general sensitivity index. On the one hand this
index takes into account the whole characteristic of the involved distributions
and not only their second order moments. On the other hand the working
frame is a general system with an output valued on a Riemannian manifold.
One of the main ingredient of our work is a generalization of the Crame´r von
Mises criterion replacing, before integrating, the half lines by geodesic balls.
Consequently, our new index has the nice property to be invariant with respect
to the isometric maps of the Riemannian manifold. Moreover, we show that
this generalized index can be easily estimated using a Pick Freeze like estimator.
This estimator involves a U -statistics. Without loss of generality, we will assume
that the random input variables are real and independent. Sensitivity analysis
for dependent inputs may be performed but is generally less readable (see for
example [19] and references therein).
The paper is organized as follows. In Section 2, in order to be self contained,
we recall some key facts and properties on Riemannian manifolds. In Section 3,
2
we define our new sensitivity index for Riemannian manifold. Further, we will
build a Pick an Freeze estimator based on a U -statistic and study its asymptotic
(consistency), and non asymptotic (concentration inequality) properties. In
Section 5, we study the sensitivity of a real life model coming from mechanic.
The output of the system is the rigidness matrix. This matrix is involved to
model the linear elasticity of a solid object. The set of these matrices is as a
sub-manifold of the symmetric positive matrices. In the last section, we bold
the main advantages of our method and discuss its possible extensions. The
codes in Julia and R languages (see [20] and [21] respectively) are available
upon request to the authors. All proofs are postponed to the Appendix.
2 Basic concepts
Let us begin with some useful tools and facts in Riemannian geometry. A
Riemannian metric g on a manifold M allows to define for every point p ∈
M a scalar product gp(·, ·) acting on the tangent space (at p), TpM. This
scalar product depends smoothly on p. The Riemannian manifold (M, g) is
the manifold equipped with the Riemannian metric g. For any v ∈ TpM the
Riemannian norm of v is given by ‖v‖ := √gp(v, v). Let x, y ∈M and γ : I :=
[0, 1]→M be a continuously differentiable curve contained in the Riemannian
manifold M (that is assumed to be connected) with γ(0) = x and γ(1) = y.
Let denote by L(γ) its length. We may now define the induced distance dg(x, y)
between the points x and y of M by setting
dg(x, y) = inf{L(γ) : γ }.
dg is the Riemannian distance on M with respect to the g metric. A geodesic
(with speed s ∈ R+0 ) is a smooth map α : I →M, such that ‖α
′
(t)‖ = s for all
t ∈ I and which is locally length minimizing. For p ∈ M and v ∈ TpM, there
exists a unique geodesic α(p,v)(t) starting from that point with initial tangent
vector v. The exponential map is the map expp given by expp(v) := α(p,v)(1).
Notice further that the geodesic that joins two points is not necessarily
unique. The cut locus of p in the tangent space is defined to be the set of all
vectors v ∈ TpM such that expp(tv) is a minimizing geodesic for 0 ≤ t ≤ 1 but
fails to be one for 0 ≤ t ≤ 1 + ,  > 0. The cut locus of p in M, denoted
by CM(p), is defined as the image of the cut locus of p in the tangent space
under the exponential map at p. The injectivity radius of p is the maximal
radius of centered balls on which the exponential map is a diffeomorphism. The
injectivity radius of the manifold riny is the infimum of the injectivity over the
manifold. For example, in the sphere Sd of Rd+1 the cut locus of a point p is
its antipodal point −p. There are infinite minimizing geodesics that connect a
point with its antipodal (Figure 1 shows two geodesics) but this configuration
has zero probability of being drawn when dealing with the uniform probability
measure.
Let (M, g) be a connected and orientable Riemannian manifold,(see [22],
page 18). We will assume that (M, dg) is a complete separable metric space.
Since (M, dg) is complete, the Hopf–Rinow theorem (see [22], p.146) implies
that for any pair of points p, q ∈M there exist at least one geodesic path inM
connecting p and q. If the manifold M fulfills the assumptions of the Cartan–
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Figure 1: Left Panel : Representation of a geodesic ball of diameter PQ and
center O on a hyperbolic paraboloid. Right Panel : A graph of two minimizing
geodesics that join two antipodal points of a sphere.
Hadamard Theorem (see [23], p.162)–that is, if M is a simply connected, com-
plete Riemannian manifold with non–positive curvature (a Hadamard manifold),
then the geodesic is unique. Let X be a random element taking values in M,
with distribution P . In many useful examples (eg. the sphere), it occurs that
geodesic uniqueness fails. But in what follows, we will only need that this fail-
ure not occurs too often. Roughly speaking, we will assume a condition on P
ensuring that there is a unique geodesic between each pair of points p, q ∈ M
with probability one. More precisely, we will assume that the random element
Y has a density fY with respect to the volume measure dν(y) on M, (which
exists since M is orientable - see the last section of [24]) fulfilling the following
condition: Given q ∈M let
Aq :=
{
y ∈M
/ there are more than one different
minimizing geodesic connecting y and q
}
. (2.1)
Then, there exist a Borel set Bq ⊂ M with Aq ⊂ Bq and such that for any
q ∈M ∫
Bq
fY (y)dν(y) = 0. (2.2)
Remark 1. Let CM(p) stand for the cut locus of p in a complete manifold M,
(see [22], p. 267). If P
(
Y ∈ CM(p)
)
= 0, for all p ∈M, then condition (2.2) is
fulfilled (see [25]). For instance, if the Riemannian manifold is Hadamard, then
the cut locus of any point p is empty and the condition is obviously fulfilled. In
the unit sphere Sd := {u ∈ Rd/‖u‖ = 1} the cut locus of a point p is its opposite
point −p and any probability measure having a density supported by the sphere
fulfills condition (2.2).
In this paper, we will assume that the Riemannian manifold (M, g) with
the induced distance dg is connected and oriented, and that the metric space
(M, dg) is separable and complete. We will also assume that given two points
p, q ∈M there is a unique geodesic determined by p, q with probability one with
respect to the tensorial probability measure dξ(p, q) := fY (p)fY (q)dν(p)dν(q),
(see Figure 2).
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Figure 2: Left Panel : A graph of a geodesic that determines two points on the
representation of a face. Right Panel : A graph of a geodesic that determines
two points on the representation of a Torus.
2.1 Geodesic balls with diameter pq
For any pair p, q ∈M that determine a unique geodesic pq, we define the ball of
diameter pq as the closed ball whose center is the middle point of the geodesic
joining p and q with radius dg(p, q)/2. It will be denoted by Bpq. Figure 1
depicts a geodesic ball of diameter p and q, where o is the midpoint of the
geodesic. In [26] it is shown that the family Bp := {Bp, p ∈ M} of geodesic
balls with center p is a determining class; that is, if two probability measures
η, ν on M coincide on any event of this class, then η = ν. We assume that M
is a compact Riemannian manifold. We will start by proving that the family of
balls
Bpq := {Bpq, p, q ∈M and there is a unique geodesic between p and q}
is also a determining class if the radius of injectivity riny of M is positive. We
will need the following weaker assumption:
HB) B-continuity A probability measure ν defined on a Riemannian man-
ifold M fulfils HB if ν(∂A) = 0 for all closed Borel sets A on M (Here ∂A
denotes the topological boundary of the set A).
Property 1. Let (M, g) be a compact Riemannian manifold and ν be a proba-
bility distribution fulfilling HB, such that ν (∂M) = 0. If the injectivity radius
is positive then Bpq is a determining class of ν.
In [27] we showed what if K ∈M is a compact set, then the family of balls
Bpq is also a Glivenko–Cantelli class in K; that is,
sup
p,q∈K
|P (Bpq)− Pn (Bpq) | → 0 a.s. as n→ +∞.
In the next section, we define a sensitivity index using this family of sets.
3 Sensitivity Index in Geodesic Balls
In order to build a sensitivity index, we use an idea previously developed in [14].
In our frame we compare the distribution PY and the conditional distribution
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PY |Xi on the family of geodesic balls on the manifold (instead of half–lines in
[14]. So that, we build an intrinsic index related to the manifold. This index
depends only on the dimension and structure of the manifold and not on the
dimension of the space where it is immersed, unlike in [6] and [14].
3.1 Constructing the index
Let X = (X1, . . . , Xd) ∈ Rd be an random vector and assume that P := P1 ×
. . .× Pd is the probability law of X. Further, let
Z = f(X1, . . . , Xd),
where f : Rd →M is a continuous function. Here, M a Riemannian manifold
of dimension k. We wish to understand how sensitive is the output Z to per-
turbations in some of the input variables (X1, . . . , Xd). As any manifold can
be immersed in Rp for a sufficiently large p (see [28]), this problem could be
considered as a particular case of a multivariate output. Nevertheless, in such
a way the geometry and “minor dimensionality” of the output are not taken
into account. We begin by studying a very particular case and then extend our
results to any Riemannian manifold, that satisfies the previous conditions. Let
h a measurable function such that h(X1, X2) is integrable, we set
EX2 (h(X1, X2)) := E (h(X1, X2)/X1) .
3.2 A very particular case: The real line.
Let us first focus on the very particular case M = R. Let F be the distri-
bution function of Z, F (t) := P (Z ≤ t) (t ∈ R), and F ν be the distribu-
tion of Z conditioned by a subset of the variable (X1, . . . , Xd). That is, let
ν = {i1, . . . , ik} ⊂ {1, . . . , d}, and
Xν := (Xi1 , . . . , Xik),
F ν(t) := E
(
1(∞,t](Z)
∣∣Xν) .
In [14] the following Crame´r von Mises sensitivity index is considered. Assume
that F is absolutely continuous. This normalized index (denoted by Cν2 ) is
defined as
Cν2 :=
Nν2,∫
R F (x) (1− F (x)) dF (x)
= 6Nν2 , (3.1)
where
Nν2 =
∫
E
(
[F (t)− F ν(t)]2
)
dF (t)
=
∫ (
E
[∫
1(∞,t](z)d(F − F ν)(z)
]2)
dF (t)
= E
{
E
([
E
(
1(∞,t](Z)
)− E (1(∞,t](Z)∣∣Xν)]2)} .
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To build of our new index, we replace the function 1(∞,t] by the indicator
function of the interval [min(s, t),max(s, t)] (denoted by hs,t),
hs,t(x) := 1{s≤x≤t} + 1{t≤x≤s} = 1{min{s,t}≤x≤max{s,t}}.
The function hs,t, can be thought of as the indicator function of the ball of
diameter st in R. Further, let
H(s, t) := E [hs,t(Z)] and Hν(s, t) = E
[
hs,t(Z)
∣∣∣Xν] . (3.2)
Obviously, EXν [Hν(s, t)] = H(s, t).
Definition 3.1. The normalized ball sensitivity index (denoted by Bν2 ) is then
defined as,
Bν2 :=
Sν2∫
R2 H(x, y) (1−H(x, y)) dF (y)dF (x)
= 6Sν2 , (3.3)
where
Sν2 := EZ1,Z2
[
EXν
{
[H(Z1, Z2)−Hν(Z1, Z2)]2
}]
, (3.4)
and Z1 and Z2 are two independent copies of Z. (The constant 6 follows from
the well known fact that
∫
t>s
(t−s)(1−(t−s))dtds = ∫
t≤s(t−s)(1−(t−s))dtds =
1/12.)
We may can rewrite Sν2 as
Sν2 =
∫
M×M
EXν
{
(H(z1, z2)−Hν(z1, z2))2
}
dF (z1)dF (z2).
3.3 Generalization for a Riemannian manifold
As discussed before, M is a Riemannian manifold of dimension k. So that,
under some regularity conditions, given two points {z1, z2} ⊂ M, the following
function hz1,z2 :M→ {0, 1} is generically well defined,
hz1,z2(t) := 1Bz1z2 (t).
Let Z1, Z2 be independent copies of Z. Our normalized sensitivity index is built
by means of balls as in Definition 3.1,
Bν2 :=
Sν2
Dν2
, (3.5)
where
Sν2 := EZ1,Z2
[
VarXν
{
EZ
[
hZ1,Z2(Z)
∣∣∣Xν]}] ,
and
Dν2 := E [H(Z1, Z2) (1−H(Z1, Z2))] .
Notice that the index defined in the previous subsection is a particular case with
M = R.
Remark 2. If Bν2 = 0 we have that EZ
[
hz1,z2(Z)
∣∣∣Xν] = EZ [hz1,z2(Z)] a.s. for
all (z1, z2) ∈ Ω ⊂M×M with P (Ω) = 1. Therefore, under the assumptions of
Property 1, the probability measures PZ|Xν and PZ are the same.
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3.4 Estimation
In the next subsection, an estimator of the index Bν2 is proposed. The variance
of the conditional mean is estimated using the pick and freeze method (see [3]
and [29]). Further, as the expected value EZ1,Z2(·) is a symmetric function of
Z1 and Z2 we will use an U–statistic. At the end of the next subsection, the
steps for the construction of the estimator will be detailed.
3.4.1 Estimation by “Pick and Freeze” method
The method consists in writing the variance of the conditional mean as a covari-
ance. For ν ∈ {1, . . . , d}, let Xν be the random vector that coincides with X on
its ν components and is independently regenerated on the others components.
That is, Xνν = Xν and X
ν
ν¯ = X
′
ν¯ , where X
′
is an independent copy of X and ν¯
is the complementary set of ν (ν¯ = {1, . . . , d} \ ν). We set
Zν := f(Xν).
For sake of simplicity assume first that E(Z) = 0. Then,
Var
(
E(Z
∣∣Xν)) = E (E2(Z∣∣Xν)) . (3.6)
Since Z and Zν are conditionally independent of Xν (see [30]), so that
cov(Z,Zν) = E(ZZν)− E(Z)E(Zν) = E(ZZν)− E2(Z)
= E
[
E(ZZν
∣∣Xν)] = E [E(Z∣∣Xν)E(Zν∣∣Xν)]
= E
[
E2(Z|Xν)
]
.
Following [30], estimating the covariance by a Monte Carlo Method we obtain
the following Pick Freeze estimator of Var [E(Z|Xν)],
T ν :=
1
N
N∑
j=1
ZjZ
ν
j −
 1
2N
N∑
j=1
(Zj + Z
ν
j )
2 . (3.7)
Here, Zj and Z
ν
j , are N independent copies of Z and Z
ν respectively.
First step. Using the previous idea, we build a consistent estimator of the
numerator Sν2 . Let PN,p be the set of all possible subsets of {1, . . . , N} with p
elements, that is,
PN,p = {(i1, . . . , ip) ∈ {1, . . . , N}p/i1 < . . . < ip}.
Let τ = (i1, . . . , ip) ∈ PN,p. We denote by Wτ =
(
Wi1 , . . . ,Wip
)
a sample of p
independent copy of Z. The estimator is obtained as follows,
Further, Dν2 is estimated analogously setting
Dˆν2 :=
1(
N
2
) ∑
τ∈PN,2
{ 1
2N
N∑
j=1
(
hWτ (Zj) + hWτ
(
Zνj
))−
−
(
1
2N
N∑
i=1
[hWτ (Zi) + hWτ (Z
ν
i )]
)2 }
.
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The computation of the estimator is simple. Indeed, it only involves computa-
tion of indicator functions. Nevertheless, the computational time to perform this
estimator could be high. Indeed, the number of sums is of order N3. Each term
involves the determination of a geodesic. In the following section, we give some
asymptotic properties of this estimator. We provide an exponential inequality
that leads, from the Borel–Cantelli Lemma, to strong consistency.
3.5 Asymptotic properties of Bˆν2 .
We analyzed separately the strong convergence of Sˆν2 and Dˆ
ν
2 . The strong
convergence of Sˆν2 follows from the next Theorem. Notice that another proof
may be built using the fourth moment and the Rosenthal inequality for U–
statistic of order 2 developed in [31].
Theorem (Exponential inequality ) Let s > 0, there exist N0 such that
if N > N0,
P
(∣∣∣Sˆν2 − Sν2 ∣∣∣ > s) ≤ 16 exp
{
−N
(
s
9
)2
8
}
. (3.8)
From the previous Theorem and the Borel–Cantelli Lemma the strong con-
sistency of Sˆν2 follows.
Corollary (Consistency of the estimator) Sˆν2 is a consistent estimator
of Sν2 .
Notice that we may analogously show the convergence of the denominator
involved in (3.5).
4 Simulations
This simulation section is made up on three examples. The first one shows the
accuracy of the estimator when the output is real valued. In the second example
the output lies on a circle immersed in R2. The estimates are compared with
those obtained in [14]. The last example shows that the index proposed in [14]
may fail as sensitivity indicator.
4.1 Example 1: Output on the real line
We study here an example where the Sobol index does not provide information
on sensitivity, while Dν2 and B
ν
2 do. Let Z = αX1 + X2 where α > 0, and
X1, X2 are independent. Assume further that X1 ∼ Bernoulli(p), X2 ∼ F , with
m = E(X2), σ2 = Var(X2) = α2p(1− p).
We calculate B12 in the Appendix while C
1
2 has been calculated in [14]. In
the case when X2 ∼ U(0, b) with b =
√
12α2p(1− p). We find
B12 = 12p(1− p)
{(
α
b
)3 ( 1
3 − 14 αb
)
if α ≤ b,
1/12 if α > b,
C12 = 6p(1− p)
{(
α
b
)2 (
1− 23 αb
)
if α ≤ b,
1/3 if α > b,
In the Figure 3, the estimates of both indices are compared for different
values of p ∈ [0, 1]. Samples sizes 100, 500 and 1000 are considered. For each
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p, through resampling Bootstrap for U–statistics (see [32]), 95% confidence in-
tervals are also given. In all cases, the mean squared deviation (MSD) of the
estimators are computed. The MSD of Bˆ12 is slightly smaller than the one for
Cˆ12 (see Table 1). Similar results are obtained when comparing Bˆ
2
2 and Cˆ
2
2 .
Size MSDBˆ12
MSDCˆ12
N = 100 0.051 0.067
N = 500 0.022 0.028
N = 1000 0.013 0.018
Table 1: The MSD of the Bˆ12 and Cˆ
1
2 estimators for sample sizes N = 100, 500
and 1000.
We may conclude that the new proposed index has a similar behavior as the
Crame´r von Mises one for the real line.
0.0
0.2
0.4
0.00 0.25 0.50 0.75 1.00p
In
de
x
N=100
−0.1
0.0
0.1
0.2
0.3
0.4
0.00 0.25 0.50 0.75 1.00p
In
de
x
N=500
0.0
0.1
0.2
0.3
0.00 0.25 0.50 0.75 1.00p
In
de
x
N=1000
Figure 3: Crame´r von Mises indexes and our new indexes for Example 4.1. In
all cases, (– –) are the true index and (−−) their estimate. Violet color depicts
CVM sensitivity index while orange color depicts Ball sensitivity index. The
95% bootstrap confidence intervals are represented with shading. Left–hand
Panel: N = 100. Center–hand Panel: N = 500. Right–hand Panel: N = 1000.
4.2 Example 2: Output on a simple manifold immersed in
R2
The case where Z ranges on the unit circle S1 of R2 is considered. We assume
that the input vector has distribution
X =
(
X1
X2
)
∼ N
[(
µ1
µ2
)
,
(
σ21 0
0 σ22
)]
.
Here, we study the case when the output Z is the normalized version of X
Z :=
X
‖X‖ .
The distribution of Z has been widely studied, we refer for example to [16],
[33] and [34]. In Figure 4 the index proposed in [14] and the one studied here
are depicted for the last system. These sensitivity indices are computed for
µ1 ∈ [−5, 0]. The other values are setted to µ2 = 0 and σ21 = σ22 = 1. We
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observe that the variability of Bˆν2 is smaller that the one of Dˆ
ν
2 for a sample size
N = 300.
0.0
0.2
0.4
-5 -4 -3 -2 -1 0m1
Ind
ex
0.2
0.4
0.6
0.8
-5 -4 -3 -2 -1 0m1
Ind
ex
Figure 4: Calculation of the indices Bˆν2 and D
ν
2 in the equation 4.2 with µ1 ∈
[−5, 0] and N = 300. For all cases, it is represented using (−−) the index
estimation functions for N = 300. In violet color depicts CVM sensitivity index
and orange color depicts Ball sensitivity index. The 95% bootstrap confidence
intervals are represented with shading. Left–hand Panel: ν = 1. Right–hand
Panel: ν = 2.
4.3 Example 3: Output on a manifold immersed in R3
Let us now consider a system with output in the following manifoldM immersed
in R3
M = {(x, y, z) ∈ R3/xyz = 1, x, y, z > 0} .
More precisely, let Z = f(X,Y ) := (X +Y, 1X ,
X
X+Y ) where X and Y are iid
random variables with Gamma distribution with parameters (µ1, 1), (µ1 > 0).
Since the function 1{z≤w} = 0 for all z, w ∈ M, z 6= w, the index estimation
Cˆν2 based on the left lower quadrants introduced in [14], does not provide any
information about the sensitivity. Also the second moment of 1/X does not
exist, therefore it is not possible to compute the Sobol’ index defined in [6].
By varying the parameter µ1, we calculate the estimation of the ball sensitivity
index B12 and B
2
2 . For this purpose, N = 1000 pick-freeze samples were gener-
ated for each value of Z, (Zj , Z
ν
j ), j = 1, . . . , N ; and other 1000 samples of Z,
independent of (Zj , Z
ν
j ) for the corresponding Wk. In Figure 5 the values of the
indices are observed by varying the parameter µ1 between 0 and 5. It is clear
from Figure 5 that the new index is able to detect the effect of each variable on
the output for different values of the parameter µ.
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0.75
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0 1 2 3 4 5µ1
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x
Figure 5: Calculation of the index Bˆν2
5 Sensitivity for isotropic matrix
We consider now the stiffness matrix Z of an isotropic materials as a function
of the constants of Lame´ λ and µ (see [35], p. 13). Hence, if the temperature is
constant we have
Z =

K + 4µ/3 K − 2µ/3 K − 2µ/3 0 0 0
K − 2µ/3 K + 4µ/3 K − 2µ/3 0 0 0
K − 2µ/3 K − 2µ/3 K + 4µ/3 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

where K = λ+ 2µ/3 is the volumetric modulus. The parameter µ is called the
stiffness modulus, K and µ take nonnegative values and are are modeled with
a distribution supported by R+. The set of stiffness matrices is considered as
a sub–manifold of the Riemannian manifold of the symmetric positive-definite
matrices with the metric g. This manifold is usually denoted by (Pd, g), we refer
to [36] for more on the subject. Given two matrices A and B there exists an
unique geodesic joining A and B given by,
γ(t) := A1/2
(
A−1/2BA−1/2
)t
A1/2. (5.1)
So that, we can calculate the midpoint between A and B. We will denote by
12
A#B this midpoint. We have
A#B = A1/2
(
A−1/2BA−1/2
)1/2
A1/2 (5.2)
d(A,B) = ‖ln
(
A−1/2BA−1/2
)
‖, (5.3)
where ‖ · ‖ is the Hilbert–Schmidt norm. Note that the midpoint is simply the
geometric mean of the matrices.
We will focus on the case when K and µ are independent random variables
and on two scenarios:
Case 1 K ∼ γ(1/λK , λK) µ ∼ γ(1/λµ, λµ)
Case 2 K ∼ U(1− λK , 1 + λK) µ ∼ U(1− λµ, 1 + λµ)
Tables 2 and 3 show the values of Bˆ12 and Bˆ
2
2 for various values of (λK , λµ).
The sample size was N = 500. In both tables we can see that the new index
provides significant information regarding the sensibility of Z with respect to
the input variables K and µ. In particular, when the variance of the input
variables increases (larger λµ or λK) the value of the index increases, i.e. a a
greater effect is observed on the output.
Table 2: Index on isotropic matrix with Gamma distributions parameter
Distribution Case 1: B1 Case 1: B2
λµ
∖
λK 0.001 0.01 0.1 1 0.001 0.01 0.1 1
0.001 0.625 0.212 0.016 0.001 0.083 0.435 0.855 0.980
0.01 0.925 0.593 0.215 0.033 0.004 0.072 0.458 0.865
0.1 0.987 0.912 0.587 0.184 0.001 0.006 0.137 0.518
1 0.999 0.990 0.930 0.600 0.000 0.007 0.210 0.311
Table 3: Index on isotropic matrix with Uniform distributions parameter
Distribution Case 1: B1 Case 1: B2
λµ
∖
λK 0.001 0.01 0.1 1 0.001 0.01 0.1 1
0.001 0.620 0.008 0.001 0.000 0.109 0.848 0.997 1.000
0.01 0.989 0.623 0.003 0.001 0.018 0.092 0.849 0.997
0.1 1.000 0.989 0.623 0.624 0.016 0.016 0.102 0.846
1 1.000 1.000 0.990 0.987 0.015 0.016 0.100 0.211
6 Conclusions and Future Work
We introduce a new framework to measure the global sensitivity for system
outputs valued on a Riemannian manifolds. This sensitivity index has nice
properties:
1. It is a generalization of the one proposed by [14].
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2. It is built on the whole distributions and not only on moments.
3. The construction of the index lies on the geometry of the support of the
output through the geodesic distance.
4. A pick-freeze like estimator of the index based on an U–statistic is pro-
posed. It is easy to compute. The consistency of the estimator is shown.
5. Considering various simulation scenarios, the desirable properties of the
estimator are illustrated. Using a Bootstrap resampling method for U–
statistics we construct confidence intervals.
6. The sensitivity index for an isotropic matrix model is studied.
7. In future research we will challenge to study new applications, for instance,
the impact of inputs generated by a dynamic system, when the output is
supported by a Riemannian Lie Group.
Appendix
(A) Proof of Property 1.
In [26] it is shown that both the sets
B := {Bp,r
/
p ∈M and r > 0}, and Bδ := {Bp,r
/
p ∈M and 0 < r < δ},
(6.1)
are determining classes. We aim to show that the family of balls
Bpq := {Bpq, p, q ∈M and there is a unique geodesic between p and q},
is also a determining class if the radius of injectivity riny ofM is positive.
Recall that in a metric space the family of closed sets C is a determining
class ([37], page 7). Therefore, it suffices to show that if two probabilities
ν and η coincides on Bpq, then ν(A) = η(A) for all A ∈ C. Let ∂A the
topological boundary of A and ∂A :=
⋃
x∈∂AB(x, ) for  > 0. So,
ν(A) = ν (A \ (∂A ∪ ∂M)) + ν (A ∩ (∂A ∪ ∂M)) .
Let ∗ := min(/2, riny). Since by (6.1) B∗ is a determining class, using
the exponential map we derive that the set of balls in B∗ that determine
the ν-probability of A \ (∂A∗ ∪ ∂M∗) are in Bpq. Therefore,
ν
(
A \ (∂A∗ ∪ ∂M∗)
)
= η
(
A \ (∂A∗ ∪ ∂M∗)
)
.
Finally, from the dominated convergence theorem and the assumptions,
we conclude that
ν(A) = η(A)− η(∂A ∪ ∂M) + ν(∂A ∪ ∂M) = η(A).

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(B) Proof of Property 3.5.
We will show that given s > 0, there is an N0 such that for any N > N0,
P
(∣∣∣Sˆν2 − Sν2 ∣∣∣ > 9s) ≤ 16 exp{−N28
}
. (6.2)
We will prove that
P
(
Sˆν2 − Sν2 > 9s
)
≤ 8 exp
{
−Ns
2
8
}
,
and it is analogous for the other tail.
For 1 ≤ j, k ≤ N and τ ∈ PN,2 let,
• Wτ = (Wk1 ,Wk2)
• Zj =
(
Zj , Z
ν
j
)
• G(Zj ,Wτ ) = hWτ (Zj)hWτ (Zνj )
• J(Zj ,Wτ ) = 12
[
hWτ (Zj) + hWτ (Z
ν
j )
]
• H(Zi,Zj ,Wτ ) = J(Zi,Wτ )J(Zj ,Wτ )
The proof is built on three steps:
• Step 1 [Rewrite the difference Sˆν2 − Sν2 ] Similarly to [14] but for an
U–statistics, we have that
Sˆν2 =
1
N
(
N
2
) ∑
j∈{1,...,N}
τ∈PN,2
G(Zj ,Wτ )− 1
N2
(
N
2
) ∑
{i,j}∈{1,...,N}
τ∈PN,2
H(Zi,Zj ,Wτ )
=
1
N
(
N
2
) ∑
j∈{1,...,N}
τ∈PN,2
{G(Zj ,Wτ )− E [G(Zj ,Wτ )]}−
− 1
N2
(
N
2
) ∑
{i,j}∈{1,...,N}
τ∈PN,2
{H(Zi,Zj ,Wτ )− E [H(Zi,Zj ,Wτ )]}+
+ E [G(Z1,Wτ1)]−
(
1− 1
N
)
E [H(Z1,Z2,Wτ1)]−
1
N
E [H(Z1,Z1,Wτ1)] ,
and
Sν2 = EW1 {VarXν (Hν(W1))}
= EW1 {VarXν (EZ(hW1(Z)/Xν))} = EW1 {cov (hW1(Z1), hW1(Zν1 ))}
= EW1 {EZ1 (hW1(Z1)hW1(Zν1 ))} − EW1
{
[EZ1 (hW1(Z1))]
2
}
.
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Now, we may decompose the error into three terms
Sˆν2 − Sν2 =
1
N
(
N
2
) ∑
j∈{1,...,N}
τ∈PN,2
{G(Zj ,Wτ )− E [G(Zj ,Wτ )]}
︸ ︷︷ ︸
(A)
−
− 1
N2
(
N
2
) ∑
{i,j}∈{1,...,N}
τ∈PN,2
{H(Zi,Zj ,Wτ )− E [H(Zi,Zj ,Wτ )]}
︸ ︷︷ ︸
(B)
+
+
1
N
{E [H(Z1,Z2,Wτ1)]− E [H(Z1,Z1,Wτ1)]} .︸ ︷︷ ︸
(C)
In the following steps, we bounded the terms (A) and (B) for a
sufficiently large N .
In steps 2 and 3 we use Hoeffding inequality (see for example [38]) for
independent and real variables. That is, if W1, . . . ,WN are indepen-
dent centred random variables, supported by [ai, bi] i = 1, . . . , N ,
P
(
N∑
i=1
Wi > s
)
≤ exp
{
− 2s
2∑N
i=1(bi − ai)2
}
(s > 0). (6.3)
We also use an extension of the previous inequality for U–statistics
of order 2, see [39], Theorem A, (5.6). If s = s(X1, X2) is the U–
statistics kernel of Un such that E(s(X1, X2)) = θ and a ≤ s(x1, x2) ≤
b. So, for s > 0 and N > 2,
P (Un − θ > s) ≤ exp
{
− Ns
2
(b− a)2
}
(6.4)
For us, the kernels are centred bounded indicator functions.
• Step 2 [Bounds for (A).]
Let Gc(Zj ,Wτ ) = G(Zj ,Wτ ) − E [G(Zj ,Wτ )] and G˜(Zi,Wτ ) =
Gc(Zi,Wτ )− EZi(Gc(Zi,Wτ )),
A =
1
N
(
N
2
) ∑
i∈{1,...,N}
τ∈PN,2
G˜(Zi,Wτ )
︸ ︷︷ ︸
A1
+
1(
N
2
) ∑
τ∈PN,2
EZ [Gc(Z,Wτ )]︸ ︷︷ ︸
A2
P (A1 > s) = P
 1N(N2 )
∑
i∈{1,...,N}
τ∈PN,2
G˜(Zi,Wτ ) > s

= P
 N∑
i=1
1(
N
2
) ∑
τ∈PN,2
G˜(Zi,Wτ ) > Ns

≤ exp
{
−s
2N
2
}
≤ exp
{
−Ns
2
8
}
,
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while
P (A2 > s) = P
 1(
N
2
) ∑
τ∈PN,2
EZ [Gc(Z,Wτ )] > s

≤ exp
{−2Ns2
8
}
≤ exp
{
−Ns
2
8
}
.
But, {A1 +A2 > 2s} ⊂ {A1 > s} ∪ {A2 > s}, so
P (A > 2s) ≤ 2 exp
{
−Ns
2
8
}
. (6.5)
• Step 3 [Bounds for (B).]
LetHc(Zi,Zj ,Wτ ) = H(Zi,Zj ,Wτ )−E [H(Zi,Zj ,Wτ )] and H˜(Zi, Zj ,Wτ ) =
Hc(Zi, Zj ,Wτ )− EZj (Hc(Zi, Zj ,Wτ )),
B =
1
N2
(
N
2
) ∑
{i,j}∈{1,...,N}
τ∈PN,2
H˜(Zi, Zj ,Wτ )
︸ ︷︷ ︸
B1
+
+
1
N
(
N
2
) ∑
τ∈PN,2
EZ [Hc(Z,Z,Wτ )]︸ ︷︷ ︸
B2
+
+
N − 1
N2
(
N
2
) ∑
j∈{1,...,N}
τ∈PN,2
EZ [Hc(Z,Zj ,Wτ )]
︸ ︷︷ ︸
B3
.
We have
{∑3
i=1Bi > 6s
}
⊂ {B1 > 3s} ∪ {B2 > s} ∪ {B3 > 2s}.
So that,
P (B1 > 3s) ≤ P
∑
j
1(
N
2
) ∑
τ∈PN,2
H˜(Zj , Zj ,Wτ ) > N
2s
+
+ P
∑
j>i
1(
N
2
) ∑
τ∈PN,2
H˜(Zi, Zj ,Wτ ) > N
2s
+
+ P
∑
j<i
1(
N
2
) ∑
τ∈PN,2
H˜(Zi, Zj ,Wτ ) > N
2s
 ≤
≤ exp
{
−s
2N3
2
}
+ 2 exp
{−Ns2N2
4
}
≤ 3 exp
{
−Ns
2
8
}
.
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Further,
P (B2 > s) ≤ P
 1(
N
2
) ∑
τ∈PN,2
EZ [Hc(Z,Z,Wτ )] > Ns

≤ exp
{
−Ns
2N2
4
}
≤ exp
{
−Ns
2
8
}
.
Finally,
P (B3 > 2s) ≤ P
 N − 1N2(N2 )
∑
j∈{1,...,N}
τ∈PN,2
EZ [Hc(Z,Zj ,Wτ )] > 2s

≤ P
 ∑
j∈{1,...,N}
1(
N
2
) ∑
τ∈PN,2
EZ [Hc(Z,Zj ,Wτ )] > 2s
N2
N − 1

≤ P
( ∑
j∈{1,...,N}
1(
N
2
) ∑
τ∈PN,2
{
EZ [Hc(Z,Zj ,Wτ )]−
− EZ,Zj [Hc(Z,Zj ,Wτ )]
}
>
sN2
N − 1
)
+
+ P
 1(
N
2
) ∑
τ∈PN,2
EZ1,Z2 [Hc(Z1, Z2,Wτ )] > s
N
N − 1

≤ exp
{
− s
2N4
2N(N − 1)2
}
+ exp
{
− 2Ns
2N2
8(N − 1)2
}
≤ 2 exp
{
−Ns
2
8
}
.
Collecting the previous inequality we obtain,
P (B > 6s) ≤ 6 exp
{
−Ns
2
8
}
. (6.6)
Now, using the bounds obtained in steps 2 and 3, we may conclude that,
for large enough large N , inequality (6.2) holds.

(C) Proof to Example 4.1.
Let P (z1, z2) = F (z2)− F (z1), then we have
H(s, t) = 1t<s + FZ(t)− FZ(s))
= 1t<s + (1− p)P (s, t) + pP (s− α, t− α),
and,
H1(s, t) =
{
1t<s + P (s, t) if X1 = 0,
1t<s + P (s− α, t− α) if X1 = 1.
Therefore
H(s, t)−H1(s, t) =
{
p [P (s, t)− P (s− α, t− α)] if X1 = 0,
(1− p) [P (s− α, t− α)− P (s, t)] if X1 = 1,
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E1
[(
H(s, t)−H1(s, t))2] = p(1− p) [P (s, t)− P (s− α, t− α)]2 ,
and,
S12 = p(1− p)E
[
(P (Z1 − α,Z1)− P (Z2 − α,Z2))2
]
= 2p(1− p)Var [F (Z)− F (Z − α)] .
Let X2 ∼ U(0, b), with b =
√
12α2p(1− p). We obtain
E (F (Z)− F (Z − α)) =
{
limN→∞ 1N2
α
b
(
1− 12 αb
)
if α ≤ b,
1/2 if α > b.
E
[
(F (Z)− F (Z − α))2
]
=
{(
α
b
)2 (
1− 23 αb
)
if α ≤ b,
1/3 if α > b.
Var (F (Z)− F (Z − α)) =
{(
α
b
)3 ( 1
3 − 14 αb
)
if α ≤ b,
1/12 if α > b.
So,
D12,CVM = p(1− p)
{(
α
b
)2 (
1− 23 αb
)
if α ≤ b,
1/3 if α > b,
and
S12 = 2p(1− p)
{(
α
b
)3 ( 1
3 − 14 αb
)
if α ≤ b,
1/12 if α > b.

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