Abstract. The goal of this paper is to derive some generalizations and refinements of certain Gamidov type integral inequalities on time scales, which provide explicit bounds on unknown functions. To show the feasibility of the obtained inequalities, some illustrative examples are also introduced.
Introduction
Integral inequalities that give explicit bounds on unknown functions provide a very useful and important device in the study of many qualitative as well as quantitative properties of solutions of differential and integral equations. During the past few years, many such new inequalities have been discovered, which are motivated by certain applications. For example, see [2] [3] [4] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] and the references therein. In [14] , Sh. Gamidov,while studying the boundary value problem for higher order differential equations, initiated the study of obtaining explicit upper bounds on the integral inequalities of the forms u(t) ≤ c + In the present paper we shall consider the problem of obtaining explicit upper bounds on the general versions of (1.1) on time scales which can be used as tools in the study of qualitative behaviour of solutions of certain classes of integral equations on time scales.
Some Preliminaries
In what follows, R denotes the set of real numbers, R + = [0, ∞) is the given subset of R and T is an arbitrary time scale. The forward and backward jump operators σ, ρ : T → T are defined by σ(t) := inf {s ∈ T : s > t}, ρ(t) := sup {s ∈ T : s < t}. C rd denotes the set of rd-continuous functions and the set T k which is derived from the time scale T as follows: If T has a left-scattered maximum m, then T k = T − {m}, otherwise, T k = T. The graininess function µ : T → [0, ∞[ is defined by µ(t) := σ(t)−t. R denotes the set of all regressive and rd−continuous functions.
We define the set of all positively regressive functions by R + = {p ∈ R : 1 + µ(t)p(t) > 0, for all t ∈ T} .
Also, we define the time scales interval by Definition 2.1. If p ∈ R(T, R), then we define the generalized exponential function e p (t, s) by e p (t, s) = exp
where ξ h (z) is the cylinder transformation given by
Here log is the principal logarithm function.
The following lemmas are useful in our main results.
, where t ∈ T k with t > a. Also assume that f ∆ (t, .) is rdcontinuous on [a, σ(t)]. Suppose that for each ε > 0 there exists a neighborhood U of t, independent of τ ∈ [a, σ(t)], such that
where f ∆ denotes the derivative of f with respect to the first variable. Then
For more discussion on time scales, we refer the reader to [1, 5, 6] .
where n ∈ C(R + , R + ) is positive and non-decreasing on ]0, ∞[. Then, for each t ∈ [a, b] T , we have
for any K > 0.
Definition 2.2.
A non-decreasing, continuous function η : R + → R + is said to belong to class S, if it satisfies the following conditions
, for x ≥ 0 and a ≥ 1.
Definition 2.3.
A non-decreasing, continuous function η : R + → R + is said to belong to class T, if it satisfies the following conditions
, for all x ≥ 0 and a ≥ 1.
Now we state the main results of this work.
Main Results
In this section, some time scale Gamidov type integral inequalities are investigated. For convenience, it is always assumed that p = 0, p, q, r are real constants such that 0 ≤ q, r ≤ p and a, b ∈ T.
Obviously that k is a constant. It follows from (3.1) that
Multiplying both sides of (3.4) by n(t), then integrating the result from a to b, we have
It is easy to observe that Therefore, the desired inequality (3.2) follows from (3.6) and (3.4).
where
Proof. Define a function z(t) by
And
Using Lemma 2.4, for any k > 0, we easily obtain
, the above inequality can be reformulated as
T , where P and Q are defined as in (3.8) .
Using Lemma 2.1 from (3.11), we have
Combining the above inequality with (3.10), one can obtain
Using Lemma 2.4 from (3.12), we obtain
the above inequality can be reformulated as
where m is defined as in (3.9). Applying Lemma 3.1 and using (3.10), we obtain the desired inequality (3.7).
Remark 3.1. If we take T = R, p = q = r = 1, the inequality given in Theorem 3.1 reduces to the inequality given in [19, Theorem 1,(a 3 )].
and
Proof. Define a function z(t) as follows
Using (3.16) in (3.17), we get
Using Lemma 2.4 from (3.18), we obtain
Define a function v(t) by
It is easy to observe that
it follows from (3.21) and (3.20) that
then the above inequality can be reformulated as
where P (t) and Q(t) are defined as in (3.15) . Using Lemma 2.1 from (3.22), we have
From (3.19), we get
and m(t) is defined as in (3.14). Applying Lemma 3.1 to (3.23) we obtain
Thus, from (3.20), one gets
Integrating both sides of the last inequality from a to t, yields
Therefore, the desired inequality (3.13) follows from (3.24) and (3.16).
Remark 3.2. Note that when T = R, r = p, f (t, s) = f (t), the Theorem 3.2 reduces to the inequality stated in Theorem 3.2 in [16] .
Corollary 3.1. Assume that all assumptions of Theorem 3.2 hold. Let 1 ≤ c(t) be a non-decreasing function. Then
Proof. Since 1 ≤ c(t) and non-decreasing, one can reformulate (3.25) as
applying Theorem 3.2 to (3.27), one can deduce inequality (3.26).
Remark 3.3. It is interesting to note that when T = R, r = p, f (t, s) = f (t), the Corollary 3.1 reduces to the inequality stated in Corollary 3.3 in [16] .
Further Results
In this section we present some extensions of the previous results. 
. From Lemma 2.4 and using the first condition of (4.1), one has for any K > 0
From (4.7) and (4.9), we have
The ∆-derivation of (4.6), gives
then, from (4.9), we obtain
the inequality (4.11) can be reformulated as
where P (t) and Q(t) are defined as in (4.5). Applying Lemma 2.1 to (4.12) we obtain z(t) ≤ z(a)e P (t, a) + t a Q(τ )e P (t, σ(τ ))∆τ, using (4.10), we have
∆τ e P (t, a) (4.13)
The inequality (4.13) can be rewritten as (4.14)
where l(t), m(t) are defined as in (4.3) and (4.4). Using Lemma 3.1, inequality (4.14) becomes
Combining the above inequality with (4.8), one can deduce inequality (4.2).
Remark 4.1. Letting T = R, S(t, u(t)) = u(t), f (t, s) = f (t), p = q = r = 1 and c(t) = c (a constant), the inequality given in Theorem 4.1 reduces to the inequality given in [18, Lemma BS] and when T = R, S(t, u(t)) = u(t), r = p, and f (t, s) = f (t), Theorem 4.1 will be reduced to Theorem 3.1 in [16] . 
where P (t) and Q(t) are defined as in (4.17) . Following the same arguments as in the proof of Theorem 3.2, we obtain the desired inequality (4.16).
Corollary 4.1. Assume that all assumptions of Theorem 3.2 hold. Let c(t) be non-
where S is defined as in (4.1). Then
Proof. Since c(t) is non-decreasing, from (4.19) we have
Furthermore, one can easily see that M (t, x) satisfies inequality (4.1), since
T and a suitable application of Theorem 4.2 for (p = q = r = c = 1), we deduce inequality (4.19) .
In this section, further generalizations of the Bellman-Bihari inequality are obtained, where the nonlinear functions appearing on the right side belong to certain classes of functions. If f is defined as in Lemma 2.2 such that f (t, s) ≥ 0 and f
Proof. Let z(t) be the right side of (4.20), then
Using properties of n, one can get
then (4.24) can be reformulated as
The inequality (4.25) implies
Integrating both sides of the above inequality from a to t and applying Lemma 2.3, one can obtain 
Proof. Let z(t) be the right side of (4.26). Using properties of n, one can get
Applying Theorem 4.3, one can obtain the desired inequality (4.27). 
Proof. Denote b(t) = max(c(t), 1). Then (4.28) can be rewritten as
. Since n belongs to class S, one has
As n is a non-decreasing function, using Theorem 4.3, one can obtain the desired inequality (4.29). 
Proof. Denote b(t) = max(c(t), 1). Then, (4.30) can be reformulated as
. Since n belongs to class T, from (4.32), one has
Applying Corollary 4.2, we obtain the desired inequality (4.31).
Applications
In this section we present some examples for our main results to investigate certain properties of solutions of dynamic equation on time scales. Applying Theorem 4.3, we obtain the desired inequality (5.5).
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