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Das Thema der Arbeit beinhaltet die Erstellung eines Konzeptes zur Analyse großer
biologischer Bilddatenmengen. Das Versta¨ndnis von Abla¨ufen im Bereich biologischer
Grenzfla¨chen konnte in den letzten Jahren durch zahlreiche biomedizinische Studien er-
weitert werden. Der Fortschritt im biologischen Sektor ist u. a. der Weiterentwicklung
im Bereich der bildgebenden Verfahren und der Biotechnologien zu verdanken. Hier-
fu¨r stehen heutzutage eine Reihe von Akquisitionsverfahren bereit, die dreidimensio-
nale, vierdimensionale, sogar schon fu¨nfdimensionale digitalisierte biologische Bilddaten
liefern.
Die offene Fragestellung der Arbeit lautet: Wie ko¨nnen biologische, stark fehlerhafte,
große multidimensionale Datensa¨tze effektiv und effizient analysiert werden? Das gilt,
wenn, innerhalb von begrenzter Zeit, viele erarbeitete Daten qualitativ akzeptabel fu¨r
Expertenentscheidungen genutzt werden ko¨nnten.
Lo¨sungsverfahren sollen ermittelt und getestet werden, die es ermo¨glichen, den
langwierigen Verlauf der Bildbearbeitung bzw. des Filterns zu beschleunigen und zu
verbessern. Mit speziellen multidimensionalen Segmentierungsverfahren sollen die Pro-
bleme der gegebenen multidimensionalen Akquisitionen erkannt und korrigiert werden.
Momentane Probleme bei der Analyse von Bilddaten aus der Mikroskopie wer-
den betrachtet, eruiert und modifiziert. Mit speziellen, erarbeiteten Be- und Verar-
beitungsverfahren werden neue Mo¨glichkeiten bereitgestellt, um die Schritte der Merk-
malsextraktion und Klassifikation zu erweitern. Auf neuartige Weise werden morpholo-
gisch geometrische Eigenschaften verfolgt – wie z. B. Homogenita¨t oder Heterogenita¨t,
dreidimensional- und vierdimensional-bedingt durch spezielle, gesteuerte toxikolo-
gische Einwirkungen. Fu¨r direkt vorliegende biologische Forschungsansa¨tze im Be-
reich molekularer und zellula¨rer Wechselwirkungen funktioneller Grenzfla¨chen werden
entsprechende Verfahren der (semi-)automatischen Bildanalyse praxisorientiert ange-
wandt und in bereits vorliegende Algorithmen integriert.
1
1. Einleitung
1.2. Darstellung des Entwicklungsstandes
Im Folgenden wird der momentane Stand der Entwicklung interaktiver multidimen-
sionaler Bildanalysen von biomedizinischen Daten beschrieben. Nachdem die Bilddaten
akquiriert wurden, folg das Datenmangement. Daraufhin folgen die thematisch wichti-
gen Schritte der Bildanalysen.
1.2.1. Akquisition
Bei all den heute u¨blichen mikroskopischen Verfahren muss nicht nur die Auf-
lo¨sungssta¨rke, sondern auch das Volumen, die Geschwindigkeit der Aufnahme sowie
deren Kosten bedacht werden. In der Arbeit und den anlehnenden biologischen Expe-
rimenten werden Auflo¨sungen von zum Teil unter 100 Nanometer beno¨tigt.
Mikroskopie
Mikroskopie ist eine wissenschaftliche Disziplin, die Gegensta¨nde vergro¨ßert darstellt,
um sie betrachten zu ko¨nnen. Die Absicht des Zweiges der Wissenschaft ist es, die
Gegensta¨nde, die mit dem bloßen Auge nicht erkennbar sind, fu¨r Studien und Untersu-
chungen sichtbar zu machen. Die Mikroskopie erlaubt Forschern – z. B. aus der Physik
oder aus der Biologie – mehr Informationen u¨ber ihren wissenschaftlichen Sektor zu
sammeln.
Im biologischen Forschungsbereich ist die Mikroskopie heutzutage tief verankert. Sie
wird einerseits in biomedizinisch wissenschaftlichen, andererseits in klinischen Zentren
und Laboratorien angewandt [108].
In einer Vielzahl von biologischen Systemen ko¨nnen transgenetisch Lebewesen so be-
einflusst werden, dass fluoreszierende Proteine spezielle Zellen, besondere Gewebe oder
ganze Embryos etikettieren. Werden daraufhin die fluoreszenten Proteine von Licht ei-
ner bestimmten Wellenla¨nge getroffen, emittieren sie Licht einer anderen Wellenla¨nge.
Die ungewollten Lichtfrequenzen werden daraufhin herausgefiltert, so dass nur noch
das von der Markierung ausgestrahlte Licht verbleibt.
Solche transgenetischen fluoreszierenden Organismen bieten die Gelegenheit,
spezielle Zellen zu visualisieren und das Gewebeverhalten wa¨hrend der Entwick-
lungsprozesse zu vergegenwa¨rtigen.
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1.2. Darstellung des Entwicklungsstandes
Es gibt mehrere Mo¨glichkeiten eine Zelle zu markieren und zu visualisieren [70]:
• Zellen ko¨nnen so vera¨ndert werden, dass sie sich selbst markieren. Hierbei handelt
es sich um eine Transfektion. Dadurch wird die Zelle transgen1.
• Der Zelle kann etwas beigefu¨gt werden2, was ihr die Mo¨glichkeit gibt, sich selbst
zu markieren. Die Zelle erha¨lt somit ihre natu¨rliche Eigenschaft. Sie ist jedoch
nicht transgen. Die Gegebenheit ist aber zeitlich begrenzt, weil das Zugegebene
abgebaut wird.
Eine Zelle kann in beiden Verfahren auch mit mehreren Markern versehen werden.
Es ist allerdings begrenzt mo¨glich, unterschiedlich farbige Marker mittels Mikroskop
zu unterscheiden.
Die Absicht vieler biologischer Forschungsprojekte besteht darin, Entwicklungen oder
Bewegungen einzelner Zellen und Gewebestrukturen in vivo nachzuvollziehen. Das war
bis vor kurzer Zeit mit zur Verfu¨gung stehenden Akquisitionsverfahren nicht wirklich
mo¨glich. Lediglich bei du¨nnen und durchsichtigen Proben war das durchfu¨hrbar.
Selective Plane Illumination Microscopy
Die Gro¨ße und Undurchsichtigkeit der Fischembryos3 machen es in der Zellbiologie4
besonders schwierig, einzelne Zellen5 und deren Bewegungen bzw. Entwicklungen zu
verfolgen [48].
Auf Grund:
• der Gro¨ße der Probe,
• der Streuungen des intakten und undurchsichtigen Gewebes,
• der Pigmente von sich entwickelnden Tieren,
• der Bewegung von lebenden Organen (Muskulatur, Herz, Blut, Augen, usw.) und
• des Bedu¨rfnisses, die Probe unter physiologisch akzeptablen Bedingungen zu be-
halten,
wird eine hohe Auflo¨sung in lebenden Strukturen beno¨tigt.
Durch die Einschra¨nkung ist es oft no¨tig, Proben zu fixieren, auch wenn viele der
hochdynamischen Prozesse, die wa¨hrend Entwicklungen und Bewegungen vorkommen,
(nur im vollen Detail) im intakten, lebenden Embryo studiert werden ko¨nnen [61].
1transgen – genetisch vera¨ndert
2a¨hnlich dem Immunsystem
3ha¨ufig mehrere Millimeter dick
4Cytologie
5ca. 10µm und oft mehrere 100µm tief im Inneren eines Embryos
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”Selective Plane Illumination Microscopy” (SPIM) ist ein Verfahren der Fluo-
reszenzmikroskopie, bei dem ein biologisches Objekt systematisch durch einen
hauchdu¨nnen Lichtvorhang bewegt wird. Das biologische Objekt wird Schicht fu¨r
Schicht durchleuchtet, wobei jedes Mal eine Aufnahme entsteht [62]. Das SPIM bietet
somit die Mo¨glichkeit, Objekte ra¨umlich detailgetreu (3D), in relativ geringen Zeitab-
sta¨nden aufzunehmen. Die Auflo¨sung ist abha¨ngig von den integrierten Kameras. Bei
den neuesten integrierten Modellen handelt es sich z. B. um Andor NEO [106]. Dabei
handelt es sich um eine 14-bit CCD-Kamera, die mit Qualita¨t 14-bit einen Rahmen
von 500 nm aufnehmen und in 2048×2048 Pixel mit entsprechender ra¨umlicher Tiefe
abbilden kann. Pro Sekunde ergeben sich somit 160 MB an gewonnenen Bilddaten [68].
Das SPIM basiert u. a. auf Ideen der konfokalen Fluoreszenzmikroskopie. Es arbeitet
deutlich effizienter, akquiriert mehr und viel schneller Bilddatensa¨tze und ist relativ
kostengu¨nstig.
Bei dem Verfahren wird nur beleuchtet, was tatsa¨chlich beobachtet werden soll. Des-
halb mu¨ssen zu untersuchende Proben nicht – wie oft in der traditionellen Mikroskopie
no¨tig – zerschnitten und zersto¨rt werden. Das Verfahren bietet relativ scharfe und
multidimensionale Aufnahmen [153, 68, 2, 87, 106].
Mikro- / Nanotomographie
Die Computertomographie erstellt – nach dem Prinzip der Radontransformation – aus
unterschiedlichen Richtungen eine große Anzahl von Ro¨ntgenbildern eines Objektes
und rekonstruiert aus den Abbildungen nachtra¨glich die nicht erfasste Volumenstruk-
tur. Es handelt sich hierbei um eine sogenannte Rekonstruktion oder Ru¨ckprojektion
[109]. Somit kann fu¨r jedes Volumenelement des Objektes der Absorptionsgrad ermit-
telt und daraufhin zum Beispiel die Dichte einer Probe bestimmt werden. Die wis-
senschaftlichen Vero¨ffentlichungen und die Entwicklung von 3D-Ro¨ntgen-Mikroskopen
und Mikro-Computertomographen begannen in den 1980er Jahren des 20. Jahrhunderts
[129].
Mikro-CT-Scanner6 haben, wie der Name schon sagt, Ortsauflo¨sungen im Mikro-
meterbereich und ermo¨glichen mithilfe der Tomographie zersto¨rungsfreie Untersuchun-
gen von biologischen Strukturen [75]. So ko¨nnen aus einer Menge von 2D-Daten, mittels
Schattenbildern aus vielen verschiedenen Blickwinkeln und der im Anschluss durchge-
fu¨hrten Radontransformation, 3D-Daten bzw. Volumendatensa¨tze bestimmt werden
[109, 134].
6kurz auch µCT geschrieben
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Seit Anfang 2000 ko¨nnen Volumendaten von kleinen biologischen Objekten in vi-
vo aufgenommen werden [75]. Dadurch sind neuartige Studien an lebenden Tieren,
biomedizinischen Proben, Nahrungsmitteln, Mikrofossilien und andere Studien mo¨glich.
Nano-CTs ko¨nnen seit etwa 2005 eingesetzt werden. Wie aus dem Namen schon er-
sichtlich, ermo¨glicht die zersto¨rungsfreie 3D-Mikroskopie Untersuchungen in der Gro¨ße
von wenigen Nanometern [134, 53]. Experimentell kommt das Verfahren in der vor-
liegenden Dissertationsschrift nicht zur Anwendung. Da die Tomographie jedoch eine
stabile und robuste Alternative zu zuvor beschriebenen Verfahren darstellt, und hier
eher eine Menge Schattenabbildungen, und nicht eine Menge von Reflexionen, vorliegt,
wird der Tomographie ein Abschnitt in der Arbeit gewidmet.
Jedoch auf Grund der Tatsache, dass die Tomographie eine stabile und robuste Al-
ternative zu zuvor beschriebenen Verfahren ist, und es sich hierbei eher um eine Menge
von Schattenabbildungen und nicht um eine Menge von Reflexionen handelt, wird der
Tomographie ein Abschnitt in der Arbeit gewidmet.
1.2.2. Datenmanagement
Das Datenmanagement umfasst die Entwicklung und Durchfu¨hrung von Architekturen,
Absicherungen, Praktiken und Prozeduren, die den ganzen Datenlebenszyklus eines
Vorhabens genau festlegen. In der Dissertation wird der Bereich mit erla¨utert, weil auf
dem Sektor der Lebenswissenschaften in Zukunft außerordentlich große Datenmengen
eruiert werden mu¨ssen7 [118, 104].
Das Ausmaß der Datenmengen und der dadurch beanspruchte Aufwand wa¨chst bei
steigender Dimension exponentiell [64, 21]. Inzwischen haben sich Ansa¨tze ergeben,
derartige Datenmengen z. B. per Grid-Computing parallel zu bearbeiten [46, 124, 123,
147].
An der ETH in Zu¨rich wird zur Bewahrung großer Bilddatensa¨tze der Stadt Zu¨rich
die ZuBuD8 genutzt. Das Ziel ZuBuD-Bilddatenbank besteht darin, Bilddatensa¨tze von
Forschungsgruppen aus aller Welt zu speichern und zur Verfu¨gung zu stellen [131].
Zur Bewahrung großer Datensa¨tze wird am EMBL9 z. B. BLAST10 genutzt. BLAST
dient dazu, experimentell ermittelte DNA- oder Protein-Sequenzen mit bereits in einer
Datenbank vorhandenen Sequenzen zu vergleichen, um A¨hnlichkeiten festzustellen. Der
Aufwand liegt momentan im Bereich von einigen Petabytes [9, 76, 30].
7Große Datenmengen umfassen im ersten Jahrzehnt des 21. Jahrhunderts die Gro¨ßenordnung von
Tera-Bytes.
8ZuBuD – Zurich Building Image Database
9European Molecular Biology Laboratory
10Basic Local Alignment Search
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Am KIT11 wird mittlerweile ein neu entwickeltes System namens LSDF12 einge-
setzt. Platten- und Bandspeichervolumen wurden auf Petabytes erweitert und ste-
hen fu¨r die biologische Forschung zur Verfu¨gung. Die Large Scale Data Facility
legt Daten in einer abgestuften Speicherstruktur nach einem Schichtenmodell ab.
Genutzt werden dazu Hochgeschwindigkeitsspeicher am Erzeugungsort, Plattenspei-
cher in der zentralen Schicht sowie Bandspeicher in der Archivierungsschicht [122]. Sie
ermo¨glichen eine schnelle Datenannahme, eine hochleistungsfa¨hige Bilddatenanalyse
und die Langzeitarchivierung der anfallenden Datenmengen [60].
In der Arbeit wird die LSDF genutzt und mit dem Prinzip des Grid-Computings fu¨r
große Berechnungen angewandt.
Mithilfe von Grid-Computing ko¨nnen Berechnungsschritte der Bildanalyse auf
mehreren, verschiedenen, geographisch voneinander unabha¨ngigen Computern berech-
net werden. Fu¨r das Grid-Computing kann z. B. HDFS 13 genutzt werden. Hadoop ist
ein Framework, das ermo¨glicht, Berechnungen von Daten mit Tausenden von Knoten
und Petabytes zu berechnen [147].
Des Weiteren mu¨ssen die verschiedenen Datentypen bedacht werden. Transaktio-
nen und die Nutzung verschiedener Datentypen ko¨nnen zu einem Informationsverlust
und Fehlern fu¨hren. Eine U¨bersicht zu den verschiedenen Datentypen befindet sich im
Anhang A.
Fu¨r ein akzeptables Management bestehen die Anforderungen an Algorithmen aus:
• der Nachvollziehbarkeit,
• dem geringen Rechenaufwand,
• der hohen Qualita¨t,
• der guten Auswertung und
• der Parallelisierbarkeit.
11Karlsruhe Institute of Technology
12Large Scale Data Facility
13The Hadoop Distributed File System
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1.2.3. Multidimensionale Bildanalyse
Fu¨r das biologische Versta¨ndnis werden aus vorliegenden Daten dazugeho¨rige Modelle
erstellt. Die Erfahrungen wurden vor Jahren durch 2D-Daten gewonnen. In der Akquisi-
tion (Abs. 1.2.1) bietet der aktuelle Stand der Technik die Mo¨glichkeit, 3D-Aufnahmen
zu gewinnen – also Dinge ra¨umlich zu betrachten – somit verschiedene Aufnahmen des
gleichen Objektes miteinander zu fusionieren. Sogar Folgen von 3D-Aufnahmen u¨ber
einen fest definierten Zeitraum, also 4D-Aufnahmen, sind heutzutage realisierbar und
ko¨nnen fu¨r Bewegungen und Entwicklungen von biologischen Strukturen angewandt
werden. Das bedeutet fu¨r die Biologie ein großer Fortschritt [7, 151, 108].
Die Aufgabe von Informatikern, Mathematikern und Ingenieuren besteht schließlich
darin, die Mo¨glichkeiten der Auswertung multidimensionaler Datensa¨tze zu unter-
stu¨tzen und in ihrer Effizienz weiterzuentwickeln. In den letzten Jahrzehnten entstanden
daraufhin eine Reihe von Unternehmen und Softwareprojekten, die sich auf die Bild-
analyse spezialisierten. Das Ziel der sich daraus ergebenden Systeme und Konzepte
liegt in der Unterstu¨tzung – mittels qualitativen Automatisierungen und effizienten
Quantisierungen – bei der Entdeckung neuer, noch unbekannter biologischer Zusam-
menha¨nge.
Bildbearbeitung
Die Bildbearbeitung befasst sich mit Modifikationen des Bildes, die, ohne Wissen u¨ber
Art und Inhalt, durchgefu¨hrt werden ko¨nnen. Ihre hauptsa¨chliche Aufgabe liegt in der
Aufbereitung der Aufnahme. Prinzipiell kann jedes Bild bearbeitet werden [84].
Spezielle Aufgaben der Bildbearbeitung sind z. B. die Reduzierung des Rausche-
influsses, die Eliminierung von Artefakten und Sto¨reinflu¨ssen, die Verbesserung des
Kontrastes oder die Normierung der Bildgro¨ße. Hierfu¨r stehen spezielle Filter und Al-
gorithmen zur Verfu¨gung [84, 64].
Ein digitales Abbild der Dimension zwei kann als diskrete Funktion D :Z2→R inner-
halb eines begrenzten zweidimensionalen Raumes interpretiert werden. D(X) repra¨sen-
tiert den Grauwert des Abbildes D im Bildpunkt X .
Ein digitales Bild kann unter Zuhilfenahme verschiedener Operatoren bearbeitet wer-
den. Operatoren sind mathematische Anweisungen zur Bearbeitung von Funktionen
und werden in drei verschiedene Gruppen aufgegliedert:
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Punktoperator Punktoperatoren modifizieren einen Bildpunkt X unabha¨ngig von
seinen Nachbarn, egal ob er zu einem bestimmten Segment geho¨rt oder nicht.
Sie werden zur globalen A¨nderung von Parametern, wie Helligkeit oder Kon-
trast, genutzt. Handelt es sich z. B. bei dem Funktionswert eines Bildpunktes um
einen Grauwert D(X), so wird der als Grauwerttransformation bezeichnet. Unter-
schieden werden hierbei lineare und nichtlineare Operatoren, die sich mit einer
entsprechenden Funktion F wie folgt als Punktoperatoren umschreiben lassen
[64]: F : D(X)→ F(D(X))
Bekannte Punktoperatoren sind Schwellwert-Filter, die Negativtransformation
und die Histogrammspreizung [64].
Lokaler Operator Bei einem lokalen Operator handelt es sich um eine Funktion,
die, in Wechselwirkung mit den benachbarten Bildpunkten, auf einen Bildpunkt
wirkt14. Der neu berechnete Grauwert ha¨ngt also von der Umgebung des Bild-
punktes ab, sowie von den Gewichtungsfaktoren, die von entsprechenden Koef-
fizienten festgelegt werden. Mit zunehmender Operatorgro¨ße nimmt die Rechen-
zeit u¨berproportional zu. Fu¨r eine zweidimensionale Bildfunktion D = [Di1,i2] hat
die Faltung mit einem Maskenoperator m = [mx1,x2], der nur fu¨r den Bereich
x1 ∈ [−r1, . . . ,r1]∧ x2 ∈ [−r2, . . . ,r2] des Nullpunktes von 0 verschiedene Werte
besitzt, die Form [64]:








Beliebiger Operator Der beliebige Operator kann als Extremfall des lokalen Opera-
tors interpretiert werden, wobei potentiell jeder Wert der Bildfunktion von allen
Grauwerten des Bildes abha¨ngig ist [109, 64].
Bildverarbeitung
In der Arbeit wird Bildverarbeitung15 als die inhaltliche Zusammenfassung benach-
barter Bildpunkte, die einem bestimmten Homogenita¨tskriterium genu¨gen, verstanden.
Bei der Bildverarbeitung biologischer Daten handelt es sich somit um eine Vermessung
und Interpretation von Segmenten biologischen Hintergrunds [84].
14z. B. Gla¨ttungsfilter - (Gauß-Filter, Medianfilter etc.) oder Kantenfilter - (Gradientenfilter,
Laplace-Filter etc.)
15oft auch Segmentierung genannt
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Die Interpretation ist selbstversta¨ndlich nicht mit den Beurteilungen und Erfahrun-
gen eines Biologen gleichzusetzen. Die maßgeblichen Entscheidungen, sowie die Verant-
wortung fu¨r seine Handlungen im biologischen Sektor liegen beim Biologen selbst. Uner-
la¨sslich ist daher die enge Zusammenarbeit von Biologen und Informatikern, um den
Erfolg so einer (semi-)automatisierten Analyse biologischer Bilddaten zu ermo¨glichen.
Einen U¨berblick u¨ber verschiedene Verfahren zur Segmentierung geben folgende
Quellen: [84, 7, 51, 63, 64, 108]. Die Segmentierung bildet den ersten Schritt der
Bildinterpretation, da sie eine Verbindung zwischen unstrukturierten Bildelementen
und semantisch zusammengefassten Bereichen herstellt. Das Regionenwachstum16 ist
eine Gruppe von Verfahren, mit denen relativ schnell Segmentierungen vollzogen wer-
den ko¨nnen. Die Verfahren ko¨nnen auf beliebig dimensionale Bilddaten17 angewendet
werden.
Bei komplexeren Bilddaten sind jedoch Speziallo¨sungen notwendig, um eine
zufriedenstellende Segmentierung zu erhalten. Die Segmentierungsansa¨tze ko¨nnen grob
in drei Gruppen unterteilt werden:
Interaktive Segmentierung: Interaktive18 Ansa¨tze bieten dem Nutzer die
Mo¨glichkeit, im Wechselspiel mit der Software, spezielle Strukturen in Bilddaten
manuell auszuwa¨hlen. Folglich muss viel Arbeit in die Entwicklung geeigneter
grafischer Benutzeroberfla¨chen19 investiert werden [16, 12, 135].
Modellbasierte Segmentierung: Modellbasierte Ansa¨tze nutzen das Wissen u¨ber
Form- und Oberfla¨chenbeschaffenheit der zu segmentierenden Objekte. Das Wis-
sen ist meist in mathematischer Form repra¨sentiert [29, 66, 55, 3].
Wissensbasierte Segmentierung: Wissensbasierte Ansa¨tze nutzen Vorwissen u¨ber die
zu erwartenden biologischen Daten. Mo¨gliche Quellen des Wissens sind biologi-
sche Atlanten oder Trainingsdaten, die mithilfe entsprechender Interpreter zur
spezifischen Segmentierung genutzt werden ko¨nnen [20, 148, 10].
An die Pra¨zision der Bildauswertung sind ho¨chste Anforderungen zu stellen, da sich
ein Fehler in einem der Teilschritte auf alle folgenden Schritte und somit auch auf das
Endergebnis auswirkt. Ein Fehler kann zudem spa¨ter kaum automatisch korrigiert wer-
den. Es ist nur die manuelle Korrektur mo¨glich, was wieder zusa¨tzlichen Nutzeraufwand
– in Form von Konzentration, Wissen und Zeit – bedeutet [130].
16<engl> Region Growing
17z. B.: bei 1D - Frequenzen; bei 2D/3D - absorptionsbasierte 2D-/3D-Aufnahmen; bei 4D - zeitliche
Folge von 3D-Aufnahmen; bei 5D - verschiedene 4D-Fluoreszenzaufnahmen
18<lat> inter agere – <dt> wechselseitig




Merkmale20 sind beobachtbare bzw. physikalisch messbare Eigenschaften von Objek-
ten, die im Kontext der Mustererkennung geeignet sein sollen, eine mo¨glichst fehlerfreie
Klassifikation zu ermo¨glichen. Zur Schilderung von Merkmalen dienen Charakteristiken,
die als Grundlage fu¨r die Zuordnung von Eigenschaften gegebener bildlicher Segmente
dienen sollen. Die Merkmalsextraktion entspricht der Umwandlung von Eingangsda-
ten in eine Liste signifikanter Merkmale und dazugeho¨riger Gewichtungsfaktoren [93].
Die menschliche und maschinelle Bestimmung haben hierbei ihre jeweiligen Vorteile
(Tab. 1.1). Auf Grund der Umwandlung in entsprechende Listen wird die Merkmals-




Tab. 1.1.: Mustererkennung bei Mensch und Maschine
[130]
Gewu¨nschte Anforderungen sind [100, 74]:
• beobachtbar bzw. physikalisch messbar,
• mit geringem Aufwand zu gewinnen,
• interpretierbar und anschaulich,
• invariant bezu¨glich irrelevanter Variationen,
• hoch relevant bezu¨glich der Aufgabenstellung, die fu¨r die spa¨tere Klassifikation
geeignet ist.
• robust (unempfindlich gegenu¨ber kleinen Sto¨rungen),
• in mo¨glichst geringem Maße abha¨ngig von unterschiedlichen Merkmalen und
• mo¨glichst gering in der Anzahl von Merkmalen (Merkmalsvektor niedriger Di-
mension).
Sie empfehlen sich fu¨r eine anschließende (semi-)automatische Klassifikation.
Derartige Merkmale von Segmenten, angewandt auf entsprechende Bilddatensa¨tze,
sind z. B. Anzahl, Farben, Verha¨ltnisse, Bewegungen sowie geometrische Eigenschaften
(z. B. Volumen, Umfang, La¨nge, Tiefe, Breite, Kru¨mmungen).
20Merkmal – z. B. Deskriptoren, Kenngro¨ßen, Eigenschaften
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Weitere Merkmale sind z. B. Grauwert (Min, Max, Median, Durchschnitt), Rund-
heit, integrierte Dichte, Schwellenlimit, Scale-Invariant Feature Transform (SIFT) [88],
multiScale Oriented Patches (MOPS) [19] und Speeded Up Robust Features (SURF)
[8], Schwerpunkt, Fla¨cheninhalt, kleinster umhu¨llender Kreis, gro¨ßter innenliegender
Kreis sowie Rundheit usw.
Generell lassen sich zwei verschiedene Arten von Merkmalen differenzieren. Einer-
seits ko¨nnen Merkmale durch reelle oder komplexe Zahlen beschrieben werden. An-
dererseits gibt es kategorische Merkmale, die durch Symbole gekennzeichnet werden.
In beiden Fa¨llen werden die Merkmale extrahiert, indem Transformationen auf den
Mustern durchgefu¨hrt werden [84].
Merkmale unterstu¨tzen die Klassifikation von Objekten, Zusta¨nden, Situationen und
Zusammenha¨ngen. Spezielle problembezogene Betrachtungen der Merkmale sollen der
engen Verbindung der Mustererkennung mit biologischen Merkmalen dienen.
Klassifikation
Die durch Merkmale gewonnene Zuordnung von Segmenten in bestimmte Klassen wird
Klassifikation genannt. Bei derartigen Zuordnungen handelt es sich um eine Einteilung
eines bestimmten Merkmalsraumes in disjunkte Klassen [27].
Eine Klassifikation entspricht zum Beispiel der Zuordnung in verschiedene Farb-
klassen (z. B. rot, gru¨n, blau). Verschiedene vorliegende farbliche Objekte ko¨nnen da-
raufhin direkt und eindeutig klassifiziert werden. Selbstversta¨ndlich ko¨nnen auch Klas-
sifikationen manchmal nicht eindeutig sein (z. B. braun). Hierbei handelt es sich dann
um unscharfe Mengen, die zu Fuzzy-Klassifikationen fu¨hren, die in der vorliegenden
Arbeit allerdings nicht weiter betrachtet werden.
Eine Bildklassifikation von Segmenten kann anhand
• der Grauwertverteilung,
• der Position,
• der morphologischen Eigenschaften oder
• anhand von Basiswissen
erfolgen.
Abha¨ngig von der Kommunikation zwischen Analytiker und Computer gibt es
daru¨berhinaus die Unterteilung zwischen vollautomatischer, semiautomatischer und




Der Forschungsbereich fu¨r Biologische Grenzfla¨chen (z. B. Toxikologie, Genetik) ist
ein umfassender naturwissenschaftlicher Sektor, in dem eine große Anzahl an Fragen
noch unbeantwortet ist. Auf Grund des Fortschrittes in der Biologie (z. B. Fluoreszenz
[133]) und der weitreichenden Mo¨glichkeiten in der Akquisition (z. B. Mikroskopie
[114], Spim) ist der Umgang mit den anfallenden immensen Datenmengen und deren
tiefgehende Analyse noch nicht ausreichend hinterfragt. Die Auseinandersetzung mit
dem Thema ist unabdingbar, um zu ermo¨glichen, in vielen Bereichen der Biologie,
der Biochemie und der Biomedizin (z. B. toxikologische Einwirkungen) tiefergehende
Fragestellungen effizient zu ergru¨nden.
Außerdem ist ein weiteres Ziel der vorliegenden Arbeit, experimentell darzulegen,
welche technischen und mathematischen Verfahren es ermo¨glichen, derartige Mengen
akquirierter Daten zu Informationen zu verarbeiten und aus deren Analysen biologi-
sche Schlu¨sse zu ziehen [77]. Multidimensional ko¨nnen somit u. a. Entwicklungen von
ganzen Zellstrukturen nachverfolgt und gedeutet werden. Die sich heutzutage ergeben-
den immensen Datenmengen erfordern allerdings einen unangemessenen Aufwand bei
der (semi-)automatischen Analyse.
Desweiteren existiert noch nicht die Gruppe von Algorithmen bzw. Operatoren, die
zeiteffizient genutzt und entsprechend qualitativ abgea¨ndert werden kann. Bei vielen
Abla¨ufen fehlt die Balance zwischen Zeit, Qualita¨t und Quantita¨t, um einen mo¨glichst
hohen Informationsgehalt gewinnen zu ko¨nnen (Abb. 1.1).
Zur praktischen Umsetzung der multidimensionalen Bildbearbeitung fehlen bislang
Konzepte zur theoretischen Analyse und zur praktischen Realisierung. Das im zwei-
dimensionalen Sektor schon bekannte Modul der Separierung wurde noch nicht auf
multidimensionale Datensa¨tze erweitert. Deshalb steigt der Rechenaufwand bei multi-
dimensionalen Problematiken und Datensa¨tzen exponentiell.
Daru¨ber hinaus werden Anwendungen und Auswertungen morphologischer Eigen-
schaften multidimensionaler biologischer Grenzfla¨chen zur Gewinnung nu¨tzlicher Merk-
male noch nicht beherrscht. Auch fehlen bislang Algorithmen zur Analyse der Inho-
mogenita¨t von Netzstrukturen und Segmenten.
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Abb. 1.1.: Balance zwischen Qualita¨t, Quantita¨t und Zeitaufwand
Problem toxikologischer Einwirkungen
In vielen biologischen Projekten wird hinterfragt, wie und womit Noxen21 – also toxisch
wirkende Substanzen – bei relativ fru¨hen Prozessen und Stadien, wa¨hrend der Ent-
wicklung von Wirbeltieren [138], interagieren. Um in fru¨hen Stadien unterschiedliche
toxikologische Einwirkungen in Zebraba¨rblingen22 studieren zu ko¨nnen, wurden ver-
schiedene Substanzen gewa¨hlt.
Prozesse der fru¨hen Entwicklung von Wirbeltieren werden hoch synchronisiert und
ha¨ngen von komplizierten Signalkaskaden ab. Sie kontrollieren die Unterscheidungen
und ra¨umlichen Verla¨ufe von Zellen und Zellgruppen.
Ziel der Biologie ist es u. a., in vivo die Wechselwirkung zwischen den toxikologischen
Wirkstoffen und Prozessen fru¨her Wirbeltierentwicklungen nachzuverfolgen.
Um derartige Projekte umzusetzen und wissenschaftlich zu unterlegen, wird eine
große Datenmenge von sich entwickelnden Zellkulturen bzw. Zebraba¨rblingen beno¨tigt.
Derartige Daten werden mithilfe von zeitlichen Folgen fluoreszenzmikroskopischer Auf-
nahmen gewonnen [104].
Ein Ausschnitt der sich entwickelnden Zebraba¨rblinge muss zuna¨chst experimentell
bestimmt und kalibriert werden. Die Ursache hierfu¨r liegt in der zeitlichen und qualitati-
ven Begrenzung. Eine Zellteilung dauert in den gegebenen Experimenten ungefa¨hr zwei
Minuten [47]. Um die Verfolgung von Zellen zu gewa¨hrleisten, wurde die Aufnahme
auf mindestens drei Zusta¨nde begrenzt. Eine Aufnahme darf somit jeweils maximal 40
Sekunden dauern.
21<engl> Noxa bzw. <dt> Noxen – Stoffe, die negativ auf einen Organismus einwirken
22Zebraba¨rbling – Danio rerio
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Die Fluoreszenzmikroskopie wird eingesetzt, um die Mo¨glichkeit zu bieten, ver-
schiedene fluoreszierende Stoffe mit verschiedenen Lasersequenzen anzuregen. Hier ist
zu bedenken, dass die Vielzahl an mo¨glichen Sequenzen seriell abla¨uft und zusammen
maximal 40 Sekunden beno¨tigen darf.
Deswegen wurden lediglich zwei Sequenzen gewa¨hlt. Eine Sequenz dient zum Anregen
spezieller Zellkerne und eine weitere Sequenz wird fu¨r spezifische biologische Fragestel-
lungen (z. B. zum Aufleuchten bestimmter Zellmembranen) genutzt. Jede einzelne Auf-
nahme darf deshalb je Sequenz maximal 20 Sekunden dauern.
Abwa¨gungen mu¨ssen somit in Qualita¨t und Quantita¨t der Bilddaten getroffen wer-
den. Die heutigen technischen Mo¨glichkeiten sind hierzu noch begrenzt. Die Gro¨ße
eines Voxels betra¨gt, laut des vorgegebenen Mikroskops (SP5), in dem Experi-
ment 892x892x881 nm3. Weiterhin liegt, um qualitativ akzeptable Beleuchtungen zu
gewa¨hrleisten, die Grauwerttiefe bei 16-bit.
All die Anspru¨che fu¨hrten, fu¨r den erwa¨hnten Ausschnitt eines Zebraba¨rblings, zu
der Eingrenzung von ca. 512x512x256 Voxel.
Auf die sich daraufhin ergebenden Probleme des Datenmanagements immenser
Datenmengen23 und des großen Aufwands der Datenanalyse wurde keine Ru¨cksicht
genommen, sondern als Herausforderung und Mo¨glichkeit betrachtet, es zum Teil in
der Dissertationsschrift zu bewa¨ltigen [111].
Bei der multidimensionalen Bildanalyse wird durch die vielen no¨tigen Einschra¨n-
kungen und durch die vielen mo¨glichen Algorithmen eine Balance gesucht, die zu ak-
zeptablen (semi-)automatischen Auswertungen der akquirierten Bilddatensa¨tze fu¨hrt.
Eine derartige Auswertung soll den Biologen dabei unterstu¨tzen, die Wirbeltierentwick-
lungen und Zellbewegungen unter toxikologischen Einwirkungen multidimensional
nachzuverfolgen und wissenschaftlich tragfa¨hige Schlussfolgerungen zu ziehen.
23512 ·512 ·256 ·16bit = 128 MB pro Zeitpunkt
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Probleme des Griscelli-Syndroms
In dem Projekt ”Physiology and Pathology of Skeletal Muscle In Vivo” werden Ent-
wicklungen des Griscelli-Syndroms verfolgt [116]. Hierbei werden gesunde und kranke
Nervenstrukturen in vivo verglichen. An Ratten, die vom Griscelli-Syndrom befallen
sind, kann eine unterentwickelte Muskelbeschaffenheit nachgewiesen werden.
Die Synapsen gesunder Ratten weisen eine inhomogene Struktur auf. Die inhomogene
Struktur entspricht einer ”bretzeligen” Form, einer Form mit Ungleichma¨ßigkeit und
vielen Lo¨chern24.
Synapsen von Ratten, die mit dem Griscelli-Syndrom befallen sind, weisen hingegen
eher eine homogene Struktur auf. Das ist auf die Tatsache zuru¨ckzufu¨hren, dass eine
Vielzahl zu untersuchenden funktionierenden Rezeptoren nicht wieder zur entsprechen-
den Synapse zuru¨cktransportiert werden kann. Folglich bleibt das Wachstum der
Synapse zuru¨ck. Weitere Details sind unter [116] erla¨utert.
Von gesunden und kranken (mit dem Griscelli-Syndrom belasteten) Ratten werden
mittels konfokaler Fluoreszenzmikroskopie Bilder von deren Diaphragmen25 akquiriert.
Hinterfragt wurde:
• die Gesamtzahl der Synapsen pro Muskel / Diaphragma,
• das Volumen pro Synapse,
• die Gro¨ße und die Morphologie der Synapse,
• die statistische Varianz innerhalb der Muskeln,
• der Unterschied zwischen gesund und krank.
Zur Aufnahme dienten Mikroskope des Typs SP2 bzw. SP5 [116]. Genutzt wurden
blaue und rote Sequenzen. Blau diente fu¨r eine gute Qualita¨t, wa¨hrend Rot fu¨r die
direkte Visualisierung genutzt wurde.
Auf Grund des fu¨r die Mikroskopie relativ großen Diaphragmas wurde die Grid-
Mikroskopie genutzt. Die Grid-Mikroskopie entsprach einer Folge, einem Netz, von
20x20 verschieden positionierten konfokalen Aufnahmen, welche den relativ großen
Raum abdeckte.
24Von Biologen wurde das mit lo¨chrigem Schweizer Ka¨se assoziiert
25<lat> Diaphragma – <dt> Zwerchfell
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Um den Aufwand zu senken, Zeit zu gewinnen und Wissen u¨ber die Form eines Dia-
phragmas26 zu nutzen, wurden je Grid vom biologischen Experten drei Aufnahmen
angefertigt (oberste, mittlere und unterste ra¨umliche Ebene). Nun wurde die Entschei-
dung getroffen, ob an der Stelle spa¨ter detailliertere Aufnahmen durchgefu¨hrt werden
sollen.
Eine einzelne Grid-Mikroskopie enthielt insgesamt 2048x2048x60 Voxel. Dem
genutzten Mikroskop zufolge betra¨gt die Gro¨ße eines Voxels in dem Experiment
775x775x1000 nm3. Als Grauwerttiefe wird bei dem Experiment vom Biologen 8-bit
gewa¨hlt. Auf noch ho¨her auflo¨sende Bilder mit der Tiefe von 12- bzw. 16-bit wird hier
nicht weiter eingegangen.
Ein typisches Problem bei Mikroskopaufnahmen ist die Segmentierung der Synapsen
bzw. Zellen. Hierbei ist nicht nur das Auffinden eines solchen Segmentes relevant, son-
dern auch das Bewahren und das anschließende automatische Auswerten der Morpholo-
gie.
Der Zeitaufwand bei der Aufnahme eines ganzen Diaphragmas bela¨uft sich auf
ungefa¨hr drei Stunden. Trotz der relativ festen Struktur der Synapsen ko¨nnen Un-
regelma¨ßigkeiten auftreten.
Ein weiteres Problem liegt in der Tatsache, dass eine Vielzahl von Synapsen ziemlich
nahe beieinander liegen, und es relativ schwer wird, die Synapsen voneinander klar
getrennt zu extrahieren.
Weitere Ziele der Arbeit bestehen darin, Verfahren zu entwickeln, die:
• die Positionen von Synapsen finden,
• das Rauschen und die Artefakte behandeln,
• eine Mindestanzahl von Synapsen in jeglichen Umkreisen ermitteln,
• kranke von gesunden Zellen anhand morphologischer Eigenschaften unterschei-
den,
• (semi-)automatische Segmentierungen vornehmen und dem Biologen manuelle
Segmentierungen abnehmen.
26Zwerchfelle bei Ratten sind U-fo¨rmig
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Heutzutage ist es nicht mehr ausreichend lediglich 2D-Datensa¨tze bzw. Bilder von bio-
logischen Objekten aufzunehmen und zu analysieren [1]. Der momentane Stand der
Technik ermo¨glicht es, ganze 3D-/4D- sogar 5D-/6D-Datensa¨tze zu akquirieren. Darum
ist es mo¨glich, Daten in großem biologischen Rahmen aufzunehmen und sie zu speich-
ern. Das Problem liegt aber darin, die Daten in einem akzeptablen Zeitrahmen und in
akzeptabler Qualita¨t (semi-)automatisch zu analysieren.
Die Promotionsarbeit hat das Ziel, neue Teilkonzepte und Algorithmen zur Gewin-
nung von Informationen aus zur Verfu¨gung stehenden multidimensionalen Datensa¨tzen
zu erarbeiten und zu evaluieren. Auf Grund des extrem wachsenden Aufwands der
Datenhaltung bis zum Endpunkt der Analyse in multidimensionalen Datensa¨tzen ist
eine genaue Betrachtung des gesamten Ablaufes und der Balance zwischen den ver-
schiedenen Notwendigkeiten fu¨r eine nutzbare Datenanalyse no¨tig. Die multidimen-
sionalen Datensa¨tze werden u. a. mit neuartigen Akquisitionsverfahren27 gewonnen.
Angewandt werden die Verfahren z. B. bei der Erforschung von neurologischen
Krankheiten (wie dem Griscelli-Syndrom) und der dazugeho¨rigen Auswirkungen
(Neuromuscular-Junction) [120, 36, 149] oder von toxikologischen Einwirkungen ver-
schiedener Substanzen auf Zellen [68, 50]. Optische Limits und Signalsto¨rungen bei
biologischen Grenzfla¨chen28 in vitro oder sogar in vivo sind Gru¨nde fu¨r die Komplexi-
ta¨t, genaue, qualitativ akzeptable Daten zu gewinnen und zu analysieren.
Die Entwicklung von Konzepten und Algorithmen zur multidimensionalen Bildana-
lyse soll die interaktive Nutzung im Forschungsbereich der biologischen Grenzfla¨chen
erleichtern. Die interaktive Nutzung soll die Effizienz beim Erlangen von Experten-
wissen und Schlussfolgerungen steigern, um somit Fortschritte im Forschungsbereich
biologischer Grenzfla¨chen zu unterstu¨tzen.
In der Dissertationsschrift orientiert sich die Entwicklung der Teilkonzepte an fol-
gendem Datenverarbeitungsablauf:
Datenakquisition Neuartige Akquisitionsverfahren bieten die Mo¨glichkeit, qualitativ,
quantitativ und zeitlich viel mehr Informationen und Daten bestimmter biologi-






Datenmanagement Auf Grund der sich ergebenden riesigen Bilddatenmengen wird
in der Arbeit das Bilddatenmanagement neu behandelt (s. Kap. 5).
Datenbearbeitung Ein neues multidimensionales Konzept bringt den Vorteil, ei-
ne Gruppe von Bildbearbeitungs- und Filterverfahren von exponentiellem
Rechenaufwand auf linearen Rechenaufwand zu minimieren und dadurch zeitlich
stark zu beschleunigen. Qualita¨t und Quantita¨t bleiben gleichermaßen bestehen
(s. Kap. 2).
Datenverarbeitung Neuartige Verarbeitungs- und Segmentierungsabla¨ufe helfen
dabei, multidimensionale Daten zu segmentieren. Es wurde angestrebt, nicht nur
2D-Daten zu verarbeiten, sondern Volumen oder sogar Bewegungen in optimaler
Weise zu analysieren (s Kap. 3).
Merkmalsextraktion
Graphentheoretische mathematische Ansa¨tze werden neuartig angewendet,
um multidimensionale morphologische Eigenschaften zu extrahieren. Die
isoperimetrische Ungleichung wird zur Bestimmung von multidimensionalen
Eigenschaften in neuartiger Form angewendet (s. Kap. 4).
Cluster-Computing und Klassifikation Cluster-Computing und Klassifikation wer-
den mittels der fu¨r Data-Mining-Aufgaben entwickelten MATLAB-Toolbox Gait-
CAD bestimmt. Das Neue sind nicht die Verfahren, sondern die Anwendungen
der gegebenen und per Gait-CAD genutzten Datenbanken (s. Kap. 5).
Interaktive (semi-)automatische Korrekturen Mit neu erstellten Programmen erhal-
ten Experten die Mo¨glichkeit, entsprechende Wissensdatenbanken multidimen-
sional zu erweitern. Die Interaktivita¨t erleichtert es, den multidimensionalen
Ablauf von der Bildbearbeitung bis hin zur Klassifikation zu verbessern und zu
beschleunigen (s. Kap. 5).
Das Ziel der vorliegenden Dissertationsschrift besteht darin, ein neues Konzept
fu¨r die interaktive Auswertung multidimensionaler biologischer Bilddaten zu entwi-
ckeln. Einzelne Bildanalyseschritte sollen als neuwertige Module erarbeitet und in
entsprechend neuwertige Konzepte integriert werden (Abb. 1.2). Hier werden prak-
tische Probleme in der Analyse biologischer multidimensionaler Datensa¨tze behandelt.
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Wie in der Einleitung schon beschrieben und in der Abb. 1.2 dargestellt, bestehen
große Probleme in der Datenakquisition und im Datenmanagement. Hier sei auf die
Zusammenarbeit mit anderen Instituten verwiesen. Bei der Zusammenarbeit wurde das
Datenmanagement innerhalb des Projektes LSDF (Large Scale Data Facility) [138]
und das Cluster-Computing mittels des Hadoop-Clusters [46] in Angriff genommen
[104].
Um akzeptable Informationen aus den akquirierten Daten gewinnen zu ko¨nnen,
mu¨ssen entsprechende Bilddaten zuna¨chst bearbeitet werden (Kap. 2). Mit Filtern
werden Fehler, Artefakte und Rauschen beseitigt – und das nicht nur zweidimensional,
sondern multidimensional. Eine Vielzahl linearer lokaler Operatoren kann, auf Grund
ihrer Faltungen, separiert angewandt werden [21]. Die Dissertation befasst sich des Wei-
teren mit multidimensionalen Anwendungen (Kap. 2). Derartige Separierbarkeit von
linearen lokalen Operatoren fu¨hrt, wie in der Dissertation beschrieben, zur fehlerfreien
und deutlichen Effizienzsteigerung [110, 21] der multidimensionalen Bildbearbeitung.
In einem na¨chsten Schritt ko¨nnen Segmentierungen (Kap. 3) durchgefu¨hrt wer-
den (Abb. 1.2). Zuna¨chst werden in der vorliegenden Arbeit verschiedene Segmen-
tierungsverfahren miteinander verglichen. Die Ergebnisse aus den Segmentierungen
werden im Folgenden verwendet, um entsprechende Vorteile zu verknu¨pfen und die
Nachteile mo¨glichst zu vermeiden. Das entspricht einem neuartigen Verfahren zur mul-
tidimensionalen Verarbeitung.
Aus den segmentierten Bereichen ko¨nnen Muster und Merkmale gewonnen werden.
Mit neuartigen Verfahren sollen daraufhin multidimensionale morphologische Eigen-
schaften bestimmt werden. Derartige Mustererkennungen ermo¨glichen die Erstellung
von Wissensbasen und werden ebenso in der Arbeit beschrieben (Kap. 4).
Auf Verfahren der Klassifikationen, wie in Abb. 1.2 dargestellt, wird nicht weiter
eingegangen. Es wird jedoch auf weitere Projekte verwiesen.
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2.1. Problemdarstellung
Um Nutzen aus den enormen Datenmengen in der Biologie und steigenden Dimensio-
nen ziehen zu ko¨nnen, werden realisierbare Filtertechniken beno¨tigt, die mit den Ent-
wicklungen von Akquisitionsverfahren und Biotechnologien Schritt halten. Die Berech-
nungszeit vorliegender Daten steht im Verha¨ltnis zur Dimension der aufzunehmenden
Objekte. Eine Aufnahme von Volumendaten u¨ber einen Zeitrahmen entspricht also
einem vierdimensionalen Datensatz.
Es bietet sich an, die Berechnungszeit zu minimieren und den Rechenaufwand der Al-
gorithmen fu¨r multidimensionale Eingangsdaten zu senken. Ein Fortschritt liegt demzu-
folge darin, keine Verluste in Qualita¨t und Quantita¨t hinzunehmen.
Um gegenwa¨rtige Probleme und Beschra¨nkungen vorliegender Algorithmen und
deren Umsetzung zu u¨berwinden, bieten sich Lo¨sungsansa¨tze aus dem Bereich der
Signalverarbeitung sowie der Visualisierungstechnik an [71, 31, 35]. In der Disserta-
tionsschrift wird die Aufmerksamkeit zuna¨chst auf diskrete, lineare lokale Operato-
ren bzw. Filter gerichtet. Eine Filterung kann durch eine Faltung von Eingangsdaten
(multidimensionales, diskretes Signal) mit einer Filtermaske1 erreicht werden. Wenn
die Tensor-Repra¨sentanz einer Filtermaske separierbar ist, wird, wie in der Disserta-
tionsschrift theoretisch und praktisch dargelegt, der Rechenaufwand, entsprechend der
linearen Filterung, wirksam minimiert. Das gilt fu¨r die Signaldimension sowie fu¨r die
Kantenla¨nge der Filtermasken.
Auf Separierung basierende Methoden sind in zweidimensionalen Gebieten, wie der
zweidimensionalen Bildverarbeitung, bekannt [38, 78, 141, 144, 126]. Die generelle Be-
trachtung von Tensoren dter-Ordnung in der Dissertation ist durch das rapide Wachs-
tum der Nachfragen nach schnellen Berechnungen multidimensionaler Datensa¨tze –
besonders bedingt durch Entwicklungen in biologischen und medizinischen Bildanaly-
sesektoren – begru¨ndet.
1Beides wird weitergehend als Tensor betrachtet.
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Die Annahme, dass ein Effizienzgewinn in der Separierbarkeit multidimensionaler
Filtermasken liegt, ist nicht nur auf die Tatsache beschra¨nkt, dass viele prominente
Filter (z.B der Mittelwertfilter oder der Gauß-Filter) tatsa¨chlich separierbar sind. Es
kann außerdem in vielen Fa¨llen ein nicht-separierbarer Tensor durch eine identische
begrenzte Reihe von separierbaren Tensoren beschrieben werden (z. B. CANDECOMP2
[25] und PARAFAC3 [56, 71, 57, 39]).
Zusammengefasst liegt der Hauptzweck des Vorgehens darin, zu verdeutlichen, wie
die Separierbarkeit von Tensoren genutzt werden kann, um die Berechnungszeit fu¨r
multidimensionale lineare Filter mit bestimmten Gro¨ßenordnungen zu verringern. Zur
Sta¨rkung der theoretischen Beschreibungen werden experimentelle Validierungen mit
ku¨nstlichen und biologischen Daten demonstriert [21, 110].
Im nun kommenden Abschnitt Abs. 2.2 werden zuna¨chst Filterentwu¨rfe beschrieben
und definiert. Berechnungen und Beweise folgen in den Abschnitten danach.
2.2. Filterentwurf
In dem Abschnitt Abs. 2.2 werden diskrete Daten und lokale Operatoren behandelt.
Beide werden als multidimensionale Tensoren betrachtet. Einen U¨berblick u¨ber Grund-
wissen der tensorischen Arithmetik, Separierbarkeit (Def. 5) und rechnerbasierten
Fragestellungen kann in folgender Literatur gefunden werden: [91, 105, 31]. Bewa¨ltigt
wurde das Problem der Separierung multidimensionaler linearer lokaler Operatoren in
[110, 21, 69].
Die multidimensionalen Daten und entsprechende Filter sind d-dimensional, wobei
d eine willku¨rliche aber feststehende natu¨rliche Zahl ist4. Ein Element eines Ein-
gangssignalraumes (Daten) wird weitergehend als Abbildung D : Zd → R betrachtet.
Um die weiteren theoretischen Vorgehen und Beweise mo¨glichst abstrakt zu betrachten,
entspricht die Ma¨chtigkeit5 des Abbildes der Ma¨chtigkeit von reellen Zahlen R.
In der d-dimensionalen Datenanalyse bezeichnet das Wort Separierbarkeit die Eigen-
schaft, dass sich die Impulsantwort eines d-dimensionalen Filters durch d miteinander







Somit kann eine d-dimensionale Faltung auf d 1-dimensionale Faltungen reduziert
werden. Oder, anstatt zwei d-dimensionale Filter hintereinander anzuwenden, kann
zuerst ein Filter auf den anderen angewandt und dann mit dem Resultat das
eigentliche Signal gefaltet werden. Das kann die Berechnungszeit immens senken, da der
Rechenaufwand nicht mehr dem exponentiellen Umfang, sondern dem linearen Umfang
entspricht [21, 110].
Ein 640× 480 grau-skaliertes Bild wird daraufhin als D : Z2 → R betrachtet, mit
S = {( j1, j2) ∈ N2 |1 ≤ j1 ≤ p1;1 ≤ j2 ≤ p2}. Dessen Kantenla¨ngen betragen deshalb
p1 = 640 und p2 = 480.
Definition 1 (Muxel) Anstelle der Begriffe Pixel6 oder Voxel7 sollen fortwa¨hrend
multidimensionale Elemente eines Bildes / Datensatzes als Muxel8 bezeichnet werden.
Ein Muxel eines Eingangssignals f : Zd → R ist ein Paar (i, f (i)), wobei i ein Index in
Zd ist [21, 110].
Definition 2 (Filter) Ein Filter F ist eine Abbildung zwischen zwei Signalra¨umen
[21, 110, 64].
Definition 3 (Filtermaske) Eine Filtermaske eines Filters F (Def. 2) ist eine
Funktion g : Z→ R, so dass g(X) = F ?X , ∀X ∈ Z : Z→ R [21, 110, 64].
Zur Vereinfachung wird vorausgesetzt, dass jede Kantenla¨nge eines jeden Filterten-
sors ungerade ist und mit mα bezeichnet wird. Der Radius ist somit wie folgt definiert:
rα := mα−12 (α = {1, · · · ,d }), wobei d eben der Filterdimension entspricht.
Definition 4 (Lokaler Operator) Lokale Operatoren sind Filter (Def. 2) mit
dazugeho¨rigen Tra¨gern9 [21, 110, 64].
Theoretisch sind die Daten auf einem unbeschra¨nkten Definitionsbereich definiert. In
der Praxis jedoch sind gegebene (Bild)Daten oft diskret und stehen in Verbindung zu
einem kompakten Tra¨ger. Deshalb werden weiterhin die Daten als Tensor dargestellt.
Im weiteren Vorgehen beschra¨nkt sich die Aufmerksamkeit auf lineare lokale Ope-
ratoren (Def. 4), die mit einer Filtermaske (Def. 3) abgebildet werden ko¨nnen. Im
zweidimensionalen Beispiel ist solch eine Filtermaske eine Matrix, wa¨hrend im endlich-




9Ein ”Tra¨ger” ist eine Nichtnullstellenmenge einer Funktion
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Definition 5 (Separierbarkeit) Ein Tensor F mit d-ter-Ordnung – der unter an-
derem als multidimensionaler lokaler Operator genutzt werden kann (Def. 4) – ist
separierbar, wenn er sich mit gegebenen Vektoren v1, . . . ,vd wie folgt darstellen la¨sst
[21, 110, 64].:
F= v1⊗·· ·⊗ vd (2.1)
Rangd ist ein Begriff aus der linearen Algebra, der einer linearen Abbildung zugeord-
net wird. Er entspricht hiermit der Dimension der linearen Hu¨lle10 des entsprechenden
Filters. Fu¨r separierbare Filter (Def. 5) gilt folglich: Rangd = 1.
Bemerkung 1 Separierbare Filter haben eine kanonische Dekomposition [25], die
nur einen Term umfasst. Anderweitig, gema¨ß Kruskal [79], kann der schon enthaltene
Rang des Tensors nicht gro¨ßer als 1 sein.
Die nun vorliegenden Definitionen und Bemerkungen werden beno¨tigt, um weit-
ergehende Details in den kommenden Abschnitten festzulegen und fu¨r die Beweise zu
nutzen.
Im nun folgenden Abschnitt Abs. 2.2.1 wird fu¨r zweidimensionale und im Abschnitt
Abs. 2.2.2 fu¨r multidimensionale lokale Filter der gegebene Rechenaufwand von sepa-
rierten und nicht-separierten Filtern berechnet und gegenu¨bergestellt [21, 110].
2.2.1. Separierbare zweidimensionale Filter
Hier wird untersucht, wie die Separierung von zuna¨chst zweidimensionalen Filtern
Berechnungszeit ersparen kann. Fu¨r das Versta¨ndnis wird zuerst der am meisten ange-
wandte zweidimensionale Fall betrachtet, bevor anschließend die volle Allgemeinheit
multidimensional und abstrakt in Betracht gezogen wird.
Ein zweidimensionaler Filter F ist repra¨sentiert durch eine m1×m2-Matrix
F = ( fi1,i2)
11 und agiert auf zweidimensionalen Datensa¨tzen, dargestellt durch ein




(1≤ j1 ≤ p1 ; 1≤ j2 ≤ p2).
Hier sei darauf verwiesen, dass rα := mα−12
12. Versta¨ndnishalber wird weitergehend
auf die Radien und nicht auf die Kantenla¨ngen eingegangen.
10Die lineare Hu¨lle entspricht der Menge aller Linearkombinationen der gegebenen Basisvektoren.
11(−r1 ≤ i1 ≤ r1;−r2 ≤ i2 ≤ r2)
12α ∈ {1,2}, ist ein Index fu¨r entsprechende Dimension.
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Berechnungen von F auf X sind durch eine diskrete Konvolution / Faltung13 gegeben







fi1,i2 · xk1−i1,k2−i2 . (2.2)
Der Wert fu¨r x j1, j2 wird in der Regel auf 0 gesetzt, wenn deren Indizes sich außerhalb
der Grenzen befinden. Die Muxel ykl entsprechen den Werten eines dyadischen Produkts
[18] (1≤ k1 ≤ p1 ; 1≤ k2 ≤ p2)
Y = F ?X =
(
yk1,k2
) ∈ Rp1×p2 . (2.3)
Im zweidimensionalen Fall kann jeder lokale Operator (Def. 4) als Matrix beschrieben
werden. Ist die Matrix des lokalen Operators bzw. der Filtermatrix F separierbar
(Def. 5) integriert, so sind dessen Rang 1 (Bem. 1) und dessen Reihen und Spalten line-
ar abha¨ngig. Infolgedessen kann F = (( fi1,i2)) als Produkt zweier Vektoren v1 = (v1,i1)
und v2 = (v2,i2) geschrieben werden:
F = v1 · v>2 ,
so dass
fi1,i2 = v1,i1 · v2,i2 . (2.4)
Definition 6 (Tensorprodukt) Die Faktorisierung in Konstruktion (Gl. 2.4) wird
als zweidimensionales Tensorprodukt F = v1⊗ v2 bezeichnet.
Die Separierbarkeit eines Filters kann mit Hilfe des Gauß-Algorithmus aus der
Algebra getestet werden. Außerdem kann, wenn F nicht-separierbar ist, der Gauß-
Algorithmus dazu genutzt werden, eine Dekomposition in eine Reihe von separierbaren
Filtern umzuwandeln.
Wenn der Filter F separierbar integriert (Gl. 2.4, Gl. 2.3) und entsprechend dem
zweiten Term von Gl. 2.5 angeordnet ist, wird eine Reduzierung der Anzahl von Mul-



















13Eine Faltung ist linear und kommutativ [21, 110, 64].
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v2,i2 ·xk1−i1,k2−i2 nur einmal berechnet werden
muss (beno¨tigt m2 = 2 · r2 + 1 Multiplikationen) und anschließend mit jedem anderen
Muxel v1,i1 multipliziert wird (weitere m1 = 2 · r1 +1 Multiplikationen).
Es werden lediglich m1 +m2 Multiplikationen fu¨r jeden der yk1,k2 Muxel bzw. Pixel
beno¨tigt. Daher werden zur Generierung der gesamten zweidimensionalen Ausgangsda-
ten, also der Ergebnismatrix Y in Gl. 2.3 (m1+m2) · p1p2 Multiplikationen erforderlich.
Das ist bei Kantenla¨ngen gro¨ßer als Zwei eine signifikante Verbesserung gegenu¨ber
den nicht-separierten Methoden – nicht-separierten Methoden, die m1 ·m2 Multiplikatio-
nen pro Pixel bzw. (m1 ·m2) · p1p2 Multiplikationen fu¨r die gesamten zweidimensionalen
Ausgangsdaten Y beno¨tigen. Die A¨nderungen bei der Anzahl von Additionen verhalten
sich ebenso.
Wa¨hrend nun in dem Abschnitt Abs. 2.2.1 die Separierbarkeit zweidimensionaler
Filter betrachtet wurde, wird im folgenden Abschnitt Abs. 2.2.2 mit gleicher Herange-
hensweise abstrakter die Separierbarkeit multidimensionaler Filter beschrieben.
2.2.2. Separierbare multidimensionale Filter
Es wird vorausgesetzt, dass Eingangsdaten d-dimensionalen Arrays entsprechen (z.
B. ein Rp1×···×pd -Tensor X = (x j1,..., jd)). Filter sind folglich verko¨rpert durch einen
Rm1×···×md -Tensor F = ( fi1,...,id) mit Ordnung d, so dass gilt: ∀α ∈ {1, . . . ,d} : −rα ≤
iα ≤ rα = mα−12 und 1≤ jα ≤ pα .
Wie zuvor beschrieben, wird von Eingangsdaten x j1,..., jd und Tensorfiltern fi1,...,id
soweit festgelegt, dem Betrag 0 zu entsprechen, wo die Indizes außerhalb gegebener
Grenzen sind. Die Indizes mu¨ssen infolgedessen nicht weiter beru¨cksichtigt werden.
Sinngema¨ß nach Gleichung Gl. 2.3 sind Muxel entsprechender Ausgangsdaten Y ∈
Rp1×...×pd
Y= F?X= (yk1,...,kd) (2.6)




















mα −1 Additionen (2.9)
fu¨r jeden Muxel yk1,...,kd .
Bei gegebenen d-dimensionalen Ausgangsdaten, in dem Fall Y, die ∏dα=1 pα Muxel




















beno¨tigt, wenn die Berechnungen mit d-dimensionalen Tensorfiltern nicht separiert,
sondern mit einer Tensorfaltung durchgefu¨hrt werden.
Aus einer einfachen Berechnung separierter multidimensionaler Operatoren resul-
tiert, dass bei Separierungen und der darauf folgenden Berechnung, die Anzahl von
Multiplikation und Addition je Muxel lediglich linear wa¨chst – abha¨ngig von der Gro¨ße
des Filters14.
Genauer gesagt, wenn ein Tensor F separierbar ist, dann kann der Berech-
nungsaufwand fu¨r jeden einzelnen Ausgabemuxel von ∏dα=1mα zu ∑
d
α=1mα Multi-
plikationen und von ∏dα=1mα zu ∑
d
α=1 (mα −1) Additionen reduziert werden, wie in
[21, 110] beschrieben.
Hier sei angemerkt: Wenn ein Tensor separierbar ist, kann er beschrieben werden als
Tensorprodukt [21, 110]
F= v1⊗·· ·⊗ vd. (2.12)
14Tensorordnung und Kantenla¨ngen
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Mit Nutzung der Faktorisierung kann die Berechnung der Ausgangsdaten (Gl. 2.7)
































Der Berechnungsaufwand von yk1,...,kd Muxel separierbarer Tensoren betra¨gt deshalb








(mα −1) Additionen. (2.15)
Wenn zur Bestimmung der Werte von ∏dα=1 pα Muxel des gesamten Ausgangsdaten-
satzes separierbare Faltungen Y (Gl. 2.6) angewandt werden, betra¨gt der Berech-
















(mα −1) Additionen. (2.17)
Weitergehend bezeichnet Tmulti die Berechnungszeit einer Multiplikation und Tadd die
einer Addition15. Die direkte Berechnung mit nicht-separierten Filtermasken Tnicht-sep
und die Berechnung mit der Nutzung separierter Filtermasken Tsep kann somit wie folgt




































15Zeiten von Zwischenspeicherungen o.a¨. werden zuna¨chst nicht beachtet.
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Bei der Gegenu¨berstellung beider Gleichungen Gl. 2.19 und Gl. 2.18 ko¨nnen fol-
gende Resu¨mees gezogen werden: Urspru¨nglich lag ein polynomiales Wachstum bei
den Kantenla¨ngen und ein exponentielles Wachstum bzgl. der Tensorordnung d vor
(Gl. 2.18). Nach der Separierung konnte gezeigt werden, wie der gesamte Aufwand -
der fu¨r Multiplikationen und Additionen gebraucht wird – zu einem linearen Wachstum
fu¨r Kantenla¨ngen und Dimensionen (Gl. 2.19) reduziert werden kann.
Die Tatsache wird auch in Anbetracht einer deutlichen Beschleunigung und der























Das gilt fu¨r alle Permutationen der Indizes pi ∈ Perm({1, . . . ,d}) und ∀k ∈ {2, . . . ,d}.
Zu bestimmen, ob ein Tensor – mit einer Ordnung gro¨ßer zwei – separierbar ist,
und wie er gegebenenfalls in separierbare Tensoren unterteilt werden kann (z. B. in ein
Tensorprodukt), ist ein schwieriges noch zu lo¨sendes Problem [39]. Es ist zu bedenken,
dass nicht-separierbare Operatoren als Reihen separierbarer Operatoren approximiert
werden ko¨nnen. Hierfu¨r ko¨nnen bekannte und verschiedene Herangehensweisen aus der
Literatur genutzt werden. Dazu geho¨ren:
• die higher order singular value decomposition (HOSVD) [34],
• der least squares approaches [24, 154] oder
• die Dekompositionen von Tensoren in einer minimalen Anzahl von Termen mit
Rang 1 16 [32].
Nach der theoretischen Beschreibung multidimensionaler Filter und entsprechender
Separierbarkeit Abs. 2.2, wird im folgenden Abschnitt der praktische bzw. experi-
mentelle Bereich betrachtet (s. Abs. 2.3). In dem Bereich werden Experimente zur
Separierung ausgewertet und deren Ergebnisse hinterfragt.
16CANDECOMP [25]: canonical decomposition – kanonische Dekomposition und PARAFAC [56]:
parallel factors decomposition
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2.3. Simulationsergebnisse
Um den Nutzen von separierten Tensor-Filtermasken, der in den theoretischen Auswer-
tungen in Abs. 2.2 dargelegt wird, praktisch zu besta¨tigen, werden nun Experimente an
(ku¨nstlichen) Eingabedaten durchgefu¨hrt. Die Daten werden per Mittelwert-Filter mit
unterschiedlich großen Tensorordnungen und Kantenla¨ngen (d. h. Radien) berechnet.
Um zu veranschaulichen, dass der zuvor beschriebene Berechnungsaufwand real ist,
wurden die Berechnungszeiten
• des naiven bzw. nicht-separierten lokalen Filters,
• des separierten lokalen Filters sowie
• des Standard-FFT-basierten lokalen Filters17,
fu¨r die Ausfu¨hrung der erforderlichen Konvolutionen, dokumentiert. Wie in Abb. 2.2,
Abb. 2.3, Abb. 2.4, Tab. 2.1, Tab. 2.2, Abb. 2.5 und Abb. 2.6 ersichtlich, verdeutlichen
die Ergebnisse die Vorteile der Separierung.
2.3.1. Separiert-basierte Methode vs. Naive Methode
In dem Abschnitt werden durchgefu¨hrte Experimente beschrieben, die separiert-
basierte Methoden den naiven, nicht-separierten Methoden, zur Berechnung von Fal-
tungen / Filterungen, gegenu¨berstellen.
Wie schon mit den theoretischen Analysen in vorherigen Abschnitten gezeigt, liegt
bei separiert-basierten Methoden ein nur linearer Berechnungsaufwand vor. Die Me-
thoden sind somit den naiven, nicht-separierten Methoden um Gro¨ßenordnungen /
Zehnerpotenzen u¨berlegen.
2.3.2. Experimentelles Vorgehen
Die Berechnungen wurden ausgefu¨hrt an einem zwei-kernigen Intelprozessor R© Xeon
CPU, 3GHz mit 512KiB Cache, 2GiB RAM, 2GiB Swap, basierend auf Linux 2.6.31
SMP. Der Code wurde geschrieben in C++. Genutzt wurde die Bibliothek Insight
Toolkit (ITK) [63], wobei die meisten vorliegenden Standardoperatoren nicht-separiert
vorlagen Kap. B.

















Abb. 2.1.: Schematische Darstellung von separiert-basierten Algorithmen (links) und nicht-
separierten (naiven) Herangehensweisen (rechts) [21]
Die Implementierung wich aus praktischen Gru¨nden ein wenig von der abstrakten
Definition der Algorithmen ab. Vor allem war es no¨tig, die Ergebnisse eines jeden
Konvolutionsschrittes zwischenzuspeichern. Auf Grund der Zwischenspeicherung ergab
sich ein zusa¨tzlicher Rechenaufwand bei separationsbasierten Algorithmen.
Der Aufwand fu¨r die Zwischenspeicherung ist jedoch bei Bilddaten, mit Dimensio-
nen gro¨ßer als zwei, im Verha¨ltnis zu dem Rechenaufwand fu¨r die eigentliche Bildbear-
beitung, zu vernachla¨ssigen. Auch die Gro¨ße des Speicherplatzes ist vernachla¨ssigbar,
da die iterativen Zwischenspeicherungen nach den jeweiligen Berechnungen auch gleich
wieder gelo¨scht werden ko¨nnen (Abb. 2.1).
2.3.3. Datensätze und Aufnahmen
Fu¨r jede Tensorordnung (1− 7) wurden zufa¨llige Tensoren generiert. Fu¨r jede feste
Tensorordnung d und fu¨r jeden Radius r ∈ 1, . . . ,5 wurde ein Korpus von 30 Eingabe-
daten X1, . . . ,X30 mit einheitlichen Radien (z. B. R1X1 = R
2
X1




R2X30 = . . . = R
d
X30
) erstellt. Relativ lange Laufzeiten in der Bearbeitung, von theo-
retisch mindestens 1 Monat je Berechnung, haben dazu bewogen, auf die Aufnahme
von Bearbeitungszeiten fu¨r Tensoren der Ordnung 7, mit Radien von 3 und mehr zu
verzichten. Berechnungen fu¨r Radien 1 und 2 wurden aber durchgefu¨hrt. Ebenso wurde
fu¨r Tensoren der Ordnung 6 und jeweils Kantenla¨ngen 3−5 nur eine Messung aufge-
zeichnet.
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2.3.4. Ergebnis
Um Vergleichsmessungen zu aggregieren, wurden Auswertungen18 in jedem multidi-
mensionalen Testobjekt berechnet (s. Abs. 2.3.3). Bei dem Versuch wurden, an gegebe-
nen multidimensionalen Datensa¨tzen, multidimensionale lokale Operatoren angewandt.
Die Ergebnisse sind in Tab. 2.1 und Tab. 2.2 aufgelistet. Je Radius und dazugeho¨riger
Tensorordnung wurden die entsprechenden Berechnungen 30 Mal durchgefu¨hrt. Ermit-
telt wurde daraufhin die durchschnittliche, maximale und minimale Berechnungsdauer.
Die dazugeho¨rige Standardabweichung wurde außerdem beigefu¨gt.
Wie bereits in Abs. 2.3.3 beschrieben, konnte, bedingt durch den immensen
Zeitaufwand, bei der Tensorordnung 7 nur eine einzelne Berechnung umgesetzt wer-
den. Zum Versta¨ndnis des immensen Wachstums wurde das Ergebnis trotzdem in den
Tabellen beigefu¨gt. Werte fu¨r dessen Maximum, das Minimum und den Mittelwert sind
folglich gleich und die Standardabweichung wird weggelassen.
Fu¨r die Tensorordnung von 1 bis 5 konnten allerdings mehrere Tests duchgefu¨hrt
und entsprechende Standardabweichungen beigefu¨gt werden. Die sich ergebenden Stan-
dardabweichungen sind bei niedrigen Radien und Tensorordnungen vernachla¨ssigbar
und ko¨nnen als repra¨sentative mittlere Bearbeitungszeiten fu¨r die Testobjekte aufge-
fasst werden. Das erkla¨rt auch, warum entsprechende Standardabweichungen in den
Tabellen Tab. 2.1 und Tab. 2.2 als 0-Wert abgerundet werden.
In den beiden Tabellen kommt zuna¨chst zur Geltung, dass bei kleinen Tensorord-
nungen und kleinen Filterradien die Dauer der Berechnung des nicht-separierten lokalen
Operators geringer ist, als die eines separierten lokalen Operators. Der Grund liegt
darin, dass die Anzahl der Berechnungschritte, egal ob separiert oder nicht-separiert,
so gering ist, dass das Laden und Speichern der Zwischenergebnisse, was bei separierten
Berechnungen o¨fter vorkommt, als bei nicht-separierten Berechnungen, la¨nger dauert,
als die jeweilige Berechnung. Weiterhin ist zu erkennen, dass die Berechnungen bei
einigen nicht-separierten lokalen Operatoren (z. B. der Ordnung 1 mit den Filterradien
von 1 bis 3 und der Ordnung 4 mit den Filterradien von 1 bis 2) vom Zeitaufwand her
identisch scheinen. Der la¨ngere Zeitaufwand entsprechender separierter lokaler Opera-
toren liegt in dem beno¨tigten, hardwarespezifischen Dateileseaufwand und Dateispei-
cheraufwand. Sollten die Tensorordnungen und die Filterradien des lokalen Operators
so klein sein, dass deren eigentliche Berechnungsdauer geringer ist, empfiehlt sich die
Separierung nicht. Bei ho¨heren Tensorordnungen und Radien, deren Berechnungsdauer
deutlich u¨ber dem Lese- und Speicheraufwand liegt, wird die separierte Berechnung
lokaler Operatoren allerdings erheblich schneller (s. Abs. 2.3.2).










1 0.06 0.00 0.06 0.06
2 0.06 0.00 0.06 0.06
3 0.06 0.00 0.06 0.06
4 0.09 0.00 0.09 0.09
5 1.67 0.12 1.80 1.55
6 65.66 0.37 66.03 65.29
7 2625.91 3.26 2629.18 2622.65
2
1 0.06 0.00 0.06 0.06
2 0.06 0.00 0.06 0.06
3 0.06 0.00 0.06 0.06
4 0.56 0.00 0.56 0.56
5 40.09 0.30 40.39 39.79
6 2825.48 10.54 2836.02 2814.93
7 616736.17 - 616736.17 616736.17
3
1 0.06 0.00 0.06 0.06
2 0.06 0.00 0.06 0.06
3 0.08 0.01 0.09 0.08
4 3.01 0.01 3.02 3.00
5 150.87 7.57 158.44 143.34
6 31985.61 - 31985.61 31985.61
4
1 0.06 0.00 0.06 0.06
2 0.06 0.00 0.06 0.06
3 0.13 0.01 0.15 0.12
4 11.14 0.02 11.16 11.12
5 729.84 27.04 756.88 702.79
6 198624.06 - 198624.06 198624.06
5
1 0.06 0.00 0.06 0.06
2 0.06 0.00 0.06 0.06
3 0.22 0.00 0.23 0.22
4 31.89 0.06 31.94 31.83
5 2536,94 55.22 2592.16 2481.72
6 420162.31 - 420162.31 420162.31
Tab. 2.1.: Statistiken von aufgezeichneten Berechnungszeiten Tnicht−sep fu¨r unterschiedliche
Filterradien und Tensorordnungen, bei je 30 Berechnungen eines Mittelwertfilters
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1 0.06 0.00 0.06 0.06
2 0.11 0.00 0.12 0.11
3 0.17 0.00 0.17 0.17
4 0.23 0.00 0.24 0.23
5 0.49 0.04 0.53 0.45
6 2.45 0.14 2.59 2.31
7 27.56 1.53 29.10 26.03
2
1 0.06 0.00 0.06 0.06
2 0.11 0.00 0.12 0.11
3 0.17 0.00 0.17 0.17
4 0.24 0.00 0.24 0.23
5 0.58 0.04 0.62 0.54
6 4.26 0.16 4.38 4.06
7 50.18 0.56 50.74 49.63
3
1 0.06 0.00 0.06 0.06
2 0.11 0.00 0.12 0.11
3 0.17 0.00 0.17 0.17
4 0.24 0.00 0.24 0.24
5 0.77 0.05 0.82 0.72
6 6.73 0.11 6.84 6.62
4
1 0.06 0.00 0.06 0.06
2 0.11 0.00 0.12 0.11
3 0.17 0.00 0.18 0.17
4 0.25 0.00 0.25 0.24
5 1.03 0.07 1.10 0.96
6 10.24 0.15 10.40 10.09
5
1 0.06 0.00 0.06 0.06
2 0.11 0.00 0.12 0.11
3 0.17 0.00 0.18 0.17
4 0.25 0.00 0.25 0.25
5 1.35 0.09 1.44 1.26
6 14.54 0.20 14.74 14.34
Tab. 2.2.: Statistiken von aufgezeichneten Berechnungszeiten Tsep fu¨r unterschiedliche Filter-
radien und Tensorordnungen, bei je 30 Berechnungen eines Mittelwertfilters
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2.3. Simulationsergebnisse
Fu¨r eine graphische Beschreibung sei auf Abb. 2.2, Abb. 2.3 und Abb. 2.4 verwiesen.
In Abb. 2.2 und Abb. 2.3 stehen die gelben Balken fu¨r die Ergebnisse von nicht-
separierten und die roten gestreiften Balken fu¨r Ergebnisse von separierten Berech-
nungen. Abb. 2.2 verdeutlicht die Aufwandsentwicklung bei dem Radius 4, zu un-
terschiedlichen Tensorordnungen und Abb. 2.3 illustriert den Aufwand bei der Di-
mension 4, zu unterschiedlichen Filterradien. Die Bearbeitungszeiten wurden logarith-
misch skaliert abgebildet, um die weit ausschwenkenden Verha¨ltnisse noch graphisch
zu verdeutlichen. In Abb. 2.4 werden die Berechnungszeiten, abha¨ngig von Radius und
Dimension, als dreidimensionales Diagramm dargestellt. Das rote bzw. von der Ru¨ck-
seite her gru¨ne Netz stellt die Rechenaufwa¨nde nicht-separierter Berechnungen dar.
Das blaue Netz steht hierbei fu¨r die Rechenaufwa¨nde von separierten Berechnungen.
Entsprechende Fakten wurden aus Tab. 2.1 und Tab. 2.2 entnommen.
Da die graphische Darstellung der Messungen durch relativ große Zahlen bei ho¨heren
Dimensionen gepra¨gt ist, wurde das Fortschreiten der Bearbeitungszeiten fu¨r eine feste
Tensorordnung mit variablen Kantenla¨ngen und umgekehrt dargestellt. Die Untersu-
chungen der Daten und Diagramme verdeutlichen, dass die experimentell gewonnenen
Messungen im Einklang mit den theoretischen Vorhersagen stehen. Wa¨hrend die
naiven, multidimensionalen Filtermethoden eine superlineare Progression der Bear-
beitungszeit verursachen, reduzieren beschriebene Separierungen die Berechnungskom-
plexita¨t auf ein lineares Wachstum, sowohl in Abha¨ngigkeit der Radien, wie auch der
Tensorordnung.
Ohne die beschriebenen Separierungen ist eine multidimensionale Filterung fu¨r große
Dateneingabe-Tensoren und Filtermasken-Tensoren nicht angemessen durchfu¨hrbar
(Tab. 2.1).
Zur Filterung mit einer Filtermaske sechsten Grades und dem Radius vier in je-
der Dimension beno¨tigte eine naive, nicht-separierte Filterung mehr als zwei Tage. Im
Gegensatz fu¨hrte die Berechnung der gleichen Aufgabe mit einem separierbaren Filter
in rund zehn Sekunden zum gleichen Ergebnis (s. Tab. 2.2).
Auf eine abstrakte Ebene gebracht fu¨hrt das zu folgendem theoretischen Extremfall:
Die Dauer der einzelnen Additionen wird fu¨r den weiteren Vergleich vernachla¨ssigt. Al-
lerdings, die Dauer einer einzelnen Multiplikation entspra¨che einer Sekunde. Die Berech-
nung eines 7-dimensionalen Datensatzes mit einem 7-dimensionalen nicht-separierten
linearen lokalen Operator (mit gleichen Radien 8 bzw. Kantenla¨ngen 17) entspra¨che
somit 177 Sekunden bzw. ungefa¨hr 13 Milliarden Jahre – der Dauer des vermuteten
bisherigen Alters des Universums [72]. Wird hingegen die Berechnung mit separier-
ten linearen lokalen Operatoren durchgefu¨hrt, betra¨gt der Zeitaufwand lediglich 17 ·7
Sekunden bzw. knapp zwei Minuten.
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Abb. 2.2.: Diagramm fu¨r multidimensionale lokale Operatoren (Mittelwertfilter) mit Radius
vier – separiert im Gegensatz zu nicht-separiert. Die Bearbeitungszeiten wurden




















0,01 1 2 3 4 5
Abb. 2.3.: Diagramm fu¨r vierdimensionale lokale Operatoren (Mittelwertfilter) mit variieren-
den Radien – separiert im Gegensatz zu nicht-separiert. Die Bearbeitungszeiten
wurden logarithmisch skaliert abgebildet, um die weit ausschwenkenden Verha¨lt-
nisse noch graphisch zu verdeutlichen. Die A¨nderung der Berechnungszeit ist bei




Berechnungszeit für Radius und Tensorordnung
Berechnungs-
















Abb. 2.4.: Wachstum der Verarbeitungszeit fu¨r die Faltung bzw. Filterung als eine Funktion
von Tensorordnung und Filterradius
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2. Neues effizientes multidimensionales Bearbeitungsverfahren
2.3.5. Vergleich mit FFT-basierten Konvolutionen
Zuvor wurden Experimente pra¨sentiert, die die Komplexita¨tsgrenzen, die im Rahmen
der theoretischen U¨berlegungen festgelegt wurden, illustrieren. Fu¨r die separierungs-
basierte Methode waren die Ergebnisse im Einklang mit dem vorhergesagten linearen
Anstieg der Berechnungszeit – sowohl bezogen auf die Tensorordnung, als auch auf die
Kantenla¨ngen der Filtermasken.
Wa¨hrend aus didaktischen Gru¨nden sich ein Vergleich mit den naiven Verfahren emp-
fiehlt, za¨hlt in praktischer Hinsicht vielmehr ein Vergleich mit den aktuellen schnellen
Faltungsmethoden. Wie in [21] beschrieben, sind die Komplexita¨tsgrenzen der separier-
baren Methoden, im Vergleich zu FFT-basierten Verfahren, in Bezug auf die Tensor-
ordnung und die Kantenla¨ngen deutlich effizienter.
FFT-basierte Verfahren liegen, trotz gegebener Separierbarkeit, in der superlinearen





O. B. d. A. 21 m = m1 ≤ . . .≤ md. Somit gilt fu¨r den Rechenaufwand weitergehend:
O(d · log(m) ·m) (2.22)
Hingegen, separierte lokale Operatoren befinden sich in der linearen Aufwandsklasse





O. B. d. A. m = m1 ≤ . . .≤ md. Somit gilt fu¨r den Rechenaufwand weitergehend:
O(d ·m) (2.24)
19 O - Landau-Kalku¨l
20super-lineare Aufwandsklasse: O(log(x) · x)




Als praktisches Anliegen muss beru¨cksichtigt werden, dass bei der multidimensio-
nalen FFT erwartet werden kann, dass ein umfangreicherer Rechenaufwand impliziert
wird [21]. Um die Argumente fu¨r die separierungs-basierte Methode zu besta¨tigen,
wurden weitere Experimente durchgefu¨hrt, die in Abb. 2.5 und Abb. 2.6 dargestellt
sind.
Bei dem Experiment wurden, wie zuvor, Mittelwert-Filter-Masken und die frei zur
Verfu¨gung stehende FFTW-Bibliothek [44, 45] genutzt. Sie wurden auf randomisierte
Arrays, mit einheitlichen Kantenla¨ngen von 20 Muxel in jeder Dimension, angewandt.
Die graphischen Darstellungen Abb. 2.5 und Abb. 2.6 sind im Einklang mit den theo-
retisch gewonnenen Erwartungen und zeigen, dass in der Praxis die separations-basierte
Methode (gru¨n) durchaus als Alternative zu den FFT-basierten Faltungsmethoden (rot)
angewandt werden kann. Wie dargestellt, ist das nicht nur im Limes (wie von den Kom-
plexita¨tsgrenzen vorhergesagt), sondern auch fu¨r Probleme einer geringen ra¨umlichen
Komplexita¨t gegeben.
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2. Neues effizientes multidimensionales Bearbeitungsverfahren



































Abb. 2.5.: Berechnungszeit (Sek) fu¨r Mittelwertbestimmung per FFT-basierter Faltung
(obere Werte, rot) und separierungs-basierter Methode (untere Werte, gru¨n), als
Funktion von variierenden Radien der Filter-Masken bei je 20 Versuchen. Das Ein-
gangssignal war ein randomisierter Tensor 4ter-Ordnung (4D-Array) mit gleichen
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Tensorordnung
Abb. 2.6.: Berechnungszeit (Sek) fu¨r Mittelwertbestimmung per FFT-basierter Faltung
(obere Werte, rot) und separierungs-basierter Methode (untere Werte, gru¨n), als
Funktion von variierenden Tensorordnungen (1−4) bei je 20 Versuchen.
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2. Neues effizientes multidimensionales Bearbeitungsverfahren
2.3.6. Separierung und Nicht-Separierung des Medianfilters
Betrachtet und hinterfragt wurde die Separierung bisher bei linearen Filtern bzw. li-
nearen lokalen Operatoren. Allerdings sind ebenso oft genutzte Operatoren - wie z. B.
der Medianfilter [6] - nicht-linear.
Bei einem Medianfilter werden Sortierungen vorgenommen. Darum liegt hier eine
superlineare Aufwandsklasse vor. Die Anzahl der Elemente eines Medianfilter-Tensors
ist ∏dj=1m j.
Eine Folge von d je 1-dimensionalen Medianfilter-Tensoren, mit Kantenla¨ngen m j,
1 ≤ j ≤ d, entsprechen nicht unbedingt einer einmaligen d-dimensionalen Medianfil-
terung. Trotzdem ist eine Nutzbarkeit erkennbar.
Der Rechenaufwand, beschrieben mittels Landau-Kalku¨l, eines nicht-separierten
































Hingegen betra¨gt der Rechenaufwand eines separierten Medianfilters [107]:





O. B. d. A. m = m1 ≤ . . .≤ md. Somit gilt fu¨r den Rechenaufwand weitergehend:
O(log(m) ·d ·m) (2.28)
Die Separierung nicht-linearer Filter, wie des Medianfilters (Gl. 2.26), kann durchaus
schnellere Berechnungen gewa¨hrleisten (Gl. 2.28). Eine lineare Rechenaufwandsklasse,
wie bei den linearen lokalen Operatoren (Gl. 2.19), (Gl. 2.18), ist hierbei allerdings
nicht erreichbar.
Gerade in ho¨heren Dimensionen ist bei solchen nicht-linearen Operatoren zwischen
der Rechenzeit und der Qualita¨t abzuwa¨gen, wobei je nach Umstand die Qualita¨t
entsprechender separierter Operatoren sogar besser sein kann [101].
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2.3. Simulationsergebnisse
Deutlich wird es an einem einfachen Beispiel, der Filterung eines Segmentes in der
Form eines Quaders und der daraufhin folgenden Visualisierung. Im zweidimensionalen
wurde es schon an Beispielen von Rechtecken gezeigt [102, 107]. Wie in Abb. 2.7 und
Abb. 2.8 ersichtlich, entsprechen die mittels nicht-separiertem Medianfilter bearbeite-
ten Ecken23 nicht denen des Originals. Mit einem separierten Medianfilter (Abb. 2.9)
bearbeitete Ecken entsprechen hingegen denen des Originals. Detaillierte Beschrei-
bungen der Unterschiede und deren Ursachen sind in folgenden Schriften zu finden:
[101, 102, 107].
Zur Bewahrung von Kanten und der Bearbeitung in mo¨glichst kurzer Zeit empfehlen
sich separierte Medianfilter. Eine sta¨rkere Gla¨ttung kann wiederum mit nicht-
separierten Medianfiltern erlangt werden.
Abb. 2.7.: Original Volumendatensatz in Form eines Quaders
23Ecken sind Schnittpunkte verschiedener, nicht parallel im Raum liegender Kanten
43
2. Neues effizientes multidimensionales Bearbeitungsverfahren
Abb. 2.8.: Ergebnis nach nicht-separierter dreidimensionaler Medianfilterung von Abb. 2.7.
MedianFilter-Tensorradius: (1,1,1)
Abb. 2.9.: Ergebnis nach separierter dreidimensionaler Medianfilterung von Abb. 2.7.




Die Relevanz zur Bewa¨ltigung multidimensionaler Bilddaten kommt bei modernen bio-
logischen Projekten immer mehr zur Geltung. Die in dem Abschnitt beschriebene
Separierbarkeit multidimensionaler linearer lokaler Operatoren und dazugeho¨rige
Eigenu¨berlegungen (Abs. 2.2) bieten somit eine Mo¨glichkeit – abha¨ngig von der Di-
mension und den Kantenla¨ngen – exponentiell wachsenden Rechenaufwand (Gl. 2.18)
in linear wachsenden Rechenaufwand zu senken (Gl. 2.19).
Die Bearbeitung bzw. das Filtern multidimensionaler Bilddatensa¨tze – wie z. B. Vo-
lumendaten (3D), Volumendaten u¨ber Zeit (4D) sowie Volumendaten u¨ber Zeit, mit
unterschiedlichen Fluoreszenzfrequenzen (5D) – ist demzufolge mit linearem Berech-
nungsaufwand realisierbar.
Zum Resu¨mee stellt sich die Frage, welche der bekannten oft genutzten Verfahren
separierbar oder zumindest approximiert separierbar viel schneller zum selben Ergebnis
fu¨hren. Aufgelistet sind eigene U¨berlegungen und entsprechende Fakten in folgender
Tabelle (Tab. 2.3):




















Tab. 2.3.: Filterverfahren und U¨berlegungen zu Mo¨glichkeiten zur Separierung
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2. Neues effizientes multidimensionales Bearbeitungsverfahren
Bei den Binomial-, Gauß-, und Mean-Filter handelt es sich um lineare lokale Ope-
ratoren, die separierbar sind [21].





















Laplace-, Sobel -, Prewitt-, Robert-Filter und auch der Marr-Hildrecht-Operator24
sind spezielle Filter zur Detektion von Kanten. Normalerweise handelt es sich um zwei-
dimensionale Filtermasken, deren Prinzip jedoch auch auf multidimensionale Filter-
masken u¨bertragen werden kann [21, 64]. Die Summe von separierbaren Tensoren ist
nicht direkt separierbar, aber eben mit einer Summe von separierbaren Tensoren exakt
approximierbar [79].
Ein Varianzfilter dient zur nichtlinearen Kantendetektion. Auch er ist auf multidi-
mensionale Ra¨ume erweiterbar. Die approximierbaren Mo¨glichkeiten sind ein weiterer
Forschungsansatz.
Bei dem Canny-Filter handelt es sich um einen Ablauf, der nicht einfach mit einem
lokalen Operator durchfu¨hrbar ist [23]. Es sind jedoch separierbare Operatoren (z.
B. Gauß-Filter) enthalten, so dass Separierungen vorgenommen werden ko¨nnen. In
weiteren Untersuchungen bietet es sich also an, mit Dekompositionen einen Canny-
Filter zu approximieren.
Der Median-Filter ist ein nichtlinearer Filter, zum Minimieren von Rauschen, ohne
gleichzeitig deutliche Kantengla¨ttungen vorzunehmen. Der Filter geho¨rt (wie Maximal-
und Minimalwertfilter) zur Gruppe der Rangordnungsfilter. Im Gegensatz zu Maximal-
und Minimalwertfilter ist der Median-Filter allerdings nicht direkt separierbar. Mittels
einer Folge von eindimensionalen Median-Filtern fu¨r alle Dimensionen kann das Ergeb-
nis eines normalen Median-Filters jedoch approximiert werden. Mehr Details sind hier-
zu in Abs. 2.3.6 beschrieben.
Der k-NN-Filter bzw. der Operator zur Bestimmung der δ -Nachbarschaft ist ebenso
nicht separierbar – ist allerdings, wie in Form des Median-Filters, approximierbar, da
auch hier Sortierungen je Dimension vorgenommen werden ko¨nnen.
24Laplacian of Gaussian (LoG); Mexican Hat ; Sombrerofilter
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2.5. Anwendung multidimensionaler Filter
Morphologische Operatoren, wie Erosion, Dilatation, Opening und Closing sind nicht
direkt separierbar wie ein normaler linearer lokaler Operator. Jedoch nutzen die Erosion
und die Dilatation auf bina¨rem Bilddatensatz ebenso Masken, die einem separierbaren
Tensor entsprechen ko¨nnen [64]. Oft entspricht bei diskreten Datensa¨tzen die Maske
einem normalen Tensor mit fest vorgegebenen Radien. Der Operator entspricht da-
raufhin einer Verknu¨pfung, wie bei einem linearen lokalen Operator, nur, dass hier
keine Summe, sondern eher ein Produkt vorliegt [21].
Erosion und Dilatation ko¨nnen also – je nach Maske – separiert werden [64]. Opening
und Closing ko¨nnen daraufhin approximiert werden.
2.5. Anwendung multidimensionaler Filter
Mit Hilfe von multidimensionalen linearen lokalen Operatoren kann per
Separierungsverfahren – bei selbem Ergebnis – exponentielle Bearbeitungszeit
(Rechenaufwand) auf linearen Aufwand verringert werden (Kap. 2.2, Kap. 2.3).
Zum Vergleich wurde es an multidimensionalen Beispieldatensa¨tzen durchgefu¨hrt
(Kap. 2.3) [121, 122]. Wie sich an dem Beispiel zeigt, wurde der Zeitaufwand stark
verringert, wa¨hrend das Ergebnis das Gleiche ist. Fu¨r entsprechenden Vergleich wurde
die Differenz beider Ergebnisse betrachtet und ergab je Muxel Grauwertunterschiede
von maximal 1, was auf Rundungsfehler zuru¨ckzufu¨hren ist.
Weiterhin stellt sich die Frage, ob es u¨berhaupt no¨tig ist – und wenn, warum –
multidimensionale Filterungen vorzunehmen. Ist es nicht auch akzeptabel, einen 3D-
Datensatz als Folge von 2D-Datensa¨tzen zu betrachten und somit eine Reihe von 2D-
Filterungen vorzunehmen?
Es wurde als Beispiel ein 3D-Datensatz von Zellen einmal mit einem 3D-Filter und
einmal mit einer Folge von 2D-Filtern bearbeitet und anschließend das entsprechende
Oberfla¨chenmodell zur Visualisierung erstellt (Abb. 2.10).
Die 2D- und die 3D-Filterung kann separiert genutzt werden und deren
Rechenaufwand befindet sich folglich in derselben Komplexita¨tsklasse [127] (linear).
Jedoch, wie sich in Abb. 2.10 zeigt, ist die Qualita¨t der Filterung bei der Folge von
2D-Filterungen stark verringert. Einzelne Artefakte und Sto¨rungen sind in Abb. 2.10
(ii), im Gegensatz zu Abb. 2.10 (i) noch enthalten. Hierbei handelt es sich um ei-
ne typische Gegebenheit, fu¨r die solche Gla¨ttungsfilter eingesetzt werden [64]. Die
qualitative Verschlechterung wurzelt aus der Tatsache, dass in dem Fall bei den 2D-
Filterungen Informationen aus der 3. Dimension vernachla¨ssigt werden. Aus der Sicht
der separierten Filterung kann eine 2D-Filterung bei einem 3D-Datensatz so betrachtet
werden, dass lediglich noch der letzte separierte 1-D Filter fehlt.
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Auch ist an der Oberfla¨che die fehlende Gla¨ttung in der 3. Dimension auf Grund des
Gegensatzes von Abb. 2.10 (i) und Abb. 2.10 (ii) zu erkennen. Wie bei der Gegenu¨ber-
stellung ersichtlich, fehlt somit der Bezug zwischen Punkten mit verschiedenen Werten
in der 3. Dimension. Das erkla¨rt die stufenartige Form in Abb. 2.10(ii) im Gegensatz
zu Abb. 2.10(i) und die fehlerhaften Fragmente in Abb. 2.10(ii).
i) ii)
Abb. 2.10.: Abbild nach exakter Medianfilterung i.) 3D-Filter ii.) Folgen von 2D-Filtern
Realisiert sind multidimensionale Separierungen in MATLAB sowie auch in C++.
Entsprechende Filter werden als Tensoren betrachtet. Von den Tensoren ko¨nnen Kan-
tenla¨ngen entsprechender Dimensionen festgelegt werden (Gl. 2.13).
Wa¨hrend ein ddimensionaler nicht-separierter Filter einer Faltung mit einem
ddimensionalen k1, . . . ,kd Tensor entspricht, kann die Nutzung des entsprechenden se-
parierten Filters als Folge von 1dimensionalen k1 bis kd Tensoren betrachtet werden
(Abb. 2.1). Dementsprechend wurde es im Quellcode realisiert.
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3. Neue Verknüpfung multidimensionaler
Segmentierungsverfahren
3.1. Problemdarstellung
Die Probleme der multidimensionalen Segmentierung biologischer Bilddatensa¨tze liegen
oft in der geringen Qualita¨t der mikroskopischen Akquirierung (Abb. 3.1). Biologische
Bilddatensa¨tze sind relativ verrauscht und fehlerbehaftet. Die mikroskopischen Aufnah-
men basieren auf optischen Verfahren, die erreichen sollen, biologisch relevante Objekte
– mo¨glichst in vivo – zu erkennen und auszuwerten (Abs. 1.2.1).
Trotz effizienter Bildbearbeitung bleiben vorhandene Fehler in der daran anschließen-
den Segmentierung ha¨ufig bestehen [142, 16, 20, 12, 29, 93, 117, 121, 145]. Es
gibt bereits eine Vielzahl spezieller Techniken, mit denen es mo¨glich ist, problem-
spezifisch biologische Objekte (Zellen, Synapsen usw.) detailliert zu segmentieren
[5, 27, 66, 143, 146, 152, 104]. Doch auch bei den hier genannten Techniken treten
wiederum eine Reihe verschiedener Problemen auf (z. B. Rauschen, U¨ber- und Unter-
segmentierung), die in der Dissertation erla¨utert werden.
In Abb. 3.1 sind mit Hilfe eines Fluoreszenmikroskopes aufgenommene Originalbilder
eines Zebraba¨rblinges abgebildet. Die bereits beschriebenen Daten von sich entwickeln-
den Zebraba¨rblingen werden in dem Kapitel fu¨r Experimente genutzt. Abb. 3.1(i)
verdeutlicht eine aufgenommene 2D-Schicht. Wa¨hrend Abb. 3.1(ii) der Projektion ei-
nes gesamten 3D-Datensatzes entspricht. In beiden Bildern ist das starke Rauschen
ersichtlich. Auch die relativ geringe Deutlichkeit kommt zum Tragen, so dass es sogar
manuell und erst recht (semi-)automatisch schwierig ist, zu entscheiden, wo genau und
wie viele Zellkerne bei dem Bilddatensatz vorliegen.
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i) ii)
Abb. 3.1.: Stark verrauschtes Ursprungsbild i) 2D-Abbild einer Schicht ii) 3D-Projektion einer
Menge von Schichten
Bereits existierende Verfahren haben ihre individuellen Nachteile:
• Es ko¨nnen Segmente verloren gegangen sein (Untersegmentierung).
• Mehrere Segmente ko¨nnen fa¨lschlicherweise miteinander fusionieren (U¨berseg-
mentierung).
• Die Form der Segmente kann sich deutlich von der des Originals unterscheiden.
• Die Kontraste, Helligkeiten ko¨nnen sich deutlich gea¨ndert haben.
In der vorliegenden Dissertation sollen unterschiedliche Segmentierungsverfahren
verknu¨pft und die jeweils unterschiedlichen Nachteile gemindert werden. Unter-
schiedlich segmentierte Abbildungen des Ursprungsbildes sollen also parallel genutzt
werden, um bestimmte biologische Objekte besser zu segmentieren und die Vorzu¨ge
einzelner Segmentierungsverfahren zu vereinen (Abs. 3.2.2) [112, 28].
Es handelt sich hierbei nicht um eine typische Bildfusion, in der verschieden akqui-
rierte Bilder eines Objektes miteinander verknu¨pft werden [81]. Vielmehr liegt hier
jeweils ein einziges Originalbild vor, das mit mehreren, unterschiedlich durchgefu¨hrten
Verarbeitungsabla¨ufen kombiniert wird.
In den kommenden Abschnitten wird infolgedessen ein eigenes Lo¨sungsverfahren
zur Verknu¨pfung mehrerer Segmentierungsverfahren beschrieben (s. Abs. 3.2). An-
schließend wird eine Reihe verschiedener Segmentierungsverfahren einzeln vorgestellt
und getestet (vgl. Abs. 3.2.1). Der daran anschließende Abschnitt beschreibt schließlich,
wie die vorliegenden Verfahren experimentell miteinander zu verknu¨pfen sind und die




Jedes Segmentierungsverfahren hat Vor- und Nachteile. In dem vorliegenden Abschnitt
der Dissertation wird versucht, die jeweiligen Vorteile vier verschiedener Segmen-
tierungsverfahren (s. Abs. 3.2.1) [Otsu-Schwellwertfilter (geschichtet), Wasserschei-
dentransformation, Confidence-Connected Regionenwachstum und Laplacian Level-Set ]
miteinander zu verknu¨pfen und deren Nachteile gering zu halten. Dafu¨r werden spezifi-
sche Verfahren ausgewa¨hlt, verglichen und unterschiedlich miteinander verknu¨pft. Vier
unterschiedliche Verknu¨pfungsverfahren [Arithmetisches Mittel, Geometrisches Mittel,
Median-Verknu¨pfung, Fuzzy C-Means (FCM)] werden zur Fusionierung entsprechen-
der Segmentierungen getestet und evaluiert. Getestet wird das Konzept an einem bio-
logischen Bilddatensatz von Zebraba¨rblingen. In einem Experiment sollen daraufhin
Zellkerne automatisch ermittelt werden (s. Abs. 1.2.4).
3.2.1. Evaluierung verschiedener Segmentierungen für Zellkerne
Im vorliegenden Abbild (s. Abb. 3.2) befinden sich Ergebnisse von vier verschiedenen
Segmentierungsverfahren, der Mikroskopbilder eines Zebraba¨rblinges. Die Abla¨ufe der
Segmentierungsverfahren, sowie deren Besonderheiten, werden spa¨ter in eigenen Ab-
schnitten beschrieben.
Otsu-Schwellwertfilter
Der Otsu-Schwellwertfilter [103]1 ist ein schnell zu berechnender und vollautoma-
tischer Filter. Der entsprechende Schwellwert wird in einem festdefinierten Verfahren
ermittelt und angewendet. Das Verfahren ist relativ schnell (s. Tab. 3.3, S. 67), da
komplexe Berechnungen nicht notwendig sind. Lediglich der Schwellwert – abha¨ngig
von der minimalen Varianz der jeweils entsprechenden Segmente – wird berechnet und
angewandt.
Die Qualita¨t der Ergebnisse ha¨ngt allerdings stark von den vorherigen Gla¨ttungen
ab. Starke Gla¨ttungen ko¨nnen nach der Otsu-Schwellwertfilterung zu weniger Seg-
menten fu¨hren, weil weniger kleine Artefakte und somit weniger kleine Segmente durch
Rauschen entstehen. Auch ist es wahrscheinlicher, dass infolgedessen mehr Segmente
miteinander verschmelzen.
Außerdem kann es vorkommen, dass bei niedrigen Schwellwerten Objekte bzw. Seg-
mente verloren gehen. Zu hoch gewa¨hlte Schwellwerte fu¨hren dagegen dazu, dass nahe
aneinander liegende Zellkerne des Segments miteinander verschmelzen.
1<engl> Otsu threshold filter
51
3. Neue Verknu¨pfung multidimensionaler Segmentierungsverfahren
Bedingt durch das genutzte Akquisitionsverfahren (Konfokale Mikroskopie [108, 132,
62, 22, 114, 98]) haben Abbildungen in unteren Schichten eine schwa¨chere Intensita¨t,
als Abbildungen in oberen Schichten. Automatisierte Schwellwertfilter – wie z. B. der
Otsu-Schwellwertfilter (global) (Abs. 3.2.1), mit globalem Schwellwert – erzielen folglich
keine guten Ergebnisse.
Bei niedrigen Schwellwerten werden schwach sichtbare Zellkerne in unteren Schichten
gut bestimmt. In den oberen Ebenen werden Zellkerne jedoch eher miteinander ver-
schmolzen oder sogar ignoriert. Bei zu hohen Schwellwerten gehen hingegen schwach
sichtbare Zellkerne eher verloren.
Um die Probleme zu umgehen, wird fu¨r jede Ebene ein eigener Schwellwert bestimmt.
Die Absicht liegt darin, weiter unten liegende, schwach sichtbare Zellkerne zu bestim-
men und trotzdem in den oberen Ebenen eine akzeptable Segmentierung der einzelnen
Zellkerne zu erreichen.
In jeder einzelnen Ebene kann also ein normaler Otsu-Schwellwertfilter angewandt
werden. Allerdings werden so, in Ebenen, in denen eigentlich keine Zellkerne vorhan-
den sind, Segmente fehlerhaft zugeordnet (U¨bersegmentierung). Der Grund liegt darin,
dass eine Entscheidung fu¨r einen Schwellwert getroffen werden muss, was dazu fu¨hrt,
dass eine Menge Muxel als Element eines Segmentes zugeordnet wird, obwohl gar kein
Segment vorliegt. Umgangen wird das Problem, indem die minimale und maximale
Intensita¨t auf jeder Ebene ermittelt wird. So kann zuverla¨ssiger abgescha¨tzt werden,
ob tatsa¨chlich Zellkerne vorliegen.
Trotz alledem besteht auch beim vorliegenden Verfahren immer noch das Problem,
dass die Mehrzahl der Zellkerne nicht korrekt voneinander getrennt und folglich zu
einem einzelnen Segment verbunden werden, wie in Abb. 3.2(i) ersichtlich (Unterseg-
mentierung) [121].
Wasserscheidentransformation
Die Wasserscheidentransformation wurde gewa¨hlt, um Kanten hervorzuheben
Abb. 3.2(ii). In dem Verfahren werden Gradienten bestimmt, um die entsprechenden
Intensita¨tsa¨nderungen zu ermitteln [92, 86, 64, 51, 73].
Jedoch treten hierbei folgende Probleme auf (s. Abb. 3.2(ii)):
• schwach sichtbare Zellkerne
• U¨bersegmentierung
• große, inhomogene Zellkerne werden als mehrere Segmente erkannt
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• aneinanderliegende Zellkerne verschmelzen
Daru¨ber hinaus besteht das Problem der Parametrisierung. Entweder gehen schwach
sichtbare Zellkerne verloren oder es kommt zu einer U¨bersegmentierung (s. Abb. 3.2(ii))
[121].
Regionenwachstum
Regionenwachstum2 basiert auf dem Verfahren von Saatpunkten ausgehend, mit vor-
gegebenen Eigenschaften zu wachsen und so Segmente zu bestimmen [4].
Confidence-Connected Regionenwachstum ist ein derartiges Regionenwachstum-
Verfahren. Iterativ werden die Muxel, die sich am a¨ußeren Rand des bisherigen Seg-
mentes befinden, untersucht und je nach Eigenschaft dem Segment beigefu¨gt. Es wird
bestimmt, ob sich der Wert des Muxels innerhalb eines festgelegten Bereiches befindet.
Die Spanne entspricht dem mittleren Grauwert aller anliegenden Muxel und der Dif-
ferenz zu einer festgelegten Gewichtung der entsprechenden Standardabweichung. Das
Verfahren wird mit drei Parametern festgelegt:
• Anzahl der Wiederholungen des Verfahrens
• Multiplikator zur Standardabweichung
• Gro¨ße der Umgebung der anliegenden zu bestimmenden Muxel
Einzelne Segmente ko¨nnen mit derartigen Verfahren relativ einfach bestimmt werden.
Werden anschließend manuelle Korrekturen verschiedener Parameter vorgenommen (z.
B. Saatpunkte, Schwellwerte, Varianzen), sind gute Segmentierungen mo¨glich [64].
Da unterschiedliche Segmente jedoch unterschiedliche Intensita¨ten aufweisen, ist es
schwer, fu¨r alle zu ermittelnden Segmente die gleichen Parameter zu verwenden. Zudem
tritt ha¨ufig das Problem auf, dass sich nahe beieinanderliegende Segmente beru¨hren
und schwer zu unterteilen sind. Außerdem kommt es zu Segmenten mit unerwu¨nschten
Hohlra¨umen. Parametrisierungen, die fu¨r einzelne Segmente geeignet sind, ko¨nnen bei
anderen Segmenten zum Auslaufen fu¨hren – was bedeutet, dass sich das Segment zu
sehr ausweitet oder im Bildhintergrund unerwu¨nscht weiterentwickelt.
Zur Verbesserung ko¨nnen mehr Parameter beigefu¨gt werden. Z. B. ko¨nnen die mini-
malen und die maximalen Segmentgro¨ßen, oder aber Eigenschaften, die Active Contour
Models (ACM) [67, 33, 155] oder denen spezieller Level-Sets [99] entsprechen, als Pa-
rameter festgelegt werden. Das ist wegen der steigenden Parametrisierung mit einem
hohen Rechenaufwand verbunden.
2<engl> region growing – <dt> Regionenwachstum
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Auf Grund oft vorliegender Abweichungen (z. B. Helligkeit oder Rauschen) ist es pro-
blematisch, geeignete Kriterien bzw. Parameter fu¨r das Regionenwachstum festzulegen.
Ein einfacher Schwellwert als Kriterium fu¨r die iterative Integration der Muxel zur seg-
mentierten Region ist somit nicht ausreichend. Derartige Werte manuell zu ermitteln,
ist ebenso nicht praktikabel, da der Einstellungsaufwand exponentiell steigen wu¨rde
(s. Abb. 3.2(iii)) [121, 113].
Laplacian Level-Set
Laplacian Level-Set ist ein Level-Set-Verfahren, das sich – von einem Startsegment
ausgehend – auf einem kantenbetonten Abbild mit gegebenen Parametern iterativ ent-
wickelt und anpasst [63, 99]. Wie beim Regionenwachstum oder beim Active Contour
Model (ACM) werden Saatpunkte bzw. Startsegmente als Segmentierungsstartpunk-
te beno¨tigt. Im optimalen Fall wird jedem Zellkern ein Saatpunkt zugeordnet. Um
jeden der Saatpunkte wird nun ein Bereich definiert, der als jeweiliges Startsegment
dient. Ausgehend von allen Startsegmenten wird jeweils eine Level-Set-Segmentierung
durchgefu¨hrt, die sich entsprechend den Kanten und Formen bildet. Saatpunkte, die
innerhalb eines anderen schon gefundenen Segmentes liegen, werden ignoriert. Die am
Ende vorliegenden Segmente werden wieder zu einem einzigen Datensatz verknu¨pft.
Das Laplacian Level-Set ist eine Erweiterung des Regionenwachstums Abs. 3.2.1 und
wurde urspru¨nglich entwickelt, um Gesichter durch Active Contour Model (ACM) zu
erkennen [67]. In der vorliegenden Arbeit wird daraufhin ein Ansatz entwickelt, um
multidimensionale biologische Bilddaten zu segmentieren [121].
Die Weiterentwicklung kann als rekursiver Prozess implementiert werden. Das Seg-
ment wird als diskrete Menge von Elementen betrachtet, deren Verhalten bezogen auf
Modelle und physikalische Eigenschaften immer wieder neu bestimmt wird [63].
Der klare Vorteil des Verfahrens liegt in der Erweiterung und Ermo¨glichung der pro-
blemspezifischen und modellbasierten Parametrisierung. Die Parametrisierung steht in
Bezug zur Physik (Kra¨fte, Energie) und deren Einwirkung (s. Abb. 3.2).
Probleme ko¨nnen jedoch in vorliegenden biologischen Experimenten trotzdem
auftreten, besonders wenn nicht einzelne Segmente, sondern eher eine große Menge
von multidimensionalen Segmenten ermittelt werden. Hier ko¨nnen zwar nicht so leicht
und ausfu¨hrlich, wie bei der Wasserscheidentransformation Abs. 3.2.1, beim Regio-
nenwachstum Abs. 3.2.1 oder beim Otsu-Schwellwertfilter Abs. 3.2.1, Untersegmen-
tierungen auftreten. Dennoch ko¨nnen solche falschen Segmentierungen vereinzelt auch
hier vorkommen. Mehrere Segmente ko¨nnen so als ein einzelnes Objekt gedeutet und
auch die Form (z. B. Lo¨cher oder Heterogenita¨t) zu untersuchender Segmente kann





Abb. 3.2.: Gegenu¨berstellung verschiedener Segmentierungsverfahren am Beispiel der Verar-
beitung von Zellkernbildern [121]. Die verschiedenen Farben in der Abbildung
dienen lediglich der Visualisierung, sind ansonsten allerdings zu vernachla¨ssigen.
i) Schwellwertfilter ii) Wasserscheidentransformation iii) Confidence-Connected
Regionenwachstum iv) Laplacian Level-Set
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3.2.2. Verknüpfung mehrerer Segmentierungsansätze
Die h folgenden Filterungen und Segmentierungen fu¨hren, basierend auf dem Origi-
nalbild O(X), zu entsprechenden Zwischenergebnissen O
′
1(X), . . . ,O
′
h(X). Die Zwischen-
ergebnisse und das Originalbild ko¨nnen anschließend miteinander verknu¨pft werden.
Verknu¨pft werden hier allerdings nicht Segmente oder Abschnitte, sondern jeder
einzelne Muxel, um schließlich eine Klassifikation der einzelnen Elemente eines Bildes
vorzunehmen und danach ein neu segmentiertes Bild aufzubauen.
A¨hnliche Ansa¨tze zur Fusionierung verschiedener Bilddaten sind in [59, 119, 52, 80]
enthalten. Der Neuheitswert in der Dissertation liegt allerdings in der speziellen Wahl
und dem Vergleich der verschiedenen Verfahren, sowie der Anwendung zur direkten
Unterscheidung von Segment und Nicht-Segment, angewandt auf multidimensionale
biologische Bilddatensa¨tze.
Damit die verschiedenen Abbildungen auch einheitlich verknu¨pft werden ko¨n-
nen, werden die Muxel einheitlich normiert. Als Wertebereich wird der maximale
Wertebereich der vorliegenden Abbildungen gewa¨hlt. Bei normiertem Grauwertbereich
[0, . . . ,255] entspricht z. B. ein angepasster Bina¨rdatensatz den Werten 0 und 255.
Hier sei betont, dass das Verfahren nicht nur fu¨r die Segmentierungen bina¨rer Daten-
sa¨tze geeignet ist, sondern auch fu¨r nicht-bina¨re. Lediglich die Klassifikation der einzel-
nen Muxel ist bina¨r. Jedem Muxel wird zugeordnet, ob es dem Hintergrund oder einem
Segment (z. B. einer Zelle) angeho¨rt.
Das erlangte Ergebnis kann daru¨ber hinaus als Tra¨ger genutzt und mit zuvor
gefilterteten Bilddaten gefaltet werden. Fehler und Grauwerte aus dem Hintergrund
werden somit beseitigt.
Es werden vier verschiedene Verknu¨pfungen mit den vier in Abs. 3.2.1 behandel-
ten Segmentierungsansa¨tzen und dem Originalbild getestet und ausgewertet. Bei den
Segmentierungsansa¨tzen handelt es sich um Verfahren mit ihren eigenen Vor- und
Nachteilen. Das Originalbild wurde erga¨nzend mit beigefu¨gt, um zu zeigen, dass sich,
trotz zusa¨tzlicher Verknu¨pfung mit gering einwirkenden Verfahren (im Extremfall, eben
das Originalbild selbst), eine akzeptable Gesamtverknu¨pfung ergeben kann.
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Bei den hier hinterfragten und getesteten Verknu¨pfungen (s. Abb. 3.3) handelt es
sich um:
• das arithmetische Mittel (s. Abs. 3.2.2),
• das geometrische Mittel (s. Abs. 3.2.2),
• den Median (s. Abs. 3.2.2) und
• den Fuzzy C-Means (FCM) (s. Abs. 3.2.2).
Abb. 3.3.: Verschiedene Verknu¨pfungsabla¨ufe (Arithmetisches Mittel, Geometrisches Mittel,
Median, Fuzzy C-Means (FCM)); O. B. d. A.: O
′










5(X) - Laplacian Level-Set
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Arithmetisches Mittel
Jedes Muxel i1, . . . , id eines Bildes wird mit den gleich positionierten Muxeln aller an-
deren Bilder addiert und normiert. Es handelt sich hier also um ein arithmetisches
Mittel zwischen den gleichpositionierten zueinandergeho¨rigen Muxeln.
Ein arithmetisches Mittel wird fu¨r einen typischen Durchschnittswert genutzt und
kann mit Hilfe der Addition relativ schnell berechnet werden. Auch negative Werte sind
anwendbar. Das arithmetische Mittel ist jedoch nicht robust und kann mit einzelnen
Ausreißern stark beeinflusst werden.
Geometrisches Mittel
Jedes Muxel i1, . . . , id eines Bildes wird mit den gleich positionierten Muxeln aller an-
deren Bilder multipliziert. Im Anschluss wird daraus die dte Wurzel gezogen. Es handelt
sich hier um ein geometrisches Mittel zwischen den gleichpositionierten zueinanderge-
ho¨rigen Muxeln.
Mit einem derartigen geometrischen Mittel kann ein Wachstumsfaktor bestimmt wer-
den. Der Rechenaufwand ist jedoch auf Grund der Rechenoperatoren (Multiplizieren
und Radizieren) deutlich ho¨her, als der des arithmetischen Mittels (Abs. 3.2.2). Des
Weiteren kann hier kein negativer Wert, wie beim arithmetischen Mittel, genutzt wer-
den. Bei einem einzelnen Nullwert wird das gesamte geometrische Mittel auch Null.
Median-Verknüpfung
Zwischen den Muxeln i1, . . . , id jeden Bildes wird der, sich aus einer Sortierung
ergebende, Median bestimmt. Der Median ist, im Gegensatz zu arithmetischen oder ge-
ometrischen Mittelwerten, relativ robust gegenu¨ber Ausreißern (extrem abweichenden
Werten). Weiterhin ko¨nnen negative Werte eingesetzt werden. Ein großer Nachteil liegt
allerdings in dem deutlich ho¨heren Rechenaufwand, gegenu¨ber dem des geometrischen
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wurde ein Verfahren konzipiert, welches mittels eines Clustering-Verfahrens – dem
Fuzzy C-Means (FCM)-Algorithmus [40, 11, 94, 96] – jedem einzelnen Muxel ein
entsprechendes Segment zuordnet. Fuzzy C-Means (FCM) ist eigentlich ein Verfahren
der unu¨berwachten Klassifikation. Es wird in der Dissertation in entsprechenden Seg-
menten zur Klassifikation jedes einzelnen Muxels und somit zur Segmentierung genutzt.
Wie in Abs. 1.2.3 beschrieben, dient die Segmentierung der Unterteilung von Seg-
menten nach bestimmten Kriterien. Um jeweils verschiedene Vorzu¨ge zu nutzen, werden
eine Menge von b∈N unterschiedlich bearbeiteten Abbildungen erstellt. Derartige Ab-
bildungen ergeben sich durch z. B. Filter oder Eigenschaftstensoren.
Die Menge von b bearbeiteten multidimensionalen Bilddaten wird jeweiils in ei-
nem Vektor abgebildet. Die La¨nge solch eines einzelnen Vektors vi(X), i ∈ N,1 ≤ i ≤ b
entspricht folglich der Anzahl von C(X) Muxel der urspru¨nglichen Abbildung X .
Die b Vektoren (v1(X), . . . ,vb(X)) ergeben eine Menge von C(X) Punkten im
bdimensionalen Raum.
Aus den C(X) Elementen werden nun, mittels des Fuzzy C-Means (FCM) Algo-
rithmus, zwei Cluster erstellt, die allgemein den Segmenten bzw. dem Hintergrund
entsprechen. Die Elemente werden den Clustern so zugeordnet, dass die Summe der
Distanzen zwischen den Clustern und den ihnen zugeordneten Elementen minimal wird.
Als Fuzzifier wurde der Wert zwei, fu¨r die euklidische Distanz, gewa¨hlt [93].
Eine Besonderheit des Fuzzy C-Means (FCM) Algorithmus liegt darin, dass einzelne
Elemente gewichtet werden – d. h., es wird nicht nur direkt festgelegt, zu welchem
Segment ein entsprechendes Element geho¨rt (wie z. B. beim K-Means-Algorithmus),
sondern außerdem die fuzzifizierte Gewichtung beigefu¨gt. Der Fuzzy C-Means (FCM)
Algorithmus dient im vorliegenden Fall einer besseren Approximation. Die Clusterein-
stellung selbst ist wiederum scharf [112, 94, 28, 11].
Der Ablauf kann nun zu bina¨ren Segmentklassifikationen genutzt werden. Eine Klasse
steht fu¨r existierende Bildsegmente, die andere Klasse fu¨r nicht vorhandene Bildseg-
mente, die dem Hintergrund entsprechen. Es sollen also zwei Cluster ermittelt werden,
aus denen sich die Klassenzuordnung ergibt. Um welches Bildsegment es sich folglich
handelt, wird zuna¨chst nicht weiter beachtet.
Defuzzifiziert wird mit dem gro¨ßeren Zugeho¨rigkeitswert. Auf weitere Filterungen
und mo¨gliche Verbesserungen wird nicht weiter eingegangen. Das bietet allerdings eine
Basis, um weiteren Forschungsansa¨tzen nachzugehen.
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Mit der beschriebenen Methode ko¨nnen Bildrauschen und mit Artefakten bestu¨ckte
biologische Bilddatensa¨tze verarbeitet werden. Artefakte und Rauschen bei verschiede-
nen Intensita¨ten konnte im Vergleich zu den anderen hier beschriebenen Verfahren am
Besten bearbeitet werden. Hierzu dient zwar oft die Bildbearbeitung (Abs. 1.2.3), doch
das allein ist nicht immer ausreichend, um einen Bilddatensatz in akzeptabler Qualita¨t
zu analysieren.
Dank des Fuzzy C-Means (FCM) Algorithmus ko¨nnen die Vorteile verschiedener
Verfahren nun verknu¨pft und Nachteile verschiedener Verfahren reduziert werden.
Im Gegensatz zum K-Means Algorithmus, der vom Grundprinzip durchaus dem
Fuzzy C-Means (FCM) Algorithmus entspricht, ko¨nnen beim Fuzzy C-Means (FCM)
Algorithmus Unterschiede daru¨ber hinaus in Form von Distanzen (z. B. euklidischen
Distanzen) auf verschiedene Weise gewichtet werden. Praktisch angewandt wird hierfu¨r
das Matlabtool fuzzy c-means clustering [28, 112].
3.3. Auswertung
Zur Auswertung des beschriebenen Segmentierungsverfahrens wurde der in Abs. 1.2.4
bereits beschriebene – mittels Fluoreszenzmikroskopie akquirierte – Bilddatensatz von
einem Fischba¨rbling gewa¨hlt. In der ausgeschnittenen 2D-Abbildung Abb. 3.4 sind
einzelne fluoreszierende Zellkerne zu erkennen. Aber auch die starken Kontrastunter-
schiede sowie das Rauschen und Fehler kommen in dem Bild gut zur Geltung. Mit dem
Beispieldatensatz sollen die verschiedenen, beschriebenen Segmentierungsverfahren di-
rekt gegenu¨bergestellt und getestet werden.
Bei der Segmentierung muss stets die Balance zwischen Qualita¨t, Quantita¨t und Zeit
gehalten werden. In den letzten Jahren wurden viele Forschungsaufgaben zum Thema
Segmentierungsverfahren in Angriff genommen [104, 142, 20, 29, 93, 117, 145, 5, 146].
Als Basis zum Vergleich werden hier stets manuelle Segmentierungen mit (semi-)auto-
matischen Verfahren verglichen.
Bei der Auswertung in der vorliegenden Arbeit werden manuelle Segmentierungen
(s. Abb. 3.5(ii)) beim Originalbild (s. Abb. 3.5(i)) vorgenommen. Hierbei werden al-
lerdings nicht direkt ganze Segmente, sondern jeweils ein in der Mitte befindlicher
Punkt gewa¨hlt. Beim Vergleich der Segmentierungsverfahren stellen Anzahl und Posi-
tionen der Segmente die beiden Eigenschaften dar, die bei den vorgestellten Segmen-
tierungsverfahren gegenu¨bergestellt werden (s. Tab. 3.3).
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Abb. 3.4.: 2D-Abbildung aus der 75. Ebene vom Originaldatensatz
So ko¨nnen die Anzahl der bestimmten Segmente und deren Positionen miteinan-
der verglichen werden. Das Ergebnis vom geschichteten Otsu-Schwellwertfilter (s.
Abb. 3.5(iii)) ist, im Gegensatz zu den anderen Verfahren, relativ uneinheitlich und
fehlerhaft. Wa¨hrend die Wasserscheidentransformation (s. Abb. 3.5(vi)) selbst bei
U¨bersegmentierungen das Erhalten von Kanten ermo¨glicht, kann mit dem Confidence-
Connected Regionenwachstum (s. Abb. 3.5(v)) oder dem Laplacian Level-Set (s.
Abb. 3.5(iv)) eine relativ gute Form einzelner Segmente bewahrt werden (Abb. 3.4
[121].
Die in der vorliegenden Arbeit angewandten Verknu¨pfungen der Segmentierungsver-
fahren (s. Abs. 3.2.2) weisen unterschiedliche Vor- und Nachteile auf. In den Ergebnissen
der hier durchgefu¨hrten Experimente werden die Vorzu¨ge der verschiedenen Verknu¨p-
fungsmo¨glichkeiten einzelner Segmentierungsverfahren ersichtlich.
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Abb. 3.5.: 2D-Abbildung aus der 75. Ebene verschiedener segmentierter Datensa¨tze. i) Ori-
ginalbild ii) manuelle Punktauswahl aus erkanntem Segment (d. h., ein Punkt je
Segment) iii) Otsu-Schwellwertfilter (geschichtet) iv) Laplacian Level-Set
v) Confidence-Connected Regionenwachstum vi) Wasserscheidentransformation
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Mittels der hier vorliegenden Verknu¨pfungen der Ergebnisse (Abs. 3.2.2) kann nicht
nur die Parametrisierung einzelner Segmentierungsverfahren verbessert werden, son-
dern auch die Gewichtung der einzelnen Verfahren zueinander.
Das Originalabbild wurde mit den Abbildungen der vier zuvor beschriebenen Seg-
mentierungsverfahren (Abs. 3.2.1), wie in Abb. 3.3 dargestellt, verknu¨pft. In Tab. 3.2
wird ersichtlich, dass die Vorteile der arithmetischen (Abb. 3.6(ii)) und geometrischen
Verknu¨pfung (Abb. 3.6(iii)) in der ku¨rzeren Berechnungszeit liegen. Auch die Median-
Berechnung ist soweit akzeptabel (Abb. 3.6(iv)). Die qualitativ beste Lo¨sung bie-
tet allerdings – trotz hohen Rechenaufwands – das Fuzzy C-Means (FCM)-Verfahren
(Abb. 3.6(i)).
Die daraufhin erstellte Tabelle zur Auswertung der vier Verfahren wurde manuell
ausgewertet (s. Tab. 3.1 und Tab. 3.2). Die Segmentierungsverfahren wurden auf Ef-
fizienz, Robustheit, Detailliertheit und Zuverla¨ssigkeit untersucht:
Effizienz (effizient) steht hierbei fu¨r den Berechnungsaufwand pro Berechnungsdauer
Tab. 3.3.
Robustheit (robust) steht fu¨r die Fa¨higkeit, Vera¨nderungen, ohne Aba¨nderungen von
Parametern, standzuhalten.
Detailliertheit (detailliert) ist zu assozieren mit der Genauigkeit, auf die der
entsprechende Algorithmus auf das vorliegende Bild einwirkt.
Zuverla¨ssigkeit (zuverla¨ssig) wiederum bezieht sich nicht auf die hier existierende Zu-
verla¨ssigkeit der Software, sondern eher auf die Qualita¨t der Ergebnisse. Je ho¨her
die Zuverla¨ssigkeit, um so ho¨her auch die Trefferquote (s. Tab. 3.3).
Fu¨r die Bewertungen (Tab. 3.1 und Tab. 3.2) gelten hierbei die Unterteilungen sehr
schlecht (–), schlecht (-), befriedigend (o), gut (+) und sehr gut (++)
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Abb. 3.6.: 2D-Abbildung aus verschiedenen Verknu¨pfungen von Segmentierungsverfahren: i)
Fuzzy C-Means (FCM), ii) Arithmetischer Mittelwert, iii) Geometrischer Mittelw-
ert und iv) Median
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Segmentierungsverfahren effizient robust detailliert zuverla¨ssig
Otsu-Schwellwertfilter (geschichtet) ++ 0 - - -
Laplacian Level-Set - - + ++ +
Confidence-Connected Regionenwachstum - - + 0
Wasserscheidentransformation 0 - - + - -
Tab. 3.1.: Auswertung verschiedener Segmentierungsverfahren
Verknu¨pfung der bisherigen Ergebnisse effizient robust detailliert zuverla¨ssig
Fuzzy C-Means (FCM) - ++ ++ +
Arithmetisches Mittel ++ 0 - -
Geometrisches Mittel + - 0 0
Median 0 + + +
Tab. 3.2.: Auswertung verschiedener Verknu¨pfungen
In der vorliegenden Dissertation konnte festgestellt werden, dass bei der jeweiligen
Ermittlung der Segmente vier mo¨gliche Fa¨lle auftreten ko¨nnen:
• Richtig positiv (rp): Ein Segment wurde an einer bestimmten Stelle manuell fest-
gelegt und automatisch wurde dort ein Segment erkannt.
• Falsch negativ ( fn): Ein Segment wurde an einer bestimmten Stelle manuell fest-
gelegt, aber es wurde fa¨lschlicherweise nicht automatisch als Segment erkannt..
• Falsch positiv ( fp): Ein Segment wurde an einer bestimmten Stelle manuell nicht
festgelegt, aber es wurde dort fa¨lschlicherweise automatisch ein Segment erkannt.
• Richtig negativ (rn): Ein Segment wurde an einer bestimmten Stelle nicht manuell
festgelegt und automatisch wurde dort auch kein Segment erkannt.
Die Segmentierungsverfahren wurden manuell verglichen und kontrolliert. Sobald
genau ein manuell festgelegter Segmentmittelpunkt sich innerhalb genau eines auto-
matisch bestimmten Segmentes befindet, so gilt er als existent und erkannt (richtig
positiv). Liegt ein manuell festgelegter Segmentmittelpunkt außerhalb der automatisch
bestimmten Segmente, so gilt er als existent und nicht erkannt (falsch negativ). Au-
tomatisch ermittelte Segmente, in denen sich allerdings kein manuell festgelegter Seg-
mentmittelpunkt befindet, gelten als nicht existent, aber als irrtu¨rmlich zusammenge-
fasstes Segment (falsch positiv). Die Gro¨ßen und Positionen der Segmente werden in
der vorliegenden Dissertationsschrift nicht weiter miteinbezogen.
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Zur detaillierten Auswertung der einzelnen Segmentierungsverfahren wurden die
Anzahl der in dem Experiment ermittelten Segmente, die dazu beno¨tigte Zeit,
die Genauigkeit und die Trefferquote verglichen. D. h. es wurden die beno¨tigte
Berechnungszeit, die Genauigkeit (s. Def. 7) und die Trefferquote (s. Def. 8)
verglichen. Zuna¨chst wurden die durchgefu¨hrten Segmentierungsabla¨ufe (Abs. 3.2)
gegenu¨bergestellt (Abb. 3.7,Abb. 3.9, Abb. 3.8, Abb. 3.10, Abb. 3.11).
Definition 7 Die Genauigkeit3 (s. Gl. 3.1) steht fu¨r den Anteil der korrekt als positiv




Definition 8 Die Trefferquote4 (s. Gl. 3.2) steht hingegen fu¨r den Anteil der kor-
rekt als Segment ermittelten Objekte an der Gesamtheit der tatsa¨chlich vorliegenden,




In Tab. 3.3 werden die Rechenzeit, die Genauigkeit (s. Def. 7) und die Trefferquote (s.
Def. 8) gegenu¨bergestellt. Hierfu¨r wird die Anzahl der richtig positiv (rp)5 und die An-
zahl der falsch negativ ( fn)6 bestimmten Segmente dargestellt. Als optimaler Vergleich
wird hier die manuelle Auswertung gewa¨hlt, so dass die falsch negative Segmentierung
selbstversta¨ndlich bei 0 liegt.
3auch Positiver Vorhersagewert, Relevanz oder Wirksamkeit genannt
4auch Richtig-Positiv-Rate, Empfindlichkeit oder Sensitivita¨t genannt
5rp – richtig positiv
6 fp – falsch positiv
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Manuell 109 0 0 — 100,0% 100,0%
Otsu-Schwellwertfilter 88 21 636 1019,8s 12,5% 80,7%
(geschichtet)
Laplacian Level-Set 107 2 13 29216,6s 90,7% 98,2%
Confidence-Connected Regio-
nenwachstum
57 52 36 1214,8s 78,1% 52,3%





Fuzzy C-Means (FCM) 109 0 11 53,6s 90,8% 100,0%
Arithmetisches Mittel 109 0 780 0,2s 12,3% 100,0%
(gegla¨ttet)
Geometrisches Mittel 62 37 3 0,1s 56,5% 56,9%
Median 106 3 31 0,3s 79,1% 97,3%
Tab. 3.3.: Anzahl der ermittelten Segmente, Gro¨ße der Rechenzeit, Genauigkeit und Treffer-
quote verschiedener Verfahren und der sich daraus ergebenden Verknu¨pfungen
Wie in Tab. 3.3, Abb. 3.7 und Abb. 3.8 ersichtlich, ist das Laplacian Level-Set-
Verfahren mit einer Genauigkeit von 90,7% und einer Trefferquote von 98,2% das qua-
litativ eindeutig beste Verfahren, beno¨tigt aber auch mit 29216,6s die meiste Zeit. Der
Grund fu¨r die lange Rechenzeit liegt in der Komplexita¨t des Level-Set-Verfahrens und
der Tatsache, dass das Level-Set-Verfahren wiederum fu¨r alle Saatpunkte, die mo¨glich
sind, angewendet wird.
Der Otsu-Schwellwertfilter hingegen hat die ku¨rzeste Rechendauer von ca.1000s fu¨r
einen z-Stapel, hat jedoch eine ziemlich niedrige Genauigkeit von 12,5%, bei einer
Trefferquote von 80,7% (s. Tab. 3.3, Abb. 3.7 und Abb. 3.8).
Eine ho¨here Genauigkeit von 78,1% bietet das Confidence-Connected Regionen-
wachstum, wobei die Trefferquote bei lediglich 52,3% liegt und die Rechenzeit knapp
20% mehr betra¨gt (s. Tab. 3.3, Abb. 3.7 und Abb. 3.8).
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Die Wasserscheidentransformation beno¨tigt ebenso eine la¨ngere Rechendauer – al-
lerdings nur 15% mehr. Die Trefferquote liegt zwar bei 60,5%, aber die Genauigkeit ist
mit 46,5% deutlich niedriger (s. Tab. 3.3, Abb. 3.7 und Abb. 3.8).
Die geschilderten Feststellungen lassen sich in den Diagrammen Abb. 3.7, Abb. 3.8,
Abb. 3.9, Abb. 3.10 und Abb. 3.11 zusammenfassen.
Abb. 3.7.: Genauigkeit-Rechenzeit-Diagramm 1
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Abb. 3.8.: Trefferquote-Rechenzeit-Diagramm 1
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In einem na¨chsten Schritt wurden die verschiedenen Verknu¨pfungen getestet (s.
Tab. 3.3, Abb. 3.9 und Abb. 3.10). Weil bei der Verknu¨pfung per Arithmetischem
Mittel eindeutig ein zu verrauschtes Abbild entstand (Abb. 3.6), wurde zusa¨tzlich ein
Gla¨ttungsfilter (Median) angewandt und das Ergebnis ausgewertet (Tab. 3.3). Trotz
allem blieben beim Arithmetischen Mittel (gegla¨ttet) 889 Segmente erhalten, was zwar
zu einer Trefferquote von 100,0%, aber auch zu einer Genauigkeit von lediglich 12,3%
fu¨hrte. Die Rechenzeit lag lediglich bei 0,2s - wobei der Gla¨ttungsfilter nicht mitgeza¨hlt
wurde.
Das Geometrische Mittel, das – wie auch die anderen Verknu¨pfungsverfahren – zu-
sa¨tzlich zu den Basis-Operatoren anfa¨llt, hatte mit nur 0,1s die ku¨rzeste Rechenzeit.
Die Genauigkeit war mit 56,6% zwar deutlich ho¨her, als die des Arithmetischen Mittels
(gegla¨ttet), war aber mit einer Trefferquote von nur 56,9% trotzdem nicht ausreichend.
Auch der Median hat mit 0,3s eine kurze Rechenzeit. Die Trefferquote von immerhin
97,3% ist auch relativ gut. Sogar die Genauigkeit ist mit 79,1% akzeptabel, ko¨nnte aber
noch optimiert werden.
Das Fuzzy C-Means (FCM)-Verfahren hebt sich qualitativ von den anderen zuvor
genutzten Segmentierungsverfahren ab. Es ist vom Ergebnis her sogar etwas besser als
das Laplacian Level-Set-Verfahren (s. Tab. 3.3, Abb. 3.8 und Abb. 3.9). Die Rechen-
zeit von ca. 54s ist zwar nicht mit der des Arithmetischen Mittels (gegla¨ttet), des Ge-
ometrischen Mittels oder des Medians vergleichbar, aber doch deutlich niedriger, als
die der vorherigen Segmentierungsverfahren. Die Genauigkeit liegt allerdings bei 90,8%,
wa¨hrend die Trefferquote bei ganzen 100,0% liegt.
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Abb. 3.9.: Genauigkeit-Rechenzeit-Diagramm 2
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Trotz allem ist der effektive Unterschied zwischen dem Laplacian Level-Set und dem
anschließend vergleichenen Fuzzy C-Means (FCM) statistisch nicht signifikant. Die Re-
levanz der leichten Verbesserung (bei Berechnungsdauer, Trefferquote und Genauigkeit)
muss in spa¨teren Studien mit gro¨ßeren Datensa¨tzen noch umfassender evaluiert werden.
Bei den getesteten Verfahren wurden die einzelnen Vorzu¨ge genutzt und ei-
ne Verknu¨pfung mittels Fuzzy C-Means (FCM) vorgenommen, um eine qualitative
Steigerung zu erzielen. Wird hingegen z. B. nur das Laplacian Level-Set-Verfahren
durchgefu¨hrt und besteht lediglich ein begrenztes Zeitlimit, muss abgewogen werden,
ob die Anwendung weiterer Verfahren und die im Anschluss durchgefu¨hrte qualitativ
gute Fuzzy C-Means (FCM)-Verknu¨pfung lohnenswert und effektiv ist.
Eine qualitative Steigerung (bei Berechnungsdauer, Trefferquote und Genauigkeit)
von wenigen Prozenten (nahe dem Optimum) ist sehr zeitintensiv. Hierbei muss stets
problemspezifisch bedacht werden, was mehr gewichtet sein soll: die Qualita¨t, die Quan-
tita¨t oder der Zeitaufwand (Abb. 1.1).
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Wie in Abs. 1.2.1 und in Abs. 1.2.4 beschrieben, handelt es sich bei biologischen
Datengewinnungen verfahrensbedingt um schwer zu analysierende Datensa¨tze. Die
dazugeho¨rige mikroskopisch kleinen, biologischen Objekte sind z. B. Zellen, Synapsen
oder DNA-Strukturen. Die Gestalt ist allerdings sehr uneinheitlich und auch ver-
suchsabha¨ngig. Kleine toxikologische Einwirkungen und die Beschaffenheiten der je-
weiligen Experimente wirken auf die Segmente ein.
In den im Abs. 4 gegebenen Datensa¨tzen handelt es sich um mikroskopisch
gewonnene Volumendaten von Synapsen. In Abb. 4.1 sind unterschiedliche Synapsen
abgebildet. Die Synapsen befanden sich in Diaphragmen (Lachmuskeln) von Ma¨usen
[116]. Eine relativ homogene Struktur ist im rechten Abbild Abb. 4.1(ii) zu erken-
nen. Hier sind keine Lo¨cher oder heterogene Strukturen zu erkennen. Bei dem Abbild
handelt es sich um eine Synapse einer Maus, die vom Griscelli-Syndrom befallen ist.
Hingegen eine deutlich inhomogene Struktur ist im linken Abbild Abb. 4.1(i) zu erken-
nen. Die dort dargestellte Synapse ist nicht vom Griscelli-Syndrom befallen und relativ
inhomogen.
Wie in Abb. 4.1 zu erkennen, liegt die Besonderheit darin, dass bei solchen biologi-
schen Objekten oft die Form, die Morphologie eine wichtige Rolle spielt [66, 85, 143,
150, 49, 54, 17, 41, 139].
Die fu¨r das Kapitel gewonnenen und weiter analysierten Datensa¨tze sind 3D-
Aufnahmen zu einem festen Zeitzustand. Allerdings wird bei den hier in dem Kapitel
erstellten Verfahren zur Merkmalsextraktion die Multidimensionalita¨t bewahrt.
Bewegungen im dreidimensionalen Raum entsprechen hier z. B. einem vierdimensio-
nalen Segment. Die Bewegungsanalyse hat somit die Aufgabe, die Form bzw. die
morphologischen Eigenschaften eines derartigen multidimensionalen Segmentes auszu-
werten. Aber auch Zustandsaufnahmen – wie bei den Auswertungen von toxikologischen
Einwirkungen (Abb. 4.1) – mu¨ssen anhand entsprechender Merkmale ausgewertet wer-
den.
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i) ii)
Abb. 4.1.: Dreidimensionale Abbildungen von Synapsen: i) vom Griscelli-Syndrom nicht-
befallen ii) vom Griscelli-Syndrom befallen
Toxikologische Einwirkungen sind – aus Sicht des Biologen – anhand von speziellen
Formen, Entwicklungen und morphologischen Eigenschaften zu erkennen. In der Ar-
beit wird folglich versucht, neue Ideen zur automatischen Bestimmung morphologischer
Eigenschaften zu verwirklichen. Hierzu werden zwei Ansa¨tze vertieft. Zuerst wird die
Bestimmung und Auswertung von Netzstrukturen erarbeitet. Und als Zweites wird
die Isoperimetrie angewandt, um das Verha¨ltnis zur optimal homogenen Struktur zu
betrachtet.
Bestimmung und Auswertung von Netzstrukturen: Eine neuartige Methode ist es,
Segmente mit dazugeho¨rigen Graphen (s. Abs. 4.1.1 und Abs. 4.1.2) in
Verbindung zu bringen und – mittels der Graphentheorie, der geometrischen
netzbasierten Modellierung und topologischen Gegebenheiten – auszuwerten (s.
Abs. 4.1.3).
• Daraus ergibt sich die Gelegenheit, Segmente – abha¨ngig von Zyklen,
Winkeln und ortsspezifischen Weiten – zu extrahieren (s. Abs. 4.1). Ein
inhomogenes Objekt, wie in Abb. 4.1(i) zu erkennen, hat eben mehr Zyklen,
als ein homogenes. Zu beachten ist, dass nicht immer Segmente fehlerfrei
ermittelt werden ko¨nnen. Bei der Bestimmung von soeben erwa¨hnten For-
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men (z. B. Zyklen) soll weiterhin mit einer neuartigen Herangehensweise ein
Prinzip geboten werden, mit dem bestimmte Formen gescha¨tzt und abermals
korrigiert werden.
• Weiterhin wird das Verha¨ltnis von euklidischen Distanzen, zu geoda¨tischen
Distanzen hinterfragt und getestet (s. Abs. 4.1.4). Schließlich ko¨nnen
geoda¨tische Distanzen nicht gro¨ßer sein als euklidische Distanzen. Und deren
Unterschied ist umso gro¨ßer, je inhomogener die entsprechenden Netzstruk-
turen sind.
Isoperimetrische Ungleichung: Morphologische Eigenschaften entsprechen z. B. dem
Verha¨ltnis zwischen Umfang und Fla¨che. Im Gegensatz hierzu wird in der Disser-
tation auf multidimensionale Objekte Bezug genommen und die entsprechende
isoperimetrische Ungleichung [136, 37] betrachtet (s. Abs. 4.2).
4.1. Graphenbasierte morphologische Merkmalsextraktion
Von gewonnenen multidimensionalen Segmenten sollen praxisorientiert morphologische
Eigenschaften ermittelt werden. Im Gegensatz zu z. B. menschlicher Objekterken-
nung [42, 115] ko¨nnen allerdings bei vielen biologischen Objekten nur schwer Formen
vordefiniert und festgelegt werden. Biologische Objekte sind im Allgemeinen zu unter-
schiedlich. Die Auswertung von Skeletten entsprechender Segmente ist eine umsetzbare
Alternative.
Abb. 4.2 stellt von Schritt (i) bis (iv) mo¨gliche Zwischenzusta¨nde dar. In Abb. 4.2(i)
ist ein Originalbild einer Mikroskopaufnahme von einer Synapse zu erkennen. Die
Synapse ist relativ heterogen, deren Aufnahme ist verrauscht und von der Intensita¨t
her uneinheitlich.
Ein einfaches Segmentierungsverfahren, mit Hilfe eines Otsu-Schwellwertfilters, hin-
terla¨sst ein Bina¨rbild, in dem die grobe Struktur der aufgenommenen Synapse noch
vorgegeben ist (s. Abb. 4.2(ii)). Daraufhin wird ein in Abs. 4.1.1 beschriebenes Ver-
fahren angewandt, um ein Skelett zu ermitteln (s. Abb. 4.2(iii)). Das Skelett wird
anschließend einem Graphen zugeordnet (Abb. 4.2(iv)), der dann fu¨r weitere Berech-
nungen genutzt werden kann.
Experimentell wird auf einen Datensatz mit Abbildungen von 50 vom Griscelli-
Syndrom befallenen1 und 50 nicht-befallenen2 Synapsen zugegriffen. Neuartige Ver-
fahren werden in Abs. 4.1.3, Abs. 4.1.4 und Abs. 4.2 ausgewertet.
1Vom Griscelli-Syndrom befallen, wird weiterhin als ”dilute”bezeichnet
2Vom Griscelli-Syndrom nicht-befallen, wird weiterhin als ”nicht-dilute”bezeichnet.
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iii) iv)
i) ii)
Abb. 4.2.: Phasen zur Erstellung von Graphen i) Original ii) Segment iii) Skelett iv) Graph
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4.1.1. Berechnung eines Skeletts aus einem Segment
Eine Mo¨glichkeit zur Erstellung eines Skeletts ist, von einem gegebenen Segment zu-
na¨chst die Mediale Achse (s. Abb. 4.2(iii)) zu ermitteln.
Definition 9 Eine Mediale Achse dter-Dimension entspricht der geometrischen Mitte
eines Segmentes bzw. einer Menge von Punkten. Sie wurde festgelegt als die Menge
von Punkten, die als Mittelpunkte von ddimensionalen Kugeln3 mit maximalem Ra-
dius betrachtet werden kann - Kugeln, die sich innerhalb des Segmentes befinden und
mindestens d Punkte am Rand, an der Oberfla¨che des Segmentes beru¨hren [13].
Mit einer Reihe von Skelettierungs-Algorithmen ko¨nnen Mediale Achsen bestimmt
werden [43]. Kritisch wird es allerdings in ho¨heren Dimensionen. Zum Beispiel ko¨nnen
sich in einem Quader bei der Ermittlung Medialer Achsen ganze Fla¨chen ergeben.
Hierzu werden jedoch schon gegebene Ansa¨tze genutzt [83, 89], um derartige Fa¨lle zu
umgehen. Eine so gewonnene Mediale Achse kann weiterbearbeitet und als Skelett des
anfa¨nglichen Segmentes betrachtet werden [65].
4.1.2. Berechnung eines Graphen aus einem Skelett
Um ein Skelett eines Objektes auswerten zu ko¨nnen, soll es zuerst in ein ho¨heres
Abstraktionsniveau, also einen Graphen transformiert werden [137]. Ein derartiges
Skelett entha¨lt somit Informationen der generellen morphologischen Eigenschaft, die
fu¨r die Merkmalsextraktion nutzbar ist. Daraus folgend wird aus einem Skelett der
entsprechend dazugeho¨rige Graph bestimmt. Ein Graph besteht aus einer Menge von
Knoten und entsprechenden Verknu¨pfungen [128]. Ein Muxel des Skeletts, das am
Ende eines Bogens steht, entspricht einem Knoten. Ein derartiger Knoten steht ent-
weder am Ende eines Zweiges des Skeletts, oder es befindet sich auf einem Schnitt
mehrerer Zweige.
Nachdem alle Knoten gefunden wurden, mu¨ssen sie verknu¨pft werden, um
entsprechende Bo¨gen zu erstellen. Ein Bogen befindet sich zwischen zwei Knoten, wenn
es einen Weg von Muxeln gibt, der zum Skelett zwischen den zwei Knoten geho¨rt, ohne
dass der Weg andere Knoten entha¨lt. Das sei klar zu unterscheiden von einer Kante,
die der direkten ku¨rzesten Verknu¨pfung zwischen zwei Knoten entspricht. In Abb. 4.2
wird die Umwandlung eines Skeletts in einen Graphen illustriert. Der folgende Schritt
besteht darin, dem Graphen weitere Informationen zuzuordnen [26, 15]. Fu¨r die Bo¨gen
werden die Besonderheiten der euklidischen La¨ngen und der Orientierungen der Bo¨gen
gewa¨hlt. Fu¨r die Knoten wiederum dienen direkt deren Koordinaten.
3Die ddimensionalen Kugeln entsprechen Hyperkugeln mit entsprechenden Spha¨ren und Volumen
im ddimensionalen Raum.
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4.1.3. Inhomogenität im Verhältnis zur Anzahl von Zyklen
Definition 10 Ein Graph ist genau dann planar, wenn er in einer Ebene durch Punkte
und Linien u¨berkreuzungsfrei dargestellt werden kann [128].
Definition 11 Nach dem Eulerschen Polyedersatz [37]4 gilt fu¨r planare Graphen G 5
6 7
AnzN(G)+ AnzF(G)−AnzE(G) = 2. (4.1)
Nun kann mit ermittelten planaren ungerichteten Graphen (s. Abb. 4.3) die Anzahl
der gegebenen Fla¨chen bestimmt werden, wobei eine innere Fla¨che eines Graphen einem
Zyklus entspricht [97]. Nicht-planare Graphen, die bei ho¨herdimensionalen Ra¨umen
durchaus auftreten ko¨nnen, werden zuna¨chst nicht weiter betrachtet. Je mehr Zyklen
vorliegen, umso inhomogener ist der entsprechende Graph sowie das dazugeho¨rige Seg-
ment.
Ein Beispiel liegt in Abb. 4.3 vor. In Abb. 4.3(i) ist ein Graph mit homogener Struktur
zu erkennen, der keinen einzigen Zyklus besitzt. Als Gegensatz ist in Abb. 4.3(ii) ein
Graph mit zumindest zwei Zyklen abgebildet. Die Struktur ist eher inhomogen.
i) ii)
Abb. 4.3.: Planare Graphen i) homogen ii) inhomogen
4Bewiesen wurde der Satz induktiv.
5AnzN(G) - Anzahl der Knoten / Nodes von G
6AnzF(G) - Anzahl der Fla¨chen / Faces von G
7AnzE(G) - Anzahl der Kanten / Edges von G
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Experimenteller Vergleich mit der Anzahl von Zyklen
Im Weiteren werden planare ungerichtete Graphen und direkte Zyklen (nicht Fuzzy-
Zyklen) betrachtet. Von gegebenen Synapsen (50 dilute und 50 nicht-dilute) wurden
Graphen erstellt und daraufhin die Anzahl der Zyklen berechnet.
Wie in Tab. 4.1 und Abb. 4.4 ersichtlich, liegt die mittlere Anzahl von Zyklen der
50 nicht-diluten Synapsen bei knapp 17 Stu¨ck. Die dazugeho¨rige Standardabweichung
liegt allerdings bei 10,76. Hingegen enthalten die 50 diluten Synapsen im Durchschnitt
knapp 3 Zyklen. Und die Standardabweichung liegt bei 2,87. Trotz der relativ großen
Standardabweichung der Zyklenanzahl der nicht-diluten Synapsen kann gesagt werden,
dass in dem durchgefu¨hrten Experiment die kleinste Anzahl von Zyklen der nicht-
diluten Synapsen (Minimalwert = 3) gro¨ßer ist, als der Mittelwert der diluten Synapsen
(Mittelwert = 2,75). Zyklen ko¨nnen hier durchaus als ein Merkmal, als eine Eigenschaft
– zur Unterscheidung von homogen und nicht-homogen geformten Synapsen – genutzt
werden.
Ein Zyklus entspricht einem direkt geschlossenen Verlauf innerhalb eines Graphen.
Die Koordinaten oder die Dimension entsprechender Knoten sind in dem einfachen Fall
nicht weiter relevant. Lediglich die Verknu¨pfungen8 haben hierfu¨r eine Bedeutung. Fu¨r
den Versuch wurden die zu Beginn erwa¨hnten 50 diluten und 50 nicht-diluten Synapsen
ausgewertet.
Zyklen bei





Tab. 4.1.: Experiment zur Anzahl der Zyklen als Merkmal von gegebenen Synapsen in Bezug
zur Infektion mit dem Griscelli-Syndrom
8Verknu¨pfungen auch dargestellt als Inzidenz- bzw. Adjazenzmatrizen
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Abb. 4.4.: Diagramm zur Anzahl der Zyklen in gegebenen Synapsen
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4.1.4. Gegensatz von euklidischen Distanzen zu geodätischen Wegen
Im Folgenden wird der Gegensatz von euklidischen Distanzen Def. 12 zu geoda¨tischen
Wegen Def. 13 hinterfragt, um ihn daraufhin fu¨r eine neuwertige Beschreibung mor-
phologischer Eigenschaften zu nutzen. Denn, je homogener ein vorliegendes Netzwerk
bzw. der entsprechende Graph ist, umso kleiner ist die durchschnittliche Differenz von
geoda¨tischer Wegla¨nge zu euklidischer Distanz zwischen zwei unterschiedlichen Punk-
ten.
Definition 12 Euklidische Distanz steht fu¨r den Abstand zweier Punkte des gegebenen
ddimensionalen euklidischen Raumes Rd [18]. Die Distanz ist fu¨r zwei Punkte Xi und
X j9 durch die euklidische Norm ||Xi−X j||2 des Differenzvektors zwischen den beiden
Punkten festgelegt und wird weitergehend wie folgt genannt:
lEukl(Xi,X j). (4.2)
Definition 13 Eine Geoda¨te10 ist die lokal ku¨rzeste Verbindungskurve zweier Punkte
eines topologischen Raumes bzw. einer Mannigfaltigkeit im Rd [18]. Im gekru¨mmten





Auf einer Netzwerkstruktur im multidimensionalen Raum (z. B. ungerichteter Graph)
entspricht eine Geoda¨te also einer ku¨rzesten Distanz zwischen Knoten Xi und X j:
lGeod(Xi,X j). (4.3)
9i, j ∈ N, i 6= j
10auch geoda¨tischer Weg genannt
11i, j ∈ N, i 6= j
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Abb. 4.5.: Euklidische Distanz zwischen X1 und X2 und Geoda¨te u¨ber X1,X4,X5,X3,X2
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In einer Netzwerkstruktur entspricht eine ku¨rzeste Distanz einem ku¨rzesten Pfad
zwischen zwei Knoten. D. h., eine Geoda¨te zwischen Punkt X1 und X2 in einer Netz-
werkstruktur entspricht der Summe aller euklidischen Distanzen der Zwischenwege. Im
gegebenen Beispiel (s. Abb. 4.5) entspricht das dem Weg [X1,X4,X5,X3,X2] und somit
der La¨nge lGeod(X1,X2) = lEukl(X1,X4)+ lEukl(X4,X5)+ lEukl(X5,X3)+ lEukl(X3,X2).
Die Bestimmung ku¨rzester Distanzen kann in folgende Gruppen unterteilt werden:
• der ku¨rzeste Pfad zwischen zwei unterschiedlichen Knoten
• der ku¨rzeste Pfad zwischen einem Startknoten und allen anderen Knoten des
Graphen
• der ku¨rzeste Pfad von jedem Knoten im Graphen zu jedem anderen Knoten
Zum Ermitteln der ku¨rzesten Pfade stehen hier eine Reihe von Algorithmen zur
Verfu¨gung [128, 14]. Fu¨r das weitere Vorgehen wurde der Dijkstra-Algorithmus [128,
127] fu¨r jeden einzelnen Knoten gewa¨hlt. Bestimmt werden somit fu¨r alle gegebenen
Knoten bzw. Punkte die ku¨rzesten Pfade bzw. Geoda¨ten zu jedem anderen Knoten.
Von Interesse ist, wie anfangs beschrieben, das Verha¨ltnis aller euklidischen Dis-




lGeod(Xi,X j), lEukl(Xi,X j)
)
= lGeod(Xi,X j)− lEukl(Xi,X j) (4.4)
in der vorliegenden Dissertationsschrift festgelegt12, wobei:
lGeod(Xi,X j)≥ lEukl(Xi,X j). (4.5)
Definition 14 ϒ(ν ,X) steht fu¨r das durchschnittliche Verha¨ltnis aller euklidischen
Distanzen zu allen geoda¨tischen La¨ngen eines gegebenen nicht-gerichteten Graphen
mit vorgegebener Funktion ν
(










hierbei das durchschnittliche Verha¨ltnis ν
(
lGeod(Xi,X j), lEukl(Xi,X j)
)
aller Pfade von ei-
nem Knoten Xi ausgehend. ϒ(ν ,X) la¨sst sich daraufhin wie folgt mittels arithmetischem












12ν (lGeod(Xi,X j), lEukl(Xi,X j)) ∈ [0,∞]
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Experimenteller Vergleich von Netzstrukturen
Wie in Tab. 4.2 und Abb. 4.6 ersichtlich, ko¨nnen in dem Experiment deutliche Differen-
zierungen vorgenommen werden. Fu¨r den Versuch wurden 50 dilute (homogene) und
50 nicht-dilute (inhomogene) Synapsen ausgewertet. Wa¨hrend bei diluten Synapsen
der Mittelwert fu¨r ϒ(ν ,X) bei 0,33, zwischen 0,01 und 0,67 liegt, betra¨gt der Mittel-
wert von nicht-diluten Synapsen 1,03, zwischen 0,37 und 3,66. Der minimale Wert der
nicht diluten Synapsen (0,37) entspricht somit ungefa¨hr dem Mittelwert der diluten
Synapsen. Und der Maximalwert der diluten Synapsen (0,67) liegt deutlich unter dem
Mittelwert der nicht-diluten Synapsen. Das Verfahren ist also nutzbar zur Unterschei-
dung homogener und inhomogener morphologischer Eigenschaften.
ϒ(ν ,X) bei





Tab. 4.2.: Experiment zum Verha¨ltnis euklidischer und geoda¨tischer Distanzen als Merkmal






















Abb. 4.6.: Diagramm zum Verha¨ltnis euklidischer und geoda¨tischer Distanzen gegebener
Synapsen
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4.2. Isoperimetrisch morphologische Merkmalsextraktion
Bei Untersuchungen von Einwirkungen chemischer sowie toxikologischer Wirkstoffe auf
biologische Zellstrukturen werden oft Entwicklungen und Wachstum evaluiert. Das
Griscelli-Syndrom z. B. la¨sst sich u. a. anhand der Form entsprechender Synapsen
ermitteln (Abs. 1.2.4). Ebenso ko¨nnen Einwirkungen chemischer Stoffe mittels des
Wachstums von Zellstrukturen analysiert werden (Abs. 1.2.4). Betrachtet wird hier-
bei die (In)Homogenita¨t entsprechender Trajektorien mehrerer Zellen.
Auf Grund der Multidimensionalita¨t bietet es sich an, die stetige Bestimmung
der (In)Homogenita¨t abstrakt zu betrachten. (In)Homogenita¨t – und somit wichtige
morphologische Eigenschaften – multidimensionaler Segmente kann mit dem Verha¨lt-
nis zwischen Oberfla¨chen und Volumen bestimmt werden. Um abstrakt das multidi-
mensional zu betrachten, wird die Isoperimetrische Ungleichung genutzt [136]. Die
Isoperimetrische Ungleichung13 ist eine mathematische Ungleichung, die fu¨r das Ver-
ha¨ltnis von Rand14 zu Volumen15 eines multidimensionalen Ko¨rpers steht [136, 37].
Definition 15 (multidimensionale Kugel) Die Menge aller Punkte des d-
dimensionalen euklidischen Raumes, deren Abstand zu einem gegebenen Punkt (dem
Mittelpunkt) kleiner gleich einer positiven reellen Zahl r (dem Radius) ist, entspricht
der Hyperkugel bzw. der d-dimensionalen Kugel K im Rd [18].
Definition 16 (Gammafunktion) Bei der Gammafunktion handelt es sich um eine
transzendente analytische Funktion Γ(x) =
∞∫
0
tx−1 · e−tdt, fu¨r x ∈ C [18]. Infolgedessen
gilt fu¨r alle n ∈ N: Γ(n) = (n−1)!
Definition 17 (Lebesgue-Maß) Ein d-dimensionales Lebesgue-Maß Ld ordnet je-
dem d-dimensionalen Segment S im Rd sein d-dimensionales Volumen Ld(S) zu [82].
Definition 18 (Hausdorff-Maß) Ein (d − 1)-dimensionales Hausdorff-Maß Hd−1,
welches dem topologischen Rand ∂S vom Segment S ein Maß Hd−1(∂S) zuordnet,
entspricht – bei einem (d − 1)-dimensionalen Rand – einem bestimmbaren (d − 1)-
dimensionalen Oberfla¨cheninhalt [58].
13Das Wort isoperimetrisch entstammt dem Griechischen: iso steht fu¨r ”gleich”, und perimeter be-
deutet ”Umfang”.
14Der Rand steht fu¨r die Menge des gegebenen d-dimensionalen Raumes zwischen Abschluss und
Innerem eines gegebenen d-dimensionalen Objektes.
15Das Volumen steht fu¨r die Menge aller Elemente innerhalb eines d-dimensionalen Objektes im
d-dimensionalen Raum.
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Das d-dimensionale Lebesgue-Maß bzw. das Volumen einer d-dimensionalen Kugel
K mit Radius r betra¨gt [82]:







Ld(K) erha¨lt folgende Werte:
d 1 2 3 4 5 6 7 8 . . . ∞











4 . . . 0
2,00 3,14 4,19 4,93 5,26 5,17 4,72 4,06 . . . 0
Tab. 4.3.: Verschiedene Werte vom Lebesgue-Maß einer Kugel mit Radius 1 [18]
Das (d − 1)-dimensionale Hausdorff-Maß bzw. die Spha¨re einer d-dimensionalen















Hd−1 (∂K) erha¨lt folgende Wert:
d 1 2 3 4 5 6 7 8 . . . ∞




4 . . . 0
2,00 6,28 12,57 19,74 26,32 31,01 33,07 32,47 . . . 0
Tab. 4.4.: Verschiedene Werte vom Hausdorff-Maß einer Kugel mit Radius 1 [18]
Fu¨r jedes nichtleere beschra¨nkte Gebiet S im Rd mit rektifizierbarem16 Rand und




















bei der d-dimensionalen Kugel K ist unabha¨ngig vom Radius r und der
Position im Rd.
16rektifizierbar bedeutet, eine z. B. dreidimensionale Ebene so gerade ziehen zu ko¨nnen, dass die
Oberfla¨chengro¨ße direkt an der geraden Fla¨che zu ermitteln ist.
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Und fu¨r 2≤ d ∈ N ergeben sich somit folgende Ungleichungen:







2pi ≈ 0,282 . . .














≈ 0,454 . . .
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Bei der Merkmalsextraktion zweidimensionaler Segmente ist die Nutzung des Ver-
ha¨ltnis zwischen Fla¨cheninhalt und entsprechendem Fla¨chenrand bekannt. Im dreidi-
mensionalen Raum entspricht das wiederum dem Verha¨ltnis zwischen Volumen und
Oberfla¨che.
Die Isoperimetrische Ungleichung wurde bereits zum Teil zur Beschreibung von drei-
dimensionalen Objekten genutzt [90]. Jedoch kann nun erstmals in der vorliegenden
Arbeit das Maß der Isoperimetrie abstrakt fu¨r multidimensionale Objekte festgelegt
werden. Mit Hilfe des Maßes kann bestimmt werden, wie groß die A¨hnlichkeit der Mor-
phologie eines multidimensionalen Objektes zu der einer Kugel ist.
Das bedeutet, dass unter allen Ko¨rpern im multidimensionalen Raum mit gleicher
Gro¨ße des Randes, die Spha¨re17 das gro¨ßte Volumen aufweist. Auch im d-dimensionalen
euklidischen Raum Rd gilt die analoge Aussage [136]:
Unter allen Ko¨rpern mit gleichem (d−1)-dimensionalem Rand besitzt die
d-dimensionale Spha¨re das gro¨ßte d-dimensionale Volumen.
17Eine Spha¨re steht fu¨r die Verallgemeinerung des Kugelrandes auf beliebig vielen Dimensionen.
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Des Weiteren besteht nun die Mo¨glichkeit, Kru¨mmungen, Streckungen, Bewegungen,
Entwicklungen und andere morphologische Einwirkungen eines gesamten multidimen-
sionalen Objektes mit Isoperimetrie zu verknu¨pfen und somit indirekt zu bestimmen.
Z. B. eine Entwicklung im dreidimensionalen Raum entspricht einem vierdimensionalen
Objekt. Eine gleichma¨ßige, homogene Entwicklung wird einer einheitlichen Spha¨re viel
mehr a¨hneln, als eine uneinheitliche, heterogene Entwicklung. Gerade bei der Bestim-
mung von biologischen Abla¨ufen ko¨nnen derartige morphologische Eigenschaften zur
Auswertung genutzt werden.
Dreidimensionaler Versuch zum Deuten der Isoperimetrie
Auf Grund der Diskretisierung akquirierter Daten handelt es sich bei den zu
analysierenden Daten um diskrete Datensa¨tze. Das Lebesgue-Maß (Volumen) kann
daraufhin als Menge aller im entsprechenden Segment befindlichen Muxel betrachtet
werden. Das Hausdorff-Maß wiederum entspricht der Menge der am Rand zum Segment
liegenden Muxel.
In einem Experiment soll nun dreidimensional die Relevanz zur praktischen Anwen-
dung getestet werden. Bei den Datensa¨tzen handelt es sich um Synapsen von Diaphrag-
men von Ma¨usen. 50 der untersuchten Ma¨use waren vom Griscelli-Syndrom befallen.
Die anderen 50 Ma¨use waren nicht befallen.
Die Inhomogenita¨t – was durchaus auch als Nicht-Glattheit, mit bestimmtem Grad
der Steigungen gedeutet werden kann – entspricht einer Korrelation zum Griscelli-
Syndrom. Im Gegensatz zu einer befallenen Synapse, erha¨lt eine gesunde Synapse einen
mo¨glichst großen Rand auf einem kleinen Volumen und eine dazugeho¨rige Stabilita¨t (d.
h. beim Erlangen der Oberfla¨che darf sie nicht zu du¨nn werden).
Die Nicht-Glattheit kann nun mittels des Verha¨ltnisses von Lebesgue-Maß und
Hausdorff-Maß mit ϖ ermittelt werden, wird experimentell getestet und dokumentiert
(Tab. 4.5).
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Experimenteller isoperimetrischer Vergleich
Der gleiche Datensatz zur Untersuchung von Graphen (Abs. 4.1.3, Abs. 4.1.4) wird
nun zur Auswertung der entsprechenden Isoperimetrie (Gl. 4.11) genutzt. Weitergehend
wird praktisch bedingt der Kehrwert der isoperimetrischen Ungleichung (s. Gl. 4.9) be-
trachtet. Wie in Tab. 4.5 und in Abb. 4.7 ersichtlich ist, haben vom Griscelli-Syndrom
befallene, also homogen geformte Synapsen eine deutlich kleinere Isoperimetrie bzw.
kleinere Homogenita¨t als nicht-befallene, inhomogene Synapsen (Abb. 4.1). Auch hier
ist der Mittelwert der diluten-Synapsen (8,74) nicht viel gro¨ßer als der Minimalw-
ert nicht-diluter Synapsen (8,59). Und der Maximalwert der diluten-Synapsen (17,56)
ist kleiner, als der Mittelwert der nicht-diluten Synapsen (23,37). Das Merkmal der
Isoperimetrie kann in dem biologischen Experiment somit multidimensional gut genutzt
werden, um in diskursiver Deutlichkeit Ergebnisse zu interpretieren. Fu¨r den Versuch
wurden die zu Beginn erwa¨hnten 50 diluten und 50 nicht-diluten Synapsen ausgewertet.
ϖ bei





Tab. 4.5.: Experiment zur Isoperimetrie als Merkmal von gegebenen Synapsen, in Bezug zur
Infektion mit dem Griscelli-Syndrom
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Es wurden drei neuartige Ansa¨tze zur Beschreibung und Deutung morphologischer
Eigenschaften bzw. (in)homogener Strukturen erarbeitet. Hierbei handelt es sich um
die Herangehensweise zur Bestimmung und Interpretation von:
• Zyklen innerhalb von bestimmten Graphen, die sich aus Skelettierungs-
Algorithmen ergeben (Abs. 4.1.3),
• Verha¨ltnissen aller euklidischer Distanzen und geoda¨tischer Wege in Graphen, die
sich aus Skelettierungs-Algorithmen ergeben (Abs. 4.1.4),
• isoperimetrisch morphologischen Merkmalen (Abs. 4.2).
Bei Experimenten an existierenden biologischen Versuchsdaten (Abs. 1.2.4,
Abs. 1.2.4) hat sich deren Nutzbarkeit besta¨tigt. Multidimensionale Daten und deren
Formen werden bei naturwissenschaftlichen Themen hinterfragt und ko¨nnen nun ma-
thematisch ausgewertet werden.
Selbstversta¨ndlich gibt es eine Vielzahl von Ansa¨tzen, mit denen die hier vorgeschla-
genen Verfahren zur Bestimmung und Auswertung morphologischer Eigenschaften
verbessert werden ko¨nnen. Ein mo¨glicher Ansatz – die Ermittlung und Deutung von
Fuzzy-Zyklen – wurde kurz erwa¨hnt.
Die vorliegenden Verfahren bieten neuartige Mo¨glichkeiten fu¨r die Bestimmung von
Formen multidimensionaler biologischer Bilddaten und die Basis zur Hinterfragung und
Erforschung weiterer Ansa¨tze.
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Auf Grund der zur Verfu¨gung stehenden multidimensionalen Akquisitionsverfahren
(z. B. Fluoreszenzmikroskopie, Spim) ko¨nnen heutzutage Aufnahmen von Bewegun-
gen, biologischen Entwicklungen und Wachstum mit einer Vielzahl von Algorithmen
analysiert werden.
Die vorliegende Arbeit befasst sich mit dem Problem der Analyse geroßer Mengen
biologischer multidimensionaler Bilddaten von mehreren Terabyte (Stand 2012). Hier-
bei handelt es sich um eine Vorbereitung nachfolgender Data-Mining-Schritte [93], die
in der Arbeit aber nicht umfassend behandelt werden. Es wurde ein entsprechendes
Konzept zur Analyse multidimensionaler Bilddaten erarbeitet, um ein exponentielles
Wachstum des Rechenaufwands zu bewa¨ltigen und mit entsprechenden Verfahren zu
verknu¨pfen.
Das in Kap. 1.3 beschriebene Konzept wird mit C++ programmiert und mit Hilfe von
CMake erstellt. Zur Visualisierung dient die VTK -Bibliothek1 [125]. Die Boost C++-
Bibliothek wird zur Auswertung von Graphen genutzt. Zur Konstruktion der Widgets
der entsprechend neu entwickelten GUIs (ImagingProjectGui, KnowledgeBaseGui etc.)
kommt QT 2 zum Einsatz.
Die Plugins zur Bilddatenanalyse werden mit hierfu¨r nutzbaren Bibliotheken (ITK 3,
MATLAB, direkt per C++) konstruiert. Durch einfache Erweiterungen neuer Plugins
(Abs. 5.3) ko¨nnen neue Operatoren, neue Bausteine eingebunden werden. Die Struk-
tur von ImagingProjectGui bewahrt also ebenso die Philosophie, mo¨glichst einfach mit
Plugins erweitert zu werden, Operatoren interaktiv zu erga¨nzen, zu vergleichen und
Ergebnisse verschiedener Art abzuspeichern, um die Analyse großer Datensa¨tze zu be-
wa¨ltigen [104].
Ferner dient Xerces zum Erstellen und Generieren von XML-Dateien, in denen Pro-
jekte und Abla¨ufe abgespeichert werden.
1VTK – Visualization Toolkit











Abb. 5.1.: Abstraktes Konzept des Datenmanagements unter Verwendung des Cluster-
Computings [124]
Mittels Hadoop und Rechnernetzen ko¨nnen große Datensa¨tze parallel berechnet wer-
den (s. Abb. 5.1). Die berechneten Endergebnisse werden daraufhin in einer LSDF -
Datenbank eingefu¨gt (Abb. 5.2). Zudem dienen einzelne Operatoren zur Merkmalsex-
traktion. Die Endergebnisse der Merkmalsextraktionen ko¨nnen anschließend in einer
Ergebnis-XML abgespeichert werden.
KnowledgeBaseGui ist ein Programm mit dem spezielle Informationen zu bestimm-
ten in Datenbanken abgespeicherten Objekten, vom Nutzer bzw. Experten hinzugefu¨gt
werden ko¨nnen. Es besteht so die Mo¨glichkeit, eine Wissensbasis aufzubauen
und / oder zu erga¨nzen.
Alle gewonnenen und in die dazugeho¨rige Datei Ergebnis-XML gesicherten Merkmale
ko¨nnen anschließend mit Gait-CAD ausgewertet und zur Klassifikation genutzt werden.
Gait-CAD ist eine MATLAB -Toolbox fu¨r Data-Mining [95].
Zum Datenmanagement, bei den immensen Mengen an Daten des LSDF, steht der








Neuartige Akquisitionsmo¨glichkeiten fu¨r biologische Untersuchungen fu¨hren schnell zu
immensen Datenmengen. Das in [104] beschriebene Experiment, in dem das Wachs-
tumsverhalten unter speziellen toxikologischen Einflu¨ssen untersucht wird (Abs. 1.2.4),
ist hierfu¨r ein Beispiel.
Um aufschlussreichende Daten entsprechender Zebraba¨rblinge zu erhalten, werden
alle 20 Sekunden Volumendatensa¨tze u¨ber ca. 6 Stunden aufgenommen. Zusammenge-
fasst ergibt das 6 · 60 · 60 · 120 Zusta¨nde mit je 128 MB. Der gesamte Speicherbedarf
fu¨r einen einzelnen Zebraba¨rbling betra¨gt folglich ca. 135 GB4. Angesichts den großen
Datenmengen und der in der Dissertationsschrift konzipierten Verfahren wird ein Spei-
cherungssystem beno¨tigt, das schnell, sicher und immer verfu¨gbar ist. LSDF soll das
realisieren [46, 138, 123, 124].
Die Datenbank kommt in jedem Abschnitt der Bildanalyse zur Geltung. Die akqui-
rierten Daten werden u¨ber das Datensystem Large Scale Data Facility (LSDF) gewartet
und in einer individuellen Datenbank abgespeichert [138, 111].
Im Rahmen des Programms ”Wissenschaftliches Rechnen”wurden im Jahr 2009 erste
Schritte fu¨r die Umsetzung von LSDF eingeleitet. Mit einer initialen Investition wurde
eine prototypische Datenspeicherung aufgebaut, in der erste Daten vom Institut fu¨r
Toxikologie und Genetik (ITG) abgelegt wurden. Das Arbeitsgebiet Large Scale Data
Management & Analysis bildet einen Schwerpunkt der wissenschaftlichen Arbeiten
im SCC. Und hierfu¨r ist die LSDF auch im Hinblick auf Data Intensive Computing
(DIC) und Datenanalyse – beides beinhaltet Schwerpunkte der Arbeiten in den neu
gegru¨ndeten Simulation Labs des SCC – die ideale Plattform. Folgende Themen stehen
hauptsa¨chlich im Fokus:
• Langzeitarchivierung und Integrita¨t,
• Effektive U¨bertragung und Verwaltung von Milliarden von Daten (unified name-
space),
• Information Life Cycle der Daten,
• Entwicklung von Schnittstellen zur LSDF und Anzeige der Datenstrukturen im
Browser,
• Datenanalyse und Entwicklung von Datenanalyse-Tools, effektive Bildverar-
beitung,
• Entwicklung von Methoden und Werkzeugen im Hinblick auf Data Intensive Com-
puting.




Die Struktur von ImagingProjectGui ermo¨glicht die anwenderfreundliche Erstellung
von Projekten zur Be- und Verarbeitung von Bilddaten. Sie bietet die mo¨glichst einfache
Erweiterung mit Plugins bzw. Operatoren jeglicher Bibliotheken und die anschließende
Berechnung entsprechender Projekte mittels Grid-Computing bzw. Hadoop-Clustern.
Mit dem Programm ImagingProjectGui ko¨nnen relativ erwartungskonform und an-
wenderfreundlich Analyseabla¨ufe bzw. Projekte erstellt, weitergeleitet und angewendet
werden. Auf einer Oberfla¨che ko¨nnen einzelne Operatoren ausgewa¨hlt und miteinander
verknu¨pft werden.
Außerdem ko¨nnen Zwischenschritte im eigenen Terminal nachverfolgt und mittels
VTK und eigenen Fenstern entsprechende 2D- und 3D-Daten visualisiert werden.
Ein Beispiel dafu¨r ist die Erstellung eines neuartigen FCM -Verarbeitungsverfahrens
(Kap. 3). Es dient dazu, die Vorzu¨ge verschiedener Filter mittels FCM miteinander zu
verknu¨pfen. Das oben genannte Verfahren wurde mittels MATLAB erstellt und an bio-
logischen Volumendaten getestet sowie als Plugin in ImagingProjectGui eingebunden.
Bedingt durch den beno¨tigten Speicherplatz waren Berechnungen an einem einzelnen
Rechner nicht mo¨glich (Out of Memory). Die oben genannten Berechnungen ko¨nnen
mit den bereits erwa¨hnten Hadoop-Clustern bewa¨ltigt werden.
Die graphische U¨bersicht der Filter bzw. Objekte wird durch eine QGraphicsScene5
(Overview-GraphicsScene) und ein QGraphicsView6 erzeugt. Die sich darauf ergebende
ObjectPixmap stellt ein IOObject als Kasten mit Beschriftung dar. Wenn solch ein
ObjectPixmap zu QGraphicsScene hinzugefu¨gt wird, kommt ein QGraphicsPixmapItem
zuru¨ck, u¨ber das sich u. a. die Positionen, an die das ObjectPixmap gezeichnet wird,
festlegen und auslesen lassen.
Wegen des Qualita¨tsmanagements und der Weiterentwicklung solcher Bibliotheken
wurden entsprechende Softwareversionen festgelegt. Somit besteht die Mo¨glichkeit, in
Datenbanken die Versionen zu ermitteln, mit den momentanen Programmen zu ver-
gleichen und deren Funktionalita¨t abzuwa¨gen.
Erstellt wurde ImagingProjectGui unter dem Betriebssystem Linux Ubuntu. Dadurch
wurde die Weiterentwicklung, sowie die Nutzung des Cluster-Computings vereinfacht.







KnowledgeBaseGui dient zur Erstellung von Basen mit Expertenwissen. Als Experten-
wissen dienen Einscha¨tzungen und Zuordnungen mit menschlichen biologischen Er-
fahrungen u¨ber Formen und morphologischen Eigenschaften in Bezug auf Krankheiten
und toxikologische Einwirkungen. Per KnowledgeBaseGuiWriter ko¨nnen Datenbanken
aus einer Vielzahl von kleineren Bilddaten erweitert werden. Die Daten sind in einer
Datenbank per SQlite gespeichert und im LSDF als Text-Datei integriert7. Des Wei-
teren soll es ebenso im XML-Format gesichert werden. Das entspricht dem Konzept
beim ImagingProjectGui (Abs. 5.2). Die Datenstruktur sieht folgendermaßen aus:
In der Datenbank ist vor allem der Hauptordner wichtig. Seine innere Struktur bleibt
mo¨glichst immer gleich8. Die Grundstruktur gewa¨hrleistet die Stabilita¨t und stetige
Bewahrung von Expertenwissen. Außerdem befinden sich toxikologische Einflu¨sse und
entsprechende Fuzzy-Zuordnungen in der Datenbank (z. B.: Objekt 1, ist bei einem
Wert von 70% mit Einfluss A und zu 5% mit Einfluss B befallen, wobei A und B
unabha¨ngig voneinander sind.). Der Nutzer kann durch das vorliegende GUI (Abb. 5.3,
Abb. 5.4, Abb. 5.5, Abb. 5.6) bei der manuellen Bewertung Aussagen daru¨ber treffen,
ob er entsprechendes Objekt zu dilute oder not-dilute zuordnen kann oder nicht (Alg. 1).
Wenn ein Segment manuell als bekannt gedeutet wird, so kann der entsprechende
Fuzzywert fu¨r z. B. von Griscelli-Syndrom befallen9 bzw. nicht befallenen10 zugeordnet
werden. Sollte dem Nutzer das vorliegende Segment allerdings unbekannt vorkommen,
so sind die zugeordneten Werte fu¨r die Dilatation irrelevant und der Wert fu¨r die
Dilataton wird auf NIL gesetzt (Alg. 1). Die Einbindung der manuell bestimmten Werte
erfolgt direkt in der entsprechenden Datenbank.
Algorithmus 1 dilute oder not-dilute
Eingabe: bekannt
Ausgabe: dilute
1: bekannt ∈ [0,1]
2: if bekannt < 1 then
3: dilute ∈ (0, . . . ,1)
4: else




8Hauptordner: /volume ; /surface ; /graph
9befallen – dilute
10nicht befallen – not-dilute
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Es wird somit der Grad des entsprechenden Befalls (s. Abs. 1.2.4) zugeordnet. Wie
in Abb. 5.3 ersichtlich, werden zu Beginn alle Objekte als ”unbekannt” deklariert. Das
bedeutet, dass bei jeglichem manuellen ”U¨berspringen”, Werte einfach ”unbekannt”
bleiben. Wird ein Objekt als ”bekannt” eingestuft, muss es mit ”bekannt bzw. un-
bekannt” wieder neu bestu¨ckt werden. Weitere Werte bleiben erhalten.
Eine Oberfla¨che ermo¨glicht es, morphologische Eigenschaften einzelner zu unter-
suchender Objekte nutzerfreundlich an spezielle Gegebenheiten anzupassen.
KnowledgeBaseGui ermo¨glicht es bei den hier zu untersuchenden Datensa¨tzen:
• den Volumendatensatz (s. Abb. 5.3),
• das Oberfla¨chenmodell oder (s. Abb. 5.4),
• das entsprechende Skelettmodell bzw. Netzwerk (s. Abb. 5.5) oder
• alles gleichzeitig mit unterschiedlichen Gewichtungsfaktoren in Bezug auf die
Opazita¨t (s. Abb. 5.6)
zu visualisieren.
Erstellt wurde KnowledgeBaseGui mit C++. Fu¨r die Oberfla¨che kam QT4 zum
Einsatz. Als weitergehende Bibliothek zur 3D-Visualisierung von Bilddaten12 wurde
VTK (Visualization Toolkit) angewendet.
Im Folgenden werden Abbildungen einer Synapse, und zwar als Volumendatensatz
(Abb. 5.3), Oberfla¨chenmodell (Abb. 5.4), Skelettmodell bzw. Netzwerk (Abb. 5.5) und
ein aus allen Faktoren kombiniertes Modell (Abb. 5.6).
12mittels ImagingProjectGui oder ProjectProcessor erstellt und im LSDF abgespeichert
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Abb. 5.3.: Volumenansicht unter KnowledgeBaseGui
Abb. 5.4.: Ansicht eines Oberfla¨chenmodells unter KnowledgeBaseGui
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Abb. 5.5.: Ansicht eines Graphen bzw. Netzwerkes unter KnowledgeBaseGui
Abb. 5.6.: Volumen-, Oberfla¨chenmodelle und Graphen unter KnowledgeBaseGui
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5.5. Verknüpfung zu Gait-CAD
Gait-CAD (Abb. 5.7) ist ein Programm zur Klassifikation biomedizinischer Daten-
sa¨tze [95, 93]. U¨ber die gegebenen Daten (Abs. 5.2) im CSV-Typ kann Gait-CAD
auf entsprechend akquirierte und erarbeitete Bilddaten zugreifen. Dabei ko¨nnen ex-
trahierte Merkmale (Position, Gro¨ße, Form, Umfang, Verha¨ltnisse etc.) vorliegen, die
zur Evaluation bzw. Klassifikation genutzt werden ko¨nnen. Die Merkmale ko¨nnen al-
lerdings auch, nach entsprechenden Evaluationen, ru¨ckwirkend neu bestimmt und z. B.
per Gait-CAD beigefu¨gt bzw. korrigiert werden.
Im Folgenden wird abgebildet, wie so eine Gait-CAD-Oberfla¨che aussieht (Abb. 5.7).
Abb. 5.7.: Ein Abbild der Oberfla¨che von Gait-CAD [95, 93]
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Gait-CAD steht als Open-Source zur Verfu¨gung. Urspru¨nglich diente Gait-CAD –
wie der Name schon sagt – zur Ganganalyse. Die sich entwickelnden Konzepte und im-
plementierten Algorithmen zum Data-Mining konnten aber auch fu¨r andere Probleme
genutzt werden. Abstrakt betrachtet kann Gait-CAD zur Auswertung von Bewegungen,
Trajektorien angewandt werden. Dabei handelt es sich um eine Software, die ebenso
fu¨r die Evaluation von biologischen Zusta¨nden und Entwicklungen eingesetzt werden
kann. Da Gait-CAD – wie bereits erwa¨hnt – unter MATLAB erstellt wurde, kann die
Software auf das hier vorgestellte Datensystem LSDF zugreifen.
Die mit den geplanten Abla¨ufen und mit z. B. Hadoop ermittelten Merkmale je
Zustand, wurden in CSV- oder XML-Dateien abgespeichert. Die CSV- oder XML-
Dateien ko¨nnen daraufhin in MATLAB bzw. Gait-CAD aufgelistet und mit vielen






Das Ziel der vorliegenden Dissertationsschrift bestand darin, ein neues Konzept zur
interaktiven multidimensionalen Bildanalyse zu entwickeln.
Dazu werden in Kap. 2 Verbesserungsvorschla¨ge fu¨r multidimensionale Filterver-
fahren entworfen. Bei den Filterverfahren werden hauptsa¨chlich multidimensionale
lokale Operatoren betrachtet. Ohne Qualita¨tsverlust oder Einschra¨nkungen in der
Quantita¨t hinnehmen zu mu¨ssen, ko¨nnen mit Hilfe von Separierungen Berechnungen
deutlich schneller vollzogen werden. In dem Kapitel werden entsprechende Verfahren
hergeleitet, berechnet und experimentell getestet. Wie zu erkennen, sind Nachteile in
Form von intensiver Nutzung des Speichers und der notwendigen Berechnungsdauer,
gegeben. Das muss bei Entscheidungen der Berechnungsschritte stets mit eingeplant
werden.
Kap. 3 beschreibt Lo¨sungsansa¨tze zur Segmentierung mit dynamischen Konturen und
Zuordnungen. Vorteile und Nachteile verschiedener schon vorliegender Algorithmen
werden beschrieben und an biologischen Bilddaten u¨berpru¨ft. Anschließend werden
verschiedene Verfahren getestet und mit den Ergebnissen der gewa¨hlten Algorithmen
verknu¨pft.
In Kap. 4 werden mithilfe der Graphentheorie und der Isoperimetrie morphologis-
che Merkmale bestimmt. Durch Filterung und Segmentierung multidimensionaler Bild-
daten ko¨nnen Segmente berechnet werden. Mit den berechneten Segmenten ko¨nnen
neue Verfahren zur Analyse morphologischer Eigenschaften genutzt werden. Besonders
bei biologischen, schwer modellbasiert zu beschreibende Strukturen soll das Verfahren
angewendet werden.
Die wesentlichen Ergebnisse der Arbeit sind:
1. Das Ermitteln und das Beweisen des linearen Rechenaufwands von sonst
exponentiell rechenaufwa¨ndigen multidimensionalen Filterungen ermo¨glicht eine
deutliche Beschleunigung entsprechender separierbarer lokaler Operatoren und
somit auch eine enorme, exponentielle Effizienzsteigerung. In der Arbeit wurde
die Effizienz in Abs. 2.2 berechnet und dargelegt. Z. B. beim Radius 4 und der
Dimension 4 ist in einem Spezialfall die separierte Filterung um u¨ber 18.000 %
schneller als die nicht-separierte.
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2. Die theoretisch ermittelte Effizienzsteigerung wurde experimentell an um-
fassenden biologischen Bilddaten besta¨tigt (s. Abs. 2.3).
3. Es konnten neuartige Verfahren zur Segmentierung biologischer, multidimensio-
naler und uneinheitlicher Daten praktisch angewandt werden. Bei den erarbeite-
ten Verfahren handelt es sich um Ansa¨tze, die heutzutage der zweidimensionalen
Gesichtserkennung dienen, und die, mit Modifikationen bezu¨glich der ho¨her di-
mensionalen Elemente, in Qualita¨t, Quantita¨t und Zeitaufwand nun auch in der
multidimensionalen Zellsegmentierung eingesetzt werden ko¨nnen (s. Abs. 3.2).
4. Zur Bestimmung der multidimensionalen morphologischen Homogenita¨t wurde
die Isoperimetrische Ungleichung (s. Gl. 4.10 und Gl. 4.10) hergeleitet und
getestet (s. Abs. 4.2).
5. Mediale Achsen von dreidimensionalen Segmenten (s. Def. 9) biologischer Bildda-
ten wurden auf neuartige Weise zur Bestimmung gewichteter Graphen eingesetzt
(s. Abs. 4.1.1).
6. Anhand der vorliegenden Graphen wurden Zyklen bestimmt, um biologisch mor-
phologische Eigenschaften automatisch zu bestimmen (s. Abs. 4.1.3).
7. Die Relation zwischen den ku¨rzesten euklidischen Verknu¨pfungen (s. Def. 12) und
den ku¨rzesten geoda¨tischen Distanzen (s. Def. 13) wurde neuartig angewandt, um
Merkmale bezu¨glich der Homogenita¨t zu bestimmen (s. Abs. 4.1.4).
Die vorgestellten Algorithmen wurden in C++ programmiert, kompiliert und ko¨nnen
zur Bildanalyse genutzt werden.
Derzeit finden Bemu¨hungen statt, die Ergebnisse der Arbeit zur Analyse toxiko-
logischer Effekte bei Zebraba¨rblingen zu verwenden. Hierfu¨r ko¨nnen nun, auf das je-
weilige Problem bezogen, relativ einfache Prozesse erstellt, visualisiert und ausgewertet
werden.
Als weitere Schritte sind zu nennen:
• die Einbindung von Parallelisierungs- / Schedulingverfahren,
• die Einbindung separierbarer Operatoren,
• die Einbindung von Segmentierungsverfahren,
• die Einbindung graphentheoretischer Merkmalsextraktoren,
• die Einbindung von Fuzzy-Graphen,
• die Einbindung von Fuzzy-Zyklen,
• die Einbindung von Wissensbasen,
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• die Implementierung weiterer Algorithmen sowie weiterer Vorgehensweisen,
• die Bereitstellung und Erweiterung der gewonnenen Wissensdatenbank,
• die Verbindung gegebener Merkmale und
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A. Gegenüberstellung separierter und nicht-separierter Filterung
Wie in Kap. 2 beschrieben, kann eine Vielzahl von nicht-separierten Filtern genauso wie der
jeweilige separierte Filter angewandt werden. Im Folgenden werden Beispielberechnungen mit
einem separierten Filter und mit einem nicht-separierten Filter gegenu¨bergestellt.
Ein grau-skaliertes zweidimensionales Bild X wird als ein Rp1×p2-Tensor festgelegt. Wie in
Abs. 2.2 beschrieben, gilt: X= (x j1, j2), wobei hier x je einem Muxel bzw. Pixel entspricht
(s. Def. 1). Als Filter wird bei dem Beispiel ein separierbarer 3x3-Meanfilter gewa¨hlt:
F=









A.1. Beispiel einer nicht-separierten Filterung
Es gilt:
F?X=
1 1 11 1 1
1 1 1
?X (A.2)
Fu¨r die Berechnung eines einzelnen Muxels x von Bild X wird mit dem nicht-separierten
Filter F:
• 1 mal geladen,
• 9 mal multipliziert,
• 8 mal addiert und
• 1 mal gespeichert.
I
A.2. Beispiel einer separierten Filterung
Es gilt:
F?X=

















Fu¨r die Berechnung eines einzelnen Muxels x von Bild X wird mit dem separierten Filter
F
(s. Gl. A.3), in Schritt 1:
• 1 mal geladen,
• 3 mal multipliziert,
• 2 mal addiert und
• 1 mal zwischengespeichert.
Daraufhin wird in Schritt 2:
• 1 mal geladen,
• 3 mal multipliziert,
• 2 mal addiert und
• 1 mal gespeichert.
Bei der endgu¨ltigen Berechnung des Muxels x von Bild X (d. h. inklusive Schritte 1 und
Schritte 2) wird daraufhin:
• 2 mal geladen,
• 6 mal multipliziert,
• 4 mal addiert,
• 1 mal zwischengespeichert und
• 1 mal gespeichert.
II
A.3. Vergleich von Filterungsbeispielen






Tab. A.1.: Berechnungsbeispiel fu¨r die Anzahl der einzelnen Schritte eines lokalen 3x3-Filters






Tab. A.2.: Berechnungsbeispiel fu¨r die Anzahl der einzelnen Schritte eines lokalen 5x5x5-
Filters
Die Anzahl der Multiplikationen, Additionen, Lade- und Speicherschritte bei separierten
Filterungen steigt, je nach Dimension, linear.
Bei nicht-separierten Filterungen bleibt die Anzahl der Lade- und Speicherschritte stets
bei 1. Hingegen die Anzahl der Additionen und Multiplikationen steigt bei nicht-separierten




B. Verschiedene Softwarepakete zur Bildanalyse
Eigenschaft / Softwarepaket ITK VTK OpenCV MATLAB ImageJ
Betriebssystem ++ ++ ++ + ++
Lizenz ++ ++ + - - ++
Besonderheit ++ ++ ++ + +
Sprache + + + ++ -
Programmiersprache + + + 0 0
Dokumentation ++ ++ 0 ++ +
Geschwindigkeit ++ ++ ++ - - -
Speicherplatz ++ ++ ++ - - -
Benutzerfreundlichkeit + + + + +
Community ++ ++ + ++ ++
GUI + ++ + ++ ++
Schnittstelle + + + - +
Modularita¨t ++ ++ + + +
Parallelita¨t 0 0 0 0 0
Speichermanagement ++ ++ ++ - - 0
Qualita¨tssicherung + ++ + ++ -
Weiterentwicklung + ++ + ++ 0
Support + ++ + ++ +
Tab. B.1.: Eigenschaften verschiedener Softwarepakete





- - sehr schlecht
V
VI
C. Wichtige Symbole und Bezeichnungen
Beim hier gewa¨hlten Bezeichnungsapparat wurde ein Kompromiss zwischen einheitlichen und
durchga¨ngigen Bezeichnungen einerseits sowie literaturkonformen und einfachen Bezeichnun-
gen andererseits gewa¨hlt.
Anmerkungen:
• Sofern nicht anderweitig vermerkt, kennzeichnen fett gedruckte Großbuchstaben Ma-
trizen, fett gedruckte Kleinbuchstaben Vektoren und normal gesetzte Zeichen in Sym-
bolen skalare Werte.
• Pixel steht fu¨r Pictures Element.
• Voxel steht fu¨r Volumes Element.





∂ Symbol delta der partiellen Ableitung
2D zweidimensional
3D dreidimensional
α (Ni,N j) Winkel zwischen ni,n j bzw. Ni,N j
A(G) Fla¨chen im Graphen G
AnzA(G) Anzahl der Fla¨chen im Graphen G
AnzE(G) Anzahl der Kanten im Graphen G
AnzN(G) Anzahl der Knoten im Graphen G
CT Computertomographie
d-Dim ddimensional; d ∈ N
D abstraktes und multidimensionales Abbild
D(X) Grauwert des Abbildes D im Bildpunkt X
D zweidimensionales Abbild
D(X) Grauwert des zweidimensionalen Abbildes D im Bildpunkt X
d.h. das heißt
exp Exponentialfunktion
E(G) Kanten im Graphen G
F multidimensionaler Filter
F(D(X)) multidimensionale Filtermaske; F(X) = F ?X , ∀X : Zd → R
F zweidimensionaler Filter
F(D(X)) zweidimensionale Filtermaske; F(X) = F ?X , ∀X : Z2→ R
FCM Fuzzy C-Means









l (Ni,N j) La¨nge des bisher offenen Pfades von Ni und N j
L(Ni,N j) La¨nge des Fuzzy-Zyklus durch Ni und N j
ln natu¨rlicher Logarithmus
mα Filtermaskenla¨nge in α-ter Dimension α ∈ {1, . . . ,d}
MRT Magnetresonanztomographie
N natu¨rliche Zahlen
N(G) Knoten im Graphen G
Ni,N j (End)Knoten gegebener Graphen
ni,n j Vektoren =̂ einer Kante hin zu Ni bzw. N j
ν Eine in Gl. 4.4 beschriebene Verha¨ltnisfunktion
O.B.d.A. Ohne Beschra¨nkung der Allgemeinheit
O Landau-Kalku¨l
pα Array-/Bildla¨nge in α-ter Dimension (α ∈ N)
R reelle Zahlen
rα Filtermaskenradius in α-ter Dimension α ∈ {1, . . . ,d}
r positiver Radius r ∈ R
S Segment
t (Ni,N j) Translation von ni: Ni→ N j
Tsep Rechenaufwand separierter Filter
Tnon−sep Rechenaufwand nicht-separierter Filter
u.a. unter anderem
vi gegebener Vektor (i ∈ N)
V Volumen, L
X Bildpunkt im zweidimensionalen Raum, (X ∈ R)
X Bildpunkt im ddimensionalen Raum, (X ∈ R)
x j1,..., jd ) X= (x j1,..., jd ))
ϒ Eine in Gl. 4.6 beschriebene Verha¨ltnisfunktion
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