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Abstract: An optimal control problem is considered for linear stochastic differential equations with quadratic
cost functional. The coefficients of the state equation and the weights in the cost functional are bounded
operators on the spaces of square integrable random variables. The main motivation of our study is linear
quadratic (LQ, for short) optimal control problems for mean-field stochastic differential equations. Open-loop
solvability of the problem is characterized as the solvability of a system of linear coupled forward-backward
stochastic differential equations (FBSDE, for short) with operator coefficients, together with a convexity
condition for the cost functional. Under proper conditions, the well-posedness of such an FBSDE, which
leads to the existence of an open-loop optimal control, is established. Finally, as applications of our main
results, a general mean-field LQ control problem and a concrete mean-variance portfolio selection problem
in the open-loop case are solved.
Keywords: linear stochastic differential equation with operator coefficients, open-loop solvability, forward-
backward stochastic differential equations, mean-field linear quadratic control problem, mean-variance port-
folio selection.
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1 Introduction
Since the pioneer works of Lasry–Lions [20, 21, 22], the mean-field type stochastic differential equations,
stochastic optimal controls, stochastic differential games, and their applications received extensive researchers’
attention in recent years ([7, 8, 3, 9, 34, 5, 10, 4]). This paper is mainly motivated by the mean-field linear
quadratic (LQ, for short) stochastic optimal control problems, and this motivation will be explained in detail
in the next section.
When we consider mean-field LQ control problems with random coefficients, the terms of the following
forms
(1.1) A(s)X(s), A¯(s)E
[
A˜(s)X(s)
]
, etc.
could appear in the state equations, where s is the time variable, A(·), A¯(·), A˜(·) are suitable matrix-valued
stochastic processes, and X(·) denotes the state process. On the other hand, the terms of the forms
(1.2) 〈Q(s)X(s), X(s)〉,
〈
Q¯(s)X(s),E
[
Q˜(s)X(s)
]〉
,
〈
Q˜(s)E
[
Q˜(s)X(s)
]
,E
[
Q˜(s)X(s)
]〉
, etc.
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could appear in the cost functionals. It is a bit complicated to treat them case by case. This inspires us to
introduce a universal framework to deal with them uniformly.
In order to further reveal the advantages of the framework of operators, let us see a simple example. It is
well known that mean-variance portfolio selection problems are very important in mathematical finance. In a
natural viewpoint, mean-variance problems can be regarded as special examples of mean-field LQ problems
(see [2, 6, 28] or Subsection 4.1 in the present paper). In mean-variance problems, the variance of some
random variable is included in the cost functionals. For example, the variance of the terminal state X(T )
reads:
(1.3) Var
(
X(T )
)
= E
[
X(T )2 − 2X(T )E
[
X(T )
]
+
(
E
[
X(T )
])2]
= E
[
X(T )2 −
(
E
[
X(T )
])2]
.
Therefore, in the cost functional, if we allow the variances of the state and/or control to appear, then the
expectations will appear quadratically. Having this in mind, it will be very natural to include terms like
those in (1.2) in the cost functional. We will present some concrete examples in a later section.
Now we introduce our framework. Let (Ω,F ,F,P) be a complete filtered probability space on which a
standard one-dimensional Brownian motion {W (t), t > 0} is defined such that F = {Ft}t>0 is the natural
filtration of W (·) augmented by all the P-null sets in F . Consider the following controlled linear (forward)
stochastic differential equation (FSDE, for short) on [t, T ]:
(1.4)
{
dX(s) =
[
A(s)X(s) + B(s)u(s) + b(s)
]
ds+
[
C(s)X(s) +D(s)u(s) + σ(s)
]
dW (s), s ∈ [t, T ],
X(t) = x.
In the above, X(·) is called the state process taking values in the n-dimensional Euclidean space Rn; u(·) is
called the control process taking values in Rm; (t, x) is called an initial pair with t ∈ [0, T ) and x being a
square integrable Rn-valued Ft-measurable random variable; b(·) and σ(·) are called non-homogeneous terms.
To explain the coefficients of the system, we first recall the following spaces: For any t ∈ [0, T ],
L2Ft(Ω;R
n) =
{
ξ : Ω→ Rn
∣∣ ξ is Ft-measurable and ‖ξ‖2 ≡ (E|ξ|2) 12 <∞ }, L2(Ω;Rn) = L2FT (Ω;Rn),
L2
F
(t, T ;Rn) =
{
ϕ : [t, T ]× Ω→ Rn
∣∣ ϕ(·) is F-progressively measurable, E∫ T
t
|ϕ(s)|2ds <∞
}
,
L2
F
(Ω;L1(t, T ;Rn)) =
{
ϕ : [t, T ]× Ω→ Rn
∣∣ ϕ(·) is F-progressively measurable, ∥∥∥ ∫ T
t
|ϕ(r)|dr
∥∥∥
2
<∞
}
,
L2
F
(Ω;C([t, T ];Rn)) =
{
ϕ : [t, T ]× Ω→ Rn
∣∣ ϕ(·) is F-progressively measurable, s 7→ ϕ(s, ω) is continuous
almost surely, E
[
sup
s∈[t,T ]
|ϕ(s)|2
]
<∞
}
.
For any Banach spaces X and Y, we let L (X;Y) be the set of all linear bounded operators from X to Y, and
denote L (X;X) = L (X). Also, when X is a Hilbert space, we let S (X) be the set of all bounded self-adjoint
operators on X. In the state equation (1.4), we assume that
(1.5) A(s), C(s) ∈ L
(
L2Fs(Ω;R
n)
)
, B(s),D(s) ∈ L
(
L2Fs(Ω;R
m);L2Fs(Ω;R
n)
)
, ∀s ∈ [0, T ].
More precisely, for example, for any ξ ∈ L2
Fs
(Ω;Rn), A(s)ξ ∈ L2
Fs
(Ω;Rn), with
(
E|A(s)ξ|2
) 1
2
≡ ‖A(s)ξ‖2 6 ‖A(s)‖ ‖ξ‖2,
where
‖A(s)‖ = sup
{
‖A(s)ξ‖2
∣∣ ξ ∈ L2Fs(Ω;Rn), ‖ξ‖2 = 1}.
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Some additional conditions will be assumed for ‖A(·)‖, ‖C(·)‖, ‖B(·)‖ and ‖D(·)‖ later. In what follows, the
set of all initial pairs is denoted by
D =
{
(t, x)
∣∣ t ∈ [0, T ], x ∈ L2Ft(Ω;Rn)},
and the set of all admissible controls on [t, T ] is denoted by U [t, T ] = L2
F
(t, T ;Rm).
One can show that under certain conditions, for any initial pair (t, x) ∈ D and control u(·) ∈ U [t, T ],
the state equation (1.4) admits a unique strong solution X(·) ≡ X(· ; t, x, u(·)) ∈ L2
F
(Ω;C([t, T ];Rn)). The
performance of the control process is measured by the following cost functional:
(1.6)
J(t, x;u(·)) = E
[
〈GX(T ), X(T )〉+ 2〈g,X(T )〉+
∫ T
t
(
〈Q(s)X(s), X(s)〉+ 2〈S(s)X(s), u(s)〉
+〈R(s)u(s), u(s)〉 + 2〈q(s), X(s)〉+ 2〈ρ(s), u(s)〉
)
ds
]
,
where
(1.7)
G ∈ S
(
L2(Ω;Rn)
)
, Q(s) ∈ S
(
L2Fs(Ω;R
n)
)
,
S(s) ∈ L
(
L2Fs(Ω;R
n);L2Fs(Ω;R
m)
)
, R(s) ∈ S
(
L2Fs(Ω;R
m)
)
, ∀s ∈ [0, T ],
with certain additional conditions, and g ∈ L2(Ω;Rn), q(·) ∈ L2
F
(Ω;L1(0, T ;Rn)), ρ(·) ∈ L2
F
(0, T ;Rm).
Our optimal control problem can be stated as follows.
Problem (OLQ). For given (t, x) ∈ D , find a u¯(·) ∈ U [t, T ], called an open-loop optimal control, such
that
(1.8) J(t, x; u¯(·)) = inf
u(·)∈U [t,T ]
J(t, x;u(·)).
The above Problem (OLQ) clearly includes the classical stochastic linear quadratic (LQ, for short) optimal
control problem for which all the coefficients and quadratic weighting operators in the cost functional are
matrix-valued processes ([32, 33]). On the other hand, by allowing the coefficients of the state equation and
the quadratic weighting operators in the cost functional to be linear bounded operators between Hilbert
spaces of square integrable random variables, our problem will cover stochastic LQ optimal control problem
for mean-field FSDEs with cost functionals also involving mean-field terms (such problems are referred to
as MF-LQ problems). In [34], for a simple MF-LQ problem (with deterministic coefficients), under proper
conditions, optimal control is obtained via the solution to a system of Riccati equations. See [17, 23, 35] for
some follow-up works.
There are a plenty of literatures on the classical LQ optimal control problems and two-person differential
games. See [29, 24, 14, 11, 12, 1, 32, 39, 25, 30, 31] for deterministic coefficient cases, and [37, 18, 13, 33]
for random coefficient cases. In [30] (see also, [31]) open-loop and closed-loop solvabilities/saddle points
were introduced, and the following interesting equivalent relations were established for LQ optimal control
problems with deterministic coefficients: The open-loop solvability of the LQ problem is equivalent to the
solvability of an FBSDE, and the closed-loop solvability of the LQ problem is equivalent to the solvability
of the corresponding Riccati equation. For two-person differential games, similar results are also valid. In
the current paper, we focus on the open-loop solvability of our Problem (OLQ). The studies of closed-loop
case and differential game problems will be carried out in our future publications. For the solvability of
FBSDEs or Riccati equations arising in the classical LQ stochastic optimal control problems and stochastic
differential game problems, one is referred to [15, 27, 38]. We may regard the current work as a continuation
of [34, 17, 23] and [30, 31].
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Several contributions have been made in this work. Firstly, all the involved coefficients are operator-
valued processes or operator-valued variables. The appearance of the operator coefficients in the state
equation and the cost functional prompts us to develop some new methods and techniques. Actually,
our results on the FSDEs and backward stochastic differential equations (BSDEs, for short) with operator
coefficients are of independent interests themselves. Secondly, under a convexity condition, we establish the
equivalence between the open-loop solvability of Problem (OLQ) and the well-posedness of a coupled FBSDE
with operator coefficients. Thirdly, under some conditions, the well-posedness of the relevant FBSDE with
operator coefficients is established by the method of continuation (which is original introduced in [16]).
Fourthly, as an application of our general abstract results, we present the solution to the mean-field LQ
problem (which is a major motivation of the current work). The open-loop optimal control for the MF-LQ
control problem is characterized by the solution of a Fredholm type integral equation of the second kind.
The theoretical results are also applied to a concrete mean-variance portfolio selection problem arising from
mathematical finance.
The rest of this paper is organized as follows. Some motivations of Problem (OLQ) are carefully presented
in Section 2. Some general results for FSDEs and BSDEs with operator coefficients will be established as well.
Section 3 is concerned with Problem (OLQ). Open-loop optimal controls are characterized, and the solvability
of the relevant coupled FBSDEs with operator coefficients is established by the method of continuation. In
Section 4, an MF-LQ optimal control problem and a mean-variance portfolio selection problem are worked
out. Finally, we wind up this paper in Section 5.
2 Preliminaries
2.1 Motivations
In this subsection, we look at some motivations of our Problem (OLQ). First of all, for the state equation
(1.4), let us look at some special cases.
• The classical linear SDE:{
A(s)ξ = A(s)ξ, C(s)ξ = C(s)ξ, ∀ξ ∈ L2Fs(Ω;R
n),
B(s)η = B(s)η, D(s)η = D(s)η, ∀η ∈ L2Fs(Ω;R
m),
with A(·), C(·), B(·), D(·) being some matrix-valued processes.
• The case of simple mean-field SDE (MF-SDE):A(s)ξ = A(s)ξ + A¯(s)E[A˜(s)ξ], C(s)ξ = C(s)ξ + C¯(s)E[C˜(s)ξ], ∀ξ ∈ L2Fs(Ω;Rn),B(s)η = B(s)η + B¯(s)E[B˜(s)η], D(s)η = D(s)η + D¯(s)E[D˜(s)η], ∀η ∈ L2Fs(Ω;Rm),
for some matrix-valued processes A(·), A¯(·), A˜(·), etc. In the case that all the coefficients are deterministic
(as in [34, 17, 23]), the above will be reduced to the following simpler form:{
A(s)ξ = A(s)ξ + A¯(s)E[ξ], C(s)ξ = C(s)ξ + C¯(s)E[ξ], ∀ξ ∈ L2Fs(Ω;R
n),
B(s)η = B(s)η + B¯(s)E[η], D(s)η = D(s)η + D¯(s)E[η], ∀η ∈ L2Fs(Ω;R
m),
for some matrix-valued deterministic functions A(·), A¯(·), etc.
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• The extended MF-SDE:
(2.1)

A(s)ξ = A(s)ξ +
∫
R
A¯λ(s)E
[
A˜λ(s)ξ
]
µ(dλ),
C(s)ξ = C(s)ξ +
∫
R
C¯λ(s)E
[
C˜λ(s)ξ
]
µ(dλ),
∀ξ ∈ L2Fs(Ω;R
n),
B(s)η = B(s)η +
∫
R
B¯λ(s)E
[
B˜λ(s)η
]
µ(dλ),
D(s)η = D(s)η +
∫
R
D¯λ(s)E
[
D˜λ(s)η
]
µ(dλ),
∀η ∈ L2Fs(Ω;R
m),
with A(·), C(·), B(·), D(·) being matrix-valued processes and A¯λ(·), A˜λ(·), etc. being families of matrix-valued
processes parameterized by λ ∈ R, and µ(·) being a Borel measure on R. Some conditions are needed in order
the above make sense. A special case of the above is the following (with µ(·) supported at {1, 2, 3, · · · }):
(2.2)

A(s)ξ = A(s)ξ +
∑
k>1
A¯k(s)E
[
A˜k(s)ξ
]
≡ A(s)ξ + A¯(s)⊤E
[
A˜(s)ξ
]
,
C(s)ξ = C(s)ξ +
∑
k>1
C¯k(s)E
[
C˜k(s)ξ
]
≡ C(s)ξ + C¯(s)⊤E
[
C˜(s)ξ
]
,
∀ξ ∈ L2Fs(Ω;R
n),
B(s)η = B(s)η +
∑
k>1
B¯k(s)E
[
B˜k(s)η
]
≡ B(s)η + B¯(s)⊤E
[
B˜(s)η
]
,
D(s)η = D(s)η +
∑
k>1
D¯k(s)E
[
D˜k(s)η
]
≡ D(s)η + D¯(s)⊤E
[
D˜(s)η
]
,
∀η ∈ L2Fs(Ω;R
m),
with
(2.3)

A¯(s)⊤ = (A¯1(s), A¯2(s), · · · ), A˜(s)
⊤ = (A˜1(s)
⊤, A˜2(s)
⊤, · · · ),
C¯(s)⊤ = (C¯1(s), C¯2(s), · · · ), C˜(s)
⊤ = (C˜1(s)
⊤, C˜2(s)
⊤, · · · ),
B¯(s)⊤ = (B¯1(s), B¯2(s), · · · ), B˜(s)
⊤ = (B˜1(s)
⊤, B˜2(s)
⊤, · · · ),
D¯(s)⊤ = (D¯1(s), D¯2(s), · · · ), D˜(s)
⊤ = (D˜1(s)
⊤, D˜2(s)
⊤, · · · ),
for some matrix-valued processes A¯k(·), A˜k(·), C¯k(·), C˜k(·), B¯k(·), B˜k(·), D¯k(·), D˜k(·), k = 1, 2, · · · . We will
look at the above case in details in Section 4.
From the above, we see that by allowing A(·), C(·),B(·),D(·) to be operator-valued processes (not just
matrix-valued processes), our state equation can cover a big class of stochastic linear systems.
Next, we look at the cost functional. To get some feeling about the operators in the cost functional, let
us look at the case compatible with (2.2)–(2.3). Let
X˜(T ) =
(
X(T )
E[G˜X(T )]
)
, X(s) =
(
X(s)
E[Q˜(s)X(s)]
)
, u(s) =
(
u(s)
E[R˜(s)u(s)]
)
,
for some
(2.4) G˜ =
G˜1G˜2
...
 , Q˜(s) =
Q˜1(s)Q˜2(s)
...
 , R˜(s) =
R˜1(s)R˜2(s)
...
 .
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For the terminal cost, we propose the quadratic term as
E〈GX˜(T ), X˜(T )〉 = E
〈(
G G¯⊤
G¯ Ĝ
)(
X(T )
E[G˜X(T )]
)
,
(
X(T )
E[G˜X(T )]
)〉
= E
[
〈GX(T ), X(T )〉+ 〈G¯⊤E[G˜X(T )], X(T )〉+ 〈G¯X(T ),E[G˜X(T )]〉+ 〈ĜE[G˜X(T )],E[G˜X(T )]〉
]
= E
〈
GX(T ) +
∑
k>1
(
G¯⊤k E[G˜kX(T )] + G˜
⊤
k E[G¯kX(T )]
)
+
∑
i,j>1
G˜⊤j E[Ĝij ]E[G˜iX(T )], X(T )
〉
≡ E〈GX(T ) + G¯⊤E[G˜X(T )] + G˜⊤E[G¯X(T )] + G˜⊤E[Ĝ]E[G˜X(T )], X(T )〉 ≡ E〈GX(T ), X(T )〉,
and the linear term as
E〈g, X˜(T )〉 = E
〈(
g0
g¯
)
,
(
X(T )
E[G˜X(T )]
)〉
= E
[
〈g0, X(T )〉+ 〈g¯,E[G˜X(T )]〉
]
= E
[
〈g0, X(T )〉+
∑
k>1
〈g¯k,E[G˜kX(T )]〉
]
= E〈g0 +
∑
k>1
G˜⊤k E[g¯k], X(T )〉
= E〈g0 + G˜
⊤
E[g], X(T )〉 ≡ E〈g,X(T )〉,
for some
(2.5) G⊤ = G, G¯ =
G¯1G¯2
...
 , Ĝ =
Ĝ11 Ĝ12 · · ·Ĝ21 Ĝ22 · · ·
...
...
. . .
 , Ĝ⊤ = Ĝ, g¯ =
g¯1g¯2
...
 .
For the running cost, we propose the quadratic terms as
E〈Q(s)X(s),X(s)〉 = E
〈(
Q(s) Q¯(s)⊤
Q¯(s) Q̂(s)
)(
X(s)
E[Q˜(s)X(s)]
)
,
(
X(s)
E[Q˜(s)X(s)]
)〉
= E
[
〈Q(s)X(s), X(s)〉+ 〈Q¯(s)⊤E[Q˜(s)X(s)], X(s)〉+ 〈Q¯(s)X(s),E[Q˜(s)X(s)]〉
+〈Q̂(s)E[Q˜(s)X(s)],E[Q˜(s)X(s)]〉
]
= E
[
〈Q(s)X(s) +
∑
k>1
(
Q¯k(s)
⊤
E[Q˜k(s)X(s)] + Q˜k(s)
⊤
E[Q¯k(s)X(s)]
)
+
∑
i,j>1
Q˜j(s)
⊤
E[Q̂ij(s)]E[Q˜i(s)X(s)], X(s)〉
]
= E〈Q(s)X(s) + Q¯(s)⊤E[Q˜(s)X(s)] + Q˜(s)⊤E[Q¯(s)X(s)] + Q˜(s)⊤E[Q̂(s)]E[Q˜(s)X(s)], X(s)〉
≡ E〈Q(s)X(s), X(s)〉,
and similarly,
E〈R(s)u(s),u(s)〉 = E
〈(
R(s) R¯(s)⊤
R¯(s) R̂(s)
)(
u(s)
E[R˜(s)u(s)]
)
,
(
u(s)
E[R˜(s)u(s)]
)〉
= E
[
〈R(s)u(s), u(s)〉+ 〈R¯(s)⊤E[R˜(s)u(s)], u(s)〉 + 〈R¯(s)u(s),E[R˜(s)u(s)]〉
+〈R̂(s)E[R˜(s)u(s)],E[R˜(s)u(s)]〉
]
= E
[
〈R(s)u(s) +
∑
k>1
(
〈R¯k(s)
⊤
E[R˜k(s)u(s)] + R˜k(s)E[R¯k(s)u(s)]
)
+
∑
i,j>1
R˜j(s)
⊤
E[R̂ij(s)]E[R˜i(s)u(s)], u(s)〉
]
= E〈R(s)u(s) + R¯(s)⊤E[R˜(s)u(s)] + R˜(s)⊤E[R¯(s)u(s)] + R˜(s)⊤E[R̂(s)]E[R˜(s)u(s)], u(s)〉
≡ E〈R(s)u(s), u(s)〉,
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E〈S(s)X(s),u(s)〉 = E
〈(
S(s) S˜(s)⊤
S¯(s) Ŝ(s)
)(
X(s)
E[Q˜(s)X(s)]
)
,
(
u(s)
E[R˜(s)u(s)]
)〉
= E
[
〈S(s)X(s), u(s)〉+ 〈S˜(s)⊤E[Q˜(s)X(s)], u(s)〉+ 〈S¯(s)X(s),E[R˜(s)u(s)]〉
+〈Ŝ(s)E[Q˜(s)X(s)],E[R˜(s)u(s)]〉
]
= E
[
〈S(s)X(s) +
∑
k>1
(
S˜k(s)
⊤
E[Q˜k(s)X(s)] + R˜k(s)E[S¯k(s)X(s)]
)
+
∑
i,j>1
R˜i(s)
⊤
E[Ŝij(s)]E[Q˜(s)X(s)], u(s)〉
]
= E〈S(s)X(s) + S˜(s)⊤E[Q˜(s)X(s)] + R˜(s)⊤E[S¯(s)X(s)] + R˜(s)⊤E[Ŝ(s)]E[Q˜(s)X(s)], u(s)〉
≡ E〈S(s)X(s), u(s)〉,
and propose the linear terms as
E〈q(s),X(s)〉 = E
〈(
q0(s)
q¯(s)
)
,
(
X(s)
E[Q˜(s)X(s)]
)〉
= E
[
〈q0(s), X(s)〉+ 〈q¯(s),E[Q˜(s)X(s)]〉
]
= E
[
〈q0(s), X(s)〉+
∑
k>1
〈q¯k(s),EQ˜k(s)X(s)]〉
]
= E〈q0(s) +
∑
k>1
Q˜k(s)
⊤
E[q¯k(s)], X(s)〉
= E〈q0(s) + Q˜(s)
⊤
E[q¯(s)], X(s)〉 ≡ E〈q(s), X(s)〉,
E〈ρ(s),u(s)〉 = E
〈(
ρ0(s)
ρ¯(s)
)
,
(
u(s)
E[R˜(s)u(s)]
)〉
= E
[
〈ρ0(s), u(s)〉 + 〈ρ¯(s),E[R˜(s)u(s)]〉
]
= E
[
〈ρ0(s), X(s)〉+
∑
k>1
〈ρ¯k(s),E[R˜k(s)u(s)]
]
= E〈ρ0(s) +
∑
k>1
R˜k(s)
⊤
E[ρ¯k(s)], u(s)〉
= E〈ρ0(s) + R˜(s)
⊤
E[ρ¯(s)], u(s)〉 ≡ E〈ρ(s), u(s)〉,
for some
(2.6) Q(s)⊤ = Q(s), Q¯(s) =
Q¯1(s)Q¯2(s)
...
 , Q̂(s) =
Q̂11(s) Q̂12(s) · · ·Q̂21(s) Q̂22(s) · · ·
...
...
. . .
 , Q̂(s)⊤ = Q̂(s),
(2.7) R(s)⊤ = R(s), R¯(s) =
R¯1(s)R¯2(s)
...
 , R̂(s) =
R̂11(s) R̂12(s) · · ·R̂21(s) R̂22(s) · · ·
...
...
. . .
 , R̂(s)⊤ = R̂(s).
(2.8) S¯(s) =
S¯1(s)S¯2(s)
...
 , S˜(s) =
S˜1(s)S˜2(s)
...
 , Ŝ(s) =
Ŝ11(s) Ŝ12(s) · · ·Ŝ21(s) Ŝ22(s) · · ·
...
...
. . .
 .
(2.9) q¯(s) =
q¯1(s)q¯2(s)
...
 , ρ¯(s) =
ρ¯1(s)ρ¯2(s)
...
 .
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We see that, in the above case,
(2.10)

Gξ = Gξ + G˜⊤E[G¯ξ] + G¯⊤E[G˜ξ] + G˜⊤E[Ĝ]E[G˜ξ], ξ ∈ L2(Ω;Rn),
Q(s)ξ=Q(s)ξ+Q˜(s)⊤E[Q¯(s)ξ]+Q¯(s)⊤E[Q˜(s)ξ]+Q˜(s)⊤E[Q̂(s)]E[Q˜(s)ξ], ξ ∈ L2Fs(Ω;R
n),
S(s)ξ = S(s)ξ + R˜(s)⊤E[S¯(s)ξ] + S˜(s)⊤E[Q˜(s)ξ] + R˜(s)⊤E[Ŝ(s)]E[Q˜(s)ξ], ξ ∈ L2Fs(Ω;R
n),
R(s)η=R(s)η+R˜(s)⊤E[R¯(s)η]+R¯(s)⊤E[R˜(s)η]+R˜(s)⊤E[R̂(s)]E[R˜(s)η], η ∈ L2Fs(Ω;R
m),
g = g0 + G˜
⊤
E[g¯], q(s) = q0(s) + Q˜(s)
⊤
E[q¯(s)], ρ(s) = ρ0(s) + R˜(s)
⊤
E[ρ¯(s)].
When all the weighting functions in the cost functional are deterministic, the above will be reduced to the
following: (see [34])
Gξ = Gξ + G¯E[ξ], ξ ∈ L2(Ω;Rn),
Q(s)ξ = Q(s)ξ + Q¯(s)E[ξ], S(s)ξ = S(s)ξ + S¯(s)E[ξ], ξ ∈ L2Fs(Ω;R
n),
R(s)η = R(s)η + R¯(s)E[η], η ∈ L2Fs(Ω;R
m).
The above suggests that if the coefficients of the state equation are given by (2.1), the corresponding operators
in the cost functional could look like the following:
(2.11)

Gξ = Gξ +
∫ (
G˜⊤λ E[G¯λξ] + G¯
⊤
λ E[G˜λξ]
)
µ(dλ) +
∫∫
G˜⊤λ ĜλνE[G˜νξ]µ(dλ)µ(dν), ξ ∈ L
2(Ω;Rn),
Q(s)ξ = Q(s)ξ +
∫ (
Q˜λ(s)
⊤
E[Q¯λ(s)ξ] + Q¯λ(s)
⊤
E[Q˜λ(s)ξ]
)
µ(dλ)
+
∫∫
Q˜λ(s)
⊤Q̂λν(s)E[Q˜ν(s)ξ]µ(dλ)µ(dν), ξ ∈ L
2
Fs
(Ω;Rn),
S(s)ξ = S(s)ξ +
∫ (
R˜λ(s)
⊤
E[S¯λ(s)ξ] + S˜λ(s)
⊤
E[Q˜(s)ξ]
)
µ(dλ)
+
∫∫
R˜λ(s)
⊤Ŝλν(s)E[Q˜ν(s)ξ]µ(dλ)µ(dν), ξ ∈ L
2
Fs
(Ω;Rn),
R(s)η = R(s)η +
∫ (
R˜λ(s)
⊤
E[R¯λ(s)η] + R¯λ(s)
⊤
E[R˜λ(s)η]
)
µ(dλ)
+
∫∫
R˜λ(s)
⊤R̂λν(s)E[R˜ν(s)η]µ(dλ)µ(dν), η ∈ L
2
Fs
(Ω;Rm).
In the above, Ĝλν , Q̂λν(·), Ŝλν(·), R̂λν (·) are deterministic, and
(2.12) Ĝ⊤λν = Ĝνλ, Q̂λν(s)
⊤ = Q̂νλ(s), R̂λν(s)
⊤ = R̂νλ(s), ∀λ, ν ∈ R, s ∈ [0, T ].
The above shows that our framework can cover many problems involving mean fields.
2.2 The state equation and the cost functional
We now return to our state equation (1.4) and cost functional (1.6). Recall the Hilbert space
L2Fs(Ω;R
n) ⊆ L2(Ω;Rn) ≡ L2FT (Ω;R
n), s ∈ [0, T ],
with the norm:
‖ξ‖2 =
(
E|ξ|2
) 1
2
, ∀ξ ∈ L2Fs(Ω;R
n).
Also, we recall the spaces L2
F
(Ω;L1(t, T ;Rn)) and L2
F
(Ω;C([t, T ];Rn)) introduced in the first section. We
now introduce the following definition concerning the operator-valued processes.
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Definition 2.1. An operator-valued process B : [0, T ]→ L
(
L2(Ω;Rm);L2(Ω;Rn)
)
is said to be strongly
F-progressively measurable if
B(s) ∈ L
(
L2Fs(Ω;R
m);L2Fs(Ω;R
n)
)
, ∀s ∈ [0, T ],
and for any η(·) ∈ L2
F
(0, T ;Rm), B(·)η(·) is F-progressively measurable. The set of all strongly F-progressively
measurable operator-valued processes valued in L
(
L2(Ω;Rm);L2(Ω;Rn)
)
is denoted by LF
(
L2(Ω;Rm);
L2(Ω;Rn)
)
, and denote
LF
(
L2(Ω;Rn);L2(Ω;Rn)
)
= LF
(
L2(Ω;Rn)
)
.
Further, for any p ∈ [1,∞], we denote
L
p
F
(
L2(Ω;Rm);L2(Ω;Rn)
)
=
{
B(·) ∈ LF
(
L2(Ω;Rm);L2(Ω;Rn)
) ∣∣ ‖B(·)‖p <∞},
where
‖B(·)‖p =

(∫ T
0
‖B(t)‖pdt
) 1
p
, p ∈ [1,∞),
esssup
t∈[0,T ]
‖B(t)‖, p =∞,
with ‖B(t)‖ being the operator norm of B(t) for given t ∈ [0, T ], defined by
‖B(t)‖ = sup
{(
E
[
|B(t)η|2
]) 12 ∣∣∣ η ∈ L2Ft(Ω;Rm), (E[|η|2]) 12 = 1}.
Also, we denote
L
p
F
(
L2(Ω;Rn);L2(Ω;Rn)
)
= L p
F
(
L2(Ω;Rn)
)
,
and
S
p
F
(
L2(Ω;Rn)
)
=
{
B(·) ∈ L p
F
(
L2(Ω;Rn)
) ∣∣ B(s) ∈ S (L2Fs(Ω;Rn)), ∀s ∈ [0, T ]}.
Strong measurability for operator-valued functions can be found in [36]. Our operator-valued processes
have an additional feature of F-progressive measurability. Therefore, the above definition is necessary.
Now, for state equation (1.4), we introduce the following hypothesis.
(H1) Let
A(·) ∈ L 1
F
(
L2(Ω;Rn)
)
, B(·) ∈ L 2
F
(
L2(Ω;Rm);L2(Ω;Rn)
)
,
C(·) ∈ L 2
F
(
L2(Ω;Rn)
)
, D(·) ∈ L∞
F
(
L2(Ω;Rm);L2(Ω;Rn)
)
,
b(·) ∈ L2
F
(Ω;L1(0, T ;Rn)), σ(·) ∈ L2
F
(0, T ;Rn).
The following result gives the well-posedness of (1.4).
Proposition 2.2. Let (H1) hold. Then for any (t, x) ∈ D , and u(·) ∈ U [t, T ], there exists a unique
solution X(·) ≡ X(· ; t, x) ∈ L2
F
(Ω;C([t, T ];Rn)) to (1.4) and the following estimate holds:
(2.13)
E
[
sup
s∈[t,T ]
|X(s)|2
]
6 K
[
‖x‖22 +
(
‖B(·)‖22 + ‖D(·)‖
2
∞
) ∫ T
t
‖u(r)‖22dr
+
∥∥∥∫ T
t
|b(r)|dr
∥∥∥2
2
+
∫ T
t
‖σ(r)‖22dr
]
,
for some constant K > 0 depending on ‖A(·)‖1 and ‖C(·)‖2.
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Proof. Let (t, x) ∈ D be fixed and u(·) ∈ U [t, T ] be given. For any X¯(·) ∈ L2
F
(Ω;C([t, T ];Rn)), we define
the process X(·) by
X(s) = x+
∫ s
t
(
A(r)X¯(r) + B(r)u(r) + b(r)
)
dr +
∫ s
t
(
C(r)X¯(r) +D(r)u(r) + σ(r)
)
dW (r), s ∈ [t, T ].
For any t 6 t1 < t2 6 T and any s ∈ [t1, t2],
|X(s)|2 6 3
{
|X(t1)|
2 +
( ∫ s
t1
∣∣A(r)X¯(r) + B(r)u(r) + b(r)∣∣dr)2
+
∣∣∣ ∫ s
t1
(
C(r)X¯(r) + D(r)u(r) + σ(r)
)
dW (r)
∣∣∣2}.
By Minkowski’s integral inequality and the Burkholder–Davis–Gundy inequality (see Karatzas-Shreve [19],
Chapter 3, Theorem 3.28), we have
E
[
sup
τ∈[t1,s]
|X(τ)|2
]
6 3
{
‖X(t1)‖
2
2 +
∥∥∥ ∫ s
t1
∣∣A(r)X¯(r) + B(r)u(r) + b(r)∣∣dr∥∥∥2
2
+E
[
sup
τ∈[t1,s]
∣∣∣ ∫ τ
t1
(
C(r)X¯(r) +D(r)u(r) + σ(r)
)
dW (r)
∣∣∣2]}
6 3
{
‖X(t1)‖
2
2 + 3
(∥∥∥ ∫ s
t1
|A(r)X¯(r)|dr
∥∥∥2
2
+
∥∥∥ ∫ s
t1
|B(r)u(r)|dr
∥∥∥2
2
+
∥∥∥ ∫ s
t1
|b(r)|dr
∥∥∥2
2
)
+E
[
sup
τ∈[t1,s]
∣∣∣ ∫ τ
t1
(
C(r)X¯(r) +D(r)u(r) + σ(r)
)
dW (r)
∣∣∣2]}
6 3
{
‖X(t1)‖
2
2 + 3
[( ∫ s
t1
‖A(r)X¯(r)‖2dr
)2
+
(∫ s
t1
‖B(r)u(r)‖2dr
)2
+
∥∥∥ ∫ s
t1
|b(r)|dr
∥∥∥2
2
]
+3c2
∫ s
t1
(
‖C(r)X¯(r)‖22 + ‖D(r)u(r)‖
2
2 + ‖σ(r)‖
2
2
)
dr
}
6 3
{
‖X(t1)‖
2
2 + 3
[( ∫ s
t1
‖A(r)‖dr
)2
+ c2
∫ s
t1
‖C(r)‖2ds
]
sup
r∈[t1,s]
‖X¯(r)‖22
+3
(∫ s
t1
‖B(r)‖2dr + c2 sup
r∈[t1,s]
‖D(r)‖2
) ∫ s
t1
‖u(r)‖22dr + 3
∥∥∥∫ s
t1
|b(r)|dr
∥∥∥2
2
+ 3c2
∫ s
t1
‖σ(r)‖22dr
}
,
where c2 > 0 is the constant in the Burkholder–Davis–Gundy inequality. Thus, it follows that for some
generic constant K > 0, (hereafter, K > 0 will stand for a generic constant which could be different from
line to line)
E
[
sup
τ∈[t1,s]
|X(τ)|2
]
6 K
{
‖X(t1)‖
2
2 +
∥∥∥ ∫ s
t1
|b(r)|dr
∥∥∥2
2
+
∫ s
t1
‖σ(r)‖22dr
+
(∫ s
t1
‖B(r)‖2dr + sup
r∈[t1,s]
‖D(r)‖2
)∫ s
t1
‖u(r)‖22dr
}
+K
[( ∫ s
t1
‖A(r)‖dr
)2
+
∫ s
t1
‖C(r)‖2dr
]
E
[
sup
τ∈[t1,s]
|X¯(τ)|2
]
.
For δ > 0 small enough, we have
K
[(∫ t+δ
t
‖A(r)‖dr
)2
+
∫ t+δ
t
‖C(r)‖2dr
]
< 1.
Thus, the map X¯(·) 7→ X(·) is a contraction from L2
F
(Ω;C([t, t + δ];Rn)) into itself. Therefore, it admits a
unique fixed point which is a solution to the state equation on [t, t+ δ]. Repeating the same argument, we
can obtain the unique existence of the solution X(·) ∈ L2
F
(Ω;C([t, T ];Rn)) to the state equation (1.4).
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Moreover, for the solution X(·), from the above, we have
E
[
sup
τ∈[t,s]
|X(τ)|2
]
6 K
{
|x|2 +
∥∥∥ ∫ s
t
|b(r)|dr
∥∥∥2
2
+
∫ s
t
‖σ(r)‖22dr +
(
‖B(·)‖22 + ‖D(·)‖
2
∞
)∫ s
t1
‖u(r)‖22dr
}
+K
[( ∫ s
t
‖A(r)‖dr
)2
+
∫ s
t
‖C(r)‖2dr
]
E
[
sup
τ∈[t,r]
|X(τ)|2
]
.
Then by a simple iteration argument, we obtain (2.13).
Now, for the cost functional, we introduce the following hypothesis.
(H2) The operator G ∈ S
(
L2(Ω;Rn)
)
and the operator-valued processes
Q(·) ∈ S 1
F
(
L2(Ω;Rn)
)
, S(·) ∈ L 2
F
(
L2(Ω;Rn);L2(Ω;Rm)
)
, R(·) ∈ S∞
F
(
L2(Ω;Rm)
)
.
Also,
g ∈ L2(Ω;Rn), q(·) ∈ L2
F
(Ω;L1(0, T ;Rn)), ρ(·) ∈ L2
F
(0, T ;Rm).
We have the following result.
Proposition 2.3. Let (H1)–(H2) hold. Then for any (t, x) ∈ D and any u(·) ∈ U [t, T ], the cost functional
J(t, x;u(·)) is well-defined.
Proof. First of all, Proposition 2.2 implies that the state equation (1.4) admits a unique state process
X(·) ≡ X(·; t, x, u(·)) ∈ L2
F
(Ω;C([t, T ];Rn)). Let us observe the following estimates:
E|〈GX(T ), X(T )〉| 6 ‖G‖‖X(T )‖22, E|〈g,X(T )〉| 6 ‖g‖2‖X(T )‖2;∫ T
t
E|〈R(s)u(s), u(s)〉|ds 6
∫ T
t
‖R(s)‖‖u(s)‖22ds 6 ‖R(·)‖∞
∫ T
t
‖u(s)‖22ds;∫ T
t
E|〈S(s)X(s), u(s)〉|ds 6
( ∫ T
t
‖S(s)X(s)‖22ds
) 1
2
( ∫ T
t
‖u(s)‖22ds
) 1
2
;
6 ‖S(·)‖2
(
E
[
sup
s∈[t,T ]
|X(s)|2
]) 1
2
(∫ T
t
‖u(s)‖22ds
) 1
2
;∫ T
t
E|〈Q(s)X(s), X(s)〉|ds 6
∫ T
t
‖Q(s)‖E|X(s)|2ds 6 ‖Q(·)‖1E
[
sup
s∈[t,T ]
|X(s)|2
]
;
∫ T
t
E|〈q(s), X(s)〉|ds 6 E
[(∫ T
t
|q(s)|ds
)
sup
s∈[t,T ]
|X(s)|
]
6
∥∥∥ ∫ T
t
|q(s)|ds
∥∥∥
2
(
E
[
sup
s∈[t,T ]
|X(s)|2
]) 1
2
;∫ T
t
E|〈ρ(s), u(s)〉|ds 6
( ∫ T
t
‖ρ(s)‖22ds
) 1
2
(∫ T
t
‖u(s)‖22ds
) 1
2
.
This implies that the cost functional J(t, x;u(·)) is well-defined.
Next we look at the quadratic form of the cost functional (1.6), from which we will get some abstract
results for Problem (OLQ).
It is clear that for given t ∈ [0, T ), (x, u(·)) 7→ X(· ; t, x, u(·)) is affine. Therefore, we may write
X(·; t, x, u(·)) = [F1(t)u(·)](·) + [F0(t)x](·) + f0(t, ·),
where
F1(t) ∈ L
(
U [t, T ];L2
F
(t, T ;Rn)
)
, F0(t) ∈ L
(
L2Ft(Ω;R
n);L2
F
(t, T ;Rn)
)
, f0(t, ·) ∈ L
2
F
(t, T ;Rn).
Let
F̂1(t)u(·) = [F1(t)u(·)](T ), F̂0(t)x = [F0(t)x](T ), f̂0(t) = f0(t, T ).
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Consequently,
(2.14)
J(t, x;u(·))
=E
[〈
G
{
F̂1(t)u(·)+F̂0(t)x+f̂0(t)
}
, F̂1(t)u(·)+F̂0(t)x+f̂0(t)
〉
+ 2
〈
g, F̂1(t)u(·) + F̂0(t)x + f̂0(t)
〉
+
∫ T
t
(〈
Q(s)
{
[F1(t)u(·)](s) + [F0(t)x](s) + f0(t, s)
}
, [F1(t)u(·)](s) + [F0(t)x](s) + f0(t, s)
〉
+2〈S(s)
{
[F1(t)u(·)](s) + [F0(t)x](s) + f0(t, s)
}
, u(s)〉+ 〈R(s)u(s), u(s)〉
+2
〈
q(s), [F1(t)u(·)](s) + [F0(t)x](s) + f0(t, s)〉+ 2〈ρ(s), u(s)
〉)
ds
]
≡
〈
G[F̂1u+ F̂0x+ f̂0], F̂1u+ F̂0x+ f̂0
〉
+ 2
〈
g, F̂1u+ F̂0x+ f̂0
〉
+
〈
Q(F1u+ F0x+ f0), F1u+ F0x+ f0
〉
+ 2
〈
S(F1u+ F0x+ f0), u
〉
+
〈
Ru, u
〉
+2
〈
q, F1u+ F0x+ f0
〉
+ 2
〈
ρ, u
〉
=
〈
Φ2u(·), u(·)
〉
+ 2
〈
u(·), ϕ1
〉
+ ϕ0,
with 
Φ2 = F̂
∗
1 GF̂1 + F
∗
1QF1 + SF1 + F
∗
1 S
∗ +R,
ϕ1 = F̂
∗
1
[
G(F̂0x+ f̂0) + g
]
+ F ∗1
[
Q(F0x+ f0) + q
]
+ S(F0x+ f0) + ρ,
ϕ0 = 〈G(F̂0x+ f̂0), F̂0x+ f̂0〉+ 2〈g, F̂0x+ f̂0〉+ 〈Q(F0x+ f0), F0x+ f0〉+ 2〈q, F0x+ f0〉.
Clearly,
Φ2 ∈ S
(
U [t, T ]
)
, ϕ1 ∈ U [t, T ], ϕ0 ∈ R.
Therefore, according to [26], we have the following result.
Proposition 2.4. For any (t, x) ∈ D , the map u(·) 7→ J(t, x;u(·)) admits a minimum in U [t, T ] if and
only if
(2.15) Φ2 > 0, ϕ1 ∈ R
(
Φ2
)
≡ the range of Φ2.
In particular, if the following holds:
(2.16) Φ2 > δI,
for some δ > 0, then (2.15) holds and the map u(·) 7→ J(t, x;u(·)) admits a unique minimum given by the
following:
(2.17) u¯(·) = −Φ−12 ϕ1(·).
It is clear that if
(2.18) G > 0, Q(·)− S(·)∗R(·)−1S(·) > 0, R(·) > δI,
then (2.16) holds. Thus, under (H1)–(H2) and (2.16), Problem (OLQ) admits a unique open-loop optimal
control.
If we denote
J(t, x;u(·)) = J(t, x;u(·); b(·), σ(·), g, q(·), ρ(·)),
indicating the dependence on the nonhomogeneous terms b(·), σ(·) in the state equation and the linear
weighting coefficients g, q(·), ρ(·) in the cost functional, then we define
(2.19) J0(t;u(·)) = J(t, 0;u(·); 0, 0, 0, 0, 0) = 〈Φ2u(·), u(·)〉, ∀u(·) ∈ U [t, T ].
Hence, we see that the following is true.
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Proposition 2.5. Let (H1)–(H2) hold. Then the following are equivalent:
(i) Φ2 > 0;
(ii) J0(t;u(·)) > 0 for all u(·) ∈ U [t, T ];
(iii) u(·) 7→ J(t, x;u(·)) is convex.
2.3 BSDEs with operator coefficients
In this subsection, let us consider the following BSDE with operator coefficients:
(2.20)
 dY (s) = −
(
A(s)∗Y (s) + C(s)∗Z(s) + ϕ(s)
)
ds+ Z(s)dW (s), s ∈ [t, T ],
Y (T ) = ξ ∈ L2(Ω;Rn).
A pair (Y (·), Z(·)) of adapted processes is called an adapted solution if the above is satisfied in the usual
Itoˆ’s sense. We have the following well-posedness and regularity result for the above BSDE.
Proposition 2.6. Suppose (H1) holds and ϕ(·) ∈ L2
F
(Ω;L1(t, T ;Rn)). Then (2.20) admits a unique
adapted solution (Y (·), Z(·)) ∈ L2
F
(Ω;C([t, T ];Rn))× L2
F
(t, T ;Rn), and the following estimate holds:
(2.21) E
[
sup
s∈[t,T ]
|Y (s)|2 +
∫ T
t
|Z(s)|2ds
]
6 K
[
‖ξ‖22 +
∥∥∥ ∫ T
t
|ϕ(s)|ds
∥∥∥2
2
]
,
where K > 0 is a constant depending on ‖A(·)‖1 and ‖C(·)‖2.
Proof. Denote
M[t, T ] = L2
F
(Ω;C([t, T ];Rn))× L2
F
(t, T ;Rn),
and
‖(Y (·), Z(·))‖M[t,T ] =
{
E
[
sup
s∈[t,T ]
|Y (s)|2
]
+ E
∫ T
t
|Z(s)|2ds
} 1
2
.
It is clear that ‖ · ‖M[t,T ] is a norm under which M[t, T ] is a Banach space. We introduce a map T :
M[t, T ]→M[t, T ] by the following:
T (y(·), z(·)) = (Y (·), Z(·)),
where (y(·), z(·)) ∈M[t, T ] and (Y (·), Z(·)) is the adapted solution to the following BSDE:
Y (s) = ξ +
∫ T
s
(
A(r)∗y(r) + C(r)∗z(r) + ϕ(r)
)
dr −
∫ T
s
Z(r)dW (r), s ∈ [t, T ].
Then a standard result for BSDEs leads to the following estimate:
E
[
sup
r∈[s,T ]
|Y (r)|2 +
∫ T
s
|Z(r)|2dr
]
6 K
{
‖ξ‖22 +
∥∥∥ ∫ T
s
(
|A(r)∗y(r)| + |C(r)∗z(r)|+ |ϕ(r)|
)
dr
∥∥∥2
2
}
6 K
{
‖ξ‖22 +
∥∥∥ ∫ T
s
|A(r)∗y(r)|dr
∥∥∥2
2
+
∥∥∥ ∫ T
s
|C(r)∗z(r)|dr
∥∥∥2
2
+
∥∥∥ ∫ T
s
|ϕ(r)|dr
∥∥∥2
2
}
6 K
{
‖ξ‖22 +
(∫ T
s
‖A(r)∗y(r)‖2dr
)2
+
(∫ T
s
‖C(r)∗z(r)‖2dr
)2
+
∥∥∥∫ T
s
|ϕ(r)|dr
∥∥∥2
2
}
6K
{
‖ξ‖22+
(∫ T
s
‖A(r)‖dr
)2
E
[
sup
r∈[s,T ]
|y(r)|2
]
+
(∫ T
s
‖C(r)‖2dr
)(∫ T
s
‖z(r)‖22dr
)
+
∥∥∥∫ T
s
|ϕ(r)|dr
∥∥∥2
2
}
6K
{
‖ξ‖22+
∥∥∥∫ T
s
|ϕ(r)|dr
∥∥∥2
2
+
[(∫ T
s
‖A(r)‖dr
)2
+
(∫ T
s
‖C(r)‖2dr
)][
E
(
sup
r∈[s,T ]
|y(r)|2
)
+
∫ T
s
‖z(r)‖22dr
]}
.
The above estimate implies that the map (y(·), z(·)) 7→ (Y (·), Z(·)) is a contraction on M[T − δ, T ] for some
small δ > 0. Then a routine argument gives the well-posedness of BSDE (2.20) on [t, T ], and estimate (2.21)
holds.
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3 Open-Loop Optimal Controls and FBSDEs
3.1 Solvability of Problem (OLQ)
Let us first give the following definition.
Definition 3.1. A control process u¯(·) ∈ U [t, T ] is called an open-loop optimal control of Problem (OLQ)
at (t, x) ∈ D if
(3.1) J(t, x; u¯(·)) = inf
u(·)∈U [t,T ]
J(t, x;u(·)).
If u¯(·) ∈ U [t, T ] exists satisfying (3.1), we say that Problem (OLQ) is open-loop solvable at (t, x) ∈ D , and
X¯(·) ≡ X(·; t, x, u¯(·)) is called the open-loop optimal state process.
The following gives a characterization of optimal open-loop control of Problem (OLQ).
Theorem 3.2. Let (H1)–(H2) hold. Given (t, x) ∈ D , then u¯(·) ∈ U [t, T ] is an open-loop optimal control
of Problem (OLQ) at (t, x) ∈ D with X¯(·) being the corresponding open-loop optimal state process if and
only if u(·) 7→ J(t, x;u(·)) is convex and the following FBSDE with operator coefficients:
(3.2)

dX¯(s) =
(
A(s)X¯(s) + B(s)u¯(s) + b(s)
)
ds+
(
C(s)X¯(s) +D(s)u¯(s) + σ(s)
)
dW (s),
dY¯ (s) = −
(
A(s)∗Y¯ (s)+C(s)∗Z¯(s)+Q(s)X¯(s)+S(s)∗u¯(s)+q(s)
)
ds+Z¯(s)dW (s),
s ∈ [t, T ],
X¯(t) = x, Y¯ (T ) = GX¯(T ) + g,
admits an adapted solution (X¯(·), Y¯ (·), Z¯(·)) such that the following stationarity condition holds:
(3.3) R(s)u¯(s) + B(s)∗Y¯ (s) +D(s)∗Z¯(s) + S(s)X¯(s) + ρ(s) = 0, s ∈ [t, T ], a.s.
Proof. For (t, x) ∈ D and u(·), u¯(·) ∈ U [t, T ], let X(·) = X(· ; t, x, u(·)) and X¯(·) = X(· ; t, x, u¯(·)) be the
state process (1.4) corresponding to u(·) and u¯(·), respectively. Denote
X̂(·) = X(·)− X¯(·), û(·) = u(·)− u¯(·).
Then X̂(·) satisfies the following FSDE: dX̂(s) =
(
A(s)X̂(s) + B(s)û(s)
)
ds+
(
C(s)X̂(s) +D(s)û(s)
)
dW (s), s ∈ [t, T ],
X̂(t) = 0.
Now, let (Y¯ (·), Z¯(·)) be the adapted solution to the BSDE in (3.2). Then we have the following duality:
E〈GX¯(T ) + g, X̂(T )〉 = E〈X̂(T ), Y¯ (T )〉
= E
∫ T
t
(
〈A(s)X̂(s) + B(s)û(s), Y¯ (s)〉+ 〈C(s)X̂(s) +D(s)û(s), Z¯(s)〉
−〈X̂(s),A(s)∗Y¯ (s) + C(s)∗Z¯(s) +Q(s)X¯(s) + S(s)∗u¯(s) + q(s)〉
)
ds
= E
∫ T
t
(
− 〈X̂(s),Q(s)X¯(s) + S(s)∗u¯(s) + q(s)〉+ 〈û(s),B(s)∗Y¯ (s) +D(s)∗Z¯(s)〉
)
ds.
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Hence,
J(t, x;u(·))− J(t, x; u¯(·)) = E
{
〈G[X(T ) + X¯(T )], X̂(T )〉+ 2〈g, X̂(T )〉
+
∫ T
t
(
〈Q(s)[X(s) + X¯(s)], X̂(s)〉+ 〈S(s)[X(s) + X¯(s)], û(s)〉+ 〈S(s)X̂(s), u(s) + u¯(s)〉
+〈R(s)[u(s) + u¯(s)], û(s)〉+ 2〈q(s), X̂(s)〉+ 2〈ρ(s), û(s)〉
)
ds
}
= E
{
〈GX̂(T ), X̂(T )〉+ 2〈GX¯(T ) + g, X̂(T )〉
+
∫ T
t
(
〈Q(s)X̂(s), X̂(s)〉+ 2〈S(s)X̂(s), û(s)〉+ 〈R(s)û(s), û(s)〉
+2
[
〈Q(s)X¯(s), X̂(s)〉+ 〈S(s)X¯(s), û(s)〉+ 〈S(s)X̂(s), u¯(s)〉
+〈R(s)u¯(s), û(s)〉+ 〈q(s), X̂(s)〉 + 〈ρ(s), û(s)〉
])
ds
}
= E
{
〈GXˆ(T ), Xˆ(T )〉+
∫ T
t
(
〈Q(s)Xˆ(s), Xˆ(s)〉+ 2〈S(s)Xˆ(s), uˆ(s)〉+ 〈R(s)uˆ(s), uˆ(s)〉
)
ds
+2
[
〈GX¯(T ) + g, Xˆ(T )〉+
∫ T
t
(
〈Q(s)X¯(s), Xˆ(s)〉+ 〈S(s)X¯(s), uˆ(s)〉
+〈S(s)Xˆ(s), u¯(s)〉+ 〈R(s)u¯(s), uˆ(s)〉+ 〈q(s), Xˆ(s)〉+ 〈ρ(s), uˆ(s)〉
)
ds
]}
= J0(t; uˆ(·)) + 2E
∫ T
t
〈
R(s)u¯(s) + B(s)∗Y¯ (s) +D(s)∗Z¯(s) + S(s)X¯(s) + ρ(s), uˆ(s)
〉
ds.
Consequently,
J(t, x; u¯(·) + αu(·))− J(t, x; u¯(·)) = α2J0(t;u(·)− u¯(·))
+2αE
∫ T
t
〈
R(s)u¯(s) + B(s)∗Y¯ (s) +D(s)∗Z¯(s) + S(s)X¯(s) + ρ(s), u(s)− u¯(s)
〉
ds.
Thus, if constraint (3.3) holds and u(·) 7→ J(t, x;u(·)) is convex (which is equivalent to J0(t;u(·)− u¯(·)) > 0,
see Proposition 2.5), we have the optimality of u¯(·). Conversely, if u¯(·) ∈ U [t, T ] is a minimum of u(·) 7→
J(t, x;u(·)), then by letting α→∞ in the above, we see that u(·) 7→ J(t, x;u(·)) is convex and the constraint
(3.3) holds.
We note that (3.2)–(3.3) is a coupled linear FBSDE with operator coefficients. The above theorem tells us
that the open-loop solvability of Problem (OLQ) is equivalent to the solvability of an FBSDE with operator
coefficients. A similar result for LQ problem with constant (matrix) coefficients were established in [31]. The
proof presented above is similar to that found in [31], with some simplified arguments.
3.2 Well-posedness of FBSDEs with operator coefficients
We now look at the solvability of FBSDE (3.2)–(3.3). To abbreviate the notations, we drop the bars in
X¯, Y¯ , Z¯, u¯ of (3.2) and (3.3), that is, we consider the following:
(3.4)

dX(s) =
(
A(s)X(s) + B(s)u(s) + b(s)
)
ds+
(
C(s)X(s) +D(s)u(s) + σ(s)
)
dW (s),
dY (s) = −
(
A(s)∗Y (s) + C(s)∗Z(s) +Q(s)X(s) + S(s)∗u(s) + q(s)
)
ds+ Z(s)dW (s),
X(t) = x, Y (T ) = GX(T ) + g,
R(s)u(s) + B(s)∗Y (s) +D(s)∗Z(s) + S(s)X(s) + ρ(s) = 0.
s ∈ [t, T ],
For the well-posedness of the above equation, we need the following hypothesis.
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(H3) For some δ > 0,
G > 0, Q(s)− S(s)∗R(s)−1S(s) > 0, R(s) > δI, s ∈ [0, T ],
where I in the above is the identity operator on L2(Ω;Rm).
Note that the last condition in (H3) ensures the existence of the inverse R−1 of operator R, and
(3.5) E〈R(s)−1u, u〉 >
δ
‖R(s)‖2
E|u|2, for any u ∈ L2Fs(Ω;R
m), a.e., s ∈ [t, T ].
On the other hand, by Schur’s Lemma, one sees that (H3) is equivalent to the following:
G > 0,
(
Q(·) S(·)∗
S(·) R(·)
)
> 0, R(·) > δI.
Now, under (H3), u(·) can be expressed explicitly as
(3.6) u(s) = −R(s)−1
(
B(s)∗Y (s) +D(s)∗Z(s) + S(s)X(s) + ρ(s)
)
, s ∈ [t, T ].
By substituting it into the first two equations of (3.4), the system becomes a coupled FBSDEs with operator
coefficients as follows (suppressing s):
(3.7)

dX =
(
(A− BR−1S)X − BR−1B∗Y − BR−1D∗Z − BR−1ρ+ b
)
ds
+
(
(C − DR−1S)X −DR−1B∗Y −DR−1D∗Z −DR−1ρ+ σ
)
dW (s),
dY = −
(
(Q− S∗R−1S)X + (A∗ − S∗R−1B∗)Y + (C∗ − S∗R−1D∗)Z
−S∗R−1ρ+ q
)
ds+ ZdW (s),
X(t) = x, Y (T ) = GX(T ) + g.
s ∈ [t, T ],
Remark 3.3. From (H1), (H2), it is easy to check that
A(·) − B(·)R(·)−1S(·) ∈ L 1
F
(L2(Ω;Rn)),
C(·)−D(·)R(·)−1S(·) ∈ L 2
F
(L2(Ω;Rn)),
Q(·)− S(·)∗R(·)−1S(·) ∈ S 1
F
(L2(Ω;Rn)).
For example, ∫ T
0
‖A(s)− B(s)R(s)−1S(s)‖ds 6
∫ T
0
(
‖A(s)‖+ ‖B(s)R(s)−1S(s)‖
)
ds
6
∫ T
0
‖A(s)‖ds+
(∫ T
0
‖B(s)‖2ds
) 1
2
sup
s∈[0,T ]
‖R(s)−1‖
(∫ T
0
‖S(s)‖2ds
) 1
2
<∞.
The remaining two can be verified similarly.
The following is the main result of this subsection.
Theorem 3.4. Let (H1)–(H3) hold. Then there exists a unique adapted solution (X(·), Y (·), Z(·)) ∈
[L2
F
(Ω;C([t, T ];Rn))]2×L2
F
(t, T ;Rn) to the coupled FBSDE (3.7) with operator coefficients, and the following
estimate holds:
(3.8)
E
[
sup
s∈[t,T ]
|X(s)|2 + sup
s∈[t,T ]
|Y (s)|2 +
∫ T
t
|Z(s)|2ds
]
6 K
{
‖x‖22 + ‖g‖
2
2 +
∥∥∥ ∫ T
t
|b(s)|ds
∥∥∥2
2
+
∥∥∥ ∫ T
t
|q(s)|ds
∥∥∥2
2
+
∫ T
t
‖σ(s)‖22ds+
∫ T
t
‖ρ(s)‖22ds
}
,
where K > 0 is a constant depending on ‖A(·)‖1, ‖B(·)‖2, ‖C(·)‖2, ‖D(·)‖∞, ‖Q(·)‖1, ‖S(·)‖2, ‖R(·)
−1‖∞
and ‖G‖.
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Before presenting a proof of Theorem 3.4, we introduce the following auxiliary FBSDE with operator
coefficients parameterized by α ∈ [0, 1]:
(3.9)α

dXα =
(
α(A− BR−1S)Xα − BR−1B∗Y α − BR−1D∗Zα + ϕ
)
ds
+
(
α(C − DR−1S)Xα −DR−1B∗Y α −DR−1D∗Zα) + ψ
)
dW (s),
dY α = −
(
α(Q− S∗R−1S)Xα + α(A∗ − S∗R−1B∗)Y α
+α(C∗ − S∗R−1D∗)Zα + γ
)
ds+ ZαdW (s),
Xα(t) = ξ, Y α(T ) = αGXα(T ) + η,
s ∈ [t, T ],
where
(ξ, ϕ, ψ, γ, η) ∈M[t, T ] ≡ L2Ft(Ω;R
n)×L2
F
(Ω;L1(t, T ;Rn))× L2
F
(t, T ;Rn)× L2
F
(Ω;L1(t, T ;Rn))× L2(Ω;Rn).
The following gives an a priori estimate of the adapted solution (Xα(·), Y α(·), Zα(·)) to the parameterized
equation (3.9)α.
Proposition 3.5. Let (H1)–(H3) hold and α ∈ [0, 1] be given. Let (X1, Y1, Z1) and (X2, Y2, Z2) be the
solutions to (3.9)α corresponding to the different (ξ1, ϕ1, ψ1, γ1, η1), (ξ2, ϕ2, ψ2, γ2, η2) ∈ M[t, T ], respectively.
Then the following estimate holds:
(3.10)
E
[
sup
s∈[t,T ]
|X1(s)−X2(s)|
2 + sup
s∈[t,T ]
|Y1(s)− Y2(s)|
2 +
∫ T
t
|Z1(s)− Z2(s)|
2ds
]
6 K
{
‖ξ1 − ξ2‖
2
2 + ‖η1 − η2‖
2
2 +
∥∥∥ ∫ T
t
|ϕ1(s)− ϕ2(s)|ds
∥∥∥2
2
+
∫ T
t
‖ψ1(s)− ψ2(s)‖
2
2ds
+
∥∥∥ ∫ T
t
|γ1(s)− γ2(s)|ds
∥∥∥2
2
}
,
where K > 0 is a constant depending on ‖A(·) − B(·)R(·)−1S(·)‖1, ‖C(·) − D(·)R(·)
−1S(·)‖2, ‖Q(·) −
S(·)∗R(·)−1S(·)‖1, ‖B(·)‖2, ‖D(·)‖∞, ‖R(·)
−1‖∞, ‖G‖, and independent of α ∈ [0, 1].
Proof. For convenience, we denote (X̂, Ŷ , Ẑ) := (X1 −X2, Y1 − Y2, Z1 − Z2), which satisfies
(3.11)

dX̂ =
(
α(A− BR−1S)X̂ − BR−1B∗Ŷ − BR−1D∗Ẑ + ϕ̂
)
ds
+
(
α(C − DR−1S)X̂ − DR−1B∗Ŷ −DR−1D∗Ẑ + ψ̂
)
dW (s), s ∈ [t, T ],
dŶ = −
(
α(Q− S∗R−1S)X̂ + α(A∗ − S∗R−1B∗)Ŷ
+α(C∗ − S∗R−1D∗)Ẑ + γ̂
)
ds+ ẐdW (s), s ∈ [t, T ],
X̂(t) = ξ̂, Ŷ (T ) = αGX̂(T ) + η̂,
with (ξ̂, ϕ̂, ψ̂, γ̂, η̂) = (ξ1 − ξ2, ϕ1 − ϕ2, ψ1 − ψ2, γ1 − γ2, η1 − η2).
For the forward equation, by applying Proposition 2.2, we have
E
[
sup
s∈[t,T ]
|X̂(s)|2
]
6 K
{
‖ξ̂‖22 +
∥∥∥ ∫ T
t
| − BR−1(B∗Ŷ +D∗Ẑ) + ϕ̂|dr
∥∥∥2
2
+
∫ T
t
‖ − DR−1(B∗Ŷ +D∗Ẑ) + ψ̂‖22dr
}
6 K
{
‖ξ̂‖22 +
∥∥∥ ∫ T
t
|ϕ̂|dr
∥∥∥2
2
+
∫ T
t
‖ψ̂‖22dr
+
(
‖B(·)‖22 + ‖D(·)‖
2
∞
)
‖R(·)−1‖2∞
∫ T
t
‖B∗Ŷ +D∗Ẑ‖22dr
}
6 K
{
‖ξ̂‖22 +
∥∥∥ ∫ T
t
|ϕ̂|dr
∥∥∥2
2
+
∫ T
t
‖ψ̂‖22dr +
∫ T
t
‖B∗Ŷ +D∗Ẑ‖22dr
}
,
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where K depends on ‖A(·) − B(·)R(·)−1S(·)‖1, ‖C(·) − D(·)R(·)
−1S(·)‖2, ‖B(·)‖2, ‖D(·)‖∞, ‖R(·)
−1‖∞,
independent of α.
Similarly, for the backward equation, Proposition 2.6 leads to
E
[
sup
s∈[t,T ]
|Ŷ (s)|2 +
∫ T
t
|Ẑ(s)|2ds
]
6 K
{
‖αGX̂(T ) + η̂‖22 +
∥∥∥ ∫ T
t
|α(Q− S∗R−1S)X̂ + γˆ|ds
∥∥∥2
2
}
6 K
{
‖η̂‖22 +
∥∥∥ ∫ T
t
|γ̂|ds
∥∥∥2
2
+
(
‖G‖2 + ‖Q(·)− S(·)∗R(·)−1S(·)‖21
)
E[ sup
s∈[t,T ]
|X̂(s)|2
]}
6 K
{
‖η̂‖22 +
∥∥∥ ∫ T
t
|γ̂|ds
∥∥∥2
2
+ E
[
sup
s∈[t,T ]
|X̂(s)|2
]}
,
where K depends on ‖A(·) − B(·)R(·)−1S(·)‖1, ‖C(·) − D(·)R(·)
−1S(·)‖2, ‖Q(·) − S(·)
∗R(·)−1S(·)‖1, ‖G‖,
independent of α. Then, we get
(3.12)
E
[
sup
s∈[t,T ]
|X̂(s)|2 + sup
s∈[t,T ]
|Ŷ (s)|2 +
∫ T
t
|Ẑ(s)|2ds
]
6 K
{
‖ξ̂‖22 + ‖η̂‖
2
2 +
∥∥∥ ∫ T
t
|ϕ̂|dr
∥∥∥2
2
+
∫ T
t
‖ψ̂‖22dr +
∥∥∥ ∫ T
t
|γ̂|dr
∥∥∥2
2
+
∫ T
t
‖B∗Ŷ +D∗Ẑ‖22dr
}
.
with K depending on ‖A(·)−B(·)R(·)−1S(·)‖1, ‖C(·)−D(·)R(·)
−1S(·)‖2, ‖Q(·)−S(·)
∗R(·)−1S(·)‖1, ‖B(·)‖2,
‖D(·)‖∞, ‖R(·)
−1‖∞, ‖G‖, independent of α.
On the other hand, by applying Itoˆ’s formula to 〈X̂(·), Ŷ (·)〉, we have
E
{
〈X̂(T ), αGX̂(T ) + η̂〉 − 〈ξ̂, Ŷ (t)〉
}
= E
{
〈X̂(T ), Ŷ (T )〉 − 〈X̂(t), Ŷ (t)〉
}
= E
∫ T
0
{
〈α(A − BR−1S)X̂ − BR−1B∗Ŷ − BR−1D∗Ẑ + ϕ̂, Ŷ 〉
−〈X̂, α(Q− S∗R−1S)X̂ + α(A∗ − S∗R−1B∗)Ŷ + α(C∗ − S∗R−1D∗)Ẑ + γ̂〉
+〈α(C − DR−1S)X̂ −DR−1B∗Ŷ −DR−1D∗Ẑ + ψ̂, Ẑ〉
}
ds
= E
∫ T
0
{
〈−BR−1B∗Ŷ − BR−1D∗Ẑ, Ŷ 〉 − α〈X̂, (Q− S∗R−1S)X̂〉
+〈−DR−1B∗Ŷ −DR−1D∗Ẑ, Ẑ〉+ 〈ϕ̂, Ŷ 〉+ 〈ψ̂, Ẑ〉 − 〈X̂, γ̂〉
}
ds
= −E
∫ T
0
{
〈R−1(B∗Ŷ +D∗Ẑ),B∗Ŷ +D∗Ẑ〉 − α〈X̂, (Q− S∗R−1S)X̂〉+ 〈ϕ̂, Ŷ 〉+ 〈ψ̂, Ẑ〉 − 〈X̂, γ̂〉
}
ds.
Hence,
(3.13)
E
∫ T
t
〈R−1(B∗Ŷ +D∗Ẑ),B∗Ŷ +D∗Ẑ〉dr
= −αE
{
〈GX̂(T ), X̂(T )〉+
∫ T
t
〈(Q− S∗R−1S)X̂, X̂〉dr
}
+E
{
〈ξ̂, Ŷ (t)〉 − 〈X̂(T ), η̂〉+
∫ T
t
[
〈ϕ̂, Ŷ 〉+ 〈ψ̂, Ẑ〉 − 〈γ̂, X̂〉
]
dr
}
.
By (H3), we know
E
∫ T
t
|B∗Ŷ +D∗Ẑ|2ds 6
‖R‖2
δ
E
{
〈ξ̂, Ŷ (t)〉 − 〈η̂, X̂(T )〉+
∫ T
t
[
〈ϕ̂, Ŷ 〉+ 〈ψ̂, Ẑ〉 − 〈γ̂, X̂〉
]
dr
}
.
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Then, for any ε > 0, we have
(3.14)
E
∫ T
t
|B∗Ŷ +D∗Ẑ|2ds 6 εE
[
sup
s∈[t,T ]
|X̂(s)|2 + sup
s∈[t,T ]
|Ŷ (s)|2 +
∫ T
t
|Ẑ(s)|2ds
]
+
‖R‖4
4εδ2
{
‖ξ̂‖22 + ‖η̂‖
2
2 +
∥∥∥ ∫ T
t
|ϕ̂|dr
∥∥∥2
2
+
∥∥∥ ∫ T
t
|γ̂|dr
∥∥∥2
2
+
∫ T
t
‖ψ̂‖22dr
}
.
By selecting ε = 1/(2K) (K is the one in (3.12)), we get the desired result (3.10) from (3.12) and (3.14).
Remark 3.6. It is known that, for general coupled FBSDEs, monotonicity condition leads to the solv-
ability ([16, 27]). Our condition (H3) is basically the monotonicity condition for linear FBSDEs with operator
coefficients.
Next lemma gives the method of continuation.
Lemma 3.7. Let (H1)–(H3) hold. Then there exists a constant ε0 > 0 such that for any given α0 ∈ [0, 1),
if FBSDE (3.9)α0 admits a unique adapted solution for any (ξ, ϕ, ψ, γ, η) ∈M[t, T ], then for α = α0+ ε with
ε ∈ (0, ε0], α0 + ε 6 1, (3.9)α also admits a unique adapted solution for any (ξ, ϕ, ψ, γ, η) ∈M[t, T ].
Proof. Let ε0 > 0 be undetermined, and ε ∈ (0, ε0]. We focus on the following FBSDE:
(3.15)

dX =
(
α0(A− BR
−1S)X − BR−1(B∗Y +D∗Z) + ε(A− BR−1S)X + ϕ
)
ds
+
(
α0(C − DR
−1S)X −DR−1(B∗Y +D∗Z) + ε(C − DR−1S)X + ψ
)
dW (s),
dY = −
(
α0(A
∗ − S∗R−1B∗)Y + α0(C
∗ − S∗R−1D∗)Z + α0(Q− S
∗R−1S)X
+ε(A∗ − S∗R−1B∗)Y + ε(C∗ − S∗R−1D∗)Z + ε(Q− S∗R−1S)X + γ
)
ds
+ZdW (s),
X(t) = ξ, Y (T ) = α0GX(T ) + εGX (T ) + η,
s ∈ [t, T ],
where (X ,Y,Z) ∈ [L2
F
(Ω;C([t, T ];Rn))]2 × L2
F
(t, T ;Rn) is arbitrarily chosen.
Our assumption ensures the solvability of the above equation. Therefore, we can define a mapping Lα0+ε
from the space [L2
F
(Ω;C([t, T ];Rn))]2 × L2
F
(t, T ;Rn) into itself as follows:
(X(·), Y (·), Z(·)) = Lα0+ε(X (·),Y(·),Z(·)).
For another given (X¯ (·), Y¯(·), Z¯(·)) ∈ [L2
F
(Ω;C([t, T ];Rn))]2 × L2
F
(t, T ;Rn), let
(X¯(·), Y¯ (·), Z¯(·)) = Lα0+ε(X¯ (·), Y¯(·), Z¯(·)).
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Denote (X̂(·), Ŷ (·), Ẑ(·)) = (X(·)− X¯(·), Y (·)− Y¯ (·), Z(·)− Z¯(·)). From Proposition 3.5, we have
E
[
sup
s∈[t,T ]
|X̂(s)|2 + sup
s∈[t,T ]
|Ŷ (s)|2 +
∫ T
t
|Ẑ(s)|2ds
]
6 K|ε|2
{
‖GX̂(T )‖22 +
(∫ T
t
‖(A− BR−1S)X̂ ‖2dr
)2
+
∫ T
t
‖C − DR−1S)X̂ ‖22dr
+
(∫ T
t
‖(A∗ − S∗R−1B∗)Ŷ + (C∗ − S∗R−1D∗)Ẑ + (Q− S∗R−1S)X̂ ‖2dr
)2}
6 K|ε|2
{
‖G‖2‖X̂(T )‖22 +
(
‖A(·)− B(·)R(·)−1S(·)‖21 + ‖C(·)−D(·)R(·)
−1S(·)‖22
+‖Q(·)− S(·)∗R(·)−1S(·)‖21
)
E
[
sup
s∈[t,T ]
|X̂ (s)|2
]
+‖A(·)∗ − S(·)∗R(·)−1B(·)∗‖21 E
[
sup
s∈[t,T ]
|Ŷ(s)|2
]
+‖C(·)∗ − S(·)∗R(·)−1D(·)∗‖22 E
∫ T
t
|Ẑ(r)|2dr
}
6 K|ε|2E
[
sup
s∈[t,T ]
|X̂ (s)|2 + sup
s∈[t,T ]
|Ŷ(s)|2 +
∫ T
t
|Ẑ(s)|2ds
]
,
where K > 0 is a constant independent of α0 and ε. Therefore, we can choose ε0 > 0, such that Kε
2
0 6 1/4.
Then, for any ε ∈ [0, ε0], Lα0+ε is a contraction map. Consequently, there exists a unique fixed point for the
mapping Lα0+ε which is just the unique solution to FBSDE (3.9)α with α = α0 + ε.
Now we present a proof of Theorem 3.4.
Proof of Theorem 3.4. When α = 0, (3.9)0 becomes
dX0 =
(
− BR−1(B∗Y 0 +D∗Z0) + ϕ
)
ds+
(
−DR−1(B∗Y 0 +D∗Z0) + ψ
)
dW (s),
dY 0 = −γds+ Z0dW (s),
X0(t) = ξ, Y 0(T ) = η,
s ∈ [t, T ],
whose solvability is clear. In fact, one can first solve the BSDE to obtain (Y 0, Z0), then solve the FSDE to
get X0.
Next, by Lemma 3.7, for any (ξ, ϕ, ψ, γ, η) ∈ M[t, T ], and any α ∈ [0, 1], (3.9)α is uniquely solvable. In
particular, when α = 1, (3.9)1 with
(3.16) ξ = x, ϕ = −BR−1ρ+ b, ψ = −DR−1ρ+ σ, γ = −SR−1ρ+ q, η = g
becomes (3.4) which is also uniquely solvable.
Let α = 1, (ξ, ϕ, ψ, γ, η) is given by (3.16), (ξ2, ϕ2, ψ2, γ2, η2) = (0, 0, 0, 0, 0) (the corresponding solution
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to FBSDE is (0, 0, 0)). By the a priori estimate (3.10), we have
E
[
sup
s∈[t,T ]
|X(s)|2 + sup
s∈[t,T ]
|Y (s)|2 +
∫ T
t
|Z(s)|2ds
]
6 K
{
‖x‖22 + ‖g‖
2
2 +
∥∥∥ ∫ T
t
| − B(s)R(s)−1ρ(s) + b(s)|ds
∥∥∥2
2
+
∫ T
t
‖ − D(s)R(s)−1ρ(s) + σ(s)‖22ds+
∥∥∥ ∫ T
t
| − S(s)R(s)−1ρ(s) + q(s)|ds
∥∥∥2
2
}
6 K
{
‖x‖22 + ‖g‖
2
2 +
∥∥∥ ∫ T
t
|b(s)|ds
∥∥∥2
2
+
∫ T
t
‖σ(s)‖22ds+
∥∥∥ ∫ T
t
|q(s)|ds
∥∥∥2
2
+
∫ T
t
[
‖B(s)R(s)−1ρ(s)‖22 + ‖D(s)R(s)
−1ρ(s)‖22 + ‖S(s)R(s)
−1ρ(s)‖22
]
ds
}
6 K
{
‖x‖22 + ‖g‖
2
2 +
∥∥∥ ∫ T
t
|b(s)|ds
∥∥∥2
2
+
∫ T
t
‖σ(s)‖22ds+
∥∥∥ ∫ T
t
|q(s)|ds
∥∥∥2
2
+
(
‖B(·)‖22 + ‖D(·)‖
2
∞ + ‖S(·)‖
2
2
)
‖R(·)−1‖2∞
∫ T
t
‖ρ(s)‖22ds
}
.
We obtain (3.8).
Remark 3.8. Note that, in our setting, the norms ‖A(·) − B(·)R(·)−1S(·)‖, ‖Q(·) − S(·)∗R(·)−1S(·)‖,
and ‖B(·)R(·)−1B(·)∗‖ of coefficients are only required to belong to L1(t, T ;R), and ‖C(·)−D(·)R(·)−1S(·)‖,
‖D(·)R(·)−1B(·)∗‖ ∈ L2(t, T ;R). Therefore, these five norms are not necessarily bounded.
Corollary 3.9. Under (H1)–(H3), Problem (OLQ) admits a unique open-loop optimal control given by
(3.6), where (X(·), Y (·), Z(·)) is the unique solution to FBSDE (3.7).
Proof. Let us denote by J0(t;u(·)) the cost functional (1.6) when x, b(·), σ(·), g, q(·), ρ(·) are all 0. Ob-
viously, Assumption (H3)–(ii) implies J0(t;u(·)) > 0 for all u(·) ∈ U [t, T ]. By Proposition 2.5, we know
u(·) 7→ J(t, x;u(·)) is convex. Moreover, by Theorem 3.4 and the expression (3.6), there exists a unique
(X(·), Y (·), Z(·), u(·)) satisfying (3.2) and (3.3). Thanks to Theorem 3.2, we obtain the result.
4 Mean-Field LQ Control Problem
We have mentioned that a major motivation of this work is the study of stochastic LQ problem of mean-field
FSDE with cost functional also involving mean-field terms. In this section, we will carry out some details
for the mean-field case.
We shall use the mean-field setting (2.2) and (2.10) given in Subsection 2.1 which we rewrite here for
convenience.
(4.1)

A(s)ξ = A(s)ξ + A¯(s)⊤E
[
A˜(s)ξ
]
,
C(s)ξ = C(s)ξ + C¯(s)⊤E
[
C˜(s)ξ
]
,
∀ξ ∈ L2Fs(Ω;R
n),
B(s)η = B(s)η + B¯(s)⊤E
[
B˜(s)η
]
,
D(s)η = D(s)η + D¯(s)⊤E
[
D˜(s)η
]
,
∀η ∈ L2Fs(Ω;R
m),
and
(4.2)

Gξ = Gξ + G˜⊤E[G¯ξ] + G¯⊤E[G˜ξ] + G˜⊤E[Ĝ]E[G˜ξ], ξ ∈ L2(Ω;Rn),
Q(s)ξ = Q(s)ξ + Q˜(s)⊤E[Q¯(s)ξ] + Q¯(s)⊤E[Q˜(s)ξ] + Q˜(s)⊤E[Q̂(s)]E[Q˜(s)ξ], ξ ∈ L2Fs(Ω;R
n),
S(s)ξ = S(s)ξ + R˜(s)⊤E[S¯(s)ξ] + S˜(s)⊤E[Q˜(s)ξ] + R˜(s)⊤E[Ŝ(s)]E[Q˜(s)ξ], ξ ∈ L2Fs(Ω;R
n),
R(s)η = R(s)η + R˜(s)⊤E[R¯(s)η] + R¯(s)⊤E[R˜(s)η] + R˜(s)⊤E[R̂(s)]E[R˜(s)η], η ∈ L2Fs(Ω;R
m),
g = g0 + G˜
⊤
E[g¯], q(s) = q0(s) + Q˜(s)
⊤
E[q¯(s)], ρ(s) = ρ0(s) + R˜(s)
⊤
E[ρ¯(s)],
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with the above coefficients given by (2.3)–(2.9).
We introduce the following hypothesis for the involved coefficients in the state equation.
(H4) For k > 1, let
A, A¯k, A˜k, C, C¯k, C˜k : [0, T ]× Ω→ R
n×n, B, B¯k, B˜k, D, D¯k, D˜k : [0, T ]× Ω→ R
n×m,
be F-progressively measurable processes satisfying
(4.3)

(i)
∫ T
0
[
esssup
ω∈Ω
|A(s, ω)|+
(∑
k>1
E|A¯k(s)|
2
) 1
2
(∑
k>1
E|A˜k(s)|
2
) 1
2
]
ds <∞,
(ii)
∫ T
0
[
esssup
ω∈Ω
|B(s, ω)|2 +
(∑
k>1
E|B¯k(s)|
2
)(∑
k>1
E|B˜k(s)|
2
)]
ds <∞,
(iii)
∫ T
0
[
esssup
ω∈Ω
|C(s, ω)|2 +
(∑
k>1
E|C¯k(s)|
2
)(∑
k>1
E|C˜k(s)|
2
)]
ds <∞,
(iv) esssup
s∈[0,T ]
[
esssup
ω∈Ω
|D(s, ω)|+
(∑
k>1
E|D¯k(s)|
2
) 1
2
(∑
k>1
E|D˜k(s)|
2
) 1
2
]
<∞,
and b(·) ∈ L2
F
(Ω;L1(0, T ;Rn)), σ(·) ∈ L2
F
(0, T ;Rn).
Note that (H4) ensures the operators A(·),B(·), C(·),D(·) satisfy (H1). In fact, take any ξ ∈ L2Fs(Ω;R
n),
we have
‖A(s)ξ‖2 =
(
E|A(s)ξ|2
) 1
2
=
(
E
∣∣∣A(s)ξ +∑
k>1
A¯k(s)E[A˜k(s)ξ]
∣∣∣2) 12
6
[
E
(
|A(s)|2|ξ|2
)] 1
2
+
[
E
(∑
k>1
|A¯k(s)|
(
E|A˜k(s)|
2
) 1
2 ‖ξ‖2
)2] 1
2
6
{
esssup
ω∈Ω
|A(s, ω)|+
[
E
(∑
k>1
|A¯k(s)|
(
E|A˜k(s)|
2
) 1
2
)2] 1
2
}
‖ξ‖2
6
{
esssup
ω∈Ω
|A(s, ω)|+
[(
E
∑
k>1
|A¯k(s)|
2
)(∑
k>1
E|A˜k(s)|
2
)] 1
2
}
‖ξ‖2.
Then, (4.3)-(i) implies that
∫ T
0
‖A(s)‖ds 6
∫ T
0
[
esssup
ω∈Ω
|A(s, ω)|+
(∑
k>1
E|A¯k(s)|
2
) 1
2
(∑
k>1
E|A˜k(s)|
2
) 1
2
]
ds <∞.
Therefore, A(·) ∈ L 1
F
(L2(Ω;Rn)).
Similarly, (4.3)-(ii), (iii), (iv) imply that B(·) ∈ L 2
F
(L2(Ω;Rm);L2(Ω;Rn)), C(·) ∈ L 2
F
(L2(Ω;Rn)), D(·) ∈
L∞
F
(L2(Ω;Rm);L2(Ω;Rn)), respectively.
Next, for the cost functional, we introduce the following hypothesis:
(H5) For i, j, k > 1, let
G, G¯k, G˜k, Ĝij : Ω→ R
n×n, G⊤ = G, Ĝ⊤ij = Ĝji,
be FT -measurable and satisfy
(4.4) esssup
ω∈Ω
|G(ω)| +
∑
k>1
E
(
|G¯k|
2 + |G˜k|
2
)
+
∑
i,j>1
|EĜij |
2 <∞.
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and for i, j, k > 1, let
Q, Q¯k, Q˜k, Q̂ij : [0, T ]× Ω→ R
n×n, Q(·)⊤ = Q(·), Q̂ij(·)
⊤ = Q̂ji(·),
R, R¯k, R˜k, R̂ij : [0, T ]× Ω→ R
m×m, R(·)⊤ = R(·), R̂ij(·)
⊤ = R̂ji(·),
S, S¯k, Ŝij : [0, T ]× Ω→ R
m×n, S˜k : [0, T ]× Ω→ R
n×m,
be F-progressively measurable processes satisfying
(4.5)

(i)
∫ T
0
{
esssup
ω∈Ω
|Q(s, ω)|+
∑
k>1
E
(
|Q˜k(s)|
2 + |Q¯k(s)|
2
)
+
( ∑
i,j>1
∣∣EQ̂ij(s)∣∣2) 12(∑
k>1
E|Q˜k(s)|
2
)}
ds <∞,
(ii) esssup
(s,ω)∈[0,T ]×Ω
|R(s, ω)|+ esssup
s∈[0,T ]
[∑
k>1
E
(
|R˜k(s)|
2 + |R¯k(s)|
2
)
+
∑
i,j>1
∣∣ER̂ij(s)∣∣2] <∞,
(iii)
∫ T
0
{
esssup
ω∈Ω
|S(s, ω)|2 +
[∑
k>1
E
(
|Q˜k(s)|
2 + |S¯k(s)|
2 + |S˜k(s)|
2 + |R˜k(s)|
2
)]2
+
( ∑
i,j>1
∣∣EŜij(s)∣∣2)(∑
k>1
E|Q˜k(s)|
2
)(∑
k>1
E|R˜k(s)|
2
)}
ds <∞.
Also, g0 ∈ L
2(Ω;Rn), q0(·) ∈ L
2
F
(Ω;L1(0, T ;Rn)), ρ0(·) ∈ L
2
F
(0, T ;Rm), and q¯k : Ω × [0, T ] → R
n, ρ¯k :
Ω× [0, T ]→ Rm are F-progressively measurable, and
(4.6)
∑
k>1
|Eg¯k|
2 +
∫ T
0
∑
k>1
(
|Eq¯k(s)|
2 + |Eρ¯k(s)|
2
)
ds <∞.
Under (H5), one has all the conditions in (H2) are satisfied. Detailed calculations are collected in the
appendix.
Now, for any (t, x) ∈ D , our state equation is given by
(4.7)

dX(s) =
(
A(s)X(s) + A¯(s)⊤E[A˜(s)X(s)] +B(s)u(s) + B¯(s)⊤E[B˜(s)u(s)] + b(s)
)
ds
+
(
C(s)X(s) + C¯(s)⊤E[C˜(s)X(s)] +D(s)u(s) + D¯(s)⊤E[D˜(s)u(s)] + σ(s)
)
dW (s), s ∈ [t, T ],
X(t) = x,
and the quadratic cost functional is
(4.8)
J(t, x;u(·)) = E
{
〈GX(T ), X(T )〉+ 2〈G¯X(T ),E[G˜X(T )]〉+ 〈ĜE[G˜X(T )],E[G˜X(T )]〉
+2〈g0, X(T )〉+ 2〈g¯,E[G˜X(T )]〉+
∫ T
t
[
〈QX,X〉+ 2〈Q¯X,E[Q˜X ]〉+ 〈Q̂E[Q˜X ],E[Q˜X ]〉
+2〈SX, u〉+ 2〈S¯X,E[R˜u]〉+ 2〈S˜E[Q˜X ], u〉+ 〈ŜE[Q˜X ],E[R˜u]〉+ 〈Ru, u〉+ 〈E[R¯u], R˜u〉
+〈R¯u,E[R˜u]〉+ 〈R̂E[R˜u],E[R˜u]〉+ 2〈q0, X〉+ 2〈q¯,E[Q˜X ]〉+ 2〈ρ0, u〉+ 2〈ρ¯,E[R˜u]〉
]
ds
}
.
The argument s is suppressed in the above functional.
In [8], a well-posedness result of MF-FSDE was established under Lipschitz condition. In Section 2 of
this paper, we extend the result to a kind of non-Lipschitz case (see Proposition 2.2) to ensure that, for
any u(·) ∈ L2
F
(t, T ;Rm), there exists a unique strong solution X(·) = X(· ; t, x, u(·)) to (4.7), and the cost
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functional J(t, x;u(·)) is well-defined. Now, we propose the MF-LQ stochastic optimal control problem as
follows:
Problem (MF-LQ). For any given (t, x) ∈ D , find an admissible control u¯(·) ∈ U [t, T ] such that
(4.9) J(t, x; u¯(·)) = inf
u(·)∈U [t,T ]
J(t, x;u(·)).
In the above u¯(·) is called an open-loop optimal control of Problem (MF-LQ), and the corresponding optimal
state trajectory X(·; t, x, u¯(·)) is denoted by X¯(·).
The following result characterizes the optimal control u¯(·) of Problem (MF-LQ).
Theorem 4.1. Under (H4)–(H5). For any (t, x) ∈ D given, u¯(·) ∈ U [t, T ] is an open-loop optimal control
of Problem (MF-LQ) at (t, x) with X¯(·) being the corresponding open-loop optimal state process, if and only
if u(·) 7→ J(t, x;u(·)) is convex and (X¯(·), Y¯ (·), Z¯(·), u¯(·)) ∈ [L2
F
(Ω;C([t, T ];Rn))]2 × L2
F
(t, T ;Rn) × U [t, T ]
solves the following system (the argument s is suppressed):
(4.10)

dX¯ =
(
AX¯ + A¯⊤E[A˜X¯] +Bu¯+ B¯⊤E[B˜u¯] + b
)
ds
+
(
CX¯ + C¯⊤E[C˜X¯] +Du¯+ D¯⊤E[D˜u¯] + σ
)
dW, s ∈ [t, T ],
dY¯ = −
(
A⊤Y¯ + A˜⊤E[A¯Y¯ ] + C⊤Z¯ + C˜⊤E[C¯Z¯] +QX¯ + Q˜⊤E[Q¯X¯] + Q¯⊤E[Q˜X¯ ]
+Q˜⊤E[Q̂]E[Q˜X¯] + S⊤u¯+ S¯⊤E[R˜u¯] + Q˜⊤E[S˜⊤u¯] + Q˜⊤E[Ŝ]E[R˜u¯] + q
)
ds
+Z¯dW, s ∈ [t, T ],
X¯(t) = x,
Y¯ (T ) = GX¯(T ) + G˜⊤E[G¯X¯(T )] + G¯⊤E[G˜X¯(T )] + G˜⊤E[Ĝ]E[G˜X¯(T )] + g0 + G˜
⊤
E[g¯],
Ru¯+ R˜⊤E[R¯u¯] +
(
R¯⊤ + R˜⊤E[R̂]
)
E[R˜u¯] +B⊤Y¯ + B˜⊤E[B¯Y¯ ] +D⊤Z¯ + D˜⊤E[D¯Z¯]
+SX¯ + R˜⊤E[S¯X¯] + S˜E[Q˜X¯] + R˜⊤E[Ŝ]E[Q˜X¯] + ρ = 0, s ∈ [t, T ].
Moreover, if (H3) holds true, then the above system (4.10) admits a unique solution, and Problem (MF-LQ)
admits a unique optimal open-loop control u¯(·).
Proof. By the above analysis and the calculations collected in the appendix, we know that (H4)—(H5)
imply (H1)—(H2). Then the results of theorem are obtained by applying Theorems 3.2 and 3.4, and Corollary
3.9 in Section 3.
Remark 4.2. We note that (H3) implies the existence of the inverse of operator R(·). In other
words, u¯(·) can be solved from the algebraic equation (the last two lines) in the system (4.10), in terms
of (X¯(·), Y¯ (·), Z¯(·)). Therefore, system (4.10) is a coupled mean-field FBSDE.
Assumption (H3) is in the form of operators. In order to suit mean-field problems, here we try to propose
a sufficient condition of (H3) in the form of matrices. We rewrite the cost functional as follows:
(4.11)
J(t, x;u(·)) = E
{
〈GX˜(T ), X˜(T )〉+ 2〈g, X˜(T )〉+
∫ T
t
[
〈Q(s)X(s),X(s)〉
+2〈S(s)X(s),u(s)〉+ 〈R(s)u(s),u(s)〉 + 2〈q(s),X(s)〉 + 2〈ρ(s),u(s)〉
]
ds
}
,
where, for any s ∈ [t, T ], the above used notations (introduced in Subsection 2.1) are repeated again as
X˜(T ) =
(
X(T )
E[G˜X(T )]
)
, X(s) =
(
X(s)
E[Q˜(s)X(s)]
)
, u(s) =
(
u(s)
E[R˜(s)u(s)]
)
,
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G =
(
G G¯⊤
G¯ Ĝ
)
, Q(s) =
(
Q(s) Q¯(s)⊤
Q¯(s) Q̂(s)
)
, S(s) =
(
S(s) S˜(s)
S¯(s) Ŝ(s)
)
,
R(s) =
(
R(s) R¯(s)⊤
R¯(s) R̂(s)
)
, g =
(
g0
g¯
)
, q(s) =
(
q0(s)
q¯(s)
)
, ρ(s) =
(
ρ0(s)
ρ¯(s)
)
.
We introduce the following condition:
(4.12) G > 0,
(
Q(·) S(·)⊤
S(·) R(·)
)
> 0, R > δ
(
I 0
0 0
)
.
Corollary 4.3. Condition (4.12) implies Assumption (H3). Then under (H4)—(H5) and (4.12), all the
results of Theorem 4.1 hold true.
Proof. We only need to show (4.12) implies Assumption (H3). Firstly, for any ξ ∈ L2(Ω;Rn),
E〈Gξ, ξ〉 = E〈Gξ + G˜⊤E[G¯ξ] + G¯⊤E[G˜ξ] + G˜⊤E[Ĝ]E[G˜ξ], ξ〉
= E〈Gξ, ξ〉 + 2E〈G¯ξ,E[G˜ξ]〉+ E〈ĜE[G˜ξ],E[G˜ξ]〉 = E〈Gξ˜, ξ˜〉 > 0,
where ξ˜
⊤
≡ (ξ⊤, (E[G˜ξ])⊤).
Secondly, for any s ∈ [t, T ], any ξ ∈ L2
Fs
(Ω;Rn), any η ∈ L2
Fs
(Ω;Rm), we have (the argument s is
suppressed for simplicity):
E
〈(
Q S∗
S R
)(
ξ
η
)
,
(
ξ
η
)〉
= E〈Qξ, ξ〉 + 2E〈Sξ, η〉+ E〈Rη, η〉
=
{
E〈Qξ, ξ〉+ 2E〈Q¯ξ,E[Q˜ξ]〉+ E〈Q̂E[Q˜ξ],E[Q˜ξ]〉
}
+2
{
E〈Sξ, η〉+ E〈S¯ξ,E[R˜η]〉+ E〈S˜E[Q˜ξ], η〉+ E〈ŜE[Q˜ξ],E[R˜η]〉
}
+
{
E〈Rη, η〉+ 2E〈R¯η,E[R˜η]〉+ E〈R̂E[R˜η],E[R˜η]〉
}
= E〈Qξ, ξ〉+ 2E〈Sξ, η〉+ E〈Rη, η〉 = E
〈(
Q S⊤
S R
)(
ξ
η
)
,
(
ξ
η
)〉
> 0,
where ξ⊤ ≡ (ξ⊤, (E[Q˜ξ])⊤) and η⊤ ≡ (η⊤, (E[R˜η])⊤).
Thirdly, for any s ∈ [t, T ], any η ∈ L2
Fs
(Ω;Rm),
E〈Rη, η〉 − δE|η|2 = E〈Rη, η〉 − δE
〈(
I 0
0 0
)
η, η
〉
= E
〈[
R− δ
(
I 0
0 0
)]
η, η
〉
> 0.
Example 4.4. Let the state process X(·) be one-dimensional, and the terminal cost be
J(t, x;u(·)) = Var (X(T )).
In the form of operators, J(t, x;u(·)) = E
[(
GX(T )
)
X(T )
]
, where
Gξ = ξ − E[ξ], ∀ ξ ∈ L2(Ω;R).
It is easy to check that G ∈ S
(
L2(Ω;R)
)
and G > 0. However, when we try to rewrite J(t, x;u(·)) in the
form of matrices, we find it admits many representations. For example, one representation is
J(t, x;u(·)) = E
[(
X(T )− E[X(T )]
)2]
= E
[
X(T )2 − 2X(T )E[X(T )] +
(
E[X(T )]
)2]
= E
[〈(
1 −1
−1 1
)(
X(T )
E[X(T )]
)
,
(
X(T )
E[X(T )]
)〉]
= E[〈G1X˜(T ), X˜(T )〉].
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We verify that G1 > 0. Another representation is given by
J(t, x;u(·)) = E[X(T )2]−
(
E[X(T )]
)2
= E
[
X(T )2 −
(
E[X(T )]
)2]
= E
[〈(
1 0
0 −1
)(
X(T )
E[X(T )]
)
,
(
X(T )
E[X(T )]
)〉]
= E[〈G2X˜(T ), X˜(T )〉].
Obviously, G2 is not positive semidefinite.
Remark 4.5. Along the way of the above example, we can have the following comprehension: a group
of operators satisfying (H3) may be represented by many groups of matrices, and it is possible that some
groups of representation matrices do not satisfy (4.12). This is the reason that we would like to keep (H3)
(instead of (4.12)) in Theorem 4.1. Moreover, this comprehension suggests that there are some advantages
to introduce the framework of operators in the study of mean-field problems.
Next, we try to characterize the optimal control u¯(·) by the solution of a Fredholm type integral equation
of the second kind.
Proposition 4.6. Let (H4)–(H5) and (4.12) hold. Then for any given (t, x) ∈ D , Problem (MF-LQ)
admits a unique open-loop optimal control u¯(·). Let (X¯(·), Y¯ (·), Z¯(·)) be the corresponding adapted solution
to the FBSDE (4.10), and let
θ˜(s, ω) = −R(s, ω)−1
(
B(s, ω)⊤Y¯ (s, ω) + B˜(s, ω)⊤E[B¯(s)Y¯ (s)] +D(s, ω)⊤Z¯(s, ω)
+D˜(s, ω)⊤E[D¯(s)Z¯(s)] + S(s, ω)X¯(s, ω) + R˜(s, ω)⊤E[S¯(s)X¯(s)]
+S˜(s, ω)E[Q˜(s)X¯(s)] + R˜(s, ω)⊤E[Ŝ(s)]E[Q˜(s)X¯(s)] + ρ(s, ω)
)
, ω ∈ Ω, s ∈ [t, T ],
Γ(s, ω, ω′) = −R(s, ω)−1
[
R˜(s, ω)⊤R¯(s, ω′) +
(
R¯(s, ω)⊤ + R˜(s, ω)⊤E[R̂(s)]
)
R˜(s, ω′)
]
,
ω, ω′ ∈ Ω, s ∈ [t, T ].
Then the following integral equation
(4.13) u(s, ω) = θ˜(s, ω) +
∫
Ω
Γ(s, ω, ω′)u(s, ω′)dP(ω′), ω ∈ Ω, s ∈ [t, T ],
admits a unique solution which is the open-loop optimal control u¯(·). Moreover,
(4.14) u¯(s, ω) = θ˜(s, ω) +
∫
Ω
Φ(s, ω, ω′)θ˜(s, ω′)dP(ω′), (s, ω) ∈ [t, T ]× Ω,
with Φ(s, ω, ω′) being the unique solution to the following equation:
(4.15) Φ(s, ω, ω′) = Γ(s, ω, ω′) +
∫
Ω
Γ(s, ω, ω¯)Φ(s, ω¯, ω′)dP(ω¯), (s, ω, ω′) ∈ [t, T ]× Ω× Ω,
Proof. Note that
E〈Ru, u〉 = E
〈(
R R¯⊤
R¯ R̂
)(
u
E[R˜u]
)
,
(
u
E[R˜u]
)〉
> δE|u|2.
Thus, R is invertible. This means that for any v ∈ U [t, T ],
Ru = v
admits a unique solution u ∈ U [t, T ].
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We now write the equality (in (4.10)) which u¯(·) satisfies more carefully as follows:
(4.16) R(t)u(t) + R˜(t)⊤E[R¯(t)u(t)] +
(
R¯(t)⊤ + R˜(t)⊤E[R̂(t)]
)
E[R˜(t)u(t)] = θ(t),
with
θ(t) = −
(
B(t)⊤Y¯ (t) + B˜(t)⊤E[B¯(t)Y¯ (t)] +D(t)⊤Z¯(t) + D˜(t)⊤E[D¯(t)Z¯(t)] + S(t)X¯(t)
+R˜(t)⊤E[S¯(t)X¯(t)] + S˜(t)E[Q˜(t)X¯(t)] + R˜(t)⊤E[Ŝ(t)]E[Q˜(t)X¯(t)] + ρ(t)
)
.
Note that (4.16) is indeed a Fredholm type integral equation of the second kind:
R(t, ω)u(t, ω)+
∫
Ω
[
R˜(t, ω)⊤R¯(t, ω′)+
(
R¯(t, ω)⊤+R˜(t, ω)⊤E[R̂(t)]
)
R˜(t, ω′)
]
u(t, ω′)dP(ω′) = θ(t, ω),
which can be rewritten into the following standard form of Fredholm integral equation of the second kind:
(4.17) u(t, ω) = θ˜(t, ω) +
∫
Ω
Γ(t, ω, ω′)u(t, ω′)dP(ω′), ω ∈ Ω, t ∈ [0, T ].
where  θ˜(t, ω) = R(t, ω)
−1θ(t, ω),
Γ(t, ω, ω′) = −R(t, ω)−1
[
R˜(t, ω)⊤R¯(t, ω′) +
(
R¯(t, ω)⊤ + R˜(t, ω)⊤E[R̂(t)]
)
R˜(t, ω′)
]
.
Our assumption has guaranteed the well-posedness of the above equation. If we define Φ(t, ω, ω′) to be the
unique solution to the equation (4.15), and let u¯(·) be defined by (4.14). Then∫
Ω
Γ(s, ω, ω′)u¯(s, ω′)dP(ω′) =
∫
Ω
Γ(s, ω, ω′)
[
θ˜(s, ω′) +
∫
Ω
Φ(s, ω′, ω¯)θ˜(s, ω¯)dP(ω¯)
]
dP(ω′)
=
∫
Ω
Γ(s, ω, ω′)θ˜(s, ω′)dP(ω′) +
∫
Ω
[ ∫
Ω
Γ(s, ω, ω′)Φ(s, ω′, ω¯)dP(ω′)
]
θ˜(s, ω¯)dP(ω¯)
=
∫
Ω
Γ(s, ω, ω′)θ˜(s, ω′)dP(ω′) +
∫
Ω
[
Φ(s, ω, ω′)− Γ(s, ω, ω′)
]
θ˜(s, ω′)dP(ω′)
=
∫
Ω
Φ(s, ω, ω′)θ˜(s, ω′)dP(ω′) = u¯(s, ω)− θ˜(s, ω).
Thus, u¯(·) defined by (4.14) is the solution to the integral equation (4.13).
4.1 A generalized mean-variance portfolio selection problem
In Example 4.4, the variance of a random variable is involved in the cost functional. In this subsection, we
shall investigate a generalized mean-variance portfolio selection problem arising from mathematical finance,
where the cost functional is an extended version of the one in Example 4.4.
Let us consider a Black-Scholes market model consisting of one risk-free asset (a bank account or a bond)
with interest rate r(·) and one risky asset (a stock) with appreciation rate µ(·) and volatility σ(·). We
assume that r(·), µ(·) and σ(·) are nonnegative, F-progressively measurable, bounded stochastic processes.
Moreover, there exists a constant ε > 0 such that σ(s) ≥ ε, for all s ∈ [t, T ]. Under the self-financing
assumption, by a standard argument, the wealth process X(·) of an agent evolves according to the following
FSDE:
(4.18)
 dX(s) =
[
r(s)X(s) + θ(s)pi(s)
]
ds+ pi(s)dW (s), s ∈ [t, T ],
X(t) = x,
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where x ∈ L2
Ft
(Ω;R) is the initial endowment, θ(·) = σ(·)−1(µ(·)− r(·)) is the risk premium, pi(·) = σ(·)pi(·)
and pi(·) is the dollar amount invested in the stock. pi(·) ∈ U [t, T ] = L2
F
(t, T ;R) is called a portfolio which is
the control process of the agent.
Let β be a given bounded FT -measurable random variable, and there exists a constant ε > 0 such that
β ≥ ε. The cost functional is given by
(4.19) J(t, x;pi(·)) = E
[
β
(
X(T )− E[X(T )]
)2]
− 2E[X(T )], pi(·) ∈ U [t, T ].
Particularly, when β > 0 is a constant, then the cost functional is reduced to
J(t, x;pi(·)) = βVar
(
X(T )
)
− 2E[X(T )], pi(·) ∈ U [t, T ],
which is a classical mean-variance cost functional studied by many researchers (see [2, 6, 28] for example).
Due to this, for the general case, we call (4.19) a generalized mean-variance cost functional.
We pose the following generalized mean-variance portfolio selection problem.
Problem (GMV). For any given (t, x) ∈ D , find a portfolio p¯i(·) ∈ U [t, T ] such that
(4.20) J(t, x; p¯i(·)) = inf
pi(·)∈U [t,T ]
J(t, x;pi(·)).
In the above p¯i(·) is called an optimal portfolio of Problem (GMV), and the corresponding optimal wealth
process X(·; t, x, p¯i(·)) is denoted by X¯(·).
Similar to Example 4.4, we introduce an operator G0 ∈ S
(
L2(Ω;R)
)
:
(4.21) G0ξ = βξ − βE[ξ] − E[βξ] + E[β]E[ξ], ∀ ξ ∈ L
2(Ω;R),
as well as an FT -measurable random variable g0 ≡ −1. Then the generalized mean-variance cost functional
is rewritten as J(t, x;pi(·)) = E
[(
G0X(T )
)
X(T ) + 2g0X(T )
]
. For any ξ ∈ L2(Ω;R),
E
[(
G0ξ
)
ξ
]
= E
{
βξ2 − βE[ξ]ξ − E[βξ]ξ + E[β]E[ξ]ξ
}
= E
{
βξ2 − 2βE[ξ]ξ + β
(
E[ξ]
)2}
= E
{
β
(
ξ − E[ξ]
)2}
≥ 0,
i.e., G0 ≥ 0. However, due to the vanishing of the control weight, the cost functional defined by (4.19) does
not satisfy Assumption (H3). Then the conclusions in the paper cannot be used directly to solve Problem
(GMV). Next, we try to use the equivalent cost functional method introduced in [37, 18] to overcome the
difficulty.
It is easy to see that X(·)− E[X(·)] satisfies the following FSDE (suppressing s):
(4.22)
 d
(
X − E[X ]
)
=
(
rX − E[rX ] + θpi − E[θpi]
)
ds+ pidW, s ∈ [t, T ],
X(t)− E[X(t)] = x− E[x].
Let H(·) be a deterministic differential function which will be determined later. By applying Itoˆ’s formula
to H(·)(X(·) − E[X(·)])2, we have
d
{
H(X − E[X ])2
}
=
{
H ′X2 − 2H ′E[X ]X +H ′E[X ]E[X ] + 2HrX2 − 2HE[rX ]X − 2HrE[X ]X + 2HE[X ]E[rX ]
+ 2HθXpi − 2HXE[θpi]− 2HE[X ]θpi + 2HE[X ]E[θpi] +Hpi2
}
ds+ 2H
(
X − E[X ]
)
pidW.
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Then,
(4.23)
−H(t)E
[(
x− E[x]
)2]
= −H(T )E
[(
X(T )− E[X(T )]
)2]
+
∫ T
t
E
{(
H ′X −H ′E[X ] + 2rHX −HE[rX ]−HrE[X ]
)
X
+ 2Hθ
(
X − E[X ]
)
pi +Hpi2
}
ds.
We notice that, the left hand side of the above is a constant which is independent of the portfolio pi(·), and
the right hand side is in a quadratic form of X(·) and pi(·). Now we add the constant −H(t)E[(x − E[x])2]
on the original cost functional J(t, x; ·) to get an equivalent one (in the sense of evaluating portfolios pi(·)):
(4.24)
JH(t, x;pi(·)) = J(t, x;pi(·)) −H(t)E
[(
x− E[x]
)2]
= E
[(
β −H(T )
)(
X(T )− E[X(T )]
)2]
− 2E[X(T )]
+
∫ T
t
E
{(
H ′X −H ′E[X ] + 2rHX −HE[rX ]−HrE[X ]
)
X
+ 2Hθ
(
X − E[X ]
)
pi +Hpi2
}
ds.
For the equivalent cost functional JH(t, x; ·), we hope to find a suitable differential function H(·) such that
Assumption (H3) is satisfied. If in this case, due to the equivalence between J(t, x; ·) and JH(t, x; ·), we can
use JH(t, x; ·) instead of J(t, x; ·). For this aim, we introduce the following operators:
(4.25)

Gξ =
(
β −H(T )
)
ξ −
(
β −H(T )
)
E[ξ]− E
[(
β −H(T )
)
ξ
]
+ E
[
β −H(T )
]
E[ξ], ξ ∈ L2(Ω;R),
Qξ = H ′ξ −H ′E[ξ] + 2rHξ −HE[rξ] −HrE[ξ], ξ ∈ L2Fs(Ω;R), s ∈ [t, T ],
Sξ = Hθ
(
ξ − E[ξ]
)
, ξ ∈ L2Fs(Ω;R), s ∈ [t, T ],
Rη = Hη, η ∈ L2Fs(Ω;R), s ∈ [t, T ].
We also define g ≡ −1. Then, (4.24) can be rewritten as
(4.26) JH(t, x;pi(·)) = E
[
GX(T ) ·X(T ) + 2g ·X(T ) +
∫ T
t
(
QX ·X + 2SX · pi +Rpi · pi
)
ds
]
.
Consequently, we have
(4.27) S∗η = H
(
θη − E[θη]
)
, η ∈ L2Fs(Ω;R), s ∈ [t, T ].
For any s ∈ [t, T ], any ξ ∈ L2
Fs
(Ω;R), we calculate
(4.28)
E
[(
Q− S∗R−1S
)
ξ · ξ
]
= H ′E
[(
ξ − E[ξ]
)
ξ
]
+HE
[
(2r − θ2)
(
ξ − E[ξ]
)
ξ
]
−HE
[
θ2
(
ξ − E[ξ]
)]
E[ξ]
= E
[(
H ′ +H(2r − θ2)
)(
ξ − E[ξ]
)2]
+HE
[
(2r − 2θ2)
(
ξ − E[ξ]
)]
E[ξ].
We introduce the following assumption.
(H6). The process r(·) − θ(·)2 is deterministic.
Under Assumption (H6),
(4.29) E
[(
Q− S∗R−1S
)
ξ · ξ
]
= E
[(
H ′ +H(2r − θ2)
)(
ξ − E[ξ]
)2]
.
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Now, we give a sufficient condition of (H3) as follows.
(4.30)

(i). H(T ) ≤ β,
(ii). H(s) > 0, s ∈ [t, T ],
(iii). H ′(s) +H(s)
(
2r(s)− θ(s)2
)
≥ 0, s ∈ [t, T ].
Since r(·) and θ(·) are bounded, then there exists a constant K > 0 such that |2r(s) − θ(s)2| ≤ K for all
s ∈ [t, T ]. We define
(4.31) H(s) = εe−K(T−s), s ∈ [t, T ].
It is easy to verify that H(·) defined above satisfies all the requirements in (4.30).
Proposition 4.7. Under Assumption (H6), Problem (GMV) admits a unique optimal portfolio p¯i(·) ∈
U [t, T ], where (X(·), p¯i(·), Y¯ (·)) ∈ L2
F
(Ω;C([t, T ];R))× U [t, T ]× L2
F
(Ω;C([t, T ];R)) is the unique solution to
the following FBSDE:
(4.32)

dX¯(s) =
[
r(s)X¯(s) + θ(s)p¯i(s)
]
ds+ p¯i(s)dW (s), s ∈ [t, T ],
dY¯ (s) = −r(s)Y¯ (s)ds− θ(s)Y¯ (s)dW (s), s ∈ [t, T ],
X¯(t) = x, Y¯ (T ) = βX¯(T )− βE[X¯(T )]− E[βX(T )] + E[β]E[X¯(T )]− 1.
We notice that FBSDE (4.32) is not in the classical form.
Proof. Firstly, under Assumption (H6), for the optimal control problem (4.18) and (4.24), Assumptions
(H3)—(H5) are satisfied. Then Theorem 4.1 works to ensure that, the optimal control problem (4.18) and
(4.24) admits a unique optimal control p˜i(·) ∈ U [t, T ], where (X˜(·), p˜i(·), Y˜ (·), Z˜(·)) ∈ L2
F
(Ω;C([t, T ];R)) ×
U [t, T ]× L2
F
(Ω;C([t, T ];R))× L2
F
(t, T ;R) is the unique solution to the following system:
(4.33)

Hp˜i + θY˜ + Z˜ +Hθ
(
X˜ − E[X˜ ]
)
= 0, s ∈ [t, T ],
dX˜ =
[
rX˜ + θp˜i
]
ds+ p˜idW, s ∈ [t, T ],
dY˜ = −
{
rY˜ +H ′X˜ −H ′E[X˜] + 2rHX˜ −HE[rX˜ ]−HrE[X˜ ]
+Hθp˜i −HE[θp˜i]
}
ds+ Z˜dW, s ∈ [t, T ],
X˜(t) = x,
Y˜ (T ) =
(
β −H(T )
)
X˜(T )−
(
β −H(T )
)
E[X˜(T )]− E
[(
β −H(T )
)
X˜(T )
]
+ E
[
β −H(T )
]
E[X˜(T )]− 1.
Since the cost functionals JH(t, x; ·) and J(t, x; ·) are equivalent, then p¯i(·) = p˜i(·) is also the unique optimal
portfolio for Problem (GMV). Consequently, X¯(·) = X˜(·) is the corresponding optimal wealth process.
Secondly, by Theorem 3.2, the optimal pair (X¯(·), p¯i(·)) of Problem (GMV) as well as the corresponding
pair of adjoint processes (Y¯ (·), Z¯(·)) ∈ L2
F
(Ω;C([t, T ];R))× L2
F
(t, T ;R) satisfies the following system:
(4.34)

θ(s)Y¯ (s) + Z¯(s) = 0, s ∈ [t, T ],
dX¯(s) =
[
r(s)X¯(s) + θ(s)p¯i(s)
]
ds+ p¯i(s)dW (s), s ∈ [t, T ],
dY¯ (s) = −r(s)Y¯ (s)ds+ Z¯(s)dW (s), s ∈ [t, T ],
X¯(t) = x, Y¯ (T ) = βX¯(T )− βE[X¯(T )]− E[βX(T )] + E[β]E[X¯(T )]− 1.
Moreover, we can verify that there exists a relationship between systems (4.33) and (4.34):
(4.35) X˜ = X¯, p˜i = p¯i, Y˜ = Y¯ −H
(
X¯ − E[X¯ ]
)
, Z˜ = Z¯ −Hp¯i, s ∈ [t, T ].
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We notice that the above transformation is invertible, which implies the uniqueness of (4.34). Now we have
proved that system (4.34) admits a unique solution.
Finally, by substituting Z¯(·) = −θ(·)Y¯ (·) into the forward and backward SDEs of (4.34), we complete
the proof.
Remark 4.8. As the same as the classical stochastic LQ problems with matrix coefficients, (H3) is
regarded as a regular (or standard) assumption. But the (generalized) mean-variance portfolio selection
problem is a typical example in the non-regular case. In the analysis of this subsection, we introduced
Assumption (H6). We hope we can get rid of it in our future research.
5 Conclusion
It is the mean-field LQ Problem (MF-LQ) that inspires us to study the LQ optimal control problem with op-
erator coefficients (i.e., Problem (OLQ)). As we known, (4.7)–(4.8) is a new form of mean-field LQ problems.
Besides, all the coefficients are allowed to be random in our study. As a start, we only study the open-loop
case. The closed-loop case of the control problems, as well as differential games are under our investigation.
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6 Appendix.
We collect some detailed computations of Section 4 below. Recall that
(6.1)

Gξ = Gξ + G˜⊤E[G¯ξ] + G¯⊤E[G˜ξ] + G˜⊤E[Ĝ]E[G˜ξ], ξ ∈ L2(Ω;Rn),
Q(s)ξ = Q(s)ξ + Q˜(s)⊤E[Q¯(s)ξ] + Q¯(s)⊤E[Q˜(s)ξ] + Q˜(s)⊤E[Q̂(s)]E[Q˜(s)ξ], ξ ∈ L2Fs(Ω;R
n),
S(s)ξ = S(s)ξ + R˜(s)⊤E[S¯(s)ξ] + S˜(s)⊤E[Q˜(s)ξ] + R˜(s)⊤E[Ŝ(s)]E[Q˜(s)ξ], ξ ∈ L2Fs(Ω;R
n),
R(s)η = R(s)η + R˜(s)⊤E[R¯(s)η] + R¯(s)⊤E[R˜(s)η] + R˜(s)⊤E[R̂(s)]E[R˜(s)η], η ∈ L2Fs(Ω;R
m),
g = g0 + G˜
⊤
E[g¯], q(s) = q0(s) + Q˜(s)
⊤
E[q¯(s)], ρ(s) = ρ0(s) + R˜(s)
⊤
E[ρ¯(s)].
Then
‖Gξ‖2 6 ‖Gξ‖2 + ‖G˜
⊤
E[G¯ξ]‖2 + ‖G¯
⊤
E[G˜ξ]‖2 + ‖G˜
⊤
E[Ĝ]E[G˜ξ]‖2
6
(
E|Gξ|2
) 1
2
+
(
E
[∑
k>1
|G¯k|
(
E|G˜k|
2
) 1
2 ‖ξ‖2
]2) 1
2
+
(
E
[∑
k>1
|G˜k|
(
E|G¯k|
2
) 1
2 ‖ξ‖2
]2) 1
2
+
(
E
[ ∑
i,j>1
|G˜i||EĜij |
(
E|G˜j |
2
) 1
2 ‖ξ‖2
]2) 1
2
6
{
esssup
ω∈Ω
|G(ω)|+
(∑
k>1
E|G¯k|
2
) 1
2
(∑
k>1
E|G˜k|
2
) 1
2
+
(∑
k>1
E|G˜k|
2
) 1
2
(∑
k>1
E|G¯k|
2
) 1
2
+
(∑
i>1
E|G˜i|
2
) 1
2
(∑
i>1
[∑
j>1
|EĜij |
(
E|G˜j |
2
) 1
2
]2) 1
2
}
‖ξ‖2
6
{
esssup
ω∈Ω
|G(ω)|+
∑
k>1
E|G¯k|
2 +
∑
k>1
E|G˜k|
2 +
( ∑
i,j>1
|EĜij |
2
) 1
2
(∑
k>1
E|G˜k|
2
)}
‖ξ‖2.
This implies that
‖G‖ 6 esssup
ω∈Ω
|G(ω)|+
∑
k>1
E|G¯k|
2 +
∑
k>1
E|G˜k|
2 +
( ∑
i,j>1
|EĜij |
2
) 1
2
(∑
k>1
E|G˜k|
2
)
.
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With the same idea, we have
‖Q(s)ξ‖2 6 ‖Q(s)ξ‖2 + ‖Q˜(s)
⊤
E[Q¯(s)ξ]‖2 + ‖Q¯(s)
⊤
E[Q˜(s)ξ]‖2 + ‖Q˜(s)
⊤
E[Q̂(s)]E[Q˜(s)ξ]‖2
=
(
E|Q(s)ξ|2
) 1
2
+
(
E
∣∣∑
k>1
Q˜k(s)
⊤
E[Q¯k(s)ξ]
∣∣2) 12 + (E∣∣∑
k>1
Q¯k(s)
⊤
E[Q˜k(s)ξ]
∣∣2) 12
+
(
E
∣∣ ∑
i,j>1
Q˜i(s)
⊤
E[Q̂ij(s)]E[Q˜j(s)ξ]
∣∣2) 12
6 esssup
ω∈Ω
|Q(s, ω)|‖ξ‖2 +
[
E
(∑
k>1
|Q˜k(s)|
(
E|Q¯k(s)|
2
) 1
2 ‖ξ‖2
)2] 1
2
+
[
E
(∑
k>1
|Q¯k(s)|
(
E|Q˜k(s)|
2
) 1
2 ‖ξ‖2
)2] 1
2
+
{
E
[(∑
i>1
|Q˜i(s)|
2
)∑
i>1
(∑
j>1
|EQ̂ij(s)|
∣∣E[Q˜j(s)ξ]∣∣)2]} 12
6
{
esssup
ω∈Ω
|Q(s, ω)|+ 2
(∑
k>1
E|Q˜k(s)|
2
) 1
2
(∑
k>1
E|Q¯k(s)|
2
) 1
2
+
(∑
i>1
E|Q˜i(s)|
2
) 1
2
[∑
i>1
(∑
j>1
|EQ̂ij(s)|
(
E|Q˜j(s)|
2
) 1
2
)2] 1
2
}
‖ξ‖2
6
{
esssup
ω∈Ω
|Q(s, ω)|+
∑
k>1
E|Q˜k(s)|
2 +
∑
k>1
E|Q¯k(s)|
2 +
( ∑
i,j>1
|EQ̂ij(s)|
2
) 1
2
(∑
k>1
E|Q˜k(s)|
2
)}
‖ξ‖2,
which leads to
‖Q(s)‖ 6 esssup
ω∈Ω
|Q(s, ω)|+
∑
k>1
E|Q˜k(s)|
2 +
∑
k>1
E|Q¯k(s)|
2 +
( ∑
i,j>1
|EQ̂ij(s)|
2
) 1
2
(∑
k>1
E|Q˜k(s)|
2
)
.
Next,
‖R(s)η‖2 6 ‖R(s)η‖2 + ‖R˜(s)
⊤
E[R¯(s)η]‖2 + ‖R¯(s)
⊤
E[R˜(s)η]‖2 + ‖R˜(s)
⊤
E[R̂(s)]E[R˜(s)η]‖2
=
(
E|R(s)ξ|2
) 1
2
+
(
E
∣∣∑
k>1
R˜k(s)
⊤
E[R¯k(s)η]
∣∣2) 12 + (E∣∣∑
k>1
R¯k(s)
⊤
E[R˜k(s)η]
∣∣2) 12
+
(
E
∣∣ ∑
i,j>1
R˜i(s)
⊤
E[R̂ij(s)]E[R˜j(s)η]
∣∣2) 12
6 esssup
ω∈Ω
|R(s, ω)|‖η‖2 +
[
E
(∑
k>1
|R˜k(s)|
(
E|R¯k(s)|
2
) 1
2 ‖η‖2
)2] 1
2
+
[
E
(∑
k>1
|R¯k(s)|
(
E|R˜k(s)|
2
) 1
2 ‖η‖2
)2] 1
2
+
{
E
[(∑
i>1
|R˜i(s)|
2
)∑
i>1
(∑
j>1
|ER̂ij(s)|
∣∣E[R˜j(s)η]∣∣)2]} 12
6
{
esssup
ω∈Ω
|R(s, ω)|+ 2
(∑
k>1
E|R˜k(s)|
2
) 1
2
(∑
k>1
E|R¯k(s)|
2
) 1
2
+
(∑
i>1
E|R˜i(s)|
2
) 1
2
[∑
i>1
(∑
j>1
|ER̂ij(s)|
(
E|R˜j(s)|
2
) 1
2
)2] 1
2
}
‖η‖2
6
{
esssup
ω∈Ω
|R(s, ω)|+
∑
k>1
E|R˜k(s)|
2 +
∑
k>1
E|R¯k(s)|
2 +
( ∑
i,j>1
|ER̂ij(s)|
2
) 1
2
(∑
k>1
E|R˜k(s)|
2
)}
‖η‖2,
which leads to
‖R(s)‖ 6 esssup
ω∈Ω
|R(s, ω)|+
∑
k>1
E|R˜k(s)|
2 +
∑
k>1
E|R¯k(s)|
2 +
( ∑
i,j>1
|ER̂ij(s)|
2
) 1
2
(∑
k>1
E|R˜k(s)|
2
)
.
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Further,
‖S(s)ξ‖2 6 ‖S(s)ξ‖2 + ‖R˜(s)
⊤
E[S¯(s)ξ]‖2 + ‖S˜(s)
⊤
E[Q˜(s)ξ]‖2 + ‖R˜(s)
⊤
E[Ŝ(s)]E[Q˜(s)ξ]‖2
=
(
E|S(s)ξ|2
) 1
2
+
(
E
∣∣∑
k>1
R˜k(s)
⊤
E[S¯k(s)ξ]
∣∣2) 12 + (E∣∣∑
k>1
S˜k(s)
⊤
E[Q˜k(s)ξ]
∣∣2) 12
+
(
E
∣∣ ∑
i,j>1
R˜i(s)
⊤
E[Ŝij(s)]E[Q˜j(s)ξ]
∣∣2) 12
6 esssup
ω∈Ω
|S(s, ω)|‖ξ‖2 +
[
E
(∑
k>1
|R˜k(s)|
(
E|S¯k(s)|
2
) 1
2 ‖ξ‖2
)2] 1
2
+
[
E
(∑
k>1
|S˜k(s)|
(
E|Q˜k(s)|
2
) 1
2 ‖ξ‖2
)2] 1
2
+
{
E
[(∑
i>1
|R˜i(s)|
2
)∑
i>1
(∑
j>1
|EŜij(s)|
∣∣E[Q˜j(s)ξ]∣∣)2]} 12
6
{
esssup
ω∈Ω
|S(s, ω)|+
(∑
k>1
E|R˜k(s)|
2
) 1
2
(∑
k>1
E|S¯k(s)|
2
) 1
2
+
(∑
k>1
E|S˜k(s)|
2
) 1
2
(∑
k>1
E|Q˜k(s)|
2
) 1
2
+
(∑
i>1
E|R˜i(s)|
2
) 1
2
[∑
i>1
(∑
j>1
|EŜij(s)|
(
E|Q˜j(s)|
2
) 1
2
)2] 1
2
}
‖ξ‖2
6
{
esssup
ω∈Ω
|S(s, ω)|+
∑
k>1
E|R˜k(s)|
2 +
∑
k>1
E|S¯k(s)|
2 +
∑
k>1
E|S˜k(s)|
2 +
∑
k>1
E|Q˜k(s)|
2
+
( ∑
i,j>1
∣∣EŜij(s)∣∣2) 12(∑
k>1
E|R˜k(s)|
2
) 1
2
(∑
k>1
E|Q˜k(s)|
2
) 1
2
}
‖ξ‖2,
which leads to
‖S(s)‖ 6 esssup
ω∈Ω
|S(s, ω)|+
∑
k>1
E|R˜k(s)|
2 +
∑
k>1
E|S¯k(s)|
2 +
∑
k>1
E|S˜k(s)|
2 +
∑
k>1
E|Q˜k(s)|
2
+
( ∑
i,j>1
∣∣EŜij(s)∣∣2) 12(∑
k>1
E|R˜k(s)|
2
) 1
2
(∑
k>1
E|Q˜k(s)|
2
) 1
2
.
Finally,
‖g‖2 6 ‖g0‖2 + ‖G˜
⊤
E[g¯]‖2 = ‖g0‖2 +
[
E
∣∣∣∑
k>1
G˜⊤k E[g¯k]
∣∣∣2] 12
6 ‖g0‖2 +
(∑
k>1
E|G˜k|
2
) 1
2
(∑
k>1
|Eg¯k|
2
) 1
2
6 ‖g0‖2 +
∑
k>1
E|G˜k|
2 +
∑
k>1
∣∣Eg¯k∣∣2;
∥∥∥ ∫ T
0
|q(s)|ds
∥∥∥
2
6
∥∥∥ ∫ T
0
|q0(s)|ds
∥∥∥
2
+
∫ T
0
‖Q˜(s)⊤E[q¯(s)]‖2ds
=
∥∥∥ ∫ T
0
|q0(s)|ds
∥∥∥
2
+
∫ T
0
[
E
∣∣∣∑
k>1
Q˜k(s)
⊤
E[q¯k(s)]
∣∣∣2] 12 ds
6
∥∥∥ ∫ T
0
|q0(s)|ds
∥∥∥
2
+
∫ T
0
(∑
k>1
E|Q˜k(s)|
2
) 1
2
(∑
k>1
|Eq¯k(s)|
2
) 1
2
ds
6
∥∥∥ ∫ T
0
|q0(s)|ds
∥∥∥
2
+
∫ T
0
(∑
k>1
E|Q˜k(s)|
2
)
ds+
∫ T
0
(∑
k>1
|Eq¯k(s)|
2
)
ds;
‖ρ(s)‖2 6 ‖ρ0(s)‖2 + ‖R˜(s)
⊤
E[ρ¯(s)]‖2 = ‖ρ0(s)‖2 +
[
E
∣∣∣∑
k>1
R˜k(s)
⊤
E[ρ¯k(s)]
∣∣∣2] 12
6 ‖ρ0(s)‖2 +
(∑
k>1
E|R˜k(s)|
2
) 1
2
(∑
k>1
|Eρ¯k(s)|
2
) 1
2
6 ‖ρ0(s)‖2 +
∑
k>1
E|R˜k(s)|
2 +
∑
k>1
∣∣Eρ¯k(s)∣∣2.
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