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PARTIAL DIFFERENTIAL EQUATIONS ARISING FROM FROBENIUS
DETERMINANTS
AHMED SEBBAR AND OUMAR WONE
Abstract. We study the geometry and partial differential equations arising from the
consideration of Frobenius determinants, also called-group-determinants.
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1. Introduction
The solution of a partial differential equation may often be obtained in a very conve-
nient form by the consideration of definite integrals: thus for instance, the solution of the
equation
∂2V
∂x2
=
∂V
∂t
which reduces to f(x) when t = 0 is given by
(1.1) V =
1√
π
∫ +∞
−∞
f(x+ 2u
√
t)e−u
2
du.
Many important equations of mathematical physics have their solutions which can be
expressed as definite integrals. For instance Whittaker in [26] gave the complete solution
of the three dimensional Laplace’s equation in the form of a definite integral. The origin
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of integral transforms can be traced back to Radon in 1917. He studied transforms of
functions f : R2 → R with decay conditions at infinity. More precisely to L ⊂ R2, an
oriented line, one associates
φ(L) :=
∫
L
f.
Remark that there exists an inversion formula for the Radon transform, see [10, 21]. The
next important study of integral transforms is due to F. John in 1938 [10, 14]. He was
interested in integral transforms of functions f : R3 → R (satisfying appropriate conditions
which make the integrals well-defined). He defined, for L an oriented line, the transform
φ(L) :=
∫
L
f
or again
φ(α1, α2, β1, β2) =
∫ +∞
−∞
f(α1s+ β1, α2s+ β2, s)ds.
The space of oriented lines in R3 is four dimensional and 3 < 4 so one excepts a condition
on φ. Indeed if we differentiate under the integral sign we get the ultrahyperbolic wave
equation
∂2φ
∂α1∂β2
=
∂2φ
∂α2∂β1
.
Changing coordinates α1 = x+ y, α2 = t+ z, β1 = t− z, β2 = x− y, the ultrahyperbolic
wave equation becomes
∂2φ
∂x2
+
∂2φ
∂z2
− ∂
2φ
∂y2
− ∂
2φ
∂t2
= 0.
Finally in 1967, R. Penrose [20] introduced the twistor transform in order to find solutions
of the wave equation in Minkowski space. More precisely the solutions of the equation
∂2φ
∂t2
=
∂2φ
∂x2
+
∂2φ
∂y2
+
∂2φ
∂z2
are expressed in the form
φ(x, y, z, t) =
∫
Γ⊂CP1
f((z + t) + (x+ iy)λ, (x− iy)− (z − t)λ, λ)dλ.
Here Γ ⊂ CP1 is a closed contour and the function f is holomorphic on CP1 except for
some number of poles.
Therefore the problem of giving integral representations of solutions to constant coeffi-
cients differential equations is an interesting problem. In this direction one can remind the
famous Ehrenpreis-Malgrange-Palamodov theorem (see [2]) beside the above cited work of
Penrose, F. John, Whittaker and the work of Bateman [1].
Recently [18, 8], the results given by Whittaker have been generalized (by using cohomo-
logical methods, but with no integral representation) for the partial differential equation
Dfφ := f
(
∂
∂x0
, . . . ,
∂
∂xn
)
φ(x0, . . . , xn) = 0
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arising from the consideration of a polynomial f (x0, . . . , xn) , n ≥ 2. In the paper [8],
a full description of the holomorphic functions in the kernel of Df is given by using an
approach based on the twistor transform.
In this paper we give an integral representation for an element of the kernel of Dfφ =
f
(
∂
∂x1
, . . . ,
∂
∂xd
)
φ(x1, . . . , xd), when f(x1, x2, . . . , xd) is homogeneous of degree n > 2
and with d > 4. Our approach is based on the use of classical algebraic geometry. See
Section 2
The main theme of this paper is the study of the partial differential operators arising
from Frobenius determinants and more generally for Frobenius determinants. Let G be a
finite group of order ♯G = n and Xg a set of independent variables indexed by the elements
of the group G. Then we define the Frobenius matrix asM = (Xgh−1)g,h and the Frobenius
determinant as
Θ(G)((Xg)g∈G) = det(Xgh−1).
This determinant is a homogeneous polynomial in the variables Xg of degree n. Moreover it
has important factorization properties, see Theorem 4.1 and Theorem 4.8. If we now replace
the variables Xg by the appropriate partial differential symbols ∂g =
∂
∂Xg
, Θ(G) becomes a
partial differential operator Θ(G)((∂g)g∈G) in the symbols ∂g and the factorization property
of Θ(G) gives a factorization of Θ(G)((∂g)g∈G). This enables us, see Section 4, to find
holomorphic functions in the kernel of Θ(G)((∂g)g∈G). On the other hand it is possible via
the twistor correspondence, see Section 3, to find the solutions of the partial differential
equation
Θ(G)((∂g)g∈G)φ = 0.
We study the interplay between the two approaches.
Also in section Section 4 be study the Eigenvalue problem of operators arising from
Frobenius determinants in the case of finite groups and establish links with "new types" of
Bessel functions (which are E-functions) and "new types" of Bessel differential equations.
Moreover in Subsection 4.3 we study polynomials which generalize the Gegenbauer and
Bessel polynomials.
Finally in Section 5 we study the structure of the linear algebraic group consisting of
Frobenius matrices, for a fixed group G, and which are invertible. We also establish links
between Frobenius determinants and Almost-Frobenius structures as well as Knizhnik-
Zamolodchikov connections.
2. The kernel of the partial differential operator F
(
∂
∂x1
, ∂
∂x2
, . . . , ∂
∂xd
)
In this section we prove that one can always represent an element of the kernel of
F
(
∂
∂x1
, ∂
∂x2
, . . . , ∂
∂xd
)
by means of a definite integral. Before doing so we need some pre-
liminaries.
Let X ⊂ CPd a projective variety with vanishing ideal I(X) ⊂ C[z0, . . . , zd]. For
m > 1, we denote by I(X)m the m-th homogeneous part I(X) ∩ C[z0, . . . , zd]m of I(X),
where is the subset of homogeneous polynomials of degree m in C[z0, . . . , zd]. Since I(X)
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is a homogeneous ideal, the homogeneous coordinate ring S(X) is a graded ring with
decomposition
S(X) =
⊕
m>0
S(X)m
where S(X)m = C[z0, . . . , zd]/I(X)m. Each homogeneous part I(X)m is a linear subspace
of the
(
d+m
d
)
dimensional C-vector space C[z0, . . . , zd]m. The dimension of I(X)m is
the number of independent hypersurfaces of degree m containing X.
If X ⊂ CPd is a hypersurface given by some irreducible homogeneous polynomial F of
degree n. The m-th homogeneous part I(X)m then consists of all polynomials of degree
m divisible by F . So we can identify I(X)m with C[z0, . . . , zd]m−n for m > n. So that
dim(I(X)m) =
(
m− n+ d
d
)
.
Let us introduce the following theorem of Serret [23, p. 99-100]
Theorem 2.1 (Serret). Consider p = [a0, a1, . . . , ad] a point of CPd and associate to it the
linear form lp(z0, z1, . . . , zd) = a0z0 + a1z1 + . . . anzd. Then the necessary and sufficient
condition that any given curve Cr, of given degree r, which passes through q − 1 of a set
of q given points of CPd should pass through them all, is that there should be a linear
relation (or syzygy) connecting the rth powers of the linear forms (or by abuse of language,
tangential equation) associated to each given point.
Proof. The proof is similar to the case d = 2. See [23, p. 99-100]. 
Corollary 2.2. When q =
(
m+ d
d
)
Serret’s theorem gives the necessary and sufficient
condition that q points should lie on a curve of degree m.
Proof. Indeed there always exists a curve of degree m which passes through any q − 1 =(
m+ d
d
)
−1 given points of the fixed smooth curve C. So if there is linear relation between
the mth powers of the linear terms associated to the q points, then necessarily all the q
points lie on a curve of degree m. The converse is the necessity statement of Serret’s
theorem. 
Theorem 2.3. If [ξ1, ξ2, . . . , ξd] are the coordinates of a point on the smooth projective
hypersuface X of equation F (ξ1, ξ2, . . . , ξd) = 0 and of degree n > 2, expressed as functions
of a uniformizing parameters t1, t2, . . . , td−1, then any solution of the equation
(2.1) F
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xd
)
φ(x1, x2, . . . , xd) = 0, d > 4
on a sufficiently small open set can be put in the form
(2.2) V =
∫
Φ(ξ1x1 + ξ2x2 + . . . + ξdxd, t1, t2, . . . , td−1)dt1dt2 . . . dtd−1,
for a suitable region of integration.
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Proof. To prove this we choose for origin a point in the vicinity of which V is a holomorphic
function of x1, x2, . . . , xd: we can expand V as a power series in x1, x2, . . . , xd converging
absolutely and uniformly within a certain region.
Operating on this series with F
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xd
)
and equating to zero the coeffi-
cients of the various powers: we have when m > n (we look at the homogeneous part of
F
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xd
)
V of degree m)(
m− n+ (d− 1)
d− 1
)
relations among the coefficients of the homogeneous parts of degree m as the action of
F
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xd
)
on V (x1, x2, . . . , xd) will leave a polynomial of degree m− n and(
m− n+ (d− 1)
d− 1
)
represents the dimension of the space of homogeneous polynomials of
degree m− n in d variables. But when m < n no such relations, because the operation of
F on the homogeneous parts of V (x1, x2, . . . , xd) of degree m ∧ n will kill them entirely.
We recall that the dimension of the space of homogeneous polynomials of degree m in
d variables is
(
m+ (d− 1)
(d− 1)
)
. Therefore the terms of order m are a linear combination of
M1 =
(
m+ (d− 1)
(d− 1)
)
−
(
m− n+ (d− 1)
d− 1
)
,
linearly independent elements when m > n; and of
(
m+ (d− 1)
d− 1
)
independent terms
when m < n.
In order to express the terms of order m in the form (2.2) in the case m > n we proceed
as follows. Take M1 arbitrary points on the hypersurface F (ξ1, ξ2, . . . , ξn) = 0; then the
corresponding quantities (ξ1x1+ξ2x2+ . . .+ξdxd)
m will in general be linearly independent.
For, if not, there would be a linear relation between them; let it be
(2.3)
M1∑
1
λi(ξ
i
1x1 + ξ
i
2x2 + . . .+ ξ
i
dxd)
m = 0.
Leaving out one of the points, say (ξ11 , ξ
1
2 , . . . , ξ
1
n), we can draw a curve of the m-th order
f(ξ1, ξ2, . . . , ξn) = 0 through the remainder and not vanishing identically on X. Indeed
with the notations introduced above we have
dim(I(X)m) =
(
m− n+ d− 1
d− 1
)
and this number is positive for d > 4 and m > n. This quantity is the dimension of the
space of hypersurfaces of degree m containing X. Since we are considering M1 − 1 points
of X, the codimension of the space of forms of degree m in the variables z1, z2, . . . , zd in
the space of forms of degree m in those variables and vanishing on X is at most M1−1. So
the dimension of the space of forms of degree m in the d variables z1, z2, . . . , zd and passing
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through theM1−1 points is at least dimC[z1, z2, . . . , zd]m−M1+1 =
(
m− n+ (d− 1)
d− 1
)
+
1. So there is at least one non-zero homogeneous polynomial f , of degree m in the d
variables vanishing on the chosen M1 − 1 points but not vanishing entirely on X.
We now operate on the equation (2.3) with f
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xd
)
. Then the terms
corresponding to the points disappear on account of the relation
(2.4) f
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xd
)
(ξ1x1 + ξ2x2 + . . .+ ξdxd)
m = m!f(ξ1, ξ2, . . . , ξd)
and we are left with the equation
(2.5) λ1f(ξ
1
1 , ξ
1
2 , . . . , ξ
1
d) = 0.
Therefore either f(ξ11 , ξ
1
2 , . . . , ξ
1
d) = 0, in which case all the points lie on a hypersurface of
the m-th degree and they would not have been chosen arbitrarily; or λ1 = 0. But λ1 can
be taken to be anyone of the coefficients; hence all the coefficients are zero and the syzygy
or linear relation (2.3) does not exist.
Thus we have M1 independent solutions (or tangential equation) of the equation
F (ξ1, ξ2, . . . , ξd) = 0;
therefore (ξl1x1 + ξ
l
2x2 + . . . + ξ
l
dxd)
m (tangential equation associated to the given point[
ξl1, ξ
l
2, . . . , ξ
l
d
]
of the hypersurface F (ξ1, ξ2, . . . , ξd) = 0), being a solution of the equation,
can be expressed as a linear combination of these solutions: in other words, there exists a
linear relation between the m-th powers of the tangential equations of any M1 + 1 points
on the hypersurface, unless all but one of them lie on a hypersurface of the m-th degree,
in which case the syzygy does not contain a point corresponding to the last point.
Similarly, when m < n we may take
(
m+ (d− 1)
d− 1
)
points on the hypersurface which
do not lie on a hypersurface of the mth degree. This is possible by Corollary 2.2 and the
fact that m < n.
Having so chosen the
(
m+ (d− 1)
d− 1
)
points on X we observe that the corresponding
tangential equations are linearly independent. This follows from the fact that one can
always draw a hypersurface of degree m through any
(
m+ (d− 1)
d− 1
)
− 1 given points on
X and from Serret’s theorem.
Again we have the corresponding theorem that when m < n there is a linear relation
between the mth powers of the tangential equations of any
(
m+ (d− 1)
d− 1
)
+ 1 points on
the curve, with the
(
m+ (d− 1)
d− 1
)
points we started with included and which satisfy the
equation (2.1) (from the theorem of Serret).
So the conclusion of what we have said so far is that we can find a basis of the space of
homogeneous polynomials which satisfy (2.1) in the form (ξi1x1 + ξ
i
2x2 + . . .+ ξ
i
dxd)
m, 1
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i 6 r for r well-chosen points on X with r = M1 in case m > n and r =
(
m+ (d− 1)
d− 1
)
when m < n.
Let us take the two cases together, and denote by r the number of independent solutions,
we see that
(2.6) (ξ1x1 + ξ2x2 + . . . + ξdxd)
m =
r∑
1
(ξi1x1 + ξ
i
2x2 + . . . + ξ
i
dxd)
mµi
is a solution of the pde (2.1) with [ξ1, ξ2, . . . , ξd] ∈ X, expressed as a function of the
uniformizing parameters t1, t2, . . . , td−1.
Indeed when m < n then F
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xd
)
(ξ1x1 + ξ2x2 + . . . + ξdxd)
m = 0 for
degree reasons. And in case m > n we have
F
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xd
)
(ξi1x1 + ξ
i
2x2 + . . .+ ξ
i
dxd)
m
= F (ξi1, ξ
i
2, . . . , ξ
i
d)(ξ
i
1x1 + ξ
i
2x2 + . . .+ ξ
i
dxd)
m−n.
(2.7)
Let us take the µi as above; we remark that for some (t
i
1, t
i
2, . . . , t
i
d−1), we must have
(ξ1x1 + ξ2x2 + . . . + ξdxd)
m = (ξi1x1 + ξ
i
2x2 + . . . + ξ
i
dxd)
m. This implies that the µi are
linearly independent as functions of t1, t2, . . . , td because otherwise we would have a syzygy
between the linear forms of any r points on the hypersurface and (ξ1x1+ξ2x2+. . .+ξdxd)
m
would be expressible as a linear combination of the tangential equations of r− 1 points on
the curve and this is not possible.
We have
∫
(ξ1x1 + ξ2x2 + . . .+ ξdxd)
mfs(t1, t2, . . . td−1)dt1dt2 . . . dtd−1
=
r∑
1
(ξi1x1 + ξ
i
2x2 + . . . + ξ
i
dxd)
m
∫
µifs(t1, t2, . . . td−1)dt1dt2 . . . dtd−1
(2.8)
and the vectors (θs,i)16i6r := (
∫
µifs(t1, t2, . . . td−1)dt1dt2 . . . dtd−1)16i6r, s = 1, . . . , r
will, in general, be linearly independent.
For example choosing r linearly independent meromorphic functions fs the determinant
of the quantities θs,i will not, in general be zero; accordingly we may choose r constants
λj , so that the expressions
(2.9) λ1θ1,i + λ2θ2,i + . . . + λrθr,i (i = 1, 2, . . . , r)
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take any r assigned values p1,. . .,pr, and we have∫
(ξ1x1 + ξ2x2 + . . .+ ξdxd)
m
r∑
1
λsfs(t1, t2, . . . , td−1)dt1dt2 . . . dtd−1
=
r∑
1
pi(ξ
i
1x1 + ξ
i
2x2 + . . . + ξ
i
dxd)
m.
(2.10)
But any homogeneous part of the mth order can be expressed in the form
(2.11)
r∑
1
pi(ξ
i
1x1 + ξ
i
2x2 + . . . + ξ
i
dxd)
m,
and can therefore be put in the form
(2.12)
∫
(ξ1x1 + ξ2x2 + . . .+ ξdxd)
mg(t1, t2, . . . , td−1)dt1dt2 . . . dtd−1.
This being done for all values of m, our series for V takes the required form
(2.13) V =
∫
Φ(ξ1x1 + ξ2x2 + . . . + ξdxd, t1, t2, . . . , td−1)dt1dt2 . . . dtd−1.

3. Twistor theory
Let f(z0, z1, · · · , zn) be a complex polynomial of degree k > 1 in the indicated variables
with n > 1. We want to find the solutions of
(3.1) Dfφ := f
(
∂
∂z0
, . . . ,
∂
∂zn
)
φ(z0, . . . , zn) = 0.
Roughly speaking we will see that there is a twistor space Z, a vector spaceHn−1(Z,O(−n−
1 + k)) of Dolbeault cohomology classes and an isomorphism
(3.2) T : Hn−1(Z,O(−n − 1 + k))→ kerDf
when f is an homogeneous polynomial.
We make some preparations in order to explain the notation. We remind that the
complex projective space CPn is the set of all lines through the origin in C
n+1: it is the
set of all [z], z ∈ Cn+1-{0} with
[z] := [z0, z1, . . . , zn] = {λz, λ ∈ C×}.
It is a compact complex manifold with a covering family of charts given by the open sets
Ui where the i-th homogeneous coordinate is non-zero.
Ui → Cn
[z0, z1, . . . , zn] 7→
(
z0
zi
, . . . ,
zi−1
zi
,
zi+1
zi
, . . . ,
zn
zi
)
.
Let H be the tautological line bundle over CPn whose fibre over a point [z] ∈ CPn is just
the line [z]. More precisely
(3.3) H = {([z] , w), w = λz, λ ∈ C×} ⊂ CPn × Cn+1.
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The projection map is
([z] , w) 7→ [z] .
We define local sections ψi : Ui → H for each i = 0, . . . , n by
Ui → H
ψi([z]) =
(
[z] ,
(
z0
zi
, . . . ,
zi−1
zi
, 1,
zi+1
zi
, . . . ,
zn
zi
))
.
(3.4)
Note that ψi is H-valued because(
z0
zi
, . . . ,
zi−1
zi
, 1,
zi+1
zi
, . . . ,
zn
zi
)
=
1
zi
(z0, z1, . . . , zn) .
From the definition of the ψi we have
ψi([z]) =
zj
zi
ψj([z])
and hence the transition functions of H are
gij =
zj
zi
.
We set O(−1) := H. For p > 0 we define O (p) =
p⊗
1
H⋆, with H⋆ the line bundle dual to
H. We also define O (p) =
−p⊗
1
H, for p < 0 and O(0) as the trivial line bundle on CPn.
For a given sheaf ζ on CPn, we denote by H
p(CPn, ζ) its p-th cohomology group p > 0.
The dimension of the vector space Hp(CPn, ζ) (which is finite by Hodge theory) is noted
hp(CPn, ζ). We have the following formulas of Bott [19, p. 4]
(3.5) hq(CPn,O(k)) =

(
k + n
k
)
, k > 0, q = 0( −k − 1
−k − 1− n
)
, q = n, k 6 −n− 1
0 otherwise.
We have [13, p. 165]
Symd((Cn+1)⋆) ≃ H0(CPn,O(d))
here Symd((Cn+1)⋆) is the space of homogeneous polynomials of degree d in the variables
z0, . . . , zn.
Given f(zα) a polynomial of degree k > 1, with zα the coordinates on a complex
vector space V of dimension n+1, we write Df for the corresponding differential operator
on V ⋆. Let us now designate by f˜(zα, t), (zα, t) ∈ (V ⊕ C), the homogenization of the
polynomial f(zα). This means that if f = fk + fk−1 + . . . + f0 (homogeneous bits) then
f˜ = fk + fk−1t + . . . + fkt
k. Let D˜f be the differential operator corresponding to f˜ on
CP ⋆N , N = n + 1, the projective space associated to the vector space V
⋆ ⊕ C. Embed
V ⋆ →֒ CP ⋆N by zα 7→ [zα, 1] as usual and write I for the hyperplane ’at infinity’. I may
also considered by projective duality as a point of CPN . Let Z = {f˜ = 0} − I.
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We have the following twistor transform [8], [7, p. 154]
(3.6) T : Hn(CPN − I,O(−n − 1 + k)) ≃−→ H0(CP ⋆N − I,O(−k − 1)).
We recall the exact sequence of sheaves on CPN − I
(3.7) 0 −−−−→ O(−k) −−−−→ OCPN−I −−−−→ OZ −−−−→ 0.
Making the tensor product of the sequence (3.7) with the locally free sheaf O(−n− 1 + k)
and using the Bott’s formulas alongside the twistor transform (3.6), we get (by the long
exact sequence in cohomology) the exact sequence
0→ Hn−1(Z,O(−n − 1 + k))→ H0(CP ⋆N − I,O(−1))
D˜f−−→ H0(CP ⋆N − I,O(−k − 1))→ 0
It remains to identify the differential operator D˜f under the trivialization of O(1) on
V ⋆ = CP ⋆N−I given by p(zα) 7→ sp(zα/s) where (zα, s) are coordinates for V ⋆⊕C. Remark
that this induces the trivialization p(zα) 7→ s−1p(zα/s) of O(−1). Thus one finds [8] that
D˜f is given in local coordinates by
Dfk −Dfk−1(χ+ 1) +Dfk−2p2(χ) + . . .+ (−1)kDf0pk(χ)
where Dfi is the differential associated to the i-th homogeneous part of f , χ is the Euler
operator
∑
zα∂/∂zα and pk is a constant coefficient one variable polynomial of degree k.
In particular for f = fk homogenous of degree k we have
Hn−1(Z,O(−n − 1 + k)) ≃ {Kernel of Df}
4. Partial differential equations defined by Frobenius determinants
4.1. "The kernels" of the PDEs arising from Frobenius determinants. Let G be
a finite group of order ♯(G) = n and Xg a set of independent variables indexed by the
elements of the group G. Then we define the group determinant or Frobenius determinant
as
Θ(G)((Xg)g∈G) = det(Xgh−1).
Theorem 4.1 (Dedekind, Frobenius, [4]). Let G be a finite abelian group. Then
Θ(G)((Xg)g∈G) := det(Xgh−1) =
∏
χ∈Ĝ
(
∑
g∈G
χ(g)Xg)
where Ĝ is the character group of G, i.e. the group of homomorphisms from G→ C×.
Example 4.2. Let G = Z/nZ then the group determinant reduces to the circulant deter-
minant defined as
Θ(Z/nZ)(X1, . . . ,Xn) =
∣∣∣∣∣∣∣∣∣
X0 X1 X2 . . . Xn−1
Xn−1 X0 X1 . . . Xn−2
...
...
...
...
...
X1 X2 X3 . . . X0
∣∣∣∣∣∣∣∣∣ =
∏
ω∈C, ωn=1
(
n−1∑
0
ωkXk).
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Now in the example let us replace the independent variables Xi by ∂i :=
∂
∂xi
, i =
0, . . . , n− 1. We obtain
(4.1) Θ(Z/nZ)(∂0, . . . , ∂n−1) =
∏
ω∈C, ωn=1
(
n−1∑
0
ωk∂k)
Let V be the Vandermonde matrix constructed from the n-th roots of unity ω0, . . . , ωn−1
and let
(4.2) t(uω0 , . . . , uωn−1) := V
−1 ×t (X0, . . . ,Xn−1).
Then because of the non-vanishing of the Vandermonde determinant constructed with the
roots of unity ωi, the uω are independent variables. We now consider the equation
(4.3) Θ(Z/nZ)(∂0, . . . , ∂n−1)w = 0.
It is an equation with integer coefficient. From the factorization property of the differential
operator Θ(Z/nZ)(∂0, . . . , ∂n−1), we have by making use of the change of variables
t(uω0 , . . . , uωn−1)
(4.4) Θ(Z/nZ)(∂0, . . . , ∂n−1)w = 0 ⇐⇒
n−1∏
i=0
∂uωiw = 0.
Let ω0, ω1, . . . , ωn−1 be the n roots of ω
n = 1. Then the general solution to the partial
differential equation Θ(Z/nZ)(∂0, . . . , ∂n−1)w = 0 is given by
(4.5)
n−1∑
0
gωi(uω0 , uω1 , . . . , ûωi , . . . , uωn−1),
with gωi ∈ H0(C,O) for every ωi and ûωi means that we omit the corresponding variable.
Lemma 4.3. Let (α0, . . . , αn−1) ∈ Cn such that Θ(Z/nZ)(α0, . . . , αn−1) = 0 and f ∈
H0(C,O). Then f(α0x0 + . . .+ αn−1xn−1) is annihilated by Θ(Z/nZ)(∂0, . . . , ∂n−1).
Proof. This follows from the chain rule and the definition of Θ(Z/nZ)(∂0, . . . , ∂n−1). 
Let us now generalize some of our results in this section to the case of an arbitrary finite
abelian group G. We need some preliminary results.
Lemma 4.4. For g ∈ G, g 6= e there exists χ ∈ Ĝ with χ(g) 6= 1.
We remark that Ĝ is a group under point-wise multiplication of characters. Moreover
its cardinal is ♯G.
Lemma 4.5 (Pontryagin duality). Let G be a finite abelian group. The homomorphism
G→ ̂̂G associating to g the function «evaluate at g»(g 7→ (χ 7→ χ(g))) is an isomorphism.
Lemma 4.6. If G is a finite abelian group and Gˆ is its set of characters. Then for
g ∈ G, g 6= e ∑
χ∈Ĝ
χ(g) = 0.
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Lemma 4.7. Let G be a finite abelian group and Ĝ its set of characters. Then the deter-
minant of the matrix
M = (χ(g)), (χ, g) ∈ (Ĝ×G)
is non zero.
Proof. This follows from the consideration of the group algebra C[G] which admits the two
bases (g)g∈G and (
∑
g∈G
χ(g)g)
χ∈Ĝ
. 
We recall that from Theorem 4.1 we have the following factorization property for the
group determinant Θ(G) of an arbitrary finite abelian group
Θ(G)((Xg)g∈G) := det(Xgh−1) =
∏
χ∈Ĝ
(
∑
g∈G
χ(g)Xg).
Let g ∈ G. To g ∈ G we associate the partial derivative ∂g = ∂
∂xg
. We consider the
evaluation of Θ(G) on (∂g)g∈G and the associated partial differential equation
(4.6) Θ(G)((∂g)g∈G)w = 0.
From Lemma 4.7 it follows that we can introduce the following independent variables∑
χ∈Ĝ
χ(g)vχ := Xg, g ∈ G.
Hence equation (4.6) is equivalent to
(4.7)
∏
χ∈Ĝ
∂vχw = 0,
the solution of which is immediate to find. Likewise the Lemma 4.3 immediately generalizes
to the case of an arbitrary finite abelian group G.
We now consider the general case of the partial differential equation defined the Frobe-
nius determinant when the finite group G is non-abelian of order n ≥ 3. That is we consider
the equation
(4.8) Θ(G)((∂g)g∈G)w = 0,
where the notation ∂g is defined analogously as in equation (4.6). First of all similarly to
Theorem 4.1 we have
Theorem 4.8 (Frobenius, [4, 5]). Let G be a finite non-abelian group of order n ≥ 3. Let
s be the number of its conjugacy classes. Then the group determinant Θ(G)((Xg)g∈G) as
a polynomial in the variables (Xg)g∈G admits the following factorization
Θ(G)((Xg)g∈G) =
s∏
i=1
Φfii .
In this expression each Φi is an irreducible polynomial in the variables (Xg)g∈G of degree
fi and fi|n. Moreover
∑n
i=1 f
2
i = n.
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Now, because the variables (Xg)g∈G are independent, the partial derivatives (∂g)g∈G
commute. Therefore the evaluations of the Φi on these partial derivatives also commute.
Thus to give a solution of the equation (4.8), it suffices to find a function in the kernel of
any of the operators
Φi((∂g)g∈G).
As each of the Φi is an irreducible homogeneous polynomial, we can use the Theorem 2.3
to find holomorphic functions in the kernel of the partial differential operator
Φi((∂g)g∈G)
associated to every Φi. Besides using what we explained in Section 3, the twistor cor-
respondence given in Section 3 helps to find holomorphic functions in the kernel of the
operator Θ(G)((∂g)g∈G). Thus
Theorem 4.9. Given a non-abelian finite group G of order n ≥ 6 with Frobenius deter-
minant Θ(G) and associated partial differential operator
Θ(G)((∂g)g∈G),
one can find holomorphic functions in its kernel by using twistor theory or by using Theo-
rem 2.3.
Example 4.10. We study the Frobenius determinant of the symmetric group S3. We
relate it to the ultrahyperbolic equation of John and to the classical Gauss hypergeometric
function. We enumerate the elements of S3 as follows:
π1 = (1), π2 = (123), π3 = (132), π4 = (23), π5 = (13), π6 = (12).
Set Xi = Xπi . Then Dedekind calculated
Θ(S3) = Φ1Φ2Φ
2
3,
where
Φ1(X1, . . . ,X6) = X1 +X2 +X3 +X4 +X5 +X6,
Φ2(X1, . . . ,X6) = X1 +X2 +X3 −X4 −X5 −X6,
Φ3(X1, . . . ,X6) = X
2
1 +X
2
2 +X
2
3 −X24 −X25 −X26 −X1X2 −X1X3 −X2X3
+X4X5 +X4X6 +X5X6.
Using the invertible change of variables
u = X1 +X2 +X3
v = X4 +X5 +X6
u1 = X1 + ωX2 + ω
2X3
v1 = X4 + ωX5 + ω
2X6
u2 = X1 + ω
2X2 + ωX3
v2 = X4 + ω
2X5 + ωX6,
where ω is a primitive third root of unity, we write the factorization of Θ(S3) as
Θ(S3) = (u+ v)(u− v)(u1u2 − v1v2)2.
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Let us set now α1 = u1, β2 = u2, β1 = v1 and α2 = v2. Then we have
Θ(S3) = (u+ v)(u − v)(α1β2 − β1α2)2.
The associated differential operator is
(∂u + ∂v)(∂u + ∂v)(∂α1∂β2 − ∂α2∂β1)2,
as previously explained. We look for real solutions. It suffices to know a solution of some
factor of the operator. The main point of the discussion is that all solutions of
∂α1∂β2 − ∂α2∂β1 = 0
are known explicitly ([10, p. 48]). They are given by the John’s transforms of functions
belonging to the Schwartz space S(R3), which is defined by
(4.9) ψ(α1, α2, β1, β2) =
∫ +∞
−∞
f(α1x3 + β1, α2x3 + β2, x3)dx3, f ∈ S(R3).
Moreover it is shown in [10, p. 46] that the Gauss hypergeometric function can be expressed
as a John’s transform. Indeed one can define the John transform (4.9) whenever the integral
involved makes sense. In particular, the John transform ψλ of the following function on
R3 is well-defined:
fλ(x1, x2, x3) = (x1)
λ1−1
+ (x2)
λ2−1
+ (x3)
λ3−1
+ ,
where tλ+ = t
λ if t ∨ 0 and zero for t ∧ 0. For Re(λ) ∨ 0 the function tλ+ is defined as a
classical function and it extends to a distribution in t. Restricting to the domain on which
αi ∧ 0 ∧ βi, i = 1, 2 and setting x3 = −β2
α2
t we get
ψλ(α1, α2, β1, β2) = β
λ1−1
1 β
λ2+λ3−1
2 |α2|−α3
∫ 1
0
(1− xt)λ1−1+ (1− t)λ2−1tλ3−1,
where x =
α1β2
α2β1
. Compare now this expression with the well-known representation of the
Gauss hypergeometric function F (a, b, c;x) for |x| ∧ 1 as the Euler-integral
F (a, b, c;x) =
Γ (c)
Γ(b)Γ(b− c)
∫ 1
0
tb−1(1− t)c−b−1(1− xt)−adt;
this integral converges for Re (c) ∨ Re(b) ∨ 0, and for other values of b and c it must be
treated as the analytic continuation with respect to b and c. Finally one gets [10, p. 46]
F (a, b, c;x) =
Γ (c)
Γ(b)Γ(b− c)ψλ(−x,−1, 1, 1) 0 ∧ x ∧ 1,
where λ = (1−a, c−b, b). There is a nice link between the John transform and uniformiza-
tion, see [22, sect. 2] . To finish this example we remark that the operator
Ω := ∂α1∂β2 − ∂α2∂β1 = 0,
is exactly the Cayley omega operator of classical invariant theory and for f(α1, α2) ∈ S(R3)
one has
ΩPr = 0
for Pr(α1, α2, β1, β2) = (β1∂α1 + β2∂α2)
r f(α1, α2), r ∈ N×.
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4.2. Eigenvalue problem and link with transcendence theory. We investigate in
this section the eigenvalue problem for the differential operators associated to the Frobenius
determinant of a finite abelian group. We recall that this differential operator can be
factorized into
Θ(G) ((∂g)g∈G) =
∏
g∈G
∂g, ∂g =
∂
∂ug
.
We are looking for holomorphic solutions U(ug, g ∈ G) to
(4.10) Θ(G) ((∂g)g∈G)U =
∏
g∈G
∂gU = λU, λ ∈ C×.
We remark that by an elementary change of variables, the equation (4.10) is equivalent to
the equation
(4.11) Θ(G) ((∂g)g∈G)U =
∏
g∈G
∂gU = U.
Let k = ♯G. For ease of notation we identify (ug)g∈G with (ui)16i6k. Let now f be
an holomorphic function on Ck, depending on the variables ζ1, ζ2, . . . , ζk. We denote by
ζ
(0)
1 , ζ
(0)
2 , . . . , ζ
(0)
k some specialization of ζ1, ζ2, . . . , ζk. We set
[f(ζ1, ζ2, . . . , ζk)]r := f(ζ1, ζ2, . . . , ζk)− f(ζ(0)1 , ζ2, . . . , ζk)− f(ζ1, ζ(0)2 , . . . , ζk)
− . . . − f(ζ1, ζ2, . . . , ζ(0)k ) + f(ζ(0)1 , ζ(0)2 , . . . , ζk) + f(ζ(0)1 , ζ2, ζ(0)3 , . . . , ζk)
+ . . . + f(ζ1, ζ2, . . . , ζ
(0)
k−1ζ
(0)
k ) + (−1)rf(ζ(0)1 , ζ(0)2 , . . . , ζ(0)r , . . . , ζk)
+ . . . + (−1)rf(ζ1, ζ2, . . . , ζk−r, ζ(0)k−r+1, . . . , ζ(0)k ), r 6 k.
(4.12)
Let x1, x2, . . . , xk k independent variables and x
(0)
1 , x
(0)
2 , . . . , x
(0)
k some specialization of
them. We denote by ϕ(h) a function of the k − 1 variables x1, x2, . . . , xh−1, xh+1, . . . , xk.
Let ϕ(1), ϕ(2), . . . ,ϕ(k) be k functions satisfying to all the following k(k − 1) conditions
(4.13) (ϕ(h))xl=x
(0)
l
= (ϕ(l))xh=x
(0)
h
, h, l = 1, 2, . . . , k.
Then the function
(4.14) u =
k∑
h=1
[
ϕ(h)(x1, x2, . . . , xh−1, xh+1, . . . , xk)
]
h−1
satisfies the conditions
(4.15) u
xi=x
(0)
i
= ϕ(i), i = 1, 2, . . . , k.
Consider now the equation
(4.16)
∂kv
∂x1∂x2 . . . ∂xk
+ v = λ(x1, x2, . . . , xk), λ ∈ H0(Ck,O).
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Here O is the sheaf of holomorphic functions on Cm, for appropriate m. If we set
u = v +
k∑
h=1
[
ϕ(h)
]
h−1
the equation (4.16) becomes
(4.17)
∂kv
∂x1∂x2 . . . ∂xk
+ v = G(x1, x2, . . . , xk)
with
G(x1, x2, . . . , xk) = λ(x1, x2, . . . , xk)−
k∑
h=1
[
ϕ(h)
]
h−1
.
Then in order to find the solution of equation (4.16) which for xi = x
(0)
i reduces to ϕ(i),
(i = 1, 2, . . . , k), it suffices to find the solution of (4.17) which vanishes for xi = x
(0)
i . We
introduce the following entire function
(4.18) Ek(z) =
∑
m>0
(−1)m
(z
k
)km
(m!)k
, k > 2.
and set
Fk(x1, x2, . . . , xk) = Ek(k k
√
x1x2 . . . xk) =
∑
m>0
(−1)mxm1 xm2 . . . xmk
(m!)k
.
One easily sees that Fk(x1, x2, . . . , xk) satisfies the equation
(4.19)
∂kv
∂x1∂x2 . . . ∂xk
+ v = 0
and takes the value 1 for xi = 0, i = 1, 2, . . . , k. Let then
Fk(x1 − α1, x2 − α2, . . . , xk − αk)
be the solution equation (4.19) which takes the value 1 when xi = αi, i = 1, 2, . . . , k. Let
us consider the function
v(x1, . . . , xk) =
∫ x1
x
(0)
1
dα1
∫ x2
x
(0)
2
dα2
. . .
∫ xk
x
(0)
k
G(α1, α2, . . . , αk)Fk(x1 − α1, x2 − α2, . . . , xk − αk)dαk.
(4.20)
We have
∂kv
∂x1∂x2 . . . ∂xk
=
∫ x1
x
(0)
1
∫ x2
x
(0)
2
. . .
∫ xk
x
(0)
k
G(α1, α2, . . . , αk)
∂kFk
∂x1∂x2 . . . ∂xk
dαk
+G(x1, x2, . . . , xk) = −v +G(x1, x2, . . . , xk)
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because Fk satisfies (4.19) and
(
∂jFk
∂xi1∂xi2 . . . ∂xij
)
|xi=αi
= 0. Thus (4.20) is the solution
of (4.17) which vanishes for
xi = x
(0)
i , i = 1, 2, . . . , k.
In conclusion if v is the function defined by equation (4.20), then the solution of the
equation (4.16) which for xi = x
(0)
i reduces to ϕ(i) for i = 1, 2, . . . , k is
u = v +
k∑
h=1
[
ϕ(h)
]
h−1
.
4.2.1. E-functions. In his study of generalizations of Bessel functions, [25] introduced a
class of linear ordinary differential operators whose set of solutions have some arithmetic
flavor. We remind that an entire function f(z) =
∑
k>0
am
m!
zm with ai ∈ Q for all i, is called
an E-function if
(1) f(z) satisfies a linear differential equation with coefficient in Q(z).
(2) Both |an| (the maximum of the absolute values of the conjugates of an) and the
common denominator den(a0, a1, . . . , an) are bounded by an exponential bound of
the form Cn, C ∨ 0 depending only on f .
Let us introduce some notations. We set
xk = x(x− 1)(x− 2) . . . (x− k + 1)
:= xk − s1,kxk−1 + s2,kxk−2 − . . . + (−1)k−1sk−1,kx.
(4.21)
Let
Ck,q =
1
q!
∆q0k.
We have
Ck,q = qCk−1,q + Ck−1,q−1.
Also
(4.22)
k∑
p=q+i
(−1)p−i−qCk,p
(
p
i
)
sp−i−q,p−i =
(
k
q
)
Ck−q,i
and
(4.23)
p∑
i=1
Cp,im
i = mp.
For ν ∈ C we introduce the expressions σh,k via the formula
(4.24)
k−1∏
i=0
(z−ν(1− ik)) := σ0,kzk+σ1,kνzk−1+σ2,kν2zk−2+ . . .+σk−1,kνk−1z+σk,kνk.
Consider now the linear differential equation
(4.25) A1,kx
ky(k) +A2,kx
k−1y(k−1) + . . .+Ak,kxy
′ + (Ak+1,k + x
k)y = 0
18 AHMED SEBBAR AND OUMAR WONE
where
(4.26)
Ar,k = σ0,kCk,k+1−r + σ1,kCk−1,k+1−rν + σ2,kCk−2,k−r+1ν
2 + . . .+ σr−1,kCk+1−r,k+−rν
r−1
for r = 1, 2, 3, . . . , k and
Ak+1,k = σk,kν
k, ν ∈ C.
Example 4.11. For k = 3 one has
A1,3 = 1, A2,3 = 6ν + 3, A3,3 = 3ν
2 + 6ν + 1, A4,3 = −10ν3.
Equation (4.25) has two singularities, a regular singularity at 0 and and an irregular
singularity at∞. In the hypothesis that the roots of the characteristic equation at 0 given
by
ν, ν(1− k), ν(1 − 2k), . . . , ν(1− (k − 1)k)
do not differ by an integer, a fundamental set of solution at zero is given by
(4.27)
Yp =
∞∑
h=0
(−1)h
(x
k
)ν(1−pk)+hk
Γ(−pν + h+ 1) . . .Γ(−ν + h+ 1)h!Γ(ν + h+ 1) . . .Γ((k − 1− p)ν + h+ 1)
for p = 0, 1, 2, . . . , k − 1. Choose p = 0 and define
(4.28) Lν,k =
∞∑
h=0
(−1)h
(x
k
)ν+hk
h!Γ(ν + h+ 1) . . . Γ((k − 1)ν + h+ 1)
and remark that when k = 2 we have the original Bessel function
Lν,2 =
∞∑
h=0
(−1)h
(x
2
)ν+2h
h!Γ(ν + h+ 1)
and that
L0,k = Ek
as defined in (4.18). The function Lν,k can be put in the following form
Lν,k =
(x
k
)ν
Γ(ν + 1)Γ(2ν + 1) . . .Γ((k − 1)ν + 1) 0Fk−1(∅, ν+1, 2ν+1, . . . , (k−1)ν+1;−
(x
k
)k
).
The function Lν,k has an arithmetic interpretation for ν a rational number such that
ν, 2ν + 1, . . . , (k − 1)ν + 1 are different from −1,−2,−3, . . .. This is because Siegel [25,
§ 9] has shown that the function 0Fk−1(∅, ν + 1, 2ν + 1, . . . , (k − 1)ν + 1;−
(x
k
)k
), for ν a
rational number such that ν, 2ν + 1, . . . , (k − 1)ν + 1 are different from −1,−2,−3, . . ., is
an E-function.
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4.3. Completely factorizable differential operators and associated polynomials.
Let (cij) be an invertible complex n × n matrix. Let P (x1, . . . , xn) be a homogeneous
polynomial of degree n which is completely factorable in the form
P (x1, . . . , xn) =
n∏
i=1
(
n∑
j=1
cijxj).
We discuss the partial differential equation
(4.29) P
(
∂
∂x1
, . . . ,
∂
∂xn
)
w = 0.
This equation can be immediately transformed to
(4.30)
∂nw
∂ξ1 . . . ∂ξn
= 0, xj =
∑
i
cijξ
i.
Denote by ξi the vector of n− 1 components obtained from (ξ1, . . . , ξn) by suppressing ξi.
The general solution of equation (4.29) is, by equation (4.30),
(4.31) u = f1(ξ1) + . . .+ fn(ξn),
where f1, . . . , fn are arbitrary functions possessing derivatives of the orders demanded by
(4.30).
Let us investigate now the polynomials associated to completely factorizable differential
operators. We shall only consider polynomials in one variable.
By (4.31), any constant multiple of log(ξ1)+ . . .+log(ξn) is a solution of (4.29). Hence,
and by the linearity of (4.29), the following are solutions
∂s
∂xs1
V (x1, . . . , xn) (s = 0, 1, 2, . . . , )
where
V (x1, . . . , xn) = logQ(x1, . . . , xn), Q(x1, . . . , xn) =
n∏
i=1
(ξi).
Without loss of generality we may assume the coefficient of the highest power of a particular
variable, at x1, to be 1. In what follows we consider V, Q as functions of x1, and indicate
this by writing V (x1), Q(x1).
From the above, the functions
Vs(x1) =
1
s !
[
∂s
∂hs
V (x1 + h)
]
s=0
(s = 0, 1, . . .)
are solutions of (4.29), and
V (x1 + h, x2, . . . , xn) =
∞∑
0
hsVs(x1, . . . , xn).
Further, we have
Q(x1 + h) =
r∑
0
hj
j !
Qj(x1),
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where r is the degree of Q(x1, . . . , xn) = Q(x1) in x1, and Qj(x1) denotes the j-th of Q with
respect to x1. The functions Vs(x1) are now reduced to polynomials in x1 by constraining
(x1, . . . , xn) to an appropriate locus in n-space.
Let j1, . . . , ja be all those values of j > 1 for which Qj(x1) is not independent of all of
x2, . . . , xn. Then the locus in question has as its equations
Q0(x1) = 1, Qjp = 0 (p = 1, . . . , a).
On this locus we have
Q(x1 + h) = 1 +
r−a−1∑
1
hsjAsj(x1) + h
r,
where the Asj are polynomials in x1 alone , and the sj are such that 1 6 sj 6 r−1, si 6= sj
for i 6= j. The Vs(x1) are now polynomials in x1 alone, say Ws(x1), and their generating
identity is
log(1 +
r−a−1∑
1
hsjAsj (x1) + h
r) =
∞∑
0
hsWs(x1).
5. Frobenius Groups, Almost-Frobenius structures,
Knizhnik-Zamolodchikov connections
5.1. Frobenius Groups. Let G be a finite group of order n ≥ 2. We recall that to
each such group and variables (ag)g∈G, we associated a matrix M = (agh−1)g,h whose
determinant is the group determinant Θ(G). Let us consider the (agh−1)g,h as complex
numbers and also the set SG of matrices of Frobenius type for a fixed group G whose
determinant is non-vanishing. Every such a matrix we shall call an invertible Frobenius
matrix associated to the finite group G. In this section we show that the set SG of invertible
Frobenius matrices is a linear reductive group when G is non-abelian, and a commutative
linear algebraic group when G is abelian.
Theorem 5.1. The set SG of invertible Frobenius matrices associated to a given finite
group G of order n, is a connected linear algebraic group. It is linear reductive when G is
non-abelian and is commutative when G is abelian. Let sG be the Lie algebra of SG. If G
is non-abelian then the derived Lie algebra s
(1)
G of sG is semi-simple.
Proof. We first show that SG is a linear algebraic group. For that we need to show that the
product of two invertible Frobenius matrices is a Frobenius matrix and also that the inverse
of a Frobenius is a Frobenius matrix. Let (ag)g∈G and (bg)g∈G two set of variables. Let
(x) = (agh−1)g,h and (y) = (bgh−1)g,h be two invertible Frobenius matrixes. We introduce
for t = uv the variable ct satisfying
(5.1) ct =
∑
u
auvv ≡
∑
v
aubv.
Taking the product of the two matrices (x) and (y) one finds
(5.2) (x)(y) = (z) = (zg,h) = (
∑
r
agr−1brh−1).
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Set rh−1 = s. Then we get
(5.3) zg,h =
∑
s
agh−1s−1bs = cgh−1 .
Hence (z) = (cgh−1)g,h. Let now (x) = (agh−1)g,h be an invertible Frobenius matrix with
determinant D(x) then it follows from [4], that the adjoint matrix of (x) is given by
A(x) =
(
1
n
∂D(x)
∂Xhg−1
)
g,h
.
We set Uw =
1
nD(x)
∂D(x)
∂Xw
. Then we have
(x)−1 = Ugh−1 .
This proves that SG is a group. Moreover by very definition of SG the rows of any element
of SG are gotten from a fixed row by a permutation. This proves that SG is a linear
algebraic group. We next prove that SG is abelian when G is abelian. With the same
notation as above, let (x) and (y) be two invertible Frobenius for G with G abelian. Then
using calculations akin to those used in equations (5.2) and (5.3), we get for the (g, h)
element of (y)(x) the following formula
(5.4) z′g,h =
∑
f
afbgh−1f−1 .
Hence when G is abelian, in accordance with equation (5.1), we have
zp,q = z
′
p,q,
i.e SG is abelian. Finally let us show that SG is reductive. This amounts to show that its
Lie algebra is reductive, because SG is linear algebraic over the field of complex numbers
which is algebraically closed. Firstly let us determine the Lie algebra sG of SG. To this
end we use the process of epsilonization. Let GL(n,C[ε]) be the general linear group with
coefficients in C[ε] = C⊕ Cε, ε2 = 0 and SG(C[ε]) the subgroup of GL(n,C[ε]) consisting
of those of its elements which satisfy the same polynomial equations as the elements of G.
Let us enumerate the elements of G by S1 = e, S2, . . . , Sn. The multiplication table of G
is given by
(5.5)

S1 S2 . . . Sk . . . Sn
S−12 S1 S1 . . . S
−1
2 Sk . . . S
−1
2 Sn
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
S−1l S1 S
−1
2 S2 . . . S
−1
l Sk . . . S
−1
l Sn
. . . . . . . . . . . . . . . . . .
S−1n S1 S
−1
n S2 . . . S
−1
n Sk . . . S1

.
22 AHMED SEBBAR AND OUMAR WONE
We let the group SG act on C
n via the following transformations
x′1 = YS1xS1 + YS2xS2 + . . . + YSkxSk + . . .+ YSnxSn
x′2 = YS−12 S1
xS1 + YS1xS2 + . . .+ YS−12 Sk
xSk + . . .+ YS−12 Sn
xSn
. . . . . . . . . . . . . . . . . . . . .
x′l = YS−1
l
S1
xS1 + YS−1
l
S2
xS2 + . . .+ YS−1
l
Sk
xSk + . . . + YS−1
l
Sn
xSn
. . . . . . . . . . . . . . . . . . . . .
x′n = YS−1
l
S1
xS1 + YS−1
l
S2
xS2 + . . .+ YS−1
l
Sk
xSk + . . . + YS−1
l
Sn
xSn
(5.6)
where (Y
S−1j Sl
)j,l is an invertible Frobenius matrix. We introduce the matrices
A1 = In
and for k ≥ 2 Ak which acts on Cn by
(5.7) Ak

xS1
xS2
...
xSn
 =

xk1
xk2
...
xkn
 , k = 2, . . . , n
where xkp = xSq if S
−1
p Sq = Sk or SpSk = Sq. A1, A2,. . ., An generate the Lie algebra sG
as a matrix Lie algebra. The coordinate ring O[SG] of SG is given by C[xS1 , . . . , xSn ,
1
det
].
With these notations we find that the differential operators acting on O[SG] and which
correspond to the generators Ak of the Lie algebra are respectively given by
XS1 = xS1
∂
∂xS1
+ xS2
∂
∂xS2
+ . . .+ xSn
∂
∂xSn
XSk = xk1
∂
∂xS1
+ xk2
∂
∂xS2
+ . . . + xkn
∂
∂xSn
, k = 2, . . . , n.
(5.8)
To simplify notation we denote XSk simply by Xk and XSkSj by Xkj . With this notation
we have
X1 = x1
∂
∂x1
+ x2
∂
∂x2
+ . . .+ xn
∂
∂xn
Xk = x1k
∂
∂x1
+ x2k
∂
∂x2
+ . . .+ xnk
∂
∂xn
, k ≥ 2.
(5.9)
Hence the Lie-bracket of any two Xk, Xl is given by
(5.10) [Xk,Xl] = Xlk −Xkl.
Let us now determine the center h of sG. To this end we consider Y =
n∑
1
esXs; then Y
commutes with every element of sg if and only if it commutes with every Xk, k = 1, . . . , n.
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This means
[Xt, Y ] =
n∑
1
es[Xt,Xs]
=
n∑
1
es(Xst −Xts)
=
n∑
1
(ept−1 − et−1p)Xp
= 0.
(5.11)
Hence, for every value of p and t,
ept−1 − et−1p = 0
or
(5.12) eq − et−1qt = 0,
for all values of q and t. Therefore Y belongs to the center h of sG if and only if those
coefficients es whose suffixes from a conjugate set, are all equal. Moreover it follows from
the previous analysis that the dimension of h is r, where r is the number of distinct
conjugate sets in G.
Let us now consider the derived Lie algebra s
(1)
G of sG, i.e. the ideal of sG generated by
the Lie brackets [Xk,Xl].
If q and t−1qt are any two conjugate operations of G, then
Xq −Xt−1qt = Xqtt−1 −Xt−1qt
= [Xt−1 ,Xqt].
(5.13)
Hence the generating operations of s
(1)
G consist of such of the operations
Xq −Xt−1qt
as are linearly independent.
Suppose that a1, . . . , as is a set of distinct conjugate operations of G. Then the s − 1
operations
Xa1 −Xa2 , Xa1 −Xa3 , . . . , Xa1 −Xas
are linearly independent, and by a linear combination of them every operation
Xap −Xaq (p, q = 1, 2, . . . , s)
can be expressed.
Hence each set of distinct conjugate operations of G gives a set, one less in number,
of linearly independent operations which must appear among the generating operations of
s
(1)
G . If then r still denotes the number of distinct sets of conjugate operations in G, s
(1)
G is
of dimension n− r. Moreover since the operation (which belongs to h)
Xa1 +Xa2 + . . .+Xas
24 AHMED SEBBAR AND OUMAR WONE
can not be represented as a linear combination of
Xa1 −Xa2 ,Xa1 −Xa3 , . . . ,Xa1 −Xas ,
we have
(5.14) sG = h⊕ s(1)G .
When G is abelian we have seen that SG is abelian hence s
(1)
G = 0. But when G is not
commutative we show that s
(1)
G is semi-simple. We also show that sG is reductive. We
give a proof of the reductivity of SG which at the same time, will enable us to show the
connectedness of SG. To this end we use the following characterization of the group algebra
C[G] of G given in [24, p. 64]
(5.15) C[G] ≃
h∏
j=1
Mnj (C),
where h is the cardinal of the set of isomorphism classes of irreducible representations of
G and nj is the degree of the isomorphism class of irreducible representation. Hence the
unit group of C[G] is isomorphic to
n∏
j=1
GL(nj ,C). Let us compute the matrix for left
multiplication in C[G] by an element
∑
g∈G
agg. Since
(∑
g
agg
)
h =
∑
g
agh−1g,
the matrix for left multiplication by
∑
agg is (agh−1). Left multiplication by
∑
agg on
the finite dimensional vector space C[G] is invertible if and only if its matrix in any basis
is invertible. Now left multiplication by
∑
agg is invertible if and only if
∑
agg is a
unit of C[G], because we have an endomorphism between finite dimensional vector spaces.
Therefore the set of invertible Frobenius matrices corresponds to the unit group of the
group algebra. As the latter group is isomorphic to
n∏
j=1
GL(nj ,C), it is a connected and
reductive linear algebraic group. We recall that reductivity of SG means that the largest
solvable ideal of sG is its center h. That is rad sG = h. This implies that s
(1)
G contains no
solvable ideal of sG, because sG is the direct sum of s
(1)
G and h, and rad sG by construction
contains all solvable ideals of sG. If then k is a solvable ideal of s
(1)
G , it is also a solvable
ideal of the Lie algebra generated by s
(1)
G and h, i.e. sG (h commutes with every operation
of sG). And we have seen that s
(1)
G contains no solvable ideal of sG. Therefore s
(1)
G contains
no solvable ideal. Thus s
(1)
G is semi-simple. 
Remark 5.2. To any complex reductive group, one can associate systems of hypergeomet-
ric type called GKZ systems. Therefore we can associate GKZ systems to the Frobenius
groups. See [11, 15].
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5.2. Almost-Frobenius structures. In this part we follow the presentation of [16] for
the relevant notions.
Definition 5.3. Let A be a C-algebra that is commutative, associative and finite dimen-
sional as a C-algebra. A trace map on A is a C-linear function I : A→ C with the property
that the map (a, b) ∈ A × A 7→ g(a, b) := I(a · b) is nondegenerate as a bilinear form. In
other words, the resulting map a 7→ g(a,−) is a C-linear isomorphism of A onto the space
A⋆ of all C-linear forms on A. The pair (A, I) is called a Frobenius algebra.
Definition 5.4. Let A be a commutative C-algebra. Then A is called semisimple if the
following equivalent conditions are fulfilled:
(1) A is the sum of its one-dimensional ideals.
(2) A is isomorphic to Cn with componentwise multiplication.
(3) In that case A is in fact the direct sum of its one-dimensional ideals.
If M is an ordinary smooth m-manifold, then a pseudometric on M is a symmetric
bilinear form on the tangent bundle TM of M (usually denoted g) which is nondegenerate.
This means that g identifies T ⋆M with the tangent bundle TM of M . As is well-known
given a pseudometric on M , there is associated to it a Levi-Civita connection on TM , i.e.,
a connection ∇ characterized by the property that if X, Y , Z are vector fields on an open
U ⊂M , then:
• Z(g(X,Y )) = g(∇ZX,Y ) + g(X,∇ZY ) (flatness of the metric tensor) and
• ∇XY −∇YX = [X,Y ] (torsion freeness of the connection).
We further recall that the curvature of such a connection is given by
R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.
It is a section of T ⋆M ⊗ T ⋆M × Hom(TM , TM ). It vanishes identically if and only if there
exists an atlas of charts (U, κ : U → Rm) with the property that g|U is the pull-back of
a pseudometric on Rm with constant coefficients. We call such a chart flat, because it
identifies the flat vector fields on U with the constant vector fields on Rm. The proof of
the existence of the Levi-Civita connection in the real setting, shows that it also exists
in the complex analytic setting. Now one takes for M a complex m-manifold, for TM
the holomorphic tangent bundle τM and for g a holomorphically varying nondegenerate
symmetric bilinear form on τM . It assigns to a pair of holomorphic vector field (X,Y ) on
the same domain a holomorphic vector field ∇XY on that domain. Its curvature vanishes
identically if and only if there exists an atlas of charts (U, κ : U → Cm) with the property
that g|U is the pull-back of a pseudometric on Cm with constant coefficients.
We now introduce the central notion of this paragraph. Let M be a complex manifold
on whose holomorphic tangent bundle τM , is given a nondegenerate symmetric bilinear
form g and a symmetric trilinear form T , both depending holomorphically on the base
point. Denote by · the product of this bundle characterized by g(X · Y,Z) = T (X,Y,Z)
(non-degenaracy). It is clear that this product is symmetric. Denote by ∇ the Levi-
Civita connection on the holomorphic tangent bundle and define a one-parameter family
of connections ∇λ on this bundle by
∇λXY := ∇XY + λX · Y, λ ∈ C.
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From the symmetry of the product we see that
∇λXY −∇λYX − [X,Y ] = 0
and so ∇λ is torsion-free. If for a local vector field X on M , µX denotes the multiplication
operator on vector fields: µX(Y ) = X · Y , then we define
R′(X,Y ) =:= [∇X , µY ]− [∇Y , µX ]− µ[X,Y ].
Proposition 5.5 ([16]). The operator R′ defined above is a tensor; it is in fact a holomor-
phic 2-form that takes values in the symmetric endomorphisms of τM : g(R
′(X,Y )Z,W ) is
antisymmetric in (X,Y ) and symmetric in (Z,W ). Moreover the following are equivalent
(1) ∇ is flat, the product is associative and the trilinear symmetric form T (X,Y,Z) is
in a flat coordinate system locally like the third derivative of a holomorphic function:
M is covered by flat charts domains U on which there exists a holomorphic function
Φ : U → C such that for any triple of flat vector fields X, Y , Z on U , we have
T (X,Y,Z) = ∇X∇Y∇ZΦ.
(2) For every λ ∈ C, the connection ∇λ is flat.
(3) ∇ is flat, the product is associative and R′ is identically zero.
Definition 5.6. A (complex) Frobenius manifold is a complex manifold M whose holo-
morphic tangent bundle τM is (fiberwise) endowed the structure of a Frobenius C-algebra
(·, I, e) such that
(1) the equivalent conditions of Proposition 5.5 are fulfilled for the associated symmet-
ric bilinear and trilinear forms g and T and
(2) the identity vector field e (globally defined) on M is flat for the Levi-civita connec-
tion of g.
Definition 5.7. A non-zero vector field E on a complex Frobenius manifold M is called
an Euler field if its local flows are conformal. More precisely, E is an Euler field of bidegree
(d0, d) (where d0 and d are in principle complex numbers) if for any local flow ht generated
by E (recall that the domain of ht is usually some open of M), ht multiplies the product
by etd0 and the trace differential by et(d+d0). When d0 = 1, we say that E is normalized.
Definition 5.8. A conformal Frobenius manifold is a Frobenius manifold endowed with a
normalized Euler vector field E. When a complex manifold satisfies all the requirements
of a conformal Frobenius manifold except the flatness of the identity vector field e, one say
that M has an almost-Frobenius structure.
We now show that there is a structure of almost-Frobenius manifold on the complement
in Cn of the hyperplanes defined by the vanishing of the Frobenius determinant in the case
of finite abelian group G of cardinal n. For that we introduce first of all some notations. Let
V be a finite dimensional complex vector space endowed with a non-degenerate complex
bilinear form g : V × V → C. Let H be a finite collection of linear hyperplanes in V with
the property that for every H ∈ H the restriction of g to H ×H is nondegenerate (so that
V is the direct sum of H and its g-orthogonal complement H⊥, a complex line in V ) and
for every H ∈ H a nonzero self-adjoint linear map ρH : V → V with kernel H. So ρH has
the form ρH(v) = αh(v)αˇH , where αH ∈ V ⋆ has zero set H and αˇH ∈ H⊥.
PARTIAL DIFFERENTIAL EQUATIONS ARISING FROM FROBENIUS DETERMINANTS 27
Let V ◦ = V \ ∪H∈HH. Every tangent space TpV ◦ can be identified with V and via this
identification we regard g as a nondegenerate symmetric bilinear form g on the holomorphic
tangent bundle of V ◦. The Levi-Civita connection of g is the standard one on a vector
space (its flat vector fields are the constant vector fields). We define a commutative product
on the holomorphic tangent bundle of V ◦ by
X · Y =
∑
H
ωH(X)ρH (Y ), ωH =
dαH
αH
.
For λ ∈ C we define a connection ∇λ on the holomorphic tangent bundle of V ◦ as usual:
∇λX(Y ) = ∇XY + λX · Y.
Proposition 5.9 ([16]). If
∑
H ρH is the identity transformation, then the Euler vector
field E on V , characterized by Ep = (p, p) ∈ {p}×V = TpV , serves as identity element for
the above product (but is not flat for g); the product has E-degree 1 and g has E-degree 2. If
the system (V, g, (ρH )H) has the Dunkl property, meaning that for every linear subspace L ⊂
V of codimension 2 obtained as an intersection of members of H the sum ∑H∈H,H⊃L ρH
commutes with each of its terms, then the product is associative, the connection ∇λ is flat
for every λ ∈ C, and a potential function is given by
Φ :=
∑
H∈H
g(αˇH , αˇH)
2αH(αˇH)
α2H log αH .
We apply this proposition to the case of the hyperplanes given by the vanishing of the
Frobenius determinant in the case of a finite abelian group of cardinality n. We recall (see
Theorem 4.1) that we have the following factorization of this determinant:
Θ(G)(Xg) := det(Xgh−1) =
∏
χ∈Gˆ
(
∑
g∈G
χ(g)Xg).
Under a change variable (see Section 4) one can transform it into
∏
g∈G zg which we identify
with
∏n
i=1 zi.
Theorem 5.10. Let H = {z1 = 0, z2 = 0, . . . , zn = 0} be the arrangement of hyper-
planes determined by the coordinate axes of Cn. Then the complement of the union of its
hyperplanes can be endowed with a structure of an almost-Frobenius manifold.
Proof. Let g : Cn × Cn → C such that g(z, z′) =
n∑
i=1
ziz
′
i, for z = (z1, z2, . . . , zn) and
z′ = (z′1, z
′
2, . . . , z
′
n). Let us denote by Hi the hyperplane zi = 0. Let us first of all show
that g|Hi is non-degenerate. For u = (z1, z2, . . . , zi−1, 0, zi+1, zi+2, . . . , zn) ∈ Hi \{0}, there
exists j ∈ {1, . . . , n} \ {i} such that zj 6= 0. So v = (0, 0, . . . , 0, 1zj , 0, . . . , 0) ∈ Hi (zeros
everywhere except at the j-th position). We verify that g(u, v) = 1 and hence g|Hi is
non-degenerate. Set ρHi = ziei where zi : z 7→ zi is the projection map from Cn → C and
ei is the i-th element of the canonical C basis of C
n. We clearly have
n∑
i=1
ρHi = Id .
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Besides ρHi ◦ ρHj = 0, i 6= j; so the Dunkl condition is satisfied. Finally it is easy to that
every ρHi is self-adjoint with respect to the metric g. Hence from the previous proposition
we have a structure of almost-Frobenius structure on V ◦. 
5.3. Knizhnik-Zamolodchikov connections. Let U be complex manifold and F a com-
plex vector space. Let F×U be the trivial vector bundle with sheaf of sections F := OU⊗F .
We recall that a holomorphic connection on this vector bundle is given by an End(F )-valued
one-form
E =
n∑
i=1
ωi ⊗ Ei ∈ Ω1(U)⊗ End(F ), n = dim(U) :
DE : OU ⊗ F → Ω1U ⊗ F
φ⊗ v 7→ dφ⊗ v +
n∑
i=1
φωi ⊗ Ei(v).
i = 1, . . . , n = dim(U). Given a connection DE on F ×U , its curvature tensor is by defini-
tion DE ◦DE . When it vanishes the connection is called flat. Then the horizontal sections
of DE form a local system F, i.e a locally constant sheaf of vector spaces. Now in case U
is an algebraic variety there is defined a special case of holomorphic differentials on U , the
logarithmic differentials: if U ⊇ U is a smooth completion of U which adds to U a normal
crossing divisor, then a regular differential form ω on U is said to be logarithmic if it defines
a section of ΩU (logD). If instead of being a normal crossing divisor, D is arrangement
like, that is in local analytic coordinates given by a product of linear forms f1, . . . , fk, then
a regular differential form on U is logarithmic if and only if in any coordinate patch it
is locally a linear combination of the logarithmic forms f−11 df1, . . . , f
−1
k dfk with analytic
coefficients. We say that the connection E (on the trivial vector bundle over U with fiber
F ) is logarithmic if its coefficients are.
Proposition 5.11 ([17]). Let C be a finite collection of hyperplanes in Pn−1(C), U :=
Pn−1(C) \ ∪H∈CH. Let E define a logarithmic connection DE on OU ⊗ F . Then this
connection is flat if and only if for every codimension 2 intersection I of members of C,
the sum
∑
H∈C,H⊇I
ResHE commutes with each of its terms ResHE (H ∈ C,H ⊇ I).
If the conditions of the proposition are fulfilled, we say that E defines a Knizhnik-
Zamolodchikov (KZ) system. A flat section of a KZ system E is given by an F -valued
holomorphic map on an open set of U ; the composite of such a map with a linear form on
F is called a hypergeometric function.
Usually a KZ system will be given in terms of an affine space V and a finite collection C
of affine hyperplanes in V with U = V \ ∪H∈CH. Then by adding to V the hyperplane at
infinity we find ourselves in the case of the previous proposition. Every H ∈ C determines
a logarithmic differential
ωH :=
dfH
fH
where fH is an affine linear form with kernel H. Moreover the collection of ωH make up a
basis of the logarithmic differential on U , so that any logarithmic connection on OU ⊗ F
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is of the form
E =
∑
H∈C
ωH ⊗ EH , EH ∈ End(F ).
So
Corollary 5.12 ([17]). The connection DE is flat if and only if for every codimension
two intersection I of the members of C, the sum
∑
H∈C,H⊇I EH commutes with each of its
terms EH , H ∈ C, H ⊇ I.
Let us apply this to the case of Frobenius determinants. We recall that the Frobenius
determinant Θ(G) in the case of an abelian group G admits a factorization
Θ(G) := det(Xgh−1) =
∏
χ∈Gˆ
(
∑
g∈G
χ(g)Xg).
Let us make the symmetric group on the elements g ∈ G, denoted SG, act on the variables
Xg, g ∈ G by σ · Xg = Xσ(g). This induces an action on the hyperplanes Hχ defined by
the linear forms ∑
g∈G
χ(g)Xg , χ ∈ Gˆ
via the formula
σ · (
∑
g∈G
χ(g)Xg) =
∑
g∈G
χ(σ(g))Xσ(g) , σ ∈ SG.
Let SeG ≃ S♯(G)−1 be the stabilizer of Xe under the action of SG. Then SeG fixes the
collection C of the hyperplanes
∑
g∈G χ(g)Xg, χ ∈ Gˆ. On the other hand we have shown
(Theorem 5.1) that the Lie algebra of a Frobenius group in the case of a non-commutative
finite group, is reductive. Therefore we arrive at the following
Theorem 5.13. To the Frobenius determinant of a finite group G, one can associate in a
"canonical" way a KZ system, in the case where G is abelian (respectively) non-abelian.
Proof. The proof follows immediately from the general arguments given in [17, p. 3–4] and
what we have just said. 
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