Time-frequency-selective, i.e., time-variant multipath, fading in orthogonal frequency division multiplexing (OFDM) systems destroys subcarrier orthogonality, resulting in intercarrier interference (ICI). In general, the previously proposed estimation schemes to resolve this problem are only applicable to slowly time-variant channels or suffer from high complexity due to large-sized matrix inversion. In this letter, we propose and develop efficient symbol estimation schemes, called the iterative sequential neighbor search (ISNS) algorithm and the simplified iterative sequential neighbor search (S-ISNS) algorithm. These algorithms achieve enhanced performances with low complexities, compared to the existing estimation methods.
Introduction
As OFDM is being considered as a candidate for future mobile communication standards operating at high levels of mobility and at high transmit frequencies, it is necessary to mitigate ICI caused by time-frequency-selective fading channels. Thus several approaches have been developed to suppress the ICI [1] - [7] . A minimum mean squared error (MMSE) ICI suppression in [1] was advocated with a polynomial channel model. In [2] , insignificant ICI coefficients were ignored to reduce the computational complexity of frequency-domain symbol estimation, the complexity of which was further reduced in [7] by utilizing the property of Toeplitz matrices. An effective maximum likelihood (ML) receiver using FFT-window technique was proposed in [5] . They, however, only considered ICI caused by large multipath delay difference over the guard interval. Moreover, the complexity of the receiver is still higher than that of the linear receivers. For a OFDM-based multiple-input multipleoutput (MIMO) system over time-frequency-selective channels, a time-domain filtering method for ICI suppression was proposed in [3] . A linear MMSE scheme and a successive interference cancelation method were developed in [4] , [6] . These existing schemes are characterized by a complexity of more than O(N 2 ) operations, where N is the size of FFT/IFFT in an OFDM system. In this letter, we propose novel OFDM symbol estimation algorithms, i.e., the iterative sequential neighbor search (ISNS) and the simplified iterative sequential neighbor search (S-ISNS) algorithms, which iteratively search adjacent symbols in the constellation in order to improve the bit error rate (BER) in the presence of ICI. The algorithms first roughly estimate the OFDM symbol block, ignoring all or most ICI terms, which results in a complexity reduction of overall symbol estimation processing, and then iteratively updates the initially estimated symbols with symbols that have smaller error metric values. Therefore, our proposed algorithms can yield further enhanced performance, while retaining a low complexity. Specifically, the ISNS and S-ISNS algorithms have a complexity of O(N).
Notation: A bold face letter stands for a vector or a matrix;
and [·]
+ denote complex conjugate, transpose, conjugate transpose, and Moore-Penrose pseudo-inverse, respectively; I N denotes N × N identity matrix; D p (A) is the diagonal matrix including up to pth offdiagonal with the same terms as matrix A; E{·} denotes expectation.
System Description
In an OFDM system, input bits are mapped or coded to frequency-domain symbols, divided into blocks of N parallel frequency-domain complex symbols, and then modulated by the N-point IFFT (N-IFFT). At the receiver, the received time-domain samples are transformed into frequency-domain symbols by N-FFT operation. For the ith modulation symbol block X i with variance σ 2 s , the demodulated symbol block Y i is expressed as
where
where H 
Symbol Estimation Schemes
In this section, we describe the OFDM symbol estimation schemes in the presence of ICI. In mobile circumstances, time-selective fading causes a loss of subcarrier orthogonality, resulting in ICI. The ICI leads to an error floor in BER, increasing with the relative Doppler frequency ∆ f D , which is the product of the Doppler frequency f D and the symbol block duration T B .
To show the relative significance of ICI terms, the average ICI power statistic is defined as
where d is a relative subcarrier index (e.g., d=0 for the desired subchannel). Figure 1 , the normalized average ICI power statistic Ξ d /Ξ 0 vs. relative subcarrier index, indicates that most of the power of ICI is concentrated in the neighborhood of the desired subchannel and rapidly decreases as the distance between the desired and undesired subcarrier increases. For simplicity, we omit a block index i throughout this letter, since detection processing is completed within an OFDM symbol block.
Conventional Methods
The zero-forcing (ZF) and linear minimum mean squared error (MMSE) estimators are given by [1] -[4]
In general, a conventional one-tap equalization exhibits relatively good performance at low ∆ f D . That is, with a time-invariant channel, G is a diagonal matrix. Hence, ZF and MMSE estimators can be implemented in O(N) operations [2] - [7] . However, over time-frequency-selective channels, an implementation of (5) and (6) requires non-trivial inversion of the N × N matrix with more than O(N 3 ) operations from the Gauss-Jordan method and complex matrix multiplication [9] .
From Fig. 1 , the ICI terms that do not significantly affect Y can be neglected and are assumed as [2] , [4] 
where 2p denotes the number of dominant ICI terms against the nth desired subcarrier. Hence the complexity of existing ZF and MMSE estimation methods can be reduced by using (5) and (6). 
Iterative Sequential Neighbor Search (ISNS) Algorithm
To develop the ISNS algorithms, we first define the following error metric and approximate error metric, respectively, as
Note that from (7), ξ n ≈ ξ B,n for p < B N. Thus, by using ξ B,n , the computational complexity of the error metric calculation is reduced from O(N 2 ) to O(N). We now propose an efficient OFDM symbol estimation algorithm by minimizing the above approximate error metric, in order to reduce the complexity, with respect to the received symbols. STEP 1. Obtain initial symbol candidates by using
where 2p is the number of dominant ICI and r is an iteration number. And, calculateξ B,n by usingX (0) STEP 2. LetX n(r=0) =X n(0) andξ B,n =ξ B,n . 
End STEP 4. Repeat STEP 3 with r ← r + 1 to get an updated ξ B,n andX n , until satisfied.
The initially estimated symbol block is obtained through the simple inversion of D 0 (G) or D p (G), p N with a low complexity. In STEP 3, the estimator sequentially searches the neighboring candidates in the constellation and, if it finds a candidate symbol which has a smaller value of error metric than the previously estimated symbol, it updatesX n(r) andξ B,n with that neighboring candidate and its value of the error metric. This procedure is repeated until the iteration number r reaches the predetermined value. For example, the area of neighborhood search in the 16-QAM constellation is shown in Fig. 2 . For simplicity, we choose the first neighbor area throughout our simulations, i.e., S = 4.
Simplified Iterative Sequential Neighbor Search (S-ISNS) Algorithm
We can simplify the ISNS algorithm at each iteration as follows. In Sect. 3.2, the ISNS algorithm searches and compares all candidate symbols located in a predetermined neighborhood search area, which can be a costly computation. Thus the following replacement of STEP 3 with STEP 3 can reduce the computational complexity at the cost of a slight performance degradation and we call the simplified algorithm a S-ISNS algorithm. 
End End
That is, immediately after the S-ISNS algorithm finds a better symbol with smaller error metric value than the previously estimated symbol, it stops considering the other candidate symbols and goes to the next step. Hence, it is obvious that the S-ISNS algorithm requires less computational complexity than the ISNS algorithm. Nevertheless, the S-ISNS algorithm exhibits BER performance comparable to the ISNS algorithm, which is shown in the next section.
Simulation Results
In this section, we evaluate the performance of the proposed estimation algorithms for OFDM systems over timefrequency-selective fading channels. Throughout the computer simulations, we assume that the receiver knows the exact CIR with perfect carrier and symbol synchronization. Following the system configuration in [2] , [8] , with a Gray-coded 16-QAM modulation, the 500 kHz bandwidth is divided into 64 subchannels, meaning the FFT/IFFT size N=64, and the OFDM symbol block duration T B = 128 + 6 = 134µs, where the guard interval is 6µs, which is longer than the maximum channel delay 4µs. Jakes' model in [10] is used for the 2-ray independent Rayleigh fading channel with equal power and delays of 0 and 4µs. Note that the proposed algorithms are performed in the frequency-domain so that L-path fading model (i.e., L > 2) doesn't affect the overall performance of the proposed algorithms, under the assumption that the guard interval is longer than the maximum channel delay. The considered relative Doppler frequencies are 0.1 and 0.05 for the severe time-selective channels. The performance criterion is the BER versus signal-to-noise ratio (SNR).
We compare the BER performance of three types of conventional ZF methods with the proposed ISNS and S-ISNS algorithms. Here, the existing ZF detectors employ the inversions of full channel matrix G, purely diagonal matrix D 0 (G) (i.e., a one-tap frequency-domain equalizer), and matrix D 1 (G) (i.e., a tridiagonal channel matrix). For the calculation of the approximate error metric in the proposed ISNS and S-ISNS algorithms, the considered ICI terms are set with B = 8 in (9) to take into account the effect of sufficient (but not all) ICI, which is 25% of total subcarriers (i.e., 16/64=0.25). In Fig. 3 , the ISNS algorithm employing ZF with D 0 (G) and D 1 (G), as an initial symbol estimate decision, offers an improvement in BER after 1 & 3 iterations. We observe that the performance is degraded as ∆ f D increases, but the performance improvement of the ISNS algorithm is obvious even when the channel varies more severely. In Fig. 3(a) , for example, with ∆ f D = 0.1, about 3-4.5 dB gain of the ISNS algorithm with D 1 (G) and 1 & 3 iterations is achieved at a BER of 2 × 10 −2 , compared to the conventional ZF with D 1 (G). On the other hand, the performance improvement of the ISNS algorithm is obtained at the cost of a slight complexity increase due to the iterations and calculation of error metrics. This computational complexity is reduced by the S-ISNS algorithm, as mentioned in Sect. 3.3. In Fig. 4(a) , the S-ISNS algorithm still shows a performance improvement of 2.5-4.5 dB gain for the same configurations (i.e., at a target BER of 2 × 10 −2 ) as the preceding ISNS algorithm case. Although the BER performance improvement of the S-ISNS algorithm at high SNRs is a little bit less than that of the ISNS algorithm (e.g., especially with 3 iterations), the difference between them is within 1 dB even at 30 dB SNR. Thus, we can see that there is not much difference in the BER performance between the ISNS and S-ISNS algorithms, where the proposed algorithms still retain a low-complexity, since the computational complexity of the approximate error metrics and neighbor search processing within a symbol block is O(N).
Conclusion
To suppress the ICI produced by time-frequency-selective fading channels and more precisely estimate received symbols, we have proposed novel OFDM symbol estimation schemes, i.e., ISNS and S-ISNS algorithms. Compared to the existing methods, the proposed algorithms exhibit performance improvement at a low complexity of O(N), which is validated by computer simulations. Even for a severe time-frequency-selective fading channel with ∆ f D = 0.1, about 2-4.5 dB gain is achieved at a BER of 2×10 −2 by both ISNS and S-ISNS algorithms with 1-3 iterations against the conventional ZF method with D 1 (G). In particular, the S-ISNS algorithm maintains a performance improvement with a further reduction of complexity.
