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If A is a matrix with no negative real eigenvalues and all zero
eigenvalues of A are semisimple, the principal pth root of A can be
computed by Newton’s method or Halley’s method, with a prepro-
cessing procedure if necessary. We prove a new convergence result
for Newton’s method, and discover an interesting property of New-
ton’s method and Halley’s method in terms of series expansions.
We explain how the convergence of Newton’s method and Halley’s
method can be improved when the eigenvalues of A are known
or when A is a singular matrix. We also prove new results on pth
roots of M-matrices and H-matrices, and consider the application
of Newton’s method and Halley’s method to ﬁnd the principal pth
roots of these special matrices.
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1. Introduction
Let p 2 be an integer. Suppose that A ∈ Cn×n has no negative real eigenvalues and all zero
eigenvalues of A are semisimple. Let the Jordan canonical form of A be
Z−1AZ = diag(J1, J2, . . . , Jq).
Then the principal pth root of A is
A1/p = Z diag
(
J
1/p
1 , J
1/p
2 , . . . , J
1/p
q
)
Z−1.
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Here for themk × mk Jordan block Jk = Jk(λk), k = 1, . . . , q,
J
1/p
k =
⎡⎢⎢⎢⎢⎢⎢⎣
f (λk) f
′(λk) · · · f (mk−1)(λk)(mk−1)!
f (λk)
. . .
...
. . . f ′(λk)
f (λk)
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where f (z) = z1/p is the principal pth root of the complex number z. It follows that the eigenvalues of
A1/p are either 0 or in the segment {z ∈ C\{0} : −π/p< arg(z)<π/p}.
A practical method for computing the pth root of A is the Schur method given in [15]. Inverse
Newton iteration [2,5,12,16], Newton’s method [9,10], and Halley’s method [10] are good alternatives
to the Schurmethod. In this paper wewill present some new results on Newton’s method and Halley’s
method.
2. Newton’s method and Halley’s method
Ifwe take x0 = 1andapplyNewton’smethod to the scalar equation xp − a = 0,weget the iteration
xk+1 = 1
p
(
(p − 1)xk + ax1−pk
)
, x0 = 1.
In the matrix case, Newton’s method for ﬁnding A1/p is the following:
Xk+1 = 1
p
(
(p − 1)Xk + AX1−pk
)
, X0 = I. (1)
Similarly, if we take x0 = 1 and apply Halley’s method to the scalar equation xp − a = 0, we get the
iteration
xk+1 = xk (p − 1)x
p
k + (p + 1)a
(p + 1)xpk + (p − 1)a
, x0 = 1.
Halley’s method for ﬁnding A1/p is given by
Xk+1 = Xk
(
(p + 1)Xpk + (p − 1)A
)−1 (
(p − 1)Xpk + (p + 1)A
)
, X0 = I. (2)
Due to the special choice of X0, we have XkA = AXk for Newton’s method and Halley’s method
whenever Xk is deﬁned. In the sequel, we will use this commutativity and its consequences freely.
Of course, some conditions will have to be imposed on the matrix A to guarantee the convergence
(to A1/p) of the sequence {Xk} generated by Newton’s method or Halley’s method. For the inverse
Newton’s method (Newton’s method applied to X−p − A = 0), a result about convergence (to A−1/p)
is proved in [5] using a residual relation, which can be found in [2] for example. In the next section,
we will derive residual relations for Newton’s method and Halley’s method. These residual relations
will turn out to be very useful, just as for the inverse Newton’s method.
3. Residual relations
For Newton’s method or Halley’s method, we deﬁne the residual by
R(Xk) = I − AX−pk .
Lemma 1. Assume that ρ(I − A) 1, where ρ(·) denotes the spectral radius. Then the Newton sequence
is well deﬁned by (1) and
R(Xk+1) =
∞∑
i=2
ci(R(Xk))
i,
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where ci > 0 for i 2and
∑∞
i=2ci = 1.Moreover, if‖R(X0)‖ = ‖I − A‖ 1 for a sub-multiplicativematrix
norm ‖ · ‖, then for each k 0
‖R(Xk)‖
∥∥∥∥(R(X0))2k∥∥∥∥ ‖R(X0)‖2k .
Proof. We prove by induction that for each k 0
Xk is nonsingular and ρ(R(Xk)) 1. (3)
For k = 0 the statement (3) is true by assumption. Assume that Xk is nonsingular and ρ(R(Xk)) 1.
ThenXk+1 = 1p
(
(p − 1)Xk + AX1−pk
)
= Xk
((
1 − 1
p
)
I + 1
p
AX
−p
k
)
= Xk
(
I − 1
p
R(Xk)
)
is nonsingular,
and
R(Xk+1) = I −
(
I − 1
p
R(Xk)
)−p
AX
−p
k = I −
(
I − 1
p
R(Xk)
)−p
(I − R(Xk)). (4)
By Taylor expansion we have(
I − 1
p
R(Xk)
)−p
=
∞∑
i=0
di(R(Xk))
i,
where
d0 = 1, d1 = 1, di = (p + 1)(p + 2) · · · (p + i − 1)
i! pi−1 , i 2.
It then follows from (4) that
R(Xk+1) =
∞∑
i=2
ci(R(Xk))
i, (5)
where ci = di−1 − di > 0 for i 2 and∑∞i=2 ci = 1. Thus ρ(R(Xk+1))∑∞i=2 ci(ρ(R(Xk)))i  1. This
proves (3) for all k 0. If ‖R(X0)‖ 1, then ‖R(Xk)‖ 1 for all k 0 by (5). Moreover,
‖R(Xk)‖ 
∥∥∥(R(Xk−1))2∥∥∥
∥∥∥∥∥∥
∞∑
i=2
ci(R(Xk−1))i−2
∥∥∥∥∥∥

∥∥∥(R(Xk−1))2∥∥∥

∥∥∥(R(Xk−2))22∥∥∥
∥∥∥∥∥∥∥
⎛⎝∞∑
i=2
ci(R(Xk−2))i−2
⎞⎠2
∥∥∥∥∥∥∥

∥∥∥(R(Xk−2))22∥∥∥
 . . .

∥∥∥∥(R(X0))2k∥∥∥∥
 ‖R(X0)‖2k .
This completes the proof. 
The above result shows how the residual error is reduced right from the beginning if ‖R(X0)‖< 1.
It also has interesting applications in the next two sections.
We now consider the Halley iteration and assume that σ(A) ⊂ C+ (all eigenvalues of A are in the
open right half plane). In this case it is shown in [10] that the Halley iteration (2) is well deﬁned, and
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the iterates Xk are nonsingular and converge to A
1/p. We will establish a residual relation for Halley’s
method.
For any n × n matrices X and Y with XY = YX and Y nonsingular, we will use X
Y
to denote Y−1X
(which is the same as XY−1). So for the Halley iteration, we have
Xk+1 = Xk (p − 1)X
p
k + (p + 1)A
(p + 1)Xpk + (p − 1)A
= Xk (p − 1)I + (p + 1)AX
−p
k
(p + 1)I + (p − 1)AX−pk
= Xk (p − 1)I + (p + 1)(I − R(Xk))
(p + 1)I + (p − 1)(I − R(Xk))
= Xk
I − p+1
2p
R(Xk)
I − p−1
2p
R(Xk)
.
Now
R(Xk+1) = I −
⎛⎝ I − p−12p R(Xk)
I − p+1
2p
R(Xk)
⎞⎠p AX−pk
= I −
⎛⎝ I − p−12p R(Xk)
I − p+1
2p
R(Xk)
⎞⎠p (I − R(Xk)). (6)
Let
f (t) = 1 −
⎛⎝1 − p−12p t
1 − p+1
2p
t
⎞⎠p (1 − t).
Then f (t) has the Taylor expansion
f (t) =
∞∑
i=3
cit
i, |t|< 2p
p + 1 , (7)
where
∑∞
i=3 ci = 1. It is easy to ﬁnd that c3 = (p2 − 1)/(12p2)> 0 and to show that c4 > 0. Experi-
ments suggest that ci > 0 for all i 3. Let q be the unique positive number such that
∞∑
i=3
|ci|qi−3 = 1. (8)
Note that q 1 and moreover q = 1 if we indeed have ci > 0 for all i 3.
Lemma 2. Assumethatσ(A) ⊂ C+ ∪ {0}.Then theHalley sequence {Xk} iswell deﬁnedwithXk nonsingular,
and when ρ(R(Xk))< 2p/(p + 1)
R(Xk+1) =
∞∑
i=3
ci(R(Xk))
i, (9)
where ci are as in (7). Moreover, if ‖R(X0)‖ = ‖I − A‖ q for a matrix norm ‖ · ‖, where q is given in
(8), then for each k 0
‖R(Xk)‖
∥∥∥∥(R(X0))3k∥∥∥∥ ‖R(X0)‖3k . (10)
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Proof. By the Jordan canonical form of A, to show Xk is well deﬁned and nonsingular we only need to
showthiswhen theHalley iteration is applied toeach JordanblockofA. For Jordanblocks corresponding
to zero eigenvalues eachXk is deﬁnedandhas a single eigenvalue ((p − 1)/(p + 1))k . For Jordanblocks
corresponding to nonzero eigenvalues the result is proved in [10]. When ρ(R(Xk))< 2p/(p + 1) we
have (9) in view of (6) and (7). Now suppose ‖R(X0)‖ q. Then ‖R(X1)‖ ‖R(X0)‖3  q3  q by (9)
and (8). It then follows that ‖R(Xk)‖ q for all k 0. Again by (9) and (8) we have for each k 1 that
‖R(Xk)‖
∥∥∥(R(Xk−1))3∥∥∥. We then proceed as in the proof of Lemma 1 to get (10). 
4. Convergence results
The convergence of Newton’s method and Halley’s method for a matrix A follows from the conver-
gence of scalar Newton’smethod and Halley’s method applied to the eigenvalues of A (see [8, Theorem
4.15]).
For the scalar Newton’s method, the following result is proved in [9], after the proof of seven
technical lemmas.
Theorem 3. Let λ be any complex number in {z : Re z > 0, |z| 1}. Then Newton’s method with x0 = 1,
applied to the equation xp − λ = 0, converges to λ1/p.
This convergence region allows one to compute the pth root of anymatrix with no nonpositive real
eigenvalues, by performing one square root computation and a proper scaling [9]. Later, the inverse
Newton’s method is studied in [5] and it is suggested there that a few more matrix square roots be
performed so that the inverseNewton’smethod applied to thenewmatrixwill have faster convergence
and better numerical stability. The same suggestion applies to Newton’s method and Halley’s method
as well. Ideally, the matrix after preprocessing should have all eigenvalues close to 1. The strategy is
natural since we start the iterations with X0 = I.
In view of this, the region in Theorem 3 becomes insufﬁcient since 1 is on the boundary of the
region. Then the following result is proved in [10] (see Theorem 6.1 and Corollary 6.2 there), on the
basis of Theorem 3 and its proof.
Theorem 4. Let λ be any complex number in {z : 0< |z| 2, |arg(z)|<π/4}. Then Newton’s method
with x0 = 1, applied to the equation xp − λ = 0, converges to λ1/p.
However, the region in the next theorem is the most natural one. Part of this region is not covered
by any of the two regions in Theorems 3 and 4. The three regions in Theorems 3–5 are depicted in Fig.
1 by solid lines.
We remark that, as noted by one referee, a re-examination of the proof of [10, Theorem 6.1] shows
that the condition |arg(z)|<π/4 in Theorem 4 can be relaxed to |arg(z)|π/3, with only some small
changes in that proof. In fact, one can change
√
α20−π2/16
p
> 0> log 2
p
(which contains a casual error)
in the last line of [10, p. 1461] to
√
α20−π2/16
p
> log 2
p
, and then simply replace 4 by 3 and replace 16
by 9 in that proof, in a total of 13 places. The union of the region in Theorem 3 and the region in the
strengthened Theorem 4 will then cover the region E in Theorem 5 except the point 0, for which the
convergence is easy to prove. See Fig. 1 again, where the dotted lines indicate the extension in the
strengthened Theorem 4.
A direct proof of Theorem 5 will be based on Lemma 1 and the result that the basin of attraction
for any attractive ﬁxed point of a rational iteration is an open set. The author thanks Bruno Iannazzo
for bringing this result to his attention. Without using this result, we would have produced a much
longer proof, similar to that of Lemma 2.5 in [5].
Theorem 5. Let λ be any complex number in E = {z : |z − 1| 1}. Then Newton’s method with x0 = 1,
applied to the equation xp − λ = 0, converges to λ1/p.
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Fig. 1. Convergence regions in Theorems 3–5.
Proof. The Newton sequence {xk} is well deﬁned by Lemma 1, and the residual is now r(xk) = 1 −
λx
−p
k . If λ = 0, then xk = ((p − 1)/p)k , converging to 0 linearly. If λ /= 0 and |r(x0)| = |λ − 1| 1,
then by Lemma 1
|r(x1)| |c2 + c3r(x0)| +
∞∑
i=4
ci <
∞∑
i=2
ci.
The second inequality is strict since equality would hold only when |r(x0)| = 1 and r(x0) is a positive
real number (in other words, only when λ = 0). So |r(x1)|< 1 and |r(xk)| |r(x1)|2k−1 for k 1. Since
x
p
k = λ/(1 − r(xk)), the sequence {xk} is bounded. It then follows from |xk+1 − xk| = 1p |xk||r(xk)| that{xk} is a Cauchy sequence and hence converges. The limit must be a pth root of λ since r(xk) converges
to 0. We now prove that the limit is always the principal pth root λ1/p. By [9, Proposition 2.2] and
its proof, xk converges to the pth root λ
1/pei2π l/p(l = 0, 1, . . . , p − 1) if and only if the sequence {zk}
deﬁned by the rational iteration
zk+1 = 1
p
(
(p − 1)zk + z1−pk
)
, z0 = λ−1/p
converges to the attractive ﬁxed point ei2π l/p. Let Ê = f (E \ {0}), where f (z) = z−1/p. Since f is con-
tinuous and E \ {0} is connected, Ê is also connected. For z0 = 1 ∈ Ê, zk converges to 1. If for some
z0 ∈ Ê, zk converges to ei2π l/p for some l /= 0, then the connected set Ê would be the union of more
than one disjoint nonempty sets that are open in Ê, which is impossible. So zk converges to 1 for all
z0 ∈ Ê. In other words, xk converges to λ1/p for all λ ∈ E\{0}. 
In view of [8, Theorem 4.15], we have the following result.
Theorem 6. If all eigenvalues of A are in {z : |z − 1| 1} and all zero eigenvalues of A (if any) are
semisimple, then the Newton sequence, with X0 = I, converges to A1/p.
The convergence is quadratic if A has no zero eigenvalues. This can be proved by using a procedure
similar to the one in the proof of Theorem 7 below. If A has semisimple zero eigenvalues, the con-
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vergence is linear with rate (p − 1)/p, which is the rate of convergence of the scalar Newton method
applied to the zero eigenvalue.
We also have the following convergence result for Halley’s method.
Theorem 7. If all eigenvalues of A are inC+, then the Halley sequence {Xk},with X0 = I, converges to A1/p
cubically.
Proof. The convergence of Xk to A
1/p has been proved in [10]. We just need to prove that the rate of
convergence is cubic. Since ‖R(Xk)‖ → 0, we have ‖R(Xk)‖ q for all k k0, where q is given in (8). It
follows from (9) and (8) that
‖R(Xk+1)‖ ‖R(Xk)‖3 (11)
for all k k0. Let S = A1/p. We will show that R′(S), the Fréchet derivative of R(X) = I − AX−p at S is
an invertible linear operator from Cn×n into itself. Direct computation shows that R′(S) is given by
R′(S)(E) = (Sp−1E + Sp−2ES + Sp−3ES2 + . . . + ESp−1)A−1.
So we only need to show that the linear operator L given by
L(E) = Sp−1E + Sp−2ES + Sp−3ES2 + . . . + ESp−1
is invertible. The n2 eigenvalues of L are given by
∑p−1
k=0 λki λ
p−1−k
j for i, j = 1, . . . , n, where λi are the
eigenvalues of S. Sinceσ(A) ⊂ C+, we have arg(λi) ∈ (−π/(2p),π/(2p)). It follows thatλki λp−1−kj ∈
C+ for each i, j, k. Soall eigenvaluesof L are inC+ aswell.Wehave thusproved thatR′(S) is invertible. By
increasingk0 if necessary,weknowthat thereare constants c1, c2 > 0such that for allk k0, ‖R(Xk)‖ =‖R(Xk) − R(S)‖ satisﬁes
c1‖Xk − S‖ ‖R(Xk)‖ c2‖Xk − S‖.
It then follows from (11) that‖Xk+1 − S‖(c32/c1)‖Xk − S‖3 for all k k0. So the convergence is cubic.

We can also allow A to have semisimple zero eigenvalues. In that case, the convergence is linear
with rate (p − 1)/(p + 1), which is the rate of convergence of the scalar Halley’s method applied to
the zero eigenvalue.
The convergence in Theorems 6 and 7 may fail to materialize in ﬁnite precision arithmetic, since
the Newton iteration (1) and the Halley iteration (2) are usually numerically unstable.
A stable version of (1) has been given in [9]:
X0 = I, N0 = A,
Xk+1 = Xk
(
(p − 1)I + Nk
p
)
, (12)
Nk+1 =
(
(p − 1)I + Nk
p
)−p
Nk ,
where Nk → I and Xk → A1/p.
Also, a stable version of (2) has been given in [10]:
X0 = I, N0 = A,
Xk+1 = Xk((p + 1)I + (p − 1)Nk)−1((p − 1)I + (p + 1)Nk), (13)
Nk+1 = Nk
(
((p + 1)I + (p − 1)Nk)−1((p − 1)I + (p + 1)Nk)
)−p
,
where Nk → I and Xk → A1/p.
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The sequences {Xk} produced by the stable versions are the same as the sequences {Xk} produced
by the original iterations in exact arithmetic. Therefore, the theoretical properties of the sequences
{Xk} produced by (1) and (2)will be exhibited on the stable versions.We should use the stable versions
for actual computations, but will continue to use (1) and (2) for theoretical analysis.
5. Connection with binomial expansion
In the binomial expansion
(1 − z)1/p =
∞∑
i=0
biz
i, |z|< 1,
we have
b0 = 1, bi = (−1)i
1
p
(
1
p
− 1
)
· · ·
(
1
p
− i + 1
)
i! < 0, i 1.
We ﬁrst consider the scalar Newton iteration for ﬁnding (1 − z)1/p with |z| 1:
xk+1 = 1
p
(
(p − 1)xk + (1 − z)x1−pk
)
, x0 = 1.
To emphasize the dependence of xk on z, we will write xk(z) for xk . By Lemma 1, xk(z) = pk(z)/qk(z)
with polynomials pk(z) and qk(z) having no zeros in the closed unit disk. It follows that each xk(z) has
a power series expansion
xk(z) =
∞∑
i=0
ck,iz
i, |z| 1. (14)
As we shall see later, it is of interest to study the sign pattern of the coefﬁcients ck,i. Since xk(0) = 1
for all k 0, ck,0 = 1 for all k 0. Also, c0,i = 0 for all i 1, and c1,1 = −1/p, c1,i = 0 for all i 2. We
are able to ﬁnd the expressions for all c2,i as well. Indeed,
x2(z) = 1
p
⎛⎝(p − 1)(1 − 1
p
z
)
+ (1 − z)
(
1 − 1
p
z
)1−p⎞⎠
= 1
p
(
1 − 1
p
z
)⎛⎝p − 1 + (1 − z)(1 − 1
p
z
)−p⎞⎠
= 1
p
(
1 − 1
p
z
)⎛⎝p − ∞∑
i=2
ciz
i
⎞⎠ ,
where we have used (5) for the last equality. We then ﬁnd that in (14)
c2,1 = −1
p
, c2,i = −((i − 1)p − (i − 2)) (p − 1)p(p + 1) · · · (p + i − 3)
i! pi+1 , i 2.
So we have c2,i < 0 for all i 1. However, it seems hopeless to determine the sign pattern of ck,i in this
way for larger k. Experiments do suggest that ck,i < 0 (i 1) also for k 3.
Since xk+1(1) = p−1p xk(1) and x0(1) = 1, we have xk(1) = ((p − 1)/p)k and thus
∑∞
i=0 ck,i =
((p − 1)/p)k for each k 0.
In summary we have the following result.
Proposition 8. For Newton’s method and the coefﬁcients ck,i in (14) we have
(a) ck,0 = 1 for k 0.
(b) c0,i = 0 for i 1.
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(c) c1,1 = −1/p, c1,i = 0 for i 2.
(d) c2,i < 0 for i 1.
(e)
∑∞
i=0 ck,i = ((p − 1)/p)k for k 0.
We now consider the scalar Halley iteration for ﬁnding (1 − z)1/p with |z| 1:
xk+1 = xk (p − 1)x
p
k + (p + 1)(1 − z)
(p + 1)xpk + (p − 1)(1 − z)
, x0 = 1.
We already know that xk(z) is deﬁned and nonzero whenever |z| 1. So xk(z) = pk(z)/qk(z) with
polynomials pk(z) and qk(z) having no zeros in the closed unit disk, and each xk(z) has a power series
expansion
xk(z) =
∞∑
i=0
ck,iz
i, |z| 1. (15)
Since xk(0) = 1 for all k 0, ck,0 = 1 for all k 0. Also, c0,i = 0 for all i 1. Moreover,
x1(z) = (p − 1) + (p + 1)(1 − z)
(p + 1) + (p − 1)(1 − z) = 1 −
1
p
z
1
1 − p−1
2p
z
= 1 − 1
p
∞∑
i=1
(
p − 1
2p
)i−1
zi.
Sowe have c1,i < 0 for all i 1. Since xk(1) = ((p − 1)/(p + 1))k , we have∑∞i=0 ck,i = ((p − 1)/(p +
1))k for all k 0.
In summary we have the following result.
Proposition 9. For Halley’s method and the coefﬁcients ck,i in (15) we have
(a) ck,0 = 1 for k 0.
(b) c0,i = 0 for i 1.
(c) c1,i < 0 for i 1.
(d)
∑∞
i=0 ck,i = ((p − 1)/(p + 1))k for k 0.
Themainpurposeof this section, however, is to reveal the following interesting connectionbetween
the Newton/Halley iteration and the binomial expansion.
Theorem 10. For Newton’s method, ck,i = bi for k 0 and 0 i 2k − 1. For Halley’s method, ck,i = bi
for k 0 and 0 i 3k − 1.
Proof. We ﬁx k 0. For Newton’s method, take B = J(0)2k×2k , the 2k × 2k Jordan block with 0’s on
themain diagonal, and apply thematrix Newton iteration to A = I − B. Since ‖R(X0)‖1 = ‖I − A‖1 =
‖B‖1  1, we have by Lemma 1 that ‖R(Xk)‖1  ‖R(X0)2k‖1 = ‖B2k‖1 = 0. So R(Xk) = 0. Thus Xk =
(I − B)1/p by Theorem 6. For our special choice of B,
Xk =
∞∑
i=0
ck,iB
i =
⎡⎢⎢⎢⎢⎢⎣
ck,0 ck,1 · · · ck,2k−1
ck,0
. . .
...
. . . ck,1
ck,0
⎤⎥⎥⎥⎥⎥⎦ ,
(I − B)1/p =
∞∑
i=0
biB
i =
⎡⎢⎢⎢⎢⎢⎣
b0 b1 · · · b2k−1
b0
. . .
...
. . . b1
b0
⎤⎥⎥⎥⎥⎥⎦ .
It follows that ck,i = bi for i = 0, 1, . . . , 2k − 1.
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For Halley’s method, take B = J(0)3k×3k and apply the matrix Halley iteration to A = I − B. Since
ρ(B) = 0, ‖B‖ q for somematrix norm,where q is as in Lemma 2. Then ‖R(X0)‖ q and by Lemma 2
‖R(Xk)‖
∥∥∥R(X0)3k∥∥∥ = ∥∥∥B3k∥∥∥ = 0. So R(Xk) = 0. Thus Xk = (I − B)1/p by Theorem 7. It follows that
ck,i = bi for i = 0, 1, . . . , 3k − 1. 
In addition to the results in Propositions 8 and 9, we have the following corollary of Theorem 10.
Corollary 11. For Newton’s method, ck,i < 0 for k 3 and 1 i 2k − 1. For Halley’s method, ck,i < 0 for
k 2 and 1 i 3k − 1.
However, the proof of the following conjecture seems difﬁcult.
Conjecture 12. For Newton’s method, ck,i < 0 for k 3 and i 2k. For Halley’s method, ck,i < 0 for k 2
and i 3k.
The following result about matrix iterations follows directly from Theorem 10.
Theorem 13. Suppose that all eigenvalues of A are in {z : |z − 1|< 1} andwrite A = I − B (soρ(B)< 1).
Let (I − B)1/p = ∑∞i=0 biBi be the binomial expansion. Then the sequence {Xk} generated by Newton’s
method or by Halley’s method has the Taylor expansion Xk = ∑∞i=0 ck,iBi. For Newton’s method we have
ck,i = bi for i = 0, 1, . . . , 2k − 1, and for Halley’s method we have ck,i = bi for i = 0, 1, . . . , 3k − 1.
It is known that −1< bi < 0 (i 1). If Conjecture 12 is true, we also have −1< ck,i 
0 (k 0, i 1) for Newton’s method and Halley’s method, by Propositions 8 and 9. In that case, we
have by Theorem 13 that for any matrix norm∥∥∥Xk − A1/p∥∥∥ < ∞∑
i=2k
‖Bi‖ and
∥∥∥Xk − A1/p∥∥∥ < ∞∑
i=3k
‖Bi‖
for Newton’s method and Halley’s method, respectively. When ‖B‖< 1, we have further∥∥∥Xk − A1/p∥∥∥ < ‖B‖2k
1 − ‖B‖ and
∥∥∥Xk − A1/p∥∥∥ < ‖B‖3k
1 − ‖B‖ (16)
for Newton’s method and Halley’s method, respectively. These neat error estimates show the practical
importance of Conjecture 12.
Although Conjecture 12 remains unproven, Theorem 13 is instructive in designing faster Newton
iteration or Halley iteration for ﬁnding the pth root of amatrix. It shows that the actual error Xk − A1/p
is largely determined by (ρ(B))2
k
and (ρ(B))3
k
for Newton’s method and Halley’s method, respec-
tively, when k is not too small. Thus, in general, a given nonsingular matrix will need to go through a
preprocessing step, so that the resultingmatrix has the form A = I − Bwithρ(B) signiﬁcantly smaller
than 1, say ρ(B) 1
2
.
For a given matrix with semisimple zero eigenvalues, we can use a proper linear combination of
two consecutive Newton (or Halley) iterates to recover quadratic (or cubic) convergence.
These procedureswill be described inmore detail in the next section.We end this section by noting
that we can also prove the following analogue of Theorem 13 for the inverse Newton method.
Theorem 14. Suppose that all eigenvalues of A are in {z : |z − 1|< 1} and write A = I − B. Let (I −
B)−1/p = ∑∞i=0bˆiBi be the binomial expansion. Then the sequence {Xk} generated by the inverse Newton
method
Xk+1 = 1
p
(
(p + 1)Xk − Xp+1k A
)
, X0 = I (17)
has the Taylor expansion Xk = ∑∞i=0 cˆk,iBi, and cˆk,i = bˆi for i = 0, 1, . . . , 2k − 1.
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6. Convergence improvement
To compute the pth root of a general matrix with no nonpositive real eigenvalues, we proceed
as in [5]. Let p = 2k0q with k0  0 and q odd. When q = 1, A1/p can be found by taking the square
root [3,7] k0 times. So we assume q 3. Let A = QRQ∗ be the Schur decomposition of A, and the
eigenvalues of A be ordered such that |λ1| |λ2| . . . |λn|. Let k1  k0 be the smallest integer such
that
(i) |λ1/λn|1/2k1  2, if all λi are real.
(ii) |λ1/λn|1/2k1  2 and arg(λ1/2
k1
i ) ∈ [−π/8,π/8] for all i, if not all λi are real.
Then we can ﬁnd A1/p using A1/p = Q((R1/2k1 )1/q)2k1−k0Q∗, where for T = R1/2k1 , T1/q is found by
applying (12) or (13), after the matrix T is scaled properly.
We write T = c(I − B) with c > 0 and B = I − 1
c
T . Then T1/q = c1/q(I − B)1/q and (I − B)1/q is
computed by (12) or (13). In view of Theorem 13, we should choose c such that ρ(B) is minimized.
Wehave twocases. If all eigenvaluesofAare real, thenT has real eigenvaluesμ1 μ2  . . .μn > 0
and μ1/μn  2. In this case, ρ(B) is minimized when c = (μ1 + μn)/2 and the minimum is
ρ(B) = μ1 − μn
μ1 + μn =
μ1/μn − 1
μ1/μn + 1 
1
3
.
If notall eigenvaluesofAare real, then theeigenvaluesofT arearrangedsuchthat |μ1| |μ2| · · · |μn|
and |μ1/μn| 2 and moreover arg(μi) ∈ [−π/8,π/8]. In this case, if we take c = (|μ1| + |μn|)/2,
then
2
3

1
c
|μi| 4
3
, i = 1, . . . , n, (18)
since |μ1/μn| 2, andthus
∣∣∣1 − 1
c
μi
∣∣∣ ∣∣∣1 − 4
3
eiπ/8
∣∣∣. Soρ(B) ∣∣∣1 − 4
3
eiπ/8
∣∣∣ ∈ (0.560445, 0.560446).
With O(n) operations we can also determine c such that ρ(B) = maxi
∣∣∣1 − 1
c
μi
∣∣∣ is nearly mini-
mized. We let
ξi = 2μi|μ1| + |μn| , s =
|μ1| + |μn|
2c
and will determine s such that f (s) = maxi |1 − sξi| is minimized. We use the idea in the proof of
Proposition 4.5 in [6]. Let
D1 = {z : |z − 1/2| 1/2}, D2 = {z : |z − 1/2| 1/2},
and for s ∈ (0,∞)
f1(s) = max
1 i n: sξi∈D1
|1 − sξi|, f2(s) = max
1 i n: sξi∈D2
|1 − sξi|,
where the maximum over an empty set is deﬁned to be zero. Then we have the following result.
Proposition 15. A positive number s minimizes f (s) if and only if f1(s) = f2(s).
Proof. Wecan decrease s slightly to decrease f (s) if f1(s)< f2(s), and can increase s slightly to decrease
f (s) if f1(s)> f2(s). So sminimizes f (s) only if f1(s) = f2(s).
If f1(s) = f2(s), decreasing s always increases f1(s) and thus f (s), while increasing s always increases
f2(s) and thus f (s). Thus sminimizes f (s) if f1(s) = f2(s). 
Since 2
3
 |ξi| 43 by (18), the optimal s must satisfy 23 s − 1< 0.560446 and 1 − 43 s< 0.560446.
So s ∈ (0.33, 2.35). We can then use a simple bisection procedure to ﬁnd the optimal s:
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(1) Let a = 0.33 and b = 2.35.
(2) Compute r = (a + b)/2, f1(r), f2(r).
• If f1(r) = f2(r) then s = r is optimal.• If f1(r)< f2(r) then b = r and goto (2).• If f1(r)> f2(r) then a = r and goto (2).
So if the optimal s is not foundearlier,weknow s ∈ (a, b)with b − a< 2 × 10−6 after 20bisections,
and r = (a + b)/2 is near-optimal.
For illustration, we consider T ∈ C2×2 with μ1 = 2eiπ/8 and μ2 = 1. If we take c = 12 (|μ1| +
|μ2|) = 1.5, then ρ(B) = ρ
(
1 − 1
c
T
)
=
∣∣∣1 − 2
3
eiπ/8
∣∣∣ ≈ 0.560445. A near-optimal c found by the
above procedure is c ≈ 1.76937 and for this c, ρ(B) ≈ 0.434827. Now suppose that k Newton iter-
ations are used to get an approximation to (I − B)1/p and that the error is exactly determined by
ρ(B)2
k
. For k = 5 in the above example, the error would be 9.0 × 10−9 for c = 1.5 and 2.7 × 10−12
for c = 1.76937. So the near-optimal c provides better accuracy andmay save one iteration dependent
on the accuracy requirement. In practice, however, a smaller ρ(B) will not always mean better con-
vergence. Nevertheless, the search for a near-optimal c (in the sense that ρ(B) is nearly minimized) is
worthwhile in general since it requires onlyO(n)ﬂops,while oneNewton iteration requiresO(n3 log p)
ﬂops.
In view of Theorem 14, the above strategy for selecting the parameter c can also be used for the
Schur–Newton method in [5], where (in the notation of this paper) T1/q = c1/q((I − B)−1/q)−1, and
(I − B)−1/q is computed using the following stable version [9,12] of the inverse Newton iteration (17):
X0 = I, N0 = A,
Xk+1 = Xk
(
(p + 1)I − Nk
p
)
, (19)
Nk+1 =
(
(p + 1)I − Nk
p
)p
Nk ,
where Nk → I and Xk → A−1/p when A = I − B with ρ(B)< 1.
A good scaling factor c for the matrix T is given in [5] using the eigenvaluesμi of T . If allμi are real
then
c =
{
(μ1/μn)
1/qμ1−μn
((μ1/μn)1/q−1)(q+1) , if μ1 /= μn
μ1, if μ1 = μn,
otherwise c = (|μ1| + |μn|)/2. When all μi are real, our strategy here is much simpler (we simply
take c = (μ1 + μn)/2). Moreover, our strategy here is backed by theoretical results evenwhen not all
μi are real. However, the advantage of the new strategy over the one in [5] is not expected to be very
signiﬁcant in numerical computations, since both strategies are built on the conditions (i) and (ii) at
the beginning of this section.
Our new strategy is the same for Newton’s method, Halley’s method and the inverse Newton’s
method. The strategy in [10] (for Newton’s method and Halley’s method) is quite different. To reduce
the integer k1 appearing in T = R1/2k1 , the conditions (i) and (ii) are not enforced in [10]. Instead,
for Newton’s method k1 is chosen to be the smallest nonnegative integer such that all eigenvalues of
1
c
T are in the disk {z : |z − 6/5| 3/4} for some c > 0, and for Halley’s method k1 is chosen to be
the smallest nonnegative integer such that all eigenvalues of 1
c
T are in the disk {z : |z − 8/5| 1} for
some c > 0. The two disks are determined heuristically in [10] by experiments on the scalar Newton
iteration and Halley iteration for a few selected values of p. The idea there is to ensure that in the
scalar case at most 5 iterations are needed for Newton’s method and at most 3 iterations are needed
for Halley’s method. It is easy to see that the strategy in [10] reduces k1 by 1 in most cases (by 0 or 2
in other cases), as compared to our new strategy here. However, Newton’s method or Halley’s method
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may needmore iterations if one uses the strategy in [10] instead of our strategy here, since no attempt
is made in [10] to choose c properly so that the eigenvalues of 1
c
T are better distributed in the two
disks. Note that the computational work for one Newton or Halley iteration is signiﬁcantly more than
that saved by reducing k1 by 1 or 2, particularly when p is large. Reducing k1 by 1 saves only 2/3 n
3
ﬂops, which is quite small compared to the 28n3 ﬂops required by the Schur method. For the above
reasons, our new strategy is to be preferred in general.
Wementioned earlier that the convergence of Newton’smethod and Halley’s methodwill be linear
when A has semisimple zero eigenvalues (assuming that the remaining eigenvalues of A are in {z :
|z − 1| 1} \ {0} for Newton’s method and in C+ for Halley’s method). We now explain how we can
speed up convergence. Suppose A has Jordan canonical form
Z−1AZ = diag(J1, . . . , Jr , 0, . . . , 0),
where the eigenvalues of J1, . . . , Jr are in {z : |z − 1| 1} \ {0} for Newton’s method and in C+ for
Halley’s method.
Then the sequence {Xk} generated by Newton’s method has the form
Xk = Z diag(X(1)k , . . . , X(r)k , ((p − 1)/p)k , . . . , ((p − 1)/p)k)Z−1,
where X
(i)
k (i = 1, . . . , r) are obtained when Newton’s method is applied to Ji. So X(i)k converges to
J
1/p
i quadratically, but Xk converges to A
1/p only linearly. However, a simple linear combination of
two consecutive iterates will eliminate the linearly convergent terms. In fact, we can compute Zk =
pXk+1 − (p − 1)Xk . Then Zk converges to A1/p quadratically.
Similarly, for Halley’s method we compute Zk = 12 ((p + 1)Xk+1 − (p − 1)Xk). Then Zk converges
to A1/p cubically.
One often uses the usual residual deﬁnition R(Y) = Yp − A to measure the accuracy of Y as an
approximation to A1/p. However, one should keep in mind the following easily veriﬁed result.
Proposition 16. Suppose that A has semisimple zero eigenvalues. Then for Newton’s method or Halley’s
method
‖R(Xk)‖ = O(‖Xk − A1/p‖p), ‖R(Zk)‖ = O(‖Zk − A1/p‖).
Thus the error ‖Xk − A1/p‖ is much larger than a small ‖R(Xk)‖ would suggest.
7. Application toM-matrices and H-matrices
For specialmatrices, Newton’smethod andHalley’smethod can be appliedwithout using the Schur
decomposition. This is the case forM-matrices and H-matrices.
For any matrices A, B ∈ Rm×n, we write A B(A> B) if aij  bij(aij > bij) for all i, j. A real square
matrix A is called a Z-matrix if all its off-diagonal entries are nonpositive. Any Z-matrix A can be
written as sI − B with B 0. A Z-matrix A is called a nonsingular M-matrix if s>ρ(B) and a singular
M-matrix if s = ρ(B). For a matrix A = [aij] ∈ Cm×n, its absolute value is |A| = [|aij|]. For a matrix
A ∈ Cn×n, its comparison matrix is B = [bij] with bii = |aii| and bij = −|aij| for i /= j; A is called a
nonsingular H-matrix if its comparison matrix B is a nonsingularM-matrix.
The next result is well known.
Lemma 17. Let A be a nonsingular M-matrix. If B A is a Z-matrix, then B is also a nonsingular M-matrix.
It is known [1,4,11] that A1/p is a nonsingularM-matrix for every nonsingularM-matrix A. We now
consider the generalization of this result to H-matrices.
Theorem 18. Let A be a nonsingular H-matrix with positive diagonal entries. Then the principal pth root
of A exists and is a nonsingular H-matrix whose diagonal entries have positive real parts.
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Proof. Let B be the comparison matrix of A. Then
A = sI − C, B = sI − D,
where s>ρ(D),D 0, and |C| = D. It follows that ρ(C) ρ(|C|)< s. Let E = C/s and F = D/s. Then
ρ(E)< 1 and ρ(F)< 1. The principal pth roots of A and B are given by
A1/p = s1/p(I − G), B1/p = s1/p(I − H),
where
G =
∞∑
k=1
ckE
k , H =
∞∑
k=1
ckF
k
with ck = (−1)k−1
1
p
(
1
p
−1
)
···
(
1
p
−k+1
)
k! > 0. Since F  0 and |E| = F , we haveH  0 and |G|H. As noted
in [11], ρ(H) = 1 − (1 − ρ(F))1/p < 1. So B1/p is a nonsingular M-matrix. It follows from |G|H
that |Re(gii)| |gii| hii < 1. Thus all diagonal entries of A1/p have positive real parts. Moreover, the
comparison matrix T of A1/p satisﬁes T  B1/p. So T is a nonsingularM-matrix by Lemma 17, and thus
A1/p is a nonsingular H-matrix. 
When A is a complex nonsingular H-matrix with positive diagonal entries, the diagonal entries of
A1/p are not necessarily real. On the other hand, A1/p is a real matrix when A is real (see [8]). So we
have the following result, which has been proved in [13] for p = 2.
Corollary 19. If A is a real nonsingular H-matrix with positive diagonal entries, then so is A1/p.
We also present the following result about singularM-matrices.
Theorem 20. If A is a singular M-matrix with semisimple zero eigenvalues, then so is A1/p.
Proof. We use the deﬁnition of A1/p through the Jordan canonical form of A. It is clear that A1/p is a
singular matrix with semisimple zero eigenvalues. To show that A1/p is an M-matrix, we let A() =
A + I with  > 0. So A() is a nonsingular M-matrix and thus A()1/p is a nonsingular M-matrix. It
follows from thedeﬁnition ofA()1/p through the Jordan canonical formofA() thatA()1/p converges
to A1/p as  → 0. Therefore A1/p is anM-matrix. 
Corollary 21. If A is an irreducible singular M-matrix, then so is A1/p.
Proof. A1/p is irreducible since otherwise A = (A1/p)p would be reducible. The result follows since
any irreducibleM-matrix has a simple zero eigenvalue. 
We now consider the computation of A1/p, where A is a nonsingular H-matrix with positive di-
agonal entries (including all nonsingular M-matrices) or a singular M-matrix with semisimple zero
eigenvalues.
Let s be the largest diagonal entry of A. Then A = s(I − B)with ρ(B) 1.We compute A1/p through
A1/p = s1/p(I − B)1/p. To ﬁnd (I − B)1/p we generate a sequence {Xk} by Newton’s method or Halley’s
method, with X0 = I in each case.When A is a singularM-matrix, we need to generate a new sequence{Zk} for faster convergence and better accuracy, as described in the previous section. For the remainder
of this section, we assume A = I − B is inM1 orH1, whereM1 is the set of all nonsingularM-matrix
with 0< aii  1 (in this case B 0), andH1 is the set of all nonsingular real H-matrix with 0< aii  1.
We would like to know whether Newton’s method and Halley’s method are structure preserving: are
the approximations Xk all inM1 (orH1) when A is inM1 (orH1)?
Proposition 22. For Newton’s method or Halley’s method, the matrix Xk is inM1 for all matrices A inM1
(of all sizes) if and only if ck,i  0 for all i 1.
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Proof. If Xk is inM1 for all matrices A = I − B inM1 (of all sizes), then it is so for A = −J(−1)m×m
and each m 1, where J(−1)m×m is the m × m Jordan block with −1’s on the diagonal (and then
B = J(0)m×m). It follows from Xk = I +∑∞i=1 ck,iBi that ck,i  0 for all i 1.
Now assume that ck,i  0 for all i 1 and A is inM1. Then A = I − B with B 0 and ρ(B)< 1, and
Xk = I −∑∞i=1(−ck,i)Bi is a Z-matrix. Also,
1 − ρ
⎛⎝∞∑
i=1
(−ck,i)Bi
⎞⎠ 1 − ∞∑
i=1
(−ck,i)ρ(B)i  1 −
∞∑
i=1
(−ck,i)> 0,
where the last inequality follows from Proposition 8 for Newton’s method and from Proposition 9 for
Halley’s method. Thus Xk is inM1. 
For Newton’s method we know from Proposition 8 that X1 and X2 are in M1 when A is so. For
Halley’s method we know from Proposition 9 that X1 is in M1 when A is so. In view of Corollary 11,
other Xk are likely inM1, but a conﬁrmation will depend on the proof of Conjecture 12.
When p = 2, it is shown in [14] that for Newton’s method all Xk are in M1 when A is so. So
Conjecture 12 is true for Newton’s method with p = 2, by Proposition 22. Even for p = 2, it is an open
problem as to whether the matrices Xk generated by Newton’s method (with X0 = I) are nonsingular
M-matrices for every nonsingular M-matrix A (with aii > 1 for some i). However, this problem is of
purely theoretical interest, since it ismore appropriate to computeA1/2 throughA1/2 = s1/2(I − B)1/2,
in view of Theorem 13. Here s is the largest diagonal entry of A.
The next result shows that if Newton’smethod and Halley’s method are structure preserving inM1
then they are also structure preserving inH1.
Proposition 23. Let A be in H1. If ck,i  0 for all i 1 for Newton’s method or Halley’s method, then the
matrix Xk from Newton’s method or Halley’s method is also inH1.
Proof. Let Â be the comparison matrix of A. Write A = I − B and Â = I − B̂. So B̂ 0 and |B| = B̂. We
know X̂k = I −∑∞i=1(−ck,i)̂Bi is inM1 by Proposition 22. Then Xk = I −∑∞i=1(−ck,i)Bi is inH1 since
|∑∞i=1(−ck,i)Bi|∑∞i=1(−ck,i)̂Bi. 
More can be said about Newton’s method for the square root of a matrix inH1.
Proposition 24. Let p = 2 and A ∈ H1. Write A = I − B (so ρ(B)< 1). Then
(a) The matrices Xk from Newton’s method are all inH1.
(b) For any matrix norm such that ‖B‖< 1,
‖Xk − A1/2‖< ‖B‖
2k
1 − ‖B‖ .
Proof. Recall that ck,i  0(k 0, i 1) for Newton’s method when p = 2. The conclusion in (a) then
follows from Proposition 23 and the conclusion in (b) follows from the discussions leading to (16). 
Since it is advisable to reduce a real H-matrix to a real H-matrix inH1 to compute the square root.
Proposition 24 (a) thus solves the interesting part of a research problem stated in [8, Prob. 6.25].
8. Numerical results
In this section we present a few numerical examples to illustrate the usefulness of our strategies in
Section 6 for convergence improvement.
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Table 1
Notation used in Tables 2 and 3.
err(N, 0) Relative error for Newton’s method with the strategy in [10]
err(N, 1) Relative error for Newton’s method with our new strategy
err(H, 0) Relative error for Halley’s method with the strategy in [10]
err(H, 1) Relative error for Halley’s method with our new strategy
err(iN, 0) Relative error for inverse Newton iteration with the strategy in [5]
err(iN, 1) Relative error for inverse Newton iteration with our new strategy
Table 2
Newton, Halley and inverse Newton iterations for Example 1.
k err(N, 0) err(N, 1) err(H, 0) err(H, 1) err(iN, 0) err(iN, 1)
1 1.4e0 3.6e−1 2.7e−1 6.7e−3 4.7e−1 4.2e−1
2 1.5e−1 4.6e−3 1.3e−4 2.7e−8 8.6e−3 6.9e−3
3 1.9e−3 8.1e−7 2.8e−8 3.0e−6 2.1e−6
4 2.9e−7 2.8e−8 2.8e−8 2.8e−8
5 2.8e−8
Example 1 [10]. Let A = S15, where
S =
⎡⎣−1 −2 2−4 −6 6
−4 −16 13
⎤⎦
has eigenvalues 1, 2, 3. Note that the 2-norm condition number of A is κ2(A) = 1.6 × 1010. We now
compute A1/15 using Newton’s method (12), Halley’s method (13) and the inverse Newton iteration
(19), after a preprocessing procedure is used. For an approximation X˜ to A1/15, the relative error in
Frobenius norm is err = ‖X˜ − S‖F/‖S‖F . Our new preprocessing strategy is the same for all three
methods. The strategy in [10] produces an interval of good values of c and any point in that interval
can be used. For deﬁniteness, we take the left endpoint each time. For this example, we have k1 = 5
and c = 1.3368 with our new strategy, k1 = 4 and c = 1.44 with the strategy in [10] for Newton’s
method, k1 = 4 and c = 1.08 with the strategy in [10] for Halley’s method, k1 = 5 and c = 1.3099
with the strategy in [5] for the inverse Newton iteration. The convergence history is shown in Table 2.
The notation used in Table 2 (and later in Table 3) is listed in Table 1. Since all eigenvalues of A are real
in this example, the bisection procedure in Section 6 has no role to play. From Table 2 we can see that,
as compared to the strategy in [10], our new strategy may reduce the number of iterations by 1 while
increasing the number of square roots by 1. So our new strategy is to be preferred. Our new strategy
also appears slightly better than the strategy in [5] for the inverse Newton iteration. Indeed, with the
hindsight from Theorem 14, we now know that the strategy in [5] is unnecessarily complicated and
should be replaced by our new strategy in general when all eigenvalues of A are real.
Example 2. Let A = S5, where
S =
⎡⎢⎢⎣
0.44 −0.88 −0.38 −0.50
0.68 2.15 0.48 0.11
0.61 0.77 2.14 1.04
−0.16 −0.30 −0.67 1.33
⎤⎥⎥⎦ .
Note that A1/5 = S and κ2(A) = 1.9 × 102. The eigenvalues of A, rounded to two decimal
places, are 15.25, 0.27 ± 16.01i, 1.10.We now compute A1/5 using Newton’smethod, Halley’s method
and the inverse Newton iteration, after a preprocessing procedure is used. For an approximation X˜
to A1/5, let err = ‖X˜ − S‖F/‖S‖F . For this example, we have k1 = 2 and c = 1.7853 with our new
strategy, k1 = 2 and c = 1.18 with the strategy in [10] for Newton’s method, k1 = 2 and c = 0.88
with the strategy in [10] for Halley’s method, k1 = 2 and c = 1.5125 with the strategy in [5] for
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Table 3
Newton, Halley and inverse Newton iterations for Example 2.
k err(N, 0) err(N, 1) err(H, 0) err(H, 1) err(iN, 0) err(iN, 1)
1 3.1e−1 9.3e−2 8.9e−2 1.1e−2 2.2e−1 1.3e−1
2 2.4e−2 3.6e−3 2.2e−5 1.1e−7 1.7e−2 1.1e−2
3 9.1e−5 5.2e−6 2.0e−15 1.5e−15 1.6e−4 5.8e−5
4 3.2e−9 1.8e−11 1.2e−8 2.5e−9
5 1.2e−15 1.3e−15 1.7e−15 2.0e−15
the inverse Newton iteration. Note that the strategy in [10] fails to reduce k1 for this example. The
convergence history is shown in Table 3. Since not all eigenvalues of A are real in this example, the
bisection procedure in Section 6 is used. From Table 3 we can see that, as compared to the strategy in
[10], our new strategy could possibly reduce the number of iterations by 1, depending on the accuracy
requirement. So our new strategy is again to be preferred. Our new strategy also provides better results
(before the limiting accuracy is achieved) than the strategy in [5] for the inverse Newton iteration.
Since the cost of the bisection procedure is only O(n) for an n × nmatrix A, the use of this procedure
is recommended in general. However, if the simplicity of the overall algorithm is important, one may
continue to use the strategy in [5] when not all eigenvalues of A are real. That simpler strategy may
also be used for Newton’s method and Halley’s method.
Example 3. Let A = S5, where
S =
⎡⎣ 2 −1 −1−0.5 1.5 −1
−0.5 −1 1.5
⎤⎦ .
The matrix A is an irreducible singularM-matrix and A1/5 = S. We have
A = 78.125
⎡⎣ 1 −0.5 −0.5−0.25 0.75 −0.5
−0.25 −0.5 0.75
⎤⎦ = 78.125Â.
We then use Newton’s method (12) or Halley’s method (13) to get approximations X̂k to Â
1/5, and
take Xk = (78.125)1/5X̂k as approximations to A1/5 = S. For any approximation Y to S, let err(Y) =‖Y − S‖2 and res(Y) = ‖Y5 − A‖2.
Newton’s method converges linearly with rate 4/5. After 36 iterations, we ﬁnd err(X36) = 1.1 ×
10−3 and res(X36) = 2.5 × 10−13. However, for Y4 = 5X5 − 4X4 we have err(Y4) = 2.3 × 10−15 and
res(Y4) = 4.1 × 10−13. Halley’s method converges linearly with rate 2/3, and we ﬁnd err(X20) =
1.2 × 10−3 and res(X20) = 3.4 × 10−13. However, for Y3 = 3X4 − 2X3 we have err(Y3) = 1.3 ×
10−14 and res(Y3) = 3.0 × 10−13. The relationship between the error and the residual is as predicted
by Proposition 16, and the strategy in Section 6 for convergence improvement in the singular case is
very useful.
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