This paper describes an approach to estimating the unknown publication date for printed historical documents from their scanned page images, using Convolutional Neural Networks (CNN). The method primarily harnesses visual features from small image patches. Optionally, we augment the feature set with textual Optical Character Recognition (OCR) result features to improve accuracy, though at greater preprocessing cost. To be applied in various tasks, we develop both classification and regression models. As an example application, we show that OCR can be improved if we use estimated publication date to select the appropriate OCR model. Moreover, the resulting improvement in OCR accuracy is close to what could be achieved knowing the true publication date. We are not aware of previous work in estimating publication dates for printed historical documents with visual features.
INTRODUCTION
Often in large-scale digital humanities efforts the historical documents to be digitized (scanned, OCR'ed 1 , indexed) have missing or unreliable metadata: e.g., authorship, language, and publication date. Some of these, such as language and publication date, can be useful to know even imperfectly, for the purpose of specializing the way the content is treated in the digitization process. For example, knowing the language of a book can help us detect and correct the reading and text flow order, while knowing both the language and 1 OCR = Optical character recognition.
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We focus on electronic versions of documents, so that physical and chemical methods of dating (e.g. [2] ) are out of scope. Dating electronic historical materials has been studied in previous work. Handcrafted visual features were used to date handwriting manuscripts in [9, 4, 20] and historical color images in [16, 3] . Textual features were also used when they were available [1, 12, 6] . When not, OCR was used [8] . However, little has been done for dating printed historical documents directly from their images, which is the focus of the paper.
Here we restrict consideration to English-language documents published between the 15th and 19th centuries. Note that our proposed methods are not specific to the particular data set we used in this paper and should be applicable to other data sets. We consider two tasks for date estimation: Classification and Regression. For the classification task, we define a set of classes to coarsely divide documents based on their publication dates, and train classifiers to estimate the class of a document. The trained classifier can be used to select an appropriate model for each class, e.g. when performing OCR. For the regression task, we directly estimate the publication year of a document. The latter may be more appropriate when an actual date needs to be estimated, e.g. for search filtering. Figure 1 shows a typical example of the documents from each century along with the OCR result produced by the in-house OCR system described in [5] . As illustrated by the examples, the appearance of a document tends to vary depending on its publication date primarily due to the changing of printing technology and the cultural and linguistic trends of the period. This suggests that it might be possible to estimate publication date directly from visual features without knowing the textual content of the document. To this end, we apply a Convolutional Neural Network (CNN) [13, 11] directly on the input image to extract features that capture the date-relevant visual information, since CNN requires less feature engineering than traditional handcrafted approaches [9, 18] , and it has been shown effective in comparable settings [17, 7] . We also consider optionally augmenting the CNN-based visual features with textual features gleaned from a first-pass OCR, using an existing OCR system not yet specialized to handle older documents. As indicated in Figure 1 , the texts have decent quality, especially for later-period documents. As in the case of the visual model, we employ a neural network to extract the textual features. Since both models are formulated by neural networks, it is straightforward to combine them in an unified model to effectively consider both visual and textual features.
Moreover, we investigate the importance of date information to improve OCR for historical documents. We perform unsupervised adaptations to create specialized OCR models for each century and conduct OCR experiments with the models. Experimental results show that OCR can be improved by using the century-specific models if the date information is known a priori. After that, we examine if the proposed classification models can be used to select an appropriate model for a given document. Experimental results show that OCR can be improved by selecting the appropriate OCR model based on the estimation. The resulting improvement in OCR accuracy is close to what could be achieved knowing the true publication date. Furthermore, the visual model which is the computationally cheapest among the models we proposed is enough to estimate the publication dates in order to improve OCR.
The remainder of this paper is organized as follows: In Section 2, we elaborate the proposed methods. In Section 3, we describe our datasets. In Section 4, experimental results are shown. In Section 5, we discuss results and perform detailed analyses on them. In Section 6, we address OCR integration. Finally, Section 7 concludes the paper.
MODELS
We investigate three types of models: an Image model with only image input, a Text model with only text input, and a combined model with both image and text input. All these models are neural network models. For classification task, we use softmax as the prediction layer and Cross Entropy as cost function. For regression task, we use logistic regression as the prediction layer and L2 loss as cost function. We use Stochastic Gradient Descent [10] to train models.
Image model
We apply a CNN for Image model. The model is composed of an input layer, first convolutional layer, first max pool layer, second convolutional layer, second maxpool layer, and a layer with a vector output (Figure 2) . This layer is then connected to a prediction layer (Figure 4) .
The input of the CNN is a 256×256 patch of gray scale image taken from center of a document image. The first hidden layer is a convolutional layer. It uses an 8×8 patch as kernel with 2×2 stride. This layer contains 125×125 nodes with 100 planes. This layer has 6,500 parameters and it uses logistic activation. The second hidden layer is a max pool layer. It uses an 8×8 patch as kernel with 3×3 stride. This layer contains 40×40 nodes with 100 planes. Each plane from the previous layer is connected to a corresponding plane in this layer. The third hidden layer is convolutional layer. It uses a 4×4 patch as kernel with 1×1 stride. This layer contains 37×37 nodes with 100 planes. All the planes in the previous layer are connected to all the planes in this layer, resulting in 160,100 parameters. This layer uses logistic activation. The fourth hidden layer is a max pool layer. It contains 1 node with 100 planes. Each plane from the previous layer is connected to a corresponding plane in this layer. This layer works by picking a maximum value for each plane, regardless of its location in previous layer, and generating a vector with 100 features. This vector is then passed to a prediction layer for classification or regression task.
Text model
As a general framework, like in the Image model case, we use a neural network for classification and regression. We start with an OCR result (a text document), converted to a bag of words, which is the style of feature commonly used in text classification and sentiment analysis and more recently as an input to neural networks [14] . To use it in the neural network context, we obtain 50,000 most common terms, and represent each document as 50,001-dimensional vector, where each value corresponds to the number of times each word occurs, the last feature being the number of out-ofvocabulary words. This input is connected to an embedding layer of output dimensionality 100. This layer is connected to a hidden layer with the same dimensionality and rectified linear [15] activation function ( Figure 3 ). Then it is connected to a prediction layer ( Figure 5 ).
Combined model
We propose Image and Text models because we suppose both visual features and text features are informative for estimating publication date. However, the two types of features would not be completely redundant. For example, it is possible that two documents published in different years apply similar printing style or technology, but their text contents are related to each period of time and are quite different. It is also possible that two documents from different years have similar text contents but they use different printing style or technology dependent on when they are published. This indicates that if we use both visual features and text features, it would be helpful for better estimation of publication dates.
An easy way to use visual and text features is to just combine the output of Image model and Text model we described above. However, this makes training of each model completely unaware of the other. A better way to use both features is to build a combined model that jointly takes both visual and text features as input and train the model as a whole.
We build a combined model from both image and text components by concatenating their last hidden layers ( Figure  6 ). In this way, the combined model takes both visual and text features, and the weights are jointly learned. To be more flexible, we optionally add a hidden layer with dimensionality 200 and rectified linear [15] activation function between the concatenated layer and the prediction layer.
DATA
Our data are from the Google books [21] corpus. We selected 4,036 volumes, most of them distributed from 1500 to 1900. We also added a few pre-1500 books of which there are quite few in existence. We have manually reviewed the images to correct for mistakes in the metadata. We have then uniformly chosen 444 volumes as a test set, taking 2 pages at random from each, excluding ones without textual content. This forms a set of 888 page images. The rest of the volumes were used as a training set, and we extracted up to 50 pages from each of these volumes. quantity of gold above mentioned, which was in her husband's possession, and that she saw the vest with the buttons and rings on his fingers, and also the watch, before he went away, he having in her presence put on the teiken drawers above mentioned, desired from her somewhat to keep the watch dry, upon which she gave him a piece of cloth, the said drawers being a little damp, in which Figure 1 . For the regression task, we linearly rescale publication date to the range between 0 and 1.
EXPERIMENTS
To evaluate the proposed models for both classification task and regression task, we design metrics and run experiments using the data described above. For the classification task, we choose the class with the highest output in softmax layer, and report accuracy, defined as the number of correctly estimated test samples over the number of all test samples.
where {pi} are estimated classes, and {ti} true classes. δ(i, j) = 1 if i = j and 0 otherwise.
For the regression task, we round estimated year, and report mean absolute error (MAE), defined as
|pi − ti| n where {pi} are estimated dates, and {ti} true dates. To demonstrate the intrinsic difficulty of the problem, we use naive estimation approaches as baselines. For classification task, we guess the most common class, which labels all test samples as class 17. For the regression task, we always guess midpoint, which is 1700.
For classification task, we use the learning rate of 0.1 for Image model, and 0.3 for Text and Combined models. We do not use additional hidden layers. The results are reported in Table 2 , and confusion matrix in Table 4 
DISCUSSION

Image model
The experiment shows that the Image model with CNN can provide good estimation for publication date. To understand how it works, we use classification model and visualize [19] what features it captures given an input image. We feed the input image to input layer, fix model parameters, and set output of prediction layer as 1 for the true class of the input image and 0 for other classes. Then we treat all the values in the input layer as learnable parameters, and adapt them to the fixed network and output. In this way, the features are enhanced and visualized in the input layer. This process is the same as conventional training of Neural Networks with gradient descent. To make the result image more natural, we use Gaussian Mixture Model as prior, which is adapted with training samples. We also use L1 regularization on the difference between the parameters and the maximum value (white), so that unuseful pixels are pushed towards white. The result is shown in Figure 10 .
We find that features are mostly associated with such characters as 'e', 'a', 'o', 'n', 's'. This is reasonable because they are frequent characters in English. As an example, we can see that 'e', the most frequent English character, is a strong indicater for classes, because the shape and position of the bar as the beginning of stroke for 'e' tell the difference among three groups: class 16, class 17 and 18, class 19. For class 16 on the first row, CNN captures the slantting bar of the second 'e' in 'legges' on the second line. For class 17 on the second row, it captures horizontal bar on the upper part of 'e' in 'bein' on the first line. For class 18 on the third row, similar to class 17, it captures upper horizontal bar of 'e' in 'ces' on the second line. For class 19 on the fourth row, it captures horizontal bar in the middle part of 'e' in 'composed' on the third line. We look at many raw samples, and get a consistent observation for these patterns. We also find that comma (',') is a good indicator. For class 19, it's tail is sharp and points more downwards than those in other classes do. Again, we look at raw samples, and get a Another interesting observation is that long s ('ſ') is not captured as a feature, though we know that it often appears and it is a strong indicator. This might be because it is not very informative given other features, or it is confusing with 'f', which is less helpful for estimation.
Text model
The results show that the Text model has good ability to estimate publication dates. To understand the mechanism, we investigated the Text model for classification task. We sorted the features by the product of their frequency times their relative activation for each class (this represents their relative contribution to the classification). We excluded the 100 most frequent words since they are too common to give much insight for analysis. For each class, we list top 10 words in Table 7 . Although these words are still quite common, one can observe, for instance, Latin words as well as the use of long s (ſ) in earlier periods. There does not appear to be a clear semantic pattern, however. We see that some of these words have high probabilities for the corresponding classes (Table 8 ). This indicates the Text model assigns high weights for time sensitive words, which helps the model to estimate publication date.
Combined model
For both classification and regression tasks, we observe that combined models outperform both Image model and Text model. In both tasks, results indicate that Image models work well for new documents, Text models work well for old documents, and the combined models work well for both old and new documents. For Classification task, Table 9 
OCR INTEGRATION
In this section, we investigate the importance of date information for historical document OCR. We use an inhouse OCR system for the experiments. It is based on a loglinear model and can incorporate a variety of knowledge from different sources through feature functions. We use feature functions derived from a hidden Markov model-based optical model and an N-gram-based character language model. See [5] for the details of the system. First, we conduct OCR experiments in a sceneario where the publication date of a document is known and a specialized system for the class of the document can be used (Oracle experiment). We use the set of classes defined in Table 1 and perform unsupervised adaptations for optical and language models to create specialized models for each class. The adaptation is performed by training models using the texts obtained by running the baseline OCR system on the training set for each class. We compute a cofidence score of OCR and filter out samples whose confidence scores are less than a threshold from the training.
To measure the accuracy of OCR, we created manual transcriptions for the test set of page images we discussed above (which were manually checked). We had native speakers of English annotate a subset of lines (1-2) from each of these pages. For each line, we had 3 raters type in the contents of the line displayed on their screen (without any context). Each rater was also allowed to say that they are unable to read the line. For many of the early English texts, we were in fact unable to get any useful transcriptions, since they are undecipherable to a modern English speaker. When the raters entered text, we treated all their transcriptions as gold standard, and OCR engine is evaluated in terms of how well it matches any one of them. The metric we use is Character Error Rate (CER). For a machine transcription m, and human transcriptions {ri} of a given image,
The results are presented in Table 11 . We also report CERs obtained for a class by using models specialized for other classes. We can observe that, generally speaking, an OCR system does better on the data of the proper time period. This suggests that an automatic dating system that can sort images into the correct time period can lead to a quality improvement.
Finally, we conduct OCR experiments in a sceneario where the publication date of a document is unknown. We estimate the class of a document using the best performing system for the century classification task of the previous section and select the model for OCR accordingly. We compare the system to the baseline system as well as the Oracle system which knows the class of each document. For the class-specific models, we used both optical and language adaptations since it performed the best in the oracle experiment.
The results are in Table 12 . We observed that all proposed models get OCR scores close to that of using actual publication dates. However, Text and Combined models are expensive, because they involve running OCR for each image, effectively doubling the total processing time. Image model, on the other hand, is very cheap. It involves merely running the neural network on the raw pixels of the image. Accordingly, it takes only a small percentage of the total OCR time, which makes it quite practical as a preprocessing step to OCR which can lead to significant gains in quality for old documents.
We can see that using the classifier provides OCR gains, sometimes even better than the oracle system. This is not surprising, because oracle system uses the manually assigned date which can either be wrong, or simply not be the best proxy for the kind of typesetting challenges a given image presents. After all, we have been assuming that all books from 1615 form a uniform class, but probably some of them look more like a typical 1500s book, while others look more like a 1600s book. Our classifiers use the pages' actual appearance, so to the extent they make mistakes, they are likely to misclassify in just the right way to lead to better OCR performance.
CONCLUSION
We developed methods for estimating publication dates of printed historical documents. We built an Image model with Convolutional Neural Network. We also built a Text model with Word Embedding, and a combined model with both Image and Text model, though at greater processing cost. We applied these models to classification and regression tasks. For both tasks, all these models outperform baseline models. Text models are better than Image models and Combined models are better than both.
As an example of an application, we used estimated publication date to select an OCR model, the resulting improvement in OCR accuracy is close to what could be achieved knowing the true publication dates. Practically, Image model is recommended because it is cheaper to process.
For future work, we are interested in using publication date estimation models in more applications, such as search filtering by likely date, and disambiguating among conflicting publication dates in given sources of metadata. We are also interested in jointly training publication date estimation models and applications.
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