Networks, which characterize object relationships, are ubiquitous in various domains. One very important problem is to detect the nodes of a specific function in these networks. For example, is a user normal or anomalous in an email network? Does a protein play a key role in a protein-protein interaction network? In many applications, the information we have about the networks usually includes both node characteristics and network structures. Both types of information can contribute to the task of learning functional nodes, and we call the collection of node and link information as linked data. However, existing methods only use a few subjectively selected topological features from network structures to detect functional nodes, thus fail to include highly discriminative and meaningful patterns hidden in linked data. To address this problem, a novel F eature I ntegration based Functional N ode Detection (FIND) algorithm is presented. Specifically, FIND extracts the most discriminative information from both node characteristics and network structures in the form of a unified latent feature representation with the guidance of several labeled nodes. Experiments on two real world data sets validate that the proposed method significantly outperforms the baselines on the detection of three different types of functional nodes.
Background and Motivation
During the formation and evolution of a network, nodes usually have various types of roles or functionalities. Detection of the nodes having a specific functionality in a network is essential for understanding the corresponding patterns of the network. For instance, critical nodes in social networks are used for contagion analysis [7] , bridging nodes in protein interaction networks stand for the key proteins connecting modules [4] , and spammers in email networks need to be filtered out for better constitutions of the systems [9] .
Existing methods for the problem usually make strong assumptions on the relationships between specific topological properties and the types of functional nodes of interest. For example, nodes having high bridging centralities are categorized as bridging nodes [4] , and high PageRank scores of nodes indicate high importance degrees [11] . The selection of such topological properties in each task is usually subjective or sometimes even arbitrary, thus existing methods may miss critical patterns characterizing node functionalities in the networks. Moreover, when the aimed functional nodes are complex, it could be very difficult to obtain their relationships w.r.t. existing topological properties, which makes such strategy ineffective in real practice.
As we know, information about a real network usually involves both high-dimensional node characteristics and a network structure which consists of links between the nodes. These two types of information are jointly referred to as linked data. For example, on Facebook, each node denotes a person whose characteristics include preferences, posts, number of friends, etc. and links represent interactions between the users. In the data, both node and link information are critical for the task of identifying the role that each node plays in the network. For example, zombie users tend to have more friends (link structure) than normal users and post meaningless posts (node characteristics). Existing approaches that only use link structure information fail to capture the relevant information in node characteristics. Besides, since link structure describes connectivity between users and is not directly interpreting node functionalities, the selected topological features (e.g. number of friends) on the link structure may miss critical information hidden in the link structure. In conclusion, an effective functional node detection approach has to successfully utilize the information from both the network structure and the node characteristics.
In this paper, we propose a novel Feature Integration based Functional Node Detection (FIND) model for the task of detecting nodes of specific functionalities on linked data. Specifically, the proposed FIND model seeks to simultaneously map the information of these two aspects (network structures and node characteristics) to a unified latent feature space to capture the shared characteristics of these two aspects. Besides, several labeled nodes are utilized to guide the mapping and learning process, thus the extracted latent feature representation of the nodes can effectively cap- ture the information of linked data for the purpose of distinguishing the aimed functional nodes. The contributions of this work include: • We present a novel model for functional node detection on linked data, in which we seek to obtain a joint feature representation of node characteristics and link structure to capture the critical features of node functions. We derive an efficient solution to solve the problem, demonstrate its soundness and provide an extension of the approach to two other scenarios.
• We develop a novel similarity measure to characterize functional closeness between nodes. As existing similarity measures applied on networks only capture connectivity, the proposed measure provides a novel way to calculate node similarity, which is an important step for detecting functional nodes.
• We evaluate the proposed FIND algorithm and its extension on two real and publicly available data sets for the task of learning three different types of functional nodes. Experiments show that the proposed approaches outperform baselines which utilize network structures or node information only and are capable of detecting various functionalities from linked data.
Notation and Problem Definition
In this section, we first introduce the notation rules and formally define the problem of functional node detection on linked data. In this paper, we use A s×t to represent a matrix A which contains s rows and t columns. A linked data set is denoted as G = {V n×1 , E n×n , C n×f } as in Table 1 . In this notation, linked data G contains n nodes which form the node matrix V n×1 and the link matrix E n×n . The nodes contain f features in the node characteristic matrix C n×f . We assume both the link matrix E and the node characteristic matrices C have been scaled to be non-negative.
Suppose there are k existing labeled nodes in the linked data, we denote the label matrix as Y n×c = [Ỹ k×cŶ(n−k)×c ] in whichỸ k×c is the label matrix for the k existing labeled nodes andŶ (n−k)×c is the aimed label matrix for the rest nodes. For simplicity, we treat functional node detection as a binary learning task in which nodes are classified into two classes w.r.t. whether they are the aimed functional nodes.
The problem of functional node detection is formally defined as: given a linked data set G, the labels of the functions of k nodesỸ , learn a mapping F: G → Y .
Methods and Technical Solutions
The proposed FIND algorithm contains two major parts: 1) integrating both the links and the node characteristics in a linked data set to a unified latent feature space; and 2) learning a model on the extracted latent feature space for predicting the labels of the unlabeled nodes. More precisely, the intuition can be formulated into the following objective:
In the equation, X n×r is the r-dimensional latent feature matrix we wish to extract. B f ×r is the coefficient matrix which maps the node characteristic matrix C n×f to the latent feature matrix X n×r . H r×r is the feature-feature correlation matrix which maps S n×n to the aimed latent feature matrix X n×r . W r×c is the weight matrix in the classification loss function f (XW, Y ). c 1 and c 2 are the cost parameters that control the trade-off between the classification error and the reconstruction errors. S n×n is the node functional similarity matrix computed from the network structure matrix E n×n , and it captures the closeness of nodes in their functionalities. We define S n×n in Section 3.1.
In Eq.3.1, f (XW, Y ) is the classification loss defined as:
where y i is the index of the largest value in Y i,: , which is also the class index of the node i; and α is the weight decay for the l 2,1 norm of W r×c .
In the two reconstruction loss functions, C T − BX T 2 F favors mapping the node characteristics into the latent feature matrix X to remove noise; and S − XHX 2 F intends to map the node functional similarity matrix S to the latent feature matrix X.
Putting together the two reconstruction loss functions, we are able to learn a joint latent feature matrix X from both the node characteristics and the node functional similarity matrix. Together with f (XW, Y ), the We impose the non-negative constraint to the weight matrix W , coding matrix B and latent feature matrix X. Therefore, in the model, only additive combinations are allowed and no substraction can occur, which is consistent with the intuition of combining both node characteristics and the network as a unified latent feature matrix.
On the linked data, with the input of the network structure matrix E n×n , node characteristic matrix C n×f and the label matrix of the existing classified nodes Y k×c , we are able to learn W, B, H and X through the model in Eq.3.1. The latent feature matrixX (n−k)×r of the unlabeled nodes can then be used in the classifier f (X (n−k)×r W,Ŷ (n−k)×c ) to learn the optimal labelŝ Y (n−k)×c .
Node Functional Similarity Matrix
Generally, the network structure matrix E n×n only describes the connectivity of nodes, and is not directly interpreting the functional relationships between nodes. Two nodes having the same functionalities can be connected, disconnected or even unreachable from each other at all. However, for functional node detection, two nodes having similar functionalities have to be very close in the latent feature matrix X n×r , no matter whether the two nodes are connected or not in E n×n . Therefore, E n×n can not be directly used in our model. To utilize the link information of the network, we have to transform E n×n to the node functional similarity matrix S n×n which captures the closeness of two nodes in their functionalities rather than in their connectivities.
Unfortunately, existing studies which deal with node functional similarities on linked data can not be applied to map E n×n to S n×n since they evaluate functional similarities on node characteristics instead of on networks.
Existing network-based closeness metrics focus on two different aspects. Some papers such as [2, 6] seek to measure the closeness of nodes. The others such as [5, 13] focus on measuring the similarity of two graphs.
In the paper, we denote the distance metric on two nodes a and b as K n (a, b), and the result of it as KN ab . Similarly, we denote the distance metric on two graphs E a and E b as K g (E a , E b ) and the result as KG EaE b . Without loss of generality, we assume KN ab and KG EaE b are in the range of [0, 1], and the higher score two instances have, the closer they are. Generally, a network E n×n consists of multiple groups of nodes. Nodes in the same group are highly connected, and nodes from different groups have few links or no link among them. We present such a toy example in Fig.1 . The network in Fig.1 includes two groups of people: the left group E 1 which contains Jack, Alice, Jason and Mike; and the right group E 2 which contains Dan, Lily, Bob and Eric. The two groups E 1 and E 2 are very close in their topologies.
For the sake of simplicity, we demonstrate the process of estimating the functional similarities among Jason, Jack, Alice and Bob in Fig.2 .
Obviously, Alice and Bob should have high functional similarity score since they play as the centers of the two groups. In the existing approaches, as the distance metrics measuring similarities of graphs, K g can not be applied to measure similarities among nodes. By K n (Alice, Bob), the score is 0 as in Fig.2 .(a), since Alice and Bob are not reachable from each other. In cases when there are only few links between Alice and Bob, the closeness score measured by K n (Alice, Bob) is still low, indicating Alice and Bob are far away from each other in the network. Thus K n does not fit the task of functional node detection.
Intuitively, if two objects have similar impacts on all the other objects, they should have similar functionalities. To formulate the intuition, we define a function K f (a, b) measuring the impact of the node a on the node b, and use KF ab to denote the result of K f (a, b) as:
in which S(E a , a) represents the impact of the node a on its group E a . Viewing E a and E b as two sub graphs, K g (E a , E b ), which captures the closeness between E a and E b , transmits the impacts between the group E a and the group E b . Obviously, K f (a, b) = K f (b, a). The K f function enables calculating the impact of the node a on the node b and vice versa, no matter whether their groups E a and E b are connected or not. We demonstrate the KF matrix of the toy example in Fig.2.(b) .
The functional closeness of two nodes is estimated by the similarity of their impact scores to all the other nodes as:
in which S ab is the aimed functional similarity metric between a and b; d(u, v) is a similarity metric between u and v, and the closer u and v are, the higher d(u, v) is. Eq.3.2 and Eq.3.3 provide us a general framework for estimating node functional similarities. We present a specific formulation of the framework as follows.
We estimate S(E a , a) as:
where n Ea is the number of nodes in the group E a . In the group E a , we use max i∈[1,n Ea ]
n Ea j=1 K n (i, j) to locate the node having the highest accumulated closeness to all the other nodes in the group, and define the located node as the group center of E a . For instance, in the toy example in Fig.1 , we identify Alice and Bob as the group centers. S(E a , a) is then estimated through the closeness between the node a and the group center of E a .
The functional similarity between node a and node b can be obtained by:
, we estimate the difference between a's and b's impacts on all the other nodes. We then add 1 to it and invert the result to scale S ab to the range of [0, 1]. The higher S ab is, the closer a and b are.
By this method, we obtain the functional node similarity matrix of the toy example as in Fig.2.(c) . In the result, the functional similarity of Jason and Jack is 1 which indicates that Jason and Jack play the same role in the network. Since Alice and Bob are the centers of two very similar groups, they obtain high functional similarity (0.96). The result also indicates that Jason and Alice are very different in their node functionalities although they are connected.
Solution and Analysis
In this section, we first present a solution to Eq.3.1, and then theoretically analyze the solution.
Solution
We develop a solution to Eq.3.1 based on block coordinate techniques. We first divide the unsolved variables into two sets: {W, Y, B, H} and {X}, and then iteratively fix one set of them and update the other set. Specifically, we have the following solution:
(1) Fixing X, the optimization problem can be decomposed into three independent sub problems as:
In the three sub problems, Eq.3.5 is a classical SVM task with l 2,1 norm. With the fixed latent feature matrix X k×r and the labelsỸ k×c for the labeled nodes, Eq.3.5 can be solved with many off-the-shelf optimization tools. Eq.3.6 and Eq.3.7 can be solved efficiently as:
(2) Fixing W , Y , B and H, the objective w.r.t. X is:
where
To optimize Eq.3.10, we employ the following updating function:
We summarize the solution in Alg.1.
It is obvious that in each iteration, the solutions to W , Y , B and H keep decreasing the objective. Thus in this section, we focus on how the updating rule of X in Eq.3.11 decreases the objective function in Eq.3.10.
Analysis
We first describe two lemmas we use in the proof: 
5:
Calculate B by Eq.3.8
6:
Calculate H by Eq.3.9
7:
Update X by Eq.3. and S ∈ R n×k + , that C and B are symmetric, the following inequality holds: the following inequality holds:
We define an auxiliary function Z(X, X ), and have:
Proposition 3.1. The objective in Eq.3.10 is nonincreasing under the updating rule:
in which
Proof. According to Lemmas 3.1 and 3.2, we have:
Because u ≥ 1 + log u, ∀u ∈ (0, ∞], we have:
Summing over all these bounds, we have Z(X, X ) ≥ J(X). Also, it is very clear that Z(X, X) = J(X).
From the updating rule in Eq.3.14, we can infer:
Notice that the only case when J(X t+1 ) = J(X t ) is when X t is a local minimum of Z(X, X ). Suppose X min denotes the local minimum of Z(X, X ), we have:
thus J(X) in Eq.3.10 is non-increasingly updated under the updating rule in Eq.3.14.
To utilize Proposition 3.1, we need to prove: Proposition 3.2. The iteratively updating function in Eq.3.11 satisfies the updating rule in Eq.3.14.
Proof. To find the local minimum of Z(X, X ), we fix X and get:
The Hessian matrix of Z(X, X ) is:
which is a diagonal matrix with positive entries:
Thus the Hessian matrix of Z(X, X ) is positivesemidefinite and Z(X, X ) is convex. The optimal minimum of it can be obtained by setting ∂Z(X, X )/∂X ij = 0. We then obtain Eq.3.11 which satisfies the updating rule in Eq.3.14.
By Proposition 3.1 and 3.2, the objective in Eq.3.10 is non-increasing under the updating function in Eq.3.11.
Extension
If no labeled node is available in the target linked data, FIND can also be adapted to the following two cases:
(1) In reality, the origins of linked data are usually dynamic with evolving links and node characteristics. For the detection of functional nodes in a target snapshot, the well labeled history snapshots of the dynamic origins can be used in the learning process if the aimed node functionality keeps the same over the history and the target snapshots.
(2) Intuitively, labeled functional nodes in a source can be used to help identify functional nodes in a target if the source and the target are of the same type. For instance, identified spams in Gmail can be used to detect spams in Hotmail, and labeled zombie fans in Facebook can be used to filter zombie fans in Google+. The adapted algorithm can also take advantage of labeled nodes in a source which is the same type of linked data as the aimed linked data.
Generally, there are three benefits for the adapted algorithm: 1) in a timely learning task, there is no need to re-train the model; 2) it removes the demand of labeled nodes in the target linked data; and 3) it enables the learning of a large target snapshot with a small history or source linked data.
Let's denote the history or source linked data as G S and the aimed linked data as G T . We then train on G S and test on G T as follows. In the training process, we apply FIND in Alg.1 on G S to learn the parameter matrices B S , H S and W S ; In the testing process, the target linked data G T can be mapped into latent feature space X by using the same parameter matrices B S and H S :
Its solution and theoretical analysis are very similar to those in Section 3.2, thus we skip the details here. The updating function w.r.t. X that optimizes Eq.3.16 is: The aimed label matrix Y is obtained by plugging X into the trained classifier f (XW S , Y ).
We denote the above adapted algorithm as FINDS (Feature Integration based Functional Node Detection with Source/History Linked Data).
Empirical Evaluation
We conduct various experiments in this section to evaluate and analyze the effectiveness of the proposed methods FIND in Alg.1 and FINDS on two real world data sets Advogato [8] and Robot.Net. Both of the two data sets are publicly available 1,2 .
Dataset Description
The Advogato and the Robot.Net data sets were collected by crawling daily on the online community web sites Advogato 3 and Robot.Net 4 . The two web sites provide cooperation environment to the development of open-source softwares and robots, respectively. To promote collaborations, both of the two web sites enable each member to mark linked neighbors as Apprentices, Journeyers, and Masters according to the neighbors' contributions to the cooperated projects.
For the experiments, in Advogato, we select the first sampled data in each February from 2007 to 2012, and denote the 6 snapshots as A 1 to A 6 ; and in Robot.Net, we select the first sampled data in each year from 2008 to 2013, and denote the 6 snapshots as R 1 to R 6 . By the votes, the nodes in each snapshot are divided into three functional classes: Apprentice Nodes, Journeyer Nodes and Master Nodes.
Due to the page limit, the details of parameter setting are presented in the supplementary file.
Baselines and Metric
The inputs of the proposed algorithm FIND include three parts: the network structure E n×n , the node characteristics C n×f ; and the k existing labeled nodes. Based on the three parts, we choose four baselines for comparisons:
(1) The PageRank algorithm [11] is an unsupervised measurement on importance of nodes. Since the concepts of Apprentice, Journeyer , and Master are also related to importance, we set PageRank as the first baseline to exam how well a selected topological feature of link structure can characterize the aimed node functions;
(2) In each aimed learning task, the number of functional nodes is much less than the number of the other nodes. One class SVM (OCSVM) [12] is an established unsupervised model for such imbalanced data sets. We set OCSVM as the second baseline to test how well the node characteristics can capture the features of the aimed node functions; (3) To evaluate the composite impact of the input network structure and the k existing labeled nodes, we create a supervised method which maps the node functional similarity matrix S n×n to a latent feature space with the guidance of the existing labeled nodes, and name the method as Supervised Coding of Functional Similarity Matrix (SCF). This baseline contains the regularized classification loss measuring the prediction errors of the labeled nodes, and the reconstruction loss of the mapping from the node functional similarity matrix S n×n to the latent feature matrix X in Eq.3.1; (4) Similarly, to evaluate the composite impact of the input node characteristics and the k existing labeled nodes, we compare the proposed algorithms to supervised sparse coding (SSC) [18] which maps the node characteristics to a latent feature space with the guidance of the labeled nodes.
Due to the class imbalance in the learning tasks, we set Area Under the Curve (AUC) as the evaluation metric to numerically compare the investigated approaches. The output values of AUC are in the range of [0, 1], and the higher the output is, the better the performance is.
Performance Study on FIND
To evaluate the proposed method FIND in Alg.1, we experimentally test its performance on detecting Apprentice Nodes, Journeyer Nodes and Master Nodes.
In each learning task, we randomly pick 3 nodes in each class as training instances and test on all the other nodes. Table 2 and Table 3 present the results of the three learning tasks on Advogato and Robot.Net, respectively. Moreover, to better illustrate the difference of each investigated method, we demonstrate the ROC curves of detecting Apprentice Nodes on Advogato in Fig.3. 
Experiments on the Advogato Dataset
On the Advogato data set, the results of detecting three different types of functional nodes show very consistent trends as demonstrated in Table 2 . OCSVM which uses node characteristics for unsupervised functional node detection got the lowest AUC scores; in contrast, PageRank which mines node importance on the network structure achieved better performance than OCSVM. This fact indicates that the arbitrarily selected node characteristics can not well characterize node functions; SCF, which maps the node functional similarity matrix to a latent feature space with the supervision of the labeled nodes, significantly outperformed OCSVM and achieved higher AUC scores than PageRank; among the four baselines, SSC, which encodes the node characteristics into the latent feature space with the guidance of the labeled nodes, achieved the best performance.
The proposed FIND algorithm successfully integrates discriminative information in the node characteristics and the network structure, thus achieved significantly better performance than all the baselines. On the mean AUC scores, FIND outperformed SSC, SCF, OCSVM and PageRank by 14.4%, 24.1%, 42.6% and 35.0%, respectively.
Experiments on the Robot.Net Dataset
The results of the experiments on the Robot.N et data set are shown in Table 3 .
SCF performed the worst; PageRank reached better performance than SCF in all the binary learning tasks; SSC obtained slightly higher AUC scores than SCF and PageRank; and OCSVM performed the best in the rest baselines. Compared to the baselines, the proposed FIND algorithm achieved significantly better performance. On mean AUC scores, FIND made 35.3%, 59.6%, 12.9% and 47.8% improvements over SSC, SCF, OCSVM and PageRank, respectively. 4.4 Performance Study on FINDS As discussed in Section 3.3, the proposed FINDS algorithm can be used in two cases: 1) using a labeled history snapshot as input if the origin of the target linked data set is dynamic; and 2) using a labeled source which is the same type of linked data as the target link data. In this section, we focus on detecting Master Nodes on the Robot.Net data set, and experimentally evaluate the FINDS algorithms in the two cases.
On History Linked Data
We set R1 in the Robot.N et data set as the labeled history snapshot, and use it to supervise the detection of Master Nodes on R1 to R6. The results are presented in Table 4 .
Among the five investigated approaches, SCF and PageRank reached very close performance in all the binary learning tasks; SSC increased the mean AUC score by 0.2115 and 0.1902 over SCF and PageRank, respectively; and OCSVM performed slightly better than SSC. Compared to the baselines, the proposed FINDS algorithm achieved significantly better performance. On mean AUC scores, FINDS made 16.6%, 57.4%, 13.6% and 52.0% improvements over SSC, SCF, OCSVM and PageRank, respectively.
On Source Linked Data
We set A1 in the Advogato data set as the labeled source linked data, and use it to supervise the detection of Master Nodes on R1 to R6. The results are presented in Table 5 . In the experiments, the proposed FINDS algorithm performed consistently better than any baseline in all the binary learning tasks. Overall, on the mean AUC scores, the FINDS algorithm outperformed SSC, SCF, OCSVM and PageRank by 22.0%, 57.9%, 14.0% and 52.5%, respectively.
Impact of Training Sets
In the above experiments, on each data, we use 3 labeled instances in training. To evaluate the impact of the size of training instances k, we also conduct experiments on various settings of k and demonstrate the results in Fig.4 . From the graph, we can observe that when k = 2, since guidance of the labeled instances is too limited, the AUC scores by the proposed FIND model significantly vary from R 1 to R 6 . Nevertheless, after slightly increasing k to 4, the model can achieve on average over 0.9 in AUC scores. Such high performance keeps stable when we keep increasing the number of labeled training instances. This experiment well confirm that the proposed FIND model is effective in detecting node functions when only a few labeled instances are provided.
Parameter Sensitivity
In FIND and FINDS, the number of latent features r controls the expressive power of the latent feature matrix X n×r , and is closely related to the performance of the proposed FIND and FINDS. In this section, we use Master Node Detection on Robot.N et to demonstrate how r impacts the performance and to show the process of setting it for FIND. Other parameters are set in the same way. As shown in Fig.4 , on R1 to R6, the AUC scores dramatically increase to over 0.9 when r varies from 1 to 3. When r is larger than 10, the model performs slightly worse due to over-fitting. According to this observation, we set r = 3 in each binary classification task in the experiments.
Although mining linked data has been a hot topic recently, the proposed work in this paper significantly differs from existing work in both the method and the aimed task. Graph-based semi-supervised learning [17, 19] and collective classification [3, 10] also tackle the classification problem on linked data. In such topics, links are treated as important constraints for classification tasks, and connected nodes are more likely to belong to the same class while disconnected nodes should belong to different classes. In contrast, in the proposed functional node detection task, nodes of the same functionality may not be reachable from each other in the networks. For instance, in Gmail, spammers in different geographical regions may not have links between them at all but they still share the same functionality. Therefore, we must extract discriminative information from links instead of treating links as constraints in our task.
There are several existing studies concerning about integrating network structures and node characteristics into a unified latent feature space. The method in [14] summarizes information on linked data into four types of relationships including CoFollowing and etc. in a supervised framework. In [15] , the authors used pseudoclass label information to supervise the integration of features for community detection. In these methods, two nodes have more similar latent feature vectors only if they are highly connected with each other, which is different from the proposed algorithms.
Conclusions
In this paper, we proposed a novel algorithm for functional node detection on linked data. The basic idea is to seek a joint latent space which captures the characteristics of both node attributes and network structures while maximizing the discriminative features guided by existing labeled nodes. We presented an iterative solution to the method and provided theoretical analysis of the solution. Moreover, in the paper, we also developed a novel node similarity metric which measures the functional closeness between nodes. Experiments on two real world data sets validated that the proposed method significantly outperforms the baselines by 13% to 60% on the detection of three different types of functional nodes.
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