Location awareness is now becoming a vital requirement for many practical applications. In this paper, we consider passive localization of multiple targets with one transmitter and several receivers based on time of arrival (TOA) measurements. Existing studies assume that positions of receivers are perfectly known. However, in practice, receivers' positions might be inaccurate, which leads to localization error of targets. We propose factor graph (FG)-based belief propagation (BP) algorithms to locate the passive targets and improve the position accuracy of receivers simultaneously. Due to the nonlinearity of the likelihood function, messages on the FG cannot be derived in closed form. We propose both sample-based and parametric methods to solve this problem. In the sample-based BP algorithm, particle swarm optimization is employed to reduce the number of particles required to represent messages. In parametric BP algorithm, the nonlinear terms in messages are linearized, which results in closed-form Gaussian message pass- * Corresponding author Email address: {wunan, wjyuan, wanghua, jmkuang}@bit.edu.cn (Nan Wu, Weijie Yuan, Hua Wang performs slightly worse than the sample-based BP method, it could be more attractive in practical applications due to the significantly lower computational complexity.
Introduction
For many applications in wireless networks such as public service, emergence rescue, intelligent transportation system and environmental monitoring, it is often a crucial requirement to obtain the locations of targets [1] .
Depending on the nature of the object to be localized, localization methods can be classified into "active" and "passive". In passive localization, targets can only reflect or scatter the signals from transmitter to receivers [2] .
Compared to the active case, there are increasing demands for localization of passive objects in many scenarios, such as crime-prevention, health care service and radar tracking.
Depending on how the distances are measured, localization techniques can be classified into three kinds, utilizing time of arrival (TOA), angle of 2 arrival (AOA) and received signal strength (RSS) [3] [4] [5] . AOA methods rely on the equipment of directional antennas or antenna arrays at the receiver side. The accuracy of RSS methods suffers from the fading of wireless signal.
Generally speaking, TOA algorithms can provide highly accurate estimation of target's position in most situations. Therefore, in this work, we focus on the TOA-based passive localization.
Various estimation methods based on TOA measurement have been presented for localization of active target. Exact and approximate maximum likelihood (ML) localization algorithms are proposed in [6] . In [7] , numerous TOA-based wireless localization algorithms with different accuracies, computational complexities are surveyed. In [8] and [9] , cooperative localization algorithms are presented to provide high accuracy localization in anchorless network. A source localization method with channel estimation and noise reduction is studied in [10] . Using Bayesian framework, [11] presents a cooperative tracking method. For passive localization in wireless networks, a TOA-based two-step estimation (TSE) algorithm is proposed in [12] . Passive localization in quasi-synchronous networks is studied in [13] based on TSE algorithm. In [14] , differential TOA measurements are employed to perform passive localization in asynchronous network. All the above methods assume that positions of transmitter and receivers are accurately known. However, in large-scale network or emergency-deployed situation, equipping all the receivers with location reference devices may be time cost and energy prohibitive. Therefore, receivers' position information may not be accurate in this case. Obviously, utilizing the erroneous position information of receivers directly would result in large positioning error. Many papers have considered 3 the localization in the presence of transceiver's position uncertainty. In [15] , a second-order cone programming (SOCP)-based algorithm is proposed. An expectation maximization-based approach is presented in [16] which provides closed-form expressions of nodes' location coordinates. In [17] , a Bayesian filter is utilized to provide on-line probabilistic estimates. A distributed ML algorithm is proposed in [18] to jointly locate the sensor and target nodes. In [19] , a source localization problem is solved in the presence of sensor location errors. In [20] and [21] , the graph model based algorithms are proposed to solve the simultaneous self-localization and tracking in cooperative localization scenarios. However, all of these papers focus on active localizations. In our prior work [22] , passive localization of a single target with inaccurate receivers is studied based on Gaussian message passing.
In this paper, we study the TOA-based passive localization of multiple targets in the presence of inaccurate receivers, which is an extension of the single target problem. We propose two algorithms based on belief propagation (BP) on factor graph (FG) [23] . Due to the nonlinearity of the likelihood function, the messages cannot be derived in closed form. To this end, we propose both sample-based and parametric methods to represent messages on FG. Particle swarm optimization (PSO) [24] is employed in the sample-based BP algorithm to reduce the number of particles required. In the parametric BP algorithm, the nonlinear term in messages are linearized by Taylor expansion. Accordingly, all the messages can be represented in Gaussian closed form, which results in Gaussian message passing [25] on FG. We derive Bayesian Cramér-Rao bound (BCRB) for location estimation in this problem. Finally, the performance of the proposed algorithms are evaluated 4 by Monte Carlo simulations.
The remainder of this paper is organized as follows. The problem formulation and system model are given in Section II. In Section III, factor graph for passive localization of multiple targets in the presence of inaccurate receivers is given. Both the PSO enhanced sample-based BP and the parametric BP with Gaussian message passing are proposed. The BCRB for position estimations of targets and receivers is derived in Section IV. Simulation results and discussions are given in Section V. Finally, conclusions are drawn in Section VI.
Notation: (·)
T , (·) −1 are the transpose and inverse operator, respectively;
· is the Euclidean norm; E denotes the expectation operator; ∇ x is the differential operator with respect to x; diag{x} represents a diagonal matrix with main diagonal entries being the elements of x and the entries outside the main diagonal are all zero; A B denotes that A − B is positive semidefinite. We also denote by µ f →x the message from factor node to variable node and µ x→f the message from variable node to factor node.
System Model and Problem Formulation
We consider a two-dimensional localization problem as shown in Fig. 1 .
The network consists of one transmitter, A = |A| passive targets and M = |M| receivers, where A and M denote the set of targets and receivers, respectively. Without loss of generality, the location of transmitter is set to (0, 0). The position of the i-th target and the m-th receiver is x i = (x i , y i ) and θ m = (a m , b m ), respectively. It is assumed that the transmitter and receivers are synchronized.
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The transmitter sent an impulse at time t, which is then reflected by the i-th target and received by the mth receiver at time t + t im , where t im denotes the signal propagation time from transmitter to the m-th receiver through the reflection of the i-th target. Signals reflected by different targets can be separated according to the blind source separation method and data association [26, 27] . In this paper, we assume that signals have been perfectly separated for simplicity. Multiplying t im by the signal propagation speed c, the range measurement from transmitter via the i-th target to the m-th receiver can be written as
where n im is a zero-mean Gaussian random variable with variance σ 2 im . We can write the likelihood function as The joint likelihood function is given by
We aim to obtain positions of targets based on the minimum mean square error (MMSE) estimator by considering the position uncertainties of re-6 ceivers. Using Bayesian rule, the joint posterior distribution p (x, Θ|R) reads
where p (x i ) and p(θ m ) are the prior distributions of targets and receivers, respectively. Then, the posterior distributions of the i-th target and the m-th receiver can be obtained by marginalizing the joint distribution in (4), i.e.,
where 'x ∼x i ' and 'Θ ∼θm ' denote that the integration is over all variables except the one in the subscript.
Due to the high dimensional integration, calculating the marginal distributions in (5) and (6) directly are difficult. In the following, we propose to use BP algorithm on FG to solve the problem efficiently.
The Proposed Belief Propagation Algorithms on Factor Graph

Factor Graph and Message Passing Algorithm
Factor graph is a way to graphically show the factorization of a function [23] . In a factor graph, there is a factor node for every local function and a variable node for each variable. The factor node g is connected with a variable node x if and only if g is a function of x. The factor graph corresponding to the factorization in (4) is shown in Fig. 2 , where f i and h m denote the prior distributions of x i and θ m , g im denotes the likelihood function p(R im |x i , θ m ).
Based on the factor graph, the marginal posterior distribution p(x i |R) and p(θ m |R) can be approximated by the beliefs b(x i ) and b(θ m ) using belief propagation rules.
In BP message passing, there are messages from variable nodes to factor nodes and messages from factors to variable nodes [28] . The messages from factor node g im to variable nodes x i and θ m are given by
where µ x i →g im (x i ) and µ θm→g im (θ m ) are messages from variable nodes to factor node g im which are given by
The belief of a variable node is obtained by multiplying all the messages passed from neighboring factors. Hence, the belief b(x i ) and b(θ m ) are given
The prior distribution of receivers is assumed to be circular symmetric Gaussian distribution, i.e.,
8 whereθ m = (ā m ,b m ) is the true position of the m-th receiver and σ 2 m is the variance. Similarly, the prior distribution of targets p (x i ) can also be assumed as Gaussian 1 . However, due to the nonlinearity of likelihood function, no close-form solutions can be obtained from the integration in (7) and (8).
We propose two methods, namely, sample-based and parametric methods, to solve this problem.
Sample-based Belief Propagation Algorithm for Passive Localization
The integration in (7) and (8) can be solved by Monte Carlo method, e.g., particle filtering [29] . For any integrable function φ(x), the integral I = φ(x)r(x)dx can be approximated by using L weighted particles, i.e.,
where ω (j) is the weight of the j-th particle.
Therefore the messages in (7) and (8) can be represented by the particles
. The weights and values of particles can be obtained by using importance sampling [30] . After obtaining the particle representation of a message, the weights of particles are updated as
Then, the weights are normalized, i.e., ω
i . Resampling can be used to mitigate the degeneracy of particles. However, it also leads to the loss of diversity of particles. We propose to employ PSO method to solve this problem. PSO aims to find both the local best and the global best positions of a group of particles. The position and velocity of the j-th particle in a PSO iteration is updated as
where c 1 and c 2 are constants that control the convergence speed [31] , p
is the local best position of the j-th particle and g
is the global best position of all the particles, which are updated as follows
where J(·) is the objective function, which is set to be the likelihood function in this paper. The particle representation and PSO process of receivers' positions θ m follow the similar rule and are not given here for brevity. With the particle representation of the beliefs, the positions of targets and receivers can be obtained. The proposed PSO enhanced sample-based BP passive localization algorithm is depicted in Algorithm 1.
Parametric Belief Propagation Algorithm for Passive Localization
The estimation accuracy of sample-based BP algorithm depends on the number of particles. However, a large number of particles leads to high computational complexity. To this end, we propose a parametric BP algorithm for passive localization which significantly reduces the computational complexity.
Assuming that x-axis and y-axis are independent, the message from factor node to variable node can be separated into two messages. A subgraph of pairwise nodes x i and θ m is illustrated in Fig. 3 . The messages from factor nodes f i and h m to variable nodes are the prior distributions of the variable nodes. The messages from factor node g im to variable nodes are
Substituting (2) into (19)- (22), at the l-th iteration, we expand the terms of Euclidean norm in (19)- (22) 
, we have the approximations as
are the estimated Euclidean distances in the previous iteration,d
Assume the messages from variable nodes to factor nodes are Gaussian distributions. Substituting (23)- (25) into (19)- (22), after same straightforward manipulations, we can derive the messages from factor nodes to variable nodes as Gaussian distribution, i.e.,
with the mean and variance given in Appendix 1.
Having all the messages from neighboring factor nodes, the beliefs of x i , y i , a m and b m can be obtained by
Since all the messages from factor nodes to variable nodes are Gaussian, the beliefs in (26)- (29) are also Gaussian. The means and variances of b
where σ The messages from a variable node ξ to its neighboring factor node g can be calculated by the belief of ξ divided by the incoming message from the factor node g to the variable node ξ, i.e., µ ξ→g (ξ) = b(ξ)/µ g→ξ (ξ), ∀ξ ∈ {x i , y i , a m , b m }. Therefore, the messages from variable node ξ to its neighboring factor node g at the l-th iteration are given by
Since the FG in Fig. 2 contains cycles, the above message update repeats until the number of iterations reaches the maximum. The proposed parametric BP algorithm for passive localization with inaccurate receivers is described in Algorithm 2.
Analysis of Bayesian Cramér-Rao bound
The Cramér-Rao bound (CRB) for passive localization with accurate receivers has been studied in [12] . In this paper, since the positions of receivers are with uncertainties, we propose BCRB for joint estimation of positions of both targets and receivers.
T be the vector of parameters to be estimated. For any unbiased estimator, the covariance matrix ofρ satisfies
passive , where F passive is the Fisher information matrix (FIM), which is given by
where F observ and F prior correspond to the contribution of observation and prior information to the FIM, respectively.
Assuming that the measurement noise is Gaussian distributed, the observation vector R is Gaussian distributed with mean vector µ and covariance matrix Σ 1 , i.e., The prior distribution of ρ is also assumed as Gaussian distribution with mean vector at its true positions and the inversion of covariance matrix as
Therefore, F passive can be written as
which can be expressed as a block matrix
where the derivations of F 11 , F 12 and F 22 are given in Appendix 2.
The BCRB is related to the inversion of matrix F passive . However, as the number of targets and receivers becomes larger, the computational complexity to calculate F −1 passive increases significantly. We employ the equivalent Fisher information matrix (EFIM) to reduce the dimension of the FIM while retaining all necessary information related to targets or receivers [32] .
We denote the EFIM corresponding to targets as F target . The EFIM F target is the Schur complement of matrix F 22 , which is
Obviously, calculating the inversion of F target is much easier than that of F passive . Then, the BCRB for estimation of targets' positions
Similarly, the EFIM corresponding to receivers F receiver can also be derived using the Schur complement of matrix F 11 , the expression of which is not given here for brevity.
Simulation Results and Discussions
Simulation Results
Consider a 100m × 100m plane with one transmitter, three targets and The root mean squared error (RMSE) of target's position estimation versus the number of iterations is illustrated in Fig. 6 . We can observe that both the proposed sample-based BP and the parametric BP algorithm converge after several iterations. Due to the approximation in linearization, the parametric method converges slower than the sample-based BP algorithm.
Nevertheless, the localization accuracies after convergence of the two algorithms are very close. Therefore, for space limitation, we will only evaluate the performance of parametric BP algorithm in the following.
In Fig. 7 , we compare the CDF of targets localization error of TSE method in [12] with that of the proposed parametric BP algorithm with various position uncertainties of receivers. It is shown that, with larger position uncertainties of receivers, both the performance of TSE method and that of the proposed parametric BP algorithm degrade. However, the performance gap between them becomes much larger as the uncertainty increases, which means by taking the position uncertainties of receivers into account, the proposed parametric BP algorithm for targets localization is more robust to the initial position errors of receivers.
We evaluate the performance of the proposed algorithms by using the derived BCRB. Since it has been shown that the BCRB depends on the true positions of targets and receivers, we set the positions of the three targets at (30, 40) , (16, 57) and (70, 81), respectively. It is seen that localization accuracy of targets improves when the number of targets increases. In fact, from (28) and (29) we can observe that the belief of receiver's position combines the messages from the observations of multiple targets. Therefore, with greater number of targets, the accuracy of receiver's position can to be improved, which in turn leads to an improvement of the estimation accuracy of targets' positions. Moreover, it is seen that the proposed algorithm can attain the BCRB in all the three configurations.
The BCRB and MSE of position estimation of receiver located at (10, 40) are plotted in Fig. 10 . It is seen that the proposed parametric BP algorithm performs very close to the BCRB, which verifies the efficiency of the algorithm. For comparison purposes, the MSEs of receiver's initialized position estimation are also plotted, which is based on the realization of the prior distribution. We can observe that MSE of the proposed algorithm and the BCRB keep increasing when the variance of measurement noise becomes larger, and they converge to the initialized MSE of receiver's position estimation. This is because when the measurement noise is very large, the FIM of position estimation is dominated by the prior information. Moreover, it is seen that the BCRB and MSE of the proposed algorithm are below the MSE of the initial position estimation of receivers, which means that receivers can always benefit from the position updating using the proposed algorithm.
To further evaluate the impact of receivers' position uncertainties, we plot BCRBs and MSEs of position estimations of both the target and the receiver versus the variance of prior distribution in Fig. 11 . The variance of measurement noise is σ 2 im = 1m 2 . It is seen that, for target localization, when the variance of prior distribution is small, the MSE of TSE method converges to the BCRB which does not consider the prior information. When the variance of prior distribution increases, MSE of TSE method diverges quickly from that bound. In contrast, the proposed algorithm converges to that BCRB as the variance of prior distribution increases. It outperforms the TSE method and can almost attain the corresponding BCRB which takes the prior information into account. For receivers' location estimation, the MSE of the proposed algorithm performs close to its BCRB and converges to the bound which does not consider the prior information of receivers' position estimations.
Computational Complexity Analysis
We compare the computational complexity of the proposed sample-based BP and parametric BP algorithms. Assuming R particles are used in the sample-based methods, the computational complexity of the sample-based Table. 1.
Conclusions
In this paper, we proposed FG-based BP algorithms for passive localiza- with ξ being the location coordinates of receivers and targets on x-axis and y-axis, the means and variances are given as follows,
(σ
(σ (l)
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where A 1 , A 2 , B 1 and B 2 are directional derivatives, which have been defined previously.
Derivation of Fisher information matrix F passive
F passive can be represented in block matrix form as
F 11 and F 22 are block diagonal matrix with A and M sub-matrices, respectively. The i-th sub-matrix of F 11 is
where the elements A im , B im , C im and D im are the partial derivatives given by
The m-th sub-matrix of F 22 is given by
(50)
is the cross information between targets and receivers. F 12 is a A × M block matrix, the sub-matrix in i-th row and m-th column is
Central Unit target i ∈ M is initialized as circular symmetric Gaussian distribution with infinite variance;
3:
receiver m ∈ A is initialized as circular symmetric Gaussian distribution;
4: end parallel;
5: for l = 1 to N iter do 6: draw samples {x 
7:
Particle swarm optimization (PSO) processing 8: for q = 1 to N P SO do 9: update the positions and velocities of particles according to (15) and (16); 10: update the local best position of each particle and the global best position according to (17) and (18); 11: end for; 12: end PSO obtain the particle representation of messages (7) and (8) .
15:
update the weights of particles according to (14) and do the normalization. Then obtain the particle representation of beliefs b (l−1) (x i ) and b (l−1) (θ m ); 16: calculate the outgoing messages according to (9) and (10); 17: estimate positions of targets and receivers based on MMSE criterion;
18: end for;
