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We implemented combination of DMFT and GW in its fully self-consistent way, one shot GW
approximation, and quasiparticle self-consistent scheme, and studied how well these combined meth-
ods perform on H2 molecule as compared to more established methods such as LDA+DMFT. We
found that most flavors of GW+DMFT break down in strongly correlated regime due to causality
violation. Among GW+DMFT methods, only the self-consistent quasiparticle GW+DMFT with
static double-counting, and a new method with causal double-counting, correctly recover the atomic
limit at large H-atom separation. While some flavors of GW+DMFT improve the single-electron
spectra as compared to LDA+DMFT, the total energy is best predicted by LDA+DMFT, for which
the exact double-counting is known, and is static.
I. INTRODUCTION
In last couple of decades, many theories have been de-
veloped to tackle the problem of strong correlations in
systems where conventional methods based on the den-
sity functional theory (DFT) [1, 2] encounter difficulties.
Kinetic energy and electronic interaction are compara-
ble in those materials, and electrons display a mixed
behavior between particles and waves. This makes the
problem complicated even for low-energy lattice mod-
els with limited number of degrees of freedom. Such
delocalization-localization interplay of electron is the key
to the numerous interesting phenomena in condensed
matter physics including tunable magnetism, colossal
magnetoresistance, heavy fermion behavior, high-Tc su-
perconductivity and metal insulator transition.
Among many theoretical developments, the dynamical
mean-field theory (DMFT) [3, 4] has been very success-
ful, and due to its non-perturbative nature it was able to
describe the phenomena of the first order metal insulator
transition even in its most simplistic form of the single
band Hubbard model. [4] Due to the flexibility of the
DMFT, it has been extended in many directions, adding
bosonic bath to treat long range spin [5, 6] or coulomb
interactions [7], extending the range of correlations from
a site to clusters [8] to address the issue of momentum
space differentiation, and finally it has been combined
with DFT to become more realistic [9]. This combina-
tion of DFT and DMFT (DFT+DMFT) has been very
successful in describing materials with open d and f shells
both for their spectral properties, as well as computing
total energy [10] and free energy [11] of crystal phases.
Recently, DMFT has also been successfully applied to
molecules [12, 13].
Hedin’s GW approximation [14, 15] is a many-body
perturbative technique, which approximates the self-
energy by the lowest order diagram in the screened
Coulomb interaction: Σ = −GW . As opposed to the
ground state nature of DFT, where the gaps of the Kohn-
Sham spectrum have no physical meaning, in GW ap-
proximation the target is the single particle Green’s func-
tion and therefore the single particle excitation spectrum
of GW is expected to be a better prediction than the
Kohn-Sham spectrum. Since GW is a diagrammatic
method and DMFT can also be expressed in the dia-
grammatic form, the combination of the GW and DMFT
(GW+DMFT) was proposed [16, 17] as a possibly bet-
ter alternative to DFT+DMFT. Furthermore, the mo-
mentum dependence of GW self-energy is expected to
complement the local nature of the DMFT, in particu-
lar when the DMFT locality is enforced in less localized
basis, such as in the basis of Wannier orbitals. [18–20].
Most of GW calculations for solid-state systems in
practice rely on one-shot GW scheme (generally denoted
as G0W0). In this scheme, the GW self-energy is com-
puted only once and the non-interacting Green’s function
G0 is obtained from the Kohn-Sham DFT spectrum [21].
The one-shot GW method has been successful for many
materials with weak to moderate electronic correlation,
giving a very good approximation for bandgaps in semi-
conductors [22]. To remove the dependence on the DFT
spectrum through G0, the scheme called quasiparticle
self-consistent QS-GW was developed [23–25] where the
non-interacting G0 is determined in a self-consistent way
from the GW spectrum.
While the success of the DFT+DMFT is now sup-
ported by the numerous applications to solid state
systems, which are too many to review here, the
GW+DMFT method is still in its infancy. Neverthe-
less, several calculations implementing some flavor of
GW+DMFT have been reported recently, both for real
materials [26–30] and for models [31–33]. However a com-
prehensive test of numerous GW+DMFT schemes, and
their appropriateness for calculating spectra or energy, is
still lacking.
Small molecules have served as very good test beds to
investigate electronic structure methods. For example,
Lin et al. [12] applied DMFT to hydrogen chain (Hn)
where they found the cluster DMFT produces compa-
rable accuracy to density matrix renormalization group
(DMRG). Our previous study of LDA+DMFT on H2
molecule [34] demonstrated that single-site DMFT with
a good choice of local orbitals and exact double-counting
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2method gives extremely precise total energy, and also
considerably improves the spectra, as compared to LDA.
Here we perform a comprehensive test of various flavors
of GW+DMFT, from fully self-consistent GW+DMFT
to G0W0+DMFT and QSGW+DMFT. We compute the
total energy and the spectra of H2 molecule for all these
methods, and compare them to DFT+DMFT and the
exact solution.
We find that the strongly correlated regime is very
challenging for most of GW+DMFT methods, and most
of them fail due to causality violation, which has not
been properly addressed before. The only exception pro-
posed before is the quasiparticle self-consistent method,
i.e., QSGW+DMFT. The latter recovers the correct
atomic limit only when combined with the static double-
counting, in which case it gives comparable spectra and
energy to the results of LDA+DMFT. We propose here a
new causal double-counting scheme, which works better
than other GW+DMFT schemes in the strongly corre-
lated regime.
Close to the equilibrium volume, which can be char-
acterized as the weakly to moderately correlated regime,
most of GW+DMFT schemes considerably improve the
spectra, as compared to LDA+DMFT. However, the to-
tal energy of GW+DMFT rivals LDA+DMFT total en-
ergy only in the fully self-consistent version, which how-
ever breaks down in the correlated regime. The quasipar-
ticle method with static double-counting, which performs
well in the correlated regime, does not give very accurate
total energy in the moderately correlated regime, as it is
not derivable from a functional.
Our study demonstrates that the QSGW+DMFT, in
combination with static double-counting, is a promis-
ing direction for computing spectra of correlated sys-
tems both in moderate to strongly correlated regime. On
the other hand, the GW+DMFT methods tested in this
work, do not rival LDA+DMFT in predicting the total
energy of the system.
II. METHODS
A. Approximations derived from a Functional:
DMFT, LDA+DMFT, and GW+DMFT
Let us start by refreshing the Baym-Kadanoff (BK)
formalism [35, 36], which provides the functional of the
Green’s function G
Γ[G] = Tr logG− Tr((G−10 −G−1)G) + Φv[G], (1)
that is stationary for the exact Green’s function G, and
gives the grand potential, when evaluated on the exact
Green’s function G (for details see also [9]). Here G0 is
the non-interacting Green’s function G−10 = [iω + µ −
∇2 + Vext(r)]δ(r, r′) and Vext is the potential due to nu-
clei. The last term Φv[G] is the so-called Luttinger-Ward
(LW) functional, which is the sum of all skeleton dia-
grams constructed by the Green’s function G and the
Coulomb repulsion v(r, r′) = 1|r−r′| . The derivative of
the LW functional with respect to G gives the exact self-
energy of the system
δΦv[G]
δG
= Σ. (2)
The stationarity of the functional Γ[G] at the exact G
(δΓ/δG = 0) is ensured by the Dyson equation
G−1 − [iω + µ−∇2 + Vext(r)]δ(r, r′) + Σ = 0. (3)
The functional Φv[G] is diagrammatically known, but its
evaluation is extremely difficult due to fermionic minus
sign problem [37]. Nevertheless, this formalism is ex-
tremely useful because many good approximations can
be devised by approximating Φ rather than Γ, and such
approximations were shown to be conserving [35, 36].
One can classify these approximations into two classes:
those that truncate correlations in the real space, and
those that truncate in the space of Feynman diagrams.
In LDA the functional Φ is truncated in real space so
that exchange and correlations are local to a point in
3D space, i.e., each point in 3D space is mapped to an
independent auxiliary problem of electron gas. In the
DMFT the functional Φ is also truncated in real space,
but the locality is constraint to a site on the lattice, which
is mapped to an auxiliary problem of quantum impurity.
On the other hand, in Hartree-Fock and GW theories,
the truncation is done in the space of Feynman diagrams
but the complete space dependence of the self-energy is
kept. The GW+DMFT can then be seen as the hybrid
between these two classes of approaches, as it truncates
Feynman diagrams only for the long range part of the
correlations, while the short-range correlations can be
exactly accounted for by the DMFT.
1. DMFT
In the DMFT method, the locality of correlations is
explored and the LW-functional is truncated so that it
is a functional of the local Green’s function (Gloc) only,
i.e., it contains all skeleton Feynman diagrams that are
constructed from Gloc and interaction v, and all diagrams
that are outside this range, are neglected. In real material
calculation, the DMFT method is defined only, once the
projector to the local Green’s function is specified. In
this work, we will use the real space projectors, defined
by
GRloc = PˆG ≡
∑
LL′
|χLR〉 〈χLR|G|χL
′
R 〉 〈χL
′
R | . (4)
where {|χLR〉} is a local orbital set centered on a given
nucleus at R, and L is an orbital index. In the single-
orbital DMFT case, which we will test in this work, no
sum over L is needed.
3The DMFT LW-functional is then
ΦDMFT[G] =
∑
R
Φv[G
R
loc]. (5)
and the functional Φv[Gloc] has the same dependence on
Gloc as the exact functional Φv[G] on G, except that it
has finite range. This is because any Feynman diagram
of arbitrary topology that is contained in exact Φv[G] is
also contained in approximate Φv[Gloc]. In solid state ap-
plications of DMFT, the interaction v has to be replaced
by the screened interaction U due to the fact that many
degrees of freedom are being removed from consideration.
Screening in molecules is negligible, hence we can safely
take U = v for the molecular systems.
To compute Φv[G
R
loc] the system is mapped to a quan-
tum impurity model, for which Gimp = GRloc so that the
exact solution of the impurity problem Φv[Gimp] deliv-
ers the desired LW functional. The DMFT self-energy is
then obtained from the auxiliary impurity self-energy, as
required by the Baym-Kadanoff formalism:
ΣDMFT =
δΦDMFT
δG
=
∑
R
δGRloc
δG
δΦv[G
R
loc]
δGRloc
=
∑
R,LL′
|χLR〉ΣR,LL
′
imp 〈χL
′
R | ≡ EˆΣimp (6)
where we define the embedding Eˆ. This embedding pro-
cess is the inverse operation of the projector Pˆ , mapping
the self-energy of the auxiliary impurity back into the
Hilbert space of the original system.
2. LDA+DMFT
In the LDA+DMFT formalism, the LW functional is
approximated by the combination of LDA and DMFT
functional
ΦLDA+DMFT[G] = EHv [ρ] + E
X
v [ρ] + E
LDA,C
v [ρ]
+
∑
R
(Φv[G
R
loc]− ΦDC [GRloc]) (7)
where the double-counting (DC) correction ΦDC sub-
tracts the intersection of the two approximations. The
Hartree, exchange, and correlation functional of the LDA
are
EHv [ρ] =
1
2
∫
rr′
ρ(r)v(r− r′)ρ(r′) (8)
EXv [ρ] = −
1
2
∑
σ
∫
rr′
ρσ(r, r′)v(r− r′)ρσ(r′, r) (9)
ELDA,Cv [ρ] =
∫
r
ρ(r)εLDA,Cv [ρ(r)]. (10)
We used the Vosko-Wilk-Nusair (VWN) parametrization
for the LDA correlation energy [38].
When applying the DMFT approximation on the LDA
functional, (or, applying the LDA approximation on the
DMFT functional) we get the following expression for the
”exact” double-counting:
ΦDC [GRloc] = E
H
v [ρ
R
loc] + E
X
v [ρ
R
loc] + E
LDA,C
v [ρ
R
loc] (11)
where ρRloc is the projected local density ρ
R
loc = G
R
loc(τ =
0−) at the site R. As shown in Ref. [34], this
LDA+DMFT with the exact double-counting leads to
very accurate results in H2 molecule. Note that such ex-
act double-counting can also be extended to solid state
systems, but in this case one needs to replace Coulomb
interaction v with the screened interaction U in the func-
tional Eq. 11. [39]
3. GW+DMFT
The GW self-energy is the first order approximation of
screened interaction ΣGW = −GW (we follow here the
sign convention of the imaginary time formalism). The
screened interaction W = v/(1−Pv) is approximated by
the RPA polarization P = 2GG where the factor 2 is for
spin degrees of freedom. From (2), its functional form
can be written as
ΦGWv [G] = −
∞∑
n=1
1
2n
Tr[(2GvG)n] =
1
2
Tr log(1− 2GvG)
(12)
where the first term (n=1) corresponds to the exchange
functional EXv [ρ].
Just like in LDA+DMFT, LW functional of
GW+DMFT is a combination of GW functional
augmented with the DMFT functional for the local
degrees of freedom, i.e.,
ΦGW+DMFT[G] =EHv [ρ] + Φ
GW
v [G]
+
∑
R
(Φv[G
R
loc]− ΦDC [GRloc]). (13)
The double-counting of GW+DMFT is obtained by ap-
plying the DMFT approximation on the GW functional,
leading to
ΦDC [GRloc] = E
H
v [ρ
R
loc] + Φ
GW
v [G
R
loc]
= EHv [ρ
R
loc] +
1
2
Tr log(1− 2GRlocvGRloc). (14)
To converge the GW+DMFT equations, we imple-
mented the following steps:
(1) Starting with an initial non-interacting Green’s
function G = G0, we construct
P (τ) = 2G(τ)G(−τ) (15)
W (iν) = v/(1− P (iν)v) (16)
where all variables above are general matrices.
4(2) The GW self-energy is given by:
ΣGW (rr′; τ) = −G(rr′; τ)W (rr′; τ) (17)
(3) From (14), we see that the double-counted GW
contribution to the self-energy is :
ΣGWDC (τ) =
δΦGWv [G
R
loc]
δGRloc
= −GRloc(τ)Wloc(τ) (18)
where the local components are computed by
GRloc = Pˆ
RG (19)
Ploc(τ) = 2G
R
loc(τ)G
R
loc(−τ) (20)
Wloc(iν) = v/(1− Ploc(iν)v). (21)
(4) Electron density is given by ρ = G(τ = 0−).
(5) Next we calculate the Hartree potential
V H(r) =
δΦH [ρ]
δρ(r)
=
∫
dr′v(r− r′)ρ(r′). (22)
(6) (DMFT loop) Using local Green’s function at each
site GRloc = PˆRG and the interaction v, we con-
struct the auxiliary impurity model, which delivers
the impurity self-energy
Σimp =
δΦv[G
R
loc]
δGRloc
(23)
(7) Putting together GW, DMFT and DC, the total
self-energy is obtained by
Σ =ΣGW +
∑
R,LL′
|χLR〉 (ΣR,LL
′
imp − ΣR,LL
′
DC ) 〈χL
′
R | (24)
The double-counting is ΣDC(iω) = V
H
loc+Σ
GW
DC (iω),
with ΣGWDC evaluated in (3), and the local Hartree
V Hloc is
V Hloc =
δΦH [ρloc]
δρloc
=
∑
LL′
|χLR〉 〈χLR|V H [ρloc]|χL
′
R 〉 〈χL
′
R | . (25)
(8) From Dyson equation (3), the total Green’s func-
tion is given by
G−1 = [iω+µ+∇2−Vext−V H ]δ(r−r′)−Σ(rr′; iω), (26)
where the chemical potential is determined by en-
forcing charge neutrality, i.e.,∫
drρ(r) =
∫
drG(r, r; τ = 0−) = Znuclei (27)
(9) For Fully self-consistent GW+DMFT , go back to
(1). All variables are updated until self-consistency
is reached. For G0W0+DMFT , go to (4). There-
fore the GW self-energy (17) and its local counter-
part (18) do not change over the iterative process
while the impurity self-energy, total density and the
Green’s function are updated.
B. Quasiparticle self-consistent GW+DMFT and
its double-counting
First, let us discuss the quasiparticle self-consistent
GW [23–25]. It is similar to G0W0 in that the po-
larization P = 2GQPGQP and the self-energy Σ =
−GQPWQP are computed from a free-particle Green’s
function GQP = 1/(ω + µ − HQP), in which HQP is a
Hermitian non-interacting Hamiltonian, which is how-
ever determined in a self-consistent way from the GW
spectra.
Refs. [23–25] proposed to solve the following quasipar-
ticle equation[−∇2 +Vext +V H + ReΣGW (En)−En] |ψn〉 = 0. (28)
to determined the Hermitian quasiparticle Hamiltonian
with the form
[
HQP − En
] |ψn〉 = 0.
Since the GW self-energy has a weak frequency de-
pendence, we may use ReΣGW (ω) ≈ ReΣGW (0) +
∂ReΣGW (0)
∂ω ω = ReΣ
GW (0) + (1−Z−1)ω where the quasi-
particle renormalization amplitude matrix is
Z−1 = 1− ∂ReΣ
GW (0)
∂ω
, (29)
which gives the following form for the quasiparticle
Hamiltonian
HQP = Z1/2
[−∇2 +Vext+V H +ReΣGW (0)]Z1/2. (30)
Since the QSGW procedure provides a static effec-
tive Hamiltonian in which the GW spectral information
is encoded, one might think that QSGW Hamiltonian
can simply replace the KS Hamiltonian of DFT+DMFT
and yield better accuracy. However, to implement
QSGW+DMFT, there is a subtle issue concerning the
double-counting between the HQP and DMFT correla-
tion.
Since HQP is constructed based on the real part
of GW self-energy, one may attempt to approximate
HQP + Σ(iω) = HQP + Eˆ(Σimp(iω)−ReΣGWDC (iω)). But
this self-energy obviously violates the causality condi-
tion as it does not respect the Kramers-Kronig relation.
In the following, we will introduce two double-counting
schemes, which obey the Kramers-Kronig relation.
1. Static double-counting (SDC)
In the simplest approach, we can take the double-
counting as the zero-frequency value of the local-GW
self-energy, i.e.,
ΣSDC = V Hloc + ReΣ
GW
DC (ω = 0) (31)
where ΣGWDC is the exact DC given by Eq. (18). Recently,
the combined method QSGW+DMFT, has been imple-
mented for real materials in Ref. [30], in which the static
double-counting was employed.
We implement QSGW+DMFT as follows:
5(1) We start with initial values for GQP, ρ(r) and
Σimp(iω). We take their LDA counterparts H
KS ,
(GQP)−1 = iω + µ −HKS and ρLDA. For the im-
purity self-energy, we start with the local Hartree-
Fock.
(2) Self-energies are constructed ΣGW = −GQPWQP
and ΣGWDC = −GQPlocWQPloc and then we obtain the
double counting ΣSDC = V Hloc + Σ
GW
DC (w = 0).
(3) Next, the Hartree potential is computed from the
density
V H(r) =
δΦH [ρ]
δρ(r)
=
∫
dr′v(r− r′)ρ(r′). (32)
(4) The quasiparticle Hamiltonian HQP is computed
using Eq. (30), so that new (GQP)−1 = iω + µ −
HQP.
(5) The total Green’s function is then given by
G =
1
iω + µ−HQP − Eˆ(Σimp − ΣSDC)
. (33)
(6) The density and the chemical potential are com-
puted from ρ(r) = G(r, r, τ = 0−1).
(7) (DMFT loop) from the local Green’s function
GRloc = Pˆ
RG and the interaction v, the impurity
solver calculates a new impurity self-energy:
(GRloc, v) → Σimp(iω). (34)
(8) With updated variables GQP, ρ and Σimp, go to
the step (2).
The main difference between our QSGW+DMFT and
that of Ref. [30] is that the quasiparticle HQP in Ref. [30]
was calculated from QSGW only, and the feedback of the
DMFT self-energy on HQP was ignored. In our case, we
recompute HQP from the physical self-consistent Green’s
function in every iteration.
2. Dynamical double-counting (DDC)
Although the static local GW term is subtracted, one
can expect that the spectral function is possibly over-
renormalized because HQSGW , which is renormalized by
GW , is again renormalized by the DMFT self-energy.
This is a very subtle issue for QSGW+DMFT because
the dynamical effects of GW self-energy are incorpo-
rated in the static QSGW Hamiltonian HQP, therefore
we would like to subtract the local part of this renormal-
ization.
To overcome this problem, we first construct a non-
local quasiparticle Hamiltonian HQPnonloc where not only
GW but also the subtraction of the local GW is incorpo-
rated. The bandwidth of correlated orbitals of HQPnonloc
must be wider than HQP because we unrenormalize the
local GW effect in HQPnonloc. This widened band is then
corrected by the impurity self-energy, which is expected
to be more accurate than the local GW self-energy.
In order to define the non-local quasiparticle Hamil-
tonian HQPnonloc, using the non-local GW self-energy we
write
ΣGWnonloc(ω) = Σ
GW (ω)− ΣGWDC (ω), (35)
and we compute
Z¯−1 = 1− ∂Σ
GW
nonloc(0)
∂ω
(36)
and then we define
HQPnonloc = Z¯
1/2
[−∇+Vext+V H+ΣGWnonloc(0)]Z¯1/2. (37)
The above algorithm then has to be modified so that the
step (5) in computing the total Green’s function uses
G =
1
iω + µ−HQPnonloc − Eˆ(Σimp − V Hloc)
. (38)
rather then (33).
This DDC approach shares the basic idea of the scheme
introduced by Tomczak in Ref. [40], where he calculated
the HQPnonloc along the real frequency. On the other hand,
we implement the scheme based on the Matsubara for-
malism using linearization of the GW self-energy.
C. Causal double-counting scheme for GW+DMFT
We propose here another type of double-counting for
GW+DMFT, which we denote as causal double-counting
(CDC). As will be clear in the III. A. 1, GW+DMFT
with the exact double-counting (Eq. (18)) suffers a
causality violation that does not allow GW+DMFT
to work in the strongly correlated regime. To avoid
the causality breakdown, we introduce causal double-
counting (CDC) functional
ΣDC = PˆΣGW . (39)
and we will discuss why this double-counting scheme al-
lows us to avoid the causality issue in the III. A. 2.
One can notice that the CDC is not exact because this
double-counting contains the diagrams in which the de-
grees of freedom of the DMFT local orbitals and the rest
of the space interact through the screened interaction W ,
which is not contained in the DMFT self-energy. Never-
theless, it allows GW+DMFT to work in the strongly
correlated regime without violating the causality.
6D. Computational details
In this work we use only the single site DMFT com-
bined with LDA and various flavors of GW. We use the
same choice of the DMFT projector as in our previous
study of LDA+DMFT [34], the linear combination of
the lowest two orbitals of H+2 cation, |1sσg〉 (bonding)
and |1pσu〉 (anti-bonding) state. We denote them as the
“left” (L) and the “right” (R) localized orbital:
|χL〉 = 1√
2
(|1sσg〉 − |1pσu〉),
|χR〉 = 1√
2
(|1sσg〉+ |1pσu〉). (40)
This orbital set is a good choice for the DMFT projec-
tor because i) they are well-localized at each atomic site,
ii) they naturally recover 1s orbital (the ground state of
H) on each site at large atomic separation, iii) over 96%
of the electronic charge of the DMFT solution is con-
tained in these two states, which implies most of correla-
tion can be captured within the single site approach, and
iv) they do not explicitly depend on the self-consistent
charge density. The last condition is especially important
for a stationarity of the DMFT solution, given that we
are extremizing the Luttinger-Ward functional.
Since H+2 is a one-electron problem, the solution
is achieved by solving the single-particle Schro¨dinger’s
equation. We follow a recursive approach (see Ref. [41])
to solve H+2 cation and several lowest orbital energies are
presented in Fig. 1.
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FIG. 1. (Color online) The lowest two orbital energies of H+2
cation as a function of R, which are taken to define the DMFT
projector (Eq. (40)).
The entire Hilbert space of H2 is spanned by approxi-
mately 30 Gaussian orbitals (correlation-consistent basis
set, cc-pVTZ [42]). We want to emphasize that the GW
calculation in this study is converged with respect to the
size of the basis set, which is very challenging in solid
state applications, and this is another reason why such
tests of GW+DMFT are important and useful.
We evaluate the ground state energy of GW+DMFT
schemes using the Galitskii-Migdal formula
E = Tr(H0ρ) +
1
2
Tr(ΣG) (41)
where H0 is the non-interacting part of Hamiltonian
H0 = −∇2 + vext, ρ is the total electron density, and
G is the total Green’s function of the system.
The inverse temperature is set to be β = 1/kBT =
100Ry−1. Since the orbital energy gap of H2 is order
of several Ry, this temperature is sufficiently low and
therefore describes the ground state.
III. RESULTS AND DISCUSSION
The H2 molecule is a archetypical correlated system,
often taken as an example to demonstrate the failure of
methods that use the single slater determinant ansatz,
such as Hartree-Fock and LDA. In the dissociation limit,
such methods predict delocalized ground state, which
never recovers correct atomic limit. GW approxima-
tion, a many-body perturbative method, only slightly
improves on LDA in this strongly correlated limit as well.
The electronic correlations are only moderate around
equilibrium distance (R = 1.4 a.u.), nevertheless none
of these methods (LDA, HF or GW) give an accurate
total energy compared to the exact solution, achieved by
the configuration interaction (CI) method.
In addition the prediction of the ionization energy (IE)
from single particle spectral function is a very good indi-
cator of the quality of the predicted single particle spectra
within a given approximation. As is known from the ex-
act solution, the ionization energy is the energy required
to remove a single electron, i.e.,
H2 + IE → H+2 + e−
⇒ IE = E(H+2 )− E(H2) (42)
where E(H+2 ) is the ground state energy of H
+
2 . We com-
puted the single particle Green’s function in all tested
approaches, and checked how well they predict the posi-
tion of the peak in the spectral function corresponding
to the IE energy.
A. GW+DMFT
1. Total energy
Fig. 2 show the total energy of several GW+DMFT
methods and compares it to the results of LDA+DMFT,
HF, GW and the exact solution. The LDA+DMFT re-
sults were already presented in our previous work [34],
where we checked the accuracy of this approximation,
and we showed the importance of using the exact double-
counting within LDA+DMFT. The accuracy of the pre-
dicted total energy within LDA+DMFT is excellent, giv-
ing correct limit at large distance R of −2.0 Ry, and
overall error below 1%, with only exception around the
breking of the molecule (R = 3.5 − 4), where non-local
corrections become important. At equilibrium distance,
the error is less than 0.2%.
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FIG. 2. (Color online) The ground state energy of
GW+DMFT versus R presented with the HF, GW,
LDA+DMFT and exact result for comparison. (inset) We
also added the total energy results of G0W0+DMFT without
charge self-consistency (dashed lines).
As shown in Fig. 2 all methods tested here give bet-
ter total energy than Hartree Fock (3.5% error) around
the equilibrium distance (R = 1.4). The self-consistent
GW gives error of approximately 1.3%. Inclusion of
the correlations captured by the DMFT improves the
total energy substantially, for example the fully self-
consistentGW+DMFT has an error of 0.3% (very similar
to 0.2% in LDA+DMFT), In G0W0+DMFT calculation,
with G0 being based on the Hartree-Fock Hamiltonian
([G0W0]
HF+DMFT), the accuracy is almost as good as
in GW+DMFT, while in [G0W0]
LDA+DMFT, the total
energy is slightly less precise.
To show the effects of self-consistency of GW+DMFT
in detail, we display in the inset of Fig. 2 the
G0W0+DMFT result at different self-consistent level.
The dashed line shows G0W0+DMFT calculation where
the total electronic charge is not updated, which is the
common practice in solid state applications. In this ap-
proach, we first perform self-consistent LDA (or HF) cal-
culation, and then we fix the Hartree potential V H and
GW self-energy ΣGW = G
LDA(HF)
0 W
LDA(HF)
0 at the LDA
(HF) level, and we perform self-consistent DMFT calcu-
lation. Alternatively, when the electronic charge is up-
dated self-consistently on the GW+DMFT charge, the
accuracy of the total energy clearly improves.
It is interesting to note that the charge self-
consistency has much stronger effect on the total en-
ergy than the choice of the non-interacting G0 in G0W 0.
Both G0W 0+DMFT methods are quite close to the
GW+DMFT results when the charge is updated, and
much worse when charge is fixed at the LDA/HF level.
Perhaps this is not very surprising, as the Hartree term
contributes most to the total energy. For total energy cal-
culation, the charge self-consistency is then much more
important than the choice of G0, despite the fact that
the G0 based on LDA is substantially worse (37% error
for IE) than the HF spectra (2% error for IE).
In Fig. 2 we could not continue GW+DMFT meth-
ods towards the the atomic limit, most interesting cor-
related regime. The fully self-consistent GW+DMFT
and GHF0 W
HF
0 +DMFT break down around R = 3 a.u,
while GLDA0 W
LDA
0 +DMFT breaks down already at R =
2.5 a.u.. The reason for such dramatic failure of
GW+DMFT is the causality violation, which we will ad-
dress in the next section. This is one of the most sig-
nificant findings of our work, which shows that the self-
consistent GW+DMFT or G0W0+DMFT, when using
exact double-counting, have no future in addressing the
problem of strong correlations.
2. Causality breakdown
To solve the DMFT problem, and sum all local skele-
ton diagrams Φv[G
R
loc] we construct an auxiliary impu-
rity problem, which has the same interaction v as the
original problem, and GRloc = Gimp. Note that in solid-
state systems we need to renormalize interaction v due
to screening effects, which is not needed here. Note also
that this mapping of the local skeleton diagrams to an
impurity model is exact, and no further approximation is
made in this step. Furthermore, it is convenient to rep-
resent the impurity Green’s function in terms of proper
and improper self-energy ( Σimp and ∆), i.e.,
Gimp = 1
ω − εimp −∆− Σimp (43)
where Σ is the self-energy due to the Coulomb interac-
tion, while improper part ∆ is due to the hybridization
of this site with the medium, and is therefore commonly
referred to as the Weiss mean field. The causality is vi-
olated if any of the three quantities Gimp, Σimp, or ∆
acquire positive imaginary part at any frequency point
on the real or imaginary axis.
We want to write the DMFT self-consistency condition
Gimp = PˆG in such a way that the Weiss mean field
∆ from Eq. 43 is expressed explicitly. To derive ∆, we
will first eliminate the degrees of freedom which are not
corrected by the DMFT (the 30 Gaussian orbitals Hilbert
space, which has no overlap with the DMFT projectors).
We will call this part of the Hilbert space r. The part
of the Hilbert space, which is corrected by the DMFT
will be denoted by d. In the second step, we will extract
the Green’s function of a single site, which is needed by
the single site DMFT, and appears in the equation for
hybridization ∆.
We start with the Green’s function of GW+DMFT
from Eq.26:
G =
(
ω + µ−HH − ΣGW − Eˆ(Σimp − ΣGWDC )
)−1
(44)
where we denoted HH = −∇2 + vext + vH . We next
write it in the block form, where dd part of the matrix is
corrected by the DMFT, and the rest is not:
8G =
 [ω + µ−HH − ΣGW ]dd − Σimp + ΣGWDC − [HH + ΣGW ]dr
− [HH + ΣGW ]
rd
[
ω + µ−HH − ΣGW ]
rr
−1 (45)
We then eliminate the r part of the matrix, so that the Gdd becomes
Gdd =
[
1(ω + µ− Σimp + ΣGWDC )− (HH + ΣGW )dd −MdrM−1rr Mrd
]−1
(46)
where we denoted
Mdr(rd) = [H
H + ΣGW ]dr(rd)
Mrr = [ω + µ−HH − ΣGW ]rr. (47)
We emphasized here that the dd part ofG is still a matrix,
in our case 2 × 2 for the two H atoms. In solid state,
the dd part would be an infinite matrix, containing the
correlated degrees of freedom, but written in real space.
In the second step we express the Green’s function of a
single site, as needed by the DMFT. We first define a
matrix S:
S ≡ (HH + ΣGW )dd +MdrM−1rr Mrd (48)
so that
Gdd =
[
1(ω + µ− Σimp + ΣGWDC )− S
]−1
(49)
and then the local Green’s function becomes
Gloc =
1
ω + µ− Σimp + ΣGWDC − S11 − S12 1ω+µ−Σimp+ΣGWDC −S22S21
(50)
The crucial point is that in the correlated regime Σimp
becomes large (diverges) and therefore we can neglect the
last term in the denominator. Physically, this comes from
the fact that in the correlated regime the correlated sites
(H-atoms) decouple, and the effective hopping between
them is thus cut-off by the appearance of large local Σimp,
and therefore DMFT is able to recover the correct atomic
limit. We thus have
Gloc =
1
ω + µ− Σimp + ΣGWDC − S11 −O( 1Σimp )
(51)
and comparing Eq. 51 with Eq. 43 revelas
∆ = (Mdr
1
(ω + µ)1R −HHrr − ΣGWrr
Mrd)11︸ ︷︷ ︸
≡∆R
+ (Σ˜GW11 − Σ˜GWDC ) +O( 1Σimp ) (52)
where the tilde notation on the self-energy means Σ˜(ω) =
Σ(ω) − Σ(∞), and εimp = −µ + HHdd + ΣGWdd (∞) −
ΣGWDC dd(∞). Note that ΣGW11 = PˆΣGW .
Although we used in Eq. 50 the fact that S is a 2× 2
matrix, it is very easy to check that the resulting Eq. 52
is valid in general, even in the solid state with infinite
number of correlated sites, a long as Σimp is large, and
sites decouple.
While the first term in Eq. 52 (∆R) is always causal,
the second term is generally not, and its imaginary part
can have any sign. It has usually the non-causal sign,
because the ΣGWDC tends to be larger than Σ
GW
dd . As we
will show in the section below, in the correlated regime
∆R becomes small, and then the hybridization becomes
non-causal.
Naively one would expect that ΣGW11 and Σ
GW
DC would
cancel, but they do not, because the projected local self-
energy ΣGW11 = PˆΣ
GW is
ΣGW11 = [−GW ]11 = −GlocW1111 −
∑
r 6=1
GrrW1r1r (53)
with the screened Coulomb interaction W = v[1−Pv]−1.
Here G11 = Gloc. On the other hand, the double-counted
term ΣGWDC is
ΣGWDC = −GlocWloc. (54)
with the screened local interaction defined by Wloc =
v[1 − GlocvGloc]−1. The two terms are then always dif-
ferent.
Note also that within LDA+DMFT, this problem does
not occur, because DC is static, and projected Kohn-
Sham hamiltonian is also static, hence causality can not
be violated.
In the dissociation regime (R > 3.5 ∼ 4.0) the hopping
between the two H-atoms should vanish, and this can be
achieved by diverging impurity self-energy, so that the
last term in the denominator of Eq. 50, vanishes. In this
way we recover the exact atomic limit. And indeed this
is how LDA+DMFT achieves the exact atomic limit. On
the other hand GW+DMFT breaks down in this regime,
and we will show below that this is because ImΣGW11 <
ImΣGWDC .
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FIG. 3. (Color online) The imaginary part of (a) the hy-
bridization function ∆(iω), and its component (b) ∆R(iω)
and (c) ∆ΣGWDC (iω)of Eq. (52). For the two cases (R=4.0 and
5.0) in which the causality break down, we took the result of
the first iteration.
In Fig. 3(a) we show the imaginary part of ∆ on the
imaginary frequency axis. It is clear that for R & 3.5
the imaginary part of ∆ becomes positive in some fre-
quency regime, violating the causality. In Figs. 3(b) and
(c), we also present the terms appearing in Eq. 52, i.e.,
∆R and (Pˆ Σ˜
GW − Σ˜GWDC ). Clearly ∆R is always causal,
while (Pˆ Σ˜GW − Σ˜GWDC ) has the wrong sign. In the weakly
to moderately correlated regime, the last term in the de-
nominator of (50) is large since the hopping between the
two DMFT orbital, S12, is substantial as the two site are
close to each other. Therefore, this term outweighs the
non-causal term (Pˆ Σ˜GW −Σ˜GWDC ) and the causality is not
yet violated in the weakly correlated regime.
One might ask then how is such causality violation
avoided in the exact solution, .i.e., when we replace ΣGW
with sum of all non-local Feynman diagrams. We know
that in this case we should recover the exact solution. In
this particular case, ΣDC would vanish, as all terms are
non-local and thus nothing is double-counted. We would
then need to see that the projection of the non-local di-
agrams to the correlated site is positive. But there is
a second possibility, which is more likely in low dimen-
sional systems and molecules, namely that the non-local
part of the self-energy diverges simultaneously with the
local part, and therefore the separation into diverging lo-
cal and well-behaved non-local part is not possible. In
another words, we would not be able to neglect the last
term in the denominator Eq. 50, because S12 is as large
as Σimp. In GW+DMFT, the GW self-energy is always
Fermi-liquid like and it never diverges.
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FIG. 4. The total energy result of GW+DMFT with causal
double-counting (CDC) scheme
As clear from the above argument, the causality is not
violated if we take the CDC (Eq. (39)) because P ΣˆGW −
ΣDC = 0. We present the total energy of this scheme in
the Fig. 4.
In the moderate correlated regime (around R = 1.4),
the CDC scheme is worse than exact double-counting
scheme both in total energy and spectral function. The
error of the total energy of GW+DMFT with CDC,
0.8%, is worse than that of LDA+DMFT (0.2%) or
GW+DMFT with exact DC (0.3%). However, it is very
important that the CDC double-counting works correctly
at the large distance regime, where all the exact double-
counting schemes fail due to the causality violation. As
clearly seen, the CDC total energy converges to -2.0.
Although CDC is an ad-hoc scheme, it allows
GW+DMFT to work in the strongly correlated regime
without violating the causality. Since GW+DMFT is
meant for strongly correlated solids where Z is typically
small, we argue that the GW+DMFT for solid-state cal-
culation is better when the CDC scheme is used and
the effect of using the CDC instead of the exact double-
counting should be investigated systematically.
3. Spectral function
In this section, we present the spectral function, the
imaginary part of the Green’s function summed over all
diagonal component. We choose the zero of energy cor-
responding to dissociation of the molecule, so that the
negative peak in spectra corresponds to the ionization
energy. The Pade´ method is used for analytic continu-
ation from imaginary frequency to real frequency. We
mention in passing that Pade´ approximation is very ac-
curate here, and we found only very minor sensitivity of
the pole position (around 0.1%) depending on the choice
of the input parameter for Pade´ method.
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FIG. 5. (Color online) Spectral function for R = 1.4 where
the exact IE is −1.206 a.u. Each errorbar is presented in the
legend. (upper panel) GW , LDA, HF and LDA+DMFT for
comparison. (lower panel) GW+DMFT schemes with differ-
ent self-consistent conditions. The dashed lines indicates the
result without charge self-consistency
In Fig. 5 we display the spectral function for R = 1.4
(the equilibrium distance), which corresponds to the
moderately correlated regime. The peak position, mea-
sured from the vacuum (not from the chemical potential)
corresponds to the IE. The LDA prediction for IE is 40%
off the exact value. This failure is related to the band gap
underestimation in solid-state calculation. On the con-
trary, the HF prediction is very good in this regime, and
is only 1.5% off the exact value. The GW approximation
slightly improves on HF, and its IE in the moderately
correlated regime is only 1.2% of the exact value.
In Fig. 5a we also show the LDA+DMFT prediction,
which substantially improves the LDA value from 40% er-
ror down to 7.6% error. Nevertheless, the LDA+DMFT
spectra is not very accurate, as it builds on too inaccurate
starting spectra.
We expect that GW in combination with DMFT im-
proves the GW result. Indeed when combining GW and
DMFT in a fully self-consistent way, the error is only
0.9% and when using G0W0 from HF (which itself is quite
precise), the error is only 0.7%. Somewhat worse is the
result of G0W0+DMFT when G0 is taken from LDA. The
error in this case is quite comparable to LDA+DMFT er-
ror, but it seems the combination of DMFT and G0W0
overcorrects the LDA.
Notice also that the charge self-consistency has almost
no effect on the spectra, while we showed before that
charge self-consistency is crucial for the accuracy of the
total energy. On the other hand, the choice of G0 is
crucial for spectra, but not for the total energy.
We note that the GW+DMFT with CDC is worse
than . We attribute this inaccuracy to the fact that
the CDC scheme includes the interactions between the
DMFT space and the rest of Hilbert space, which is not
supposed to be involved in the local impurity self-energy.
Therefore, CDC scheme in this scheme is less precise than
the GW+DMFT with the exact DC.
On the other hand, at the large separation limit
(Fig. 6) where the correlation effects are strong, the CDC
scheme is the only GW+DMFT method that works with-
out causality violation. It successfully reproduces the
spectral function close to the exact value and its quality
is comparable to that of LDA+DMFT. All other methods
without the DMFT treatment, LDA, HF and GW , are
far from the exact ones due to the failure of perturbation
theory.
We notice that DMFT considerably improves the total
energy of GW in this regime, while the spectra seems
barely affected. This is because the renormalization am-
plitude from local GW self-energy and the DMFT self-
energy are almost the same in this weakly correlated
regime, and their values are 0.935 and 0.928, respectively.
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FIG. 6. The spectral function (upper panel R=1.4, upper
panel R=5.0) calculated by GW+DMFT with causal double-
counting (CDC) scheme
B. QSGW+DMFT
As shown above, the self-consistent GW+DMFT fails
in the correlated regime due to causality violation, which
comes from the fact that double-counted self-energy is
dynamic and too large. In QSGW the GW spectra is
represented by an approximate static Hermitian Hamil-
tonian, and in this case we expect that approximating the
double-counting by a static value might be a reasonable
choice. We denoted this choice by SDC. As discussed
above, the static DC term tends to over-count the renor-
malization effects, and this can be somewhat remediet by
choosing dynamic double counting, which we denote by
DDC.
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FIG. 7. (Color online) The ground state energy of the
QSGW+DMFT results with two different schemes of double-
counting. The inset shows the magnification around the equi-
librium distance.
In Figs. 7 we display the total energy of
QSGW+DMFT together with GW , LDA+DMFT
and exact total energy. Because the quasiparticle
approximation is not derivable from a functional, the
energies are unfortunately not very good. At equilib-
rium, the QSGW+DMFT energy is very similar to GW
energy, while in the correlated regime the addition of
DMFT slightly improves the GW energy. Nevertheless,
the dynamic double-counting does not recover correct
atomic limit, even though DMFT is expected to be exact
in the atomic limit. This failure is again due to the
double-counting issue, namely, when impurity self-energy
is diverging, the hybridization should vanish, but when a
dynamic double-counting is used, hybridization does not
vanish, and the atomic limit is not reached. In solid state
applications, this would correspond to a missed Mott
transition in the strongly correlated limit. We see in
Fig. 7 that only a static DC correctly reproduces atomic
limit. But unfortunately the total energy is substantially
worse than corresponding LDA+DMFT result. This
is not unexpected, as only methods derivable from a
functional are expected to give precise total energies. [43]
Next we show the spectral functions of QSGW+DMFT
at equilibrium position. Fig. 8 compares the GW,
LDA+DMFT and two version of QSGW+DMFT
schemes with the exact solution. For the static double-
counting (SDC) scheme, the spectra is not good, and
very comparable to LDA+DMFT result. The origin of
the error is however quite different, in QSGW it is due to
the double renormalization by both the GW and DMFT,
while in LDA+DMFT it is due to missing non-local cor-
relations.
The dynamic double-counting scheme (DDC) substan-
tially improves the spectra in this weakly correlated
regime, and the error of IE is only 1%, comparable to
the fully self consistent GW+DMFT. However, the DDC
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FIG. 8. (Color online) The QSGW+DMFT spectral results
with two different double-counting schemes at R = 1.4, com-
pared with GW, LDA, HF and LDA+DMFT
scheme is much worse in the strongly correlated regime,
both for energy and for spectra.
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FIG. 9. (Color online) Spectral function for R = 5.0. (up-
per panel) Perturbative schemes: HF, LDA and GW . (lower
panel) LDA+DMFT and QSGW+DMFT with two different
double-counting functional.
In Figs. 9 we present results at R = 5.0, deep in the
correlated regime, where excitations of two almost in-
dependent H atoms are expected, with the value close
to −1.0 Ry. In this regime QSGW+DMFT with static
double-counting (SDC) and LDA+DMFT perform rea-
sonably well, while dynamic double-counting (DDC) fails
very similarly to GW approximation. This failure of
DDC was also reported in Ref. [27], where a similar
scheme to our DDC was tested on SrVO3.
IV. SUMMARY
We have implemented GW+DMFT and
QSGW+DMFT scheme for H2 molecule, and we com-
pared the total energy and spectral function with the
12
exact result, and LDA+DMFT. For GW+DMFT, five
different calculations have been performed: (i) fully self-
consistent GW+DMFT, (ii) [G0W0]
HF+DMFT where
G0 is taken from Hartree-Fock, (iii)[G0W0]
LDA+DMFT
with G0 from LDA, (iv) [G0W0]
HF+DMFT but without
charge self-consistency, (v) [G0W0]
LDA+DMFT without
charge self-consistency.
1) In the strongly correlated regime only LDA+DMFT
and QSGW+DMFT with static double-counting give
good spectra, and only LDA+DMFT gives good total
energy.
2) Most of GW+DMFT schemes fail in the correlated
regime due to causality violation. While QSGW+DMFT
does not suffer causality violation, it performs reasonably
well in the correlated regime only when using the static
double-counting.
3) In the Fermi liquid regime of weak to moderate cor-
relations, fully self-consistent GW+DMFT is excellent,
both for total energy and spectra.
4) The spectra in the weakly correlated regime is also
very accurately obtained by [G0W0]
HF+DMFT, but less
precise with [G0W0]
LDA+DMFT. The QSGW+DMFT
with static double-counting, which performs well in corre-
lated regime, is less precise here, as it renormalizes spec-
tra twice. The dynamic double-counting remedies this
shortcoming in the weakly correlated regime, but fails in
the strongly correlated regime.
5) Total energy in the weakly correlated regime is good
in all GW+DMFT schemes (but not in QSGW+DMFT),
provided the charge is computed self-consistently.
In summary, the strongly correlated regime is more
challenging to describe by GW+DMFT as previously
thought, and the causality violation seriously impacts the
prospects of using GW+DMFT in this regime. On the
other hand, using QSGW+DMFT in this regime leads to
somewhat better spectra than employing less demanding
LDA+DMFT, but it does not lead to better total ener-
gies.
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