Abstract. A cyclic trigonal curve of genus three is a Z 3 Galois cover of P 1 , therefore can be written as a smooth plane curve with equation
Introduction
Jacobi's sn, cn, dn functions and Weierstrass' ℘ and σ functions are closely connected with the coordinates of the elliptic curve embedded in the affine plane. The hyperelliptic analog of the Jacobi sn, cn, dn functions was proposed by Weierstrass, who denoted it "al" in honor of Abel [Wei] . Solutions of completely integrable Hamiltonian systems which linearize on a hyperelliptic Jacobian, such as the Neumann system and the sine-Gordon equation, were produced using the al functions as phase-space coordinates [Mum, Vol. II] , [Ma4] .
In this article we extend the al function to a trigonal curve by using Kleinian sigma functions [Kl, BEL1, EEL] ; a possible application will be analogous expressions for the solution of the generalized Neumann system studied by Schilling [S] and Adams, Harnad and Previato [AHP] , among others. In the present work however the emphasis is on the definition, and the algebraic constraints satisfied by the cyclic al function, which in principle can be generalized to any Z n -curve. Such beautiful algebraic relations for Abelian functions occur often in the literature, not necessarily just for genus one: in particular the article [LP] produces elementary proofs (by substitution in the Abelian integrals) of generalized Ones and Twos, as large classes of identities for inverses of Abelian integrals are known in Sweden. It may be possible that our identities have like elementary proofs.
We work with smooth complete curves over the complex numbers, namely compact Riemann surfaces. For a hyperelliptic curve C g : y 2 = 2g+1 i=1 (x − b i ) of genus g, we denote 1 the Jacobian by J g and the vector in C g given by integration 1 from the base point ∞ to the branch point (x, y) = (b a , 0) by ω a . A hyperelliptic al function is defined as: al r (u) = γ ′′ r e − t uη ′ ω ′−1 ωr σ(u + ω r ) σ(u) ,
where σ is Klein's hyperelliptic σ function [Ba2] and the remaining symbols are defined in the Appendix. If for a point u in the Jacobian J g , we choose any preimage under the Abel map in the g-th symmetric product S g X g and denote it simply by (x i , y i ) i=1,...,g (meaning an unordered g-tuple), then we can give an algebraic expression of al r (u) (1.1) al r (u) = F (b r ), F (x) = g j=1 (x − x j ).
In order to fix the sign of the square root, following Baker, we define the al function on the g-th symmetric product S gĈ 2g+1 whereĈ 2g+1 is a double cover of C g (see Appendix for details). Weierstrass defined the al function using these ideas as well as an expression in terms of theta functions which he calls Al, using an analog of the elliptic sigma function, a precursor of the Kleinian sigma function [Wei, Kl] 2 . Weierstrass investigated the al function to construct his version of the sigma function for hyperelliptic curves, in terms of the affine coordinates of S g C g . In the calculation [Wei, p. 296] , the sine-Gordon equation plays an important role [Ma2, Ma3] . Indeed, the hyperelliptic al functions satisfy the ellipsoidal relations:
(1.2) g+1 r=1 c r al r (u) 2 = 1, where c r is a constant that depends on the branch points b a 's. This is a consequence of the Frobenius theta formula [Mum, Ch. III, Corollary 7 .5]:
(1.3) c r,r ′ σ(u + ω r ′ ) 2 = σ(u) 2 , r = g + 1, . . . , 2g, where c r,r ′ is also a certain constant related to the b a 's. These al-functions and the relation (1.2) are a generalization of the Jacobi elliptic functions and their relations, sn(v) = √ e 1 − e 3 e η 3 u σ(ω 3 )σ(u) σ(u + ω 3 ) , cn(v) = e (η 3 −η 1 )u σ(ω 3 )σ(u + ω 1 ) σ(ω 1 )σ(u + ω 3 ) , 1 The ambiguity due to path of integration does not affect the formulas and is ignored throughout. 2 The letters al and Al were used by Weierstrass in honor of Abel. where σ is the Weierstrass sigma function and v = u/ √ e 1 − e 3 . Since sn(v) is proportional to 1/ ℘(u) − e 3 , the domain of sn(v) is a double cover of J 1 where ℘(u) is defined.
Recently, further identities for the sigma function over a cyclic trigonal curve X: [EEL, EEMÔP1, EEMÔP2, Ô] . By using these results and the Z 3 -symmetry of the curve, we define the trigonal "al" function and investigate its properties. Again, to resolve a Z 3 -ambiguity, we will define a certain triple cover of the curve. For simplicity, in fact, we introduce the universal cover of X, which in turns admits a continuous map to any cover of X, and we use it to define an extended Abel map. Although the universal cover is not algebraic, in fact unlike for g = 1 it is the open unit disc, the values we get can also be computed algebraically using a triple cover of X; we will introduce three finite covers of the Jacobian of X labelled by c = 0, 1, 2. Then, the first of our main theorems is the following:
where ζ 3 is a primitive third root of unity, a = 1, . . . , 4 labels the 4 branchpoints, A a and F a are meromorphic functions of 3 (unordered) points defined in section 5; the vector ϕ a;c and a Z-valued function ε on the preimage of u under the Abel map will be introduced below.
We arrive at a generalization of (1.3) [Mum, Ch. IIIa, Corollary 7.5 ] and obtain the second main theorem of this article:
In the course of the study, by choosing an appropriate constant multiple of the sigma function, we obtain the additional identity:
We remark that the definition of the trigonal al-function and its properties might depend upon the conventions we employ, e.g., the path of integration in the Abelian coordinates, unlike the algebraic functions of the curve. However, Theorem 1.2 reflects the Z 3 -symmetry of the Abelian variety and (1.4) connects the σ-functions and the affine coordinates of the curve, as the Jacobi sn, cn and dn functions do.
The contents of this article are as follows: Section two presents the geometry of a genus-3 cyclic trigonal curve in the affine plane. Sections three and four are devoted to the addition law on the Jacobian. Section five is about functions, A and F , associated with the trigonal al-function as in (1.4). Sections six and seven give a brief introduction of the sigma function and its addition structure. Section eight is devoted to the definition of the al function and relates the sigma function to the A and F functions. In section nine, we prove the analog of the Frobenius theta identity. Section ten studies the domain of the al-function. In the Appendix, we review the hyperelliptic al function.
genus-3 Z 3 curves
A curve X of genus three with Galois action by Z 3 at one point can be represented by an affine plane model:
where b i 's are distinct complex numbers. Let the branch point (b i , 0) be denoted by B i (i = 1, 2, 3, 4). A basis for the holomorphic one-forms over X is given by
). Since the Z-module Λ is invariant under the action ofζ 3 , then 2ζ 3 ω ′ a ∈ Λ and 2ζ 3 ω ′′ a ∈ Λ, hence there are integers p
which shows the statement. Remark 2.3. We add oriented loops γ and γ ′ up to equivalence, in the homology group of the curve:
Using the relations in the proof of Proposition 2.1, we can compute the ω's along the paths in Figure 2 , where [α 1 ] is an equivalence class modulo (2.2), though we routinely abuse notation and write simply α 1 . Using Figure 2 , one checks identities such as:
. Remark 2.4. We summarize the local behavior of the holomorphic one-forms for use below. In a t-series expansion, d ≥ (t ℓ ) denotes a term of order greater than or equal to ℓ.
(1) At the point ∞, we choose a local parameter t ∞ so that t 3 ∞ = 1/x and y = 1 t 4
; the holomorphic one-forms are expanded as,
Figure 2. Relations among α i and β i 8 (2) At (b a , 0), a local parameter t a is chosen so that t
The holomorphic one-forms are written as,
The local chart is a triple covering of the curve projected to the x-axis, so there is a natural actionι
: t a → ζ 3 t a . Since y is also a local parameter at a branch point B a , locally we can identify the actionι
The following meromorphic functions {φ i } on X belong to the ring R :
(2.4)
In particular, φ n has a pole of order N(n) at ∞, with:
Lastly, we identify the Jacobian with Pic 0 (X) by choosing ∞ as the base point, so we embed X in J by sending a point P ∈ X to the sheaf associated to the divisor P − ∞ (up to linear equivalence).
Addition law. I
The additive inverse in C 3 and J corresponds to a bijection from S 3 X to itself, which depends on our choice of base point. We note that in the hyperelliptic case this corresponds simply to the hyperelliptic involution (x, y) → (x, −y), in the (cyclic) trigonal case we need a modification as in [MP, Lemma 2.6] .
We now give an explicit realization of the Serre involution on Pic
which will be used in the development below.
The following proposition [MP, Lemma 2.6 ] holds:
Proposition 3.1. For a positive integer n, there is a natural inclusion satisfying
We construct an algorithm to give the [−1]-action explicitly in order to define the trigonal al function.
, and since the φ's are algebraic functions on X, we extend the domain to X × S n (X), allowing for poles.
More details on this function are given in [MP] , where it is shown that it can be viewed as a generalization of the F in (1.1) or U in the triple of polynomials that Mumford calls (U, V, W ) in the hyperelliptic case [Mum, Ch. IIIa] .
In the following Lemma, we show that µ n (P ) is associated with the addition structure on the divisor group of X from a classical viewpoint. Let S n 1 (X) be defined as
. . , P n ) has the following properties: (1) It is monic, (2) At each P = P i , it has a simple zero, (3) µ n (P ) has a pole at ∞ of order N(n), and (4) µ n (P ) has (N(n) − n) zeros aside from the P i 's (i = 1, . . . , n).
Addition law: examples
In this section, we compute [−1] n (n = 1, 2, 3) explicitly, based on Lemma 3.3, to demonstrate the significance of µ n .
4.1. [−1] 1 P : To find [−1] 1 (x 1 , y 1 ), recall that N(1)=3, so we seek a divisor of degree two. For the divisor of a meromorphic function of (x, y),
implies that x = x 1 . This means that
In other words, as sheaves,
then direct computations provide the following lemma:
Lemma 4.1. For the points obeying (4.2) the following relations hold:
This shows that if P 1 and P 2 are generic in the sense that none of the determinants in Lemma 4.1 vanishes, then Q 1 and Q 2 have the same property.
In other words Q a = (x ′ a , y ′ a ) (a = 1, 2, 3) are solutions of µ 3 (P, P 1 , P 2 , P 3 ) which differ from P b (b = 1, 2, 3).
Similar to Lemma 4.1, we have the following result:
, the following relation holds
, where ǫ i 1 ,i 2 ,i 3 ,j 1 ,j 2 ,j 3 is an appropriate sign.
Functions A r and F r
In order to construct the trigonal al r function of the curve X, we introduce meromorphic functions A r and F r .
On a hyperelliptic curve, as shown in (1.1), the al function is alternatively defined by al r (u) := F (b r ) up to a constant factor, where (x, y) = (b r , 0) = B r is a branch point of the curve.
In order to define the trigonal version of al function, we also deal with the value of the function µ in (5.1) at a branch point B r .
Definition 5.1. For a branch point B a of X and P i = (x i , y i ) (i = 1, 2, 3) determining a point of S 3 X, we define the meromorphic functions:
(5.1)
12
Let deg P h denote the order of zero or pole of a meromorphic function h at P . (1) For generic points P 1 , P 2 of X,
(2) For generic points P 1 , P 2 of X,
(3) For generic points P 1 , P 2 of X,
(4) For generic points P 1 of X,
Proof.
(1) follows from the definition. (3) is obvious because for P 3 near ∞, we have
To prove (2), we denote by C a := dy dt a x=ba , we assume that P 1 and P 2 are generic points and P 3 is close to B a ;
We consider the expansion of A a and F a . First we look at F a . When P 3 is equal to B a ,
and if it vanished then one of the Q ′ 's would equal (b a + t 3 , ζ 3 C a t) near t = 0 but (b a + t 3 , ζ 3 C a t) does not satisfy (4.2). We now compute A a as follows:
Direct computation gives the numerator as:
Due to the relations in Lemma 4.2, this equals
(5.5)
We consider the factors in this formula. The fact that Q 1 and Q 2 are generic for generic P 1 and P 2 , and (4.3) imply that both
do not vanish in the limit P 3 → B a . Hence A a has a simple zero at B a .
14 To prove (4), we consider P 1 and P 2 near B a ;
Let us consider the behavior of A a and F a .
Direct computation shows that this equals t 3 a (b a − x 3 ), and in turn
We note that (1) and (3) in Proposition 5.2 give the multiplicity of zeros and poles of F a when viewed as a function over X × S 2 X. In particular, F a does not vanish at
The sigma function
We introduce the σ function corresponding to X, an entire function over κ −1 (J ), following [EEMÔP1, EEMÔP2, Section 3] . We recall the definition of σ and its properties without proofs.
We introduce the period matrices by
, where ν II j 's are the differentials of the second kind [EEMÔP2, (1.21 ) and (1.22)],
Proposition 6.1. The matrix,
This provides a symplectic structure in the Jacobian which is known as generalized Legendre relation [Ba1, BEL2] . It is known that ω ′ −1 ω ′′ is a symmetric, positive-definite matrix.
As shown by Riemann [F] , Im (ω ′ −1 ω ′′ ) is positive definite. Noting Theorem 1.1 in [F] , let
be the theta characteristic which gives the Riemann constant with respect to the base point ∞ and the period matrix [
where c is a certain constant. In this article, the constant c is chosen in such a way that the local expansion of σ is consistent with Proposition 6.2 (2). For a given u ∈ C 3 , we introduce the notation u ′ and u ′′ for the R 3 -vectors such that
A 'shifted theta divisor' Θ 2 is the vanishing locus of σ;
Here we summarize the properties of σ(u; M) as follows:
Proposition 6.2. For all u ∈ C 3 , ℓ ∈ Λ, and γ ∈ Sp(6, Z), we have :
(2) u → σ(u; M) has zeroes of order 1 along Θ 2 = W 2 ;
σ has the following expansion near Θ 2 ,
The following holds
(4) For the actionζ 3 on u defined in Section 2, we have
Proof. See [EEMÔP2] .
Proposition 6.3. For ℓ ∈ Λ as in Proposition 6.2,
Proof. By considering σ(ζ 3 v +ζ 3 ℓ) = ζ 3 σ(v + ℓ) and letting v =ζ 2 3 u, we have
Addition law. II
We recall the following results from the Appendix of [EEMÔP1] . Following [Ô] , we introduce the partial derivative over a multi-index ♮ n ,
Further we note that for u ∈ κ −1 W n and the actionζ 3 on u equivariant under the Abel map with the action (x i , y i ) → (x i , ζ 3 y i ), as in Proposition 6.2, part (4), we have
Definition 7.1. For a positive integer n > 1 and a point (x 1 , y 1 ), . . . , (x n , y n ) in X n , we define ∆ n ((x 1 , y 1 ), . . . , (x n , y n ))
Then we have 
(X) and its image under the Abel map be
(u, v) ∈ κ −1 W n × κ −1 W m .
Then the following relation holds
σ ♮ n+m (u + v)σ ♮ n+m (u +ζ 3 v)σ ♮ n+m (u +ζ 2 3 v) σ ♮ m (u) 3 σ ♮ n (v) 3 = 2 i=0 ∆ m+n ((x 1 , y 1 ), . . . , (x m , y m ), (x ′ 1 , ζ i 3 y ′ 1 ), . . . , (x ′ n , ζ i 3 y ′ n )) (∆ n ((x ′ 1 , y ′ 1 ) . . . , (x ′ n , y ′ n ))∆ m ((x 1 , y 1 ) . . . , (x m , y m ))) 3 × m i=1 n j=1 1 ∆ 2 ((x i , y i ), (x ′ j , y ′ j )) 2 . (7.2)
The trigonal al function for a cyclic trigonal curve
We define the al function for a cyclic trigonal curve X and derive some properties. 
For brevity, strokes as (′, ′′) or (′′, ′) are denoted by (γ,γ), and for h's in (2.3), We discuss the preimage of the Abel map under the projections ̟ b;c of J (b;c) (b = 1, 2, 3, c = 0, 1, 2) in Section 10. If we further define
These triple coverings correspond toζ
then J ♯ is the smallest torus that covers each J (b;c) (b = 1, 2, 3, c = 0, 1, 2). We could adapt the following theorem to J ♯ , cf. [Mum, Ch. III.7] . Similarly, J (0) ,
is a 3 6 -order covering of J ; we sometimes consider meromorphic functions on this torus. 
The following Proposition shows that the domains of these functions are chosen naturally, as follows from properties of σ; Propositions 6.2 and 6.3 yield the periodicity of the al-functions:
(1) For a lattice point ℓ in Λ (a;c) , we have
(2) al Proof. First we note that
Due to (2.3) and Proposition 6.2 (3), L(ζ c 3 ω a , ℓ) is given by 2 3
whereas noting that t ω α η β is unchanged under a switch t ω α η β = t η β ω α , where α, β ∈ {"′", "′′"}, we have
The difference between L(ζ (
Proof. The zero divisor of σ is κ −1 Θ 2 and thus for (
. Hence al as a function of Γ P 1 ,∞ has only a simple zero at one point in each lattice Λ. (1) and (3) are obvious.
(2) follows immediately from (4) if c = c ′ . More generally, we show (2) using (4) as follows. Let us consider the case of a = 1: For c = 2 and c ′ = 0, (−1 +ζ
Similarly we have the other cases a = 2, 3, cf. Figure 2 . We can see geometrically that (4) holds because if κ
, there are two points in a fundamental domain of Λ which are zeros of the numerator: this contradicts the properties of the sigma function in Proposition 6.2 (2) and (3).
For a point Γ Pc,∞ in Γ ∞ X and a local parameter t a , (t
a := w a − w ∞ modulo 3 for the winding number w a around B a in κ ∞ Γ ∞ X and for the winding number w ∞ around ∞ in κ ∞ Γ ∞ X. Using it, we also define
Our first main theorem is:
with a first-order pole at ̟ Remark 8.7. Before we prove the theorem, we comment on the cubic root and ζ ε 3 in the right-hand side of (8.5). We need a choice of cubic root, so the function is not defined over the algebraic space S 3 X. However since X is given by y 3 = f (x), we will see below (Lemma 8.10) that over S 3 Γ ∞ X we can make a specific choice and define a global function. We observe the following:
In view of Definition 5.1, A a and F a are invariant under the actionζ 3 :
. As mentioned in Remark 2.4 (2), we have a Z 3 action on each local parameter t
a is locally identified withζ 3 . Therefore, we can define the cubic root of
a is a local parameter at ∞ and we define ι
a as a local biholomorphic map. A circuit around the point transforms the divisor into ζ
We check the consistency of the factor ζ c 3 and the global definedness in Lemma 8.10; here we informally interpret the right-hand side as follows: Around (B a , P 2 , P 3 ), 3 F a (P 1 , P 2 , P 3 ) is given by t
(1) a a 1 (P 2 , P 3 ) and A a (P 1 , P 2 , P 3 ) as t
is a non-vanishing function of P 2 and P 3 , and thus the two factors cancel. Around
3 F a (P 1 , P 2 , P 3 ) does not vanish whereas A a (P 1 , P 2 , P 3 ) behaves like t
(1) a a 3 (P 2 , P 3 ) + · · · and thus the path around the point generates ζ
, where a 3 (P 2 , P 3 ) is a non-vanishing function of P 2 and P 3 .
Remark 8.8. In order to find the σ function on C 3 = κ −1 J , we use the al
a -function, which is also defined over a covering space of J ; indeed, the al (c) a -function involves a field extension of meromorphic functions on J , using the Galois group action Z 3 , according to Weierstrass' construction in [Wei] .
Mumford gave three types of meromorphic functions on a Jacobian variety, defined by theta functions, cf. [Mum, Ch. II.3] . One type (Method III in loc. cit., a second logarithmic derivative of theta) is a generalization of the elliptic ℘ function. The corresponding function for a hyperelliptic curve was studied in [Mum, Ch. III] and [P] in terms of theta functions. the 19th century [Kl, Ba1, Ba2, Ba3] . This type is related to KdV hierarchy and KP hierarchy. In fact Baker found the KdV hierarchy and KP equation, though not identifying their origin as non-linear wave equations, cf. [Ba1, Ba3, BEL1, Ma0] . A second and third type (Method II and I resp. in loc. cit., the logarithmic derivative of a quotient of theta functions with characteristics and a quotient of products of theta functions translated by linearly equivalent divisors, resp.) are related to the sn, cn, dn functions in the elliptic curve case and Weierstrass' al function in the case of hyperelliptic curves. Type II (Method II) is associated with the modified KdV equation [Ma1] . Type III (Method I) corresponds to the polynomial U-function of the triple called (U, V, W ) in [Mum, Ch. III] . The square root of U is Weierstrass' al function, which is associated with the sine-Gordon equation and the Neumann system. Weierstrass discovered his version of the sigma function, Al, in terms of his al function.
As mentioned in the Introduction, the trigonal al function will provide properties of the abelian-function theory of the curve X. In fact, we obtain an identity for the sigma function in Theorem 9.1 below.
It should be noted that our method to investigate the sigma function or theta function in terms of the al-function can be generalized to more general Galois curves.
Proof. We consider the case n = 3 and m = 1 and ω a = v((b a , 0)) in Theorem 7.2. Then the left-hand side of (7.2) is equal to
whereas the right-hand side of (7.2) is given as.
The zeros and poles are given by Lemma 8.9, consistent with Lemma 8.5. Noting that 1 + ζ 3 + ζ 2 3 = 0 and 1 +ζ 3 +ζ 2 3 = 0, the periodicity is determined. The domains of both sides coincide due to Remark 8.7 and Lemma 8.10. The identity gives the following equality up to a constant factor K a,c , (8.6) al
Lemma 8.11 and Lemma 8.10 give the factor K a,c and ζ εa 3 respectively.
Lemma 8.9. We obtain the following multiplicities for the right-hand side of (8.5):
Proof. Since the right-hand side of (8.5) and Θ 2 are invariant for the action ofζ 3 , the problem is reduced to Proposition 5.2, which gives the multiplicities of zeros and poles of A a and F a .
Lemma 8.10. The domain of ζ
is the preimages
Proof. Let us consider the function of Γ P 1 ,∞ ∈ Γ ∞ X by fixing Γ P 2 ,∞ and Γ P 3 ,∞ of Γ ∞ X. When we cross the cut out of infinity, from (5.2), A a (P 1 ; P 2 , P 3 ) acquires a ζ 3 factor, which cancels the ζ 3 factor of the denominator. For the a = 1, 2, 3 case, Figure 1 shows that under a circuit along α a , the phase of t
a does not change because: In the a = 1 case, the contour α a does not have any effect on the phase factor of the t (1) a ; In the a = 2, 3 case, passing through the crosscut adds the phase factor ζ 3 of t (1) a but passing through infinity compensates it. As for the contour β a , t However we see from Proposition 5.2 (2) that around κ 
can be viewed as a point of the triple symmetric product of Γ ∞ X on which Z 3 acts, as well as a quotient space. The domain is the same as the preimage, under the extended Abel map, of
We determine the factor K a,c in (8.6) in the following Lemma.
Lemma 8.11.
Proof. We use the notation df dx 3) , where u (3) := w((x 3 , y 3 )). Using Proposition 5.2 (4), the first-order approximation corresponds to (P 1 y 3 ) ). Remark 2.4 shows that for the differentials,
Using the notation in the proof of Proposition 5.2, we have the following:
For the computation of the left-hand side, we have used that sigma vanishes on Θ 2 but σ 1 (u (3) ) does not vanish identically on W 1 . Similarly we differentiate the inverse of (8.7) in t ∞ twice with respect to u
Here we note that σ ♮ (u) = σ 33 (u) and from (2),
However K a,c satisfies K a,0 K a,1 K a,2 ≡ 1, and thus
and K a,c = ζ c 3 .
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A generalized Frobenius' theta formula
In this section we give a generalized Frobenius theta formula, in analogy with sn 2 (u) + cn 2 (u) = 1, sn 2 (u) + k 2 dn 2 (u) = 1. The second of our main theorems is the following:
This is a generalization of Corollary 7.5 of [Mum, Ch. III] which is a special case of the Frobenius theta formula.
Corollary 9.2. The cover of the JacobianJ
♯ is embedded in P 12 as a subspace satisfying the cubic relation,
For the proof of the theorem, we introduce two quantities,
Lemma 9.3. K(P ; P 1 , P 2 , P 3 ) does not vanish for P → P a (a = 1, 2, 3).
Proof. By letting P → P 1 as (x, y) = (x 1 + t 3 , y 1 (1 + h(x 1 )t)), we have
Direct computations provide the following relations:
Lemma 9.4.
Proof of Theorem 9.1. Integrating over the sides of the polygon representation of X gives:
Lemma 9.4 provides the first relation in Theorem 9.1. From Theorem 8.6, we have the relation of σ-functions. .
Domain of the al-function
We give a domain to the trigonal al
a -function, in analogy to the fact that the hyperelliptic al a function is related to a Prym variety (see Appendix). In fact, under an extended Abel map. We will also regard it as a subset of S 3X for a suitable covering ̟ :X → X. In this section, we constructX.
When we consider the preimage of J (a;c) , we use a parameterization z = 3 √ x − b a . As in the standard construction of a Galois cover of a curve with Z p action at a given point P , cf. [C] , namely by normalizing the curve obtained by taking the inverse image of the 1-section under L → L p , in the total space of a line bundle L such that L p = O(P ), we consider a curveX whose affine representation can be given by Also, (0, 0) ∈X which corresponds to B a ∈ X is the fixed point of ι ζ 3 andζ 3 . Then as illustrated in Figure 4 , there is a trigonal covering:
̟ :X → X, (P = (z, w) → P = (z 3 + b a , wz)), and (0, 0) → B a ,B Figure 3 . Here we have used the fact that the actions of ι ζ 3 andζ 3 are exchanged at infinity due to the properties (10.2).
Up to homotopy,α 1 equals ̟α 1 ; similarly ̟β 1 = β 1 . On the other hand for i = 2, 3, Figure 3 shows that ̟(α However we should note theζ 3 -action according to the covering defined by z: 
(1) The extended Abel map from the g-th symmetric product of the universal cover Γ ∞ C g of the curve C g to C g is defined by,
