Microarray technology is a useful tool for monitoring the expression levels of thousands of genes simultaneously. Recently, mixture modeling has been used to extract expression signatures from gene expression pro¯les. In general, two separate steps are utilized to estimate the number of classes and model parameters, respectively. However, such a method is often time-consuming and leads to suboptimal solutions. In this paper, we therefore apply a one-step approach, namely Rival Penalized Expectation-Maximization (RPEM) algorithm, to analyze the gene expression data. The RPEM algorithm is capable of estimating the parameters of normal mixture model, while determining the number of classes automatically at the same time. Furthermore, we speed up the learning procedure of RPEM by proposing a new mechanism to adjust the learning rate dynamically. The numerical results on real gene expression data demonstrate that our proposed method is indeed e®ective and e±cient.
Introduction
DNA microarray technology is a powerful and e±cient tool for studying the expression levels of thousands of genes under various conditions simultaneously. An experiment with a single DNA chip can provide researchers with information on thousands of genes simultaneously. Using gene expression pro¯les, we can identify individual genes that perform di®erent biological functions and¯nd di®erences in distinct cell states or types. By comparing the expression patterns of unknown genes to those of annotated genes, one can predict the functions of unknown genes. 24, 25 Recently, the results obtained by DNA microarray technology have been applied to understanding the subtypes of cancers, 15 detecting tumors, 9 and so forth. Nowadays, a large amount of gene expression data has been accumulated, whereas a key problem is to extract expression signatures from these expression pro¯les. One commonly used method is to group genes with similar expression levels provided that genes with similar expression pro¯les generally share the same functions. In the literature, a number of clustering methods have been applied to microarray data analysis, including hierarchical clustering, 11 k-means, 21 self organizing maps (SOM), 20 and so on. However, most of these methods are heuristically motivated. In particular, the issues of determining the \correct" number of clusters and choosing a good clustering algorithm have not been rigorously handled yet. 23 Recently, model based clustering methods provide an alternative to heuristicbased algorithms. 1, 14, 19 In the model based algorithm, the data are assumed to be generated by an underlying¯nite mixture model, 16, 22 e.g. the typical Gaussian (i.e. normal) mixture model. In general, the model-based method needs to determine the number of classes (also called model selection hereinafter) and estimate the model parameters. In literature, the Expectation-Maximization (EM) algorithm 8 is usually used to estimate the parameters of the normal mixture model, which however needs to preassign class number. The EM algorithm almost always leads to a poor result if the class number is not appropriately preassigned. Under the circumstances, the approaches with two separate steps are often used in the¯eld of bioinformatics. 17, 23 For example, MCLUST is one model based clustering method developed by Fraley and Raftery, 12 and further used by Yeung et al. 23 It¯rst performs model selection by the Bayesian Information Criterion (BIC) scores, where the model with the highest BIC score is selected. After determining the class number, MCLUST utilizes the EM algorithm to estimate the parameters of the model. Finally, the estimated model is used to perform microarray data analysis. Although such a method can work as reported in Ref. 23 , it may be time-consuming and lead to a suboptimal solution because model selection and model parameters are determined in two separate steps.
In literature, some one-step approaches have been proposed for model-based clustering methods, such as Gaussian mixtures based on variational Bayes approach 7 and genetic-based Expectation-Maximization (GA-EM) algorithm for learning Gaussian mixture models. 18 In the one-step methods, model selection and parameter estimation are performed simultaneously. Recently, the second author of this paper has also proposed a new one-step approach, namely Rival Penalized ExpectationMaximization (RPEM) algorithm, 3, 4 which can determine the number of classes automatically by fading out the redundant components from the mixture during the parameter learning process. That is, RPEM can perform model selection and parameter learning together in a single paradigm, but not two steps. Consequently, RPEM saves the computing time and leads to a better result to a certain degree. In RPEM, the performance of the algorithm depends on the choice of learning rate. Generally, there is a tradeo® between the residue deviation and rate of convergence. 5 When using a¯xed learning rate, it should be small enough for the algorithm to converge. The smaller the learning rate, the smaller the residue deviation, but the slower the convergence speed. It is usually di±cult to determine an optimal learning rate in advance because it is problem dependent. Under the circumstances, we propose a new method for adjusting learning rates dynamically in the learning procedure. We denote the RPEM algorithm with the dynamic adjustment of learning rate as RPEM-DLR algorithm. The experimental results have shown the superiority of the RPEM-DLR algorithm to the EM and MCLUST on gene expression data analysis.
Normal Mixture Models for Gene Expression Data Analysis
Microarray is a 2D array, typically on a glass,¯lter, or silicon wafer, upon which genes or gene fragments are deposited or synthesized in a predetermined spatial order allowing them to be made available as probes in a high-throughput, parallel manner. Probes with known identity are used to determine complementary binding, thus allowing massively parallel gene expression and gene discovery studies. An experiment with a single DNA chip can provide researchers with information on thousands of genes simultaneously. Due to the large amount of data, there is a need to develop methods for studying the expressed genes and¯nding expression patterns. The recent studies have shown that model-based clustering methods in a mixture can successfully perform this task in microarray data analysis, e.g. see Ref. 17 .
The mixture model assumes that each group of gene expression pro¯les is generated by an underlying probability distribution. Suppose the number of classes is k, and the number of samples is N. The likelihood function for a mixture model can be de¯ned as:
is the set of model parameters, F ðxÞ is the cumulative probability function of x, pðxj j Þ is a multivariate probability density function (pdf) of the gene expression data x, and j is the proportion of x that comes from Class j. If the probability density function is Gaussian density function, pðxj j Þ will Analysis of Gene Expression Data using RPEM Algorithm 653 become Gðxj j ; § j Þ, i.e.
where d is the dimension of x, ¹ j and § j are the mean and covariance matrix for the gene expression pro¯les from the jth class, respectively. In general, the maximumlikelihood (ML) estimation of £ can be obtained towards maximizing:
via the EM algorithm. That is, given the number of classes k, an ML solution of £ can be obtained via the following iterative E-step and M-step:
. E-step: Fixing £ ðoldÞ , for each x i , calculate the posterior probability density function of class j: . M-step:
h jjx i ;
After estimating the parameters, the mixture models can be applied to microarray data analysis such as classifying the cancer classes, clustering microarray expression data, and so on. The success of this method depends on the parameter estimation using the EM algorithm. Usually, the EM algorithm can successfully estimate the parameters of the mixture model as long as the number of classes is correctly assigned. Otherwise, the EM algorithm may not work well. Unfortunately, from the practical viewpoint, it is hard to know the true number of classes in advance.
The RPEM-DLR Algorithm with Dynamic Adjustment of Learning Rate
Due to the limitations of the EM algorithm, Cheung 3, 4 has proposed an RPEM algorithm, which can determine the number of classes automatically while estimating the parameters of the mixture model. In the RPEM algorithm, Eq. (1) 
½2'ðjjx t ; £Þ À hðjjx t ; £Þ ln hðjjx t ; £Þ: ð11Þ
Subsequently, we can estimate £ via maximizing Eq. (11). The details can be found in Refs. 3 and 4. The RPEM algorithm in Gaussian density mixture can be summarized as follows:
. Initialization: Given a speci¯c k with k ! k Ã , where k Ã is the true class number, we initialize £. Then, at each time step t, we implement the following two steps:
. (14) and (15), it can be seen that the learning rate is generally a¯xed small positive constant. Actually, the choice of the learning rate can a®ect the performance of RPEM. In general, there is a tradeo® between the residue deviation and rate of convergence. 5 When using a¯xed learning rate, it should be small enough for the algorithm to converge. The smaller the learning rate, the smaller the residue deviation, but the slower the convergence speed. It is usually di±cult to determine an optimal learning rate in advance because it is problem dependent.
It can be seen from Step 2 that, if the learning rate tends to zeros as the epoch tends to in¯nity, the convergence of the parameter set £ ¼ f¹; §; g will be guaranteed. Hence, we want to design a class of learning rate which will change dynamically in the learning procedure. If the number of data points belonging to certain class j is too large, i.e. j is large, the learning rate should decrease and keep those seed points corresponding to larger j s from dominating the learning procedure. On the other hand, if j is small, the learning rate should increase so that the seed points corresponding to the true ones can get closer to the target cluster center, while those redundant seed points can be pushed away from the cluster center quickly.
According to the condition for the asymptotic convergence provided by a standard theorem 10 from stochastic approximation theory, the learning rate should satisfy:
ðitÞ ¼ 0; and
where it is the itth epoch. Under the circumstances, we propose a new method here for adjusting the learning rate dynamically. The learning rate is de¯ned as:
1 j k; and 1 it < 1;
where ðj; itÞ is the learning rate for the j th component in the itth epoch, and j is the proportion of x that comes from Class j. The initial learning rate 0 is set at a¯xed small positive constant. Therefore, the learning rate will be adjusted dynamically according to j in each epoch.
Experimental Results and Discussions
To compare the performance of di®erent clustering algorithms, this section utilized the two sets of data, namely°uorescence signal intensity data and yeast cell cycle data, in which the external evaluation criteria were available.
Fluorescence signal intensity data
In this subsection, the RPEM-DLR algorithm was utilized to discriminate the reliable expression data from the unreliable expression data. In this paper, the two data sets presented by Asyali 2 were used, which consist of about 2000 cDNA distinct probes and a total of about 4000 elements. 13 The details of the preparation of the gene expression data can be found in Ref. 2 . The data consist of Cy3 and Cy5 channel°u orescence signal intensities. After ground-substraction and normalization, both channels are naturally log-transformed, which makes the distribution of the data closer to normality. Table 1 summarizes the statistical features of the two data sets, where n is the number of samples, SD is the standard deviation, and Cy3;Cy5 are the correlations between channels Cy3 and Cy5. 2 The initial learning rate 0 was set at 0.02 and 0.008 for Dataset 1 and Dataset 2, respectively. We¯rst set the number of seed points k at 2, i.e. the true mixture number. The performance of RPEM-DLR algorithm was compared to that of EM and Fuzzy C-means (FCM), where the number of classes for FCM was set at the true number of classes, i.e. 2, through the following experiments. The experimental results are summarized in Fig. 1 , where the data points marked as \þ" are those classi¯ed as reliable by FCM while the ones marked as \o" are those classi¯ed as unreliable by FCM, the data points marked by \Â" are the learned class centers, and the ellipses were formed by the learned covariance matrices via EM and RPEM-DLR, respectively. It can be seen from Fig. 1 that both EM and RPEM-DLR can successfully locate the cluster centers when the preassigned class number is the true one. In addition, Table 2 summarizes the convergent class centers and weights, i.e. j s and j s, obtained by the EM, FCM and RPEM-DLR for the normal mixture models of the two datasets, where the number of classes is exactly the true class number. It can be seen from Table 2 that both the EM and RPEM-DLR can work when they are assigned the true class number. It can also be seen from Table 2 that the results obtained by the RPEM-DLR algorithm are closer to the FCM rather than EM.
Furthermore, we investigated the performance of RPEM-DLR when the number of seed points is much larger than the true one. We set the number of seed points at 5, i.e. k ¼ 5. The experimental results are summarized in Fig. 2 . It can be seen that the RPEM-DLR algorithm can signi¯cantly locate the class centers by fading out the extra seed points without knowing the number of classes in advance, while EM cannot. In addition, we investigated the values of j s and j s learned via RPEM-DLR for the two sets of data. As shown in Figs. 3 and 4 , all of those j s corresponding to the extra seed points have been approached to zeros after tens of epochs. Further, Table 3 shows j s' values learned via EM and RPEM-DLR for the two datasets. It can been seen that the weights for the extra seed points in RPEM-DLR tend to zeros but those in EM not. That is, the RPEM-DLR algorithm is superior to EM on gene expression data analysis without knowing the number of classes in advance. Such a capability is much useful in gene expression data analysis under normal mixture modeling because it is generally hard to know the correct class number in advance.
Yeast cell cycle data
The yeast cell cycle dataset 6 was used to evaluate the performance of the RPEM-DLR algorithm. The yeast cell cycle data demonstrate the°uctuation of expression Analysis of Gene Expression Data using RPEM Algorithm 659 levels of approximately 6000 genes over two cell cycles, with 17 time points for each gene taken at ten minute intervals. The raw expression pro¯les can be downloaded from http://genomics.stanford.edu. The dataset used here was the same one used by Yeung et al. 23 This subset consists of 384 genes whose expression levels peak at di®erent time points corresponding to the¯ve phases of cell cycles (the¯ve-phases criterion), and is available at http://www.cs.washington.edu/homes/kayee/model. In literature, it has been known that this set of data can be classi¯ed into¯ve classes. 23 Hence, we used them here to evaluate the e®ectiveness of the RPEM-DLR algorithm.
We compared the RPEM-DLR algorithm with EM and MCLUST, respectively, using the yeast cell cycle dataset. The initial learning rate is set at 0.01. We¯rst set the number of classes k ¼ 5, i.e. the true class number. For the EM algorithm, it was directly used to estimate the parameters of the normal mixture model with¯ve components, where the full covariance matrices were adopted. For MCLUST, it¯rst selected the best model by the BIC scores, and then estimated the model parameters using the EM algorithm. In comparison, the RPEM-DLR algorithm selects the model and estimates the model parameters simultaneously without additional computation of BIC scores. Hence, it saves the computing cost. Table 4 shows the results obtained by MCLUST, EM and RPEM-DLR, respectively. It can be seen that both RPEM-DLR and MCLUST work well when the number of classes k is correctly assigned to the true value, and the performance of RPEM-DLR is a little better than that of MCLUST. Please note that EM is equal to MCLUST in this case. Then, we suppose the true number of classes is unknown, which is actually true from a practical viewpoint. Under the circumstances, we set the number of classes k at 10 but not 5. For the EM algorithm, the full covariance matrices were adopted. The results obtained by RPEM-DLR, MCLUST and EM are shown in Figs. 5À7, where the number in the bracket represents the number of genes classi¯ed correctly. Further, Table 5 shows the comparison of the performances of EM, RPEM-DLR and MCLUST. It can be seen that both the RPEM-DLR algorithm and MCLUST can assign most of the genes to the right classes. The performance of RPEM-DLR algorithm is a little better than that of MCLUST because the RPEM-DLR algorithm determines class number and estimates model parameters in one step, while MCLUST performs model selection and estimates model parameters in two separate steps. For the EM algorithm itself, the performance was the worst with the overall accuracy of 51%.
In addition, we investigated the values of j s and j s learned via RPEM-DLR. As shown in Fig. 8(a) , all of those j s corresponding to the extra seed points approached zero after 150 epoches. It can be seen from the above experiments that the RPEM-DLR algorithm can estimate the model parameters and determine the class number automatically without external criteria as long as the preassigned class number is 
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Conclusion
High-throughput gene expression data are rich sources to investigate gene functions and biological process in which genes are involved. Although there are a number of clustering methods that have been developed to analyze these data, there is still room for improvement. In this work, an RPEM algorithm with dynamic adjustment of learning rate, namely RPEM-DLR algorithm, has been proposed. Compared with the original RPEM algorithm, RPEM-DLR can adjust learning rate dynamically in the learning procedure, which therefore reduces computation cost and leads to better performance in some cases. Furthermore, the RPEM-DLR algorithm has been utilized to analyze the gene expression data, where the gene expression data are supposed to be generated from a mixture of unknown number of classes. It is shown that the RPEM-DLR is capable of determining the number of classes and the model parameters in a single step, but not two steps like MCLUST. The numerical results have demonstrated the e®ectiveness of the RPEM-DLR on the gene expression data analysis in comparison with the EM and the MCLUST. 
