We propose a scalable closed-form formula (ALO λ ) to estimate the extra-sample prediction error of regularized estimators. Our approach employs existing heuristic arguments to approximate the leave-one-out perturbations. We theoretically prove the accuracy of ALO λ in the high-dimensional setting where the number of predictors is proportional to the number of observations. We show how this approach can be applied to popular non-differentiable regularizers, such as LASSO, and compare its results with other popular risk estimation techniques, such as Stein's unbiased risk estimate (SURE). Our theoretical findings are illustrated using simulations and real recordings from spatially sensitive neurons (grid cells) in the medial entorhinal cortex of a rat.
Introduction

Main objectives
Consider a dataset D = {(y 1 , x 1 ), (y 2 , x 2 ), . . . , (y n , x n )}, where x i ∈ R p and y i ∈ R. In many applications, we model these observations as independent and identically distributed draws from * A.M. gratefully acknowledges NSF CCF grant 1420328.
some joint distribution q(y i |x i β * )p(x i ), where the superscript denotes the transpose of a vector.
To estimate the parameter β * in such models, researchers often use the following optimization problems:β λ arg min
(y i |x i β) + λr(β) ,
where is called the loss function, and is typically set to − log q(y i |x i β) when q is known. The (often convex) regularizer r(β) reduces the variance of the estimate and therefore, the value of λ ∈ [0, ∞) has a major effect on the the performance ofβ λ by balancing the bias/variance tradeoff.
Hence, a critical component of every practical system that uses (1) is finding the optimal value of λ. Ideally, one would like to find the value of λ that minimizes the extra-sample prediction error, defined as
In this definition, (y new , x new ) is a new sample from the distribution q(y|x β * )p(x) independent of D, and φ is a function that measures the closeness of y new to x newβ λ . A standard choice for φ is − log q(y|x β). However, in general we may use other functions too. Since Err extra,λ depends on the rarely known joint distribution of (y i , x i ), the main problem of interest in model selection is to estimate it from data.
The problem of estimating Err extra,λ from D has been extensively studied in the statistics and computer science literature in the past 50 years. A popular and intuitive method for achieving this goal is cross validation [Stone, 1974] . The method consists of first randomly dividing the dataset D into K folds. Then, for any i = 1, . . . , K the model is estimated based on all but the ith fold, and the performance of the trained model is tested on the ith fold. The prediction error Err extra,λ is estimated based on the average error over i = 1, . . . , K.
In this paper, we are interested in estimating Err extra,λ under the high-dimensional setting, where both n and p are large, but n is less (or not much larger) than p. In particular we assume that p and n have the same order. In this high dimensional setting, there exist a dilemma in using K-fold cross validation. If K is a large number, then this requires the optimization problem (1) to be solved K times which is computationally demanding. On the other hand, if K is small, e.g. K = 5, then the fold that is removed in the training phase may have a major effect on the solution of (1). In other words, the estimate obtained in the training phase is very far fromβ λ and hence, the optimal value of λ learned from cross validation may be far from min λ Err extra,λ [Donoho et al., 2011 , Weng et al., 2016 . To summarize, there are conflicting statistical and computational objectives, making it difficult to use K-fold cross validation when p, n are both large. This dilemma has limited the applicability of K-fold cross validation in high-dimensional problems.
In this paper, we consider the statistically preferable but most extreme form of cross validation, namely leave-one-out cross-validation (LO λ ). Inspired by the approach presented in [Stone, 1977 , Golub et al., 1979 , we derive a closed form formula for the leave-i-out perturbation based onβ λ .
We employ this approach to bound the perturbations of the loss function aroundβ λ in response to withholding a single data point, and use these bounds to obtain an approximation of the leaveone-out estimate of the regression coefficients. We then use our formulas to obtain a closed form expression for the leave-one-out cross validation risk estimate. Our theoretical and simulation results confirm the accuracy of this estimate in high-dimensional settings.
The approach we use to obtain the approximation is based on a Taylor expansion, and hence, is not directly applicable to a non-differentiable regularizer such as LASSO. We show how our approach can be adapted to approximate the the leave-one-out risk estimate for non-differentiable regularizers through an example of LASSO.
Notation
We first review the notations that will be used in the rest of the paper. Let x i ∈ R 1×p stand for the ith row of X ∈ R n×p . y /i ∈ R (n−1)×1 and X /i ∈ R (n−1)×p stand for y and X, excluding the ith entry y i and the ith row x i , respectively. The vector a b stands for the entry-wise product of two vectors a and b. For two vectors a and b, we use a < b to indicate element-wise inequalities. Moreover, |a| stands for the vector obtained by applying the element-wise absolute value to every element of a. For a set S ⊂ {1, 2, 3, . . . , p}, let X S stands for the submatrix of X restricted to columns indexed by S. Likewise, we let x i,S ∈ R |S|×1 stand for for subvector of x i restricted to the entries indexed by S. For a vector a, depending on which notation is easier to read, we may use [a] i or a i to denote the ith entry of a. The diagonal matrix with elements of the vector a is referred to as diag [a] . Moreover, definė φ(y, z) ∂φ(y, z) ∂z ,˙ i (β) ∂ (y i |z) ∂z
The notation poly log n denotes polynomial of log n with a finite degree. Finally, let σ max (A) and σ min (A) stands for the largest and smallest eigenvalues of A, respectively.
Approximate leave-one-out
The leave-one-out cross validation estimates Err extra,λ through the following formula:
is the leave-i-out estimate. If done naively, the calculation of LO λ asks for the optimization problem (7) to be solved n times, which is a computationally demanding task specially when p and n are both large. To resolve this issue, following [Stone, 1977 , Golub et al., 1979 , we obtain an approximation for LO λ , referring to it as approximate leave-one-out, or simply ALO λ . As we mentioned before this approximation is based on a local expansion ofβ λ/i aroundβ λ . Our theory supposes that both the regularizer and the loss function are thrice differentiable. We will discuss the non-differentiable cases in Section 2.5. Furthermore, we assume that the regularizer is separable, i.e., r(β) = p i=1 r(β i ). This assumption can be easily removed in the derivation of ALO λ . However, since our theoretical work only studies the separable regularizers, we assume it here. Based on these assumptions, we present ALO λ as
where
β λ is defined in (1). The hope is that the difference |ALO λ − LO λ | is small when either n or both n, p are large and hence this computationally efficient formula can provide a good approximation of LO λ . The main goal of this paper is to confirm this claim both theoretically and numerically.
Organization of the rest of the paper
The rest of this paper is organized as follows. Section 2 presents our theoretical results regarding ALO λ , providing a finite sample upper bound on |LO λ − ALO λ |. It also explain how ALO λ can be adapted to non-differentiable regularizers such as LASSO. Section 3 relates our results to past work and sheds more light on the challenges facing the existing model selection techniques.
Section 4 presents numerical experiments and real data examples. In this section, the performance of ALO λ is compared with LO λ on real and synthetic datasets. Section 5 proves the theoretical results we discuss in Section 2. Concluding remarks are presented in Section 6.
Theoretical Results in High Dimensions
Roadmap
The main goal of this section is to present a theoretical result establishing an upper bound on
Toward this goal we first make several assumptions in Section 2.2 that will be used in our main theorem. To clarify and justify our assumptions we discuss them on the problem of ridge regression in Section 2.3. Finally, we state our main result in Section 2.4.
Our assumptions
Below we mention four assumptions later used in our theoretical results. While all the assumptions, and the theoretical results that will follow are mentioned for finite sample sizes, and can be used in different asymptotic settings, in our presentation we consider the high-dimensional asymptotic setting in which n, p → ∞ and n/p → δ o , where δ o is a finite number bounded away from zero. Hence, if we write a constant as c(n), it may be the case that the constant depends on both n and p, but since p ∼ n/δ o , we drop the dependance on p. This simplification enables us to present our results with more readable notations. However, it is straightforward to remove this assumption and obtain more general results that can be useful for other asymptotic settings too.
Assumption 1. The rows of X ∈ R n×p are independent zero mean Gaussian vectors with co-
Assumption 2. There exit finite constants c 1 (n) and c 2 (n), functions of n, such that
Assumption 3. There exists a constant ν λ > 0 such that for all i = 1, . . . , n
Since c 1 (n), c 2 (n), ν λ , and ρ max play a major role in our final results, in the next section we explain them through a ridge regression example. This example, sheds light on what we should expect these numbers to be, and how we can interpret the results we obtain in Section 2.4.
Ridge regression 2.3.1 Model
Suppose that in findingβ λ andβ λ/i , in (1) and (7) respectively, we set (y|x β) = ω(y − x β)
where the cost function ω(·) is three times differentiable and its third derivative satisfies ... ω (|z|) ≤ K 1 |z| m 1 for some fixed numbers K 1 and m 1 . Moreover let r(β) = β 2 2 . The ridge regression problem, i.e.,
has been extensively studied in [El Karoui, 2013] , under the following data generation model:
where the entries of x i are iid N (0, 1 n ) random variables and i ∼ N (0, σ 2 ). In the next two sections, for this setup we obtain upper bounds for c 1 (n), c 2 (n), and ρ max , and a lower bound for ν λ , thereby addressing Assumptions 1, 2, and 3.
Discussion of Assumption 2
The following theorem, a simple corollary of Theorem (B) and the results of Section 3.2.2 of [El Karoui, 2013] , provides bounds on c 1 (n) and c 2 (n).
Theorem 1. Under the assumptions discussed in Section 2.3.1, we have
Since ... r (β i ) = 0 for r(β) = β 2 2 , and
.. ω (y − x β) grows at most polynomially in |y − x β|, using the theorem above we argue that both c 1 (n) and c 2 (n) are O p (poly log n).
Discussion of Assumption 1 and 3
For the model described in Section 2.3.1 the covariance matrix Σ = diag([1/n, 1/n, . . . , 1/n]).
Hence, ρ max = 1/n. Since p is growing with n, to keep the signal to noise ratio of each response variable fixed, we have set the variance of each element of the design matrix to 1/n. Finally, note that the ridge penalty r(β) = β 2 2 implies that diag[r(β)] = I p×p , leading to ν λ > λ.
The main theorem
In this section the main theoretical contribution of our paper is presented. This theorem bounds the difference |ALO λ − LO λ |. The proof is given in Section 5.2.
Theorem 2. If Assumptions 1, 2, and 3 are satisfied, then with probability at least 1 − 2ne
(n−1) 3 the following bound is valid:
In many high-dimensional problems, C o = O(poly log n), and hence we expect C o / √ p to go to zero in probability. To clarify this point, consider the ridge regression example discussed in Section 2.3. On account of Theorem 2, we can claim that under the asymptotic setting n/p → δ o for some δ o bounded away from zero,
. We just mentioned one example for which Theorem 2 yields
It is however reasonable to suppose that a refinement of the arguments presented in [El Karoui, 2013 , Donoho and Montanari, 2016 , Donoho et al., 2011 , Bayati and Montanari, 2012 , Weng et al., 2016 will offer C o = O(poly log n), and in turn |ALO λ − LO λ | = o p (1) for more general regularizers too [Metzler et al., 2016, Bradic and Chen, 2015] . Hence, we expect the bounds discussed in Sections 2.3.2, and 2.3.3 to hold for more general loss functions and more general regularizers. In Section 4, we present numerical experiments and real data applications to support this claim.
Note that in the p fixed, n → ∞ regime, Theorem 2 fails to yield
. This is just an artifact of our proof. In Theorem 6 presented in Section 5.4 we prove that under mild regularity conditions, error between ALO λ and LO λ is o p (1/n) when n → ∞ and p is fixed. For the sake of brevity details are presented in Section 5.4.
1 -regularizer
So far we have discussed ALO λ for the smooth regularizers. However, in many applications nonsmooth regularizers, such as LASSO, are preferable. In this section, we explain how ALO λ can be used for non-smooth regularizers by focusing on the 1 -regularizer. A similar approach can be used for other non-smooth regularizers. Consider
Since β 1 is not twice differentiable it seems that we can not use ALO λ . We should use a smooth approximation of the function β 1 in our formulas. For instance, we can use the following approximation introduced in [Schmidt et al., 2007] :
Note that lim α→∞ r α (β) = β 1 . Hence, one can pick a large value of α, e.g. α = 1000, and then obtain the following formula for ALO λ :
As we will prove in Section 5.1 (Lemma 3), β α λ −β λ 2 → 0 as α → ∞. Furthermore, according to Theorem 2, we know that if n, p are large the difference |ALO λ − LO λ | is small forβ α λ . In summary, despite the fact that the 1 -regularizer is not differentiable, in high dimensions and for large values of α, ALO α λ is a good approximation of LO λ . Interestingly, this seems to be only a part of the story regarding the non-smooth regularizers. Suppose that instead of setting α to a large value we take the limit α → ∞ in (19). It turns out that ALO α λ can be simplified in this limit. To prove this claim, we make the following assumptions: Assumption 4. Supposeβ λ is the unique global minimizer of (18).
Assumption 5. Let g(β) denote the subgradients of β 1 . In other words,ĝ λ g(β λ ) satisfies
Suppose max i∈S c |[ĝ λ ] i | < 1 where S denote the active set ofβ λ .
Assumption 6. Suppose that the solution of (19) is unique for every value of α.
Assumption 7.¨ (y|x β) is a continuous function of β.
Note that Assumptions 4,5,6 and 7 hold for most of the practical problems. We will discuss 5 and the impact it has on the formulas after the following theorem.
Theorem 3. Suppose assumptions 4,5,6 and 7 hold. Then, we have
The proof of this theorem is presented in Section 5.1. Note that the theoretical bounds we obtain for |ALO λ − LO λ | in Theorem 2 do not show that the formula we derive in Theorem 3 is a good approximation of LO λ for 1 -regularized estimators. However, this seems to be an artifact of our proof, since our simulation results, part of which are presented in Section 4, confirm the accuracy of this formula for different loss functions.
Remark 1. While Assumptions 4,6 and 7 are natural assumptions and seem to hold for most of the practical problems, Assumption 5 may be violated. This leads us to the following question:
What is the effect of violating Assumption 5 on the result of Theorem 3? This question will be discussed in details in Section 5.1.2 after the proof of Theorem 3. The final conclusion is that in general the violation of 5 has a minor impact on the formulas we derived in Theorem 3.
3 Related Work
Classical work on cross validation
Estimating the out-of-sample prediction error Err extra,λ has been one of the main topics of interest in statistics, and many methods, such as cross validation [Stone, 1974] , Allen's PRESS statistic [Allen, 1974] , generalized cross validation [Craven and Wahba, 1979, Golub et al., 1979] , and bootstrap [Efron, 1983] have been proposed for this purpose.
As we discussed before obtaining an explicit formula for the calculation of LO λ is not a new idea for ridge penalties. Early examples for least squares ridge regression are Allen's PRESS [Allen, 1974] , and generalized cross validation (GCV) [Craven and Wahba, 1979, Golub et al., 1979] .
Generalizations of the fast LO λ approach to non-linear models and classifiers with ridge penalty are also well known: smoothing splines for generalized linear models in [O'Sullivan et al., 1986] , ridge estimators in logistic regression in [Cessie and Houwelingen, 1992] , smoothing splines with non-Gaussian data using various extensions of GCV in [Gu, 1992 , Xiang and Wahba, 1996 , Gu and Xiang, 2001 , support vector machines [Opper and Winther, 2000] , kernel logistic regression in [Cawley and Talbot, 2008] , and Cox's proportional hazard model with a ridge penalty in [Meijer and Goeman, 2013] . Despite the existence of this vast literature for approximating LO λ of ridge penalties, the accuracy of such approximations has not been studied theoretically, specially in highdimensional settings, and for models and regularizers other than linear and ridge, respectively.
Finally, the discussions of Section 2.5 for non-differentiable regularizers and the simulation results we present in Section 4 expand the scope of approximating LO λ to popular non-differentiable functions.
In-sample prediction error and degrees of freedom
Another approach for obtaining the best value of λ in (1) is to use the notion of in-sample prediction error instead of the extra-sample prediction error. Given a dataset D = {(x 1 , y 1 ), . . . , (x n , y n )}, the in-sample prediction error ofβ λ from (1) is defined as
indicates a hypothetical new data point with the same distribution but independent of the original data point y i . Here the corresponding x i is fixed. Note thatβ λ is dependent on the predictors {x 1 , . . . , x n } in the training set. Many strategies have been proposed in the literature to obtain good estimates of Err in,λ . Mallow's C p [Mallows, 1973] , Akaike's Information Criterion (AIC) [Akaike, 1974, Hurvich and Tsai, 1989 ], Stein's Unbiased Risk Estimate (SURE) [Stein, 1981 ] and Efron's Covariance Penalty [Efron, 1986] belong to this class of model selection criteria that approximate the in-sample prediction error. When n is much larger than p, the in-sample prediction error is expected to be close to the out-of-sample prediction error. However, this intuition is certainly violated in high-dimensional settings, where n is of the same order as (or even smaller than) p. To demonstrate our claim, we study the LASSO problem:
In [Zou et al., 2007] , the authors used SURE to obtain the following formula for the in-sample prediction error:
where s λ is the number of non-zero elements ofβ λ . Note that Err in,λ is an unbiased estimate of Err in,λ . Below we present a few simple heuristic steps that show the relation between Err in,λ and ALO λ . Consider the formula we derived for ALO λ in Theorem 3. If we simplify ALO λ for φ(z, t) = (z − t) 2 , then we obtain
Given that the rows of the matrix are independent and identically distributed, it is expect that for large n and p, H ii concentrate around trace(H)/n = s λ /n. Hence, one can heuristically obtain the following simpler formula for ALO λ (noting that this is essentially the generalized cross validation version of ALO λ [Golub et al., 1979] ):
Comparing (23) with (21) we reach the following conclusions:
1. Both ALO λ and Err in,λ penalize dense regression coefficient vectors. However, they penalize denseβ λ differently. It seems that ALO λ penalizes dense models more aggressively.
2. Since we expect ALO λ and Err in,λ to provide accurate estimates of Err extra,λ and Err in,λ , respectively, the difference between these two quantities reflects the major difference existing between in-sample and extra-sample prediction error, specially in high-dimensional settings. and Err in,λ , and their respective estimates ALO λ , Err in,λ . This due to the fact that when s λ /n 1, we are effectively in the classical regime where the number of predictors is significantly less than the number of observations. Note that the major difference between the in-sample and out-of-sample prediction errors in high-dimensional regimes, raises some concerns regarding the application of in-sample prediction error when n, p are large.
3. Note that to estimate the in-sample prediction error the noise variance σ 2 is required in (21).
In LASSO problems estimating the noise variance is nontrivial when p, n are large [Fan et al., 2012 , Reid et al., 2016 . ALO λ on the other hand does not require it. Figure 1: Extra-sample and in-sample prediction error. Data is y ∼ N(Xβ * , σ 2 I) where X ∈ R p×n . The number of nonzero elements of the true β * is set to k and their values is set to 1. The rows x i of the predictor matrix are generated randomly as N(0, C x ), where C x = I/k, leading to the signal-to-noise ratio var 
High-dimensional framework and message passing ideas
The problem of estimating the extra-sample prediction error under the high-dimensional settings has recently attracted some attention. In particular, [Mousavi et al., 2013] used the approximate message passing framework introduced in ,Donoho et al., 2009 ] to obtain a consistent estimate of the out-of-sample prediction error for LASSO. In fact, the formula that is derived from the message passing framework in [Mousavi et al., 2013] is the same as ALO λ in (23). In another related paper, [Obuchi and Kabashima, 2016] heuristically argued that the estimates of the message passing algorithm are similar to the leave-one-out estimates for LASSO. They then assumed that the elements of the design matrix are iid (to simplify the message passing algorithm), and claimed heuristically that the estimate that is obtained from AMP, which is the same as the one derived in [Mousavi et al., 2013] , is the same as leave-one-out cross validation.
We should emphasize on two points here: (i) The results of [Mousavi et al., 2013] and [Obuchi and Kabashima, 2016] are only valid for iid design matrices. Most of the argument from which the risk estimates are obtained in [Mousavi et al., 2013] break as soon as the design matrix is non-iid.
However, the applications of leave-one-out cross validation go much beyond the iid designs, and the risk estimates we offer in this paper can be used in much broader sets of applications.
Finally, [El Karoui, 2013] has considered the optimization problem 1 with r(β) = p i=1 |β i | 2 for the linear regression problem. They assumed the design matrix is iid and found a bound on the difference betweenβ λ/i andβ λ . Even though the objective of [El Karoui, 2013] was to characterize the MSE ofβ λ , its bounds can be used for bounding the ALO λ − LO λ . However, note that there are three main limitations in the results of [El Karoui, 2013] : (i) Linear regression is considered only, (ii) Ridge regularizer is only studied, and (iii) the design matrix is iid. In this paper, we aim to offer bounds on the difference of ALO λ − LO λ in a much more general setting.
Numerical Experiments 4.1 Summary
In this section we numerically evaluate the difference between ALO λ and LO λ . We focus on the 1 regularizer and present several strong evidences that the formula derived in Theorem 3 offers an accurate approximation of LO λ . We perform our simulations on one synthetic dataset and one real-world dataset from a neuroscience application. For our synthetic datasets we consider the logistic model in Section 4.2. The application of our methodology to real recordings from the grid cells of freely moving rats is presented in Section 4.3. As it pertains to the reported run times, all fittings in this section were performed using the "glmnet" package [Qian et al., 2013] in MATLAB on a 3.1 GHz MacBook Pro with 16 GB of memory.
1 -regularized logistic regression
For y i ∈ {0, 1}, we generate data according to the following logistic model:
where η(a) = e a 1+e a . Here, the elements of the design matrix are generated randomly as X ij ∼ N (0, 1) with correlation structure cor(X ij , X ij ) = 0.5 for all i = 1, . . . , n and j, j = 1, · · · , p. We scale X such that the signal variance, defined as var(x i β * ) = β * C x β * , remains fixed as the problem dimensions increase, ensuring that the risk estimates we obtain at different values of p have the same scale and similar shapes. C x is the covariance matrix of the elements of a single row of X, e.g. x i ∼ N(0, C x ). In these simulations we set the signal variance to 1. Furthermore, we let the true unknown parameter vector β * ∈ R p to have k non-zero coefficients, all equal to one. We perform our simulations for p ∈ {100, 300, 900, 2700}. In each case, we set n = 0.8p and The ALO λ and LO λ misclassification rates (as a function of λ) for 1 -penalized logistic regression. The red error bars identify the one standard error interval of LO λ . As is clear from these figures, as p and n increase the match between ALO λ and LO λ becomes more accurate. k = 0.2p. We estimate β in the following way:
We take the misclassification rate as our measure of error, and 1 {x iβ λ >0} as prediction, where 1 {·} is the indicator function, leading to following formulation of our measure of error:
Note that despite the fact that φ(y, z) is not differentiable with respect to z, simulations illustrated in Figure 2 suggest that ALO λ still returns accurate approximation of LO λ . We remind the reader that we will use ALO λ formula that was obtained in Theorem 3. Our numerical results are presented in Figures 2 and 3 . As can be seen in Figure 2 even for medium problem sizes, e.g. p = 300 and n = 240, ALO λ offers a reasonably accurate estimate of LO λ for a large range of λ.
Furthermore, it is clear that as n, p grow ALO λ becomes a more accurate approximation of LO λ . this task versus p. This range was chosen such that the size of the active sets was always between zero and n/2. Figure 3 illustrates that ALO λ significantly decreases the computational time.
Spatial point process smoothing of grid cells: a neuroscience application
In this section, we compare ALO λ with LO λ on a real dataset. This dataset includes electrical recordings of single neurons in the entorhinal cortex, an area in the brain found to be particularly responsible for the navigation and perception of space in mammals [Moser et al., 2008] . The entorhinal cortex is also one of the areas pathologically affected in the early stages of Alzheimer's disease, causing symptoms of spatial disorientation [Khan et al., 2014] . Moreover, the entorhinal cortex provides input to another area, the Hippocampus, which is involved in the cognition of space and the formation of episodic memory [Buzsaki and Moser, 2013] . simultaneously recorded location of the rat within a 300cm × 300cm box for roughly 20 minutes.
(The source of the data is [Stensola et al., 2012] . Since the number of spikes fired by a grid cell depends mainly on the location of the animal, regardless of the animal's speed and running direction [Hafting et al., 2005] , it is reasonable to summarize this spatial dependency in terms of a rate map η(r), where η(r)dt is the expected number of spikes emitted by the grid cell in a fixed time interval dt, given that the animal is located at position r during this time interval [Rahnama Rad and Paninski, 2010 , Pnevmatikakis et al., 2014 , Dunn et al., 2015 . In other words, if the rat passes the same location again, we again expect the grid cell to fire at more or less the same rate 1 , specifically according to a Poisson distribution with mean η(r)dt. For each grid cell, the estimation of the rate map η(r) is a first step toward understanding the cortical circuitry underlying spatial cognition [Rowland et al., 2016] . Consequently, the estimation of firing fields without contamination from measurement noise or bias from overs-smoothing will help to clarify important questions about neuronal algorithms underlying navigation in real and mental spaces [Buzsaki and Moser, 2013] .
To be concrete, we discretize the two dimensional space into an m × m grid, and discretize time into bins with width dt. In this example, dt is 0.4 seconds and m is 50. The experiment is 1252.9 seconds long, and therefore we have We use y i ∈ {0, 1, 2, 3, · · · } to denote the number of action potentials observed in time interval
, where i = 1, · · · , n. Moreover, we use r i ∈ R m 2 to denote a vector composed of . We assume a log-liner model log η(r) = r z, relating the firing rate at location r ∈ R m 2 to the latent vector z where the m × m latent spatial process responsible for the observed spiking activity is unraveled into z ∈ R m 2 . The firing rate can be written as η(r i ) = exp r i z . Due to this notation, r i z is the value of z at the animal's location during the time interval [(i − 1)dt, idt). In this vein, the distribution of observed spiking activity can be written as
As mentioned earlier, the main goal is to estimate the two dimensional rate map η(·). Since it is known that the rate map of any single grid cell consists of bumps of elevated firing rates, located at various points in the two dimensional space, as illustrated in the left panel of Figure   4 , it is reasonable to represent z as a linear combination of {ψ 1 , . . . , ψ p }, an over-complete basis in R p [Brown et al., 2001 , Pnevmatikakis et al., 2014 , Dunn et al., 2015 . We compose the overcomplete basis using truncated Gaussian bumps with various scales, distributed at all pixels. The four basic Gaussian bumps we use are depicted in Figure 5 . Since we use four truncated Gaussian bumps for each pixel, in this example, we have a total of p = 4m 2 = 10000 basis functions. We employ the truncated Gaussian bumps e
where u x and u y are the horizontal and vertical coordinates. Define Ψ ∈ R m 2 ×p as a matrix composed of columns
and defineX ∈ R n×p as a matrix composed of rows {x 1 , . . . ,x n }. We normalize the columns ofX, calling the resulting matrix X. The columns of X ∈ R n×p are unit normed. Formally, X =XΓ −1 where Γ ∈ R p×p is a diagonal matrix filled with the column-norms ofX. We use {x 1 , . . . , x n } to refer to the rows of X, yielding η(r i ) = exp x i β . Note that due to the above Sparsity of β refers to our prior understanding that the rate map of a grid cells consists of some bumps of elevated firing rates, located at various points in the two dimensional space, and therefore, our estimation problem is as follows:
Here we use the negative log of the likelihood in equation (25) as the cost function, that is, φ(y, x β) = yx β − exp(x β) + log y!. We remind the reader that we will use ALO λ formula that was obtained in Theorem 3. Figures 6 illustrate that ALO λ is reasonable approximation of LO λ , allowing computationally efficient tuning of λ. To see the effect of λ of the rate map, we also present the maps resulting from small and large values of λ, leading to under and over smooth rate maps, respectively.
Proofs
Proof of Theorem 3
Proof steps
We first remind the reader that r α (z)
1 α (log(1 + e −αz ) + log(1 + e αz )). Before we discuss the proof, let us mention the following definitions:
We first mention a few structural properties of r α (z) that will be used throughout our proof.
Since the proofs of these results are straightforward, we skip them.
Lemma 1. For any α > 0 we have r α (z) ≥ |z|, and
In particular, as α → ∞ r α (z) uniformly converges to |z|.
Lemma 2. r α (z) is infinitely many times differentiable, anḋ r α (z) = e αz − e −αz e αz + e −αz + 2 r α (z) = 4α + 2αe αz + 2αe −αz (e αz + e −αz + 2) 2 = 2α (e αz + e −αz + 2)
.
Lemma 3. If Assumptions 4, 5, and 6 hold, then as α → ∞, β α λ −β λ 2 → 0.
Proof. First note that according to Lemma 1, we have
Hence, we have
and
Suppose that β α λ −β λ 2 does not go to zero as α → ∞. Then, there exists an > 0 for which we can find a sequence α 1 , α 2 , . . . , such that
Note that according to Lemma 1, we have
Note that Inequality (a) uses Lemma 1 that proves |[β
r α (β i ) and we assume that the loss function returns positive numbers. Inequality (c) is due to the fact thatβ 
Inequality (d) is due to (29). Inequality (e) is true becauseβα j λ is the minimizer of hα j (β), and finally Inequality (f) is due to (30). By taking the limit j → ∞ from both sides of (33), we have
However, according to (31)β is different fromβ λ . This is in contradiction with the uniqueness ofβ λ in Assumption 4. .
Theorem 4.
Let S denote the active set ofβ λ , i.e., the location of its non-zero coefficients. Under assumptions 4,5 and 6, there exists a fixed number ζ > 0, such that for α large enough, we have
Proof. First note that we have
By combing this with the notations introduced in Assumption 5, we have
Define inf i∈S |[β λ ] i | = γ > 0. Note that according to Lemma 3 for α large enough inf i∈S |[β
for large values of α assuming (without loss of generality) that the subgradient is positive. Furthermore, we can simplify (35) to obtain
According to Lemma 3, β α λ −β λ 2 → 0. Since is twice differentiable, we can argue that − x i˙ (y i |x iβ α λ ) + x i˙ (y i |x iβ λ ) 2 → 0 as α → ∞. Hence, (37) implies that
as α → ∞. We claim (38) shows that for every i ∈ S c , |α[β α λ ] i | should remain bounded as α → ∞. Suppose that this is not true. Then we find a subsequence that α j [β
If we combine this with Assumption 5, we conclude that λṙ α (β α ) − λĝ λ ∞ will be a constant due to the assumption sup i∈S c |[ĝ λ ] i | < 1. This is in contradiction with (38). Hence, we have proved that for every i ∈ S c , α[β 
Hence, we conclude that for α large enough S ⊆ S α . Combining this with S α ⊆ S that we proved before, shows that for α large enough S = S α . Define the following matrices:
Also define
Since, according to Lemma 2, the diagonal elements of diag[r 
and noting that
Discussion of Assumption 5
In our proof so far, we have used Assumption 5. Suppose that this assumption is violated on the set of indices T . Then, the result of Theorem 4 is not true for the indices in T . This means that for i ∈ T , we do not have much control on the limiting value of α|[β α λ ] i |; it may go to zero, any finite non-zero number or even infinity. Hence, for i ∈ T ,r([β α λ ] i ) can go to any number in [0, ∞] , and the calculations we did in the last section are not accurate any more. Nevertheless, the following theorem establishes the amount of error that might be incurred by this issue.
Theorem 5. Let S and T denote the active set ofβ λ , and the set of zero coefficients at which the subgradient vector is equal to 1 or −1. Then,
Before we prove this theorem, we discuss some of its implications. Note that if the size of T is small compared to the size of S, then the formula we obtained in Theorem 5 will be accurate. In most of the practical situations even when Assumption 5 is violated it is only violated at a single index. Hence, its impact on our formulas is very minor as we will see in our simulations. The following lemma plays a critical role in our proof of Theorem 5.
Lemma 4. Consider a class of symmetric positive definite matrices of the form
where a > 0, δ ≥ 0 and C ∈ R n−1×n−1 . Then, for any vector v ∈ R n we have
Proof: Define κ a + δ − b C −1 b. Note that since the matrix Γ δ is always positive definite, for any value of δ, κ > 0. By using the formulas for the inverse of block matrices we have
Define
Lemma 4 follows from the monotonicity of v Γ −1 δ v in terms of κ.
Proof of Theorem 5. Before we start the proof, let us emphasize on the following facts that will be used later in the proof. 
Given this notation we have
Here each element of diag[r 
The rest of the proof is similar to the proof of Theorem 3; we take the limit α → ∞ from both sides of (47) and (48), and then use the block matrix inversion formulas (similar to those used in the proof of Theorem 3) and the fact that (Ã α ) −1 → 0 as α → ∞ to complete the proof.
Proof of Theorem 2
We first present lemmas necessary for the proof of Theorem 2. Lemmas are proved in section 5.3.
Lemma 5. Let X ∈ R m×p be a matrix with m > p = rank(X). Moreover, let D ∈ R m×m and D + Γ ∈ R m×m be diagonal matrices with positive elements, then
where A X DX.
Lemma 6. Assume that X (D + Γ)X and X DX are positive definite, and define:
Furthermore, if X ∈ R n×p is composed of independently distributed N(0,
Lemma 10. X ∈ R n×p is composed of independently distributed N(0, Σ) rows, with ρ max
Proof of Theorem 2. Define the following events:
where C in (62) is a positive constant (defined later in (70)), and
The variable c in (66) is later set to 3, but for now all we need to know is that it is a positive constant. Note that the probability of 
In that vein, 
obtained by setting c = 3, and computing pC i C i after putting √ 5pρ max and √ n + 3 √ p 2 ρ max , bounds in event W i , into x i 2 and ω max , respectively. Next,
The term Pr[W i ] is exponentially small because x i is N(0, Σ) with ρ max = σ max (Σ), leading to
due to Lemma 9 and Lemma 10. To summarize
Inequality (15) in Theorem 2 follows from the fact that
where C o is defined in (16).To bound |LO λ − ALO λ | we use the following variable
as follows:
where a 1 , . . . , a n denote n numbers between 0, 1. Note that we have κ i < Co √ p with probability at
Therefore, with at least the same probability we have
5.3 Proofs of lemmas 5, 6, 7, 8 and 10
Proof of Lemma 5. Let Q {i : Γ ii = 0}. Moreover, let X Q,: ∈ R |Q|×p stand for the sub-matrix of X restricted to the rows indexed by Q, and letΓ ∈ R |Q|×|Q| be the diagonal matrix with the diagonal elements of Γ indexed by Q. Then, X ΓX = X Q,:Γ X Q,: , and in turn, the Woodbury inversion lemma yields
Using the Woodbury lemma again we obtain
Hence, by using (75) and (76) we have
Proof of Lemma 6. Let A X DX, then ≤ are due to Cauchy-Schwartz inequality:
Finally,
4
≤ is due to (55) and (56).
Proof of Lemma 7. The leave-one-out estimate,β λ/i =β λ + ∆ * i,λ , satisfies the following equation:
From the element-wise mean-value Theorem we know that there exist a ∈ [0, 1] p , such that
Therefore,
leading to the following inequality
as a consequence of assumption 3. Sinceβ
can be written as
Woodbury lemma yields:
plays a crucial role in our analysis. Note that A i (θ) can be written in a more compact form:
wherē
The mean-value theorem yields
where In other words,
• 1 ≤ is due to Lemma 6, wherē 
• 2 ≤ is due to Assumption 2, inequality (91), and the fact that for any γ we have γ ≤ is due to Inequality (80), and ˙ (β λ ) ∞ ≤ c 1 (n)(Assumption 2),
= is due to (86).
The final result follows the basic inequality: √ a 2 + b 2 ≤ |a| + |b|.
Proof of Lemma 8. First, we prove Pr x ∞ > ρ max 2(1 + c) log p ≤ 2 p c
as follows
2Σ ii ≤ 2pe Theorem 6. Under assumptions (B.1), (B.2), . . . , (B.6), we have n(ALO λn − LO λn ) p → 0, as n → ∞.
Proof. For notational simplicity instead of using λ n we use λ in our formulas. However, the reader should note that λ/n → λ * . First note that the gradient condition implies that X /i˙ /i (β λ/i ) + λṙ(β λ/i ) = 0.
Hence,
Furthermore, we can use the fact that X˙ (β λ ) + λṙ(β λ ) = 0 to obtain
Since both the loss function and the regularizer are assumed to be twice continuously differentiable, we can use the mean value theorem to simplify this expression to
where all b i s and c i s are in [0, 1] . Furthermore, if φ is continuously differentiable, then we can again use the mean value theorem to obtain
It is then straightforward to use Assumptions (B.3) and (B.4) to claim that
Similarly, we can use the mean value theorem to argue that
with |d i | ≤ 1, i = 1, · · · , n. Again it is straightforward to use Assumptions (B.3) and (B.6) to show that
Conclusion
Leave one out cross validation (LO λ ) is an intuitive and conceptually simple risk estimation technique. Despite its desirable statistical properties, the high computational complexity of LO λ has limited its applications for high-dimensional problems. In this paper, we used the available heuristics to obtain an approximate formula for LO λ , called ALO λ . We showed how ALO λ can be applied to popular non-differentiable regularizers, such as LASSO, and compared its results with other popular risk estimation techniques, such as SURE. We emphasized the major difference between the in-sample and out-of-sample prediction errors in high-dimensional regimes, and raised some concerns regarding the application of in-sample prediction error when n, p are large. With the aid of theoretical results and numerical experiments, we showed that ALO λ offers an accurate estimate of the extra-sample prediction error in high-dimensions.
