Abstract-We exploit EXIT functions of single parity-check and repetition codes over the binary input AWGN (biAWGN) channel, derived in [16], for asymptotic performance analysis of belief propagation decoding of LDPC codes. The approach is based on a Gaussian Approximation (GA) of the Density Evolution (DE) algorithm using the mutual information measure. We show that our method allows more accurate prediction of the decoding threshold in the biAWGN channel than the earlier known GA methods.
The exchange of extrinsic information between constituent decoders can be visualized as a decoding trajectory in an EXIT chart. EXIT charts provide a convenient tool for designing capacity approaching iterative coding systems by matching the EXIT functions of the constituent decoders based on the area property of the functions [1] , [3] , [4] .
Since iterative decoding of LDPC codes can be seen as a series of elementary decodings of repetition and single paritycheck constituent codes, analysis of LDPC codes depends on the EXIT functions of these codes. In previous research, the corresponding EXIT functions were determined by simulations or using as an approximation based on a duality property of EXIT functions over the Binary Erasure Channel (BEC) [1] . In [16] , we have developed an analytical method for computing the EXIT functions for some block codes over biAWGN channel in the form of a series expansion with terms that are computed using the EXIT function of the same code over BEC. In this paper we use exact expressions for the EXIT functions of repetition and single-parity check codes for analysis of belief propagation decoding of regular and irregular LDPC codes over biAWGN. In particular, we generalize the EXIT charts method suggested in [2] . The new method gives a fast and most accurate approximation of the DE algorithm.
The paper is organized as follows. In Section II we provide a brief background on LDPC codes. In Section III we describe an algorithm corresponding to analysis of LDPC codes based on EXIT charts. In Section IV we describe an improved algorithm having better accuracy. In Section V we generalize the GA algorithms for analysis of irregular LDPC codes. We show that the GA algorithms based on the mutual information measure produce more accurate results than other GA algorithms that track parameters such as mean value, SNR or BER, especially for irregular LDPC codes. 
II. BACKGROUND A regular (d v
. The degree distributions can be optimized in order to generate a capacity approaching code ensemble.
The most attractive feature of LDPC codes is their ability to achieve a significant fraction of the channel capacity using low complexity iterative message-passing decoding algorithms. These algorithms are based on the bipartite graph representation of the code. Decoding is initialized with estimates of the variable nodes based on channel observations. These estimates improve through iterative extrinsic message passing between variable and check nodes in the graph. An extrinsic message sent from a node on edge e is a function of all messages received by the node on edges other then e. In this work we analyze the Belief Propagation (BP) message passing algorithm [8] , [12] over the biAWGN channel. Let x denote the BPSK modulated codeword c, i.e. x j = (−1) cj . Let y denote the output of a biAWGN channel. An estimate of a transmitted (modulated) bit X given an observation Y can be expressed in several ways, for example: 1) the bit's log likelihood ratio (LLR), log P r(X=1|Y ) P r(X=−1|Y ) . 2) the bit's expectation, also known as the "soft bit", P r(X = 1|Y ) − P r(X = −1|Y ). The BP algorithm can be described in the LLR domain. Let U 0 = log P r(x=1|y) P r(x=−1|y) denote an initial LLR channel message. For biAWGN channel, given that x = 1
were E is the transmitted bit energy, N o/2 is the one-sided spectral noise density of the biAWGN channel and m is the message's expectation. Let U and V denote the check-tovariable and the variable-to-check LLR messages respectively. We denote the "soft bit" message corresponding to the LLR message V by 
where 
where
, are the incoming messages from the neighbors of the check node except the variable node to which the message U is sent. Asymptotic performance analysis of LDPC codes is usually done assuming that the code's underlying bipartite graph is a tree-like graph. When the channel is memoryless, this assumption implies statistical independence of all incoming messages into a node in the graph. The tree assumption is justified by a general concentration theorem [13] showing that the decoder's performance on random graphs converges to its expected performance as the code length increases. This expected performance in the limit of infinitely long codes can be determined from the corresponding tree-like graph. Another assumption that simplifies analysis is that the all-zero codeword is transmitted. As shown in [13] , due to symmetry conditions satisfied by the decoder its performance is independent of the transmitted codeword.
Asymptotic analysis of LDPC codes under BP decoding can be done using the DE algorithm by iteratively tracking message densities. LLR message densities satisfy a consistency condition under BP decoding, i.e. f (x) = f (−x)e x [14] . Utilizing this observation, in GA algorithms for DE, the messages' densities are assumed to be consistent Gaussian densities. For a Gaussian density, the consistency property is reduced to the condition σ 2 = 2m. Thus, only a single parameter of the Gaussian density should be tracked.
III. GA BASED ON THE MUTUAL INFORMATION MEASURE
Let us denote the means of U , U 0 and V by m U , m U 0 and m V , respectively. Taking the expectation of both sides of equation (2) we get at the l'th iteration
where m (0) U = 0 and m U 0 is determined according to (1) . The all-zero codeword assumption guarantees identical means for all incoming U messages. The statistical independence of all incoming messages into the variable node guarantees that the consistency condition of V is maintained.
Deriving an update rule for m
U is more tricky. Even if we assume that all incoming messages to a check node have consistent Gaussian densities and are independent, the output message of the check node U , which is given by (3) is not Gaussian due to the non-linearity of the check node computation rule (See Fig.1 ).
In order to keep tracking Gaussian messages, the output message of a check node U which is non-Gaussian should be replaced by a Gaussian message U g . In the algorithm proposed in [6] , the non-Gaussian message U is replaced by the Gaussian message U g satisfying E[tanh
In the algorithm proposed in [10] , the non-Gaussian message U is replaced by the Gaussian message U g maintaining the same bit error rate. These schemes, although computationally simple, do not provide an accurate approximation. In this paper we are interested in methods that are based on tracking mutual information [2] , [15] . Thus, we replace the non-Gaussian message U by the Gaussian message U g which satisfies I(X; U ) = I(X; U g ), where X is the transmitted bit = 3dB) -exact pdf (-) and the Gaussian approximation (--) corresponding to the message U . We use the following update rule for m U : m
where J(m), defined by
is the mutual information I(X; U g ) between a consistent Gaussian random variable U g |X = 1 ∼ N (m U , 2m U ) and a binary random variable X ∼ {1 w.p 0.5, −1 w.p 0.5} as a function of m U [1] . Now, it remains to show how to compute
Here the first equality is due to the invertibility of the tanh function and the data processing inequality [7] .
Since the check nodes implement MAP decoding of single parity-check codes, and since under the tree assumption and the symmetry conditions maintained by the BP decoder [13] the "soft bit" inputs to the check node can be considered as originating from a symmetric, memoryless channel, we can use Theorem 4.5 from [16] to compute
By assuming that the check node input messages are Gaussian -N (m V , 2m V ), we can compute E(T 2i V ) using the following function [16] :
dt. (5), (7) and (8) define the update rule for m
V . To summarize, we obtain the following update rules for m V and m U :
Using a finite number of terms in the series of (7) we can approximate I(X; U ) as accurate as we wish. Remark: Expression (7) can also be written in the form of a sign alternating series
, thus as explained in [16] its convergence is assured by the Leibnitz test. The convergence rate of the series depends on the actual probability density function of T . However, since the series is sign alternating, upper and lower bounds on I(X; U ) can be obtained by truncating the series appropriately. In general, the convergence of the series becomes slower as I(X; U ) increases. Fig. 2 shows an example of the series convergence rate for a length 6 single parity-check code. The functions J(m) and Φ i (m), i = 1, . . . ∞, can be computed using a preprocessed table, or by an approximation of the functions. Thus, the complexity of the algorithm remains constant per iteration.
The described algorithm is equivalent to the EXIT charts analysis of LDPC codes, and the two update rules actually describe the decoding trajectory that can be visualized on an EXIT chart with the following two EXIT functions: Variable node EXIT function:
where, I E v is the average extrinsic information at the output of the variable node decoder, I ch = I(X; U 0 ) is the average channel information and I A v = I(X; U ) is the average a priori information at the input of the variable node decoder.
Check node EXIT function: (12) where, I Ec is the average extrinsic information at the output of the check node decoder and I A c = I(X; V ) is the average a priori information at the input of the check node decoder.
Since the variable node's a priori information is the check node's extrinsic information, and vice versa, we have: Fig. 3 shows an example of an EXIT chart for a (3, 6)-regular LDPC code over a biAWGN channel. The asymptotic decoding trajectory is shown on the EXIT chart. 
IV. GA BASED ON THE MUTUAL INFORMATION MEASURE -IMPROVED ALGORITHM
To improve the accuracy of the algorithm we can compute the expected mutual information of a variable-to-check message at the l'th iteration I(X; V l ) directly from its expected mutual information in the previous iteration I(X; V l−1 ). We then replace V l by a Gaussian message V l g which satisfies I(X; V l g ) = I(X; V l ). This way we make a Gaussian assumption only on the variable-to-check message V without making a Gaussian assumption on the check-to-variable message U . This provides a better GA since unlike a check-to-variable message pdf, the variable-to-check message pdf is very close to Gaussian. Proposition 4.1:
Proof: Under the tree assumption, the variable node implements MAP decoding, hence
If U a and U b given X are independent random variables then
Using this expression and recursion, we obtain
The term I(X; V ) is hard to compute in general (due to the term
the variable node performs MAP decoding of the length 3 repetition code and I(X; V ) remains simple to compute. This is not surprising since for the length 3 repetition code the pMAP decoder defined in [16] and the MAP decoder coincide (see Example 3 in [16] ), producing the following decoding rule for the variable node:
Under the tree assumption and the symmetry conditions maintained by the BP decoder the "soft bit" inputs to the variable node can be considered as originating from a symmetric, memoryless channel. Thus, applying Proposition 4.3 and Theorem 4.4 from [16] for a length 3 repetition code we get:
Note that (14) and Proposition 4.1 imply that
Taking the expectation of both sides of (3) and noting that the check node input messages are i.i.d (due to the tree and zero codeword assumptions) we have:
) and E(T 2i V ) can be computed using (8) with m U0 and m V respectively, and substituted into (14) to obtain
Using (17) we can obtain a good approximation for I(X; V ) = I(X; U 0 + . . . 
is computed using (17) with V g d v −2 in the role of U 0 . Another way to understand the recursive procedure described above is to think of a computation of (2) as if it were done in d v −1 steps by the decoder, i.e.:
, and after each step of addition the resulting non-Gaussian variable is replaced by a Gaussian variable having the same mutual information with X. The non-Gaussian variables that are being replaced by Gaussian ones are very close to Gaussian as can be seen on Fig.4 . Thus the GA is better than the one that was suggested in the previous section where we replaced U i which is less similar to Gaussian by a Gaussian variable. and m U 0 , we update m
The complexity of this GA algorithm is O(d v −1) per iteration. The improved mutual information tracking GA algorithms described in Sections III and IV were used for computing the channel noise standard deviation threshold values σ M I1 and σ M I2 respectively, for various regular (j,k)-LDPC codes over biAWGN channel and BP decoder. The threshold values were compared to the approximated threshold value σ M EAN and σ BER computed by the mean and BER tracking GA algorithms proposed in [6] and [10] respectively and to the exact threshold value σ exact computed by the DE algorithm [5] . The results are summarized in Table I. The table also shows the inaccuracy ∆, measured in decibels, of the thresholds computed by the GA algorithms compared to the exact threshold computed by the DE algorithm.
V. GA BASED ON THE MUTUAL INFORMATION MEASURE FOR IRREGULAR LDPC CODES Analysis tools for LDPC codes are of great importance for irregular LDPC codes, where they can be used for design of the left and right degree distributions (λ(x) and ρ(x)) of capacity approaching irregular LDPC codes ensembles. We show here that the GA algorithm based on the mutual information measure produces very accurate results in predicting the performance and convergence of the decoding process for irregular codes as well. This is especially important since the mean and BER tracking GA algorithms proposed in [6] , [10] become inaccurate for irregular LDPC codes.
The algorithm described in Section III can be generalized for irregular codes by assuming that the messages at the check node input are Gaussian messages with extrinsic information equal to the average extrinsic information of the messages emanating from the variable nodes. The same assumption is used for the messages at the input of a variable node. The generalized update rules for m V and m U are given by:
Again, this is equivalent to the EXIT charts analysis of irregular LDPC codes with the following EXIT functions: Variable node EXIT function:
Check node EXIT function:
The algorithm described above is quite accurate, however an additional improvement of the algorithm can be made. Note that we introduce additional inaccuracy by assuming that the input messages of a node are Gaussian instead of Gaussian mixtures. Unlike the BEC, where a mixture of BEC densities is a BEC density, for AWGN channel this is not true, i.e. a mixture of Gaussian densities is not a Gaussian density. Thus, even if the messages emanating from the nodes are Gaussian, our analysis will still be inaccurate because we assume that the input messages of a node are Gaussian. This additional inaccuracy can be avoided by tracking the extrinsic information of each degree j nodes separately instead of tracking only the average extrinsic information. This way, we can accurately compute the extrinsic information at the output of a node assuming the input messages have a Gaussian mixture distribution. We can generalize the algorithm described in Section IV for the case of irregular LDPC codes. The generalized algorithm tracks the extrinsic information of each degree j nodes separately, and performs the extrinsic information computation assuming a node's input messages have Gaussian mixture distributions. Since now the input message to a check node has a Gaussian mixture distribution and by linearity of expectation we can write the "soft bit" expectation at the input of a check node as:
where T Vj is the soft bit message of a degree j variable node, corresponding to the LLR message ∼ N (m V j , 2m V j ).
Following the same arguments, and substituting (23) into (16) we get:
Substituting (24) into equations (7) and (15) we get:
(26) The resulting algorithm is summarized in Table II The GA algorithms defined by (19) and (20) and by iteration (l):
σ exact computed by the DE algorithm [5] . The results are summarized in Table IV .
The convergence process of BP decoding of Code 1 (from Table III 
VI. CONCLUSION
We proposed several approximation methods of the DE algorithm for BP decoding of LDPC codes, based on different strategies of substituting non-Gaussian messages with Gaussian ones having the same mutual information. These methods are simpler than the DE algorithm, and provide better accuracy in prediction of the convergence threshold compared to other GA algorithms, especially for irregular LDPC codes.
