Abstract. This is a sequel to [1] . Here we give careful attention to the difficulties of calculating Morley and U -rank of the infinite rank ω-stable theories constructed by variants of Hrushovski's methods. Sample result: For every k < ω, there is an ω-stable expansion of any algebraically closed field which has Morley rank ω × k. We include a corrected proof of the lemma in [1] establishing that the generic model is ω-saturated in the rank 2 case.
In [1] we set up a general framework for constructing ω-stable expansions of strongly minimal sets or, more generally, ω-stable theories. This is one of a series of papers developing the ideas in [5, 4] where the notion of modifying the Jonnsón-Fraisse construction to obtain homogeneous-universal (generic) structures that are stable was introduced. In addition to [1] , familiarity with [3] , where the argument for the fusion case is expounded in a similar manner to ours, and with [2] is helpful for understanding this paper. We try to make references for specific results.
We describe in Section 1 the properties of a function δ which allow one to construct these expansions. In this paper we are considering a two-parameter family of expansions of a strongly minimal set. The first parameter k determines the specific function δ of a given example (as described in Paragraph 2.1). The second parameter µ governs the algebraicity of primitive extensions (Definition 1.5). If there is no µ, δ k gives a theory of rank ω × k; if µ is finite-to-one, δ k gives a theory of rank k. If the generic is ω-saturated ω-stability is preserved in the expansion. We established general conditions for guaranteeing ω-saturation of the generic in [1] . Namely, the theory of generic must admit separation of quantifiers; we define this notion in Section 1 of this paper. The existence of an expansion of an algebraically closed field with rank ω × 2 was proved by Poizat in [7] . Extending to ω × k for k > 2 introduces further complexities for proving the lower bound. In Section 3 we concern ourselves with various values of k and mention µ only in passing. We show how to calculate the U -rank and Morley rank of types in the general infinite rank case; a special case is the expansion of fields. The published argument for the lemma establishing separation of quantifiers in the rank two case [1] was flawed; moreover, we have since discovered a more conceptual way of organizing the proof. We thank Eric Rosen for pointing out this difficulty. In Section 2 we restrict to k = 2 and worry about the effect of µ. For coherence, we give a proof for the separation of quantifiers result which replaces most of the third section of [1] .
Generalities.
In this section we summarize the salient definitions from [1] and quote some results from there which are used here. Fix a countable first order language L which may have function symbols. We begin with a theory T −1 whose class K −1 of models is closed under substructure. We let K −1 denote the class of finitely generated (as structures) elements of K −1 . We describe the properties of a "weight" function δ on finite sequences from members of K −1 which permit the construction of generic structures.
1.1.
Notation. We will write B ⊆ ω N to indicate B is a finite subset of N . If A, B ⊆ N we write AB for A ∪ B. For X a subset of N , X N denotes the substructure of N generated by X. We will generally omit the subscript. For A ∈ K −1 , we write Diag(A) for the quantifier-free diagram of A. Note that even when A = a is a finite sequence, Diag(a) is in general a type, not a formula.
We consider functions δ from finite sequences to the integers so that if two finite sequences a, b have the same diagram then δ(a) = δ(b). Thus, in effect, δ is a function from quantifier free diagrams of finite subsets of elements of K −1 into the integers. We describe below the properties of δ which are used in the proofs. Three natural examples of this framework, ab initio, fusion, and bicolored fields, are discussed at length in [1] .
We let K 0 denote the members A of K −1 such that for every finite a ∈ A, δ(a) ≥ 0. The universal theory of K 0 is denoted by T 0 ; K 0 denotes the finitely generated structures in K 0 .
1.2.
Definition. For N ∈ K −1 and X and Y finite subsets of N , we write δ(X/Y ) = δ(XY ) − δ(Y ). For U and V subsets of N with U ⊆ V , we say that U is a strong subset of V , and write U ≤ V , if for every finite
The following basic property of δ can be phrased as asserting δ is lower semi-modular [1] .
We write δ(a/A) for min{δ(a/B) : a ∩ A ⊆ B ⊆ ω A} with δ(a/A) = −∞ if the minimum does not exist. This definition is coherent for finite A by the monotonicity assumption and extends the notion to infinite A. If A ≤ Aa, then δ(a/A) ≥ 0. The condition δ(a) ≥ 0 for all A ∈ K 0 and all finite a ∈ A implies ∅ ≤ M for all M ∈ K 0 . Henceforth, we work in K 0 .
An arbitrary intersection of strong subsets of a set V is again strong in V . It follows that for any X and V with X ⊆ V , there is a unique smallest subset U of V with X ⊆ U ≤ V . We may therefore make the following definition. Note that, since on K 0 , δ takes values in the natural numbers, for A ≤ B and X ⊆ B, icl B (X/A) must be finite if X − A is. In particular, the intrinsic closure icl B (X/∅) = icl(X) is finite if X is. It is easily seen that if Y, X ⊆ B and X is a minimal intrinsic extension of Y , then X ⊆ icl B (Y ).
1.5.
Definition. If Y ≤ Y X and for every proper, nonempty subset X of X, Y X ≤ Y X, we say that X is a minimal strong extension of Y . If, in addition, δ(X/Y ) = 0, we say that X is a primitive extension of Y .
Note that if X is a minimal strong extension of Y , then the minimality condition on X entails Y ∩ X = ∅. Moreover, since icl XY (a/Y ) is finite when Y ≤ Y X and a ∈ X, minimal strong extensions (hence, primitive extensions) are finite. If X ⊂ Y and Y − X is a minimal intrinsic (strong) extension of X, we will abuse the language and say that Y is a minimal intrinsic (strong) extension of X.
We restrict to the case where K 0 has the ≤-amalgamation property. As usual ( [2] ), this produces a unique countable model, denoted by M , which is homogeneous with respect to strong extensions of finitely generated substructures and is a union of finitely generated strong substructures. We call M the generic model of T 0 and let T denote the theory of M . We denote by M a large saturated model of T . We call φ(x; y) a complete δ-formula if in addition it satisfies the following condition:
Note that if φ(x; y) is a complete δ-formula and for some a, b, c, d, both φ(a; b) and φ(c; d) hold, with δ(a/b) = δ φ , then for any disjoint subtuples
(Condition (4) By saying simply that a formula φ(x; y) is a "complete δ-formula for a minimal strong extension," we mean that there is a pair ab in some model of T 0 such that a is a minimal strong extension of b and φ(x; y) is a complete δ-formula for a over b. It is easily shown that if such a and b exist, then, in fact, for any a and b satisfying φ(x; y) for which δ(a /b ) = δ φ , a must be a minimal strong extension of b as well. The same terminology and remarks apply when "minimal strong extension" is replaced by "primitive extension" or "minimal intrinsic extension."
The following definability constraints on δ were invisible in the ab initio case but had to be introduced for the fusion and bicolored field situations. Constraint (2) 
The converse need not hold.
Since any A ∈ K 0 has the form a = A for some finite sequence a with a ≤ A, the isomorphism type of A is determined by the diagram of the finite sequence a. If δ(a) = k, there is a δ-formula φ(x) with δ φ = k such that φ(a) holds. For any a , if δ(a ) = k, a ≤ a and φ(a ) holds, then clause (4) of Definition 1.6 implies a ≈ a . Thus, since there are only countably many δ-formulas, there are only countably many isomorphism types in K 0 . Moreover, since for any finite a there are only countably many possibilities for icl a (a) ⊂ a ∈ K 0 , there are only countably many quantifier free types of finite sets realized in members of K 0 . In [1] , we referred to the following notion as separation of quantifiers in analogy with the notion in [6] . However, in view of the theorem below, this notion is strictly stronger than the direct translation of Hrushovski's notion to this specialized context.
1.12.
Definition. We say (K 0 , δ) admits strong separation of quantifiers if for any b ≤ ab ≤ ab ∈ K 0 with a minimal strong over b , the following holds: For any formula τ (x; y) in I(x, y) ∪ Diag(a, b) there are for-
The following crucial result is proved in [1] .
1.13. Theorem. If (K 0 , δ) admits strong separation of quantifiers and has the ≤-amalgamation property then the generic M is ω-saturated.
Rank 2 fields.
In this section we consider only bicolored fields with the function δ specified in the next paragraph. The analysis works for an arbitrary strongly minimal theory with the definable multiplicity property, elimination of quantifiers and of imaginaries in a countable language L f with dimension function d f given by Morley rank, but we have written it as a description of an expansion of an algebraically closed field.
Bicolored fields.
T f is a theory of algebraically closed field of a fixed characteristic. The function d f (X) denotes the transcendence degree over the prime field of a set X. Form L by adjoining a unary predicate P (for "black" points); all other points are "white". Let T ∀ f be the L-theory axiomatized by the universal sentences of T f ; the models of T ∀ f are the bicolored fields.
In this section we restrict to the case k = 2. Let T 0 be T ∀ f along with the requirement that for each finite X contained in a model of T f , δ(X) ≥ 0.
To avoid simple repetition we refer the reader to Section 2 of [1] for the precise notion of a code. Informally, a code is a complete description of a primitive extension. The function µ is a map from codes to natural numbers. The theory T µ 0 guarantees that if the code c is exemplified by X/Y in a model M then there are at most µ(c) independent copies of X over Y in M . This intuition is expressed by the axiom
where E c is from Definition 2.8 of [1] . Formally, T µ 0 is the extension of T 0 by all these axioms. We write K µ −1 for the class of models of T µ 0 . We prove that if µ is finite-to-one then the class K µ 0 (the finitely generated models of K µ −1 ) admits separation of quantifiers in the sense of Definition 1.12. As noted in the introduction, this proof is a reformulation and correction of the one occurring in [1] . By Theorem 1.13 this implies the theory of the generic is ω-saturated and finiteness of Morley rank follows. We begin with some technical results that underly the proof of separation of quantifiers.
2.2.
Definition. We say that a tuple g splits over a set X if g lies neither entirely inside, nor entirely outside X. 
Let E be the union of the ranges of e 1 , . . . , e m , and E 0 = E ∩M and
We now describe an extension C[g] of a structure C. 
2.4.
Notation. Let b ∈ C ∈ K µ −1 . Suppose g is an L f -generic realiza- tion of f (x, b) over C,
2.5.
Lemma. Let C, b and g be as above.
, e ⊆ C with e and g primitive over C, then e = g, up to reordering. ) ). In particular , a complete δ-formula for e over X serves as a complete δ-formula for e over Xg . 
We may assume, without loss of generality, that C is algebraically closed, since if we set C to be the field algebraic We must find a β(y) such that if
(and we may take
The minimal strong extension a of b is of one of three types: It may be a single white point; it may be a single black point d f -independent of b; and it may be a black primitive.
We consider the first two cases together. Set a = a. Let d be any primitive code and suppose that C[g] |= E d (e 1 , . . . , e r ) for some r > m(d). (g; b ) . If g is white and field algebraic over C then g ∈ C and there is nothing to show. Otherwise, g must be independent of C. Suppose that τ (x, y) is a formula from I * (a, b) that we must satisfy. (If we guarantee each such formula is satisfied by g, b , then the finite conjunction is as well.) If τ is in Diag(a, b), this is easy. So we concentrate on the case that τ is (∀z)¬τ (x, y, z) where τ has the form
and is satisfied by ab in (the white algebraic closure of) ab . Moreover, for any a , b , c , if
To see this note that if there is black c and g , b with g independent of c over b and 
Next, by our choice of µ finite-to-one, we may list all primitive codes 
, where the conjunction ranges over i = 0, . . . , l.
We will use the following notation. By the remark above, we may find β 1 (y) ∈ I * (y) such that T µ 0 ∪ {β 1 (y) ∧ (x; y)} proves each of the last five displayed formulas. Immediately, if C |= 
For each code d with m(d) · n(d) ≤ l(x)
and sequence σ as described above such that E f d (a σ ) holds in acl f (ab), we will define a formula β 2 d,σ (y); β 2 (y) is the conjunction of all these formulas. Write m = m(d).
Case 1:
, there are an L f -formula λ(u; y) and an integer l such that T f ∀y ∃ ≤l u λ(u; y) and
. This choice of β 2 d,σ (y) immediately satisfies our requirements.
. In this case we choose the formula
Let e satisfy the unique L-type q ∈ S(acl f (ab)) of a realization of 
Since e is not independent of a over b, there are l, strictly less than the rank of (x; b), and an L f -formula ψ(x; yz), satisfied by abe, such that for any (by the definability of rank) cd the rank of ψ(x; cd) is l. Then
To see this, note that if E f d (e; a σ ) holds then δ(e/ab) < 0. So T µ 0 ∪ I * (ab) implies that e is not both black and contained in acl f (ab). The uniqueness of q allows us to fix ψ and l.
Since ψ(g; b e) must fail (as g is independent of C over b ), it follows that e ⊆ b . 
Finally, set β(y)
Thus, by condition (5), E d (a σ ) holds in ab . Since C |= β 1 (b ), the e i do not all lie in b g, and no e i splits over b g, so at least one, call it e , lies in C −{b }. 
Morley rank and U -rank.
In this section we deal with the theory of a generic M built as described in Section 1. We assume that δ satisfies the constraints described in Definition 1.9, that δ-formulas exist, and that strong separation of quantifiers holds so that the generic M is saturated, by Theorem 1.13. We first note that the theory T of a (saturated) generic is ω-stable. We then compute an upper bound on the Morley rank of types in T . We then exhibit some rather ad hoc conditions to give a lower bound on U -rank and then note that under these conditions the maximal U -rank and Morley rank of a 1-type are equal. The main aim of this section is to show in detail that the theory obtained by expanding a strongly minimal set (which has elimination of imaginaries and the definable multiplicity property) in the style of [7, 1] with no µ and with dimension function δ(a) = k ·d f (a)−|a∩P | has Morley rank ω · k (P is the set of "black" points).
Note that if δ(a/B) = δ(a/n) where n ⊂ B, then for any m with n ⊂ m ≤ B, am ≤ aB.
Lemma. Let B ≤ N |= Th(M ). If a and a are disjoint from B, Ba ≤ N , Ba ≤ N , a satisfies a complete δ-formula, φ(x, n), for a over B with base n and δ(a/B) = δ(a /B) then tp(a/B) = tp(a /B).
Proof. Without loss of generality N is countable. It suffices to prove that for any finitely generated strong substructure A of B containing n, tp(a/A) = tp(a /A). We can enlarge A so that Aa ≤ N and Aa ≤ N . For any such A, by Definition 1.6(4), tp qf (a/A) = tp qf (a /A). Since the generic M is ω-saturated, there is an elementary embedding of N into M . Thus, we may assume Aa ≤ M and Aa ≤ M . By genericity there is an automorphism of M fixing A and mapping a to a . So tp(a/A) = tp(a /A) (in the sense of both M and N since N ≺ M ), as required.
Corollary. If T is the theory of the generic, then T is ω-stable.
Proof. It suffices to show that there are only countably many types, tp(a/X), over each countable set X with X ≤ M. Moreover, since for any a, icl M (Xa)−X is finite, we may assume that Xa ≤ M. Now choose n ≤ X and a δ-formula φ(x, n) so that φ is a complete δ-formula for a based on n. By Lemma 3.1, this determines the type over X. Since there are only countably many choices for φ and n, we have the result. This analysis is more complicated than, e.g., that in [7] , because we consider the case where there are primitives which are algebraic; that is, our analysis covers the case where there is a function µ enforcing algebraicity.
Suppose that A ≤ N , A ⊆ B ⊆ N and δ(B/A) = 0. Then B ≤ N as well, and whenever P is primitive over A, either P ⊆ B or P B − B is primitive over B. It follows easily by induction that in the latter case, if B 1 , . . . , B n is a primitive decomposition of B over A, then B 1 P, . . . , B n P is a primitive decomposition of BP over AP . We now easily get the following result, which was long ago explicitly pointed out to one of the authors by Shelah. = 0 and A 1 , . . . , A k and B 1 , . . . A 1 = B 1 , then we are finished, by induction, since then A 2 , . . . , A k  and B 2 , . . . , B m are two primitive decompositions of B over A 1 = B 1 . Otherwise, choose maximal j, necessarily less than k, such that A j ∩ B 1 = ∅. Then by the remarks preceding the lemma, we must have B 1 = A j+1  and B 2 , . . . , B m and A 1 B 1 , . . . , A j B 1 = A j+1 , A j+2 , . . . , A k are two primitive decompositions of B over B 1 , whence, by induction, we are done.
Lemma. If δ(B/A)
The following fact about primitive decompositions is easily proved by induction on the length of the decomposition using the monotonicity of δ. with a 0 , . . . , a i ∈ N , a i+1 , . . . , a k do not intersect N , and δ(a i+1 , . . . , a k Since a satisfies the complete δ-formula φ(x; m) for a over m ≤ N , we get the second inequality in the following expression: Thus, by (4) of Definition 1.6 of a complete δ-formula, a and a have the same diagram over m and isomorphic primitive decompositions over m. By Lemma 3.5(1) these decompositions have the same length and same number of algebraic steps as the decomposition of a over N . Since c ∈ N and δ(c /m) = 0, Lemma 3.5(2) implies the number k of nonalgebraic steps in a primitive decomposition of a over m is at most the number of such in a primitive decomposition for a over mc , which, as we have just seen, is the same as their number in a primitive decomposition of a over cN . Since c has a nonalgebraic step, k is less than k. Thus, by the inductive hypothesis, tp(a /N ) contains a formula of rank at most ω · δ(a /N ) + k , which, as desired, is strictly smaller than ω · δ(a/m) + k.
The key idea for Corollary 3.7 is hidden in the induction step of Lemma 3.6. When N a is not a strong substructure of the universe, icl(a/N ) will have smaller value of δ while the primitive decomposition can have arbitrary length. For the lower bound argument we analyze a primitive decomposition of icl(a/N ) in Theorem 3.13. 
By induction U (b/A) = k, so, by the definition of ⊕, the two end terms of the inequality are equal. By Lemma 3.8, U (d/Ab) = 1 and we finish. Proof. By the Lascar inequality,
By Lemma 3.9, U (c/A) = m and as in the proof of Lemma 3.9 we have the required equality.
Our goal now is to provide a general method for establishing the exact rank of theories constructed in this way. We introduce an ad hoc condition which is sufficient for the lower bound and provide examples where it can be applied. We need one technical condition on 1-types. and without loss of generality we could take B m to be elementary in the universe. Now we show that the existence of such types is sufficient to calculate the Morley and U -rank in various bicolored fields.
3.13.
Theorem. Suppose K 0 is ample, n = max{δ(a) : a ∈ N ∈ K 0 }, and T is the theory of the generic model M . We have shown the equality of Morley rank and U -rank for (j, m)-types when the theory is ample. At this point we restrict to the consideration of bicolored fields. We give examples of (j, m)-types for enough j and m to indicate the general idea of proving the lower bounds. These examples have infinite Morley rank and there are no algebraic primitives since we are not considering a µ-function. We say a point is a black (or white) transcendental if it is algebraically independent of the subfield being considered and has the appropriate color. Our discussion of bicolored fields in Section 2 focused on the case k = 2. We consider several values of k below. That argument and most of our analysis works for suitable (as specified in Section 2) strongly minimal sets. But the examples require calculations which are specifically about fields.
3.14. Example. We show that for several choices of δ, the class of bicolored fields K 0 determined by δ is ample. More precisely, we sketch the argument that if δ(X) = k · d f (X) − |X ∩ P (N )|, then K 0 is k-ample. 3.15. Summary. If a strongly minimal theory (with elimination of imaginaries and the definable multiplicity property) is expanded by a unary predicate with dimension function δ(a) = kd f (a)−|a∩P |, then R M (x = x) = ω · k is the maximal U -rank of a 1-type. For, our examples have indicated how to show that the theories are ample and the result follows by Theorem 3.13. Our treatment of algebraic primitives means that this analysis also includes the exact calculation of the finite rank if we introduce as in [1, 5] a function µ bounding the number of instances of primitives.
