The complexity of hypersonic flow requires efficient and accurate numerical methods for flow-field prediction. Since the current numerical methods for hypersonic flow computations are usually only second order accurate, we apply the essentially nonoscillatory (ENO) schemes, which are uniformly high order accurate to two-dimensional compressible viscous flow, with solid boundaries using body-fitted structured grids. Implicit methods are used to solved the Navier-Stokes equations by using the E N 0 schemes for the test cases of steady high-Reynolds-number viscous flows, which include supersonic boundary layer, shock/boundarylayer interaction flow, and type IV hypersonic shockwave interfcnce heating problem. Results of the third order accurate E N 0 scheme for solving the NavierStokes equations have been obtained for the test cases.
I. Introduction
T h e complexity of hypersonic flow requires efficient and accurate numerical methods for flow-field prediction. In numerical computations for viscous hypersonic flow, the presence of discontinuity surfaces of flow variables, such as shock waves, contact surfaces, and combustion fronts, makes it difficult to obtain high order accurate numerical solutions. An example of these flow problems is the shock-wave interference heating problem. It is a critical problem in the development of future hypersonic vehicles because the most intense local heating rates on the vehicle are expected to be on cowl lips caused by this shock-shock heating ['] . Therefore we need to accurately and efficiently predict these flow characteristics. But the shock-shock interference problem is a difficult problem for numerical computation because the strong shock waves and shear layers occur and interact with one and the other to form complicated flow patterns. High order accurate shock capturing numerical schemes are necessary to compute the flow structure. 
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In the neighborhood of the disco,ltinuity surfaces of the flow variables, conventional methods based on central difference approximation yield oscillatory solutions. Upwind difference schemes have been developed to capture the shock waves and other discontinuity surfaces without oscillation. However, a straight forward extension of the first order upwind schemes to higher order accuracy leads to oscillatory solutions around the shock waves. The need of high resolution nonoscillatory numerical solutions has led t o the development of total variation diminishing (TVD) schemes[*], which have been successfully used to compute practical flow problems using the Euler and Navier-Stokes equations. In order to prevent the total variation of the solutions from increasing, however, the TVD schemes are not. uniformly higher order accurate. It is necessary for these schemes to reduce to first order accurate at local extrema of the solutions while maintain second order accuracy in other smooth regions.
In recent years, a class of essentially nonoscillatory (ENO) schemes, which are able to achieve u nformly high order accuracy, has been introduced by Harten, Engquest, Osher and Chakravarthy["I. The E N 0 schemes present a hierarchy of uniformly high order accurate schemes which are generation of Godunov's scheme, its second order accurate MUSCL to arbitrary order of accuracy. T h e E N 0 schemes attempt t o avoid the growth of spurious oscillation in numerical solutions by piecewise polynomial interpolations based on adapt,ive stencil, which is chasen according to the local smoothness of the flow variables to avoid interpolation across discontinuities.
Because of uniformly high order accuracy of thc E N 0 schemes, they are particularly appropriate for flow computations where uniformly high order accuracy are needed to compute flow with discontinuity fronts. One example of these flows is the hypersonic shock-wave interference heating problem. more over, they are also suitable t o compute unsteady high-frequency flow physics. An example of their applications is the simulation of shock-wave turbulence interaction in a flow field with complicated geometries, which are not easily solved by the spectral methods.
Since their introduction, the E N 0 schemes have been applied successfully to solve many 1-D and 2-D Euler
0 schemes based on the finite volume approach to general 2-D curvilinear grids and has applied the E N 0 schemes to 2-D boundary value problems for the Euler equations. He obtained some promising results for two dimensional Euler equations with non-trivial geometries and solid wall by using the 2-D E N 0 schemes of up to 4th order accuracy.
However, the EN0 schemes have not been applied to multidimensional compressible viscous flows with non trivial geometries and solid wall, which are of practical importance in aerospace applications, and the performance of the EN0 schemes in the viscous boundary layer is still unknown. Therefore, the objective of this paper is to apply the high order E N 0 schemes to high-Reynoldsnumber viscous flows by using curvilinear grids and t o evaluate the performance of the E N 0 schemes for these viscous flow computations.
In this paper, the E N 0 schemes are applied to the following test cases of viscous flows: W Supersonic flow of Mach 2 over a boundary layer of flat plate. This case, which does not involve a shock wave in the boundary layer, is chosen t o lest the performance of the 2-D E N 0 schemes on smooth viscous flow fields.
Shock/boundary-layer interaction problem. An external oblique shock incident upon a boundary layer on a flat plate is chosen to be strong enough to cause the boundary layer to separate from the surface and reattach downstream. The results of viscous flow computations using the 2-D E N 0 schemes of different orders of accuracy are evaluated, especially the third order accurate E N 0 scheme, which is one order more accutate than most of the current methods. T h e results of the present computations are also compared with available experimental results and numerical results by using other numerical methods.
where U = b, pu, p v , e l T , F = F, + Fv, and G = G, + Gv. F, and G , are the inviscid flux terms and F,, and G, are the viscous flux terms, i.e., and 0 (3) (4) In the equations above, e denotes the total energy per unit volume ( e = CuT+(u2+v2)/2); the gas is assumed t o be perfect gas with y = 1.4. Using tensor notation the viscous stress and heat flux are given by
where p and K are computed by using the Sutherland's law and a constant Prandtl number assumption ( P r = 0.72).
The Cartesian coordinat.es are used to demonstrate the numerical methods used in the present paper. In the finite volume approach, the integral form of the governing equations is used. For the grid cell Numerical methods in solving Eq. (7) involve two procedures: formulating the numerical approximation of surface flux integrals and then using a time stepping scheme t o solve Eq. (7), which reduces to a system of ordinary differential equations.
Surface Flux Integrals Approximation d
The first step is t o formulate the numerical approximation for surface flux integrals Fiti,j and Gi,j+i based on the cell average values z?;j. For tt+,j, the surface integrals in Eq. (9) are numerically evaluated by using the Gaussian quadrature. For the first and second order accurate schemes, one point Gaussian quadrature is used; for second and third order accurate schemes, two-point Gaussian quadrature is used, etc. In order to compute the Gaussian quadrature, we need to evaluate the flux term F = F, + Fu at Gaussian quadrature points, where the viscous and the Euler flux terms are computed by using differently methods. F, is evaluated by using central difference approximation, while F, is evaluated by using a upwind difference scheme in order t o capture shock waves without oscillation.
In the finite volume formulation, however, - Since a fixed stencil high-order polynomial interpolation leads t o oscillatory interpolation across discontinuity of the variables, the E N 0 schemes choose the "smoothest" interpolation stencils to reconstruct thc point value of flow variables, thus avoid interpolation across discontinuities so that essential nonoscillatory schemes can he achieved with uniforrnly high order accuracy.
Following the reconstruction step, the flux Fe is computed by using an upwind approximation formula based on the approximate values of U , and U R , There are many available unwind schemes to compute inviscid flux. The present studies use the Roe approximate Riemann solverI''l as follows:
where IAl, which is evaluated based on the Roe average of flow variables UL and U R , is derived from the diagonalized form of the Jacobian matrix of F, with all the eigenvalues replaced by their corresponding absolute values. It, has been shown that the Roe scheme ' v show may violate the entropy condition when the magnitude of an eigenvalue of matrix IAl is very small and may create nonphysical expansion shock in the solution. Following Harten121, the eigenvalue of \AI is modified to be where is chosen to be
where u, is the normal velocity on cell interface and c is the speed of sound. In the computations of the cases in this paper, only the case of shock-on-shock int.erference heating problem needs modification with 7 = 0.2.
Implicit Time-Stepping Scheme
After the approximate formulation of the flux intergals has been obtained, Eq. (7) reduces to a system of ordinary differential equations, which can be solved by using a time stepping scheme. For unsteady flow coniputations, we use explicit time accurate methods in the E N 0 schemes to compute the flow problems. In this paper, Eq. (7) is integrated by using the T V D RungeKutta time stepping schemes of Shu -and Osher["] to obtain the sell averaged variables r / ; j at the next time step.
On the other hand, for high-Reynolds-number viscous flow simulation, the grid size across the boundary layer near body surfaces is so small that explicit, methods use prohibitively long computer time to reach steady state solutions because the time step h a s to be very small to satisfy stability conditions. Therefore, Eq. (7) is integrated by the implicit line Gauss-Seidel relaxation methods described by MacCormack[121 so that large CFL number can be used to rearch fast convergence for steady st,ate problems. T h e method has been shown to be very robust and has been applied t o 3-D computations and other hypersonic flow computations. We use the implicit equations in the delta form so that in the implicit part of the equations we can use the Steger-Warming flux splitting method, which is fast convergence for implicit methods, without having effects on the accuracy of steady state solutions.
For steady state problems, whether the EKO schemes are able t o obtain steady state solutions have been questioned because the residual of the computations using the E N 0 schemes approaches a finite values instead of machine zero. The finhe residual is caused by the unsteady adaptive interpolation procedure used in the E N 0 schemes. Nevertheless, our computational results show that the numerical computations can be considered to reach steady state solutions aftcr the residual reaches a fixed pattern as time step increases.
1-D E N 0 R.econstruction
The E N 0 schemes have been documented extensively in the literature13' ?. The E N 0 interpolation used in this paper is briefly review below, more details can be found in the references cited above. The E N 0 reconstruction for a scalar function is considered herein, the extension t o the Euler equations which is a system of equations is straight forward[31.
We want to evaluate the point value of ~( z ) of a piecewise smooth function w from its cell average E;, where hi 3 zit$ -zi-1. Given the cell average E;, we can immediately obtaig the point value of the primitive
we obtain a piecewise polynomial interpolation function H,,,(x; W ) of degree m by interpolating the point values of W<++ given by Eq. (15), and then obtain a poiiitwise approximation to w ( r ) by
where R(x; E ) denotes the reconstruction polynomial. such that H,(z; W ) is "smoothest", which is extracted from a table of divided differences of W ( x ) . After an int,erpolation stencil has been chosen for every cell, the same divided difference table is used t o compute the point value of w by using the Newton's divided difference formula for polynomial interpolation.
The use of adaptive interpolation stencils is the main contribution of the E N 0 schemes for high resolution computation across discontinuity surfaces. However, in smooth regions of the flow filed, the chattering stencils used in the E N 0 schemes can lead to a loss of accuracy [13] . S~U [ '~] has demonstrated that this loss of accuracy can be avoided by biasing the selection of the stencils in the smooth part of the solutions. Shu's modified E N 0 schemes are also tested and used in this paper. Arbitrary order of accuracy can be achieved by using this full two-dimensional E N 0 interpolation procedure.
Arbitrary Accuracy 2-D E N 0 Reconstruction
It is noted that the procedure above is not the extension to two-dimensions by simply "overlapping" two one-dimensional stencils in each direction. CasperI7I has shown that this "Dimension by Dimension" 2-D E N 0 schemes can only achieve second order accuracy. Since the main motivation of using the E N 0 schemes in this paper is t o perform high order accurate computations, we use the arbitrary high order two-dimensional E N 0 reconstruction. The arbitrary accuracy 2-D E N 0 reconstruction procedure of this paper is programmed in a way such that reconstruction procedure is about two times as expensive as the "dimension by dirnension" reconstruction and requires about t.wo times as much memory.
General Curvilinear Coordinates
The 2-D E N 0 schemes for solving the Navier-Stokes equations in this peper are based on structured bodyfitted grids. T h e use of the structured grids makes the arbitrary order two-dimensional E N 0 reconstruction more efficient compared with unstructured grids. It is noted that t h e E N 0 schemes for the Euler e q u a tions have been extended to twu-and three-dimensional geometries by using unstructured grid& I6l. Though the structured grids are not as flexible, most of the viscous flow problems can be represented by the structure grids.
In the general curvilinear coordinates in the bodyfitted grids, the conservation equations in Cartesian coordinates are transformed in the curvilinear coordinates ((, rj) in conservation-law form. The E N 0 construction procedures are extended t o ((, 7) space similar to the procedures in the Cartesian coordinates described above. T h e details can be found in Ref. 171.
Boundary Conditions -
No slip boundary condition is used on the the wall surface. T h e flow variables in the supersonic free stream are specified, and those in the outflow boundaries are computed by using zeroth order or linear extrapolation. For high order E N 0 interpolation, the adaptive interpolations stencil is chosen such that only interior flow variables are involved in the interpolations.
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Viscous Flux Computation
For the Navier-Stokes equations, the evaluation of intergals of viscous flux on the cell interfaces requires the first order derivatives of velocity and temperature. These derivatives are evaluated by using the central difference approximat,ions based on the point wise value of the flow variables at the centroid of the cell, which can be reconstructed by using the E N 0 reconstruction. At present stage of this research, these values for viscous computations are taken to be the cell averaged value which are second order accurate. On the other hand the inviscid fluxes are evaluated at arbitrary accuracy. Our next step is t o modify the viscous schemes so that the scheme is arbitrary high order accurate for both inviscid and viscous flux computations.
Numerical Results
T h e performance of the 2-D E N 0 schemes in solving the two-dimensional Navier-Stokes equations is tested by computing three test c a e s discussed in the introduction section. The test cases are computed by using five different, tcst runs of the E N 0 (or modified ENO) schemes with spat.ia1 accuracy ranging from first to third order accurate as follows: e' 5 1. First order E N 0 scheme, which reduces to the first order Roe scheme.
2.
Second order E N 0 scheme.
Second order Shu's modified E N 0 scheme
4. Third order EN0 scheme.
Third order Shu's modified E N 0 scheme
The results of these test runs are compared with one and the other t o evaluate t,he effect of increasing order of accuracy in the E N 0 schemes.
Supersonic Boundary Layer
T h e first test case, which does not involve a shock wave in the flow field and is chosen t o test the per- 
Shock-Wave/Boundary Layer Interaction
This test case, which is intended t o evaluate the performance of the E N 0 schemes in viscous boundary layer with steep gradients of the flow variables presense in the flow field, is the interaction of an oblique shock wave with a laminar boundary layer. Fig. 4, which is  taken from [18] , shows the flow field representing this interaction. The external oblique shock incident upon a boundary layer on a flat plate is chosen t o be strong enough to cause the boundary layer t o separate from the surface and reattach downstream.
The same problem has been studied experimentally by Hakkinen et. aI.["l at the following free stream flow conditions: Mm = 2.0, Re, = 2.96 x lo5, and the incident shock wave is imposed such that its direction intersects the flat plate at 32.6 degrees. The Reynolds number is based on the reference length measured from the leading edge to the intersection point. The same problem has been studied extensively by many authors using various numerical methods[1sb ' ' I .
In the present studies, the five test runs are used t o computed the flow field of shock/boundary-layer interaction using different grid resolutions. Only the results of the first order, the second and third order EN0 schemes with Shu's modification are shown in this paper due t o space limitation. The results presented here are computational results using a 102 x 144 grids above the plate surface. A set of uniformly spaced grids is used in z direction and an exponentially stretched grids are used in y direction. T h e implicit E N 0 scheme with Roe scheme without entropy correction are uscd in the computations. T h e C F D number for typical run is 5 x lo5. Each run takes about 200 iteration until the solution converge to a fix pattern. For the grids in the present case, the first order implicit computation takes about 0.6 minute per time step in an IBM RISC600 workstation, while the second order E N 0 scheme takes about a factor 2 and the third order E N 0 scheme takes about a factor 3.5 C P U time per step.
Figs. 5 shows skin friction coefficient defined by c, = r/(pwu&/2). T h e numerical results are compared with experimental results of Hakkinen at. al. ["] and the numerical results of MacCormack["l. The results show the improvement of accuracy as the order of the EN0 schemes increases. The numerical results of the second and third EN0 schemes are consistent with MacCormack's results which were computed with a coarse 32 x 32 grids and othrr numerical computations. These figures also show that the numerical results of the skin friction distribution obtained by high order EN0 schemes are not very smooth in the separation region because the separation of the boundary layer and the modified E N 0 reconstruction is used.
Figs. 6 to 8 show the pressure contours of three test runs. From the figures, we can see that as the accuracy of the E N 0 schemes increases, the resolution of the captured shock beconies better. Again, the modified E N 0 schemes tend to be slightly niore oscillatory in the interaction area. Fig. (9) shows a schematic of the flow field taken from Ref. [21] . The peak heating rates generated on the blunt leading edge by a shock incident on the bow shock in the stagnation region can be orders of magnitude greater than the stagnation value in the absence of the interaction. Since the intense shock waves, shear layer and viscous boundary layer that occur and interact with one and the other in a very small area, the problem is a very stiff one for numerically computat.ion. Especially for type IV interaction, which shows most severe interference heating, it has been found that the flow field inherently unsteady which makes numerical computation more difficult.
Shock-Wave Interference Heating on a Cylinder
Previous studies include experimental studies["], theoretical studies, and numerical studies [23' 24, 211 . Most of the previous numerical studies have been liniited t o 2nd order accuracy. The results showed that accurate computation of heat transfer rate is crucially dependent on the shock resolution in the numerical solutions. Therefore, E N 0 schemes with higher than 2nd order accuracy can be very useful to capture the flow physics with high accuracy.
We choose the type IV shock wave interfence heating case to evaluate the performance of the high order E N 0 schemes in computing hypersonic flow with complex shock-shock and boundary layer interaction. where pm is the free stream flow angle and 6 is the flow deflection angle across the iniping shock wave.
Since the main purpose of this paper is t o compare the third order accurate E N 0 scheme with the first and second order schemes, a relative coarse 80 x 68 grids are used for this problem as a test case. Fig. 10 shows the computation grids used in the present st,udies. The implicit method is used with a CFL number of 50-100 to drive the iteration to a solutions to steady state with each run takes about 1000 iteration. Thc Roe scheme with entropy correction (c = 0.2) is used in the inviscid flux evaluation. T h e problem has been show experimentally and numerically to be marginal unsteady[211. Our computations d o show that the results will not converge to a relative11 stable pattern. Therefore, the results showed in this paprr are the results at a particular moment in this marginal unsteady flow.
On the other hand, for mesh cell located at the shock-shock interaction point in the present test case, there are not enough smooth grid points for high or--der E N 0 interpolation to be nonoscillatory. Similar one-dimensional cases exist when two one dimensional shock waves meet each otherL3]. As a result, higher order polynomial interpolation may produce nonphysical negative pressure and density. Followed Harten et. al., the order of reconstruction will he reduced locally if the following condition is not met at a cell during the reconstruction, and where fi and p a r e the cell average pressure and density, and p and p are point values obtained by E N 0 reconstruction within the same cell. The order reduction is done only in the local one or two cell points near the shock interaction point and does not affect the overall accuracy in the smooth region.
Figs. (11) to (13) show the Mach number contours of the solutions using the first, second, and third order accurate EN0 schemes. These figures show that as the orders of the EN0 schemes increase, the resolution of the solutions in the interaction area improves and thc arbitrary accurate EN0 schemes do capture the detailed flow physics better.
Figs. (14) and (15) From the figures, we can see that the numerical results follow the same trend of the experimental results, though the location of peak heating rate is off by about 7 degrees. This may be due t o the coarse 80 x 68 grids used for this problem and interaction region is not resolved with enough grid resolution. Meanwhile, the location of the peak heating rate is very sensitive to the location of the impingingshock. Our grids are not fine enough to locate the imping shock accurately. Further studies are needed to resolved this issue. Still the third order E N 0 scheme works quite well for the present test cases and are particular useful for this kind of hypersonic coniput,ations.
IV. Conclusions
The essentially nonoscillatory (ENO) schemes, which are uniformly high order accurate, have been applied t o two-dimensional compressible viscous flow with solid boundaries using body-fitted structured grids. Implicit E N 0 schemes for solving the Navier-Stokes equations have been applied to test cases of steady highReynolds-number viscous flows. The test cases include supersonic boundary layer, shock/houndary-layer interaction flow, and type IV shock-wave interference heating on a cylindrical lead edge. Results of the E X 0 schemes of up to uniformly third order accuracy for solving the Navier-Stokes equations have been obtained for these test cases.
The following conclusions have been reached:
1. Steady state solutions of viscous flows can be obtained efficiently by using the implicit 2-D E N 0 schemes.
2.
Higher order accurate E N 0 schemes lead to better accuracy in capturing the shock waves and resolving the boundary layers which are important for hypersonic flow computation. Sketch of the flow field of shock/boundary-layer interaction. 
