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Introduction
Let V be a finite dimensional vector space over a field k. A Hecke symmetry with
parameter 0 6= q ∈ k is any linear operator R : V ⊗2 → V ⊗2 which satisfies the
Hecke relation (R + id)(R − q · id) = 0 and the braid relation R1R2R1 = R2R1R2
where R1 = R ⊗ idV and R2 = idV ⊗ R are linear operators on V
⊗3; we will be
saying that R is a Hecke symmetry on V . The symmetries with parameter q = 1
were considered by Lyubashenko [15]. Many notions and results originated in his
work were later generalized to the case q 6= 1.
The R-symmetric algebra S(V,R) and the R-skewsymmetric algebra Λ(V,R) are
two factor algebras of the tensor algebra T(V ). They are regarded as analogs of
the symmetric and the exterior algebras of V . Since the braid equation is just a
slightly different form of the quantum Yang-Baxter equation, there is also a bial-
gebra A(R) given by the Faddeev-Reshetikhin-Takhtajan construction [20]. This
bialgebra coacts on V universally with respect to the property that the induced
coaction on V ⊗2 commutes with R [14]. In particular, S(V,R) and Λ(V,R) are
A(R)-comodule algebras. The graded algebras S(V,R), Λ(V,R), A(R) are quadratic
in the sense that they are generated by homogeneous elements of degree 1 and their
defining relations are of degree 2.
Gurevich’s work on Hecke symmetries [7] was motivated by the construction of
quantum groups not necessarily arising as deformations of the classical objects. Even
disregarding the Hopf algebraic aspect, Hecke symmetries provide a large class of
graded algebras with predictable properties meaningful from the viewpoint of non-
commutative algebraic geometry. However, general results on these algebras have
been known under the assumption that the q-integers
[n]q = 1 + q + . . .+ q
n−1 ∈ k
are nonzero for all integers n > 0 (this means that q is not a root of 1 with the
exception that q = 1 is allowed when chark = 0). The assumption chark = 0 was
also used, but it is less relevant. The present paper makes an attempt to investigate
several questions without the aforementioned restriction on q. Particularly, we are
interested in Koszulness and Gorensteinness of those graded algebras.
A Hecke symmetry R on V gives rise, for each n > 0, to a representation of the
Hecke algebra Hn of type An−1 in the vector space Tn(V ) = V
⊗n. If [n]q 6= 0 for
all n, then these Hecke algebras are semisimple, and we will refer to this case as the
semisimple case. Semisimplicity was the main driving force in the earlier results on
the graded algebras associated with Hecke symmetries.
For q a root of 1 we cannot be too optimistic, as an example at the end of section
3 shows. This example suggests that the properties of the graded algebras depend
on the kind of the Hecke algebra representations in the tensor powers of V . We will
say that an indecomposable Hn-module has a 1-dimensional (respectively, trivial)
source if it is a direct summand of an Hn-module induced from a 1-dimensional (re-
spectively, the trivial 1-dimensional) representation of a parabolic subalgebra. This
terminology is explained by the Hecke algebra version of the Green correspondence
in the modular representation theory of finite groups (see Du [5]). The following
two conditions on a Hecke symmetry R will emerge in the statements:
The 1-dimensional source condition. For each n > 0 all indecomposable direct
summands of V ⊗n regarded as an Hn-module with respect to the representation
arising from R have 1-dimensional sources.
The trivial source condition. For each n > 0 all indecomposable direct sum-
mands of V ⊗n regarded as an Hn-module with respect to the representation arising
from R have trivial sources.
In the semisimple case the trivial source condition is obviously satisfied since in-
decomposable modules are simple, and each simple Hn-module is a direct summand
of the cyclic free module. We have to consider the weaker 1-dimensional source con-
dition in order to include the supersymmetry on a Z/2Z-graded vector space (in
that example q = 1, so that Hn is just the group algebra of the symmetric group
Sn, and V
⊗n is a direct sum of Hn-modules induced from not necessarily trivial
1-dimensional representations of parabolic subalgebras, but Hn is not semisimple
when n ≥ chark > 0). This condition is also satisfied for the Hecke symmetries
related to the standard quantum supergroups. There is one Hecke symmetry on a
2-dimensional vector space for which q is a 4th root of 1 and the 1-dimensional
source condition fails to hold (see section 3). However, this Hecke symmetry is not
closed. This raises the following
Question. Does the 1-dimensional source condition hold for every closed Hecke
symmetry?
A closed symmetry extends to a braiding on a monoidal subcategory of the cat-
egory of finite dimensional vector spaces containing V and its dual objects (see [7]
for the precise definition). The results we are going to present do not depend on the
closedness of R.
Theorem 3.1. Suppose that R satisfies the 1-dimensional source condition. Then
the R-symmetric algebra S(V,R) and the R-skewsymmetric algebra Λ(V,R) are
Koszul. Their Hilbert series satisfy the relation hS(V,R)(t)hΛ(V,R)(−t) = 1.
In the semisimple case exactness of certain complexes proved by Gurevich amounts
to the conclusion of the theorem stated above, although Koszulness of graded alge-
bras was not mentioned in [7] explicitly. By a systematic use of various projectors
all considerations in [7] were done in terms of subspaces rather than factor spaces
of the tensor powers of the initial vector space. The realization of Koszul complexes
based on projectors is not appropriate for arbitrary q, however. Koszulness in the
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semisimple case was also considered by Phu`ng Hoˆ Hai [8]. We will discuss more
general results in a moment.
Theorem 4.5. Suppose that R satisfies the trivial source condition. Suppose also
that dimΛn(V,R) = 1 and Λn+1(V,R) = 0 for some n > 0. Then Λ(V,R) is a
Frobenius algebra, while S(V,R) is a Gorenstein algebra of global dimension n.
The subscripts here and elsewhere in the paper indicate the homogeneous com-
ponents of graded spaces. The first conclusion in Theorem 4.5 is equivalent to non-
degeneracy of the bilinear pairings Λi(V,R)× Λn−i(V,R)→ Λn(V,R) arising from
the multiplication. This was proved by Gurevich in the semisimple case.
By a Gorenstein algebra we mean any positively graded algebra A =
⊕∞
i=0Ai
with A0 = k for which Ext
•
A(k, A) is 1-dimensional. No Noetherian conditions are
requested. The two conclusions in Theorem 4.5 are closely related (see [18]), and
the essential job will be to prove the first one.
Let now R′ be a second Hecke symmetry on another finite dimensional vector
space V ′. Suppose that R and R′ have the same parameter q of the Hecke rela-
tion. Then there is a graded algebra A(R′, R) whose construction generalizes that
of A(R). In fact A(R′, R) = A(R) when R′ = R. The algebra A(R′, R) in a dif-
ferent notation was introduced by Phu`ng Hoˆ Hai [9] under the name “quantum
hom-space”. We will consider yet another graded algebra E(R′, R) whose relation-
ship with A(R′, R) is similar to that between Λ(V,R) and S(V,R). In a different
notation this algebra was also introduced in [9] under the name “exterior algebra
on the quantum hom-space”.
Theorem 6.2. Suppose that both R and R′ satisfy the 1-dimensional source con-
dition. Then the graded algebras A(R′, R) and E(R′, R) are Koszul. Their Hilbert
series satisfy the relation hA(R′,R)(t)hE(R′,R)(−t) = 1.
In the semisimple case this was proved in [9]. The argument used by Phu`ng
Hoˆ Hai is based on the observation that Koszulness of A(R′, R) is equivalent to a
certain property of Hopn ⊗ Hn-modules concerned with distributivity of collections
of subspaces in these modules. If Rk,q is the Hecke symmetry corresponding to the
standard quantum GLk with parameter q, then A(Rk,q) is known to possess a PBW
basis, and its Koszulness follows from Priddy’s theorem [19]. If [n]q 6= 0 for all n, the
semisimplicity of Hopn ⊗ Hn ensures then the desired property for all simple mod-
ules, and therefore for arbitrary Hopn ⊗Hn-modules. This in turn yields Koszulness
of A(R′, R) for arbitrary Hecke symmetries with the same parameter q.
In the present paper we prove directly exactness of certain complexes defined
with respect to representations of Hopn ⊗Hn, and thus we derive Theorem 6.2 solely
from Hecke algebra considerations, avoiding the use of Priddy’s theorem.
Theorem 6.6. Suppose that both R and R′ satisfy the trivial source condition. If
dimEn(R
′, R) = 1 and En+1(R
′, R) = 0 for some integer n > 0, then E(R′, R) is a
Frobenius algebra, while A(R′, R) is a Gorenstein algebra of global dimension n.
If dim V ′ = 1 and R′ is the multiplication by q, then A(R′, R) = S(V,R) and
E(R′, R) = Λ(V,R). Thus the first two results discussed in this introduction are a
special case of the two subsequent ones. We nevertheless provide separate proofs in
this special case. It serves as a model for the more complicated Theorems 6.2 and
6.6 where we need some lengthy verifications done in section 5 of the paper.
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The quantum hom-spaces were considered in [9] in connection with the quantum
version of the classical invariant theory. There is an even more obvious role played
by the algebra A(R′, R). Being equipped with an A(R′) -A(R) bicomodule struc-
ture, it gives rise to functors between the corepresentation categories of the two
bialgebras A(R) and A(R′). For each coalgebra C let CM and MC stand for the
categories of left and right comodules. The sign C denotes the cotensor product
of comodules.
Theorem 7.2. Suppose that for each n > 1 the indecomposable Hn-modules iso-
morphic to direct summands of Tn(V
′) are the same as those isomorphic to direct
summands of Tn(V ). Then the functors
A(R′, R)A(R) ? and ? A(R) A(R,R
′)
are braided monoidal equivalences A(R)M−→ A(R
′)M and MA(R) −→MA(R
′).
This should be compared with the monoidal equivalences between the corepre-
sentation categories of two Hopf algebras. According to a result of Schauenburg
[21] such equivalences are given by the cotensor product functors determined by
the so-called bi-Galois algebras. In this way Bichon [2] and Mrozinski [17] showed
that the categories of comodules over certain Hopf algebras associated with bilinear
forms are monoidally equivalent to the respective categories defined for the standard
quantizations of SL2 and GL2. Those Hopf algebras correspond to a special class of
Hecke symmetries. Phu`ng Hoˆ Hai dealt with the Hopf envelopes of the bialgebras
A(R) for arbitrary Hecke symmetries under the previously mentioned restriction on
q and the characteristic of k. By the main result of [10] the category of comodules
over such a Hopf algebra is determined, up to monoidal equivalence, by the param-
eter q and the birank of R.
Theorem 7.2 is a similar, to some extent, result for bialgebras, though the bi-
comodule algebra A(R,R′) is definitely not bi-Galois (Galois algebras exist only
for Hopf algebras). In fact, everything what is needed for the equivalence here is
present already in the construction of the algebras involved. Note that there are no
restrictions on R in Theorem 7.2.
1. Hecke algebra preliminaries
We denote by Sn the symmetric group of permutations of the set {1, . . . , n}. Let
Bn = {τ1, . . . , τn−1} be the set of basic transpositions τi = (i, i+1). The length ℓ(σ)
of a permutation σ ∈ Sn is the smallest number of factors in the expressions of σ as
product of basic transpositions. By the letter e we denote the identity permutation
and also the trivial subgroup of Sn.
The subgroups of Sn generated by subsets of Bn are called Young subgroups and
are parametrized traditionally by compositions of n, i.e. by finite sequences of posi-
tive integers summing up to n. The Young subgroup Sλ labelled by a composition
λ = (λ1, . . . , λk) is generated by the set
Bλ = {τj ∈ Bn | j 6= λ1 + . . .+ λi for each i ≤ k}
and is isomorphic to Sλ1 × . . . × Sλk . In particular, the subgroup Si, n−i corre-
sponding to the composition (i, n− i) is generated by {τj ∈ Bn | j 6= i}. For each
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λ the pair (Sλ,Bλ) is a Coxeter system. We will use standard facts concerning
Coxeter groups and the respective Hecke algebras. For reference see, e.g., [3], [6].
Given a pair of Young subgroups Sλ ⊂ Sν , each coset of Sλ in Sν contains a
unique element of minimal length called the distinguished coset representative. We
denote by D(Sν/Sλ) and D(Sλ\Sν) the sets of distinguished representatives of
the respective cosets. Recall that
D(Sν/Sλ) = {π ∈ Sν | πτi > π for all τi ∈ Bλ}
= {π ∈ Sν | ℓ(πσ) = ℓ(π) + ℓ(σ) for all σ ∈ Sλ}
where comparison πτi > π refers to the Bruhat order (recall that |ℓ(πτi)−ℓ(π)| = 1,
and πτi > π if and only if ℓ(πτi) > ℓ(π)). The set D(Sλ\Sν) = D(Sν/Sλ)
−1
admits similar characterizations. For another Young subgroup Sµ of Sν the set of
distinguished Sµ-Sλ double coset representatives is
D(Sµ\Sν/Sλ) = D(Sν/Sλ) ∩ D(Sµ\Sν).
We will also use shorter notation: Dλ = D(Sn/Sλ), µD = D(Sµ\Sn), and µDλ =
D(Sµ\Sn/Sλ).
Let k be the ground field. The Hecke algebra Hn = Hn(q) of type An−1 with
parameter q ∈ k is presented by generators T1, . . . , Tn−1 and relations
TiTjTi = TjTiTj when |i − j| = 1, TiTj = TjTi when |i− j| > 1,
(Ti − q)(Ti + 1) = 0 for i = 1, . . . , n− 1.
It has a standard basis {Tσ | σ ∈ Sn} characterized by the properties that Te = 1
and Tτiσ = TiTσ whenever τiσ > σ. Recall that TπTσ = Tπσ for each pair π, σ ∈ Sn
such that ℓ(πσ) = ℓ(π) + ℓ(σ).
The definition of Hn(q) makes sense also when q = 0. We will use this algebra
called the 0-Hecke algebra on several occasions.
The elements {Tσ | σ ∈ Sλ} form a basis for the parabolic subalgebra Hλ gener-
ated by {Ti | τi ∈ Bλ}. For each k < n we identify the symmetric group Sk with
the subgroup of Sn generated by {τi | 0 < i < k} and the Hecke algebra Hk with
the subalgebra of Hn generated by {Ti | 0 < i < k}. By a convention S0 = S1 = e
and H0 = H1 = k.
For each 1-dimensional representation of a parabolic subalgebra Hλ of Hn given
by an algebra homomorphism χ : Hλ → k we denote by k(χ) the corresponding
1-dimensional Hλ-module. The induced Hn-module
M = Hn ⊗Hλ k(χ)
has a basis {Tσc | σ ∈ Dλ} where c = 1 ⊗ 1 is the canonical generator of M . Here
and later by a basis we mean a basis over the ground field k.
By Deodhar’s lemma (see [6, 2.1.2]) for each τi ∈ Bn and σ ∈ Dλ we have either
τiσ ∈ Dλ or τi ∈ σBλσ
−1. Hence
Dλ = Ai(λ) ∪ τiAi(λ) ∪Bi(λ), a disjoint union, where
Ai(λ) = {σ ∈ Dλ | τiσ ∈ Dλ and τiσ > σ} ,
τiAi(λ) = {σ ∈ Dλ | τiσ ∈ Dλ and τiσ < σ} ,
Bi(λ) = {σ ∈ Dλ | τiσ /∈ Dλ} = {σ ∈ Dλ | σ
−1τiσ ∈ Bλ}.
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If σ ∈ Bi(λ), then τiσ = στj > σ for some τj ∈ Bλ, and it follows that TiTσ =
Tτiσ = TσTj . In this case Tσc is an eigenvector for the linear operator (Ti)M by
which Ti acts on M . Let us denote by χσ(Ti) the corresponding eigenvalue.
Note that σ−1(i) < σ−1(i + 1) when τiσ > σ. Since σ
−1τiσ is the transposition
of σ−1(i) and σ−1(i+1), the equality τiσ = στj implies then that j = σ
−1(i). Thus
the action of Ti on the basis elements of M is given by the formulas
TiTσc =

Tτiσc if σ ∈ Ai(λ),
(q − 1)Tσc+ q Tτiσc if σ ∈ τiAi(λ),
χσ(Ti)Tσc with χσ(Ti) = χ(Tσ−1τiσ) = χ(Tσ−1(i)) if σ ∈ Bi(λ)
The restriction of the induced Hn-module M to a second parabolic subalgebra
Hµ of Hn is given by the Mackey formula [4, Th. 2.7]:
M =
⊕
π∈ µDλ
M(π), M(π) ∼= Hµ ⊗Hν(pi) k(χπ),
where ν(π) is the composition of n such that Sν(π) = Sµ ∩ πSλπ
−1 and χπ is the
1-dimensional representation of the corresponding parabolic subalgebra Hν(π) with
the values χπ(Ti) on the generators Ti of Hν(π) defined in the preceding paragraph.
Here M(π) is the Hµ-submodule of M generated by Tπc. Its basis over k is formed
by the elements Tσc with σ ∈ Dλ ∩SµπSλ.
The assignments Ti 7→ q (respectively, Ti 7→ −1) for each i such that τi ∈ Bλ
define the trivial (respectively, alternating) representation Hλ → k. We denote by
ktriv and kalt the corresponding Hλ-modules. They make sense for each parabolic
subalgebra of Hn, in particular, for Hn itself. If q 6= 0, then every 1-dimensional
Hn-module is isomorphic to either ktriv or kalt. If q = −1, then ktriv = kalt, and in
fact all 1-dimensional representations of any parabolic subalgebra coincide.
If q 6= 0 then the induction functor from any parabolic subalgebra is isomorphic
to the coinduction functor. In other words,
HomHn(N, Hn ⊗Hλ U)
∼= HomHλ(N,U)
for any left Hn-module N and left Hλ-module U . This is a general property of the
Hecke algebras of Coxeter groups which we view as part of the Frobenius reciprocity
(see [4, Th. 2.5, 2.6] and [6, 9.1.7]). In particular, Hn can be replaced in the iso-
morphism above by any parabolic subalgebra larger than the given Hλ.
Lemma 1.1. Let M = Hn⊗Hλ k(χ) and N = Hn⊗Hµ k(ζ) be Hn-modules induced
from 1-dimensional representations of two parabolic subalgebras of Hn. If q 6= 0 then
dimHomHn(N,M) = f(ζ, χ)
where f(ζ, χ) = #{π ∈ µDλ | ζ(Ti) = χπ(Ti) for all i with τi ∈ Sµ ∩ πSλπ
−1}.
Proof. Consider the Mackey decompositionM =
⊕
M(π) with respect to Hµ. Then
HomHn(N,M)
∼= HomHµ
(
k(ζ),M
)
∼=
⊕
π∈ µDλ
HomHµ
(
k(ζ),M(π)
)
.
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Recall that for each π the Hµ-module M(π) is induced from the 1-dimensional
representation χπ of the parabolic subalgebra Hν(π) corresponding to the Young
subgroup Sµ ∩ πSλπ
−1. By the Frobenius reciprocity
HomHµ
(
k(ζ),M(π)
)
∼= HomHν(pi)
(
k(ζ), k(χπ)
)
,
and this space is nonzero if and only if ζ agrees with χπ on Hν(π). 
The next lemma will be crucial for establishing the relation between the Hilbert
series of the pairs of graded algebras in Theorems 3.1 and 6.2.
Lemma 1.2. Suppose that q 6= 0. Let M and N be finite dimensional Hn-modules
whose indecomposable direct summands all have 1-dimensional sources. Then
dimHomHn(N,M) = dimHomHn(M,N).
Proof. Since HomHn is an additive functor of both arguments, it suffices to check the
desired equality whenM andN are indecomposable modules, so that they are direct
summands of Hn-modules induced from 1-dimensional representations of parabolic
subalgebras. If Hn is semisimple, then the indecomposable modules are simple, and
the conclusion is obviously true since for two simple modules HomHn(N,M) = 0
unless N ∼=M .
If Hn is not semisimple, we will apply the specialization argument. Let M and N
be as in Lemma 1.1. In this case Lemma 1.1 gives the exact values for the dimen-
sions of HomHn(N,M) and HomHn(M,N), but we have to show that
dimHomHn(N
′,M ′) = dimHomHn(M
′, N ′)
whenever N ′ is a direct summand of N and M ′ is a direct summand of M .
Let O be the completion of the polynomial ring k[t] in one indeterminate t at its
maximal ideal generated by t− q. Then O is a complete discrete valuation ring with
residue field isomorphic to k. The specialization homomorphism O → k sends t to
q. Denote by K the field of fractions of O. Let Hn(t) be the Hecke algebra of type
An−1 with parameter t over the ring O. Then Hn(t)⊗O k ∼= Hn, while
Hn(t)K = Hn(t)⊗O K
is a semisimple Hecke algebra of type An−1 over the field K.
Let Hλ(t) and Hµ(t) be the parabolic subalgebras of Hn(t) corresponding to the
two compositions λ and µ of n. Define ring homomorphisms χt : Hλ(t) → O and
ζt : Hµ(t)→ O by the formulas
χt(Ti) =
{
t if χ(Ti) = q,
−1 otherwise,
ζt(Ti) =
{
t if ζ(Ti) = q,
−1 otherwise.
Let O(χt) = O with the Hλ(t)-module structure given by χ
t, and O(ζt) = O the
similar Hµ(t)-module with respect to ζ
t. Put
M(t) = Hn(t)⊗Hλ(t) O(χ
t), N(t) = Hn(t)⊗Hµ(t) O(ζ
t).
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These are O-free Hn(t)-modules such that M(t) ⊗O k ∼= M and N(t) ⊗O k ∼= N .
The Hn(t)K-modules M(t)⊗O K and N(t) ⊗O K are induced from 1-dimensional
representations of parabolic subalgebras of Hn(t)K . So Lemma 1.1 yields
dimK HomHn(t)K
(
N(t)⊗O K, M(t)⊗O K
)
= f(ζt, χt).
By exactness of the functor ?⊗O K, we have
HomHn(t)K
(
N(t)⊗O K, M(t)⊗O K
)
∼= HomHn(t)
(
N(t), M(t)
)
⊗O K.
Since the O-module HomHn(t)
(
N(t),M(t)
)
is torsionfree, it has to be free of rank
equal to f(ζt, χt). For each pair of indices i, j such that τi ∈ Bµ and τj ∈ Bλ it is
seen from the definition of χt, ζt that ζt(Ti) = χ
t(Tj) if and only if ζ(Ti) = χ(Tj)
since ζ(Ti) and χ(Tj) can be equal to only q or −1. Therefore ζ
t(Ti) = χ
t
π(Ti) for
some π ∈ µDλ and i such that τi ∈ Sµ ∩ πSλπ
−1 if and only if ζ(Ti) = χπ(Ti). It
follows that f(ζt, χt) = f(ζ, χ), as defined in Lemma 1.1.
A homomorphism ϕ : N(t) → M(t) induces zero map N → M if and only if
Imϕ ⊂ (t− q)M(t), so that (t− q)−1ϕ ∈ HomHn(t)
(
N(t),M(t)
)
for such a ϕ. This
shows that HomHn(t)
(
N(t),M(t)
)
⊗O k embeds in HomHn(N,M), but then
HomHn(t)
(
N(t),M(t)
)
⊗O k ∼= HomHn(N,M)
by comparison of dimensions.
As a special case we get
(
EndHn(t)M(t)
)
⊗O k ∼= EndHn M . As is well-known,
in this situation each idempotent of EndHn M can be lifted to an idempotent of
EndHn(t)M(t). Direct summands of an arbitrary module are determined by idem-
potents in its endomorphism ring. Thus we can find a direct summand M ′(t) of
the Hn(t)-module M(t) such that M
′(t) ⊗O k ∼= M
′. Similarly, there is a direct
summand N ′(t) of N(t) satisfying N ′(t) ⊗O k ∼= N
′. Being submodules of O-free
modules, both M ′(t) and N ′(t) are themselves O-free.
Since every Hn-module homomorphism N →M lifts to an Hn(t)-module homo-
morphism N(t)→M(t), it follows that every Hn-module homomorphism N
′ →M ′
lifts to an Hn(t)-module homomorphism N
′(t)→M ′(t). This entails
HomHn(t)
(
N ′(t),M ′(t)
)
⊗O k ∼= HomHn(N
′,M ′).
Since HomHn(t)
(
N ′(t),M ′(t)
)
is a free O-module, we deduce that
dimk HomHn(N
′,M ′) = dimK HomHn(t)
(
N ′(t),M ′(t)
)
⊗O K
= dimK HomHn(t)K
(
N ′(t)⊗O K, M
′(t)⊗O K
)
.
By symmetry
dimk HomHn(M
′, N ′) = dimK HomHn(t)K
(
M ′(t)⊗O K, N
′(t)⊗O K
)
,
and the equality dimHomHn(N
′,M ′) = dimHomHn(M
′, N ′) follows from the al-
ready discussed semisimple case. 
A suitable version of Lemma 1.1 is valid also when q = 0. Later we will need only
a special case of that fact:
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Lemma 1.3. Let M = Hn ⊗Hλ k(χ). Then
dimHomHn(kalt,M) =
{
1 if χ is the alternating representation of Hλ,
0 otherwise.
Proof. This conclusion is a consequence of the Frobenius reciprocity when q 6= 0.
For q = 0 it is derived as follows. Since T 2i = −Ti, it is seen from the formulas for
the action of Ti that TiM is contained in the linear span of the basis elements Tσc
with σ ∈ Dλ r Ai(λ). If v ∈ M is such that Tiv = −v for all i = 1, . . . , n− 1, then
v ∈
⋂n−1
i=1 TiM .
Let wn and wλ be the longest elements of Sn and Sλ, respectively. By [6, 2.2.1]
dλ = wnwλ is the unique element of maximal length in Dλ, and Dλ consists precisely
of all suffixes of dλ which are elements σ ∈ Sn satisfying ℓ(dλ) = ℓ(dλσ
−1) + ℓ(σ).
If σ ∈ Dλ and σ 6= dλ, then there exists τi ∈ Bn such that τiσ > σ and τiσ is a
suffix of dλ, so that τiσ ∈ Dλ, i.e. σ ∈ Ai(λ). This shows that Tσc can be involved
with nonzero coefficient in the expression for v only when σ = dλ, i.e. v has to be
a scalar multiple of Tdλc.
Now Tdλc is an eigenvector for all operators (Ti)M . Moreover, the 1-dimensional
Hn-submodule of M spanned by Tdλc is isomorphic to kalt if and only if χdλ(Ti) is
equal to −1 for each i such that dλ ∈ Bi(λ). Since the conjugation by wn (respec-
tively, by wλ) map Bn (respectively, Bλ) onto itself, we have dλBλd
−1
λ ⊂ Bn. This
means that
{τi | dλ ∈ Bi(λ)} = dλBλd
−1
λ .
Since dλτjd
−1
λ = τdλ(j) and χdλ(Tdλ(j)) = χ(Tj) for each τj ∈ Bλ, the previous
condition on χdλ is equivalent to the condition that χ is alternating. 
Lemma 1.4. Suppose that q 6= 0. Let M = k(χ) ⊗Hλ Hn be the right Hn-module
induced from a 1-dimensional representation χ of the parabolic subalgebra Hλ. Con-
sidering the dual space M∗ as a left Hn-module with respect to the natural action
of Hn, we have M
∗ ∼= Hn ⊗Hλ k(χ).
Proof. SinceM∗ ∼= HomHλ
(
Hn, k(χ)
)
, the conclusion is a consequence of the Frobe-
nius reciprocity. 
Put T˜i = q−1−Ti for each i = 1, . . . , n−1. The assignment Ti 7→ T˜i extends to an
involutive automorphism of Hn. We denote by M˜ the Hn-module whose underlying
vector space coincides with M , but the new action of Ti is given by the original
action of T˜i.
Lemma 1.5. If M = Hn ⊗Hλ k(χ), then M˜
∼= Hn ⊗Hλ k(χ˜) where χ˜ : Hλ → k is
the 1-dimensional representation such that
χ˜(Ti) = χ(T˜i) = q − 1− χ(Ti) for each i with τi ∈ Bλ.
Proof. Let c be the canonical generator of M . Then T˜ic = χ˜(Ti)c for each i such
that τi ∈ Bλ. Clearly c generates also M˜ . Hence there is a surjective homomorphism
Hn⊗Hλ k(χ˜)→ M˜ which has to be bijective since the two modules here have equal
dimensions. 
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Lemma 1.6. Suppose that q 6= −1. Let M and N be two left Hn-modules. Given a
k-linear map ϕ : N →M, the following conditions are equivalent :
(a) for each i = 1, . . . , n − 1 there exists a k-linear map ψi : N → M such that
ϕ = ψiTi − Tiψi (i.e. ϕ(x) = ψi(Tix)− Tiψi(x) for all x ∈ N),
(b) ϕ is a homomorphism of Hn-modules N → M˜ .
If q = −1, then (a) ⇒ (b).
Proof. Note that Ti + T˜i = q − 1 and TiT˜i = −q. If ψi satisfies (a), then
ϕTi − T˜iϕ = ψiT
2
i − (Ti + T˜i)ψiTi + TiT˜iψi = ψi
(
T 2i − (q − 1)Ti − q
)
= 0.
Hence (a) implies that ϕTi = T˜iϕ for all i, i.e. ϕ ∈ HomHn(N, M˜). Conversely, if
ϕTi = T˜iϕ, then taking ψi = (q + 1)
−2(T˜i − Ti)ϕ, we get
ψiTi − Tiψi = (q + 1)
−2(T˜i − Ti)
2ϕ = ϕ
since (T˜i − Ti)
2 = (T˜i + Ti)
2 − 4TiT˜i = (q − 1)
2 + 4q = (q + 1)2. 
Lemma 1.7. Suppose that q = −1. Let M = Hn ⊗Hλ k and N = Hn ⊗Hµ k
be Hn-modules induced from the 1-dimensional representations of two parabolic
subalgebras. Denote by c and c′ their canonical generators. For a homomorphism
ϕ : N →M the following conditions are equivalent :
(a) ϕ factors through a free Hn-module,
(b) ϕ(c′) ∈ xµM where xµ =
∑
σ∈Sµ
Tσ,
(c) ϕ(c′) ∈ (Ti + 1)M for each i such that τi ∈ Bµ ,
(d) for each i = 1, . . . , n− 1 there exists a k-linear map ψi : N →M such that
ϕ = Tiψi + ψiTi + 2ψi, i.e. ϕ = ψiTi − T˜iψi where T˜i = −2− Ti.
The space of all homomorphisms N →M satisfying (a) – (d) has a basis indexed by
the set {π ∈ µDλ | Sµ ∩πSλπ
−1 = e} of distinguished representatives of the double
cosets with the trivial intersection property.
Proof. (a)⇒ (b) Since the algebraHµ is Frobenius, its socle contains the left module
k with multiplicity 1. The unique 1-dimensional left ideal of Hµ is spanned by xµ. If
F is any free Hn-module, then F is free also as an Hµ-module, and therefore every
homomorphism N → F sends c′ into xµF . From a factorization N → F →M of ϕ
we deduce that ϕ(c′) ∈ xµM .
(b)⇒ (c) This is clear since xµ = (Ti + 1)
∑
σ∈D(〈τi〉\Sµ)
Tσ where 〈τi〉 is the
2-element subgroup of Sµ generated by τi.
(c)⇒ (d) Let us fix i and construct the desired map ψi by specifying its values
on the basis elements {Tσc
′ | σ ∈ Dµ} of N .
If σ ∈ Bi(µ), then τiσ = στj for some τj ∈ Bµ. Hence TiTσ = Tτiσ = TσTj. The
equality ϕ(v) = Tiψi(v)+ψi(Tiv)+ 2ψi(v) for the element v = Tσc
′ is equivalent to
ϕ(v) = (Ti+1)ψi(v) since Tiv = −v. An element ψi(v) ∈M satisfying the required
equality can be found. Indeed, ϕ(v) = Tσϕ(c
′) ∈ (Ti+1)M since ϕ(c
′) ∈ (Tj+1)M .
Suppose now that σ ∈ Ai(µ). In this case we put
ψi(Tσc
′) = 0 and ψi(Tτiσc
′) = ϕ(Tσc
′).
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Then the equality ϕ(v) = Tiψi(v)+ψi(Tiv)+ 2ψi(v) holds for v = Tσc
′ and also for
v = Tτiσc
′ = TiTσc
′. In this way the value of ψi has been determined on all basis
elements of N .
(d)⇒ (c) If τi ∈ Bµ, then Tic
′ = −c′, whence
ϕ(c′) = (Tiψi + ψiTi + 2ψi)(c
′) = (Ti + 1)ψi(c
′) ∈ (Ti + 1)M.
(c)⇒ (b) For π ∈ µDλ let Sν(π) = Sµ ∩ πSλπ
−1. We have M =
⊕
π∈ µDλ
M(π)
where M(π) is the Hµ-submodule of M with a basis
{Tσπc | σ ∈ D(Sµ/Sν(π))}.
Since HomHµ
(
k,M(π)
)
∼= k for each π, the vector space HomHn(N,M) has a basis
{ϕπ | π ∈ µDλ} where the homomorphism ϕπ : N →M is defined by the rule
ϕπ(c
′) =
∑
σ∈D(Sµ/Sν(pi))
Tσπc ∈M(π).
We can write ϕ =
∑
απϕπ with απ ∈ k. If τi ∈ Bµ, then (Ti + 1)M is a direct
sum of its subspaces (Ti+1)M(π), whence the condition ϕ(c
′) ∈ (Ti+1)M implies
that ϕπ(c
′) ∈ (Ti + 1)M for each π ∈ µDλ such that απ 6= 0. If τi ∈ Bν(π) for some
π, then TiTπc = −Tπc, and since the elements Tσc with σ ∈ Dλ, σ 6= π span a
Ti-invariant subspace, we deduce that ϕπ(c
′) /∈ (Ti + 1)M . In this case απ = 0. On
the other hand, if Sν(π) = e, then the Hµ-module M(π) is freely generated by Tπc,
which shows that ϕπ(c
′) = xµTπc ∈ xµM .
(b)⇒ (a) Let p ∈ M be such that ϕ(c′) = xµp. Then ϕ is the composite of the
homomorphismN → Hn sending c
′ to xµ and the homomorphismHn →M sending
1 to p.
In the course of the proof we have seen that ϕ satisfies the equivalent conditions
(b) and (c) if and only if ϕ is a linear combination of the homomorphisms ϕπ with
π ∈ µDλ and Sν(π) = e. This establishes the final conclusion. 
2. Complexes associated with representations of Hn
Given an ordered collection of subspaces U1, . . . , Un−1 of a vector space M , we
denote by K•
(
M ; (Ui)
)
the complex of vector spaces
0 −→ Kn −→ . . . −→ Ki
∂i−→ Ki−1 −→ . . . −→ K0 −→ 0
constructed as follows. For 0 ≤ i ≤ n put
Ki = Υi/(Υi ∩ Σi) where Υi =
⋂
j<i Uj and Σi =
∑
j>i Uj
with the convention that Υ0 = Υ1 = M and Σn−1 = Σn = 0. The differentials ∂i
are induced by the inclusions Υi ⊂ Υi−1, Σi ⊂ Σi−1.
Exactness of this complex gives an inductive step for the verification that the
lattice of subspaces ofM generated by U1, . . . , Un−1 is distributive [18, Ch. 1, Prop.
7.2]. Complexes of this kind are responsible for Koszulness of the graded algebras,
as discussed in the next section.
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We are interested in the case when M is a left module over the Hecke algebra
Hn = Hn(q) and the subspaces U1, . . . , Un−1 are defined by one of the two condi-
tions below:
(a) Ui = Ker (Ti − q)M for each i,
(b) Ui = Im (Ti + 1)M for each i.
where we denote by xM the linear operator by which an element x ∈ Hn acts on
M . Since (Ti − q)(Ti + 1) = 0, we have
(Ti + 1)M ⊂ Ui ⊂ Ker (Ti − q)M
both in (a) and (b). If q 6= −1 then (a) is equivalent to (b), and so there is a differ-
ence between the two conditions only when q = −1.
For each i = 0, . . . , n we have identified Si with the subgroup of Sn generated
by the set of basic transpositions {τj | 0 < j < i}. Denote by S
▽
i the subgroup of
Sn generated by {τj | i < j < n}. Thus S
▽
i
∼= Sn−i. In particular, S
▽
i is the trivial
subgroup e for i = n and for i = n− 1.
Lemma 2.1. For 0 ≤ i < n consider the following elements of Hn :
xi =
∑
σ∈Di
Tσ , yi =
∑
σ∈D▽
i
(−1)ℓ(σ)qn−1−i−ℓ(σ)Tσ.
where Di = D(Si+1/Si) and D
▽
i = D(S
▽
i+1\S
▽
i ) are the sets of distinguished coset
representatives. Then
(i) xi maps Υi to Υi+1 and yi maps Σi to Σi+1,
(ii) xiyi induces a linear map si : Ki → Ki+1,
(iii) ∂i+1si + si−1∂i = [n]q Id, assuming that s−1 = 0.
If [n]q 6= 0 then the complex K•
(
M ; (Ui)
)
is exact.
Proof. The inclusions xiΥi ⊂ Υi+1 and yiΣi ⊂ Σi+1 are special cases of Lemma 2.2
(see below) applied, respectively, to the pairs of Young subgroups Si ⊂ Si+1 and
S
▽
i+1 ⊂ S
▽
i . The subspace Uk is stable under the action of any Tj with |j − k| > 1
since TjTk = TkTj. It follows that Υi is stable under any Tσ with σ ∈ S
▽
i , and
therefore yiΥi ⊂ Υi. On the other hand, Σi+1 is stable under any Tσ with σ ∈ Si+1,
which yields xiΣi+1 ⊂ Σi+1. Hence xiyi maps Υi to Υi+1 and Σi to Σi+1. Thus (i)
and (ii) have been checked. Next, note that
Di = {e, τi, τi−1τi, . . . , τ1τ2 · · · τi},
D▽i = {e, τi+1, τi+1τi+2, . . . , τi+1τi+2 · · · τn−1}
Suppose that 0 < i < n. Then Di = {e} ∪ Di−1τi and D
▽
i−1 = {e} ∪ τiD
▽
i . Since
Te = 1, Tστi = TσTi for σ ∈ Di−1 and Tτiσ = TiTσ for σ ∈ D
▽
i , we get
xi = 1 + xi−1Ti , yi−1 = q
n−i − Tiyi ,
xiyi + xi−1yi−1 = (1 + xi−1Ti)yi + xi−1
(
qn−i − Tiyi
)
= yi + q
n−ixi−1 .
12
If j > i then Tjv+ v ∈ (Tj + 1)M ⊂ Uj ⊂ Σi for all v ∈M . Hence Tσv ≡ (−1)
ℓ(σ)v
modulo Σi for σ ∈ D
▽
i , and therefore
yiv ≡
n−i−1∑
k=0
qkv modulo Σi .
If j < i, then Tjv = qv for all v ∈ Υi. Hence Tσv = q
ℓ(σ)v for σ ∈ Di−1, and
therefore xi−1v =
i−1∑
k=0
qkv . It follows that
(xiyi + xi−1yi−1)v = yiv + q
n−ixi−1v ≡
n−1∑
k=0
qkv modulo Υi ∩ Σi
for all v ∈ Υi. Since the map ∂i+1si + si−1∂i : Ki → Ki is induced by the action of
the element xiyi + xi−1yi−1 on M , this proves (iii) when 0 < i < n.
Note also that x0 = 1, while y0v ≡ [n]qv modulo Σ0 for all v ∈M . At the upper
boundary yn−1 = 1, while xn−1v = [n]qv for all v ∈ Υn. Hence ∂1s0 = [n]q Id on
K0 and sn−1∂n = [n]q Id on Kn, which yields (iii) for i = 0 and i = n. The final
conclusion is immediate from (iii). 
Lemma 2.2. For each Young subgroup Sλ of Sn put
Υ(λ) =
⋂
{j | τj∈Bλ}
Uj and Σ(λ) =
∑
{j | τj∈Bλ}
Uj.
Suppose that Sλ and Sµ are two Young subgroups such that Sλ ⊂ Sµ. Then
xΥ(λ) ⊂ Υ(µ) and yΣ(µ) ⊂ Σ(λ)
where x =
∑
σ∈D(Sµ/Sλ)
Tσ and y =
∑
σ∈D(Sλ\Sµ)
(−1)ℓ(σ)qm−ℓ(σ)Tσ with
m = max{ℓ(σ) | σ ∈ D(Sλ\Sµ)}.
Proof. Fix any basic transposition τi ∈ Bµ. As in section 1 we have
D(Sµ/Sλ) = A ∪ τiA ∪B, D(Sλ\Sµ) = A
−1 ∪ A−1τi ∪B
−1
(disjoint unions) where A = Sµ ∩ Ai(λ) and B = Sµ ∩Bi(λ). Hence
x = (Ti + 1)
∑
σ∈A
Tσ +
∑
σ∈B
Tσ ,
y =
∑
σ∈A−1
(−1)ℓ(σ)qm−1−ℓ(σ)Tσ(q − Ti) +
∑
σ∈B−1
(−1)ℓ(σ)qm−ℓ(σ)Tσ .
Recall that (Ti + 1)M ⊂ Ui. Suppose that σ ∈ B. Then τiσ = στj > σ for some
τj ∈ Bλ, and therefore TiTσ = TσTj. For each v ∈ Υ(λ) we have TiTσv = qTσv
since Tjv = qv. Moreover, in case (b) v = (Tj + 1)w for some w ∈ M , and then
Tσv = (Ti+1)Tσw. It follows that Tσv ∈ Ui both in (a) and (b). Since this inclusion
holds for each σ ∈ B, we deduce that xΥ(λ) ⊂ Ui.
13
Similarly, if σ ∈ B−1, then TσTi = TjTσ for some j such that τj ∈ Bλ. For each
v ∈ Ui we have Tiv = qv, whence TjTσv = qTσv. Moreover, in case (b) v = (Ti+1)w
for some w ∈M , and then Tσv = (Tj +1)Tσw. Hence Tσv ∈ Uj ⊂ Σ(λ) both in (a)
and (b). Since q − Ti annihilates Ui, it follows that yUi ⊂ Σ(λ). 
Lemma 2.3. Let χ : Hλ → k be a 1-dimensional representation of a parabolic
subalgebra Hλ of Hn. Consider the standard basis {vσ | σ ∈ Dλ} of the induced
Hn-module M = Hn ⊗Hλ k(χ) where vσ = Tσc in the notation of section 1. Then
Ker (Ti − q)M is spanned by the elements
{vτiσ + vσ | σ ∈ Ai(λ)} ∪ {vσ | σ ∈ Bi(λ) and χσ(Ti) = q}
and Im (Ti + 1)M is spanned by the elements
{vτiσ + vσ | σ ∈ Ai(λ)} ∪ {vσ | σ ∈ Bi(λ) and χσ(Ti) 6= −1}.
Proof. The module M is a direct sum of Ti-invariant subspaces M(σ) with σ in
Ai(λ)∪Bi(λ) whereM(σ) is spanned by two elements vσ, vτiσ for σ ∈ Ai(λ) and by
the single element vσ for σ ∈ Bi(λ). Obviously Ker (Ti − q)M and Im (Ti + 1)M are
sums of their intersections with those subspaces. From the formulas for the action
of Ti on M it is clear that
Ker (Ti − q)M ∩M(σ) = Im (Ti + 1)M ∩M(σ) = k(vτiσ + vσ)
when σ ∈ Ai(λ). If σ ∈ Bi(λ), then vσ is an eigenvector for the operator (Ti)M with
the eigenvalue χσ(Ti). In this case vσ ∈ Ker (Ti− q)M if and only if χσ(Ti) = q, and
vσ ∈ Im (Ti + 1)M if and only if χσ(Ti) 6= −1. 
By Lemma 2.1 the complex K•
(
M ; (Ui)
)
is exact for any left Hn-moduleM when
[n]q 6= 0. If q = 0, then this result does apply since [n]q = 1 in this case. For arbi-
trary q we have to restrict the class of Hn-modules:
Proposition 2.4. Let M be a finite dimensional Hn-module whose indecomposable
direct summands all have 1-dimensional sources. With subspaces U1, . . . , Un−1 de-
fined by either (a) or (b) the complex K•
(
M ; (Ui)
)
is exact.
Proof. Note that each Ui depends on M functorially, and therefore the construction
of K•
(
M ; (Ui)
)
gives a functor from the category of Hn-modules to the category of
complexes. Since this functor is additive, the conclusion of Proposition 2.4 holds for
any givenHn-moduleM if and only if the conclusion holds for each indecomposable
direct summand of M . This shows that it suffices to give the proof assuming that
M = Hn⊗Hλ k(χ) for some 1-dimensional representation χ : Hλ → k of a parabolic
subalgebra of Hn.
By Lemma 2.1 the conclusion is true when q = 0. Suppose that q 6= 0. Consider
the parabolic subalgebra Hλ(0) of the 0-Hecke algebra Hn(0) corresponding to the
same composition λ of n. Let T˚1, . . . , T˚n−1 stand for the canonical generators of
Hn(0). There is a 1-dimensional representation ξ : Hλ(0) → k defined on the gen-
erators {T˚i | 0 < i < n, τi ∈ Sλ} of Hλ(0) as follows. When q 6= −1 set
ξ(T˚i) = 0 if χ(Ti) = q and ξ(T˚i) = −1 if χ(Ti) = −1.
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When q = −1 set
ξ(T˚i) = 0 in case (a) and ξ(T˚i) = −1 in case (b).
Let {vσ | σ ∈ Dλ} be the standard basis of M and {v
0
σ | σ ∈ Dλ} a similar basis
of the induced Hn(0)-module M
0 = Hn(0) ⊗Hλ(0) k(ξ). The assignments vσ 7→ v
0
σ
define a linear isomorphism M ∼= M0. In view of Lemma 2.3 the subspace Ui of
M is mapped onto a similar subspace U0i = {v ∈ M
0 | T˚iv = 0} of M
0, for each
i = 1, . . . , n − 1. Hence the complex K•
(
M ; (Ui)
)
is isomorphic to K•
(
M0; (U0i )
)
.
But the latter complex is exact, as we have observed already. 
Corollary 2.5. Under the same assumption about M the complex K•
(
M ; (Ui)
)
is
exact also when Ui = (Ti − q)M for each i = 1, . . . , n− 1.
Proof. Let M˜ be M with the Hn-module structure twisted by the automorphism of
Hn sending Ti to q− 1−Ti for each i. The Hn-module M˜ has the same submodules
as M , but with the twisted action of Hn. So it follows from Lemma 1.5 that all
indecomposable direct summands of M˜ have 1-dimensional sources provided this
holds forM . Since Ti−q acts onM as −(Ti+1) acts on M˜ , we have Ui = (Ti+1)M˜ .
Therefore Corollary 2.5 follows from Proposition 2.4 applied to M˜ . 
If [n]q 6= 0 then the conclusion of Corollary 2.5 holds without any restriction on
M in view of Lemma 2.1. In particular, this is true for q = 0.
3. Koszulness of the R-symmetric algebras
Let A =
⊕∞
n=0An be a quadratic graded algebra generated by some vector space
V = A1. This means that A ∼= T(V )/I where I is the ideal of the tensor algebra
T(V ) generated by a vector subspace U ⊂ V ⊗2. The books [16] and [18] provide
general reference on quadratic algebras. For each n > 1 and 0 < i < n put
U
(n)
i = V
⊗(i−1) ⊗ U ⊗ V ⊗(n−i−1) ⊂ V ⊗n = Tn(V )
and Υ(n) =
⋂n−1
i=1 U
(n)
i . Put also Υ
(0) = k and Υ(1) = V . The right Koszul complex
K•(A) is the complex of right A-modules
. . . −→ Υ(i) ⊗A
∂i−→ Υ(i−1) ⊗A −→ . . . −→ V ⊗A −→ A −→ 0
where ∂i , for each i > 0, is the restriction of the A-linear map
V ⊗i ⊗A −→ V ⊗(i−1) ⊗A, (t⊗ v)⊗ a 7→ t⊗ va
for t ∈ V ⊗(i−1), v ∈ V and a ∈ A. The grading of A gives rise to a decomposition
of K•(A) into a direct sum of subcomplexes
K
(n)
• (A) : 0 −→ Υ
(n) −→ Υ(n−1) ⊗A1 −→ . . . −→ V ⊗An−1 −→ An −→ 0 .
There is an isomorphism of complexes K
(n)
• (A) ∼= K•
(
V ⊗n; (U
(n)
i )
)
, the latter hav-
ing been defined in section 2. Indeed, letting Υ
(n)
i =
⋂
j<i U
(n)
j , Σ
(n)
i =
∑
j>i U
(n)
j ,
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we have
Υ
(n)
i = Υ
(i) ⊗ V ⊗(n−i), Σ
(n)
i = V
⊗i ⊗ Σ
(n−i)
0 , Υ
(n)
i ∩ Σ
(n)
i = Υ
(i) ⊗ Σ
(n−i)
0 .
Since Σ
(k)
0 =
∑k−1
j=1 U
(k)
j coincides with the kth homogeneous component of the ideal
I, it follows that V ⊗k/Σ
(k)
0
∼= Ak for each k. Hence
Υ
(n)
i /(Υ
(n)
i ∩ Σ
(n)
i )
∼= Υ(i) ⊗An−i .
It is easy to see that these linear isomorphisms between the homogeneous compo-
nents of the two complexes are compatible with the differentials.
Note that H0
(
K•(A)
)
∼= A/A+ ∼= k where A+ = V A =
∑
n>0An. The algebra
A is said to be Koszul if the complex K•(A) is acyclic in all positive degrees, i.e.
K•(A) is a resolution of the trivial right A-module k. There are several equivalent
characterizations of this property (see [18]). By a fundamental result of Backelin [1]
A is Koszul if and only if U
(n)
1 , . . . , U
(n)
n−1 generate a distributive lattice of subspaces
of V ⊗n for each n > 1. From this it is easy to see that Koszulness of an algebra is
a left-right symmetric property.
Assume further on that dimV < ∞. Then dimAn < ∞ for all n. The Hilbert
series hA(t) of A is the formal power series in one indeterminate t whose coefficients
are the dimensions of the homogeneous components An:
hA(t) =
∑
(dimAn) t
n.
For each n identify Tn(V
∗) with the dual of the vector space Tn(V ) using the bi-
linear pairing
〈f1 ⊗ . . .⊗ fn, v1 ⊗ . . .⊗ vn〉 =
∏
fi(vi).
The quadratic dual A! of A is the factor algebra of the tensor algebra T(V ∗) by the
ideal generated by the subspace
U⊥ = {f ∈ T2(V
∗) | 〈f, U〉 = 0} ⊂ T2(V
∗).
The nth homogeneous component of this ideal is then the subspace
n−1∑
i=1
(U
(n)
i )
⊥ = (Υ(n))⊥ ⊂ Tn(V
∗).
Hence A!n = Tn(V
∗)/(Υ(n))⊥ ∼= (Υ(n))∗, and it follows that
hA!(t) =
∑
(dimΥ(n)) tn.
If A is Koszul, then
∑n
i=0(−1)
i(dimAi)(dimΥ
(n−i)) = 0 for each n > 0, which
entails the well-known relation between the Hilbert series of A and A! :
hA(−t)hA!(t) = 1.
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Let R be a Hecke symmetry on a vector space V , and let 0 6= q ∈ k be the param-
eter of the Hecke relation satisfied by R. For each n ≥ 0 there is a representation of
the Hecke algebra Hn = Hn(q) in Tn(V ) such that each generator Ti , 0 < i < n,
acts by means of the linear operator
R
(n)
i = Id
⊗(i−1)⊗R⊗ Id⊗(n−i−1) .
Recall that H0 = H1 = k. We assume that dimV <∞.
The algebras S(V,R) and Λ(V,R) are defined as the factor algebras of T(V ) by
the ideals generated, respectively, by the subspaces
Im (R − q · Id) and Ker (R− q · Id) of T2(V ).
Theorem 3.1. Suppose that R satisfies the 1-dimensional source condition. Then
the R-symmetric algebra S(V,R) and the R-skewsymmetric algebra Λ(V,R) are
Koszul. Their Hilbert series satisfy the relation hS(V,R)(t)hΛ(V,R)(−t) = 1.
Proof. In terms of the Hn-module structure arising from R the previously defined
subspaces of Tn(V ) are
U
(n)
i =
{
Im (R
(n)
i − q · Id) = Im (Ti − q)Tn(V ) when A = S(V,R),
Ker (R
(n)
i − q · Id) = Ker (Ti − q)Tn(V ) when A = Λ(V,R).
The assumption about R means that each indecomposable direct summand of the
Hn-module Tn(V ) has a 1-dimensional source. Hence the complex K•
(
V ⊗n, (U
(n)
i )
)
is exact, for each n > 0, by Proposition 2.4 and Corollary 2.5. Hence so is the iso-
morphic complex K
(n)
• (A). Since K
(0)
• (A) is concentrated in degree 0, it follows that
Hi
(
K•(A)
)
= Hi
(
K
(0)
• (A)
)
= 0 for all i > 0.
Let Υ(n) =
⋂n−1
i=1 U
(n)
i be defined with respect to A = Λ(V,R), i.e.
Υ(n) = {u ∈ Tn(V ) | Tiu = qu for each i = 1, . . . , n− 1}.
This is the largest subspace of Tn(V ) on which Hn operates trivially. On the other
hand, Sn(V,R) is the largest factor space of Tn(V ) on which Hn operates trivially.
It follows that
dimΛ!n(V,R) = dimΥ
(n) = dimHomHn(ktriv , V
⊗n),
dim Sn(V,R) = dimHomHn(V
⊗n, ktriv),
whence dimΛ!n(V,R) = dim Sn(V,R) according to Lemma 1.2. The relation between
the Hilbert series of S(V,R) and Λ(V,R) follows now from the relation between hA
and hA! . 
There are several transformations of the Hecke symmetry R. Put
R˜ = (q − 1) Id−R = −qR−1 and Rop = τR τ
where τ is the flip operator v1 ⊗ v2 7→ v2 ⊗ v1 on T2(V ). Let R
∗ be the linear
operator on T2(V
∗) ∼= T2(V )
∗ adjoint to R. Given an algebra A, we denote by Aop
the algebra with the same set of elements but with the opposite multiplication.
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Lemma 3.2. The operators R˜, Rop, R∗ are Hecke symmetries with the same pa-
rameter q as R. We have
S(V,Rop) ∼= S(V,R)op, S(V ∗, R∗) = Λ(V,R)!,
Λ(V,Rop) ∼= Λ(V,R)op, Λ(V ∗, R∗) = S(V,R)!.
If q 6= −1, then S(V, R˜) = Λ(V,R) and Λ(V, R˜) = S(V,R) .
All verifications are straightforward. Note also that these Hecke symmetries R˜,
Rop, R∗ satisfy the 1-dimensional source condition provided so does R. If R satisfies
the trivial source condition, so do Rop and R∗. The inverse operator R−1 is a Hecke
symmetry with parameter q−1 giving rise to the same pair of quadratic graded al-
gebras as the pair S(V,R), Λ(V,R) obtained from R.
We end this section with an example showing that S(V,R), Λ(V,R) are not al-
ways Koszul. Let V be a 2-dimensional vector space with a basis x, y. Assume that
chark 6= 2. We start with the R-matrix RH0.2 in the notation of Hietarinta [12, p.
1732]: 
1 0 0 1
0 1 1 0
0 1 −1 0
−1 0 0 1

In a slightly different form an equivalent matrix appeared under the label R1 in
the list of Hlavaty´ [13, p. 1663]. This matrix represents an operator satisfying the
quantum Yang-Baxter equation. Composing with the flip of tensorands we obtain a
diagonalizable operator satisfying the braid equation whose characteristic polyno-
mial is (t2 − 2t+ 2)2. A final scaling yields the matrix
q − 1
2

1 0 0 1
0 1 −1 0
0 1 1 0
−1 0 0 1
 , q2 = −1,
of a Hecke symmetry with eigenvalues −1, q where q is a primitive 4th root of 1. The
matrix is written in the basis x2, xy, yx, y2 of T2(V ). One eigenspace of R is spanned
by y2− qx2, xy− qyx. It gives the defining relations y2 = qx2, xy = qyx of S(V,R).
The first relation shows that y2 is central in S(V,R). But xy2 = −y2x according to
the second relation, whence xy2 = 0. From this it is clear that S3(V,R) = 0.
Similarly, the algebra Λ(V,R) has the defining relations x2 = qy2, yx = qxy. It
is isomorphic to S(V,R). Hence
hS(V,R)(t) = hΛ(V,R)(t) = 1 + 2t+ 2t
2.
Moreover, the quadratic dual algebras are isomorphic to the original ones. Thus the
standard relation between their Hilbert series is not satisfied.
In this example H4 is the first nonsemisimple algebra in the family of Hecke alge-
bras. Since all its proper parabolic subalgebras are semisimple, the indecomposable
H4-modules with a 1-dimensional source are either 1-dimensional or projective. It
can be checked that the H4-module V
⊗4 is a direct sum of simple 2-dimensional
submodules. There are two nonisomorphic simple modules of dimension 2. One of
them is projective, but the other is not. Thus R does not satisfy the 1-dimensional
source condition.
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4. Nondegeneracy of the multiplication maps
The aim of this section is to prove that the R-skewsymmetric algebra Λ = Λ(V,R)
is Frobenius under suitable assumptions. Recall that Λ = T/I where T = T(V ) is
the tensor algebra of V and I is its homogeneous ideal generated by the subspace
U = Ker (R − q · Id) of T2. We will be omitting the sign ⊗ when referring to the
multiplication in T.
The next lemma provides the main step in tackling the problem. Recall that we
denote by S1,k−1 the subgroup of Sk generated by {τi | 1 < i < k}.
Lemma 4.1. Fix some n > 1 and put
Lk = {a ∈ Tk | aTn−k ⊂ In} for 0 ≤ k < n,
yk =
∑
σ∈D(S1,k−1\Sk)
(−1)ℓ(σ)qk−1−ℓ(σ)Tσ ∈ Hk for each k > 0.
If 0 < k < n, then yk maps Lk into V Lk−1.
Proof. Note that V Lk−1 = {b ∈ Tk | bTn−k+1 ⊂ V In}. Thus we have to show that
(ykLk)Tn−k+1 ⊂ V In. Let a ∈ Lk. Then aTn−k ⊂ In, whence
aTn−k+1 = aTn−kV ⊂ InV ⊂ In+1.
We will work inside the Hn+1-module Tn+1. In conformance with the notation of
section 2 put Ui = Ker (Ti − q)Tn+1 for each i = 1, . . . , n. Note that
In+1 =
n∑
i=1
Ui , V In =
n∑
i=2
Ui , InV =
n−1∑
i=1
Ui .
By Lemma 2.2 applied with Sλ = S1,n, Sµ = Sn+1 and n replaced by n + 1 we
get yn+1In+1 ⊂ V In . Therefore
yn+1(aTn−k+1) ⊂ V In .
Since D(S1,k−1\Sk) = {e, τ1, τ1τ2 , . . . , τ1τ2 · · · τk−1}, we have
yk =
k−1∑
i=0
(−1)iqk−1−ipi where p0 = 1, p1 = T1, pi = T1T2 · · ·Ti for i > 1.
In particular, yn+1 =
∑n
i=0(−1)
iqn−ipi. As follows immediately from the braid re-
lations between T1, . . . , Tn, the element pn has the property that Ti+1pn = pnTi,
and therefore
(Ti+1 − q)pn = pn(Ti − q),
for each i = 1, . . . , n−1. Since pn is invertible in Hn+1, we deduce that pnUi = Ui+1
for those values of i. Hence pn maps InV , and in particular the subspace aTn−k+1,
into V In.
If i < n, then pi = pnT
−1
n · · ·T
−1
i+1. For each j = k + 1, . . . , n the element Tj
operates on the second space in the decomposition Tn+1 = Tk ⊗ Tn−k+1, which
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implies that aTn−k+1 = a ⊗ Tn−k+1 is stable under the action of Tj and T
−1
j . It
follows that
pi(aTn−k+1) ⊂ V In whenever k ≤ i ≤ n.
Now yk = q
k−1−n(yn+1 −
∑n
i=k(−1)
iqn−ipi). The previous inclusions entail
yk(aTn−k+1) ⊂ V In .
Since for each j = 1, . . . , k − 1 the element Tj operates on the first space in the
decomposition Tn+1 = Tk ⊗ Tn−k+1, so too does yk. Hence
(yka)Tn−k+1 = yk(aTn−k+1) ⊂ V In ,
yielding yka ∈ V Lk−1. 
The reader should note that the proof of Lemma 4.1 uses only the braid relations
between T1, . . . , Tn. Therefore Lemma 4.1 holds more generally when R is a linear
operator on V ⊗2 satisfying the braid equation but not necessarily the quadratic
Hecke equation, and q is any eigenvalue of R used in the definition of Λ. Such an
operator (called a Yang-Baxter operator in the literature) gives rise to represen-
tations of the Artin braid groups Bk. The elements Tσ with σ ∈ Sk make sense
in Bk, and the element yk is defined for each k in the group algebra of Bk. This
observation will be essential later (see Lemma 6.5).
Lemma 4.2. Suppose that Λn 6= 0 for some n > 1. If 0 6= a ∈ Λk where either
k = 1 or k = 2, then aΛn−k 6= 0 and Λn−k a 6= 0.
Proof. In the notation of Lemma 4.1 L0 = 0 since T0 = k and Tn 6= In. By Lemma
4.1 y1L1 ⊂ V L0 = 0 and y2L2 ⊂ V L1. Since y1 = 1, we get L1 = 0. Hence y2L2 = 0.
This means that L2 ⊂ Ker (T1 − q)T2 = I2 since y2 = q − T1. In fact L2 = I2 since
the opposite inclusion is obvious. Thus Lk = Ik for k = 1 and for k = 2. Passing to
the factor algebra Λ = T/I, we deduce that Λn−k has zero left annihilator in Λk. In
view of Lemma 3.2 we can apply this conclusion also to Λop. Hence Λn−k has zero
right annihilator in Λk. 
Corollary 4.3. Suppose that dimΛn = 1 and Λn+1 = 0. If n = 2 or n = 3, then Λ
is a Frobenius algebra.
Proof. By Lemma 4.2 the bilinear pairings Λk × Λn−k → Λn arising from the mul-
tiplication in Λ are nondegenerate for k = 1 and k = 2. 
Lemma 4.4. Let M be a finite dimensional Hn-module whose indecomposable di-
rect summands all have trivial sources. Let Sλ be a Young subgroup of Sn and
y =
∑
σ∈D(Sλ\Sn)
(−1)ℓ(σ)qm−ℓ(σ)Tσ with m = max{ℓ(σ) | σ ∈ D(Sλ\Sn)}.
Put Σ(λ) =
∑
{i | τi∈Bλ}
Ui and Σ(n) =
∑n−1
i=1 Ui where Ui = Ker (Ti − q)M for
each i. Then
{a ∈M | ya ∈ Σ(λ)} = Σ(n).
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Proof. The inclusion yΣ(n) ⊂ Σ(λ) is a special case of Lemma 2.2. So we have only
to prove that a ∈ Σ(n) for each a ∈ M such that ya ∈ Σ(λ). This assertion holds
for any given Hn-module M if and only if it holds for each indecomposable direct
summand of M . Therefore we may assume that M = Hn ⊗Hν ktriv where Hν is a
parabolic subalgebra of Hn.
If Hν 6= k, then Tj ∈ Hν for some j. In this case Tjc = qc where c is the canonical
generator ofM , whence c ∈ Uj ⊂ Σ(n). Observing that (Ti+1)M ⊂ Ui ⊂ Σ(n) for
each i = 1, . . . , n−1, we see that Σ(n) is stable under the action of all T1, . . . , Tn−1,
i.e. Σ(n) is an Hn-submodule ofM . But then Σ(n) =M , and the desired conclusion
is obviously true.
It remains to consider the case when Hν = k, and therefore M = Hn is a cyclic
free Hn-module. Since Hn is a free module over its subalgebra k + kTi, we deduce
that Ui = (Ti + 1)M for each i = 1, . . . , n− 1. Hence M/Σ(n) is the largest factor
module of M on which each Ti operates as minus identity transformation. Clearly(
M/Σ(n)
)∗ ∼= HomHn(M, kalt) ∼= k,
which shows that Σ(n) is a subspace of codimension 1 in M .
The subspace Y = {a ∈ M | ya ∈ Σ(λ)} contains Σ(n) by Lemma 2.2. Suppose
that Y 6= Σ(n). Then we must have Y =M . In particular, 1 ∈ Y , which means that
y ∈ Σ(λ). However,
Σ(λ) =
∑
{i|τi∈Bλ}
(Ti + 1)M = JM = JHn
where J is the ideal ofHλ generated by {Ti+1 | τi ∈ Bλ}, i.e. J is the annihilator of
the alternating representation of Hλ. Since Hn is a free left Hλ-module with a basis
{Tσ | σ ∈ D(Sλ\Sn)}, the inclusion y ∈ JHn entails 1 ∈ J , which is impossible.
This contradiction proves that Y = Σ(n). 
Theorem 4.5. Suppose that R satisfies the trivial source condition. Suppose also
that dimΛn(V,R) = 1 and Λn+1(V,R) = 0 for some n > 0. Then Λ(V,R) is a
Frobenius algebra, while S(V,R) is a Gorenstein algebra of global dimension n.
Proof. The left kernel of the bilinear pairing Λk × Λn−k → Λn arising from the
multiplication in Λ is nothing else but the image of Lk in Λk = Tk/Ik where Lk is
the subspace of Tk introduced in Lemma 4.1. To show that the left kernel vanishes
we have to prove that Lk = Ik. But this can be done by induction on k. Indeed, if
Lk−1 = Ik−1, then ykLk ⊂ V Ik−1 by Lemma 4.1. Note that
Ik =
k−1∑
i=1
U
(k)
i , V Ik−1 =
k−1∑
i=2
U
(k)
i where U
(k)
i = Ker (Ti − q)Tk .
The indecomposable direct summands of the Hk-module M = Tk all have trivial
sources by the assumption about R, and we can apply Lemma 4.4 with n replaced
by k and Sλ = S1,k−1. In this case y = yk, Σ(λ) = V Ik−1, Σ(k) = Ik, and the
conclusion of Lemma 4.4 gives the desired inclusion Lk ⊂ Ik.
Thus the pairings Λk × Λn−k → Λn have trivial left kernels for all k = 0, . . . , n.
Then dimΛk ≤ dimΛn−k, and since this inequality holds also with k replaced by
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n − k, we have in fact an equality. Thus all the above pairings are nondegenerate,
which is a necessary and sufficient condition for Λ to be a Frobenius algebra.
By Theorem 3.1 hΛ(t) = hS(−t)
−1 = hS!(t) where S = S(V,R). Thus the two
graded algebras Λ and S! have homogeneous components of equal dimensions. In
particular, dim S!n = 1 and S
!
n+1 = 0. But S
! = Λ(V ∗, R∗) by Lemma 3.2, and the
Hecke symmetry R∗ satisfies the trivial source condition. We deduce that S! is a
Frobenius algebra by the already established part of Theorem 4.5. Since S is Koszul,
its Gorensteinness follows then from [18, Remark 2 on p. 25]. 
5. Auxiliary results for the tensor product of two Hecke algebras
This section collects several results needed to deal with the algebras A(R′, R)
and E(R′, R) in the next section. One of our goals is to investigate exactness of the
complexes K•
(
M; (Ui)
)
for certain collections of subspaces in a moduleM over the
tensor product H′n ⊗ Hn of two Hecke algebras Hn = Hn(q) and H
′
n = Hn(q
−1).
Here q 6= 0.
We identify Hn and H
′
n with their canonical images in H
′
n ⊗ Hn. Denote by
T1, . . . , Tn−1 the standard generators of Hn and by T
′
1, . . . , T
′
n−1 those of H
′
n. Put
Ti = TiT
′
i , i.e.
Ti = T
′
i ⊗ Ti ∈ H
′
n ⊗Hn ,
for i = 1, . . . , n − 1. Since the elements of Hn commute with those of H
′
n, the el-
ements T1, . . . , Tn−1 satisfy the braid relations. However, in general only the cubic
relations (Ti − 1)(Ti + q)(Ti + q
−1) = 0 hold rather than the quadratic ones.
Proposition 5.1. Suppose that M = M ′ ⊗M where M is an Hn-module and M
′
is an H′n-module such that all indecomposable direct summands of M and M
′ have
1-dimensional sources. Let Ui = (Ti − 1)M for each i = 1, . . . , n − 1. Then the
complex K•
(
M; (Ui)
)
is exact.
Since direct sum decompositions of M and M ′ give rise to a direct sum decom-
position of K•
(
M; (Ui)
)
, in proving the exactness of that complex we need only to
consider the case when
M = Hn ⊗Hλ k(χ), M
′ = H′n ⊗H′µ k(χ
′)
where χ : Hλ → k and χ
′ : H′µ → k are 1-dimensional representations of parabolic
subalgebras Hλ , H
′
µ of the respective Hecke algebras. By abuse of notation we will
use the same letter χ for the 1-dimensional representation H′µ ⊗ Hλ → k which
restricts to the given representations of Hλ and H
′
µ. In particular, χ(x) = χ
′(x) for
x ∈ H′µ. The H
′
n ⊗Hn-module
M =M ′ ⊗M ∼= (H′n ⊗Hn)⊗(H′µ⊗Hλ) k(χ)
has a generator c such that Tic = χ(Ti)c for all i with τi ∈ Bλ and T
′
ic = χ(T
′
i )c
for all i with τi ∈ Bµ. Consider the standard bases {Tσ | σ ∈ Sn}, {T
′
σ | σ ∈ Sn}
for Hn and H
′
n. Then M has a vector space basis
{TπT
′
σc | π ∈ Dλ, σ ∈ Dµ}
(
Dλ = D(Sn/Sλ), Dµ = D(Sn/Sµ)
)
.
22
In M we obtain a filtration of vector subspaces 0 = F−1M ⊂ F0M ⊂ F1M ⊂ . . .
taking FpM to be the linear span of the elements
{TπT
′
σc | π ∈ Dλ, σ ∈ Dµ, ℓ(π) + ℓ(σ) ≤ p}.
Our strategy is to relate the question we study for M to a similar question for the
associated graded vector space grFM (cf. [18, Ch. 1, Cor. 7.3]):
Lemma 5.2. Put Υi =
⋂
j<i Uj and Σi =
∑
j>i Uj. Assume that
grF Υi =
⋂
j<i
grF Uj, gr
F Σi =
∑
j>i
grF Uj , gr
F (Υi ∩ Σi) = gr
F Υi ∩ gr
F Σi
for all i = 0, . . . , n. If the complex K•
(
grFM; (grF Ui)
)
is exact, then so too is the
complex K•
(
M; (Ui)
)
.
Proof. All subspaces of M are endowed with the induced filtrations. Under the as-
sumptions stated there is an exact sequence of complexes
0→ K•
(
Fp−1M; (Fp−1Ui)
)
→ K•
(
FpM; (FpUi)
)
→ K•
(
grFpM; (gr
F
p Ui)
)
→ 0
where the last complex is exact, for each p ≥ 0. Induction on p shows that the
complex K•
(
FpM; (FpUi)
)
is exact. But FpM =M, FpUi = Ui for large p. 
With M and M ′ assumed to be fixed, all conditions needed for an application
of Lemma 5.2 will be verified in Lemmas 5.3–5.8. This will accomplish a proof of
Proposition 5.1.
In Lemma 5.3 the subspaces grF Ui of gr
FM will be determined explicitly. A
module structure over the 0-Hecke algebra Hn(0) will be constructed on gr
FM in
Lemma 5.4. It will enable us to derive exactness of the complexK•
(
grFM; (grF Ui)
)
from the results of section 2. Comparison of the subspaces Υi, Σi in M with their
counterparts in grFM will be provided by Lemmas 5.7, 5.8.
Denote by xM the linear operator by which an element x ∈ H
′
n⊗Hn acts onM.
The generators Ti, T
′
i act onM by the formulas similar to those for the action of Ti
on M . Recall the subsets Ai(λ), Bi(λ) of Dλ defined in section 1. There are similar
subsets of Dµ. We have
TiTπT
′
σc = TτiπT
′
σc if π ∈ Ai(λ), T
′
iTπT
′
σc = TπT
′
τiσc if σ ∈ Ai(µ).
If π ∈ Bi(λ), then TπT
′
σc is an eigenvector for the operator (Ti)M with the eigen-
value χπ(Ti) = χ(Tπ−1(i)). If σ ∈ Bi(µ), then TπT
′
σc is an eigenvector for (T
′
i )M
with the eigenvalue χσ(T
′
i ) = χ(T
′
σ−1(i)).
Each homogeneous component grFpM of gr
FM has a basis
{vπ,σ | π ∈ Dλ, σ ∈ Dµ, ℓ(π) + ℓ(σ) = p}
where vπ,σ = TπT
′
σc+Fp−1M. Hence {vπ,σ | π ∈ Dλ, σ ∈ Dµ} is a basis for gr
FM.
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Lemma 5.3. For each i = 1, . . . , n − 1 the space grF Ui has a basis consisting of
the following elements :
vτiπ,τiσ with π ∈ Ai(λ), σ ∈ Ai(µ),
vτiπ,σ − qvπ,τiσ with π ∈ Ai(λ), σ ∈ Ai(µ),
vτiπ,σ with π ∈ Ai(λ), σ ∈ Bi(µ),
vπ,τiσ with π ∈ Bi(λ), σ ∈ Ai(µ),
vπ,σ with π ∈ Bi(λ), σ ∈ Bi(µ), χπ(Ti)χσ(T
′
i ) 6= 1.
Proof. Fixing i, let M(π, σ) be the {Ti, T
′
i}-invariant subspace of M spanned by
TπT
′
σc , TτiπT
′
σc , TπT
′
τiσc , TτiπT
′
τiσc .
If π ∈ Ai(λ) and σ ∈ Ai(µ), then these 4 elements are linearly independent. A basis
for M(π, σ) is formed by 2 elements TπT
′
σc, TτiπT
′
σc when π ∈ Ai(λ), σ ∈ Bi(µ),
and by 2 elements TπT
′
σc, TπT
′
τiσc when π ∈ Bi(λ), σ ∈ Ai(µ). Computing the
action of Ti, we deduce that Ui ∩M(π, σ) is spanned in the first case by
TτiπT
′
τiσc− TπT
′
σc and TτiπT
′
σc− qTπT
′
τiσc+ (1− q)TπT
′
σc ,
in the second by χσ(T
′
i )TτiπT
′
σc − TπT
′
σc, in the third by χπ(Ti)TπT
′
τiσc − TπT
′
σc.
If π ∈ Bi(λ) and σ ∈ Bi(µ), then M(π, σ) is spanned by a single element TπT
′
σc
which is an eigenvector for the operator by which Ti acts onM with the eigenvalue
χπ(Ti)χσ(T
′
i ). In this caseM(π, σ) ⊂ Ui if and only if χπ(Ti)χσ(T
′
i ) 6= 1.
In each case there is a basis for grF (Ui ∩M(π, σ)) given by the respective ele-
ments in the statement of Lemma 5.3.
Note that M is a direct sum of these subspacesM(π, σ) with π ∈ Ai(λ) ∪Bi(λ)
and σ ∈ Ai(µ) ∪ Bi(µ). This direct sum decomposition is compatible with the fil-
tration of M. Furthermore, we have Ui =
⊕
(Ui ∩M(π, σ)) since each M(π, σ) is
stable under the action of Ti, whence gr
F Ui =
⊕
grF (Ui ∩M(π, σ)). 
With the next goal to describe an Hn(0)-module structure it will be more con-
venient to index the basis elements of grFM by the pairs of cosets since this will
allow us to exploit the natural actions of Sn on Sn/Sλ and on Sn/Sµ.
For x ∈ Sn/Sλ and y ∈ Sn/Sµ with their distinguished representatives π ∈ Dλ
and σ ∈ Dµ we put vx,y = vπ,σ, and we will write χx(Ti), χy(T
′
i ), instead of χπ(Ti),
χσ(T
′
i ). Note that π ∈ Bi(λ) if and only if τix = x. Hence χx(Ti) is defined if
τix = x. Similarly, χy(T
′
i ) is defined if τiy = y.
Consider the partial orders on Sn/Sλ and Sn/Sµ transferred from the Bruhat
orders on Dλ and Dµ. For x and π as in the preceding paragraph, we have τix > x
if and only if π ∈ Ai(λ). Similarly, τiy > y if and only if σ ∈ Ai(µ). The next lemma
applies to N = grFM.
Lemma 5.4. Let N be a vector space with a basis {vx,y | x ∈ Sn/Sλ, y ∈ Sn/Sµ}.
Define linear operators T˚1, . . . , T˚n−1 on N by the rule
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T˚ivx,y =

vτix,τiy if τix > x, τiy ≥ y or τix = x, τiy > y,
0 if τix > x, τiy < y
−vx,y + qvτix,τiy if τix < x, τiy > y,
−vx,y if τix < x, τiy ≤ y or τix = x, τiy < y,
−vx,y if τix = x, τiy = y, χx(Ti)χy(T
′
i ) 6= 1,
0 if τix = x, τiy = y, χx(Ti)χy(T
′
i ) = 1.
Then T˚1, . . . , T˚n−1 satisfy the defining relations of the 0-Hecke algebra Hn(0).
Proof. It is checked immediately that T˚ 2i = −T˚i. Also, we have to show that
T˚iT˚j T˚i = T˚jT˚iT˚j when |i − j| = 1, T˚iT˚j = T˚j T˚i when |i− j| > 1.
With the aim to do this express T˚i = Φi + Ψi as the sum of two linear operators
defined by the formulas
Φivx,y =

−vx,y if τix < x or τix = x, τiy < y,
−vx,y if τix = x, τiy = y, χx(Ti)χy(T
′
i ) 6= 1,
0 in the remaining cases,
Ψivx,y =

vτix,τiy if τix > x, τiy ≥ y or τix = x, τiy > y,
qvτix,τiy if τix < x, τiy > y,
0 in the remaining cases.
In particular, each vx,y is an eigenvector for Φi. Note also that Ψivx,y is always a
scalar multiple of vτix,τiy, and Ψivx,y 6= 0 if and only if either τiy > y or τiy = y
and τix > x.
Suppose first that |i− j| = 1. We claim that
ΦiΦjΦi = ΦjΦiΦj , ΨiΦjΨi = 0 , ΨiΨjΨi = ΨjΨiΨj ,
ΨiΨjΦi = ΦjΨiΨj , ΦiΨjΦi = ΨjΦiΦj +ΦjΦiΨj .
Note that ΦiΦjΦivx,y 6= 0 if and only if both Φivx,y 6= 0 and Φjvx,y 6= 0. If these
inequalities hold, then ΦiΦjΦivx,y = −vx,y. Since this description is symmetric in
i and j, we get ΦiΦjΦivx,y = ΦjΦiΦjvx,y in all cases.
Next, ΦjΨivx,y is either 0 or equal to −Ψivx,y. From the definition of Ψi it is
clear that Ψ2i = 0. Hence ΨiΦjΨivx,y = 0.
We have checked the first two identities. Before we proceed with the others let us
make several remarks. The two transpositions τi, τj generate a subgroup 〈τi, τj〉 of
Sn isomorphic to S2. Each 〈τi, τj〉-orbit in Sn/Sλ has a smallest element. In fact,
a coset x ∈ Sn/Sλ is minimal in its 〈τi, τj〉-orbit if and only if τix ≥ x and τjx ≥ x,
if and only if the distinguished representative πx of x lies in D(〈τi, τj〉\Sn/Sλ).
If x is minimal in its orbit, then the stabilizer 〈τi, τj〉∩πxSλπ
−1
x of x in 〈τi, τj〉 is
a parabolic subgroup by the general properties of Coxeter groups. Hence there are
exactly 4 possibilities for this stabilizer: the trivial subgroup, the subgroups 〈τi〉,
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〈τj〉 generated by one of the two transpositions, and the whole 〈τi, τj〉. In the first
case 〈τi, τj〉x is isomorphic as a poset to S2 with the Bruhat order. In the second
case the orbit contains 3 elements forming a chain x < τjx < τiτjx. The third case
has a similar description with i and j interchanged. In the last case 〈τi, τj〉x is the
single element set {x}.
The action of the longest element w = τiτjτi = τjτiτj of the group 〈τi, τj〉 reverses
order on each 〈τi, τj〉-orbit in Sn/Sλ. From this it is clear that each 〈τi, τj〉-orbit
has a largest element, and x ∈ Sn/Sλ is maximal in its orbit if and only if τix ≤ x
and τjx ≤ x.
Since wτi = τiτj = τjw, we have τix = x if and only if wx is fixed by τj . We claim
that in this case χx(Ti) = χwx(Tj) = χτiτjx(Tj). If τjx 6= x, then x is either the
smallest or the largest element in its 〈τi, τj〉-orbit, and wx = τiτjx is, respectively,
the largest or the smallest element in this orbit with the distinguished representa-
tive πwx = τiτjπx ∈ Dλ in both cases, so that
χwx(Tj) = χ(Tπ−1wxτjπwx) = χ(Tπ−1x τiπx) = χx(Ti).
Suppose now that τjx = x. Then both π
−1
x τiπx and π
−1
x τjπx are in Bλ. If these two
transpositions are τk and τl, then τkτlτk = τlτkτl since τiτjτi = τjτiτj . This means
that |k − l| = 1, and so χ(Tk) = χ(Tl). Hence
χwx(Tj) = χx(Tj) = χ(Tl) = χ(Tk) = χx(Ti).
All the previous observations apply also to the 〈τi, τj〉-orbits in Sn/Sµ.
Let us now turn to the third identity ΨiΨjΨi = ΨjΨiΨj . Consider
x0 = x, x1 = τix, x2 = τjx1 = τjτix, x3 = τix2 = wx,
y0 = y, y1 = τiy, y2 = τjy1 = τjτiy, y3 = τiy2 = wy,
x∗0 = x, x
∗
1 = τjx, x
∗
2 = τix
∗
1 = τiτjx, x
∗
3 = τjx
∗
2 = wx,
y∗0 = y, y
∗
1 = τjy, y
∗
2 = τiy
∗
1 = τiτjy, y
∗
3 = τjy
∗
2 = wy.
where w = τiτjτi. Note that ΨiΨjΨivx,y 6= 0 if and only if for each k = 1, 2, 3 we
have yk ≥ yk−1, and if yk = yk−1 then xk > xk−1. Similarly, ΨjΨiΨjvx,y 6= 0 if and
only if for each k = 1, 2, 3 we have y∗k ≥ y
∗
k−1, and if y
∗
k = y
∗
k−1 then x
∗
k > x
∗
k−1.
Since x∗k = wx3−k, y
∗
k = wy3−k and w reverses order on 〈τi, τj〉-orbits in Sn/Sλ
and Sn/Sµ, we see that ΨiΨjΨivx,y 6= 0 if and only if ΨjΨiΨjvx,y 6= 0. Further-
more, if these two elements are nonzero, then
ΨiΨjΨivx,y = q
avwx,wy , ΨjΨiΨjvx,y = q
a∗vwx,wy
where two numbers a, a∗ are the cardinalities of the sets of integers 1 ≤ k ≤ 3 such
that yk > yk−1, xk < xk−1 in the case of a and y
∗
k > y
∗
k−1, x
∗
k < x
∗
k−1 in the case
of a∗. Since the assignment k 7→ 4 − k gives a bijection between these two sets, we
have a = a∗, whence ΨiΨjΨivx,y = ΨjΨiΨjvx,y .
The fourth identity. Recall that ΨiΨjvx,y is always a scalar multiple of vx∗,y∗
where x∗ = τiτjx, y
∗ = τiτjy. For ΨiΨjΦivx,y 6= 0 to hold, it is necessary and
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sufficient that ΨiΨjvx,y 6= 0 and Φivx,y 6= 0, while ΦjΨiΨjvx,y 6= 0 holds if and
only if ΨiΨjvx,y 6= 0 and Φjvx∗,y∗ 6= 0.
Since τiτjτi reverses the order on each 〈τi, τj〉-orbit in Sn/Sλ, we have τix < x
if and only if τjx
∗ < x∗. Also, τix = x if and only if τjx
∗ = x∗, and in this case
χx∗(Tj) = χx(Ti). Similarly, τiy < y if and only if τjy
∗ < y∗, and τiy = y if and
only if τjy
∗ = y∗. If τiy = y, then χy∗(T
′
j) = χy(T
′
i ).
Hence χx∗(Tj)χy∗(T
′
j) = χx(Ti)χy(T
′
i ) whenever τix = x and τiy = y hold simul-
taneously. So it follows that Φivx,y 6= 0 if and only if Φjvx∗,y∗ 6= 0, in which case
ΨiΨjΦivx,y = −ΨiΨjvx,y = ΦjΨiΨjvx,y .
The fifth identity. All three terms ΦiΨjΦivx,y, ΨjΦiΦjvx,y, ΦjΦiΨjvx,y equal 0
when Ψjvx,y = 0. Suppose that Ψjvx,y 6= 0. Then τjy ≥ y, and if τjy = y then
τjx > x. Hence τjy > y whenever τjx ≤ x.
If τjx ≥ x, we must have Φjvx,y = 0 and Φjvτjx,τjy 6= 0 by the definition of Φj .
In this case ΨjΦiΦjvx,y = 0, while ΦjΦiΨjvx,y = −ΦiΨjvx,y. Furthermore, the
inequality ΦiΨjvx,y 6= 0 is only possible when either τiτjx < τjx or τiτjx = τjx and
τiτjy ≤ τjy. These conditions imply that τjx is the largest element of the 〈τi, τj〉-
orbit of x, and therefore τix < x when x < τjx. If τjx = x, we have either τix < x or
τix = x and τiτjy ≤ τjy. In particular, τjy is the largest element of the 〈τi, τj〉-orbit
of y in the case when τix = τjx = x, but then τiy < y since y < τjy. In each of
these cases we deduce that Φivx,y 6= 0, whence
ΦiΨjΦivx,y = −ΦiΨjvx,y = ΦjΦiΨjvx,y = ΨjΦiΦjvx,y +ΦjΦiΨjvx,y .
The same equalities are trivially true when τjx ≥ x, but ΦiΨjvx,y = 0.
Consider the remaining case when τjx < x. Here Φjvx,y 6= 0 and Φjvτjx,τjy = 0,
so that ΦjΦiΨjvx,y = 0, while ΨjΦiΦjvx,y = −ΨjΦivx,y. If now Φivx,y = 0, then
all the three terms we look at vanish. If Φivx,y 6= 0, then τix ≤ x, which implies
that x is the largest element in its 〈τi, τj〉-orbit. But this entails τiτjx < τjx since
τjx < x, and it follows that Φivτjx,τjy 6= 0. Hence
ΦiΨjΦivx,y = −ΨjΦivx,y = ΨjΦiΦjvx,y = ΨjΦiΦjvx,y +ΦjΦiΨjvx,y .
We have checked all the required relations between Φi,Φj,Ψi,Ψj for any pair i, j
with |i− j| = 1. By symmetry they hold also with i and j interchanged. The braid
relation T˚iT˚jT˚i = T˚j T˚iT˚j is now immediate.
Suppose that |i− j| > 1. Considering the subgroup 〈τi, τj〉 generated by τi, τj , it
is still true that its longest element τiτj = τjτi reverses order on each 〈τi, τj〉-orbit
in Sn/Sλ and Sn/Sµ. If τix = x for some x ∈ Sn/Sλ, then χτjx(Ti) = χx(Ti),
and if τiy = y for some y ∈ Sn/Sµ, then χτjy(T
′
i ) = χy(T
′
i ). The arguments similar
to those used in the case |i− j| = 1, but this time much shorter, show that
ΦiΦj = ΦjΦi , ΨiΨj = ΨjΨi , ΦiΨj = ΨjΦi.
Hence T˚iT˚j = (Φi +Ψi)(Φj +Ψj) = (Φj +Ψj)(Φi +Ψi) = T˚jT˚i . 
Lemma 5.5. Put N = grFM and denote by T˚1, . . . , T˚n−1 the canonical generators
of the 0-Hecke algebra Hn(0). With the Hn(0)-module structure on N defined by
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the formulas in the statement of Lemma 5.4 we have grF Ui = T˚iN for each i, and
there is an isomorphism of Hn(0)-modules
N ∼=
⊕
π∈ µDλ
Hn(0)⊗Hν(pi)(0) k(ξπ)
where ν(π) is the composition of n such that Sν(π) = Sµ ∩ πSλπ
−1, Hν(π)(0) the
corresponding parabolic subalgebra of Hn(0), and ξπ : Hν(π)(0)→ k the representa-
tion such that
ξπ(T˚i) =
{
−1 if τi ∈ Bν(π) and χπ(Ti)χ(T
′
i ) 6= 1,
0 if τi ∈ Bν(π) and χπ(Ti)χ(T
′
i ) = 1.
Proof. In terms of the indexation of the basis elements of N by the pairs (x, y) ∈
Sn/Sλ ×Sn/Sµ the image of the linear operator T˚i : N → N is spanned by the
elements vx,y with
τix < x, τiy ≤ y, or τix = x, τiy < y,
or τix = x, τiy = y, χx(Ti)χy(T
′
i ) 6= 1,
and by the elements vx,y − qvτix,τiy with τix < x, τiy > y.
If π ∈ Dλ is the distinguished representative of x, then τix < x if and only if
π ∈ τiAi(λ), and τix = x if and only if π ∈ Bi(λ). Similarly, if σ ∈ Dµ is the distin-
guished representative of y, then τiy > y, τiy < y, or τiy = y depending on whether
σ is in Ai(µ), τiAi(µ), or Bi(µ), respectively. Comparison with the description given
in Lemma 5.3 yields the desired equality grF Ui = T˚iN .
We claim that the Hn(0)-module N is generated by the set
{vx,eµ | x ∈ Sn/Sλ, τix ≥ x for all τi ∈ Bµ}.
where eµ = Sµ is the coset of the identity element. If τiy > y for some y ∈ Sn/Sµ
and τi ∈ Bn, then vx,τiy equals T˚ivτix,y when τix ≤ x and equals q
−1(1 + T˚i)vτix,y
when τix > x. From this it follows by induction on y that each basis element vx,y
lies in the submodule of N generated by {vx′,eµ | x
′ ∈ Sn/Sλ}. On the other hand,
vτix′,eµ = T˚ivx′,eµ if τix
′ > x′ for some τi ∈ Bµ. Induction on x
′ shows that vx′,eµ
lies in the submodule of N generated by vx,eµ where x is the smallest element of
the Sµ-orbit of x
′. This proves the claim about the generating set of N .
Denote by N(x) the submodule of N generated by vx,eµ . From the formulas in
the statement of Lemma 5.4 it is clear that N(x) is contained in the subspace of N
spanned by {vσx,σeµ | σ ∈ Sn}. If τix ≥ x for all τi ∈ Bµ, then the considerations
in the preceding paragraph in fact show that vσx,σeµ ∈ N(x) for all σ ∈ Sn. In this
case N(x) has a basis consisting of the elements vx′,y′ with (x
′, y′) in the orbit of
(x, eµ) with respect to the diagonal action of Sn on Sn/Sλ×Sn/Sµ , and therefore
dimN(x) = |Sn|/| St(x, eµ)| = the index of St(x, eµ) in Sn
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where St(x, eµ) stands for the stabilizer of (x, eµ) in Sn with respect to that action.
The condition that τix ≥ x for all τi ∈ Bµ means precisely that the distinguished
representative of x lies in µDλ. If π is this representative, then St(x, eµ) = Sν(π).
Now we put N(π) = N(πSλ) for each π ∈ µDλ. In other words, N(π) is the
submodule of N generated by vπ,e. Then dimN(π) = (Sn : Sν(π)) by the above.
If τi ∈ Bν(π), then τiπSλ = πSλ and τiSµ = Sµ, whence
T˚ivπ,e = ξπ(T˚i)vπ,e
by comparison of the definition of ξπ with the last two formulas in the statement of
Lemma 5.4. Hence there is a surjective homomorphism of Hn(0)-modules
Hn(0)⊗Hν(pi)(0) k(ξπ) −→ N(π).
Comparing the dimensions, we deduce that this map is an isomorphism.
From the preceding discussion it is also clear that each basis element of N lies in
exactly one submodule N(π). Thus N =
⊕
π∈ µDλ
N(π). 
Lemma 5.6. The complex K•
(
grFM; (grF Ui)
)
is exact.
Proof. By Lemma 5.5 there is an Hn(0)-module structure on N = gr
FM with the
property that grF Ui = T˚iN for each i. Therefore Corollary 2.5 applies. 
Lemma 5.7. Put Σ =
n−1∑
i=1
Ui, Σ
gr =
n−1∑
i=1
grF Ui, Υ =
n−1⋂
i=1
Ui, Υ
gr =
n−1⋂
i=1
grF Ui.
We have grF Σ = Σgr and grF Υ = Υgr.
Proof. The inclusions Σgr ⊂ grF Σ and grF Υ ⊂ Υgr are always true, and so we
need only to compare the dimensions. By Lemma 5.5 N = grFM is a direct sum
of Hn(0)-submodules
N(π) ∼= Hn(0)⊗Hν(pi)(0) k(ξπ), π ∈ µDλ.
Now N/Σgr = N/
∑
T˚iN is the largest factor module of N annihilated by each T˚i.
Since
HomHn(0)(N, ktriv)
∼=
⊕
π∈ µDλ
HomHn(0)
(
N(π), ktriv
)
∼=
⊕
π∈ µDλ
HomHν(pi)(0)
(
k(ξπ), ktriv
)
,
we get dimN/Σgr = dimHomHn(0)(N, ktriv)
= #{π ∈ µDλ | ξπ is the trivial representation}
= #{π ∈ µDλ | χπ(Ti)χ(T
′
i ) = 1 for all i with τi ∈ Sν(π)}.
As (T˚i+1)T˚i = 0, we can also write gr
F Ui = Ker (T˚i+1)N . Hence Υ
gr is the largest
submodule of N on which each T˚i acts as − Id. Since
HomHn(0)(kalt, N)
∼=
⊕
π∈ µDλ
HomHn(0)
(
kalt, N(π)
)
,
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we deduce from Lemma 1.3 that
dimΥgr = dimHomHn(0)(kalt, N)
= #{π ∈ µDλ | ξπ is the alternating representation}
= #{π ∈ µDλ | χπ(Ti)χ(T
′
i ) 6= 1 for all i such that τi ∈ Bν(π)}.
Next we are going to determine M/Σ and Υ. For this we will need two different
interpretations of the spaces Ui. The assignment Ti 7→ (T
′
i )
−1 extends to an algebra
antiisomorphism Hn → H
′
n under which Hµ is mapped onto H
′
µ. It allows us to
view M ′ as a right Hn-module and k(χ
′) as a right Hµ-module. Clearly,
M ′ = H′n ⊗H′µ k(χ
′) ∼= k(χ′)⊗Hµ Hn .
The space Ui is spanned by all elements Ti(u ⊗ v) − u ⊗ v = uTi
−1 ⊗ Tiv − u ⊗ v
with u ∈ M ′ and v ∈ M . Replacing here u with uTi, we rewrite these elements as
u ⊗ Tiv − uTi ⊗ v. Since T1, . . . , Tn−1 generate Hn, the space Σ is spanned by all
elements u⊗ hv − uh⊗ v with u ∈M ′, v ∈M and h ∈ Hn. It follows that
M/Σ ∼=M ′ ⊗Hn M
∼= k(χ′)⊗Hµ M
∼=
⊕
π∈ µDλ
k(χ′)⊗Hν(pi) k(χπ)
where the last isomorphism is a consequence of the Mackey decomposition formula
since the restriction of M to Hµ is a direct sum of modules Hµ ⊗Hν(pi) k(χπ) with
π ∈ µDλ. Now k(χ
′)⊗Hν(pi) k(χπ) 6= 0 if and only if Hν(π) operates in k(χ
′) and in
k(χπ) via the same homomorphism Hν(π) → k, i.e. χ(T
′
i )
−1 = χπ(Ti) for all i such
that τi ∈ Bν(π). We get
dimM/Σ = #{π ∈ µDλ | χπ(Ti)χ(T
′
i ) = 1 for all i such that τi ∈ Bν(π)}.
Thus Σ has the same codimension in M as Σgr in N . Since the filtration on M is
exhaustive and separating, the dimension and the codimension of subspaces of M
are preserved under passage to the associated graded spaces. The first equality in
the statement of Lemma 5.7 is now clear.
We may view M =M ′ ⊗M as an Hn-bimodule. By the previous description Ui
is spanned by all elements Tiψ − ψTi with ψ ∈ M. The dual vector space M
′∗ is
a left Hn-module in a natural way. Identifying M with Hom k(M
′∗,M) by means
of the canonical bijection, we see that Υ consists precisely of those k-linear maps
M ′
∗
→M that satisfy condition (a) of Lemma 1.6.
Suppose first that q 6= −1. Then Υ = HomHn(M
′∗, M˜). By Lemmas 1.4, 1.5
M ′
∗ ∼= Hn ⊗Hµ k(χ
′), M˜ ∼= Hn ⊗Hλ k(χ˜).
For each i with τi ∈ Bµ the generator Ti of Hµ acts on k(χ
′) as the multiplication
by χ(T ′i )
−1. Therefore Lemma 1.1 yields
dimΥ = #{π ∈ µDλ | χ(T
′
i )
−1 = χ˜π(Ti) for all i such that τi ∈ Bν(π)}.
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If τi ∈ Bν(π), then χ˜π(Ti) = χπ(T˜i). Since χπ(T˜i) + χπ(Ti) = q − 1 and χπ(Ti)
equals either q or −1, we always have χπ(T˜i) 6= χπ(Ti). Therefore χ(T
′
i )
−1 = χπ(T˜i)
if and only if χ(T ′i )
−1 6= χπ(Ti). Thus
dimΥ = #{π ∈ µDλ | χπ(Ti)χ(T
′
i ) 6= 1 for all i such that τi ∈ Bν(π)}.
If q = −1, then Lemma 1.7 with M replaced by M˜ shows that Υ consists pre-
cisely of those Hn-module homomorphisms M
′∗ → M˜ which factor through a free
module. By the last assertion in that lemma
dimΥ = #{π ∈ µDλ | Sν(π) is the trivial subgroup of Sn}.
On the other hand, χ(T ′i ) = χπ(Ti) = −1, and therefore χπ(Ti)χ(T
′
i ) = 1, for each
i such that τi ∈ Bν(π). This means that in the case q = −1 the earlier formula for
the dimension of Υgr counts only those permutations π ∈ µDλ for which the set
Bν(π) is empty, i.e. Sν(π) is the trivial group.
We conclude that dimΥ = dimΥgr both for q 6= −1 and for q = −1. This proves
the second equality in the statement of Lemma 5.7. 
Lemma 5.8. Put Υi =
⋂
j<i Uj and Σi =
∑
j>i Uj. Then
grF Υi =
⋂
j<i
grF Uj , gr
F Σi =
∑
j>i
grF Uj, gr
F (Υi ∩ Σi) = gr
F Υi ∩ gr
F Σi.
Proof. Let Hi,n−i ⊂ Hn and H
′
i,n−i ⊂ H
′
n be the parabolic subalgebras correspond-
ing to the subgroup Si,n−i of Sn generated by {τj ∈ Bn | j 6= i}. Consider the
Mackey decompositions
M =
⊕
π∈D(Si,n−i\Sn/Sλ)
M(π), M ′ =
⊕
σ∈D(Si,n−i\Sn/Sµ)
M ′(σ)
where M(π) is the Hi,n−i-submodule of M generated by Tπ ⊗ 1 and M
′(σ) is the
H′i,n−i-submodule of M
′ generated by T ′σ ⊗ 1. They give rise to the decomposition
of M as a direct sum of H′i,n−i ⊗Hi,n−i-submodules
M(π, σ) =M ′(σ)⊗M(π).
This decomposition is compatible with the filtration on M. Also, if j 6= i, then
Uj =
⊕(
Uj ∩M(π, σ)
)
since each summand M(π, σ) is stable under the action of
Tj . It follows that Υi =
⊕(
Υi ∩M(π, σ)
)
and Σi =
⊕(
Σi ∩M(π, σ)
)
.
Next, Hi,n−i ∼= Hi ⊗H
▽
i where Hi and H
▽
i are the subalgebras of Hn generated,
respectively, by {Tj | j < i} and {Tj | j > i}. Since the Hi,n−i-module M(π) is
induced from a 1-dimensional module over a parabolic subalgebra of Hi,n−i, we
have
M(π) ∼=M(π)1 ⊗M(π)2
whereM(π)1 is anHi-module induced from a 1-dimensional module over a parabolic
subalgebra ofHi andM(π)2 is an H
▽
i -module induced from a 1-dimensional module
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over a parabolic subalgebra of H▽i . Let H
′
i,n−i
∼= H′i ⊗H
′▽
i and
M ′(σ) ∼=M ′(σ)1 ⊗M
′(σ)2
be similar decompositions. Then M(π, σ) ∼=M(π, σ)1 ⊗M(π, σ)2 where
M(π, σ)1 =M
′(σ)1 ⊗M(π)1, M(π, σ)2 =M
′(σ)2 ⊗M(π)2.
Note that H′i ⊗Hi
∼= Hi(q
−1)⊗Hi(q) and H
′▽
i ⊗H
▽
i
∼= Hn−i(q
−1)⊗Hn−i(q). The
H′i ⊗ Hi-module M(π, σ)1 and the H
′▽
i ⊗ H
▽
i -module M(π, σ)2 satisfy the same
assumptions that we have imposed on the H′n ⊗ Hn-module M. In particular, we
obtain filtrations F 1, F 2 on these two modules by the construction we have done
for M. Then the tensor product filtration F t onM(π, σ) differs from the filtration
induced from that on M only by a shift of the filtration degrees.
Note that Tj lies in H
′
i ⊗Hi when j < i and in H
′▽
i ⊗H
▽
i when j > i. Hence
Uj ∩M(π, σ) =
{
Uj(π, σ)⊗M(π, σ)2 for j < i,
M(π, σ)1 ⊗ Uj(π, σ) for j > i
where Uj(π, σ) =
{
(Tj − 1)M(π, σ)1 for j < i,
(Tj − 1)M(π, σ)2 for j > i.
With Υ(π, σ) =
⋂
j<i Uj(π, σ) and Σ(π, σ) =
∑
j>i Uj(π, σ) we get
Υi ∩M(π, σ) = Υ(π, σ)⊗M(π, σ)2, Σi ∩M(π, σ) =M(π, σ)1 ⊗ Σ(π, σ)
Υi ∩ Σi ∩M(π, σ) = Υ(π, σ)⊗ Σ(π, σ)
By Lemma 5.7 applied to M(π, σ)1 and M(π, σ)2 we have
grF
1
Υ(π, σ) =
⋂
j<i
grF
1
Uj(π, σ), gr
F 2Σ(π, σ) =
∑
j>i
grF
2
Uj(π, σ),
and it follows that
grF
t(
Υi ∩M(π, σ)
)
= grF
1
Υ(π, σ) ⊗ grF
2
M(π, σ)2 =
⋂
j<i
grF
t(
Uj ∩M(π, σ)
)
,
grF
t(
Σi ∩M(π, σ)
)
= grF
1
M(π, σ)1 ⊗ gr
F 2Σ(π, σ) =
∑
j>i
grF
t(
Uj ∩M(π, σ)
)
,
grF
t(
Υi ∩ Σi ∩M(π, σ)
)
= grF
1
Υ(π, σ) ⊗ grF
2
Σ(π, σ)
= grF
t(
Υi ∩M(π, σ)
)
∩ grF
t(
Σi ∩M(π, σ)
)
.
The equalities of the left and right hand sides above hold then also with F t replaced
by the original filtration F on M since this change results in the same associated
graded spaces with shifted degrees of homogeneous components. Summing up over
all pairs (π, σ) ∈ D(Si,n−i\Sn/Sλ) × D(Si,n−i\Sn/Sµ), we arrive at the final
conclusions. 
Now the proof of Proposition 5.1 is complete. There is also a version of this result
for a different collection of subspaces in M:
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Proposition 5.9. With the same assumptions about M as in Proposition 5.1 the
complex K•
(
M; (Ui)
)
is exact also in the case when Ui = Ker (Ti − 1)M for each
i = 1, . . . , n− 1.
Proof. The dual space M∗ ∼= M ′
∗
⊗M∗ is a right H′n ⊗ Hn-module in a natural
way. We will view M∗ as a left Hn-module and M
′∗ as a left H′n-module by means
of the antiautomorphisms of Hn and H
′
n such that Ti 7→ Tn−i, T
′
i 7→ T
′
n−i for each
i = 1, . . . , n − 1. Since these antiautomorphisms map parabolic subalgebras onto
parabolic subalgebras, the class of modules induced from 1-dimensional representa-
tions of parabolic subalgebras is preserved under passing to the duals in this way.
Hence all indecomposable direct summands of M∗ and M ′
∗
have 1-dimensional
sources, and so M∗ satisfies the assumptions of Proposition 5.1.
For each subspace S ⊂M put S⊥ = {f ∈M∗ | f(S) = 0}. Then Σ⊥i =
⋂
j>i U
⊥
j ,
Υ⊥i =
∑
j<i U
⊥
j , and(
Υi/(Υi ∩ Σi)
)∗ ∼= (Υ⊥i +Σ⊥i )/Υ⊥i ∼= Σ⊥i /(Υ⊥i ∩ Σ⊥i ),
which is the component of the complex K•
(
M∗; (U⊥n−1, . . . , U
⊥
1 )
)
in degree n − i.
Thus K•
(
M; (Ui)
)
∗ is isomorphic to the complex K•
(
M∗; (U⊥n−1, . . . , U
⊥
1 )
)
with
the degrees shifted by n. Note also that U⊥n−i = M
∗(Tn−i − 1) = (Ti − 1)M
∗ for
each i. Therefore the latter complex is exact by Proposition 5.1. 
The next lemma provides a key ingredient in the proof of Theorem 6.6.
Lemma 5.10. Suppose that M =M ′⊗M where M is an Hn-module and M
′ is an
H′n-module such that all indecomposable direct summands of M and M
′ have trivial
sources. Put Σ =
∑n−1
i=1 Ui, Σ1 =
∑
i>1 Ui where Ui = Ker (Ti − 1)M for each i,
and
y =
∑
σ∈D(S1,n−1\Sn)
(−1)ℓ(σ)Tσ ∈ H
′
n ⊗Hn where Tσ = TσT
′
σ.
Then yΣ ⊂ Σ1 and, moreover, y
−1
M (Σ1) = Σ.
Proof. The inclusion yΣ ⊂ Σ1 is proved exactly as in Lemma 2.2. For this one needs
only the braid relations satisfied by T1, . . . , Tn−1. The equality y
−1
M (Σ1) = Σ will
follow from injectivity of the map ϕ :M/Σ→M/Σ1 induced by the linear opera-
tor yM. Since all verifications can be done on direct summands of M it suffices to
consider the case when
M = Hn ⊗Hλ ktriv , M
′ = H′n ⊗H′µ ktriv , M
∼= (H′n ⊗Hn)⊗(H′µ⊗Hλ) ktriv
for some parabolic subalgebras Hλ , H
′
µ. Let c be the canonical generator ofM. By
Lemma 5.11 stated below a basis for M/Σ is formed by the cosets of elements Tπc
with π ∈ µD
e
λ where
µD
e
λ = {π ∈ D(Sµ\Sn/Sλ) | Sµ ∩ πSλπ
−1 = e}
is the set of distinguished representatives of the double cosets with the trivial inter-
section property. There is a similar basis for M/Σ1 obtained as follows. Consider
the Mackey decompositions
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M =
⊕
α∈D(S1,n−1\Sn/Sλ)
M(α), M ′ =
⊕
β∈D(S1,n−1\Sn/Sµ)
M ′(β)
with respect to the parabolic subalgebras H1,n−1 and H
′
1,n−1. We have
M(α) ∼= H1,n−1 ⊗Hν(α) ktriv, M
′(β) ∼= H′1,n−1 ⊗H′
ν′(β)
ktriv
where ν(α) and ν′(β) are the compositions of n such that
Sν(α) = S1,n−1 ∩ αSλα
−1, Sν′(β) = S1,n−1 ∩ βSµβ
−1.
The H′1,n−1 ⊗H1,n−1-submodule M(α, β) of M generated by TαT
′
βc is isomorphic
to M ′(β)⊗M(α). SinceM is a direct sum of these submodules for different α and
β, we get
M/Σ1 ∼=
⊕
α, β
M(α, β)/Σ(α, β) where Σ(α, β) = Σ1 ∩M(α, β).
Note that H1,n−1 ∼= Hn−1(q), H
′
1,n−1
∼= Hn−1(q
−1). Thus Lemma 5.11 applies to
eachM(α, β) viewed as an Hn−1(q
−1)⊗Hn−1(q)-module. We will need only those
summands in the decomposition of M/Σ1 which are indexed by the pairs (α, β)
with β = e. Put µ1 = ν′(e), so that Sµ1 = S1,n−1 ∩Sµ, and put
De(Sµ1\S1,n−1/Sν(α)) = {σ ∈ D(Sµ1\S1,n−1/Sν(α)) | Sµ1 ∩ σSν(α)σ
−1 = e}.
By Lemma 5.11 M(α, e)/Σ(α, e) has a basis formed by the cosets of elements
TσTαc = Tσαc with σ ∈ D
e(Sµ1\S1,n−1/Sν(α)).
The equality TσTα = Tσα here is explained by the fact that σ ∈ S1,n−1, while α is
the shortest element in the coset S1,n−1α, so that ℓ(σα) = ℓ(σ) + ℓ(α).
We claim that the assignment (σ, α) 7→ σα gives a bijection
{(σ, α) | α ∈ D(S1,n−1\Sn/Sλ), σ ∈ D
e(Sµ1\S1,n−1/Sν(α))}
−→ µ1D
e
λ = {π ∈ D(Sµ1\Sn/Sλ) | Sµ1 ∩ πSλπ
−1 = e}.
By the Mackey decomposition of coset representatives (see [6, Lemma 2.1.9]) Dλ
consists precisely of those elements π ∈ Sn which can be written as π = σα for
some α ∈ D(S1,n−1\Sn/Sλ) and σ ∈ D(S1,n−1/Sν(α)). The pair (σ, α) is uniquely
determined by π since α is the shortest element in the double coset S1,n−1πSλ.
Furthermore, for each τi ∈ Bµ1 we have ℓ(τiπ) = ℓ(τiσ) + ℓ(α) since τiσ ∈ S1,n−1,
whence τiπ > π if and only if τiσ > σ. This shows that π ∈ µ1D if and only if
σ ∈ µ1D.
Lastly, for each ρ ∈ Sµ1 we have ρσ ∈ S1,n−1, and by the Mackey decomposition
the equality ρπ = (ρσ)α implies that ρπ ∈ Dλ if and only if ρσ ∈ D(S1,n−1/Sν(α)).
The double cosetSµ1πSλ has the trivial intersection property if and only if ρπ ∈ Dλ
for all ρ ∈ Sµ1 , while Sµ1σSν(α) has the trivial intersection property if and only if
ρσ ∈ D(S1,n−1/Sν(α)) for all ρ ∈ Sµ1 . We see that these properties are equivalent.
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Thus π ∈ µ1D
e
λ if and only if σ ∈ D
e(Sµ1\S1,n−1/Sν(α)), and bijectivity of the
map considered above has been established.
It follows from the preceding discussion that the vector space
Q =
⊕
α∈D(S1,n−1\Sn/Sλ)
M(α, e)/Σ(α, e)
has a basis formed by the cosets of all elements Tπc with π ∈ µ1D
e
λ. Consider the
map ψ :M/Σ→ Q obtained as the composite of ϕ with the projection pQ ofM/Σ1
onto Q. We will check that ψ is injective. Once this has been done, the injectivity
of ϕ will be clear, and the proof of Lemma 5.10 will be complete.
We have D(S1,n−1\Sn) = {σj | j = 0, . . . , n − 1} where σ0 = e, σ1 = τ1, and
generally σj = τ1τ2 · · · τj for j > 1. Therefore y =
∑n−1
j=0 (−1)
jTσj .
Let π ∈ µD
e
λ, i.e. π is the distinguished representative of a Sµ -Sλ double coset
with the trivial intersection property. Then the coset Tπc+Σ is a basis element of
M/Σ which is sent by ψ to the element pQ(yTπc+Σ1) ∈ Q. We have
yTπc =
n−1∑
j=0
(−1)jTσjTπc =
n−1∑
j=0
(−1)jTσjTπT
′
σjc .
Note that σjτi > σj for all i = 1, . . . , n − 1 except for i = j. Hence σj ∈ Dµ for
j > 0 if and only if τj /∈ Sµ. If τj ∈ Sµ, then T
′
σjc = T
′
σj−1T
′
jc = q
−1T ′σj−1c. For
each j it follows by induction that
T ′σj c = q
k(j)−j T ′k(j)c ∈ M(e, σk(j))
where k(j) is the largest integer k such that 0 ≤ k ≤ j and σk ∈ Dµ. This entails
TσjTπT
′
σj c ∈ HnT
′
k(j)c ⊂
⊕
α∈D(S1,n−1\Sn/Sλ)
M(α, σk(j)).
Denote by m the largest integer such that 0 ≤ m < n and k(m) = 0. Then k(j) > 0,
and therefore σk(j) 6= e for all j > m. In particular, pQ(TσjTπT
′
σj c + Σ1) = 0 for
j > m.
If j ≤ m, then σj ∈ Sµ, whence TσjTπ = Tσjπ with σjπ ∈ Dλ by the conditions
on π. Moreover, σjπ ∈ µ1D
e
λ. Indeed, for each ρ ∈ Sµ1 we have ρσjπ ∈ Dλ since
ρσj ∈ Sµ. This means that the double coset Sµ1σjπSλ has the trivial intersection
property. But ℓ(ρσj) = ℓ(ρ) + ℓ(σj) since ρ ∈ S1,n−1, and therefore
ℓ(ρσjπ) = ℓ(ρσj) + ℓ(π) = ℓ(ρ) + ℓ(σj) + ℓ(π) = ℓ(ρ) + ℓ(σjπ).
This shows that σjπ ∈ µ1D.
We conclude that ψ(Tπc+Σ) equals
∑m
j=0(−1)
jq−j(Tσjπc+Σ1), which is a linear
combination of distinct basis elements of Q with nonzero coefficients. Note that all
elements σjπ with j = 0, . . . ,m belong to the same coset Sµπ having π as its short-
est representative. Therefore the expressions for the images under ψ of two different
basis elements of M/Σ involve disjoint sets of basis elements of Q. Injectivity of ψ
and ϕ is now clear. 
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Lemma 5.11. Let M = Hn ⊗Hλ ktriv and M
′ = H′n ⊗H′µ ktriv. With the notation
as in Lemma 5.10 the set {Tπc+Σ | π ∈ µD
e
λ} is a basis for M/Σ.
Proof. Consider M ′ as a right Hn-module by means of the algebra antiisomorphism
Hn → H
′
n sending Ti to (T
′
i )
−1. Then M ′ ∼= ktriv ⊗Hµ Hn and M =M
′ ⊗M is an
Hn-bimodule with respect to the Hn-module structures on M and M
′. We have
Ui = {u ∈M | TiT
′
iu = u} = {u ∈M | Tiu = uTi}
for each i = 1, . . . , n− 1. If u = Tim−mT˜i for some m ∈M where T˜i = q− 1− Ti,
then u ∈ Ui since
Tiu− uTi = T
2
i m− Tim(Ti + T˜i) +mTiT˜i = (T
2
i − (q − 1)Ti − q)m = 0.
This shows that Ui ⊃ U˜i where U˜i = {Tim − mT˜i | m ∈ M}. If q 6= −1, then
Ui = U˜i since each element u ∈ Ui can be written as
u = (q + 1)−2(Ti − T˜i)
2u = Tim−mT˜i with m = (q + 1)
−2(Ti − T˜i)u.
Note that U˜i is spanned by all elements w⊗Tiv−wT˜i⊗ v with v ∈M and w ∈M
′.
Setting Σ˜ =
∑n−1
i=1 U˜i , we deduce that
M/Σ˜ ∼= M˜ ′ ⊗Hn M
where M˜ ′ is the right Hn-module obtained from M
′ by composing the original ac-
tion of Hn with the automorphism of Hn sending Ti to T˜i for each i. By the right
hand version of Lemma 1.5 we have M˜ ′ ∼= kalt ⊗Hµ Hn. Hence
M˜ ′ ⊗Hn M
∼= kalt ⊗Hµ M
∼=
⊕
π∈ µDλ
kalt ⊗Hν(pi) ktriv
sinceM ∼=
⊕
(Hµ⊗Hν(pi) ktriv) by the Mackey formula. Here ν(π) is the composition
of n such that Sν(π) = Sµ ∩ πSλπ
−1. For each π the respective summand in the
above decomposition of M˜ ′ ⊗Hn M is spanned by the image of Tπc.
In view of the previous isomorphismsM/Σ˜ has a basis consisting of the cosets of
elements Tπc with π ∈ µDλ such that the alternating representation of Hν(π) coin-
cides with the trivial representation. If q 6= −1, this condition on π means precisely
that Sν(π) = e, i.e. π ∈ µD
e
λ. In this case we also have Σ = Σ˜, and the conclusion
of Lemma 5.11 follows.
Suppose further that q = −1. In this case M/Σ is a quotient of M/Σ˜ since
Σ˜ ⊂ Σ. Hence M/Σ is spanned by the cosets of elements Tπc with π ∈ µDλ. If
τi ∈ Sν(π) for some i, then Tπc ∈ Ui ⊂ Σ since TiTπc = −Tπc and T
′
iTπc = −Tπc.
It follows that M/Σ is spanned by the cosets of elements Tπc with π ∈ µD
e
λ only.
It remains to prove that such cosets are linearly independent. But the dual space
(M/Σ)∗ is identified with the subspace of the Hn-bimodule
Hom k
(
M,M ′
∗) ∼=M∗
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consisting of all k-linear maps f : M → M ′
∗
with the property that for each i,
0 < i < n, there exists a k-linear map fi :M →M
′∗ such that f = Tifi − fiTi, i.e.
f = Tifi + fiT˜i + 2fi. Here M
′∗ is a left Hn-module with respect to the action of
Hn arising naturally from the right action on M
′. By Lemmas 1.4, 1.5
M ′
∗ ∼= Hn ⊗Hµ k , M˜
∼= Hn ⊗Hλ k.
By Lemma 1.7 the k-linear maps f considered above are precisely those Hn-module
homomorphisms M˜ → M ′
∗
that factor through a free module, and the space of
such homomorphisms has a basis indexed by the set λD
e
µ. Since this set is in a
bijection with µD
e
λ by the map σ 7→ σ
−1, the space M/Σ has dimension equal to
the cardinality of µD
e
λ, and we are done. 
6. Intertwining algebras for a pair of Hecke symmetries
Let V and V ′ be two finite dimensional vector spaces over the field k. Let R be a
Hecke symmetry on V and R′ a Hecke symmetry on V ′ satisfying the Hecke relation
with the same parameter q. For each n ≥ 0 we will view Tn(V ) and Tn(V
′) as left
modules over the Hecke algebra Hn = Hn(q) with respect to the representations
arising from R and R′.
The tensor algebra T(V ′
∗
⊗ V ) embeds canonically into T(V ′
∗
) ⊗ T(V ). Under
this embedding Tn(V
′∗⊗V ) is mapped onto Tn(V
′∗)⊗Tn(V ). Identify Tn(V
∗) and
Tn(V
′∗) with the duals of the vector spaces Tn(V ) and Tn(V
′) as in section 3.
Let R′
∗
be the Hecke symmetry on V ′
∗
adjoint to R′ (see Lemma 3.2). The inverse
operator (R′
∗
)−1 is a Hecke symmetry with parameter q−1. Denote by R the linear
operator on T2(V
′∗ ⊗ V ) which corresponds to the operator (R′
∗
)−1 ⊗R acting on
T2(V
′∗)⊗ T2(V ).
Define A(R′, R) and E(R′, R) as the factor algebras of T(V ′
∗
⊗ V ) by the ideals
generated, respectively, by Im (R− Id) and Ker (R− Id). Under the isomorphism
T2(V
′∗ ⊗ V ) ∼= T2(V
′∗)⊗ T2(V )
these two subspaces of T2(V
′∗ ⊗ V ) are mapped, respectively, onto
Im (Id⊗R−R′
∗
⊗ Id) and Ker (Id⊗R−R′
∗
⊗ Id).
In the case when R′ = R the first subspace gives a well-known presentation of the
FRT bialgebra A(R) = A(R,R) (see [11, section 4]).
Lemma 6.1. The quadratic dual algebras A(R′, R)! and E(R′, R)! are isomorphic,
respectively, to E(R,R′) and A(R,R′). If q 6= −1, then A(R′, R) = E(R′, R˜) and
E(R′, R) = A(R′, R˜) where R˜ = (q − 1) Id−R.
Proof. Identifying the dual space of T2(V
′∗)⊗T2(V ) with T2(V
∗)⊗T2(V
′), we have(
Im (Id⊗R−R′
∗
⊗ Id)
)⊥
= Ker (Id⊗R′ −R∗ ⊗ Id),(
Ker (Id⊗R− R′
∗
⊗ Id)
)⊥
= Im (Id⊗R′ −R∗ ⊗ Id).
The subspaces of T2(V
∗) ⊗ T2(V
′) in the left hand sides of these equalities define
the algebras A(R′, R)! and E(R′, R)!.
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If q 6= −1, then Id⊗R and R′
∗
⊗ Id are commuting diagonalizable operators with
two eigenvalues −1 and q. Since T2(V
′∗)⊗ T2(V ) is a sum of common eigenspaces
of these two operators, it is clear that
Im (Id⊗R˜−R′
∗
⊗ Id) = Ker (Id⊗R−R′
∗
⊗ Id),
Ker (Id⊗R˜−R′
∗
⊗ Id) = Im (Id⊗R−R′
∗
⊗ Id).
We thus obtain the second conclusion. 
Put H′n = Hn(q
−1), as in section 5. Consider Tn(V
′∗) as a left H′n-module with
respect to the representation arising from the Hecke symmetry (R′
∗
)−1. We thus
obtain a left H′n ⊗Hn-module structure on Tn(V
′∗ ⊗ V ) ∼= Tn(V
′∗)⊗ Tn(V ).
Recall that Ti = T
′
i ⊗ Ti ∈ H
′
n ⊗Hn where T
′
1, . . . , T
′
n−1 are the standard gener-
ators of H′n. The action of Ti on Tn(V
′∗ ⊗ V ) is given by the operator
R
(n)
i = Id
⊗(i−1)⊗R⊗ Id⊗(n−i−1) .
Theorem 6.2. Suppose that both R and R′ satisfy the 1-dimensional source con-
dition. Then the graded algebras A(R′, R) and E(R′, R) are Koszul. Their Hilbert
series satisfy the relation hA(R′,R)(t)hE(R′,R)(−t) = 1.
Proof. Put U
(n)
i = Ti−1(V
′∗ ⊗ V ) ⊗ U ⊗ Tn−i−1(V
′∗ ⊗ V ) ⊂ Tn(V
′∗ ⊗ V ) for a
subspace U ⊂ T2(V
′∗ ⊗ V ) and i = 1, . . . , n− 1. We have
U
(n)
i =
{
Im (R
(n)
i − Id) = Im (Ti − 1)Tn(V ′∗⊗V ) if U = Im (R− Id),
Ker (R
(n)
i − Id) = Ker (Ti − 1)Tn(V ′∗⊗V ) if U = Ker (R− Id).
In both cases the complex K•
(
Tn(V
′∗ ⊗ V ), (U
(n)
i )
)
is exact for each n > 0 by
Propositions 5.1 and 5.9. But these complexes are precisely the direct summands
in the decomposition of the right Koszul complex K•(A) (see section 3) where A is
A(R′, R) in the first case and E(R′, R) in the second. Hence K•(A) is acyclic in all
positive degrees.
ThusA(R′, R) andE(R′, R) are Koszul. The Hilbert series of the algebraE(R′, R)!
is
∑
(dimΥ(n))tn where the spaces Υ(n) are determined in Lemma 6.4 below. Mak-
ing use also of Lemmas 6.3 and 1.2, we get
dimAn(R
′, R) = dimHomHn
(
Tn(V ),Tn(V
′)
)
= dimHomHn
(
Tn(V
′),Tn(V )
)
= dimΥ(n).
This shows that hA(R′,R)(t) = hE(R′,R)!(t), and the final conclusion in the statement
of Theorem 6.2 reduces to the standard relation between the Hilbert series of the
Koszul algebra E(R′, R) and its quadratic dual. 
Lemma 6.3. An(R
′, R) ∼= HomHn
(
Tn(V ),Tn(V
′)
)∗
.
Proof. The ideal I of the algebra T(V ′
∗
⊗V ) defining its factor algebra A(R′, R) has
homogeneous components In = 0 for n ≤ 1 and In =
∑n−1
i=1 U
(n)
i for n > 1 where
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U
(n)
i are the subspaces of Tn(V
′∗ ⊗ V ) defined in the proof of Theorem 6.2 with
U = Im (R− Id).
The right Hn-module structure on Tn(V
′)∗ obtained in a natural way from the
left module structure on Tn(V
′) allows us to view Tn(V
′∗⊗V ) ∼= Tn(V
′)∗⊗Tn(V )
as an Hn-bimodule. The left action of T
′
i on Tn(V
′∗) ∼= Tn(V
′)∗ is the same as
the right action of T−1i . Then T
′
ia = aT
−1
i , and so Tia = TiT
′
ia = TiaT
−1
i , for all
a ∈ Tn(V
′∗⊗V ). Hence U
(n)
i is spanned by all elements TiaT
−1
i −a or, equivalently,
by all elements Tia− aTi with a ∈ Tn(V
′∗⊗V ). Under the canonical isomorphisms
of Hn-bimodules
Tn(V
′∗ ⊗ V )∗ ∼= Tn(V
′)⊗ Tn(V )
∗ ∼= Hom k
(
Tn(V ),Tn(V
′)
)
the orthogonal of U
(n)
i in that vector space is
(U
(n)
i )
⊥ = {f ∈ Hom k
(
Tn(V ),Tn(V
′)
)
| Tif = fTi}.
Hence An(R
′, R)∗ ∼= I⊥n =
⋂n−1
i=1 (U
(n)
i )
⊥ = HomHn
(
Tn(V ),Tn(V
′)
)
. 
Lemma 6.4. The right Koszul complex for the algebra E(R′, R) has components
Υ(n) ⊗ E(R′, R) with Υ(n) ∼= HomHn
(
Tn(V
′),Tn(V )
)
.
Proof. Recall from section 3 that Υ(n) =
⋂n−1
i=1 U
(n)
i where U
(n)
i are as defined in
the proof of Theorem 6.2 with U = Ker (R − Id). In terms of the Hn-bimodule
structure on Tn(V
′∗ ⊗ V ) we have
U
(n)
i = {a ∈ Tn(V
′∗ ⊗ V ) | Tia = aTi}
for each i. It follows that Υ(n) = {a ∈ Tn(V
′∗ ⊗ V ) | xa = ax for all x ∈ Hn}. The
canonical isomorphisms of Hn-bimodules
Tn(V
′∗ ⊗ V ) ∼= Tn(V )⊗ Tn(V
′)∗ ∼= Hom k
(
Tn(V
′),Tn(V )
)
map Υ(n) onto HomHn
(
Tn(V
′),Tn(V )
)
. 
Lemma 6.5. Let I be the ideal of the algebra T = T(V ′
∗
⊗ V ) defining its factor
algebra E(R′, R). Fix some n > 1 and put
Lk = {a ∈ Tk | aTn−k ⊂ In} for 0 ≤ k < n,
yk =
∑
σ∈D(S1,k−1\Sk)
(−1)ℓ(σ)Tσ ∈ H
′
k ⊗Hk for each k > 0
where Tσ = TσT
′
σ . If 0 < k < n, then ykLk ⊂ T1Lk−1.
This lemma is proved by exactly the same arguments as those used for Lemma
4.1 (see the remarks following the proof of that lemma).
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Theorem 6.6. Suppose that both R and R′ satisfy the trivial source condition. If
dimEn(R
′, R) = 1 and En+1(R
′, R) = 0 for some integer n > 0, then E(R′, R) is a
Frobenius algebra, while A(R′, R) is a Gorenstein algebra of global dimension n.
Proof. We proceed as in the proof of Theorem 4.5. Let T and I be as in Lemma
6.5. By induction on k we can show that Lk = Ik for each k = 0, . . . , n− 1. Indeed,
if the equality Lk−1 = Ik−1 holds for some k, then ykLk ⊂ T1Ik−1 by Lemma 6.5.
Now we apply Lemma 5.10 with n replaced by k and M = Tk. In the notation of
that lemma we then have y = yk, Σ = Ik and Σ1 = T1Ik−1. The inclusion yLk ⊂ Σ1
entails Lk ⊂ y
−1
M (Σ1) = Σ, i.e. Lk = Ik. Thus the multiplication pairing
Ek(R
′, R)× En−k(R
′, R)→ En(R
′, R)
has zero left kernel. Since this holds also with k replaced by n − k, comparison of
dimensions shows that the pairing is nondegenerate. This means that the algebra
E(R′, R) is Frobenius. By Lemma 6.1 A(R′, R)! ∼= E(R,R′). Since
hE(R,R′)(t) = hA(R′,R)(−t)
−1 = hE(R′,R)(t),
we have dimEn(R,R
′) = 1 and En+1(R,R
′) = 0. Hence E(R,R′) is also Frobenius,
and A(R′, R) is Gorenstein by [18, Remark 2 on p. 25]. 
7. Monoidal equivalences
Let V, V ′, V ′′ be three finite dimensional vector spaces over k and R,R′, R′′ Hecke
symmetries on the respective spaces with the same parameter q. For each n ≥ 0
we equip Tn = Tn(V ), T
′
n = Tn(V
′) and T′′n = Tn(V
′′) with the Hn-module
structures arising from R,R′, R′′. There is a k-linear map
∆n : An(R
′, R′′) −→ An(R
′, R)⊗An(R,R
′′)
whose dual map ∆∗n : An(R
′, R)∗⊗An(R,R
′′)∗ −→ An(R
′, R′′)∗ is, in terms of the
identifications of Lemma 6.3, the map
HomHn(Tn,T
′
n)⊗HomHn(T
′′
n,Tn) −→ HomHn(T
′′
n,T
′
n)
given by the composition of homomorphisms. In particular, An(R) is endowed with
a comultiplication dual to the multiplication in the algebra EndHnTn. Thus An(R)
is a coalgebra. Also, An(R
′, R) has an An(R
′), An(R)-bicomodule structure dual to
the EndHnT
′
n ,EndHnTn -bimodule structure on HomHn(Tn,T
′
n).
Let Hm,n be the parabolic subalgebra of Hm+n generated by {Ti | i 6= m}. Then
Am(R
′, R)∗ ⊗An(R
′, R)∗ ∼= HomHm(Tm,T
′
m)⊗HomHn(Tn,T
′
n)
∼= HomHm⊗Hn(Tm ⊗ Tn, T
′
m ⊗ T
′
n)
∼= HomHm,n(Tm+n,T
′
m+n).
Noting that the multiplication maps Am(R
′, R)⊗An(R
′, R) −→ Am+n(R
′, R) are
dual to the inclusion maps
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HomHm+n(Tm+n,T
′
m+n) →֒ HomHm,n(Tm+n,T
′
m+n),
it is easy to see that the map
∆R′,R,R′′ : A(R
′, R′′) −→ A(R′, R)⊗A(R,R′′)
obtained from the previously defined maps ∆n on the homogeneous components, is
an algebra homomorphism. In particular, A(R) is a bialgebra, while A(R′, R) is an
A(R′), A(R)-bicomodule algebra.
If C is a coalgebra, ρ : X → X⊗C and λ : Y → C⊗Y are right and left comodule
structures on two vector spaces, then the cotensor product XC Y is defined as the
kernel of the k-linear map
X ⊗ Y
ρ⊗id−id⊗λ
−−−−−−−−−→ X ⊗ C ⊗ Y.
Suppose that X , Y and C are finite dimensional. Passing to the dual spaces, we get
then an exact sequence
X∗ ⊗ C∗ ⊗ Y ∗
ρ∗⊗id−id⊗λ∗
−−−−−−−−−−→ X∗ ⊗ Y ∗ −→ (X C Y )
∗ −→ 0
which shows that (X C Y )
∗ ∼= X∗ ⊗C∗ Y
∗. Since ∆∗n factors through
HomHn(Tn,T
′
n)⊗EndHnTn HomHn(T
′′
n,Tn),
it follows that Im∆n ⊂ An(R
′, R)An(R) An(R,R
′′) for each n. Hence ∆R′,R,R′′ is
in fact an algebra homomorphism A(R′, R′′) −→ A(R′, R)A(R) A(R,R
′′).
Lemma 7.1. Suppose that for each n > 1 each indecomposable direct summand of
the Hn-module Tn(V
′) is isomorphic to a direct summand of the Hn-module Tn(V ).
Then ∆R′,R,R′′ gives an isomorphism of algebras
A(R′, R′′) ∼= A(R′, R)A(R) A(R,R
′′).
Proof. For any Hn-modules X,Y, Z there is a canonical map
HomHn(X,Y )⊗EndHnX HomHn(Z,X) −→ HomHn(Z, Y )
which is obviously bijective when Y = X . Since the collection of these maps with
varying Y give a natural transformation of additive functors of Y , such a map
is bijective also when Y is a direct sum of modules isomorphic to direct sum-
mands of X . In particular, we may take X = Tn(V ), Y = Tn(V
′), Z = Tn(V
′′).
Passing to the dual spaces, we deduce that ∆n maps An(R
′, R′′) bijectively onto
An(R
′, R)An(R) An(R,R
′′). 
Theorem 7.2. Suppose that for each n > 1 the indecomposable Hn-modules iso-
morphic to direct summands of Tn(V
′) are the same as those isomorphic to direct
summands of Tn(V ). Then the functors
A(R′, R)A(R) ? and ? A(R) A(R,R
′)
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are braided monoidal equivalences A(R)M−→ A(R
′)M and MA(R) −→MA(R
′).
Proof. The functor F = A(R′, R)A(R) ? has a quasiinverse F
′ = A(R,R′)A(R′) ?
since
F ′F (X) ∼=
(
A(R,R′)A(R′) A(R
′, R)
)
A(R) X ∼= A(R)A(R) X ∼= X
for left A(R)-comodules X by the associativity of cotensor products and by Lemma
7.1, and, similarly, FF ′ ∼= Id. Thus F is a category equivalence.
There are homomorphisms of A(R′)-comodules ξXY : F (X)⊗F (Y )→ F (X⊗Y ),
natural in X,Y ∈ A(R)M, obtained as restrictions of the maps(
A(R′, R)⊗X
)
⊗
(
A(R′, R)⊗ y
)
→ A(R′, R)⊗ (X ⊗ Y ),
(a⊗ x) ⊗ (b⊗ y) 7→ ab⊗ (x⊗ y).
We will show that ξXY is an isomorphism. Since A(R) is a direct sum of its subcoal-
gebras An(R), each left A(R)-comodule X can be written as X = ⊕
∞
n=0Xn where
Xn is a left An(R)-comodule for each n. Therefore it suffices to prove bijectivity of
ξXY assuming X to be an Am(R)-comodule, Y an An(R)-comodule for some m,n.
Since every comodule is a sum of finite dimensional subcomodules, we may also
assume that dimX <∞ and dimY <∞. Then F (X) = Am(R
′, R)Am(R)X , and
F (X)∗ ∼= Am(R
′, R)∗ ⊗Am(R)∗ X
∗ ∼= HomHm(Tm,T
′
m)⊗EndHmTm X
∗.
where Tm = Tm(V ), T
′
m = Tm(V
′). Similarly,
F (Y )∗ ∼= HomHn(Tn,T
′
n)⊗EndHnTn Y
∗.
Identifying Hm ⊗Hn with the subalgebra Hm,n of Hm+n, we get
F (X)∗ ⊗ F (Y )∗
∼= HomHm⊗Hn(Tm ⊗ Tn,T
′
m ⊗ T
′
n)⊗EndHm⊗Hn(Tm⊗Tn) (X
∗ ⊗ Y ∗)
∼= HomHm,n(Tm+n,T
′
m+n)⊗EndHm,nTm+n (X
∗ ⊗ Y ∗).
The dual map F (X ⊗ Y )∗ → F (X)∗ ⊗ F (Y )∗ is identified with the canonical map
HomHm+n(Tm+n,T
′
m+n)⊗EndHm+nTm+n (X
∗ ⊗ Y ∗)
−→ HomHm,n(Tm+n,T
′
m+n)⊗EndHm,nTm+n (X
∗ ⊗ Y ∗)
arising from the inclusions HomHm+n(Tm+n,T
′
m+n) ⊂ HomHm,n(Tm+n,T
′
m+n) and
EndHm+nTm+n ⊂ EndHm,nTm+n. This map is bijective by Lemma 7.3 below.
We have shown that F (X)⊗F (Y ) ∼= F (X⊗Y ), naturally in X and Y . Coherence
of these isomorphisms is clear from the construction. The trivial A(R)-comodule
A0(R) = k is sent by F to the trivial A(R
′)-comodule A0(R
′, R) = k. Thus F is a
monoidal equivalence.
Let b and b′ be the braidings in the categories A(R)M and A(R
′)M, respectively,
such that bV ∗V ∗ = R
∗ and bV ′∗V ′∗ = R
′∗. We have to verify commutativity of the
diagrams
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F (X)⊗ F (Y )
ξXY
−−−−−→ F (X ⊗ Y )
b′F (X)F (Y )
y y F (bXY )
F (Y )⊗ F (X)
ξYX
−−−−−→ F (Y ⊗X).
In fact, it suffices to do this only for X = Y = V ∗. By the general properties of the
braidings the diagram will then be commutative forX = Tm(V
∗), Y = Tn(V
∗), and
therefore also when X and Y are subfactors of direct sums of left A(R)-comodules
isomorphic to tensor powers of V ∗. But every finite dimensional left A(R)-comodule
is realized in this way since Tn(V
∗) ∼= T∗n is a faithful right EndHnTn-module for
each n. For infinite dimensional comodules commutativity of the diagram will follow
from the fact that F commutes with inductive direct limits. Now
F (T∗n)
∗ ∼= HomHn(Tn,T
′
n)⊗EndHnTn Tn
∼= T′n .
The last isomorphism here is explained by the fact that the evaluation map
HomHn(Tn,M)⊗EndHnTn Tn →M
is obviously bijective when M = Tn, and therefore it is bijective whenever M is
a direct sum of Hn-modules isomorphic to direct summands of Tn. This can be
applied with M = T′n. Note that the bijection F (T
∗
n)
∗ ∼= T′n obtained in this way is
an isomorphism of Hn-modules.
In particular, we have F (V ∗) ∼= V ′
∗
and F (T∗2)
∼= T′2
∗
. The generator T1 of H2
acts via R on T2 and via R
′ on T′2. This entails the commutativity of the diagram
T′2
∗ ∼= F (V ∗)⊗ F (V ∗)
ξV ∗V ∗−−−−−−−→ F (T∗2)
R′∗
y y b′F (V ∗)F (V ∗) y F (R∗)
T
′
2
∗ ∼= F (V ∗)⊗ F (V ∗)
ξV ∗V ∗−−−−−−−→ F (T∗2).
Thus we have verified all the required properties of the functor F . Consideration of
the other case in the statement of Theorem 7.2 is quite similar. 
Lemma 7.3. Let A be a ring, B its subring, X a left A-module, and let M be a left
EndB X-module. The canonical map
HomA(X,Y )⊗EndAX M −→ HomB(X,Y )⊗EndBX M
is bijective whenever Y is a finite direct sum of left A-modules isomorphic to direct
summands of X.
Proof. The conclusion is obvious when Y = X . Since we deal here with a natural
transformation of two additive functors of Y , the conclusion then holds in full gen-
erality. 
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