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1. Introduction
The analysis of root systems [6] has let us to develop a theory
of special functions associated to a root system of the classical type
An, BCn, Dn ([2–9]) continuing the pionneering work of James [10–
13] and Koornwinder [12], in particular for rank 2 systems. The
special functions are joint eigenfunctions of the invariant differential
operators (there are n of them for a root system of rank n) and are
polynomials. Special cases of these polynomials are spherical functions
of the corresponding symmetric spaces when the multiplicities of the
roots are these corresponding to symmetric spaces. It turns out that
the algebra of invariant differential operators is generated by more
fundamental operators, namely the Euler–Poisson–Darboux operators of
the type
Dij = (xi − xj ) ∂
2
∂xi∂xj
+ u
(
∂
∂xi
− ∂
∂xj
)
,
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where u is a fixed number (essentially a multiplicity of the root xi −
xj ) (see [6]). For a variety of reasons, essentially related to explicit
calculation of the special functions associated to the root systems, we
were led to the analysis of the Lie algebra generated by these operators.
It turns out that this algebra is independent of the parameter u and is
thus a universal Lie algebra associated to any root system. The operators
generating this Lie algebra satisfy very simple commutation relations,
which are described in Section 2. It is preferable to Fourier transform the
Lie algebra to obtain a Lie algebra of vector fields.
Here we study this Lie algebra in the case of 3 variables. It turns out
to be a semi-simple infinite dimensional algebra, in a sense completely
different from a Kac–Moody algebra (the generator are not locally nilpo-
tent). Moreover, it has surprizing features. For example, it contains max-
imal commutative subalgebras of dimension 2 and of infinite dimension.
Finally, this algebra is related to the Eulerian polynomials. The iterated
brackets of a generator, on another generator turns out to be expressible
in term of the Eulerian polynomials.
In Section 2, we define the Lie algebra D and determine its commuta-
tion relation. The structure ofD, filtration, derived series, semi simplicity,
is studied in Section 4, while the structure of certain commutative subal-
gebras is given in Section 5. Finally in Section 6, we relate this algebra
to the Eulerian polynomials.
2. The Lie algebra associated to a root system
We consider the differential operators in n variables x1, . . . , xn (Euler–
Poisson–Darboux operators)
D
(u)
ij = (xi − xj )
∂2
∂xi∂xj
+ u
(
∂
∂xj
− ∂
∂xi
)
(2.1)
for 16 i < j 6 n and we call G the Lie algebra generated by the D(u)ij in
the space of differential operators with polynomial coefficients. Here u is
a complex number which is fixed once for all. The operators D(u)ij have
been introduced and used in [3,8]. In [5], it was proved that the radial
parts of invariant differential operators of any symmetric spaces can be
constructed using these operators.
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The easiest method to study the Lie algebra G and its commutation
relations, is to Fourier transform everything. We define
fˆ (λ1, . . . , λn)=
∫
f (x1, . . . , xn)e
i
∑
λjxj dx1 · · ·dxn.(2.2)
Then, the action of D(u)ij at the level of the Fourier transform space is
given by
Dˆ
(u)
ij = i
[
λjλk(∂j − ∂k)+ (u− 1)(λj − λk)],(2.3)
where we have abbreviated
∂j ≡ ∂
∂λj
and we have used the rules of Fourier transform
∂
∂xj
→−iλj , xj →−i ∂
∂λj
.
The advantage of going to the Fourier transform level, is that the Dˆ(u)ij
are now vector fields. Moreover the commutation relations are conserved
[
Dˆ
(u)
ij , Dˆ
(u)
kl
]= [ ̂Dˆ(u)ij , Dˆ(u)kl ] .
LEMMA 2.1. – The fundamental commutation relations of the Dˆ(u)ij are
(1) If {i, j} and {k, l} have 0 or 2 elements in common[
Dˆ
(u)
ij , Dˆ
(u)
kl
]= 0;(2.4)
(2) for k 6= l [
Dˆ
(u)
jk , Dˆ
(u)
j l
]=+iλj Dˆ(u)kl .(2.5)
Proof. – (1) is evident because Dˆ(u)ij and Dˆ(u)kl are identical or concerns
different variables. (2) Can be verified easily[
Dˆ
(u)
jk , Dˆ
(u)
j l
]=−(λjλk(∂j − ∂k)+ (u− 1)(λj − λk))
× (λjλl(∂j − ∂l)+ (u− 1)(λj − λl))
+ (λjλl(∂j − ∂l)+ (u− 1)(λj − λl))
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× (λjλk(∂j − ∂k)+ (u− 1)(λj − λk))
=−λjλkλl(∂j − ∂l)− (u− 1)λjλk
+ λjλkλl + (u− 1)λjλl
=−λj [λlλk(∂k − ∂l)+ (u− 1)(λk − λl)]
= iλj Dˆ(u)lk . 2
LEMMA 2.2. – The Lie algebra generated by the Dˆ(u)ij is independent
of u.
Proof. – The commutation relations Eqs. (2.4)–(2.5) are independent
of u. Moreover, given the value in Eq. (2.3) of Dˆ(u)ij , the commutation
relations between Dˆ(u)ij and polynomials in λ are also independent of u.
Because of Eq. (2.5), this shows that the Lie algebra generated by the
Dˆ
(u)
ij is independent of u. 2
Remark. – One can also verify this statement, by noticing that Dˆ(1)ij and
Dˆ
(u)
ij are conjugate
Dˆ
(u)
ij (piλj)
u−1f = (piλj)u−1Dˆ(1)ij f.
In the sequel of this work, we shall assume that
u= 1
and consider the operators
Dij = λiλj(∂i − ∂j ).(2.6)
They satisfy
[Dij , Dkl] = 0, if {i, j} or {k, l} have 0 or
2 elements in common,
[Djk, Djl] = λjDkl, if k 6= l.
(2.7)
If we consider three variable λ1, λ2, λ3, the three operators D12,D13,D23
generate a Lie subalgebra. We shall consider only this Lie algebra that
will be denoted D in this work.
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It is convenient to redefine the numerotation of the operators Dij by
D1 ≡D23 = λ2λ3(∂2 − ∂3),
D2 ≡D31 = λ1λ3(∂3 − ∂1),
D3 ≡D12 = λ1λ2(∂1 − ∂2),
(2.8)
we notice that with these notations
[Di, Dj ] = εijkλkDk,(2.9)
where εijk is the fundamental antisymmetric tensor satisfying:
εijk = 0, if two or more indices are equal,
ε123= 1.
3. Differential forms invariant by the Lie algebra D
The Lie algebra D is a Lie algebra of vector fields with polynomial
coefficients in C3, defined by the vector fields of Eqs. (2.8). We can study
the differential forms on C3, which are invariant by the action of D. The
answer is the following.
THEOREM 3.1. – The differential forms which are invariant by the
action of D as a Lie algebra of vector fields are the following:
(i) degree 3
ω3 = f (λ1 + λ2 + λ3)dλ1
λ1
∧ dλ2
λ2
∧ dλ3
λ3
;(3.1)
(ii) degree 2
ω2 = 0;(3.2)
(iii) degree 1
ω1 = f (λ1 + λ1 + λ3)(dλ1 + dλ2 + dλ3).(3.3)
Here f is any function of one variable.
Proof. – Let gj (t) the flow of Dj at time t . It is sufficient to look for
forms ω such that
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gj (t)
∗ω = 0,
(3.4)
d
dt
gj (t)
∗ω
∣∣∣∣
t=0
= 0.
First, we consider the flow g3(t) ofD3. It is defined as (λ1(t), λ2(t), λ3(t))
with
dλ1
dt
= λ1λ2, dλ2dt =−λ1λ2,
dλ3
dt
= 0,
so that
λ1(t)= λ1 + tλ1λ2 +O(t2),(3.5)
λ2(t)= λ2 − tλ1λ2 +O(t2),
λ3(t)= λ3,
f
(
λ1(t), λ2(t), λ3(t)
)
= f (λ1, λ2, λ3)+ tλ1λ2[∂1f − ∂2f ] +O(t2),
g3(t)
∗ dλ1 = dλ1 + t (λ1 dλ2 + λ2 dλ1)+O(t2),(3.6)
g3(t)
∗ dλ2 = dλ2 − t (λ1 dλ2 + λ2 dλ1)+O(t2),
g3(t)
∗dλ3 = dλ3.
The formulas for gj (t)∗ are obtained by cyclic permutations.
(i) (Forms of degree 3.) Let ω = f (λ1, λ2, λ3)dλ1 ∧ dλ2 ∧ dλ3, a
3-form. Then
d
dt
∣∣∣∣
t=0
g3(t)
∗ω = [(λ2 − λ1)f + λ1λ2(∂1f − ∂2f )]dλ1 ∧ dλ2 ∧ dλ3.
The condition of invariance gives
λ1λ2(∂1f − ∂2f )+ (λ2 − λ1)f = 0(3.7)3
and then by cyclic permutations
λ2λ3(∂2f − ∂3f )+ (λ3 − λ2)f = 0,(3.7)1
λ3λ1(∂3f − ∂1f )+ (λ1 − λ3)f = 0.(3.7)2
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A particular solution of the system of Eqs. (3.7) is h(λ)= 1/(λ1λ2λ3).
If f is a solution of Eqs. (3.7), we define
g(λ)= λ1λ2λ3f (λ)
and verify immediately that Eqs. (3.7) imply
∂1g = ∂2g = ∂3g,
so that g = g(λ1 + λ2 + λ3) which proves Eq. (3.1).
(iii) (Forms of degree 1.) If ω =∑Pi dλi , we use Eqs. (3.5)–(3.6) to
the invariance condition under g3(t)∗ as
λ1λ2(∂1P1 − ∂2P1)+ λ2(P1 − P2)= 0,
λ1λ2(∂1P2 − ∂2P2)+ λ1(P1 − P2)= 0,
λ1λ2(∂1P3 − ∂2P3)= 0.
(3.8)3
Using cyclic permutations we obtain the two analogous system
λ1λ3(∂1P1 − ∂3P1)+ λ3(P1 − P3)= 0,
λ1λ3(∂1P3 − ∂3P3)+ λ1(P1 − P3)= 0,
λ1λ3(∂1P2 − ∂3P2)= 0,
(3.8)2

λ2λ3(∂3P3 − ∂2P3)+ λ2(P3 − P2)= 0,
λ2λ3(∂3P2 − ∂2P2)+ λ3(P3 − P2)= 0,
λ2λ3(∂3P1 − ∂2P1)= 0.
(3.8)1
From these nine equations, we deduce
P1 −P2 = λ1(∂2P1 − ∂1P1),
P1 −P3 = λ1(∂3P1 − ∂1P1),
∂2P1 = ∂3P1.
This implies P2 = P3 ≡ P and similarly P1 = P2 ≡ P . Then the equation
of each system (3.8) gives
∂1P = ∂2P = ∂3P
so P = f (λ1 + λ2 + λ3) which proves Eq. (3.3).
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(ii) (Forms of degree 2.) Let
ω= P3 dλ1 ∧ dλ2 + P2 dλ3 ∧ dλ1 + P1 dλ2 ∧ dλ3.
Using Eqs. (3.5)–(3.6) we can calculate easily the condition of
invariance of ω by g3(t)∗
λ1λ2(∂1P3 − ∂2P3)+ (λ2 − λ1)P3 = 0,
λ1λ2(∂1P2 − ∂2P2)+ λ2(P2 + P1)= 0,
λ1λ2(∂1P1 − ∂2P1)− λ1(P2 + P1)= 0.
(3.9)3
The first equation of the system of Eqs. (3.9)3 has a particular solution
(λ1λ2)
−1
. We write the solution P3 of this equation as
P3 = Q3
λ1λ2
,
which gives ∂1Q3 = ∂2Q3 so that
P3(λ1, λ2, λ3)= f (λ1 + λ2, λ3)
λ1λ2
.(3.10)3
By circular permutations we deduce that
P2(λ1, λ2, λ3)= g(λ1 + λ3, λ2)
λ1λ3
,(3.10)2
P1(λ1 + λ2, λ3)= h(λ2+ λ3, λ1)
λ2λ3
.(3.10)1
The last two equations of the system of Eq. (3.9) and the equation
which are deduced by circular permutations are
P2 + P1 = λ1(∂2P2 − ∂1P2)= λ2(∂1P1 − ∂2P1),
P3 + P2 = λ2(∂3P3 − ∂2P3)= λ3(∂2P2 − ∂3P2),
P3 + P1 = λ1(∂3P3 − ∂1P3)= λ3(∂1P1 − ∂3P1).
Using Eqs. (3.10) in this system, we deduce
h(λ2 + λ3, λ1)
λ2
= ∂
∂λ2
g(λ1 + λ3, λ2)− ∂
∂λ1
g(λ1 + λ3, λ2)
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= f (λ1 + λ2, λ3)
λ2
,(3.11)
so that
h(λ2+ λ3, λ1)= f (λ1 + λ2, λ3)
and then automatically this is equal to
g(λ1 + λ3, λ3)= f (λ1 + λ2, λ3)= h(λ1+ λ3, λ2).
Using Eq. (3.11), and their analogue, we deduce
∂f
∂λ1
= ∂g
∂λ1
= ∂h
∂λ1
= ∂f
∂λ2
= ∂g
∂λ2
= ∂h
∂λ2
= ∂f
∂λ3
= ∂g
∂λ3
= ∂h
∂λ3
.
In particular, we obtain
f (λ1, λ2, λ3)= f1(λ1 + λ2 + λ3),
g(λ1, λ2, λ3)= g1(λ1 + λ2 + λ3),
h(λ1, λ2, λ3)= h1(λ1, λ2, λ3).
Then, again using Eq. (3.11), we deduce f1 = h1 = 0 and g1 = 0 by
circular permutations, so that ω≡ 0. 2
4. Properties of the Lie algebra D
4.1. Notations
D is the Lie algebra of differential operators generated by D1,D2,D3
of Eqs. (2.8). We have the fundamental commutation relations
[Di, Dj ] = εijkλkDk,(4.1)
[Di, λj ] = εijkλjλk.(4.2)
Moreover from Eqs. (2.8), one sees that
λ1D1 + λ2D2 + λ3D3 = 0.(4.3)
4.2. The subspaces Gn
We call Gn the subspace of D generated by the brackets of n
generators Di . A generator G of Gn is obtained by taking a sequence
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Di1,Di2, . . . ,Din and by putting n − 1 brackets in this sequence. In
particular
(i) G1 is the vector space generated by D1,D2,D3;
(ii) G2 is the vector space generated by λ1D1, λ2D2, λ3D3 because
of Eqs. (4.1). These generators are linearly dependent (see
Eq. (4.3));
(iii) [Gk,Gl] ⊂ Gk+l .
We shall prove several lemmas concerning these vector spaces Gn.
LEMMA 4.1. – One obtains a family of generators of Gn+1 by taking
the brackets of a family of generators of Gn with the elementsD1,D2,D3.
Proof. – This is obvious for n= 1, and we proceed by recursion on n,
assuming that the result is valid for the Gk for k 6 n.
A family of generators of Gn+1 is obtained by taking generators of
Gk for all 1 6 k 6 n and considering brackets of generators of Gk
with generators of Gl for k + l = n + 1. We can always assume that
16 l 6 (n+ 1)/2. The lemma will be the consequence of the following
result. 2
LEMMA 4.2. – Any element of [Gk, Gl] with k + l = n + 1, 1 6 l 6
(n+ 1)/2 is a linear combination of elements of [Gn, G1].
Proof of Lemma 4.2. – For k = n − 1, l = 2, we consider A ∈ Gn−1,
[Di, Dj ] ∈ G2, and we have[
A, [Di, Dj ]]= [[A,Di], Dj ]+ [[Dj,A], Di]]
by Jacobi identity. But [A,Di] is in Gn and this proves the lemma for
k = n − 1, l = 2. We prove the lemma by recursion we assume that it
is correct for [Gn−1,G2], [Gn−2,G3], . . . , [Gn−k+1,Gk] and we consider
A ∈ Gn−k and B ∈ Gk+1, with A,B belonging to a family of generators of
Gn−k and Gn−k , respectively. By the recursion hypothesis of Lemma 4.1,
we can assume that
B = [C,Di] with C ∈ Gk.
Then
[A,B] = [A, [C,Di]]= [[A,C],Di]+ [[Di,A],C].
A. DEBIARD, B. GAVEAU / Bull. Sci. math. 124 (2000) 21–55 31
But [A,C] is in Gn, so [[A,C],Di ] is in [Gn,G1], and [A,Di] is
in Gn−k+1 and C is in Gk , so that by the second recursion hypothesis
[[Di,A],C] is in [Gn,G1]. 2
LEMMA 4.3. – Let fj (λ) polynomials in λ. Then[ 3∑
j=1
fj (λ)Dj,D1
]
=−(D1f1(λ))D1(4.4)
+ (λ2f3(λ)−D1f2(λ))D2
− (λ3f2(λ)−D1f3(λ))D3.
The proof of this lemma is straightforward given Eqs. (4.1)–(4.2).
LEMMA 4.4. – Let P1(λ),P2(λ) polynomials in λ. Then[ 2∑
j=1
Pj(λ)λjDj ,D1
]
= (−D1P1 + λ2P2)λ1D1(4.5)
+ (λ2P2 − λ3P2 −D1P2)λ2D2.
Proof. – We use Eq. (4.4) with f1(λ)= λ1P1, f2 = λ2P2, and f3 = 0,
we deduce, using the explicit form of D1[ 2∑
j=1
Pj (λ)λjDj ,D1
]
=−(D1f1)D1 − (D1f2)D2 − λ3f2D3
=−λ1(D1P1)D1 −D1(λ2P2)D2 − λ2λ3P2D3.
Using Eq. (4.3) under the form λ3D3 = −λ1D1 − λ2D2 and the fact
that D1λ2 = λ2λ3, we obtain easily Eq. (4.5) 2
LEMMA 4.5. – For n> 2, any element of Gn can be written as
P1(λ)λ1D1 + P2(λ)λ2D2(4.6)
where P1,P2 are homogeneous polynomials of degree n−2. In particular
D is the direct sum of the Gn
D =⊕
n>1
Gn, Gn+1 = [Gn, G1].(4.7)
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Proof. – Lemma 4.5 is correct for n= 2, because any element of G2 is
a linear combination of the λjDj and because of Eq. (4.3). We assume
that it is correct for Gk for k 6 n and prove it for Gn+1. By Lemma 4.1,
it is sufficient to prove it for an element [A,Di] with A ∈ Gn and by
recursion, we can assume that
A=
2∑
j=1
Pj (λ)λjDj ,
where Pj is homogeneous of degree n − 2. Then using Eq. (4.5) of
Lemma 4.4 (and its obvious extensions to brackets of A with D2,D3)
on deduce that [A,Dj ] is still of the type ∑2j=1 P ′j (λ)λjDj where P ′j are
homogeneous of degree n− 1.
Then Eq. (4.7) is immediate. 2
LEMMA 4.6. – For any n, Gn is non zero and so D is infinite
dimensional.
Proof. – We prove this assertion by recursion in n. For n = 1, this is
trivial. We assume that Gn contains a non zero element
A= P1(λ)λ1D1 +P2(λ)λ2D2
with P1,P2 homogeneous of degree n−2 and one of them being not zero.
If Gn+1 were 0, we would have [A,D1] = [A,D2] = 0. Using Eq. (4.5)
for the calculation of [A,D1] and its analogue for the calculation of
[A,D2], we obtain
D1P2 = (λ2 − λ3)P2, D2P1 = (λ3 − λ2)P1.(4.8)
The first equation gives
λ2λ3(∂2 − ∂3)P2 = (λ2 − λ3)P2(4.9)
which implies that P2 = λ2λ3P (1)2 where P (1)2 is homogeneous of degree
n− 4. Replacing this value in Eq. (4.9) we get
λ2λ3(∂2 − ∂3)P (1)2 = 2(λ2 − λ3)P (1)2
which implies that P (1)2 = λ2λ3P (2)2 , etc. . . . so that P2 is divisible by
(λ2λ3)
k for all k and P2 = 0. In the same way, P1 would also be 0, so if
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Gn 6= 0, then Gn+1 6= 0. Because D is the direct sum of the Gn, D is then
infinite dimensional. 2
4.3. The descending series of ideals Dp
We define the descending series of ideals Dp by D0 = D, D1 =
[D0, D0], . . . ,Dp = [Dp−1, D], . . . .
LEMMA 4.7. – If A is in Dp , then
A=
3∑
j=1
Pj (λ)Dj,(4.10)
where Pj are polynomials which have a valuation > p (or are 0).
Proof. – Assume that this is correct for Dp−1. By Lemma 4.5, any
element of D is of the type
B =
3∑
j=1
Qj(λ)Dj
with Qj(λ) polynomials. Take A in Dp−1 as in the statement of the
lemma. Then because
[PjDj ,QkDk] =Pj (DjQk)Dk −Qk(DkPj )Dj(4.11)
+PjQk[Dj,Dk].
We see immediately that if the valuation of Pj is > p − 1, the valuation
of the coefficients of the Dl in the preceding bracket is > p. 2
LEMMA 4.8. – Dp is non zero for all p and we have a strict inclusion
Dp %Dp+1.
Moreover
⋂
pDp = 0.
Proof. – We have D = ⊕n>1 Gn,Gn+1 = [Gn,G1] (Lemma 4.5). In
particular D1 ⊃ [G1, G1] = G2, and if we assume that Dp ⊃ Gp+1, then
Dp+1 ⊃ [Gp+1, G1] = Gp+2
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so Dp 6= 0 by Lemma 4.6. Moreover because [Gk,Gl] ⊂ Gk+l , we have
Dp ⊂
⊕
n>p+1
Gn
so that Dp contains Gp+1, but Dp+1 does not contain Gp+1, and their
inclusion is strict. The fact that the intersection of the Dp is 0 comes
from Lemma 4.7 about the valuations. 2
COROLLARY 4.1. – D is not nilpotent in the sense that Dp would be
0 for p large, but it is nilpotent in the infinite dimensional sense namely⋂Dp = 0.
COROLLARY 4.2. – D is not simple.
Proof. – It contains a sequence of non trivial ideals.
We also define the derived series
D0 =D, D1 =D1, D2 = [D1, D1], . . . ,Dp = [Dp−1, Dp−1].
We have Dp ⊂ Dp , so that ⋂Dp = 0 and D is solvable in the infinite
dimensional sense. 2
4.4. D is semi simple
LEMMA 4.9. – D does not contain any commutative ideal.
Proof. – Let J be a commutative ideal of D, A an element of J .
For any B in D, [A,B] is in J and so [A, [A,B]] = 0 because J is
commutative. We can write, using the decomposition D =⊕Gk
A=∑
k>j
Ak, Ak ∈ Gk, Aj 6= 0,
and we can assume that B ∈ Gi . Then[
A, [B,A]] ∈⊕
k>j
l>j
Gk+l+i .
In particular, we have [
Aj , [B,Aj ]] ∈ G2j+i
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and all the other terms in [A, [B,A]] are in ⊕k>2j+i Gk . This means that
if [A, [B,A]] = 0 one must have for any B ∈ Gi (and any i)[
Aj , [B,Aj ]]= 0, Aj ∈ Gj .(4.12)
(i) Let us assume that j = 1. So we take
A=
3∑
k=1
akDk, ak ∈C
and take for B =D1. Then
[D1,A] = a2λ3D3 − a3λ2D2[
A, [D1,A]]= a1a2D1(λ3)D3 − a1a2λ2λ3D2 − a1a3D1(λ2)D2
− a1a3λ2λ3D3 + a22D2(λ3)D3 + a22λ1λ3D1
− a23D3(λ2)D2 + a23λ1λ2D1.
But
D1(λ3)=−λ2λ3, D1(λ2)= λ2λ3,
D2(λ3)= λ1λ3, D3(λ2)=−λ1λ2,
so that [
A, [D1,A]]= (−a1a2λ2 − a1a3λ2 + a22λ1)λ3D3
+ (−a1a2λ3 − a1a3λ3 + a23λ1)λ2D2
+ (a22λ3 + a23λ2)λ1D1.
But λ3D3 =−λ1D1 − λ2D2, so that[
A, [D1,A]]= ((a22 + a1a3)λ3 + (a23 + a1a2)λ2 − a22λ1)λ1D1
+ (−(a1a2 + a1a3)λ3 + (a1a2 + a1a3)λ2
+ (a23 − a22λ1)
)
λ2D2.
If this quantity is zero, the coefficient of λ1D1 is 0 so a2 = 0, and then
a3 = 0.
Then using [A, [D2,A]], we obtain a1 = 0, so A= 0.
(ii) So we must assume that j > 2, and then by Lemma 4.5 we assume
A= P1D1 +P2D2(4.13)
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with P1,P2 homogeneous polynomials of degree j − 1 and P1 = λ1Q1,
P2 = λ2Q2. We know that[
A, [D1,A]]= 0, [A, [λ1D1,A]]= 0.
Now [
A, [λ1D1,A]]= [A,λ1[D1,A]]− [A,A(λ1)D1]
= λ1[A, [D1,A]]+A(λ1)[D1,A] −A2(λ1)D1
−A(λ1)[A,D1],
so that [
A, [λ1D1,A]]= 2A(λ1)[D1,A] −A2(λ1)D1.(4.14)
Then we use Eq. (4.13)
[D1,A] = (D1(P1)− λ1P2)D1 + (D1(P2)− λ2P2)D2,
A(λ1)=P1D1(λ1)+ P2D2(λ1)=−λ1λ3P2,
so that [
A, [λ1D1,A]]=B1(λ)D1 + λ1λ3P2(λ2P2 −D1(P2))D2.
Here B1 is not important. From the nullity of [A, [λ1D1,A]], we deduce
P2(λ2P2 −D1P2)= 0.(4.15)
Notice that the nullity of [A, [D2,A]] and [A, [λ2D2,A]] would have
given
P1
(
D2(P1)+ λ1P1)= 0.
If we do λ3 = 0 in Eq. (4.15), because D1 contains λ3 in factor we obtain
P2(λ1, λ2,0)= 0.
This means that P2 is divisible par λ3. We already know that P2 is
divisible by λ2, so that P2 = λ2λ3P (1)2 where P (1)2 is homogeneous of
degree j − 3. If P2 is not identically 0, Eq. (4.15) implies
D1(P2)= λ2P2
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or
(∂2 − ∂3)(λ2λ3P (1)2 )= λ2P (1)2 ,
or
λ2λ3(∂2 − ∂3)P (1)2 = (2λ2 − λ3)P (1)2 .
This means that P (1)2 is again divisible by λ2λ3. Iterating this proce-
dure, we see that P2 is divisible by (λ2λ3)k for any k, so that P2 = 0.
Then Aj = 0, but it was assumed that Aj 6= 0. So there is no commuta-
tive ideal. 2
COROLLARY. – For any n> 0, Dn 6= 0.
Proof. – If Dn = 0, then Dn−1 is a commutative ideal, which is non
trivial. 2
5. Commutative algebras in D
There are commutative subalgebras of dimension 2 in D, for example,
the one generated by Di and λiDi , for i = 1,2,3.
LEMMA 5.1. – There are four subspaces of G1 contained in a commu-
tative subalgebra of D. Namely
(i) the 3 subspaces generated by one Di for i = 1,2,3;
(ii) the subspace generated by the elements of G1 of the form∑3
i=1 aiDi with
∑3
i=1 ai = 0.
Proof. – Let E be a subspace of G1 in a commutative subalgebra of D
and A=∑aiDi , B =∑biDi two elements of E. Then
[A,B] = (a2b3 − a3b2)λ1D1 + (a3b1 − a1b3)λ2D2 + (a1b2 − b1a2)λ3D3
= (a2b3 − a3b2 + a2b1 − a1b2)λ1D1
+ (a3b1 − a1b3 + b1a2 − a1b2)λ2D2,
so that [A,B] = 0 if and only if
a2b3 − a3b2 = a1b2 − a2b1 = a3b1 − a1b3.(5.1)
This system has a non trivial solution a2 = a3 = 0, a1 6= 0, and so
b2 = b3 = 0, which gives the subspace generated by D1. And similarly
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for the two other subspaces generated by D2 and by D3. Let us assume
now that two coefficients aj are non zero. The rank of the system (5.1) is
2 and we have necessarily
∑
ai = 0. 2
LEMMA 5.2. – The commutative subalgebra E of D formed by the
elements of G1 of the type ∑3j=1 ajDj with ∑3j=1 aj = 0 is maximal.
Proof. – The subspace E of dimension 2 of the elements A=∑ajDj
with
∑
aj = 0 in G1, is a commutative subalgebra. Let F ⊃ E a com-
mutative algebra containing E , and ∆ an element of F . We write
∆ =∑j>1∆j where ∆j ∈ Gj and we write [∆,A] = 0. But because
[∆,A] = ∑j>1[∆j,A] and [∆j,A] is in Gj+1, we have [∆j,A] = 0
for all j . We have already seen that ∆1 ∈ G1, which is then a linear com-
bination if the Dj , is ∆1 =∑3j=1 bjDj with bj constants ∑3j=1 bj = 0
(see Lemma 5.1). We can substract ∆1 from ∆, and assume that j > 2
and by recursion, we can assume that D ∈ Gj for a j > 2, so that
D = P1D1 +P2D2, P1 = λ1Q1, P2 = λ2Q2(5.2)
(see Lemma 4.5), with P1,P2 homogeneous of degree j − 1. We have
then, using the relations of definition of D and the fact that ∑aj = 0,
[D,A] = (a3λ1P2 − a1D1(P1)− a2D2(P1)− a3D3(P1)− a2λ1P1
+ a1λ1P2)D1 + (−a3λ2P1 − a1D1(P2)− a2D2(P2)
− a3D3(P2)− a2λ2P1 + a1λ2P2)D2.
Using the explicit forms of the Dj and the fact that Pk = λkQk , on
obtain two equations
a3λ2Q2 − a1λ2λ3(∂2− ∂3)Q1 + a2λ3Q1 − a2λ1λ3(∂3 − ∂1)Q1(5.3)
− a3λ2Q1 − a3λ1λ2(∂1 − ∂2)Q1 − a2λ1Q1 + a1λ2Q2 = 0,
a3λ1Q1 − a1λ3Q2 − a1λ2λ3(∂2 − ∂3)Q2 − a2λ1λ3(∂3 − ∂1)Q2(5.4)
+ a3λ1Q2 − a3λ1λ2(∂1 − ∂2)Q2 − a2λ1Q1 + a1λ2Q2 = 0.
In Eq. (5.3), we can make λ2 = 0. We can always choose A ∈ E so that
a2 6= 0, and obtain
λ1λ3(∂3 − ∂1)Q1(λ1,0, λ3)= (λ3 − λ1)Q1(λ1,0, λ3).(5.5)
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This is an equation for polynomials of two variables. It is easy to show
from Eq. (5.5) that Q1(λ1,0, λ3)= 0 and thus
Q1(λ1, λ2, λ3)= λ2R1(λ1, λ2, λ3)(5.6)
and R1 is homogeneous of degree j − 3. In the same manner, using Eq.
(5.4) and making λ1 = 0
λ2λ3(∂2 − ∂3)Q2(0, λ2, λ3)= (λ2 − λ3)Q2(0, λ2, λ3)
and
Q2(λ1, λ2, λ3)= λ1R2(λ1, λ2, λ3).(5.7)
We insert these values in Eqs. (5.3)–(5.4)
a3
(
λ1R1 + λ1R2 − λ2R1 −D3(R1))− a2(λ3R1 − λ1R1 −D2(R1))(5.8)
+ a1(λ1R2 − λ3R1 −D1(R1))= 0,
a3
(
λ2R1 + λ1R2 − λ2R2 −D3(R2))− a2(λ3R2 − λ2R2 −D2(R2))(5.9)
+ a1(λ1R2 − λ3R2 −D1(R2))= 0.
We can now use a2 = 0, a1 =−a3 6= 0 and make λ2 = 0 in Eq. (5.9) so
that
(λ1 + λ3)R2(λ1,0, λ3)= 0
and
R2(λ1, λ2, λ3)= λ2S2(λ1, λ2, λ3).
Then we use a3 = 0, a1 =−a2, λ3 = 0 in Eq. (5.9) to obtain
2λ2R2(λ1, λ2,0)= 0
and so
R2(λ1, λ2, λ3)= λ2λ3U2(λ1, λ2, λ3).(5.10)
Use then Eq. (5.8) with a3 = 0, λ3 = 0, a1 =−a2 6= 0 to obtain
λ1
(
R1(λ1, λ2,0)+R2(λ1, λ2,0))= 0
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and also a2 = 0, a3 =−a1, λ2 = 0 to obtain
(λ1 − λ2)R1(λ1,0, λ3)= 0
so discover that
R1 = λ2λ3U1.(5.11)
This process can then be iterated indefinitely to show that R1, R2 are
divisible by any power of λ2λ3 and so are 0. This implies that ∆= 0 and
the commutative subalgebra E is maximal. 2
LEMMA 5.3. – Let U be a commutative subalgebra of D containing
D1. An element A is in U if and only if A has the form
A= P(λ1, λ2 + λ3)λ1D1 + aD1(5.12)
where P is a polynomial of two variables and a is a constant. Moreover,
two elements of the type (5.12) commute with each other.
Proof. – Let A=∑j>1Aj , with Aj ∈ Gj . Then [A,D1] =∑[Aj ,D1]
and [Aj ,D1] ∈ Gj+1 so that if [A,D1] = 0, all the [Aj ,D1] are 0 and we
can assume that A ∈ Gj . If j = 1, we recover A = aD1 so we assume
j > 2. Then by Lemma 4.5
A= P1λ1D1 +P2λ2D2
with P1,P2 homogeneous of degree j − 2 and
[A,D1] = [λ2P2 −D1(P1)]λ1P1 + [λ2P2 − λ3P2 −D1(P2)]λ2D2
(we have used ∑3j=1 λjDj = 0).
Then if [A,D1] = 0, we deduce
D1(P1)= λ2P2,(5.13)
D1(P2)= (λ2 − λ3)P2.(5.14)
It is easy to see from Eq. (5.14) that P2 = 0 (see the proof of Lemma
4.6). Then implies that (∂2 − ∂3)P1 = 0, which gives the result of the
lemma. The converse, that any element of the type (5.12) commutes with
D1 is obvious. The fact that two elements of the type (5.12) commute
with each other is also obvious. 2
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THEOREM 5.4. – There exists an infinite dimensional commutative
subalgebra U of D which contains D1. A generator of U ∩ Gn+1 is the
element ∆n = [ad(D2 −D3)]n(D1).
Proof. – We prove the following lemmas. 2
LEMMA 5.5. – For any integers k, p, one has[
D2 −D3, λk1(λ2 + λ3)pD1
](5.15)
= [(p+ 1)λk+11 (λ2 + λ3)p − kλk1(λ2 + λ3)p+1]D1.
Proof. – Because [D2 −D3,D1] = λ1D1, we have[
D2 −D3, λk1(λ2 + λ3)pD1
](5.16)
= [(D2 −D3)(λk1(λ2 + λ3)p)+ λk+11 (λ2 + λ3)p]D1.
Then
λ1λ3(∂3 − ∂1)(λk1(λ2 + λ3)p)(5.17)
=−kλk1λ3(λ2 + λ3)p + pλk+11 (λ2 + λ3)p−1,
λ1λ2(∂2 − ∂1)(λk1(λ2 + λ3)p)(5.18)
=−kλk1λ2(λ2 + λ3)p + pλk+11 λ2(λ2 + λ3)p−1.
Summings Eqs. (5.17)–(5.18) gives (D2−D3)(λk1(λ2+λ3)p) and using
Eq. (5.16) gives the lemma. 2
LEMMA 5.6. – Let ∆ be an element of a commutative subalgebra of
D containing D1. Then, the bracket [D2 − D3,∆] commutes with any
element of U .
Proof. – As usual, we can assume that ∆ is in U ∩ Gn for n> 2 and by
Lemma 5.3 any element of U , in particular ∆, is of the form
∆= P(λ1, λ2 + λ3)λ1D1
with P homogeneous of degree n− 2, so that
∆=
[
n−2∑
k=0
akλ
k+1
1 (λ2 + λ3)n−2−k
]
D1.
Using Lemma 5.5, one has
[D2 −D3,∆] =Q(λ1, λ2+ λ3)λ1D1(5.19)
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with
Q(λ1, λ2 + λ3)=
n−2∑
k=0
ak
{
(n− 1− k)λk+11 (λ2 + λ3)n−2−k
− (k + 1)λk1(λ2 + λ3)n−1−k
}
.
This means that [D2−D3,∆] commutes with any element of the type
R(λ1, λ2 + λ3)λ1D1 (Lemma 5.3) and, so with any element of U . 2
LEMMA 5.7. – For n> 2, ad(D2 −D3) is an injective mapping from
Gn in Gn+1.
Proof. – Let A = P1(λ)λ1D1 + P2(λ)λ2D2 an element of Gn so that
[D2 −D3,A] = 0 and P1,P2 homogeneous of degree n− 2. We have
[D2 −D3,A] = ((λ1 − λ3)P1 +D2P1)λ1D1(5.20)
+ (D2P2 + λ1P1)λ2D2
+ (λ2P2 −D3P1 − λ2P1)λ1D1
+ (λ1P2 − λ1P1 −D3P2)λ2D2
= [(λ1 − λ2 − λ3)P1
+ λ2P2 + (D2 −D3)P1]λ1D1
+ [(D2 −D3)P2 + λ1P2]λ2D2.
So we deduce
(D3 −D2)P2 = λ1P2,(5.21)
(D3 −D2)P1 = (λ1 − λ2 − λ3)P1 + λ2P2.(5.22)
We solve first Eq. (5.21). This equation means(
(λ2 + λ3)∂1− λ2∂2 − λ3∂3)P2 = P2.(5.23)
But P2 is homogeneous of degree n− 2, so that
P2(λ)=
p∑
k=0
k∑
l=0
aklλ
p−k
1 λ
l
2λ
k−l
3
(we have written p= n− 2) and Eq. (5.23) implies that
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p∑
k=0
k∑
l=0
(p− k)aklλp−1−k1
(
λl+12 λ
k−l
3 + λl2λk+1−l3
)
=
p∑
k=0
k∑
l=0
(k+ 1)aklλp−k1 λl2λk−l3 ,
so after reindexation of the first two sums
p∑
k=1
k∑
l=1
(p+ 1− k)ak−1,l−1λp−k1 λl2λk−l3
+
p∑
k=1
k−1∑
l=0
(p+ 1− k)ak−1,lλp−k1 λl2λk−l3
=
p∑
k=0
k−1∑
l=0
(k+ 1)aklλp−k1 λl2λk−l3 .
We deduce a00 = 0. Then for l = 0, pa00 = 2a1,0, (p − 1)a10 =
3a20, . . . , ap−1,0 = (p + 1)ap,0 so that ak,0 = 0, 0 6 k 6 p. Moreover,
we have for l = k
(k+ 1)akk = (p+ 1− k)ak−1,k−1
so that akk = 0 because a00 = 0. Finally, for 16 l 6 k − 1 6 p − 1; we
have
(p+ 1− k)(ak−1,l−1 + ak−1,l)= (k+ 1)ak,l .
Now, from this recursion, it is clear that akl = 0 for all 06 l 6 k, because
ak0 = 0 and akk = 0, so that P2 = 0.
We use now Eq. (5.22)
(D3 −D2)P1 = (λ1 − λ2 − λ3)P1
or
λ1
(
(λ2 + λ3)∂1 − λ2∂2 − λ3∂3)P1 = (λ1 − λ2 − λ3)P1.(5.24)
This implies that P1 is divisible by λ1, P1 = λ1Q1 and from Eq. (5.24),
we deduce
λ1
(
(λ2 + λ3)∂1 − λ2∂2 − λ3∂3)Q1 = (λ1 − 2λ2 − 2λ3)Q1
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so that Q1 is again divisible by λ1 and by recursion we conclude that P1
is divisible by λn1 for any n, so is 0. 2
End of proof of Theorem 5.4. – We define U as the commutative Lie
algebra which is generated by D1 and all the
∆n= (ad(D2 −D3))nD1.
This is a commutative subalgebra by Lemmas 5.6 and 5.4. It is infinite
dimensional because of Lemma 5.7. 2
Remark 5.1. – It seems that U is maximal, but we have not succeeded
to prove that fact. It would be sufficient to prove that U ′ ∩ Gn is of
dimension 1 for any n. If U ′ is a commutative Lie algebra containing D1.
This can be verified by direct calculation for n6 5. (See Appendix A.)
Remark 5.2. – Evidently, one can construct other commutative alge-
bras analogous to U by replacing D1 by D2 or D3.
Remark 5.3. – We see that the situation is entirely different from the
finite dimensional situation. For a finite dimensional semi simple Lie
algebras, all the maximal commutative subalgebras are conjugate with
respect to each other and are of the same dimension. This is obviously
wrong here, because we have produced a maximal commutative algebra
of dimension 2 (the algebra E of Lemma 5.2) and an infinite dimensional
commutative Lie algebra by Theorem 5.4.
6. The Lie algebra D and the Eulerian polynomials
6.1. Eulerian numbers and polynomials
We recall briefly the definition and main properties of these entities
(see [1], for details). For any n, one defines the Eulerian numbers ank for
06 k 6 n by{
an0 = ann = 1,
ank = (k+ 1)an−1k + (n+ 1− k)an−1k−1 , 16 k 6 n− 1.
(6.1)
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We do not use the same notation as in [1] (the correspondence is
ank =An+1k+1 with the A as in [1]). One verifies
ank = ann−k,
n−1∑
k=1
an−1k = n!.(6.2)
The Eulerian polynomials are defined by
An(x)= x
n−1∑
k=0
an−1k x
k (n> 1).(6.3)
One has
A1(x)= x, A2(x)= x + x2,
A3(x)= x + 4x2 + x3,
A4(x)= x + 11x2 + 11x3 + x4,
A5(x)= x + 26x2 + 66x3 + 26x4 + x5.
We recall that the generating function of the Eulerian polynomials is
1− x
1− x exp(t (1− x)) =
∞∑
n=0
An(x)
tn
n! .
We recall the combinatorial interpretation of Ank . One says that a
permutation σ of the symmetric group Sn has an increase at j , 1 6 j 6
n− 1, if σ (j) < σ(j + 1).
Then Ank is the number of permutations σ ∈ Sn which have exactly k
increases.
6.2. Calculation of Dn3λ1
LEMMA 6.1. – For n> 1, one has
(D3)
n(λ1)= λ1λ2
n−1∑
k=0
(−1)kan−1k λk1λn+1−k2(6.4)
≡−λn+12 An
(
−λ1
λ2
)
.
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Proof. – We check first that Eq. (6.4) is correct for n= 1
D3(λ1)= λ1λ2.
We assume that it is correct at order n and compute D3 of Eq. (6.4)
Dn+13 (λ1)= λ1λ2
n−1∑
k=0
(−1)kan−1k (∂1 − ∂2)(λk+11 λn−k2 )
= λ1λ2
[
an−10 λ
n
2 + (−1)nan−1n−1λn1
+
n−1∑
k=1
(−1)k(k+ 1)an−1k λk1λn−k2
+
n−2∑
k=0
(−1)k+1(n− k)an−1k λk+11 λn−k−12
]
.
The factor of λk1λ
n−k
2 is exactly
(−1)k((k+ 1)an−1k + (n+ 1− k)an−1k−1)= (−1)kank
(using the recursion relation Eq. (6.1)). 2
LEMMA 6.2. – We have the relations
(D3)
n(λ2)= λ1λ2
n−1∑
k=0
(−1)n+kan−1k λk2λn−1−k1 =−(D3)n(λ1),
(D1)
n(λ3)= λ2λ3
n−1∑
k=0
(−1)kan−1k λk2λn−1−k3 =−(D1)n(λ2),
(D2)
n(λ3)= λ1λ3
n−1∑
k=0
(−1)kan−1k λk3λn−1−k1 =−(D2)n(λ1).
(6.5)
LEMMA 6.3. – For n> 1, one has
(
ad(D2 −D3))n(D1)=
(
n−1∑
k=0
(−1)kan−1k (λ2 + λ3)kλn−1−k1
)
λ1D1(6.6)
=− λ
n
1
λ2 + λ3An
(
−λ2 + λ3
λ1
)
λ1D1.
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Proof. – For n= 1, using Eq. (2.8) and ∑3i=1 λiDi = 0
[D2 −D3,D1] = λ1D1
and so Lemma 6.3 is correct for n= 1. We assume that it is correct for n
and write (
ad(D2 −D3))n(D1)= P(λ)D1
with
P(λ)=
n−1∑
k=0
(−1)kan−1k (λ2 + λ3)kλn−k1 .
Then(
ad(D2 −D3))n+1(D1)
= [D2 −D3,P (λ)D1]
= ((D2 −D3)(P (λ))+ λ1P(λ))D1
= [(λ3∂3 + λ2∂2)(P (λ))− (λ2 + λ3)∂1(P (λ))+ P(λ)]λ1D1
=
[
n−1∑
k=1
(−1)kkan−1k (λ2 + λ3)kλn−k1
+
n−1∑
k=0
(−1)k+1(λ2 + λ3)k+1λn−k−11
+
n−1∑
k=0
(−1)kan−1k (λ2 + λ3)kλn−k1
]
λ1D1
=
[
an−10 λ
n
1 + (−1)nan−1n−1(λ2 + λ3)n +
n−1∑
k=1
(−1)k[(k+ 1)an−1k
+ (n+ 1− k)an−1k−1
]
(λ2 + λ2)kλn−k1
]
λ1D1
and using the recursion relations for the Eulerian numbers Eq. (6.2), we
conclude. 2
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LEMMA 6.4. – One has also
(
ad(D3 −D1))n(D2)=
[
n−1∑
k=0
(−1)kan−1k (λ1 + λ3)kλn−k2
]
D2,
(
ad(D1 −D2))n(D3)=
[
n−1∑
k=0
(−1)kan−1k (λ1 + λ2)kλn−k3
]
D3.
(6.7)
6.3. Calculation of (adDj)n on the generators Dk
LEMMA 6.5. – We have the relation
(adD2)n(D3)= Pn(λ1, λ3)D1 +Rn(λ1, λ3)D3(6.8)
with the following notations:
(i) for n= 1, P1 = λ1, R1 = 0,
(ii) for n> 2
Pn(λ1, λ2)= λ1λ3
n−2∑
k=0
(−1)n−1−k(k + 1)an−2k λk1λn−2−k3(6.9)
= (−1)n−1λ1λn−13 A′n−1
(
−λ1
λ3
)
,
Rn(λ1, λ3)= (−1)nPn(λ3, λ1)=−λn−11 λ3A′n−1
(
−λ3
λ1
)
.(6.10)
Here A′n−1 is the derivative of the Eulerian polynomial An.
Proof. – We know that [D2,D3] = λ1D1, so P1 = λ1, R1 = 0. Then, a
direct calculation shows
(adD2)2D3 = [D2, λ1D1] = −λ1λ3(D1 +D3)
which proves the lemma for n= 2.
Now [(adD2)n,D3] is in Gn+1. By Lemma 4.5 we write[
(adD2)n,D3
]= Pn(λ)D1+Qn(λ)D2 +Rn(λ)D3(6.11)
with Pn, Qn, Rn homogeneous of degree n and P1 = λ1, R1 =Q1 = 0.
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Then [
(adD2)n+1,D3
]= [D2,Pn(λ)D1+Qn(λ)D2+Rn(λ)D3](6.12)
= (D2(Pn)+ λ1Rn)D1
+D2(Qn)D2 + (D2(Rn)− λ3Pn)D3,
so that, from Eq. (6.12) we obtain the recursion relations
Pn+1 =D2(Pn)+ λ1Rn,
Qn+1 =D2(Qn),
Rn+1 =D2(Rn)− λ3Pn.
(6.13)
BecauseQ1 = 0, we deduceQn = 0 for all n. BecauseD2 = λ1λ3(∂3−
∂1) and because P1 = λ1, R1 = 0, Pn and Rn will be functions of λ1, λ3
only.
Now, P2(λ1, λ3)=R2(λ1, λ3)=−λ1, λ3.
Let us assume that for n, Rn(λ1, λ3) = (−1)nPn(λ3, λ1). From Eqs.
(6.13), we see
Pn+1(λ1, λ3)=D2(Pn(λ1, λ3))+ (−1)nλ1Pn(λ3, λ1),
Rn+1(λ1, λ3)= (−1)nD2(Pn(λ3, λ1))− λ3Pn(λ1, λ3).
The second relation implies by exchanging λ1, λ3
Rn+1(λ3, λ1)= (−1)n+1D2(Pn(λ1, λ3))− λ1Pn(λ3, λ1)
which is exactly (−1)n+1Pn+1(λ1, λ3). So we know that Eq. (6.10) is
correct. Then, from the first Eq. (6.13) we must solve
Pn+1(λ1, λ3)=D2Pn(λ1, λ3)+ (−1)nλ1Pn(λ3, λ1).(6.14)
We define
Pn(λ1, λ3)= λ1λ3
n−2∑
k=0
(−1)n−1−kbn−2k λk1λn−2−k3(6.15)
and we shall prove that Pn+1 is of the same type.
Using Eq. (6.14), we obtain
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Pn+1(λ1, λ3)= λ1λ3
{
n−2∑
k=0
(−1)n−1−k(n− 1− k)bn−2k λk+11 λn−2−k2
+
n−2∑
k=0
(−1)n−k(k + 1)bn−2k λk1λn−1−k3
+
n−2∑
k=0
(−1)2n−1−kbn−2k λk3λn−1−k1
}
.
The terms in λn−11 in the curly bracket comes from the first with
k = n− 2 and the third sum for k = 0 and is −(bn−20 + bn−2n−2). The term in
λn−13 comes from the second sum with k = 0 and is (−1)nbn−20 . The other
monomials can be grouped easily and one obtains
Pn+1 = λ1λ3
{
−(bn−20 + bn−2n−2)λn−11 + (−1)nbn−20 λn−13(6.16)
+
n−2∑
k=1
(−1)n−k((k+ 1)bn−2k
+ (n− k)bn−2k−1 + bn−2n−1−k
)
λk1λ
n−1−k
3
}
which if of the required type and provides the recursion relations
b00 = 1, bn−10 = bn−20 , bn−1n−1 = bn−20 + bn−2n−2(6.17)
and for 16 k 6 n− 2
bn−1k = (k+ 1)bn−2k + (n− k)bn−2k−1 + bn−2n−1−k.(6.18)
The recursion relations Eq. (6.17) gives
bn−10 = 1, bn−1n−1 = n.(6.19)
Moreover if we multiply the recursion relation for the Eulerian
numbers by k+ 1, we obtain
(k+ 1)an−1k = (k+ 1)2an−2k + (n− k)kan−2k−1 + (n− k)an−2k−1 .(6.20)
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Define
αn−1k = (k + 1)an−1k(6.21)
and use the fact that of Eq. (6.2)
an−2k−1 = an−2n−1−k.(6.22)
Then Eq. (6.20) can be transformed as
αn−1k = (k+ 1)αn−2k + (n− k)αn−2k−1 + αn−2n−1−k, 16 k 6 n− 2,(6.23)
together with
αn−10 = an−10 = 1, αn−1n−1 = nan−1n−1 = n.(6.24)
This means that αn−1k and bn−1k satisfy the same recursion relations and
the same boundary conditions for k = 0 or n− 1. So that
bn−1k = αn−1k = (k + 1)an−1k .(6.25)
From Eqs. (6.15) and (6.25) we deduce
Pn = λ1λ3
n−2∑
k=0
(−1)n−1−k(k + 1)an−2k λk1λn−2−k3
= (−1)n+1λ1λn−13
n−2∑
k=0
(k+ 1)an−2k
(
−λ1
λ3
)k
= λ1(−λ3)n−1A′n−1
(
−λ1
λ3
)
. 2
LEMMA 6.6. – For n> 2, one has
(adD2)n(D1)= (adD2)n(D3).(6.26)
Proof. – It is easy to see that
(adD2)n(D3)= (−1)n+1τ13(Pn(λ1, λ3)D1 +Rn(λ1, λ3)D3),
where τ13 is the transposition 1↔ 3.
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This is (−1)n+1(−Rn(λ3, λ1)D1 − Pn(λ3, λ1)D3 and using Eq. (6.10)
this is (adD2)n(D1). 2
LEMMA 6.7. – For n> 2, one has
(adD1)n(D3)= (adD1)n(D2)(6.27)
= (−1)n(Pn(λ2, λ3)D2 +Rn(λ2, λ3)D3),
(adD3)n(D1)= (adD3)n(D2)(6.28)
= (−1)n(Pn(λ1, λ2)D1 +Rn(λ1, λ2)D3).
Proof. – The proof is obvious by the action of permutations on the
formulas of Lemmas 6.5 and 6.6. 2
In the same way we have also
LEMMA 6.8. – With K0 = [[D2;D3]D2] = λ1λ3(D1 +D3), for n > 1
one has
(adD3)n(K0)= λ3[Pn(λ1, λ2)D1 +Qn(λ1, λ2)D2(6.29)
+Rn(λ1, λ2)D3],
with
Rn(λ1, λ2)= (adD3)n(λ1)=−λn+12 An
(
−λ1
λ2
)
,(6.30)
Pn(λ1, λ2)= λn1λ2A′n
(
−λ2
λ1
)
,
Qn(λ1, λ2)= (−1)n−1λ1λn2A′n
(
−λ1
λ2
)
.(6.31)
Proof. – Let Kn = (adD3)n(K0), for n= 1 one has
K1 =D3(K0)= λ1λ2λ3(D1 +D2 +D3) so P1 =Q1 =R1 = λ1λ2.
We assume that at order n
Kn = λ3[Pn(λ1, λ2)D1 +Qn(λ1, λ2)D2 +Rn(λ1, λ2)D2]
where Pn, Qn and Rn are homogeneous polynomials of λ1 and λ2 of
degree n+ 1. One has by Lemma 4.3
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Kn+1 = λ3[((D3Pn)− λ1Qn)D1(6.32)
+ ((D3Qn)+ λ2Pn)D2 + (D3Rn)D3],
then {
Pn+1 = (D3Pn)− λ1Qn, Qn+1 = (D3Qn)+ λ2Pn,
Rn+1 = (D3Rn).(6.33)
We know that R1 =D3(λ1), so Rn+1 = (adD3)n+1(λ1) and Lemma 6.1
give the result for Rn.
It is also clear by recursion, from the fact that P0 = λ1, Q0 = 0 and
D3 = λ1λ2(∂2 − ∂1), that Pn and Qn are functions of λ1 and λ2 only.
Now we must solve for n> 0{
Pn+1 = (D3Pn)− λ1Qn, P0 = λ1,
Qn+1 = (D3Qn)+ λ2Pn, Q0 = 0.(6.34)
We have, as in the proof of Lemma 6.5
for n> 1 Pn(λ1, λ2)= (−1)n−1Qn(λ2, λ1).(6.35)
Then from (6.34) we must solve
P0 = λ1;
n> 0 Pn+1(λ1, λ2)=D3Pn(λ1, λ2)+ λ1Pn(λ2, λ1).(6.36)
This is Eq. (6.14), with λ2 in place of λ3 and translated of one unity,
which give immediately (6.31). 2
6.4. Local nilpotency
An element A ∈D is locally nilpotent, if for every B ∈D there exists
an n (depending on A and B) such that (adA)n(B)= 0 (see [11]).
THEOREM 6.1. – The generators Dj of D are not locally nilpotent.
Proof. – Lemmas 6.5–6.7 proves immediately that the Dj are not
locally nilpotent. 2
Appendix A
We compute here a basis of G3, G4 and G5. With the generators of G2
we have: The dimension of G3 is three and a basis is given by
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A1 = [[D3,D2]D3]= λ1λ2(D1 +D2),
A2 = [[D2,D3]D2]= λ1λ3(D1 +D3)= (λ3 − λ1)λ1D1 − λ1λ2D2,
A3 = [[D1,D3]D1]= λ2λ3(D2 +D3)=−λ2λ1D1 + (λ3 − λ2)λ2D2,
and the only element, up to multiplicative factor, which verify (5.12) is
A1−A2 = (λ2+λ3−λ1)λ1D1 =∆3. In the same way G4 is of dimension
four with basis
B1 = [A1,D2] = λ1λ2λ3(D1 +D2 +D3)
= λ2(λ3 − λ1)λ1D1 + λ1(λ3 − λ2)λ2D2,
B2 = [A1,D3] = λ2(2λ1 − λ2)λ1D1 + λ1(λ1 − 2λ2)λ2D2,
B3 = [A3,D1] = λ2λ3(2λ3 − λ2)D3 + λ2λ3(λ3 − 2λ2)D2
= λ2(λ2 − 2λ3)λ1D1 + (λ22 − 4λ2λ3 + λ23)λ2D2,
B4 = [A2,D1] = λ1λ3(2λ1 − λ3)D1 + λ1λ3(λ1 − 2λ3)D3
= (−λ21 + 4λ1λ3 − λ23)λ1D1 + λ1(2λ3 − λ1)λ2D2.
The only element in G4 which verify (5.12) is
∆4 = [(λ2 + λ3)2 + 4λ1(λ2 + λ3)− λ21]λ1D1 = 2B1 −B2 +B4.
The case of G5. When we compute [Bi,Dj ], 16 i 6 4 and 16 j 6 3
we have twelve operators but G5 is only of dimension six with basis,
given here, on λ1D1 and λ2D2, such as in Lemma 4.5
C1 = [B2,D3] = λ2(3λ21 − 8λ1λ2 + λ22)λ1D1
+ λ1(3λ22 − 8λ1λ2 + λ21)λ2D2,
C2 = [B3,D1] = λ2(−3λ23 + 8λ2λ3 − λ23)λ1D1
+ (λ33 − 11λ23λ2 + 11λ3λ22 − λ32)λ2D2,
C3 = [B4,D2] = (λ33 − 11λ1λ23 + 11λ21λ3 − λ31)λ1D1
+ λ1(−3λ23 + 8λ1λ3 − λ21)λ2D2,
C4 = [B2,D1] = λ2(2λ2λ3 − 2λ1λ3 − 2λ1λ2 + λ21)λ1D1
+ λ1(4λ2λ3 − λ1λ3 + λ1λ2 − 2λ22)λ2D2,
C5 = [B2,D2] = λ2(4λ1λ3 − λ2λ3 − 2λ21 + λ1λ2)λ1D1
+ λ1(2λ1λ3 − 2λ2λ3 − 2λ1λ2 + λ22)λ2D2,
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C6 = [B3,D3] = λ2(2λ2λ3 + 2λ1λ3 − 2λ1λ2 − λ23)λ1D1
+ λ1(6λ2λ3 − λ23 − 2λ22)λ2D2.
The only element in G5 which verify (5.12) is
∆5= [(λ2 + λ3)3 − 11λ1(λ2 + λ3)2 + 11λ21(λ2 + λ3)− λ31]λ1D1
= 3C1 + 3C3 + 10C4 − 7C5 − 9C6.
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