This paper considers the problem of source separation in the particular case where both the sources and the mixing coefficients are positive. The proposed method addresses the problem in a Bayesian framework. We assume a Gamma distribution for the spectra and the mixing coefficients. This prior distribution enforces the non-negativity. This leads to an original method for positive source separation. A simulation example is presented to illustrate the effectiveness of the method.
INTRODUCTION
In analytical chemistry, spectral data resulting from sample analysis often present mixtures, i.e the measures are a linear combination of pure spectra. Pure spectra are needed to identify the sample constituents (qualitative analysis) and mixing coefficients are used to assess their concentrations (quantitative analysis). The mixture analysis can be formalized as a source separation problem on which many attention has been paid during the last two decades. See for example the surveys of [1, 2] .
The linear instantaneous mixture model assumes that the m observed signals are a linear combination of n unknown sources, at each t (t can represent either time, frequency, wavenumber, etc.):
where s t denotes the n × 1 source vector, x t the m × 1 vector containing the measured data, n t a m × 1 vector of an additive noise, A is a m × n unknown mixing matrix. The source separation aims at estimating the source signals s = {s t } N t=1 and the mixing matrix A, from the measured data x = {x t } N t=1 . This is an ill posed inverse problem since there are an infinity of solutions. To achieve separation, additional prior information and assumptions about the mixing process and sources are necessary. A common assumption firstly introduced is the statistical independence of the sources leading to Independent Component Analysis (ICA) algorithms [3] . In the case of spectroscopic mixtures, a very strong a priori knowledge is the non-negativity of both sources and mixing coefficients. To incorporate this information one can use an ICA method and optimize a contrast function under the source non-negativity constraint [4] . However, since ICA methods produce an unmixing matrix, which is the (pseudo) inverse of the mixing matrix, the nonnegativity of the mixing coefficients cannot be ensured explicitly. This is the main shortcoming of this approach. Other methods consist in optimizing the least squares error under the non-negativity constraint, leading to algorithms differing on the manner how non-negativity constraint is introduced. In particular, the NMF algorithm (Non-negative Matrix Factorization) of Lee and Seung [5] achieves the decomposition by constructing a gradient descent algorithm over the objective function and updates iteratively spectra and concentration estimates under the non-negativity constraint. The procedure of Tauler et al. [6] performs an Alternating Least Squares (ALS) estimation where the nonnegativity is hardly imposed between successive iterations. However, we believe that Bayesian estimation methods are more suitable in such an application because of the possibility to take into account explicitly the non-negativity information. The main idea of the Bayesian approach for source separation [2] is to use not only the likelihood f (x|s, A) but also any prior knowledge one may have on the sources s and the matrix A through the assignment of prior distributions p (s) and p (A).
This paper is organized as follows: section 2 presents the proposed method for positive signal separation using Gamma priors for sources and mixing coefficients. A simulation example is presented in section 3.
POSITIVE SOURCE SEPARATION

Posterior Density
The noise is assumed to be zero mean, Gaussian, i.i.d (independent and identically distributed) and independent of the source signals. The sources s j are supposed statistically i.i.d and distributed as Gamma distributions of parameters {α j , β j } each source but may differ from one source to another. The Gamma density is used to take into account non-negativity and its parameters allow a better fit to the spectra distribution. To incorporate the mixing coefficient non-negativity, each column j of the mixing matrix is also assumed distributed as a Gamma density of parameters {λ j , γ j } n j=1 . These parameters are considered equal for each column j that corresponds to the variation of the source j concentrations. The Gamma density is expressed by:
where Γ(α) is the Gamma function. This distribution allows to encode non-negativity since p(z < 0) = 0. Using Bayes theorem and considering the vector θ of hyperparameters containing the noise variance σ 2 and the gamma density parameters {α j , β j , γ j , λ j } n j=1 , the posterior law is expressed as:
Joint MAP Estimation
The problem now is the posterior law maximization or equivalently the minimization of the resulting objective function Φ(s, A|θ) = − log π (s, A|x, θ) , which takes the form:
where the terms Φ L , Φ P 1 , and Φ P 2 are given by:
The first term Φ L can be seen as a data fitting measure, while the two last terms are regularization terms that penalize the negative values of A and s. Note that this criterion is similar to the one minimized in the PMF method (Positive matrix factorization) [7] . But our approach can be seen as a generalization of the PMF method since the regularization parameters differ from one source to another. The separation is achieved by solving the following optimization problem:
Our strategy to perform this optimization is to use an alternating iterative descent procedure, updating, at each iteration r, the source estimateŝ (r+1) using the latest estimate of A, then the mixing matrix estimateÂ (r+1) using the latest estimate of s. The minimization at each step is carried out using a relative gradient based algorithm [1] :
The symbol stands for point-wise division and the matrices B, F, G, L are obtained by:
where ⊗ represents the kronecker product and 1 p×q a p × q ones matrix.
Hyperparameter Assessment
In practice, the hyperparameters are not available. Therefore, for an unsupervised learning, one has to estimate them from the data. In this paper, the noise variance and the Gamma distribution parameters are estimated as follows: a) Noise variance
The estimated sources, mixing matrix and the measured data being given, the noise variance can be estimated by maximizing the posterior distribution π(σ|x, A, s) which has the following expression:
The prior for the noise variance σ 2 is an inverse Gamma, which corresponds to assigning a Gamma distribution for σ −2 :
leading to an a posteriori given by:
then the maximum is reached for :
The parameters α The estimated sources being given, their associated Gamma distribution parameters {α j , β j } n j=1 are estimated as follows: The posterior distribution π(β j |s j ) is given by:
Therefore, one can note that the conjugate prior for the parameter β j is a Gamma density:
leading to an a posteriori Gamma distribution:
with parameters:
The maximum is then reached for:
For the hyperparameter {α j } n j=1 assessment, we consider µ j = α j /β j . The law π (α j |s j , µ j ) takes the form:
By assigning a Gamma prior for α j of parameters α o αj and β o αj , this posterior density takes the form:
The maximization of this density and using a second order approximation of the first derivative of log Γ(α j ):
yields the MAP estimate of {α j } n j=1 :
Since the mixing coefficients are also assigned by gamma densities as prior laws, their hyperparameters are estimated by generalizing the results obtained for the sources:
where ν
EXPERIMENT
To illustrate the method applicability, we consider an simulation example which consists in analyzing a mixture of three sources. The mixture is obtained by constructing three synthetic spectra and considering nineteen measures with mixing coefficients chosen in such a way to have a realistic evolution. Gaussian noise is added to have a signal to noise ratio equal to 50 dB. Figure 1 shows the resulting mixture.
To discuss the result accuracy, we use the global system matrix G =Â −1 A which should tend to a permutation (due to the order indetermination) of the identity matrix when the sources are separated correctly. The empirical source covariance matrix is: The off-diagonal terms of this covariance matrix are non null. We deduce that the available samples of the sources are spatially correlated, so the independence assumption is not sufficient for the spectra reconstruction. This explains the failure in applying directly an ICA algorithm, which gives sources and mixing coefficients having negative values. This is confirmed by the global system matrix resulting from the analysis by JADE algorithm [1] : 
The results obtained by applying the proposed method to the mixture analysis are presented in figure 2 . We can see that source spectra and mixing coefficients are estimated without apparition of negative values. Concerning the separation performances, the resulting global system matrix is: 
which is very close to the identity matrix.
CONCLUSION
In this paper, the Bayesian theory for source separation has been applied to the particular case of positive sources and mixing coefficients. The non-negativity has been considered explicitly by assigning Gamma density as priors for the sources and for the mixing coefficients. We showed the superior performances of the proposed method compared to the classical JADE algorithm. Future works concern comparing this method performances with that of available algorithms such as NMF, PMF and ALS.
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