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ABSTRACT
The Epoch of Reionization (EoR) 21-cm signal is expected to become increasingly non-
Gaussian as reionization proceeds. We have used semi-numerical simulations to study
how this affects the error predictions for the EoR 21-cm power spectrum. We expect
SNR =
√
Nk for a Gaussian random field where Nk is the number of Fourier modes in
each k bin. We find that non-Gaussianity is important at high SNR where it imposes
an upper limit [SNR]l. For a fixed volume V , it is not possible to achieve SNR > [SNR]l
even if Nk is increased. The value of [SNR]l falls as reionization proceeds, dropping
from∼ 500 at x¯H i = 0.8−0.9 to ∼ 10 at x¯H i = 0.15 for a [150.08Mpc]3 simulation. We
show that it is possible to interpret [SNR]l in terms of the trispectrum, and we expect
[SNR]l ∝
√
V if the volume is increased. For SNR ≪ [SNR]l we find SNR =
√
Nk/A
with A ∼ 0.95− 1.75, roughly consistent with the Gaussian prediction. We present a
fitting formula for the SNR as a function of Nk, with two parameters A and [SNR]l
that have to be determined using simulations. Our results are relevant for predicting
the sensitivity of different instruments to measure the EoR 21-cm power spectrum,
which till date have been largely based on the Gaussian assumption.
Key words: methods: statistical, cosmology: theory, cosmology: dark ages, reioniza-
tion, first stars, cosmology: diffuse radiation
1 INTRODUCTION
Observations of the redshifted 21-cm signal from neutral
hydrogen (H i ) are a very promising probe of the Epoch
of Reionization (EoR), and there is a considerable observa-
tional effort underway to detect the EoR 21-cm power spec-
trum e.g. GMRT1 (Paciga et al., 2013), LOFAR2 (Yatawatta
et al., 2013; van Haarlem et al., 2013), MWA3 (Tingay et
al., 2013; Bowman et al., 2013), and PAPER4 (Parsons et
al., 2014; Jacobs et al., 2014). Observing the EoR 21-cm sig-
nal is one of the key scientific goals of the future telescope
SKA5 (Mellema et al., 2013). It is important to have quan-
titative predictions of both, the expected EoR 21-cm power
⋆ rm@phy.iitkgp.ernet.in
† somnath@phy.iitkgp.ernet.in
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spectrum and the sensitivity of the different instruments to
measure the expected signal.
On the theoretical and computational front, a consid-
erable amount of effort has been devoted to simulate the
expected EoR 21-cm signal (e.g. Gnedin 2000; Zahn et al.
2005; Mellema et al. 2006; Trac & Cen 2007; Thomas et al.
2009; Battaglia et al. 2013). There also have been several
works to quantify the sensitivity to the EoR signal for dif-
ferent instruments (e.g. Morales 2005; McQuinn et al. 2006).
Beardsley et al. (2013), Jensen et al. (2013) and Pober et
al. (2014) have recently made quantitative predictions for
detecting the EoR 21-cm power spectrum with the MWA,
LOFAR, SKA and PAPER respectively.
The sensitivity of any instrument to the EoR 21-cm
power spectrum is constrained by the errors, a part of which
arises from the system noise of the instrument and another
component which is inherent to the signal that is being de-
tected (cosmic variance). It is commonly assumed, as in all
the sensitivity estimates mentioned earlier, that the system
noise and the EoR 21-cm signal are both independent Gaus-
sian random variables. This is a reasonably good assumption
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at large scales in the early stages of reionization when the
H i is expected to trace the dark matter. Ionized bubbles,
however, introduce non-Gaussianity (Bharadwaj & Pandey,
2005) and the 21-cm signal is expected to become highly
non-Gaussian as the reionization proceeds. This transition
in the 21-cm signal is clearly visible in Figure 1.
In this Letter we use semi-numerical simulations of the
EoR 21-cm signal to study the effect of non-Gaussianities
on the error estimates for the 21-cm power spectrum. Not
only is this important for correctly predicting the sensitiv-
ity of the different instruments, it is also important for cor-
rectly interpreting the observation once an actual detection
has been made. The entire analysis here focuses on the er-
rors which are intrinsic to the 21-cm signal, and we do not
consider the system noise corresponding to any particular
instrument.
Throughout the Letter, we have used the Planck+WP
best fit values of cosmological parameters Ωm0 = 0.3183,
ΩΛ0 = 0.6817 , Ωb0h
2 = 0.022032, h = 0.6704 , σ8 = 0.8347,
and ns = 0.9619 (Planck Collaboration et al., 2013).
2 SIMULATING THE 21-CM MAPS
The evolution of the mass averaged neutral fraction x¯H i(z)
during EoR is largely unconstrained. Instead of choosing a
particular model for x¯H i(z), we have fixed the redshift z = 8
and considered different values of x¯H i at an interval of 0.1
in the range 1.0 ≥ x¯H i ≥ 0.3 in addition to x¯H i = 0.15.
For each value of x¯H i we have simulated 21 statistically in-
dependent realizations of the 21-cm map which were used
to estimate the mean Pb(k) and the rms. fluctuation (error)
δPb(k) of the 21-cm power spectrum. We have used these to
study how Pb(k) and particularly δPb(k) evolve as reioniza-
tion proceeds i.e. x¯H i decreases.
The simulations are based on three main steps: (1.) de-
termine the dark matter distribution at the desired redshift,
(2.) identify the collapsed halos (3.) generate the reioniza-
tion map using an excursion set formalism (Furlanetto et
al., 2004) under the assumption that the collapsed halos
host the ionizing sources and the hydrogen exactly traces
the dark matter.
We have used a particle-mesh N-body code to simulate
the z = 8 dark matter distribution in a V1 = [150.08Mpc]
3
comoving volume with a 21443 grid using 10723 dark matter
particles. The standard Friends-of-Friends (FoF) algorithm
was used to identify collapsed dark matter halos from the
output of the N-body simulation. We have used a fixed link-
ing length 0.2 times the mean inter-particle separation, and
require a halo to have at least 10 particles which corresponds
to a minimum halo mass of 7.3× 108h−1M⊙.
We have assumed that the number of ionizing photons
from a collapsed halo is proportional to its mass. It is pos-
sible to achieve different values of x¯H i by appropriately
choosing this proportionality factor. The ionizing photon
field was used to construct the hydrogen ionization frac-
tion and the H idistribution using the homogeneous re-
combination scheme of Choudhury et al. (2009). Following
Majumdar, Bharadwaj & Choudhury (2013), the simulated
H idistribution was mapped to redshift space to generate
the 21-cm maps. The steps outlined in this paragraph used
Mpc Mpc
Tb (mK)
x¯H i = 1.0 x¯H i = 0.5
Figure 1. A section through one of the simulated redshift space
H i brightness temperature maps for x¯H i = 1.0 (left) which is
largely a Gaussian random field, and x¯H i = 0.5 (right) which has
considerable non-Gaussianity due to the discrete ionized bubbles
visible in the image. The redshift space distortion is with respect
to a distant observer located along the horizontal axis.
a low resolution grid 8 times coarser than the N-body sim-
ulations.
Figure 1 shows a section through one of the simulated
three dimensional 21-cm maps with x¯H i = 1 and 0.5 in
the left and right panels respectively. The brightness tem-
perature Tb(x) is to a good approximation a Gaussian ran-
dom field for x¯H i = 1. The homogeneous recombination
scheme implemented here predicts an “inside-out” reioniza-
tion where the high density regions are ionized first and the
low density regions later. The image at x¯H i = 0.5 is domi-
nated by several ionized bubbles which preferentially mask
out the high density regions, the low density regions are left
untouched. We expect the statistics of Tb(x), or equivalently
T˜b(k) its Fourier transform, to show considerable deviations
from the original Gaussian distribution. The induced non-
Gaussianity will reflect in the sizes and distribution of the
ionized bubbles and we expect the non-Gaussianity to in-
crease as reionization proceeds.
3 RESULTS
Figure 2 shows the brightness temperature fluctuation
∆2b(k) = k
3Pb(k)/2pi
2 as a function of k for different values
of x¯H i. The average power spectrum Pb(k) and the 1 − σ
errors δPb(k) were calculated using 21 independent realiza-
tions of the simulation, and the k range has been divided
into 10 equally spaced logarithmic bins. Note the change
in ∆2b(k) as reionization proceeds. At x¯H i ∼ 0.5, the non-
Gaussian Poisson noise of the discrete ionized regions makes
a considerable contribution to ∆2b(k) at length-scales that
are larger than the typical bubble radius. The ionized re-
gions percolate at smaller x¯H i where the Poisson noise of
the surviving discrete H i regions makes a considerable con-
tribution to ∆2b(k). While these effects have an imprint on
the predicted ∆2b(k), the power spectrum does not capture
the fact that the predicted signal is non-Gaussian. The error
estimates for the power spectrum, however, are affected by
the non-Gaussianity of the 21-cm signal.
We expect the signal to noise ratio to follow SNR =
Pb(k)/δPb(k) =
√
Nk if the 21-cm signal is a Gaussian ran-
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Figure 2. The mean squared 21-cm brightness temperature fluc-
tuations ∆2
b
(k) and its 1− σ error bars for the x¯H i values shown
in the figure.
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Figure 3. This shows the SNR as a function of
√
Nk. The 45
◦
dashed line shows the SNR expected for a Gaussian random field,
and ‘Initial’ refers to the input linear density fluctuations used
for the dark matter N-body simulations. For the x¯H i values men-
tioned in the figure, the data points (squares) show the simulated
SNR and the solid lines show the fit given by eq. (1). We have used
10 equally spaced logarithmic bins, and the k value corresponding
to each bin is shown in the top x axis.
dom field, Nk here is the number of Fourier modes in each
k bin. We have tested the Gaussian assumption by plotting
the simulated SNR as a function of
√
Nk in Figure 3 where
the 45◦ dashed line shows the values expected for a Gaussian
random field. We see that the input linear power spectrum
used in the dark matter N-body simulations follows this over
the entire range. In contrast, the SNR for the 21-cm power
spectrum shows a different behaviour. For x¯H i ≥ 0.3 we find
the expected SNR ∝ √Nk behaviour at SNR ≤ 10, however
the SNR values are 0.95−1.75 times than those predicted for
a Gaussian random field. For larger SNR it increases slower
than
√
Nk and finally saturates at a limiting value [SNR]l.
The limiting value [SNR]l decreases as reionization proceeds
(x¯H i falls). We do not explicitly see the SNR ∝
√
Nk be-
haviour for x¯H i = 0.15, this possibly exists at SNR < 1
0
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Figure 4. For x¯H i = 0.4, this shows the simulated SNR as a
function of
√
Nk for 10, 20 and 40 equally spaced logarithmic
bins.
which is outside the range that we have considered. In this
case the SNR values are close to [SNR]l for the entire range
that we have considered.
The equally spaced logarithmic bins that we have used
imply a relation Nk = Ck
3 between Nk and k (where C
is a constant), and the corresponding k values are shown
on the upper x axis of Figure 3. It is therefore plausible
that, in addition to x¯H i, the deviations from the Gaussian
predictions may also depend on k. To test this we have also
considered 20 and 40 equally spaced logarithmic bins (Figure
4). The relation between Nk and k changes (i.e. the value
of C changes) if we change the number of bins, however
we find that curves showing the SNR as a function of Nk
do not change. We therefore conclude that the effect of the
non-Gaussianity on the SNR (or equivalently δPb(k)/Pb(k))
does not depend on k, it depends only on x¯H i and Nk.
We find that the function
SNR =
√
Nk
A
[
1 +
Nk
(A[SNR]l)2
]−0.5
(1)
provides a good fit to the simulated SNR. For each value
of x¯H i, we have used a least-square fit to obtained the best
fit A and [SNR]l. The solid curves in Figure 3 show the
fit to the SNR given by eq. (1) using the best fit parame-
ters. Figure 5 shows the best fit parameters A and [SNR]l
as a function of x¯H i. The parameter A quantifies the devi-
ation from the Gaussian prediction in the low SNR regime
(SNR ≪ [SNR]l) where we have SNR =
√
Nk/A. We find
that the value of A increases from A ∼ 0.95 at x¯H i = 0.15
to A ∼ 1.75 at x¯H i = 0.9. Surprisingly, in this regime the
SNR approaches the Gaussian prediction as the reionization
proceeds. In contrast, the value of [SNR]l decreases by a fac-
tor of ∼ 50 as the x¯H i falls from 0.9 to 0.15. The deviations
from the Gaussian predictions seen at large SNR increase as
reionization proceeds.
4 MODELLING THE SNR.
The power spectrum Pb(k) and the trispectrum
Tb(k1,k2,k3,k4) of the brightness temperature fluctuations
c© 0000 RAS, MNRAS 000, 000–000
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Figure 5. This shows how the best fit parameters A (dashed)
and [SNR]l (solid) vary with x¯H i. The results are shown for 10
and 20 equally spaced logarithmic bins.
T˜b(a) ≡ T˜b(ka) are respectively defined through
〈T˜b(a)T˜b(b)〉 = V δa+b,0Pb(a) (2)
and
〈T˜b(a)T˜b(b)T˜b(c)T˜b(d)〉 = V 2[ δa+b,0 δc+d,0 Pb(a)Pb(c)
+δa+c,0δb+d,0Pb(a)Pb(b) + δa+d,0δb+c,0Pb(a)Pb(b)]
+ V δa+b+c+d,0 Tb(a, b, c, d)
where V refers to the comoving volume of the region un-
der consideration and 〈...〉 denotes an ensemble average over
different realizations of the fluctuations. We use these to
calculate the mean and the variance of the binned power
spectrum estimator which we define as
Pˆb(k) = (NkV )
−1
∑
a
T˜b(a)T˜b(−a) , (3)
where the sum
∑
a extends over all the Fourier modes ka
within the bin, and k is the representative comoving wave
number for the bin. The bins here are spherical shells of
width ∆k (which varies from bin to bin). The modes ka
and −ka do not give independent estimates of the power
spectrum. We restrict the sum
∑
a
to half the spherical shell,
andNk refers to the number of Fourier modes in this volume.
We then have
〈Pˆb(k)〉 = P¯b(k) = (Nk)−1
∑
a
Pb(a) (4)
which is the bin averaged power spectrum, and the variance
〈[δPˆb(k)]2〉 = [δPb(k)]2 = (Nk)−1Pb2(k) + V −1T¯b(k, k) (5)
where
Pb
2(k) = (Nk)
−1
∑
a
Pb
2(a) (6)
and
T¯b(k, k) = (Nk)
−2
∑
a,b
Tb(a,−a, b,−b) (7)
are the square of the power spectrum and the trispectrum
respectively averaged over the bin.
The SNR ≡ P¯b(k)/[δPb(k)] can be cast in the form of
eq. (1) provided we identify
A =
√
Pb
2(k)
[P¯b(k)]2
(8)
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Figure 6. This shows a comparison of the results from simula-
tions with two different box sizes, for a fixed x¯H i = 0.3. The solid
curves show eq. (1) with the best fit parameters for the respective
data points (squares). The horizontal solid line shows [SNR]l for
the smaller volume scaled by the factor
√
V2/V1, and the dashed
line shows SNR =
√
Nk.
and
[SNR]l =
√
[P¯b(k)]2V
T¯b(k, k)
(9)
Our calculation (eq. 8) shows that A arises from the
fact that the power spectrum varies across the different
Fourier modes which contribute to a bin. This implies that
Pb
2(k) > [P¯b(k)]
2 whereby A > 1 even for a purely Gaussian
random field. This explains why the SNR values for the ‘Ini-
tial’ Gaussian random field (Figure 3) are lower than those
predicted by SNR =
√
Nk, even though both have the same
slope.
The limiting SNR (eq. 9) depends on the trispec-
trum. Considering a Gaussian random field first, the statis-
tics are completely specified by the power spectrum and
Tb(k1,k2,k3,k4) = 0. We expect SNR =
√
Nk/A to hold
throughout in this case. However, the brightness tempera-
ture fluctuations become increasingly non-Gaussian as reion-
ization proceeds. We expect a non-zero trispectrum to de-
velop and increase as reionization proceeds. This is borne
out by Figure 5 where [SNR]l is found to fall as x¯H i de-
clines. Our results (Figure 4) also indicate that the ratio
[P¯b(k)]
2/T¯b(k, k) ∝ [SNR]2l is roughly independent of k, at
least over the k range accessible through rebinning the data
in the figure. Finally, eq. (9) implies that we expect the lim-
iting SNR to scale as [SNR]l ∝
√
V with the simulation
volume.
We have investigated the volume dependence of the
SNR by carrying out 21 independent realizations of a larger
simulation with comoving volume V2 = [215Mpc]
3, main-
taining the same spatial resolution as in Section 2. Figure
6 shows a comparison of the SNR between the smaller (V1)
and the larger (V2) simulations for x¯H i = 0.3. In both cases
the power spectrum was evaluated in 10 equally spaced log-
arithmic bins. Note that the Fourier modes, Nk and k cor-
responding to the 10 bins are different in the two sets of
simulations which are being compared. The results for the
larger simulation are qualitatively similar to those for the
c© 0000 RAS, MNRAS 000, 000–000
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smaller one, though the SNR values are different. We find
that the functional form given by eq. (1) does not provide
a very good fit at small Nk for the larger simulation. This
is possibly because the value of A (eq. 8) varies from bin to
bin. The fit, however, is very good at large Nk where the be-
haviour is dominated by [SNR]l. The horizontal solid line in
the figure shows [SNR]l for the smaller simulation scaled by
the factor
√
V2/V1. We find that [SNR]l calculated from the
larger simulation is roughly consistent with this solid line.
This validates the [SNR]l ∝
√
V dependence predicted by
eq. (9). We find similar results for the other values of x¯H i
not shown here.
5 DISCUSSION AND CONCLUSIONS
We may think of the EoR 21-cm signal as a combination of
two components, one a Gaussian random field and another
a non-Gaussian component from the discrete ionized bub-
bles. The picture is slightly changed as the reionization pro-
ceeds and the ionized regions percolate. The non-Gaussian
component then arises from the discrete H i clumps. The
Gaussian components in the different Fourier modes T˜b(k)
are independent, the non-Gaussian components however are
correlated - this being quantified through the bispectrum
(Bharadwaj & Pandey, 2005), trispectrum etc. The contri-
bution to δPb(k)/Pb(k) from the Gaussian component comes
down as 1/
√
Nk, whereas the non-Gaussian contribution re-
mains fixed even if Nk is increased. The Gaussian assump-
tion gives a reasonable description at low SNR, the non-
Gaussian contribution however sets an upper limit [SNR]l.
For a fixed volume V , it is not possible to increase the SNR
beyond [SNR]l by combining the signal from more Fourier
modes. The non-Gaussianity increases as reionization pro-
ceeds, and [SNR]l falls from ∼ 500 at x¯H i = 0.8 − 0.9 to
∼ 10 at x¯H i = 0.15 for the [150.08Mpc]3 simulations.
The limiting signal to noise ratio [SNR]l is proportional
to
√
V , and it is possible to achieve a high SNR by increasing
the volume. The value of
√
Nk in eq. (1), however, also scales
as ∝ √V for a fixed bin width ∆k. Although it is possible to
increase the SNR by increasing the volume, the relative con-
tribution from the non-Gaussianity ([P¯b(k)]
2/T¯b(k, k)) does
not vary with V .
In the present analysis we have used a simple model of
reionization, and held z = 8 fixed. The predictions will be
different if effects like inhomogeneous recombination are in-
cluded, and the evolution of x¯H i with z is taken into account.
The present work highlights the fact that non-Gaussian ef-
fects could play an important role in the error predictions
for the EoR 21-cm power spectrum. We plan to consider
the implications for the different EOR experiments in fu-
ture work.
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