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a b s t r a c t
This work presents an approximation method for Navier–Stokes equations around a
rotating obstacle. The detail of this method is that the exterior domain is truncated into a
bounded domain and a new exterior domain by introducing a large ball. The approximation
problem is composed of the nonlinear problem in the bounded domain and the linear
problem in the new exterior domain. We derive the approximation error between the
solutions of Navier–Stokes equations and the approximation problem.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Navier–Stokes equations around a rotating obstacle arise in some significant engineering problems, such as the
design of the impeller in a turbomachine.
Let Ωc ⊂ R3 be a simple connected bounded domain with boundary ∂Ω of class C2. Assume that Ωc is rotating with
the constant angular velocity ω in a viscous incompressible fluid filling the entire space. In general, one chooses a rotating
coordinate framewhich is attached to the rotating obstacleΩc . Then theNavier–Stokes equations around a rotating obstacle
are governed by the following time-dependent problem:
∂w
∂t
− ν1w + w · ∇w + ω × w − (ω × x) · ∇w +∇p = 0, in QT ,
divw = 0, in QT ,
w = ω × x, on ∂Ω × [0, T ],
w(x, t) −→ 0, as |x| −→ +∞,
w(x, 0) = w0(x), inΩ,
(1)
where QT = Ω × [0, T ] for some positive constant T ; ν > 0 denotes the viscous coefficient and is a positive constant. The
initial valuew0(x) satisfies divw0 = 0 inΩ andw0 = ω × x on ∂Ω .
From (1), we observe that ω × x in the term (ω × x) · ∇w tends to infinity as |x| −→ +∞, which is the main difficulty
in the study of the problem (1) in the mathematical analysis and the numerical analysis. For the time-dependent problem
(1), the existence of the global weak solution was shown by Borchers in [1]. The asymptotic behavior in time was studied by
Chen andMiyakawa in [2] with the help of the fundamental solution whenΩ is the whole space. The first result concerning
the regularity of the weak solution was due to Hishida in [3] where he used the semigroupmethod. Subsequently, Galdi and
Silvestre in [4] showed the existence of a local strong solution in terms of themethod of ‘‘invading domains’’. Moreover, such
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a strong solution exists for all time provided the initial valuew0(x) in suitable norm and |ω| do not exceed a certain constant
depending only on the viscous coefficient ν and the regularity ofΩ . However, few results concerning the numerical analysis
have been developed. The reason is that the ‘‘ω× x’’ tends to infinity as |x| −→ +∞. A natural method for overcoming this
difficulty is an artificial boundary method, such as that in Han and Wu’s work [5] and references cited therein.
The boundary integral method is also a goodmethod for studying the numerical method for the exterior problems or the
unbounded problems. More details can be found in Yu’s work [6]. In order to apply this method to the three-dimensional
Navier–Stokes equations (1) with a rotating obstacle, in this work, wewill present an approximationmethod by introducing
some large ball BR such that the domainΩ is truncated into a bounded domain and a newexterior domain (BR)c .We suppose,
in accordance with w(x) −→ 0 as |x| −→ +∞, that the approximation solution wε satisfies |wε| < ε in (BR)c ∪ ∂BR for
a fixed small parameter ε. The approximation problem is composed of the nonlinear problem in the bounded domain and
the linear problem in the new exterior domain (BR)c . We derive the approximation error with respect to ε between the
solutions of the problem (1) and the approximation problem. As the basis of the coupling method of boundary integral and
finite elementmethods, this approximationmethod has been successfully applied to Navier–Stokes equations in an exterior
domain [7,8].
2. Navier–Stokes equations around a rotating obstacle
Without loss of generality, we assume that the origin of coordinates lies in Ωc . Let δ(Ωc) be the diameter of Ωc . Then
for each R > δ(Ωc), define
ΩR = Ω ∩ BR, ΩR = R3/ΩR,
where BR = {x ∈ R3, |x| < R}.
LetD be any open set inR3. Denote by ‖·‖p,D the standard Lp-norm inD and by ‖·‖m,p,D the standard SobolevWm,p-norm
in D. In particular, for D = Ω , define ‖ · ‖p = ‖ · ‖p,Ω and ‖ · ‖m,p = ‖ · ‖m,p,Ω .
First, we establish the homogeneity of the boundary condition on ∂Ω in (1) in terms of a lemma due to Silvestre [9].
Lemma 2.1. There exists a smooth function ψ having compact support ΩR0 such that
divψ = 0, inΩ,
ψ = ω × x, on ∂Ω,
‖ψ‖q + ‖∇ψ‖r + ‖D2ψ‖s ≤ κ1|ω|, for all q > 32 , 1 < r ≤ 6, 1 ≤ s ≤ 2,
∫
ΩR0
u · ∇ψ · udx
 ≤ ν2‖∇u‖22,ΩR0 ,
where κ1 > 0 depends on q, r, s, ν, ∂Ω .
Letw = u+ ψ in (1); then u satisfies
∂u
∂t
− ν1u+ u · ∇u+ u · ∇ψ + ψ · ∇u− (ω × x) · ∇u+ ω × u+∇p = f , in QT ,
div u = 0, in QT ,
u = 0, on ∂Ω × [0, T ],
u(x, t) −→ 0, as |x| −→ +∞,
u(x, 0) = w0(x)− ψ(x) := u0(x), inΩ,
(2)
where u0(x) satisfies div u0 = 0 inΩ and u0 = 0 on ∂Ω , and
f = ν1ψ + (ω × x) · ∇ψ − ω × ψ − ψ · ∇ψ.
According to Lemma 2.1, f has compact supportΩR0 and f ∈ L6/5(Ω)3 ∩ L2(Ω)3 satisfying
‖f ‖6/5 ≤ κ2|ω|, (3)
where κ2 > 0 depends on κ1 and R0. Define
V (Ω) = the closure of C∞0 (Ω)3 with respect to the semi-norm | · |1,Ω ,
Vσ (Ω) = {v ∈ V (Ω), div v = 0},
H(Ω) = {v ∈ L2(Ω)3, div v = 0 inΩ with v · n|Γ = 0},
M(Ω) = L20(Ω) =

q ∈ L2(Ω),
∫
Ω
qdx = 0

.
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Introduce the following bilinear and trilinear forms:
a(u, v) =
∫
Ω
∇u · ∇vdx, ∀u, v ∈ V (Ω),
b(u, v, w) =
∫
Ω
u · ∇v · wdx, ∀u, v, w ∈ V (Ω).
Given u0 ∈ H(Ω) and f ∈ L∞(0, T , L6/5(Ω)3), the weak variational formulation of (2) is: find u ∈ L2(0, T , V (Ω)) ∩
L∞(0, T , L2(Ω)3) and p ∈ L2(0, T ,M(Ω)) such that

∂u
∂t
, v

+ a(u, v)+ b(u, u, v)+ b(u, ψ, v)+ b(ψ, u, v)
−b(ω × x, u, v)+ (ω × u, v)− (p, div v) = (f , v), ∀v ∈ V (Ω),
(q, div u) = 0, ∀q ∈ M(Ω).
(4)
As regards the problem (1), Borchers has shown the existence of the global weak solution w for any T > 0 in [1]. Here,
we recall a regular result ofw which is proved by Galdi and Silvestre in [4].
Theorem 2.1. Let w0 ∈ H2(Ω)3 satisfy
divw0 = 0 inΩ, w0|∂Ω = ω × x, (5)
and assume that ω × x · ∇w0 ∈ L2(Ω); then there exists T ′ > 0 with T ′ < T such that the problem (1) has one strong
solution in (0, T ′) satisfying w ∈ L∞(0, T ′, Vσ (Ω)) ∩ L2(0, T ′,H2(Ω)3) and ∇p ∈ L2(0, T ′, L2(Ω)3). Moreover, assume that
ω × x · ∇(w0 − wS) ∈ L2(Ω). Then there is a constant C > 0 depending onΩ and ν such that if
‖w0 − wS‖1 + |ω| < C, (6)
the strong solution (w, p) is global in (0,+∞), where (uS, pS) is a solution of the following steady problem:
−ν1wS + wS · ∇wS − (ω × x) · ∇wS + ω × wS +∇pS = 0, inΩ,
divwS = 0, inΩ,
wS = ω × x, on ∂Ω,
wS(x) −→ 0, as |x| −→ +∞.
(7)
Thus, the problem (2) admits a local strong solution (u, p) in (0, T ′) and a global strong solution in (0,+∞) under the
assumption (6).
3. The approximation problem
In this section, a coupled problem is given to approximate the problem (2). Observe that u −→ 0 as |x| −→ +∞ in (2);
then u(x) is sufficiently small at large spatial distances. Thus, we approximate the problem (2) by the following problem:
∂uε
∂t
− ν1uε + χΩR(uε · ∇uε)+ uε · ∇ψ + ψ · ∇uε − (ω × x) · ∇uε + ω × uε +∇pε = f , inΩ,
div uε = 0, inΩ,
uε = 0, on ∂Ω,
uε(x) −→ 0, as |x| −→ +∞,
uε(x, 0) = u0(x), inΩ,
(8)
where
χΩR(x) =

1, x ∈ ΩR ∪ ∂BR,
0, x ∈ ΩR.
Moreover, we select R sufficiently large such thatΩR contains the support of ψ and f . And uε satisfies
|uε(x)| < ε, x ∈ ΩR ∪ ∂BR. (9)
The approximation problem (8) is coupled by the nonlinear problem inΩR and the linear problem inΩR.
The weak variational formulation of the approximation problem (8) is: find uε ∈ L2(0, T , V (Ω))∩ L∞(0, T , L2(Ω)3) and
pε ∈ L2(0, T ,M(Ω)) such that

∂uε
∂t
, v

+ a(uε, v)+ bε(uε, uε, v)+ bε(uε, ψ, v)+ bε(ψ, uε, v)− b(ω × x, uε, v)
+(ω × uε, v)− (pε, div v) = (f , v), ∀v ∈ V (Ω),
(q, div uε) = 0, ∀q ∈ M(Ω),
(10)
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where
bε(u, v, w) =
∫
ΩR
u · ∇v · wdx, ∀u, v, w ∈ V (Ω).
By a method similar to that used in [1], we can show the existence of a strong solution of (10).
Theorem 3.1. Let u0 ∈ H2(Ω)3 satisfy div u0 = 0 and assume that ω × x · ∇u0 ∈ L2(Ω); then the problem (8) admits a local
strong solution (uε, pε) in (0, T ′) and a global strong solution in (0,+∞) under the assumption
‖u0 − uSε‖1 + |ω| < C, (11)
where C > 0 depending onΩ and ν, (uSε, p
S
ε) is the solution of the steady problem corresponding to the problem (8).
Next, we will derive an a priori estimate of the solution uε . Taking v = uε in (10) yields
1
2
d
dt
‖uε‖2 + ν‖∇uε‖2 + bε(uε, uε, uε)+ bε(uε, ψ, uε) = (f , uε),
where we use (ω × uε, uε) = 0 and
bε(ψ, uε, uε)− b(ω × x, uε, uε) = 12
∫
∂Ω
ψ · n|uε|2ds− 12
∫
∂Ω
(ω × x) · n|uε|2ds = 0.
In terms of Lemma 2.1 and Young’s inequality and the Sobolev inequality, we have
1
2
d
dt
‖uε‖2 + ν‖∇uε‖2 ≤ |bε(uε, uε, uε)| + |bε(uε, ψ, uε)| + |(f , uε)|
≤ ν
2
‖∇uε‖2 + ν4‖∇uε‖
2 + 1
ν
‖f ‖26/5 + |bε(uε, uε, uε)|.
That is,
d
dt
‖uε‖2 + ν2‖∇uε‖
2 ≤ 2
ν
‖f ‖26/5 + 2|bε(uε, uε, uε)|. (12)
We can estimate |bε(uε, uε, uε)| as follows:
|bε(uε, uε, uε)| = 12
∫
∂BR
|uε|2uε · nds
 ≤ ε2‖uε‖H1/2(∂BR)‖uε‖H−1/2(∂BR)
≤ cε‖uε‖ · ‖∇uε‖ ≤ ν8‖∇uε‖
2 + cε
2
ν
‖uε‖2, (13)
where c > 0 depends only onΩR. Substituting (13) into (12) yields
d
dt
‖uε‖2 + ν4‖∇uε‖
2 ≤ 2
ν
‖f ‖26/5 +
cε2
ν
‖uε‖2. (14)
Multiplying (14) by e−cε2t/ν , we obtain
d
dt
(e−cε
2t/ν‖uε‖2)+ νe
−cε2t/ν
4
‖∇uε‖2 ≤ 2
ν
‖f ‖26/5. (15)
Integrating (15) from 0 to t with respect to t , we have
‖uε(t)‖2 + ν4
∫ t
0
e
cε2(t−τ)
ν ‖∇uε(τ )‖2dτ ≤ ecε2t/ν
[
‖u0‖2 + 2t
ν
‖f ‖26/5
]
.
Because e
cε2(t−τ)
ν ≥ 1 for τ ∈ [0, t], we derive an a priori estimate of uε:
‖uε(t)‖2 + ν4
∫ t
0
‖∇uε(τ )‖2dτ ≤ ecε2t/ν
[
‖u0‖2 + 2t
ν
‖f ‖26/5
]
. (16)
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4. Error analysis
In this section, wewill give the analysis of the error between the solutions u of (4) and uε of (10) with respect to the small
parameter ε. The main result is the following theorem:
Theorem 4.1. Suppose that the assumptions in Theorem 2.1 hold such that the problem (4) has one strong solution in (0,+∞).
Then the solutions u of (4) and uε of (10) satisfy the following approximation error:
‖u(t)− uε(t)‖2 + ν2
∫ t
0
‖∇u(τ )−∇uε(τ )‖2dτ ≤ ε2te
 t
0 g(τ )dτ , (17)
where g(t) = c‖∇u(t)‖4 + 14‖∇uε(t)‖2 and c > 0 depends only onΩ .
Proof. Subtracting (4) from (10), we have

∂
∂t
(u− uε), v

+ a(u− uε, v)+ b(u, u, v)− bε(uε, uε, v)+ b(u, ψ, v)− bε(uε, ψ, v)
+b(ψ, u, v)− bε(ψ, uε, v)− b(ω × x, u− uε, v)+ (ω × (u− uε), v)− (p− pε, div v) = 0, ∀v ∈ V (Ω)
(div(u− uε), q) = 0 ∀q ∈ M(Ω).
(18)
Taking v = u− uε in the first equation of (18) and using the second equation of (18) yields
1
2
d
dt
‖u− uε‖2 + ν‖∇u−∇uε‖2 + b(u, u, u− uε)− bε(uε, uε, u− uε)
+ b(u, ψ, u− uε)− bε(uε, ψ, u− uε)+ b(ψ, u, u− uε)− bε(ψ, uε, u− uε) = 0, (19)
where we use (ω× (u− uε), u− uε) = 0 and b(ω× x, u− uε, u− uε) = 0. Because ψ = 0 inΩR ∪ ∂BR, from Lemma 2.1,
one has
b(u, ψ, u− uε)− bε(uε, ψ, u− uε) = bε(u− uε, ψ, u− uε) ≤ ν2‖∇u−∇uε‖
2, (20)
and
b(ψ, u, u− uε)− bε(ψ, uε, u− uε) = bε(ψ, u− uε, u− uε) = 0. (21)
Therefore, in terms of (19)–(21), we obtain
d
dt
‖u− uε‖2 + ν‖∇u−∇uε‖2 ≤ |b(u, u, u− uε)− bε(uε, uε, u− uε)|. (22)
We estimate the right-hand side of (22) as follows:
b(u, u, u− uε)− bε(uε, uε, u− uε) =
∫
Ω
u · ∇u · (u− uε)dx−
∫
ΩR
uε · ∇uε · (u− uε)dx
=
∫
Ω
(u · ∇u− uε · ∇uε) · (u− uε)dx+
∫
ΩR
uε · ∇uε · (u− uε)dx
=
∫
Ω
(u− uε) · ∇u · (u− uε)dx+
∫
Ω
uε · ∇(u− uε) · (u− uε)dx
+
∫
ΩR
uε · ∇uε · (u− uε)dx
=
∫
Ω
(u− uε) · ∇u · (u− uε)dx+
∫
ΩR
uε · ∇uε · (u− uε)dx
≤ c‖∇u−∇uε‖3/2‖u− uε‖1/2‖∇u‖ + ε‖∇uε‖ · ‖u− uε‖
≤ ν
2
‖∇u−∇uε‖2 + c‖∇u‖4‖u− uε‖2 + ε2 + 14‖∇uε‖
2‖u− uε‖2,
where c > 0 depends only onΩ . Substituting the above estimate into (22), we have
d
dt
‖u− uε‖2 + ν2‖∇u−∇uε‖
2 ≤ ε2 +

c‖∇u‖4 + 1
4
‖∇uε‖2

‖u− uε‖2. (23)
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Define g(t) = c‖∇u(t)‖4 + 14‖∇uε(t)‖2. Because the solution u is a strong solution in (0,+∞), then g(t) ∈ L1(0,+∞).
The inequality (23) can be rewritten as follows:
d
dt
‖u− uε‖2 + ν2‖∇u−∇uε‖
2 ≤ ε2 + g(t)‖u− uε‖2. (24)
Multiplying (24) by e−
 t
0 g(τ )dτ yields
d
dt

e−
 t
0 g(τ )dτ‖u(t)− uε(t)‖2

+ ν
2
e−
 t
0 g(τ )dτ‖∇u(t)−∇uε(t)‖2 ≤ ε2. (25)
Integrating (25) from 0 to t with respect to t and observing u(x, 0) = uε(x, 0) = u0(x), we have
e−
 t
0 g(τ )dτ‖u(t)− uε(t)‖2 + ν2
∫ t
0
e−
 τ
0 g(s)ds‖∇u(τ )−∇uε(τ )‖2dτ ≤ ε2t.
After some simple calculation, we derive the approximation error
‖u(t)− uε(t)‖2 + ν2
∫ t
0
‖∇u(τ )−∇uε(τ )‖2dτ ≤ ε2te
 t
0 g(τ )dτ . 
5. Conclusions
This work presents an approximation method for the three-dimensional Navier–Stokes equations with a rotating
obstacle, which is the basis of the coupling method for boundary integral and finite element methods. The approximation
problem is composed of a nonlinear problem in bounded domainΩR and a linearized Navier–Stokes problem with rotating
effect in the exterior domainΩR. Then this linearized problem can be reduced to a boundary integral equation on ∂BR with
the help of the fundamental solution derived in [10]. Using themethods in [11,12], we can study the couplingmethod of the
boundary integral and finite element method, and give the finite element approximation of this coupling method.
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