Abstract. We consider a spin-boson Hamiltonian which is generalized such that the Hamiltonians for the system (Ĥ S ) and the interaction with the environment (Ĥ int ) do not commute with each other. Considering a single-mode quantized field in exact resonance with the tunneling matrix element of the system, we obtain the timeevolution operator for our model. Using our time-evolution operator we calculate the time-dependent pointer states of the system and the environment (which are characterized by their ability not to entangle with each other) for the case that the environment initially is prepared in the coherent state. We show that our solution for the pointer states of the system and the environment is valid over a length of time which is proportional ton, the average number of bosons in the environment. We also obtain a closed form for the offdiagonal element of the reduced density matrix of the system and study the decoherence of the central system in our model. We show that for the case that the system initially is prepared in one of its pointer states, the offdiagonal element of the reduced density matrix of the system will be a sinusoidal function with a slow decaying envelope which is characterized by a decay time proportional ton; while it will experience a much faster decoherence, when the system initially is not prepared in one of its initial pointer states.
Introduction
This is the second paper in the series of papers where we discuss pointer states of measurement and their evaluation. We refer to this paper as paper II in this series of papers.
Foreword
The pointer states of a system are defined as those states of the system characterized by their property of not entangling with states of another system [1, 2, 3] . This condition is commonly referred to as the stability criterion for the selection of pointer states [1, 2] . In paper I [4] we discussed the pointer states of measurement and presented a general method for obtaining the pointer states of the system and the environment for a given total Hamiltonian defining the system-environment model. As we elaborately described in paper I, generally we should distinguish between the pointer states of a system and the preferred basis of measurement. We explicitly proved that the pointer states of a system generally are time-dependent and a preferred basis of measurement does not exist, unless under some specific conditions (discussed there in paper I) that the pointer states of measurement become time-independent. Moreover, time-dependent pointer states necessarily are not orthogonal amongst themselves at all times. Therefore, they cannot be considered as eigenstates of a Hermitian operator at all times.
In paper I we also used our method in order to rederive the time-dependent pointer states of the system and the environment for the Jaynes-Cummings model (JCM) of quantum optics [4] ; verifying the previous results for the JCM [5, 6, 7] .
In this paper we study a spin-boson model ‡ which is defined through the following total Hamiltonian
This model basically is composed of a central spin-half particle (or other two-level system) surrounded by an environment of N bosonic particles such as photons. In the Hamiltonian of the spin-boson model, represented by equation (1), we have considered an intrinsic tunneling contribution in the self-Hamiltonian of the system (proportional to theσ x Pauli matrix), which can induce intrinsic transitions between the upper and lower states of the central system. Here ∆ 0 is the so-called tunneling matrix element. Also, it is assumed that the asymmetry energy in the self-Hamiltonian of the central system is negligible. Therefore, here we do not consider a contribution proportional to theσ z Pauli matrix in the self-Hamiltonian of the system §. The second term in equation (1) represents the self-Hamiltonian of the electromagnetic field; where we have considered a single-mode quantized field with the frequency of ω for the environment. Also the third term, with g as the spin-field coupling constant, represents the interaction between the central spin-half particle and a single-mode quantized field; which in fact is the quantized form of the famous −µ.B Hamiltonian due to the interaction between a particle of magnetic dipole-moment µ and a magnetic field B.
In the Hamiltonian of equation (1), if we switch theσ x andσ z operators and apply the rotating-wave approximation, we would obtain a Hamiltonian which would precisely look like the Hamiltonian of the Jaynes-Cummings model (JCM). However, the Hamiltonian that would be obtained in this way, will not describe the Jaynes-Cummings model of quantum optics. The above point is because of the fact that when considering ‡ For a serious review and analysis of spin-boson models in different regimes the interested reader can refer to the seminal article by Leggett et al. [8] or the book by Weiss [9] . Also a brief while very useful review of the model can be found in chapter 5 of Schlosshauer's book [1] . § However, one can easily verify that modifications due to such contribution can be done quite easily, as such a term commutes with the interaction between the system and the environment, represented by the third term in equation (1) . our model, represented by the Hamiltonian of equation (1), a very special meaning is attributed to the eigenstates of theσ z operator; they are the upper and lower states of the two-level system. In fact, this attribution of the upper and lower states of the two-level system to the eigenstates of theσ z operator will be considered everywhere in our calculations; as is also considered in calculations for the JCM [10, 11] . Therefore, as we will see in the following section, when considering the rotating-wave-approximation with the exact resonance condition the Hamiltonian of equation (1) will lead to a timeevolution operator that is very different from the one that we know for the JCM. As a result, as we will see, there will be clear differences between the physics which arises from our spin-boson model and the one that we know from the JCM.
In the paper by Leggett et al. [8] they considered a general form of the Hamiltonian given by equation (1) , where the environment can be represented by a spectral density J (ω) (rather than considering a single-mode quantized field). They used the "influencefunctional" method of Feynman and Vernon [12] to obtain general expressions for P (t) ≡ σ z (t) in the form of a power series in ∆. However, the general expressions they obtained for P (t) in terms of the spectral density function J (ω) were exceedingly cumbersome to calculate in most regimes. So, they assumed a nonresonance regime, which was quite different from the resonance regime that we will consider here in this article [8] .
The model represented by the Hamiltonian of equation (1) can also be studied in the framework of the Born-Markov approximation in order to obtain an approximate master equation for the evolution of the reduced density matrix of the system [9] . The master equations obtained in this way are valid only in certain regimes; and moreover, one often may need to resort to numerical computation in order to be able to solve them. However, the main purpose of this paper is (1) to obtain the time-dependent pointer states of the system and the environment, as well as expressions for the evolution of the reduced density matrix of the system in the exact resonance regime and for an environment initially prepared in the coherent state; and (2) to obtain approximate expressions in closed form for the evolution of the off-diagonal elements of the reduced density matrix (for the case that the environment initially is prepared in a coherent state with a large average number of photons), which can be used in order to study the decoherence of the central system in an analytical way.
Review of our method for calculation of pointer states
Our goal is to find the pointer states of the system, as well as their corresponding pointer states from the environment for an arbitrary total Hamiltonian defining the system-environment model. In order to find pointer states, we look for system states |s i (t) such that the composite system-environment state, when starting from a product state |s i (t 0 ) |E 0 at t = 0, remains in the product form |s i (t) |E i (t) at all subsequent times t > 0; i.e. pointer states must satisfy the aforementioned stability criterion.
In the above equation we have represented the pointer states of the system by | ± (t) and those of the environment by |Φ ± (t) . Also, N is the normalization factor for the pointer states of the system.
In general, an arbitrary choice of c n 's will not necessarily yield an A(t), B(t) pair that remain parallel for any choice of α and β; therefore an arbitrary choice of c n 's does not necessarily correspond to a pointer state for the environment. Nonetheless, for a given set of c n 's there may exist two sets of complex numbers for α and β with two corresponding values for the scalar function G(t) such that equation (6) is satisfied. In the following example, we show that for an assumed set of c n 's, values of α and β exist such that equation (6) is approximately satisfied in the limit of large number of degrees of freedom for the environment .
Calculation of the time-evolution operator
In order to calculate the time-evolution operator in the interaction picture for the Hamiltonian given by equation (1), first we need to have the corresponding Hamiltonian in the interaction picture. It can easily be calculated aŝ
Here, the commutator ofĤ
given by equation (9), is not a function of a constant number. This in fact can make the evaluation of the time-evolution operator quite difficult [13] .
In parallel with paper I we consider the general form given by equation (4) for the evolution operator of the global spin-field system. For such time-evolution operator in the interaction picture, which satisfies the Schrödinger equation ih
Now, we assume the transition matrix element ∆ 0 to be in resonance with the cavity eigenmode ω and we use the rotating-wave approximation (RWA) [10, 14] 
(just as is
In fact, by looking at equation (7) we notice that in practice we can expect some states of the system and the environment to keep their individuality and not to entangle with each other even if they can satisfy our condition (given by equation (6)) only in a fraction of the Hilbert space of the environment where the c n coefficients are not negligible. This of course will involve assuming some approximations in obtaining pointer states. However, as we will show in this paper, in the end we can define a measure for the degree of entanglement between the states of the system and the environment, which after its calculation for the pointer states which we obtain for our model we can know exactly in which regimes our pointer states are valid and will not entangle with the states of another system. For example, this way we will show in this paper that the pointer states which we will obtain for our spin-boson model for an environment initially prepared in the coherent state are valid (i.e. will not entangle with the states of any other subsystem throughout their evolution with time) up to times of the ordern/g; wheren is the average number of photons in the coherent state of the environment.
assumed in the conventional Jaynes-Cummings model of quantum optics [10] ). So, by entering the resonance condition ∆ 0 = ω and using the rotating wave approximation (i.e. disregarding the higher-frequency terms which contain e ±i(ω+∆ 0 )t ) the above equation will simplify to the following set of four equations
In order to solve the above set of coupled differential equations, we proceed as follows. First, we take a derivative with respect to time of the first equation. By replacingĖ 1 andĖ 3 from the first and the third equations in the resulting equation we find
whereN =â †â is the number operator. Similarly, by doing the same procedure on the third equation forĖ 3 we find
Next, we defineÊ ++ andÊ +− as followŝ
By adding and subtracting equations (12) and (13) we find
These equations forÊ ++ andÊ +− can simply be solved to find E ++ = sin(|g| N t)Â + cos(|g| N t)B and
whereÂ,Â ,B andB are some time-independent operators (rather than constant numbers), which will be found from our initial conditions in the following paragraphs.
Here we note that since these coefficients generally are some time-independent operators rather than constant numbers, and they do not necessarily commute with the number operatorN , we must have them on the right-hand side of the sin and cos functions (rather than having them on the left-hand side). Only in this way the solutions in equation (16) will satisfy equation (15) . Now using equations (14) and (16), we can obtain the operatorsÊ 1 andÊ 3 as follows:
+ sin(|g| N + 1 t)Â + cos(|g| N + 1 t)B } and (17)
In quite the same manner we can calculateÊ 2 andÊ 4 as followŝ
whereĈ,Ĉ ,D andD also, generally are some time-independent operators, which will be determined from our original set of equations (11) and the initial conditions on {Ê i }'s. In order to obtain the eight operator coefficients which appear in our expressions for {Ê i }'s, first we note that the time-evolution operator, given by equation (4), must satisfy the initial conditionÛ (t = 0) =Î S ⊗Î E ; whereÎ S = |a a| + |b b| represents the identity operator in the Hilbert space of the system andÎ E is the identity operator in the Hilbert space of the environment. This means that we must havê
From the above initial conditions and equations (17) to (21) we easily find four of the coefficients as followŝ
In order to findÂ andÂ we proceed as follows. First, we use equation (11-a) to obtainÊ 3 as follows
ReplacingÊ 1 andĖ 1 from equation (17) into the above equation, it reads
+ sin(|g| N + 1 t)Â + cos(|g| N + 1 t)}.
At t = 0 the above equation reduces to
Operating this last equation on |n we have
Next, we use equation (11-c) to obtainÊ 1 as follows
ReplacingÊ 3 andĖ 3 from equation (19) into the above equation, it reads
Finally, we use equations (26) and (30) to obtain the coefficientsÂ andÂ . Assuming g to be real and then adding equations (26) and (30) we find
Comparing the above equation to
Similarly, by subtracting equation (30) from equation (26) to find
and comparing the above equation to
One should pay attention to the order that the operators appear in equations (32) and (34); as they are not commuting operators. By doing exactly the same procedure on equations (11-b) and (11-d) we would find the operator coefficientsĈ andĈ as followŝ
Now that we found all the operator coefficients, we can replace them back in equations (17) to (20) and write the {Ê i } in their final form
One can verify that the above set of operators satisfy the unitarity of the time-evolution operatorÛ †Û =ÛÛ † =Î.
Calculation of the time-dependent pointer states of the system and the environment
In order to obtain the time-dependent pointer states of the system and those of its environment for our model, represented by the Hamiltonian of equation (1), we assume the field to be initially prepared in the coherent state |ν
c n |n ; with c n = e
where |ν| 2 =n is the average number of photons in the coherent state, and ν = |ν|e −iϕ . In this section we will show that in the regime that we are considering (i.e. the exactresonance with the RWA regime) and for the environment initially prepared in the coherent state, in the limit of a large average number of photonsn → ∞ we must have pointer states for the system (the central spin) given by
where |a and |b are eigenstates of theσ z Pauli matrix. We make the usual assumption that there exists no correlations between the system and the environment at t = 0. So, we consider the following initial state for the total composite system
c n |n with |α| 2 + |β| 2 = 1. (42) For pointer states the two vectors A(t) and B(t) of the Hilbert space of the environment must be parallel with each other. Therefore, for pointer states due to our condition, given by equation (6), we must have:
For the {Ê i }, given by equations (36) through (39), we can writê
where f ij 's (with i = 1, 2, 3, 4 and j = 1, 2, 3) are given by
and (45)
Using equation (44) our condition, given by equation (43), becomes
Now, since the number states {|n } are a complete set of basis states for the environment, for the initial pointer states we can open the summations in equation (46) and equalize terms from the two sides of this equation which correspond to the same number state |n . After using equation (45), equation (46) would simplify as
f or all n.
The above result for G(t), which generally depends on n, would contradict our initial assumption of the two vectors A(t) and B(t) being parallel to each other, unless we can find certain initial states for the system for which G(t) turns out to become independent of n; since as we discussed, for pointer states all components of the vector A (A n s) must be related to their corresponding components from B (B n s) through the same scalar factor G (see equation (6)). So now we should seek for those particular initial states of the system which can make G(t) independent of the index n of the states of the environment.
For an initial coherent field (equation (40)) we have:
. Moreover, in the limit of a large average number of photonsn → ∞ we can replace the factors n n+1 and n n+2 by unity ¶; since forn → ∞ the Poisson distribution of the coherent field is extremely sharp (with n at the center) and hence, forn → ∞ and n ≈n we have n n+1 ≈ 1 and n n+2 ≈ 1, while for n being far fromn the c n coefficient is negligible. So, the corresponding terms (of n being far fromn) do not have any contribution in the summations of equation (46). As a result, equation (47) for G(t) can be further simplified to
.
Replacing the f i functions from equation (45), the above equation reads
In order to obtain the pointer states of the system, we should look for the probable initial states of the system (represented by the coefficients α and β in equation (42)) which can make the expression (in the above equation) for G(t) independent of the index n of the states of the environment. On the other hand, by looking at equation (49) we realize that if α − β = ±(α + β)e −iϕ the expression for G(t) will be considerably simplified. In what follows we show that for α − β = ±(α + β)e −iϕ , which is equivalent to the initial conditions for the state of the system given by α + = −i cos(ϕ/2) and β + = sin(ϕ/2) (for the plus sign) or
and β − = cos(ϕ/2) (for the minus sign),
G(t) of equation (49) will be independent of the states of the environment; provided we have a large average number of photons in the fieldn → ∞. Therefore, the initial conditions of equation (50) correspond to the initial states of the system which do not entangle with the states of the environment. After that, we will obtain the time evolution of these initial pointer states and followed by that we obtain the corresponding pointer states of the environment.
For α − β = ±(α + β)e −iϕ the expression in equation (49) for G(t) simplifies to
The above expression can be written as
From the Taylor series expansion of √ n + 2 − √ n + 1 aboutn (the average number of photons in the environment), given by
we notice that in the limit of a very large average number of photons we can replace
√n [5] ; since for very largen all terms containing the index n, which appear after the first term, are negligible; and the series is convergent. So, in the classical limit ofn → ∞ we can rewrite equation (52) for G(t) as
for the first sign
for the second sign;
which clearly is independent of the index n of the states of the environment. In appendix A by calculating the degree of entanglement between the states of the system and the environment for the pointer states which will be obtained from the above result, we will show that this result is valid over a length of time which is proportional ton, the average number of photons in the field.
The result of equation (54)) simply means that for the initial states of the system given by | + (t 0 ) = −i cos(ϕ/2)|a + sin(ϕ/2)|b and | − (t 0 ) = i sin(ϕ/2)|a + cos(ϕ/2)|b (55) the states of the system and the environment will not entangle with each other. Moreover, using equation (8) which gives us the general time evolution of the pointer states of the system; and G(t) of equation (54) (which is independent of the index n of the states of the environment) we can find the time evolution of the pointer states of the system as follows
where N + and N − are the normalization factors for the | + (t) and | − (t) states respectively. It is easy to verify that
So, we can rewrite equation (56) as
and
which is the same as equation (41); Q.E.D. Next, we obtain the corresponding pointer states of the environment. Using equations (8) and (44) we have
where in the above equation α ± and β ± are those of the initial pointer states of the system given by equation (50). Let us first obtain |Φ + (t) ; i.e. the pointer state of the environment corresponding to the | + (t) state. Replacing the f ij functions from equation (45), α + and β + from equation (50) and N + from equation (57) we have
Using c n±1 ≈ c n e ∓iϕ for the coherent field and in the limit ofn → ∞, the above relation can be written as
which can easily be simplified into the following final result for |Φ + (t)
Following exactly the same procedure one can also find |Φ − (t) as follows
We should also mention that the pointer states of the system at t = t 0 (equation (55)) are orthonormal and hence, they form a complete basis set for the state of the system. Therefore, the evolution of any initial state of the system |ψ S (t 0 ) = α | + (t 0 ) + β | − (t 0 ) in contact with an initial coherent field |ν can be expressed as a linear combination of the evolution of | + (t 0 ) |ν and | − (t 0 ) |ν , and in the following diagonal form:
State preparation at specific times
One interesting feature of the pointer states of the system, given by equation (58), is that at specific times they coincide with each other. In fact, by looking at equation (56) we notice that at those times for which tan(
√n ) the | ± (t) states are equal to each other. One can easily verify that at t 1 = (4n + 1)π √n /g (with n = 0, 1, 2, ...) both of the | ± (t) states will be in the common state given by
while at t 2 = (4n − 1)π √n /g (with n = 1, 2, ...) the | ± (t) states will be in the common state given by
The state preparation at these specific times basically means that whatever is the initial state of the system, at these specific times the states of the system and the environment are not entangled to each other and the system can be represented by a well-defined state of its own (see equation (64)). Moreover, as we see, these specific states clearly depend on the phase ϕ of the initial state of the coherent field. The same kind of phenomenon was also discovered in the simpler Jaynes-Cummings model of quantum optics by Gea-Banacloche [5] in 1991.
Consequences regarding the decoherence of the central spin
In this section we will use the pointer states of the system and the environment, which we already obtained in section 3, in order to obtain a closed form for the coherences of the reduced density matrix of the system. However, prior to that let us use the timeevolution operator, which we already obtained in section 2, to calculate the offdiagonal element of the reduced density matrix of the system in a more precise form.
5.1. General expressions for the evolution of the state of the total composite system and the reduced density matrix of the system Using equations (5) and (44) to obtain |ψ tot (t) , we can write
c n {(αf 11 (n) + βf 21 (n))|a, n + 1 + (αf 12 (n) + βf 22 (n))|a, n +(αf 13 (n) + βf 23 (n))|a, n − 1 + (αf 31 (n) + βf 41 (n))|b, n + 1
+(αf 32 (n) + βf 42 (n))|b, n + (αf 33 (n) + βf 43 (n))|b, n − 1 }, where f ij 's are given by equation (45). Replacing these functions from equation (45) the above relation can be simplified into the following general form
We can do the trace operation over the basis states of the environment, and obtain the reduced density matrix of the system S as followŝ
. ). (69)
So, in the basis of the eigenstates of σ z (i.e. in the basis of the |a and |b states) the elements of the reduced density matrix of the system must be given by
Replacing c a,n (t) and c b,n (t) from equation (68) in the above equation, after some algebra one finds ρ S 12 (t) = γf 0 (t) + δf 1 (t) + λf 2 (t) + λ * f 3 (t) + (λ − λ * )f 4 (t) and
where in the above equations the coefficients γ, δ and λ are given by 
Also the f i (t) and g i (t) functions are given by
In Figure 1 we have used equation (71) to plot the evolution of the population inversion W (t) = ρ 11 (t)−ρ 22 (t) for the case that the two-level system initially is prepared in the upper level. Here the evolution of the population inversion is characterized by an oscillating envelope, which dominates the fine oscillations which show themselves as collapses and revivals of the atomic inversion in the simpler example of the JCM. Now, let us obtain the coherences of the reduced density matrix of the system in another way by using the pointer states of the system and the environment which we obtained in section 3. As we will see, in this way not only we can obtain a closed form for the coherences of the reduced density matrix of the system, but also we can acquire a better understanding regarding the characteristics of decoherence of the central system in our model.
For |ψ tot (t) given by equation (64) the reduced density matrix of the systemρ S (t) can be calculated by tracing over the environmental degrees of freedom to obtain Figure 1 . Time evolution of the population inversion W(t) for the case that the system initially is prepared in the upper level and for an initial coherent state with ϕ = π/6 andn = 50.
So, in an arbitrary basis |a and |b of the state of the two-level system generally we have
and ρ
For the system initially prepared in one of the pointer states | ± (t 0 ) (i.e. for α = 0 or β = 0) the above expressions can be simplified. For example, for the system initially prepared in the | + (t 0 ) state generally we have ρ 
while for the system initially prepared in the | − (t 0 ) state we have
Using equation (58) for the pointer states of our spin-boson model, the above equation reads
The above expressions for ρ S 12 (t) basically mean that for the system initially prepared in one of its pointer states, the offdiagonal element of the reduced density matrix of the system should be a sinusoidal function with the frequency of g 2 √n . Also, it must have successive zeros which are apart from each other by ∆t = 4π √n /g. An examination of ρ S 12 (t) by plotting its more exact expression, given by equation (71), shows good agreement with the above result only as long as we have a very large average number of photons in the field. However, for a smaller average number of photons although we observe the oscillating behavior with the same frequency of g 2 √n , we can clearly observe a decaying envelope which would destroy the offdiagonal element of the reduced density matrix at large times (causing decoherence of the state of the system even when the system is initially prepared in one of its pointer states). Also, we observe that this decay is specifically more significant for a smaller average number of photons. Hence, we can guess that the difference between the prediction of equation (78) and what we expect from the more exact expression of equation (71), for the case that we have a smaller average number of photons, must be due to the fact that in calculating the pointer states of the system we assumed having a large average number of photons in the environment (so that we have a sharp distribution for the coherent state of the field and can assume
√n ). In other words, we guess that the decoherence of the state of the central system when we start from one of the pointer states of the system must be due to having a limited number of photons in the field.
In what follows our first goal is to make the appropriate corrections in equation (78) so that we can theoretically justify the decoherence of the state of the system when starting from one of the pointer states. Followed by that, we make corrections to the other elements of equation (75); and finally, we will use equation (75) together with the corrections which we make for having a limited average number of photons, in order to obtain a closed form for ρ S 12 (t). As we will see, after these corrections our closed form for the offdiagonal element of the reduced density matrix of the system will be in good agreement with the more exact but cumbersome expression of equation (71) which we obtained in this section for ρ S 12 (t).
First order corrections due to having a finite average number of photons in the environment
In section 3, while obtaining our pointer states of the system and the environment, we assumed having a large average number of photons in the environment; so that we could substitute √ n + 1 − √ n by 1 2 √n in our expressions. Now we consider the next order in the Taylor expansion of
and make the appropriate corrections (due to having a finite average number of photons) in equation (78). In fact, by looking at equations (52) and (79) we notice that only at the limit of a large average number of photons, where
√n is a good approximation and there is no need to consider the next terms in our expansion for √ n + 1− √ n , the function G(t) will be independent of the states of the environment and pointer states can be realized for the system and the environment, which do not entangle with each other.
We make corrections on ρ S 12 (t) of equation (78) by using the following substitution in our expressions
Using equations (40) and (79) we have which simplifies as
√n .
For an average number of photons large enough and times short enough for which 
So, to make the appropriate corrections in our expressions we should use the following substitution
Making the above substitution in the expressions of equation (78) for ρ S 12 (t) we find
One interesting aspect of the evolution of coherences given by the above equation is that for ϕ = 0 and ϕ = π no matter whether the system initially is prepared in the | + (t 0 ) state or the | − (t 0 ) state, the evolution of ρ √n ) e −t 2 /32n 2 . In general, for ϕ = nπ/2 the evolution of |ρ S 12 (t)| will be the same for both initial pointer states. However, as we will see in the following paragraphs, this does not mean that for ϕ = nπ/2 the evolution of |ρ S 12 (t)| becomes independent of the initial state of the system.
In Figure 2 we have used equation (85) to plot the evolution of |ρ S 12 (t)| for the case that the system initially is prepared in the | + (t 0 ) state. We also used the more exact expression, given by equation (71), to plot the same function. As we see, the correction (due to having a finite average number of photons in the environment) that we made on our initial expression for ρ S 12 (t), nicely describes the decaying envelope in the evolution of coherences of the reduced system S, which is given by the factor e −t 2 /32n 2 . ρ S 12 (t) has also been calculated for the simpler JC-model of quantum optics by GeaBanacloche [6] . Gea-Banacloche showed that for the case that the two-level system is initially prepared in one of its pointer states the evolution of |ρ S 12 (t)| is simply given by |ρ
−t 2 /32n 2 (which is valid for t n 3/2 ); as opposed to what we have for our model, given by equation (85).
As we observe, when the system is initially prepared in one of its pointer states the evolution of coherences of our model is characterized by an oscillating envelope, given by 1 2 | sin(ϕ + t 2 √n )|; while for the simpler JC-model of quantum optics we never observe such "decayo-sinusoidal" behavior in the evolution of coherences.
Coming back to equation (75) for the general evolution of coherences of the reduced system, we also need to calculate the expressions for a| + (t) −(t)|b and a| − (t) +(t)|b , as well as the overlap between the pointer states of the environment Φ − (t)|Φ + (t) , for our generalized spin boson model. Using equation (58), we can evaluate a| + (t) −(t)|b and a| − (t) +(t)|b as follows
However, here also we should make the appropriate correction due to having a finite average number of photons in the environment. Such correction can be made again by using equation (84) to obtain
Finally, we use the expressions for |Φ ± (t) , given by equations (62) and (63), in order to calculate the overlap between the pointer states of the environment Φ − (t)|Φ + (t) . We have
As we discussed, for the coherent field with a large average number of photons we can use
So, using the above relation and t = gt, equation (88) becomes
For the coherent field and within the approximation that we are using, as we discussed, n |c n | 2 (n/n) ≈ n |c n | 2 = 1. Therefore, in the limit ofn → ∞ we can replace the expression [
] of the above equation by 5 4 . So, using equation (40) we can simplify equation (90) to
So now
] .
Using the following formula from quantum optics [10] for the scalar product of the coherent states
equation (92) becomes
Therefore, For an average number of photons large enough and times short enough for which t √n 1 the above expression for the overlap between the pointer states of the environment reduces to
Now, using equations (75), (85), (87) and (94) we can obtain the following closed form for ρ S 12 (t), which is valid for t n
) − 1}).
In Figure 3 we used equation (97) to plot the short time evolution of |ρ S 12 (t)| for a case that the system initially is not prepared in one of its pointer states. We also used the more exact expression, given by equation (71), to plot the same function. As we see from this figure, equation (97) serves as a good approximation in closed form for the more exact relation, as long as we are not considering long times + . As we can see from equations (96) and (97), at sufficiently short times t √n the decay of the first two terms is characterized by the decaying factor e −t 2 /32n 2 , while the decay of the other two terms is characterized by the much faster-decaying term due to the overlap between the pointer states of the environment Φ − (t)|Φ + (t) which + For longer times, the approximate equation (97) shows internal oscillations in the evolution of |ρ S 12 (t)| which are misplaced compared to those of the plot which we obtain from the more exact expression of equation (71). However, the envelopes still do coincide with each other with great precession.
is proportional to the factor e − 25 32 t 2 . This fact clearly shows why indeed we should generally expect a much slower decoherence of the state of the system when the system is initially prepared in one of its pointer states, compared to the case that the system initially is not in any of its pointer states. Also, equation (97) shows that for ϕ = nπ/2 and if the system initially is not prepared in one of its pointer states, the evolution of coherences of the central system would not be independent of the initial state of the system (just unlike the case that the system is initially prepared in one of its pointer states). However, since the last two terms of equation (97) vanish much faster than the first two terms, at larger times and for ϕ = nπ/2 we expect the evolution of coherences of the central system to be independent of the initial state of the system.
In this section we calculated the offdiagonal element of the reduced density matrix of the system in the basis of eigenstates of theσ z operator. However, we could equally study the decoherence of the state of the central system in the basis of the | ± (t 0 ) states.
From equation (58) it is clear that for t √n the pointer states of the system almost are time-independent; and they can be approximated by |±(t 0 ) . So, in this limit the evolution of an arbitrary initial state of the central system (α | + (t 0 ) + β | − (t 0 ) ) in contact with an initial coherent field |ν is approximately given by |ψ tot (t) = α | + (t 0 ) |Φ + (t) + β | − (t 0 ) |Φ − (t) . Therefore, we would havê
For this short range of times the evolution of the pointer states of the environment can be approximated by equation (91). So, in the | ± (t 0 ) basis and for t √n we must have
Finally, using equation (96) we find that for t √n
Hence, in the basis of the | ± (t 0 ) states the short-time decoherence of the state of the central system is characterized by the fast-decaying factor e − 25 32 t 2 when the system initially is not prepared in one of its pointer states; while in this basis the pointer states of the system almost do not decohere within short times.
Summary and conclusions
Considering a single-mode quantized field in exact resonance with the tunneling matrix element of the system, we obtained the time-evolution operator for our model. Using this time-evolution operator then we calculated the pointer states of the system and the environment for the case that the environment is initially prepared in the coherent state with a large average number of photons. Most importantly, we observed that for our spin-boson model represented by the Hamiltonian of equation (1) the pointer states of the system turn out to become time-dependent; as opposed to the pointer states of a simplified spin-boson model (withĤ S proportional toσ z rather thanσ x ) for which [Ĥ S ,Ĥ int ] = 0. The simplified model has often been used in the context of quantum information and quantum computation to gain some insights regarding the decoherence of a single qubit [15, 16, 17] . However, in most of the practical situations different noncommutable perturbations may exist in the total Hamiltonian of a realistic system-environment model which would result in having time-dependent pointer states for the system [4] . Indeed, the authors believe that the fact that the pointer states of a system generally are time-dependent and may evolve with time has not been seriously acknowledged in the context of quantum computation and quantum information. In specific, in the context of quantum error correction [18, 19] it is often assumed that the premeasurement by the environment does not change the initial pointer states of the system. In other words, quantum "nondemolition" premeasurement by the environment is often assumed [18, 19] ; as is also assumed in Von Neumann's scheme of measurement [20, 1] . Also, in the context of Decoherence-Free-Subspaces (DFS) theory the models which often are studied either contain self-Hamiltonian for the system which commutes with the interaction between the system and the environment, or it is assumed that we are in the quantum measurement limit * or in the quantum limit of decoherence [15, 21, 22, 23] . However, all of these assumptions are in fact a big simplification of the problem; since, as we discussed in paper I, they completely exclude the possibility of having pointer states for the system which may depend on time [4] .
Another interesting point in obtaining the pointer states of the system and the environment for our model was the realization of the fact that only in the limit of a large average number of photons can we have a set of (time-dependent) pointer states for the system. In other words, unless we have a sufficiently large average number of photons which can make a sharp distribution function for the state of the electromagnetic field, there is always some degree of entanglement between the states of the system and the environment (see equations (52) and (79)) and the pointer states of measurement cannot be realized at all.
We also showed that at t = (2n + 1)π √n /g (with n = 0, 1, 2, ...) the | ± (t) pointer states of the system coincide with each other and hence, whatever is the initial state of the system, at these specific times the states of the system and the environment are not entangled with each other and the system can be represented by a well-defined state of its own. Using our pointer states, we also obtained a closed form for the offdiagonal element of the reduced density matrix of the system and studied the decoherence of * In the quantum measurement limit the interaction between the system and the environment is so strong as to dominate the evolution of the systemĤ ≈Ĥ int . Also in the quantum limit of decoherence the Hamiltonian for the system almost dominates the interaction between the system and the environment as well as the self-Hamiltonian of the environmentĤ ≈Ĥ S . the central system in our model. We showed that for the case that the system initially is prepared in one of its pointer states, the offdiagonal element of the reduced density matrix of the system will be a sinusoidal function with a slow decaying envelope which is characterized by a decay time proportional ton (through a decoherence factor calculated as e −g 2 t 2 /32n 2 ); while for the case that the system initially is not prepared in one of its initial pointer states, it will experience a fast decoherence within a time of order 1/g. The "decayo-sinusoidal" evolution of coherences (figure 2) which we observe in our model and for the case that the system initially is prepared in one of its pointer states is a new form of decoherence which cannot be observed in the somewhat similar Jaynes-Cummings model of quantum optics [6] .
It will be interesting to generalize this study to the case that the environment is not merely represented by a single-mode bosonic field; and consider some classes of spectral densities for the environment. Also, for the spin-boson model represented by the Hamiltonian of equation (1) at least in principle one should be able to obtain the pointer states of the system and the environment in some nonresonance regimes and for the single-mode quantized field.
To further demonstrate the generality and usefulness of our method of obtaining pointer states, in another article [24] we will obtain the time-dependent pointer states of the system and the environment for the quantized atom-field model and in some nonresonance regimes.
Appendix A
In this section we introduce a measure for degree of entanglement between the states of the system and those of the environment, and by calculating this measure for the initial pointer states of our model (which are given by equation (55)) we show that our result for the pointer states of the system and the environment is valid over a length of time which is proportional ton, the average number of photons in the field; since as we will see, only within up to this range of times our pointer states of the system and the environment can stay separated and will not considerably entangle with the states of another subsystem.
For the global state of the system and the environment, given by equation (??), we have |ψ tot (t) = |A(t) |a + |B(t) |b = |A (t) [G(t)|a ] + |B(t) |b ; where |A (t) = |A(t) G(t) .
(A-1)
For our pointer states (given by | ± (t) = N ± {G ± (t)|a + |b }) we can define a degree of entanglement through the following relation q(t) = A(t)|G ± (t)B(t) |A(t)| 2 ; (A-2) which also is equal to q(t) = A (t)|B(t) |A (t)| 2 .
(A-3)
The above function basically is the overlap between the vectors |A (t) and |B(t) of equation (A-1) ; which is normalized to the unity, since for our pointer states of the system we have |A(t) = G ± (t)|B(t) . From equation (A-1) it is clear that for perfect pointer states, where there is no entanglement between the states of the system and the environment, q(t) must always remain equal to the unity; all throughout the evolution of the system and the environment (i.e. |A (t) and |B(t) must perfectly coincide with each other, in which case the states of the system and the environment in equation (A-1) will not entangle with each other; and we will have pointer states for the system which are given by equation (11)). Only in this case the states of the system and the environment in equation (A-1) will always stay separated and one can assign each of the two subsystems with well-defined states of their own. Our goal is to calculate our measure of entanglement q(t) for the pointer states of the system and the environment which we obtained for our model in this paper; and to study its evolution with time. For the global global state of the system and the environment, given by equation (A-1), one can calculate the reduced density matrix of the system aŝ ρ S (t) = |a a| A(t)|A(t) +|b b| B(t)|B(t) +|a b| B(t)|A(t) +|b a| A(t)|B(t) . From equation (A-5) we can easily see that if the system initially is prepared in one of its initial pointer states; i.e. if |ψ S (t 0 ) = | ± (t 0 ) , then we have:
A(t)|G ± (t)B(t) = G * ± (t) B(t)|A(t) = G * ± (t)ρ .
(A-8)
In calculating the above equations we must keep in mind that ρ S 11 (t) and ρ S 12 (t) must be calculated in the basis of the |a and |b basis states; and also they must be calculated for the case that the system initially is prepared in one of its initial pointer states, given by equation (55).
For our spin-boson model and for example for the case that the system initially is prepared in the | + (t 0 ) state, from equations (78) One can easily verify that for the case that the system initially is prepared in the |−(t 0 ) state also, we would have the same result for the degree of entanglement between the states of the system and the environment. These results basically indicate that our result for the pointer states of the system and the environment is valid over a length of time which is proportional ton, the average number of photons in the field; since within times of the order ofn/g the degree of entanglement, calculated for our pointer states, will stay close to the unity and our calculated pointer states will be immune to entanglement.
