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Resumo
Recorrendo a te´cnicas variacionais, estudamos as soluc¸o˜es do sistema el´ıptico na˜o
linear 
−∆ui + λiui = µi|ui|2p−2ui + β|ui|p−2ui
m∑
j=1
j 6=i
|uj |p em Ω,
ui > 0 em Ω, ui = 0 sobre ∂Ω, i = 1, ...,m,
onde Ω ⊂ RN (N > 1) e´ um domı´nio regular limitado e o expoente da na˜o linearidade e´
superlinear e subcr´ıtico. Seguindo os trabalhos de N. Dancer, J.-C. Wei e T. Weth (2010),
R. Tian e Z. Q. Wang (2011) e N. Dancer e T. Weth (2012), mostramos resultados de
existeˆncia e multiplicidade de soluc¸o˜es positivas para certos valores de β e, para outros,
estabelecemos limitac¸o˜es a priori para as soluc¸o˜es.
Palavras-chave: sistemas el´ıpticos, me´todos variacionais, multiplicidade de soluc¸o˜es
positivas, limitac¸o˜es a priori, teoria de Lusternik-Schnirelmann, variedade de Nehari.
Abstract
Using variational methods, we study the solutions of the nonlinear elliptic system
−∆ui + λiui = µi|ui|2p−2ui + β|ui|p−2ui
m∑
j=1
j 6=i
|uj |p in Ω,
ui > 0 in Ω, ui = 0 on ∂Ω, i = 1, ...,m,
where Ω ⊂ RN (N > 1) is a smooth and bounded domain and the nonlinear exponent
is superlinear and subcritical. Following the work of N. Dancer, J.-C. Wei and T. Weth
(2010), R. Tian and Z. Q. Wang (2011) and N. Dancer and T. Weth (2012), we prove
the existence and multiplicity of positive solutions for some values of β, while for other
values we establish a priori bounds for the solutions.
Keywords: elliptic systems, variational methods, multiplicity of positive solutions,
a priori bounds, Lusternik-Schnirelmann theory, Nehari manifold.
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Notac¸o˜es
∂A fronteira de A;
A¯ = A ∪ ∂A, adereˆncia de A;
C(A,B) espac¸o das aplicac¸o˜es cont´ınuas de X em Y ;
dist(x,A) = inf{‖x− y‖ : y ∈ A};
RN+ = {x = (x1, . . . , xN ) : xN > 0};
SN−1 = {x ∈ RN : x21 + · · ·+ x2N = 1};
eN = (0, . . . , 0, 1) ∈ RN ;
Br(x) bola aberta de centro em x ∈ RN e raio r > 0;
Br bola aberta de centro em 0 e raio r > 0;
‖ · ‖ norma do espac¸o principal no contexto;
| · |p norma usual do espac¸o Lp(Ω), dada por
|u|p =
(∫
Ω |u|p dx
) 1
p se 1 6 p <∞, |u|∞ = sup essΩ|u|;
uxi =
∂u
∂xi
, derivada de u em ordem a xi;
∇u = (ux1 , . . . , uxN ), gradiente de u;
∆u =
∑N
i=1 uxixi , Laplaciano de u;
2∗ = 2NN−2 , expoente cr´ıtico de Sobolev, para N > 3.
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Introduc¸a˜o
Nos u´ltimos anos, o sistema de tipo el´ıptico na˜o linear
−∆ui + (λi + Vi)ui = µiu3i + ui
m∑
j=1
j 6=i
βiju
2
j em Ω,
ui > 0 em Ω, ui = 0 sobre ∂Ω, i = 1, . . . ,m,
(P0)
onde Ω ⊂ RN e´ um domı´nio regular limitado, tem sido alvo de investigac¸a˜o por parte
de diversos autores. O crescente interesse no estudo deste sistema adve´m sobretudo
da diversidade de aplicac¸o˜es no campo da F´ısica do modelo do qual ele e´ proveniente
– o sistema na˜o linear acoplado de equac¸o˜es de Schro¨dinger (tambe´m designadas por
equac¸o˜es de Gross-Pitaevskii):
− ı ∂
∂t
Φi = ∆Φi − Vi(x)Φi + µi|Φi|2Φi + Φi
m∑
j=1
j 6=i
βij |Φj |2 em Ω,
Φi = Φi(x, t) ∈ C, Φi(x, t) = 0 para x ∈ ∂Ω, t > 0, i = 1, . . . ,m.
(P1)
De entre os feno´menos modelados por estas equac¸o˜es, destacam-se a interac¸a˜o de
componentes de um ga´s a temperaturas muito baixas e efeitos da o´tica na˜o linear. No
primeiro caso, o sistema (P1) descreve uma mistura de condensados de Bose-Einstein
de espe´cies diferentes em m estados hiperfinos diferentes (ver [5, 6] e suas refereˆncias).
Fisicamente, as func¸o˜es Φi representam as func¸o˜es de onda dos condensados, enquanto
que as func¸o˜es Vi representam os potenciais de aprisionamento correspondentes a cada
estado hiperfino. Associamos a cada espe´cie diferente uma equac¸a˜o, sendo que os termos
de acoplamento βij traduzem a interac¸a˜o entre as diferentes espe´cies e os coeficientes
µi refletem a interac¸a˜o dentro da pro´pria espe´cie. Se estes valores forem positivos, a
interac¸a˜o e´ atrativa; por outro lado, se forem negativos, correspondem a uma interac¸a˜o
repulsiva. Ja´ no contexto da o´tica na˜o linear, cada func¸a˜o Φi representa a i-e´sima
componente de um raio de luz em certos meios fotorrefrativos (ver [24] e suas refereˆncias).
Quando, em particular, consideramos as soluc¸o˜es de (P1) da forma
Φi(x, t) = e
ıλitui(x), i = 1, . . . ,m,
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designadas por ondas estaciona´rias, e´ fa´cil verificar que o sistema (P1) se reduz a (P0).
Impondo condic¸o˜es sobre os potenciais Vi e sobre os coeficientes λi, µi e βi, diversos re-
sultados sobre o conjunto das soluc¸o˜es de (P0) teˆm sido estabelecidos. Nesta dissertac¸a˜o,
interessa-nos particularmente o caso em que µi > 0 para i = 1, . . . ,m, β := βij para
quaisquer 1 6 i, j 6 m e Vi ≡ 0 para i = 1, . . . ,m, hipo´teses que assumiremos desde ja´.
Com estas condic¸o˜es, em 2010, E. N. Dancer, J.-C. Wei e T. Weth [5] estudaram o
impacto do paraˆmetro β na existeˆncia de limitac¸o˜es a priori para soluc¸o˜es do sistema
(P0) com duas equac¸o˜es (m = 2) e com N 6 3. Nesse artigo, conclu´ıram primeiro que,
para β > −√µ1µ2, o conjunto das soluc¸o˜es e´ limitado em L∞(Ω). A demonstrac¸a˜o deste
resultado recorre a` te´cnica de blow up de Gidas e Spruck [11], que data de 1981, sendo
para isso necessa´rio provar resultados do tipo Liouville, para um problema relacionado,
em RN e em RN+ . Em 2012, Dancer e Weth [6], trabalhando com o caso mais geral de um
sistema do tipo gradiente (isto e´, um sistema que pode ser escrito como −∆ui = ∂uiF (u),
∀i, para alguma func¸a˜o F ∈ C1(Rm,R) com F (0) = 0), provaram que a na˜o existeˆncia de
soluc¸a˜o na˜o trivial para o problema em todo o espac¸o, conjuntamente com uma hipo´tese
de homogeneidade, implica a na˜o existeˆncia de soluc¸a˜o, na˜o trivial, no semiespac¸o.
Por outro lado, para β 6 √µ1µ2, Dancer et al provaram que o mesmo problema,
com λ1 = λ2 e µ1 = µ2, admite uma sucessa˜o ilimitada de soluc¸o˜es positivas. Para
tal, os autores usaram uma variante da teoria de Lusternik-Schnirelmann aplicada a`
reflexa˜o σ˜ : (u, v) 7→ (v, u), trabalhando numa variedade do tipo Nehari que depende de
β. Grac¸as a essa dependeˆncia e ao facto de a variedade ser invariante para σ, e´ poss´ıvel
“controlar”a localizac¸a˜o dos pontos fixos de σ, o que e´ essencial para aplicar a teoria
de Lusternik-Schnirelmann. Em 2011, R. Tian e Z. Q. Wang [24] generalizaram este
resultado para um sistema com m equac¸o˜es. Neste caso, e´ usado o subgrupo do grupo
de permutac¸o˜es Sm gerado por σ : (u1, u2, . . . , um) 7→ (u2, . . . , um, u1) e e´ definida uma
teoria de ı´ndice para este subgrupo.
Nesta dissertac¸a˜o estudamos sistemas variacionais (isto e´, sistemas cujas soluc¸o˜es
podem ser obtidas atrave´s de pontos cr´ıticos de um funcional) do tipo (P0), com foco
nos problemas de existeˆncia e multiplicidade de soluc¸o˜es e determinac¸a˜o de limitac¸o˜es a
priori das soluc¸o˜es. Mais especificamente, iremos explorar o sistema
−∆ui + λiui = µi|ui|2p−2ui + β|ui|p−2ui
m∑
j=1
j 6=i
|uj |p em Ω,
ui > 0 em Ω, ui = 0 sobre ∂Ω, i = 1, ...,m,
(P )
em que o expoente da na˜o linearidade e´ superlinear e subcr´ıtico, ja´ que as estrate´gias
que usaremos dependem de me´todos variacionais que usam as injec¸o˜es compactas de
Sobolev.
Apresentamos agora um resumo do conteu´do dos cap´ıtulos.
No Cap´ıtulo 1 partimos do caso simples de uma equac¸a˜o el´ıptica para explicar a
aplicac¸a˜o dos me´todos variacionais que usaremos posteriormente. Mais concretamente,
utilizamos o Teorema da passagem da montanha para provar a existeˆncia de uma soluc¸a˜o
positiva do problema de valores na fronteira com a equac¸a˜o −∆u = |u|p−2u, para u em
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H10 (Ω). Para o mesmo problema, aplicamos o me´todo de Gidas e Spruck para obter
limitac¸o˜es a priori para soluc¸o˜es positivas e, na Secc¸a˜o 1.3, introduzimos a teoria de
Lusternik-Schnirelmann para obter uma infinidade de soluc¸o˜es.
No Cap´ıtulo 2 estudamos o problema (P ) com as restric¸o˜es λi = λj = 1 e µi = µj =:
µ > 0 para quaisquer 0 6 i, j 6 m e
2 6 p < 2
∗
2
=
{
N
N−2 para N > 3
∞ para N = 1, 2.
Seguindo a estrate´gia usada por Tian e Wang para o caso em que p = 2 e N 6 3,
apresentamos detalhadamente a prova do Teorema 4.8 de [24], cuja demonstrac¸a˜o na˜o
consta no artigo.
No Cap´ıtulo 3 estabelecemos limitac¸o˜es a priori para soluc¸o˜es do sistema (P ) com
duas equac¸o˜es (m = 2), generalizando o trabalho de Dancer et al [5] feito para o caso em
que p = 2 e N 6 3. Para certos valores de p seguimos as ideias de [5], enquanto que para
outros adaptamos a estrate´gia de [6]. Ainda assim, as te´cnicas usadas teˆm limitac¸o˜es
que na˜o permitiram obter os resultados para todos os valores de p do caso subcr´ıtico
(1 < p < 2∗), ficando em aberto saber o que se passa nesses casos.
Por fim, no Apeˆndice reunimos algumas definic¸o˜es e resultados u´teis, aos quais re-
correremos ao longo da dissertac¸a˜o.
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Cap´ıtulo 1
Resultados para uma equac¸a˜o
el´ıptica
O objetivo deste cap´ıtulo e´ estudar o problema el´ıptico na˜o linear com condic¸o˜es de
Dirichlet no bordo {
−∆u = |u|p−2u em Ω,
u = 0 sobre ∂Ω,
(1.1)
onde Ω ⊂ RN (N > 1) e´ um domı´nio regular limitado e 2 < p < 2∗.
Primeiro iremos provar a existeˆncia de soluc¸o˜es positivas de (1.1) atrave´s de te´cnicas
variacionais e posteriormente estabeleceremos limitac¸o˜es a priori para soluc¸o˜es positi-
vas atrave´s da te´cnica de blow up introduzida por Gidas e Spruck em [11]. Por fim,
seguindo [21], iremos introduzir o genus de Krasnoselski e aplicar a teoria de Lusternik-
Schnirelmann para obter multiplicidade de soluc¸o˜es fracas de (1.1).
1.1 Existeˆncia de soluc¸a˜o via Teorema da passagem da
montanha
Vamos mostrar que o problema (1.1) tem, pelo menos, uma soluc¸a˜o positiva. Consi-
deremos o funcional E : H10 (Ω)→ R dado por
E(u) =
1
2
∫
Ω
|∇u|2dx− 1
p
∫
Ω
(u+)pdx,
onde u+ := max{u, 0}. Como Ω e´ limitado, a desigualdade de Poincare´ garante que
existe uma constante C > 0 tal que
C
∫
Ω
u2dx 6
∫
Ω
|∇u|2dx, ∀u ∈ H10 (Ω),
pelo que a norma ‖u‖ := (∫Ω |∇u|2dx) 12 , que passaremos a usar, e´ equivalente neste
espac¸o a` norma cano´nica de H1(Ω). Como 2 < p < 2∗, a injec¸a˜o H10 (Ω) ↪→ Lp(Ω) e´
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cont´ınua e compacta. Ale´m disso, E e´ de classe C1 em H10 (Ω) e tem-se
E′(u)ϕ =
∫
Ω
∇u · ∇ϕdx−
∫
Ω
(u+)p−1ϕdx, ∀ϕ ∈ H10 (Ω),
o que significa que, se u e´ uma soluc¸a˜o fraca positiva de (1.1), enta˜o u e´ um ponto cr´ıtico
na˜o trivial de E, isto e´,
u 6= 0, E′(u)ϕ = 0, ∀ϕ ∈ H10 (Ω).
Vejamos agora que a implicac¸a˜o contra´ria tambe´m e´ va´lida. Com efeito, se u 6= 0 for
um ponto cr´ıtico de E, u e´ uma soluc¸a˜o fraca na˜o trivial de{
−∆u = (u+)p−1 em Ω,
u = 0 sobre ∂Ω.
(1.2)
Multiplicando esta equac¸a˜o por u− e integrando em Ω, obtemos
0 =
∫
Ω
(u+)p−1u− dx =
∫
Ω
(−∆u+ u− + ∆u− u−) dx = −‖u−‖.
Logo u− ≡ 0, pelo que u > 0 e, pelo princ´ıpio do ma´ximo (cf. Teorema A.5 do Apeˆndice),
u e´ uma soluc¸a˜o positiva de (1.1).
Para determinar um ponto cr´ıtico do funcional E, iremos recorrer ao chamado Teo-
rema da passagem da montanha (cuja demonstrac¸a˜o pode ser encontrada, por exemplo,
em [21, Teorema 2.2]). Para compensar o facto de estarmos a trabalhar num espac¸o
que na˜o e´ compacto, precisamos de estabelecer certas condic¸o˜es de compacidade sobre o
pro´prio funcional.
Dado um espac¸o de Banach X e uma aplicac¸a˜o E ∈ C1(X,R), diremos que c ∈ R
e´ um valor (ou n´ıvel) cr´ıtico de E se existir u ∈ X tal que E(u) = c e E′(u) = 0.
Ale´m disso, diremos que E satisfaz a condic¸a˜o de Palais-Smale no n´ıvel c ∈ R (ou,
abreviadamente, que satisfaz (PS)c), se toda a sucessa˜o (uk)k ⊂ X tal que E(uk)→ c e
E′(uk)→ 0 tem uma subsucessa˜o convergente. Diremos ainda que E satisfaz a condic¸a˜o
(PS)c fraca se E(uk)→ c e E′(uk)→ 0 implica que c e´ valor cr´ıtico de E.
Teorema 1.1 (Passagem da montanha). Seja (X, ‖·‖) um espac¸o de Banach. Tomem-se
E ∈ C1(X,R), u, v ∈ X e r > 0 tais que
‖u− v‖ > r, inf
‖x−u‖=r
E(x) = b > a := max{E(u), E(v)}
e defina-se
c := inf
h∈H
max
t∈[0,1]
E(h(t)),
onde H = {h ∈ C([0, 1], X) : h(0) = u, h(1) = v}. Enta˜o, se E satisfizer a condic¸a˜o
(PS)c fraca, c e´ valor cr´ıtico de E.
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Teorema 1.2. Se 2 < p < 2∗, enta˜o o problema (1.1) admite, pelo menos, uma soluc¸a˜o
positiva.
Demonstrac¸a˜o. Iremos aplicar o Teorema 1.1 com X := H10 (Ω) e u ≡ 0 (consequente-
mente E(u) ≡ 0). Seja v ∈ H10 (Ω) \ {0} tal que E(v) 6 0. Note-se que tal v existe ja´
que, fixando w ∈ H10 (Ω) com w+ 6= 0, se tem
E(αw) =
α2
2
∫
Ω
|∇w|2dx− α
p
p
∫
Ω
(w+)pdx −−−−−→
α→+∞ −∞ (p > 2),
pelo que basta tomar v = αw com α suficientemente grande.
Vejamos agora que existe r > 0 pequeno tal que
inf
‖u‖=r
E(u) > 0.
Pela injec¸a˜o de Sobolev H10 (Ω) ↪→ Lp(Ω), existe C > 0 tal que
|u|p 6 C‖u‖, ∀u ∈ H10 (Ω).
Enta˜o
E(u) > 1
2
‖u‖2 − 1
p
|u|pp >
1
2
‖u‖2 − C
p
p
‖u‖p.
Se u for tal que ‖u‖ = r, resulta que
E(u) > r
2
2
− C
p
p
rp = r2
(
1
2
− C
p
p
rp−2
)
> 0
sempre que r < (p/2Cp)1/(p−2). Consequentemente, prova´mos que existe
0 < r < ‖v‖ tal que
inf
‖u‖=r
E(u) > max{E(0), E(v)} = 0.
Em seguida vamos verificar que, para todo o c ∈ R, E verifica a condic¸a˜o (PS)c, o
que, naturalmente, implica que E satisfaz tambe´m a condic¸a˜o (PS)c fraca. Fixemos um
c ∈ R e consideremos uma sucessa˜o (uk)k em H10 (Ω) tal que
E(uk) −−−→
k→∞
c em R, E′(uk) −−−→
k→∞
0 em H−1(Ω).
Queremos ver que (uk)k tem uma subsucessa˜o convergente em H
1
0 (Ω). Por hipo´tese,
temos que
E(uk) =
1
2
∫
Ω
|∇uk|2dx− 1
p
∫
Ω
(u+k )
pdx 6 C1. (1.3)
Por outro lado, como |E′(uk)uk| 6 ‖E′(uk)‖H−1‖uk‖, resulta que
E′(uk)uk =
∫
Ω
|∇uk|2dx−
∫
Ω
(u+k )
pdx = o(1) ‖uk‖, k →∞. (1.4)
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Enta˜o, de (1.3) e (1.4) deduzimos que
1
2
‖uk‖2 6 C1 + 1
p
‖uk‖2 + o(1) ‖uk‖,
e portanto
0 <
(
1
2
− 1
p
)
‖uk‖2 6 C1 + C2‖uk‖,
o que implica que a sucessa˜o (uk)k e´ limitada em H
1
0 (Ω). Logo, existe u ∈ H10 (Ω) e uma
subsucessa˜o (ukj )j tal que
ukj ⇀ u fracamente em H
1
0 (Ω).
Assim, para ver que ukj → u em H10 (Ω), basta ver que ‖ukj‖ → ‖u‖. Com efeito, temos
que E′(ukj )(ukj − u) = o(1), isto e´,∫
Ω
∇ukj · ∇(ukj − u) dx−
∫
Ω
(u+kj )
p−1(ukj − u) dx = o(1). (1.5)
Como H10 (Ω) ↪→ Lp(Ω) com injec¸a˜o compacta, temos que ukj → u em Lp(Ω), pelo que,
aplicando a desigualdade de Ho¨lder ao segundo termo da equac¸a˜o anterior, obtemos
∣∣∣∣∫
Ω
(u+kj )
p−1(ukj − u) dx
∣∣∣∣ 6 (∫
Ω
|ukj − u|p dx
) 1
p
(∫
Ω
(u+kj )
p dx
) p−1
p
−−−→
j→∞
0.
Logo, de (1.5) conclu´ımos que∫
Ω
|∇ukj |2dx−
∫
Ω
∇ukj · ∇u dx −−−→
j→∞
0,
e portanto ‖ukj‖ → ‖u‖, o que termina a verificac¸a˜o da condic¸a˜o (PS)c.
Assim, pelo Teorema da passagem da montanha,
c = inf
h∈H
max
t∈[0,1]
E(h(t))
e´ um n´ıvel cr´ıtico, isto e´, existe w ∈ H10 (Ω) tal que E(w) = c e E′(w) = 0. Observe-se
que temos c > 0 (o que implica que w 6≡ 0), visto que, para qualquer h ∈ H,
max
t∈[0,1]
E(h(t)) > inf
‖u‖=r
E(u) > 0.
Logo, w e´ uma soluc¸a˜o positiva de (1.1).
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1.2 Limitac¸o˜es a priori
Vamos agora provar a existeˆncia de limitac¸o˜es a priori para soluc¸o˜es cla´ssicas posi-
tivas de (1.1). De facto, podemos considerar o problema mais geral{
−∆u = f(x, u) em Ω ⊂ RN limitado,
u = ϕ(x) sobre ∂Ω,
(1.6)
onde ϕ e´ uma func¸a˜o limitada em ∂Ω e f e´ uma func¸a˜o cont´ınua em x ∈ Ω tal que, para
um 2 < p < 2∗,
lim
t→+∞
f(x, t)
tp−1
= h(x) uniformemente em x ∈ Ω, (1.7)
sendo h uma func¸a˜o cont´ınua e estritamente positiva em Ω (no caso do problema (1.1),
temos h(x) ≡ 1).
Iremos provar o pro´ximo teorema por reduc¸a˜o ao absurdo, atrave´s da te´cnica de blow
up (introduzida por Gidas e Spruck [11]) e de resultados do tipo Liouville.
Teorema 1.3. Seja u ∈ C2(Ω) ∩ C0(Ω) uma soluc¸a˜o positiva de (1.6). Enta˜o existe
uma constante C que depende de p e de Ω, mas na˜o de u, tal que
u(x) 6 C, ∀x ∈ Ω.
Os seguintes resultados do tipo Liouville foram provados por Gidas e Spruck em [12,
Teorema 1.1] e [11, Teorema 1.3], respetivamente.
Teorema 1.4. Seja u uma soluc¸a˜o positiva de classe C2 de
−∆u = up−1 em RN , N > 2 (1.8)
com 2 < p < 2∗. Enta˜o u ≡ 0.
Teorema 1.5. Seja RN+ := {x = (x1, . . . , xN ) ∈ RN : xN > 0}. Suponhamos que u e´
uma soluc¸a˜o positiva de classe C2(RN+ ) ∩ C0({x ∈ RN : xN > 0}) de{
−∆u = up−1 em RN+ , N > 2
u = 0 em {xN = 0}.
(1.9)
com 2 < p < 2∗. Enta˜o u ≡ 0.
Demonstrac¸a˜o do Teorema 1.3. Por absurdo, suponhamos que existe uma sucessa˜o de
soluc¸o˜es (uk(x))k de (1.6) e uma sucessa˜o de pontos (xk)k ⊂ Ω tais que
Mk := uk(xk) = sup
x∈Ω
uk(x) −−−→
k→∞
+∞ (1.10)
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Seja (λk)k a sucessa˜o de nu´meros positivos dada por
λk := M
− p−2
2
k . (1.11)
Podemos agora definir a func¸a˜o de blow up(a) como
vk(y) := λ
2
p−2
k uk(λky + xk),
cujo domı´nio e´
Ωk :=
Ω− xk
λk
=
{
y ∈ RN : λky + xk ∈ Ω
}
.
Recorrendo, se for necessa´rio, a uma subsucessa˜o, podemos supor que xk → x0 ∈ Ω
quando k → ∞. Vamos tratar separadamente o caso em que x0 ∈ Ω e o caso em que
x0 ∈ ∂Ω.
Caso 1: x0 ∈ Ω. Vamos reduzir o problema a` equac¸a˜o do Teorema 1.4. Designando
por 2d > 0 a distaˆncia de x0 a ∂Ω, facilmente se verifica que, para k suficientemente
grande, as func¸o˜es vk esta˜o bem definidas na bola Bd/λk(0). Ale´m disso, por (1.11),
sup
y∈Bd/λk (0)
vk(y) = vk(0) = λ
2
p−2
k Mk = 1.
Como uk(x) = λ
− 2
p−2
k vk(
x−xk
λk
) e´ soluc¸a˜o de (1.6), vk(y) satisfaz
−∆vk(y) = λ
2(p−1)
p−2
k f
(
λky + xk, λ
− 2
p−2
k vk(y)
)
em Bd/λk(0). (1.12)
Fixe-se R > 0. Como λk → 0 quando k → +∞, tem-se R < d/λk para k suficien-
temente grande, logo (1.12) vale em BR(0). Tendo em conta a hipo´tese (1.7), resulta
que
lim
k→+∞
∣∣∣∣λ 2(p−1)p−2k f(λky + xk, λ− 2p−2k vk(y))− h(λky + xk)(vk(y))p−1∣∣∣∣ = 0
uniformemente em y ∈ BR(0).
Assim, temos que λ
2(p−1)
p−2
k f
(
λky+xk, λ
− 2
p−2
k vk(y)
)
e´ uniformemente limitada (em k) na
norma Lq(BR(0)), ∀q. Enta˜o, por regularidade el´ıptica (ver, por exemplo, [13, Teorema
9.11]), as func¸o˜es vk sa˜o limitadas em W
2,q(BR(0)
)
. Pelo Teorema de Morrey (ver,
por exemplo, [13, Teorema 7.26]), escolhendo q > N , conclu´ımos que as func¸o˜es vk sa˜o
tambe´m limitadas em C1,β(BR(0)) para 0 < β < 1.
Enta˜o, estas estimativas implicam que existe uma subsucessa˜o kj → +∞ tal que
vkj → v em W 2,q(BR(0)) ∩ C1,β(BR(0)) e, pela convergeˆncia em espac¸os de Ho¨lder,
temos que v(0) = 1. Ale´m disso, como
h(λkjy + xkj )→ h(x0) quando k → +∞,
(a)O objetivo e´ obter um problema em RN ou RN+ . Assim, esta designac¸a˜o deve-se ao facto de (Ωk)
“explodir”e “tornar-se”em RN ou RN+ .
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conclu´ımos que v(y) e´ soluc¸a˜o de{
−∆v(y) = h(x0)
(
v(y)
)p−1
em BR(0)
v(0) = 1.
(1.13)
Como R foi escolhido arbitrariamente, conclu´ımos que (1.13) e´ va´lida em RN .
Por fim, pondo w(y) := h(x0)
1
p−2 v(y), resulta que w satisfaz −∆w = wp−1 em RN .
Logo, pelo Teorema 1.4, w ≡ 0. No entanto, como v(0) = 1, temos que w(0) 6= 0
(recorde-se que h > 0), pelo que obtemos uma contradic¸a˜o.
Caso 2: x0 ∈ ∂Ω. Neste caso, iremos chegar a uma contradic¸a˜o com o Teorema 1.4 ou
com o Teorema 1.5. Pela regularidade de Ω, podemos supor sem perda de generalidade
que, perto de x0, ∂Ω esta´ contida no hiperplano {xN = 0}. Seja dk a distaˆncia de xk
a ∂Ω, ou seja, dk = xk · eN . Para k suficientemente grande, verifica-se facilmente que
vk esta´ bem definida em Hk := Bδ/λk(0) ∩ {y ∈ RN : yN > − dkλk } para algum δ > 0 e
satisfaz −∆vk(y) = λ
2(p−1)
p−2
k f
(
λky + xk, λ
− 2
p−2
k vk(y)
)
em Hk,
vk(0) = 1.
De seguida vamos ver que existe uma constante C˜ > 0 tal que dkλk > C˜, para todo
k. Como (vk)k e´ limitada na norma L
∞, resulta por regularidade el´ıptica ate´ a` fronteira
(ver, por exemplo, [13, Lema 9.12]) que |∇vk|∞ e´ limitada em k. Logo, pelo Teorema
do valor me´dio, temos em particular que∣∣∣∣vk(0)− vk (0, . . . , 0,−dkλk
)∣∣∣∣ 6 C dkλk ,
ou seja,
1− λ
2
p−2
k sup
x∈∂Ω
ϕ(x) 6 C dk
λk
.
Por hipo´tese, ϕ e´ limitada. Logo, como λk → 0 quando k → +∞, conclu´ımos que ( dkλk )k
e´ limitada inferiormente por uma constante positiva.
Se ( dkλk )k na˜o for limitada superiormente, enta˜o, para alguma subsucessa˜o kj → +∞,
temos que
dkj
λkj
→ +∞. Logo, vkj esta´ bem definida em Bdkj /λkj (0), com vkj (0) = 1, e
pelos mesmos argumentos do caso 1 obtemos uma contradic¸a˜o.
Por outro lado, se ( dkλk ) for limitada superiormente, enta˜o, a menos de uma subsu-
cessa˜o, temos que dkλk → s > 0. Neste caso,
Ωk −−−−→
k→+∞
{y ∈ RN : yN > −s}
e, repetindo os argumentos de compacidade do caso 1, conclu´ımos que existe uma sub-
sucessa˜o de vk que converge para uma func¸a˜o v que satisfaz{
−∆v = h(x0)vp−1 em {y ∈ RN : yN > −s}
v(0) = 1.
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Para x ∈ ∂Ω, temos que vk(y) = λ
2
p−2
k ϕ(x). Como ϕ e´ limitada e λk → 0 quando
k → +∞, resulta que v(y) = 0 em {y ∈ RN : yN = −s}. Enta˜o, definindo a func¸a˜o
w(y) := h(x0)
1
p−2 v(y − s eN ), conclu´ımos que w e´ soluc¸a˜o de{
−∆w = wp−1 em RN+
w = 0 em {yN = 0}.
Logo, pelo Teorema 1.5, w ≡ 0. No entanto, como v(0) = 1, temos que w(0) 6= 0, donde
obtemos novamente uma contradic¸a˜o.
Assim, em qualquer caso, a suposic¸a˜o (1.10) conduziu a uma contradic¸a˜o, o que
conclui a demonstrac¸a˜o.
1.3 Aplicac¸a˜o do genus na obtenc¸a˜o de mu´ltiplos pontos
cr´ıticos
Ja´ prova´mos, no Teorema 1.2, que o problema (1.1) admite, pelo menos, uma soluc¸a˜o
positiva. Vamos agora introduzir uma ferramenta topolo´gica, o genus de Krasnoselski,
que permitira´ demonstrar a existeˆncia de uma infinidade de pontos cr´ıticos de certos
funcionais pares e, consequentemente, de uma infinidade de soluc¸o˜es fracas de (1.1). Ao
longo desta secc¸a˜o, seguiremos a refereˆncia [21].
Dado um espac¸o de Banach X, designemos por S a famı´lia dos conjuntos sime´tricos
e fechados contidos em X \ {0}. Enta˜o definimos o genus de um conjunto A ∈ S, que
denotamos por γ(A), como sendo o menor inteiro k tal que existe uma aplicac¸a˜o cont´ınua
ϕ : A→ Rk \ {0} ı´mpar. Se tal inteiro na˜o existir, pomos γ(A) =∞. Se A = ∅, enta˜o
γ(A) = 0.
Enunciamos agora as principais propriedades do genus (A,B ∈ S):
1. Se x ∈ X \ {0}, enta˜o γ({x,−x}) = 1.
2. Se γ(A) > 1, enta˜o A tem infinitos pontos distintos.
3. Se existe uma aplicac¸a˜o cont´ınua f : A→ B ı´mpar, enta˜o γ(A) 6 γ(B).
4. Se A ⊂ B, enta˜o γ(A) 6 γ(B).
5. γ(A ∪B) 6 γ(A) + γ(B).
6. Se A ∈ S e´ compacto, enta˜o γ(A) < ∞ e existe δ > 0 tal que γ(Nδ(A)) = γ(A),
onde Nδ(A) := {x ∈ X : dist(x,A) 6 δ}.
7. Dado um aberto limitado Ω ⊂ Rk tal que 0 ∈ Ω, se existe um homeomorfismo
ı´mpar de A sobre ∂Ω, enta˜o γ(A) = k.
8. Se Y e´ um subespac¸o fechado de X com codimensa˜o k (isto e´,
X = Xk ⊕ Y e dimXk = k) e γ(A) > k, enta˜o A ∩ Y 6= ∅.
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A demonstrac¸a˜o destas propriedades encontra-se, por exemplo, em [21, Proposic¸o˜es 7.5 –
7.8].
Mostremos primeiro o resultado cla´ssico de Lusternik-Schnirelmann [18], em que
X = Rk. Recordemos a notac¸a˜o Sk−1 := {x ∈ Rk : x21 + · · ·+ x2k = 1}, a esfera de raio 1
em Rk.
Teorema 1.6 (Lusternik-Schnirelmann). Seja E ∈ C1(Rk,R) um funcional par. Enta˜o
E|Sk−1 tem, pelo menos, k pares distintos de pontos cr´ıticos.
Demonstrac¸a˜o. Para 1 6 j 6 k, defina-se
Γj := {A ∈ S : A ⊂ Sk−1 e γ(A) > j}.
Esta famı´lia de conjuntos tem as seguintes propriedades:
(i) Para qualquer 1 6 j 6 k, temos Γj 6= ∅.
(ii) Γ1 ⊃ Γ2 ⊃ · · · ⊃ Γk.
(iii) Seja ϕ ∈ C(Sk−1,Sk−1) ı´mpar. Enta˜o, se A ∈ Γj , temos que ϕ(A) ∈ Γj .
(iv) Se A ∈ Γj e B ∈ S for tal que γ(B) 6 s < j, enta˜o A \B ∈ Γj−s.
Com efeito, (i) resulta da propriedade 7 do genus, considerando Ω como a bola unita´ria de
Rk; (ii) sai trivialmente da definic¸a˜o dos conjuntos; (iii) e´ consequeˆncia da propriedade
3 do genus; por fim, (iv) obte´m-se das propriedades 4 e 5 do genus, ja´ que, como
A ⊂ A \B ∪B e γ(B) <∞, se tem γ(A \B) > γ(A)− γ(B) > j − s.
Defina-se agora, para 1 6 j 6 k,
cj := inf
A∈Γj
max
u∈A
E(u).
Enta˜o, da propriedade (ii) dos conjuntos Γj , vem que c1 6 c2 6 . . . 6 ck. Vamos ver que
os cj sa˜o valores cr´ıticos de E|Sk−1 aos quais correspondem, pelo menos, k pares distintos
de pontos cr´ıticos. Para isso, definindo
Kc := {x ∈ Sk−1 : E(x) = c e E′|Sk−1(x) = 0} ∈ S
e tendo em conta a propriedade 2 do genus, basta mostrar que, se tivermos c := cj =
· · · = cj+p para algum 1 6 j < k e para algum p > 1, enta˜o γ(Kc) > p+ 1.
Nestas hipo´teses, suponhamos, com vista a um absurdo, que γ(Kc) 6 p. Enta˜o,
como Kc e´ compacto, da propriedade 6 do genus resulta que existe
δ > 0 tal que γ(Nδ(Kc)) = γ(Kc) 6 p. Logo, se N := Nδ(Kc)∩Sk−1, temos que γ(N) 6 p
pela propriedade 4 do genus. Mas enta˜o, pelo Lema da deformac¸a˜o (cf. Teorema A.1
do Apeˆndice e Observac¸a˜o A.2(ii)) aplicado com V = int(N) e ε¯ = 1, conclu´ımos que
existe 0 < ε < 1 e uma aplicac¸a˜o η ∈ C([0, 1]× Sk−1,Sk−1) com η(t, u) ı´mpar em u que
satisfaz
η(1, Ac+ε \N) ⊂ Ac−ε, onde Ar := {x ∈ Sk−1 : E(x) 6 r}. (1.14)
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Em seguida, escolha-se A ∈ Γj+p tal que maxAE 6 c + ε. Enta˜o, pela propriedade
(iv) dos conjuntos Γj , como N ∈ S e γ(N) 6 p < j + p, temos que A \N ∈ Γj . Ale´m
disso, pela propriedade (iii), como η(t, u) e´ cont´ınua e ı´mpar, η(1, A \N) ∈ Γj . Mas
enta˜o, por (1.14) e pela definic¸a˜o de c,
c 6 max
η(1,A\N)
E 6 c− ε,
o que e´ absurdo. Logo γ(Kc) > p+ 1, como pretend´ıamos.
Observac¸a˜o 1.7. Facilmente se verifica que se pode obter uma caracterizac¸a˜o equiva-
lente dos n´ıveis cj como sendo os nu´meros para os quais os conjuntos Ar mudam de
genus. Com efeito, para 1 6 j 6 k, defina-se
cj := inf{r ∈ R : γ(Ar) > j}.
Enta˜o, se r > cj , tem-se γ(Ar) > j. Logo Ar ∈ Γj e cj 6 maxAr E = r, pelo que
conclu´ımos que cj 6 cj . Suponhamos, por absurdo, que se tem cj < cj . Enta˜o, pondo
c = (cj + cj)/2, a definic¸a˜o de cj implica que existe um conjunto A ∈ Γj tal que cj 6
maxAE 6 c. Pela propriedade 4 do genus, como A ⊂ Ac, obtemos γ(Ac) > γ(A) > j.
Mas enta˜o c < cj , o que e´ absurdo pela definic¸a˜o de cj . Logo cj = cj .
Apresentamos agora uma generalizac¸a˜o do teorema anterior a espac¸os de dimensa˜o
infinita. Nesta caso, para que seja poss´ıvel aplicar um argumento semelhante ao da de-
monstrac¸a˜o anterior, e´ necessa´rio acrescentar algumas hipo´teses. Defina-se, num espac¸o
de Hilbert H com norma ‖ · ‖, o conjunto ∂Br := {x ∈ H : ‖x‖ = r}.
Teorema 1.8. Sejam H um espac¸o de Hilbert de dimensa˜o infinita e E ∈ C1(H,R)
um funcional par. Suponhamos que r > 0 e que E|∂Br satisfaz (PS)loc
(b) e e´ limitado
inferiormente. Enta˜o E|∂Br tem uma infinidade de pares distintos de pontos cr´ıticos.
Demonstrac¸a˜o. Defina-se Γj := {A ∈ S : A ⊂ ∂Br e γ(A) > j}, para j ∈ N. Enta˜o,
facilmente se verifica que estes conjuntos tambe´m satisfazem as propriedades (i)-(iv) da
demonstrac¸a˜o do Teorema 1.6 (com ∂Br em vez de Sk−1). Para j ∈ N, definimos os
n´ıveis de Lusternik-Schnirelmann como
cj := inf
A∈Γj
sup
u∈A
E(u)
Como E|∂Br e´ limitado inferiormente, vem que c1 > −∞. Ale´m disso, como E|∂Br
satisfaz (PS)loc, resulta que Kc := {u ∈ ∂Br : E(u) = c e E′|∂Br(u) = 0} e´ compacto
para qualquer c ∈ R.
Assim, tendo em conta a observac¸a˜o A.2 do Apeˆndice, e´ poss´ıvel aplicar novamente
o argumento usado na demonstrac¸a˜o do Teorema 1.6, o que conclui a prova.
(b)Dizemos que E satisfaz (PS)loc para c ∈ R se existe δ > 0 tal que toda a sucessa˜o (uk)k tal que
|E(uk)− c| < δ e E′(uk)→ 0 tem uma subsucessa˜o convergente.
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Vamos agora aplicar o Teorema 1.8 para mostrar que existe uma sucessa˜o de pares
distintos de soluc¸o˜es fracas de (1.1). Consideremos primeiro o problema{
−∆u = λ|u|p−2u em Ω,
u = 0 sobre ∂Ω,
(1.15)
onde Ω ⊂ RN (N > 1) e´ um domı´nio regular limitado e 2 6 p < 2∗.
No espac¸o H := H10 (Ω), seja E ∈ C1(H,R) o funcional par dado por
E(u) := −1
p
∫
Ω
|u|p dx.
Observamos que, se u for um ponto cr´ıtico de E|∂B1 , temos que
∃µ ∈ R : −
∫
Ω
|u|p−2uϕdx = µ
∫
Ω
∇u · ∇ϕdx, ∀ϕ ∈ H,
o que significa que u e´ uma soluc¸a˜o fraca de (1.15) para λ = − 1µ . Assim, se mostrarmos
que E|∂B1 e´ limitado inferiormente e satisfaz a condic¸a˜o (PS)loc, conclu´ımos do Teorema
1.8 que existe uma infinidade de pares de soluc¸o˜es fracas do problema (1.15).
Vejamos primeiro que E|∂B1 e´ limitado inferiormente. Com efeito, pela injec¸a˜o de
Sobolev H10 (Ω) ↪→ Lp(Ω), existe C > 0 tal que
E(u) = −1
p
|u|pp > −
C
p
‖u‖p = −C
p
> −∞, ∀u ∈ ∂B1.
Suponhamos agora que, dado c ∈ R, (uk)k ⊂ ∂B1 e´ uma sucessa˜o que verifica
|E(uk)− c| < δ para algum δ > 0 e E′|∂B1(uk)→ 0 quando k →∞, isto e´,
E′|∂B1(uk) = E
′(uk)− (E′(uk)uk)uk −−−−→
k→+∞
0. (1.16)
Enta˜o, como (uk)k e´ limitada e E
′ e´ compacto (pelo Teorema A.9 do Apeˆndice), existe
uma subsucessa˜o de (uk)k que converge fracamente para u ∈ H, para a qual se tem
E′|∂B1(uk)→ E′(u)− (E′(u)u)u = 0.
Se E(u) 6= 0, enta˜o u 6= 0, pelo que temos E′(u)u 6= 0 e, consequentemente, E′(uk)uk 6= 0
para k suficientemente grande. Enta˜o, por (1.16), conclu´ımos que
uk = (E
′(uk)uk)−1(E′|∂B1(uk)− E′(uk))
tem uma subsucessa˜o convergente. Assim, mostra´mos que E|∂B1 satisfaz (PS)loc para
todo c 6= 0. Como se tem E(u) < 0 para qualquer u 6= 0, resulta que ck < 0 para todo k.
Enta˜o, pelo Teorema 1.8, conclu´ımos que (1.15) possui uma sucessa˜o de pares dis-
tintos de soluc¸o˜es fracas (λk,±wk)k em R × ∂B1, onde λk := −(E′(wk)wk)−1, tendo-se
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E′(wk) + λ−1k wk = 0. Logo, vk := λ
1
p−2
k wk e´ soluc¸a˜o fraca de (1.1). Ale´m disso, por [21,
Corola´rio 8.18], temos
E(wk) = −
∫
Ω
|wk|p dx −−−−→
k→+∞
0.
Como
E′(wk)wk = −
∫
Ω
|wk|p dx = − 1
λk
,
resulta que λk → +∞ quando k → +∞. Consequentemente, temos
‖vk‖ = λ
1
p−2
k ‖wk‖ = λ
1
p−2
k −−−−→k→+∞ +∞,
donde conclu´ımos que (±vk)k ⊂ H e´ uma sucessa˜o de pares distintos de soluc¸o˜es fracas
de (1.1).
Observac¸a˜o 1.9. Como, para as soluc¸o˜es vk encontradas, se tem ‖vk‖ → ∞, enta˜o
tambe´m |vk|∞ → ∞. Mas, como ha´ limitac¸o˜es a priori para soluc¸o˜es positivas (cf.
Secc¸a˜o 1.2), conclu´ımos que a sucessa˜o conte´m um nu´mero finito de soluc¸o˜es positivas
(ou negativas) e uma infinidade de soluc¸o˜es que trocam de sinal. Como veremos nos
pro´ximos cap´ıtulos, no caso dos sistemas a obtenc¸a˜o deste tipo de resultados depende
dos termos de cooperac¸a˜o/competic¸a˜o.
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Cap´ıtulo 2
Multiplicidade de soluc¸o˜es
positivas de um sistema el´ıptico
2.1 Apresentac¸a˜o do problema
Consideremos o sistema el´ıptico na˜o linear com m equac¸o˜es
−∆ui + ui = µ|ui|2p−2ui + β|ui|p−2ui
m∑
j=1
j 6=i
|uj |p em Ω,
ui > 0 em Ω, ui = 0 sobre ∂Ω, i = 1, ...,m.
(2.1)
em que µ > 0, β < 0, m > 2, Ω ⊂ RN e´ um domı´nio regular limitado para N > 1 ou
radialmente sime´trico (possivelmente ilimitado) para N > 2, e
2 6 p < 2
∗
2
=
{
N
N−2 para N > 3
∞ para N = 1, 2.
Observamos que o sistema (2.1) e´ invariante para Sm, o grupo de permutac¸o˜es de
grau m sobre Rm. Isto significa que se (u1, . . . , um) for uma soluc¸a˜o de (2.1), enta˜o
τ(u1, . . . , um) tambe´m e´, para qualquer permutac¸a˜o τ ∈ Sm. No entanto, veremos mais
adiante que para utilizar esta propriedade de simetria na teoria de pontos cr´ıticos e´ mais
conveniente trabalhar com um subgrupo de Sm, nomeadamente Zm, o grupo c´ıclico de
ordem m.
Seja σ a permutac¸a˜o em Rm dada por
(u1, . . . , um) 7→ σ(u1, . . . , um) = (u2, . . . , um, u1).
Enta˜o Zm e´ o grupo gerado por σ, isto e´,
Zm = 〈σ〉 = {σ, σ2, . . . , σm = id}.
Definimos uma Zm-o´rbita de x ∈ Rm como o conjunto formado por σix para i = 1, . . . ,m.
Neste cap´ıtulo vamos provar o seguinte teorema:
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Teorema 2.1.
(a) Se β 6 − µm−1 , enta˜o o sistema (2.1) tem uma sucessa˜o de Zm-o´rbitas distintas de
soluc¸o˜es positivas.
(b) Para todo k ∈ N, existe um βk ∈]− µm−1 , 0[ tal que, para β ∈]− µm−1 , βk[, o sistema
(2.1) tem, pelo menos, k Zm-o´rbitas de soluc¸o˜es positivas.
Observac¸a˜o 2.2. No sistema (2.1), o termo com β faz a ligac¸a˜o entre as componentes
de cada equac¸a˜o. Intuitivamente, podemos dizer que o sinal de β regula o tipo de
interac¸a˜o: cooperac¸a˜o se β > 0, competic¸a˜o se β < 0. Assim, este teorema mostra que,
ao contra´rio do que acontece no caso em que so´ temos uma equac¸a˜o (cf. Secc¸a˜o 1.3),
com um sistema e´ poss´ıvel obter uma infinidade de soluc¸o˜es positivas, desde que haja
“competic¸a˜o”suficiente.
Para provar o Teorema 2.1, seguiremos a estrate´gia usada por Tian e Wang em [24]
para o caso p = 2 e N 6 3. A demonstrac¸a˜o baseia-se numa teoria do tipo Lusternik-
Schnirelman adaptada a um ı´ndice de Zm e na construc¸a˜o de uma variedade de Nehari
que depende de β.
2.2 Formulac¸a˜o variacional e variedade de Nehari
Denotamos indistintamente por H ora o espac¸o [H10 (Ω)]m, no caso em que Ω ⊂
RN e´ um domı´nio limitado, ora o espac¸o [H10,r(Ω)]m, quando Ω ⊂ RN for radialmente
sime´trico. Observe-se que H e´ um espac¸o de Hilbert com o produto interno
(u, v) :=
m∑
i=1
∫
Ω
(∇ui · ∇vi + uivi) dx,
para u = (u1, . . . , um), v = (v1, . . . , vm) ∈ H.
Associamos ao sistema (2.1) o seguinte funcional:
E(u) =
1
2
m∑
i=1
‖ui‖2 − µ
2p
∫
Ω
(
m∑
i=1
(u+i )
2p
)
dx− β
2p
∫
Ω
(
m∑
i,j=1
j 6=i
|ui|p|uj |p
)
dx
para u = (u1, . . . , um) ∈ H, onde, para todo i = 1, . . . ,m, denotamos por u+i =
max{ui, 0}, u−i = −min{ui, 0} e
‖ui‖2 := ‖ui‖2H10 =
∫
Ω
(|∇ui|2 + u2i ) dx.
Denotamos ainda a norma-Ls de uma func¸a˜o u ∈ Ls(Ω) como |u|s = (
∫
Ω |u|s dx)1/s.
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O funcional E esta´ bem definido e e´ de classe C2(H,R) em virtude das injec¸o˜es de
Sobolev H10 (Ω), H
1
0,r(Ω) ↪→ L2p(Ω) e do Teorema A.9 do Apeˆndice. Para u, v ∈ H tem-se
que
E′(u)v = (u, v)− µ
∫
Ω
(
m∑
i=1
(u+i )
2p−1vi
)
dx
− β
∫
Ω
(
m∑
i=1
|ui|p−2uivi
m∑
j=1
j 6=i
|uj |p
)
dx.
Por uma questa˜o de simplificac¸a˜o de notac¸a˜o, deixaremos a partir de agora de usar
a notac¸a˜o dx nos integrais.
Dizemos que um ponto cr´ıtico u de E e´ na˜o trivial se todas as suas componentes
forem na˜o nulas, isto e´, ui 6≡ 0 ∀i = 1, . . . ,m. Ao determinar pontos cr´ıticos na˜o triviais
de E vamos obter soluc¸o˜es do problema (2.1).
Lema 2.3. Qualquer ponto cr´ıtico na˜o trivial de E em H e´ uma soluc¸a˜o cla´ssica de
(2.1).
Demonstrac¸a˜o. Seja u um ponto cr´ıtico na˜o trivial de E em H. Enta˜o, para uma func¸a˜o
arbitra´ria v = (v1, . . . , vm) ∈ H, temos
E′(u)vˆi = 0 para 1 6 i 6 m, onde vˆi := (0, . . . , vi, . . . , 0),
ou seja,∫
Ω
∇ui · ∇vi + uivi − µ
∫
Ω
(u+i )
2p−1vi − β
∫
Ω
(
|ui|p−2uivi
m∑
j=1
j 6=i
|uj |p
)
= 0.
Logo, u e´ uma soluc¸a˜o fraca de
−∆ui + ui = µ(u+i )2p−1 + β|ui|p−2ui
m∑
j=1
j 6=i
|uj |p em Ω,
ui = 0 sobre ∂Ω, i = 1, ...,m.
Multiplicando a equac¸a˜o anterior por u−i ∈ H e integrando por partes em Ω, obtemos
−
∫
Ω
|∇u−i |2 −
∫
Ω
(u−i )
2 = µ
∫
Ω
(u+i )
2p−1u−i − β
∫
Ω
(
|ui|p−2(u−i )2
m∑
j=1
j 6=i
|uj |p
)
.
Como u+i u
−
i ≡ 0, resulta que∫
Ω
|∇u−i |2 +
∫
Ω
(
1− β|ui|p−2
m∑
j=1
j 6=i
|uj |p
)
(u−i )
2 = 0.
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Como β < 0, estas equac¸o˜es implicam que u−i ≡ 0 para cada i, ou seja, ui > 0 para
i = 1, . . . ,m. Pela teoria standard de regularidade el´ıptica (ver, por exemplo, [13]), cada
componente ui de u e´ uma func¸a˜o de classe C
2. Como ui 6≡ 0 ∀i, enta˜o, pelo Teorema
A.5 do Apeˆndice, ui > 0 em Ω para i = 1, . . . ,m. Conclu´ımos que u e´ uma soluc¸a˜o
cla´ssica de (2.1).
Observac¸a˜o 2.4. Neste cap´ıtulo, a restric¸a˜o p > 2 e´ feita para que seja poss´ıvel utilizar
o Teorema A.5 do Apeˆndice, que e´ consequeˆncia do princ´ıpio do ma´ximo forte. De facto,
para 1 < p < 2, o Teorema 2.1 ainda e´ va´lido se substituirmos “soluc¸o˜es positivas”por
“soluc¸o˜es na˜o triviais na˜o negativas”.
Introduza-se o seguinte conjunto do tipo Nehari:
M : = {u ∈ H : E′(u)uˆi = 0, ui 6≡ 0, i = 1, ...,m}
=
{
u ∈ H : ‖ui‖2 − µ
∫
Ω
(u+i )
2p − β
∫
Ω
|ui|p
m∑
j=1
j 6=i
|uj |p = 0,
ui 6≡ 0, i = 1, ...,m
}
.
(2.2)
Todos os pontos cr´ıticos na˜o triviais de E esta˜o contidos emM. De facto, se u for um
ponto cr´ıtico na˜o trivial de E, temos que E′(u)v = 0 para qualquer v = (v1, . . . , vm) ∈ H.
Assim, basta escolher, para cada i, v = vˆi = (0, . . . , vi, . . . , 0).
Denote-se por EM a restric¸a˜o do funcional E ao conjunto M.
Lema 2.5.
(i) M e´ uma subvariedade de H de classe C2.
(ii) Para qualquer u ∈M, E(u) = p−12p
∑m
i=1 ‖ui‖2.
(iii) Se u for um ponto cr´ıtico de EM, enta˜o u e´ um ponto cr´ıtico na˜o trivial de E.
(iv) EM :M→ R satisfaz a condic¸a˜o de Palais-Smale.
Demonstrac¸a˜o. (i) Definimos o funcional F : H → Rm (pelo Teorema A.9 do Apeˆndice,
F e´ de classe C2) como
F (u) =
F1(u)...
Fm(u)
 =

‖u1‖2 − µ
∫
Ω
(u+1 )
2p − β
∫
Ω
|u1|p
m∑
j=1
j 6=1
|uj |p
...
‖um‖2 − µ
∫
Ω
(u+m)
2p − β
∫
Ω
|um|p
m∑
j=1
j 6=m
|uj |p

. (2.3)
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Enta˜o M pode ser escrita como
M = {u ∈ H : F (u) = 0Rm , ui 6≡ 0, i = 1, . . . ,m}.
Para u ∈M,
∂Fi(u)
∂ui
ui = 2‖ui‖2 − 2pµ
∫
Ω
(u+i )
2p − pβ
∫
Ω
|ui|p
m∑
j=1
j 6=i
|uj |p
= 2(1− p)‖ui‖2 + pβ
∫
Ω
|ui|p
m∑
j=1
j 6=i
|uj |p < 0, ∀i = 1, . . . ,m
(2.4)
e
∂Fj(u)
∂ui
ui = −pβ
∫
Ω
|uj |p|ui|p−2u2i = −pβ
∫
Ω
|uj |p|ui|p, 1 6 i 6= j 6 m
Consequentemente, a matriz sime´trica
Tu :=

∂u1F1(u)u1 . . . ∂u1Fm(u)u1
...
. . .
...
∂umF1(u)um . . . ∂umFm(u)um

=

2(1− p)‖u1‖2 + pβ
∫
Ω
|u1|p
m∑
j=1
j 6=1
|uj |p . . . − pβ
∫
Ω
|um|p|u1|p
...
. . .
...
− pβ
∫
Ω
|u1|p|um|p . . . 2(1− p)‖um‖2 + pβ
∫
Ω
|um|p
m∑
j=1
j 6=m
|uj |p

e´ uma matriz estritamente diagonal dominante (ver a Definic¸a˜o A.7 do Apeˆndice), ja´
que, como p > 1, β < 0 e u ∈M,
∣∣∣∣∂Fi(u)∂ui ui
∣∣∣∣ =
∣∣∣∣∣∣2(1− p)‖ui‖2 + pβ
∫
Ω
|ui|p
m∑
j=1,j 6=i
|uj |p
∣∣∣∣∣∣
>
∣∣∣∣∣∣
m∑
j=1,j 6=i
(
− pβ
∫
Ω
|ui|p|uj |p
)∣∣∣∣∣∣ >
m∑
j=1,j 6=i
∣∣∣∣∂Fj(u)∂ui ui
∣∣∣∣ .
Como todos os elementos da diagonal principal sa˜o negativos, pelo Corola´rio A.8 do
Apeˆndice vem que Tu e´ definida negativa. Logo, os vetores ∂u1F (u)uˆ1, . . . , ∂umF (u)uˆm
sa˜o linearmente independentes em Rm, pelo que F ′(u) : H → Rm e´ sobrejetiva. Con-
clu´ımos que M e´ uma subvariedade C2 de H.
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(ii) Para u ∈M,
E(u) =
1
2
m∑
i=1
‖ui‖2 − µ
2p
∫
Ω
m∑
i=1
(u+i )
2p − β
2p
∫
Ω
m∑
i,j=1
j 6=i
|ui|p|uj |p
=
1
2
m∑
i=1
‖ui‖2 − 1
2p
 m∑
i=1
‖ui‖2 − β
∫
Ω
m∑
i=1
|ui|p
m∑
j=1
j 6=i
|uj |p

− β
2p
∫
Ω
m∑
i=1
|ui|p
m∑
j=1
j 6=i
|uj |p
=
p− 1
2p
m∑
i=1
‖ui‖2.
(iii) Se u ∈ M for um ponto cr´ıtico de EM, enta˜o existem multiplicadores de
Lagrange λ1, . . . , λm tais que
m∑
i=1
λiF
′
i (u) = E
′(u) em H∗, o espac¸o dual de H. (2.5)
Assim, basta ver que λi = 0, ∀i = 1, . . . ,m. Aplicando (2.5) a uˆ1, . . . , uˆm, sucessiva-
mente, obtemos
Tu
 λ1...
λm
 =
 0...
0
 , (2.6)
porque, pela definic¸a˜o de M, temos que E′(u)uˆi = 0, ∀i. Como Tu e´ definida negativa,
temos, em particular, que det(Tu) 6= 0, donde conclu´ımos que λ1 = · · · = λm = 0.
(iv) Seja {uk}k∈N = {(uk1, . . . , ukm)}k ⊂M uma sucessa˜o de Palais-Smale para EM,
isto e´, EM(uk) e´ limitada e E′M(u
k) → 0 em H∗. Queremos ver que {uk}k tem uma
subsucessa˜o convergente.
Pela al´ınea (ii), a sucessa˜o {uk}k e´ limitada em H. Como H e´ reflexivo, existe uma
subsucessa˜o (que por simplicidade ainda denotamos por {uk}k) que converge fracamente
em H para w = (w1, . . . , wm) ∈ H.
Como {uk}k ⊂M e β < 0, temos que, para qualquer k,
‖uki ‖2 6 µ|(uki )+|2p2p ∀i = 1, . . . ,m.
Usando a injec¸a˜o de Sobolev H10 (Ω), H
1
0,r(Ω) ↪→ L2p(Ω), resulta que
µ|(uki )+|2p2p 6 µC‖uki ‖2p ∀i = 1, . . . ,m,
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para uma constante C > 0, donde
‖uki ‖2p−2 >
1
µC
, isto e´, ‖uki ‖2 >
(
1
µC
) 1
p−1
> 0. (2.7)
Conclu´ımos enta˜o que
µ|w+i |2p2p = lim
k→∞
µ|(uki )+|2p2p > lim inf
k→∞
‖uki ‖2 − lim sup
k→∞
β
∫
Ω
|uki |p
m∑
j=1
j 6=i
|ukj |p > 0,
ou seja, w+i 6= 0 para i = 1, . . . ,m.
Para cada k > 1, existem multiplicadores de Lagrange λki , com i = 1, . . . ,m, tais que
o(1) = E′M(u
k) = E′(uk)−
m∑
i=1
λki F
′
i (u
k) quando k →∞. (2.8)
Aplicando E′M(u
k) a uˆki para i = 1, . . . ,m e usando o facto de {uk}k ser limitada em H,
vem
o(1) =

E′(uk)uˆk1 −
(
m∑
i=1
λki F
′
i (u
k)
)
uˆk1
...
E′(uk)uˆkm −
(
m∑
i=1
λki F
′
i (u
k)
)
uˆkm

=

−
(
m∑
i=1
λki F
′
i (u
k)
)
uˆk1
...
−
(
m∑
i=1
λki F
′
i (u
k)
)
uˆkm

= −
 ∂uk1F1u
k
1 . . . ∂uk1
Fmu
k
1
...
∂ukmF1u
k
m . . . ∂ukmFmu
k
m

λ
k
1
...
λkm

= −Tuk
λ
k
1
...
λkm
 = (− Tw + o(1))
λ
k
1
...
λkm
 quando k →∞.
(2.9)
Como ‖ · ‖ e´ fracamente semicont´ınua inferiormente,
‖wi‖2 − β
∫
Ω
|wi|p
m∑
j=1
j 6=i
|wj |p 6 µ
∫
Ω
|w+i |2p i = 1, . . . ,m
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Do mesmo modo como foi feito em (i), prova-se que Tw e´ definida negativa. Logo, por
(2.9),
λki → 0 quando k →∞, ∀i = 1, . . . ,m.
Como F ′i (u
k) e´ limitada em H∗, (2.8) implica que E′(uk) −−−→
k→∞
0 em H∗, ou seja,
E′(uk)v −−−→
k→∞
0 ∀v ∈ H. Da convergeˆncia fraca uk ⇀ w resulta que E′(w)v =
0, ∀v ∈ H, isto e´, w e´ uma soluc¸a˜o fraca de
−∆wi + wi = µ(w+i )2p−1 + β|wi|p−2wi
m∑
j=1
j 6=i
|wj |p em Ω,
wi > 0 em Ω, ui = 0 sobre ∂Ω, i = 1, ...,m.
Multiplicando a primeira equac¸a˜o por w1 e integrando por partes em Ω, obtemos
‖w1‖2 = µ|w+1 |2p2p + β
∫
Ω
|w1|p
m∑
j=1
j 6=i
|wj |p
= lim
k→∞
(
µ|(uk1)+|2p2p + β
∫
Ω
|uk1|p
m∑
j=1
j 6=i
|ukj |p
)
= lim
k→∞
‖uk1‖2,
visto que uk ∈ M para qualquer k. Isto implica que uk1 → w1 fortemente em H10 (Ω),
H10,r(Ω). Analogamente se veˆ que u
k
i → wi, para i = 2, . . . ,m. Logo, temos que uk → w
fortemente em H, pelo que EM satisfaz a condic¸a˜o de Palais-Smale.
Consideremos agora os conjuntos de n´ıvel na variedade de Nehari
Mc := {u ∈M : E(u) 6 c} para c ∈ R
e os conjuntos dos pontos cr´ıticos de E em Mc
Kc : = {u ∈ H : E(u) = c, E′(u) = 0}
= {u ∈ H : EM(u) = c, E′M(u) = 0}.
Observamos que o funcional E e´ invariante para a ac¸a˜o do grupo sime´trico Sm, isto
e´,
E(u1, . . . , um) = E(τ(u1, . . . , um)), ∀(u1, . . . , um) ∈ H, ∀τ ∈ Sm.
Como consequeˆncia, esta invariaˆncia e´ herdada pelos conjuntosM,Mc e Kc. Em parti-
cular, tanto E como os conjuntos referidos sa˜o invariantes para a ac¸a˜o de σ, o gerador do
grupo c´ıclico Zm. A importaˆncia desta u´ltima afirmac¸a˜o adve´m da seguinte observac¸a˜o.
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Observac¸a˜o 2.6. Para aplicar a teoria de Lusternik-Schnirelmann, e´ fundamental evitar
os pontos fixos das permutac¸o˜es do grupo sime´trico para o qual o funcional e´ invariante.
No caso em que se tem apenas duas equac¸o˜es, o grupo S2 coincide com Z2, sendo
constitu´ıdo apenas pela identidade e pela reflexa˜o σ : (u, v) 7→ (v, u). Quando se aumenta
o nu´mero de equac¸o˜es, o grupo de permutac¸o˜es Sm e´ demasiado grande, tornando-se
dif´ıcil aplicar a teoria a esta simetria. No entanto, conforme foi observado em [24],
conseguimos ultrapassar esta dificuldade considerando apenas as permutac¸o˜es geradas
por σ, ou seja, passando a trabalhar com um subgrupo de Sm. Desta forma, para ale´m de
reduzirmos o nu´mero de permutac¸o˜es (e, conquentemente, de pontos fixos), consegue-se
estabelecer uma teoria do ı´ndice que generaliza de forma natural o genus de Krasnoselski,
como veremos na secc¸a˜o seguinte.
Consideremos agora os divisores pro´prios de m
1 = q0 < q1 < · · · < qa < m, para um inteiro a > 0
e sejam m = m0 > m1 > · · · > ma > 1 dados por mb := m/qb, para cada b = 0, 1, . . . , a.
Observamos que os pontos fixos de σqb sa˜o da forma (u1, . . . , uqb , . . . , u1, . . . , uqb). Ale´m
disso, se q na˜o for um divisor pro´prio de m, os pontos fixos de σq sa˜o os mesmos que os
de σ.
Definic¸a˜o 2.7. Para os conjuntos de pontos fixos de σqb , definimos a energia mı´nima
de E como sendo
cqb(β) := inf{E(u) : u ∈M, σqb(u) = u}, b = 0, 1, . . . , a
e cqb(β) =∞ se σqb na˜o tiver pontos fixos em M.
O lema que se segue realc¸a a importaˆncia da dependeˆncia do paraˆmetro β nesta
definic¸a˜o.
Lema 2.8.
cqb(β) =∞ para β 6 − µ
mb − 1 e limβ→−µ/(mb−1) c
qb(β) =∞
para b = 0, 1, . . . , a.
Demonstrac¸a˜o. Para um b fixo, consideremos u ∈ M tal que σqb(u) = u, isto e´, u =
(u1, . . . , uqb , . . . , u1, . . . , uqb). Enta˜o, temos que
‖ui‖2 = µ|u+i |2p2p + β
∫
Ω
|ui|p
m∑
j=1
j 6=i
|uj |p
= µ|u+i |2p2p + β(mb − 1)|ui|2p2p + βmb
∫
Ω
qb∑
j=1
j 6=i
|ui|p|uj |p
6 (µ+ β(mb − 1))|u+i |2p2p + β(mb − 1)|u−i |2p2p
6 (µ+ β(mb − 1))|u+i |2p2p,
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para i = 1, . . . ,m. Se β 6 − µmb−1 , enta˜o obtemos que
‖ui‖2 6 (µ+ β(mb − 1))|u+i |2p2p 6 0.
Daqui resulta que ‖ui‖ = 0 para todo o i = 1, . . . ,m, donde conclu´ımos que ‖u‖ = 0. Mas
0 /∈M, portanto σqb na˜o tem pontos fixos em M. Por definic¸a˜o, obte´m-se cqb(β) =∞.
Por outro lado, se − µmb−1 < β < 0, enta˜o
‖ui‖2 6 (µ+ β(mb − 1))|u+i |2p2p
6 C(µ+ β(mb − 1))‖ui‖2p,
onde C > 0 e´ a constante independente de β associada a` injec¸a˜o de SobolevH10 (Ω), H
1
0,r(Ω) ↪→
L2p(Ω). Conclu´ımos que
‖ui‖2p−2 > 1
C(µ+ β(mb − 1)) para i = 1, . . . ,m,
donde, pela al´ınea (ii) do Lema 2.5, resulta que
E(u) =
p− 1
2p
m∑
i=1
‖ui‖2 > p− 1
2p
‖u1‖2
> p− 1
2p
(
1
C(µ+ β(mb − 1))
) 1
p−1
−−−−−−−→
β→− µ
mb−1
∞.
Corola´rio 2.9. Se β 6 − µmb−1 , enta˜o M na˜o possui pontos fixos de σqd para d =
0, 1, . . . , b.
Demonstrac¸a˜o. Se d 6 b, enta˜o
md =
m
qd
> m
qb
= mb
pelo que
β 6 − µ
mb − 1 6 −
µ
md − 1 .
Enta˜o, pelo Lema 2.8, cqd(β) =∞ para qualquer d = 0, 1, . . . , b, ou seja, M na˜o possui
pontos fixos de σqd para qualquer d = 0, 1, . . . , b.
Enunciamos agora o Lema da deformac¸a˜o σ-equivariante:
Lema 2.10. Seja c ∈ R e seja V ⊂ M uma vizinhanc¸a de Kc relativamente aberta e
σ-invariante. Enta˜o existe ε > 0 e uma deformac¸a˜o de classe C1 η : [0, 1]×Mc+ε \V →
Mc+ε tal que, para quaisquer u ∈Mc+ε \ V e t ∈ [0, 1],
η(0, u) = u, η(1, u) ∈Mc−ε e σ[η(t, u)] = η(t, σu). (2.10)
Demonstrac¸a˜o. Cf. [24, Lema 2.4].
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2.3 I´ndice de Zm
Nesta secc¸a˜o definimos um ı´ndice associado ao grupo c´ıclico Zm = 〈σ〉 que generaliza
o genus de Krasnoselski e estabelecemos os resultados necessa´rios para aplicar a teoria
de Lusternik-Schnirelmann.
Definic¸a˜o 2.11. Para qualquer subconjunto A ⊂ M fechado e σ-invariante, definimos
o ı´ndice γ(A) como sendo o menor k ∈ N ∪ {0} tal que existe uma aplicac¸a˜o cont´ınua
h : A→ Ck \ {0} que satisfaz
h(σu) = ei
2pi
m h(u), ∀u ∈ A. (2.11)
Se na˜o existir tal aplicac¸a˜o, pomos γ(A) =∞. Definimos γ(∅) = 0.
Observac¸a˜o 2.12. No caso em que k = 1, a propriedade (2.11) da aplicac¸a˜o h corres-
ponde a identificar a permutac¸a˜o σ a uma rotac¸a˜o de 2pi/m no plano complexo. Em
geral, pretendemos que h represente de alguma maneira a ac¸a˜o de σ em Ck \ {0}, sendo
esta definic¸a˜o uma generalizac¸a˜o natural do genus definido em [5] para o caso em que
m = 2, onde se requer que a func¸a˜o h verifique h(σ(u, v)) = −h(u, v).
Em particular, se A contiver um ponto fixo de σqb para um b = 0, 1, . . . , a, enta˜o
γ(A) = ∞. De facto, se u ∈ A for tal que σqb(u) = u, enta˜o h(σqbu) = h(u). Mas, por
definic¸a˜o, h(σqbu) = ei2qbpi/mh(u) e, como qb < m, e
i2qbpi/m 6= 1, donde obtemos uma
contradic¸a˜o.
Em seguida enumeramos algumas propriedades deste ı´ndice.
Lema 2.13. Sejam A,B ⊂M conjuntos fechados e σ-invariantes.
(i) Se A ⊂ B, enta˜o γ(A) 6 γ(B).
(ii) γ(A ∪B) 6 γ(A) + γ(B).
(iii) Se g : A→M for uma aplicac¸a˜o cont´ınua e σ-equivariante, i.e.,
g(σu) = σg(u), ∀u ∈ A,
enta˜o γ(A) 6 γ
(
g(A)
)
.
(iv) Se S e´ a fronteira de uma vizinhanc¸a de zero limitada e σ-invariante num espac¸o
vetorial normado complexo de dimensa˜o k e ψ : S →M e´ uma aplicac¸a˜o cont´ınua
tal que
ψ(ei
2pi
m y) = σψ(y), ∀y ∈ S,
enta˜o γ(ψ(S)) > k.
Se A na˜o contiver pontos fixos de σqb para b = 0, 1 . . . , a, enta˜o:
(v) Se γ(A) > 1, enta˜o A e´ um conjunto infinito.
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(vi) Se A e´ compacto, enta˜o γ(A) <∞ e existe uma vizinhanc¸a V de A relativamente
aberta em M e σ-invariante tal que γ(A) = γ(V ).
Demonstrac¸a˜o. (i) Suponhamos que A ⊂ B e admitamos, sem perda de generalidade,
que γ(B) = k <∞. Pela definic¸a˜o de γ, existe uma aplicac¸a˜o cont´ınua h : B → Ck \{0}
tal que h(σu) = ei
2pi
m h(u), ∀u ∈ B. Considerando a restric¸a˜o de h a A, obte´m-se γ(A) 6
k.
(ii) Suponhamos, sem perda de generalidade, que γ(A) = k < ∞ e γ(B) = l <
∞. Enta˜o existem aplicac¸o˜es cont´ınuas ϕ ∈ C(A,Ck \ {0}) e ψ ∈ C(B,Cl \ {0}),
ambas satisfazendo (2.11). Pelo Teorema da extensa˜o de Tietze (cf. Teorema A.12 do
Apeˆndice), existem aplicac¸o˜es cont´ınuas ϕˆ ∈ C(M,Ck) e ψˆ ∈ C(M,Cl) que prolongam
ϕ e ψ, respetivamente. Definimos Φ e Ψ como
Φ(u) :=
1
m
m−1∑
j=0
e−i
2jpi
m ϕˆ(σju), Ψ(u) :=
1
m
m−1∑
j=0
e−i
2jpi
m ψˆ(σju).
Enta˜o
Φ(σu) =
1
m
m−1∑
j=0
e−i
2jpi
m ϕˆ(σj+1u)
=
1
m
m−1∑
j=0
e−i
2jpi
m ei
2pi
m ϕˆ(σju)
= ei
2pi
m Φ(u)
e analogamente se verifica que Ψ(σu) = ei
2pi
m Ψ(u), ou seja, Φ e Ψ sa˜o extenso˜es cont´ınuas
de ϕ e ψ que satisfazem (2.11).
Finalmente, definimos a aplicac¸a˜o h :M→ Ck × Cl como
h(u) = (Φ(u),Ψ(u)).
Como 0 6∈ ϕ(A) = Φ(A) e 0 6∈ ψ(B) = Ψ(B), temos que 0 6∈ h(A ∪ B). Enta˜o h induz
uma aplicac¸a˜o A ∪B → Ck+l \ {0} que satisfaz (2.11). Logo, γ(A ∪B) 6 k + l.
(iii) Suponhamos, sem perda de generalidade, que γ
(
g(A)
)
= k < ∞. Enta˜o,
por definic¸a˜o, existe uma aplicac¸a˜o cont´ınua h : g(A) → Ck \ {0} que satisfaz (2.11).
Observamos que a aplicac¸a˜o composta
h ◦ g : A→ Ck \ {0}
tambe´m satisfaz (2.11), visto que h(g(σu)) = h(σg(u)) = ei
2pi
m h(g(u)). Logo, γ(A) 6 k.
(iv) Suponhamos, com vista a um absurdo, que temos γ(ψ(S)) 6 k−1. Enta˜o existe
uma aplicac¸a˜o cont´ınua h : ψ(S) → Ck−1 \ {0} que satisfaz (2.11). Logo, a aplicac¸a˜o
h ◦ ψ : S → Ck−1 \ {0} e´ cont´ınua e verifica
(h ◦ ψ)(ei 2pim y) = h(σψ(y)) = ei 2pim (h ◦ ψ)(y), ∀y ∈ S.
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Utilizando o Teorema Zp Borsuk-Ulam (ver, por exemplo, [19, Teorema 1] ou [25,
Teorema 2]), como a imagem de h ◦ ψ se encontra num subespac¸o de Ck de dimensa˜o
inferior, enta˜o h ◦ψ tem de se anular em algum ponto. Isto significa que 0 ∈ (h ◦ψ)(S),
o que e´ absurdo. Logo γ(ψ(S)) > k.
(v) Se A 6= ∅ for um subconjunto de M finito, σ-invariante e sem pontos fixos de
σqb para b = 0, 1, . . . , a, enta˜o A pode escrever-se como
A = {u1, . . . , ur, σ(u1), . . . , σ(ur), . . . . . . , σm−1(u1), . . . , σm−1(ur)}
para algum r ∈ N, onde uk ∈ M, ∀ k = 1, . . . , r. Definindo a aplicac¸a˜o h : A→ C \ {0}
como
h(σjuk) = ei
2(j+1)pi
m , j = 0, . . . ,m− 1, k = 1, . . . , r,
facilmente se verifica que h e´ cont´ınua e satisfaz (2.11). Logo, por definic¸a˜o, γ(A) = 1.
(vi) Suponhamos que A e´ compacto. Como 0 6∈ A (porque A na˜o conte´m pontos
fixos de σqb ∀b), existe ρ > 0 tal que A∩Bρ(0) = ∅. Como A e´ compacto, a sua cobertura
{
B˜ρ(u) :=
m−1⋃
j=0
Bρ(σ
ju)
}
u∈A
admite uma subcobertura finita {B˜ρ(u1), . . . , B˜ρ(ur)}. Escolhendo ρ > 0 suficientemente
pequeno, podemos supor que, para k = 1, . . . , r,
Bρ(σ
iuk) ∩Bρ(σjuk) = ∅ se 0 6 i 6= j 6 m− 1.
Seja {ϕk}k=1,...,r uma partic¸a˜o da unidade em A relativa a {B˜ρ(uk)}k, i.e., ϕk ∈ C(A)
com supp ϕk ⊂ B˜ρ(uk) e 0 6 ϕk 6 1,
∑r
k=1 ϕk(u) = 1 para qualquer u ∈ A. Definindo
Φk como
Φk(u) :=
1
m
m−1∑
j=0
ϕk(σ
ju), k = 1, . . . , r,
conclu´ımos que Φk e´ σ-invariante. Enta˜o, para cada k, definindo hk : A→ C como
hk(u) =
{
ei
2jpi
m Φk(u) se u ∈ Bρ(σjuk), j = 0, . . . ,m− 1
0 caso contra´rio,
facilmente se verifica que h := (h1, . . . , hr) : A → Cr \ {0} e´ uma aplicac¸a˜o cont´ınua.
Ale´m disso, se u ∈ Bρ(σjuk) para um certo j ∈ {0, . . . ,m− 1}, enta˜o σu ∈ Bρ(σj+1uk),
pelo que
hk(σu) = e
i
2(j+1)pi
m Φk(σu)
= ei
2pi
m ei
2jpi
m Φk(u) = e
i 2pi
m hk(u).
Consequentemente, h satisfaz (2.11) e, por definic¸a˜o, γ(A) 6 r <∞.
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Suponhamos agora que A e´ compacto e γ(A) = k <∞. Seja h ∈ C(A,Ck \{0}) uma
aplicac¸a˜o cont´ınua que satisfaz (2.11). Pelo Teorema da extensa˜o de Tietze (cf. Teorema
A.12 do Apeˆndice), podemos prolongar h a M de forma cont´ınua. Como A e´ compacto
e h e´ cont´ınua, h(A) tambe´m e´ compacto. Enta˜o existe uma vizinhanc¸a aberta V de
h(A) contida num compacto em Ck \ {0} que verifica
ei
2pi
m Ik×kV = V, (2.12)
onde Ik×k e´ a matriz identidade de dimensa˜o k. Defina-se VA := h−1(V ). Enta˜o VA
e´ uma vizinhanc¸a de A relativamente aberta em M e, por (2.12), VA e´ σ-invariante.
Por construc¸a˜o, 0 6∈ h(VA) e γ(VA) 6 k. Por outro lado, A ⊂ VA, pelo que, por (i),
γ(A) 6 γ(VA). Logo γ(A) = γ(VA).
2.4 Demonstrac¸a˜o do Teorema 2.1
Para usar o ı´ndice Zm definido na secc¸a˜o anterior, precisamos de construir uma
aplicac¸a˜o cont´ınua ψ, de domı´nio S2k−1, a esfera unita´ria de Ck, e com imagem em M,
satisfazendo a seguinte propriedade:
ψ(ei
2pi
m y) = σψ(y), ∀y ∈ S2k−1.
Teorema 2.14. Seja Ω ⊂ RN um domı´nio regular limitado para N > 1 ou radialmente
sime´trico (possivelmente ilimitado) para N > 2 e seja m > 2. Enta˜o, para todo o k ∈ N,
existe uma aplicac¸a˜o cont´ınua ψ : S2k−1 →M tal que
ψ(ei
2pi
m y) = σψ(y), ∀y ∈ S2k−1.
Vejamos primeiro um resultado que simplificara´ a demonstrac¸a˜o do Teorema 2.14.
Daqui em diante, faremos constantemente a identificac¸a˜o
S1 = [0, 2pi[ (mod 2pi).
Lema 2.15. Seja Ω um intervalo ou um domı´nio radial em RN e seja m > 2. Enta˜o
existe uma func¸a˜o u ∈ C1(S1 × R) tal que:
i) supp u(·, ·) ⊂ S1 × Ω;
ii) u(t+ 2jpim , |x|) · u(t+ 2lpim , |x|) = 0, ∀ 1 6 j 6= l 6 m, x ∈ Ω, t ∈ [0, 2pi[;
iii) |u(t, ·)|L2p 6= 0, ∀t ∈ [0, 2pi[.
Demonstrac¸a˜o. Se Ω ⊂ RN for um domı´nio radial, pondo r = |x| para x ∈ Ω, podemos
representar Ω como um intervalo ]r1, r2[. Suponhamos, sem perda de generalidade, que
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Ω = ]0, 4m[. Consideremos os seguintes 2m subintervalos de Ω:
Ω1
...
= ]0, 1[, Ω2 = ]2, 3[, Ω3 = ]4, 5[,
Ωk
...
= ]2(k − 1), 2k − 1[,
Ω2m = ]4m− 2, 4m− 1[.
Definam-se 2m faixas Fk ⊂ S1 × Ω como
Fk = {(t, r) : t ∈ Ik, r ∈ Ωk}, k = 1, . . . , 2m,
onde
Ik =
[
(k − 1)pi
m
,
(k + 1)pi
m
[
.
Consideremos agora a aplicac¸a˜o u1 : F1 → R definida por
u1(t, r) = exp
{
− 1
1− (mpi t− 1)2 −
1
1− (2r − 1)2
}
.
Observamos que u1 pode ser prolongada por zero a S1×R→ R de forma C1. Finalmente,
definimos a aplicac¸a˜o u : S1 × R→ R como
u|Fk(t, r) = u1
(
t− pi
m
(k − 1), r − 2(k − 1)
)
,
u|(S1×R)\⋃2mk=1 Fk(t, r) = 0.
Por construc¸a˜o, esta aplicac¸a˜o verifica todas as propriedades pretendidas.
Demonstrac¸a˜o do Teorema 2.14. Podemos assumir, sem perda de generalidade, que Ω e´
um intervalo ou um domı´nio radial contido em RN , para N > 2. De facto, se na˜o fosse
o caso, poder´ıamos tomar um intervalo contido em Ω se N = 1 ou uma bola totalmente
contida em Ω se fosse N > 2. Para x ∈ Ω, seja r = |x| e fixemos k > 1.
Dividimos Ω em m subconjuntos Ωi, abertos e radialmente sime´tricos, tais que
Ω =
m⋃
j=1
Ωi e Ωi ∩ Ωl = ∅ se i 6= l.
A seguir dividimos cada Ωi em k partes, obtendo m × k subconjuntos Ωji abertos e
radialmente sime´tricos, com i = 1, . . . ,m e j = 1, . . . , k.
Para cada Ωji , consideremos uma aplicac¸a˜o u
j
i ∈ C1(S1 × R) nas condic¸o˜es do Lema
2.15. Sendo
uj(t, r) =
m∑
i=1
uji (t, r) para j = 1, . . . , k,
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temos que supp uj(·, ·) ∩ supp ul(·, ·) = ∅ se j 6= l.
Definimos Ck como o espac¸o gerado pelos uj , isto e´,
Ck =
{ k∑
j=1
dje
iθjuj
∣∣∣ dj ∈ R+, θj ∈ [0, 2pi[
e θj = 0 se dj = 0, j = 1, . . . , k
}
.
Enta˜o Ck identifica-se com o espac¸o complexo Ck e a sua esfera unita´ria pode escrever-se
como
S2k−1 =
{ k∑
j=1
dje
iθjuj ∈ Ck
∣∣∣ k∑
j=1
d 2j = 1
}
.
Para qualquer vetor y =
∑k
j=1 dje
iθjuj em S2k−1, definimos
v(y) : S1 × Ω→ R como
v(y)(t, r) =
µ
− 1
2p−2
∥∥∥∑kj=1 dj uj(t+ θj , r)∥∥∥ 1p−1∣∣∣∑kj=1 dj uj(t+ θj , r)∣∣∣ pp−1
2p

∣∣∣∣∣
k∑
j=1
dj u
j(t+ θj , r)
∣∣∣∣∣.
Definimos agora a func¸a˜o ψ : S2k−1 →M como
ψ(y) = ψ
(
k∑
j=1
dje
iθjuj
)
=
(
v(y)(t∗1, ·), . . . , v(y)(t∗m, ·)
)
,
onde t∗i =
2(i−1)pi
m para i = 1, . . . ,m.
Facilmente se verifica que ψ esta´ bem definida e e´ cont´ınua. Da propriedade ii) do
Lema 2.15 e da definic¸a˜o de v(y) resulta que
v(y)(t∗i , ·)v(y)(t∗l , ·) = 0 para i 6= l,
o que garante que ψ(y) ∈M independemente de β.
Ale´m disso, ψ satisfaz
ψ(ei
2pi
m y) = ψ
(
ei
2pi
m
k∑
j=1
dje
iθjuj
)
= ψ
(
k∑
j=1
dje
i(θj+
2pi
m
)uj
)
=
(
v(y)
(
t∗1 +
2pi
m
, ·
)
, . . . , v(y)
(
t∗m +
2pi
m
, ·
))
=
(
v(y)(t∗2, ·), . . . , v(y)(t∗m, ·), v(y)(t∗1, ·)
)
= σψ
(
k∑
j=1
dje
iθjuj
)
= σψ(y).
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O pro´ximo resultado, que tem como ingrediente principal o Lema da deformac¸a˜o
2.10, caracteriza o comportamento do ı´ndice γ perto dos n´ıveis cr´ıticos.
Lema 2.16. Para qualquer c < min06b6a{cqb(β)}, temos γ(Kc) < ∞ e existe ε > 0 tal
que
γ(Mc+ε) 6 γ(Mc−ε) + γ(Kc).
Demonstrac¸a˜o. Como, pela al´ınea (iv) do Lema 2.5, EM satisfaz a condic¸a˜o de Palais-
Smale, o conjunto Kc e´ compacto. Ale´m disso, da definic¸a˜o de c
qb(β) e da hipo´tese
c < min06b6a{cqb(β)} resulta que Kc na˜o possui pontos fixos de σqb para qualquer
b = 0, 1, . . . , a. Logo, pelo Lema 2.13(vi), conclu´ımos que γ(Kc) < ∞ e que existe uma
vizinhanc¸a V de Kc relativamente aberta em M e σ-invariante tal que γ(Kc) = γ(V ).
Seja ε > 0 e η : [0, 1]×Mc+ε \V →Mc+ε a deformac¸a˜o de classe C1 dada pelo Lema
2.10. Enta˜o η1 := η(1, ·) e´ uma aplicac¸a˜o cont´ınua e σ-invariante de Mc+ε \ V para
Mc−ε. Logo, usando o Lema 2.13(iii), temos γ(Mc+ε \V ) 6 γ(Mc−ε). Pelas al´ıneas (i)
e (ii) do Lema 2.13, conclu´ımos enta˜o que
γ(Mc+ε) 6 γ(Mc+ε \ V ) + γ(V ) 6 γ(Mc−ε) + γ(Kc).
Em seguida, definimos a sucessa˜o crescente de n´ıveis do tipo Lusternik-Schnirelmann
em M associada ao ı´ndice de Zm como
ck := inf{c ∈ R | γ(Mc) > k}, k ∈ N. (2.13)
Lema 2.17.
(i) Para qualquer k, ck <∞ e´ limitado independentemente de β < 0.
(ii) ck → c¯ quando k →∞, onde min06b6a{cqb(β)} 6 c¯ 6∞.
(iii) Se c := ck = ck+1 = · · · = cl < min06b6a{cqb(β)} para algum l > k, enta˜o
γ(Kc) > l − k + 1.
(iv) Se ck < min06b6a{cqb(β)}, enta˜o Kck 6= ∅ eMck conte´m, pelo menos, k Zm-o´rbitas
de pontos cr´ıticos de E.
Demonstrac¸a˜o. (i) Seja ψ : S2k−1 →M a aplicac¸a˜o cont´ınua que verifica
ψ(ei
2pi
m y) = σψ(y), ∀y ∈ S2k−1
constru´ıda na demonstrac¸a˜o do Teorema 2.14. Logo, pelo Lema 2.13(iv), γ(ψ(S2k−1)) >
k. Como ψ(S2k−1) ⊂M, (2.13) implica que
ck 6 sup
y∈S2k−1
E(ψ(y)) <∞.
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Tendo em conta a construc¸a˜o de S2k−1 feita na definic¸a˜o de ψ, o valor de supy∈S2k−1 E(ψ(y))
na˜o depende de β, pelo que conclu´ımos o que quer´ıamos.
(ii) Sendo {ck}k∈N uma sucessa˜o crescente, se a conclusa˜o na˜o fosse verdadeira
ter´ıamos ck → c¯ quando k → ∞ e c¯ < min06b6a{cqb(β)}. Logo, pelo Lema 2.16, existe
ε > 0 tal que
γ(Mc¯+ε) 6 γ(Mc¯−ε) + γ(Kc¯). (2.14)
Para k suficientemente grande, obtemos c¯ − ε < ck, donde γ(Mc¯−ε) < k < ∞. Como,
pelo Lema 2.16, γ(Kc¯) tambe´m e´ finito, (2.14) implica que γ(Mc¯+ε) < ∞. Mas enta˜o,
para k′ > γ(Mc¯+ε), ter´ıamos ck′ > c¯+ ε, o que contradiz o facto de ck −−−→
k→∞
c¯ de forma
crescente.
(iii) Por hipo´tese e pela definic¸a˜o (2.13), temos que
γ(Mc−ε) = γ(Mck−ε) 6 k − 1 e γ(Mc+ε) = γ(Mcl+ε) > l
para qualquer ε > 0. Logo, usando a estimac¸a˜o do Lema 2.14, obtemos
l 6 γ(Mc+ε) 6 γ(Mc−ε) + γ(Kc) 6 k − 1 + γ(Kc),
ou seja, γ(Kc) > l − k + 1.
(iv) Se ck < min06b6a{cqb(β)}, a al´ınea anterior (com l = k) garante que γ(Kck) > 1,
pelo que Kck 6= ∅. Se c1 < c2 < · · · < ck, enta˜o
Mc1 ⊂Mc2 ⊂ · · · ⊂ Mck ,
pelo queMck conte´m pelo menos k Zm-o´rbitas de pontos cr´ıticos de E. Por outro lado,
se ci = cj para alguns i < k e j > i, enta˜o a al´ınea anterior implica que γ(Kci) > 1.
Logo, pelo Lema 2.13(v), Kci e´ infinito e, neste caso, Mck conte´m uma infinidade de
Zm-o´rbitas de pontos cr´ıticos de E.
Podemos finalmente completar a demonstrac¸a˜o do Teorema 2.1.
Demonstrac¸a˜o do Teorema 2.1.
(a) Recordemos que, dado um inteiro m > 2, denotamos os divisores pro´prios de m por
1 = q0 < q1 < · · · < qa < m, para um inteiro a > 0
e definimos mb := m/qb para b = 0, 1, . . . , a.
Suponhamos que β 6 − µm−1 . Enta˜o, pelo Lema 2.8, cq0(β) = c1(β) =∞.
Se m for primo, min06b6a{cqb(β)} = c1(β) = ∞. Enta˜o, pelas al´ıneas (i) e (ii) do
Lema 2.17, {ck}k∈N e´ uma sucessa˜o crescente tal que ck < ∞ ∀k e ck → ∞ quando
k → ∞. Assim, basta escolher uk ∈ Kck para cada k para obtermos uma sucessa˜o de
Zm-o´rbitas de pontos cr´ıticos de E. Pelo Lema 2.3, o sistema (2.1) tem uma sucessa˜o
de Zm-o´rbitas de soluc¸o˜es.
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Vejamos agora o caso em que m na˜o e´ primo. Se β 6 − µma−1 , enta˜o temos tambe´m
β 6 − µ
ma − 1 6 −
µ
mb − 1 ∀b = 0, 1, . . . , a.
Logo, pelo Lema 2.8, conclu´ımos que
cq0(β) = cq1(β) = · · · = cqa(β) =∞, ou seja, min
06b6a
{cqb(β)} =∞.
Recorrendo ao Lema 2.17 e repetindo a estrate´gia usada no caso em que m e´ primo,
obtemos uma sucessa˜o de soluc¸o˜es de (2.1) para β 6 − µma−1 .
Resta verificar o caso em que β ∈
]
− µma−1 ,−
µ
m−1
]
. Para tal, Fixemos b ∈ {1, . . . , a},
donde obtemos que m = qbmb. Considerando apenas soluc¸o˜es da forma
(u1, . . . , uqb , u1, . . . , uqb , . . . . . . , u1, . . . , uqb), (2.15)
que sa˜o pontos fixos de σqb , podemos reduzir (2.1) a um sistema com qb equac¸o˜es

−∆ui + ui =
(
µ+ β(mb − 1)
)|ui|2p−2ui + βmb|ui|p−2ui m∑
j=1
j 6=i
|uj |p em Ω,
ui > 0 em Ω, ui = 0 sobre ∂Ω, i = 1, ..., qb.
(2.16)
O sistema (2.16) corresponde ao sistema original (2.1) com as alterac¸o˜es
m 7−→ qb
µ 7−→ µ+ β(mb − 1)
β 7−→ βmb,
desde que o novo µ seja estritamente positivo, isto e´, desde que
β > − µ
mb − 1 .
Assim, se encontrarmos uma sucessa˜o de Zqb-o´rbitas de soluc¸o˜es de (2.16) para algum
intervalo de valores de β, obtemos tambe´m uma sucessa˜o de Zm-o´rbitas de soluc¸o˜es de
(2.1) da forma (2.15).
Consideremos agora os divisores pro´prios de qb
1 = q˜0 < q˜1 < · · · < q˜f < qb
e denotemos o maior de todos por qb∗ := q˜f . Aplicando o Lema 2.8 a (2.16), conclu´ımos
que, se
β 6 min
{
− µm
q˜0
− 1 , . . . ,−
µ
m
q˜f
− 1
}
= − µm
q˜f
− 1 ,
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enta˜o cq˜0(β) = · · · = cq˜f (β) = ∞. Recorrendo novamente ao Lema 2.17 como no caso
m primo, desta vez aplicado ao sistema (2.16), conclu´ımos que existe uma sucessa˜o de
Zqb-o´rbitas de soluc¸o˜es de (2.16) para β ∈
]
− µmb−1 ,−
µ
mb∗−1
]
.
Por fim, fazendo percorrer b entre 1 e a, obtemos multiplicidade de soluc¸o˜es em
U : =
a⋃
b=1
]
− µ
mb − 1 ,−
µ
mb∗ − 1
]
=
]
− µ
ma − 1 ,−
µ
ma∗ − 1
]⋃
. . .
⋃]− µ
m1 − 1 ,−
µ
m− 1
]
.
E´ fa´cil verificar que U =
]
− µma−1 ,−
µ
m−1
]
. De facto, como qb∗ < qb, temos que qb∗ 6
q(b−1) e consequentemente
− µ
mb∗ − 1 > −
µ
m(b−1) − 1
.
Ale´m disso, como q(b−1) < qb, temos que q(b−1)∗ < qb∗ , pelo que
− µ
mb∗ − 1 < −
µ
m(b−1)∗ − 1
.
Conclu´ımos enta˜o que existe uma sucessa˜o de Zqb-o´rbitas de soluc¸o˜es de (2.16) em]
− µma−1 ,−
µ
m−1
]
. Como foi observado anteriormente, a esta sucessa˜o corresponde uma
sucessa˜o de Zm-o´rbitas de soluc¸o˜es de (2.1).
(b) Fixemos um k ∈ N. Pelos Lemas 2.8 e 2.17(i), existe um βk > − µm−1 tal que, para
β < βk, temos ck < min06b6a{cqb(β)}. Logo, pelo Lema 2.17(iv), Mck tem pelo menos
k Zm-o´rbitas de pontos cr´ıticos de E para β ∈
]
− µm−1 , βk
[
. Consequentemente, (2.1)
tem pelo menos k Zm-o´rbitas de soluc¸o˜es.
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Cap´ıtulo 3
Limitac¸o˜es a priori para soluc¸o˜es
positivas de um sistema el´ıptico
com duas equac¸o˜es
3.1 Apresentac¸a˜o do problema
O objetivo deste cap´ıtulo e´ estabelecer limitac¸o˜es a priori para soluc¸o˜es do sistema
el´ıptico na˜o linear
−∆u = µ1u2p−1 + βup−1vp + h1(x, u, v) em Ω,
−∆v = µ2v2p−1 + βvp−1up + h2(x, u, v) em Ω,
u, v > 0 em Ω, u = v = 0 sobre ∂Ω.
(3.1)
onde µ1, µ2 > 0, β > −√µ1µ2, Ω ⊂ RN e´ um domı´nio regular limitado e
1 < p <∞, se N = 1, 2,
1 < p 6 N
N − 1 , se N > 3 ou
p = 2, se N = 3.
(3.2)
Ale´m disso, admitimos a seguinte hipo´tese relativamente a`s aplicac¸o˜es h1, h2:
hi(x, u, v)
(max{u, v})2p−1 −−−−−−−−−→max{u,v}→∞ 0 uniformemente em x ∈ Ω. (3.3)
Como exemplo relevante, temos o caso em que h1 e h2 sa˜o somas de poteˆncias de u, v
ou u v com grau de homogeneidade menor que 2p− 1.
Nestas condic¸o˜es, iremos demonstrar o seguinte resultado.
Teorema 3.1. Existe uma constante C > 0 tal que, para qualquer soluc¸a˜o (u, v) de
(3.1), nas condic¸o˜es anteriores, se tem
|u|∞, |v|∞ 6 C.
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Em particular, se tivermos µ := µ1 = µ2, h1(x, u, v) = −u e h2(x, u, v) = −v,
o Teorema 3.1 garante a existeˆncia de limitac¸o˜es a priori para os sistemas com duas
equac¸o˜es estudados no cap´ıtulo anterior quando β > −µ, em contraste com a sucessa˜o
ilimitada de soluc¸o˜es positivas que se obte´m para β 6 −µ.
Seguindo as estrate´gias de [5] para o caso em que p = 2 e N 6 3, vamos demonstrar
o Teorema 3.1 conjugando a te´cnica de blow up (cf. secc¸a˜o 1.2) com resultados do tipo
Liouville. Para alguns valores de p, os teoremas de Liouville necessa´rios resultam de
conhecidos resultados de na˜o existeˆncia de soluc¸o˜es da inequac¸a˜o −∆w > w2p−1 em RN
e RN+ . Para outros valores de p na˜o inclu´ıdos, e´ ainda poss´ıvel obter resultados, recor-
rendo a outras ferramentas. Seguindo [6], vamos usar o Lema de duplicac¸a˜o de Pola´cˇik,
Quittner e Souplet [20] e desigualdades do tipo de Harnack para estabelecer limitac¸o˜es
universais e desigualdades envolvendo o gradiente de soluc¸o˜es de (3.6). Em seguida,
combinamos estas estimativas com uma identidade de integrais sobre uma famı´lia de ci-
lindros, de modo obter uma inequac¸a˜o diferencial que so´ e´ satisfeita pela soluc¸a˜o trivial.
3.2 Teoremas de Liouville
Nesta secc¸a˜o vamos demonstrar os seguintes teoremas de tipo Liouville.
Teorema 3.2. Suponhamos que β > −√µ1µ2 e que 1 < p < ∞ se N = 1, 2 e 1 < p 6
N−1
N−2 se N > 3. Seja (u, v) uma soluc¸a˜o cla´ssica de
−∆u = µ1u2p−1 + βup−1vp em RN ,
−∆v = µ2v2p−1 + βvp−1up em RN ,
u, v > 0 em RN .
(3.4)
Enta˜o (u, v) ≡ (0, 0).
Recordemos a notac¸a˜o RN+ := {x ∈ RN : xN > 0}.
Teorema 3.3. Suponhamos que β > −√µ1µ2 e que se tem
1 < p <∞, se N = 1, 2,
1 < p 6 3
2
ou p > 2, se N = 3,
1 < p 6 4
3
ou 2 6 p < 3, se N = 4,
1 < p 6 N
N − 1 , se N > 5.
(3.5)
Ale´m disso, admita-se ainda que, para estes casos,
o problema (3.4) so´ admite a soluc¸a˜o trivial. (H)
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Enta˜o, se (u, v) e´ uma soluc¸a˜o cla´ssica de
−∆u = µ1u2p−1 + βup−1vp em RN+ ,
−∆v = µ2v2p−1 + βvp−1up em RN+ ,
u, v > 0 em RN+ u ≡ v ≡ 0 sobre ∂RN+ ,
(3.6)
tem-se (u, v) ≡ (0, 0).
Observac¸a˜o 3.4. Em virtude do Teorema 3.2, e´ evidente que, a` excec¸a˜o dos casos em
que N = 3 e p > 2 e em que N = 4 e 2 6 p < 3, a hipo´tese (H) e´ sempre verificada. Tendo
em vista englobar os casos referidos, para os quais as restantes te´cnicas que utilizaremos
ainda sa˜o va´lidas, continuaremos a utilizar a hipo´tese (H) no decorrer do cap´ıtulo.
O pro´ximo teorema, que apresentaremos sem demonstrac¸a˜o, e´ um conhecido resul-
tado de na˜o existeˆncia de sobresoluc¸o˜es, demonstrado por Gidas [10] (al´ınea (a)) e por
Laptev [15, 16](al´ınea (b), tendo o caso q > 1 sido inicialmente provado por Berestycki,
Capuzzo-Dolcetta e Nirenberg [3]). Como veremos a` frente, a demonstrac¸a˜o do Teorema
3.2 e´ uma consequeˆncia quase direta da al´ınea (a) deste resultado, enquanto que a al´ınea
(b) permite demonstrar o Teorema 3.3 para certos valores de p (cf. Observac¸a˜o 3.6 a`
frente).
Teorema 3.5. (a) Suponhamos que 0 < q 6 NN−2 se N > 3, 0 < q < ∞ se N = 1, 2
e que w ∈ C2(RN ) e´ uma func¸a˜o na˜o negativa que satisfaz −∆w > wq em RN . Enta˜o
w ≡ 0.
(b) Suponhamos que 0 < q 6 N+1N−1 se N > 2, 0 < q <∞ se N = 1 e que w ∈ C2
(
RN+
)
e´ uma func¸a˜o na˜o negativa que satisfaz −∆w > wq em RN+ e w ≡ 0 em ∂RN+ . Enta˜o
w ≡ 0.
O Teorema 3.2 e´ uma generalizac¸a˜o do Teorema 2.1 de [5], onde os autores consideram
p = 2 e N = 3. A demonstrac¸a˜o que apresentamos segue as ideias de [5].
Demonstrac¸a˜o do Teorema 3.2. Se β > 0, enta˜o −∆u > µ1u2p−1 e −∆v > µ2v2p−1 em
RN . Pondo u˜ = µ1/(2p−2)1 u, resulta que u˜ satisfaz −∆u˜ > u˜2p−1 em RN . Analogamente,
temos que v˜ = µ
1/(2p−2)
2 v satisfaz −∆v˜ > v˜2p−1 em RN . Logo, pelo Teorema 3.5(a),
aplicado com q = 2p− 1, obtemos u ≡ u˜ ≡ 0 e v ≡ v˜ ≡ 0.
Suponhamos agora que −√µ1µ2 < β < 0 e defina-se
α =
(
µ2
µ1
) 1
2p
. (3.7)
Vamos primeiro mostrar que existe γ0 > 0 tal que, para quaisquer u, v > 0,
α(µ1u
2p−1 + βup−1vp) + µ2v2p−1 + βvp−1up > γ0(αu+ v)2p−1. (3.8)
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Para u = 0, vem µ2v
2p−1 > γ0v2p−1, pelo que basta escolher γ0 6 µ2. No caso, u 6= 0,
pomos t = vu e definimos a aplicac¸a˜o
t 7→ ρ(t) := α(µ1 + βt
p) + tp−1(µ2tp + β)
(α+ t)2p−1
, t > 0.
Para mostrar (3.8), e´ suficiente verificar que a aplicac¸a˜o ρ na˜o se anula para qualquer
t > 0. Como β > −√µ1µ2, observamos que
(α+ t)2p−1ρ(t) = α(µ1 + βtp) + tp−1(µ2tp + β)
> αµ1 − α√µ1µ2tp + µ2t2p−1 −√µ1µ2tp−1
= µ2
(
t2p−1 −
(
µ1
µ2
) p−1
2p
tp −
(
µ1
µ2
) 1
2
tp−1 +
(
µ1
µ2
) 2p−1
2p
)
=: µ2 ϕ(t).
Enta˜o, abreviando µ := µ1/µ2, basta mostrar que, para qualquer t > 0,
ϕ(t) = t2p−1 − µ p−12p tp − µ 12 tp−1 + µ 2p−12p > ϕ
(
µ
1
2p
)
= 0.
Estudemos a primeira derivada da func¸a˜o ϕ:
ϕ′(t) = (2p− 1)t2p−2 − p µ p−12p tp−1 − (p− 1)µ 12 tp−2
= tp−2
(
(2p− 1)tp − p µ p−12p t− (p− 1)µ 12
)
=: tp−2 γ(t).
Observamos que a func¸a˜o γ e´ simples de estudar. De facto, temos que
γ′(t) = p(2p− 1)tp−1 − p µ p−12p e
γ′(t) = 0⇔ t = (2p− 1)− 1p−1µ 12p =: t∗.
Ale´m disso,
t∗ > 0
γ′ − 0 +
γ ↘ min (< 0) ↗
Ora γ(0) = −(p − 1)√µ < 0, pelo que γ tem no ma´ximo um zero em ]0,+∞[. Como
γ
(
µ
1
2p
)
= 0, obtemos
0 µ
1
2p
γ − − 0 +
ϕ ↘ ↘ min ↗
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donde conclu´ımos que mint>0 ϕ(t) = ϕ
(
µ
1
2p
)
= 0.
Pondo agora z = αu+ v, a desigualdade (3.8) implica que
−∆z = −α∆u−∆v > γ0z2p−1 em RN .
Logo, z˜ := γ
1
2p−2
0 z satisfaz −∆z˜ > z˜2p−1 em RN . Como z˜ > 0, conclu´ımos, novamente
pelo Teorema 3.5(a), que z˜ ≡ 0. Logo z ≡ 0, donde u ≡ v ≡ 0.
Observac¸a˜o 3.6. Utilizando um argumento ana´logo, a al´ınea (b) do Teorema 3.5 per-
mite mostrar que o Teorema 3.3 e´ va´lido nos casos em que 1 < p 6 NN−1 , se N > 2, e
1 < p < ∞, se N = 1. Assim, falta provar o Teorema 3.3 nos casos em que p > 2 (se
N = 2), p > 2 (se N = 3) e 2 6 p < 3 (se N = 4). Para tal, seguiremos a estrate´gia de
[6], que permite generalizar o trabalho feito por Dancer, Wei e Weth [5] para o caso em
que p = 2 e N 6 3.
De seguida, enunciamos uma versa˜o mais fraca do Lema de duplicac¸a˜o de Pola´cˇik,
Quittner e Souplet [20], que sera´ uma ferramenta essencial para obter limitac¸o˜es univer-
sais para as soluc¸o˜es de (3.6).
Lema 3.7. Seja (X, d) um espac¸o me´trico completo e seja Γ ⊂ X um subconjunto
fechado. Para ale´m disso, sejam k > 0 e M : D →]0,∞[ uma aplicac¸a˜o cont´ınua, onde
D := X \ Γ.
(i) Se x ∈ D e´ tal que M(x)dist(x,Γ) > 2k, enta˜o existe y ∈ D tal que M(y)dist(y,Γ) >
2k, M(y) >M(x) e
M(z) 6 2M(y) para qualquer z ∈ D tal que d(z, y) 6 k
M(y)
.
(ii) Se Γ = ∅ e consequentemente D = X, enta˜o, para qualquer
θ < supXM e para qualquer k > 0, existe y ∈ X tal que M(y) > θ e
M(z) 6 2M(y) para qualquer z ∈ X tal que d(z, y) 6 k
M(y)
.
Lema 3.8. Suponhamos que p > 1 e que (H) e´ va´lida. Enta˜o, existe uma constante
C > 0 tal que, para qualquer soluc¸a˜o (u, v) de
−∆u = µ1u2p−1 + βup−1vp em RN+ ,
−∆v = µ2v2p−1 + βvp−1up em RN+ ,
u, v > 0 em RN+ ,
(3.9)
temos [
up−1 + vp−1 + |∇u| p−1p + |∇v| p−1p
]
(x) 6 C
xN
, ∀x = (x1, . . . , xN ) ∈ RN+ .
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Observac¸a˜o 3.9. Se p > 1 e N = 1, ou se 1 < p 6 NN−1 e N > 2, o resultado e´
trivialmente verificado para qualquer constante C > 0, ja´ que, pela Observac¸a˜o 3.6,
u ≡ v ≡ 0.
Demonstrac¸a˜o do Lema 3.8. Consideremos as func¸o˜es Mk : RN+ → R, definidas por
Mk(x) =
[
up−1k + v
p−1
k + |∇uk|
p−1
p + |∇vk|
p−1
p
]
(x), x ∈ RN+ .
Suponhamos, com vista a um absurdo, que existe uma sucessa˜o de soluc¸o˜es (uk, vk)k de
(3.9) e uma sucessa˜o de pontos xk = (xk1, . . . , x
k
N ) ∈ RN+ , k ∈ N, tais que
Mk(x
k)xkN > 2k, ∀k.
Enta˜o, pelo Lema 3.7(i) aplicado com X = RN+ e Γ = ∂RN+ , existe outra sucessa˜o
(yk)k ⊂ RN+ tal que Mk(yk)ykN > 2k e
Mk(z) 6 2Mk(yk) para todo o z ∈ Bkλk(yk), (3.10)
onde λk :=
1
Mk(yk)
.
Definimos agora as func¸o˜es u˜k, v˜k : Bk(0)→ R
u˜k(x) = λ
1
p−1
k uk(y
k + λkx), v˜k(x) = λ
1
p−1
k vk(y
k + λkx).
Observe-se que, se tivermos x ∈ Bk(0), enta˜o z = yk + λkx ∈ Bkλk(yk) ⊂ RN+ . Logo
u˜k, v˜k sa˜o soluc¸o˜es positivas de{
−∆u˜k = µ1u˜2p−1k + βu˜p−1k v˜pk em Bk(0),
−∆v˜k = µ2v˜2p−1k + βv˜p−1k u˜pk em Bk(0).
Ale´m disso, temos que[
u˜p−1k + v˜
p−1
k + |∇u˜k|
p−1
p + |∇v˜k|
p−1
p
]
(0) = λku
p−1
k (y
k) + λkv
p−1
k (y
k)
+
∣∣λ pp−1k ∇uk(yk)∣∣ p−1p + ∣∣λ pp−1k ∇vk(yk)∣∣ p−1p = λkMk(yk) = 1 (3.11)
e, por (3.10),
max
x∈Bk(0)
[
u˜p−1k + v˜
p−1
k + |∇u˜k|
p−1
p + |∇v˜k|
p−1
p
]
(x)
= max
x∈Bk(0)
λkMk(y
k + λkx) 6 2λkMk(yk) = 2.
Por estimativas el´ıpticas, conclu´ımos que existe uma subsucessa˜o de (u˜k, v˜k)k que
converge em C1loc(RN ) para uma soluc¸a˜o (u, v) de (3.4) em RN que tem as duas compo-
nentes na˜o negativas. Como, por (3.11), temos[
up−1 + vp−1 + |∇u| p−1p + |∇v| p−1p
]
(0) = 1,
resulta que (u, v) e´ uma soluc¸a˜o na˜o trivial, o que contradiz a hipo´tese (H).
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Vamos agora mostrar uma identidade de integrais calculados numa famı´lia de cilin-
dros, que resulta das estimativas do Lema 3.8.
Lema 3.10. Suponhamos que N > 2, p > 1 e que (H) e´ va´lida. Para r > 0, considere-
mos o conjunto
Zr := {(x′, t) : x′ ∈ RN−1, |x′| 6 r, t > 0} ⊂ RN+ ,
cuja fronteira e´ formada pelas duas partes
Cr := {(x′, t) : x′ ∈ RN−1, |x′| = r, t > 0},
Dr := {(x′, 0) : x′ ∈ RN−1, |x′| 6 r}.
Seja ν o vetor normal unita´rio exterior a Cr. Enta˜o∫
Dr
[
(∂xNu)
2 + (∂xN v)
2
]
dσ(x) = 2
∫
Cr
[(∂νu)(∂xNu) + (∂νv)(∂xN v)] dσ(x)
para qualquer r > 0 e qualquer (u, v) soluc¸a˜o de (3.6).
Demonstrac¸a˜o. Para r, s > 0, consideremos os conjuntos
Zsr := {(x′, t) : x′ ∈ RN−1, |x′| 6 r, 0 6 t 6 s} ⊂ Zr,
Csr := {(x′, t) : x′ ∈ RN−1, |x′| = r, 0 6 t 6 s} ⊂ Cr e
Dsr := {(x′, s) : x′ ∈ RN−1, |x′| 6 r}.
Observamos que (3.6) e´ um sistema do tipo gradiente, isto e´, pode ser escrito como
∆u = ∂uF (u, v), ∆v = ∂vF (u, v), onde F : R2 → R e´ dada por
F (u, v) = −µ1
2p
u2p − µ2
2p
v2p − β
p
upvp.
Multiplicando a primeira equac¸a˜o do sistema por ∂xNu, a segunda por ∂xN v e integrando
em Zsr , obtemos∫
Zsr
[∆u ∂xNu+ ∆v ∂xN v] dx =
∫
Zsr
[∂uF (u, v)∂xNu+ ∂vF (u, v)∂xN v] dx
=
∫
Zsr
∂xNF (u, v)dx =
∫
Dsr
F (u, v) dσ(x)−
∫
Dr
F (u, v) dσ(x)
=
∫
Dsr
F (u, v) dσ(x),
(3.12)
visto que u ≡ v ≡ 0 em ∂RN+ , e consequentemente F ≡ 0 em Dr. Por outro lado, pela
fo´rmula de Green,∫
Zsr
[∆u ∂xNu+ ∆v ∂xN v] dx =
∫
Csr
[∂νu ∂xNu+ ∂νv ∂xN v] dσ(x)
+
∫
Dsr
[
(∂xNu)
2 + (∂xN v)
2
]
dσ(x)−
∫
Dr
[
(∂xNu)
2 + (∂xN v)
2
]
dσ(x)
−
∫
Zsr
[∇u · ∇∂xNu+∇v · ∇∂xN v] dx,
(3.13)
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enquanto que∫
Zsr
[∇u · ∇∂xNu+∇v · ∇∂xN v] dx =
1
2
∫
Zsr
∂xN
[|∇u|2 + |∇v|2] dx
=
1
2
∫
Dsr
[|∇u|2 + |∇v|2] dσ(x)− 1
2
∫
Dr
[
(∂xNu)
2 + (∂xN v)
2
]
dσ(x).
(3.14)
Combinando (3.12)-(3.14), obtemos
1
2
∫
Dr
[
(∂xNu)
2 + (∂xN v)
2
]
dσ(x) =
∫
Csr
[∂νu ∂xNu+ ∂νv ∂xN v] dσ(x)
+
∫
Dsr
[
(∂xNu)
2 + (∂xN v)
2 − 1
2
(|∇u|2 + |∇v|2)− F (u, v)] dσ(x).
Por fim, fazendo s → ∞ (para r > 0 fixo) e usando as estimativas do Lema 3.8, con-
clu´ımos que
1
2
∫
Dr
[
(∂xNu)
2 + (∂xN v)
2
]
dσ(x) =
∫
Cr
[∂νu ∂xNu+ ∂νv ∂xN v] dσ(x).
O pro´ximo resultado permite que se trabalhe apenas com soluc¸o˜es limitadas na˜o
triviais.
Lema 3.11. Seja p > 1 e suponhamos que (H) e´ va´lida. Enta˜o, se (3.6) admitir uma
soluc¸a˜o na˜o limitada, (3.6) tambe´m admite uma soluc¸a˜o limitada na˜o trivial.
Demonstrac¸a˜o. Seja (u, v) : RN+ → R2 uma soluc¸a˜o na˜o limitada de (3.6) e suponhamos
que (3.4) na˜o admite soluc¸o˜es na˜o triviais. Defina-se a aplicac¸a˜o M : RN+ → R como
M(x) := (u(x) + v(x))p−1 .
Aplicando o Lema 3.7(ii) com X := RN+ , resulta que existe uma sucessa˜o (yk)k ⊂ RN+
tal que M(yk)→∞ quando k →∞ e
M(z) 6 2M(yk), ∀z ∈ RN+ ∩Bk/M(yk)(yk), k ∈ N. (3.15)
Defina-se agora o semiespac¸o afim Hk := {z ∈ RN : zN > −dk}, onde dk := ykNM(yk).
Enta˜o, as aplicac¸o˜es u˜k, v˜k : Hk → R, dadas por
u˜k(z) :=
u
(
yk + z
M(yk)
)
u(yk) + v(yk)
, v˜k(z) :=
v
(
yk + z
M(yk)
)
u(yk) + v(yk)
(k ∈ N),
formam uma soluc¸a˜o positiva do sistema
−∆u˜k = µ1u˜2p−1k + βu˜p−1k v˜pk em Hk,
−∆v˜k = µ2v˜2p−1k + βv˜p−1k u˜pk em Hk,
u˜k ≡ v˜k ≡ 0 sobre ∂Hk.
(3.16)
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Ale´m disso, tem-se u˜k(0) + v˜k(0) = 1 e, por (3.15), resulta que
u˜k(z) + v˜k(z) =
M
(
yk + z
M(yk)
)
M(yk)

1
p−1
6 2
1
p−1 , ∀z ∈ Hk ∩Bk(0). (3.17)
Suponhamos, com vista a um absurdo, que dk → ∞ quando k → ∞. Por estimativas
el´ıpticas, as aplicac¸o˜es u˜k, v˜k sa˜o localmente limitadas para a norma de W
2,q em RN
para q < ∞ arbitrariamente grande. Logo, existe uma subsucessa˜o de (u˜k, v˜k)k que
converge em C1,αloc (R
N ) para uma soluc¸a˜o (u˜, v˜) de (3.4) na˜o trivial. Mas daqui resulta
uma contradic¸a˜o, ja´ que, por hipo´tese, (3.4) na˜o admite soluc¸o˜es na˜o triviais.
Assim, conclu´ımos que, a menos de uma subsucessa˜o, dk → d > 0 quando k → ∞.
Aplicando a mudanc¸a de coordenadas Uk, Vk : RN+ → R, Uk(z) := u˜k(z−dkeN ), Vk(z) :=
v˜k(z − dkeN ), resulta que (Uk, Vk) e´ uma soluc¸a˜o positiva de
−∆Uk = µ1U2p−1k + βUp−1k V pk em RN+ ,
−∆Vk = µ2V 2p−1k + βV p−1k Upk em RN+ ,
Uk ≡ Vk ≡ 0 sobre ∂RN+ .
(3.18)
Ale´m disso, tem-se Uk(dkeN ) + Vk(dkeN ) = 1 e
Uk(z) + Vk(z) 6 2
1
p−1 , ∀z ∈ Bk(dkeN ) ∩RN+ .
Logo, conclu´ımos que as aplicac¸o˜es Uk, Vk sa˜o localmente limitadas para a norma de
W 2,q em RN+ para q < ∞ arbitrariamente grande e, consequentemente, sa˜o tambe´m
localmente limitadas em C1,α(RN+ ). Como, em particular, temos que ∇Uk, ∇Vk sa˜o
ainda limitadas ponto a ponto independentemente de k numa vizinhanc¸a da origem, as
condic¸o˜es de bordo implicam que d > 0. Enta˜o, existe uma subsucessa˜o de (Uk, Vk)k
que converge em C1,αloc (RN+ ) para uma soluc¸a˜o (U, V ) na˜o trivial de (3.6) que satisfaz
U(z) + V (z) 6 2
1
p−1 para z ∈ RN+ . Assim, (U, V ) e´ a soluc¸a˜o de (3.6) limitada e na˜o
trivial que procura´vamos.
Enunciaremos agora dois resultados que, juntamente com a desigualdade de Har-
nack ate´ a` fronteira, de Berestycki, Caffarelli e Nirenberg [2], nos permitira˜o estabelecer
desigualdades que envolvem o gradiente. A demonstrac¸a˜o destes resultados, feita em
[6, Lemas 2.4 e 3.1], combina a desigualdade de Harnack usual (cf. Teorema A.11 do
Apeˆndice) com as estimativas do Lema 3.8. Para o Lema 3.13, e´ ainda necessa´rio es-
tabelecer estimativas assinto´ticas para soluc¸o˜es de equac¸o˜es escalares el´ıpticas em cones
perto do ve´rtice.
Lema 3.12 (1a desigualdade universal de Harnack). Suponhamos que (3.5) e (H) sa˜o
va´lidas. Enta˜o, para qualquer d > 0, existe C = C(d) > 0 tal que, para qualquer soluc¸a˜o
57
(u, v) de (3.6) e quaisquer x, y ∈ RN+ tais que
|x− y|
min{xN , yN} 6 d,
temos que
1
C
u(y) 6 u(x) 6 Cu(y), 1
C
v(y) 6 v(x) 6 Cv(y).
Lema 3.13 (2a desigualdade universal de Harnack). Suponhamos que (3.5) e (H) sa˜o
va´lidas. Enta˜o, para qualquer γ > 1, existe C = C(γ) > 0 tal que, para qualquer soluc¸a˜o
de (3.6), temos
u(x′, txN ) + v(x′, txN ) 6 Ctγ
(
u(x′, xN ) + v(x′, xN )
)
,
para quaisquer x = (x′, xN ) ∈ RN+ e t > 1.
Lema 3.14. Suponhamos que N > 2, p > 2 e que (H) e´ va´lida e seja (u, v) uma soluc¸a˜o
limitada de (3.6). Enta˜o:
(i) Para qualquer γ > 1, existe C = C(u, v, γ) > 0 tal que
u(x) + v(x) 6 CxγN
√
|∇u(x′, 0)|2 + |∇v(x′, 0)|2 ,
para qualquer x = (x′, xN ) ∈ RN+ com xN > 1.
(ii) Para qualquer σ > 0, existe C = C(u, v, σ) > 0 tal que
|∇u(x)|2 + |∇v(x)|2 6 CxσN
(∣∣∇u(x′, 0)∣∣2 + ∣∣∇v(x′, 0)∣∣2) ,
para qualquer x = (x′, xN ) ∈ RN+ com xN > 1.
(iii) Existe C = C(u, v) > 0 tal que
|∇u(x)|2 + |∇v(x)|2 6 C min
{
1,
∣∣∇u(x′, 0)∣∣2 + ∣∣∇v(x′, 0)∣∣2} ,
para qualquer x = (x′, xN ) ∈ RN+ com xN 6 1.
Demonstrac¸a˜o. Em primeiro lugar, observemos que o sistema (3.6) se pode escrever
como 
−∆u = f(u, v)u em RN+ ,
−∆v = g(u, v)v em RN+ ,
u, v > 0 em RN+ u ≡ v ≡ 0 sobre ∂RN+ .
(3.19)
onde as aplicac¸o˜es f, g : R+ × R+ → R sa˜o dadas por
f(u, v) = µ1u
2p−2 + βvpup−2,
g(u, v) = µ2v
2p−2 + βupvp−2.
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Para x′ ∈ RN−1, consideremos as aplicac¸o˜es
M(x′) := u(x′, 1) + sup
06t61
|∇u(x′, t)|,
N(x′) := v(x′, 1) + sup
06t61
|∇v(x′, t)|.
Com vista a provar (i) e (iii), comecemos por provar que existe C > 0 tal que
M(x′) 6 C∂xNu(x′, 0),
N(x′) 6 C∂xN v(x′, 0), para x′ ∈ RN−1.
(3.20)
Suponhamos por contradic¸a˜o que existe uma sucessa˜o de pontos x′k ∈ RN−1 tal que
M(x′k) > k∂xNu(x′k, 0), ∀k ∈ N. (3.21)
Sejam uk, F k : RN+ → R dadas por
uk(x′, xN ) = u(x′ + x′k, xN ),
F k(x′, xN ) = f
(
u(x′ + x′k, xN ), v(x
′ + x′k, xN )
)
.
Como u e v sa˜o limitadas, as sucesso˜es (uk(x))k, (F
k(x))k sa˜o uniformemente limitadas
em L∞(RN+ ) e temos {
−∆uk = F kuk em RN+ ,
uk = 0 sobre ∂RN+ .
(3.22)
Ale´m disso, por (3.21),
uk(eN ) + sup
06t61
|∇uk(t eN )| > k∂xNuk(0), ∀k. (3.23)
Pela desigualdade de Harnack ate´ a` fronteira de Berestycki, Caffarelli e Nirenberg [2,
Teorema 1.3], existe C > 0 tal que
uk(x) 6 Cuk(eN ) em W := {x ∈ RN+ : |x′| 6 2, xN 6 3}. (3.24)
E´ poss´ıvel normalizar uk de forma a termos
uk(eN ) + sup
06t61
|∇uk(t eN )| = 1
preservando a estimativa local anterior e a validade de (3.22) e (3.23) (eventualmente
perdendo a limitac¸a˜o uniforme de (uk)k em L
∞(RN+ )). Ale´m disso, por (3.22), (3.24) e
por estimativas el´ıpticas ate´ a` fronteira, podemos supor, se necessa´rio recorrendo a uma
subsucessa˜o, que uk → u em C1,α(W0), onde
W0 = {x ∈ RN+ : |x′| 6 1, xN 6 2},
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u e´ uma soluc¸a˜o fraca positiva de{
−∆u = Fu em int(W0),
u = 0 sobre ∂W0,
(3.25)
e F ∈ L∞(W0) e´ o limite fraco-estrela de F k, a menos de uma subsucessa˜o (conside-
rando L∞(W0) como o dual de L1(W0)). Ale´m disso, como tambe´m temos u(eN ) +
sup06t61 |∇u(t eN )| = 1, conclu´ımos pelo princ´ıpio do ma´ximo forte que u e´ estrita-
mente positiva em int(W0). No entanto, de (3.23) resulta que ∂xNu(0) = 0, o que
contradiz o Lema de Hopf (cf. Teorema A.3 do Apeˆndice). Analogamente se mostra que
N(x′) 6 C∂xN v(x′, 0) para x′ ∈ RN−1, o que conclui a prova de (3.20).
Provemos (i). Aplicando o Lema 3.13 aos pontos da forma x = (x′, 1) ∈ RN+ e
utilizando (3.20), conclu´ımos que para qualquer γ > 1 existe C > 0 tal que
u(x′, t) + v(x′, t) 6 C1tγ
(
u(x′, 1) + v(x′, 1)
)
6 C2tγ
(
∂xNu(x
′, 0) + ∂xN v(x
′, 0)
)
= C2t
γ
(|∇u(x′, 0)|+ |∇v(x′, 0)|)
6 C3tγ
√
|∇u(x′, 0)|2 + |∇v(x′, 0)|2,
(3.26)
para qualquer (x′, t) ∈ RN+ com t > 1, o que conclui a prova de (i).
Provemos agora (iii). Recorrendo novamente a (3.20), verificamos que
|∇u(x)|2 + |∇v(x)|2 6M(x′)2 +N(x′)2 6 C1
(
M(x′) +N(x′)
)2
6 C2
((
∂xNu(x
′, 0)
)2
+
(
∂xN v(x
′, 0)
)2)
= C2
(∣∣∇u(x′, 0)∣∣2 + ∣∣∇v(x′, 0)∣∣2) ,
(3.27)
para qualquer x = (x′, xN ) ∈ RN+ com xN 6 1. Por outro lado, como as func¸o˜es u e v
(e consequentemente f e g) sa˜o limitadas em RN+ , estimativas el´ıpticas ate´ a` fronteira
uniformes garantem que existe C > 0 tal que
|∇u(x)|, |∇v(x)| 6 C, (3.28)
para x ∈ RN+ com xN 6 1. Enta˜o a al´ınea (iii) resulta de combinarmos (3.27) e (3.28).
Para mostrar (ii) utilizaremos uma estrate´gia diferente. Fixemos σ > 0 e x ∈ RN+
com xN > 1. Consideremos as aplicac¸o˜es u˜, v˜ : RN+ → R dadas por
u˜(y) = x
1
p−1
N u
(
(x′, 0) + xNy
)
, v˜(y) = x
1
p−1
N v
(
(x′, 0) + xNy
)
. (3.29)
Enta˜o (u˜, v˜) tambe´m e´ uma soluc¸a˜o de (3.6). Logo, pelo Lema 3.12, existe C > 0 tal que
u˜(y) 6 Cu˜(eN ), v˜(y) 6 Cv˜(eN ), (3.30)
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para y ∈ Ω0 := {y ∈ RN : |y− eN | < 12}. Ale´m disso, pelo Lema 3.8, |f(u˜, v˜)|, |g(u˜, v˜)| 6
C em Ω0. Logo, por estimativas usuais do gradiente de soluc¸o˜es da equac¸a˜o de Poisson
[13, Teorema 3.9], resulta que
|∇u˜(eN )| 6 C sup
|y−eN |6 14
u˜(y) 6 Cu˜(eN ),
|∇v˜(eN )| 6 C sup
|y−eN |6 14
v˜(y) 6 Cv˜(eN ).
(3.31)
Conclu´ımos assim que
|∇u(x)| = x−
p
p−1
N |∇u˜(eN )| 6 Cx
− p
p−1
N u˜(eN ) = Cx
−1
N u(x),
|∇v(x)| = x−
p
p−1
N |∇v˜(eN )| 6 Cx
− p
p−1
N v˜(eN ) = Cx
−1
N v(x).
(3.32)
Mas enta˜o, recorrendo a` al´ınea (i) com γ = σ2 + 1, obtemos
|∇u(x)|2 + |∇v(x)|2 6 C1x−2N
(
u(x) + v(x)
)2
6 C2x2γ−2N
(|∇u(x′, 0)|2 + |∇v(x′, 0)|2)
= C2x
σ
N
(|∇u(x′, 0)|2 + |∇v(x′, 0)|2), (3.33)
o que termina a prova da al´ınea (ii).
Estamos, por fim, nas condic¸o˜es de completar a prova que se segue.
Demonstrac¸a˜o do Teorema 3.3. Tendo em conta a Observac¸a˜o 3.6, podemos, em parti-
cular, supor que N > 2 e p > 2. Suponhamos que (u, v) ∈ C2(RN+ ,R2) e´ uma soluc¸a˜o de
(3.6). Queremos ver que u ≡ v ≡ 0.
Por hipo´tese, o problema (3.4) na˜o tem soluc¸o˜es na˜o triviais. Logo, pelo Lema 3.11,
podemos supor que (u, v) ∈ L∞(RN+ ,R2). Para r > 0, defina-se Sr := {(x′, 0) : x′ ∈
RN−1, |x′| = r}, recorde-se a definic¸a˜o do Lema 3.10 Dr := {(x′, 0) : x′ ∈ RN−1, |x′| 6 r}
e seja
h(r) =
∫
Dr
[
(∂xNu)
2 + (∂xN v)
2
]
dσ(x).
Iremos separar a prova em dois casos.
Caso 1: N > 3. Seja α = N−2N−1 ∈]0, 1[. Da hipo´tese (3.5), resulta, em particular, que
p
p−1 >
N−1
2 , donde
−1 + 2p (1− α)/(p− 1)
α
=
1−N + 2p/(p− 1)
N − 2 > 0.
Assim, vem −(1− α) 2pp−1 < −1, pelo que podemos fixar σ > 0 tal que
σα− (1− α) 2p
p− 1 < −1. (3.34)
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Para abreviar a escrita, defina-se V(x) := |∇u(x)|2 + |∇v(x)|2. Pela al´ınea (iii) do Lema
3.14, existe C > 0 tal que
V(x) = V(x)αV(x)1−α
6 Cα
(
min{1,V(x′, 0)})αC1−α(min{1,V(x′, 0)})1−α
6 CV(x′, 0)α11−α = CV(x′, 0)α
(3.35)
para x = (x′, xN ) com xN 6 1. Por outro lado, pelo Lema 3.8, existe C > 0 tal que
V(x) 6 C
x
2p
p−1
N
, ∀x = (x′, xN ) ∈ RN+
Combinando esta estimativa com a al´ınea (ii) do Lema 3.14, obtemos
V(x) = V(x)αV(x)1−α 6 CV(x′, 0)αxσα−2p(1−α)/(p−1)N (3.36)
para x = (x′, xN ) com xN > 1. Observe-se que, tendo em conta (3.34), temos que
min
{
1, tσα−2p(1−α)/(p−1)
}
=
{
1 se t 6 1,
tσα−2p(1−α)/(p−1) se t > 1. (3.37)
Logo, de (3.35) e (3.36), resulta que existe C > 0 tal que, para qualquer x = (x′, xN ) ∈
RN+ ,
V(x) 6 C min
{
1, x
σα−2p(1−α)/(p−1)
N
}
V(x′, 0)α. (3.38)
Enta˜o o Lema 3.10 e (3.38) implicam que
h(r) = 2
∫
Cr
[∂νu ∂xNu+ ∂νv ∂xN v] dσ(x) 6 2
∫
Cr
V(x) dσ(x)
6 C
∫
Cr
V(x′, 0)α min
{
1, x
σα−2p(1−α)/(p−1)
N
}
dσ(x)
6 C
∫
Sr
V(x′, 0)α
∫ ∞
0
min
{
1, tσα−2p(1−α)/(p−1)
}
dt dσ(x′)
e, por (3.34), (3.37) e pela desigualdade de Ho¨lder,
6 C
∫
Sr
V(x′, 0)αdσ(x′) 6 C|Sr|1−α
(∫
Sr
V(x′, 0) dσ(x′)
)α
= C r(N−2)(1−α)
(
h′(r)
)α
.
Suponhamos, com vista a um absurdo, que h(r) > 0 para qualquer r > 0. Temos
h(r)1/α 6 Cr(N−2)(1−α)/αh′(r),
ou seja,
Cr−(N−2)(1−α)/α − h(r)−1/αh′(r) 6 0
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para qualquer r > 0. Como, pela definic¸a˜o de α, temos (N − 2)(1 − α)/α = 1, a
desigualdade anterior implica que a func¸a˜o
g(r) := C ln r +
α
1− α
(
h(r)
)1−(1/α)
e´ decrescente em r > 0. No entanto, temos que g(r)→∞ quando r →∞, o que produz
uma contradic¸a˜o. Assim, conclu´ımos que h(r) = 0 para, pelo menos, um r > 0, o que
implica que ∂xNu ≡ ∂xN v ≡ 0 em Dr. Consequentemente, pelo Lema de Hopf, resulta
que u ≡ v ≡ 0.
Caso 2: N = 2. Neste caso, escolhendo α = 0, o Lema 3.8 e a al´ınea (iii) do Lema
3.14 permitem concluir atrave´s de uma estimativa ana´loga a` que foi feita anteriormente
que existe uma constante C > 0 tal que, para qualquer r > 0, h(r) 6 C. Logo, existe
uma sucessa˜o de nu´meros positivos (rk)k tal que rk →∞ e h′(rk)→ 0.
Por outro lado, se escolhermos α > 0 e σ > 0 tais que (3.34) ainda se verifica (o que e´
poss´ıvel porque − 2pp−1 < −1), conclu´ımos pelas mesmas estimativas que h(r) 6 Ch′(r)α,
pelo que
h(rk) 6 Ch′(rk)α → 0 quando k →∞.
Logo, como a func¸a˜o r 7→ h(r) e´ crescente, resulta que h(r) = 0 para qualquer r > 0 e
portanto, tal como no caso anterior, u ≡ v ≡ 0.
3.3 Limitac¸o˜es a priori
Iremos agora aplicar o argumento de Gidas e Spruck [11] para obter limitac¸o˜es a
priori para soluc¸o˜es de (3.1). Como esta te´cnica ja´ foi explicada na demonstrac¸a˜o do
Teorema 1.3, para o caso de uma equac¸a˜o, omitiremos alguns detalhes. Observamos que
a generalizac¸a˜o da te´cnica de blow up a sistemas el´ıpticos ja´ foi feita, por exemplo, em
[8, 7].
Demonstrac¸a˜o do Teorema 3.1. Suponhamos, com vista a um absurdo, que existe uma
sucessa˜o de soluc¸o˜es (uk, vk)k de (3.1) tal que
max
x∈Ω
uk(x) + max
x∈Ω
vk(x)→ +∞ quando k →∞.
Sem perda de generalidade, recorrendo a uma subsucessa˜o se for necessa´rio, podemos
supor que
Mk := max
x∈Ω
uk(x) > max
x∈Ω
vk(x). (3.39)
Consideremos uma sucessa˜o de pontos (xk)k ⊂ Ω tal que, para cada k ∈ N, se tem
uk(xk) = Mk. Definimos agora, para cada k ∈ N, a sucessa˜o de nu´meros positivos
λk := M
1−p
k ,
os conjuntos
Ωk := {y ∈ RN : λky + xk ∈ Ω}
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e as aplicac¸o˜es u˜k, v˜k : Ωk → R,
u˜k(y) := λ
1
p−1
k uk(λky + xk), v˜k(y) := λ
1
p−1
k vk(λky + xk).
Enta˜o, por (3.39), temos que
1 = max
y∈Ωk
u˜k(y) > max
y∈Ωk
v˜k(y), (3.40)
e (u˜k, v˜k) e´ uma soluc¸a˜o positiva de
−∆u˜k = µ1u˜2p−1k + βu˜p−1k v˜pk + λ
− 2p−1
p−1
k h1(λky + xk, uk, vk) em Ωk,
−∆v˜k = µ2v˜2p−1k + βv˜p−1k u˜pk + λ
− 2p−1
p−1
k h2(λky + xk, uk, vk) em Ωk,
u˜ ≡ v˜ ≡ 0 sobre ∂Ωk.
(3.41)
Pela hipo´tese (3.3), temos que
sup
x∈Ω
hi(x, uk, vk)
M2p−1k
= sup
x∈Ω
λ
− 2p−1
p−1
k hi(x, uk, vk)→ 0 quando k →∞.
Defina-se dk := λ
− 1
p−1
k dist(xk, ∂Ω). Enta˜o, a menos de subsucessa˜o, temos dois casos
poss´ıveis.
Caso 1: dk → +∞ quando k →∞. Neste caso, dado R > 0, temos que BR(0) ⊂ Ωk
para k suficientemente grande, ou seja, Ωk “converge”para RN quando k →∞. Assim,
aplicando a teoria da regularidade el´ıptica tal como foi feito na demonstrac¸a˜o do Teorema
1.3, conclu´ımos que existe uma subsucessa˜o de (u˜k, v˜k)k que converge uniformemente em
conjuntos compactos de RN para uma soluc¸a˜o (u, v) de{
−∆u = µ1u2p−1 + βup−1vp em RN ,
−∆v = µ2v2p−1 + βvp−1up em RN .
Ale´m disso, (u, v) satisfaz 0 6 u(y) 6 1, 0 6 v(y) 6 1 para y ∈ RN e u(0) = 1, o que
contradiz o Teorema 3.2.
Caso 2: dk → d0 > 0 quando k → ∞. Neste caso, consideremos uma sucessa˜o de
pontos (yk)k ⊂ ∂Ωk tal que
|yk| = dist(0, ∂Ωk) = dk.
Enta˜o, a menos de uma rotac¸a˜o de Ωk, podemos supor que yk = −dkeN . Como Ω
e´ um domı´nio regular, obtemos neste caso que Ωk “converge”para o semiespac¸o H :=
{x ∈ RN : xN > −d0}. Tal como foi feito na demonstrac¸a˜o do Teorema 1.3, deduzimos
que (u˜k, v˜k)→ (u, v) uniformemente em conjuntos compactos de RN+ , onde (u, v) e´ uma
soluc¸a˜o do problema 
−∆u = µ1u2p−1 + βup−1vp em H,
−∆v = µ2v2p−1 + βvp−1up em H,
u ≡ v ≡ 0 em ∂H.
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Como, para ale´m disso, se tem 0 6 u(y) 6 1, 0 6 v(y) 6 1 para y ∈ RN e u(0) = 1,
fazendo uma translac¸a˜o em xN obtemos uma contradic¸a˜o com o Teorema 3.3.
Assim, em qualquer caso, obtivemos uma contradic¸a˜o, o que conclui a demonstrac¸a˜o.
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Apeˆndice A
A.1 Lema da deformac¸a˜o
Teorema A.1. Sejam (X, ‖·‖) um espac¸o de Banach real e E ∈ C1(X,R) um funcional
que satisfaz (PS). Defina-se
Ac := {u ∈ X : E(u) 6 c},
Kc := {u ∈ X : E(u) = c e E′(u) = 0}.
Se c ∈ R, ε¯ > 0 e V e´ uma vizinhanc¸a de Kc, enta˜o existem 0 < ε < ε¯ e η ∈ C([0, 1]×
X,X) tais que
1) η(0, u) = u para todo u ∈ X.
2) η(t, u) = u para todo t ∈ [0, 1] se E(u) 6∈ [c− ε¯, c+ ε¯].
3) η(t, u) e´ um homeomorfismo de X em X para qualquer t ∈ [0, 1].
4) ‖η(t, u)− u‖ 6 1 para quaisquer t ∈ [0, 1] e u ∈ X.
5) E(η(t, u)) 6 E(u) para quaisquer t ∈ [0, 1] e u ∈ X.
6) η(1, Ac+ε \ V ) ⊂ Ac−ε.
7) Se Kc = ∅, enta˜o η(1, Ac+ε) ⊂ Ac−ε.
8) Se E e´ par, enta˜o η(t, u) e´ ı´mpar em u.
Demonstrac¸a˜o. Cf. [21, Teorema A.4].
Observac¸a˜o A.2. (i) O Teorema A.1 tambe´m e´ va´lido se assumirmos que E satisfaz
(PS)loc
(a) em vez de (PS), ja´ que ambas as condic¸o˜es asseguram que os conjuntos Kc
sa˜o compactos.
(a) Dizemos que E satisfaz (PS) se toda a sucessa˜o (uk)k ⊂ X tal que (E(uk))k e´ limitada e E′(uk)→ 0
tem uma subsucessa˜o convergente. Dizemos que E satisfaz (PS)loc para c ∈ R se existe δ > 0 tal que
toda a sucessa˜o (uk)k tal que |E(uk)− c| < δ e E′(uk)→ 0 tem uma subsucessa˜o convergente.
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(ii) Usando as mesmas ideias da demonstrac¸a˜o do Teorema A.1, e´ poss´ıvel demonstrar
um resultado ana´logo para um funcional E restrito a uma variedade (ver por exemplo
[23, Cap. II, Teorema 3.11]).
A.2 Princ´ıpios do ma´ximo
Tome-se c(x) ∈ L∞(Ω).
Teorema A.3 (Lema de Hopf). Seja B uma bola aberta em RN tal que x0 ∈ ∂B.
Suponhamos que u ∈ C2(B) ∩ C1(B ∪ {x0}) e´ soluc¸a˜o de
∆u+ c(x)u > 0 em B, c(x) 6 0 em B.
Suponhamos ainda que u(x) < u(x0) para todo o x ∈ B e que u(x0) > 0. Enta˜o tem-se
∂u
∂ν
(x0) > 0,
onde ν denota a normal unita´ria exterior em x0 ∈ ∂B.
Demonstrac¸a˜o. Cf. [14, Teorema 2.5].
Seja Ω ⊂ RN um domı´nio limitado e conexo e suponhamos que u ∈ C2(Ω) ∩ C(Ω).
Teorema A.4 (Princ´ıpio do ma´ximo forte). Se u e´ soluc¸a˜o de
∆u+ c(x)u > 0 em Ω, c(x) 6 0 em Ω,
e se um seu ma´ximo na˜o negativo for atingido no interior de Ω, enta˜o u e´ constante em
Ω.
Demonstrac¸a˜o. Cf. [14, Teorema 2.7].
Teorema A.5 (Princ´ıpios de comparac¸a˜o sem restric¸a˜o de sinal em c).
a) Se u 6 0 e´ soluc¸a˜o de ∆u+ c(x)u > 0 em Ω, enta˜o ou se tem u < 0 em Ω, ou u ≡ 0
em Ω.
b) Se u > 0 e´ soluc¸a˜o de ∆u+ c(x)u 6 0 em Ω, enta˜o ou se tem u > 0 em Ω, ou u ≡ 0
em Ω.
Demonstrac¸a˜o. Cf. [14, Teorema 2.10].
A.3 Resultados de a´lgebra linear
Teorema A.6 (Gershgorin). Seja A = [aij ]i,j=1,...,n uma matriz n× n e denotemos por
Ri o c´ırculo no plano complexo com centro em aii e raio
∑n
j=1,j 6=i |aij |, isto e´,
Ri =
{
z ∈ C : |z − aii| 6
n∑
j=1
j 6=i
|aij |
}
.
Enta˜o todos os valores pro´prios de A esta˜o contidos em R = ∪ni=1Ri.
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Demonstrac¸a˜o. Cf. [17, Apeˆndice 7].
Definic¸a˜o A.7. Uma matriz quadrada A = [aij ]i,j=1,...,n diz-se estritamente diagonal
dominante se
|aii| >
n∑
j=1
j 6=i
|aij |, ∀i = 1, . . . , n.
Corola´rio A.8. Se A = [aij ]i,j=1,...,n e´ uma matriz real, sime´trica e estritamente dia-
gonal dominante tal que todos os elementos da diagonal principal sa˜o negativos, enta˜o
A e´ definida negativa.
Demonstrac¸a˜o. Pelo Teorema A.6, para cada valor pro´prio λ de A, existe i ∈ {1, . . . , n}
tal que
λ ∈
[
aii −
n∑
j=1
j 6=i
|aij | , aii +
n∑
j=1
j 6=i
|aij |
]
.
Como, para qualquer i, se tem aii < 0 e A e´ estritamente diagonal dominante, conclu´ımos
que λ < 0. Logo, A e´ definida negativa.
A.4 Outros resultados
Teorema A.9. Seja Ω ⊂ RN um domı´nio limitado cuja fronteira e´ uma variedade
diferencia´vel. Seja p ∈ C1(Ω×R,R) uma func¸a˜o para a qual existem constantes a1, a2 >
0 tais que
|p(x, ξ)| 6 a1 + a2|ξ|s−1, para todo ξ ∈ R e x ∈ Ω,
onde 1 6 s < 2∗ se N > 3, 1 6 s <∞ se N=1,2.
Enta˜o, definindo
P (x, ξ) :=
∫ ξ
0
p(x, t) dt, E(u) :=
∫
Ω
(
1
2
|∇u|2 − P (x, u)
)
dx,
vem que o funcional E ∈ C2(H10 (Ω),R) e, para todo ϕ ∈ H10 (Ω),
E′(u)ϕ =
∫
Ω
(∇u · ∇ϕ− p(x, u)ϕ)dx.
Ale´m disso, J(u) :=
∫
Ω P (x, u(x))dx e´ fracamente cont´ınuo e J
′(u) e´ compacto.
Demonstrac¸a˜o. Cf. [21, Proposic¸o˜es B.10 e B.34]
Teorema A.10 (Desigualdade de Ho¨lder). Sejam u ∈ Lp(Ω) e v ∈ Lq(Ω), onde p ∈
[1,∞] e q e´ tal que 1/p+ 1/q = 1. Enta˜o u v ∈ L1(Ω) e∫
Ω
|u v| dx = |u|p|v|q.
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Demonstrac¸a˜o. Cf. [4, Teorema 4.6]
Teorema A.11 (Desigualdade de Harnack). Seja u ∈ H1(Ω) uma func¸a˜o na˜o negativa
em Ω ⊂ RN que satisfaz
−∆u+ c(x)u = 0 em Ω, c ∈ L∞(Ω).
Enta˜o, para qualquer conjunto Ω′ estritamente contido em Ω, tem-se
sup
Ω′
u 6 C inf
Ω′
u, para C = C(N,Ω′,Ω).
Demonstrac¸a˜o. Cf. [13, Corola´rio 8.21]
Teorema A.12 (Teorema da extensa˜o de Tietze). Seja X um espac¸o topolo´gico nor-
mal(b). Sejam A ⊂ X um fechado e f0 : A → R uma func¸a˜o cont´ınua. Enta˜o, existe
uma func¸a˜o cont´ınua f : X → R tal que f0(x) = f(x) para qualquer x ∈ A.
Demonstrac¸a˜o. Cf. [9, Teorema 2.1.8]
Observac¸a˜o A.13. Se a func¸a˜o f0 tiver valores em RN , podemos aplicar o Teorema
A.12 a cada componente, obtendo um resultado mais geral. Em particular, como C e´
homeomorfo a R2, o teorema tambe´m e´ va´lido para func¸o˜es com valores em C.
(b)Um espac¸o topolo´gico X diz-se normal se, para quaisquer A e B fechados disjuntos, existem vizi-
nhanc¸as abertas U de A e V de B tais que U ∩ V = ∅.
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