The tensile behavior of an additively manufactured (AM) polymer matrix composite (PMC) is studied with in situ X-ray computed microtomography (CT) and digital volume correlation (DVC). In this experiment, the effects of recycled material content and print direction on the selective laser-sintered (SLS) material's mechanical response are explored. The PMC samples are printed in a tensile specimen geometry with gage lengths parallel to all three orthogonal, primary sintering directions. In situ tensile-CT experiments are conducted at Argonne National Laboratory's Advanced Photon Source 2-BM beamline. Analysis of the AM PMC's tensile response, failure, and strain evolution is analyzed both from a conventional standpoint, using the load-displacement data recorded by the loading fixture, and from a microstructural standpoint by applying DVC analysis to the reconstructed volumes. Significant variations on both strength and ductility are observed from both vantages with respect to print direction and the recycled material content in the printed parts. It is found that the addition of recycled source material with a thermal history reduces the tensile strength of the SLS composite for all directions, but the effect is drastic on the strength in the layering direction.
Introduction
Over the last decade, additive manufacturing (AM), or '3D printing,' has become an increasingly popular means for part fabrication [1, 2] . Additive manufacturing shows potential over traditional manufacturing techniques in several areas [3] . With minimal machining requirements, 3D printing enables part fabrication with less material waste and labor requirements, leading to a relatively low partcomponents can be greatly simplified by directly fabricating the assembled components into a single part with AM techniques [5, 6] . Another advantage of AM is the ability to achieve complex part geometries, for example, tortuous internal cavities such as highaspect-ratio cooling channels, which are otherwise impossible to manufacture [7, 8] . Similarly, additive manufacturing provides the opportunity to implement computational design optimization to determine part geometries which provide ideal performance [9] . Finally, 3D printing enables rapid prototyping and quick concept validation, decreasing the time between part design and part manufacturing [10] . For these reasons, interest in AM techniques is growing. Three-dimensional printing, as the name implies, is based on building up material layer by layer, where material is bonded to the surrounding material in each layer, and each consecutive layer is bonded to the previous layer below. 3D printing processes typically either rely on actually depositing the material at each desired coordinate, or rely on bonding or polymerizing loose material which already exists freely in the plane of printing. By consecutively printing each individual cross section of the part, the entire part is achieved. Techniques for AM include, but are not limited to, selective laser sintering (SLS) [11] , selective laser melting (SLM) [12] , and fused deposition modeling (FDM) [13] . Many AM techniques are applicable to both polymeric and metallic material systems [1] . However, AM-derived material is still inherently plagued by defects and flaws as a result of the AM process rendering it inferior to material processed by more conventional, better studied, time-tested processes such as extrusion [14] . Thus, research toward understanding AM-induced microstructures and the resulting effect on AM material performance is paramount to the AM community and their ultimate suitability in high-performance applications.
Two aspects of SLS-printed polymeric material are investigated in the current study: Print anisotropy and the effect of fabrication using recycled print bed material which has thermal history from previous cycles. In SLS, a vat of loose thermoplastic powder is used from which the printed part is generated. The vat is heated to near the melting temperature of the thermoplastic, and a laser is focused on the loose powder at coordinates where bonding is desired. Typically, most of the material in the vat is not incorporated into the printed part or parts. In order to reduce cost and material waste in SLS printing, it is common to reuse material from previous print cycles [1] . However, as the recycled material has a thermal history, degradation of the unused material can occur [15] , which may potentially alter the printed material's properties. Another effect of interest in SLS AM is anisotropy stemming from the printing method where 2D sections of the part are sintered in place before lowering the sintered part, applying additional particle stock above the part, and sintering the next layer, and repeating this process in a layer-bylayer fashion [11] . This work also aims to investigate the mechanical anisotropy of SLS-printed material with respect to the various print directions. The primary directions of interest are the two orthogonal directions in the printing plane and the third direction orthogonal to the print plane and the individually printed layers. Based on difference in the sintering mechanism in-layer and between-layers, the properties can vary in the various print directions. This variation has been reported for direct energy deposition AM metallic material [16] , direct metal laser melting [17] , FDM polymeric material [18] , and vat photopolymerization material [19] .
Over the last two decades, X-ray computed tomography (CT) has emerged as a powerful technique for studying microstructural evolution volumetrically, as a result of the technique's ability to acquire 3D structural information at relevant length scales and nondestructively. It follows that this technique offers a unique setting for studying AM microstructures and understanding damage evolution in response to mechanical stimuli, whether conducted at synchrotron X-ray beamlines or using laboratory-scale instrumentation. CT has been applied to the study of polymeric AM structures [20] , to metallic AM structures [21] , to tensile properties of AM material [16, 22] , to in situ compression properties of AM material [23] , and even to fatigue of AM material [24, 25] .
In this study, we apply synchrotron X-ray CT imaging at 4 Hz (4 completely unique tomograms per second) with in situ tensile loading to study damage evolution in the microstructure of a SLS glass particle-filled polyamide-12 composite material. In essence, the data acquired in this study are four dimensional, providing time-resolved three-dimensional spatial information of a material's dynamic response to a mechanical stimulus. Three different compositions in terms of recycled powder bed material content are studied, ranging from 0% recycled to 50% recycled. For each composition, two inprint-plane and the between-print-plane directions are investigated. Due to the highly viscoplastic behavior of thermoplastic materials, synchrotron X-ray CT is preferred for imaging tension in situ, as laboratory-scale CT requires lengthy scans during which relaxation may take place [26, 27] . In this experiment, we also measure strain evolution in the polymer matrix composite (PMC) microstructure. Digital image correlation (DIC) has been previously applied to the study of AM material strain evolution [28] ; however, DIC leverages 2D imaging and is limited to surface analysis only. Due to the nature of the dynamic CT imaging here implemented, and the nature of the PMC's microstructural features, the data acquired are ideal for volumetric strain evolution mapping in the PMC microstructure via digital volume correlation (DVC).
The present work demonstrates several novelties in the study of the mechanical behavior of additive manufactured material. One novel aspect of the current work comes directly from the experimental approach, leveraging in situ imaging toward the study of tension-induced damage evolution within the AM microstructure. Similarly, the current study utilizes very high temporal resolution of 4 Hz CT data acquisition rates in the study of volumetric microstructural evolution in a PMC. Through this approach, this study reports the deteriorative effects of SLS powder bed material recycling from a mechanical performance vantage. Additionally, this work explores print anisotropy effects in a SLS composite material through high-temporal-resolution 3D imaging. Based on the unique characteristics of the data obtained in this study, this work implements DVC to gain insight into strain and damage evolution volumetrically and at the microstructural scale in an AM microstructure. By coupling high-speed 4D tomographic imaging with mechanical testing and DVC, a wealth of information on the mechanical effects of recycled SLS powder material in conjunction with print direction anisotropy is gained at a far field and microstructural scale. Thus, the experimental approach and analysis in this study of an additively manufactured thermoplastic composite under tensile loading provide new and unique insight into the relationship between processing, microstructure, and performance.
Materials and methods

Sample preparation
The samples in this study were printed directly into a dogbone geometry for mechanical testing. A series of samples were printed with differing amounts of recycled content and in several print orientations. A Formiga P 110 printer manufactured by EOS (Electro Optical Systems, Krailling, Germany) was used to fabricate the test specimens by SLS. The material that was chosen for the study was a propriety blend, PA (polyamide) 3200 GF (glass filled) (Electro Optical Systems, Krailling, Germany), which consisted of a polyamide-12 powder and spherical borosilicate glass particles. The average grain size of the powder stock material was 57 lm as reported by the manufacturer, and the average density of the SLSproduced parts was 1.22 g cm -3 . The density variation between the builds was minimal at 0.1 g cm -3 , decreasing with recycling. The dogbone test samples were all printed using the same 3D drawing. The CAD drawings were scaled 2.4% in the X and Y axis and 1.9% in the Z axis to reduce the effects of shrinkage.
To study the mechanical response of the printed parts along different print directions, the orientation of the gage length in the print layout was rotated to align with two orthogonal directions in the sintering plane (referred to as X and Y directions) and additionally in the direction perpendicular to the plane in which each consecutive layer was laser sintered (referred to as the Z direction) in the construction of the part (see Fig. 1b ). The laser scan pattern used for sintering was such that throughout most of the build, the X direction was the fast sintering direction, the Y direction was the intermediate-speed sintering direction, and the Z direction was the slowest sintering direction. However, during sintering process for a given XY plane, the perimeter of the parts' cross section was sintered before the interior. During printing, the powder bed and contained source material were heated to 169°C, just below the melting temperature of the material of 172-180°C, and material in the build removal chamber was heated to 150°C. All the tensile specimens were printed in the optimal central region of the print bed to minimize thermal gradients that could result in part curling and deformation. During printing, each tensile specimen was placed at least 5 mm away from each neighboring part and at least 6 mm from the bottom powder layer. All the tensile specimens in the present study were made in a single print cycle. The tensile specimens were printed using a 30-W CO 2 laser, and after sintering cooled at a rate of 1.5°C min -1 . After printing, residual surface material was cleaned at a breakout station by sieving loose powder and blowing off loose particles from the surface using compressed air. After sintering of the parts was complete, the parts were removed, and the process repeated. The powder bed material that was not sintered into the previous parts was reused. This material is referred to as 'recycled material.' Powder stock that was not in the printer for any previous print cycles is referred to as 'virgin material.' The recycled material had a thermal history from previous print cycles. It was unknown whether the inclusion of recycled material in sample preparation for this experiment would affect the quality of the sintered particle interface with the neighboring particles or the previously sintered layers, or through the microstructure of the stock particles themselves. To investigate recycled material mechanical degradation effects, dogbone specimens with their gage lengths aligned in each print direction were prepared with three blends with varying proportion of virgin material and recycled material. The virgin-recycled proportion of the blends in this study were 100-0, 70-30, and 50-50. The recycled powder was mixed for 5 min with the virgin powder and/or other recycled powder using a cement mixer, stored for 24 h in a metallic container to dissipate electrostatic charge, and returned to the printer's powder bed before sintering the blended tensile specimens.
The samples investigated in this study will be referred to as X50, X70, X100, Y50, Y70, Y100, Z50, Z70, and Z100, where the letter indicates the print direction parallel to the gage length and the number indicates the amount of virgin material used in the powder bed in the printing of the tensile specimens. The tensile specimens were 'flat' dogbones, with a rectangular cross section in the grip and gage length regions. The dogbone geometry has a grip section on either end of the part, and a narrowed region in the center of the part as the gage length. In order to ensure that the failure process was captured by highresolution X-ray tomography, where the field of view was limited to 3.4 mm in the vertical direction, a small, round notch was placed into the center of the gage length. The notch was made in the sample during printing. The sample print design dimensions are provided in Fig. 1a , and a schematic of the dogbone layout for the orientation study is provided in Fig. 1b . A photograph of one of the printed tensile specimens is provided in Fig. 1c . It is worth noting that for the Z series specimens, all had the Y print Figure 1 Schematic of a the tensile specimen geometry (not to scale), b the tensile specimen sample print layout for the study of mechanical anisotropy with print direction, and c a photograph of an actual tensile sample shown for scale with a US penny. direction parallel to the notch length, the Y-series specimens had the X print direction parallel to the notch length, and the X series samples had the Y print direction parallel to the notch length. It is expected that the material properties along the direction parallel to loading direction will dominate the mechanical behavior. While the effects of notch orientation within the cross section of the X, Y, and Z series samples should not be discounted, it is not included as a factor in this study.
Microtomography
X-ray microtomography was performed at Argonne National Laboratory's Advanced Photon Source, Beamline 2-BM, Hutch A. A schematic of the X-ray imaging and mechanical testing configuration is provided in Fig. 2 . The beamline was configured for pink beam imaging, in order to achieve higher X-ray intensity for high-speed imaging. The energy of the polychromatic 'pink' beam ranged from 15 to 40 keV, with a peak intensity at 27.5 keV. For X-ray imaging, a scintillator-lens-camera configuration was used. A pco.dimax S4 CMOS camera was used for imaging, consisting of a 2016 9 2016 array of square pixels, each with an 11 lm edge length. A long working distance Mitutoyo 2 9 lens was used to magnify the visible light images that were converted from X-ray shadow images by a 100-lm-thick LuAG:Ce scintillator. These factors resulted in isotropic voxels with a 5.5-lm edge length in the tomograms. However, the maximum beam height was 3.4 mm. This resulted in a maximum field of view of approximately 3.4 9 11 mm 2 at the scintillator, and a cubic 3.4 9 11 9 11 mm 3 maximum reconstruction volume. Due to the width of the sample being much less than 11 mm, the recorded images were cropped down in width to only the central 1008 pixels. The tomogram volume, then, was 640 9 1008 x 1008 voxels, or 3.4 9 5.5 9 5.5 mm 3 . After reconstruction, this volume was cropped down to cover only the sample. The distance from the sample to the scintillator was kept at 15 cm. Before performing in situ imaging and applying load, a slow scan was performed on the as-printed dogbone samples. For this initial scan, 1,500 evenly space images were acquired over a 180°rotation range at a rotation rate of 30°s -1 with 900 ls exposure for each image. During tensile loading of the sample, the sample and the containing load fixture were rotated continually in a 'tornado scan' fashion, as opposed to a back-and-forth scan motion sometimes referred to as a 'washing machine' scan mode. In order to perform the tornado scan with the loading fixture in place, a slip ring was used for electrical contacts to control and power the fixture's motor and acquire data from the load cell. The rotation rate used for imaging was 500 ms per full rotation, in other words, 720°s -1 , or 2 Hz. Once the rotation reached full speed, loading and imaging simultaneously began. During tensile loading, 901 evenly spaced images were acquired over each 180°rotation with a 200-ls exposure and a 255-ls gap between exposures. So, four reconstruction volumes, or tomograms, were acquired for each second of loading, that is, at a rate of 4 Hz. The camera was able to record approximately 45 GB of radiographs before requiring a readout to external memory. The field of view for this experiment was set large enough to comfortably cover the sample cross section, but was minimized for the sake of camera memory, to maximize the number of radiographs/tomograms that could be acquired. In conjunction with the field of view in the radiographs and the number of images acquired per rotation, the camera limited the acquisition to 22 full rotations of imaging, equivalent to 44 tomograms from unique radiographs. At the conclusion of imaging, roughly 20 min was required to off load the radiographs, roughly 45 GB, from the camera to a hard disk. During this time, the sample was removed from the loading fixture and a new sample was mounted. In reconstructing the data for analysis, each stack of projections corresponding to each 180°rota-tion period was input to TomoPy [29] for GRIDREC reconstruction [30] , using stripe removal filtering [31] and Paganin phase retrieval [32] in the process.
In situ tensile testing
Dynamic X-ray microtomography imaging was performed on the PA 3200 GF tensile specimens under tension. Due to time constraints, just one sample of each composition and each print direction was tested, yielding nine samples tested in total under dynamic CT. This was made using a custom load fixture shown in Fig. 2 . This load fixture has been previously detailed [33] and used for in situ tension studies at a synchrotron imaging beamline [34] , where the only difference in this study was the use of slip rings to eliminate any wiring entanglement during the tornado scan rotation. Tensile testing was performed in displacement-control mode, with 3.95 lm steps. A displacement rate of 0.1 mm s -1 was used. With the 10 mm gage length of the tensile specimens, this corresponded to a strain rate of 0.01 s -1 , or 1% s -1 . The manufacturer-specified strain-at-failure for the printed material was 9%, so it was expected that the material would fail after roughly 9 s of imaging, or, after 36 CT datasets with the aforementioned reconstruction method. The load cell count output was calibrated and recorded in Newtons at a rate of 1 kHz. The step size of the motor was 0.006 mm, and maximum force output at 5 V was 500 N.
Digital volume correlation
From in situ CT imaging under mechanical load, a 4D dataset was acquired for each sample. In other words, a 3D tomogram of a region of interest in the gage length existed for each sample at various points throughout its tensile deformation. Given the presence of random, densely distributed, high-contrast, point-like, glass microbead features in the microstructure of the tensile specimens' tomograms, the data enabled application of DVC techniques for measurement of microscale strain in the region of interest. The Vic-Volume software package (Correlated Solutions) was used to volumetrically map the strain evolution inside the samples during tensile testing. The software used DVC methods, similar to digital image correlation methods for surface-imaging-based method for strain mapping, but with extensions to accommodate for three-dimensional feature tracking and extensions for considering threedimensional translations and rotations. The details of the DVC method have been described previously [35, 36] . In short, DVC uses a reference state and a deformed state to calculate a three-dimensional displacement field based on automated feature tracking and the voxel size of the image volume. Then, the displacement field is converted to a strain field for the three primary volume directions (e xx , e yy , and e zz ) and the three corresponding shear directions (c xy , c xz , and c yz ). In this experiment, the loading direction was applied along the gage length, which was parallel to the rotation axis, defined here as being parallel to e zz . In this study, the engineering strain e zz was calculated with a search window of 61 voxels, a subset of 11 voxels, and using the sum of square errors correlation method.
Prior to DVC analysis, but after reconstruction, the in situ datasets for a given sample were cropped to the largest common material volume and aligned manually with respect to a recognizable plane on one side of the failure region. Then, the volumes were filtered in Avizo Fire 9.0.1 (FEI, Visualization Science Group, Burlington, MA) to reduce noise in the images to aid in feature correlation. The reconstructed volumes were filtered with 3D edge-preserving smoothing, followed by 2D non-local means filtering in the reconstruction planes of the tomograms perpendicular to the loading direction, and then subjected to DVC analysis. After correlation between the reference and deformed states for each sample, a strain volume was calculated. The strain volume for each state was masked so as to force 'zero' strain values where in fact no material was present. This was accomplished by creating a mask of the material portion of the tomography volume. The 3D mask was created by segmenting the solid material from the corresponding tomography volume. The mask was then applied to the strain volume. This final step resulted in strain volumes, which had zero values of strain forced on contained porosity, surface porosity, and the air surrounding the sample.
In order to test a larger sample population, EOS PA 3200 GF tensile specimens were tested in tension without any imaging, or ex situ. These tests eliminated possible X-ray effects on mechanical properties and allowed a larger sample size to be studied. A CT500 (Deben UK Limited) micromechanical testing fixture was used to measure the miniature tensile specimens' tensile response. Samples of each print orientation were tested for each recycled material composition. The samples were pulled at a rate of 0.1 mm min -1 , or 1.67 lm s -1 . The load was measured at each displacement step, and the actual displacement of the gage length was inferred from the motor step size and the number of motor steps. Tensile test data and analysis from ex situ testing with a larger sample size than was practical for in situ analysis are presented and discussed in 'Results and analysis' section and 'Discussion' section.
Results and analysis
Microtomography with in situ tensile testing
Mechanical characterization
The reconstructed CT data resulted in 3D images, which captured the key microstructural features in the dogbone samples. In the CT data, the samples' voids, nylon matrix, and glass particles were clearly observed. The voids in the data were the darkest features in the sample, with grayscale values similar to the surrounding air. The polymer matrix was observed as the continuous, intermediate intensity phase across the tomograms. The spherical glass particles appeared as circular features in a given virtual cross-sectional image of the sample volume, and being the most heavily attenuating phase of the tomogram, had the largest intensity of all the Figure 3 A virtual cross sections through the reconstructed volumes of the X70 sample at various times and average farfield strains throughout the tensile deformation progressing from a undeformed, to f failure, with the solid red arrows indicating particle-matrix separations and the dashed arrows emphasizing ligament formations. The white circles are the cross sections of the glass particles, the gray surrounding is the polyamide. Air is seen on the right and left.
features. These features are shown in Fig. 3a for sample X70.
As described in 'Materials and methods' section, the sample was imaged in a static condition before beginning dynamic imaging. The static tomogram was derived from a load-free sample, finer angular sampling, and radiographs of longer exposure. As expected, the static CT scans yielded the highest quality tomogram (Fig. 3a) . The dynamic tomograms of the samples under tension revealed similar microstructural features, although possessed a greater amount of noise due to the high scan rate and possessed a coarser resolution due to the sample straining during the scans. The blur effect of the in situ tension testing was minimal at the onset of loading, but was exacerbated near total failure of the sample, particularly so for images acquired after the ultimate tensile strength was reached when the strain rate was increased during necking. Near-failure, significant blurring was observed as a result of the samples' recoil. Figure 3 portrays a fixed cross-sectional region of the dynamic tomograms of sample X70 under tensile loading in the vertical direction at various key stages throughout deformation. This cross section shows the entire width of the sample, and the height of the sample covers roughly 1.7 mm of the sample both above and below the notch, and the cross-sectional image corresponds to the middle position of the sample in the depth direction. The effect of extent of deformation on the image blur is shown in Fig. 3 .
The virtual cross sections of X70 shown in Fig. 3 capture the same microstructural features as tensile deformation progresses. The virtual cross sections shown are orthogonal to the axis of the slight notch and taken from the center of the sample. The notch is shown centrally in the images at the right side of the sample. In Fig. 3 , loading was in the vertical direction. Figure 3b shows the same cross section as Fig. 3a , but instead of before loading, portrays the sample near the end of its elastic deformation regime after 2.25 s of loading. The deformation captured in Fig. 3b was small and may only be observable in the overall change in the size of the image necessary to capture the same features, which was just a few pixels. Figure 3c shows the same cross section in the early stages of plastic deformation, but before the peak load was reached, after 4.00 s of loading. Here, the deformation occurring is more obvious, but still, no significant damage can be observed in the sample. When the sample reached its peak load after 6.50 s of tension, the severe deformation and damage of the sample are indisputable, as shown in Fig. 3d . At this stage of tension, the notch at the right was significantly spread, voids appeared to elongate, and particle-matrix separations were observed (solid arrows in Fig. 3 ). After 8.00 s of loading, as shown in Fig. 3e , the sample approached the end of its plastic deformation. The extent of particle-matrix separation was increased, the matrix was seen to separate, and small ligaments of matrix were seen to branch what became the fracture surfaces (dashed arrows in Fig. 3 ). Blurring in the tomograms at this stage became significant. Just before ultimate failure after 8.50 s of loading, as shown in Fig. 3f , the tomogram became very heavily blurred due to excess sample motion as the material breaks and elastically recovers, and by this time only a few remaining ligaments were in the process of breaking. A volume rendering of the damage progression is provided in Fig. 4 . Throughout tensile deformation, the relative positions of the glass microbeads which were relatively distant from the failure surface are maintained, for example the dense row of three particles indicated by the solid arrow in Fig. 4 . Near the failure surface, however, the features become distorted. As indicated by the dashed arrow, a cluster of two microbeads which started out with a strong vertical alignment (Fig. 4a,  b ) distort into a strong horizontal alignment (Fig. 4c) . The ligaments branching the sample halves just before failure are visible in Fig. 4c . As visible in Fig. 4 , the particles were never observed to fail; rather, voiding at the interface between the particles and the matrix was observed. These interfacial debonding events were observed around the time the ultimate tensile strength was reached for all print directions and recycled content. As shown in Fig. 4 , the failure of tensile specimens was observed to occur by first a slight necking near the notch, followed by interfacial particle debonding in the neck, followed by the formation of branching matrix ligaments between the debonding events, followed by rupture of the matrix ligaments resulting in sample failure. The dynamic CT data for all the samples portrayed similar characteristics as sample X70.
An approximate stress and strain value were sought for each recorded load point. For each sample tested in situ, an average engineering stress was calculated from the load data at each sampling point. Using the static tomogram, the cross-sectional area of the sample was measured in each slice by segmenting both the glass and nylon phases from the surrounding air and the contained voids. A simple grayscale threshold proved effective with cutoffs between airpolyamide and polyamide-glass of 6087 and 8042 counts, respectively. The average cross-sectional area and area standard deviation were then calculated across the section of the gage length, which was contained in the tomogram. The mean stress was then calculated using the average of the area measurement in the initial, static tomogram. The cross-sectional area statistics of the initial, static tomogram were used for tensile stress calculation at each loading point up to sample failure, that is, an engineering tensile stress calculation was used. In the SLS-derived parts, some residual, unsintered powder material was observed across the surfaces. Visually and qualitatively, this residue appeared relatively minimal and consistent for all of the sample prints. As no repeatable technique was identified for omitting this presumably non-load-bearing material from the cross-sectional measurements, it was incorporated into the measurement of cross-sectional area and engineering stress. This approach was expected to lead to a slight underestimate of engineering stress. Dynamic CT enabled measurement of the displacement at each point using the tomogram itself, by measuring distance changes between features across the tomogram in line with the loading direction. For this study, however, DVC was used to measure local and quasi-far-field (edge of volume) strains in the sample autonomously. Yet, additionally, an approach was taken to approximate the far-field tensile strain, e, in the samples without any imaging knowledge. With this approach, the displacement at each point of loading was approximated using the step size of the loading motor (6 lm) and the number of motor steps applied. Then, the printed gage length was used to approximate the far-field strain, e, in the sample at each loading point. This, of course, was an approximation and was expected to be an overestimate of e, as some compliance of the loading fixture was expected. Particularly, at the onset of loading, it was observed that motor steps were applied without any increase in the measured load. These initial motor steps were not counted in the displacement approximation. After the load frame was engaged with the motor, it was expected that the system compliance would be most significant at high loads.
Alternatively, the true stress and true strain during dynamic tension testing were also analyzed. Essentially, this method utilized all of the dynamic tomograms. The true strain was calculated by taking the measured load at a given point in tension divided by the minimum cross-sectional area of the sample at the same point in loading. As each tomogram reconstructed corresponded to 0.25 s of loading, an average load in the same time frame was used. The minimum cross-sectional area was calculated using a threshold segmentation of all the solid in the tomogram, over the imaging field of view in the vertical direction. The true stress calculations became controversial after the ultimate tensile strength (UTS) was reached, when the local strain rates were greatest near failure, and the images became heavily blurred. The blurring effect near failure resulted in visible Figure 4 3D renderings based upon the X-ray absorption from dynamic X-ray tomograms of a highly absorbing borosilicate microbead particle (purple)-reinforced polyamide-12, moderately X-ray absorbing matrix (green) specimen's deformation under tension, showing a the undeformed state, b after necking, and c immediately preceding failure, with arrows provided for particle tracking throughout deformation.
inaccuracies of the segmentation procedure (see Fig. 3f ). For a given sample, the true strain was quantified by tracking two features on either side of the failure region (the notch) in the dynamic tomograms, in the center of the cross sections, throughout loading. The true strain measurement was much more dubious than true stress and was found to vary depending on the range of the gage length used for the measurement. This was a result of the notched region of the gage length dominating the plastic deformation and failure of the sample. Because failure occurred in the notch region, this region was also the focus of measured displacement after plastic onset. Therefore, the further apart the particles used for displacement tracking, the smaller the inferred true strain. For the X100 sample, a comparison between these two methods for stress and strain analysis is provided in Fig. 5 . The result shown in Fig. 5 was based on true strain calculation using two features on either side of the notch, equidistant from the notch, with an initial separation of 1.35 mm. In Fig. 5 , it can be seen that these two methods produce similar results until plastic onset. One obvious inaccuracy in the true stress versus true strain behavior shown in Fig. 5 is the decrease in true stress near failure, believed to be caused by erroneous, inflated measurement of the cross-sectional area in the tomograms near failure that were plagued with motion artifacts.
For these reasons, the aforementioned methods for approximating the engineering stress and engineering strain were preferentially implemented for analysis of tensile data acquired under dynamic CT to compare of the different samples' tensile response. Additionally, engineering stress and engineering strain may provide a more direct comparison with other, more traditional results of the PA 3200 GF material, including those which were reported by the manufacturer. The average engineering stress and approximate far-field tensile strain measured by this approach for the in situ tests of all samples are provided in Fig. 6 . The stress error bar shown in each direction of the mean stress corresponds to one standard deviation as derived from the cross-sectional variation. To achieve more accurate strain measurements, both locally in the microstructure and in a quasi-far-field fashion, DVC was applied to the dynamic tomograms and is described in 'Digital volume correlation' section. In Fig. 6 , the response of the X, Y, and Z anisotropy of the printed tensile specimens is plotted for each virgin/recycled material blend. Figure 6a shows the response of the 100% virgin material, Fig. 6b corresponds to the 70% virgin material blend, and Fig. 6c corresponds to the 50% virgin material blend. Table 1 summarizes the measured modulus of elasticity, ultimate tensile strength, and strain-tofailure for the samples tested in tension with in situ imaging. The modulus of elasticity was calculated using the slope in the linear regime of the stress versus strain curves. The ultimate tensile strength was simply taken as the maximum mean engineering stress. The strain-to-failure was determined as the approximate far-field engineering strain at which the mean engineering stress dropped below, arbitrarily, 0.5 MPa (Table 2) .
Microstructural characterization
With the dynamic CT data, the microstructure of the individual samples was analyzed. Primarily, the character of the porosity and the glass particle reinforcement were probed in attempt to elucidate any otherwise unexpected differences in mechanical behavior. For each sample tested in tension with in situ tomography, the porosity and glass particle reinforcement volume fraction was measured for the portion of the samples, which resided in the imaging field of view. A maximum rectangular sub-volume of the full tomography reconstruction, contained within the sample but not intersecting the surface, was used for the analysis, to exclude the air surrounding the sample from the volume measurements. This contained sub-volume was thus nearly 3.4 mm in the height direction, parallel to the imaged samples' gage lengths, and was used for both porosity and particle analysis. The measured values for each sample are provided in Table 3 . With the exception of sample Z50, the porosity content varied from 2.9 to 6.2%. Sample Z50 was an extreme outlier, with a porosity of nearly 19%. The porosity is expected to have an effect on the mechanical properties; however, the values reported in Table 1 and Fig. 6 were based on solid cross section only. In other words, the strength, stiffness, and stress values were effectively normalized to take into account the actual amount of material subjected to the tensile load of the tests. For the particle volume fraction values reported in Table 3 , the value reported is the percent of glass particle within the solid itself, not taking into account the porosity that was in the material. These values are representative of the powder stock material of the SLS printer on a solids basis. The particle fraction of the solid portions of the tensile specimens ranged between 23.6 and 27.8%, yielding much less sampleto-sample variation than the printed part porosity. Thus, the variations in the samples in terms of particle content were minimal and are not expected to have a significant impact on the mechanical results.
In attempt to quantify the error of the phase analysis, the segmentation was varied to determine the effect on the measured volume fraction of the porosity and the glass particle reinforcement. By dilating each phase three-dimensionally by one voxel from what was a visually optimal segmentation, an upper bound was established. By eroding each phase three-dimensionally by one voxel from what was a visually optimal segmentation, a lower bound was established. This was only performed for one sample, Y100, which was measured to have the median value in terms of porosity. By eroding the pore segmentation, the volume percentage measured for the pore b Figure 6 Engineering stress versus engineering strain acquired in situ with microtomography imaging at a strain rate of approximately 0.01 s -1 for the X, Y, and Z direction for a 100% virgin material, b 70% virgin material, and c 50% virgin material.
phase changed by -2.1%. By dilating the pore segmentation, the volume percentage measured for the pore phase changed by ?2.8%. By eroding the particle segmentation, the volume percentage measured for the particle phase changed by -9.1%. By dilating the particle segmentation, the volume percentage measured for the pore phase changed by ?10.6%. By visual inspection, the dilation and erosion results for each phase resulted in an extremely inaccurate segmentation. Nevertheless, the exercise provided some bounds, albeit extremely conservative, for the data reported in Table 3 . To summarize, the error of the particle volume percentage measurement was within ±10% absolute, and the error of the porosity measurement was within ±2.5% absolute. Although the particle volume fraction was not significantly different between samples, the results in Table 3 do not have any implication on whether , showing standard deviation (r) for some measurements with sample size (n) larger than one particle size and extent of clustering were similar between samples. For this analysis, the entire portion of the sample that was within the tomography field of view was utilized, that is, the edges of the sample were not excluded. To determine whether clustering and size varied within the sample population, the particles were subjected to individual analysis. After particle segmentation, the binarized objects were subjected to watershed-based splitting, to differentiate particles which were touching one another. A border-kill operation was then performed to remove features that were obstructed by the volume borders. The equivalent diameter was measured for each individual particle. Figure 7a portrays the distribution of particle size in terms of equivalent diameter for sample X50, which had nearly 10,000 particles in the volume. Sample X50, as shown in Fig. 7 , had a mean equivalent diameter of 61.2 lm, a median of 63.3 lm, with a standard deviation of 13.4 lm. The other samples in the test population did not vary significantly from sample X50. To analyze the distribution of particles and the extent of clustering, the barycenter coordinate of each individual particle was calculated. Then, for every particle, the minimum value for each direction's coordinate list made relative by a zero normalization, and then, each direction's coordinate list was sorted in ascending order. The result of this method is plotted in Fig. 7b for sample X50, showing the x, y, and z coordinate trends for every particle in the tomography volume. For every sample, the trend was predominantly linear without any apparent gaps, indicating that clustering was not significant along any given direction. The x, y, and z image directions in this analysis should not be confused with the X, Y, and Z print directions. The image directions here have the same orientation as the DVC-calculated strain directions provided in 'Digital volume correlation' section. Figure 7b shows that the x and y directions have sigmoid-like tails near at the extreme values of the measured range. This can be explained by the fact that the sample edges in the x and y directions were not defined by the image field of view, whereas the sample edges in the z direction were defined by the field of view in that direction. In other words, this is explained as a surface roughness effect. Apart from at the surface, the dense, linear trend shown for the barycenter coordinate of each particle in each direction suggests that the clustering, if present, was random. The analysis of the other eight samples produced similar linear trends, similarly indicating randomly distributed particles. Particle size and clustering did not appear to be significant factors in any variations of the samples' measured mechanical behavior.
Digital volume correlation
The engineering strain along the loading direction (e zz ) was mapped volumetrically for each sample tensile tested with in situ CT imaging using DVC. For each sample, only four tomograms out of the 45 acquired tomograms were utilized. The first of which was the CT from the static scan for each sample, used as the reference volume. The second CT used as input to DVC was the tomogram obtained from the end of the elastic regime. The third CT used as input for Figure 7 Glass particle analysis for sample X50 showing a particle size distribution, and b particle locations in three orthogonal directions of the tomography volume.
each sample's DVC analysis corresponded to the point in loading approximately half way between plastic onset and ultimate tensile strength in terms of far-field strain. The fourth and final CT analyzed with DVC for each sample corresponded to the point in loading at which the sample reached its ultimate tensile strength. Although analyses of the local strain in the samples at greater extents of deformation were sought, this was unsuccessful. Essentially, the tomograms lacked the temporal resolution to faithfully reconstruct the microstructure and implement feature tracking at points of rapid and drastic deformation. In other words, they were too blurry. Furthermore, the CT volumes near failure were significantly deformed with respect to the undeformed volume and were expected not to correlate well. The small subset of tomograms actually used for DVC was determined sufficient to gain insight into the relationship between the approximated far-field strain and the actual local and quasi-far-field strain present in the samples, and sufficient for visualizing and understanding damage accumulation in the samples. A comparison of the dynamic tomograms and the calculated e zz maps is provided in Fig. 8 . This comparison shows a virtual cross section through sample Z100 at plastic onset, midway between plastic onset and maximum stress, and at maximum stress. The orientation of the cross sections is identical to Fig. 3 , with the loading parallel to the vertical direction, the cross section orthogonal to the notch axis, and with the cross section corresponding to the middle of the sample. In Fig. 8d , the majority of the sample has e zz values, which were very close to the approximate farfield engineering strain values, although a small amount of material near the notch exhibits significantly higher e zz values than the far-field approximations. In Fig. 8e , even more of the sample near the eventual failure site begins to exhibit e zz values significantly greater than the far-field approximations, even surpassing 10% strain in an appreciable amount of the volume. It can be seen that the regions of strain localization correspond to the regions where failure, or cracking, initiate. Even still, far away from the eventual failure sites, which were far away from the notch, the DVC-calculated e zz values match closely with the far-field approximations. In Fig. 8f at peak load, very little of the tomogram possesses e zz values which were near the far-field approximations. The e zz [ 10% volume increased and localized around the initiated crack. After crack formation behind the notch, DVC results indicate that the material above and below the formed crack maintain the plastic strain imposed before crack formation, a result that is Figure 8 Virtual cross sections of Z100 sample under tension at various times and far-field strain states through the a-c reconstructed sample volumes, and d-f the corresponding DVC-calculated e 33 strain-map volumes for the strain parallel to the loading direction. Figure 9 Orthogonal virtual cross sections through the DVCcalculated strain-map volume for the strain parallel to the loading direction (e 33 ) after 2.75 s of tension at a far-field strain of 2.24% for sample X50, located a in the notch region and orthogonal to the loading direction, b in the center of the sample and orthogonal to the notch axis, and c directly behind the notch and orthogonal to 'a' and 'b'. Figure 10 Virtual cross sections through the DVC-calculated strain-map volumes for the strain parallel to the loading direction (e 33 ) for tensile specimens printed 100% virgin material a-c in the X direction, d-f in the Y direction, and g-i in the Z direction, where the far-field strain state corresponds to a, d, g the end of the linear regime, b, e, h midway between plastic onset and peak stress, and c, f, i at peak stress.
consistent with the unrecoverable nature of plastic deformation. Figure 9 is provided to demonstrate the volumetric nature of the DVC-calculated e zz maps, which is not well portrayed with a single cross section. Figure 9 shows three orthogonal cross sections of a single e zz volume generated for sample X50. This figure demonstrates the complex, three-dimensional nature of strain localization near defects in the gage section.
Cross sections of the e zz volumes are provided for all of the in situ tested samples at plastic onset, midway between plastic onset and peak stress, and at peak stress in Figs. 10, 11 and 12. Figure 10 covers the directional dependency space for the 100% virgin material, Fig. 11 covers the 70% virgin material samples, and Fig. 12 covers the 50% virgin material samples. DVC is based on feature tracking and is not void of errors or artifacts. Errors in strain mapping from DVC can occur where the algorithm believes to find a feature match from one tomogram to another, but in fact finds a different feature altogether. Some of the artifacts of this technique were found near the sample edges, for example visible below the notch in Fig. 10i , near the bottom of the images in Fig. 11i and Fig. 12c , and near the top of the image in Fig. 11f . Figure 11 Virtual cross sections through the DVC-calculated strain-map volumes for the strain parallel to the loading direction (e 33 ) for tensile specimens printed 70% virgin material a-c in the X direction, d-f in the Y direction, and g-i in the Z direction, where the far-field strain state corresponds to a, d, g the end of the linear regime, b, e, h midway between plastic onset and peak stress, and c, f, i at peak stress.
Due to experimental constraints at the synchrotron beamline and the challenges of big-data analysis, the number of samples per print variable tested with in situ CT was limited to one. A larger sample size was used for tensile testing without imaging. Engineering stress values were approximated from load values in the ex situ tests by using the average crosssectional area measurements of the CT data of the same sample types. Similar to the in situ approach, the engineering strain values were approximated using the tension motor's displacement and the gage length of the tensile specimens. Shown in Fig. 13 are the results of the ex situ tension testing. In Fig. 13 , the response of the X, Y, and Z anisotropy of the printed tensile specimens is plotted for each virgin/recycled material blend. Figure 13a shows the response of the 100% virgin material, Fig. 13b corresponds to the 70% virgin material blend, and Fig. 13c corresponds to the 50% virgin material blend. No error bars are shown in this plot to aid in visualization of the variations in repeat tests. Table 2 summarizes the approximate modulus of elasticity, ultimate tensile strength, and strain-tofailure for the samples tested in tension with ex situ imaging. The modulus of elasticity was calculated using the slope in the linear regime of the stress Figure 12 Virtual cross sections through the DVC-calculated strain-map volumes for the strain parallel to the loading direction (e 33 ) for tensile specimens printed 50% virgin material a-c in the X direction, d-f in the Y direction, and g-i in the Z direction, where the far-field strain state corresponds to a, d, g the end of the linear regime, b, e, h midway between plastic onset and peak stress, and c, f, i at peak stress.
versus strain curves. The ultimate tensile strength was simply taken as the maximum engineering stress. The strain-to-failure was determined as the approximate far-field engineering strain at which the mean engineering stress dropped below, arbitrarily, 0.5 MPa. Samples that appeared to have an anomalous, delayed deformation onset were excluded from the modulus of elasticity and strain-to-failure average values reported in Table 2 . The number of samples taken in the averaging measurements, n, and the measurement standard deviation, r, for the ex situ tests are provided in Table 2 .
Discussion
In situ tensile testing For the 100% virgin material samples, the mechanical behavior is fairly isotropic, though sample Y100 appears to exhibit slightly higher strength and ductility than X100 and Z100. Relative to the 100% virgin material samples, the 70% virgin material samples exhibit a measurable decrease in UTS for all print directions. Although sample X70 exhibited a much higher strain-to-failure than sample X100, no significant difference in strain-to-failure is observed between samples Y70 and Y100 or samples Z70 and Z100. In the 70% virgin material sample class, the Z direction appears to be most negatively affected by the addition of recycled material with respect to UTS. In the 50% virgin material class, sample X50 shows negligible difference to sample X70 in terms of UTS and strain-to-failure. With respect to sample Y70, sample Y50 had a measurably lower UTS, but no significant change in strain-to-failure. With respect to sample Z70, sample Z50 showed a significant decrease in UTS and an increase in strain-to-failure.
Across the sample population, the most significant effect of recycled content is manifested in Z direction samples. The addition of recycled material appears to b Figure 13 Engineering stress versus engineering strain acquired ex situ at a strain rate of approximately 1.7E-4 s -1 for the X, Y, and Z direction for a 100% virgin material, b 70% virgin material, and c 50% virgin material, showing repeat tests with dots and dashes.
reduce the UTS of the Z direction from comparable to the X and Y directions to that of significantly lower. Conceivably, the Z direction properties may be fundamentally different than the X and Y directions, because the SLS technique renders this orientation unique in that it is the slowest (between-layer) sintering direction. It can be seen that the Y direction's UTS relative to that of the X direction's appears to evolve from somewhat higher to somewhat lower with increasing recycled material content. Finally, the X direction, being the fast sintering direction, appears to be least affected by the recycled content in terms of strength. The higher UTS of Y100 with respect to X100 is suspected to be potentially based on variations in the samples, as this is not explainable with the rest of the observed trends in sample strength. This observation must be confirmed with a larger sample population.
Digital volume correlation
The application of DVC to the dynamic CT data confirms that strain localizes around the defects present in the gage section of the tensile specimens.
Although an intentionally placed notch is ideal for capturing failure events with limited field-of-view imaging, it did result in reduced mechanical performance. The far-field strain e in the gage length at failure is seen to be substantially lower than the local strain e zz which is measured throughout tensile testing. In other words, while the samples failed at e of 3-8%, strains of greater than 10% were measured locally near the failure site. The DVC strain maps also demonstrated the capability to predict wherein the material the failure eventually occurred. While DVC data are strictly quantitative, the present report makes only qualitative observations of these results, and the perceived errors in mapping near the edge of the sample, while inconsequential to the conclusions of this report, should be noted as a possible limitation in quantitative analysis of three-dimensional strains mapped in the present work. However, in the DVC maps, as the distance away from the failure site increases, the local e zz value appears to converge with the e value. The results of DVC demonstrate that strain localization is complex throughout the sample, seemingly clustered around void defects within the material.
In the material printed with 50% virgin materials, the highest recycled content explored, the bands of strain localization spanned relatively large distances away from the initiation of strain localization, branching relatively far above and far below the notch region in the dogbone samples. This phenomena is shown, for example, in Fig. 12c , f, i. In one interesting case, the bands were manifested in distinct, separated, and somewhat symmetric regions, visible in Fig. 12g . This large vertical spanning was not apparent for the material printed with less recycled powder bed content, perhaps with the exception of sample X70 (Fig. 11d) .
The DVC volumes were masked using a segmented volume of the solid phases from the sample tomograms, so that the resulting strain maps only corresponded to points that had yet to fail. Additionally, DVC results were only presented here up to the ultimate tensile strength, when the sample deformation was relatively small. Only the DVC results up to the ultimate strength were believed to be credulous, as significant amount of motion artifacts were present in the proceeding dynamic tomograms. From the results provided in Figs. 10, 11 and 12, the challenge of manually and accurately measuring true strain is apparent; that is, the effect of the reference length used on the measured value can be inferred in the variation of e zz across the sample.
Ex situ tensile testing
In the ex situ testing, it was possible to test multiple samples of identical recycled content and print orientation. In general, the behavior seemed very repeatable, that is, there was not a significant variation in the mechanical behavior for repeat tests (Fig. 13) . For the 100% virgin material samples, the mechanical behavior is fairly isotropic, though the Z100 samples appear just slightly weaker. With increasing recycled material content, the UTS of the X samples was least reduced, the UTS of the Y samples was somewhat reduced, and the UTS of the Z samples was drastically reduced. As mentioned in 'In situ tensile testing' section, this appears to be related to the sintering speed in the build of the part, where X is the fastest print direction and Z is the slowest. Whereas the strain-to-failure of the X direction samples seemed to drastically increase with recycled content in the in situ tests, this effect was much more moderate in the ex situ measurements of a larger sample population. The ex situ tests also suggest that the higher strength observed for in situ sample Y100 relative to in situ sample X100 was anomalous.
Relative to the in situ tests, the ex situ tensile tests were conducted at a 60 times slower strain based on differences in testing equipment. The strain rate dependence appears significant, where the tests conducted at the higher strain rate appear to have roughly 50% greater UTS and strain-to-failure values. From the literature, a reduction in yield strength at lower strain rates has been observed for polyamide-6 [37] and particle composites of polyamide-6 [38] , and this is expected to similarly translate to the UTS of polyamide-12. Yet, lower strain-to-failure values at slower strain rates are not expected [39] . At slower strain rates, strain-to-failure is expected to be the same if failure is dominated by the notch, or larger if enhanced by matrix recovery. Possibly, the higher apparent strain to failures in the in situ data is a result of higher instrument compliance, although this is unclear. Alternatively, it could be that the lower strain to failures in the ex situ data was due to sample misalignment or other experimental errors, but this seems unlikely to have been the case with such consistent difference between the two different testing methods. The prior appears to be a more likely artifact because the far-field strain values were mere approximations based on motor displacement, as discussed in 'Microtomography with in situ tensile testing' section. However, within both ex situ and in situ analysis, respectively, the main parameters of the current study (the combined effects of recycled content and print direction) appear to have trends, which hold true between both testing methods.
Conclusions
The tensile properties of an additively manufactured particle-reinforced polymer matrix composite material was studied using in situ synchrotron X-ray computed microtomography, achieving a high temporal resolution of 4 Hz. The effects of recycled source material with a thermal history in SLS were investigated for the three primary sintering, or printing, directions. High-speed CT imaging enabled a qualitative analysis of the deformation and damage processes, including initiation and propagation of interfacial voiding between the matrix and particle phases, matrix pore elongation, and matrix cracking in the composite material. Failure occurred in all the tensile specimens through the following sequence: slight necking in the area of minimal as-printed cross section, matrix-particle debonding in the neck, formation of matrix ligaments that branched the neck between the debonding sites, and ultimate failure of the sample after failure of the ligaments.
The mechanical data recorded during the dynamic CT imaging provided insight into the effects of recycled material and sintering direction. It was found that tensile properties in the layer-to-layer direction of the SLS parts were comparable to the inlayer directions for parts printed without using any recycled material. However, it was found that the between-layer strength of the printed composites was degraded significantly with respect to the in-layer directions with the addition of recycled material and that the addition of recycled material had at least a slight degradation effect on the strength of the printed composite along all print directions. Within the print plane, in the X and Y directions, the slower of the sintering directions (Y direction) was found to be more affected by the incorporation of recycled material in terms of strength. For this material, the tension results suggest that the effect of recycled material from the SLS print bed degrades the strength in all print directions, but with increasing severity for the slower print direction.
Tensile testing was also performed ex situ, and the results of these tests provided insight into the repeatability of the tensile properties for the SLS composite material. The ex situ tests also provided an understanding of the strain rate dependence in these materials, showing that a viscoplastic behavior existed and that higher strain rates provided higher ultimate tensile strength. The difference in strength at the two different strain rates applied appears in line with the literature reports for nylon. The strain-tofailure difference, however, was found to be contrary to expected strain rate effects. The effect of strain rate on absolute strength and absolute strain-to-failure in the present study was convoluted by possible effects of X-ray degradation. Most importantly, the ex situ tensile testing verified the anisotropy and recycled content trends observed with a limited number of in situ tests of the additively manufactured glass particle-reinforced nylon matrix composites.
The application of DVC enabled quantitative analysis of the deformation and damage present in the samples imaged with microtomography with in situ tensile testing. The DVC results demonstrated that the calculated e zz strain volumes were able to map out local strain values, quantify strain localization, and even predict where failure would occur in the material. The locally measured strain values appear reasonable with respect to the far-field strain approximations. DVC analysis of the in situ microtomography images revealed qualitatively that in the material with high recycled powder bed content, bands of high tensile strain formed more in line with the loading direction, traversing the SLS print planes.
The manufacturer specified a strain-to-failure of 9% using the engineering definition, which is greater than the result of the engineering strain analysis method for either the in situ or ex situ measurements in this work. This is conceivably due to the presence of flaws including the intentional surface notch. Unintentional print porosity was also observed in the samples, another flaw which is likely to significantly influence the measured strainto-failure. Future work should focus on repeating this experiment on material with even less print porosity, with varying strain rate both with and without X-ray exposure, incorporating all the DVC shear and normal strain results in the analysis, and with repeat tests of identical samples under identical test conditions.
