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FOURIER TRANSFORM OF THE ADDITIVE GROUP IN
ALGEBRAICALLY CLOSED VALUED FIELDS
YIMU YIN
Abstract. We continue the study of the Hrushovski-Kazhdan integration theory
and consider exponential integrals. The Grothendieck ring is enlarged via a tau-
tological additive character and hence can receive such integrals. We then define
the Fourier transform in our integration theory and establish some fundamental
properties of it. Thereafter a basic theory of distributions is also developed. We
construct the Weil representations in the end as an application. The results are
completely parallel to the classical ones.
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1. Introduction
The Hrushovski-Kazhdan integration theory [12] is a major development in the
theory of motivic integration. The fundamental idea of the theory is to construct
canonical homomorphisms between various Grothendieck rings associated with the
first-order theory ACVF of algebraically closed valued fields. The simplest of these
constructions are presented in [20, 21]. In this paper, based on the work and ideas
in [12], we demonstrate how to extend the construction to include parametrized
exponential integrals, typically of the form∫
y∈VFm
∫
x∈VFn
f (x, y) exp(g(x, y)),
where the requirements on the definable functions f , g are very natural.
1991 Mathematics Subject Classification. Primary 03C60; Secondary 11S80, 20C08.
Key words and phrases. Fourier transform, motivic integration, algebraically closed valued fields.
1
2 YIMU YIN
To describe in a few words how motivic integration is different from classical in-
tegration it seems best to begin by pointing out that the ring that provides values
for integrals is not the real field but a Grothendieck ring. The latter is traditionally
constructed from equivalence classes of algebraic varieties and, more generally in
the model-theoretic setting, from equivalence classes of definable subsets. Topolog-
ical tools that are essential to many classical constructions are no longer available;
instead, since it was first introduced by Maxim Kontsevich in 1995, techniques from
first-order model theory of definable sets underlie much of the development of this
new kind of integration. In fact, at risk of being overly simple-minded, one may
think of motivic integration as classical integration with the topological concepts of
“continuity”, “convergence”, etc. replaced everywhere by the model-theoretic con-
cept of “definability”.
To be sure, the class of definable integrals is conceptually narrower than the class
of integrals that can be more or less dealt with classically. However, there are many
reasons why the motivic approach to integration will play an increasingly important
role. We mention two here.
Firstly, the progress in model theory in the last few decades suggests that many
natural mathematical properties are subject to first-order treatment. In our context,
given the fact that some very complicated integral identities are already motivic
(see, for example, [3, 6]), it is reasonable to expect that many other important kinds
of integrals are definable in some first-order languages and hence may be studied
motivically. We note that, in their recent paper [14], Hrushovski and Kazhdan have
developed a partially first-order method to study adelic structures over curves and,
in particular, have obtained a global Poisson summation formula.
Secondly, if one is more interested in the structure of a space of functions (for ex-
ample, functional equations) than actual computation of functions, then constantly
worrying about things such as convergence seems to be an unnecessary burden. By
this we just mean that there is no need to insist on assigning “numerical values” to
integrals, especially when it is not possible, and sometimes working with “geometric
values” is more effective. Definable integrals are of a more geometric nature and
are better behaved, at least before specializing to local fields. Some pathological
phenomena afforded by point-set topology are thus avoided. For example, while
classically it is possible that two iterative integrals of a function exist but are not
equal, this cannot happen to definable integrals. This is our version of the Fubini
theorem (Proposition 3.11).
This better behavior of definable integrals mentioned above may be a result of
how motivic measure is manufactured: the volume of a geometric object is somehow
provided by the object itself, subject to certain geometric equivalence relations.
The construction of exponential integrals in this paper is very illustrative of this
“tautological” nature. To expand on this point, let us take a brief moment to outline
how canonical homomorphisms between various Grothendieck rings are constructed
in [12, 20, 21, 23].
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Let (K, val : K −→ Γ) be an algebraically closed valued field, where val is the
valuation map, and O, M, k the corresponding valuation ring, its maximal ideal,
and the residue field. Let
RV(K) = K×/(1 +M)
and rv : K× −→ RV(K) be the quotient map. Note that, for each a ∈ K, val is
constant on the subset a + aM and hence there is a naturally induced map vrv
from RV(K) onto the value group Γ. The situation is illustrated in the following
commutative diagram
k× RV(K)

//
OrM
quotient


K×

//
rv


Γ
vrv
// //
val
$$ $$
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
where the bottom sequence is exact. This structure may be expressed by a two-
sorted first-order language LRV (see Defintion 2.1), where K is referred to as the
VF-sort and RV is taken as a new sort, the RV-sort. Moreover, there could be extra
structure in the diagram above; in particular, for the construction in this paper,
there is a cross-section csn : Γ −→ K× (see Defintion 2.3).
Now let µVF[∗] and µRV[∗] be two categories of definable sets with volume forms
that are respectively associated with the VF-sort and the RV-sort, where the no-
tation “[∗]” means gradation by ambient dimension. The main construction of the
Hrushovski-Kazhdan theory is a canonical homomorphism from the Grothendieck
semiring K+ µVF[∗] to the Grothendieck semiring K+ µRV[∗] modulo a semiring
congruence relation Isp on the latter. In fact, it turns out to be an isomorphism.
This construction has three main steps.
Step 1. First we define a lifting map L from the set of objects in µRV[∗] into the
set of objects in µVF[∗]. Next we single out a subclass of isomorphisms
in µVF[∗], which are called special bijections. Then we show that for any
object A in µVF[∗] there is a special bijection T on A and an object U
in µRV[∗] such that T (A) is isomorphic to L(U). This implies that L hits
every isomorphism class of µVF[∗]. Of course, for this result alone we do
not have to limit our means to special bijections. However, in Step 3 below,
special bijections become an essential ingredient in computing the semiring
congruence relation Isp.
Step 2. For any two isomorphic objects U1, U2 in µRV[∗], their lifts L(U1),L(U2)
in µVF[∗] are isomorphic as well. This shows that L induces a semiring
homomorphism from K+ µRV[∗] into K+ µVF[∗], which is also denoted by
L.
Step 3. A number of classical properties of integration can already be verified for
the inversion of the homomorphism L and hence, morally, this third step
is not necessary. For applications, however, it is much more satisfying to
have a precise description of the semiring congruence relation induced by L.
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The basic notion used in the description is that of a blowup (or dilatation)
of an object in µRV[∗], which is essentially a restatement of the trivial fact
that there is an additive translation from 1 +M onto M. We then show
that, for any objects U1, U2 in µRV[∗], there are isomorphic blowups U ♯1,
U
♯
2 of them if and only if L(U1), L(U2) are isomorphic. The “if” direction
essentially contains a form of Fubini’s Theorem and is the most technically
involved part of the construction.
The inverse of L thus obtained is called a Grothendieck semiring homomorphism.
If the Jacobian transformation preserves integrals, that is, the change of variables
formula holds, then it may be called a motivic integration; when the semirings are
formally groupified, it is recast as a ring homomorphism, which is denoted by
∫
and
its target ring by KˆR. See Theorem 2.13 for the particular version that we shall use
in this paper.
The integration formalism just described is unable to accommodate additive char-
acters because KˆR is not big enough. To remedy this, we just take a quotient Ω of
the additive structure of the field VF and add it to KˆR, as a set of symbols, to form
a group ring KˆC (hence additive relation is turned into multiplicative relation).
More precisely, let Ω = VF /M and θ : VF −→ Ω be the quotient map. There
is a natural map Ω −→ Γ induced by val, which will also be denoted by val. For
any p-adic field Qp, the specialization Ω(Qp) of Ω to Qp may be identified naturally
with the pth power roots of unity via any additive character χ such that, for any
p-adic number a with val(a) ≤ 0, χ(a) is a p−val(a)+1th root of unity. In general, let
F be a number field, valp a valuation of F with respect to a prime number p, Fp the
completion of F with respect to valp, and Op, Mp the corresponding valuation ring
and its maximal ideal. Let χ be an additive character of Fp. The conductor fχ of χ
is the largest ideal of the form Mmp , where m is a nonnegative integer (M0p = Op
by definition), such that χ(Mmp ) = 1. This always exists, see [18, Lemma 4, p. 114].
The integer m is the multiplicity of fχ. Now, if we view Ω as a motivic analogue of
the subgroup of roots of unity of the unit circle and θ a motivic analogue of a generic
additive character, then motivic integration with respect to θ, when specialized to
(non-archimedean) completions of F , may be viewed as integration with respect to
all additive characters with multiplicity 1 for almost all p at once.
There are certain fundamental properties of additive characters that must hold
in this group ring KˆC. To achieve these we can take quotients or localize or em-
ploy other standard algebraic operations. As one can easily surmise, this sort of
construction is very flexible and many other desirable features may be incorporated
along similar lines.
Let us now describe in more detail how the sections of this paper are organized.
In Section 2 we introduce and recall notation and terminology. There are also a
few technical results that will be needed in later sections. They may be skipped
(at least the proofs) without impairing the essential understanding of the rest of
the paper and hence are deferred to the last section. Some simple modifications of
the target ring of integration are also carried out. This ring, in this paper, is our
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analogue of the real field. It is no longer graded and has more invertible elements.
It is further enlarged in Section 3 via a tautological additive character and thereby
becomes an analogue of the complex field. We then single out a subclass of definable
functions that will be the focus of the discussions in the subsequent sections, namely
integrable functions. There is flexibility in the concept of integrability and the class
can be made larger. But the cutoff line we have adopted seems most natural: de-
sirable features such as the Fubini property and closure under convolution can be
proved easily. In Section 4 the Fourier transform is defined, which perhaps should
be called the Fourier-Laplace transform. Thereafter various fundamental integral
identities involving the Fourier transform are established, for example, the convolu-
tion formula, the Fourier inversion formula, the Plancherel formula, etc. Although
distributions may seem manifestly non-first-order, a basic theory of definable dis-
tributions can be developed within our framework, which we shall do in Section 5.
In the last section, as an application, we show that the Weil representations exist
on the Schwartz spaces associated with algebraically closed valued fields. For sim-
plicity, we shall only show this for SL2. It is not hard to see that in principle the
construction goes through for all symplectic groups, but the computations involved
are too complicated to be presented in a clear manner.
We remark that the generalization of the construction of Weil representations
in this paper is a na¨ıve one. It merely creates a formalism in which the classical
arguments make sense in the context of algebraically closed valued fields, although
some interesting phenomena have already appeared along the way. Ideally the gen-
eralized Weil representations over algebraically closed valued fields should be the
“limit” of the classical Weil representations over locally compact fields. To make
this connection we need to incorporate data from the Galois group. This will be
explored in a sequel.
On the level of local fields there is also a very general approach to motivic inte-
gration, namely the Cluckers-Loeser theory [4]; see [8] for an excellent exposition.
Their construction of exponential integrals is contained in [5]. There is also a com-
parable theory of motivic integration for real closed fields (see [22]). For a general
introduction to the development before these general approaches we refer to the
articles [10, 15].
Acknowledgment. I would like to thank Thomas Hales for many hours of stimulating
discussions during the preparation of this paper, in particular, for pointing out to
me the possibility of constructing a motivic version of the Weil representations. The
research reported in this paper has been partially supported by the ERC Advanced
Grant NMNAG.
2. Preliminaries
The construction of exponential integrals in this paper is of a formal nature and
works for any version of the Hrushovski-Kazhdan style motivic integration that has
been developed so far: with or without volume forms, with or without sections,
with or without arbitrary extra structure in the RV-sort, and so forth. For ease
6 YIMU YIN
of discussion and concreteness, we shall mainly concentrate on a scenario that is
treated in [23], namely the one that extends an algebraically closed valued field,
considered as a model of the LRV-theory ACVF, by a cross-section and thereby
introduces volume forms on objects over the residue field.
The reader is referred to [19, 21, 20, 23] for notation and terminology. There
will be reminders and, inevitably, repetitions as we go along. To begin with, the
nomenclature and the notation in [20, Definitions 2.1, 2.2, 2.6, Notation 2.9] shall be
used frequently, as well as the various notational conventions concerning coordinate
projection maps in [20, Notation 2.10].
Definition 2.1. The language LRV has the following sorts and symbols:
• a VF-sort, which uses the language of rings LR = {0, 1,+,−,×};
• an RV-sort, which uses
– the group language {1,×},
– a constant symbol ∞,
– a unary predicate k×,
– a binary function + : k2 −→ k and a unary function − : k −→ k, where
k = k× ∪{∞},
– a binary relation ≤;
• a function symbol rv from the VF-sort into the RV-sort.
We write VFr{0} and RVr{∞} as VF× and RV×, respectively.
Definition 2.2. The theory ACVF of algebraically closed valued fields in LRV states
the following:
• (VF, 0, 1,+,−,×) is an algebraically close field;
• (RV×, 1,×) is a divisible abelian group, where multiplication × is augmented
by t×∞ =∞ for all t ∈ RV;
• (k,∞, 1,+,−,×) is an algebraically closed field (note that the symbol ∞
serves as the element 0 in k, which, for psychological reasons, shall indeed
be written as 0 when k is concerned);
• the relation ≤ is a preordering on RV with ∞ the top element and k× the
equivalence class of 1;
• the quotient RV / k×, denoted by Γ∪{∞}, is a divisible ordered abelian group
with a top element, where the ordering and the group operation are induced
by ≤ and ×, respectively, and the quotient map RV −→ Γ∞ := Γ ∪ {∞} is
denoted by vrv;
• the function rv : VF× −→ RV× is a surjective group homomorphism aug-
mented by rv(0) =∞ such that the composite function
val = vrv ◦ rv : VF −→ Γ∞
is a valuation with the valuation ring O = rv−1(RV◦) and its maximal ideal
M = rv−1(RV◦◦), where
RV◦ = {x ∈ RV : 1 ≤ x} , RV◦◦ = {x ∈ RV : 1 < x} .
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Definition 2.3. A cross-section of Γ is a group homomorphism csn : Γ −→ VF×
such that val ◦ csn = id. The reduced cross-section of Γ is the function csn =
rv ◦ csn : Γ −→ RV×. Set csn(∞) = 0 and csn(∞) = ∞. We may and shall
treat csn and csn as functions on RV in the natural way. The twistback function
tbk : RV −→ k is given by u 7−→ u/ csn(u), where we set ∞/∞ = 0.
The expansion of LRV with the function symbol csn is denoted by LcsnRV. The
theory ACVFcsn in LcsnRV states that, in addition to the axioms of ACVF, csn is a
cross-section of Γ. If the characteristics are specified then we write ACVFcsn(0, p),
etc. The theory ACVFcsn(0, 0) is complete and admits quantifier elimination (see
[23, Theorem 2.6]). From this moment forth, we fix a sufficiently saturated model
Ccsn |= ACVFcsn(0, 0). Note that Ccsn is a specialization of the model CT˜ considered
in [23] (see the discussion after [23, Theorem 2.6]). The LRV-reduct of Ccsn is denoted
by C.
Notation 2.4. Unless otherwise specified, by writing a ∈ A we shall mean that a is
a finite tuple (a1, a2, . . .) of elements (or “points”) of A, whose length, denoted by
lh(a), is not always indicated.
We say that B is a subset in A if B ⊆ An for some n.
For each n ∈ N, let [n] = {1, . . . , n}. Let A be a subset of VFn×RVm. As a
general rule, the coordinates of A are indexed by [n+m] = [n]⊎[m]. Let E ⊆ [n+m]
and E˜ = [n+m]rE. If E is a singleton {i} then we always write E as i and E˜ as i˜.
The projection of A to the coordinates in E is denoted by prE(A). For a ∈ prE˜(A),
the fiber {b : (b, a) ∈ A} is denoted by fib(A, a) or, if there is no danger of confusion,
by Aa. Note that the distinction between the two subsets Aa and Aa × {a} is often
immaterial and hence they will be tacitly identified. Also, it is more convenient to
use simple descriptions as subscripts. For example, if E = [k], etc., then we may
write pr≤k, etc. If prE(A) ⊆ B and B has been clearly understood in the context
then it is more informative to write prB ↾ A.
Given a function f : A −→ B, we shall often write Ab for the pullback fiber over
b ∈ B under f . In particular, given a subset A, we may write Ax for the fiber over x
under a function of the forms rv ↾ A, val ↾ A, vrv ↾ A, etc. Of course which function
is being considered should always be clear in context.
Convention 2.5. Let res : RV −→ k be the function given by res ↾ k× = id and
res(t) = 0 for all t /∈ k×. Technically speaking, + : k2 −→ k is a function symbol
only in the imaginary sort k, which, as in [12, 20, 21, 23], is subsumed into the
RV-sort. An imaginary k-term is a term of the form
k∑
i=1
res(rv(Fi(X)) · ri · Y ni),
where X are VF-sort variables, Y are RV-sort variables, ni ∈ N, ri ∈ RV, and
Fi(X) is a polynomial with coefficients in VF. An imaginary Γ-term is a term of
the same form with res replaced by vrv. At times it will be more convenient to treat
these terms (and other similar ones) as real terms in the language LkΓ (respectively
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LcsnkΓ) that naturally corresponds to the three-sorted structure of the reduct of C
(respectively Ccsn) to the RV-sort.
Definition 2.6. A subset b of VF is an open disc if there is a γ ∈ Γ and a b ∈ b
such that a ∈ b if and only if val(a− b) > γ; it is a closed disc if a ∈ b if and only if
val(a− b) ≥ γ; it is an RV-disc if b = rv−1(t) for some t ∈ RV. The value γ is the
valuative radius of b, which is denoted by rad(b). Each point in VF is a closed disc
of valuative radius ∞ and VF is a clopen disc of radius −∞.
A closed disc with a maximal open subdisc removed is called a thin annulus.
A subset p ⊆ VFn×RVm is an (open, closed, RV-) polydisc if it is of the form
(
∏
i≤n bi)×{t}, where each bi is an (open, closed, RV-) disc. The radii of p, denoted
by rad(p), means the tuple ((rad(b1), . . . , (rad(bn)), while the radius of p means
min rad(p). The open and closed polydiscs centered at a = (a1, . . . , an) ∈ VFn with
radii γ = (γ1, . . . , γn) ∈ Γn are denoted by o(a, γ) and c(a, γ), respectively.
An RV-polydisc rv−1(t1, . . . , tn)× {s} is degenerate if ti =∞ for some i.
The RV-hull of a subset A, denoted by RVH(A), is the union of all the RV-
polydiscs whose intersections with A are nonempty. If A equals RVH(A) then A is
called an RV-pullback.
Convention 2.7. For convenience and without loss of generality, by a substructure
we shall always mean a substructure that is equal to its definable closure. Let S
be a small substructure of Ccsn. Note that the LRV-reduct of S is VF-generated,
which, for simplicity, shall also be denoted by S if there is no danger of confusion.
The corresponding expanded languages (with constants in S) are still referred to
as LRV and LcsnRV. Parameters from S are allowed and they will not be specified
unless it is necessary. So in effect we shall be working with the complete theories
ACVF(S) and ACVFcsn(S). By an LRV-definable (respectively LcsnRV-definable, etc.)
subset we mean an S-LRV-definable (resp. S-LcsnRV-definable, etc.) subset. In general,
by a definable subset we mean an LcsnRV-definable subset, unless indicated otherwise
in context. Parameters from sources other than S will be specified in context.
At times it will be convenient to work in the traditional expansion Ccsn,eq of
Ccsn when imaginary elements are called for. However, a much simpler expansion
Ccsn,• suffices: it has only one additional sort DC that contains, as elements, all the
open and closed discs. This means that, when we work in Ccsn,•, the underlying
substructure S may contain discs with valuative radii in Γ(S). These discs can be
used as parameters as well. Note that it is redundant to include in DC discs centered
at 0, since they may be identified with their valuative radii. For convenience, we
do think of VF as a subset of DC. This expansion can help reduce the technical
complexity of our discussion. However, as is the case with Γ, it is conceptually
inessential since, for the purposes of this paper, all allusions to discs as (imaginary)
elements may be eliminated in favor of objects already definable in Ccsn.
For a disc a ⊆ VF the corresponding element in DC is usually denoted by a˙.
Certain structural aspects of definable subsets of Ccsn,• that are not covered in
[20, 21, 23] will be needed below. However, they are of a technical nature and,
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in order to maintain the central narrative of the paper, we shall defer all such
discussions to the last section.
Recall from [23, Definition 4.6] the notion of VF-dimension and its operator
dimVF for arbitrary definable subsets and from [23, Definition 3.1] the notion of
RV-dimension and its operator dimRV for definable subsets in the RV-sort. Recall
from [23, Definition 3.14, Lemma 4.9] the various variants JcbVF, Jcbk, etc., of the
Jacobian. There is no need to know the particulars of these definitions here and we
shall content ourselves with the vague remark that they are sufficiently well-behaved
as expected.
Definition 2.8 (µVF-categories). An object of the category µVF[k] is a definable
pair (A, ω), where
• prVF(A) ⊆ VFk,
• A is of VF-dimension ≤ k and RV-fiber dimension 0,
• ω := (ωk, ωΓ) : A −→ k××Γ is a function, which is understood as a volume
form on A.
Let A = (A, ω) and B = (B, σ) be two objects in µVF[k]. A µVF[k]-morphism
between A and B is a definable essential bijection F : A −→ B, that is, a bijection
that is defined away from certain definable subsets of A, B of VF-dimension < k,
such that, for every point x ∈ dom(F ),
ωΓ(x) = σΓ(F (x)) + val(JcbVF F (x)),
ωk(x) = σk(F (x)) · (tbk ◦ rv)(JcbVF F (x)).
Definition 2.9 (µRV-categories). An object of the category µRV[k] is a definable
triple (U, f, ω), where
• U is a subset in the RV-sort,
• f : U −→ (RV×)k is a function such that dimRV(Ut) = 0 for all t ∈ (RV×)k,
• ω := (ωk, ωΓ) : U −→ k××Γ is a function, which is understood as a volume
form on U .
Let U = (U, f, ω) and V = (V, g, σ) be two objects in µRV[k]. Let F : U −→ V
be a definable bijection and
F⇋ = {(t, s) ∈ f(U)× g(V ) : ∃u ∈ U (f(u) = t ∧ (g ◦ F )(u) = s)},
which is understood as the correspondence between f(U) and g(V ) induced by F .
Then F is a µRV[k]-morphism between U and V if
• for all (f(u), (g ◦ F )(u)) ∈ F⇋,
ωΓ(u) = σΓ(F (u)) + JcbΓ F
⇋(f(u), (g ◦ F )(u)),
• for all (f(u), (g ◦ F )(u)) ∈ F⇋ away from a subset of F⇋ of RV-dimension
< k,
ωk(u) = σk(F (u)) Jcbk F
⇋(f(u), (g ◦ F )(u)).
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Definition 2.10 (µRES-categories). The category µRES[k] is the full subcategory
of µRV[k] such that (U, f, ω) ∈ µRES[k] if and only if all coordinates of U , f(U) are
in k and ωΓ = 0.
Definition 2.11 (µΓ-categories). An object of the category µΓ[k] is a definable
triple (I, f, ω), where
• I is a subset in the Γ-sort,
• f : I −→ Γk is a function,
• ω : I −→ Γ is a function, which is understood as a volume form on I.
Let I = (I, f, ω) and J = (J, g, σ) be two objects in µΓ[k]. A µΓ[k]-morphism
between I and J is a definable bijection F : I −→ J such that, for all γ ∈ I,
ω(γ) = σ(γ) + JcbΓ F
⇋(f(γ), (g ◦ F )(γ)).
Set µVF[∗] =∐k µVF[k], similarly for µRV[∗], µRES[∗], and µΓ[∗].
Notation 2.12. Let (RV◦◦)× = rv(Mr{0}). We introduce the following shorthand
for some elements of the Grothendieck semigroups and their groupifications (and
closely related constructions):
[1µ]1 = [({1}, id, id)] ∈ K+ µRES[1], [0µ]1 = [({0}, id, id)] ∈ K+ µΓ[1],
[Hµ]1 = [((0,∞), id, 0)] ∈ K+ µΓ[1],
jµ = [((RV
◦◦)×, id, (1, 0))]− [1µ]1 ∈ KµRV[1],
Aµ = [(k
×, id, (1, 0))] + [1µ]1 ∈ KµRES[1].
By [23, Corollary 3.22], the graded ring KµRV[∗] may be canonically identified
with certain tensor product of the graded rings KµRES[∗], KµΓ[∗]. The following
theorem sums up the main results of [23] and provides the integration formalism
that will be used throughout the rest of the paper.
Theorem 2.13 ([23, Theorems 5.17, 5.21]). For each k ≥ 0 there is a canonical
isomorphism of Grothendieck semigroups∫
+
K+ µVF[k] −→ K+ µRV[k]/ µIsp,
where µIsp is a semigroup congruence relation, such that∫
+
[A] = [U ]/ µIsp if and only if [A] = [LU ],
where L : ObµRV[k] −→ ObµVF[k] is a canonical “lifting” map (not defined
for the morphisms). Putting these together, we obtain a canonical isomorphism
of Grothendieck semirings∫
+
K+ µVF[∗] −→ K+ µRV[∗]/ µIsp .
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After groupification, we obtain a canonical graded ring isomorphism∫
KµVF[∗] −→ KµRV[∗]/µI :=
⊕
k
KµRV[k]/µIk,
where the ideal µI is generated by the element jµ, and two graded ring homomor-
phisms
e
∫ g
: KµVF[∗] −→ KµRES[∗]/(Aµ),
e
∫ b
: KµVF[∗] −→ KµRES[∗]/([1µ]1).
Notation 2.14. Henceforth let us abbreviate K+ µRV[k]/ µIsp, K+ µRV[∗]/ µIsp as
K+RVk, K+RV, respectively. Their groupifications are abbreviated accordingly.
Let A ⊆ VFn be a definable subset. Recall from the discussion after [23, The-
orem 5.17] that the set of all definable functions A −→ K+RV is denoted by
FN(A,K+RV), which is a K+RV-semimodule. This notation makes sense even
when A contains imaginary elements.
Notation 2.15. For any γ ∈ Γ(S) we write oωγ , cωγ , and aωγ for the elements
∫
[(o(0, γ), ω)],∫
[(c(0, γ), ω)], and
∫
[(val−1(γ), ω)] in KRV and their canonical images in closely re-
lated constructions. If ω = (1, 0) then it shall be omitted from the notation. Note
that aωγ = a
(ωk,ωΓ+γ)
0 , and similar equations hold for o
ω
γ , c
ω
γ . Also,
o0 = [1µ]1 = a0 ⊗ [Hµ]1 and c0 = o0 + a0 = a0 ⊗ ([Hµ]1 + [0µ]1).
More generally, by [23, Proposition 3.21], if ωΓ = 0 then there are a definable finite
partition Di of [0,∞) ⊆ Γ with D0 = {0} and twistbacks ωi : k× −→ k× of ωk (see
[23, Definition 2.25]) such that
oω0 =
∑
i>0
aωi0 ⊗ [(Di, id, 0)]1 and cω0 = oω0 + aω00 .
Let KˆR be the zeroth graded piece of KRV[
√
c0o0
−1], where
√
c0o0 is a (formal)
square root of c0o0. The elements o0
√
c0o0
−1 and c0
√
c0o0
−1 in KˆR are frequently
denoted by q−1 and q, respectively. Now, the element 1 in KˆR may seem obscure
since, unlike in discretely valued fields, it does not stand for the volume of any
subset. However, this phenomenon is natural if one works with a divisible value
group; see [13, §1, Remark 3.23] for an interpretation.
All elements of the forms oγ , cγ in KˆR are units, which is a direct consequence
of the change of variables formula and no further localization at these elements is
needed; see Corollary 7.8.
Let τ be the volume form on VF× given by
a 7−→ (tbk ◦ rv(a−1), val(a−1)) = (csn(rv(a))/ rv(a),− val(a))
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and τ˜ = (τk, 0). Note that τ is nothing but a motivic version of the classical volume
form dx/x and τ˜ its reduction to the residue field. The forms on RV× induced by
τ , τ˜ are also denoted by τ , τ˜ . We shall simply write aτ0 = a
τ˜
0 as l in KˆR.
There is a natural semiring homomorphism
K+RV −→ KRV
x 7−→x√c0o0−n
// KRV[
√
c0o0
−1
] −→ KˆR,
where x is a homogeneous element of degree n. This is of course not guaranteed to
be injective. But a significant part of the structure of KRV does survive in KˆR.
We define the KˆR-module of definable functions A −→ KˆR as
FN(A, KˆR) = FN(A,K+RV)⊗K+RV KˆR .
The induced homomorphism of KˆR-modules is understood as integration whose
target ring is no longer graded:∫
A
: FN(A, KˆR) −→ KˆR .
Functions in FN(A, KˆR) still admit definable representatives of the form f :
A −→ P(RVm). (Actually there are various ways to achieve this, all of which are
quite tedious. Anyhow, we choose one of them and fix it for the rest of this paper.)
For any f ∈ FN(A, KˆR), if f is a definable representative of f then we write [f ] = f .
In this case, the equality [f ](a) = [f ](b) means f(a) =a,b f(b) in KˆRa,b (recall [23,
Notation 3.25]). Similarly, if f ′ is another representative of f then the equality
[f ](a) = [f ′](a) means f(a) =a f ′(a) in KˆRa. Obviously each element in KˆR may
be treated as a constant function in FN(A, KˆR). However, in general, we cannot
treat every constant function f in FN(A, KˆR) as an element in KˆR. Of course, we
may do so if there is a definable representative of f(a) for some representative f of f
and some a ∈ A. In particular, if A contains a definable point then the submodule of
constant functions of FN(A, KˆR) may be identified with KˆR. For many interesting
definable subsets, for example, definable groups, this is indeed the case.
For any definable bijection φ : A −→ B ⊆ VFn there is the corresponding
Jacobian transformation:
φJcb : FN(A, KˆR) −→ FN(B, KˆR).
The following two crucial properties justify conceptually our calling the map
∫
A
an
integration (see [23, Theorems 5.22, 5.23]). For any f ∈ FN(A, KˆR),
• Fubini property. For any nonempty subsets E1, E2 ⊆ [n],∫
a∈prE1 (A)
∫
Aa
f =
∫
a∈prE2 (A)
∫
Aa
f .
• Change of variables. ∫
A
f =
∫
B
φJcb(f ).
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Definition 2.16. A subset B ⊆ VFn×RVm is bounded if both val(prVF(B)) and
vrv(prRV(B)) are bounded from below.
A function f : VFn −→ VFm is bounded if, for every bounded A ⊆ VFn, f(A)
is also bounded. A function f ∈ FN(A, KˆR) has bounded support or is bounded if
the support supp(f ) of f is bounded. The submodule of FN(A, KˆR) of bounded
functions is denoted by FNb(A, KˆR).
Convention 2.17. For any volume form ω : A −→ k××Γ there is a natural KˆR-
module automorphism of FN(A, KˆR), which for simplicity is also denoted by ω. If
ω is induced by a scalar a ∈ VF× then we shall simply write it as a. Note that ω
is a Jacobian transformation if it is the Jacobian of a definable bijection A −→ A.
The composition
FN(A, KˆR)
ω
// FN(A, KˆR)
∫
A
// KˆR
is understood as integration of the functions in FN(A, KˆR) with respect to ω. We
shall almost never mention which volume form on A is being used since the results,
with few exceptions, do not depend on the choice, as long as it is fixed and satis-
fies some obvious conditions (for instance, translation-invariance). Accordingly, the
integral of f with respect to ω, which should be written as
∫
(A,ω)
f , shall just be
written as
∫
A
f , unless it is necessary to specify ω. In fact, for simplicity, most of
the results below will be stated with respect to the default volume form (1, 0).
The volume of A is written as vol(A) =
∫
A
1 =
∫
1A, where 1A ∈ FN(VFn, KˆR)
is the characteristic function of A. For example, vol(M) = q−1 and vol(O) = q.
Note that the volume of U = OrM is q2−1
q
, which is different from its τ -volume
volτ (U) =
∫
(U ,τ) 1 = l (recall the last sentence of Notation 2.15).
With pointwise multiplication, FN(A, KˆR) becomes a commutative ring. For
f , g ∈ FN(A, KˆR) this is simply denoted by fg. However, we adopt the convention
that if A is a definable group then the default multiplication of FN(A, KˆR) is given
by convolution: for any translation-invariant volume form ω on A and any f , g ∈
FN(A, KˆR), the convolution f ∗ω g ∈ FN(A, KˆR) is given by
(f ∗ω g)(a) =
∫
(x∈A,ω)
f(x)g(ax−1).
Clearly if the group operation of A is a bounded function then FNb(A, KˆR) is a
subring of FN(A, KˆR).
For various constructions it is often more convenient to modify KˆR further
through some standard algebraic operations, such as localization and taking quo-
tient, and then form the module of definable functions as above. It is cumbersome to
introduce a new notation whenever this happens. We shall write all of them simply
as KˆR and tacitly assume that some operations have been performed so that the
construction in question makes sense.
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Example 2.18. Let G = SL2, which also stands for SL2(VF) if no further qualifi-
cation is indicated (similarly for subsets of G). Let G = KAN be the Iwasawa
decomposition, where K = G(O), A is the subgroup of diagonal matrices, and N is
the subgroup of unipotent upper triangular matrices. The opposite of N , that is,
the subgroup of unipotent lower triangular matrices, is denoted by N . The Borel
subgroup B = AN of G contains exactly upper triangular matrices and its opposite
B = AN contains exactly lower triangular matrices. The Iwahori subgroup I of K
is the pre-image of B(k) under the residue map res : G(O) −→ G(k).
We shall also write A(O), B(k), etc., asAO, Bk, etc. The groupAcsn(Γ) is naturally
isomorphic to Γ and will be written simply as AΓ. The quotient A/AO is naturally
isomorphic to AO × AΓ, which is also denoted by χ∗(A) and is understood as the
group of cocharacters of A. The extended Weyl group NG(A)/AO is denoted by W˜ ,
where NG(A) is the normalizer of A in G, and the Weyl group NK(A)/AO by W ,
where NK(A) = NG(A) ∩K. The standard representatives of W are chosen to be(
1 0
0 1
)
and w :=
(
0 1
−1 0
)
. The subgroup generated by these representatives is denoted
by W ∗. We have W˜ = W ⋉ χ∗(A), where the action of W is given by that of the
sign on Γ.
Clearly dimVF(G) = 3. Let Ĝ = pr<4(G) ∩ VF3, similarly for K, A, N , etc.
For integration over G, we may identify G with Ĝ, since dimVF(Gr pr
−1
<4(Ĝ)) = 2.
Hence all volume forms on G may be thought of as
d
(
x y
z w
)
= ω(x, y, z)dx ∧ dy ∧ dz,
where ω : Ĝ −→ k××Γ is a definable function. For example, the unimodular Haar
volume form on G is given by (x, y, z) 7−→ τ(x) if x 6= 0, which we shall also denote
by τ . We have volτ (I) = l. To compute volτ (K), we first write K̂ = K̂
′∪ K̂ ′′, where
pr1(K̂
′) = U and pr1(K̂ ′′) =M. We have volτ (K̂ ′) = lq2. Since
K̂ ′′ =
⋃
γ>0
val−1(γ)×
( ⋃
a∈U
{a} × (a−1 + c(0, γ))
)
,
we see that
volτ (K̂
′′) = vol(τk,0)(M×U ×O) = oτ˜0(q2 − 1)
and hence
volτ (K) = lq
2 + oτ˜0q
2 − oτ˜0 = cτ˜0q2 − oτ˜0 .
Let Cc(I \G/I) be the Iwahori-Hecke algebra of the I-bi-invariant bounded func-
tions in FNb(G, KˆR) with the Haar form, where multiplication is given by the nor-
malized convolution:
(f ∗ g)(a) = l−1
∫
x∈G
f (x)g(ax−1).
This makes Cc(I\G/I) a unital commutative algebra with the multiplicative identity
1I . The structure of Cc(I \G/I) has been investigated in [13], where the ring KˆR is
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further simplified to be a field in a canonical way. It seems that more can be done
following the treatment of [9].
3. Integrable functions
Recall that Ω := VF /M, a subset of imaginary elements, is viewed as a motivic
analogue of the subgroup of roots of unity of the unit circle and the quotient map
θ : VF −→ Ω a motivic analogue of a generic additive character.
In the classical situation, summation of a character over any compact subgroup
vanishes. To accommodate this phenomenon when we integrate with an additive
character, a cancellation rule must and shall be introduced in the construction of
the ring in which integration with an additive character takes values. Also, in order
to avoid undesirable collapses of volumes of definable subsets, we need to work with
bounded subsets of Ω.
For simplicity, we shall write FN(−, KˆR) as FN(−) when there is no danger
of confusion. From here on the technicalities discussed in the last section will be
needed.
Lemma 3.1. Let O be a Γ-algebraic subset of Ω. Then, for every k-coset ∆ ⊆ Ω,
O ∩∆ is finite.
Proof. This follows easily from [23, Corollary 3.4]. 
Definition 3.2. Let V be a definable abelian group and W a definable subgroup
of V . A definable function f ∈ FN(V ) is W -invariant if, for any a ∈ V and any
b ∈ W , f (a) = f (ab). The subgroup of FN(V ) of W -invariant functions is denoted
by FN(V )W .
Lemma 3.3. The group FN(VF)M (resp. FN(VF)O, FN(VF×)1+M) is isomorphic
to the group FN(Ω) (resp. FN(VF /O), FN(RV)).
Proof. The arguments being the same, we will just prove this for the additive case of
M. It suffices to show that, for each element f ∈ FN(VF)M with a representative
f : VF −→ P(RVm), there is a definable function f↓ : Ω −→ P(RVm) such that, for
very ω ∈ Ω, there is an a ∈ ω with f(a) = f↓(ω). To that end, let π be a Γ-partition
of f . Each π−1(γ) may be naturally extended to a function
fγ : VF −→ P(RVm×{1,∞}).
By [20, Lemma 3.18] (see [20, Remark 3.19] for the multiplicative case), for each
fγ , there are finitely many M-cosets away from which fγ is a partial function on Ω.
Let ∆ be the collection of these exceptional M-cosets. So f ↾ (VFrθ−1(∆)) is a
partial function on Ω. On the other hand, by Lemmas 7.2 and 7.3, ∆ has definable
centers. The lemma follows. 
Convolution in FN(Ω) is normalized as in Example 2.18 and consequently FN(Ω)
becomes a unital commutative ring. By Lemma 3.3 we may and shall identify
FN(VF)M with FN(Ω). Similarly FN(O)M, FN(VF)O may be identified with FN(k),
FN(VF /O), respectively. We are interested in the subrings FNb(Ω), FN(k) and the
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subgroup FNb(VF /O) of bounded functions (see Definition 2.16). Of course FN(k)
is also a subring of FNb(Ω). On the other hand, FNb(VF /O) may be naturally
identified with a subgroup of FNb(Ω). Since FNb(VF /O) does not contain units
and, for f ∈ FNb(Ω) and g ∈ FNb(VF /O),
f ∗ g ∈ FNb(VF /O),
we see that FNb(VF /O) is actually an ideal of FNb(Ω).
Let FNb(Ω)fin be the subring of FN
b(Ω) consisting of those definable functions
whose support is covered by a (bounded) Γ-algebraic subset of k-cosets ∆ ⊆ Ω (here
∆ is identified with ∆˙ ∈ DC).
Lemma 3.4. For every f ∈ FNb(Ω) there are an f ′ ∈ FNb(Ω)fin and an f ′′ ∈
FNb(VF /O) such that f = f ′ + f ′′.
Proof. This is immediate by (the proof of) Lemma 3.3. 
Next we consider the ring FN(k×Ω), where convolution is again normalized as
in Example 2.18, which is compatible with convolution in FN(Ω) via the Fubini
property for KˆR-valued integrals. It follows from Lemma 7.2 that the definable
functions in FN(k×Ω) with the property that the projection of its support into Ω
is contained in a bounded Γ-algebraic subset form a subring. This subring may be
identified with the ring of definable functions Ω −→ FN(k) with support contained
in a bounded Γ-algebraic subset. Although it is not the group ring FN(k)[Ω] in the
usual sense, we abuse the notation slightly to denote it as such. Also note that if
we write a typical element p in FN(k)[Ω] as a formal sum
∑
ω∈O ωfω, where O is a
Γ-algebraic subset of Ω, then any representative of fω is ω-definable (but may not be
definable). We call fω the coefficient of ω. If each fω is a constant function then p
is a k-constant function. Let FN1(k)[Ω] be the subgroup of FN(k)[Ω] of k-constant
functions. Since multiplication is given by convolution in FN(k×Ω), it is easy to
see that FN1(k)[Ω] is an ideal of FN(k)[Ω].
Since k is a subgroup of Ω, there are two natural actions of k on FN(k×Ω): one
on the k-coordinate and the other on the Ω-coordinate. We identify them as follows.
For any f , g ∈ FN(k×Ω), if there are t, t′ ∈ k such that, for every (s, ω) ∈ k×Ω,
g(s, ω) = f (t+ s, t′ + ω)
then we write A(t,t′)(f ) = g. The anti-diagonal ideal A of FN(k×Ω) is generated
by elements of the form f − A(t,−t)(f ). For simplicity, the ideal A ∩ FN(k)[Ω] of
FN(k)[Ω] is also denoted by A.
Theorem 3.5 ([12, Theorem 11.3]). There is a canonical ring isomorphism
φ : FNb(Ω)/FNb(VF /O) −→ FN(k)[Ω]/(FN1(k)[Ω] +A).
Proof. For ω ∈ Ω and f ∈ FNb(Ω) we denote the translation of f by ω as Tω(f );
that is, the ω-definable function Tω(f ) is given by Tω(f )(t) = f (t+ ω). Let
ρ : FN(k)[Ω] −→ FNb(Ω)fin
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be the ring homomorphism given by∑
ω∈O
ωfω 7−→
∑
ω∈O
T−ω(fω),
where O ⊆ Ω is a bounded Γ-algebraic subset and, by Lemma 3.1, the formal sum
on the right-hand side may be naturally interpreted as an element in FNb(Ω)fin.
We claim that ρ is surjective. To see this, let f ∈ FNb(Ω)fin and D be a bounded
Γ-algebraic subset of k-cosets ∆ ⊆ Ω that covers the support of f . By Lemma 7.3,
there is a definable subset A ⊆ VF such that A ∩⋃∆ is a singleton {a∆} for every
∆˙ ∈ D. Let ω∆ = a∆ +M. So {ω∆ : ∆˙ ∈ D} ⊆ Ω is a bounded Γ-algebraic subset.
For each ω∆ let fω∆ = Tω∆(f ) ↾ k. Clearly
ρ
(∑
∆˙∈D
ω∆fω∆
)
= f .
On the other hand, by Lemma 3.4, there is a canonical surjective homomorphism
σ : FNb(Ω)fin −→ FNb(Ω)/FNb(VF /O).
It is not hard to see that the kernel of the surjective homomorphism σ◦ρ is precisely
the ideal FN1(k)[Ω] +A. 
The quotient ring
FN(k)[Ω]/(FN1(k)[Ω] +A)
may be regarded as a motivic analogue of the group ring R[S1], where S1 is the unit
circle on the complex plane, and is henceforth denoted by KˆC. The elements of Ω
in KˆC are treated as symbols rather than M-cosets. The conceptual reason that
we do not directly take the quotient ring
FNb(Ω)/FNb(VF /O)
as the analogue is that it is not completely free of VF-data, where elements of Ω
and VF /O are treated as subsets of VF. However, technically, it is more effective
to work with the latter, which is what we shall do below, since its construction
corresponds directly to the cancellation rule mentioned above.
Multiplication in KˆC comes from the normalized convolution in FNb(Ω). For
each x ∈ KˆR let ex ∈ FNb(Ω) be the function given by ω 7−→ x if ω = 0 and
ω 7−→ 0 otherwise. Clearly if x 6= x′ then ex − ex′ /∈ FNb(VF /O). So KˆR may be
treated as a subring of KˆC via the canonical embedding
x 7−→ ex + FNb(VF /O).
Similarly, if for each ω ∈ Ω we let eω ∈ FNb(Ω) be the function with support {ω}
and eω(ω) = 1, then the mapping given by
ω 7−→ eω + FNb(VF /O)
is an injective group homomorphism from Ω into the multiplicative group of KˆC.
So Ω may be considered as a multiplicative subgroup of KˆC.
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Notation 3.6. In writing we shall not distinguish KˆR and Ω from their canonical
images in FNb(Ω) or KˆC. Also, to emphasize the transition from an additively
written group to a multiplicatively written group, we shall think of the embedding
of Ω into FNb(Ω) or KˆC as an exponential map and denote it by exp.
For any definable subset A ⊆ VFn we can again form the KˆC-module FN(A, KˆC)
of definable functions. Clearly FN(A, KˆC) contains FN(A) as a subgroup (or a sub-
KˆR-module). Similarly FNb(A, KˆC) contains FNb(A) as a subgroup.
Definition 3.7. A function f ∈ FN(A, KˆC) is integrable if there is a representative
f˜ : A −→ FNb(Ω) of f that is uniformly bounded, that is, there is a γ ∈ Γ such that
supp(f˜ (a)) ⊆ o(0, γ) for every a ∈ A. In this case, we say that f˜ is an integrable
representative of f . It is easy to see that f is integrable if and only if there is a
definable γ ∈ Γ such that, for every representative f˜ : A −→ FNb(Ω) of f and every
a ∈ A, f˜(a) is O-invariant outside o(0, γ).
We say that f is almost integrable if f ↾ (A∩o(0, γ)) is integrable for every γ ∈ Γ.
By compactness, f is almost integrable if and only if there is a representative f˜ of
f and a definable function h : Γ −→ Γ such that f˜ ↾ (A ∩ o(0, γ)) is uniformly
bounded by h(γ).
If for every a ∈ A there is an a-definable γ ∈ Γ such that f ↾ (A ∩ o(a, γ)) is
integrable then f is locally integrable.
Notation 3.8. The subsets of FN(A, KˆC) of integrable functions, almost integrable
functions, and locally integrable functions are denoted by Int(A), Inta(A), and
Intl(A), respectively. If A = VFn then we simply write Intn, etc. Obviously these
are subgroups of FN(A, KˆC) and are closed under pointwise multiplication. We
have
Int(A) ( Inta(A) ( Intl(A).
Let g : A −→ FN(Ω) be a definable function. For each ω ∈ Ω, the function
Λω(g) : A −→ KˆRω is given by a 7−→ g(a)(ω). Let Λ(g) ∈ FN(Ω) be the function
given by ω 7−→ ∫
A
Λω(g).
Proposition 3.9. There is a canonical KˆC-module homomorphism∫
A
: Int(A) −→ KˆC .
Proof. Let f˜ , f˜ ′ : A −→ FNb(Ω) be two integrable representatives of an integrable
function f ∈ Int(A). For any k-coset ∆ and any ω, ρ ∈ ∆, since
Λω(f˜ )(a)− Λω(f˜ ′)(a) and Λρ(f˜ )(a)− Λρ(f˜ ′)(a)
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can both be represented by the same (a, ∆˙)-definable subset, where ∆˙ is the imagi-
nary element corresponding to
⋃
∆, we have∫
A
Λω(f˜)−
∫
A
Λω(f˜
′) =
∫
A
(Λω(f˜ )− Λω(f˜ ′))
=
∫
A
(Λρ(f˜ )− Λρ(f˜ ′))
=
∫
A
Λρ(f˜)−
∫
A
Λρ(f˜
′),
which is an element in KˆR∆˙. So Λ(f˜)− Λ(f˜ ′) ∈ FNb(VF /O). So if we set∫
A
f = Λ(f˜) + FNb(VF /O)
then
∫
A
is a well-defined KˆC-module homomorphism. 
Definition 3.10. Let E ⊆ [n]. We say that a definable function f ∈ FN(A, KˆC) is
iteratively integrable on E if
• f ↾ Aa ∈ Int(Aa) for every a ∈ prE(A),
• prE(f ) ∈ Int(prE(A)), where prE(f ) is the function given by a 7−→
∫
Aa
f .
In other words, f is iteratively integrable on E if and only if the iterated integral∫
x∈prE(A)
∫
y∈Ax
f (x, y)
is defined. It clearly follows from Definition 3.7 and compactness that this iterated
integral is defined if and only if there is a representative f˜ : A −→ FNb(Ω) of f and
a γ ∈ Γ such that, for every a ∈ prE(A),
• f˜ ↾ Aa is uniformly bounded,
• Λ(f˜ ↾ Aa) is O-invariant outside o(0, γ).
Let IntE(A) denote the group of functions that are iteratively integrable on E.
Obviously Int(A) ⊆ IntE(A) for any E. By the definition of
∫
A
in Proposition 3.9
and the Fubini property of KˆR-valued integrals, we also have:
Proposition 3.11. For all E1, E2 ⊆ [n] and every f ∈ IntE1(A) ∩ IntE2(A),∫
prE1 (A)
prE1(f ) =
∫
prE2(A)
prE2(f ).
Therefore, the Fubini property also holds for integrable functions. It is also easy
to see that the change of variables formula holds for integrable functions.
Lemma 3.12. Let φ : A −→ VFm×Γl be a definable function. For any f , g ∈
Int(A), if
∫
φ−1(a,γ)
f =
∫
φ−1(a,γ)
g for all (a, γ) then
∫
A
f =
∫
A
g.
Proof. This is immediate by Proposition 3.9 and compactness. 
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Definition 3.13. Suppose that A is a subgroup of VFn. A function f ∈ FN(A, KˆC)
is a definable additive character of A if it is a group homomorphism A −→ Ω.
For any b ∈ VFn let χb be the b-definable map given by a 7−→ θ(a · b), where a · b
is the ordinary dot product. Clearly expb = exp ◦χb is an additive character of VFn.
Note that expb is almost integrable but not integrable.
The notation bι is explained in Definition 7.7.
Lemma 3.14. Suppose that t ∈ Ω is definable. For any a, b ∈ VFn and any polydisc
b around a with dimVF(b) = n,∫
x∈b
exp(χb(x) + t) =
{
vol(b) exp(χb(a) + t), if b ∈ bι − a;
0, otherwise.
Proof. To simplify the argument, we shall just show the case that b is an open
polydisc o(a, γ). The proof for the other cases are almost identical. For the first
equality, since b ∈ c(0,−γ), clearly χb(a′) = χb(a) for every a′ ∈ b. So the equality
is clear by the definition of
∫
b
.
For the second equality, we first consider the case n = 1 and hence a, b are simply
written as a, b. Observe that, since val(b) < −γ and bb = o(ba, val(b)+γ), the image
χb(b) is a union of k-cosets. We have (ω− t)/b ⊆ b for any ω− t ∈ χb(b). Note that,
for any a′ ∈ b, χb(a′) + t = ω if and only if a′ ∈ (ω − t)/b. Let h : b −→ FNb(Ω)
be an integrable representative of (χb + t) ↾ b. Then it is enough to show that
Λ(h) ∈ FNb(VF /O). In fact, Λ(h) is a constant function on its support χb(b) + t.
To see this, observe that, for any d ∈ VF with θ(d) ∈ χb(b) + t,
Λ(h(θ(d))) =
∫
b
Λθ(d)(h) = vol((θ(d)− t)/b) ∈ KˆRd .
By Lemma 7.3, t contains a definable point. So, for any other d′ ∈ VF, the obvious
(d, d′)-definable bijection between (θ(d)− t)/b and (θ(d′)− t)/b implies that
vol((θ(d)− t)/b) =d,d′ vol((θ(d′)− t)/b).
We now consider the case n > 1. Without loss of generality, we may assume
val(b1) < −γ. Let b1 = (b2, . . . , bn). For each a1 ∈ pr>1(b), by the case n = 1 above,
we have
pr>1(exp(χb + t))(a1) =
∫
x1∈pr1(b)
exp(χb1(x1) + θ(a1 · b1) + t) = 0.
By the Fubini property,∫
x∈b
exp(χb(x) + t) =
∫
y∈pr>1(b)
pr>1(exp(χb + t))(y) = 0,
as desired. 
Recall the various special volumes from Notation 2.15.
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Lemma 3.15 (Averaging formula). Let f ∈ Int(A) and p : A −→ Γ be an o-
partition such that o(a, p(a)) ⊆ A for every a ∈ A. Then∫
A
f =
∫
x∈A
o−np(x)
∫
y∈o(x,p(x))
f (y).
Proof. LetW =
⋃
a∈A({a}×o(a, p(a))) and f ∗ be the definable function onW given
by (a, b) 7−→ o−np(a)f (b). Note that this is well-defined since, by Corollary 7.8, op(a) is
invertible in KˆCa. It is easy to see that any integrable representative of f gives rise
to an integrable representative of f ∗ and hence f ∗ is integrable. So, by the Fubini
property, the righthand side of the above equation is well-defined.
Now, by Lemma 3.12, it is enough to show that, for any γ ∈ Γ,∫
p−1(γ)
f = o−nγ
∫
x∈p−1(γ)
∫
y∈o(x,γ)
f (y).
Let g be the function on p−1(γ)× o(0, γ) such that g(a, b) = f ∗(a, a+ b). Clearly g
is integrable and, by change of variables,
o−nγ
∫
x∈p−1(γ)
∫
y∈o(x,γ)
f (y) =
∫
x∈p−1(γ)
∫
y∈o(0,γ)
g(x, y).
Notice that, for every b ∈ o(0, γ),∫
x∈p−1(γ)
g(x, b) =
∫
x∈p−1(γ)
f ∗(x, x+ b) = o−nγ
∫
x∈p−1(γ)
f (x+ b) = o−nγ
∫
p−1(γ)
f ,
where the last equality is by change of variables again. Finally, by the Fubini
property, we have∫
x∈p−1(γ)
∫
y∈o(0,γ)
g(x, y) =
∫
y∈o(0,γ)
∫
x∈p−1(γ)
g(x, y) = onγo
−n
γ
∫
p−1(γ)
f =
∫
p−1(γ)
f ,
as desired. 
Proposition 3.16. Suppose that A is a definable subgroup of VFn. The convolution
product of two integrable functions on A always exists and is also an integrable
function. Moreover, the convolution map
∗ : Int(A)2 −→ Int(A)
is KˆC-bilinear, associative, and commutative.
Proof. Let f , g ∈ Int(A) and f˜ , g˜ be two integrable representatives of f , g that are
uniformly bounded by α, β ∈ Γ, respectively. Let h˜a be the function on A given by
b 7−→ f˜(b)g˜(a − b). Clearly the support of every h˜a(b) is bounded by min {α, β}
and hence the support of Λ(h˜a) is bounded by min {α, β}. So the function given by
a 7−→ Λ(h˜a) is an integrable representative of f ∗ g.
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From the definition of convolution, KˆC-bilinearity is clear. For associativity,
given a third h ∈ Int(A), we have
((f ∗ g) ∗ h)(a) =
∫
y∈A
(∫
x∈A
f (x)g(y − x)
)
h(a− y)
=
∫
x∈A
f (x)
∫
y∈A
g(y − x)h(a− y) by the Fubini property
=
∫
x∈A
f (x)
∫
z∈A
g(z)h(a− z − x) by change of variables
= (f ∗ (g ∗ h))(a).
Commutativity may be proved in a similar way, since the standard proof also only
makes use of the Fubini property and change of variables. 
Set Intb(A) = Int(A) ∩ FNb(A, KˆC). Suppose that A is a definable subgroup of
VFn. For any two functions f , g ∈ Intb(A) and any a, c ∈ A with val(a) sufficiently
low, either f (c) = 0 or g(a− c) = 0, and hence ∫
y∈A f (y)g(a− y) = 0. This means:
Corollary 3.17. The group Intb(A) is closed under convolution and hence is a
commutative ring.
4. Integration with an additive character
In this section we shall define the Fourier transform for definable functions on
VFn. We mention two conceptual reasons why this definition should work (and it
does). The first is self-duality of local fields, that is, the group of additive characters
of any local field L may be identified with the additive group of L itself. This fact
makes integrating over the group of definable characters possible in our first-order
setting. The second is that we have included in KˆC a tautological image Ω of
VF via the generic additive character exp of VF. It is conceivable that the whole
construction may be adapted for any definable abelian group G as long as the “dual
group” G∗ of G, whatever that may mean, can be handled in a first-order fashion
(for example, if G is an abelian variety) and the ring KˆC is so enlarged that it
contains the images of both G and G∗ under definable characters.
Definition 4.1. The Fourier transform of a function f ∈ FN(VFn, KˆC) is the
function f̂ ∈ FN(VFn, KˆC) such that
f̂ (b) =
∫
x∈VFn
f (x) expb(x),
provided that the integral is defined for every b ∈ VFn. Sometimes f̂ is also written
as F(f ). This is more suggestive if we understand the Fourier transform as a
(partial) linear operator.
Recall from Notation 3.8 that Intbn is short for Int
b(VFn), and so on.
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Lemma 4.2. If f ∈ Intbn then the integral
∫
x∈VFn f (x) expb(x) is defined for every
b ∈ VFn.
Proof. Let f ∈ Intbn and f˜ : VFn −→ FNb(Ω) be an integrable representative of f .
Let o(0, α) be a definable open polydisc that contains both supp(Λ(f˜ )) and supp(f ).
For any b ∈ VFn, clearly there is a β ∈ Γ, which depends on α and val(b), such
that supp(f˜ (a) expb(a)) ⊆ o(0, β) for every a ∈ o(0, α). So the integral in question
is defined. 
Remark 4.3. The above lemma shows that the Fourier transform of any f ∈ Intbn
exists. On the other hand, since we need to consider val(b), there is no guarantee
that f̂ is integrable. Of course, if f̂ has bounded support then it is integrable. In
other words, f̂ is always an almost integrable function. The map F : Intbn −→ Intan
is clearly a KˆC-module homomorphism.
Proposition 4.4 (Convolution formula). Let f , g ∈ Intbn. Then
F(f ∗ g) = F(f )F(g).
Proof. Note that, by Corollary 3.17, f ∗ g ∈ Intbn and hence the transform F(f ∗ g)
exists. For any definable γ ∈ Γ that is sufficiently low, by the Fubini property and
change of variables, we have
F(f ∗ g)(b) =
∫
x∈o(0,γ)
∫
y∈o(0,γ)
f (y)g(x− y) expb(x)
=
∫
y∈o(0,γ)
∫
z∈o(0,γ)
f (y)g(z) expb(z + y)
=
( ∫
y∈o(0,γ)
f (y) expb(y)
)(∫
z∈o(0,γ)
g(z) expb(z)
)
= f̂ (b)ĝ(b),
as desired. 
Let A ⊆ VFn be a definable subset. A function f ∈ FN(A, KˆC) is locally constant
at a ∈ A if there is a γ ∈ Γ such that f ↾ (o(a, γ) ∩ A) is constant. It is locally
constant if it is locally constant at every a ∈ A. Obviously if A is discrete then
every function in FN(A, KˆC) is locally constant. If f is locally constant at a ∈ A
then, by compactness, [23, Lemma 2.21], and o-minimality, there is an a-definable
h(a) ∈ Γ such that f ↾ (o(a, h(a)) ∩ A) is constant.
Definition 4.5. If f is locally constant then we associate with it a definable function
ιf : A −→ Γ as follows. By compactness, there is a definable function h : A −→ Γ
such that f ↾ (o(a, h(a)) ∩A) is constant for every a ∈ A. Let
Ba = {b ∈ A : a ∈ o(b, h(b)) and val(a) ≤ h(b) ≤ h(a)}.
By o-minimality, there are finitely many a-definable points in Γ that determine
h(Ba). Let ιf (a) be the lowest of these points. It is clear that ιf (a) = ιf (a
′) for any
a′ ∈ o(a, ιf (a)) ∩ A. That is, ιf is an o-partition of A.
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If f has bounded support then there is a definable open polydisc o(0, α) that
contains supp(f ). In this case, we take ιf (a) = val(a) for every a ∈ Ar o(0, α). If
f is the characteristic function of a definable subset V ⊆ A then we write ιV (a) if
f is locally constant at a and ιV : A −→ Γ if f is locally constant.
Note that, although the construction of ιf depends on the choice of h, the dis-
cussion below does not depend on this choice.
Theorem 4.6 (Fourier inversion formula). For any f ∈ Intbn, if f̂ ∈ Intbn then, for
almost all a ∈ VFn, that is, for all a ∈ VFn away from a definable subset of VFn of
VF-dimension < n, ̂̂
f (−a) = f (a).
Proof. Applying Lemma 7.6 to any definable representative of f , we see that there
is a definable open subset A ⊆ VFn with dimVF(VFnrA) < n such that f ↾ A is
locally constant. Fix an a ∈ A and let α = ιf↾A(a). For any definable open polydisc
o(0, γ) that contains a and the supports of f and f̂ , by the Fubini property, we havê̂
f (−a) =
∫
x∈VFn
(∫
y∈VFn
f (y) expx(y)
)
exp−a(x)
=
∫
y∈o(0,γ)
∫
x∈o(0,γ)
f (y) expy−a(x).
If γ is so low that o(0, γ)ι ⊆ o(0, α) then, by Lemma 3.14 and change of variables,∫
y∈a+(o(0,γ)ro(0,γ)ι)
∫
x∈o(0,γ)
f (y) expy−a(x) = 0,
and hencê̂
f (−a) =
∫
y∈a+o(0,γ)ι
∫
x∈o(0,γ)
f (y) expy−a(x) = c
n
γo
n
γf (a) = f (a),
where the last equality is by Corollary 7.8. 
Now, as in the classical integration theory, there is a submodule of Intbn whose
image under F is contained in Intbn and hence the double Fourier transform of any
function in the submodule exists.
Definition 4.7. The submodule of Intbn consisting of Schwartz-Bruhat functions,
that is, locally constant integrable functions with bounded support, is called the
Schwartz space on VFn and is denoted by Sn.
Lemma 4.8. For any f ∈ Sn, ιf (VFn) is bounded from above.
Proof. Let o(0, γ) be a definable open polydisc containing supp(f ) such that if a /∈
o(0, γ) then ιf (a) = val(a) ≤ γ. Since ιf ↾ o(0, γ) is an o-partition of o(0, γ), by
Lemma 7.5, ιf (o(0, γ)) is bounded from above. 
From now on we shall need Notation 7.9.
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Lemma 4.9. Let a ∈ VF× be definable. For any f ∈ Sn,∫
(A,a)
f =mnval(a)
∫
A
f .
Proof. Let β ∈ Γ be a definable element such that β ± val(a) > ιf (VFn). By the
averaging formula and the change of variables formula,∫
(A,a)
f =
∫
x∈A
o−nβ
∫
(o(0,β),a)
f (x) =
∫
x∈A
o−nβ
∫
o(0,β+val(a))
f (x) =mnval(a)
∫
A
f ,
as required. 
Proposition 4.10. The KˆC-module Sn is closed under Fourier transform.
Proof. Fix a nonzero f ∈ Sn. By Lemma 4.8 and o-minimality, there is a definable
upper bound β ∈ Γ of ιf (VFn). By Lemma 3.15, for any b ∈ VFn we have
f̂ (b) =
∫
x∈VFn
(
o−nιf (x)
∫
y∈o(x,ιf (x))
f (y) expb(y)
)
=
∫
x∈VFn
(
f (x)o−nιf (x)
∫
y∈o(x,ιf (x))
expb(y)
)
.
If b /∈ c(0,−β) then, by Lemma 3.14, for any a ∈ VFn, ∫
o(a,ιf (a))
expb = 0 and hence
f̂ (b) = 0. So f̂ has bounded support. By Remark 4.3, f̂ is integrable.
Choose a definable α ∈ Γ such that c(0, α) contains supp(f ). Let b ∈ VFn and
b′ ∈ o(b,−α). If a /∈ supp(f ) then obviously
f (a) expb(a) = f (a) expb′(a) = 0.
If a ∈ supp(f ) then, for any a′ ∈ o(a, ιf (a)), since o(a, ιf (a)) ⊆ c(0, α), we have
b · a′ − b′ · a′ = (b− b′) · a′ ∈M
and hence
∫
o(a,ιf (a))
expb =
∫
o(a,ιf (a))
expb′ . So, for every a ∈ VFn,
f (a)o−nιf (a)
∫
o(a,ιf (a))
expb = f (a)o
−n
ιf (a)
∫
o(a,ιf (a))
expb′ .
So f̂ is also locally constant. 
Corollary 4.11. The restriction of F is a KˆC-module automorphism of Sn.
Proof. It is a KˆC-module homomorphism by Proposition 4.10. By the Fourier in-
version formula, it must be a bijection. 
For any function f ∈ FN(VFn, KˆC), fˇ is the function given by f (−a) = fˇ (a).
Corollary 4.12. For any f , g ∈ Sn,
F(fg) = F(f ) ∗ F(g).
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Proof. By the convolution formula, the Fourier inversion formula, and the fact that
Sn is closed under convolution,
(F(f ) ∗ F(g))(a) = F(F(F(f ) ∗ F(g)))(−a)
= F(F(F(f ))F(F(g)))(−a)
= F(fˇ gˇ)(−a)
= F(fg)(a),
as desired. 
Theorem 4.13 (Plancherel formula). Suppose that f , f̂ , g ∈ Intbn. Then∫
VFn
fg =
∫
VFn
f̂ ̂ˇg.
Proof. First note that, by Remark 4.3, f̂ ̂ˇg ∈ Intbn and hence the righthand side of
the equality is well-defined. For any definable γ ∈ Γ that is sufficiently low,∫
x∈VFn
f̂ (x)̂ˇg(x) = ∫
x∈o(0,γ)
f̂(x)
∫
z∈o(0,γ)
g(z) expx(−z)
=
∫
z∈o(0,γ)
g(z)
∫
x∈o(0,γ)
f̂ (x) exp−z(x)
=
∫
z∈o(0,γ)
g(z)f (z),
where the third equality is by the Fourier inversion formula. 
We note that, for any f , g ∈ Intbn, a straightforward computation using only the
Fubini property shows that the following classical version of the Plancherel formula
holds: ∫
VFn
F(f )g =
∫
VFn
fF(g).
5. Definable distributions
Our main references for the classical theory of distributions are [7, 11].
By a definable function VFn×Γ −→ KˆC we mean a function f ∈ FN(VFn+1, KˆC)
such that, for every (a, b1), (a, b2) ∈ VFn+1 with val(b1) = val(b2), f (a, b1) =
f (a, b2). We write FN(VF
n×Γ, KˆC), Intn,Γ, etc., for the corresponding KˆC-modules
of definable functions. If f ∈ FN(VFn×Γ, KˆC) then the function fγ : VFn −→ KˆC
is given by a 7−→ f (a, γ) and the function fa : Γ −→ KˆC is given by γ 7−→ f (a, γ).
By Lemma 3.3, each fa may be treated as an a-definable function on RV.
Definition 5.1 ([12, Definition 11.5]). A predistribution on VFn is a definable func-
tion D ∈ FN(VFn×Γ, KˆC) such that
• Dγ is an almost integrable function for every γ ∈ Γ,
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• for every (a, γ), (a′, γ) ∈ VFn×Γ, if val(a − a′) > γ, that is, if o(a, γ) =
o(a′, γ), then D(a, γ) = D(a′, γ),
• D is coherent, that is, for every (a, γ), (a, γ′) ∈ VFn×Γ, if γ′ ≥ γ then
D(a, γ) =
∫
x∈o(a,γ)
o−nγ′ D(x, γ
′).
If f ∈ Intan then, as in the classical theory of distributions, the almost integrable
function Df on VF
n×Γ given by
Df (a, γ) =
∫
o(a,γ)
f
is a predistribution on VFn, which shall be called a regular predistribution. That
Df is coherent is clear by the averaging formula (Lemma 3.15).
Lemma 5.2. Let D1, D2 be two predistributions. Suppose that for every a ∈ VFn
there is a γa ∈ Γ such that D1(b, γ) = D2(b, γ) for every γ ≥ γa and every b ∈
o(a, γa). Then D1 = D2.
Proof. For each a ∈ VFn let Ga ⊆ Γ be the a-definable subset of all the values that
satisfy the given property. Suppose for contradiction that there is a (d, α) such that
D1(d, α) 6= D2(d, α). Then every Ga is bounded from below. By coherence ofD1, D2
and o-minimality, there is a least element βa in every Ga. Let p : VF
n −→ Γ be the
definable function given by a 7−→ βa. Note that if b ∈ o(a, p(a)) then p(b) = p(a)
and hence p is an o-partition of VFn. So p ↾ o(d, α) is an o-partition of o(d, α).
By Lemma 7.5, there is a (d, α)-definable α′ ∈ Γ such that p(o(d, α)) < α′. Since
α < p(d) < α′, by coherence of D1, D2,
D1(d, α) =
∫
x∈o(d,α)
o−nα′ D1(x, α
′) =
∫
x∈o(d,α)
o−nα′ D2(x, α
′) = D2(d, α),
which is a contradiction. 
Lemma 5.3. Let D be a predistribution and f ∈ Intan a locally constant function.
Suppose that p : o(a, γ) −→ Γ is a definable o-partition such that p(b) ≥ ιf (b) ≥ γ
for every b ∈ o(a, γ). Then∫
x∈o(a,γ)
f (x)o−np(x)D(x, p(x)) and
∫
x∈o(a,γ)
f (x)o−nιf (x)D(x, ιf (x))
are defined and they are equal.
Proof. Let β ∈ Γ be an (a, γ)-definable bound of p(o(a, γ))∪ιf (o(a, γ)), which exists
by Lemma 7.5. For any b ∈ o(a, γ), by coherence,
D(b, p(b)) =
∫
y∈o(b,p(b))
o−nβ D(y, β) and D(b, ιf (b)) =
∫
y∈o(b,ιf (b))
o−nβ D(y, β).
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Therefore,
o−nβ
∫
x∈o(a,γ)
f (x)D(x, β) = o−nβ
∫
x∈o(a,γ)
o−np(x)
∫
y∈o(x,p(x))
f(y)D(y, β)
=
∫
x∈o(a,γ)
f (x)o−np(x)
∫
y∈o(x,p(x))
o−nβ D(y, β)
=
∫
x∈o(a,γ)
f (x)o−np(x)D(x, p(x)),
where the first equality is by the averaging formula. A completely similar computa-
tion shows
o−nβ
∫
x∈o(a,γ)
f (x)D(x, β) =
∫
x∈o(a,γ)
f (x)o−nιf (x)D(x, ιf (x)).
The lemma follows. 
Corollary 5.4. Let D be a predistribution and p : o(a, γ) −→ Γ an o-partition.
Then
D(a, γ) =
∫
x∈o(a,γ)
o−np(x)D(x, p(x)).
Therefore, if p is an o-partition of VFn then the function given by b 7−→ o−np(b)D(b, p(b))
is an almost integrable function.
By Lemma 5.3, the following is well-defined:
Definition 5.5. Let D be a predistribution. A distribution induced by D is a linear
functional D′ : Sn −→ KˆC given by
D′(f ) =
∫
x∈VFn
f (x)o−nβ D(x, β),
where β is any definable upper bound of ιf (VF
n), which exists by Lemma 4.8.
IfD is regular thenD′ is a regular distribution; otherwiseD′ is a singular distribu-
tion. If h ∈ Intan then, by the averaging formula, we have Dh(f ) =
∫
x∈VFn f (x)h(x).
So the regular distribution Dh is naturally defined on a larger domain, namely Int
b
n;
that is, Dh : Int
b
n −→ KˆC is a linear functional given by the above integral.
For each a ∈ VFn, D′ induces an a-definable function D′a : Γ −→ KˆC given
by γ 7−→ D′(1o(a,γ)). It is clear that D′a(γ) = D(a, γ) for all (a, γ) ∈ VFn×Γ.
Therefore, there is no need to distinguish notationally a predistribution from the
distribution induced by it.
Lemma 5.6 ([12, Proposition 11.8]). Let D be a distribution. Then there is a
definable open subset V ⊆ VFn and a locally constant function f ∈ Inta(V ) such
that dimVF(VF
nrV ) < n and, for every bounded clopen definable subset U ⊆ V ,
D(1U) =
∫
U
f .
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Proof. By Lemma 7.6 and o-minimality, there is a definable open subset V ⊆ VFn
with dimVF(VF
nrV ) < n and an o-partition p of V such that, for all a, b ∈ V , if
b ∈ o(a, p(a)) then Da = Db. For any a ∈ V and any β ≥ α ≥ p(a), by coherence,
we have
D(a, α) =
∫
x∈o(a,α)
o−nβ D(x, β) =
∫
x∈o(a,α)
o−nβ D(a, β) = o
n
αo
−n
β D(a, β)
and hence
o−nα D(a, α) = o
−n
β D(a, β).
Let f be the definable function on V given by a 7−→ o−np(a)D(a, p(a)), which, by
Corollary 5.4, is an almost integrable locally constant function such that ιf = p.
Let U ⊆ V be a bounded clopen definable subset and β ∈ Γ a definable upper bound
of ιU (VF
n) ∪ p(U), which exists by Lemma 7.5. Then
D(1U) =
∫
x∈U
o−nβ D(x, β) =
∫
x∈U
f (x),
as required. 
Remark 5.7. An analogue of Bernstein’s theorem in [1] for nonarchimedean local
fields is proved in [12, Corollary 11.10]. It says the following: For any integers n,
d, any nonarchimedean local field L of sufficiently large residue characteristic, and
any polynomial G ∈ L[X1, . . . , Xn] of degree ≤ d, there is a proper variety VG ⊆ Ln
such that, away from VG, the Fourier transform F(|G|) agrees with a locally constant
function. Of course G may be replaced by any definable function VFn −→ VF. This
is a direct consequence of Lemma 5.6 and the specialization procedure described in
[23, §6]. A detailed presentation of this will appear elsewhere.
A simple computation shows that the Fourier transform 1̂o(a,γ) may be written
as onγ expa 1c(0,−γ). By Proposition 4.10, 1̂o(a,γ) ∈ Sn. If val(a) > γ then we may
assume ι
1̂
o(a,γ)
(b) = −γ for all b ∈ c(0,−γ); if val(a) ≤ γ then we may assume
ι
1̂
o(a,γ)
(b) = − val(a) for all b ∈ c(0,−γ).
Lemma 5.8. For any distribution D, the function D̂ on VFn×Γ given by D̂(a, γ) =
D(1̂o(a,γ)) is a predistribution.
Proof. Let β ≥ −γ be γ-definable. Then, for every a ∈ VFn,
D(1̂o(a,γ)) = o
n
γ
∫
x∈c(0,−γ)
expa(x)o
−n
β D(x, β).
Since Dβ is an almost integrable function and the function given by (y, x) 7−→
expy(x) is also almost integrable, clearly D̂γ is an almost integrable function as
well. Next, if o(a, γ) = o(a′, γ) then expa ↾ c(0,−γ) = expa′ ↾ c(0,−γ) and hence
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D(1̂o(a,γ)) = D(1̂o(a′,γ)). Lastly, let γ
′ ≥ γ. Then
D̂(a, γ) =
∫
y∈c(0,−γ)
o−nβ D(y, β)o
n
γ expa(y)
=
∫
y∈c(0,−γ′)
o−nβ D(y, β)
∫
x∈o(a,γ)
expx(y) by Lemma 3.14
=
∫
x∈o(a,γ)
o−nγ′ o
n
γ′
∫
y∈c(0,−γ′)
expx(y)o
−n
β D(y, β)
=
∫
x∈o(a,γ)
o−nγ′ D̂(x, γ
′),
where the last equality holds since β ≥ −γ′. 
Definition 5.9. The Fourier transform of the distribution induced by the predis-
tribution D is the distribution induced by the predistribution D̂. Sometimes D̂ is
also written as F(D).
Theorem 5.10. For every f ∈ Sn, D(f̂ ) = D̂(f ).
Proof. By Proposition 4.10, f̂ ∈ Sn. Let β be a definable upper bound of ιf (VFn)
such that supp(f̂) ⊆ c(0,−β). Let δ ≥ −β be a definable upper bound of ι
f̂
(VFn).
Then, for every definable γ ∈ Γ that is sufficiently low,
D̂(f ) =
∫
x∈o(0,γ)
f (x)o−nβ o
n
β
∫
y∈c(0,−β)
expx(y)o
−n
δ D(y, δ)
=
∫
y∈c(0,−β)
(∫
x∈o(0,γ)
f (x) expy(x)
)
o−nδ D(y, δ),
which is just D(f̂ ). 
Definition 5.11. Let D be a distribution on VFn. We say that D vanishes at
a ∈ VFn if there is a γ ∈ Γ such that D(a′, γ′) = 0 for every a′ ∈ o(a, γ) and every
γ′ ≥ γ. By Definition 5.5, if D vanishes at a then D(f ) = 0 for every f ∈ Sn with
supp(f ) ⊆ o(a, γ). If D does not vanish at a then a is an essential point of D.
The support of D is the subset supp(D) ⊆ VFn of essential points of D.
Remark 5.12. In general, supp(D) is not guaranteed to be definable. However, it is
not hard to see that, by compactness, if supp(D) is bounded then there is a definable
γ ∈ Γ such that supp(D) ⊆ c(0, γ).
By Lemma 7.6 and o-minimality, if D vanishes at a then there is an a-definable
ιD(a) ∈ Γ such that D(a′, γ′) = 0 for every a′ ∈ o(a, ιD(a)) and every γ′ ≥ ιD(a).
Moreover, if a′ ∈ o(a, ιD(a)) then D vanishes at a′ and ιD(a′) = ιD(a). Therefore, for
any parametrically definable subset A ⊆ VFnr supp(D), by compactness, ιD may
be constructed as a parametrically definable o-partition of A. If, in addition, A is
bounded and closed then, by Lemma 7.5, there is a parametrically definable upper
bound of ιD(A). Also, if supp(D) ⊆ c(0, γ) then we may set ιD(a) = val(a) for every
a /∈ c(0, γ).
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Lemma 5.13. For any o(a, γ) ⊆ VFnr supp(D), D(a, γ) = 0. In particular, D
has no essential point if and only if D = 0.
Proof. The first assertion follows from Remark 5.12 and coherence. The second
assertion is the special case supp(D) = ∅. 
Lemma 5.14. If D has bounded support then there is a locally constant function
h ∈ Intan such that D̂ = Dh.
Proof. Fix a definable γ ∈ Γ such that c(0, γ) contains supp(D). Let h be the
definable function on VFn given by
a 7−→ D(expa ↾ c(0, γ)) =
∫
x∈c(0,γ)
expa(x)o
−n
βa
D(x, βa),
where βa = max {±γ} if a ∈ o(0,−γ) and βa = max {±γ,± val(a)} if a /∈ o(0,−γ).
It is clear that h is an almost integrable locally constant function and ιh(a) = βa.
Now it is enough to show that, for every f ∈ Sn,
D(f̂ ) = Dh(f ) =
∫
x∈VFn
f (x)h(x).
Observe that, for every definable α ∈ Γ that is sufficiently low and every definable
β ≥ −α, h ↾ o(0, α) is given by
a 7−→
∫
x∈c(0,γ)
expa(x)o
−n
β D(x, β)
and hence, by the Fubini property,
Dh(f ) =
∫
y∈o(0,α)
f (y)
∫
x∈c(0,γ)
expy(x)o
−n
β D(x, β)
=
∫
x∈c(0,γ)
f̂(x)o−nβ D(x, β).
By Lemma 5.13, for every a /∈ c(0, γ), D(a, β) = 0. Since β ≥ ι
f̂
(VFn), we deduce
that Dh(f ) = D(f̂ ). 
Definition 5.15. For any h ∈ Intan, let hD and Dh denote the linear functional
Sn −→ KˆC given by
f 7−→ (Dh)(f ) =
∫
x∈VFn
f (x)o−nβ D(x, β)h(x),
where β is any definable upper bound of ιh(VF
n). Since fh ∈ Intbn, this is well-
defined by Lemma 5.3. By the averaging formula, this integral may also be written
as ∫
x∈VFn
o−2nβ f (x)D(x, β)
∫
y∈o(x,β)
h(y).
Therefore, ifDh = Dg then hD = gD. This means that, for any regular distribution
D′, it makes sense to form their product DD′ = D′D, where the distribution is given
by Dh for any h ∈ Intan such that D′ = Dh.
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Definition 5.16. Let D1, D2 be predistributions on VF
n1 , VFn2 , respectively. Let
D1 ⊗D2 be the definable function on VFn1+n2 ×Γ given by
(a1, a2, γ) 7−→ D1(a1, γ)D2(a2, γ).
It is routine to check that D1 ⊗D2 is a predistribution on VFn1+n2 and
F(D1 ⊗D2) = D̂1 ⊗ D̂2.
The tensor product of the distributions induced by D1 and D2 is the distribution
induced by D1 ⊗D2, which is also written as D1 ⊗D2. Note that
supp(D1 ⊗D2) = supp(D1)× supp(D2).
If n1 = n2 = n, we wish to define the convolution D1 ∗D2 of D1 and D2 as the
linear functional on Sn given by
(D1 ∗D2)(f ) = (D1 ⊗D2)(f †),
where f † is the locally constant integrable function on VF2n given by (a1, a2) 7−→
f (a1+a2). However, as in the classical theory, f
† is not guaranteed to be a Schwartz-
Bruhat function since its support may not be bounded. On the other hand, if either
D1 or D2 has bounded support then supp(f
†) ∩ supp(D1 ⊗D2) is bounded. So the
classical remedy works:
Definition 5.17. Suppose that D1 or D2 has bounded support. Then the convolu-
tion D1 ∗D2 of D1 and D2 is the linear functional on Sn given by
(D1 ∗D2)(f ) =
∫
(x1,x2)∈o(0,γ)
f (x1 + x2)o
−2n
β (D1 ⊗D2)(x1, x2, β),
where o(0, γ) is any definable open polydisc containing supp(f †) ∩ supp(D1 ⊗D2)
and β is any definable upper bound of ιf†↾o(0,γ)(VF
2n).
Note that, by Lemma 5.3 and Lemma 5.13, this definition does not depend on
the choice of γ and β.
Lemma 5.18. The definable function VFn×Γ −→ KˆC induced by D1 ∗ D2 is a
predistribution and hence D1 ∗D2 is a definable distribution.
Proof. The proofs of Lemma 5.8 and Theorem 5.10 may be easily adapted to work
here. 
The following theorem is a generalization of the convolution formula for bounded
integrable functions.
Theorem 5.19. F(D1 ∗D2) = D̂1D̂2.
Proof. Let us assume that D1 has bounded support. Note that D̂1D̂2 is well-defined
since, by Lemma 5.14, D̂1 is regular. Choose any locally constant function h ∈ Intan
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such that D̂1 = Dh. For any f ∈ Sn, any definable γ ∈ Γ that is sufficiently low,
and any definable β ∈ Γ that is sufficiently large,
(D1 ∗D2)(f̂) =
∫
(x1,x2)∈o(0,γ)
(∫
y∈o(0,γ)
f (y) expx1+x2(y)
)
o−2nβ D1(x1, β)D2(x2, β)
=
∫
x2∈o(0,γ)
D̂1(f expx2)o
−n
β D2(x2, β)
=
∫
x2∈o(0,γ)
(∫
y∈o(0,γ)
f (y) expx2(y)h(y)
)
o−nβ D2(x2, β).
Since fh ↾ o(0, γ) is a Schwartz-Bruhat function, we deduce that
(D1 ∗D2)(f̂ ) = D̂2(fh) = D̂1D̂2(f ),
as desired. 
6. The (na¨ıve) Weil representation of SL2
For any self-dual locally compact field F , char(F ) 6= 2, and any symplectic vector
space W = V ⊕V ∗ over F , where V , V ∗ are two transversal Lagrangian subspaces of
W , a classical construction due to Shale-Segal-Weil gives a projective representation
of the symplectic group Sp(W ) in the Schwartz space of V . The goal of this section
is to generalize this construction for algebraically closed valued fields of residue
characteristic 0, in a na¨ıve way (see the introduction for an explanation), via motivic
integration. For simplicity, we shall only do this for SL2. The canonical reference
for such constructions is of course Weil’s memoir [17]. On the other hand, Rao’s
more explicit version [16] is even more helpful.
Notation 6.1. The notation in Example 2.18 will be used throughout this section.
The action of n× n matrices on VFn is written on the right. For x ∈ VF2 we shall
write x˙ for its first coordinate and x¨ for its second coordinate. The matrix group
SL2 may be presented in a different way. It is generated by elements of the form
u(b) =
(
1 b
0 1
)
∈ B, s(a) =
(
a 0
0 a−1
)
∈ A, w =
(
0 1
−1 0
)
∈ W ∗,
where a, b ∈ VF and a 6= 0, subject to the relations
• u is an additive homomorphism,
• s is a multiplicative homomorphism,
• ws(a) = s(a−1)w,
• w2 = s(−1),
• wu(a)w = s(−a−1)u(−a)wu(−a−1).
For every σ =
(
a b
c d
) ∈ SL2, if σ /∈ B then the standard Bruhat presentation of σ is
given by
σ = u(a/c)ws(−c)u(d/c) =
(
1 a/c
0 1
)(
0 1
−1 0
)(−c 0
0 −1/c
)(
1 d/c
0 1
)
.
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Definition 6.2. For any quadratic form q on VFn, the function expq ∈ Intan given
by x 7−→ exp(1
2
q(x)) is a character of VFn of second degree. Let ρ be the n × n
symmetric form associated with q (and hence with expq). Then
expq(x+ y)
expq(x) expq(y)
= exp(x · yρ) = exp(xρ · y).
We say that the character expq is nondegenerate if ρ ∈ GLn. In that case the function
exp′q ∈ Intan given by x 7−→ expq(xρ−1)−1 is also a character of second degree, which
is understood as the dual of expq and whose associated symmetric form is clearly
−ρ−1.
If we write q′ for the quadratic form associated with −ρ−1 then exp′q may also
be written as expq′. For any definable subset A ⊆ VFn we write expq|A for the
restriction expq ↾ A. Note that if A ⊆ (VF×)n is open and bounded then expq|A is
a Schwartz-Bruhat function. The regular distribution induced by expq is written as
Dq.
Let expq be a definable character of VF
n of second degree, where n ≤ 2, q(x) = ex2
if n = 1, and q(x) = e1x˙
2 + e2x¨
2 + e3x˙x¨ if n = 2. The associated symmetric form is
either ρ = e or ρ =
( e1 e3/2
e3/2 e2
)
.
Remark 6.3. Suppose that n = 1 and e 6= 0. Let b = e/2 and √b be a chosen square
root of b. Let a ∈ VF and b ⊆ VF be an open disc around a with dimVF(b) = 1
and β the valuative radius of b. By a computation similar to the one in the proof
of Lemma 3.14, we have
∫
x∈b
expb(x
2) =

∫
x∈O /
√
b
expb(x
2), if O /
√
b ⊆ b,
vol(b) expb(a
2), if
{
b ( O /
√
b or
−β − val(b) ≤ val(a) < −val(b)
2
,
0, otherwise;
similarly if b is a closed ball. The element∫
x∈O /
√
b
expb(x
2) ∈ KˆC
is denoted by θb. If b = 1 then we simply write θ. Note that if the substructure S
contains the square roots of −1 ∈ VF then θb = θ−b. The function given by b −→ θb
may be considered as a motivic analogue of the Jacobi theta function ϑ(0; τ) and, in
particular, θ as a motivic analogue of the quadratic Gauss sum. It is conceptually
compelling to modify the ring KˆC by various classical identities concerning these
objects; but this is not needed in what follows.
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Suppose that n = 2. Let a ∈ VF2 and γ ∈ Γ. Since expq ↾ o(a, γ) is an integrable
function, if e2 6= 0 then∫
x∈o(a,γ)
expq(x) =
∫
x˙∈o(a˙,γ)
exp(1
2
e1x˙
2)
∫
x¨∈o(a¨,γ)
exp(1
2
e2x¨
2 + 1
2
e3x˙x¨)
=
∫
x˙∈o(a˙,γ)
exp(1
2
e1x˙
2)
∫
x¨∈o(a¨+ e3x˙
2e2
,γ)
exp
(
1
2
e2x¨
2 − e
2
3x˙
2
8e2
)
=
∫
x˙∈o(a˙,γ)
exp
(4e1e2 − e23
8e2
x˙2
)∫
x¨∈o(a¨+ e3x˙
2e2
,γ)
exp e2
2
(x¨2);
similarly if e1 6= 0. If e1 = e2 = 0 then∫
x∈o(a,γ)
expq(x) =
∫
x˙∈o(a˙,γ)
∫
x¨∈o(a¨,γ)
expe3x˙(x¨).
Therefore, if q 6= 0 and both val(a˙) and val(a¨) are sufficiently low then, by the third
equality above and Lemma 3.14, we have
∫
x∈o(a,γ) expq(x) = 0. Of course if q = 0
then
∫
x∈o(a,γ) expq(x) = o
2
γ .
From now on we suppose that expq is nontrivial, that is, q 6= 0, unless indicated
otherwise.
Lemma 6.4. For any f ∈ Sn, f ∗expq ∈ Intbn and hence F(f ∗expq) is well-defined.
Proof. The case n = 1 being completely similar, we shall just show this for the case
n = 2. Since f has bounded support and expq is an almost integrable function,
an easy argument similar to the one in the proof of Proposition 3.16 shows that
f ∗ expq is also an almost integrable function. So it is enough to show that f ∗ expq
has bounded support. Let o(0, γ) be a definable open polydisc containing supp(f )
and β > 0 a definable upper bound of ιf (VF
2). For any a ∈ VF2, by the averaging
formula,∫
x∈VF2
f (x) expq(a− x) =
∫
x∈o(0,γ)
(
o−2β f (x)
∫
y∈o(x,β)
expq(a− y)
)
.
If val(a˙) and val(a¨) are sufficiently low then, by Remark 6.3,∫
y∈o(x,β)
expq(a− y) =
∫
z∈o(a−x,β)
expq(z) = 0
and hence (f ∗ expq)(a) = 0. 
The following proposition is an analogue of [17, Theorem 2] (also see [2] and [16,
Theorem A.1]), which may be considered as an extension of the convolution formula
for integrable functions (see Proposition 4.4).
Proposition 6.5. Suppose that expq is nondegenerate. There is a γq ∈ KˆC, which
is called the Weil index of q, such that, for any f ∈ Sn and any a ∈ VFn,
F(f ∗ expq)(a) = γqf̂ (a) expq′(a).
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Proof. The case n = 1, where γq = θe/2, is left to the reader. For n = 2, we first
consider the case e1 6= 0 or e2 6= 0. The computations being the same, we just assume
that e2 6= 0. By Lemma 6.4, for any a-definable γ < val(a) that is sufficiently low,
we have
F(f ∗ expq)(a)
=
∫
x∈o(0,γ)
(∫
y∈o(0,γ)
expq(y)f (x− y)
)
expa(x)
=
∫
y∈o(0,γ)
expq(y)
∫
z∈o(0,γ)
f (z) expa(z + y)
= f̂ (a)
∫
y∈o(0,γ)
exp(1
2
e1y˙
2 + 1
2
e2y¨
2 + 1
2
e3y˙y¨ + a˙y˙ + a¨y¨)
= f̂ (a)
∫
y˙∈o(0,γ)
exp(1
2
e1y˙
2 + a˙y˙ − e2
2
( e3
2e2
y˙ + a¨
e2
)2)
∫
y¨∈o( e3
2e2
y˙+ a¨
e2
,γ)
exp( e2
2
y¨2).
By the choice of γ, we have o( e3
2e2
y˙ + a¨
e2
, γ) = o(0, γ) for all y˙ ∈ o(0, γ) and hence,
by Remark 6.3,
F(f ∗ expq)(a)
= f̂ (a)θe2/2
∫
y˙∈o(0,γ)
exp1/8e2((4e1e2 − e23)y˙2 + 4(2a˙e2 − a¨e3)y˙ − 4a¨2)
= f̂ (a)θe2/2
∫
y˙∈o( 2a˙e2−a¨e3
2 det(ρ)
,γ)
expdet(ρ)/2e2
(
y˙2 − a˙
2e22 − a˙a¨e2e3 + a¨2e1e2
det(ρ)2
)
Again, by the choice of γ, we have o(2a˙e2−a¨e3
2 det(ρ)
, γ) = o(0, γ) and hence, by Remark 6.3,
F(f ∗ expq)(a) = f̂ (a)θe2/2θdet(ρ)/2e2 expq′(a).
Next we consider the case e1 = e2 = 0. We have
F(f ∗ expq)(a) = f̂ (a)
∫
y∈o(0,γ)
exp(1
2
e3y˙y¨ + a˙y˙ + a¨y¨)
= f̂ (a)
∫
y˙∈o(0,γ)
exp(a˙y˙)
∫
y¨∈o(0,γ)
exp 1
2
e3y˙+a¨
(y¨).
By the choice of γ and Lemma 3.14, we deduce
F(f ∗ expq)(a) = f̂ (a)oγ
∫
y˙∈c(− 2a¨
e3
,−γ−val(e3))
exp(a˙y˙)
= f̂ (a)oγc−γ−val(e3) expq′(a).
By Corollary 7.8, oγc−γ−val(e3) =m−val(e3) does not depend on the choice of γ.
There is an alternative way to compute γq for the second case, which yields a
form that is completely similar to the one in the first case. It goes as follows. By
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the change of variables (y˙, y¨) 7−→ (y˙, y¨ − y˙), we have
F(f ∗ expq)(a)
= f̂(a)
∫
y∈o(0,γ)
exp(1
2
e3y˙(y¨ + y˙) + a˙y˙ + a¨(y¨ + y˙))
= f̂(a)
∫
y¨∈o(0,γ)
exp(a¨y¨)
∫
y˙∈o( 1
2
y¨+ a˙+a¨
e3
,γ)
expe3/2
(
y˙2 −
(
1
2
y¨ +
a˙ + a¨
e3
)2)
= f̂(a)θe3/2
∫
y¨∈o( 2(a˙−a¨)
e3
,γ)
exp−e3/8
(
y¨2 +
16a˙a¨
e23
)
= f̂(a)θe3/2θdet(ρ)/2e3 expq′(a),
where the last two equalities are justified as above. 
Remark 6.6. Since for any q it is easy to arrange f̂(a) expq′(a) = 1 for some f and
some a, we see that, by the computations above, some relations among the elements
θa are forced after all: for any a, b, c ∈ VF×,
θaθ− a
4
=m− val(a) and θ a
2
θ c
2a
= θ b
2
θ c
2b
.
So every θa is a unit. Furthermore, we deduce:
• θab = θ−1θaθb (in parallel with the classical fact that quadratic Gauss sums
are multiplicative) and, in particular, θa = θ−a2θ−1θ− 1
a
(in parallel with
the functional equation ϑ(0; a) = (−ia)−1/2ϑ(0;−1/a) of the Jacobi theta
function).
• θaθ− 1
a
= 1 and θ2−a = θθa2 , which imply θ
4 = 1.
• θ2a
2
= θ2m− val(a) and hence γ2qm
2
val(e)/2 = θ
2 if n = 1 (see [16, Corollary A.5]
for a comparison).
Remark 6.7. Let f ∈ Sn and o(0, γ) be a definable open disc such that f ∗
expq|o(0,γ) = f ∗ expq. Then, by Proposition 4.4,
F(f ∗ expq|o(0,γ)) = f̂expq|o(0,γ) ∈ Intbn .
In particular, if f = 1c(0,−β) then f̂ = cn−β1o(0,β) and hence, by Proposition 6.5, we
see that
êxpq|o(0,γ) ↾ o(0, β) = γq expq′|o(0,β) .
This gives rise to a version of Proposition 6.5 in terms of distributions:
Corollary 6.8. D̂q = γqDq′.
Proof. It is enough to check that the corresponding predistributions agree. By The-
orem 5.10, the Plancherel formula (see the paragraph after Theorem 4.13), and
Remark 6.7, we have
D̂q(a, γ) =
∫
VFn
1̂o(0,γ) expq = γq
∫
o(0,γ)
expq′,
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as desired. 
Notation 6.9. For each σ =
(
a b
c d
) ∈ SL2 we write expσ for the character of VF2 of
second degree given by
x 7−→ exp(1
2
abx˙2 + 1
2
cdx¨2 + bcx˙x¨).
The symmetric form associated with expσ is ρ =
(
ab bc
bc cd
)
. So expσ is nondegenerate
if and only if det(ρ) = bc 6= 0 if and only if σ is not in the Borel subgroups B,
B. A simple computation shows that exp′σ(x) = expσ′
(
x√
det(ρ)
)
, where
√
det(ρ) is a
chosen square root of det(ρ) and
σ′ =
 −bd√det(ρ) c2√det(ρ)
b2√
det(ρ)
−ac√
det(ρ)
 ∈ SL2 .
The symmetric form associated with expσ′ is of course ρ
′ = − det(ρ)ρ−1.
If σ is unipotent, that is, if a = d = 1 and bc = 0, then expσ, written alternatively
as νb or νc, will be considered as a character of VF of second degree. In this case
the associated symmetric form ρ is just the scalar b or c and its dual ρ′ is just the
scalar −1/b or −1/c.
It is routine to check that expσσ′(x) = expσ(x) expσ′(xσ).
Definition 6.10. For any a ∈ VF2 let Ua be the linear operator on S1 given by
Ua(f ) : x 7−→ expa¨(x)f (x+ a˙).
We clearly have Ua′Ua = exp(a¨a˙
′)Ua′+a and hence the map a 7−→ Ua is a projective
representation of VF2.
Let σ =
(
a b
c d
) ∈ SL2. If σ ∈ B then let Rσ be the linear operator on S1 given by
Rσ(f ) : x˙ 7−→mval(a)/2 expσ(x˙, x¨)f (ax˙+ cx¨).
Note that x¨ does not really occur on the righthand side. We write it in this way for
the sake of uniformity, since if σ /∈ B then we let Rσ be the linear operator on S1
given by
Rσ(f ) : x˙ 7−→
∫
x¨∈VF
expσ(x˙, x¨)f (ax˙+ cx¨).
Lemma 6.11. Every Rσ is an endomorphism of S1.
Proof. This is clear if σ ∈ B. Suppose that σ = ( a bc d ) with c 6= 0. Let f ∈ S1 and
o(0, β) be a definable open disc that contains supp(f ). Then, for all x˙ ∈ VF, by
change of variables and Lemma 4.9,
Rσ(f )(x˙) = exp(
1
2
abx˙2)
∫
x¨∈o(− a
c
x˙,β−val(c))
exp(1
2
cdx¨2 + bcx˙x¨)f (ax˙+ cx¨)
=m− val(c) exp( a2c x˙
2)
∫
x¨∈o(0,β)
exp( d
2c
x¨2 − 1
c
x˙x¨)f (x¨).
FOURIER TRANSFORM IN ACVF 39
If d = 0 then Rσ(f )(x˙) =m− val(c) exp( a2c x˙
2)f̂(−1
c
x˙) and hence, by Proposition 4.10,
Rσ(f ) ∈ S1. If d 6= 0 then
Rσ(f )(x˙) =m− val(c) exp( b2d x˙
2)
∫
x¨∈o(− 1
d
x˙,β)
expd/2c(x¨
2)f (x¨+ 1
d
x˙).
We may choose a definable γ ∈ Γ so large that f (x¨+ 1
d
x˙) is constant on all polydiscs
of valuative radius γ. Then, for all open disc b ⊆ VF of valuative radius γ and all
x˙ ∈ b, the function x¨ 7−→ f (x¨+ 1
d
x˙) only depends on b. This means that Rσ(f ) is
locally constant. By the averaging formula, we have∫
x¨∈o(− 1
d
x˙,β)
expd/2c(x¨
2)f (x¨+ 1
d
x˙) =
∫
x¨∈o(− 1
d
x˙,β)
f (x¨+ 1
d
x˙)o−1γ
∫
x∈o(x¨,γ)
expd/2c(x
2)
and hence, by Remark 6.3, if val(x˙) is sufficiently low then Rσ(f )(x˙) = 0. 
Lemma 6.12. For all a ∈ VF2 and all σ ∈ SL2, UaRσ = expσ(a)RσUaσ.
Proof. The computation is straightforward and is left to the reader. 
Lemma 6.13. For all matrices σ =
(
a b
c d
)
, ξ1 =
(
a1 b1
0 1/a1
)
, and ξ2 =
(
a2 b2
0 1/a2
)
in
SL2, we have
• Rξ1Rξ2 = Rξ1ξ2,
• Rξ1RσRξ2 =mval(a−11 a2)/2Rξ1σξ2 if c 6= 0,• RwRξ1Rw = θa1b1/2mval(a1b21)/2Rwξ1w if b1 6= 0 and RwRξ1Rw = Rwξ1w if
b1 = 0.
Proof. The computation for the first item is straightforward and the computation
for the second item is similar to that for the third item. These are left to the reader.
For the third item, let f ∈ S1 and o(0, β) be a sufficiently large definable open disc.
If b1 6= 0 then we have:
RwRξ1Rw(f )(x˙)
=
∫
x¨∈o(0,β)
exp(−x˙x¨)mval(a1)/2 exp(12a1b1x¨2)
∫
x∈o(0,β)
exp(a1x¨x)f (−x)
=mval(a1)/2 exp(− 12a1b1 x˙2)
∫
x¨∈o(0,β)
exp(1
2
a1b1x¨
2)f̂ (−a1x¨− 1b1 x˙)
= θa1b1/2m−val(a1)/2 exp(− 12a1b1 x˙2)
∫
x¨∈o(0,β)
exp(− 1
2a1b1
x¨2 − 1
a1b1
x˙x¨)f ( 1
a1
x¨)
= θa1b1/2mval(a1b21)/2
∫
x¨∈o(0,β)
exp(−1
2
a1b1x¨
2)f (− 1
a1
x˙+ b1x¨)
= θa1b1/2mval(a1b21)/2Rwξ1w(f )(x˙),
where the third equality is by the Plancherel formula, the Fourier inversion formula,
and Remark 6.7. The case b1 = 0 follows easily from the Fourier inversion formula
and is left to the reader. 
40 YIMU YIN
Corollary 6.14. Let σ =
(
a b
c d
)
and σ′ =
(
a′ b′
c′ d′
)
be matrices in SL2. The multiplier
c(σ, σ′) ∈ KˆC is defined as follows:
c(σ, σ′) =

1, if c = c′ = 0;
m−val(a)/2, if c = 0 and c′ 6= 0;
mval(a′)/2, if c 6= 0 and c′ = 0;
m−val(cc′)/2, if cc′ 6= 0 and ca′ + dc′ = 0;
θ c
2c′
(ca′+dc′)m− val(c′)mval(ca′+dc′), otherwise.
Then we have
RσRσ′ = c(σ, σ
′)Rσσ′ .
Since c(σ, σ′) is always a unit in KˆC, it follows that every Rσ is an automorphism
of S1. Therefore the map σ 7−→ Rσ may be considered as the standard Segal-Shale-
Weil (projective) representation of SL2.
Proof. This follows easily from Lemmas 6.11 and 6.13. In the computations for the
last two cases we can use the standard Bruhat presentations of σ, σ′. 
We do not claim that the representation σ 7−→ Rσ is unique in any sense.
Definition 6.15. Let σ =
(
a b
c d
)
be a matrix in SL2. The normalizing constant
m(σ) ∈ KˆC of σ is defined as follows:
m(σ) =
{
θ1/2θ
−1
d/2mval(a)/2, if c = 0;
θ−1c/2, otherwise.
Set R˜σ = m(σ)Rσ and c˜(σ, σ
′) = m(σ)m(σ′)m(σσ′)−1c(σ, σ′).
Theorem 6.16. For all matrices σ =
(
a b
c d
)
and σ′ =
(
a′ b′
c′ d′
)
in SL2, c˜(σ, σ
′) = 1
and hence the map σ 7−→ R˜σ is a representation of SL2.
Proof. The computations all rely on the identities in Remark 6.6. If c = c′ = 0 then
c˜(σ, σ′) = θdd′/2θ
−1
d/2θ
−1
d′/2θ1/2 = 1.
The case c = 0 and c′ 6= 0 is similar. If c 6= 0 and c′ = 0 then
c˜(σ, σ′) = θca′/2θ
−1
c/2θ
−1
d′/2θ1/2mval(a′) = θ
−1θ−1θ2a′mval(a′) = 1.
If cc′ 6= 0 and ca′ + dc′ = 0 then
c˜(σ, σ′) = θ−c/2c′mval(c/c′)/2θ
−1
1/2θ
−1
c/2θ
−1
c′/2m− val(cc′)/2
= θ2−1θ
2θ−21/2θ
2
1/c′m− val(c′)
= 1.
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Finally, if none of the matrices σ, σ′, and σσ′ is in B then
c˜(σ, σ′) = θ ca′+dc′
2
θ−1c/2θ
−1
c′/2θ c2c′ (ca
′+dc′)m−val(c′)mval(ca′+dc′)
= θ2θ2ca′+dc′θ1/c′θc′m− val(c′)mval(ca′+dc′)
= θθ−1θ4
= 1.
Therefore, R˜σR˜σ′ = R˜σσ′ in all cases. 
7. Some technicalities
Definition 7.1. Let B be a definable subset. A Γ-partition of B is a definable
function π : B −→ Γl∞ such that each fiber Bγ is contained in a (multiplicative)
coset of (rv−1(k×))n × (k×)m and is csn(γ)-LRV-definable.
We say that B is Γ-algebraic if there is a Γ-partition π of B such that each π−1(γ)
is finite.
Lemma 7.2. Suppose that there is a definable subset C ⊆ B × Γn∞ such that the
fiber Cγ over any γ ∈ Γn∞ is finite. Then B is Γ-algebraic.
Proof. By [23, Lemma 2.21] and o-minimality, for any x ∈ B, the fiber Cx contains
a definable point γx. Since the definable function f : B −→ Γn∞ given by x 7−→ γx
has to be finite-to-one, clearly any Γ-partition of (the graph of) f witnesses that B
is Γ-algebraic. 
If B is a subset of discs and there is a definable function f : B −→ VF such that
f(b˙) ∈ b for every b˙ ∈ B then B has definable centers.
Lemma 7.3. If B is a Γ-algebraic subset of discs then it has definable centers.
Proof. This is immediate by [20, Lemma 3.13] and compactness. 
Definition 7.4. Let A ⊆ VFn×RVm. A function p : A −→ Γ is an o-partition of
A if for any (a, t) ∈ A the function p is constant on o(a, p(a, t)) ∩ At.
Let A ⊆ VFn and p : A −→ Γ be a definable o-partition of A. Obviously if
A∗ ⊆ A then p ↾ A∗ is an o-partition of A∗ and if p∗ is another definable o-partition
of A then the definable function on A given by a 7−→ max{p(a), p∗(a)} is also an o-
partition of A. The good behavior of Fourier transform on a Schwartz space, among
other things below, will depend on the following lemma:
Lemma 7.5. If A is closed and bounded then p(A) is bounded from above.
Proof. We first assume that p is LRV-definable. Suppose for contradiction that
p(A) is unbounded from above. For each γ ∈ Γ let Aγ = {a ∈ A : p(a) > γ}. For
each c ∈ Mr0, by [20, Corollary 3.14], acl(c) is a model of ACVF(S) and hence
Aval(c)∩acl(c) is nonempty. By compactness, there is a definable subset B ofM×A
such that pr1(B) = M, pr1 ↾ B is finite-to-one, and, for each c ∈ M and each
a ∈ Bc, p(a) > val(c). Since val(A) is bounded from below and A is closed, by
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[20, Lemma 9.5], there is a finite subset L ⊆ A such that limMr{0}→0B = L (for
the meaning of this notation see [20, Definition 9.1]). So, for any a ∈ L, there is a
c ∈ M with val(c) > p(a) such that Bc ∩ o(a, p(a)) 6= ∅. Since p(Bc) > val(c), this
contradicts the assumption that p is an o-partition of A.
We proceed to the general case. Note that, since p is an o-partition of A and
A is bounded, it follows that p(A) is also bounded from below, that is, (the graph
of) p is bounded. Also, by [23, Corollary 2.23], I = val(A) is LRV-definable. Let
π : p −→ Γl∞ be a Γ-partition of p. It is easy to see that, since p is bounded, we may
assume that π is bounded as well. By [23, Corollary 2.23], quantifier elimination, and
compactness, we may also assume that there are an LRV-definable finite partition
Di of π(p) and finitely many terms τi(X, Y ) of the form
val(Fi(X, Y ))− val(Gi(X, Y )) + αi,
where Fi(X, Y ), Gi(X, Y ) are polynomials and αi ∈ Γ(S), such that, for each γ ∈ Di,
the function π−1(γ) is given by a 7−→ τi(a, csn(γ)). Let Bi ⊆ val−1(I ×Di) × Γ be
the subset defined by the formula
Z = τi(X, Y ) ∧ Fi(X, Y ) 6= 0 ∧Gi(X, Y ) 6= 0.
Set B =
⋃
iBi, which is the graph of an LRV-definable function p′ : A′ −→ Γ such
that π−1(γ) ⊆ p′ ↾ fib(A′, csn(γ)) for every γ ∈ π(p). Observe that if p′(a, b) = γ
then there is a δa,b ∈ Γ such that
o((a, b), δa,b) ⊆ A′ and p′(o((a, b), δa,b)) = {γ}.
By o-minimality, we may assume that δa,b is (a, b)-LRV-definable and is the least
element that makes this hold. Then the function p′′ : A′ −→ Γ given by (a, b) 7−→
max{p′(a, b), δa,b} is an LRV-definable o-partition of A′.
For each γ ∈ π(p), the topological closure Aγ of dom(π−1(γ)) is a csn(γ)-LRV-
definable subset of A. So there is a csn(γ)-LRV-definable ǫγ ∈ Γ such that p(Aγ) < ǫγ.
By [23, Corollary 2.23] and compactness, the function h : π(p) −→ Γ given by
γ 7−→ ǫγ is LRV-definable. Now let
A′′ = A′ r
⋃
(a,b)∈val−1(I×π(p))rA′
o((a, b), h(val(b))).
Clearly A′′ is LRV-definable and closed. Moreover, by the construction of h, we still
have π−1(γ) ⊆ p′ ↾ fib(A′′, csn(γ)) for every γ ∈ π(p). Since p′′(A′′) is bounded from
above, we see that p(A) is bounded from above as well. 
Recall [20, Notation 3.16, Definition 8.8] and [23, Definitions 2.16, 4.18]. In Ccsn,
[20, Lemma 8.9] still holds:
Lemma 7.6. Every definable function f : VFn −→ P(RVm) is locally constant
almost everywhere.
Proof. Let φ(X, Y ) be a quantifier-free formula that defines f . Let τi(X, Y ) enu-
merate the top occurring VF-terms of φ. By [23, Theorem 4.25] and compactness,
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there is a special bijection T on VFn such that, for every rv-polydisc p ⊆ T (VFn),
every t ∈ RVm, and every i, the function
rv ◦τi(−, t) ◦ (T−1 ↾ p)
is constant. This means that, for all a, b ∈ T−1(p), f(a) = f(b). If dimVF(p) = n
then, by [23, Lemma 4.7] and [20, Lemma 4.6], T−1(p) contains an open polydisc.
The lemma follows. 
Definition 7.7. We say that two polydiscs b, d ⊆ VFn have the same signature if,
for all i ≤ n, dimVF(pri(b)) = dimVF(pri(d)) and pri(b) is an open disc if and only
if pri(d) is an open disc.
For any η ∈ Γ, the η-dual disc of o(a, γ) is c(a,−γ + η) and the η-dual disc of
c(a, γ) is o(a,−γ + η). For any η ∈ Γn, the η-dual polydisc of a polydisc b ⊆ VFn
around (a1, . . . , an) is the polydisc b
ι(η) around (a1, . . . , an) such that each pri(b
ι(η))
is the ηi-dual of pri(b) with respect to ai. If η = 0 then it will be dropped from the
notation.
Corollary 7.8. Suppose that η ∈ Γn is definable and the definable polydiscs b, d ⊆
VFn have the same signature. Then
vol(b) vol(bι(η)) = vol(d) vol(dι(η)).
In particular, vol(b) vol(bι) = 1 and hence both vol(b) and vol(bι) are units in KˆR.
Proof. Clearly it is enough to show the case n = 1. By Lemma 7.3, b, d have
definable centers. So, without loss of generality, we may assume that they are
both centered around 0. Let β, δ be the valuative radii of b, d. Now, using the
matrix
(
csn(β)
csn(δ)
0
0 csn(δ)
csn(β)
)
, the claim follows immediately from the change of variables
formula. 
Notation 7.9. For any definable γ, η ∈ Γ, since oγ+η/oγ = oγ+ηc−γ does not depend
on γ, we may denote it by mη. If η
′ ∈ Γ is also definable then
oγ+η+η′oγ = oγ+ηoγ+η′
and hence mη+η′ = mηmη′ . This implies that mη is invertible in KˆR and m
−1
η =
m−η. We also have oγ+ηcγ = oγcγ+η and hence mη = cγ+η/cγ .
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