Abstract. The objective evaluation of the performance of pixel level fusion methods is addressed. For this purpose a global measure based on information theory is proposed. The measure employs mutual and conditional mutual information to assess and represent the amount of information transferred from the source images to the final fused gray-scale image. Accordingly, the common information contained in the source images is considered only once in the performance evaluation procedure. The experimental results clarify the applicability of the proposed measure in comparing different fusion methods or in optimizing the parameters of a specific algorithm.
Introduction
The recent advances in sensor technology, microelectronics, and multisensor systems have motivated researchers toward processing techniques that combine the information obtained from different sensors. For this purpose a large number of image fusion techniques [1] [2] [3] [4] have been proposed in the fields of remote sensing, medical diagnostics, military applications, surveillance, etc. The main goal of these image fusion techniques is to provide a compact representation of the multiple input images into a single gray-scale one that contains all the important original features. Such an image provides improved interpretation capabilities but can also be used for further computer processing tasks, like feature extraction or classification.
A large number of metrics has been proposed for assessing image and video fidelity. An informative overview on the topic can be found in Ref. 5 . These measures cannot be applied to evaluate image fusion methods since they require an ideal target image. Such an image is not always available, as happens in the field of remote sensing or medical imaging. The performance of image fusion techniques is sometimes assessed subjectively by human visual inspection. 6 The reproduction of subjective tests is often time-consuming and expensive, while the exact same conditions for the test cannot be guaranteed. This has led to a rising demand for objective measures to rapidly compare the results obtained with different algorithms or to obtain optimal settings for a specific fusion algorithm. In this context, Xydeas and Petrovic 7 proposed a measure based on edge information. On the other hand, information theory is employed in Ref. 8 to evaluate fusion performance. Specifically, the sum of mutual information between each source image and the final fused image is used as a performance measure. Finally in Ref. 9 , an image quality index proposed by Wang and Bovik 10 was used for image fusion assessment. This measure is based on the second-order statistics of both the source images and the final fused image to assess fusion performance.
The aim of this paper is to provide an information-based global measure for objective performance evaluation of image fusion schemes. The proposed image fusion performance measure ͑IFPM͒ employs mutual information as well as conditional mutual information to evaluate the amount of information transferred from the source images to the final fused image. The use of conditional mutual information guarantees that the common or overlapping information in the source images is considered only once in the formation of the final gray-scale image. The proposed measure requires only the input images and the final fused image to describe the ability of the fusion process to transfer as much meaningful information as possible to the final representation. Three different data sets, from the remote sensing, night vision, and medical imaging fields, respectively, are involved in the experimental procedure. The mathematical approach for evaluating the proposed measure and the required computational load is addressed, and a comparison of the proposed measure with the most known in the literature measure is carried out. This paper is organized as follows. Section 2 provides a brief overview of existing measures for assessing image fusion performance. Section 3 presents the basic concepts from information theory, which are used to establish the proposed measure. The concept of overlapping information along with the way it is dealt in this work is explained in Sec. 4 . Section 5 provides an objective assessment of different fusion methods by means of the proposed measure accompanied with a comparison with other existing measures. Section 6 concludes with remarks on the applicability of the proposed global measure.
Overview of Global Image Fusion Measures
In the field of digital imagery there is a real need for objective metrics that quantify the quality of an image subject to its original version. Nevertheless, the objective performance evaluation of image fusion algorithms is generally a difficult and complicated issue due to the variety of different application requirements. Moreover, the fact that in practice it is impossible to know the ideal fusion result justifies the restricted number of objective fusion measures proposed in the literature so far. Xydeas and Petrovic 7 proposed a measure that associates the important visual information with the edge information that is present in an image. This measure employs the well-known Sobel edge detector to quantify the amount of common information between the source images and the final fused image. The main drawback in this approach is that only the edge information is taken into consideration, while the region information is not addressed.
Recently in Ref. 8 , an information measure was proposed for image fusion assessment, which employs mutual information for representing the amount of information that is transferred from the source images to the final fused image. In this approach, only the common information between each of the source images and the fused image is considered whereas no attention has been paid to the overlapping information of the source images. Additionally, the values of this measure are not bounded, e.g., in the range ͓0 to 1͔, so the comparison between different fusion algorithms and data sets is not straightforward. For example, the source images X 1 and X 2 , depicted in Fig. 1 in a Venn diagram, have an amount of common information that is presented as a shaded area. This amount of information must be considered only once when the information transferred from the source images to the final fused image Y is assessed. This is extensively discussed in the next section since it is the core idea of the proposed measure.
Finally, Piella and Heijmanns 9 proposed a metric for image fusion based on an image quality index introduced by Wang and Bovik. 10 This metric also gives an indication of how much of the salient information contained in each of the source images has been transferred into the fused image without introducing distortions. Although this approach is region-based, it does not deal with the overlapping information in the source images.
Basics from Information Theory
In this section, the basic concepts from information theory that are necessary to describe the information and the common information between images are provided. Each source image or the final gray-scale image is considered as being a discrete random variable. The entropy or total information H͑X͒ for a discrete random variable X is defined as
where p͑x͒ is the probability density function ͑pdf͒ of the variable. Entropy is always a finite, positive number for discrete random variables and takes its maximum value in the case of a uniformly distributed variable. In the case of an image, entropy describes the total amount of information. The joint entropy H͑X , Y͒ for a pair of random variables X and Y with joint distribution p͑x , y͒ is defined as
In addition the conditional entropy of a random variable X given the random variable Y is expressed as
The chain rule for two variables is expressed as H͑X , Y͒ = H͑X͒ + H͑Y ͉ X͒. The generalized entropy chain rule is
The common information shared between two random variables X and Y is expressed by the mutual information that is defined as
It can be proved that mutual information is always a positive quantity that vanishes only if p͑x , y͒ = p͑x͒p͑y͒. Therefore, it can be interpreted as a measure of the statistical dependence between X and Y. The relationship between mutual information and conditional entropy is given by
The preceding quantities are schematically demonstrated by the Venn diagram of Fig. 2 . The conditional mutual information of random variables X 1 and X 2 given Y is defined by
and can be seen as the reduction in the uncertainty of X 1 due to the knowledge of Y when X 2 is given. 11 The interpretation of conditional mutual information in a Venn diagram can be found in Fig. 3 . Apparently, conditional mutual information describes the shared information between two variables when a third variable has already been considered. Thus, conditional mutual information is employed to address the problem of overlapping information described in the previous section. The chain rule for mutual information is expressed as
͑8͒
The proposed measure is based on mutual information to evaluate the amount of information that is transferred from the source images to the final fused representation. Moreover, the use of conditional mutual information guarantees that the overlapping information of the source images is considered only once.
Proposed Image Fusion Performance Measure
The purpose of an image fusion process is to combine a number of multimodal or multispectral images into a final entity that comprises the maximum possible information, which is present in the source images. The source images often exhibit a high degree of correlation since the same area is covered in different regions of the electromagnetic spectrum or with complementary imaging technologies.
Thus, the same information can be found in more than one of the source images and is described as overlapping information. For example, in the case of multispectral imagery, each band reveals different aspects of the same scene but, at the same time, a large amount of overlapping information can be seen due to texture or spectral correlation. In an objective assessment of the effectiveness of a fusion algorithm the overlapping information should be considered only once and this problem has not been addressed in the existing measures.
The proposed measure is based on information quantities to objectively evaluate the performance of a fusion method. These quantities are evaluated all over the image resulting in a measure that can be regarded as global or universal. Each source image X i is treated as a discrete random variable with corresponding pdf p͑x i ͒, while all the information quantities, described in the previous section, are employed. The resulting fused image is denoted as Y, while the corresponding pdf as p͑y͒. Mutual information I͑X 1 ; Y͒ describes the common information between the source image X 1 and the final fused image Y. The conditional mutual information I͑X 2 ; Y ͉ X 1 ͒ describes the common information between X 2 and Y given X 1 . In this way, only the information that is present in X 2 is considered in the evaluation of the common information between X 2 and Y. In its general form, the conditional mutual information I͑X n ; Y ͉ X n−1 , ... ,X 2 , X 1 ͒ guarantees that the overlapping in- formation between the source images X i is considered only once. The sum of all the conditional information represents the total amount of common information ͑CI͒, transferred from the source images X i to the final fused image Y and is expressed as
or equivalently
On the other hand, the joint entropy H͑X 1 , X 2 , ... ,X n ͒ represents the total amount of information that is present in the source images. The IFPM is defined as
The IFPM takes values in the range ͓0 to 1͔, where zero corresponds to total lack of common information between the source and the fused image and one corresponds to an effective fusion process that transfers all the information from the source images to the fused image ͑ideal case͒.
Each term of CI can be calculated using the following relations
which are combinations of the chain rule of entropy ͓Eq. ͑4͔͒, mutual information ͓Eq. ͑6͔͒, and the relationship between entropy and mutual information ͓Eq. ͑7͔͒. Conditional mutual information H͑X 1 ͉ Y͒ can be calculated using Eq. ͑3͒ where the conditional probability density function p͑x 1 ͉ y͒ is given as p͑x 1 ͉ y͒ = p͑x 1 , y͒ / p͑y͒. The other simi- lar terms in Eq. ͑11͒ are evaluated in the same way, i.e., the conditional entropy H͑X 1 , X 2 ͉ Y͒ is evaluated by a simple extension of Eq. ͑3͒, where the conditional pdf p͑x 1 , x 2 ͉ y͒ is expressed as p͑x 1 , x 2 ͉ y͒ = p͑x 1 , x 2 , y͒ / p͑y͒.
Experimental Results
The proposed IFPM is experimentally tested by means of four different fusion methods applied to three different data sets. First, a description of the fusion methods along with the experimental data is given. After that, the proposed measure is calculated for each of the fusion methods and data sets. The results are discussed and compared to those obtained from mutual information ͑MI͒ measure. 
Fusion Methods and Data Description
Four image fusion methods are applied to three different data sets and their performance is evaluated using IFPM. The first method that will be further referred to as method 1, is a simple averaging of the source images. Method 2 is the well-known principal component analysis ͑PCA͒ algorithm, which is applied to the source images and the first principal component is considered as the final fused image. An approach based on discrete wavelet transform ͑DWT͒ and specifically on Daubechies wavelets DBSS͑2,2͒ is considered as method 3 ͑Ref. 4͒. Finally, a fusion approach based on multiscale morphological pyramid 1 is employed as method 4.
The first data set used in this paper consists of four multispectral bands and was acquired by an IKONOS-2 sensor. The radiometric resolution of each band is 11 bits. The ground resolution provided by IKONOS-2 for the multispectral imagery is 4 m. The spectral range of the sensor is in the visible and near-IR regions of the EM spectrum.
The area covered in this multispectral image is mainly an urban area with a structured road network, a forest, a stadium, a park, etc. The natural color composite image is shown in Fig. 4͑a͒ , while in Fig. 4͑b͒ , the near-IR band is depicted. For perceptual comparison of the four fusion methods, their output fused images are demonstrated in Figs. 4͑c͒-4͑f͒ for the fusion methods 1 to 4, respectively. A comparison of the fusion results at this point, from a perceptual point of view, reveals that all fusion methods provide an improved representation with methods 2 and 3 ͑PCA and DWT͒ to perform superiorly.
The second data set is derived from the night vision research area and comprises a color image of a scene representing a sandy path, trees, and fences ͓Fig. 5͑a͔͒ and a midwave IR ͑3-to 5-m͒ image in which a person is standing behind the trees and close to the fence, as shown in Fig. 5͑b͒ . The data set was provided by TNO Human Factors ͑Delft, the Netherlands͒, and a more detailed description of the data acquisition procedure can be found in Ref. 12 . The results of the four fusion methods are available for subjective visual evaluation in Figs. 5͑c͒-5͑f͒. Similar comments regarding the performance of the four methods, from a perceptual point, are valid for this data set as well. Finally, a third data set with medical images is employed to examine the behavior of IFPM in the case of noisy images. Specifically two registered images, a computed tomography ͑CT͒ and a magnetic resonance imaging ͑MRI͒, available from Ref. 13 , are presented in Fig. 6 along with their noisy versions. The results that correspond to the method with the highest IFPM value can be found in Figs. 6͑e͒ and 6͑f͒.
Assessment of Image Fusion Performance
Subsequently, the proposed measure was employed to assess the performance of the four fusion methods under consideration. For the first data set, the results can be found in Table 1 , and IFPM points out method 3 ͑DWT͒ as the outperforming scheme, a fact that has also been reported in Refs. 8 and 9. The simple PCA approach, method 2, also indicates comparable performance, while method 1 is debatable since no special feature extraction process is employed, while all the source images contribute in the same way to the final fused image. Finally, method 4 demonstrated poor results for the specific data set. On the other hand, the MI measure characterizes method 2 as being the optimum. This is due to the fact that this measure depends 
only on MI and thus the overlapping information is taken into consideration more than once. A subjective evaluation of the fusion results, depicted in Fig. 4 , reveals that IFPM is more compliant with visual interpretation. It is also interesting to note that, although method 1 and 3 share almost equal MI values, their corresponding IFPM values differ. All the terms that contribute to the two measures can be found in Table 2 . Obviously, the smaller values of the conditional information correspond to that amount of information in the source images, which has not been considered in the previous ones. The total entropy H͑X 1 , X 2 , X 3 , X 4 ͒ is 4.9281. In the case of the second data set method 4 ͑morphologi-cal͒ is proved superior ͑Table 3͒, a fact that can also be concluded by a visual comparison of the results in Fig. 5 . Method 3 demonstrates a comparable high performance since it merges all the important features of the source images in the final fused representation. Finally, methods 1 ͑averaging͒ and 2 ͑PCA͒ fail in presenting a high quality fused image. Specifically, method 2 does not represent efficiently the man that can be seen in the midwave thermal image due to the global statistical behavior of PCA. In this data set, MI distinguishes as best method the same method provided by the IFPM measure. However, when comparing PCA and DWT methods, it gives a higher value for PCA that clearly fails in producing a compact representation that incorporates all the important visual features of the source images. The capability of both the DWT and the morphological methods to deal with detailed spatial characteristics of the data and give better visual interpretation is in agreement with IFPM measure.
Finally, the behavior of the proposed IFPM measure in the case of noisy source images is examined. For this purpose the IFPM measure is calculated for the third data set.
Then, three different noisy versions of the source images are created. Specifically, Gaussian noise with sigma 2 and 5 along with speckle ͑variance 4͒ is used. The original along with a noisy version of the third data set can be found in Fig. 6 . The IFPM measure is calculated for the aforementioned image fusion methods for both the original and the noisy images and the results can be found in Table 4 . The results of the fusion method with the highest IFPM value is also depicted in Figs. 6͑e͒ and 6͑f͒ . From the results of Table 4 it is apparent that the values of IFPM change in the case of noisy images. This is mostly due to the susceptibility of the image fusion methods to noise. In other words, the image fusion methods under consideration transfer ͑more or less͒ the noise from the source images to the final fused image.
The evaluation of the four fusion methods for two different data sets reveals some interesting aspects of image fusion. The first conclusion is that there is no superior or outperforming image fusion method that can be used regardless the application. This conclusion has also been reported in Refs. 6 and 8 and proves that evaluation image fusion performance in a real application, without having an ideal target image, is a complicated issue. Moreover, the type of the data involved in the image fusion process plays an important role. For example, in the case of highresolution multispectral data the source images to be fused possess a lot of features or objects with high edge information content. On the other hand, if thermal imagery is to be fused the visual features that are to be merged have a rather coarse outline.
Comparison of IFPM and MI
To reveal the novel properties of the proposed measure a comparison with the most relevant information-based measure, MI ͑Ref. 8͒ is carried out. The main concept that is considered in the proposed measure is overlapping information. To comprehend further this concept a trivial case in which overlapping information is present between the source images, is examined. For this purpose, one multispectral band of the IKONOS-2 data set is considered as the source image X 1 . The same band is considered as X 2 and thus the total information of X 1 is common with that in X 2 . Finally, a different multispectral band is used as source image X 3 . The four aforementioned fusion methods are applied first to the source images X 1 , X 2 , and X 3 as well as to X 1 and X 3 . The derived fused images are objectively evaluated using both IFPM and MI. The results can be found in Table 5 and demonstrate that the proposed IFPM measure is not affected by the overlapping information, while the same conclusion does not hold for MI measure. Additionally, the two largest values of MI, corresponding to methods 2 and 1, respectively, differ 13% in the case of source images X 1 , and X 3 and only 4% in the case of X 1 , X 2 , and X 3 , leading to wrong conclusions about the efficiency of the fusion methods.
Computational Requirements and Implementation Issues
To evaluate IFPM, a number of information quantities described in Sec. 3 should be calculated. For this purpose each source image X i ͑with i =1,2, ... ,K denoting the number of source images͒ or fused image Y is considered as a random variable with marginal probability distributions p͑x i ͒ or p͑y͒, respectively, and joint probability distributions p͑x , y͒. The pdfs p͑x i ͒ and p͑y͒ can be evaluated as being the 1-D histogram representation of the gray-scale values of the corresponding images. For pdfs of higher dimensionality, such as those involved in Eq. ͑11͒, require the formation of high dimensionality histograms. For this purpose histograms of dimensionality up to 5 have been constructed employing 16 bins per dimension. For higher dimensions, only the nonzero bins of the histograms are evaluated and recorded using a simple indexing technique to reduce the amount of the required memory. The total amount of memory, if a straightforward evaluation of the histograms is chosen, is b K+1 , where b is the number of histogram bins per dimension, and K is the number of source images plus one corresponding to the final fused image. Estimation of the probability distributions can be obtained by simple normalization of the corresponding joint and marginal histograms of the images. In this paper, marginal histograms with b = 16 bins have been employed and the same number of bins has been used for each dimension of the joint histograms. The required size of memory is not prohibitive even for standard personal computers in case of LandSat or SPOT images. For the IKONOS case, a total of 1 Mbyte of memory is required in the most laborious case.
The implementation of IFPM includes the choice of the histogram resolution. This is an issue for all the histogrambased approaches where the pdf of a gray-scale image should be estimated.
14 Three different implementations with 8, 16, and 32 bins, respectively, were employed and the results can be found in Table 6 . These results reveal that IFPM values depend on the number of bins, as expected.
However, this does not influence the ranking of the methods compared using IFPM. As a suggestion, a histogram with 16 bins could be employed in most cases for images with up to 1 million pixels. However, this fact should not be explained as susceptibility of IFPM to noise. We rather think that the image fusion methods compared using IFPM, are affected by noise and for this reason IFPM values change.
Conclusions
The problem of objectively assessing the performance of image fusion methods was addressed. Specifically, an objective metric based on information quantities was proposed. The problem of overlapping information between the source images was defined and successfully faced using mutual and conditional mutual information in the proposed IFPM. To establish the proposed measure, four different image fusion methods were applied to three different data sets. Moreover, a comparison between the proposed global measure and an existing information measure exposes the novel characteristics of the proposed approach. According to the experiments, the proposed measure can be used to assess methods that operate globally ͑averaging or PCA͒ as well as methods that focus on the detailed content of the source images ͑DWT and morphological͒. The results proved IFPM is perceptually meaningful and reveal the complexity of the evaluation of image fusion performance, since different methods perform better in different data sets. 
