Introduction
One of the most challenging tasks in detecting outliers from the circular model is to deal with the high dimensionality of the data. When the data come from a disperse distribution on the circle, a small level of contamination by outliers would be unnoticed and would effect the estimates of location or spread. In this study, we proposed a new clustering algorithm to detect multiple outliers in circular regression model based on Down and Mardia circular-circular regression model. The proposed method is an extension of clustering method proposed by Sebert et al. [1] and Satari [2] . Sebert et al. [1] introduced a new clustering-based approach for multiple outlier identification that utilizes the predicted and residual values obtained from a least square fit of linear data set with different outlier scenarios. Satari [2] extended Sebert et al. [1] method to detect outliers for circular data.
Down and Mardia circular-circular regression model
To understand the Down and Mardia (DM) model [3] , let α and β be an angular location parameters and ω is a slope parameter in the closed interval [-1,1] , where u and v are fixed independent angle and the dependent random angle, respectively. The DM model is given by
The probability density function ( ) f v and the angular error denoted by e are given in the equations (2) and (3) respectively 
where µ is given by:
The angular error has the von Mises distribution with the mean direction 0 and nonnegative error concentration parameter, . κ
Proposed method
The steps of proposed method are outlined in figure 1:
Steps of proposed method.
Proposed circular distance
The circular distance is defined as distance between observations that take the minimum value of two arc lengths between the points along the circumference [4], i.e., for any angles α and , β
In this study, we proposed a new similarity measure for circular data based on Euclidean distance ij d
presented by 
where C Euc d − is the distance between i and j, p is the number of variables, and ik θ is the value of kth variable for the ith observation where i = 1, 2,…, d and j = 1, 2,…, d.
Single-linkage clustering algorithm
Clustering and outlier detection share a well-known complementary relationship. In clustering, the goal is to partition the data into dense subsets, whereas in outlier detection, the goal is to determine any data which do not seem to fit naturally in these dense subsets [5] . In this study, we use clustering method
Step 1: Obtain the predicted and residual values from Down and Mardia circular-circular regression model fit.
Step 2: Obtain the circular distance between pairs of predicted values (i) and residuals (j) from Step 1.
Step 3: Cluster the observation using single linkage clustering algorithm and obtain the cluster tree.
Step 4: Cut the clusters tree.
Step 5: Identify the cluster group with the largest size of observation as inliers (clean subset). The remaining cluster groups with minority observations are considered outliers. namely single-linkage method to detect outliers. Single-linkage builds a tree of clusters also known as dendogram by calculating the smallest distance between any single data point in the first cluster and any single data point in the second cluster. This method is widely used due to its sensitivity towards the presence of outliers.
Stopping rule
The single-linkage algorithm basically will produce clusters tree. (
We randomly simulate the data set to have outliers for two specified scenarios which are outlier scenarios in v-space and u-space. Outlier scenario is referred to the placement of the outlying observations relative to the inlying observations [1] . In each scenario, the outliers were placed away from inliers at specified distance with six levels of contamination ( λ ). We generated two sample of sizes relatively. Then, five contamination levels of λ = 0.0, 0.2, 0.4, 0.6, 0.8 and 1.0 were used to simulate the data. The power performance of the proposed method was examined using "success" probability (pout). The success probability is defined by " " success pout s =
where "success" is number of data set that the method successfully identified all the outlying observations, and s is the total number of simulations. The probability of getting the highest "success" will be achieved as the pout value approaching to 1.0. In this study, the simulation process is repeated 1000 times.
Results and discussion
The total of 24 conditions are investigated in order to see the performance of proposed methods in detecting multiple outliers using different number of sample sizes (n), concentration parameter ( ) κ and level of contamination ( ), λ with two different outlier scenarios. The pout values for v-space outliers are illustrated in figure 2 for 120 n = and 20. Table 2 shows the "success" probability (pout) values for outlier scenario in u-space. Similar pattern can be seen, in which at higher value of sample size n and concentration parameter , κ the faster the pout values are approaching to one. At lower value of contamination level ( 0.0) λ =
the pout values are equal to zero for κ = 5 indicated that both methods failed to detect outliers. However, when the contamination level is high, the pout values are approaching one, especially when the value of κ is higher. From figure 3 below, it can be seen that at any fixed values of n and , κ the pout values are increasing as the level of contamination increased. The proposed method appeared to have large pout values as compared to Satari [2] when sample size n is large. 
Conclusion
Generally, the results suggest that outliers are more easily detected if the values of sample size (n) and concentration parameter ( ) κ are large. The results also indicated that as the level of contamination ( ) λ increased, the pout values are also increased as high as 1.0. The proposed method is proven at par with the existing method by Satari [2] especially when the concentration parameters are high. Table 3 below summarizes the best method for each sample size (n) and concentration parameter ( ). κ Table 3 . The best method for each condition.
Outlier in v-space Outlier in u-space n = 30 n = 120 n = 30 n = 120
The best method for each condition is chosen based on how fast is the pout values approaching one, where at lower number of sample size, existing method by Satari [2] perform better in detecting outlier in v-space and u-space outlier scenarios. On the other hand, when the sample size is large ( 120), n = the proposed methods appeared to have higher pout values for both concentration parameter ( ) κ values. In terms of outlier scenario, the detection of outlier for v-space gave higher pout values especially when 0.4. 
