Let T be the regular tree in which every vertex has exactly d ≥ 3 neighbours. Run a branching random walk on T , in which at each time step every particle gives birth to a random number of children with mean d and finite variance, and each of these children moves independently to a uniformly chosen neighbour of its parent. We show that, starting with one particle at some vertex 0 and conditionally on survival of the process, the time it takes for every vertex within distance r of 0 to be hit by a particle of the branching random walk is r + 1 log(3/2) log log r + o(log log r). As part of the proof we develop apparently new bounds on the distribution of the total progeny up to generation n of a critical Galton-Watson process. These we prove using a simple minimal inequality for supermartingales.
Introduction and results
Consider a branching random walk (BRW) on a graph G, beginning with one particle at some vertex, where each particle branches into a random number of offspring (independently and according to some fixed distribution), each of which jumps to a uniformly chosen neighbour. The behaviour of BRW when G = Z is a well studied subject starting with Kingman [15] and several papers by Biggins; see for example [5, 6, 7] . We also highlight an early paper of Bramson [9] , which contrasts with more recent results of Aidekon [1] and Bramson, Ding and Zeitouni [10] .
In this article we consider instead the case when the underlying graph G is the regular tree in which every vertex has exactly d ≥ 3 neighbours (of course, G = Z can be viewed as the case d = 2). We suppose that the expected number of offspring of each particle in the branching random walk is also d; this is "critical", not in the usual sense of survival or otherwise of the underlying Galton-Watson process, but in the more geometric sense that the expected number of offspring moving to each neighbouring site has mean 1. We start with one particle at the root (an arbitrary vertex) of the tree, and ask for the cover time of a ball of radius r. That is, how long does it take before every site within distance r of the root has been visited by a particle of the BRW?
To state our result precisely, let T be the infinite d-ary tree in which every vertex has d neighbours, and fix a vertex which we label 0 and refer to as the root or origin. Suppose that µ is a probability measure on Z + such that j≥0 jµ(j) = d and j≥0 j 2 µ(j) < ∞. Consider a branching random walk on T , starting with one particle at the root, in which at every time step: (a) each particle at any site x ∈ T dies and gives birth to a random number of children independently and with distribution µ;
(b) each of these offspring independently jumps to a neighbour of x, uniformly at random.
For each vertex x ∈ T , let H(x) be the first time at which there is a particle at x. Let B(r) = {x ∈ T : d(0, x) ≤ r} and ∂B(r) = {x ∈ T : d(0, x) = r}. We are interested in the cover time of B(r), defined to be T cov (r) = max x∈B(r)
H(x),
when r is large. Of course, if µ(0) > 0, there is a positive probability that the process will die out in finite time; however, since µ has mean larger than one and finite variance, there is strictly positive probability that the process does not die out in finite time [14] . In this case we say that the process survives. T cov (r) − r log log r = 1 log(3/2) almost surely.
This result is intially surprising for two reasons. The first is that the cover time is so close (within a constant times log log r) to its trivial lower bound of r. However, upon reading Bramson's article [9] , one can see the reason for the log log r term, and might guess convergence of the quantity in our theorem to 1/ log 2. Indeed, in the case d = 2, this is the correct answer. The appearance of 1/ log(3/2) instead is the most difficult part of our proof, and comes from the fact that there are exponentially many vertices in ∂B(r), some of which are hit unusually late; although it is interesting then that the answer does not depend on the value of d ≥ 3. We give a short heuristic in Section 2.
Theorem 1 will be the main object of the article, but in order to prove it, we will give some simple bounds which may be of independent interest. In particular we will need bounds on the total progeny up to generation n in a critical Galton-Watson process with finite variance. Let (Z n ) n≥0 be a standard Galton-Watson process with finite offspring mean m and variance σ 2 , starting with Z 0 = 1 under P. For each n, define
to be the total progeny up to generation n.
We write f (n) ≍ g(n) to mean that there exist constants 0 < c < C < ∞ such that c ≤ f (n)/g(n) ≤ C for all large n. If m > 1, classical results show that on survival, S n ≍ m n almost surely [14] . If m < 1, then a simple argument using classical results [13] shows that conditionally on survival up to generation n, we have S n ≍ n with probability tending to 1. In the critical case m = 1, we aim to show that conditionally on survival up to generation n, S n ≍ n 2 with probability tending to 1.
An upper bound follows from Markov's inequality: it is known [16] that P(Z n > 0) ≍ 1/n, and Markov's inequality gives P(S n ≥ γn 2 ) ≤ 1/(γn). It therefore remains to give a lower bound. The following result gives two bounds: the first works for small γ (in particular it shows that P(S n ≥ γn 2 |Z n > 0) → 1 as γ → 0), whereas the other works better for large γ. Neither is fully optimised and refinements may be possible.
Proposition 2 (Total progeny by generation n in a critical Galton-Watson process). Suppose that m = 1 and
Furthermore, for any γ > 0,
We were unable to find an explicit reference in the literature for this kind of result, although no-one would deny that it is "known" in the sense that many people could prove something similarbetter, even-in different ways. We give a simple proof that does not use any heavy technology, such as results based around the Brownian continuum random tree. Instead we use the following minimal inequality, which we are sure must have been used before in other contexts, but again we could not find in the literature.
Lemma 3 (Minimal inequality).
Suppose that X is a supermartingale. Then for any δ ≥ 0 and n ∈ N,
The article is set out as follows. In Section 2 we give some background to Theorem 1 as well as a heuristic walkthrough of the proof; we also state some related open problems. In Sections 3 and 4 we prove Lemma 3 and Proposition 2 respectively. We then describe an altered branching random walk in Section 5, and give two simple results. Finally we apply these to prove the lower bound for Theorem 1 in Section 6, and the upper bound in Section 7.
Background, heuristic and open questions
Background. The problem of how fast a branching random walk spreads first appeared in the mid-1970s, with papers by Kingman [15] and Biggins [5, 6, 7] giving (amongst other results) the first-order behaviour of the particle at maximal distance from the origin after n steps. In 1978, Bramson [9] described a branching random walk on Z + , beginning with one particle at 0, in which at each time step each particle branched into (on average) m > 1 new particles, each of which stayed at its previous location with probability 1/m and moved one step to the right with probability 1 − 1/m. Letting M n be the position of the maximal particle after n steps, he showed that
almost surely, where V is some non-trivial random variable. One of the purposes of looking at this model was that it showed significantly different behaviour from Bramson's concurrent work on branching Brownian motion (BBM) [8] , demonstrating that giving a result on the detailed behaviour of M n was much harder in general for BRW than BBM. In fact, results in the spirit of [8] were not given for BRW in R until quite recently, by Aidekon [1] and then Bramson, Ding and Zeitouni [10] . Although it is not directly equivalent, Bramson's result (1) is very similar to our result in the case d = 2, and we will use elements of Bramson's proof in this article. For branching random walks on other graphs, particularly trees, much of the existing literature is concerned with recurrence and transience and related questions: see for example [12, 17, 19, 20] . The "maximal particle" question mentioned above for BRW on R has no direct analogue on trees. One could ask for the maximal distance from the origin over all particles after n steps; it is easy to see that in our setup, conditionally on survival, this is n − O(1) almost surely. Studying the cover time, or equivalently the largest ball that has been covered in n steps, is an equally natural but more delicate (and therefore interesting) alternative.
The total progeny of a Galton-Watson process is a well-studied quantity, starting with Dwass [11] . However we could not find any discussion of the total progeny up to generation n. As mentioned in Section 1, more precise results than Proposition 2 could be given, for example using arguments based around the Brownian continuum random tree.
Heuristic. We now give a heuristic for Theorem 1. We hope that it will provide useful intuition for our proof.
Fix a vertex y in ∂B(r). In order to hit y by time close to r, some particles must make long "runs" of consecutive steps towards y without taking any steps away from y. Starting from one particle at 0, the collection of particles making such runs forms a critical Galton-Watson tree. Although this tree will eventually die out (likely before any particle hits y), its total progeny has infinite mean. This gives rise to a potentially large number of particles who have taken exactly one step away from y. The descendants of these particles again have a chance to make runs towards y, giving rise to a potentially large number of further critical Galton-Watson trees. One may show, using Proposition 2, that after repeating this j times (so that we are counting particles who have taken exactly j steps away from y), the number of particles that we see is roughly exp(2 j ) with high probability. The probability that none of these particles has a descendant that never takes another step away from y before hitting y (which would mean that it has hit y by time r − j) is roughly
for some constant c, since the probability that a critical Galton-Watson tree survives for r generations is of order 1/r. This quantity is small as soon as exp(2 j ) ≫ r. We might thus expect the cover time to equal roughly r + (1/ log 2) log log r. Indeed, this is essentially the explanation for the (1/ log 2) log log n term in (1), and gives the correct answer when d = 2. Of course, the fact that we instead see r + 1 log(3/2) log log r when d ≥ 3 boils down to the fact that while most vertices y ∈ ∂B(r) are hit by time r + (1/ log 2) log log r, there are many vertices in ∂B(r), and some are not hit until later. It turns out that this happens because for some vertices y, the number of particles that have taken all but j steps towards y is much smaller than exp(2 j ). Controlling how small it is possible for this quantity to be is the most difficult part of the proof.
We construct an argument that uses the tree structure of the graph strongly. We fix r ′ < r and show that many vertices in ∂B(r ′ ) behave "normally", in that they are not hit too early and the number of particles moving towards them is not too large. For each of these "normal" vertices x we fix a vertex z(x) ∈ ∂B(r) that is in the subtree rooted at x, by which we mean that any path from 0 to z must pass through x. Using Proposition 2, we estimate the probability that z(x) is hit later than usual and has a relatively small number of particles moving towards it (given that x is normal), and use the tree structure to get independence of these events for different vertices x.
Open questions.
One open question is whether our main result, Theorem 1, can be strengthened further, perhaps along the lines of the result (1) of Bramson [9] . It would also be interesting to give results when the offspring distribution has mean m < d.
Another option is to extend our results to other trees. For example, what is the cover time when G is itself a non-trivial Galton-Watson tree? The speed of simple random walk on (non-trivial) Galton-Watson trees with mean offspring distribution d − 1 is slower than on regular d-ary trees, and our proof techniques no longer apply.
Further, one may ask for the cover time of tree-indexed random walk on trees, where the time tree has branching number d, and the space tree has branching number d ′ . See [3] for the study of tree indexed random walks and the book [18] for background. Variants of branching random walk and tree index random walks were used in [4, 21] to study the embedding of trees into graphs.
Proof of the minimal inequality
The proof of Lemma 3 is similar to both Doob's maximal inequality and the Paley-Zygmund inequality. We fix δ ≥ 0 and n ∈ N. Let
By the optional stopping theorem,
By the definition of T n (δ),
Substituting the two inequalities above into (2), we have
If
and if E[X n ] < 0, then
Either way, substituting the relevant bound into (3) and rearranging,
4 Proof of lower bound on the total progeny by generation n in a Galton-Watson process
To prove Proposition 2 we will need the following lemma, which is an application of Lemma 3. Suppose that under P j we start with Z 0 = j (so that P = P 1 ).
Lemma 4.
Suppose that m = 1 and σ 2 < ∞. Then for any δ ≥ 0,
n are independent and identically distributed copies of Z n , then
Now, (Z n ) n≥0 is a martingale (under P j for any j). Thus, by Lemma 3, for any δ ≥ 0,
We can now prove our lower bound on S n . The idea is that for α ∈ (0, 1), on survival, Z ⌊αn⌋ is of order n, and then Lemma 4 ensures that (with reasonable probability) Z i remains of order n for all i between αn and n. We write
Proof of Proposition 2. Take α ∈ (0, 1) and β > 0 to be chosen later. Let k = ⌊αn⌋. It is wellknown (see for example [18, Theorem 12.7] ; the two parts of the theorem were originally due to Kolmogorov [16] and Yaglom [22] , under a third moment assumption) that
Next note that
.
Applying Lemma 4 with
Combining these two estimates, we have shown that
For the first part of the proposition, we take α = 1 − γ 1/2 and β = γ 1/4 ; for the second part, we take α = 1/2 and β = 4γ.
5 A pruned branching random walk on the regular tree Throughout this section, consider our usual BRW (with offspring mean d) on the d-ary tree T , but fix a vertex y and kill any particle that takes a step away from y. We define P y n,x to be the resulting probability measure when we start with n particles at vertex x. More generally, for a collection Γ = (x 1 , . . . , x n ) of vertices, we define P y Γ to be the resulting probability measure when we start with a particle at each of the vertices x 1 , . . . , x n . For example P y (x,x,x) = P y 3,x . Let Y be the number of particles that hit y, and let S be the total number of particles ever seen. (Recall that at each time step, every particle dies and gives birth to d children; so each particle only lives for 1 unit of time.)
Let T (y, k) be the set of vertices at distance k from y in the subtree rooted at y; that is, those vertices at distance k from y and k + d(0, y) from 0. Let Z j be the number of particles that hit x j , for each j. Under P y 1,x , for j < k, each particle at x j has a random number of children with mean d and finite variance, each of which moves to x j+1 with probability 1/d and is killed otherwise. Thus the sequence (Z j , j = 0, . . . , k) forms a critical Galton-Watson process with finite variance, stopped at generation k. As a result,
To complete the proof of the lemma we simply sum over x ∈ Γ. Lemma 6. Suppose that a > 0, x ∈ T and y ∈ T (x, ⌈an 1/2 ⌉). If Γ consists of at least n vertices, none of which is in the subtree rooted at x except at x itself, then
for some constant δ ∈ (0, 1] depending only on d and the variance of µ.
Proof of Lemma 6. Label the initial n particles from 1 to n, and say particle i starts at vertex x i . Let X i equal 1 if particle i has at least a 2 n descendants, and 0 otherwise. By the argument in the proof of Lemma 5, the number of descendants of particle i after 0, 1, 2, . . . , d(x i , y) steps forms a critical Galton-Watson process with finite variance, stopped at generation d(x i , y). Thus the total number of descendants of particle i is distributed as the total progeny up to generation d(x i , y) ≥ ⌈an 1/2 ⌉ of a Galton-Watson process with mean offspring number 1 and finite variance. By Proposition 2, the probability that a critical Galton-Watson process with finite variance has total progeny up to generation ⌈an 1/2 ⌉ of at least a 2 n is at least c/an 1/2 , for some constant c depending on the variance. Thus X 1 , . . . , X n are independent Bernoulli random variables with
Applying the Chernoff bound
using the measure P y Γ , we obtain
2a , then S must be at least
2 .
Choosing δ = min{c/8, 1} gives the result.
Proof of the lower bound in Theorem 1
Fix a vertex x ∈ T and k ∈ N, and consider our original branching random walk, but freeze any particle (that is, prevent it from moving or branching) as soon as it either (a) takes its kth step away from x, or (b) hits x, whichever happens first. Let
be the number of particles that are frozen at x in this picture, and F (k) x be the number of particles that are frozen as they take their kth step away from x. Of course, no particle can be counted by both Y x , since if a particle hits x it cannot be simultaneously stepping away from x. Since this picture depends on the choice of x and k, sometimes we may call these particles (x, k)-frozen.
The result below uses Lemma 5, and translates it into the setup described above.
Proposition 7.
Suppose that k, n ∈ N, A ∈ R and x ∈ T (0, ⌊n 1/2 ⌋) with k ≤ n 1/2 and A large. Then
for some finite constant c depending only on d and the variance of µ.
Proof. Fix a such that an 1/2 ∈ N and (2d+3)a 2 ≤ A for all n. Since A is large, we may also assume that a is large. We will use a two-stage argument, first using Lemma 5 to show that there are, with high probability, many vertices y in T (x, an 1/2 ) that satsify Y (k) y < an and F (k) y < 3a 2 n 3/2 . We call such vertices "good". Then in the second stage we will show that with high probability, there is a vertex z in T (y, ⌊(A − a)n 1/2 ⌋) with our desired properties for at least one of the good vertices y.
To make this argument rigorous, define
That is, M n is the set of good vertices, so our first aim is to show that it is large with probability tending to 1, given that F 
Now fix y ∈ T (x, an 1/2 ). Label the locations of the (x, k − 1)-frozen particles as x 1 , . . . , x m for m ≤ n. Since these particles have taken at most k − 1 steps away from x, we know that
Further note that, running the (y, 1)-freezing process from the starting configuration consisting of the (x, k − 1)-frozen particles is equivalent to running the (y, k)-freezing process. Thus, applying Markov's inequality,
Thus, applying Markov's inequality again,
In other words, the number of good vertices is large with high probability (when a is large). Next we aim to bound from below the probability that, if y is a good vertex, then there is a vertex z in T (y, an 1/2 ) such that Y z = 0. For each y ∈ T (x, an 1/2 ), arbitrarily choose a vertex z(y) ∈ T (y, an 1/2 ). Note that if we start with one particle at 0, then in order for a particle to be (z(y), k)-frozen, it must also be (y, k)-frozen. In fact, to contribute to either Y
y , a particle must be (y, k)-frozen at y. Thus
z(y) = 0 and F
Let F + z(y) be the total number of particles seen, when we freeze anyone who either hits z(y) or takes a step away from z(y). Of course F 
The events {Y (1) z(y) = 0} and {F + z(y) ≤ 2da 2 n 3/2 )} are both decreasing (on the set of finite trees with the partial order t ≤ t ′ if t is a subtree of t ′ ) so by the FKG inequality,
Note that
Recall from the proof of Lemma 6 that under P z(y)
1,y , the event that Y equals zero is the event that a critical Galton-Watson tree (with finite variance) survives for fewer than an 1/2 generations; this has probability at least 1 − c/(an 1/2 ) for some finite constant c (see for example [18, Theorem 12.7] ; the original result is due to Kolmogorov [16] ). Thus for large n
where for the second inequality we used the fact that 1 − u ≥ e −2u for 0 ≤ u ≤ 1/2. Also
Substituting these bounds back into (6), we get
which is the bound that we will need. Now we put our two calculations (5) and (7) together. Say that y ∈ T (x, 2an
We note first that
for all y ∈ T (x, an 1/2 ), the events ({y is special}, y ∈ T (x, an 1/2 )) are independent. Therefore the above is at least
By (5),
and by (7),
Thus we have shown that
Since |T (y, an
and a is large, we have exp − e −2cn
when n is large, so the last line above is at least 1 − 7d/a. And of course if
This completes the proof.
Proof of Theorem 1: lower bound. We aim to prove that for any η > 0,
Take δ ∈ (0, 1/4), to be chosen later. From Proposition 7, for any x ∈ T (0, ⌊n 1/2 ⌋),
Now take M large, and for k ≥ 1, let
By (8), if k ≥ 2 and x ∈ ∂B(R k−1 ) then (noting that since M is large,
Thus, defining the event
by induction we have
Choose ε > 0 and δ > 0 arbitrarily small, and M large enough that c
On the event A k , there is a vertex z ∈ ∂B(R k ) such that no particles hit z without first taking at least k steps away from z. In this case the first hitting time of z (and all its descendants in the tree) must be at least R k + k. We deduce that
All that remains now is to invert R k . Note that if k ≤ log log n log(3/2+3δ) then exp((3/2 + 3δ)
k ≤ n and indeed R k ≤ n. Therefore P T cov (n) ≥ n + log log n log(3/2 + 3δ)
for all large n > 1 − ε, and since δ and ε were arbitrary, this completes the proof of the lower bound.
Proof of the upper bound in Theorem 1
We use the same terminology as in the last section, "freezing" particles whenever they step away from (or hit) a chosen vertex y. Let S
(1) y be the number of non-frozen particles ever seen in the (y, 1)-freezing process. Note that the non-frozen particles in this setting are exactly those that are not killed, and have not hit y, under P y in Section 5. We want to bound the number of frozen particles, but Lemma 6 from Section 5 gives us a bound on the number of non-frozen particles; so we need the following lemma.
Lemma 8. Suppose that Γ consists of vertices that are distance at most k from y. Then there exists a constant ν ∈ (0, 1] such that for any M > 0,
Proof. Let A j be the number of non-frozen particles in generation j, and B j be the number of those particles that have at least one child that is frozen as it steps away from y.
Note that for each non-frozen particle, the event that it has no children that are frozen as they step away from y is independent of other non-frozen particles in its generation, and has probability
Therefore for each j,
By the Chernoff bound (4),
Thus there exists a constant ν ∈ (0, 1) such that if A j ≥ M , then
and so
By a union bound,
Now note that S
(1)
as required.
Proof of Theorem 1: upper bound. We want to show that for any η > 0,
Suppose that x ∈ T and y ∈ T (x, ⌈an 1/2 ⌉), where a > 0 is some constant which we will later choose to be small. Recall that the non-frozen particles in our current setting are exactly those that are not killed and have not hit y under P y in Section 5. Therefore Lemma 6 tells us that if Γ consists of at least n particles none of which is within the subtree rooted at x except at x itself, then
where δ ∈ (0, 1] is some fixed constant. Also, by Lemma 8, if Γ in addition consists of particles that are at distance at most D from y, then
for some constant ν ∈ (0, 1). Combining the two bounds above,
Of course, if we start with particles at 0, then none of the (x, k − 1)-frozen particles are within the subtree rooted at x except at x itself, and they all have distance at most d(0, y) + k from y, so
For k ≥ 1 let
By the above, if k ≥ 2, x ∈ ∂B(R k−1 ) and y ∈ T (x, ⌈aN
, so a union bound gives
and since
Now fix k ≥ 1 and suppose that B k occurs, so for each z ∈ ∂B(R k ), there are at least N k particles that are (z, k)-frozen. All such particles have taken at most k steps away from z when they are frozen. Each of these particles has distance at most R k + k from z, and therefore the probability that it has a descendant that hits z without taking any more steps away from z is bounded from below by the probability that a critical Galton-Watson process with finite variance survives for 2R k generations. This is at least c/R k for some constant c [18, Theorem 12.7] . Thus the probability that none of the (z, k)-frozen particles has a descendant that hits z without taking any more steps away from z is at most (1 − c/R k ) N k ≤ exp(−cN k /R k ). Therefore if H(z) is the first hitting time of z, we have P(H(z) > R k + k | B k ) ≤ exp(−cN k /R k ). Now, if a particle hits z without taking more than k steps away from z, then for every x on the path from 0 to z, x is hit by time d(0, x) + k. Thus P(∃r ≤ R k : T cov (r) > r + k | B k ) = P(∃r ≤ R k , x ∈ ∂B(r) : H(x) > r + k | B k ) ≤ P(∃z ∈ ∂B(R k ) : ≥ 81e/(ν 2 δ 2 a 2 )}, so as n → ∞, P n,0 (B 1 ) → 1 and therefore for large n P n,0 ∃k : max r≤R k (T cov (r) − r) > k ≤ 2ε.
In our original model we started with 1 particle (rather than n particles) at the origin, but by waiting until the first time at which the number of particles at 0 is at least e/(δ 2 a 2 ), which is almost surely finite given that the process survives, we may choose t large enough such that P 1,0 ∃k : max r≤R k (T cov (r) − r) > k + t survival ≤ 3ε.
Since ε > 0 was arbitrary, applying this with k = (1+η) log log n log(3/2)
gives the result.
