Electrical properties (EPs) 
Introduction
Non-invasive measurements of human tissue Electrical Properties (EPs), namely conductivity σ and relative permittivity ε r , is a challenge that attracted several research groups in the past decades (1, 2). These properties determine how electromagnetic (EM) fields, such as the MR radiofrequency fields (RF: 64-300 MHz), interact with human tissues. Tissue EPs depend on the tissue structure and composition (water content and ionic concentration). In particular, tissue conductivity is modulated by the total ionic content, which varies in presence of pathologies. Several studies already showed a change in tissue conductivity in presence of tumors (3-7). Therefore, non-invasive measurements of tissue EPs could in principle be used as a new endogenous biomarker in oncology for diagnostic purposes and treatment monitoring (7). In the early 1990s, an MR-based technique has been suggested to non-invasively measure tissue EPs at the Larmor frequency (64-300 MHz for clinical MR systems), which depends on the exact MR magnetic field strength (8). However, systematic research only started in the last decade, creating a new branch of research called MR-Electrical Properties Tomography (MR-EPT) (9). First MR-EPT approaches aimed to reconstruct tissue EPs by measuring the RF transmit magnetic field, i.e. the circularly polarized transverse magnetic field referred to as the B 1 + field. This B 1 + field consists of incident and scattered field terms, where the latter component includes contributions from conduction and displacement currents and thus contains the desired EPs information. By applying the homogenous Helmholtz equation to the measured B 1 + field, EPs map can be reconstructed. According to this analytical reconstruction model, tissue EPs can be obtained by computing second order spatial derivatives of the B 1 + field (10, 11). Spatial derivatives can be computed by applying a filter (in this case a 2 nd order finite difference filter) to the B 1 + field data, resulting directly in EPs maps. However, this operation is highly sensitive to the intrinsic noise in the MR measurements, and consequently the reconstructed EPs maps lack precision (12, 13). In particular, for clinical MRI systems (1.5 and 3 Tesla) permittivity reconstructions are not yet feasible since the electromagnetic imprint of related displacement currents is too low at these frequencies. Recently, alternative analytical reconstruction techniques have been presented to improve the quality of MR-EPT reconstructions (14-18). However, these techniques typically require complex RF setups (multitransmit array) and high field MR scanners (7 Tesla) are needed to achieve sufficient signal-to-noise-ratio (SNR). From a fundamental point of view, these analytical reconstruction techniques are computationally fast but require data with high SNR. Instead, algebraic algorithms, which employ a more general inverse approach using iterative minimization, behave better under noisy conditions. However, this comes at the expense of a higher computational load, challenges related to local minima, more complex electromagnetic modeling, and the need for a priori information (e.g. incident MR electric field), which is not always available. Nevertheless, some promising results have been obtained for EPT (19) (20) (21) (22) . Instead of relying on analytical or algebraic reconstruction techniques derived from electromagnetic theory, in this work we investigate the feasibility of using data driven, supervised deep learning (DL) approach for EPs reconstructions. Deep learning approaches have recently been successfully applied to inverse problems including MRI image reconstruction (23) (24) (25) (26) (27) . To the best of our knowledge, this is the first time that deep learning is used for EPs reconstructions. Hereafter, we refer to this approach as Deep Learning Electrical Properties Tomography (DL-EPT). Given the promising performance of CNNs, and in particular of Conditional Generative Adversarial Network (cGAN) (28), in this work we train a cGAN to perform EPT reconstructions. Contrary to most MR-EPT techniques which make assumptions on electromagnetic quantities that are not directly accessible with MRI, in DL-EPT we can learn a surrogate analytical reconstruction model using only MR accessible quantities, such as the magnitude of the MR transmit field (B 1 + ) and the transceive phase (φ ± ). The training dataset is generated by electromagnetic simulations including realistic RF coil models and body models. Nowadays, these datasets can be easily generated by exploiting the availability of sophisticated electromagnetic solvers, which allow realistic electromagnetic simulations (e.g. Sim4Life; CST; COMSOL; Remcom). In this way, a high degree of a priori knowledge, such as the MRI coil setup, can be introduced to obtain robustness towards noise. In this work, DL-EPT reconstructions from simulations on phantoms and human head models, as well as from phantom and in-vivo MR measurements using a clinically available MR setup are presented. The accuracy and precision of the reconstructed EPs maps is assessed, and the impact of different SNR levels has also been investigated. For comparison purposes, Helmholtz based MR-EPT reconstructions for the phantoms and head model simulations are presented as a reference. Although the aim of this study is a proof of principle of DL-EPT, and not an investigation into optimal network and choice of learning parameters, several options are considered. In particular, two cGANs are used: cGAN mask , and cGAN tissue . The former has as input the MR transit B 1 + field magnitude, the phase φ + (proportional to the transceive phase φ ± ), and a binary mask (1: tissue, 0: air). In the latter, the binary mask is replaced by pseudo Spin Echo MRI images providing tissue contrast information. To the best of our knowledge, with this work we show for the first time that deep learning can provide greatly improved reconstructions of electrical conductivity and permittivity using clinically available MRI scanners, coil setups, and realistic SNR levels.
Results
In Fig 1, standard MR-EPT and DL-EPT reconstructions are presented for the phantom model 42 with realistic noise levels. This phantom was used for in-silica testing of the selected cGAN mask (see SI Appendix). Additionally, reconstructions from MRI measurements at 3T are presented for a cylindrical, homogeneous phantom with the same EPs values. The mean and standard deviation values of the reconstructed EPs maps are also reported in Fig. 1 . To avoid boundary regions that cannot be reconstructed accurately in MR-EPT, a smaller region of interest was considered for this calculation (see SI Appendix). Phantom MR-EPT reconstructions on simulated data show accurate mean EPs values after exclusion of boundary regions. However, the reported high standard deviation values indicate strong variability in the reconstructed EPs values due to noise amplification (see absolute error maps in SI Appendix). The need of high SNR levels is one of the main limitation of current analytical MR-EPT reconstruction methods. On the contrary, DL-EPT reconstructions on simulated phantom data are less affected by noise (relative error < 5%) and show accurate EPs reconstructions in both homogeneous regions and at boundaries (see profiles in SI Appendix). DL-EPT reconstructions from MR measurements confirm the results observed in simulations. These results show the feasibility of reconstructing EPs from MR measurements using DL-EPT. Additionally, permittivity reconstructions are now feasible at 3T, contrary to MR-EPT. In Fig. 2 , MR-EPT, cGAN mask , and cGAN tissue EPs reconstructions are shown for the head model Duke M0, which was used for in-silica testing with realistic noise levels. Mean and standard deviation values for the WM, GM, and CSF tissues are reported in Tab. 1, after eroding each tissue by 3 voxels to avoid boundary errors in MR-EPT reconstructions. This has been investigated using in-silica realistic phantom and head data, as well as phantom and invivo MR measurements at 3 Tesla. The presented results show good accuracy and most notably precision in the reconstructed EPs maps on a voxel basis, demonstrating a large improvement with respect to conventional Helmholtz MR-EPT. Furthermore, DL-EPT is noise-robust and preserves boundary information, while these two aspects are the major issues for conventional MR-EPT. The DL-EPT method differs significantly from conventional MR-EPT techniques employing analytical or algebraic reconstruction models. The popular Helmholtz MR-EPT technique, an example of an analytical reconstruction technique, requires the computation of spatial derivatives on measured data (13). This computation is performed by convolving the measured, complex B 1 + field with large finite difference kernels such as the 3D kernel adopted in this work (10), or the Savitzky-Golay kernel (29). These kernels, combined with image filters to suppress the impact of noise (17, 21), lead to a much coarser effective resolution (order of 1 cm) and result in severe errors at tissue boundaries. On the other hand, algebraic MR-EPT reconstruction techniques employing iterative minimization, such as CSI-EPT (19), should be more noise-robust. However, these methods require a large degree of regularization to stabilize noise augmentation in specific regions and, therefore, high quality experimental reconstructions are not yet available. Furthermore, these reconstruction techniques employ forward models formulated in electromagnetic quantities that are not always accessible with MRI, such as the phase of the transmit MR field and the incident electric field. Given these limitations for conventional MR-EPT reconstructions, we investigated the feasibility of using supervised deep learning to reconstruct EPs from accessible MR quantities. Crucial for the success of DL-EPT is the training part where a large degree of a priori knowledge can be introduced by simulating a realistic coil setup and including realistic head models. The training requires a high number of unique complex B 1 + fields. Unique B 1 + distributions including the transceive phase can be obtained by means of sophisticated, realistic electromagnetic simulations, which are nowadays possible with commonly available electromagnetic simulation software. Therefore, realistic electromagnetic simulations are an elegant solution to overcome the need of a high amount of MR data for training. Our results indicate that not only conductivity reconstructions at clinical MRI field strengths are feasible, but also permittivity maps can be obtained using DL-EPT. The latter were not yet feasible with conventional MR-EPT approaches due to insufficient SNR levels at clinical field strengths (1.5 and 3 Tesla) (12, 30). Preliminary investigations indicate that the adopted cGAN is highly noise-robust. Erroneous EPs reconstructions appear at SNR levels around 20 (see SI Appendix). Ultimately, the noise-robustness of DL-EPT is highly appealing, as it would permit to relax the requirements in terms of MRI data acquisition, allowing EPs measurements in clinical settings. Of course, the use of a priori knowledge during training could also create biased reconstruction for cases not included in the training phase. This would generally be the case for patients with pathologies. To test this risk, we provided the cGAN mask with a pathological case that was not present in the training set, i.e. a head model including a brain tumor with altered EPs. In case of overfitting, which is a known issue for deep learning, reconstructions would not work anymore. Preliminary results at 3 Tesla show that DL-EPT can provide a better tumor-normal tissue contrast than MR-EPT. Possibly, the inclusion of realistic tumor models in the training set could be beneficial for accurate DL-EPT reconstructions for brain cancer applications. This requires further investigations. Furthermore, it will be interesting to investigate whether EPs can also be reconstructed for different body parts than the one used during training. This would increase the applicability of DL-EPT without the need of dedicated training sets. Still, if specific databases are needed, they can be easily constructed by means of realistic electromagnetic simulations. Future works should address this question.
In conclusion, to the best of our knowledge, this is the first demonstration of the feasibility of reconstructing in-vivo EPs from MR measurements using supervised deep learning. Although this work is a first proof of principle without aiming at identifying the best network architecture, which is beyond the current scope, the presented results indicate major improvements in the quality of the reconstructed EPs maps compared to MR-EPT approaches. Even permittivity reconstructions are now feasible at 3T with a widely available coil setup. We showed that DL-EPT is noise-robust, thus the requirements in terms of SNR can be relaxed. This will allow faster imaging protocols and higher spatial resolutions. Furthermore, we demonstrated that DL-EPT is feasible at clinically available field strengths with standard coil setups. Moreover, DL-EPT can be trained to work with the accessible transceive phase, thus circumventing the issue that the B 1 + phase is not directly accessible with MRI. Finally, we believe that the major impact of this work is that the application of supervised learning for EPT reconstructions greatly improves the quality of the EP maps. We believe that this could be a key innovation step to turn EPT into a reliable, sensitive clinical biomarker revealing important information on tissue ionic composition as a surrogate of a different metabolism caused by pathological conditions. Neural Network. The neural network used for EPs reconstructions was a Conditional Generative Adversarial Network (cGAN). In this type of networks, two sub-networks (generator G, and discriminator D) compete with each other in a minmax optimization game during the training phase, in order to learn a conditional generative model. The generator network tries to generate EPs maps from the input images, while the discriminator network tries to discriminate the generated EPs maps from the EPs maps in the training set (ground truth). Like in (28), the generator was a U-Net and the discriminator was a convolutional PatchGAN classifier. In (32), it was shown that using a cGAN combined with a L2 norm is beneficial to alleviate the blurry effect caused by the L2 norm. Afterwards, in (28) it was demonstrated that the use of the L1 norm further reduces blurring in the reconstructed images. For EPs reconstructions, it is important to achieve good accuracy at tissues boundaries. Based on these observations, the following cost function (F) was adopted in this work:
where ℒ ( , ) is the GAN objective, ℒ 1 and ℒ 2 are respectively the L1 and L2 distance between the ground truth and the output, and λ GAN , λ L1 , and λ L2 are the corresponding weights (see SI Appendix for the details). This network was implemented in TensorFlow (33) and trained in about four hours on a GPU NVIDIA Tesla P100 16GB RAM. After training, EPs reconstructions could be performed in less than 1 minute for a 3D volume of 256×256 voxels in plane and 56 slices.
Training, Validation, and Testing. For the training, 2014 B 1 + field distributions were generated using all the models except for the phantom models 12, 24, 38, and 42, and the head model Duke M0. The inputs for the network were: the B 1 + magnitude, the phase φ + (proportional to the transceive phase φ ± ), and a binary mask (1: object, 0: air). We define this network as cGAN mask , since the third input was a binary mask. To reduce the complexity of the problem, two networks were trained separately for conductivity and permittivity using the same combination of λ-weights. For the validation, the B 1 + field distributions of the phantom models 12 and 24 were used. Although the aim of the paper was not to find the best combination of λ GAN , λ L1 , and λ L2 weights, we investigated the impact of various combinations of these parameters on the reconstructed EPs maps. The parameter combination with the lowest average normalized-rootmean-square error (NRMSE) computed over all conductivity and permittivity reconstructions from the validation set was selected for testing. The selected combination was: λ GAN = 2, λ L1 = 100, and λ L2 = 200 (see SI Appendix). Furthermore, a U-Net could be obtained by setting λ GAN = 0 (34). We therefore investigated whether using the less sophisticated UNet would be sufficient for EPs reconstructions using the model Duke M0 (see SI Appendix). For testing of the selected cGAN mask , the B 1 + field distributions of the phantom models 38 and 42, and Duke model M0 were used. The performed realistic electromagnetic simulations provide a controlled environment in which knowledge of the ground truth, i.e. conductivity and permittivity, is possible. This ensured correct assessment of the accuracy (absolute errors: ∆σ, and ∆ε r ) and precision (standard deviation) of the performed EPs reconstructions. Additionally, this network was tested on measured MRI data using a homogeneous, agar-based phantom: diameter: 13 cm, length: 15 cm, σ: 0.88 S/m; ε r : 80, obtained from probe measurements at 21°C (85070E, Agilent Technologies, Santa Clara, CA, USA). Since MRI provides specific tissue contrast, we investigated whether using this information as third input instead of using a simple mask would improve the EPs reconstructions for the human brain and the selected cGAN. We therefore trained a cGAN with the previously chosen combination of λ-weights and only the B 1 + field distributions of the brain models, except for Duke M0, which was used for testing. Hence, the inputs were: the B 1 + magnitude, the phase φ + , and pseudo Spin echo magnitude images obtained after assigning to each tissue type the corresponding magnitude value that would be measured in those tissues using a Spin Echo sequence (see SI Appendix). We define this network as cGAN tissue , since the third input provides tissue information. This network was tested using Duke M0 and in-vivo MRI data of a healthy volunteer (male, 29 years old), after obtaining written inform consent. Finally, we investigated the feasibility of detecting a tumor without providing any information on tissue structure and without having trained the cGAN mask with tumor regions. For this purpose, a head tumor model was created by placing one sphere inside Duke M0 (radius 1.5 cm, σ: 1.4 S/m; ε r : 73). The parameter combination with the lowest average NRMSE value computed over conductivity and permittivity reconstructions in the WM, GM and CSF of Duke M0 was chosen for this test: λ GAN = 2, λ L1 = 1000, and λ L2 = 2000 (see SI Appendix).
MRI Measurements.
MRI measurements were performed with a 3 Tesla MR scanner (Ingenia, Philips HealthCare, Best, The Netherlands) with the body coil in transmit and a 15-channel head coil in receive mode. The B 1 + magnitude was measured using a dual-TR (AFI) sequence (35). To map the transceive phase (φ ± ) two single echo Spin Echo (SE) sequences with opposite readout gradient polarities were combined (10): φ ± = (φ SE1 − φ SE2 )/2, thus minimizing the impact of eddy-currents. To convert the receive phase measured with the head coil to the body coil, as if the body coil would have been used both for transmitting and receiving, the vendor specific algorithm CLEAR (Constant Level of Appearance) was used. The sequence parameters for the phantom and the in-vivo MRI measurements are reported in the SI Appendix.
MR-EPT Reconstructions.
For comparison purposes, standard Helmholtz MR-EPT reconstructions were also performed on the same models adopted for the testing of the selected cGAN mask , i.e. phantom models 38 (see SI Appendix), and 42, and on the head model Duke M0, according to (10):
with : Larmor angular frequency, 0 / 0 : free space permittivity/permeability, and r: x/y/z-coordinates. To compute the second order spatial derivatives, a 3D noise-robust kernel was used (7×7×5 voxels) (10). Tab. 1D-SImethods MRI sequence parameters: AFI sequence 9
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SUPPORTING INFORMATION METHODS

Part A: Phantom and Head Models
In this first section, the ground truth EPs values of the adopted 42 phantom models (Tab. 1A-SImethods) and the 20 head models (Tab. 2A-SImethods) are reported. In order to introduce more variability between the adopted head models, not only the conductivity and permittivity values of WM, GM and CSF were changed between models, but also geometrical transformations were applied with respect to the original models (Duke M0 and Ella M0). These transformations include compression/dilatation of the head models, as well as rotation and translation, thus mimicking different possible head orientations inside the MR bore. For each head model, ground truth EPs maps on one slice (red plane) are shown (Fig. 1A -SImethods, and 2A-SImethods). This slice was taken on the same plane for all the 20 head models with respect to the considered volume of interest (yellow box). Therefore, the observed variability between subfigures is due to the performed geometrical transformations and variations in the EPs for the adopted 20 head models. Tab. 1A-SImethods: The electrical properties values of the 42 phantom models. The models used for validation are highlighted in red, while the models used for testing are highlighted in green. Tab. 2A-SImethods: The electrical properties values of the 20 head models. Tx, Ty, and Tz are the scaling factors applied to the original models along the coordinate axis x, y, and z (Tx,y,z = 1: no scaling, Tx,y,z > 1: dilatation, and Tx,y,z < 1: compression).
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Fig. 1A-SImethods:
Conductivity maps of the adopted 20 head models. These maps were taken on the same slice (red plane) inside the adopted volume of interest (yellow box).
5 To reduce the complexity of the reconstruction problem, cGANs were independently trained for permittivity and conductivity reconstructions, but the same values were used for the network weights λ GAN , λ L1 , and λ L2 . The inputs were the magnitude of the noise-corrupted B 1 + field, the phase φ + , and a binary mask (1 for tissue and 0 for air). We define this network as cGAN mask . To investigate the impact of tissue information on the accuracy of the reconstructed EPs values, pseudo Spin Echo images were used instead of the binary mask as input. We define this network as cGAN tissue (Fig. 3B -SImethods).
These pseudo Spin Echo images were created for each brain model as it follows. First, reference magnitude values were computed for each brain tissue from MRI measurements on a healthy volunteer performed using a Spin Echo sequence (see part D-SImethods below). In particular, these reference values are mean magnitude values computed for each tissue type inside regions with an homogeneous B 1 + magnitude field distribution.
These values were applied to the corresponding tissue type of each brain model. Then, the obtained maps were scaled using the simulated B 1 + magnitude field distribution for each head model. Finally, Gaussian noise was added using the same SNR level adopted for the phase maps φ + , proportional to the transceive phase φ ± .
For comparison purposes, one slice of the acquired MRI Spin Echo images on a healthy volunteer and one slice of the computed pseudo Spin Echo maps for Duke Model M0 are shown in Fig. 4B 
where represent {|B 1 + |, φ + , } or {|B 1 + |, φ + , } in the training set, are the corresponding ground truth EPs maps and is a vector drawn from the probability distribution p z (28).
Different weights (λ GAN , λ L1 , and λ L2 ) were used during training. The phantom models 12 and 24, which were excluded from the training set, were used in the validation step to choose which combination of λ-weights had the lowest average normalized-root-mean-square error (NRMSE) computed over all the reconstructed EPs values for both phantoms. This combination of λ-weights was: λ GAN = 2, λ L1 = 100, and λ L2 = 200 (Tab. 1C-SImethods). This combination was therefore used for testing using the phantom models 38, and 42, the phantom MRI measurements, the head model Duke M0 and the in-vivo MRI measurements. Of course, the phantom and head models, as well as the phantom and in-vivo MRI measurements used for the validation and the testing steps were excluded from the training dataset. 
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SUPPORTING INFORMATION RESULTS
Part A: Phantom EPs Reconstructions -Profiles and Absolute Errors
In the Fig. 1A -SIresults below, the profiles of the reconstructed conductivity (a) and permittivity (b) maps for the phantom model 42 using MR-EPT (blue) and cGAN mask (red) are shown. In black it is depicted the ground truth profile. These profiles were taken in direction left/right, as shown in the subfigures on the right (black lines). In these subfigures, the gray circles indicate for one slice the region of interest (ROI) used to compute the mean and standard deviation values of the reconstructed EPs values for the phantom models used for validation (phantom models 12, and 24) and for testing (phantom models 38, 42, and phantom MR measurements). The same ROI was used for all the other slices of the phantoms. In this way, errors arising from boundary regions in MR-EPT reconstructions were excluded.
In the Fig. 2A -SIresults, the absolute error maps of conductivity and permittivity reconstructions are shown for the phantom model 42 and for the phantom MR measurements, which were both used for testing of the selected cGAN mask . For the selected cGAN mask , the absolute error for conductivity reconstructions is below 0.05 S/m (less than 10% relative error), both for the simulation and the MR measurement. The absolute error for permittivity reconstructions is below 5 for the simulated data, while it is a bit higher (about 8) for the reconstruction from the MR measurement. The higher error in permittivity reconstructions from MR measurements can be explained by intrinsic inaccuracies in the adopted B 1 + magnitude mapping technique.
The absolute error for MR-EPT reconstruction from simulations is instead one order of magnitude higher than the error observed for the cGAN mask reconstructions.
In Fig. 3A -SIresults, reconstructed EPs maps and the mean ± standard deviations values are reported for the phantom model 38, which was also used for testing. The relative errors for these reconstructions are in line with the relative errors previously observed for the phantom model 42. 
Part B: Head Model EPs Reconstructions -Absolute Errors
Finally, in Fig. 1B -SIresults below, absolute error maps for conductivity and permittivity reconstructions for the head model Duke M0 are presented. From these maps, it can be observed the reduction of the absolute error at tissue boundaries if tissue information is given in input to the cGAN. Instead, the absolute error for MR-EPT reconstructions is at least one order of magnitude higher than the errors reported for the adopted cGANs.
Fig. 1B-SIresults:
Head model Duke M0: absolute error for the reconstructed conductivity (a, b, and c) and permittivity (d, e, and f) maps using MR-EPT (a, d) and cGAN mask (b, e), and cGAN tissue (c, f).
