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A nonperturbative quantum impurity solver is proposed based on a formally exact hierarchical
equations of motion (HEOM) formalism for open quantum systems. It leads to quantitatively accu-
rate evaluation of physical properties of strongly correlated electronic systems, in the framework of
dynamical mean-field theory (DMFT). The HEOM method is also numerically convenient to achieve
the same level of accuracy as that using the state-of-the-art numerical renormalization group impu-
rity solver at finite temperatures. The practicality of the novel HEOM+DMFT method is demon-
strated by its applications to the Hubbard models with Bethe and hypercubic lattice structures. We
investigate the metal-insulator transition phenomena, and address the effects of temperature on the
properties of strongly correlated lattice systems.
PACS numbers: 71.10.Fd, 71.27.+a, 71.30.+h
I. INTRODUCTION
Strongly correlated electronic systems (SCS) generally
refer to materials with d- or f-electrons. These local-
ized electrons strongly interact with each other and with
the surrounding itinerant electrons, leading to various
intriguing many-body phenomena, such as Kondo phe-
nomena, metal-insulator transition in transition metal
oxides, and heavy fermion in rare-earth compounds. SCS
quickly becomes an active research area in condensed
matter physics.1
Exact treatment of SCS for classic band theory and
model methods is difficult because of the nonperturba-
tive many-body nature and the complexity of SCS mate-
rials. Since the proposal of investigating SCS in the limit
of infinite dimension in 1989,2 the dynamical mean-field
theory (DMFT)3–5 has been rapidly developed and ap-
plied, leading to a dramatic progress in understanding
the properties of SCS. In this limit, the self-energy is lo-
cal, so that the spatial fluctuations in strongly correlated
systems can be neglected while only the on-site Coulomb
interaction is taken into consideration. As a result, the
many-body lattice problem is mapped to an effective im-
purity problem, in which the correlated electrons on the
impurity site interacts with a frequency dependent mean
field. This mean field is then updated in a self-consistent
way via the solution of the impurity model in order to
obtain the self-energy of the lattice Green’s function.
The DMFT method was firstly used with Hubbard
model, and revealed the three-peak spectral function
induced by the strong electron-electron correlation.3,4
These three peaks are comprised of one central quasi-
particle peak around the Fermi energy and two single-
particle Hubbard peaks. In some transition metal ox-
ides, the central quasi-particle peak gradually transfers
its weight to the Hubbard peaks with increasing Coulomb
interaction,6 finally leading to metal-insulator transition,
which is usually referred to as Mott transition.7 It is
one of the most fascinating phenomena of SCS that has
been observed in various transition metal oxides,8 and
extensively investigated by DMFT methods.9–16 In re-
cent years, the DMFT methods have been extended to
the investigations of some complicated SCS with multi
orbital, nonlocal Coulomb and exchange interaction, or
taking into account spatial correlations.17–22 Especially,
the combination of DMFT method with density func-
tional theory makes it possible to simulate complicated
real compounds with strong electron correlations.23,24
The DMFT method has already been a powerful tool
for the investigation of strongly correlated physics.
The accuracy and efficiency of DMFT calculation is de-
termined by the key component, the impurity solver, that
solves the effective impurity problem. A vast amount of
theoretical efforts have been devoted to achieving this
goal. The perturbative methods such as the iterated
perturbation theory25 and non-crossing approximation26
sum the perturbative series of interaction diagrams to
different orders, resulting in different levels of accuracy.
Extensions of these methods to away from half filling
(iterated perturbation theory) or to very low tempera-
ture regime (non-crossing approximation) are technically
complicated, which largely limit the applications of these
methods. The currently used nonperturbative methods
include the exact diagonalization approach,27–29 quan-
tum Monte Carlo approach,30,31 and numerical renormal-
ization group (NRG) method.32–36
Although the existing methods have been successfully
used in characterizing the fundamental characteristics of
SCS, they have their own limitations.37–39 Both the ex-
act diagonalization approach and the configuration in-
2teraction methods diagonalize the Hamiltonian in a fi-
nite dimensional Hilbert space. In DMFT applications,
the continuous bath degrees of freedom are discretized
and a small number of bath sites (orbitals) are chosen to
represent the full bath. Consequently, the local density
of states is composed of discrete peaks which are then
broadened artificially. The energy resolution in the spec-
trum depends on the number of bath sites. Therefore,
although the quasiparticle weight Z can be extracted
from the Matsubara Green’s function, it is difficult to
obtain the real frequency quantities,40 including the low
energy Kondo peak and the high energy Hubbard peaks;
see for instance, Fig. S11 in the Supplemental Material of
Ref. 41. The computational cost of some quantum Monte
Carlo (QMC) approaches, including the Hirsch-Fye algo-
rithm and the continuous time QMC, increases dramati-
cally as the temperature decreases. Moreover, numerical
methods such as the maximum entropy method are often
required to extract real frequency spectral function from
the imaginary time domain via some analytic continua-
tion operation. This may introduce additional errors.42
In recent years the NRG method has achieved significant
progress, thanks to the improvement of its algorithm and
advancement of computer hardware. However, some of
its basic features have remained unchanged: It utilizes
logarithmic discretization and truncation of energy spec-
trum during iterative diagonalization. Therefore, quan-
tities produced by the NRG method are less accurate at
high energy or high temperatures than at low energy or
low temperatures.33 Therefore, an accurate and efficient
DMFT impurity solver for the investigation of the strong
correlation effects at finite temperatures is highly desir-
able.
In this work we propose to use a hierarchical equations
of motion (HEOM) approach43 as the impurity solver of
DMFT. The HEOM method treats quantum impurity
systems from the perspective of open dissipative dynam-
ics. As will be discussed in Sec. II A, in principle the
HEOM formalism is formally exact, as long as the bath
environment satisfies Gaussian statistics, which is true
for noninteracting electron reservoirs. The HEOM theory
can be established based on the Feynman–Vernon path-
integral formalism,43–47 in which all the system-bath cor-
relations are taken into consideration.
In practice, the HEOM method is implemented with-
out invoking any approximation or any tricky controlling
parameter. The numerical results are quantitatively ac-
curate for a wide range of impurity systems, as long as
they converge with respect to the increasing truncation
level L.
Usually, the HEOM results converge uniformly and
rapidly with the increasing L. A higher L is needed to
achieve numerical convergence at a lower temperature.
Consequently, the computational cost increases substan-
tially as the temperature lowers. Currently for a sym-
metric single impurity Anderson model, the HEOM ap-
proach reaches quantitatively accuracy for temperature
T > 0.1TK (Kondo temperature) with the computational
resources at our disposal.41 In particular, the HEOM ap-
proach remains accurate at high temperature and large
frequency (energy) range. For all the results presented
in this work, L is chosen to be sufficiently large so that
numerical convergence is always guaranteed.
The HEOM approach is applicable to a general quan-
tum impurity system. It is capable of treating strongly
correlated impurities with more than one orbitals. The
applicability of HEOM approach to various equilibrium
and nonequilibrium properties of quantum dot systems
has been demonstrated.48,49 These include the studies
on dynamical Coulomb blockade50 and dynamical Kondo
transitions in quantum dots.51,52 Previous studies have
shown that the HEOM approach is capable of achieving
the accuracy of the latest high-level NRG approach, as
demonstrated by the impurity spectral functions41 and
the local magnetic susceptibility49 of Anderson impurity
model systems at finite temperatures. All these success-
ful applications suggest that the HEOM approach is very
suitable to be used as an impurity solver in the frame-
work of DMFT method.
The remainder of this paper is organized as follows.
The HEOM based impurity solver is introduced in Sec. II,
together with its main features and current limitations.
In Sec. III, the results for the Mott transition from DMFT
using HEOM impurity solver are systematically com-
pared with previous NRG results to show its accuracy
and efficiency. Concluding remarks are finally given in
Sec. IV.
II. HIERARCHICAL EQUATIONS OF MOTION
BASED DMFT IMPURITY SOLVER
A. A formally exact HEOM formalism for
quantum impurity systems
The HEOM approach is based on quantum dissipation
theory, which can be used to characterize the quantum
impurity systems as open systems embedded in surround-
ing environments composed of itinerant electron reser-
voirs. The derivation of the HEOM formalism has been
detailed in Refs. 43, 51, and 53. Here, we introduce some
of its basic features.
The Hamiltonian of the quantum impurity system can
be expressed as
Htotal = Hsys +Hres +Hsys-res, (1)
where Hsys represents the quantum impurity sys-
tems containing strong correlation interactions, Hres =∑
k ǫkdˆ
†
kdˆk is the noninteracting electron reservoirs,
and Hsys-res =
∑
µk(tµk aˆ
†
µdˆk + H.c.) accounts for the
impurity-reservoir couplings. In these terms, aˆ†µ and
aˆµ are the creation and annihilation operators for the
impurity state |µ〉; dˆ†k and dˆk are those for the reser-
voir state |k〉 of energy ǫk. The hybridization func-
tions of the electron reservoir are defined as ∆µν(ω) ≡
π
∑
k tµkt
∗
νk δ(ω − ǫk).
3In the quantum dissipation theory, the quantity of pri-
mary interest is the reduced density matrix of the im-
purity system, ρ(t) ≡ trres ρtotal(t). Here, ρtotal(t) is the
density matrix of the total system (impurity plus elec-
tron reservoir); and trres denotes the trace over all reser-
voir’s degrees of freedom. The dynamics of the reduced
density matrix can be characterized by a Liouville-space
quantum propagator U(t, t0) as follows,
ρ(t) = U(t, t0)ρ(t0). (2)
The specific form of U(t, t0) can be expressed using the
Feynmann–Vernon path integral representation of44
U(t, t0) =
∫ t
t0
Dψ
∫ t
t0
Dψ′ eiS[ψ] F [ψ, ψ′] e−iS[ψ′]. (3)
Here, S[ψ] is the classical action functional associated
with Hsys. For the convenience of evaluating expectation
values, usually an initial factorization ansatz is adopted
for the total system at t0 = −∞:
ρtotal(t0) = ρ(t0)⊗ ρeqres, (4)
with ρeqres being the equilibrium reduced density matrix
of reservoir environment. We emphasize that the un-
correlated total system at t0 = −∞ is chosen only as a
reference for the construction of U(t, t0). For the calcu-
lation of any physical quantity or process, we first solve
for the fully correlated stationary state ρ(t′0) at a finite
time t′0, and then use ρ(t
′
0) as the initial condition for
subsequent dynamics of the impurity system.
It is F [ψ, ψ′] that accounts for the influence of the dis-
sipative reservoir environment to the properties of the
impurity, and it is thus termed as the influence func-
tional, which has the following form:43
F [ψ, ψ′] ≡ exp
{
−
∫ t
t0
dτ R[τ ;ψ, ψ′]
}
, (5)
R[t;ψ, ψ′] =
∑
σµ
aσ¯µ(ψ(t))
[
Bσµ(t;ψ)−B′σµ (t;ψ′)
]−
[
Bσµ(t;ψ)−B′σµ (t;ψ′)
]
aσ¯µ(ψ
′(t)), (6)
Bσµ(t;ψ) ≡
∑
ν
∫ t
t0
dτ Cσµν(t, τ) a
σ
ν (ψ(τ)), (7)
B′σµ (t;ψ
′) ≡
∑
ν
∫ t
t0
dτ Cσ¯∗µν (t, τ) a
σ
ν (ψ
′(τ)), (8)
where σ = +/− and σ¯ = −σ. It should be empha-
sized that the above Eq. (6) is an exact formula, as long
as the reservoir environment satisfies Gaussian statistics,
which is true for reservoirs consisting of noninteracting
electrons.43
Although F [ψ, ψ′] has a rather complicated form, it is
apparent that the impurity-reservoir couplingHsys-res en-
ters (exclusively) through the reservoir correlation func-
tion (or memory kernel) Cσµν(t, τ). Therefore, with the
exact Cσµν(t, τ) at hand, we can obtain the exact Liou-
ville propagator U(t, t0) and hence the exact ρ(t) via the
path integral of Eq. (3).
For a noninteracting reservoir, the correlation func-
tion Cσµν(t, τ) is fully determined by the reservoir hy-
bridization function ∆µν(ω) via the following fluctuation-
dissipation theorem:
Cσµν(t, τ) = exp
{
σ¯i
∫ t
τ
dt′ V (t′)
}
C˜σµν(t− τ),
C˜σµν(t) =
∫ ∞
−∞
dω eσiωtfσβ (ω)∆
σ
µν(ω). (9)
Here, V (t) is the time-dependent bias voltage applied to
the reservoir, ∆+νµ(ω) = ∆
−
µν(ω) = ∆µν(ω). f
σ
β (ω) =
1/[1 + eσβ(ω−ǫf)] is the Fermi function for electron (σ =
+) or hole (σ = −), β = 1/kBT , and ǫf is the equilibrium
chemical potential of reservoir. In fact, C˜σµν(t) are exactly
equivalent to the “embedding” self energies: C˜+µν(t) =
i[Σ<µν(t)]
∗ and C˜−µν(t) = iΣ
>
µν(t).
43
Clearly, U(t, t0) can be obtained via the formally exact
path integral formalism by combining Eqs. (3)–(9). The
only requirement is the reservoir should consist of nonin-
teracting electrons, and hence the reservoir environment
satisfies Gaussian statistics. With the resulted ρ(t), the
expectation value of any system operator Aˆ can then be
calculated as 〈Aˆ〉 = tr[Aˆρ(t)].
In practice, the path integral formalism will lead to
an integro-differential quantum master equation for ρ(t),
and hence very difficult to solve. To circumvent this
problem, an HEOM formalism is instead proposed. In
the HEOM formalism, the integro-differential equation is
replaced by a hierarchical set of linear differential equa-
tions. As a consequence, the numerical calculations be-
come much more convenient.
The central step towards the establishment of HEOM
is the decomposition of reservoir memory kernel C˜σµν(t)
into exponential functions, i.e.,
C˜σµν(t) =
M∑
m=1
ησµνm e
−γσµνmt, (10)
where 1/Re[γσµνm] is the characteristic memory time of
mth dissipation mode. A number of memory decomposi-
tion schemes have been developed, including the conven-
tional Matsubara decomposition scheme,43 a hybrid spec-
trum decomposition and frequency dispersion scheme,51
the partial fraction decomposition scheme,54 and the
Pade´ spectrum decomposition scheme.55–57
Most of the existing memory decomposition schemes
are based on a contour integral algorithm for Eq. (9) with
the use of a residual theorem,51 and each exponential
term in Eq. (10) corresponds to a pole of complex func-
tion fσβ (z) or ∆µν(z) in Eq. (9), via the following expan-
4sions:
fσβ (z) ≃
1
2
− σ 1
β
P∑
p=1
(
1
z + zp
− 1
z − zp
)
, (11)
∆µν(z) ≈
N∑
i=1
ηµν,i
(z − Ωµν,i)2 + (Wµν,i)2 . (12)
Therefore, the total number of memory components is
M = P + N , with P and N being the number of poles
for fσβ (z) and ∆
σ
µν(z) in the upper or lower z-plane, re-
spectively.
Note that Eq. (11) is a formal expansion of the Fermi
function, and the choice of {zp} is not unique. At any fi-
nite temperature, P can always be chosen so that the
right-hand side of Eq. (11) and their contributions to
C˜σµµ(t) converge to a preset precision. To the best of
our knowledge, the Pade´ expansion of fσβ (z) requires
a smallest P , and thus is by far the most efficient
scheme for Eq. (11).57 In contrast, Eq. (12) is realized by
a least square fit of ∆µν(ω) to a linear combination of
Lorentzian functions, with {ηµν,i,Ωµν,i,Wµν,i} being the
fitted parameters. The accuracy of the resulted mem-
ory decomposition is determined by the quality of the
least square fit. For a continuous ∆µν(ω) the fitting of
Eq. (12) is usually satisfactory; see for instance Fig. 2
in Sec. II D. Therefore, the combined Pade´-Lorentzian
scheme58 achieves an accurate and efficient exponential
decomposition of C˜σµν(t) via Eq. (10).
With the exponential decomposition of reservoir mem-
ory, the HEOM can be cast into a compact form as43
ρ˙
(n)
j1···jn
= −
(
iL+
n∑
r=1
γjr
)
ρ
(n)
j1···jn
− i
∑
j
Aj¯ ρ(n+1)j1···jnj
− i
n∑
r=1
(−)n−r Cjr ρ(n−1)j1···jr−1jr+1···jn . (13)
Here, ρ(0)(t) = ρ(t) ≡ trres ρtotal(t) is the reduced density
matrix, and {ρ(n)j1···jn(t);n = 1, · · · , L} are the auxiliary
density matrices, with L being the truncation level. The
multi-component index j ≡ (σµνm). The Grassmann
superoperators Aj¯ ≡ Aσ¯µ and Cj ≡ Cσµνm are defined
via their actions on a fermionic/bosonic operator Oˆ as
Aσ¯µOˆ ≡ [aˆσ¯µ, Oˆ]∓ and CσµνmOˆ ≡ ησµνmaˆσν Oˆ ± (ησ¯µνm)∗Oˆaˆσν ,
respectively, with σ¯ denoting the opposite sign of σ =
+/−. The electron correlation interaction is contained
in the Liouvillian of impurities, L · ≡ [Hsys, · ].
Moreover, the subscript index set (j1 · · · jn) in an nth-
level auxiliary density matrix ρ
(n)
j1···jn
belongs to an or-
dered set of n distinct j-indices. The number of dis-
tinct j-indices, K, is equal to not only the number of
the first-level auxiliary density matrices in total, but also
the maximum hierarchical level (Lmax = K). Therefore,
the number of the nth-level auxiliary density matrices is
K!
n!(K−n)! . Then, the total number of unknowns to solve
N (K,L), which dominates the computational cost of the
HEOM approach, is the summation over all the trun-
cation level,
∑L
n=0
K!
n!(K−n)! 6 2
K , as L 6 K. In this
expression, K can be evaluated by K = 2MNµ, in which
M is determined by the resolution of the bath memory,
and Nµ is the number of the system states (orbitals) that
couple directly to electron reservoirs. This scheme pro-
vides an optimal basis to exploit the different character-
istic time scales associated with system-reservoir dissipa-
tion processes. The hierarchy terminates automatically
at L = 2 for noninteracting Hsys;
43 while for Hsys in-
volving electron correlation interactions, the solution of
Eq. (13) must go through systematic tests to confirm its
convergence versus L. In practice, recent investigations
on a general quantum impurity system have indicated
that a relatively low L (≃ 4) is usually sufficient to yield
quantitatively converged results.41
In the framework of HEOM, the density matrix of the
total system ρtotal(t) is effectively “folded” into the im-
purity subsystem – represented by the reduced density
matrix ρ(t) = ρ(0)(t) along with all the auxiliary den-
sity matrices {ρ(n)j1···jn(t);n = 1, · · · , L}. The influence of
reservoir environment is fully accounted for by the reser-
voir memory kernel Cσµν(t, τ). As long as the reservoir
environment (Hres) is noninteracting (and hence satisfies
Gaussian statistics), the HEOM formalism is formally
exact, without any approximation.
In practice, the numerical results of HEOM approach
achieve quantitative accuracy as long as they converge
with respect to the number of memory componentsM (of
Eq. (10)) and the truncation level L. There is no other
controlling parameter. For all the results presented in
this work, the numerical convergence has been affirmed.
B. Linear response theory via the HEOM dynamics
The HEOM (13) formally define a quantum Liouville
propagator G(t, τ), which associates the reduced and the
auxiliary density matrices at time t to those at time τ :
ρ(t) = G(t, τ)ρ(τ). (14)
Here, a bold symbol denotes a quantity in the HEOM
Liouville space defined by Eq. (13). For instance, ρ(t)
is a vector in the HEOM space and is comprised of all
the density matrices involved in Eq. (13), i.e., ρ(t) ≡{
ρ
(n)
j1···jn
(t); n = 0, · · ·, L}.
Denote ρeq(T ) ≡ {ρ(n); eqj1···jn(T ); n = 0, · · ·, L} as an
equilibrium-state solution of Eq. (13) at a given temper-
ature T . The auxiliary density matrices are nonzero,
ρ
(n>0); eq
j1···jn
(T ) 6= 0, which reflect the presence of correla-
tions between the impurity and reservoirs. Consider an
impurity system initially at thermal equilibrium, its dy-
namics starts with ρ(t0) = ρ
eq(T ). In the absence of any
probe field, the system equilibrium propagator satisfies
the translational invariance in time, G(t, τ) = G(t − τ),
and hence ρ(τ ′) = G(τ ′ − t0)ρ(t0) = ρeq(T ).
5If a probe field is applied to the impurity (the perturba-
tion Hamiltonian is Hpr(t) and the corresponding HEOM
Liouvillian is δLpr(t)), the response of the reduced and
auxiliary density matrices δρ(t) ≡ {δρ(n)j1···jn(t); n =
0, · · ·, L} can be obtained formally as
δρ(t) =
∞∑
n=1
(−i)n
∫ t
−∞
dτn · · ·
∫ τ2
−∞
dτ1 G(t− τn)δLpr(τn)G(τn − τn−1) · · · δLpr(τ1)ρeq(T ) . (15)
Equation (15) is formally analogous to the celebrated
Hilbert-space time-dependent perturbation theory in the
interaction picture. Such formal analogy highlights a
straightforward equivalence mapping between the con-
ventional Hilbert-space and the HEOM Liouville-space
formulations for the response properties of quantum im-
purity systems.
Consider, for example, the equilibrium-state two-time
correlation function between two arbitrary dynamical
variables Aˆ and Bˆ of the impurity system. We have
CˇAB(t) =
〈
Aˆ(t)Bˆ(0)
〉
=
〈〈
Aˆ(t)
∣∣Bˆρeqtotal(T )〉〉
=
〈〈
Aˆ(t)
∣∣Bˆρeq(T )〉〉 . (16)
Here, 〈〈·|·〉〉 denotes inner product between vectors. The
application of Eq. (15) leads to the evaluation of correla-
tion and response functions of impurity systems via the
linear response theory in the HEOM Liouville space.
Regarding the linear response theory, we are primarily
interested in how system properties (such as the expecta-
tion value of a system observable Aˆ) respond to an exter-
nal perturbation in the physical subspace of the system.
Suppose the perturbation Hamiltonian assumes the form
of
Hpr(t) = −Bˆǫpr(t), (17)
where Bˆ is a Hermitian system operator, and ǫpr(t) is
the time-dependent perturbative field which is turned on
from t0. The induced variation of the expectation value
of a system observable Aˆ due to the presence of Hpr(t) is
δAˆ(t) = trsys
[
Aˆ δρ(t)
]
=
〈〈
Aˆ|δρ(t)〉〉. (18)
Here, Aˆ = Aˆ(0) = {Aˆ, 0, . . . , 0} has the same vector form
as ρeq(T ) and δρ(t). Note that all n > 0 components of
the vector Aˆ are zero.
Taking the first-order term of Eq. (15), we arrive at
δρ(t) = −i
∫ t
0
dτ G(t− τ) δLpr(τ)ρeq(T ). (19)
We then define the time-independent HEOM-space su-
peroperator Bˆ as
Bˆ ≡ −δLpr(t)/ǫpr(t), (20)
whose action can be determined as
Bˆρ = [Bˆ, ρ]. (21)
Inserting Eq.(21) into (19), we have
δAˆ(t) = i
∫ t
0
dτ
〈〈
Aˆ(0)|G(t− τ)|Bˆρeq(T )〉〉 ǫpr(τ), (22)
from which we obtain the response function in the HEOM
space as
χAB(t, τ) = i
〈〈
Aˆ(0)|G(t− τ)|Bˆρeq(T )〉〉. (23)
We also obtain the correlation function in the HEOM
space as
CˇAB(t, τ) =
〈〈
Aˆ(0)|G(t− τ)|Bˆρeq(T )〉〉. (24)
Here, the same propagator G(t − τ) as that used in
Eq. (14) is applied to the HEOM-space vector Bˆρeq(T ) ≡
{Bˆρ(n);eqj1···jn ;n = 0, 1, . . . , L}. This amounts to taking the
Bˆρeq as the initial condition at time τ and then solving
Eq. (13) for the final state vector at time t. Then, the ex-
pectation value of the system observable Aˆ is evaluated
with such a final state. By setting τ = 0 while noting
Aˆ(t) = Aˆ(0)G(t), Eq. (24) recovers Eq. (16) immediately.
In this work, the dynamical observables of our pri-
mary interest are Green’s function and spectral function
of the impurity. The spectral function is associated with
the system correlation function through the fluctuation-
dissipation theorem at thermal equilibrium. Consider the
retarded single-electron Green’s functions in terms of the
correlation functions,
GrAB(t) =− iθ(t)
〈{
Aˆ(t), Bˆ
}〉
=− iθ(t) [CˇAB(t) + CˇBA(−t)] , (25)
where the Green’s function is defined for two arbitrary
operators Aˆ and Bˆ. We now focus on cases in which
Aˆ = Bˆ† (e.g., Aˆ = aˆ and Bˆ = aˆ† for conventional
fermionic Green’s functions). In such circumstances,
CˇAB(t) = [CˇB†A†(−t)]∗ follows by definition. We can
further define the spectral function JAB(ω) as
JAB(ω) ≡ − 1
π
Im [GrAB(ω)] , (26)
in which GrAB(ω) is obtained by Fourier transform of
GrAB(t)
To summarize, within the framework of HEOM the
system Green’s functions are obtained through the fol-
lowing procedures: (1) Solve HEOM (13) for the equilib-
rium state vector ρeq(T ) consisting of all the reduced and
6auxiliary density matrices. (2) Construct the HEOM-
space vector Bˆρeq. (3) Propagate the HEOM (13) from
τ = 0 to time t by using the vector Bˆρeq as the ini-
tial condition. (4) Evaluate the expectation value of the
system observable Aˆ to obtain the correlation function
CˇAB(t − τ). (5) The system Green’s functions are ob-
tained by combining the correlation functions, such as
via Eq. (25). Clearly, the evaluation of system Green’s
functions is exactly based on the linear response theory,
and no approximation is made throughout the above pro-
cedures.
C. HEOM evaluation of dynamical quantities
The system dynamical observable for strongly corre-
lated electronic systems, such as the spectral function
A(ω) ≡ Jaˆaˆ†(ω), can also be evaluated separately for
each frequency point. This is achieved by the half-Fourier
transform of the correlation function via,
C¯AB(ω) ≡
∫ ∞
0
dt CˇAB(t) e
iωt
=
∫ ∞
0
dt 〈〈Aˆ|G(t)|Bˆρeq(T ) 〉〉 eiωt
=
∫ ∞
0
dt 〈〈Aˆ|e(iω−Λ)t|Bˆρeq〉〉
= −〈〈Aˆ|(iω −Λ)−1|Bˆρeq〉〉 ≡ 〈〈A|X〉〉. (27)
Here, the HEOM propagator is formally cast into the
form of G(t) = e−Λt. At a fixed frequency ω, the
HEOM-space vector X is determined by solving the fol-
lowing linear problem with the quasi-minimal residual
algorithm:59,60
(
iω −Λ)X = −Bˆρeq. (28)
The system spectral function is then
Aµ(ω) =
1
π
Re
[
C¯
aˆµaˆ
†
µ
(ω) + C¯
aˆ
†
µaˆµ
(−ω)
]
. (29)
Usually, the band width of the total system is finite.40
Consequently, a finite number of frequency points within
the bandwidth are sufficient to accurately characterize
the system observables. In this work, the number of fre-
quency points used ranges from 64 to 128. Moreover,
calculations on each individual frequency points are par-
allelized to improve the efficiency of HEOM solver.
The retarded Green’s function of the impurity system
can be evaluated as follows.
Gimpµ (ω) = −i
{
C¯
aˆµaˆ
†
µ
(ω) + [C¯
aˆ
†
µaˆµ
(−ω)]∗
}
. (30)
Apparently, one can recast Eq. (29) as
Aµ(ω) = − 1
π
Im[Gimpµ (ω)]. (31)
D. HEOM for a DMFT impurity solver
The simplest model to investigate the correlation effect
in lattice systems is the one-band Hubbard model
Hlattice = −
∑
ijσ
tij(c
†
iσcjσ + c
†
jσciσ) + U
∑
i
c†i↑ci↑c
†
i↓ci↓,
(32)
where c†iσ(ciσ) represents creation (annihilation) of an
electron on site i with spin σ, and tij is the hopping pa-
rameter between site i and j. Under the approximation
of infinite dimension, the hopping parameter t is scaled as
t = t˜/
√
Z with Z being the lattice dimension or the num-
ber of nearest neighbors and t˜ a constant. Meanwhile, the
electron-electron self-energy becomes local, which is rep-
resented by Σlocee (ω). Then the local Green’s function of
the lattice model is
Gloc(ω) =
∑
k
1
[G0k(ω)]
−1 − Σlocee (ω)
, (33)
where G0k(ω) = (ω + iη − ǫk)−1, with η being a positive
minimal, is the noninteracting lattice Green’s function
component of the specified energy ǫk. Considering the
corresponding density of states A0(ǫ) =
∑
k δ(ǫ−ǫk), the
above local Green’s function can be also calculated by
the integration over energy variable
Gloc(ω) =
∫
dǫ
A0(ǫ)
ω + iη − Σlocee (ω)− ǫ
. (34)
The locality of the lattice Green’s function makes it
possible to map the lattice problem to effective impurity
problem with exactly the same on-site electron-electron
self-energy.19 The Hamiltonian of the single impurity
model is expressed as
H imp =
∑
σ
ǫ a†σaσ + Ua
†
↑a↑a
†
↓a↓
+
∑
kσ
[
ǫkd
†
kσdkσ + tk
(
d†kσaσ + a
†
σdkσ
)]
. (35)
In the HEOM formalism the effects of coupling reser-
voir dynamics, as from the last term of Eq. (35), are ac-
counted for by the hybridization function ∆(ω). This
is just the imaginary part of the reservoir self-energy,
Σimpres (ω), that can also be evaluated from the noninter-
acting Green’s function Gimp0 (ω) = [ω+ iη−Σimpres (ω)]−1.
The impurity Green’s function is given by [Gimp(ω)]−1 =
[Gimp0 (ω)]
−1 −Σimpee (ω), where Σimpee (ω) denotes electron-
electron self-energy. By mapping the lattice model to an
effective impurity model, the following relations should
be satisfied:40
Gloc(ω) = Gimp(ω), Σlocee (ω) = Σ
imp
ee (ω). (36)
In this way the self-consistent equations can be derived
as
Gloc(ω) =
∫
dǫ
A0(ǫ)
ω + iη − Σee(ω)− ǫ = G
imp(ω),
[Gimp0 (ω)]
−1
= [Gimp(ω)]−1 +Σimpee (ω).
(37)
7Figure 1. (Color online). (a) Flow chart of the HEOM based
DMFT approach. (b) Schematic diagram of the HEOM im-
purity solver.
The overall framework of HEOM-based DMFT is pre-
sented in the flow chart of Fig. 1(a), while the numer-
ical procedures involved in the HEOM impurity solver
is sketched in Fig. 1(b). The HEOM impurity solver
starts with the pre-determined system Hamiltonian Hs
and the input hybridization function ∆(ω). First, the
HEOM of Eq. (13) is solved to obtain the equilibrium-
state reduced density matrix and auxiliary density ma-
trices ρeq(T ) ≡ {ρ(n); eqj1···jn(T ); n = 0, · · ·, L}. Then, the
system correlation functions can be obtained by solv-
ing the HEOM-space linear problem of Eq. (28) for each
frequency point. Finally, the impurity spectral function
and Green’s function are evaluated through Eqs. (29) and
(30), which are used to construct a new hybridization
function via the lattice Green’s function.
For achieving the optimal efficiency of HEOM, a multi-
Lorentzian decomposition scheme61,62 for the hybridiza-
tion function ∆(ω) is adopted. In this way, the hybridiza-
tion function is spanned by a set of Lorentzian functions
∆(ω) ≡ ∑Ni=1∆i(ω) = ∑Ni=1 ΓiW 2i(ω−Ωi)2+W 2i . The parame-
ters Ωi,Γi and Wi for each Lorentzian function are ob-
tained by a least square fit. As the hybridization function
is updated in each DMFT iteration, the number of the
Lorentzian functions N is tuned case by case to find the
minimal N with sufficient fitting accuracy.
As shown in Fig. 2, two typical hybridization functions
are fitted by Lorentzian functions. For a hybridization
function with a well-defined peak structure, N = 9 is
sufficient to reach a reasonable accuracy; see Fig. 2(a).
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Figure 2. (Color online). The Lorentzian fit of the hybridiza-
tion function. The number of Lorentzian functions used is
N = 9 for (a) and N = 16 for (b).
However, for a hybridization function possessing a com-
plex peak structure, a larger N is necessary to reach the
same level of fitting accuracy. As shown in Fig. 2(b), the
presence of a small and narrow peak at the Fermi energy
requires N = 16 for an accurate fitting. At present, the
major bottleneck of the HEOM approach is the physical
memory required to store all the auxiliary density matri-
ces (rather than the CPU time), with the total number of
N (K,L) =∑Ln=0 K!n!(K−n)! , where K = 4M , as described
earlier (see Sec. II A) for single impurity systems, with
M being the number of the Lorentzian function plus the
number of Pade´ decomposition term for the Fermi func-
tion. For a typical calculation in this work, the maxi-
mum memory required using Lorentzian number N = 9
is about 2361MB, while the memory required for N = 18
is 11366MB (see Table I).
The nonperturbative feature of HEOM ensures it is ap-
plicable to SCS of a wide range of system parameters. It
goes with a well-defined convergence scheme determined
by the truncation level L, without any tricky parameters
to deal with. The convergence of the dynamical quan-
tities for quantum impurity systems is guaranteed once
convergence with respect to truncation level L is reached.
The minimal truncation level L required to achieve con-
vergence is closely dependent on the system configuration
and the surrounding environment, such as the strength
of electron correlation, the system-reservoir coupling, and
the temperature. It is difficult to have an a priori estima-
tion for the required minimal L. In practice, the conver-
gence of HEOM with respect to L is tested case by case.
In Fig. 3, we demonstrate such a convergence test for dif-
ferent temperatures. The spectral function A(ω = 0) is
monitored for various combinations of L and T . For the
lowest temperature T = 0.0125W involved in this work,
L = 4 is necessary (data for L = 5 are not shown). As the
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Figure 3. (Color online). Spectral function A(ω = 0) as
a function of temperature for truncation level L = 2 ∼ 4.
The inset shows the minimal L that is necessary to achieve
quantitative convergence at different temperatures.
L N CPU time (s) Memory (MB)
1 9 2 0.2
2 9 34 9
3 9 959 175
4 9 48934 2361
5 9 302174 21378
4 14 99356 5584
4 18 1637256 11366
Table I. CPU time (in unit of second) and memory (in unit of
megabyte) used for typical HEOM calculations on a PC with
a 3.0GHz frequency CPU. L is the truncation level, and N is
number of the Lorentzian functions used for the decomposi-
tion of system-reservoir hybridization function.
temperature increases to T = 0.045W and T = 0.31W ,
L = 3 and L = 2 are sufficient for convergence, respec-
tively. In this work, all the results presented are affirmed
as already converged at L 6 4.
In fact, the HEOM solver retains its accuracy and be-
comes even more efficient at high temperatures. In prac-
tice, the HEOM solver is applicable to an arbitrary finite
temperature, provided with sufficient computational re-
sources. Therefore, it is possible to investigate tempera-
ture sensitive electron correlation effects by continuously
varying the temperature. Furthermore, the HEOM ap-
proach works in the real frequency domain, and hence
avoids invoking the numerically ill-defined analytical con-
tinuation problems for approaches working in the imagi-
nary frequency domain.
The major limitation of the current HEOM implemen-
tation is that the computational cost increases dramat-
ically as the system temperature decreases. This is be-
cause for a lower temperature, a larger number of mem-
ory components (M in Eq. (10)) and a higher truncation
level (L) are necessary to ensure numerical convergence,
leading to a rapid growth of the total number N (K,L) of
auxiliary density matrices involved in the HEOM formal-
ism. In Table I, we collect the CPU time and memory us-
age information for some typical HEOM impurity solver
calculations. In practical calculations, parallel program-
ming techniques have been employed to reduce the com-
putational time. The lowest temperature we are able to
access with the computational resources at our disposal
is T = 0.0125W , in which W is the effective bandwidth
of the noninteracting lattice density of states. Actually,
the current HEOM implementation is mainly limited by
the insufficient physical memory to store all the auxiliary
density matrices (rather than CPU time), as mentioned
earlier. Fortunately, it is possible to improve substan-
tially the efficiency of HEOM by removing part of the
auxiliary density matrices those are exactly zero based on
physical consideration. This forthcoming improvement
may realize the investigations of SCS using the HEOM
based DMFT at further lower temperatures.
III. RESULTS AND DISCUSSIONS
The Mott metal-insulator transition is one of the best
test beds for the accuracy and efficiency of the DMFT
implementation. In this work we focus on the Mott tran-
sition in the half-filling paramagnetic phase at finite tem-
perature. Employing our developed DMFT approach us-
ing the HEOM impurity solver, we calculate the spectral
functions of SCS, and compare our results with those
obtained by Bulla et al.12,13 who used an NRG impurity
solver along with a “patching method” for the evaluation
of spectral functions.
The calculations are performed on both the hypercubic
lattice with infinite dimension and the Bethe lattice with
infinite coordination number. The noninteracting density
of states for these two lattices are
Ah0(ǫ) =
1
t˜
√
2π
exp(− ǫ
2
2t˜2
), (38)
and
AB0 (ǫ) =
1
2πt˜2
√
4t˜2 − ǫ2; |ǫ| 6 2t˜. (39)
The effective bandwidth, defined as W ≡
4[
∫
dǫA0(ǫ)ǫ
2]
1
2 , is calculated to be W = 4t˜ for
both the hypercubic and the Bethe lattices.12 In this
work, t˜ is set to unity, and W = 4 is set as the energy
scale. To ensure the half-filling of the impurity system,
a symmetric Anderson impurity model is employed, and
the chemical potential is set to zero.
The convergence of the DMFT method using the
HEOM impurity solver versus the truncation level L is
examined, and shown in Fig. 4. At the lowest temper-
ature performed in our study, T = 0.0125W , the cal-
culated spectral function is converged at L = 4. At a
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Figure 4. (Color online). The convergence of the spectral
function with respect to the truncation level L for Bethe lat-
tice at (a) T = 0.0125W and (b) T = 0.075W . Here, U = W
with W being the effective bandwidth.
truncation level lower than (L < 4), the resulted A(ω)
are not accurate enough, even qualitatively. Sometimes
even unphysical results may appear, such as the negative
spectral function at L = 3. The typical time for a sin-
gle DMFT iteration at truncation level L = 4 is about 6
hours on a PC with a 3.0GHz frequency CPU. When the
temperature increases to T = 0.075W , L = 3 is sufficient
for the convergence of the resulting spectral function. At
this truncation level, the typical time for a single DMFT
iteration dramatically decreases to less than 30 minutes.
In this work, the convergence of all the data represented
has been carefully checked.
The DMFT iteration, calculated by using the proposed
method, is usually converged within 10 iterations for sys-
tems away from the metal-insulator transition region. As
an example, we show in Fig. 5 the convergence of the
spectral function and self-energy in hypercubic lattice by
iteration, with the parameter U =W and T = 0.0125W .
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Figure 5. (Color online). The convergence of (a) the self-
energy and (b) the spectral function for a hypercubic lattice
by iteration. The parameters are U = W and T = 0.0125W ,
where W is the effective bandwidth.
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Figure 6. Spectral functions of the hypercubic lattice and the
Bethe lattice with different values of U . The temperature is
T = 0.0125W , where W is the effective bandwidth.
The initial hybridization function can be obtained by
setting the initial electron-electron self-energy to zero.
Alternatively, in this work we choose to use the initial
hybridization in the form of a single Lorentzian func-
tion centered at the Fermi level. We have confirmed that
they converge to the same final self-energy and spectral
function. By adopting the single Lorentzian type initial
hybridization function, numerical convergence is reached
within 10 DMFT iterations. However, more iterations
are necessary to achieve convergence when the system is
near to the phase transition area.
We report in Fig. 6 the spectral functions A(ω), with
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Figure 7. (Color online). The imaginary part of the self-
energy of hypercubic (upper panel) and Bethe (lower panel)
lattices at different values of U . The temperature is T =
0.0125W , where W is the effective bandwidth.
different values of U at finite temperature T = 0.0125W ,
for both the hypercubic lattice and the Bethe lattice.
These two lattices have similar behaviors. For U = W
both show metallic three-peak characteristics, with a
quasi-particle peak at the Fermi level. Further increas-
ing the values of U , the height of quasi-particle peak de-
creases abruptly to a nearly zero value at a critical Uc
(see the T = 0.0125W line in the inset of Fig. 9), leading
to a transition from metal to insulator. The transition
behavior is very similar to the zero temperature spectral
function,12 except for that the quasi-particle peaks are
slightly broadened and lowered at finite temperature.
The corresponding converged self-energies are shown in
Fig. 7 for both the hypercubic and the Bethe lattice sys-
tems at the same temperature. For U =W , the two-peak
structure of the imaginary part of the self-energy gives
rise to the three-peak structure in the spectral function.
This is because the peaks in the imaginary part of the
self-energy induce dips in the spectral function. With the
increase of the value of U , the peaks in the imaginary self-
energy around the Fermi energy show up, leading to the
vanishing of the quasi-particle peaks in the spectral func-
tion. The peaks around the Fermi energy in the imagi-
nary self-energy are also broadened by the finite temper-
ature. Thus the critical value of U for metal-insulator
transition would not depend on temperature.13
For the numerical aspect, the computational cost (time
and memory) of present HEOM approach grows rapidly
with the lowered T as higher truncation level is needed
for convergence. Currently the lowest temperature that
is available for the present HEOM algorithm as DMFT
impurity solver is T = 0.0125W .
As will be shown in the following part of this sec-
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Figure 8. (Color online). Existence of dual solution for the
spectral function at T = 0.0125W and U = 1.175W . The two
solutions are obtained by increasing and decreasing the value
of U gradually to 1.175W , respectively.
tion, this currently HEOM achievable temperature is al-
ready lower than the critical temperature Tc ≈ 0.02W
for first-order Mott-Hubbard metal-insulator transition
of the Bethe lattice.13 One of the main feature for T < Tc
is the coexistence of both the metallic and insulating solu-
tions within a certain range of U .13,63 This phenomenon
is also found in our calculation, as shown in Fig. 8. When
U = 1.175W at T = 0.0125W , a metallic three-peak
spectral function is obtained if the initial spectral func-
tion is also metallic. In this case, the converged spectral
function of a lattice system with a smaller U is used as
the initial guess. Whereas if a converged insulating spec-
tral function corresponding to a lattice system with a
larger U is feeded as the initial guess, the resulted spec-
tral function has a dramatically depressed component
around the Fermi energy. It is noted that for the “in-
sulating” solution in Fig. 8, the spectral function around
the Fermi energy is nonzero although the value is very
small. This is possibly because that the finite tempera-
ture of T = 0.0125W is very close to Tc.
One of the advantages of the HEOM approach is that it
is even more convenient to achieve quantitative accuracy
at higher temperatures. This feature ensures the con-
tinuous variation of the temperature to investigate pos-
sible temperature sensitive phase transitions. It should
be noted that when the temperature increases, the effi-
ciency of the HEOM approach is dramatically enhanced.
For example, the calculation speed for single DMFT it-
eration at T = 0.075W is more than ten times faster
than that at T = 0.0125W . Figure 9 depicts the spec-
tral functions A(ω) and both the real and imaginary
parts of the self-energies of Bethe lattice. The value of
U is fixed to U = W , while the temperature is varied
from T = 0.0125W to T = 0.1W . At T = 0.0125W ,
the spectral function has the typical three-peak feature.
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Figure 9. (Color online). (a) Spectral function A(ω), (b) real
part of self-energy, and (c) imaginary part of self-energy at
different temperatures for a Bethe lattice. Here, U = W with
W being the effective bandwidth.
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Figure 10. (Color online). Comparison of A(ω = 0) vs U
between DMFT methods using HEOM and NRG impurity
solvers. Various temperatures are examined. The inset shows
the HEOM obtained A(ω = 0) versus U for temperature T =
0.0168W and T = 0.0125W . The NRG data are extracted
from Ref. 13.
When the temperature increases, the quasi-particle peak
shrinks continuously. This change is also reflected in the
corresponding self-energy. For example, by increasing the
temperature, the two peaks in the imaginary part of the
self-energy at low temperature become smaller and move
toward the Fermi energy. Finally, these peaks disappear
at high temperature T = 0.1W , and a peak around the
Fermi energy shows up.
Although the quasi-particle peak shrinks in the spec-
tral function as shown in Fig. 9, the system of U = W
remains in the metallic state. However, by tuning the
values of U , metal-insulator transition may occur as the
temperature varies.
In the following, we focus on the U dependence of the
spectral function at the Fermi energy A(ω = 0) at differ-
ent temperatures, and compare to the results obtained by
the NRG method.13 The comparison is shown in Fig. 10.
At some low temperatures, for instance, T = 0.0168W
or T = 0.0276W , the HEOM results agree quantitatively
with those obtained by the NRG method. As U increases
from zero, A(ω = 0) decreases to zero at a certain value
of U . Such a value depends on the temperature. More-
over, as shown in the inset, while the HEOM calculated
A(ω = 0) gradually decreases to zero at T = 0.0168W ,
at T = 0.0125W the curve exhibits an abrupt decrease
around U = 1.17W . This indicates a first-order phase
transition at T = 0.0125W .
As the temperature increases further, the HEOM re-
sults start to deviate from the NRG data; see Fig. 10.
The deviation is one-sided, meaning that the HEOM cal-
culated A(ω = 0) is always smaller than that obtained
by the NRG method, and the magnitude of deviation
increases consistently versus temperature.
It has been elaborated in the Sec. II that the HEOM
approach is in principle numerically exact. Meanwhile,
the NRG method is also considered as a numerically ex-
act impurity solver. Therefore, it is intriguing why the
two in-principle exact approaches would give different re-
sults at the somewhat high temperature T = 0.0741W .
To clarify this issue, we emphasize here that the numeri-
cal exactness of a certain approach is achieved only when
the computation results converge quantitatively with re-
spect to all the involving parameters.
To understand the discrepancy between the HEOM
and NRG results obtained at the high temperature, we
now check the numerical convergence of both impurity
solvers, for the same system and with the same hybridiza-
tion function.
For the HEOM approach, there are only two control-
ling parameters, the memory component M in Eq. (10)
and the truncation level L. Its convergence with respect
to these two parameters have already been affirmed; see
Figs. 2, 3 and 4. It can be seen that the convergence
of the HEOM approach is much easier at high temper-
ature than that at low temperature, as by construction
it is intrinsically more favorable at higher temperature
cases. The convergence of all the HEOM results shown
in Fig. 10 and Fig. 11 have also been carefully checked.
In contrast, the NRG approach used in Ref. 13 involves
several controlling parameters. The most important two
are the discretization parameter Λ and the number of
kept statesMs. The NRG results are considered to be nu-
merically exact if they converge as Λ→ 1 and Ms →∞.
However, it is usually very difficult to reach at high tem-
perature, due to the exponential increase of the compu-
tational cost. The NRG data13 we cited in Fig. 10 were
obtained under Λ = 1.64, and the convergence was not
reported. Therefore, we carry out a check of its conver-
gence for both low and high temperatures; see Fig. 11.
Figure 11 shows that the NRG results converge rapidly
with respect to Λ andMs at low temperature, but rather
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Figure 11. (Color online). Spectral functions obtained by the
NRG approach used in Ref. 13 with different values of the
controlling parameters Λ and Ms, at T = (a) 0.0168W and
(b) 0.0741W . The expression Ms = [a, b] with numbers b > a
means that the actual value of Ms is chosen in the interval
[a, b] with the largest energy gap. The hybridization functions
are extracted from the HEOM converged results, and are used
for both impurity solvers. The corresponding HEOM calcu-
lated spectral functions are also shown for comparison.
slowly at high temperature, which is very different (or
opposite to) the HEOM approach. At the low temper-
ature T = 0.0168W , the overall shape of the best NRG
curve with Λ = 1.64 and Ms = [2048, 2100] is very close
to the HEOM converged spectral function, which is con-
sistent with the fact that at low temperature the data
in Fig. 10 are almost identical. Here Ms = [2048, 2100]
means that the actual value ofMs is chosen between 2048
and 2100 with the largest energy gap. At high tempera-
ture T = 0.0741W , the best NRG spectral function with
Λ = 1.64 and Ms = [2048, 2400] in our calculation is
still not guaranteed to be converged. Moreover, its over-
all shape dramatically differs from the converged HEOM
one. It indicates that large uncertainties reside in the
T = 0.0741W NRG data shown in Fig. 10.
It should be pointed out that the NRG data of Ref. 13
used for the comparison in Fig. 10 do not represent the
best possible NRG results. In the past decade, the qual-
ity of the spectral function produced by NRG has been
improved dramatically by the new algorithms such as
the density matrix NRG34 and the full density matrix
NRG.35,36 We have also checked the convergence of the
corresponding spectral function at T = 0.0741W using
the full density matrix NRG approach; see Supplemental
Material.64 The resulted spectral function is overall much
closer to the HEOM counterpart, including the heights of
the Kondo and the Hubbard peaks, and the overall line
shape of the dip between them.64
At this stage, the origin of the remaining difference be-
tween the HEOM and NRG spectral functions displayed
in Fig. 11(a) is unclear. Clarifying this issue requires a
more careful and comprehensive assessment of the NRG
methods (since the HEOM data have converged). How-
ever, this could be technically very difficult, and is be-
yond the scope of this paper. Therefore, this problem is
left open for further investigations.
IV. CONCLUDING REMARKS
To summarize, the HEOM approach is used as the im-
purity solver for DMFT method. This method is em-
ployed to investigate the Mott-Hubbard metal-insulator
transition in both the hypercubic and the Bethe lattices
at finite temperature. At low temperatures the results
obtained by the HEOM based DMFT method agree well
with those using the NRG method as the impurity solver.
At higher temperatures, the HEOM approach becomes
much more efficient. Thus the HEOM approach provides
a complement to the NRG impurity solver, in the sense
that it is highly efficient and converges rapidly at finite
temperatures.
Currently the developed approach is limited to a tem-
perature no lower than T = 0.0125W . The reason is that
at lower temperature the numeric convergence requires
larger truncation level. It is however possible to design
more efficient reservoir memory decomposition schemes
to dramatically reduce the computational resources re-
quirements. The Lorentzian fit scheme for evaluating the
hybridization function may also introduce minor resid-
ual error under certain circumstances. For example, the
quasi-particle peak at the Fermi level becomes quite nar-
row when the system is very near to the metal-insulator
transition point. To distinguish this type of peak in the
process of Lorentzian fit, much finer frequency meshes
near the Fermi level is necessary. It will sometimes lead
to minor fitting error for the narrow quasi-particle peak.
The HEOM approach adopts a general form of the sys-
tem Hamiltonian. It is quite convenient to extend the
current HEOM+DMFT approach to systems other than
the half-filled single-band situation. For example, the
system occupation number can be tuned away from half-
filling by the adjustment of the chemical potential, to
simulate the influence of charge doping to SCS. In this
situation, the asymmetric Anderson impurity model is
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to be employed in the HEOM impurity solver, and an
additional search is required for the correct chemical po-
tential that reproduces the true occupation number on a
lattice site.
The HEOM approach is also applicable to complicated
multi-orbital impurity models. For instance, the HEOM
approach has been applied to a three-impurity Ander-
son model; see Fig. S8 in the Supplemental Material of
Ref. 41. This confirms the potential applicability of the
HEOM method to more complex systems. Moreover, it
is possible to improve further the efficiency of HEOM ap-
proach based on physical considerations and making use
of the sparse nature of HEOM. This may extend further
the applicability of HEOM+DMFT method to further
complex strongly correlated systems.
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