In civil engineering applications, the aerodynamic coefficients are usually measured in wind tunnels for several wind incidences. The measurement results need to be linearized in order to perform the design of the structure. This paper justifies the use of different linearization techniques for different assessments as divergence or buffeting analysis. In this latter context, it is proposed to linearize the aerodynamic coefficient by the least-square method, using the probability density function of the wind incidence as a weighting function. First this probability density function is computed for a 2-D wind flow, as a function of the wind intensities and their correlation. Then, the comparison of results from different linearization techniques provides surprising results indicating that what is usually performed should be considered with care.
Introduction
Despite recent advances in the numerical simulation of fluidstructure interactions (e.g. [1] ), the complete interaction between a turbulent oncoming flow and a bridge deck, spread out along several hundreds of meters, still requires heavy computation efforts. The safety of a bridge deck is therefore usually assessed with respect to a list of phenomena, considered separately. Different wind loading models are used for each assessment [2] [3] [4] . Two major families of models are distinguished. The first one provides a precise description of the transient self-excited forces by means of flutter derivatives (Scanlan coefficients). The second family gathers quasi-steady models based on aerodynamic coefficients. These models can eventually allow some kinds of nonlinearities and are used for evaluating static divergence, galloping or buffeting analysis.
Because of the complexity of bridge deck sections, both flutter derivatives and aerodynamic coefficients need to be measured in wind tunnels. Emphasis is generally put on the estimation of the former one only. Indeed flutter derivatives, resulting from a complex dynamic wind-structure coupling, require dedicated identification procedures [5, 6] . However the aerodynamic coefficients are obtained by a simple measurement of the stationary force applied by the wind flow on the bridge deck, for different values of the wind incidence [7] . The variations of the identified aerodynamic coefficients with respect to the wind incidence are typically non-linear irregular functions. The main scope of this paper is to present how to transform the gross measurement results into a format useable for the design.
At the design stage, the identified Scanlan coefficients are used without any further modification: critical flutter wind velocities are obtained as a direct result of the measured coefficients. On the contrary, the gross results of aerodynamic coefficient measurements are not readily useable for the subsequent assessments. The quasi-steady loading is indeed usually linearized. This requires the aerodynamic coefficients to be linearized too, with respect to the wind incidence. The impact of this linearization was first investigated in the late 1980's [8, 9] but was limited to 1-D wind flows. Recently it has been shown, in the context of 2-D and 3-D turbulent flows, that higher order polynomial approximations of significantly non-linear aerodynamic coefficients have to be considered [10] . For these reasons, it is necessary to estimate at least a linear, but also any other polynomial, approximation of aerodynamic coefficients. This paper focuses mainly on providing a linear approximation of the measured coefficients, but the procedure is presented in such a general way that it could be applied to supply any higher order formulation.
The most appropriate linearized form of a measured aerodynamic coefficient may be different from one kind of evaluation to another. For instance, values around the mean incidence are of major concern when torsional divergence of the bridge deck section (infinitesimal static stability) is considered. In this case a Taylor-McLaurin series expansion around the mean incidence is the best approximation. In the context of a buffeting analysis, the wind incidence changes continuously and it seems logic to weight the measured coefficients by the probability of occurrence of each incidence. A direct application of the stochastic linearization technique [11] results in this conclusion too. It is therefore proposed in this paper to perform the polynomial approximation of the measured aerodynamic coefficients by the least square fitting method with a weighting function proportional to the probability density function (pdf) of the wind incidence.
First, founded on a solid mathematical base, the statistical distribution of the wind incidence is established (2-D wind flow). Since the rigorous expression cannot be used conveniently in practical applications, a simplified version, obtained by a fitting of numerical results, is proposed and its efficiency is demonstrated. The least square fitting of aerodynamic coefficients is then briefly presented in Section 5 with the proposed probability density function used as a weighting function. Finally, the relevance of the proposed technique is demonstrated with a numerical application.
Context, motivations
The forces acting on a fixed rigid body immersed in a surrounding flow are expressed as ( Fig. 1-a) :
where ρ f is the density of the fluid, C is the aerodynamic coefficient (drag, lift or moment), B is a characteristic width and V is the constant fluid velocity. Due to the variability of considered crosssections, the aerodynamic coefficients of bridge deck sections have to be measured in wind tunnels for every new project. Their dependence upon the wind incidence i is generally nonlinear. Fig. 2 depicts some measured aerodynamic coefficients as a function of the wind incidence.
Civil and structural engineering structures are built in the atmospheric boundary layer, which is known to be turbulent. The wind velocity is not constant in time. In 2-D applications, it is thus composed of a mean velocity U and two zero-mean fluctuations u (t) and w (t) (Fig. 1-b) . They are usually modelled as Gaussian processes, with a joint probability density function expressed by:
where I u = σ u U and I w = σ w U are the turbulence intensities and ρ is the correlation coefficient between both turbulence components.
As a result, the wind incidence i(t) is also a random process. Its instantaneous value changes continuously ( Fig. 1-b ) but, in a quasisteady approach, Eq. (1) is still used to express the aerodynamic force applied on the deck. It postulates that the force at a given time depends on the wind components at the same time only, which is valid provided the velocity of the deck is low: The buffeting analysis consists in computing the statistical characteristics of the structural response to this random loading. Because of their non-smoothness, it is not convenient to rigorously handle the measured relation C [i (t)] resulting from the wind tunnel tests. This mathematical difficulty is the inevitable reason for which they have to be replaced by a polynomial approximation. Usually the aerodynamic coefficients are even linearized (as a function of the wind incidence), in order to simplify the buffeting analysis. A linear approach is indeed very simple because it involves Gaussian processes only. Fig. 3 presents schematically different ways to replace the measurement results by a linear approximation.
First, without any particular bias, the best linear approximation of the measured coefficient is the least square approximation (a). The result is however much dependent on the measurement range. Furthermore this method does not consider the actual wind field.
The Taylor-McLaurin series (b) is known to be the best approximation of a function in the infinitesimal region around a given point. This method should thus be used as long as infinitesimal variations of the wind incidence are concerned (e.g. divergence checking, incipient stability).
In a buffeting analysis, the wind incidence is expected to vary in a finite interval. It is therefore important to fit the aerodynamic coefficient along a finite range. In [12] it is proposed to replace the exact coefficient by a line passing through two intermediate chosen points of the actual measured coefficient (c). These points can be selected in accordance with the range of variation of the wind incidence (e.g. i 1 = −I w , i 2 = +I w ). The weighting function corresponding to this method is thus a sum of two Dirac functions, respectively centered at each chosen incidence.
Following the stochastic linearization technique, the best weighting function is the probability density function of the wind incidence (d). Because it captures perfectly the fact that the wind incidence is more often close to its mean value than to extreme ones, this method is the most suitable for buffeting analyses.
The following sections are devoted to the estimation of the pdf of the wind incidence and then to the application of the weighted least square method.
Probability density function of the wind incidence
The geometric considerations of Fig. 1-b indicate that the wind incidence is expressed as a function of u and w by: The knowledge of the joint pdf of u and w, Eq. (1), is strictly necessary for the determination of the cumulative density function (cdf) of i:
where Ω is the zone represented by the hatched area in Fig. 4 .
In order to keep one-to-one correspondences, it is supposed that
[. The cumulative density function of i is thus obtained by:
The probability density function of i is obtained by a differentiation of Eq. (5) with respect to i 0 . Thanks to the continuity of p uw (u, w), it is expressed by:
Because the considered turbulence intensities are supposed to be small (I u < 20%, I w < 20%), the integrand is very small for u < −U.
The second domain of integration is therefore neglected and the lower boundary of the first one is extended from −U to −∞:
This new relation is not really a rigorous probability density function because it does not fulfil the first Kolmogorov-Smirnov Perfectly correlated wind components.
axiom anymore. However, it can be numerically checked that:
for k = 0, 1, . . . 4 . If ρ is kept as a parameter, the introduction of the joint pdf of u and w into Eq. (7) results in tedious computations and leads to practically unusable results. The integral appearing in Eq. (7) has to be performed in a numerical way. This is presented in Section 3.3. Since analytical developments are interesting, at least for the validation of the numerical procedure, two extreme situations are however further investigated in an analytical way. They are presented in the following sections.
Uncorrelated wind components (ρ = 0)
When the cross-correlation between wind components is not given, they are sometimes supposed to be uncorrelated (ρ = 0). In this case, the introduction of (2) into (7) leads, after some developments, to:
As an example, this relation is represented in Fig. 5 -a for I u = I w = 15%. In this figure, the gaussian distribution having the same variance is also reproduced. The coincidence of both results is remarkable. In spite of its complexity, Eq. (9) presents however the advantage to show first that the actual pdf of the wind incidence is not exactly Gaussian. Furthermore it indicates that the pdf is an even function: p i (i) = p i (−i). All odd statistical moments are thus equal to zero:
which is expected because the only dissymmetry in i could come either from a non-symmetric w process (which is not the case), either from a non-zero correlation between u and w. As a particular case (k = 0), the wind incidence is a zero-mean process.
Because the exact expression of the pdf is too complex, it could be interesting to determine an equivalent Gaussian distribution, simply defined as having the same variance. The variance of the wind incidence is obtained by:
which is simplified by introducing x =
If the arctan function is replaced by its Taylor series expansion around x = 0, a simple expression is obtained for the variance of the incidence:
For small longitudinal turbulence intensities (I u < 20%), the upper limit of the integral can be changed to +∞. This provides a Poisson integral (ϕ 2 = 1) and the expression is simplified to: σ i I w . (14) This simple relation may be useful for a simple but rough design. A more precise expression, resulting from the numerical integration procedure, is proposed in Section 3.3.
Perfectly correlated wind components (ρ = ±1)
As a second particular case, it is interesting to consider perfectly correlated wind components. Some authors consider that the origin of both turbulent components lies in the formation of the same eddies and results therefore in a high correlation. In this paper, an in-phase correlation only is considered (ρ = +1) but similar developments can be derived for a negative correlation. For perfectly correlated wind components,
Because of this perfect correlation, the wind incidence is now expressed as a simple function of u: 
The probability density function of i results from a side-by-side differentiation of Eq. (17):
This relation is represented in Fig. 5 -b for I u = I w = 15%, along with the Gaussian distribution having the same variance. Because of the correlation between both turbulence components, the wind incidence is now significantly skewed. A Gaussian approximation is no longer valid. Higher statistical moments are needed for a better representation of the statistical distribution. These moments are defined by:
Again, the computation of these definite integrals (the first one as well as the second one) provides results of no practical 
It has to be noted that terms until the 6th order in the series 
Compared to the uncorrelated case, the first two characteristics are almost unchanged. The non-Gaussianity is however now a matter of fact and is quantified by significant 3rd and 4th order coefficients. These simplified expressions indicate that the standard deviation of the wind incidence is governed by the transverse turbulence I w , whereas its skewness depends essentially on the longitudinal one I u .
Simplified expressions for any correlation
In some applications, precise values of the correlation between both turbulence components are accessible. This is the case if cross-power spectral densities are considered at the design stage [13] or if wind tunnels measurements with simulation of the boundary layer are performed. In this case, the synchronous measurement of wind velocity histories in both directions provides the required correlation.
As in the previous sections, it is desired to formulate the statistical moments of the wind incidence as simple functions of I u , I w and ρ. The same analytical developments as those performed in the previous sections are not possible. For example a Taylor series expansion of the integrand in Eq. (7) for small I u and I w is not realizable because p uw degenerates then into a 2-D Dirac function. Because no analytical solution is able to provide the desired simplified relations, a numerical procedure is adopted. 
Numerical computation of the statistical moments
For a given triplet (I u , I w , ρ), the probability density function of the wind incidence Eq. (7) is computed point-by-point for 1500 values uniformly distributed on Fig. 7 . Results are displayed for three correlation coefficients only. They illustrate the main tendencies of the previous analytical developments.
In case of uncorrelated wind components (ρ = 0), the mean and skewness coefficient of the wind incidence are equal to zero. Also, the standard deviation is approximately equal to the transverse intensity I w , as expressed by Eq. (14) . The excess coefficient is not equal to zero, however, which indicates that the wind incidence is not rigorously a Gaussian process.
In case of perfectly correlated wind components (ρ = 1), the mean is a hyperbolic function of I u and I w . The standard deviation is again almost equal to the transverse intensity I w . Fig. 7 indicates also that the skewness is almost equal to six times the longitudinal intensity I u , as expressed by Eq. (21).
Monte Carlo simulation
In order to validate this numerical procedure as well as the mathematical developments and simplifications mentioned in Eq. (4) to (7), a Monte Carlo simulation is applied. For each considered triplet (I u , I w , ρ), appropriate series of 5.10 5 values are generated for u and w. A series of wind incidences is then built up, by considering Eq. (4). From this series, the statistical characteristics of the wind incidence are computed. They are represented in Fig. 7 by erratic solid lines. The unsmoothness could be rubbed out by considering longer series but these results are sufficient to indicate that the main tendencies are similar to those obtained with the numerical developments. This demonstrates not only the validity of the numerical procedure but also the legitimacy of the simplifications performed in Eq. (4) to (7).
Polynomial approximation
In order to propose simple relations for the estimation of the statistical characteristics, 2-D polynomial fittings of the results obtained by the numerical procedure are performed. For each considered correlation coefficient and each statistical characteristic (f = µ i , σ i , γ 3,i or γ e,i ), the numerical procedure provides a set of 15 × 15 values corresponding to various turbulence intensities. They are approximated by:
where the coefficients P u (ρ), P w (ρ) , . . . P w 3 (ρ) are computed in such a way to minimize the squared difference between this function and the set of 15 × 15 values (least square fitting).
As suggested by the contour plots in Fig. 7 , a third order approximation is probably more than necessary for the standard deviation, but needed, however, for an accurate representation of the skewness and excess coefficients.
The optimum coefficients are represented in Fig. 8 . They are sorted out by order and statistical characteristic. The smoothness of these functions of ρ bears witness to the regularity of the results provided by the numerical procedure and the former least square fitting.
The necessity to use a third order polynomial approximation can be judged by the relative scales obtained for the different orders.
As a final step, polynomial fittings corresponding to these functions of ρ have to be given. The proposed expressions are listed in Table 1 . Together with Eq. (22), they provide a simple and convenient way to estimate the statistical characteristics of the wind incidence for any triplet (I u , I w , ρ). In Fig. 7 , the dotted lines represent the contour plots obtained with this simplified method. The good agreement with both other results shows the precision of the proposed relations.
Recomposition of the probability distribution of i
A convenient way to represent the probability density function of a non-Gaussian variable, of which the first four statistical characteristics are given, is the Egdeworth series expansion [14] :
24
This relation expresses that the Gaussian probability density
has to be modified by a factor accounting for the non-Gaussianity, i.e. higher statistical characteristics. The Hermite polynomials H 3 , H 4 and H 6 are:
The major drawback of this asymptotic probability description is that it can take negative values for very large skewness and/or kurtosis. The non-positiveness is not significant for the considered application. Indeed, Fig. 7 shows that the skewness and excess coefficients are respectively limited to small values γ 3,i 1 and γ e,i 2.
The approximate pdf of the wind incidence given by Eq. (23) is used in the following developments as a weighting function for the least square fitting. 
Least square fitting of aerodynamic coefficients
The measurement of an aerodynamic coefficient through wind tunnel experiments results in a discrete representation:
where C k represents the value measured for incidence i k . It is desired to find the least square polynomial fitting of these data with a given weighting function Eq. (23). The rth order polynomial to be fitted is expressed by:
where {α} = α 1 , . . . , α r+1 T is the vector of the coefficients to be fitted. Conformingly to the least square method, the function to minimize is: 
Table 2
Statistical characteristics of the wind incidence obtained with several methods 
Numerical application
As an illustrative example, the buffeting analysis of a singledegree-of-freedom system is performed with various linearized expressions of an aerodynamic coefficient (as schematically represented in Fig. 3 ). The considered coefficient is the lift coefficient of the Vasco da Gama bridge (Fig. 2) .
Probability density function of the wind incidence
The considered mean wind velocity and wind intensities are respectively U = 10 m/s and I u = I w = 5%. The turbulence components are supposed to be perfectly correlated (ρ = 1).
The proposed method presented in the previous sections, for an effortless determination of the pdf of the wind incidence, is composed of these following steps:
(1) computation of the 36 coefficients P u , . . . , P w 3 given in Table 1 for ρ = 1;
(2) insertion of these coefficients into Eq. (22) for the computation of each statistical characteristic (f = µ i , σ i , γ 3,i or γ e,i ). The resulting values are given in Table 2 (Proposed method); (3) these statistical characteristics are finally used in Eq. (23) for the establishment of the approached probability density function. This Edgeworth series expansion of the actual probability density function is represented by circles in Fig. 9 -a.
In order to validate the procedure, a Monte Carlo simulation is again considered. From a set of 10 6 generated (u, w) couples, a series of wind incidences is built up. The corresponding statistical characteristics are reported in Table 2 and the corresponding normalized histogram is represented in Fig. 9 -a. As a complementary comparison, the pdf resulting from the numerical integration in Eq. (7) is also considered. It is represented by dotted lines in Fig. 9 -a and the resulting statistical characteristics, obtained by a second numerical integration, are reported in Table 2 (Theoretical).
The very good correspondence between these values and those obtained with the proposed procedure could be reproduced for any (I u , I w ) couple and any correlation coefficient. This validates the proposed method. More generally the good accordance with the Monte Carlo simulation confirms this statement.
Fitting of the coefficient
The lift coefficient of the Vasco da Gama bridge deck is considered (thick line in Fig. 9-b) . In this figure the results obtained with the different linearization techniques introduced in Section 2 are represented.
First, the linearization of the aerodynamic coefficient is first realized with the proposed method (circles). The Edgeworth series approximation is used as a weighting function for the least square fitting. This method provides a tight fitting in the vicinity of the origin and deviates from the actual coefficient for larger wind incidences. Secondly, the first order Taylor-McLaurin series expansion (triangles) of the measured aerodynamic coefficient is also considered. It is the tangent to the curve at the origin. The accuracy is very good but in a limited interval around the zero-incidence only. Thirdly, another line (points) is obtained by a least square fitting of the aerodynamic coefficient with uniform weighting along the whole measurement domain (i ∈ [−10
• , +10
• ]). And finally (crosses), the linearization is performed by simply drawing a line through two considered points (i 1 = −I w , i 2 = +I w ) as recommended in [12] . Because of the double curvature of the considered lift coefficient, this method provides a linear coefficient similar to the one resulting from the proposed method (at least for positive incidence). This is not observable for any shape of aerodynamic coefficient.
The proposed method is the only one to really account for the actual characteristics of the wind field.
Furthermore, the simple observation of this figure is not sufficient for the determination of the best approximation. The Taylor-McLaurin series approach could be considered to be the worse, but it is actually the best if the wind incidence is very small (note that in this case, the proposed method provides another linearized coefficient and even degenerates into the Taylor series approximation for I u , I w → 0). In the context of a buffeting analysis, the best linearization method cannot be awarded without computing the structural response.
Time history analysis
The displacement of the considered single degree of freedom system is governed by:
..
where ω = 4 rad/s is the circular natural frequency, ξ = 0.01 is the damping ratio and L = 1 m is a characteristic length. The stochastic analysis of this SDOF system requires the definition of a frequency content for the loading. The frequency contents of both turbulence components are supposed to be zero-mean Gaussian Orstein-Uhlenbeck processes, i.e. their power spectral densities are given by:
This simple random process is sometimes used instead of more accurate analytical formulae, representing more accurately the actual frequency content of the wind [16] . The parameter α acts as a shape factor. In the context of buffeting analysis, it has been shown that α = 0.05 rad/s is a good representative value [17] .
The applied force is a non-linear (quasi-steady) transformation of the wind turbulence components. In order to avoid a complex non-Gaussian analysis in the frequency domain, Eq. (29) is solved in the time domain. u and w are simply generated by an autoregressive filter of a Gaussian white noise process. The considered sampling frequency is 50 Hz ( t = 0.2 s) and, in order to produce sufficient data for a good statistical estimation up to the fourth order, 150,000 time steps are considered.
After the establishment of the time history of the wind incidence, the time histories of aerodynamic coefficients are obtained with each considered linearization technique. Fig. 10 represents a window of the whole generated series. When the wind incidence is close to the mean value (t 520 s), the coincidence between all aerodynamic coefficients is good (see Fig. 9-b) . As soon as the wind incidence takes extreme values, the discrepancies are more noticeable. This results in a significant difference between the actual coefficient (solid thick line) and the linearized expressions.
The response of the single degree of freedom system is also reported in Fig. 10 . The time histories of the structural displacement indicate a compelling dynamic counterpart. Actually the ratio between the background and the resonant components is around 2:1, which is a common value usually encountered in the context of cable-stayed bridges [18] .
Numerical values of the mean, standard deviation and extreme values of x/L are given in Table 3 and illustrated in Fig. 11 . The results obtained with each linear aerodynamic coefficient are compared to the rigorous one and reported as an error. Although the considered turbulence intensities are small (I u = I w = 5%), the Taylor series expansion provides excessively overestimated standard deviation and extreme values (up to 43%). On the contrary, a least square method with uniform weighting supplies drastically unsafe results (up to −30%). In this application, the simple linearization technique consisting in using a line passing through two chosen points gives very good results, even the best extreme values. The conclusion can not be generalized, however, simply because it does not account for the shape of the aerodynamic coefficient between both chosen points. Finally, the proposed method provides the smallest error on the estimation of the standard deviation, which was expected as an application of the stochastic linearization theory.
The discrepancies between the exact extreme values and those resulting from the linear models are closely related to the nonGaussianity of the response. As a persuasive argument, the peak factors computed by:
are identical for all linearized models, but different than the exact one. In the computations with linearized coefficients, the nonGaussianity comes from the squared velocity only, whereas it has a second origin when the non-linearity of the aerodynamic coefficient is considered. Since the actual peak factors are larger than those obtained with the linear models, it is expected that the extreme values resulting from the linearized computation provide also larger extreme values. This is well the case for the proposed method.
Conclusions
The linearization of aerodynamic coefficients resulting from wind tunnel experiments has to be performed carefully. In the context of a buffeting analysis, the time variation of the wind incidence must be considered. Based on the stochastic linearization technique, it is proposed to perform the linearization by the least square method, with a weighting function proportional to the probability density function of the wind incidence.
The problem of the computation of the probability density function of the wind incidence in a 2-D wind flow with Gaussian turbulence can be considered to be solved. Thanks to numerical developments, it is expressed by simple functions of I u , I w and ρ (Eq. (23), Eq. (22) and Table 1 ).
The combination of these relations and the least square fitting method with a non-uniform weighting (Section 5) results in the proposed method for the replacement of measured aerodynamic coefficients by polynomial approximations.
A numerical application has shown the optimality of the proposed method for buffeting analysis and has illustrated that other systematic linearization techniques can lead to significantly safe or unsafe errors on the estimation of the structural response. Because it involves precisely the statistical characteristics of the wind field, the proposed method is accurate, and the proposed relations offer a simple way to provide reliable estimations of the structural response.
