Some statistical properties of a vector autoregressive process with Markov-switching coe cients are considered. Su cient conditions for this nonlinear process to be covariance-stationary are given. The second moments of the process are derived under the conditions. The autocovariance matrix decay at a nearly-exponential rate, permitting the application of law of large numbers. Under the stationarity conditions, while sharing the mean-reverting" property with conventional linear stationary processes, the process o ers richer short-run dynamics such as ARCH e ects, asymmetric responses and occasional non-stationary behavior. A Monte Carlo demonstrates that commonly used unit-root tests su er power losses when used to detect the stationarity of a stationary AR process with Markov-switching coe cients.
Introduction
Markov-switching MS models have recently attracted the attention of several authors. For example, MS models for the US real GNP have been constructed by Hamilton 1989 and Lam 1990 and shown to be capable of revealing certain features of the US business cycle that conventional models failed to account for. Engel and Hamilton 1990 have showed that some quarterly exchange rates are better tted and forecast by an MS model than by a random walk model. Evans and Lewis 1995 have re-examined the long-run Fisher relation by characterizing in ation as an MS process. Further, estimation methods for the MS models are speci cally considered by Hamilton 1990 and Kim 1994 and the issues of hypothesis testing in the MS models are discussed by Hansen 1992 and Hamilton 1996. Given the achievements of the MS models in tting empirical data, it appears necessary to further understand theoretical properties of these models. Speci cally, when the MS models are considered as data-generating processes, it is desirable to classify the generated MS processes by the traditional stationary-nonstationary criterion and to characterize their autocovariance structure. Economic theories often suggest that discrepancies in economic equilibrium relationships should bestationary over time. The known candidates for such stationary discrepancies include stationary ARMA and fractional ARMA processes. Compared with these stationary processes, the MS processes appear more exible in the sense that structural shifts and shortrun asymmetric responses can bedescribed in a systematic way. Clearly, if stationary, the MS processes will provide a versatile alternative framework to model the discrepancies in economic equilibrium relationships. Therefore, nding conditions for the stationarity of the MS models appears important.
This paper is an attempt to address the issue raised above. A vector autoregressive model with Markov-switching coe cients VAR-MS is considered in this paper. The VAR-MS model under consideration is quite general in the sense that it nests many MS models that have been used in the literature. Su cient conditions for the VAR-MS process to have nite second moments and to be covariance stationary are found. These conditions are given in terms of the mixtures of the Markov-chain transition matrix and VAR coe cients. Roughly, there are two requirements for stationarity: 1 the mean magnitude of the switching coe cient matrix should be strictly less than unity; 2 the Markov c hain that governs the switching mechanism should have a stable unconditional distribution. The rst requirement can be interpreted as a restriction on the characteristic roots of each VAR in di erent regimes and the second is a restriction on the transition matrix of the Markov chain.
Though deriving the moments of non-linear processes is di cult in general, the structure of the VAR-MS process allows us to acquire its rst two moments. It is found that when the process is covariance stationary the decay rate of the autocovariance matrix is nearly-exponential, similar to that of a stationary VAR process. In this sense, the VAR-MS process is a short-memory process, as opposed to the long-memory process introduced by Granger 1980 and Hosking 1981. An interesting feature of the VAR-MS process is that it can occasionally follow a non-stationary or explosive path while maintaining its stationarity in the long-run. This could be a desirable feature in modeling time series data such as real interest rates or exchange rates, which are frequently described as I1 processes but are not necessarily considered to possess a growing variance. Indeed, a small Monte Carlo reveals that though non-trivial the power of commonly used unit-root tests to detect the stationarity of a stationary AR-MS process appears to be signi cantly less than that to detect a comparable stationary AR process.
Another issue of interest is the large sample behavior of the MS processes, which is obviously related to statistical inferences on the MS models. While further inquiries into this issue are needed, this paper's result on the autocovariance structure of the stationary VAR-MS process reveals that the process follows the strong law of large numbers.
Unlike the conventional VAR model, the constant term" or the coecient matrices in the VAR-MS model varies according to the Markov chain and serves as an innovation itself. When considering the impulse response of the VAR-MS process to a shock, it is desirable to de ne the shock as the error of the one-step optimal prediction. The shock de ned in this way turns out to possess a time-varying conditional variance capable of capturing certain ARCH e ects introduced by Engle 1982 . By using a decomposition similar to Wold's decomposition, it is found that the e ect of a shock to the process dies out at a nearly-exponential rate. In this sense, the VAR-MS process is mean-reverting". The paper is organized as follows. Section 2 lays out the model, assumptions and notation. Main results are contained in Section 3. Section 4 presents the results from a small Monte Carlo. While Section 5 is a short concluding remark, Section 6 collects all proofs. Clearly, fu t g is a martingale di erence with respect to fF t g under the above assumption. In estimation and hypothesis testing, normality is often assumed for MS models. Assumption 2 can be specialized for the normality assumption by writing u t = 1=2 st t with f t g being i.i.d. N0; I n and independent of fs t g.
We shall be interested in the following n-dimensional process fx t g generated by x t = st + st x t,1 + u t ; 7 where j and j j = 1; ; K are constant matrices of n 1 and n n respectively. Given its history, x t is determined by s t and u t jointly. The dependency of x t on the current state s t distinguishes it from the conventional autoregressive process. The data generating process 7 in fact includes all VAR or AR models with Markov-switching coe cients, since higher order VAR can always be stacked into the VAR1 form above. It is worth pointing out that the MS models of Hamilton 1989 , Lam 1990 , Hansen 1992 It is easily seen that t; j = t; i t , i; j , i for i = 0 ; 1 ; ; j . The expressions in 8 and 9 reveal that the impulse response of x t to a given innovation u t,j not the innovation resulted from s t,j depends on the path of the Markov chain from t , j to t and therefore is stochastic.
This can beadesirable feature in modeling data where certain innovations invoke asymmetric responses in the short-run. However, as shown in the next section, the responses of a stationary x t to shocks" are actually symmetric in the long-run.
In what follows, let L 2 stand for the space of all square-integrable random variables de ned on f ; F; P g .Let k k denote the 1-norm of a vector the sum of absolute values of all elements. When applied to matrices, the norm is understood to be the induced matrix norm. Let r denote the radius of a square matrix the maximum eigen value in modulus. Also, let J = I n ; ; I n n nK , 1 = 1 ; ; 1 1K , = + AA 0 , A = The L 2 -boundedness of x t does not directly rely on Assumption 1 or the existence of 4 and 5. Instead, it depends on the products of and P .
By appending 4 or Assumption 1 to Theorem 1, fx t g is actually covariance stationary as indicated by Theorem 2 below.
The condition for the L 2 -boundedness and stationarity later on is given in terms of the 1-norm of k 's see which, though convenient for proofs, generally di ers from the radius that is often used in the stationarity condition for the VAR model. The linkage between the 1-norm and the radius of the coe cient matrices is provided by the fact that r k k k k the radius of a matrix is no greater than any of its norms. It is conceivable that the condition for the L 2 -boundedness could beweakened.
We note that in Theorem 1 a is implied by b see Lemma 3 in Proofs.
Though stronger than what is needed, the condition b carries a useful interpretation for the underlying requirement. Since
x t is uniformly L 2 -bounded under Assumption 1 if the conditional expectation Ek st k 2 j F t , 1 is strictly less than 1. Interestingly, when k k k 1 for some k but not all k, the L 2 -boundedness of x t does not necessarily break down provided that the corresponding p ik is su ciently small. We note that Assumption 1 implies the existence of 4. Unlike the conventional VAR process, the stationarity of fx t g depends on the mixtures of and P , which permits of certain trade-o between and P . F or instance, a large element in will not destroy the stationarity of x t provided that the corresponding elements in P are su ciently small. This feature allows a stationary VAR-MS process to occasionally behave in a non-stationary or explosive fashion.
The mean of the VAR-MS process, Ex t = J I nK , P I n ,1 A, i s comparable with the mean for the conventional VAR process VAR-MS with K = 1, Ex t = I n , 1 ,1 1 . However, comparing the second moments reveals more dissimilarity than similarity. The main di erence is that the conventional constant term" in the VAR-MS model is no longer constant but serves as an additional innovation to the model. This results in the terms The decay rate of , slightly di ers from the exponential rate of the autocovariance matrix for a stationary VAR process. The di erence comes again from the fact that the term st in the VAR-MS model functions as an innovation to the model. If st 0, the decay rate of , will bepurely exponential see the proof of Theorem 3. In view of the decay rate of , , the stationary VAR-MS process has a short memory" as opposed to the long memory" of a stationary fractionally-integrated ARMA process whose autocovariance decays a t a h yperbolic rate, see Granger 1980 and Hosking 1981 16 where fw t g is de ned in 15, f t g is uncorrelated with fw t g, C 0 = I n and the constant matrix C j decays at the rate Oj j as j ! 1 and 0
.
It should be noted that 16 is similar to but not exactly the same as Wold's decomposition since Ex t jF t,1 in 15 is not a linear projection of x t on the space spanned by fx s : s t , 1g. It is easily seen that f t g in 16 is also covariance stationary and E t = Ex t = . The impulse response of x t+ to the shock w t at t is characterized by the matrix C , which converges to zero at the rate O . In the sense that the impact of w t on x t+ dies out at the rate O , the process fx t g exhibits the mean-reverting behavior.
A Monte Carlo On Unit-Root Tests
As time series data are routinely tested for a unit root and classi ed into either I0 category or I1 category before further econometric modeling takes place, it is of interest to investigate the power of commonly used unitroot tests when data are generated by the VAR-MS process.
We consider the simplest case with n = 1 and K = 2. The data generating process DGP is de ned by x t = 8 : 1 x t,1 + " t if s t = 1 2 x t , 1 + " t if s t = 2 where f" t g is i:i:d:N0; 1 and the transition probabilities of fs t g is given by p 11 = Ps t = 1 j s t , 1 = 1 = : 8 ; p 22 = Ps t = 2 j s t , 1 = 2 = : 7 ; which implies the stable unconditional distribution 1 = Ps t = 1 = : 6 ; 2 = P s t = 2 = : 4 :
According to the main results in this paper, the process fx t g is covariance stationary with exponentially decaying autocovariance if maxfp 11 j 1 j + 1 , p 11 j 2 j; p 22 j 2 j + 1 , p 22 j 1 jg 1:
Two sets of values for 1 ; 2 , .8, .8 and 1., .5, are chosen for simulation. For 1 ; 2 = : 8 ; : 8, the process is a simple stationary AR1. However it switches between a non-stationary path and a stationary path when 1 ; 2 = 1; : 5. The two DGPs are comparable in the sense that the unconditional mean of j st j for the second DGP is also .8, i.e., Ej st j = :8.
The unit-root tests considered are the augmented Dickey-Fuller ADF test and Phillips and Perron's 1988 Z t and Z tests, where a constant is included in regressions. The Monte Carlo consists of 10000 realizations of a random sample with T = 100 observations for each DGP. The empirical sizes of the nominal 5 tests, by specifying 1 ; 2 = 1 ; 1, ranged from 4.9 to 6.4. The size-adjusted rejection rates of the nominal 5 tests are reported in the table below, where lag" refers to the number of lagged di erences included in the ADF regression and the numberof estimated autovariances in computing the long-variance for the Z t and Z statistics respectively. We notice that all three tests have non-trivial power 46-73 to distinguish the stationary AR-MS from a random walk. This is not surprising since these tests apply to a wide range of general stationary process. However, the power is signi cantly about 22 less than that to detect the simple stationary AR process which is comparable with the AR-MS process. The power loss may b e explained by the fact that the stationary AR-MS process occasionally follows a non-stationary path state 1 on which the tests only have trivial power.
Conclusion
Under the stationarity conditions given in the paper, the long-run behavior of the VAR-MS process turns out to be similar to that of the stationary VAR process. The strength of the VAR-MS model lies in its short-run dynamics which conventional linear processes are unable to o er. A particularly interesting feature is that the VAR-MS process can occasionally behave in a non-stationary fashion while being stationary and mean-reverting in the long-run. Proof Noting the fact that t; j = J t t; j and t; 0 = I n and setting i = j in 18, we nd E t; ju t,j j F t , j = J P I n j t,j u t,j :
According to 6, E t; ju t,j j s t,j ; F t,j,1 = J P I n j t,j Eu t,j j s t,j ; F t,j, = 0 ; implying 22. To show 23, we note the fact that k t; lv t,l kk t; jv t,j k = 1 t k t; lv t,l kk t; jv t,j k : The proof is completed by taking expectations on both sides of the above inequality. 
