When a spatial regression model that uses kernel density values as a dependent variable is applied to retail business data, a unique model cannot be selected because kernel density values change following kernel bandwidths. To overcome this problem, this paper suggests how to use the point pattern analysis, especially the L-index to select a unique spatial regression model. In this study, kernel density values of retail business are computed by the bandwidth, the distance of the maximum L-index and used as the dependent variable of spatial regression model. To test this procedure, we apply it to meeting room business data in Seoul, Korea. As a result, a spatial error model (SEM) is selected between two popular spatial regression models, a spatial lag model and a spatial error model. Also, a unique SEM based on the real distribution of retail business is selected. We confirm that there is a trade-off between the goodness of fit of the SEM and the real distribution of meeting room business over the bandwidth of maximum L-index. This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http:// creativecommons.org/licenses/by-nc/3.0) which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited.
Introduction
Retail businesses, which are located on urban space, can be presented by geographical points defined in the XY coordinates. In this case, a regression model which uses point density values as a dependent variable can be introduced in order to analyse location determinants of retail businesses (Kloog et al., 2009) . The point quadrat analysis and the kernel density analysis are generally regarded as typical methods to estimate point density values. The point quadrat analysis divides a targeted space into the same size by a grid and calculates the number of points in a grid, while the kernel density analysis is a data smoothing technique which transforms a sample of point data into a continuous surface, indicating the intensity of individual point (Bailey and Gatrell, 1995) . The point quadrat analysis has been used to estimate the density of point features, however, after introducing GIS, the kernel density analysis is being widely used (Lee, 2008) .
The kernel density analysis uses a distance decay function for estimating the distance from grid points as weighting and therefore kernel density values of points is affected by point distribution being able to cause the spatial autocorrelation. The spatial autocorrelation means the covariation of observations within geographical space. In other words, high or low values of an attribute tend to cluster within the positive spatial autocorrelation, unlikely to be surrounded by neighbours with different values in negative spatial autocorrelation (Chi and Zhu, 2008) . When the spatial autocorrelation occurs at the dependent variable, the ordinary least squares (OLS) regression causes violations of a basic assumption in error terms: normality, homoscedasticity and no spatial autocorrelation (Lee and Sim, 2011) . In this case, a spatial regression model that is able to consider spatial autocorrelation should replace the OLS regression model (Jin et al., 2012) . Since kernel density values of the dependent variable follow changing in kernel bandwidths, spatial regression analysis brings about model selection problem.
Despite of this problem, previous studies have undergone in the selection of a spatial regression model without clear criteria (Jin et al., 2012) . Since the model selection problem is caused by changing in kernel bandwidths, it is important to select kernel bandwidth properly. In fact, the significance of kernel bandwidth selection during the density analysis has been confirmed in previous studies. Diggle (1985) suggested that the kernel bandwidth selection was more important than the kernel function selection. Brunsdon (1995) argued that the kernel bandwidth selection is the most important procedure and proposed the adaptive kernel algorithm. Hwang (2004) , Goodwin and Unwin (2000) and Borruso and Schoier (2004) suggested the use of the L-index or 300-500 m as the kernel bandwidth in urban studies. In particular, the L-index is pretty effective in analysing point distribution pattern and therefore has received attention along with development of GIS . It has been known that point distribution pattern is clearly shown at the kernel bandwidth, which is the distance of maximum L-index (Diggle, 1985; Hwang, 2004) . This paper aims to suggest a procedure which uses the point pattern analysis, especially L-index in order to select a unique spatial regression model. To test the procedure, we apply the L-index to meeting room business data in Seoul, find the distance of the maximum L-index, measure kernel density values of points by using the distance as the bandwidth, and input the density values as the dependent variable of spatial regression models.
Methodology

Spatial regression model
The OLS regression model assumes the error terms are independently, identically, and normally distributed. If the OLS regression model using kernel density values as a dependent variable can be defined as:
defined as:
( 1) where Y is the vector of the dependent variable, the kernel density values of point features, X is the matrix of independent variables, β is the vector of parameters, and ε refers the vector of normally distributed error terms with the mean of zero and the constant variance of 
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where W denotes a spatial weight matrix, and ρ denotes the spatial autoregressive coefficient. For the SLM, spatial autocorrelation is modelled by a linear relation between the dependent variable Y and the associated spatially lagged variable WY (Chi and Zhu, 2008) . In contrast, the SEM is specified as:
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where λ is the autoregressive coefficient of residuals. For the SEM, the spatial autocorrelation is modelled by an error term u and the associated spatially lagged error term Wu (Chi and Zhu, 2008) . In this study, we select the method making a 
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The point pattern is defined as a series of locations (s1,s2, )
where si is a vector coordinate of the i-th event in a specific space, R. An event is a standard term used for the point process to distinguish the observed location from a random location in R (Diggle, 1983) . The simplest statistical model of point patterns on space is complete spatial randomness (CSR). The CSR means that an event is independently distributed, based on the same probability distribution in the target space R. In general, a density analysis is used to investigate the presence or absence of point pattern. The quadrat analysis and the kernel density analysis are popular in measuring density. The modifiable area unit problem (MAUP) occurs in the quadrat analysis whereas it is eased in kernel density analysis. Thus, the kernel density analysis is recently used more often. A technique estimating the kernel density is called kernel density estimation, which has a general form of the kernel estimator in Eq. (4):
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is the density estimator of the intensity of the spatial point pattern measurement in locations of s, while si is the i-th event observed. κ() is the kernel density function and τ is the bandwidth (Borruso and Schoier, 2004) .
A density estimate of Eq. (4) is sensitive to the kernel bandwidth. As the bandwidth is growing, spatial variation of the density is too smoothed to show details of spatial density distribution. As the bandwidth becomes smaller, spiky results are produced, which is hard to find out a trend of changes in the density on space. Diggle(1985) suggested that the K-index determined by secondary characteristic analysis of point features should be used for a proper kernel bandwidth. The K-index is computed from Eq. (5) and decides whether point distribution is random with comparing the number of points existed in a certain distance from a specific point and the number of points theoretically expected.
where R is the area of a target space, n is the number of events,
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is the average density of events, dij is a distance between s i and sj, Ih () is an indicator function (1 in case of dij< τ, and 0 for the rest cases), and wij is a weighting to remove a boundary line effect; locations within the distance of τ from boundary line are supposed to have smaller events than expected value.
In a random pattern, the probability of points existing in all locations is same and independent. Therefore, 2 is the number of average points expected to be found in a certain distance, from a specific point. In other words, 
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Eq. (6) which originally suggested by Ripley (1976) , redeemed by Cressie (1991) . The L-index on CSR distribution has the merit of coinciding with the x-axis of a graph due to a deducted distance. Diggle (1985) and Hwang (2004) reported that a distance of the maximum point of L(τ) is suitable for the bandwidth of kernel density.
Application and Analysis
Analysis data
Meeting room business in Seoul is used as the analysis data, which are composed of 110 observations (Fig. 1) . Most businesses were found using the internet NAVER Map and DAUM Map from May 6 to 10, 2013. Both physical and locational characteristics data of meeting room business was compiled by visiting sites, investigating building resisters, collecting data of KOSIS, the small enterprise development agency and Seoul institute, and using ArcGIS 10.0.
Selection of kernel bandwidth using the L-index
The kernel density values of meeting room business was Crimestat III specialized in point process analysis is used to measure the L-index. Fig. 3 shows a graph of L(τ) against the distance of meeting room business. As can be seen, L(τ) increases up to a distance of 924.6 m whereupon it decreases again. It means that meeting room business shows the strongest clustering at a distance of 924.6 m.
The kernel density is measured at a bandwidth of 924.6 m and the result is shown in Fig. 5 (a) . The kernel density is higher at the downtown Gangnam and Sinchon. Moran s I statistic is 0.3491 and therefore strong spatial autocorrelation is confirmed.
Spatial autocorrelation for OLS regression errors
The dependent variable is the kernel density of meeting room business which is measured at a bandwidth of 924.6 m, and independent variables for regression analysis are summarized in the Table 1 . Both non-normality and heteroscedasticity of the OLS regression errors have to be identified to apply a spatial regression model. As shown in Table 2 , the result of Jarque-Bera test does not show the normal distribution of errors at the 1% significance level.
In addition, the result of Breusch-Pagan test shows the heteroscedasticity of errors at the 1% significance level. The LM-Lag test and The LM-Error test have to be performed to select one among spatial regression models, SLM and SEM.
The p-value of the LM-Lag test is 0.7649, and therefore the result is not significant whereas the p-value of LM-Error 
Fig. 2. Moran s I statistic against kernel bandwidth
Bandwidth (m) test is 0.049, and therefore the result is significant at the 5% significance level. The SEM is selected as a final model because the spatial autocorrelation is only confirmed in the LM-Error test.
SEM analysis result
The result of the OLS and the SEM application is presented in Table 3 . A spatial regression coefficient, of the SEM is strong positive and significant and therefore, spatial autocorrelation is confirmed. Pseudo R² instead of R² is computed because the SEM is estimated by Maxim Likelihood (ML) estimation.
Therefore, it is impossible to directly compare the goodness of fit of the OLS and the SEM by using R². Instead, Loglikelihood, Akaike Information Criterion (AIC), and Schwartz Criterion (SC) are used to compare two models. In general, improvement of model goodness of fit is decided when Loglikelihood increases and AIC and SC decrease (Anselin, 2005) .
By comparing Log-likelihood, AIC and SC, it was confirmed that goodness of fit has been improved by using the SEM. 
Evaluation of the methodology
Conclusion
When a spatial regression model has a dependent variable using kernel density values, we cannot select a unique model because kernel density values of a dependent variable change as kernel bandwidth changes. For this reason, this paper suggests a procedure using the L-index for selecting a unique spatial regression model. To test the procedure, we apply spatial regression model to meeting room business data in Seoul. As a result, the distance of maximum L-index is found and used to measure kernel density as the bandwidth.
The measured density values are used as a dependent variable of spatial regression models. By testing the spatial autocorrelation, the spatial error model is turned out to be more suitable than the spatial lag model. The selected SEM is not a model with the best goodness of fit but with the best real distribution pattern.
This study have meaning in that the proposed procedure can contribute to finding location determinants of retail businesses which have only point features without other information. In this study, meeting room business is established as point feature data, nonetheless, we can find that the density of meeting room businesses is in inverse proportion to Gangnam station distance and the Sinchon station distance, but proportionally increases with growing up in commercial facility density, office building density, or private institute density. We expect that the proposed procedure will be applied to other commercial businesses.
This study has a limitation in that we test the procedure for meeting room business with small observations. Though these data include total meeting room business in Seoul, it is not sufficient to evaluate the methodology. A follow-up study, which analyses large sample data such as coffee shops or chain stores, should be needed. 
