The relationship between the compositions of giant planets and their host stars is of fundamental interest in understanding planet formation. The solar system giant planets are enhanced above solar composition in metals, both in their visible atmospheres and bulk compositions. A key question is whether the metal enrichment of giant exoplanets is correlated with that of their host stars. Thorngren et al. (2016) showed that in cool (T eq < 1000 K) giant exoplanets, the total heavy-element mass increases with total M p and the heavy element enrichment relative to the parent star decreases with total M p . In their work, the host star metallicity was derived from literature [Fe/H] measurements.
INTRODUCTION
Since the early days of exoplanet detection, there has been interest in comparing the properties of host stars and their planets, particularly their compositions. From many studies (e.g., Gonzalez 1997; Santos et al. 2004; Fischer & Valenti 2005; Johnson et al. 2010; Mortier et al. 2013) , we now know that the occurrence rate of giant close-in planets is enhanced around stars with higher metallicity ([Fe/H] 1 or [m/H]), while the occurrence rate enhancement seems to decrease, if not completely disappear, with decreasing planet mass and radius (Buchhave et al. 2014; Buchhave & Latham 2015; Schlaufman 2015; Wang & Fischer 2015; Winn et al. 2017; Petigura et al. 2018 ; but see also Mulders et al. 2016; Zhu et al. 2016; Wilson et al. 2018 ). This trend is important because it informs our picture of planet formation, indeed pointing toward core accretion as a dominant mechanism -more metal-rich stars are indicative of more metal-or solid-rich protoplanetary disks, which enable giant planet cores of ∼10 M ⊕ to grow from planetesimals and then accrete gas more quickly before the disk disperses (e.g., Pollack et al. 1996; Mordasini et al. 2009 ).
Beyond just a broad picture of core accretion, however, we would like to verify a more detailed model of giant planet formation that incorporates factors like planet or planetesimal migration through a compositionally varying disk (e.g., Alibert et al. 2005; Raymond et al. 2006; Ali-Dib et al. 2014) , the relative importance of planetesimal versus pebble versus gas accretion (Booth et al. 2017; Hasegawa et al. 2018) , different opacities of accreted material (e.g., Mordasini 2014) , and mixing/composition gradients within planets (e.g. Vazan et al. 2016; Helled & Stevenson 2017) , to name a few. Verification of more detailed models requires more observational constraints, both in the number of observed planets and their parameters. The goal of comparing such models to observations is to understand when, how, and from which material giant planets formed, both in the solar system and beyond.
In particular, studying the heavy-element enrichment of giant planet interiors (Guillot et al. 2006; Burrows et al. 2007; Miller & Fortney 2011; Thorngren et al. 2016) and their atmospheres (Madhusudhan et al. 2011; Fortney et al. 2013; Konopacky et al. 2013; Kreidberg et al. 2014; Wakeford et al. 2017 ) has emerged as a potentially productive path forward. As shown in Mordasini et al. (2016) , comparing different population-synthesis models to observations of solar system and giant exoplanet interior and atmospheric compositions can place constraints on the level of planetesimal enrichment (they find it must be the dominant source of heavy elements). In Mordasini et al. as well as in Miller & Fortney (2011) and Thorngren et al. (2016;  described in more detail below), heavy-element enrichment of planets is considered relative to the metallicity of their host stars. However, as suggested by Miller & Fortney and T16, examining trends between planet composition and more detailed stellar abundances (separating out metallicity into Fe, Mg, Si, Ni, O, and C) may reveal new insights into planet formation, which helps refine the sources of planetary heavy-element enrichment. In this paper we follow this suggestion and look for trends between the bulk interior composition of cool, giant planets and different host star abundances.
Summary of T16
The giant planet heavy-element abundances used in this paper come from the modeling formalism described in Thorngren et al. (2016, T16) . In this work, the authors investigated a sample of cool (T eq 1000 K, or F incident 2×10 8 erg s −1 ) giant (20 M ⊕ < M p < 20 M J ), transiting planets with relative uncertainties in mass and radius both smaller than 50%. The planets they selected had much smaller uncertainties, averaging 10% in mass and 20% in radius. The authors created one-dimensional structure models for the planets by solving the equations of state under hydrostatic equilibrium, assuming a core composed of a 50/50 rock-ice mixture and a homogeneous convective envelope composed of a mixture of H/He-rock-ice. Heat flow out of the planet was mediated by a radiative atmosphere (the upper boundary). The authors drew 10,000 samples from the probability distributions given by the uncertainties in mass, radius, and age of the observed planets; the inferred heavy-element mass for each draw was the amount that reproduced the sampled radius. The resulting planetary heavy-element mass (M z ) distributions were single peaked and roughly Gaussian, with typical errors in M z between 10 and 30%. Changes in M z due to uncertainties in the exact distribution of heavy elements between the core and envelope, and the equations of state, were smaller than those from uncertainties in planetary mass and radius. As such, their approach did not require the assumption of a particular formation mechanism, such as core accretion or gravitational instability. The authors also collected measured [Fe/H] host star values from the literature, which tended to have fairly high uncertainties and were drawn from different sources. The upshot was that giant planet bulk metallicities could be obtained from structural evolution models.
Together with their planet metallicities, T16 used literature values of the metallicities of each planet-hosting star to examine the correlations between M p , M z , Z planet (metal mass fraction), and the relative planet-to-star metal enrichment, Z planet /Z star . They found a very clear positive correlation between the predicted heavy-element mass in cool giant planets versus their total mass, which is in line with the core-accretion model. However, the authors observed no strong trends between heavy-element mass and host star [Fe/H], nor even between total mass and host star [Fe/H] 2 .
However, T16 did observe a trend between Z planet /Z star and total planet mass M p , as originally suggested by Miller & Fortney (2011) and then matched in population-synthesis models . The Z planet /Z star trend is stronger than considering Z planet alone versus M p , suggesting that the host star metallicity does have some influence on giant planet mass and thus heavy-element content. Interestingly, even the most massive planets in the T16 sample have Z planet /Z star > 1, indicating that their envelopes are likely also enriched in metals (because their cores cannot account for the entire M z ). T16 showed that their fit to Z planet /Z star vs. M p is wellmatched by a simple core-accretion planet formation model in which the planet metallicity is determined by accretion of solids from the gravitational zone of influence in the disk around the planet.
This Work
In this work, we take the next important step on the composition path by conducting a similar study to that of T16 across a range of stellar abundances and thus Z star variations. This work relies on a multi-year spectroscopic survey of cool giant planet host stars to measure each star's C, O, Si, Mg, Ni, and Fe abundances, and an updated Bayesian analysis to search for trends between planet the heavy-element content of the planet and composition of the host star, taking into account correlations between stellar abundances due to Galactic chemical evolution. In §2 we describe the host star observations and abundance measurements in detail; for many of the host stars in our sample, only a bulk [m/H] or [Fe/H] was measured, so this represents the first measurement of their more detailed abundances. We attempt to include sufficient detail to enable easy reproduction of our results. In §2 we also include a comparison with the abundance work of Brewer & Fischer (2018) for a handful of overlapping targets, with which we find good agreement. In §3 we describe our updated comparison of the planet and host star compositions, again building on the work in T16. We include a discussion and summary of our results in §4, where we invite planet formation theorists to consider the (lack of) trends we find in their future models.
OBSERVATIONS AND STELLAR ABUNDANCE MEASUREMENTS

Sample Selection
Our list of candidate stars hosting relatively cool transiting giant planets was constructed with the same selection criterion as used in Thorngren et al. (2016) : T eq < 1000 K (incident flux < 2×10 8 erg s −1 cm −2 ), 20 M ⊕ < M < 20 M J , and M p and R p measured with errors ≤ 50%. From these, the systems chosen for this study are biased toward the brightest host stars to allow for high-resolution and spectroscopy with high signal-to-noise ratio (S/N). Similar to the sample in T16, the M p errors for our sample are typically around ∼10%, but as high as 30%, and the R p errors for our sample are typically around ∼5%, but as high as 25%. 3 The lower M P limit of our sample is similar to that in T16 (∼20 M ⊕ ), but the upper limit differs somewhat because so few planets are in the multiple-Jupiter mass range; our most massive planet has 5.4 M J , compared to 10.1 M J in T16. In the interior structure modeling from T16, this mass is between the lower bound where the distinction between rock and ice becomes important (around the mass of Neptune), and the upper bound at the hydrogen-burning limit (deuterium fusion only really changes the initial conditions). Different formation mechanisms might affect the initial composition and entropy and structure of the planet, but composition is directly estimated by our model, the initial entropy is quickly "forgotten" (e.g., Marley et al. 2007) , and the exact structure is a second-order effect (discussed in T16). Thus, the models of T16 (and this paper) are agnostic about the formation mechanism.
Details of Observations
The results presented here are based on the analysis of observations from three echelle spectrographs: the High Resolution Echelle Spectrometer (HIRES; Vogt et al. 1994 ) on the 10 m Keck I telescope, the Magellan Inamori Kyocera Echelle (MIKE) spectrograph (Bernstein et al. 2003 ) on the 6.5 m Magellan II Telescope, and the High Dispersion Spectrograph (HDS; Noguchi et al. 2002) on the 8.2 m Subaru Telescope. All observations are logged in Table 1 , and the instrument configurations are detailed in Table 2 . To facilitate a differential abundance analysis of the host stars with respect to the Sun (as indicated by the bracket notation), spectra of the Sun as reflected moonlight were taken with Subaru/HDS, as reflected light from the asteroids Iris and Vesta with Magellan II/MIKE, and as reflected light from Vesta with Keck I/HIRES (PID N014Hr; PI Marcy, third row of Table 2 ).
Keck I/HIRES
The Keck I data analyzed here were obtained through programs N026Hr (PI Teske), and U042Hr, U049Hr, U172Hr, and U097 (PI Fortney), between 2014 and 2017. The details of these observations are listed in the second row of Table 2 . We reduced and extracted wavelength-calibrated stellar spectra from the raw data frames using the MAKEE pipeline 4 with corresponding bias (∼3), flat (∼30), ThAr (∼2-4), and trace star (bright B star or the target star itself) frames for each target frame separately. The frames were then combined in IRAF 5 with the scombine task and normalized by fitting a several-order spline function.
Magellan II/MIKE
The Magellan II data analyzed here were obtained through Carnegie time (PI Teske) between 2014 and 2017. MIKE consists of two arms separated by a dichroic, with the standard grating angles covering 3350-5000Å in the blue and 4900-9300Å in the red. Further details of these observations are listed in the fourth row of Table 2 . The data were reduced using the Carnegie Python Distribution (CarPy) MIKE pipeline (Kelson et al. 2000; Kelson 2003) , typically including the following calibration frames: ∼15-20 quartz flats taken with an internal incandescent lamp for tracing the orders, 25 "milky" quartz flats taken through a diffuser to provide good pixel-to-pixel sensitivity correction, both with the incandescent lamp for the red arm and with a hot O or B star for the blue arm, and a few ThAr frames for wavelength calibration. The bias level was calculated by using the overscan regions at the end of each column/row. The frames were combined in the pipeline to produce a multispec file with, for every order, the sum of the sky over the extraction aperture, the sum of the object over the extraction aperture, the expected noise from sum of object and sky plus the read noise, the S/N spectrum (per pixel), the sum of the lamp spectrum over the extraction aperture, the blaze function, and the spectra divided (flattened) by the blaze.
Subaru/HDS
The only star in our sample with Subaru/HDS observations is HD 80606, originally published in Teske et al. (2014) . We refer the reader to that paper for details of Subaru/HDS reductions; the important details of the setup are listed in the fifth row of Table 2 .
Stellar Parameters
The stellar parameters -effective temperature (T eff ), log g, microturbulent velocity (ξ), and metallicity ([Fe/H])were determined using a line-by-line differential (with respect to the Sun) equivalent width (EW) analysis similar to that reported by Teske et al. (2014) . In each spectrum (including the solar reference), we measured the absorption strengths of Fe I and II lines using the IRAF splot task and a Gaussian profile, with line parameters from the Vienna Atomic Line Database (VALD; Piskunov et al. 1995; Ryabchikova et al. 1997; Kupka et al. 1999 Kupka et al. , 2000 Ryabchikova et al. 2015) . Typically, we used ∼70 Fe I and ∼12 Fe II lines, but the number and specific wavelengths of the lines varied depending on the wavelength coverage and strength of the lines in each star, see Table 3 .
The lines were drawn from Ramírez et al. (2014) and Teske et al. (2014) , the latter of which was based on Schuler et al. (2011) , which was drawn from Thevenin (1990) . Because we did not collect all of the host star spectra at once and were continually analyzing new observations while trying to maintain a differential analysis, we grouped stars by collection date and instrument, and for each group compared the solar reference spectrum and host star spectra line by line. The [Fe/H] values were determined differentially (A(Fe) star -A(Fe) Sun ) on a line-by-line basis, and only the lines that were measurable in the target star spectrum were used to calculate its respective [Fe I/H] and [Fe II/H] values. This resulted in multiple sets of solar measurements, with small differences in absolute values but measured in exactly the same way as that of each partner star(s), preserving the same continuum region choices. Such a strictly differential analysis is important for deriving the most precise and accurate relative stellar abundances (e.g., Bedell et al. 2014) .
Given the EW line measurements, the best-fit stellar parameters result from fulfilling ionization equilibrium (Fe I and Fe II lines give the same [Fe/H] abundance, averaged across all lines) and excitation equilibrium (no correlation between the [Fe I/H] values and the lower excitation potential of the lines, χ), as well as requiring [Fe I/H] values to show no correlation with the "reduced" EW values (log(EW/λ)). Initial guesses at T eff , log g, ξ, and [Fe/H] for each host star were taken from the literature and then iterated on by slightly changing each parameter until a global solution was reached that fulfilled the criteria above. Throughout the analysis, the solar parameters were held fixed at T eff =5777 K, log g =4.44 dex, [Fe/H]=0, and ξ =1.38 km s −1 .
The EW measurements were translated into elemental abundances using the curve-of-growth method via the 2014 or 2017 version 6 of the spectral analysis code MOOG (Sneden 1973) , specifically, the abfind driver, and "standard composition" Kurucz ATLAS9 "odfnew" stellar atmosphere models 7 (for the "by-hand" method) or MARCS 1D-LTE stellar atmosphere models (Gustafsson et al. 2008 , for the rest of the stars) linearly interpolated to the appropriate stellar parameters; both models provide similar results for the type of stars in our sample. For five of the stars (WASP-8, HAT-P-15, HAT-P-17, Kepler-89, and HD 80606) we adopted the same by-hand methodology as Teske et al. (2014) For the rest of the stars, we used the new publicly available Qoyllur-quipu (q 2 , Ramírez et al. 2014) Python package 8 , a MOOG wrapper that uses EWs as input to derive stellar parameters and abundances. Instead of using correlation coefficients to determine when the stellar parameters satisfy ionization and excitation equilibrium, q 2 automatically determines the conditions that result in a slope consistent with zero between [Fe I/H] and χ and between [Fe I/H] and reduced EW. The error estimation for T eff , log g, and ξ in q 2 is described in Ramírez et al. (2014) and is based on Epstein et al. (2010) and Bensby et al. (2014) ; these errors are added in quadrature with the standard error of the mean in the line-to-line [Fe/H] abundance to estimate the error in [Fe/H]. Given the measured EWs in Table 3 , the results presented here can be fully reproduced with q 2 .
Our final stellar parameters are listed in Table 4 . As a consistency check, we rederived the stellar parameters of WASP-8, HAT-P-15, HAT-P-17, Kepler-89, and HD 80606 using q 2 instead of our completely by-hand analysis. The methods are in principle very similar, and because we use the same input EW measurements, we expect the parameters to be nearly identical. We find exactly this, as shown in Figure 1 , where each different colored point represents a different star, and we show each of the stellar parameters in a separate subplot. The dashed line in each subplot represents a perfect correlation between by-hand and q 2 parameters. We are thus confident that adopting our original by-hand results for these stars does not introduce any additional offset, and do so moving forward.
Stellar Abundances
Abundances of C, O, Mg, Si, and Ni in our sample of stars were determined by combining measurements of lines corresponding to these elements (and in the case of C, CH and C 2 molecular features) and the best-fit stellar parameters derived above in a curve-of-growth analysis within MOOG using the "abfind" package. The line lists for these elements are drawn from Ramírez et al. (2014) and Teske et al. (2014) . The line EWs measured in the each host star and its corresponding solar reference -using the same groupings as in the Fe I and II line measurements -are listed in Table  3 . As with the iron lines, our procedure for measuring the EWs in each spectrum consisted of a line-by-line comparison between the solar reference spectrum and the normalized and Doppler-corrected spectrum of the star of interest, fitting a Gaussian profile to each line with the splot task in IRAF. This allowed us to choose a continuum region that was the Figure 1 . Comparisons of stellar parameters for five host stars in our sample, derived from a non-automated, by-hand method (x-axis) versus the automated q 2 method (y-axis), both using the same EW input measurements and spectral analysis code (MOOG). Dashed lines represent a 1:1 correlation. As expected, the parameters overlap within the errors. roughly same in the host star and solar spectra, reducing potential systematic error. For carbon and oxygen, we also applied a synthesis analysis -comparing lines and a small surrounding continuum region in the observed spectrum to the same region in synthesized stellar atmospheric models with the appropriate stellar parameters -to two molecular For the five of stars that we analyzed completely by-hand -WASP-8, HAT-P-15, HAT-P-17, Kepler-89, and HD 80606 -we used the same prescription for the abundance error determination as in Teske et al. (2014) . These uncertainties incorporate the change in the elemental abundances caused by perturbing the adopted stellar parameters (T eff , log g, and ξ) within their respective uncertainties. The sensitivity of the abundance to each parameter was calculated for changes of ±150 K in T eff , ±0.25 dex in log g, and ±0.30 km s −1 in ξ, and then scaled by the actual uncertainty in each parameter for a given star. The dispersion in the abundances derived from different lines is parameterized with the uncertainty in the mean, σ µ 9 . Then the total uncertainty for each abundance is the quadratic sum of this dispersion and the three scaled parameter uncertainties. A similar abundance error prescription is used for the rest of the stars that we analyzed with the more automated q 2 , except that the stellar parameter contribution is calculated by computing the changes in abundance caused by the exact errors in T eff , log g, and ξ, rather than by scaling sensitivities.
The relative elemental abundances, averaged over all of the lines (or groups of lines, in the case of C and O), and their respective errors for each host star are listed in Tables 5 and Table 6 .
Carbon Abundance Derivation
We used in our abundance derivation four C I lines and two molecular C 2 features at 5086 and 5135Å (see Table 3 ). We derived [C/H] from the C I lines using EW measurements, striving for a strictly differential analysis by keeping the continuum regions consistent between the solar reference and host star spectra. The four C I lines -5052.17, 5380.34, 6587.61, and 7111.48Å -were selected based on the wavelength coverage of our spectra and on the high-quality factor of the lines, as described by Caffau et al. (2010, see their Tables 1 and 3 ). However, the actual quality of each line varies in the spectra of different stars (depending on stellar parameters and/or S/N), so not every star has measurements for all four C I lines. For HD 80606, which was reported in Teske et al. (2014) , we did not make new EW measurements of the C I lines, but simply excluded the 7113.18Å line and recomputed the average and spread of [C/H].
We also derived [C/H] from two blended components of the C 2 Swan system, at 5086 and 5135Å, via a spectral synthesis analysis (matching a synthetic spectra to the observed spectrum). The line lists used to create the synthetic spectra are from Schuler et al. (2011) , with C 2 molecular data from Lambert & Ries (1981) and the dissociation energy (6.297 eV) from Urdahl et al. (1991) . Each synthesized spectrum was convolved with a Gaussian function, based on nearby unblended lines, to approximate the point-spread function (PSF) of the instrument and any additional broadening not accounted for by the stellar parameters described above. The free parameters were then the relative continuum flux, wavelength shift, and carbon abundance, and the best fit was determined by minimizing the differences between the observed and synthetic spectra. As was the case for the C I atomic lines, not every star has measurements for the C 2 lines, depending on the quality of their respective spectra in those regions. The errors on [C/H] derived from the atomic lines were determined by the procedure described above for the rest of the elements. We did not derive a formal error on the [C/H] values derived from the C 2 synthesis fits. Instead, we report the spread between the [C/H] values derived from the atomic versus from the molecular lines, and use as our final [C/H] error the higher of the two values between the spread and the formal [C I/H] error. Our final [C/H] value is the average between the atomic and molecular abundance determinations.
In two cases -WASP-139 and WASP-29 -only one C I line (5380.34Å) was readily measurable in the stellar spectra. The resulting [C I/H] values derived from this line were very high, 0.263±0.021 and 0.686±0.073 for WASP-139 and WASP-29, respectively, given the stellar [Fe/H] values (0.09±0.02 and 0.12±0.05 for WASP-139 and WASP-29, respectively). Thus, we chose to use only the C 2 features as carbon abundance indicators in our analysis of these stars. Because we did not measure formal errors for the molecular features, we instead estimated conservative Figure 9 ).
The two most evolved stars in our sample, Kepler-419 and Kepler-432, have C 2 features that are too broad to be reliable carbon abundance indicators. In these cases we only used the C I lines in our abundance determination, specifically, only the two bluer C I lines. These lines are of the highest quality (Caffau et al. 2010) , and the two redder C I lines result in [C/H] abundances that are higher by ∼0.1-0.25 dex versus the average of the two bluest C I lines.
Oxygen Abundance Derivation
To derive oxygen abundances for our sample of stars, we used two main indicators -the [O I] forbidden line at 6300Å, and the O I triplet at ∼7775Å. The forbidden line is weak, but does not suffer non-local thermal equilibrium (non-LTE) effects like the triplet lines (e.g., Kiselman 1991 Kiselman , 1993 Gratton et al. 1999) . However, the [O I] line is blended with two isotopic components of a Ni I transition, which represent ∼55% of the strength of the [O I] line in the Sun (Caffau et al. 2008) . 10 To account for this blend, we first use the blends driver in MOOG, which takes as for differences between the forbidden and the NTLE-corrected triplet lines. These errors should encompass the uncertainty introduced by telluric contamination in the forbidden line.
As a check on the blends driver, we also performed a synthesis analysis on the [O I] line, similar to the analysis of the C 2 molecular features above. The line list used in the synthesis analysis is the same as in Teske et al. (2014) , provided via private communicate by V. V. Smith, and includes CO, TiO, as well as several atomic features spanning ∼6295-6305Å. The synthesis line list includes the same line parameters for the forbidden oxygen line and the Ni isotopic components as in the blends driver analysis. Similar to the C 2 synthesis analysis, we do not derive a formal error on the oxygen abundance measured via this synthesis analysis.
The O I triplet is composed of the unblended relatively strong lines at 7771.94, 7774.17, and 7775.39Å, but they suffer from NLTE effects (see description in Teske et al. 2013 and references therein) . Under the assumption of local thermal equilibrium (LTE), the abundances derived from these lines are overestimated. There exist multiple correction methods in the literature that establish the magnitude of departure from LTE, usually parameterized by relations involving the stellar parameters (e.g. Takeda 2003; Ramírez et al. 2007; Fabbian et al. 2009 ). In this work we mostly use Ramírez et al. (2007) , as it is built into the q 2 code. For four of the five stars that we analyzed by hand as described above (WASP-8, HAT-P-15, HAT-P-17, and Kepler-89), we calculated and applied NLTE corrections from Takeda (2003) , Ramírez et al. (2007) , and Fabbian et al. (2009) Interestingly, Kiselman (1993) suggest granulation as one factor in the discrepancy between oxygen abundances derived from the oxygen triplet assuming LTE and other line indicators. Granulation velocities are expected to be more vigorous in earlier type/more luminous stars like Kepler-89 (late-F spectral type). However, we note that the difference between the [Fe/H] (0.032±0.51 dex) and [O/H] triplet values (0.131±0.108) for Kepler-419 is not large. This star is also a hot, luminous star.
The inhomogeneous derivation of the [C/H] and [O/H] abundances -not all lines are measured in all stars -could introduce systematic bias into our abundances, thus impacting our measured correlations. To attempt to account for bias, we applied an empirically derived correction to the stars with missing abundance indicators for carbon and oxygen, as detailed in the appendix. Including these corrections does not significantly change our results, but may still not fully account for systematic bias. Thus we also performed a sensitivity test, repeating our analysis after excluding from the sample the stars that lacked the most frequently measured C and O indicators (C I and the oxygen triplet) and . The details of the sensitivity analysis are also described in the appendix, and based on it, we also found that our final conclusions did not change. Brewer & Fischer (2018) The recent results from Brewer & Fischer (2018, BF18) , who produced a catalog of 15 elemental abundances for stars observed by the California-Kepler Survey, provide an opportunity for a consistency check on the abundances derived here. Briefly, BF18 analyzed Keck I/HIRES spectra of similar resolution and wavelength range as those analyzed here, using Spectroscopy Made Easy (SME, Piskunov & Valenti 2017) to first fit a single synthetic stellar model across the optical spectrum and derive global stellar parameters and the α-elements Ca, Si, and Ti. The authors then perturbed the effective temperature of the stellar model by ±100 K, refit the spectra, and fixed the stellar parameters to the average values from all three fits. Then the authors fit for 15 elements, including C, O, Mg, Si, Fe, and Ni, repeated the entire procedure once more, and used the results of the second iteration as the final reported values.
Comparison to the Results of
In Figure 2 we ]) to those derived in this work for five overlapping stars. In these plots, the dashed line represents the one-to-one correlation. There is good agreement between the stellar parameters and abundances. In a few instances no overlap occurs when the errors are considered, mostly for WASP-84, for which BF18 find slightly higher abundances for all elements except [C/H] (and the [C/H] value for WASP-84 derived in this work has Figure 2 . Comparison of stellar parameters and abundances derived in this work versus those derived by Brewer & Fischer (2018) for five host stars in our sample. The dashed lines represent the 1:1 correlation. There is good agreement between the two studies, giving us confidence in incorporating measurements of four additional stars from Brewer & Fischer (2018) considered, which is realistic for two studies using different techniques (synthetic spectra fitting versus EW measurement) and spectra (Keck I/HIRES for BF18 and Magellan II/MIKE for WASP-84 in this study). For example, in a study of stellar abundances measured for the same stars across 84 literature sources (Hinkel et al. 2017) , the spread in [Si/H] across 10 different papers using different methodologies and line lists was ∼0.25 dex (see their Figure 3 ). Indeed, the overall small differences between parameters and abundances of BF18 and those derived here are better than average. This comparison gave us the confidence to include in our analysis below two additional systems from BF18 that fall within the parameter space of interest to this work -host stars of planets with T eq < 1000 K, incident flux < 2 × 10 8 erg s −1 cm −2 , and measured M p and R p with errors ≤ 50%. These stars are Kepler-282 and Kepler-238, and their parameters and abundances can be found in BF18.
ANALYSIS
The point of this study is to understand how the bulk metallicities of giant planets are connected to the metal abundances of their host stars. To do this, we conducted correlation tests and Bayesian linear fits on the data using the Markov chain Monte Carlo (MCMC) method. In this section, we describe these methods in detail and how we handle prior information and the existing known mass-metallicity trend from Thorngren et al. (2016) .
Although our measurements of elemental abundances are independent of one another, abundances within a given star are well known to be strongly correlated. This represents a strongly motivated and relevant prior that should be included in our analysis. To do this, we used the Hypatia Catalog 11 of stellar abundances (Hinkel et al. 2014 (Hinkel et al. , 2017 to analyze nearby thin-disk planet-hosting stars with measured C, O, Mg, Si, Fe, and Ni abundances. The distribution of these abundances was well represented by a multivariate normal distribution. Using this population prior, it is possible to compute a joint posterior distributions on the abundances in closed form:
Here, 1 is the identity matrix, µ o and σ o are the mean and variance vectors of the the observed abundances, and µ p and Σ p are the mean and vector covariance materix of the population priors. This approach does not affect the individual abundances very much, but it does introduce appropriate covariances between them. This is primarily useful for correctly handling combinations of abundances, such as the total stellar metal abundance [Z/H] or the C/O ratio. For a linear weighed combinations of abundances (e.g. volatiles -refractories) of weights W , the resulting distribution is the usual N (W · µ, W ΣW T ). For nonlinear combinations like [Z/H], uncertainties were determined numerically via sampling. We have tested our analysis without the Hypatia-based prior, and although its absence modestly increases the uncertainties for some linear combinations of abundances, it does not change our overall results. We conducted a variety of linear fits investigating the relationship between the stellar and planetary metallicity. We used the Bayesian approach to conduct the fits, in which a dependent variable y o with observational uncertainty σ y is explained by a slope m times the regressor x with observational uncertainty σ x plus a constant b. An additional uncertainty residual to the fit, σ f , is also included. The likelihood is given by the resulting prediction error in y:
For the fit parameters m and b, we used flat uninformative priors (in the Bayesian notation, p(m, b) ∝ 1) and the residual spread was p ∝ σ −2 f -these are the same priors implied by the frequentist least-squares approach. The prior on x was just the observed distribution, which has mean x o and uncertainty σ x . This gives the following posterior distribution:
This is the standard Bayesian approach to regression adapted to the case where there is uncertainty in both the independent and dependent variable. In the limit where the x uncertainties approach zero, we have the standard least-squares approach. To take samples of this posterior, we used a Gibbs MCMC sampler (Hastings 1970; Geman & Geman 1984) . As a second approach to evaluating the relationships between variables, we also apply the Kendall's tau correlation test in each plot where we show a fit. τ indicates the test statistic, and p represents the two-sided p-value of the test rejecting the null hypothesis that there is no relationship between the variables. τ varies between -1 (fully anti-correlated) and 1 (fully correlated), and 0 indicates no correlation. For this test, we neglect the uncertainties in x and y.
We are primarily interested in correlations with planetary metallicity, which we estimate in the same way as in T16: using thermal evolution models to match model planet radii to the observed radii by varying the bulk heavy-element content of the model planet. Uncertainties in planetary metal content were again derived by varying the mass, radius, and age within their observed uncertainties and recording the resulting variance in planetary metal. First, we consider the ratio of the planet to stellar metallicity by mass, Z p /Z , in line with previous analyses in T16 and Miller & Fortney (2011) . Figure 3 shows the relationship between Z p /Z and the planet mass using the various stellar metals as proxies for the total stellar metallicity. There is little difference in these trends across the elements explored in this paper.
In T16, the authors estimated the heavy-element masses M z for 47 planets and compared these values to the total planet mass M . The fit to this relationship, shown in their Figure 7 , is (57.9 ± 7.03) M (0.61±0.08) . Here we consider the residual metal mass to that fit:
This quantity represents the relative amount of metal in a planet beyond (or below) what would be expected for its mass; on average, it should be ∼1 -as it is for the entire T16 sample -but there is some scatter around the fit from T16, which results a scatter in residual metal mass. As such, how this variables relates to the stellar metal abundances is of particular interest to us. Figure 4 depicts the relationship between the measured stellar abundances and the residual metallicity for the planets. We discuss this figure in the next section in more detail.
DISCUSSION
Strikingly, our results show an absence of a clear correlation between stellar and planetary (residual) metallicity (see Fig. 4 ). Aggregating the metal abundances together (Fig. 5, left panels) , we can exclude a linear relationship (log-space slope of 1) between stellar and planetary abundances at the 2σ level. Such a linear relationship is a common prediction of formation models (e.g., Mordasini et al. 2014; Thorngren et al. 2016) . This represents the logic that if there is twice as much metal in the feeding zone of a forming giant planet, one would reasonably expect that twice as much metal would end up in the planet. Additionally, it has been well established that the increased stellar metallicities are associated with a greater occurrence of giant planets (e.g., Fischer & Valenti 2005; Mordasini et al. 2008; Adibekyan et al. 2012) .
It is surprising that this positive relationship would not also be seen in the bulk metal abundances of these planets. Perhaps more complex disk processes, such as the radial drift of grains (Brauer et al. 2008; Birnstiel et al. 2012) , affect this relationship by regulating solid surface densities or creating metal-enhanced regions where the planets could form (Powell et al. 2017; Yang et al. 2018 ). Alternatively, an unmeasured but correlated parameter might be interfering with the trend. For example, the orbit in which the planet formed in the disk (before migration) could be significant. Finally, our observed lack of a trend could even be evidence that the occurrence-metallicity association is not caused by planet formation per se (e.g., Haywood 2009 ). These are only examples; the cause of this lack of linearity that we observe should be considered an open question in planet formation theory.
We observe an additional novel correlation with residual metal from our data. From our separate measurements of six elemental abundances, we noted the comparison of volatile (C and O) vs. refractory elements in affecting planetary metal content. Because volatiles are relatively abundant ) and can be found in both the gas and solid phases, we hypothesized that they may affect planetary metallicity differently. In our data, we saw a correlation between residual metal and the ratio of volatile enrichment to refractory enrichment (Fig. 5, middle 
This correlation should be interpreted with caution. There were two additional systems from BF18 -HAT-P-18 and WASP-10 -that met our planet criteria described in §2. With the inclusion of these two planets, the trend in Figure 5 was eliminated by HAT-P-18 as a strong outlier. However, we decided in the end to refrain from including HAT-P-18 and WASP-10 in our analysis due to their cool T eff values from BF18. As discussed in §2.4, we find good agreement between five targets that overlap between our sample and that of BF18, but the range of T eff that those targets span 10 −1 10 0 10 1 10 0 10 1 10 2 Z p /Z O: τ = −0.518, p = 0.000 10 −1 10 0 10 1 C: τ = −0.510, p = 0.000 10 −1 10 0 10 1 Fe: τ = −0.494, p = 0.001 10 −1 10 0 10 1 10 0 10 1 10 2 Z p /Z Si: τ = −0.510, p = 0.000 10 −1 10 0 10 1
Mass (M J )
Mg: τ = −0.470, p = 0.001 10 −1 10 0 10 1 Ni: τ = −0.470, p = 0.001 Figure 3 . Scatter plots, fits, and Kendall's tau correlation tests depicting the relationship between the mass of a planet and its metal enrichment relative to the parent star using each element considered as a proxy for total the metallicity. Shaded regions indicate the 1σ uncertainty in the fit, and dotted lines indicate the 1σ predictive interval. The abundances for the lighter points are from Brewer & Fischer (2018) . Our data produce the same negative relationship observed in T16 and Miller & Fortney (2011) .
is limited (∼5350-5800 K), and BF18 lists the T eff of HAT-P-18 as 4785 K, which is cooler than the range of our comparison sample. As shown in Figure 6 , the abundances of HAT-P-18 as derived in BF18 (pink circled point) place it outside the general trend of Galactic chemical evolution (as shown by the abundances of solar twins from Nissen et al. 2014) . In their analysis, Brewer & Fischer do tend to see stronger trends with T eff in their recovered abundances, which might explain the high values of HAT-P-18. However, WASP-10 is also cooler (4775 K in Brewer & Fischer) , but its [C/Fe] and [O/Fe] values seem to still lie within the general trend of Galactic chemical evolution ( Figure 6 , orange circled point). Furthermore, the constraints reported by BF18 on carbon are actually stronger at lower T eff values due to the presence of molecular lines, and the fact that both C and O agree with each other suggests that HAT-P-18 is a genuine outlier, perhaps an alpha-enhanced metal-rich star. In any case, this system might be special in some way. Still, some volatile vs. refractory effect remains an intriguing result that deserves further investigation as more systems are discovered that are amenable to this analysis. Finally, we considered the relationship between Z p /Z and the planet mass. Strong correlations between these two variables were seen in Miller & Fortney (2011) and Thorngren et al. (2016) , and we are able to reproduce these results, both considering individual elements (Fig. 3 ) and the metal in aggregate (Fig. 5, right panel) . For the aggregate metallicity, a histogram of the slope posterior reveals that zero is ruled out at about 3σ confidence, in agreement with the Kendall's tau test. In light of our aforementioned results, it seems likely that this relationship is largely driven by the planetary mass-metallicity relationship, rather than through a connection with the stellar abundances. Supporting this idea is the nearly identical pattern seen in Figure 3 regardless of which element is under consideration.
SUMMARY
In this paper, we built upon the work of Miller & Fortney (2011) and Thorngren et al. (2016, T16) to extend the study of the host star metallicity influence on bulk planet metallicity across a wider composition range. The first step in this study was gathering detailed host star abundances - ∼12) . We provide a thorough description of the stellar parameter and abundance determination in the first part of this paper.
With abundances in hand, we then examined the relationship between the host star and composition and the heavyelement composition of the planet, the latter estimated via the same methods as described in T16. We accounted for the correlation of abundances within a given star, a signature of Galactic chemical evolution and not specifically planet formation, and then performed a series of linear fits using a Bayesian approach that accounts for errors in both variables. We find a similar strong correlation as seen in previous works between Z p /Z and M p , across all elements we studied. However, given the lack of correlations observed between residual planet mass -the heavy-element mass beyond what is expected given its total mass -and all [Z/H] values, it seems more likely that the Z p /Z vs. M p relationship is driven by the planet metallicity without much input from stellar metallicity. We find an interesting potential trend between the residual planet mass and the relative amount of volatile versus refractory material in the star, although one system (HAT-P-18) is a strong outlier to this trend. Overall, this work presents several new Ni: τ = −0.091, p = 0.565 Figure 4 . Scatter plots, fits, and Kendall's tau correlation tests depicting the relationship between the residual bulk metallicity of our planets and the stellar abundances of each of the considered elements. Shaded regions indicate the 1σ uncertainty in the fit and dotted lines indicate 1σ predictive interval. The abundances for the lighter points are from Brewer & Fischer (2018) . Perhaps surprisingly, no significant relationship is apparent for any of the elements considered. Posterior PDF Figure 5 . Plots, fits, Kendall's tau correlation tests, and slope histograms of the three major results of this paper. Shaded regions indicate the 1σ uncertainty in the fit, and dotted lines indicate the 1σ predictive interval. The abundances for the lighter points are from Brewer & Fischer (2018) . On the left, we show the lack of a strong correlation between the total metallicity of a star and the residual metallicity of the planet. A slope of 1 is ruled out at the 2σ level. In the center, we show a correlation we observe between the residual metallicity of a planet (see §3) and the ratio of stellar volatiles (C and O) to refractory elements (Fe, Si, Mg, and Ni). On the right, we show that our data reproduce the relationship between planetary metal enrichment relative to the parent star and planet mass. 'Aggregate' indicates that we consider the total metallicity from all of the measured elements, rather than simply using one.
observational relationships between host star and planet composition that should be addressed in future theoretical studies of planet formation.
We thank the referee for their very helpful comments that improved the quality of this paper. Support for this work was provided by NASA through Hubble Fellowship grant HST-HF2-51399.001 awarded to J.K.T. by the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Inc., for NASA, under contract NAS5-26555. We acknowledge the support of NASA XRP grant NNX16AB49G to J.J.F. This research has made use of the NASA Exoplanet Archive, which is operated by the California Institute of Technology, under contract with the National Aeronautics and Space Administration under the Exoplanet Exploration Program. This work has made use of the VALD database, operated at Uppsala University, the Institute of Astronomy RAS in Moscow, and the University of Vienna. The research shown here acknowledges use of the Hypatia Catalog Database, an online compilation of stellar abundance data as described in Hinkel et al. (2014) , which was supported by NASA's Nexus for Exoplanet System Science (NExSS) research coordination network and the Vanderbilt Initiative in Data-Intensive Astrophysics (VIDA). The authors wish to recognize and acknowledge the very significant cultural role and reverence that the summit of Maunakea has always had within the indigenous Hawaiian community. We are most fortunate to have the opportunity to conduct observations from this mountain. Nissen et al. (2014) of solar twins, the green points are the data in this paper, and the larger magenta and orange circles highlight HAT-P-18 and WASP-10, two of the stars included in our study that were originally presented in Brewer & Fischer (2018) . WASP-10 (orange circle) falls within the envelope of the GCE trends, but HAT-P-18 (magenta circle) appears to be an outlier, with high As described in §2.4, there are several stars for which some carbon and oxygen abundance indicators were not measured or included in the calculation of the final average abundance value that is used in our analysis below. This has the potential of introducing systematic error that could influence trends in these abundances with planet parameters, and thus our conclusions. To attempt to account for potential systematic offsets, we applied an empirically derived correction to the stars with missing abundance indicators for carbon and oxygen. We took the stars in our sample for which multiple abundance indicators were measured, and calculated the difference in [C/H] Figure 7 . Then for the stars with missing abundance indicators -Kepler-419, , and HD 80606 -we find the closest match in effective temperature to a star with multiple abundance indicators measured. If the [C/H] spread or [O/H] spread value is higher than the error from just one abundance indicator, we adopt the spread value as the new error. If the spread value is lower than the error from just one abundance indicator, we do not change the error. For example, in the case of Kepler-419 it has an oxygen triplet measurement but not an oxygen forbidden-line measurement. A star of comparable T eff (Kepler-145) has a maximum [O/H] spread (forbidden line -triplet) spread of 0.029 dex. The error on [O/H] for Kepler-419 from just the oxygen triplet is already higher than 0.029 (0.108 dex), so we do not add to this error. This is similar to the approach we took for the stars with multiple abundance indicators -we adopt the as the final error the higher value between the formal error and the spread from different indicators.
Applying our empirically derived correction results in increased [C/H] errors for Kepler-419 and Kepler-432 and increased [O/H] errors for K2-27 and K2-139. These errors are reported in Table 6 . The largest increase in of error magnitude is 0.024 dex in the [C/H] value for Kepler-432, all other corrections are smaller. We adopt the corrected errors in our analysis below, although doing so does not significantly change our results from the case of using uncorrected errors. This suggests that our results are robust to small shifts in abundance values. However, it is clear from Figure 7 that [C/H] spread and [O/H] spread are larger below T eff ∼5500 K; inflating the errors for objects with missing abundance indicators may not fully negate systematically higher or lower abundance values, which may impact our final results. 
B. SENSITIVITY TEST ON FINAL RESULTS
To investigate further whether the stars with missing [C/H] and/or [O/H] abundance indicators could be biasing our final results, we performed a sensitivity test by removing from the sample the stars missing the most frequently measured C and O indicators (C I and the oxygen triplet), and also removing Kepler-282 and Kepler-238 from BF18 because the authors did not report abundance results from specific lines. We then repeated our analysis with this smaller sample of stars (18), using only [C/H] derived from the C I lines and only [O/H] derived from the oxygen triplet, see Figures 8-10. We find that the correlations are less significant but that the removed stars are not systematically different. That is, our final conclusions do not change based on only stars with homogeneous carbon and oxygen abundance indicators alone.
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