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Abstract. To any periodic and full C∗–dynamical system (A, α,R), an invert-
ible operator s acting on the Banach space of trace functionals of the fixed point
algebra is canonically associated. KMS states correspond to positive eigenvec-
tors of s. A Perron–Frobenius type theorem asserts the existence of KMS states
at inverse temperatures equal the logarithms of the inner and outer spectral radii
of s (extremal KMS states). Examples arising from subshifts in symbolic dy-
namics, self–similar sets in fractal geometry and noncommutative metric spaces
are discussed.
Certain subshifts are naturally associated to the system, and criteria for the
equality of their topological entropy and inverse temperatures of extremal KMS
states are given.
Unital completely positive maps σ{xj} implemented by partitions of unity
{xj} of grade 1 are considered, resembling the ‘canonical endomorphism’ of the
Cuntz algebras. The relationship between the Voiculescu topological entropy of
σ{xj} and the topological entropy of the associated subshift is studied. Examples
where the equality holds are discussed among Matsumoto algebras associated to
non finite type subshifts. In the general case ht(σ{xj}) is bounded by the sum of
the entropy of the subshift and a suitable entropic quantity of the homogeneous
subalgebra. Both summands are necessary.
The measure–theoretic entropy of σ{xj}, in the sense of Connes–Narnhofer–
Thirring, is compared to the classical measure–theoretic entropy of the subshift.
A noncommutative analogue of the classical variational principle for the en-
tropy is obtained for the ‘canonical endomorphism’ of certain Matsumoto alge-
bras. More generally, a necessary condition is discussed. In the case of Cuntz–
Krieger algebras an explicit construction of the state with maximal entropy from
the unique KMS state is done.
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Introduction
Let A be a unital C∗–algebra endowed with a 2π–periodic automorphic ac-
tion α of R. In algebraic statistical mechanics elements of A represent kinematic
observables of an infinite quantum system, and α is the time evolution of the
system. Equilibrium states of the system are states on A which satisfy the KMS
condition with respect to α.
We shall assume throughout the paper that α is 2π–periodic, so it factors
through an action γ of the circle T, and also that γ is full , in the following sense.
Let Ak be the spectral subspace of elements a ∈ A such that γz(a) = zka. We
assume that for all k ∈ Z, the closed linear span of {xy, x ∈ Ak, y ∈ A−k} is the
fixed point algebra A0. An example is given by a crossed product C∗–algebra
A = B⋊β Z by a single automorphism β, endowed with the dual action γ = βˆ.
All KMS states on A are tracial, and are given by T–invariant extensions to A
of β–invariant tracial states on B.
More generally, if (A, γ) is not a dual C∗–dynamical system, nontracial
KMS states arise. Interesting examples are, in increasing generality, the Cuntz–
Krieger algebras [CK], the Matsumoto algebras associated with a subshift [M],
and the Pimsner algebras associated with a full finite projective Hilbert C∗–
bimodule [P], all endowed with the canonical gauge action. While KMS states
for the first two classes of C∗–algebras are now well understood (see [MFW], [E],
[MYW]), the third class of C∗–algebras is the main motivation of the present
paper. (We shall see that Pimsner C∗–algebras are in fact a typical example, in
the sense that any unital, full and periodic C∗–dynamical system is isomorphic
to a system constituted by a Pimsner C∗–algebra associated to a full, finite
projective Hilbert bimodule, though not unique, and its canonical gauge action.)
We point out that, on the other hand, various authors, regarding the Cuntz–
Krieger algebras as examples of noncommutative topological dynamical sys-
tems, have computed the Voiculescu topological entropy [V] of the so–called
‘canonical endomorphism’ σ ([Ch], [BG]). However, among these, to the au-
thors’ knowledge, it is only for the case of the Cuntz algebras Od that a close
relationship is known between KMS states, Voiculescu’s topological entropy
and measure–theoretic entropy in the sense of [CNT], see [Ch]. Choda’s result
states that the CNT entropy of σ computed with respect to the unique KMS
state equals the topological entropy of σ, which is, in turn, log(d). This result
can be regarded as a pivotal example of noncommutative dynamical system for
which a variational principle for the entropy holds. Our ultimate goal is that of
investigating the variational principle for the entropy and its relationship with
KMS states, in full periodic C∗–dynamical systems.
KMS states for 2π–periodic actions have already been considered in the lit-
erature by several authors. Olesen and Pedersen gave in [OPI] an existence and
uniqueness theorem for KMS states of the Cuntz algebras. This was generalized
to the case of Cuntz–Krieger algebras by Enomoto, Fuji and the second–named
author in [EFW] and by Evans in [E].
In [BEH] Bratteli, Elliott and Herman construct, for any closed subset F of
the extended real line, a simple C∗–algebra AF endowed with a 2π–periodic
one–parameter group, for which F is precisely the set of inverse temperatures
of KMS states, and such that for each β ∈ F , AF has a unique KMS state at
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inverse temperature β. We remark that if F ⊂ R, then the T–action is full, and
if F ⊂ (0,+∞), AF is purely infinite (cf. section 2). In a subsequent paper
[BEK] Bratteli, Elliott and Kishimoto show that even the set of KMS states
with a specified inverse temperature can be fairly arbitrary.
In a recent paper [MWY] Matsumoto, Yoshida and the second–named author
study KMS states for the Matsumoto C∗-algebras associated with a subshift
in symbolic dynamics. They develop a Perron–Frobenius type theorem for a
suitable positive operator naturally acting on a certain subalgebra, and show
that the logarithm of its spectral radius arises as the inverse temperature of
some KMS state. Furthermore they show a connection with the topological
entropy of the underlying subshift.
Our approach is close to that of [MWY], in that we emphasize the Perron–
Frobenius theory. The starting point is that to any periodic and full C∗–
dynamical system we associate certain completely positive maps on the under-
lying C∗–algebra, which we interpret as being Perron–Frobenius type operators.
KMS states correspond then to the positively scaled tracial states on the fixed
point algebra. We study the problem of existence of KMS states, thus prov-
ing a Perron–Frobenius type theorem, and the relationship with the variational
principle in ergodic theory.
The paper is organized as follows. In the first section choose finite subsets
{yi} and {xj} of A1 such that
∑
j yj
∗yj = I and
∑
i xixi
∗ = I. Such multiplets
exist because the group action is full. They can be regarded as playing the
role of the canonical unitary in B ⋊β Z implementing β. We then consider
two completely positive (cp) maps: T{yi} : T →
∑
i yiTyi
∗ and S{xj} : T →∑
j xj
∗Txj on A0, and also, by transposition, operators t′ and s′ which are
inverses of one another on the Banach space of trace functionals on A0. These
operators are independent of the choice of the multiplets {yi} and {xj}. KMS
states for the system at finite inverse temperatures then correspond to tracial
states on A0 which are positively scaled by those cp maps, or, equivalently, to
tracial state eigenvectors of s′.
In the next section we show that, under the necessary condition that the
fixed point algebra has a tracial state, the inner and outer spectral radii of s′
correspond to inverse temperatures of ‘minimal’ and ‘maximal’ KMS states (see
Theorem 2.5 and Corollary 2.6). This can be regarded as a Perron–Frobenius
theorem. The key point in the proof is that one needs to consider the trace
functionals of the enveloping von Neumann algebra of A0, endowed with its
order structure.
In sections 3–5 we discuss some examples. In section 3 we apply our results
to the Pimsner C∗–algebras generated by finite projective Hilbert bimodules,
and we thus deduce a criterion for existence of KMS states which applies, in
particular, to the case where the coefficient algebra is simple, unital and has a
tracial state.
In section 4 we construct Hilbert bimodules, and hence full C∗–dynamical
systems, via Pimsner’s construction, naturally arising from two different situa-
tions: subshifts of symbolic dynamics and self–similar sets in fractal geometry.
In both cases the coefficient algebra is commutative, and the corresponding
Hilbert bimodules are described by a finite set of endomorphisms. We show
that in the former situation Pimsner’s construction yields the Matsumoto C∗–
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algebras, while in the latter one gets a genuine Cuntz algebra. We also discuss
a generalization of the latter example to noncommutative metric spaces intro-
duced by Connes [Co]. It is interesting to compare our discussion with the
papers by Jørgensen-Pedersen [JP] and Bratteli-Jørgensen [BJ], where the au-
thors consider a relationship between Cuntz algebras and multiresolutions in
wavelet and fractal analysis.
In section 5 we look more closely at the subclass of the so called Cuntz–
Krieger bimodules (and the corresponding C∗–algebras). These are bimodules
for which the coefficient algebra is a finite direct sum of unital simple C∗–
algebras. The leading and simplest example is, of course, that of Cuntz–Krieger
algebras, where each summand algebra is a copy of the complex numbers. We
show in particular that if each of the summands has a unique trace and the
defining {0, 1}–matrix A is irreducible then the associated Pimsner C∗–algebra
has a unique KMS state at inverse temperature log(r(A)), where r(A) is the
spectral radius of A.
In the next section we associate to each pair ({yi}, {xj}) of finite subsets
of A1 as above, a pair of one–sided subshifts, (ℓ{xj}, ℓ
′
{yi}), which roughly
correspond to the operator s′ and its inverse t′. We show that, under certain
conditions, the topological entropies of these subshifts are precisely the mini-
mal and maximal inverse temperatures of KMS states. Furthermore we give a
criterion for approximating such extremal temperatures with arbitrary (a priori
non KMS) tracial states satisfying suitable conditions.
In section 7 we introduce a ucp map σ{xj} : T →
∑
j xjTxj
∗ implemented
by a multiplet {xj} of grade 1 as above, which should be compared with the
map S{xj}. The main result of this section is the estimate
ht(σ{xj}) ≤ htop(ℓ{xj}) + ht({φxi,xj})
where the l.h.s. is the Brown–Voiculescu topological entropy [B], [V] of σ{xj}
and the second summand at the r.h.s. is the topological entropy, suitable de-
fined, of the set of contractions φxi,xj : T → xi
∗Txj of the homogeneous C
∗–
subalgebra A0. Both summands at the r.h.s. of this inequality are necessary.
Indeed when A = A0⋊αZ then the associated subshift is trivial so its entropy is
zero, and the above inequality, when combined with monotonicity of topological
entropy ([B], [V]) leads to Brown’s result
htA(Ad(u)) = htA0(α),
where u ∈ A is a unitary implementing α [B]. Another extreme case is that of
the Cuntz–Krieger algebras OA. Now the second summand vanishes and the
previous estimate yelds the result by Boca and Goldstein [BG] that ht(σ{xj}) =
ht(ℓ{xj}) = log(r(A)), see Corollary 7.8.
We then focus our attention on those algebras for which ht({φxi,xj}) = 0
and we show that if the xj ’s have pairwise orthogonal ranges
ht(σ{xj}) = htop(ℓ{xj}).
We next discuss new examples of this occurrence among Matsumoto algebras
[M] associated to a subshift.
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Our assumption of orthogonality introduces a certain trivialization to the
classical situation. In fact, in this case the algebra of continuous functions on
the one–sided subshift ℓ{xj}, together with the endomorphism induced by the
left shift epimorphism, sits naturally inside the noncommutative dynamical sys-
tem (A, σ{xj}). Therefore monotonicity of topological entropy implies that the
topological entropy of ℓ{xj} is ≤ the topological entropy of the noncommuta-
tive subshift σ{xj}, thus leading to the equality, see Theorem 7.7. We discuss
new examples of this occurrence among the Matsumoto algebras associated to
certain non finite type subshifts.
In section 8 we investigate the CNT dynamical entropy of σ{xj}. We show
that, under the orthogonality assumption, if φ is a σ{xj}–invariant state of
A centralized by C(ℓ{xj}) then hφ(σ{xj}) ≥ hµ(ℓ{xj}), where µ is the shift–
invariant probability measure on ℓ{xj} obtained restricting φ. We also find a
condition on σ{xj} under which any such µ arises as the restriction of some φ.
This enables us to obtain a variational priciple for certain systems (A, σ{xj})
for which ht({φxi,xj}) = 0. More precisely, our variational principle asserts,
for those systems, the existence of σ{xj}–invariant states of A with respect to
which the CNT dynamical entropy equals the Voiculescu topological entropy of
σ{xj}.
In the last section we establish a closer relationship between KMS states
and states with maximal entropy. The main point is that a KMS state ω is
to be understood as a quasi–invariant measure for the noncommutative shift
σ{xj}, as ω ◦ σ{xj} and ω are equivalent. In classical ergodic theory, measures
with this property are called conformal, and play an important role, as they
lead to measures with maximal entropy. We thus show an explicit general way
of constructing σ{xj}–invariant measures from KMS states. We then consider
basic examples, which we may think of as being noncommutative Markov shifts:
systems (A, γ) containing some Cuntz–Krieger algebra OA in a way that γ
restricts to the canonical gauge action on OA. We show that the σ{xj}–invariant
state φ previously derived from a KMS state with maximal entropy restricts,
on the algebra of continuous functions on the classical Markov subshift ℓA, to
the unique invariant measure µ with maximal entropy. We thus conclude that
if ht({φxi,xj}) = 0,
hµ(ℓA) = hφ(σ{xj}) = htop(σ{xj}) = htop(ℓA) = log(r(A)).
This yields a generalization of Choda’s result [Ch] to the Cuntz–Krieger alge-
bras, and Matsumoto algebras associated to certain non finite type subshifts.
1. The scaling property
Recall that a state ω over a C∗–algebra A endowed with a one–parameter
automorphism group α is called a KMS state at inverse temperature β ∈ R if
ω(aαiβ(b)) = ω(ba), (1.1)
for all a, b in a dense ∗–subalgebra of Aα, the set of entire elements for α (which
is in fact a dense ∗–subalgebra).
We will only consider 2π–periodic one–parameter groups, i.e. groups for
which α comes from an action γ of T by αt := γeit . Furthermore, in view of
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applications to the algebras generated by Hilbert bimodules, we will assume
that A is unital and that the group action is full, in the sense explained in
the introduction. Then we note that the spectral subspace Ak, for positive k,
is in fact the linear span of the product set of k copies of A1. Moreover, by
definition of full C∗–dynamical system, there exist, for all n ∈ N, finite subsets
{yi} and {xj} of An such that
∑
i yi
∗yi = I and
∑
j xjxj
∗ = I. We define
correspondingly, for any tracial state τ on A0,
δn(τ) := τ(
∑
i
yiyi
∗)
ǫn(τ) := τ(
∑
j
xj
∗xj).
We shall usually write δ(τ) and ǫ(τ) for δ1(τ) and ǫ1(τ) respectively.
1.1. Lemma Let (A, γ,T) be a full C∗–dynamical system, with A unital, and
let τ be a tracial state on A0. Then δn(τ) and ǫn(τ) do not depend on the finite
subsets {yi} and {xj} of An satisfying the above relations. If in paricular {yi},
{xj} ⊂ A1, one has, for all n ∈ N,
‖
∑
(xj1 . . . xjn)
∗
xj1 . . . xjn‖
−1/n ≤ δn(τ)
1/n ≤ ‖
∑
yi1 . . . yin(yi1 . . . yin)
∗‖1/n
‖
∑
yi1 . . . yin(yi1 . . . yin)
∗‖−1/n ≤ ǫn(τ)
1/n ≤ ‖
∑
(xj1 . . . xjn)
∗xj1 . . . xjn‖
1/n
Proof We shall only prove the statements relative to {yi}, those relative to {xj}
can be proved similarly. Let {z1, . . . , zq} ⊂ An be another multiplet satisfying∑
k zk
∗zk = I, and write zk =
∑
i ak,iyi, where ak,i := zkyi
∗ ∈ A0. Then
τ(
∑
k
zkzk
∗) = τ(
∑
k,i,j
ak,iyiyj
∗ak,j
∗) = τ(
∑
i,j,k
yiyj
∗ak,j
∗ak,i) =
τ(
∑
i,j,k
yiyj
∗yjzk
∗zkyi
∗) = τ(
∑
i
yiyi
∗).
Note that δn(τ) ≤ ‖
∑
i yiyi
∗‖. Furthermore
1 = τ(
∑
i,j
xjyi
∗yixj
∗) = τ(
∑
yixj
∗xjyi
∗) ≤ ‖
∑
xj
∗xj‖τ(
∑
yiyi
∗).
The conclusion follows choosing subsets in An of the form {yi1 . . . yin} and
{xj1 . . . xjn}, where {yi}, {xj} ⊂ A
1 and satisfy
∑
i yi
∗yi = I and
∑
j xjxj
∗ =
I.
Let, for λ > 0, T Sλ be the set of tracial states τ on A0 for which
λτ(xy∗) = τ(y∗x), x, y ∈ A1. (1.2)
We shall show that a state of A satisfies the KMS condition w.r.t. α if and only
if its restriction to A0 is an element of some T Sλ. We start with the following
characterization of T Sλ.
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1.2. Lemma Let (A, γ,T) be a full C∗–dynamical system over a unital C∗–
algebra. For a tracial state τ on A0 and λ > 0, the following conditions are
equivalent:
(1) τ ∈ T Sλ,
(2) τ(
∑
i yiayi
∗) = λ−1τ(a), a ∈ A0,
(3) τ(
∑
j xj
∗axj) = λτ(a), a ∈ A
0.
Here {yi} and {xj} are finite subsets of A1 satisfying respectively
∑
i
yi
∗yi = I,
∑
j
xjxj
∗ = I.
λ is uniquely determined by τ : λ = ǫ(τ) = δ(τ)−1.
Proof (1) → (2) and (1) → (3) are obvious. We show that (2) → (1): for
x, y ∈ A1, y∗x ∈ A0, so
τ(y∗x) = λτ(
∑
i
yiy
∗xyi
∗) = λτ(
∑
i
xyi
∗yiy
∗) = λτ(xy∗).
One similarly proves that (3)→ (1).
The following result characterizes the set of tracial states on A0 which gives
rise to KMS states for (A, γ). Let F0 : A → A0 denote the projection onto the
fixed point algebra obtained overaging over the circle group action.
1.3. Proposition The maps ω → ω ↾A0 , τ → τ ◦ F0 set up a bijective corre-
spondence between the set of KMS states ω for (A, γ) at inverse temperature
β and the set T Seβ .
Proof If ω is a KMS state at inverse temperature β then the KMS condition
(1.1) can be formulated, equivalently, for any pair x, y in the dense linear span
of the Ak’s. Therefore the restriction τ of ω to A0 is a tracial state such that
ω = τ ◦ F0 since ω is γ–invariant. Furthermore, if x, y ∈ A1,
ω(y∗x) = ω(xαiβ(y
∗)) = eβω(xy∗),
therefore τ ∈ T Seβ . Conversely, if this condition is satisfied by some tracial
state τ on A0, then ω := τ ◦ F0 is an extension of τ to a state on A, and it
is not difficult to check that ω(y∗x) = ω(xαiβ(y
∗)) for x, y ∈ A1, and hence
inductively for x, y ∈ A1 . . .A1 = Ak. If x ∈ Ak, y ∈ Ah, h 6= k then ω(y∗x) =
0 = ω(xαiβ(y
∗)), and the proof is complete.
Remark A simple argument shows that the sequences an := inf{ǫn(τ), τ ∈
T S(A0)} and bn := sup{ǫn(τ), τ ∈ T S(A0)} are respectively supermultiplica-
tive and submultiplicative, therefore the sequences an
1/n, bn
1/n converge, and
limn an
1/n = sup an
1/n and limn bn
1/n = inf bn
1/n.
1.4. Corollary If
(1) limn inf{ǫn(τ), τ ∈ T S(A0)}1/n > 1 (e.g. inf{ǫ(τ), τ ∈ T S(A0)} > 1)
then every KMS state on (A, γ) has positive inverse temperature,
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(2) limn sup{ǫn(τ), τ ∈ T S(A0)}1/n < 1 (e.g. sup{ǫ(τ), τ ∈ T S(A0)} < 1)
then every KMS state on (A, γ) has negative inverse temperature,
(3) limn inf{ǫn(τ), τ ∈ T S(A0)}1/n = limn sup{ǫn(τ), τ ∈ T S(A0)}1/n = 1
(e.g. ǫ(τ) = 1 for all τ ∈ T S(A0)) then every KMS state on (A, γ) is
tracial.
We next give a criterion of faithfulness for KMS states.
1.5. Proposition Let (A, γ) be a full periodic C∗–dynamical system with A
unital, and consider the ∗–monomomorphism α : A0 → Mp(A0) associated to
a set {yi}
p
i=1 of A
1 such that
∑p
i=1 yi
∗yi = I and defined by α(a) = (yiayj
∗).
If A0 has no proper closed ideal I such that α(A0) ∩Mp(I) = α(I) (e.g. A is
simple), then any KMS state of (A, γ) is faithful.
Proof Let τ be the restriction of a KMS state ω to A0. Then
I := {a ∈ A0 : τ(a∗a) = 0}
is a closed ideal of A0. Since for x, y ∈ A1, a ∈ A0,
(xay∗)∗(xay∗) ≤ ‖x‖2ya∗ay∗,
we have, by (1.2), that xay∗ ∈ I if a ∈ I. This yields α(I) ⊂Mp(I)∩α(A0). We
show the reverse inclusion. Let a ∈ A0 be such that yiayj∗ ∈ I, i, j = 1, . . . , p.
Then δ(τ)τ(a∗yi
∗yiayj
∗yj) = τ((yiayj
∗)∗yiayj
∗) = 0. Hence, summing up, we
see that a ∈ I, and this shows that α(A0)∩Mp(I) ⊂ α(I). It follows from our
assumption that I = {0}, as, clearly, I 6= A0. Now the canonical conditional
expectation F0 : A → A0 is faithful, so ω is faithful.
We conclude this section recalling from [GP] a criterion for pure infinity of
unital C∗–algebras, which we shall need in the sequel. We refrain from giving
here the proof. We only point out that the arguments essentially go back to
Cuntz’ proof of pure infinity of Od [C]. Also, the result is a generalization of
Rørdam’s result (cf. [R]) about pure infinity of crossed products by proper
corner endomorphisms.
Following [R], we say that a C∗–algebra B has the comparability property if
B has at least one tracial state, and furthermore a projection e ∈ B is equivalent
to a subprojection of f if τ(e) < τ(f) for all tracial states of B. Assume that
our C∗–algebra A has a nonunitary isometry S in some An, n > 0, and also
that the fixed point algebra A0 has the comparability property. Then for all
tracial states τ on A0 one has, by Lemma 1.1,
δn(τ) = τ(SS
∗) < 1. (1.3)
(Note that, by Corollary 1.4 and the following Proposition 2.2, all KMS states
have positive inverse temperatures.) It is then natural to ask under which
conditions (1.3) guarantees the existence of a nonunitary isometry in An, or,
better, pure infinity of A.
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1.6. Theorem [GP] Let (A, γ,T) be a full C∗–dynamical system, and assume
that A0 is unital, simple, separable, of real rank zero, and that every Mn(A0)
has the comparability propery. If, for some n > 0,
sup{δn(τ), τ ∈ T S(A
0)} < 1,
then An contains a nonunitary isometry. Furthermore, A is simple and purely
infinite.
2. A Perron–Frobenius theorem
We associate to each pair of finite subsets {yi}, {xj} ⊂ A
1 satisfying
∑
i
yi
∗yi = I,
∑
j
xjxj
∗ = I,
a corresponding pair of completely positive maps T = T{yi} and S = S{xj} on
the homogeneous subalgebra A0:
T (a) :=
∑
i
yiayi
∗, a ∈ A0,
S(a) :=
∑
j
xj
∗axj , a ∈ A
0.
Let T ′, S′ : A0
∗
→ A0
∗
denote the Banach space adjoints of T and S
respectively, and let T (A0) ⊂ A0
∗
the Banach subspace of trace functionals.
Then one has the following result.
2.1. Proposition For any finite subset {yi} (resp. {xj}) of A
1 satisfying∑
i yi
∗yi = I (resp.
∑
j xjxj
∗ = I) the associated operator T ′ (resp. S′) leaves
T (A0) stable. Let t′ (resp. s′) be the restriction of T ′ to T (A0). Then t′ (resp.
s′) does not depend on the set {yi} (resp. {xj}) satisfying
∑
yi
∗yi = I (resp.∑
xjxj
∗ = I). Furthermore t′ and s′ are inverses of one another.
Proof It is easy to check that T ′ transforms trace functionals into trace func-
tionals. Let {y′k} be another finite subset of A
1 such that
∑
y′k
∗
y′k = I, and
write y′k =
∑
ak,iyi, with ak,i = y
′
kyi
∗ ∈ A0. Then for any τ ∈ T (A0), a ∈ A0,
τ(
∑
k
y′kay
′
k
∗
) =
∑
k,i,j
τ(ak,iyiayj
∗ak,j
∗) =
∑
i,j,k
τ(yiayj
∗ak,j
∗ak,i) =
∑
i,j
τ(yiayj
∗yjyi
∗) = τ(
∑
i
yiayi
∗).
Finally note that
t′s′(τ) = s′(τ) ◦ T = τ ◦ ST = τ, τ ∈ T (A0),
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by that trace property of τ . Likewise,
s′t′(τ) = τ, τ ∈ T (A0).
Note that KMS states of (A, γ) correspond precisely to the tracial state
eigenvectors for s′ (or t′). The following result, which has its own interest,
explains why δ(τ) = ǫ(τ)−1 when τ corresponds to a KMS state.
2.2. Proposition The map h : T S(A0)→ T S(A0) taking a tracial state τ to
h(τ) = δ(τ)−1t′(τ)
is a homeomorphism of T S(A0) endowed with the weak∗–topology. KMS states
of (A, γ) correspond, as in Prop. 1.3, to fixed points of h. The inverse of h is
the map
k(τ) = ǫ(τ)−1s′(τ).
We have:
ǫn(h
n(τ)) = δn(τ)
−1,
δn(k
n(τ)) = ǫn(τ)
−1,
thus if τ ∈ T (A0) is the restriction of a KMS state, ǫ(τ) = 1δ(τ) .
Proof Clearly h(τ) is a tracial state when τ is. Furthermore τ → δ(τ) is a
positive valued continuous function on a compact set, therefore h is continuous.
For the same reason k is continuous on T S(A0), and, by the trace property, h
and k are inverses of one another.
Our next aim is to look more closely at the spectrum σ(s′) of s′. The previous
proposition shows that
0 /∈ σ(s′) = σ(t′)−1.
So we can define the inner and outer spectral radius of s′ :
rmax(s
′) := max{|λ|, λ ∈ σ(s′)}
rmin(s
′) := r(t′)max
−1
= min{|λ|, λ ∈ σ(s′)}.
We give some estimates for rmin(s
′) and rmax(s
′).
2.3. Proposition Let {yi}, {xj} ⊂ A1 satisfy
∑
i yi
∗yi = I and
∑
j xjxj
∗ = I.
Then one has
rmin(s
′) ≥ lim
n
‖
∑
i1,...,in
yi1 . . . yin(y1 . . . yin)
∗‖−1/n,
rmax(s
′) ≤ lim
n
‖
∑
j1,...,jn
(xj1 . . . xjn)
∗xj1 . . . xjn‖
1/n.
Proof Note that
T (a)∗T (a) ≤ ‖
∑
i
yiyi
∗‖T (a∗a), a ∈ A0,
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which, together with T (I) =
∑
i yiyi
∗, implies ‖T ‖ = ‖
∑
i yiyi
∗‖, hence induc-
tively
‖T n‖ = ‖
∑
i1,...,in
yi1 . . . yin(yi1 . . . yin)
∗‖.
Taking the n-th root and passing to the limit, one gets the spectral radius of
T :
r(T ) = lim
n
‖
∑
i1,...,in
yi1 . . . yin(yi1 . . . yin)
∗‖1/n
Similarly, one has
r(S) = lim
n
‖
∑
j1,...,jn
(xj1 . . . xjn)
∗xj1 . . . xjn‖
1/n.
The proof is completed recalling that s′ is the restriction of S′ to a closed
subspace, so
rmax(s
′) ≤ r(S′) = r(S)
and similarly
rmin(s
′) = rmax(t
′−1) ≥ r(T )−1.
We next show that the inner and outer spectral radii of s′ correspond to
inverse temperatures of KMS states, or, in other words, that they are in the
point spectrum of s′, with corresponding positive eigenvalues. The fact that
the outer spectral radius is in the point spectrum was first proved in [MWY]
for the Matsumoto C∗–algebras associated with subshifts [M]. The key point in
our situation is that one needs to consider the trace functionals of A0 endowed
with the order structure which arises when we extend such traces to normal
traces on the enveloping von Neumann algebra.
We anticipate the following, possibly known, lemma.
2.4. Lemma Let
∑
n φn be a series of normal linear functionals on a von
Neumann algebra M weakly convergent to φ. If each of the the absolute values
|φn| is tracial then
|φ| ≤
∑
n
|φn|.
Proof Let τ be a positive tracial linear functional, then
|τ(xy)| ≤ ||y||τ(|x|)
(see for example [T]). Consider the polar decompositions
φn(x) = |φn|(xun),
φ(x) = |φ|(xu).
Then, for a positive x, we have
|φ|(x) = φ(xu∗) =
∑
n
φn(xu
∗) =
∑
n
|φn|(xu
∗un) ≤
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∑
n
||φn|(xu
∗un)| ≤
∑
n
|φn|(x).
We are now in the position of proving our main result of this section.
2.5. Theorem Let (A, γ,T) be a full C∗–dynamical system, and assume that
A is unital, and that A0 has a tracial state. Then rmin(s′) and rmax(s′) are
eigenvalues of s′ with corresponding tracial state eigenvectors.
Proof We first show that rmax(s
′) is a spectral value for s′ and then that it is
in fact an eigenvalue with a tracial state eigenvector. A similar argument will
prove that r(t′) is an eigenvalue for t′ = s′
−1
with a tracial state eigenvector.
By the uniform boundedness theorem, there exists a sequence {zn} of com-
plex numbers such that |zn| → rmax(s′)+ and ‖R(zn)τ0‖ → ∞ for some τ0 ∈
T (A0), where R(z) is the resolvent of s′ in z. Since T (A0) is linearly spanned
by its tracial states, we may assume that τ0 is a tracial state. Consider, for
|z| > rmax(s′), the Neumann series:
R(z) =
∞∑
k=0
z−(k+1)s′
k
. (2.1)
By the previous lemma, on the enveloping von Neumann algebra of A0,
|R(z)τ0| ≤
∞∑
k=0
|z|−(k+1)s′
k
(τ0) = R(|z|)τ0,
so ‖R(|zn|)τ0‖ → ∞, and this shows that rmax(s′) ∈ σ(s′). (2.1) also shows
that R(λ)τ0 is a nonzero positive functional for λ > rmax(s
′), hence, arguments
similar to those of Lemma 3.1 in [MWY] prove that
τn :=
1
‖R(|zn|)τ0‖
R(|zn|)τ0
is a sequence of tracial states such that every weak∗–limit point of it is a tracial
state eigenvector with eigenvalue rmax(s
′).
The previous theorem can be considered as an analogue of the Perron–
Frobenius theorem for matrices with nonnegative entries.
2.6. Corollary Let (α,R) be a 2π–periodic one–parameter automorphism
group of a unital C∗–algebra A, such that the induced T–action γ is full. If s′
is defined as above, relatively to γ, then the set of inverse temperatures of KMS
states is a closed subset of the interval [log(rmin(s
′)), log(rmax(s
′))] containing
the extreme points.
Proof The subset of T S(A0) corresponding to KMS states is weakly∗–compact
by Prop. 2.2, furthermore the map ǫ : T S(A0)→ R+ defined at the beginning
of section 1 is weakly∗–continuous. It follows that the set of elements of the
form log(ǫ(τ)), when τ ranges over all tracial states on A0 corresponding to
KMS states, is compact. Now this set is precisely the set of possible inverse
temperatures by Prop. 1.3. The rest follows from the previous Theorem.
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A KMS state of (A, α) at inverse temperature
βmin := log(rmin(s
′))
or
βmax := log(rmax(s
′))
will be called extremal. Let β be the inverse temperature of a KMS state, and
set, as in the previous section,
an = inf{ǫn(τ), τ ∈ T S(A
0)},
bn = sup{ǫn(τ), τ ∈ T S(A
0)}.
Then for all n, an
1/n ≤ eβ ≤ bn
1/n, so
lim
n
1/n log(an) ≤ β ≤ lim
n
1/n log(bn).
It is then natural to ask for which tracial states τ , the sequence 1/n log(ǫn(τ))
approximates the maximal or the minimal inverse temperature. In section 5 we
shall give a sufficient condition.
We conclude this section with the discussion of two examples known in the
literature. The first example, arising from ergodic theory, shows that in general,
at a fixed inverse temperature, there may be more than one KMS state.
2.7. Example Let (X,T ) be a topological dynamical system: X is a compact
metric space endowed with a homeomorphism T . We suppose that X is not
a finite set. Then it is well known that the C∗–algebra A = C(X) ⋊αT Z is
simple if and only if T is minimal, i.e. there is no nontrivial closed subset
F ⊂ X such that T (F ) = F . Here αT is the automorphism of C(X) defined by
αT (f) = f◦T
−1. Tracial states on C(X)⋊αTZ are in one–to–one correspondence
with T –invariant probability measures on X , while there is no nontracial KMS
state on (A, γ). The operator s′ therefore has spectrum contained in the unit
circle. However, s′ is the Banach space adjoint of αT , so its spectrum is the
same as that of αT which must be equal to T by simplicity ofA [OP]. There is an
important example, due to Furstenberg, of a minimal analytic diffeomorphism
T of T2 with nonunique invariant measures (see, e.g, [Ma]), which thus leads
to an example of nonuniqueness of tracial states on the simple crossed product
C∗–algebra C(T2)⋊αT Z.
The next example shows that the set of inverse temperatures can in general
be an arbitrary closed subset of R.
2.8. Example In [BEH] Bratteli, Elliott and Herman construct an example
of a simple C∗–algebra B endowed with T–action for which the set of possible
inverse temperatures can be any arbitrary closed subset F of R ∪ {+∞,−∞}.
For each temperature the corresponding state is unique. More in detail, B is
obtained by cutting down the crossed product A ⋊α Z of an AF–algebra by
some projection P in A. If neither +∞ nor −∞ belongs to F , A itself is
simple, and this implies that the T–action is full since P is a full projection. If
moreover F ⊂ (0,+∞), one can choose α so that α(P ) < P , see [BEH], hence
α(B0) ⊂ B0. Then ρ := α ↾B0 is a proper corner endomorphism of B
0, and one
has B = B0 ⋊ρ N. Now by a result of Rørdam [R], B is purely infinite.
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3. KMS states of the Pimsner algebras
In this section we discuss an application of the results of the previous section
to the C∗–algebraOX associated to a Hilbert C∗–bimoduleX over a C∗–algebra
B. We refer the reader to [P] for the construction of OX . We just recall that
both X and B embed isometrically respectively as a Hilbert bimodule in and a
C∗–subalgebra of OX . We shall always assume that X is finite projective and
full, and that B is unital. Therefore any finite basis {xj} of X yields, in OX ,
the relation ∑
j
xjxj
∗ = I.
Furthermore any finite subset {yi} of X such that
∑
i < yi, yi >= I yields in
OX : ∑
i
yi
∗yi = I.
OX is endowed with a canonical gauge action γ such that γz(x) = zx, z ∈ T,
x ∈ X . Therefore we can conclude that (OX , γ) is a full periodic C∗–dynamical
system.
We start proving that systems of this form are typical examples, in the sense
that we can always easily associate to any unital, full, periodic C∗–dynamical
system (A, γ), a finite projective Hilbert C∗–bimodule X such that A = OX
and γ is the canonical T–action. We should note, however, that the Hilbert
bimodule X and its coefficient C∗-algebra are, in general, not unique. In fact
our construction leads to a maximal Hilbert bimodule. In applications, it may
be more convenient to start with smaller Hilbert bimodules. It is well known the
case of Cuntz–Krieger algebras discussed in [P], where the coefficient algebra is
finite–dimensional. In section 4 we shall discuss the more general situation of
Matsumoto algebras, and we will construct natural minimal generating Hilbert
bimodules.
3.1. Theorem Let (A, γ) be a full C∗–dynamical system over T and assume
that A is unital. Then there exists a full finite projective Hilbert C∗–bimodule
X over a unital C∗–algebra B such that (A, γ) can be identified with OX ,
endowed with its canonical gauge action.
Proof Choose finite subsets {yi} and {xj} of A1 such that
∑
i yi
∗yi = I and∑
j xjxj
∗ = I. Let B be the fixed point algebra A0. Set X =
∑
j xjB. Then X
is a right Hilbert B–module in A with B-valued inner product: < x, y >B= x∗y.
The condition
∑
j xjxj
∗ = I shows that {xj} is a finite basis of X , and X is full
by
∑
i yi
∗yi = I. Left B-action is given by φ(b)x = bx for b ∈ B and x ∈ X . For
x =
∑
j xjbj , we have bx =
∑
j
∑
i xix
∗
i bxjbj ∈ X . Thus φ is well defined. Let
xˆ the image of an element x ∈ X in OX . By the universality of the Pimsner
algebras, there exists a surjective ∗-homomorphism ϕ : OX → A such that
ϕ(xˆj) = xj . Let F0 : A → A
0 and E : OX → O
0
X be the natural conditional
expectations. Since ϕE = F0ϕ and E is faithful, ϕ is injective by a well known
argument. Thus ϕ is the desired isomorphism.
A KMS state on (OX , γ) at some inverse temperature log(δ) ∈ R restricts
to a tracial state τ on the coefficient algebra B satisfying, for a ∈ B, τ(
∑
i <
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xi, axi >) = δτ(a), with {xi} a right basis of X . We show that conversely any
such trace extends to a KMS state.
3.2. Lemma Let {x1, . . . , xd} be a basis of X . Any tracial state τ on the
coefficient algebra B satisfying
τ(
∑
i
< xi, axi >) = δτ(a), a ∈ B,
with δ > 0, extends uniquely to a KMS state on OX at inverse temperature
log(δ). This extension is faithful if τ is faithful.
Proof We first prove uniqueness. A KMS state for (OX , γ) is determined by
its restriction to the homogeneous C∗–subalgebra, and, by the trace–scaling
property of the operator S{xj} on that subalgebra, it is in fact determined by
its restriction to the coefficient algebra B. Conversely, if one is given a tracial
state τ0 on B as required then it is easy to check that
τn(a) :=
1
δ
τn−1(
∑
xi
∗axi), a ∈ L(X
n), n ≥ 1,
is a sequence of tracial states (faithful if τ0 is faithful) such that τn+1 ↾L(Xn)=
τn, which thus gives rise to a tracial state τ on the homogeneous subalgebra
positively scaled by S{xj}. Therefore τ extends to a KMS state on OX at inverse
temperature log(δ).
We now apply the results of the previous section to the Pimsner C∗–algebras.
3.3. Theorem Let B be a unital C∗–algebra with a tracial state, and let X
be a full finite projective Hilbert C∗–bimodule over B. Assume that for every
tracial state τ on B, and any basis {xi} of X , τ(
∑
i < xi, xi >) > 0. Then OX
has a KMS state.
(1) Let s′ : T (O0X)→ T (O
0
X) be the (invertible) operator obtained restrict-
ing to T (OX
0) the Banach space adjoint of S(a) =
∑
i xi
∗axi, where
{xi} is a basis of X . Then the set of possible inverse temperatures is
a closed subset of [log(rmin(s
′)), log(rmax(s
′))] containing the extreme
points.
(2) If OX is T–simple, every KMS state is faithful,
(3) if τ(
∑
i < xi, xi >) > 1 for all τ ∈ T S(B) then every KMS state has
positive inverse temperature,
(4) if τ(
∑
i < xi, xi >) = 1, for all τ ∈ T S(B) then every KMS state is a
tracial state,
(5) if τ(
∑
i < xi, xi >) < 1 for all τ ∈ T S(B) then every KMS state has a
negative inverse temperature,
(6) if B has a unique trace then OX
0 has a unique trace, so OX has a unique
KMS state.
Proof The function taking a tracial state τ to the tracial state
a ∈ B → (τ(
∑
< xi, xi >))
−1τ(
∑
< xi, axi >)
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is weakly∗–continuous, so, by the Schauder–Tychonov fixed point theorem,
there is a tracial state τ on B such that
τ(
∑
i
< xi, axi >) = τ(
∑
i
< xi, xi >)τ(a), a ∈ B.
We can now extend such a τ to a KMS state on (OX , γ), by the previous lemma.
(1) follows from Corollary 2.6. Since OX is T–simple, O
0
X has no ideal of the
kind described in our faithfulness criterion, Prop. 1.5, hence (2) follows. (3)–(5)
follow from Corollary 1.4. Finally, if B has a unique tracial state then so does
OX
0 since it is an inductive limit of C∗–algebras stably isomorphic to B itself.
Therefore OX has a unique KMS state.
4. Examples of full dynamical systems arising from subshifts,
self-similar sets and noncommutative metric spaces
In this section we continue our discussion of examples of full C∗–dynamical
systems obtained via Pimsner’s construction. We start considering two different
examples of Hilbert bimodules both described by families of ∗-endomorphisms
on commutative C∗-algebras, arising respectively from symbolic dynamics and
fractal geometry. We shall also discuss a generalization of the latter example
to noncommutative metric spaces.
4.1. Subshifts in symbolic dynamics and Matsumoto algebras
We recall the construction of the Matsumoto algebra OΛ associated with a
two–sided subshift Λ, [M]. Fix a finite discrete set Σ = {1, 2, ..., d}, and let ΣZ
be the infinite product space endowed with the product topology. We denote
by σ the shift homeomorphism on ΣZ defined by (σ(x))i = xi+1. For a shift–
invariant closed subset Λ of ΣZ, the topological dynamical system (Λ, σ ↾Λ) is
called a subshift. We denote by Λ+ the set of one–sided sequences x ∈ ΣN such
that x appears in Λ. For example, ΣN = ΣZ+. We shall still denote by σ the left
shift epimorphism of ΣN. The dynamical system (Λ+, σ ↾Λ+) is called the one–
sided subshift associated to Λ. A finite sequence µ = (µ1, . . . , µk) of elements
µj ∈ Σ is called a word. We denote by |µ| the length k of µ. For k ∈ N, let
Λk = {µ|µ is a word with length k appearing in some x ∈ Λ}, Λl =
⋃l
k=0 Λ
k
and Λ∗ =
⋃∞
k=0 Λ
k, where Λ0 denotes the set constituted by the empty word.
Let {e1, ..., ed} be an orthonormal basis of a d-dimensional Hilbert space
H = Cd. Let F 0 be the one dimensional space CΩ spanned by a normalized
vector Ω, called the vacuum vector, and let F k be the Hilbert space spanned
by the vectors eµ = eµ1 ⊗ · · · ⊗ eµk for µ = (µ1, . . . µk) ∈ Λ
k. Consider the
subspace FΛ = ⊕∞k=0F
k of the full Fock space of H .
The creation operator Tν by eν on FΛ, for ν ∈ Λ∗, is defined by
TνΩ = eν and Tνeµ =
{
eν ⊗ eµ, if νµ ∈ Λ
∗
0 otherwise
The unital C∗-subalgebra TΛ of the algebra of bounded linear operators on FΛ
generated by {Ti|i = 1, ..., d} is called the Toeplitz algebra associated with Λ,
and contains the algebra K(FΛ) of compact operators on FΛ. The Matsumoto
algebra OΛ associated with the subshift Λ is the quotient algebra TΛ/K(FΛ).
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It is generated by the quotient image {Si|i = 1, ..., d} of {Ti|i = 1, ..., d}. The
unitary representation of T on FΛ defining the grading implements an automor-
phic action of T on TΛ leaving K(FΛ) stable. We thus obtain an automorphic
T–action γ on OΛ such that
γz(Si) = zSi, z ∈ T, i = 1, . . . , d.
As
∑
i SiS
∗
i = I and
∑
i S
∗
i Si ≥ I, (OΛ, γ) is a full periodic C
∗–dynamical
system. We set Sµ = Sµ1 . . . Sµk , for µ = (µ1, . . . , µk) ∈ Λ
∗.
For each i = 1, . . . , d, we define a (not necessarily unital) ∗-endomorphism
ρi on ℓ
∞(Λ+) by
(ρi(f))(x) =
{
f(i, x1, . . . ) if (i, x1, . . . ) ∈ Λ+
0 otherwise
for f ∈ ℓ∞(Λ+) and x ∈ Λ+. Then we have ∩ikerρi = 0.
Consider the functions qµ ∈ ℓ∞(Λ+), for µ = (µ1, . . . µk) ∈ Λk, defined by
qµ(x) =
{
1 if µx ∈ Λ+
0 otherwise
Thus ρi(I) = qi. (We should note that ρi(I) = qi is not a continuous function,
in general.)
Let ΛA be the Markov subshift defined by a d × d matrix A = (ai,j) with
entries in {0, 1} and with no zero rows or columns:
ΛA = {x ∈ Σ
Z : axi,xi+1 = 1, i ∈ Z}.
Then each ρi preserves C(ΛA+). For Markov subshifts, Matsumoto’s construc-
tion yields the Cuntz–Krieger algebras, see [M],:
OΛA ≃ OA.
4.2. Proposition Let ΛA be the Markov subshift defined by a matrix A =
(ai,j) ∈ Md({0, 1}) and set B = C(ΛA+). Consider the right Hilbert B-module
X = ⊕di=1qiB and the
∗-homomorphism φ : B → LB(X) given by the diagonal
matrix φ(a) = diag(ρi(a))i. Then the Pimsner algebra OX is isomorphic to the
Cuntz-Krieger algebra OA.
Proof The commutative C∗-algebra DA generated by {SµS∗µ;µ ∈ Λ
∗} is iso-
morphic to C(ΛA+) via an isomorphism which identifies SµS
∗
µ with the char-
acteristic function pµ = χ[µ] of the cylinder set [µ] = {x ∈ Λ+; (x1, . . . , xk) =
(µ1, . . . , µk)} for µ ∈ Λk. Then the ∗-endomorphism γi on DA defined by
γi(T ) = S
∗
i TSi for T ∈ DA corresponds to the
∗-endomorphism ρi on C(Λ+).
We have
ρi(pr) = δi,r
∑
{j:aij=1}
pj and ρi(pµ) = δi,µ1p(µ2,...,µk)
for µ ∈ Λk with k ≥ 2. The corresponding formulae for γi(SµS∗µ) hold. Con-
sider the right Hilbert DA-module Y = ⊕di=1SiDA and the
∗-homomorphism
18 C. PINZARI, Y. WATATANI, K. YONETANI
φ : DA → LDA(Y ) given by the diagonal matrix φ(a) = diag(γi(a))i. Since
(SµS
∗
µ)Si = Siγi(SµS
∗
µ), the Hilbert bimodules X and Y are isomorphic. Now
a standard argument shows that OA ∼= OY ∼= OX .
If Λ is a general subshift, the endomorphisms ρi, i = 1, . . . , d, do not leave
C(Λ+) stable. Thus we should replace C(Λ+) by some unital C∗-subalgebra of
ℓ∞(Λ+) which is invariant under ρi, i = 1, . . . d. We shall choose, to this aim,
the smallest such C∗–algebra, which is related to the Krieger left cover of a
sofic subshift and the past equivalence relation considered by Matsumoto.
Let A(Λ+) be the unital C
∗-subalgebra of ℓ∞(Λ+) generated by {qµ;µ ∈ Λ∗}.
Since ρi(I) = qi and ρi(qµ) = qµi, it is clear that A(Λ+) is the smallest unital
C∗-subalgebra of ℓ∞(Λ+) which is invariant under ρi, i = 1, . . . d.
4.3. Theorem Let B = A(Λ+) be the commutative C∗–algebra associated
to a subshift Λ as above. Consider the Hilbert right B-module X = ⊕di=1qiB
and the ∗-homomorphism φ : B → LB(X) given by the diagonal matrix φ(a) =
diag(ρi(a))i. Then the Pimsner algebra OX is isomorphic to the Matsumoto
algebra OΛ.
Proof For l ∈ N, let Al be the C∗-subalgebra of OΛ generated by {S∗µSµ, µ ∈ Λl}
and AΛ be the C
∗-subalgebra of OΛ generated by elements {S∗µSµ, µ ∈ Λ
∗}.
Then (Al)l is an increasing sequence of commutative finite–dimensional alge-
bras and AΛ = lim−→Al. Similarly, let Al(Λ+) be the C
∗-subalgebra of ℓ∞(Λ+)
generated by {qµ, µ ∈ Λl}. Then (Al(Λ+))l is an increasing sequence of com-
mutative finite–dimensional algebras and A(Λ+) = lim−→Al(Λ+). For x ∈ Λ+,
let Λl(x) = {µ ∈ Λl;µx ∈ Λ+}. Matsumoto introduced in [M2] the following
notion of past equivalence relation. Two points x and y ∈ Λ+ are called l-past
equivalent, x ∼l y, if Λl(x) = Λl(y). The corresponding set of equivalent classes
is denoted by Ωl := Λ+/ ∼l. For µ ∈ Λl, if x ∼l y, then qµ(x) = qµ(y). Thus
qµ defines a function qˆµ ∈ C(Ωl). The set {qˆµ ∈ C(Ωl);µ ∈ Λl} separates
the points in Ωl, thus it generates C(Ωl). Al(Λ+) is precisely the set of func-
tions in ℓ∞(Λ+) which have the same value on each l-past equivalent class and
we have an isomorphism between Al(Λ+) and C(Ωl). We see directly that the
commutative C∗-algebra AΛ is isomorphic to B = A(Λ+) via an isomorphism
which identifies S∗µSµ with qµ, µ ∈ Λ
∗. The ∗-endomorphism γi on AΛ de-
fined by γi(T ) = S
∗
i TSi for T ∈ AΛ corresponds to the
∗-endomorphism ρi on
B = A(Λ+). We have ρi(qµ) = qµi and γi(S
∗
µSµ) = S
∗
µiSµi for µ ∈ Λ
k. Con-
sider the right Hilbert AΛ-module Y = ⊕di=1SiAΛ and the
∗-homomorphism
φ : AΛ → LAΛ(Y ) given by the diagonal matrix φ(a) = diag(γi(a))i. Since
(S∗µSµ)Si = Siγi(S
∗
µSµ), the Hilbert bimodules X and Y are isomorphic by the
identification of B with AΛ. The universality of the Matsumoto algebra and
the Pimsner algebra immediately shows that OΛ ∼= OY ∼= OX .
4.4. Contractions of compact metric spaces
We next dicuss an example associated with a self-similar set in fractal ge-
ometry. Let Ω be a (separable) complete metric space and let {γ1, ..., γd} be
a finite family of nonzero proper contractions of Ω with Lipschitz constants
ci = Lip(γi) < 1. We assume that d ≥ 2. Then there exists a unique nonempty
compact set K ⊂ Ω satisfying the (exact) invariance condition
K = ∪iγi(K).
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The above invariance condition shows that the compact set K is self-similar in
a weak sense. For example the Cantor set, the Koch curve and the Sierpinski
gasket are typical examples of self-similar sets. We refer the reader to the book
of Hutchinson [H] for more information on fractal geometry. The topological
dimension of K is dominated by the Hausdorff dimension of K, and the Haus-
dorff dimension of K is dominated by the similaritiy dimension of K, which
is a finite number D satisfying
∑
i c
D
i = 1. Thus K has a finite topological
dimension.
Consider the C∗-algebra B = C(K) and the canonical Hilbert right B-module
X = Bd. For each i, we define an endomorphim φi on B by
(φi(a))(z) = a(γi(z)), a ∈ B, z ∈ K.
Left B-action φ : B → LB(X) is defined by the diagonal matrix φ(a) =
diag(φi(a))i. We see that the (exact) invariance condition K = ∪iγi(K) is
equivalent to the fact that φ is injective. The bimodule X generates the Pim-
sner C∗-algebra OX . Let {x1, . . . , xn} be the canonical basis of X . Then the
corresponding elements {S1, . . . , Sd} of OX generate a copy of the Cuntz alge-
bra Od ⊂ OX . By construction, the Pimsner C∗-algebra OX is isomorphic to
the universal C∗-algebra generated by B = C(K) and Od satisfying the relations
aSi = Siφi(a) for a ∈ B and i = 1, . . . , d.
In [H] Hutchinson shows that there exists a unique regular Borel probability
measure µ on K satisfying, for any measurable set F ,
µ(F ) =
d∑
i=1
1
d
µ(γ−1i (F )).
Consider the trace τ0 on B corresponding to the probability measure µ. Then
τ0 satisfies
τ0(
∑
i
< xi, axi >) = dτ0(a), a ∈ B.
Since < xi, xi >= 1 for i = 1, . . . , d , OX has a KMS state at the inverse
temperature β if and only if β = log d. Moreover the uniqueness of the prob-
ability measure implies that the corresponding KMS state is also unique. We
shall show that the algebra OX is in fact the Cuntz algebra Od. Before prov-
ing this, we study a more general situation to include standard d-times around
embeddings.
Let K be a compact metric space. Consider the C∗-algebra B = C(K) and
the state space S of B. Let Lip(K) be the space of Lipschitz functions, and
let Lip(f) denote the Lipschitz constant of f ∈ Lip(K). In [H] Hutchinson
considers the following metric L on S:
L(ϕ1, ϕ2) = sup{|ϕ1(f)− ϕ2(f)|; f ∈ Lip(K),Lip(f) ≤ 1}.
Then (S, L) is a complete metric space, and the topology defined by L is pre-
cisely the weak∗-topology of S.
Consider the canonical Hilbert right B-module X = Bd and any injective
unital ∗-homomorphism φ : B → LB(X). We identify φ(a) with the matrix
(φij(a))ij ∈ B ⊗Md(C) for a ∈ B.
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Then the Pimsner C∗-algebra OX is isomorphic to the universal C∗-algebra
generated by B = C(K) and the Cuntz algebra Od satisfying the relations
aSj =
∑
i Siφij(a) for a ∈ B and i, j = 1, . . . , d.
4.5. Proposition In the above situation, let Ψ be the unital positive map
on B = C(K) defined by Ψ(a) = 1d
∑
i φii(a). If the Banach space adjoint Ψ
∗
induces a proper contraction on S with respect to the metric L, then O0X has a
unique tracial state. Moreover OX has a KMS state at the inverse temperature
β if and only if β = log d and the corresponding KMS state is also unique.
Proof We identify L(Xn) with B ⊗Mdn(C). Using the commutation relation,
it is easy to see that the inclusion map Φn : L(Xn)→ L(Xn+1) is described by
matrices
Φn((aα,β)α,β) = (φij(aα,β))(α,i),(β,j),
where α and β run the set {1, . . . , d}n of words with length n. Thus Φn = φ⊗id
on B⊗Mdn(C). A tracial state on OX
0 = lim−→n L(X
n) is described by a sequence
of tracial states {τn}, n ≥ 0 on L(Xn) such that τn+1 ↾L(Xn)= τn. Therefore
one needs to assign a sequence of states (ϕn) ∈ S with τn = ϕn ⊗ tr on
L(Xn) ∼= C(K)⊗Mdn(C). The coherence relations require that
Ψ∗(ϕn+1) = ϕn, n ≥ 0.
Since K is compact, the diameter of (S, L) is bounded. Hence ∩∞n=1Ψ
∗n(S)
consists of a single point ω0. The constant sequence of states (ϕn) ∈ S with
ϕn = ω0 gives a tracial state τ on OX
0, because ω0 is the unique fixed point of
Ψ∗ in S. Choose another tracial state. The coherence relations Ψ∗(ϕn+1) = ϕn
shows that any ϕn belongs to ∩∞r=1Ψ
∗r(S). Therefore ϕn = ω0. Thus OX has
a unique KMS state at inverse temperature log d.
We remark that the present situation is similar to that of the Cuntz-Krieger
algebras associated to aperiodic matrices. In fact, for any state ω ∈ S, Ψ∗n(ω)
converges to the unique ω0 in S with respect to L. This resembles the Perron–
Frobenius Theorem for aperiodic matrices.
4.6. Example In the fractal case, each proper contraction γi induces an en-
domorphism φi on B = C(K) satisfying Lip(φi(f)) ≤ ciLip(f) for f ∈ Lip(K).
Hence Ψ∗ = 1d
∑
i φ
∗
i is a proper contraction on S with respect to the metric L.
4.7. ExampleWe next study the example of standard d-times around embed-
dings. Let B = C(T) with T = R/Z and X = Bd be the natural right Hilbert
B-module. Then a standard d-times around embedding is defined by a map
φ : C(T)→ C(T,Md(C)) of the form
(φ(f))(t) = utdiag(f(
t
d
), f(
t+ 1
d
), . . . , f(
t+ d− 1
d
))u∗t ,
where (ut)t is a continuous path of unitaries in Md(C) such that u0 = I and
such that u1 is the unitary matrix corresponding to the operator taking vectors
e1, . . . , ed of the canonical basis of C
d to ed, e1, . . . , ed−1 respectively. We regard
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φ as a map φ : B → LB(X) = B⊗Md(C). Then Ψ∗ =
1
d
∑
i φi
∗ induces a proper
contraction on S with respect to the metric L. In fact
(Ψ(f))(t) =
1
d
(f(
t
d
) + f(
t+ 1
d
) + · · ·+ f(
t+ d− 1
d
)).
We assume that d = 2 for the simplicity of notation. For f ∈ Lip(T) and
x, y ∈ T, choosing carefully the nearest pairs between {x2 ,
x+1
2 } and {
y
2 ,
y+1
2 },
we have |(Ψ(f))(x)−(Ψ(f))(y)| ≤ 12Lip(f)d(x, y). Hence Lip(Ψ(f)) ≤
1
2Lip(f).
Therefore for ϕ1, ϕ2 ∈ S, we have
|(Ψ∗(ϕ1))(f)− (Ψ
∗(ϕ2))(f)| = |ϕ1(Ψ(f))− ϕ2(Ψ(f))| ≤ L(ϕ1, ϕ2)
1
2
Lip(f).
Thus L(Ψ∗(ϕ1),Ψ
∗(ϕ2)) ≤
1
2L(ϕ1, ϕ2).
4.8. Remark One can easily show, using known results, that under suitable
circumstances OX is simple and purely infinite. Indeed, assume that K is
totally disconected or connected and has a finite topological dimension. If
O0X = lim−→n L(X
n) is simple, then O0X is of real rank zero by [BDR], since
O0X has a unique trace. By a result of Martin and Pasnicu [MP], O
0
X has
the comparability property on every matrix algebra. Thus we can apply a
result by [GP] (Theorem 1.6) and conclude that the OX is simple and purely
infinite. For example, in the case of a standard d-times around embeddings all
the assumptions are satisfied. In fact O0X = lim−→n L(X
n) is a Bunce-Deddens
algebra. Note that we have naturally embedded an AT algebra into a purely
infinite simple C∗–algebra. Again, in the fractal case , it is easy to show that
O0X is simple. So we can apply the preceding argument. However, it is not
difficult to show that in this case OX is canonically isomorphic to the Cuntz
algebra Od (a fact which will be later generalized to noncommutative metric
spaces): We identify L(Xn) with C(K,Mdn(C)). Then the inclusion map Φn :
L(Xn)→ L(Xn+1) is described by block diagonal matrices
(Φn(f))(t) = diag(f(γ1(t)), . . . , f(γd(t))).
Let ω = (ω1, . . . , ωk) ∈ {1, . . . , d}k be a finite word and γω = γω1 . . . γωk . Then
the inclusion map Φn+k,n of L(Xn) into L(Xn+k) is given by
(Φn+k,n(f))(t) = diag(f(γω(t)))ω .
By the uniform continuity of f , Φn+k,n(f) is approximated by a constant matrix
up to ε for a sufficient large k. Thus O0X is a UHF algebra Md∞ and OX is
exactly the Cuntz algebra Od generated by the original operators {S1, . . . , Sd}.
4.9. Contractions of noncommutative metric spaces
The preceding argument suggests a generalization to noncommutative metric
spaces introduced by Connes in [Co]. Our setting will be the following. Let A
and B be unital C∗-algebras. Suppose that B is a Banach bimodule over A.
Let δ : A ⊃ Dom(δ)→ B be a densely defined ∗-derivation with kerδ = CI. Let
S be the state space of A. Consider the following metric L on S:
L(ϕ1, ϕ2) = sup{|ϕ1(a)− ϕ2(a)| ; a ∈ Dom(δ), ‖δ(a)‖ ≤ 1}.
22 C. PINZARI, Y. WATATANI, K. YONETANI
The metric is allowed to take the value ∞.
In [RiI], Rieffel considers the question of whether the metric topology agrees
with the underlying weak∗ topology on the state space. His setting is, however,
more general, as he works with normed vector spaces endowed with seminorms
not necessarily arising from ∗–derivations.
We assume that
{a ∈ Dom(δ) ; ‖δ(a)‖ ≤ 1}/CI is bounded in A/CI. (4.1)
By Proposition 1.6 in [RiI] this condition is equivalent to the fact that the
metric L on S is bounded.
Let {φ1, . . . , φd} be a finite family of unital ∗-endomorphisms on A, with
d ≥ 2. Recall that the crossed product C∗-algebra C∗(A;φ1, . . . , φd) of A
by {φ1, . . . , φd} is the universal C∗-algebra generated by the image of a C∗–
homomorphism π : A → C∗(A;φ1, . . . , φd) and the Cuntz algebra Od with the
generators S1, . . . , Sd satisfying the relations π(a)Si = Siπ(φi(a)) for a ∈ A and
i = 1, . . . , d. We note that π is isometric if and only if ∩ikerφi = 0. In this case
the crossed product C∗-algebra C∗(A;φ1, . . . , φd) is isomorphic to OX , where
X is the trivial Hilbert right A-module X = Ad endowed with the diagonal left
A–action: φ : A → LA(X) φ(a) = diag(φ1(a), . . . , φd(a)).
4.10. Proposition In the above setting, assume that the restrictions γi of
the Banach space adjoint φ∗i : A
∗ → A∗ to the state space S of A are proper
contractions with respect to L. Then the endomorphism crossed product C∗-
algebra C∗(A;φ1, . . . , φd) is canonically isomorphic to the Cuntz algebra Od
and has a unique KMS state at inverse temperature log d.
Proof Let c be the maximum of the Lipschitz norms ci = Lip(γi), i = 1, . . . , d.
For any a ∈ Dom(δ) and ϕ , ψ ∈ S, we have
|ϕ(a)− ψ(a)| ≤ L(ϕ, ψ)‖δ(a)‖.
For a finite word α = (α1, . . . , αn) ∈ {1, . . . , d}n, we use the multi-index nota-
tion φα and γα. Then we have that
L(γα(ϕ), γα(ψ)) ≤ c
nL(ϕ, ψ) ≤ cndiam(S, L),
for any pair of states ϕ , ψ ∈ S.
We shall show that π(A) is included in the canonical UHF subalgebra Md∞
of the Cuntz algebra Od. For any a ∈ Dom(δ) and ε > 0, there exists n ∈ N
such that
cndiam(S, L)‖δ(a)‖ ≤ ε.
Fix a state ω0 ∈ S. Consider the diagonal matrix t = diag(ω0(φα(a)))α ∈
Mdn(C). Then for any state ω ∈ S, we have
|ω(tαα − φα(a))| = |ω0(φα(a))− ω(φα(a))| ≤ L(γα(ω0), γα(ω))‖δ(a)‖ ≤ ε.
Hence ‖tαα − φα(a)‖ ≤ 2ε. Since
π(a) = π(a)
∑
α
SαS
∗
α =
∑
α
Sαπ(φα(a))S
∗
α,
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we have that
‖
∑
α
tααSαS
∗
α − π(a)‖ = ‖
∑
α
Sαπ(tαα − φα(a))S
∗
α‖ ≤ 2ε.
Thus C∗(A;φ1, . . . , φd) is precisely the Cuntz algebra Od generated by the
original {S1, . . . , Sd}.
Remark M. Rieffel has kindly pointed out to us that in the proof of the previ-
ous Proposition we never use the fact that L comes from a ∗–derivation, but
rather only that it is a seminorm satisfying the boundedness condition (4.1).
Seminorms of this kind were studied in [RiII].
4.11. Example Let D be a noncommutative unital C∗-algebra. Let A =
{a ∈ C([0, 1],D); a(0) ∈ CI }. Set Y = {(x, y) ∈ [0, 1] × [0, 1];x 6= y}. Let
B = Cb(Y,D) be the set of D-valued bounded continuous functions on Y . Then
B is a Banach bimodule over A by
(a1fa2)(x, y) = a1(x)f(x, y)a2(y).
Let δ : A ⊃ Dom(δ) → B be the densely defined ∗-derivation of De Leeuw,
given by
(δ(a))(x, y) =
a(x)− a(y)
|x− y|
,
where Dom(δ) is the set of Lipschitz functions in A. Then kerδ = CI. Let α
be the ∗-endomorphism on A defined by α(f)(x) = f(x2 ). Then the restriction
γ of the Banach space adjoint α∗ : A∗ → A∗ to the state space S is a proper
contraction with respect to L. Therefore the endomorphism crossed product
C∗-algebra C∗(A;α, α) is isomorphic to the Cuntz algebra O2.
5. KMS states of Pimsner C∗–algebras
associated to Cuntz–Krieger bimodules
In this section we illustrate Theorem 2.5 by examples. We shall discuss some
situations where there is a unique KMS state, or more generally, where the set
of KMS states can be easily characterized. The inspiring example is that of the
Cuntz–Krieger algebras that we discuss here below. Some of the following facts
are well known in terms of path algebras in subfactor theory.
5.1. KMS states of Cuntz–Krieger algebras
Let OA be the Cuntz–Krieger algebras associated to a matrix A = (aij) ∈
Md({0, 1}). A KMS state ω for the canonical circle action restricts to a tra-
cial state τ on the f.d. commutative subalgebra A generated by the ranges
P1, . . . , Pd of the generating partial isometries S1, . . . , Sd. Let λ = (λ1, . . . , λd)
∈ R+
n
be defined by λi = ω(Pi). Since ω is normalized, we have
∑
λi = 1. The
scaling property s′(τ) = ǫ(τ)τ says, when checked on A, that λ is a nonnegative
eigenvector of A, and hence, when A is irreducible, it is the unique normalized
Perron eigenvector for A by the Perron–Frobenius Theorem [G]. Let us analyse
more in detail the structure of the Banach space T (OA
0) and the spectrum
of the operator s′. Let Lr, r ≥ 1, denote the unital finite–dimensional C∗–
subalgebra of OA generated by elements of the form Si1 . . . SirPk(Sj1 . . . Sjr )
∗.
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Set L0 = CP1 + · · ·+ CPd. Then the set of minimal central projections for Lr
is {σr(Pk), k = 1, . . . , d}, where σ is the canonical endomorphism of L0
′ ∩ OA
defined by σ(T ) =
∑
i SiTSi
∗. So Lrσ
r(Pk) ≃Mdr,k(C) where
dr,k = Card{(i1, . . . , ir) : Si1 . . . SirPk 6= 0} =
Card{(i1, . . . , ir) : ai1,i2ai2,i3 . . . air ,k 6= 0}.
Therefore dr,k is the sum of the entries in the k–th column of A
r:
dr,k =
∑
i1,...,ir
ai1,i2ai2,i3 . . . air ,k.
The (j, i)–entry of inclusion matrix of Lr ⊂ Lr+1 can be computed by looking at
the projection σr(Pi)σ
r+1(Pj) = σ
r(SiPjSi
∗) which 0 when ai,j = 0, otherwise
it is the sum dr,i minimal projections of Lr+1σ
r+1(Pj). Thus the inclusion
matrix of Lr ⊂ Lr+1 is At. A tracial state on OA
0 is described by a sequence of
positive traces {τr}, r ≥ 0 on Lr such that τ0 is normalized and τr+1 ↾Lr= τr.
Therefore one needs to assign a sequence of nonnegative column vectors (tr) ∈
R+
d which will be the values that τr takes on the minimal projections of Lr.
The coherence relations require that
A(tr+1) = tr, r ≥ 0
while the positivity and normalization properties translates into:
tr(k) ≥ 0, r ≥ 0, k = 1, . . . , d,
∑
k
t0(k) = 1.
The latter implies, as expected, normalization of each τr:
∑
k
tr(k)dr,k =
∑
i
(Artr)(i) =
∑
i
t0(i) = 1, r ≥ 0.
Removing positivity and normalization, but requiring instead a norm bound for
the sequence (tr), one finds that T (OA
0) is described by
{(tr)r≥0 : tr ∈ C
d, tr = Atr+1, r ≥ 0, sup
r
∑
i
(Ar |tr|)(i) <∞},
with the Banach space norm
‖(tr)r≥0‖ = sup
r
∑
i
(Ar |tr|)(i).
The operator s′ acts as:
s′((tr)r≥0) = (At0, t0, t1, . . . )
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while its inverse is
t′((tr)r≥0) = (t1, t2, . . . ).
5.2. Proposition If A = (ai,j) ∈ Md({0, 1}) is an irreducible symmetric
matrix then T (OA
0) is linearly spanned by elements of the form (λ−rt0)r≥0
where t0 is an eigenvector of A with eigenvalue λ and |λ| = r(A). Furthermore
σ(s′) = {λ ∈ σ(A) : |λ| = r(A)}.
Proof Let t0 be an eigenvector for A with eigenvalue λ such that |λ| = r(A).
Set tr := λ
−rt0, so that Atr+1 = tr. We have:
‖Ar|tr|‖2 = r(A)
−r‖Ar|t0|‖2 → ‖E0|t0|‖2,
where E0 is the rank one orthogonal projection onto the span of the Per-
ron eigenvector. It follows that (tr) ∈ T (OA
0). Furthermore (tr) is also an
eigenvector of s′ with the same eigenvalue. The same argument shows that if
t0 ∈ T (OA
0) were an eigenvector with eigenvalue λ such that |λ| < r(A), and tr
is defined as above, then ‖Ar|tr|‖2 would be unbounded, so that (tr) does not
define an element of T (OA
0). With similar arguments one sees that T (OA
0)
is linearly spanned by vectors of the form (λ−rt0) where |λ| = r(A). We show
that if either λ /∈ σ(A) or λ ∈ σ(A) but |λ| < r(A) then s′−λ is invertible. We
start assuming that λ /∈ σ(A). Then s′−λ is clearly injective. We show that it
is also surjective. Given (vr) ∈ T (OA
0) set tr = (A− λ)−1vr. Then
Atr = A(A − λ)
−1vr = (A− λ)
−1Avr = (A− λ)
−1vr−1 = tr−1.
For any matrix B with complex entries let B+ stand for the matrix with entries
the absolute values of the corresponding elements of B, and let MB be the
maximum of the absolute values of its entries. Then
Ar|tr| ≤ A
r(A− λ)−1
+
|vr| ≤M(A−λ)−1A
r|vr|
which shows that (tr) ∈ T (OA
0) and (s′ − λ)(tr) = vr. Assume now that
λ ∈ σ(A)− {0} but |λ| < r(A). We have already noted that s′ − λ is injective.
Furthermore since for each (tr) ∈ T (OA
0), any tr belongs to the range of A−λ,
with similar arguments one shows that s′ − λ is surjective.
Remark If A is aperiodic, then the homogeneous subalgebra of OA has a unique
trace. More generally, if one drops the assumption that A is symmetric, then,
with a more extensive use of Perron–Frobenius theory, one can still show that
eigenvectors corresponding to nonmaximal eigenvalues do not appear in the
point spectrum of s′, hence our result shows that σ(s′) ⊂ {λ : |λ| = r(A)}.
Note also that if we more generally start with a reducible matrix A, then we
are in a situation of nonuniqueness of KMS states for OA (corresponding to the
minimal and maximal Perron eigenvalues of A).
5.3. KMS states as Markov traces arising from inclusions of finite
algebras with finite Jones index
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Let N ⊂ M be an inclusion of II1–factors with finite index or of finite–
dimensional C∗–algebras such that Z(N) ∩ Z(M) = C. Let, in the latter case,
A be the inclusion matrix. Let τ be a faithful tracial state on M , and consider
the unique τ–preserving conditional expectation
Eτ : M → N.
Endow X = M with the C∗–bimodule structure over N as follows. The struc-
ture of N–bimodule is defined by left and right multiplication, while the N–
valued inner product is
< x, y >N := Eτ (x
∗y).
Then X is full and finite projective as a right N–module ([GHJ]). It is not
difficult to check that
LN (X
r) =M2r−1,
where
M−1 = N ⊂M0 =M ⊂M1 ⊂ . . .
is the the Jones tower. A KMS state at inverse temperature β for OX cor-
responds precisely to a Markov trace for the tower, which is unique, and one
has
β = log([M : N ]).
See [K]. If N ⊂ M are finite factors, each term of the tower is a finite factor,
hence its trace space is one dimensional, and spanned by the Markov trace.
So dimT (OX
0) = 1, and s′ acts multiplying by [M : N ]. If N ⊂ M are
finite–dimensional C∗–algebras, the inclusion matrix of LN (Xr) ⊂ LN (Xr+1)
is AtA, which is symmetric and irreducible ([GHJ]). It is not difficult to show,
with arguments similar to those of the previous example, that T (OX
0) is again
linearly spanned by traces corresponding to eigenvectors of AtA with maximal
eigenvalue.
5.4. KMS states of Pimsner algebras associated with Cuntz–Krieger
bimodules
After these motivating examples, we consider, more generally, systems of the
form (OX , γ), where X is what we call a Cuntz–Krieger Hilbert C∗–bimodule
and γ is the canonical gauge action. Such Hilbert bimodules, and simplicity of
the corresponding C∗–algebras OX , have been considered in [KPW]. Consider
d ≥ 2 unital simple C∗–algebrasA1, . . .Ad and a matrixA = (ai,j) ∈Md({0, 1})
with no row and no column identically zero. Let, for any pair of indices i, j such
that ai,j = 1, Xi,j be a full, finite projective Ai–Aj Hilbert bimodule, and let
X = ⊕i,j:ai,j=1Xi,j be endowed with the natural structure of Hilbert bimodule
overA := A1⊕· · ·⊕Ad. Then since no row of A is zero, left A–action is faithful,
and since no column of A is zero, X is full. Clearly X is finite projective as a
right module. We assume that there is a system of tracial states τ1, . . . , τn on
A1, . . .An respectively satisfying, for each pair of indices for which aj,k = 1,
τk(
∑
r
< xr
k,jaxr
k,j >) = λj,kτj(a), a ∈ Aj ,
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for some λj,k > 0. Here {xrk,j}r if a basis of Xj,k. We set λj,k = 0 if aj,k = 0.
We will call {τi} a coherent set of traces. Note that (λj,k) is irreducible precisely
when A is. If each Aj has a unique tracial state τj , the set {τj} is coherent.
This is indeed the case of Cuntz–Krieger algebras. Let Pj be the identity of Aj .
Recall from [KPW] that A′ ∩ OX has a unique unital endomorphism σ such
that
σ(a)x = xa, x ∈ X, a ∈ A′ ∩ OX .
Recall also that if A is irreducible, OX is simple [KPW], and if A is aperiodic,
A is separable and has real rank zero and all Mn(Aj) have the comparability
property, then OX is simple and purely infinite (cf. Theorem 1.6). For all
r ≥ 1 LA(X
r) is a finite direct sum of unital simple C∗–algebras, and its
minimal central projections are σr(P1), . . . σ
r(Pd). One has LA(Xr)σr(Pj) =
LAj (X
rPj), where X
rPj is regarded as an A–Aj Hilbert bimodule.
Let τ1, . . . , τd be a coherent choice of tracial states onA1, . . . ,Ad respectively.
Let {ui(r),j} be a basis of XrPj . Then the positive functional
a ∈ LAj (X
rPj)→ τj(
∑
i
< ui
(r),j, aui
(r),j >)
is nonzero, tracial and independent of the basis. Let ǫr(τj) denote its norm.
After normalization, we get a tracial state Tj
(r) on L(XrPj). If Aj has a unique
tracial state, Tj
(r) is the unique tracial state of L(XrPj). Consider a tracial
state τr on L(Xr) which restricts to a multiple of Tj
(r) on L(XrPj), and let
tj
(r) = τ(σr(Pj)), so tj
(r) ≥ 0 and
∑
j tj
(r) = 1. Then τr restricts to τr−1 if and
only if for all a ∈ L(Xr−1Pj), and all j,
tj
(r−1)Tj
(r−1)(a) =
∑
k
tk
(r)Tk
(r)(aσr(Pk)).
Now if {xj} is a basis of X , {xj1 . . . xjrPk} is a basis of X
rPk, so
Tk
(r)(aσr(Pk)) = ǫr(τk)
−1τk(
∑
j1...jr
Pkx
∗
jr (xj1 . . . xjr−1 )
∗axj1 . . . xjr−1xjrPk) =
λj,kǫr(τk)
−1ǫr−1(τj)Tj
(r−1)(a).
So τr restricts to τr−1 if and only if∑
k
λj,ktk
(r)ǫr(τk)
−1 = tj
(r−1)ǫr−1(τj)
−1.
Set vk
(r) := ǫr(τk)
−1tk
(r). Then a solution is obtained choosing for v0 the
Perron–Frobenius eigenvector of the nonnegative matrix (λj,k) with the nor-
malization
∑
vk
0 = 1, and iteratively vr = λ−1vr−1, where λ is a positive
eigenvalue of (λj,k). Note that if A is aperiodic, then (λj,k) is aperiodic as well,
so such a v0 is the only possible solution. One can easily check that the tracial
state τ thus obtained on OX
0 satisfies
τ(
∑
j
xj
∗axj) = λτ(a), a ∈ OX
0,
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and therefore gives rise to a KMS state of OX .
Summarizing, we have proved the following result.
5.5. Theorem Let A = (ai,j) ∈Md(0, 1) be an irreducible matrix, A1, . . . ,Ad
unital simple C∗–algebras with a nonzero trace, and let, for any pair of indices
for which ai,j = 1, Xi,j be a full, finite projective, Hilbert Ai–Aj bimodule.
Consider X = ⊕i,j:ai,j=1Xi,j as a Hilbert bimodule over A1 ⊕ · · · ⊕ Ad. Then
any normalized Perron–Frobenius eigenvector of the irreducible matrix (λi,j)
associated to a coherent system of tracial states on A1, . . . ,Ad defines, as de-
scribed above, a KMS state of OX at inverse temperature β = log r((λi,j)). In
particular, if each Aj has a unique tracial state, then there is a unique system
of coherent tracial states, and the corresponding KMS state is the unique KMS
state of OX .
Note that if each Aj has a unique trace and A is aperiodic, then OX
0 has a
unique trace, which correponds necessarily to the unique KMS state.
6. Inverse temperatures and topological entropy
The aim of this section is to establish a relationship between inverse temper-
atures of extremal KMS states and the topological entropy of certain subshifts
naturally associated to (A, γ).
Let {yi} and {xj} be finite subsets of A
1\{0} satisfying
∑
i yi
∗yi = I and∑
j xjxj
∗ = I, and let T = T{yi} and S = S{xj} be the completely positive
maps of A0 defined in section 2. We define
h(T{yi}) := limn
1
n
log(
∑
i1,...,in
‖yi1 . . . yin(yi1 . . . yin)
∗‖)
h(S{xj}) := limn
1
n
log(
∑
j1,...,jn
‖(xj1 . . . xjn)
∗xj1 . . . xjn‖).
In the case of the Matsumoto C∗–algebras OΛ, h(S) is the topological entropy of
the shift homeomorphism σ ↾Λ, and it was shown to coincide with the maximal
inverse temperture of certain KMS states in [MWY].
Note that since (
∑
‖yi1 . . . yin‖
2)1/n ≥ 1 for all n and ‖yi‖ ≤ 1, for all i,
then
0 ≤ h(T{yi}) ≤ log(Card{yi}),
and similarly,
0 ≤ h(S{xj}) ≤ log(Card{xj}).
Note however that if A is a crossed product C∗–algebra by a single automor-
phism α then h(α) = h(α−1) = 0. More generally, since the sequences defining
h(T ) and h(S) converge to their greatest lower bounds, we see that these are
positive if and only if one has repectively
(
∑
‖yi1 . . . yin‖
2)1/n ≥ 1 + ε
(
∑
‖xj1 . . . xin‖
2)1/n ≥ 1 + ε
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for all n and some ε > 0.
We now associate to a fixed finite set of nonzero elements {xj} ⊂ A1 such that∑
xjxj
∗ = I, a one–sided subshift ℓ{xj}, defined as follows. Set Σ := {1, . . . , d},
where d = Card{xj}. Then
ℓ{xj} = {λ ∈ Σ
N : xλ1 . . . xλr 6= 0, r ∈ N}.
Clearly ℓ{xj} is a closed subset of Σ
N mapped onto itself by the left shift homo-
morphism:
σ(λ)i = λi+1.
Notice that if (A, γ) does not result from a crossed product by an automor-
phism, or a proper corner endomorphism, d ≥ 2.
Note also that, thank to the realation
∑
i xjxj
∗ = I, any n–tuple (λ1, . . . , λr)
∈ Σr such that xλ1 . . . xλr 6= 0 extends to an element of ℓ{xj}. In particular,
ℓ{xj} is nonempty.
Replacing the T–action γ by the action z ∈ T → γ′z := γz−1 , we see that
we also have, for any finite subset {yi} ⊂ A1\{0} such that
∑
i yi
∗yi = I, a
one–sided subshift:
ℓ′{yj} = {λ ∈ Σ
′N : yλr . . . yλ1 6= 0, r ∈ N},
where Σ′ is the set of the first d′ := Card{yi} positive integers.
We also introduce the following two–sided subshifts:
Λ{xj} = {λ ∈ Σ
Z : xλr . . . xλr+s 6= 0, r ∈ Z, s ∈ N},
and
Λ′{yi} = {λ ∈ Σ
′Z : yλr+s . . . yλr 6= 0, r ∈ Z, s ∈ N}.
Remark Even though it would seem more convenient to work with two–sided
subshifts, we should point out that these may be rather small, in the sense that
a finite word (λ1, . . . , λr) occurring, e.g., in ℓ{xj} does not necessarily extend
to a word in Λ{xj}. The following simple example well describes the situation.
Consider the C∗–algebra A = M2(C) ⊗ C(T), and define the following 2π–
periodic automorphic action α of R:
αt = advt ⊗ βt
where
vt = diag(e
it, 1)
and
βt(f)(e
iτ ) = f(ei(τ+t)).
Let ei,j , i, j = 1, 2, be a system of matrix units for M2(C), and define x1 =
e1,2⊗I, x2 = e2,2⊗u, y1 = e1,2⊗I, y2 = e1,1⊗u, where u(z) = z, z ∈ T. Then all
the above elements are in A1, and satisfy x1x1∗+x2x2∗ = I, y1∗y1+y2∗y2 = I,
so (A, α) is a full C∗–dynamical system. Note that x12 = 0, x1x2 6= 0, x2x1 = 0,
x2
2 6= 0, so
Λ{xj} = {(. . . , 2, 2, 2, . . . )}
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while
ℓ{xj} = {(1, 2, 2, . . . ), (2, 2, 2, . . . )}.
Thus (1, 2) is a 2–word appearing in ℓ{x1,x2} which can not be extended to any
two–sided sequence of Λ{x1,x2}.
We give a condition ensuring that ℓ{xj} and ℓ
′
{yi} are the positive parts of
Λ{xj} and Λ
′
{yi} respectively.
6.1. Proposition Let {xj}, be a finite subset of A1\{0} such that
∑
j
xjxj
∗ = I
and let ℓ{xj} and Λ{xj} be the associated one–sided and two–sided subshifts
respectively. If
∑
j xj
∗xj is invertible then Λ{xj} 6= ∅. Furthermore
ℓ{xj} = Λ{xj}+.
An analogous statement holds for ℓ′{yi} and Λ
′
{yi}.
Proof Since
∑
j xjxj
∗ = I, for any (i1, . . . , ir) such that xi1 . . . xir 6= 0 there is
an ir+1 such that xi1 . . . xirxir+1 6= 0, and therefore there is a sequence (in)n≥1
such that xi1 . . . xin 6= 0 for all n ∈ N. To complete the proof relative to the
set {xj} it is now clear that it suffices to show, for any such (in), the existence
of i0 ∈ Σ such that xi0xi1 . . . xin 6= 0 for all n ≥ 0. If this were not the
case, for all k ∈ Σ there would exist nk such that xkxi1 . . . xink = 0. Letting
n = max{nk, k ∈ Σ}, we must have xkxi1 . . . xin = 0 for all k ∈ Σ, and therefore,∑
k xk
∗xk being invertible, xi1 . . . xin = 0. This is now a contradiction. The
statement relative to the set {yi} can be proved similarly.
In particular, if A = (aij) is a {0, 1}–matrix with no zero row or column,
then the generating partial isometries {Si} of the Cuntz–Krieger algebra OA
satisfy both ∑
i
SiSi
∗ = I,
and
Si
∗Si =
∑
j
aijSjSj
∗,
thus
∑
i Si
∗Si is invertible. One has Λ{Si} = ΛA and ℓ{Si} = ΛA+. More
generally, if Λ is a nonempty subshift of ΣZ then the canonical set of gen-
erating partial isometries {Si} of the Matsumoto C∗–algebra OΛ still satisfy
the above conditions (see 4.1) and we have also in this case Λ{Si} = Λ and
ℓ{Si} = Λ+. Another example is provided by the algebras generated by certain
Cuntz–Krieger bimodules X = ⊕(i,j):ai,j=1Xi,j as described in section 5. More
precisely, if Xi,j is the Hilbert bimodule defined by a unital
∗–isomorphism
φi,j : Ai → Aj , then one can define Si,j to be the identity of Aj regarded as an
element of Xi,j . So Si =
∑
j:aij=1
Si,j are partial isometries of OX
1 satisfying
the Cuntz–Krieger relations with respect to A = (aij). Therefore Λ{Si} is again
the two–sided Markov subshift defined by the matrix A = (ai,j). The example
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arising from fractal geometry discussed in section 4 is in the same spirit, in that
the natural basis of the generating module are generators of a Cuntz algebras,
so the associated one or two–sided subshifts are full.
Note that all the examples above discussed have in common the fact that
there is a multiplet {xi} ⊂ A1 such that
∑
i xixi
∗ = I consisting of elements
with pairwise orthogonal ranges (and therefore they are necessarily partial
isometries).
We start by establishing general estimates for the extremal inverse temper-
atures using the topological entropies of the associated subshifts. Recall [DGS]
that for a one–sided (or two–sided) subshift (ℓ, σ ↾ℓ) the topological entropy
can be computed as
htop(σ ↾ℓ) = lim
n
1
n
log(θn(ℓ)),
where θn(ℓ) is the cardinality of the set ℓ
r of distinct words of length n occurring
in ℓ.
6.2. Proposition Let {yi}, {xj} ⊂ A1\{0} be finite subsets such that
∑
i yi
∗yi
= I and
∑
j xjxj
∗ = I, and let ℓ′{yi} and ℓ{xj} be the corresponding one–sided
subshifts, defined as above. Then
βmin ≥ −h(T{yi}) ≥ −htop(σ ↾ℓ′{yi}),
βmax ≤ h(S{xj}) ≤ htop(σ ↾ℓ{xj}).
Proof By Prop. 2.3 and the triangle inequality βmin ≥ −h(Tyi) and βmax ≤
h(S{xj}). The rest follows from
∑
i1,...,in
‖xi1 . . . xin‖
2 ≤ θn(ℓ{xj}), and its
analogue for {yi}.
We shall see that in the general situation if it is possible to choose the multi-
plets {yi} and {xj} carefully, then the topological entropies of the correspond-
ing subshifts lead to the extremal inverse temperatures of KMS states. We first
present an intermediate result, which gives a sufficient condition for h(T ) and
h(S) to coincide with the topological entropy of the associated subshifts.
6.3. Proposition Set
ln := min{‖yi1 . . . yin‖
2 : yi1 . . . yin 6= 0},
mn := min{‖xj1 . . . xjn‖
2 : xj1 . . . xjn 6= 0}.
If
lim sup
n
l1/nn = 1
then
h(T{yi}) = htop(σ ↾ℓ′{yi}).
Similarly, if
lim sup
n
m1/nn = 1
then
h(S{xj}) = htop(σ ↾ℓ{xj}).
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Proof We shall prove only the first statement. Let θn denote the number of
words of length n occurring in ℓ′{yi}, i.e. the number on n-tuples (i1, . . . , in) ∈
Σ′
n
such that yi1 . . . yin 6= 0. Then given ε > 0, for infinitely many indices n,
(1− ε)θn
1/n ≤ θn
1/nln
1/n ≤ (
∑
‖yi1 . . . yin‖
2)1/n ≤ θn
1/n,
hence taking the logarithm of the limit over n,
h(T ) = lim
n
1
n
log θn = htop(σ ↾ℓ′{yi}).
The previous result applies whenever one is working with a multiplet con-
sisting of partial isometries with mutually orthogonal ranges.
We next show that, strengthening the hypotheses of the previous result, all
the inequalities of Proposition 6.2 become equalities. More precisely, if the
positive evaluations of a tracial state τ on the iterated basic monomials, e.g.
(xi1 . . . xin)
∗xi1 . . . xin , do not get too small when n increases, then the maximal
inverse temperature βmax can be approximated iterating the operator s
′ on τ .
The proof is inspired by an analogous result in [MWY] for the Matsumoto
algebras associated to subshifts.
6.4. Theorem Let {yi}, {xj} be finite subsets of A1 such that
∑
yi
∗yi = I
and
∑
xjxj
∗ = I. If τ is a tracial state on A0, set
µn(τ) := min{τ(yi1 . . . yin(yi1 . . . yin)
∗) : yi1 . . . yin 6= 0},
νn(τ) := min{τ((xj1 . . . xjn)
∗xj1 . . . yjn) : xj1 . . . xjn 6= 0}.
If
lim sup
n
µn
1/n(τ) = 1
then
βmin = −h(T{yi}) = −htop(σ ↾ℓ′{yi}) =
= − lim sup
n
1
n
log(δn(τ)).
In particular, if τ is the restriction of a KMS state ω, then ω has minimal inverse
temperature.
If instead
lim sup
n
νn
1/n(τ) = 1
then
βmax = h(S{xj}) = htop(σ ↾ℓ{xj}) =
= lim sup
n
1
n
log(ǫn(τ)).
If τ is the restriction of a KMS state ω, then ω has maximal inverse temperature.
Proof We shall prove only the first statement. For infinitely many indices n,
(1 − ε)nθn ≤ θnµn(τ) ≤ δn(τ) = τ(
∑
yi1 . . . yin(yi1 . . . yin)
∗) ≤ θn,
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hence taking the n-th root and then the logarithm of the limit over a subse-
quence, by the arbitrariness of ε, we get
lim sup
n
1
n
log(δn(τ)) = htop(σ ↾ℓ′{yi}) = h(T{yi}).
The last equality follows from Prop. 6.3. Now δn(τ)
1/n = ‖t′n(τ)‖1/n ≤
‖t′n‖1/n → r(t′), so
htop(σ ↾ℓ′
{yi}
) ≤ −βmin,
which, together with Proposition 6.2, proves the first statement. If in particular
τ arises from a KMS state ω at inverse temperature β, then δn(τ) = e
−nβ, so
β = βmin.
The previous result can be regarded as an analogue of the well known fact
from Perron–Frobenius theory that for an irreducible nonnegative matrix A
the maximal eigenvalue can be approximated by r(A) = lim supn ‖A
n(τ)‖1/n,
where τ is any vector with positive entries [G].
6.5. Corollary If there is a finite subset {yi} (resp. {xj}) of A1 such that
(1) ∑
i
yi
∗yi = I (resp.
∑
j
xjxj
∗ = I),
(2)
yiyh
∗ = 0, i 6= h (resp. xj
∗xk = 0, j 6= k),
(3) The algebra C generated by all finite products of the form
yi1 . . . yin(yi1 . . . yin)
∗
(resp. (xj1 . . . xjn)
∗xj1 . . . xjn)
is finite–dimensional,
then the conclusions of the previous theorem hold for any faithful tracial state
on A0.
Proof Just note that under our assumptions any of the nonzero basic monomials
is a projection, and therefore it majorizes a minimal projection in C. It follows
that limn µn(τ)
1/n = 1 (resp. limn νn(τ)
1/n = 1) for any faithful trace τ on A0,
so the previous theorem applies.
In particular, this result applies to all the examples discussed at the beginning
of this section.
7. Topological entropy of canonical ucp maps
Let {xj} be a finite set of a C∗–algebra A of grade 1 such that
∑
j xjxj
∗ = I.
In the previous section we have associated to this set a one–sided subshift
(ℓ{xj}, σ ↾ℓ{xj}) of the Bernoulli shift (Σ
N, σ), where Σ is the state space of the
first d positive integers, and d = Card{j : xj 6= 0}, in a way that, under suit-
able circumstances, its classical topological entropy equals an extremal inverse
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temperature of KMS states. One can also associate to the subset {xj} a unital
completely positive map defined by
σ{xj} : T ∈ A →
∑
j
xjTxj
∗.
In view of the results of the previous section, we ask whether there is a rela-
tionship between the the Voiculescu topological entropy of this map and the
classical topological entropy of the subshift ℓ{xj}. If A = On is the Cuntz
algebra with generators S1, . . . , Sn, Choda shows in [Ch] that the topological
entropy of the canonical endomorphism σ{Si} is log(n), i.e. the topological en-
tropy of the associated full shift. In the more general case where A = OA is
a Cuntz–Krieger algebra, and {Sj} is the canonical set of generating partial
isometries, Boca and Goldstein [BG] have recently computed the Voiculescu
entropy [V] of this map, and they have shown that it equals the logarithm of
the spectral radius of A, or, in other words, the classical topological entropy of
the underlying finite type subshift ℓA [DGS]. However, special cases, although
extreme from a certain point of view, of full periodic C∗–dynamical systems
are the crossed products by an automorphism α. Brown showed in [B] that
htA0⋊Z(Ad(u)) = htA0(α), where u is a unitary implementing α. It is obvious
that the associated subshift is in this case trivial, so its entropy is zero.
In Theorem 7.4 we give, for full periodic C∗–dynamical systems, an upper
bound for ht(σ{xj}) which allows to recover the above discussed results as spe-
cial cases. We will then apply this result to find new examples, among the
Matsumoto algebras associated to non finite type subshifts, where
ht(σ{xj}) = htop(ℓ{xj})
still holds.
In the beginning of this section the automorphic action of the circle plays no
role, therefore we shall not assume that the xj ’s are of grade 1. We define the
associated one–sided subshift ℓ = ℓ{xj} as in the previous section.
We now show that the ucp map σ{xj} can be understood as a noncommuta-
tive subshift. Let σ ↾ℓ be the restriction of σ to ℓ and Tℓ the
∗–monomorphism
of C(ℓ) obtained by transposing σ ↾ℓ, i.e.
Tℓf(x) = f(σ(x)), x ∈ ℓ.
Also, we will consider a natural basis of neighborhoods for ℓ. For each
(i1, . . . , ir) ∈ ℓr, consider the cylinder set
[i1 . . . ir] = {(xj)j ∈ ℓ : x1 = i1, . . . , xr = ir}.
For a fixed r ∈ N, these constitute an open and closed cover of ℓ with cardinality
θr = Card ℓ
r.
7.1. Proposition Let {xj} be a finite subset of A such that
∑
j xjxj
∗ = I,
and let (ℓ, σ ↾ℓ) be the associated one–sided subshift. Then there is a unique
unital completely positive map Φ : C(ℓ)→ A taking the characteristic function
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of [i1 . . . ir] to xi1 . . . xir (xi1 . . . xir )
∗. One has σ{xj} ◦ Φ = Φ ◦ Tℓ. Moreover, if
the sequence (mn)n defined in Proposition 6.3 does not converge to 0, then Φ
is faithful.
Proof We first notice that, for each r ∈ N, the map Φr : ΣN → Σr projecting
onto the first r coordinates takes ℓ onto the subset ℓr of ⊂ Σr consisting of
θr elements. Therefore there is a natural
∗–monomorphism φr : C
θr → C(ℓ)
taking a θr–tuple assuming value 1 on (i1, . . . , ir) and zero elsewhere to the
characteristic function of [i1 . . . ir]. Similarly, there are, for r ≤ s, natural ∗–
monomorphisms φr,s : C
θr → Cθs such that φsφr,s = φr. Since the cylinder
sets {[ii . . . ir], r ∈ N} form a basis of closed and open sets for ℓ, we see that the
image of all the φr is dense. It follows that C(ℓ) is the inductive limit of the Cθr ’s
under the maps φr,s. We define the ucp map Φr : C
θr → A which takes the
characteristic function of [ii, . . . , ir] to the element xi1 . . . xir (xi1 . . . xir )
∗. Since
Φsφr,s = Φr s ≥ r, thanks to
∑
j xjxj
∗ = I, we get a ucp map 0Φ : ∪rCθr → A.
Since ‖Φr(f)‖ ≤ ‖f‖, 0Φ extends to a ucp map on C(ℓ), which is the desired
Φ. The relation Φ ◦ Tℓ = σ{xj} ◦ Φ can be easily checked on the total set of
characteristic functions of cylinder sets.
We now construct a conditional expactation Er : C(ℓ) → Cθr . Choose a
faithful normalized Borel measure µ on ℓ, and associate to a function f ∈ C(ℓ)
the θr–tuple with coordinates
Er(f)(i1, . . . , ir) =
1
µ([i1 . . . ir])
∫
[i1,...,ir ]
f(x)dµ(x),
for each (i1, . . . , ir) ∈ ℓr. One can easily check that Er(I) = I and that
Er(fa) = Er(f)a, a ∈ C
θr . Clearly (Er)r converges pointwise in norm to the
identity. Assume now that f ∈ C(ℓ) is a positive element such that Φ(f) = 0.
Then ΦEr(f) converges to 0. On the other hand
‖ΦEr(f)‖ = ‖
∑
i1,...,ir
(
1
µ([i1 . . . ir])
∫
[i1...ir ]
f(x)dµ(x))xi1 . . . xir (xi1 . . . xir )
∗‖ ≥
(
1
µ([i1 . . . ir])
∫
[i1...ir ]
f(x)dµ(x))mr ,
therefore if mr does not converge to 0, a subsequence of Er(f) converges to 0,
so f = 0.
Note that if (mn)n does not converge to 0 then lim supnm
1/n
n = 1 thus we
are in the position of applying Proposition 6.3. A particularly important case
is when the xj ’ have pairwise orthogonal ranges.
7.2. Corollary If there is a finite subset {xj} ⊂ A such that
∑
j
xjxj
∗ = I,
xi
∗xj = 0, i 6= j,
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then the ucp map Φ : C(ℓ) → A constructed in the previous proposition is in
fact a ∗–monomorphism. The restriction of σ{xj} to C(ℓ) corresponds to the
one–sided subshift Tℓ.
For any subshift Λ the Matsumoto C∗–algebra OΛ satisfies the requirements
of the previous result [M].
Let now (A, γ) be a full C∗–dynamical system over T. Our next aim is to
compare the topological entropy of the ucp map σ{xj}, when {x1, . . . , xd} is a
finite subset of A1\{0} such that
∑
j xjxj
∗ = I, with entropic properties of
the canonical homogeneus C∗–algebra. We refer the reader respectively to [V]
for the notion of topological entropy for nuclear C∗–algebras and to [B] for its
generalization to exact C∗–algebras, and to [BG] for the generalization of the
topological entropy ht(P ) of a ucp map P on a unital exact C∗–algebra.
We start defining an entropic quantity for the homogeneous subalgebra A0
which, in the case where A = A0 ⋊α Z, reduces to the topological entropy of
α. We shall assume that A0 is an exact C∗–algebra. We start fixing a choice
of nonzero elements {xi} of A1 such that
∑
i xixi
∗ = I. Let us define, for
µ = (i1, . . . , ir) ∈ ℓr, xµ := xi1 . . . xir . We set x∅ = I and |∅| = 0. We shall also
consider the operators qα,β = xα
∗xβ ∈ A0 for |α| = |β| ≥ 0. Note that q∅,∅ = I.
Let be given π : A0 → B(H) a faithful ∗–representation, ω ⊂ A0 a finite
subset and δ > 0. Set, for n ∈ N,
ω(n) = {x∗µqδ,δ′Tqǫ,ǫ′xν ,
T ∈ ω, |µ| = |ν| ≤ n− 1, |δ| = |δ′| ≤ n− 1, |ǫ| = |ǫ′| ≤ n− 1}.
Note that ω(n) depends on the contractions φxi,xj : T ∈ A
0 → xi∗Txj rather
then on the elements {xi}. We define, for a > 0,
hta(π, {φxi,xj}, ω, δ) = lim sup
n
1
n
log rcp(π, ω(n),
δ
θn−1
a ),
hta(π, {φxi,xj}, ω) = sup
δ>0
hta(π, {φxi,xj}, ω, δ),
hta(π, {φxi,xj}) = sup
ω⊂A0finite
hta(π, {φxi,xj}, ω).
We will use the same notation as [B]. Thus in particular for a finite set Ω ⊂
A0, rcp(π,Ω, δ) is computed with respect to factorizations of completely positive
contractions, not necessarily unital, from A0 to B(H) via finite dimensional C∗–
algebras.
Brown proves in [B] that rcp(π,Ω, δ) is independent of the choice of π. We
will regard A faithfully represented on a Hilbert space H, and we take π to be
the inclusion ιA0 of A
0 in B(H). Moreover we will avoid indicating π in the
above definitions.
We anticipate, for later use, the following immediate consequence of the
definition.
7.3. Lemma
(1) If α is an automorphism of a unital C∗–algebra A0, A = A0 ⋊α Z, and
u is any unitary of A1 implementing α on A0,
hta(φu,u) = ht(α
−1).
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(2) If ω is such that for some finite dimensional C∗–subalgebra D ⊂ A0
which is the range of a conditional expectation, ω(n) ⊂ D except for
finitely many n, then hta({φxi,xj}, ω) = 0.
Proof (1) for n ∈ N, θn = 1 and ω
(n) = ω ∪ . . . α−n+1(ω). (2) Let E : A0 → D
be a conditional expectation, and set φ := E, ψ := ιD, so that for T ∈ ω(n) and
infinitely many indices n, ψ ◦ φ(T ) = T . This implies that rcp(ω(n), δθn−1a ) ≤
rank(D),
Let now ω ⊂ A0 be a finite subset and n0 ∈ N. A typical finite subset of A
has the form
F (ω, n0) = {xγT, T ∈ ω, |γ| ≤ n0}.
Our aim is to show the following result.
7.4. Theorem Let (A, γ, T) be a full C∗–dynamical system, with A0 exact.
Let σ{xi} and ℓ{xi} be the ucp map and the one–sided subshift associated to a
set {xi} ⊂ A1 satisfying
∑
i xixi
∗ = I. Then for any finite subset ω ⊂ A0 and
n0 ∈ N0,
ht(σ{xi}, F (ω, n0)) ≤ htop(σ ↾ℓ{xi}) + ht2({φxi,xj}, ω).
We will prove this theorem combining appropriate analogues of arguments
of Brown [B] for crossed product C∗–algebras and Boca and Goldstein [BG] for
Cuntz–Krieger algebras.
Motivated by [B], we define certain cp maps. Let F ⊂ N0 be a finite subset.
Set
SF : T ∈ A → (xα
∗m|α|−|β|(T )xβ)α,β∈IF ∈MθF (A
0).
Here IF := ∪r∈F ℓr, θF =
∑
r∈F θr, and, for k ∈ Z, mk : A → A
k is the
natural projection. Note that SF is contractive and cp. For a contractive cp
map φ : A0 → B set
φF := ι⊗ φ ◦ SF : A →MθF (B)
which is contractive and cp.
Let f ∈ ℓ2(N0) have support in F , and define the cp map
S˜F,f : T = (Tα,β) ∈MθF (B(H))→
∑
α,β∈IF
f(|α|)f(|β|)xαTα,βx
∗
β ∈ B(H).
Note that S˜F,f (I) = ‖f‖2
2I. Again, for a contractive cp map ψ : B → B(H),
define
ψF,f := S˜F,f ◦ ι⊗ ψ :MθF (B)→ B(H).
So ψF,f is cp contractive if ‖f‖2 ≤ 1.
Finally, for a contractive cp map Λ : A0 → B(H) set
ΦΛ,F,f := S˜F,f ◦ ι⊗ Λ ◦ SF : A → B(H).
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Note that in particular, if φ and ψ are as above,
Φψ◦φ,F,f = ψF,f ◦ φF
which factors through the algebra MθF (B). One can easily show that for an
element of fixed degree X ∈ Ak,
ΦιA0 ,F,f (X) =
∑
p∈F∩(F+k)
f(p)f(p− k)X.
The following lemma is our analogue of Lemma 3.4 in [B].
7.5. Lemma Let ω be a finite subset of the unit ball of A0, n0 ∈ N and δ > 0.
Consider the set F ′(ω, n0) := {Txγ, T ∈ ω, |γ| ≤ n0}. Then there is a finite set
F ⊂ N0 which depends only on n0 and δ and not on ω such that
rcp(F ′(ω, n0), δ) ≤
θF rcp(∪|γ|≤n0 ∪|α|,|β|∈F,|α|=|β|+|γ| xα
∗ωxγxβ ,
δ
2maxp∈F θp
).
Proof We proceed as in the proof of Lemma 3.4 in [B]. Let f ∈ ℓ2(Z) be
a function with finite support E, ‖f‖2 ≤ 1 such that |f ∗ f˜(n) − 1| < δ/2,
n = 0, 1, . . . , n0. Here f˜(p) = f(−p). Replacing f with a suitable translate if
necessary, we may assume E ⊂ {n ∈ Z : n ≥ n0}. Set F = E ∪ (E − 1) ∪ · · · ∪
(E−n0), which is a subset of N0. Note that F depends on δ and n0 but not on
ω. Consider contractive cp maps φ : A0 → B and ψ : B → B(H) with B finite
dimensional such that
‖ψ ◦ φ(a)− a‖ <
δ
2maxp∈F θp
, a ∈ ∪|γ|≤n0 ∪|α|,|β|∈F,|α|=|β|+|γ| xα
∗ωxγxβ .
Let us choose B with minimal rank. Then the cp contractive map Φψ◦φ,F,f fac-
tors through the finite dimensional algebraMθF (B), which has rank θF rank(B).
We are thus left to show that for a ∈ F ′(ω, n0),
‖Φψ◦φ,F,f(a)− a‖ < δ.
We write a = Txγ with T ∈ ω, |γ| ≤ n0. Then the l.h.s. is bounded by
‖Φψ◦φ,F,f(Txγ)− ΦιA0 ,F,f(Txγ)‖ + ‖ΦιA0 ,F,f (Txγ)− Txγ‖.
Now the computation of ΦιA0 ,F,f given before on elements with fixed degree
shows that the second summand is bounded by
|
∑
p∈F∩(F+|γ|)
f(p)f(p− |γ|)− 1| ‖Txγ‖ = |f ∗ f˜(|γ|)− 1|‖Txγ‖ < δ/2.
We now evaluate the first summand.
‖Φψ◦φ,F,f(Txγ)− ΦιA0 ,F,f(Txγ)‖ ≤ ‖ιMθF ⊗ (ψ ◦ φ− ιA0 ) ◦ SF (Txγ)‖ =
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‖
∑
p∈F∩(F+|γ|)
(
∑
|α|=p,|β|=p−|γ|
eα,β ⊗ (ψ ◦ φ− ιA0)(xα
∗Txγxβ))‖ =
max
p∈F∩(F+|γ|)
‖
∑
|α|=p,|β|=p−|γ|
eα,β ⊗ (ψ ◦ φ− ιA0 )(xα
∗Txγxβ)‖ ≤ δ/2.
The last inequality follows from our choice of ψ and φ and from the fact that if
a matrix A ∈Mh,k(A0) has entries of norm bounded by c then ‖A‖ ≤ (hk)1/2c.
Consider the contractive cp map
ρr : A →Mθr(A)
taking T ∈ A to the matrix (xµ∗Txν)µ,ν∈ℓr . (One can easily check that ρr is
a unital ∗–monomorphism with image the corner algebra PrMθr(A)Pr , where
Pr = (xµ
∗xν) is an orthogonal projection.)
For n, n0 ∈ N, m ≥ n+n0−1, l = 0, . . . , n−1, |α| ≤ n0, T ∈ A0, we compute
ρm(σ
l(xαT )) = ρm(
∑
|η|=l
xηαTxη
∗) = (
∑
|η|=l
x∗µxηαTxη
∗xν)µ,ν∈ℓm .
Writing µ = γµ′, |γ| = |η|+ |α| = l + |α|, and ν = δν′, |δ| = |η| = l we have:
ρm(σ
l(xαT )) = (
∑
|η|=m
xµ′
∗qγ,ηαTqη,δxν′)µ,ν∈ℓm .
Setting, again, ν′ = ǫν′′, with |ǫ| = |µ′| = m− l − |α|, we obtain that
ρm(σ
l(xαT )) = (
∑
|η|=l
(xµ′
∗qγ,ηαTqη,δxǫ)xν′′)µ,ν∈ℓm .
If now T ranges over a finite subset ω ⊂ A0, we see that the image of
F (ω, n0) = {xαT, T ∈ ω, |α| ≤ n0} ⊂ A
under the maps ρn+n0−1 ◦σ
l, l = 0, . . . , n− 1, is constituted by matrices of size
θn+n0−1 with entries sums of at most θn−1 elements in F
′(ω(n+n0), n0).
Proof of Theorem 7.4. We apply the previous Lemma to the sets F ′(ω(n+n0), n0)
for fixed n0 and ω and all n ∈ N. Note that the corresponding set F can be
chosen independent of n. We can thus find for each n ∈ N a contractive cp map
Λn : A → B(H) factoring through a finite dimensional algebra B of rank
θF rcp(∪|γ|≤n0 ∪|α|,|β|∈F,|α|=|β|+|γ| xα
∗ω(n+n0)xγxβ , ,
δ
2θn+n0−1
2maxp∈F θp
) ≤
θF rcp(ω
(n+n0+maxF ),
δ
2θn+n0−1+maxF
2maxF θp
)
such that
‖Λn(Txγ)− π(Txγ)‖ <
δ
θn+n0−1
2 , T ∈ ω
(n+n0), |γ| ≤ n0.
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Consider the ucp map Ψm :Mθm(B(H))→ B(H) taking the matrix (tµ,ν) to
the operator ∑
|µ|=|ν|=m
π(xµ)tµ,νπ(xν )
∗.
Then the map Ψn+n0−1 ◦ ιMθn+n0−1
⊗Λn ◦ρn+n0−1 : A → B(H) factors through
an algebra of rank bounded by
θn+n0−1θF rcp(ω
(n+n0+maxF ),
δ
2θ2n+n0+maxF−1maxF θp
).
Thus if we show that
‖Ψn+n0−1 ◦ ι⊗ Λn ◦ ρn+n0−1(σ
l(xγT ))− σ
l(xγT )‖ < δ
for T ∈ ω, |γ| ≤ n0 and l = 0, . . . , n− 1, we will deduce that
rcp(F (ω, n0) ∪ · · · ∪ σ
n−1(F (ω, n0)), δ) ≤
θn+n0−1θF rcp(ω
(n+n0+maxF ),
δ
2θ2n+n0+maxF−1maxF θp
)
and the conclusion will follow. Now as Ψm ◦ ρm = ιA, it suffices to show that
‖ιMθn+n0−1
⊗ (Λn − ιA) ◦ ρn+n0−1(σ
l(xγT ))‖ < δ.
This follows from our choice of Λn and from the fact that entries of ρm(σ
l(xγT )),
m = n+ n0 − 1 are sums of at most θn−1 elements of F ′(ω(n+n0), n0).
7.6. Corollary Consider the same situation as in Theorem 7.4. Let (ωα)α∈A
be a net of finite subsets of A0 with total union. Then
ht(σ{xj}) ≤ htop(σ ↾ℓ{xj}) + limα
ht2({φxi,xj}, ωα).
Proof This is a straightforward consequence of the fact that ∪α,n0F (ωα, n0) ∪
F (ωα, n0)
∗ is total in A and of the Kolmogorov–Sinai property of the entropy
of a ucp map, [V], [B], [BG].
Remark If in particular A = A0 ⋊α Z and u ∈ A1 is a unitary implementing α
on A0 then ℓu is a single point space, so its entropy is zero. By Lemma 7.3 and
the previous Corollary, we recover Brown’s result that htA(Ad(u)) ≤ htA0(α)
(and therefore one deduces an equality by monotonicity of topological entropy
[B].)
The case where we can choose the xj ’s with pairwise orthogonal ranges is
of course of special interest, the Cuntz algebras, Cuntz–Krieger algebras and
Matsumoto algebras belonging to this class. The next result shows that the
estimate of the entropy can be made more precise in this case.
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7.7. Theorem Let (A, γ,T) be a full C∗–dynamical system, with A0 exact.
Let {xj} ⊂ A1 be a finite subset such that
∑
j
xjxj
∗ = I,
xi
∗xj = 0, i 6= j,∑
j
xj
∗xj is invertible.
Then
htop(σ ↾ℓ{xj}) ≤ ht(σ{xj}) ≤ htop(σ ↾ℓ{xj}) + limα
ht1({φxi,xj}, ωα),
where (ωα)α∈A is any net of finite subsets of A0 with total union in A0. If in
particular for some net (ωα)α∈A ht2({φxi,xj}, ωα) = 0, α ∈ A, then
ht(σxj ) = htop(σ ↾ℓ{xj}).
Proof The proof of the second inequality ≤ goes exactly as that of Theorem 7.4
with the only exception that entries of ρm(σ
l(xγT )) are now already elements
of F ′(ω(n+n0), n0). We show that
ht(σ{xj}) ≥ htop(σ ↾ℓ{xj}).
By monotonicity of topological entropy [B], [V] and Corollary 7.2,
ht(σ{xj}) ≥ ht(Tℓ),
where, as before, Tℓ denotes the
∗–monomorphism of C(ℓ) implemented by the
one–sided shift. We are thus left to show that ht(Tℓ) ≥ htop(σ ↾ℓ{xj}). The
proof is similar to that of [BG], which in turn goes back to [V, Proposition 4.6].
Let µ be a σ–invariant probability Borel measure on the two–sided subshift
Λ = Λ{xj} defined before Prop. 6.1, and let us restrict it to a σ–invariant
probability measure on ℓ = Λ+. For any ucp map γ :M → C(ℓ), with M finite
dimensional, let hµ,Tℓ(γ) be defined as in [CNT], by means of the function
Hµ(γ, Tℓγ, . . . , Tℓ
n−1γ). Reasoning as in [V, Prop. 4,6] we see that hµ,Tℓ(γ) ≤
ht(Tℓ). Choosing M = C
θn and γ : Cθn → C(ℓ) the natural inclusion, then one
finds, thanks to [CNT, Remark III.5.2], that the classical measurable entropy
Hµ(σ ↾Λ) is ≤ ht(Tℓ). Taking the supremum over all invariant measures we
obtain the claim, by the classical variational principle for topological entropy
[DGS, Theorem 18.8].
Remark It is natural to ask whether the upper bound for ht(σ{xj}) described in
the previous result can be further improved to htop(σ ↾ℓ{xj}) + ht0({φxi,xj}).
We next show that the estimates above obtained are good enough to compute
ht(σ{xj}) in the case of Cuntz–Krieger algebras. This was first done by Boca
and Goldstein [BG].
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7.8. Corollary [BG] Let A = OA be a Cuntz–Krieger algebra defined by
a {0, 1}–matrix A, and let {Si}d1 be the canonical set of generating partial
isometries. Then ht(σ{Si}) = htop(σ ↾ℓ{Si}) = log(r(A)).
Proof The second equality is the well known computation of entropy of finite
type subshifts of order two. See, for example, Proposition 17.12 in [DGS]. The
first equality will follow from the previous Theorem provided we show that there
is an increasing sequence ωp, p ∈ N of finite subsets of OA
0 with total union
such that
ht2({φSi,Sj}, ωp) = 0, p ∈ N.
Set Pi := SiSi
∗ and define ωp := {SαPiSβ
∗, i = 1, . . . , d, |α| = |β| ≤ p}. It is
clear that ∪pωp is total in the homogeneous subalgebra. One easily checks that,
for fixed p and all n, ωp
(n) is contained in the linear span of ωp, which is finite
dimensional C∗–algebra, so by Lemma 7.3 ht2(φ{Si,Sj}, ωp) = 0.
We next look at the class of Matsumoto algebras OΛ associated to a general
subshift Λ ⊂ {1, . . . , d}Z [M]. See also subsection 4.1. Let {Si}d1 be the canonical
set of generating partial isometries. We recall from [M] a few properties of OΛ.
First, the relations
Si
∗Sj = 0, i 6= j (7.1)∑
i
SiSi
∗ = I, (7.2)
which easily imply that for any pair of words with the same length, qα,β :=
Sα
∗Sβ=0 unless α = β. We will write qα for qα,α, α ∈ ∪rΛr. Note that these
are projections. Furthermore the following commutation relations hold in OΛ:
for µ, ν ∈ ∪rΛr:
qµSν = Sνqµν , (7.3)
qµqν = qνqµ. (7.4)
By (7.4) the algebra Ql generated by the projections {qα, α ∈ ∪lk=0Λ
k} is
commutative and therefore finite dimensional.
These properties imply that the finite sets
ωk,l := {SαESβ
∗, |α| = |β| ≤ k, E minimal projection in Ql}
has total union in OΛ
0. It follows that OΛ
0 is AF [M], so OΛ is a nuclear
C∗–algebra.
Using properties (7.1)–(7.4) one can show with tedious computations that
for all n ∈ N,
ωk,l
(n) ⊂ {SαqSβ
∗, |α| = |β| ≤ k, q projection in Q2n+max(k,l)}.
This computation is aimed to give an estimate for hta(φSi,Sj , ωk,l).
7.9. Lemma If OΛ is the Matsumoto C∗–algebra associted to a subshift Λ we
have, for a > 0, and k, l ∈ N0,
hta(φSi,Sj , ωk,l) ≤ 2 lim sup
n
1
n
log(dim(Qn)).
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Proof Let φ : OΛ
0 → B and ψ : B → OΛ
0 be unital completely positive maps
such that ‖ψφ(a)− a‖ < δ/θk, when a ranges the projections of Q2n+2max(k,l),
and assume that B has minimal rank. Consider as before the maps ρk : OΛ
0 →
Mθk(OΛ
0), Ψk : Mθk(OΛ
0) → O0Λ which satisfy Ψk ◦ ρk = ιOΛ0 . Define φ
′ :=
ιMθk ⊗φ ◦ ρk and ψ
′ := Ψk ◦ ιMθk ⊗ψ. Then if a is a projection of Q2n+max(k,l)
and |α| = |β| ≤ k,
‖ψ′◦φ′(SαaSβ
∗)−SαaSβ
∗‖ ≤ ‖
∑
|γ|=|γ′|=k
eγ,γ′⊗(ψ◦φ−ι)(Sγ
∗SαaSβ
∗Sγ′)‖ < δ
because Sγ
∗SαaSβ
∗Sγ′ is a projection in Q2n+2max(k,l). Any element of ωk,l
(n)
being of the form SαaSβ, we deduce that for all n ∈ N, and δ > 0,
rcp(ωk,l
(n), δ) ≤ θkrcp(Proj(Q2n+2max(k,l)), δ/θk) ≤ dim(Q2n+2max(l,k)).
The last inequality follows from the existence of a conditional expectation onto
Q2n+2max(k,l). The rest follows choosing δ of the form
δ
θn−1a
, taking the loga-
rthm, dividing by n and passing to the lim sup.
We combine the previous result with Theorem 7.6.
7.10. Theorem If σ{Si} is the ucp map associated to the canonical set of
generators of a Matsumoto C∗–algebra OΛ,
htop(Λ) ≤ ht(σ{Si}) ≤ htop(Λ) + 2 lim sup
n
1
n
log(dim(Qn)).
We conclude this section discussing two examples of subshifts for which
ht(σ{Si}) = htop(Λ). The first example beyond Markov shifts is that of sofic
subshifts, see [DGS] and therein quoted references. By [M] a subshift is sofic if
and only if ∪nQn is finite dimensional. Then Theorem 7.10 yields the desired
equality. Another example is that of β–shifts associated to β–expansion of real
numbers [Re], [Par], [Bl]. In this case it is proved in [KMW] that if the β–shift
is not sofic, dim(Qn) = n+ 1, and this leads again to the same conclusion.
8. CNT dynamical entropy and variational principle
In fact, if A = On Choda shows in [Ch] not only that htop(σ) = log(n) but
also that, if φ is the unique KMS state of On, then hφ(σ) = htop(σ) = log(n),
where the l.h.s. denotes the Connes–Narnhofer–Thirring dynamical entropy of σ
[CNT]. This result has its own importance, as it exhibits a fundamental example
where a noncommutative variational principle for the entropy holds true. (We
refer the reader to [DGS] for a formulation of the variational principle for the
entropy in ergodic theory for compact spaces.)
It is an open problem whether a noncommutative variational principle for
the entropy of C∗–algebras holds. In this section we give a class of examples
for which this is true, thus generalizing Choda’s result. Examples will be the
canonical ucp map of the Cuntz–Krieger algebras, or certain Matsumoto alge-
bras associated to non finite type subshifts.
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In this section we show that the CNT dynamical entropy of the ucp map
σ{xj}, defined in the previous section is ≥ the m.t. entropy of the associated
subshift Λ{xj}, as defined, e.g., in [DGS], see Theorems 8.5, 8.6. This inequality
looks similar to that of Theorem 7.7 relative to the topological entropy, but it
goes in the reverse order. We start establishing the setting of the CNT entropy.
Let A be a unital C∗–algebra, and let γi : Ai → A, i = 1, . . . , n be ucp maps
from finite–dimensional C∗–algebras, and let φ be a state on A. Let us recall
from [CNT] that an Abelian model for (A, φ, γ1, . . . , γn) is given by an Abelian
finite–dimensional C∗–algebra B, a state µ on B and subalgebras B1, . . . ,Bn of
B for which there is a ucp map E : A → B with φ = µ ◦ E. Consider first the
entropy of the Abelian model (B, µ,B1, . . . ,Bn) as defined in [CNT, III.3] and
then the quantity Hφ(γ1, . . . , γn), defined as the supremum of the entropies of
all the Abelian models (see [CNT, Definition III.4]). The following result is an
obvious consequence of the definition.
8.1. Lemma If, for i = 1, . . . , n, γi : Ai → A is a ∗–monomorphism, ∨ni=1γi(Ai)
is finite–dimensional and commutative and if there exists a conditional expec-
tation E : A → ∨ni=1γi(Ai) such that φ ◦ E = φ, then
Hφ(γ1, . . . , γn) ≥ S(φ ↾∨ni=1γi(Ai)),
where the r.h.s. denotes the classical m.t. entropy of the restriction of φ to
∨ni=1γi(Ai).
Proof Let us define B = ∨ni=1γi(Ai), Bi = γi(Ai), µ = φ ↾B. Then
(B, µ,B1, . . . ,Bn)
is an Abelian model for (A, φ, γ1, . . . , γn). Let Ei : B → Bi denote the canonical
conditional expectation associated to µ. Then Ei ◦ E ◦ γi : Ai → γi(Ai) con-
incides with γi, which is a
∗–isomorphism, thus its entropy defect is zero (see
[CNT], section II). It follows from [CNT, Definition III.4] that
Hφ(γ1, . . . , γn) ≥ S(φ ↾∨ni=1γi(Ai)).
Let now σ be a ucp map of our C∗–algebra A such that φ ◦ σ = φ, and let
γ :M → A be a ucp map from a finite–dimensional C∗–algebra M . Define the
m.t. dynamical entropy of γ with respect to φ to be
hφ,σ(γ) = lim
n
1
n
Hφ(γ, σ ◦ γ, . . . , σ
n−1 ◦ γ),
and, finally, define the m.t. dynamical entropy of σ as hφ(σ) = supγ{hφ,σ(γ)},
where the supremum is taken over all possible γ :M → A.
8.2. Corollary Let A be a unital C∗–algebra, φ a state ofA, and let σ be a ucp
map ofA such that φ◦σ = φ. Let γ :M → A be a unital ∗–monomorphism from
a commutative finite–dimensional C∗–algebraM . Assume that the smallest σ–
stable C∗–subalgebra C of A containing γ(M) is commutative and that σ ↾C
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is a ∗–monomorphism. If, for n ∈ N, there exists a conditional expectation
En : A → Cn := ∨
n−1
i=0 σ
i ◦ γ(M) such that φ ◦ En = φ, then
hφ,σ(γ) ≥ hφ↾C(σ ↾C , γ(M)),
where the r.h.s. denotes the classical m.t. dynamical entropy of the partition
of the spectrum of C defined by γ(M) with respect to σ ↾C (see, e.g., [DGS,
Def. 10.8]. It follows that
hφ(σ) ≥ hφ↾C(σ ↾C),
where the r.h.s. denotes the classical m.t. entropy of the epimorphism of the
spectrum of C defined by the restriction of σ ([DGS, Def. 10.10].
Proof Just apply the previous lemma to γ1 = γ, . . . , γn = σ
n−1γ and then pass
to the limit. The last assertion is a consequence of the classical Kolmogorov–
Sinai property of the entropy.
In order to apply the above result, one needs to know under which conditions
on the system (A, σ, γ) as in Cor. 8.2 every invariant measure µ on C extends
to a σ–invariant state φ on A fulfilling all the requirements of the previous
Corollary. We start giving a well known sufficient condition for the existence of
invariant conditional expectations.
8.3. Lemma Let M ⊂ A be a unital inclusion of C∗–algebras, with M com-
mutative and finite–dimensional, and let φ be a state on A faithful on M and
such that
φ(am) = φ(ma), m ∈M.
Then there is a unique conditional expectation E : A →M such that φ◦E = φ.
Proof Set E(a) =
∑
φ(e)−1φ(ae)e, and check that E is the desired conditional
expectation. Uniqueness follows easily from faithfulness of φ on M .
We next give a condition on (A, σ, γ) so that every invariant measure on the
spectrum of C extends to a σ–invariant state on A containing C in its centralizer.
In view of the previous Lemma, this would imply the existence of conditional
expectations En as in Corollary 8.2, satisfying all the necessary requirements.
8.4. Proposition Let A be a unital C∗–algebra endowed with a ucp map σ,
and let C ⊂ A be a unital σ–stable, AF, commutative, C∗–subalgebra. If
σ(ca) = σ(c)σ(a), c ∈ C, a ∈ A,
then every state µ on C satisfying µ◦σ = µ extends to a state φ on A such that
(1)
φ ◦ σ = φ,
(2)
φ(ca) = φ(ac), c ∈ C, a ∈ A.
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In particular, if µ is faithful, for every finite–dimensional C∗–subalgebraM ⊂ C
there exists a unique conditional expectations EM : A →M such that
φ ◦ EM = φ.
Proof Let C1 ⊂ C2 ⊂ . . . be an increasing sequence of unital finite–dimensional
C∗–subalgebras of C with dense union, and, for n ∈ N, let Fn be the set of
minimal projections of Cn. Set
K0 = {φ ∈ S(A) : φ ↾C= µ},
which is a nonempty convex and compact subset of the state space S(A) in
the weak∗–topology. The function f0 taking any state φ on A to the state
a→
∑
e∈F1
φ(eae) is weakly∗–continuous and leaves K0 invariant, thus, by the
Schauder–Tychonov fixed point theorem, the fixed point set
K1 = {φ ∈ K0 : f0(φ) = φ}
is nonempty. Note thatK1 is still compact and convex. Define now the weakly
∗–
continuous function f1 : S(A)→ S(A) taking φ to a ∈ A → φ(
∑
e∈F2
eae) and
check again that K1 is invariant under f1, so that
K2 = {φ ∈ K1 : f1(φ) = φ}
is nonempty. We thus find iteratively a decreasing sequence K0 ⊃ K1 ⊃ K2 . . .
of nonempty compact convex subsets of S(A). Consider the compact convex
set K := ∩n∈NKn. A state φ is in K if and only if
φ ↾C= µ,
φ(ae) = φ(ea), e ∈ ∪nFn, a ∈ A,
and therefore, being ∪nCn dense in C,
φ(ca) = φ(ac), c ∈ C, a ∈ A.
We next define the weakly∗–continuous function fσ : S(A)→ S(A) taking φ to
φ ◦ σ and we check that fσ leaves K invariant. First, any φ ∈ K restricts to µ
on C, thus, being C and µ σ–invariant, fσ(φ) restricts to µ on C, as well. We
are left to show that for φ ∈ K, C is in the centralizer of fσ(φ). We compute,
for c ∈ C, a ∈ A,
fσ(φ)(ca) = φ(σ(ca)) = φ(σ(c)σ(a)) =
φ(σ(a)σ(c)) = φ(σ(ac)) = fσ(φ)(ac).
Thus, applying again the Schauder–Tychonov fixed point Theorem, we find a
fixed point φ of fσ, which is the desired extension of µ. The last assertion now
follows from the previous lemma.
We now collect all the results we have obtained, in form of a Theorem.
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8.5. Theorem Let A be a unital C∗–algebra, endowed with a faithful ucp map
σ, and let γ : M → A be a unital ∗–monomorphism from a commutative finite–
dimensional C∗–algebra M . Assume that the smallest σ–stable C∗–subalgebra
C of A containing γ(M) is commutative and that
σ(ca) = σ(c)σ(a), c ∈ C, a ∈ A.
Let µ be a faithful σ–invariant state on C extended to a σ–invariant state φ on
A centralized by C, this being possible by Prop. 8.4. Then
hφ(σ) ≥ hµ(σ ↾C),
where the r.h.s. denotes the classical m.t. entropy of the epimorphism of the
spectrum of C defined by the restriction of σ to C.
We now go back to the situation where σ = σ{xj} is the ucp map implemented
by a finite subset {xj} of A such that
∑
j xjxj
∗ = I.
8.6. Theorem Let A be a unital C∗–algebra, and let {xj} by a finite subset
constituted by d nonzero partial isometries satisfying
∑
j
xjxj
∗ = I,
∑
j
xj
∗xj is invertible,
xi
∗xj = 0, i 6= j,
[xi1 . . . xir (xi1 . . . xir )
∗, xj
∗xj ] = 0, j, i1, . . . , ir = 1, . . . , d, r ∈ N.
Let σ{xj} be the ucp map implemented by the multiplet {xj}. Let
Φ : C(Λ{xj}+)→ A
be the natural ∗–monomorphism defined in Corollary 7.2. Induce a shift–
invariant measure µ+ on Λ{xj}+ from a shift–invariant measure µ on Λ{xj}
and then extend µ+ to a σ–invariant state φ on A centralized by Φ(C(Λ{xj}+)),
by Prop. 8.4. Then
hφ(σ{xj}) ≥ hµ(σ ↾Λ{xj}).
Proof Consider the finite dimensional commutative C∗–algebraM of C(Λ{xj}+)
generated by the characteristic functions of the cylinder sets [i], i : xi 6= 0.
C(Λ{xj}+) is naturally embedded in A via the
∗–monomorphism Φ defined in
Cor. 7.2. Clearly Φ(C(Λ{xj}+)) is generated by the ranges of σ{xj}
i ◦ Φ(M).
Also, σ is faithful as
∑
j xj
∗xj is invertible. The commutation relations between
the domain projections and the range projections of the iterated products of the
xj ’s easily show that σ{xj}(ca) = σ{xj}(c)σ{xj}(a), c ∈ Φ(C(Λ{xj}+)), a ∈ A.
In particular, σ{xj} is a
∗–monomorphism on Φ(C(Λ{xj}+)). Thus the previous
theorem applies.
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If for example A = OA or, more generally, A = OΛ, the assumptions of the
previous theorem hold true.
Note that, with the notation and assumptions of the previous result, we know
that, using also Corollary 7.6,
hµ(Λ{xj}) ≤ hφ(σ{xj}) ≤ ht(σ{xj}) ≤ htop(Λ{xj})+limα
ht2({φxi,xj}, ωα), (8.1)
where ωα is any net of finite subsets of A0 with total union. The middle
inequality is due to Voiculescu [V].
In classical ergodic theory, a probability measure m on a dynamical system
(X,T ) such that m ◦ T ∗ = m is called an equilibrium measure, or a measure
with maximal entropy, if it maximizes the entropy, i.e. if hm(X) = htop(X). It
is well known that dynamical systems arising from subshifts admit equilibrium
measures, see [DGS]. Applyling this fact to our subshift Λ{xj}, we see that there
exists a shift–invariant measure µ on Λ{xj} with
hµ(Λ{xj}) = htop(Λ{xj}).
Combining with the previous inequality, we obtain, under the simplifying as-
sumption that the second summand in (8.1) vanishes, an existence theorem of
equilibrium states in the noncommutative situation above considered.
8.7. Corollary Consider the same situation as in Theorem 8.6. Let µ be a
shift–invariant measure on Λ{xj} with maximal entropy, and let us extend it to a
σ{xj}–invariant state φ on A centralized by Φ(C(Λ{xj}+)). Assume furthermore
that for a net ωα of finite subsets of A0 with total union, ht2({φxj ,xj}, ωα) = 0.
Then
hµ(Λ{xj}) = hφ(σ{xj}) = ht(σ{xj}) = htop(Λ{xj}).
By virtue of the remark following Theorem 7.10, we obtain the following
result.
8.8. Corollary Let Λ be a subshift of one of the following types:
(1) Markov shift,
(2) sofic subshift
(3) β–shift.
Let us extend an invariant measure µ on Λ with maximal entropy to a state
φ on OΛ centralized by the canonical commutative subalgebra C(Λ+) ⊂ OΛ.
Then
hµ(Λ) = hφ(σ{Si}) = ht(σ{Si}) = htop(Λ),
where {Si} is the canonical set of generating partial isometries of the Matsumoto
algebra OΛ.
9. From KMS states to equilibrium states
In this section we make an attempt to show a closer connection between
KMS states on full periodic C∗–dynamical systems studied in sections 1–6 and
equilibrium states considered in sections 7–8. To motivate the result of this
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section, we consider the classical situation of a topological dynamical system
(X,T ) over a compact space X . A Borel probability measure m on X is called
conformal if m ◦ T ∗ is equivalent to m. The study of conformal measures is of
particular importance as it leads to equilibrium states of the system [DU]. Now
in our noncommutative setting, where we replace X by a unital C∗–algebra A
endowed with a full action of the circle, and T by the ucp map σ{xj}, KMS
states provide a natural class of states on A which play the role of conformal
measures. Indeed we have the following immediate result.
9.1. Proposition Let (A, γ) be a full periodic C∗–dynamical system over a
unital C∗–algebraA, and let {xj} be a finite subset of A1 such that
∑
j xjxj
∗ =
I and
∑
j xj
∗xj is invertible. If ω is a KMS state at inverse temperature β then
ω ◦ σ{xj} = ω(a·)
where a = e−β
∑
j xj
∗xj is obviously a positive and invertible element of A0.
We show how to produce σ–invariant states on A from KMS states of the sys-
tem (A, γ). Consider the completely positive map S{xj} : a ∈ A →
∑
j xj
∗axj
already considered in section 2. Let ω be a faithful KMS state for (A, γ) at
maximal inverse temperature βmax = log(λmax). Then, for t > λmax, consider
the series
+∞∑
k=0
S{xj}
k(I)
tk+1
,
which we claim to be Cauchy for every seminorm pT , T ∈ A, where pT (a) =
|ω(aT )|, a ∈ A. We show the claim.
ω(
m∑
n
S{xj}
k(I)
tk+1
T ) = λmax
−1
m∑
n
(
λmax
t
)k+1ω(σ{xj}
k(T )),
Now the r.h.s. is converging to 0 asm,n→∞, since
∑ σk
µk+1
is norm converging
for µ > 1. Being ω faithful, bt :=
∑+∞
k=0
S{xj}
k(I)
tk+1 lies in the enveloping von
Neumann algebra of A. Set
at = (t− λmax)bt, (9.1)
so ω(at) = 1, and define
ωt := ω(at · ).
Then for any T ∈ A,
ωt(T )− ωt(σ{xj}(T )) = ω(atT )− λmax
−1ω(S{xj}(at)T ) =
λmax
−1(t− λmax)ω((λmax − S{xj})(bt)T )→ 0
for t → λmax. So any weak∗–limit point φ of ωt for t → λmax is a σ{xj}–
invariant state on A. Note that if every xµ∗xµ commutes with any xνxν∗, for
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all multiindices µ and ν, then the Banach space generated by the xνxν
∗ is in
the centralizer of any such φ.
The next result can be regarded as an example where the construction of
equilibrium states out of KMS states is explicit. This is the noncommutative
analogue of the well known relationship between the Perron–Frobenius Theorem
and equilibrium states for Markov subshifts, see Proposition 17.14 in [DGS].
9.2. Theorem Let (A, γ,T) be a unital, full, periodic C∗–dynamical system,
and let OA ⊂ A be a unital Z–graded inclusion of the Cuntz–Krieger algebra
associated to an irreducible matrix A, in A. If ω is a faithful KMS state of A
at maximal inverse temperature log(λmax), then
(1) λmax = r(A),
(2) ωt is norm convergent, for t → λmax
+, to a σ{Sj}–invariant state φ
centralized by C(ΛA+), where {Sj} is the canonical set of generators of
OA.
(3) φ restricts on C(ΛA+) to the unique probability measure µ for which
hµ(ΛA) = htop(ΛA).
In particular, if for a net ωα of finite subsets of A
0 with total union
ht2({φxi,xj}, ωα) = 0
then
hµ(ΛA) = hφ(σ{xj}) = htop(σ{xj}) = htop(ΛA) = log(r(A)).
Proof It is known that Markov subshifts defined by irreducible matrices have
a unique maximal measure, see Theorem 19.14 in [DGS]. The elements at,
t ≥ λmax, defined as in (9.1) belong to the finite–dimensional C
∗–subalgebra
of C(ΛA+) generated by SiSi
∗, the characteristic functions of the cylinders
[i], i = 1, . . . d. Since ω(at) = 1 and ω is faithful, there exists a norm–limit
point a of at, for t→ λmax
+. Inspection shows that a is an eigenvector of S{Si}
with eigenvalue λmax, and therefore it corresponds to a left eigenvalue (vi) of A,
normalized so that ω(a) = 1. In particular, at is convergent. Since ω is a KMS
state of A, and hence of OΛ w.r.t. the gauge action, evaluating ω on SiSi
∗
gives the unique, up to a scalar, positive right eigenvector (uj) of A. The nor-
malization ω(a) = 1 yields
∑
i uivi = 1. Evaluating φ on Si1 . . . Sir (Si1 . . . Sir )
∗
gives
φ(Si1 . . . Sir (Si1 . . . Sir )
∗) = ω(aSi1 . . . Sir (Si1 . . . Sir )
∗) =
vi1ω(Si1 . . . Sir (Si1 . . . Sir )
∗) =
vi1
λr
ω((Si1 . . . Sir )
∗Si1 . . . Sir ) =
vi1
λr
ai1,i2 . . . air−1,ir
∑
i
∑
j
ω(air ,jSjSj
∗) =
vi1uir
λr−1
ai1,i2 . . . air−1,ir .
If we now compare with the formula given in Prop. 17.14 in [DGS], we see that
µ = φ ↾C(ΛA+) restricts precisely to the unique measure on ΛA+ with maximal
entropy.
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