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ON DIFFERENTIAL INDEPENDENCE OF ζ AND Γ
QI HAN AND JINGBO LIU
Abstract. In this note, we will prove that ζ and Γ can not satisfy any differential equation
generated through a family of functions continuous in ζ with polynomials in Γ .
It is a profound result of Ho¨lder [4] in 1887 that the Euler gamma-function
Γ (z) =
∫ +∞
0
tz−1e−tdt
can not satisfy any nontrivial algebraic differential equation whose coefficients are polynomials
in C. That is, if P (v0, v1, . . . , vn) is a polynomial of n+1 variables with polynomial coefficients
in z ∈ C such that P (Γ ,Γ ′, . . . ,Γ (n))(z) ≡ 0 for z ∈ C, then necessarily P ≡ 0. Hilbert [2, 3],
in the lecture addressed before the International Congress of Mathematicians at Paris in 1900
for his famous 23 problems, stated in Problem 18 that the Riemann zeta-function
ζ(z)1 =
+∞∑
n=1
1
nz
can not satisfy any nontrivial algebraic differential equation whose coefficients are polynomials
in C. This problem was solved by Mordukhai-Boltovskoi [8] and Ostrowski [9], independently.
In addition, Voronin [12] proved, as a special case of his result, ζ can not satisfy any nontrivial
differential equation generated from a continuous function F (u0, u1, . . . , um) of m+1 variables
with polynomial coefficients in C, based on his celebrated result [11] as follows.
Proposition 1. Given x ∈ ( 12 , 1
)
for z = x+ iy ∈ C, define
γ(y) := (ζ(x+ iy), ζ′(x + iy), . . . , ζ(m)(x+ iy))
to be a curve in y. Then, γ(R) is everywhere dense in Cm+1.
On the other hand, ζ and Γ are related by the Riemann functional equation
ζ(1− z) = 21−zπ−z cos
(1
2
πz
)
Γ (z)ζ(z).
In 2007, Markus [7] showed that ζ(sin(2πz)) can not satisfy any nontrivial algebraic differential
equation whose coefficients are polynomials in Γ and its derivatives, and he conjectured ζ itself
can not satisfy any nontrivial algebraic differential equation whose coefficients are polynomials
in Γ and its derivatives, either. As such, one is now interested in knowing whether there exists
a nontrivial polynomial P(u0, u1, . . . , um; v0, v1, . . . , vn) such that, for z ∈ C,
P(ζ, ζ′, . . . , ζ(m);Γ ,Γ ′, . . . ,Γ (n))(z) ≡ 0. (1)
Important partial results of (1) can be found in Li and Ye [5, 6] for n = 1, 2.
In this note, we manipulate the key ideas involved in [4, 12, 6] and consider some differential
equations generated through a family F of functions F(u0, u1, . . . , um; v0, v1, . . . , vn) which are
continuous in ~u := (u0, u1, . . . , um) with polynomial coefficients in ~v := (v0, v1, . . . , vn).
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1In this paper, we will use ζ(z), instead of the common practice ζ(s), to keep notations consistent.
1
2As a matter of fact, we define
Λ := {λ := (λ0, λ1, . . . , λn) : λ0, λ1, . . . , λn are nonnegative integers}
to be an index set having a finite cardinality, and accordingly write
Λp := {λ ∈ Λ : |λ| := λ0 + λ1 + · · ·+ λn = p} and
Λ⋆q :=
{
λ ∈ Λ : |λ|⋆ := λ1 + nλn = q
}
.
Let F(u0, u1, . . . , um; v0, v1, . . . , vn) be a function of m+ n+ 2 variables such that
F(u0, u1, . . . , um; v0, v1, . . . , vn) =
∑
λ∈Λ
Fλ(u0, u1, . . . , um)v
λ0
0 v
λ1
1 · · · vλnn .
Here, the Fλ(u0, u1, . . . , um) are continuous functions in C
m+1. Moreover, for fixed |λ|, the set
{λ2, . . . , λn−1} depends only on |λ|⋆ (that is, λ2, . . . , λn−1 are fixed provided |λ|⋆ is; note that,
though, one does have extensive latitude in λ1 and λn to a certain degree) and
χ(|λ|⋆) := 2λ2 + 3λ3 + · · ·+ (n− 1)λn−1, (2)
as a function of |λ|⋆, is required be nondecreasing in |λ|⋆. Denote by F the family of functions
F(u0, u1, . . . , um; v0, v1, . . . , vn) that satisfy the preceding properties.
Then, the main result of this paper can be formulated as follows.
Theorem 2. Assume F(u0, u1, . . . , um; v0, v1, . . . , vn) is a function of m+n+2 variables that
belongs to the family F . If, for z ∈ C,
F(ζ, ζ′, . . . , ζ(m);Γ ,Γ ′, . . . ,Γ (n))(z) ≡ 0, (3)
then the function F vanishes identically.
Proof. Since Λ has a finite cardinality, one sees, for a nonnegative integer LΛ,
F(u0, u1, . . . , um; v0, v1, . . . , vn) =
LΛ∑
p=0
∑
λ∈Λp
Fλ(~u)v
λ0
0 v
λ1
1 · · · vλnn .
Here, and hereafter, Fλ(~u) represents the function Fλ(u0, u1, . . . , um) to save space. Write, for
each p = 0, 1, . . . , LΛ, the associated homogeneous polynomial in ~v of degree p to be
Fp(u0, u1, . . . , um; v0, v1, . . . , vn) :=
∑
λ∈Λp
Fλ(~u)v
λ0
0 v
λ1
1 · · · vλnn .
Rearranging Fp(u0, u1, . . . , um; v0, v1, . . . , vn) in ~v in the ascending order of q = |λ|⋆, together
with the lexicographical order, yields a nonnegative integer Mp with
Fp(u0, u1, . . . , um; v0, v1, . . . , vn) =
Mp∑
q=0
∑
λ∈Λp∩Λ⋆q
Fλ(~u)v
λ0
0 v
λ1
1 · · · vλnn , (4)
so that
F(u0, u1, . . . , um; v0, v1, . . . , vn) =
LΛ∑
p=0
Mp∑
q=0
∑
λ∈Λp∩Λ⋆q
Fλ(~u)v
λ0
0 v
λ1
1 · · · vλnn . (5)
In view of (3), for each p = 0, 1, . . . , LΛ and all z ∈ C, we claim that
Fp(ζ, ζ′, . . . , ζ(m);Γ ,Γ ′, . . . ,Γ (n))(z) ≡ 0. (6)
Suppose, on the contrary, p0 is the least index among {0, 1, . . . , LΛ} that violates (6). Then,
we have
Fp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ ′
Γ
, . . . ,
Γ (n)
Γ
)
(z) =
Fp0(ζ, ζ′, . . . , ζ(m);Γ ,Γ ′, . . . ,Γ (n))(z)
Γ p0(z)
6≡ 0.
(7)
3Set the digamma function ψ := Γ
′
Γ
, and deduce inductively Γ
(j)
Γ
= ψj
[
1+ (cj+ εj)
ψ′
ψ2
]
with
cj = cj−1+j−1 = j(j−1)2 and εj = εj−1+
ε′j−1
ψ
+(cj−1+εj−1)
[
(j−3)ψ′
ψ2
+ ψ
′′
ψψ′
]
for c0 = c1 = 0
and ε0 = ε1 = 0. See Han, Liu and Wang [1] for the detailed calculations.
By virtue of (2), (4) and (7), we get, for hj := cj + εj and z ∈ C,
Fp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ ′
Γ
, . . . ,
Γ (n)
Γ
)
(z)
=
Mp0∑
q=0
∑
λ∈Λp0∩Λ
⋆
q
Fλ(~ζ(z))
(Γ ′
Γ
)λ1
(z)
n−1∏
j=2
(Γ (j)
Γ
)λj
(z)
(Γ (n)
Γ
)λn
(z)
=
Mp0∑
q=0
ψq+χ(q)(z)
n−1∏
j=2
(
1 + hj
ψ′
ψ2
)λj
(z)
∑
λ∈Λp0∩Λ
⋆
q
Fλ(~ζ(z))
(
1 + hn
ψ′
ψ2
)λn
(z),
(8)
with ~ζ(z) henceforth being the abbreviation of the vector function (ζ, ζ′, . . . , ζ(m))(z).
Note λ2, . . . , λn−1 depend only on p0, q. For fixed p0, q, λ is uniquely determined by λn, and
vice versa. Denote the largest λn in Λp0 by Np0 . Then, (8) can be rewritten as
Fp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ ′
Γ
, . . . ,
Γ (n)
Γ
)
(z)
=
Mp0∑
q=0
Πq(z)ψ
q+χ(q)(z)
Np0∑
r=0
Fq,r(~ζ(z))
(
1 + hn
ψ′
ψ2
)r
(z).
(9)
Here, Fq,r(~u) := Fλ(~u) for some λ ∈ Λp0 if it exists while Fq,r(~u) := 0 otherwise, and Πq :=
n−1∏
j=2
(
1 + hj
ψ′
ψ2
)λj
. We set H := hn
ψ′
ψ2
and expand (1 +H)r to observe
Np0∑
r=0
Fq,r(~ζ(z))(1 +H)
r(z) =
Np0∑
r=0
Gq,r(~ζ(z))H
r(z). (10)
Here, for fixed p0, q, the functions Fq,r(~u), Gq,r(~u) satisfy the relations
Gq,Np0 (~u) = Fq,Np0 (~u),
Gq,Np0−1(~u) = Fq,Np0−1(~u) + C
Np0−1
Np0
Fq,Np0 (~u),
. . .
Gq,0(~u) = Fq,0(~u) + Fq,1(~u) + · · ·+ Fq,Np0 (~u),
(11)
so that {Fq,r(~u)} and {Gq,r(~u)} are mutually uniquely representable of each other.
Summarizing all the preceding discussions (8), (9) and (10) leads to
Fp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ ′
Γ
, . . . ,
Γ (n)
Γ
)
(z)
=
Mp0∑
q=0
Πq(z)ψ
q+χ(q)(z)
Np0∑
r=0
Gq,r(~ζ(z))H
r(z).
(12)
Recall (7), and notice the Gq,r(~u) are continuous functions over C
m+1. Let Gq0,r0(~u) be the
first nonzero term in the ordered sequence of functions as follows
GMp0 ,0(~u), GMp0−1,0(~u), . . . , G0,0(~u), GMp0 ,1(~u), . . . , G0,1(~u), . . . ,
GMp0 ,Np0−1(~u), . . . , G0,Np0−1(~u), GMp0 ,Np0 (~u), . . . , G1,Np0 (~u), G0,Np0 (~u).
In view of the finiteness of indices, one certainly can find a constant C0 > 1 and a sufficiently
small subset Ω of Cm+1 such that, after appropriate rescaling if necessary, |Gq0,r0(~u)| ≥ 1 and
4|Gq,r(~u)| ≤ C0 uniformly for all ~u ∈ Ω  Cm+1 and for every 0 ≤ q ≤ Mp0 and 0 ≤ r ≤ Np0 .
Then, by Proposition 1, there exists a sequence of real numbers {yk}+∞k=1 with |yk| → +∞ such
that γ(yk) ∈ Ω  Cm+1 when x = 34 . So, for zk := 34 + iyk ∈ C, one has∣∣∣Gq0,r0(~ζ(zk))
∣∣∣ ≥ 1 and
∣∣∣Gq,r(~ζ(zk))
∣∣∣ ≤ C0 (13)
uniformly for all indices q = 0, 1, . . . ,Mp0 and r = 0, 1, . . . , Np0 .
Next, the classical result of Stirling [10, p.151] states that
logΓ (z) =
(
z − 1
2
)
log z − z + 1
2
log(2π) +
∫ +∞
0
[t]− t+ 12
t+ z
dt,
which combined with a version of the Lebesgue’s convergence theorem leads to
ψ(z) =
Γ ′
Γ
(z) = log z − 1
2z
−
∫ +∞
0
[t]− t+ 12
(t+ z)2
dt.
By virtue of a routine differentiation procedure, for all j = 1, 2, . . ., one derives
ψ(z) = log z(1 + o(1)) and ψ(j)(z) =
(−1)j−1(j − 1)!
zj
(1 + o(1)),
and thus
ψ′
ψ2
(z) =
1
z(log z)2
(1 + o(1)) and
ψ′′
ψψ′
(z) = − 1
z log z
(1 + o(1)), (14)
uniformly on D :=
{
z : −π6 ≤ arg z ≤ π6
}
, provided |z| is sufficiently large. Notice (14) implies
εj = − j(j−1)(j−2)6 1z log z (1 + o(1)), so that, for an o(1) depending only on p0, q,
Πq(z) =
n−1∏
j=2
(
1 + hj
ψ′
ψ2
)λj
(z) = (1 + o(1)) (15)
uniformly on D for sufficiently large |z|. See [1] for the detailed computations.
From now on, we shall focus entirely on {zk}+∞k=1  D and observe that
Πq(zk)ψ
q+χ(q)(zk)Gq,r(~ζ(zk))H
r(zk)
is equal to, in view of H(zk) = hn(zk)
ψ′
ψ2
(zk) =
n(n−1)
2zk(log zk)2
(1 + o(1)) and (15),
[n(n− 1)
2
]r
Gq,r(~ζ(zk))
(log zk)
q+χ(q)−2r
(zk)r
(1 + o(1))
when k → +∞. Here, the indices either satisfy r = r0 with 0 ≤ q ≤ q0 or satisfy r0 < r ≤ Np0
with 0 ≤ q ≤Mp0 . As a result, the term
Πq0(zk)ψ
q0+χ(q0)(zk)Gq0,r0(
~ζ(zk))H
r0(zk),
among all the possible terms appearing in (12), dominates in growth when k → +∞. Actually,
seeing (2), for sufficiently large k, if r = r0 with 0 ≤ q < q0, one derives
|log zk|q+χ(q)
|zk|r0 |log zk|2r0
≪ |log zk|
q0+χ(q0)
|zk|r0 |log zk|2r0
,
while if r0 < r ≤ Np0 with 0 ≤ q ≤Mp0 , one instead derives
|log zk|q+χ(q) ≤ |log zk|Mp0+χ(Mp0 )+q0+χ(q0)
|zk|r |log zk|2r ≫ |zk|r0 |log zk|Mp0+χ(Mp0 )+2r0 .
Therefore, for sufficiently large k, one concludes through (7), (12) and (13) that∣∣∣∣Fp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ ′
Γ
, . . . ,
Γ (n)
Γ
)
(zk)
∣∣∣∣ ≥ 13
|log zk|q0+χ(q0)−2r0
|zk|r0 . (16)
5When p0 = LΛ, by the definition of p0 and (16), it yields that
F(ζ, ζ′, . . . , ζ(m);Γ ,Γ ′, . . . ,Γ (n))(zk)
=ΓLΛ(zk)FLΛ
(
ζ, ζ′, . . . , ζ(m); 1,
Γ ′
Γ
, . . . ,
Γ (n)
Γ
)
(zk) 6= 0
for sufficiently large k, which contradicts the assumption (3).
When p0 < LΛ, using the classical result of Titchmarsh [10, p.151]∣∣∣∣Γ
(3
4
+ iy
)∣∣∣∣ =
√
2πe−
1
2π|y| |y| 14 (1 + o(1))
as |y| → +∞ and seeing that |log z|ı
|z||log z|2
→ 0 as |z| → +∞ if  > 0 for nonnegative integers ı, ,
one easily observes, in view of (4), (5), (7), (13) and (16), as k → +∞,∣∣∣∣F(ζ, ζ
′, . . . , ζ(m);Γ ,Γ ′, . . . ,Γ (n))(zk)
ΓLΛ(zk)
∣∣∣∣
=
∣∣∣∣∣
LΛ∑
p=p0
1
ΓLΛ−p(zk)
Fp
(
ζ, ζ′, . . . , ζ(m); 1,
Γ ′
Γ
, . . . ,
Γ (n)
Γ
)
(zk)
∣∣∣∣∣
≥ 1
6
exp
(LΛ − p0
2
π |yk|
)
(|yk|
1
4
√
2π)p0−LΛ
|log zk|q0+χ(q0)−2r0
|zk|r0
− C1 exp
(LΛ − p0 − 1
2
π |yk|
)
|yk|
p0+1−LΛ
4 |log zk|K → +∞
for a constant C1 > 0 and an integer K ≥ 0 depending on n,Λ. So, again
F(ζ, ζ′, . . . , ζ(m);Γ ,Γ ′, . . . ,Γ (n))(zk) 6= 0
for sufficiently large k, which contradicts the assumption (3).
Summarizing all the preceding analyses leads to (6), which further implies that the function
Fp(u0, u1, . . . , um; v0, v1, . . . , vn) itself must vanish identically.
In fact, when p = 0, by definition, F0(u0, u1, . . . , um; v0, v1, . . . , vn) = F (u0, u1, . . . , um) is a
continuous function of m+ 1 variables with constant coefficients. Therefore, via Voronin [12],
F (ζ, ζ′, . . . , ζ(m))(z) ≡ 0 yields F (u0, u1, . . . , um) ≡ 0 immediately.
From now on, assume p > 0. For simplicity, write p = p0, and use the expression (12) and
all its associated notations. We next prove Gq,r(~u) ≡ 0 for all the indices q, r. To this end, we
first show that each one of
GMp0 ,0(~u), GMp0−1,0(~u), . . . , G0,0(~u)
must be identically equal to zero. Let’s start with GMp0 ,0(~u), and suppose that GMp0 ,0(~u) 6≡ 0.
Then, (13), or its resemblance for this newly chosen p0, holds. Among all the terms appearing
in (12), the term
ΠMp0 (zk)ψ
Mp0+χ(Mp0 )(zk)GMp0 ,0(
~ζ(zk)) ∼ (log zk)Mp0+χ(Mp0 )
dominates in growth for large k, since |log zk|
ı
|zk|
|log zk|
2 → 0 when k → +∞ if  > 0 for nonnegative
integers ı, . Thus, analogous to (16), we deduce from (12) and (13) that
Fp0(ζ, ζ′, . . . , ζ(m);Γ ,Γ ′, . . . ,Γ (n))(zk)
=Γ p0(zk)Fp0
(
ζ, ζ′, . . . , ζ(m); 1,
Γ ′
Γ
, . . . ,
Γ (n)
Γ
)
(zk) 6= 0
for sufficiently large k, which, however, contradicts the conclusion (6). As a consequence, one
sees GMp0 ,0(~u) ≡ 0. The next term in line is GMp0−1,0(~u) with
ΠMp0−1(zk)ψ
Mp0−1+χ(Mp0−1)(zk)GMp0−1,0(
~ζ(zk)) ∼ (log zk)Mp0−1+χ(Mp0−1),
6and we deduce that GMp0−1,0(~u) ≡ 0 in exactly the same manner. And so on and so forth, we
observe that Gq,0(~u) ≡ 0 for each q = 0, 1, . . . ,Mp0 . Next, after the elimination of H in (12),
we can repeat the preceding procedure for
GMp0 ,1(~u), GMp0−1,1(~u), . . . , G0,1(~u)
and observe that Gq,1(~u) ≡ 0 for each q = 0, 1, . . . ,Mp0 . Continuing like this, Gq,r(~u) ≡ 0, and
thus Fq,r(~u) ≡ 0 by (10) and (11), for all indices q, r; so, Fp0(u0, u1, . . . , um; v0, v1, . . . , vn) ≡ 0
follows, which implies F(u0, u1, . . . , um; v0, v1, . . . , vn) ≡ 0 in view of (5). 
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