Ruskey and Savage asked the following question: Does every matching of Q n for n ≥ 2 extend to a Hamiltonian cycle of Q n ? J. Fink showed that the question is true for every perfect matching, and solved the Kreweras' conjecture. In this paper we consider the question in hypercubes with faulty edges. We show that every matching M of at most 2n − 1 edges can be extended to a Hamiltonian cycle of Q n for n ≥ 2. Moreover, we can prove that when n ≥ 4 and M is nonempty this result still holds even if Q n has at most n − 1 − ⌈ |M | 2 ⌉ faulty edges with one exception.
Introduction
The n-dimensional hypercube Q n is one of the most popular and efficient interconnection networks. There is a large amount of literature on graph-theoretic properties of hypercubes as well as on their applications in parallel computing (e.g., see [9, 12] ).
It is well known that Q n is Hamiltonian for every n ≥ 2. This statement dates back to 1872 [8] . Since then, the research on Hamiltonian cycles in hypercubes satisfying certain additional properties has received considerable attention. The applications in parallel computing inspired the study of Hamiltonian cycles in hypercubes with faulty edges [2, 16, 18] . Dvořák [4] showed that any set of at most 2n − 3 edges of Q n (n ≥ 2) that induces vertex-disjoint paths is contained in a Hamiltonian cycle. Wang et al. [18] edges for 1 ≤ k ≤ n − 3 and every induced matching can be extended to a perfect matching of Q n , so can be extended to a Hamiltonian cycle of Q n .
In this paper, we consider Ruskey and Savage's question in faulty hypercubes and obtain the following main results: every matching M of at most 2n − 1 edges can be extended to a Hamiltonian cycle of Q n for n ≥ 2; when n ≥ 4 and M is nonempty this result still holds even if Q n has at most n − 1 − ⌈ |M | 2 ⌉ faulty edges with one exception.
The rest of this paper is organized as follows. In Section 2 we introduce some necessary definitions and preliminaries. In Section 3 and Section 4 we discuss bases of induction of the two main theorems. The main results are stated and proved in Section 5.
Definitions and preliminaries
The terminology and notation used in this paper but undefined below can be found in [1] .
As usual, the vertex set and edge set of a graph G are denoted by V (G) and E(G). For a set E ⊆ E(G), let G−E denote the graph with vertices V (G) and edges E(G)\E. The distance between two vertices u and v is the number of edges in a shortest path between u and v in G, denoted by d G (u, v), with the subscript being omitted when the context is clear. The n-dimensional hypercube Q n is a graph whose vertex set consists of all binary strings of length n, with two vertices being adjacent whenever the corresponding strings differ in exactly one position. An edge in Q n is called an i-dimensional edge if its endvertices differ in the ith position. The set of all i-dimensional edges of Q n is denoted by E i . For any given j ∈ [n], let Q 0 n−1 and Q 1 n−1 be two (n − 1)-dimensional subcubes of Q n induced by all the vertices with the jth positions being 0 and 1, respectively. Since
Lemma 2.1. [19] For n ≥ 2, let e and f be two disjoint edges in Q n . Then Q n can be decomposed into two (n − 1)-dimensional subcubes such that one contains e and the other contains f .
Let us recall the following classical result, originally proved by Havel in [10] .
Lemma 2.2.
[10] Let n ≥ 1 and x, y ∈ V (Q n ) be such that d(x, y) is odd. Then there exists a Hamiltonian path between x and y in Q n .
Lemma 2.3.
[4] For n ≥ 2, let x, y ∈ V (Q n ) and e ∈ E(Q n ) such that d(x, y) is odd and e = xy. Then there is a Hamiltonian path of Q n between x and y passing through edge e.
and |F | ≤ 1. Then there exists a Hamiltonian path in Q n − F between u and v.
A path with endvertices u and v is denoted by P uv . We say that paths
Lemma 2.5. [4] For n ≥ 2, let x, y, u, v be pairwise distinct vertices of Q n such that both d(x, y) and d(u, v) are odd. Then (i) there exist spanning paths P xy , P uv of Q n ; (ii) moreover, in the case when d(x, y) = 1, path P xy can be chosen such that P xy = xy, unless n = 3, d(u, v) = 1 and d(xy, uv) = 2.
Note that for any edge e ∈ E(Q 3 ) there exists a unique edge f ∈ E(Q 3 ) such that
A forest is linear if each component of it is a path.
Hamiltonian cycle of Q n passing through E if and only if the subgraph induced by E is a linear forest.
Lemma 2.7.
[13] Let n ≥ 3 and F ⊆ E(Q n ) with |F | ≤ n − 2. Then any edge of
⌋. If the subgraph induced by E is a linear forest, then all edges of E lie on a Hamiltonian cycle of Q n − F .
Base of induction of the first main theorem
A set of edges in a graph G is called a matching if no two edges have a point in common.
A matching is perf ect if it covers all of V (G).
Lemma 3.1. [6, 7] For every perfect matching M of K(Q n ) there exists a perfect matching R of Q n , n ≥ 2, such that M ∪ R is a Hamiltonian cycle of K(Q n ), where K(Q n ) is the complete graph on the vertices of the hypercube Q n . Proof. Since u / ∈ V (M), we have |M| ≤ 3, there are nine possibilities for M and u up to isomorphism, see Figure 1 . Observe that when |M| ≤ 2 we can extend M to a matching
. If the conclusion holds for M ′ , then it also holds for M, so we can assume that |M| = 3. Then there is a Hamiltonian path of Q 3 between u and v passing through M, see Figure 2 .
(6) (7) (8) Proof. Let M be a matching of Q n . By Lemma 3.1, every perfect matching can be extended a Hamiltonian cycle of Q n for n ≥ 2, so we only need to consider the case that M is not perfect. If n = 2, 3, then |M| ≤ 2n − 3 and therefore by Lemma 2.6, there is a Hamiltonian cycle of Q n containing M. If n = 4, since |M| ≤ 7, there exists j ∈ [4] such that
Lemma 3.2 there is a Hamiltonian path
4 Base of induction of the second main theorem Proof. There are three non-isomorphic matchings of size 2 in Q 3 , see Figure 4 (1)(5)(9).
In Figure 4 (2), if f is one of the dotted edges, then there is a Hamiltonian cycle containing
By exhausting all possibilities for {M, f }, as it is presented on Figure 4 , we can verify the conclusion holds.
Lemma 4.2. Let M be a matching of Q 3 with |M| = 3. Then there exists at most one
(1) Proof. There are three non-isomorphic matchings of size 3 in Q 3 . By exhausting all possibilities for {M, e}, we can find a Hamiltonian cycle containing M ∪ {e} except that {M, e} is as on Figure 5 (1), see Figure 5 . Figure 6 up to isomorphism. 3 by E j . By symmetry, we may assume that |M 0 | ≥ |M 1 |, moreover, we can choose j such that |M 0 | ≤ 3. Let F = {f }.
and f 1 = xy, let uv = f . By Lemma 2.3, there exists a Hamiltonian path P u 1 v 1 passing through xy in Q 1 3 . Then the desired Hamiltonian cycle in Q 4 − F is induced by edges of
By Lemma 2.5, there exist spanning paths
Since |M 0 | = |M 1 | = 2, by symmetry, we may assume that f ∈ E j ∪ E(Q 0 3 ). If f ∈ E j , apply Lemma 2.6 to find a Hamiltonian cycle 
Since M is a matching, we have e ∈ {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 }, see Figure 7 . Then we can find a
If (Q 
Next apply Lemma 2.3 to find a Hamiltonian path P u 1 v 1 of Q 1 3 passing through h. Then the desired Hamiltonian cycle in Q 4 − F is induced by edges of (E( 
Using Lemmas 2.8, 3.3, 4.5 and 4.6, we obtain, 
If one of (Q 
Hence, at least two of E 3 , E 4 and E 5 satisfy |E j ∩ (M ∪ F )| ≤ 1, where j ∈ {3, 4, 5}.
Assume that |E 4 ∩ (M ∪ F )| ≤ 1 and |E 5 ∩ (M ∪ F )| ≤ 1. We claim that j = 4 or j = 5 satisfies the lemma. If j = 4 does not satisfy the lemma, then one of the two subcubes decomposed from Q 5 by E 4 is the case (a), see Figure 9 . Then the two subcubes decomposed from Q 5 by E 5 both contain three edges of M, so none of them is the case (a), hence j = 5 satisfies the lemma. The proof is complete. 
Main results
Theorem 5.1. For n ≥ 2, let M be a matching of Q n with |M| ≤ 2n − 1. Then there exists a Hamiltonian cycle of Q n containing M.
Proof. We prove the theorem by induction on n. The theorem holds for n = 2, 3, 4 by Lemma 3.3. Assume that the theorem holds for n − 1(≥ 4), we are to show it holds for ∈ E(C 0 ), choose neighbors s and t of x and y on C 0 such that one of the paths between x and y contains s and the other contains t. Note that there are two ways to choose s and t. n−1 passing through M 1 . Then the desired Hamiltonian cycle of Q n is induced by edges of (E(C 0 ) ∪ E(P s 1 t 1 ) ∪ {xy, ss 1 , tt 1 }) \ {xs, yt}).
Since Q n is bipartite and d(x, y) is odd, we can choose s and t such that u / ∈ {s, t}. Select a neighbor v of u on C 0 such that v / ∈ {s, t}.
Since d(u, v) and d(s, t) are odd, d(u 1 , v 1 ) and d(s 1 , t 1 ) are also odd, by Lemma 2.5, there exist spanning paths P u 1 v 1 , P s 1 t 1 of Q 1 n−1 . Hence the desired Hamiltonian cycle of Q n is induced by edges of (E(C 0 ) ∪ E(P u 1 v 1 ) ∪ E(P s 1 t 1 ) ∪{xy, uu 1 , vv 1 , ss 1 , tt 1 }) \ {uv, xs, yt}.
Let xy, uv ∈ M 0 and apply the induction hypothesis to find a Hamiltonian cycle C 0 containing M 0 \ {xy, uv} in Q 0 n−1 . If {xy, uv} ⊆ E(C 0 ), then the conclusion holds by Claim 1. If |{xy, uv} ∩ E(C 0 )| = 1, without loss of generality, assume that xy / ∈ E(C 0 ) and uv ∈ E(C 0 ). Choose neighbors s and t of x and y on C 0 such that one of the paths between x and y contains s and the other contains t. Since d(s 1 , t 1 ) is odd, by Lemma 2.2, there is a Hamiltonian path P s 1 t 1 of Q 1 n−1 . Then the desired Hamiltonian cycle of Q n is induced by edges of (E(C 0 ) ∪ E(P s 1 t 1 ) ∪ {xy, ss 1 , tt 1 }) \ {xs, yt}).
If {xy, uv} ∩ E(C 0 ) = ∅, there are two cases up to isomorphism, see Figure 10 .
Choose neighbors r, s, w, t of x, y, u, v on C 0 , respectively, see Figure 10 . Since x, y, u, v are pairwise distinct and {xy, uv} ⊆ M, we have r, s, w, t are pairwise distinct and {xr, ys, uw, vt} ∩ M = ∅. Hence the desired Hamiltonian cycle of Q n is induced by edges of (E(C 0 ) ∪ E(P r 1 s 1 ) ∪ E(P w 1 t 1 ) ∪{uv, xy, rr 1 , ss 1 , ww 1 , tt 1 }) \ {xr, ys, uw, vt}.
If one of the paths on C 0 between u and v contains x and the other contains y, see Hence the desired Hamiltonian cycle of Q n is induced by edges of (E(C 0 ) ∪ E(P r 1 t 1 ) ∪ E(P w 1 s 1 ) ∪{uv, xy, rr 1 , ss 1 , ww 1 , tt 1 }) \ {xr, ys, uw, vt}. 
