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Introduction
In recent years, there has been considerable interest in fair scheduling algorithms for multiprocessor systems [4, 5, 6, 14, 19] . Under fair disciplines, each task is assigned a weight that represents its share of the system's resources. At present, fair scheduling algorithms are the only known means for optimally scheduling recurrent real-time tasks on multiprocessors, and thus are of importance from a theoretical perspective. In addition, there has been growing practical interest in such algorithms [6] .
One limitation of most prior work on multiprocessor fair scheduling algorithms is that only independent tasks that do not synchronize or share resources have been considered. In contrast, tasks in real systems usually are not independent. Synchronization entails additional overhead, which must be taken into account when determining system feasibility [2, 3, 16, 17] . Unfortunately, prior work on real-time synchronization has been directed at uniprocessor systems, or systems implemented using non-fair scheduling algorithms (or both), and thus cannot be directly applied in fairscheduled multiprocessor systems. (Indeed, synchronization issues in fair-scheduled uniprocessor systems and related bandwidth-preserving server schemes were first considered only very recently [7, 8, 12, 14] .)
In recent work [10] , we demonstrated the effectiveness of lock-free algorithms for implementing shared objects in fair-scheduled systems. Lock-free algorithms do not use semaphores to synchronize tasks. Hence, tasks never block. Blocking can be particularly problematic in fair-scheduled systems because blocking can disrupt fair allocation rates. Although lock-free algorithms are ideal for fairscheduled systems, they are not always appropriate. Specifically, lock-free techniques tend to produce efficient implementations only for simple objects, such as queues and buffers, and often require strong synchronization primitives. For complex objects, overhead (both time and space) is often prohibitive. In such cases, semaphore-based locking techniques are more suitable. Furthermore, lock-based synchronization may also be needed to synchronize accesses to external devices.
In this paper, we consider the problem of incorporating lock-based synchronization into fair-scheduled multiprocessor systems. As in our previous work, we take the Pfairness constraint proposed by Baruah et al. [4] to be our notion of fairness. We also limit attention to periodic task systems [13] . Despite this focus, many of our results should applicable to other fair scheduling algorithms and notions of recurrent execution as well.
We present several locking protocols that are optimized for the special case in which critical sections require only a small fraction of a scheduling quantum. Although we expect these protocols to be widely applicable, we also present a simple server-based protocol that permits arbitrarily long critical sections. After describing and analyzing these protocols, we present an experimental evaluation that demonstrates both the relative performance of each in various situations and the inherent cost of using long critical sections in Pfair-scheduled systems.
The rest of this paper is organized as follows. In Sec. 2, we present background information and state assumptions relating to our work. We then present our optimized protocols in Sec. 3, followed by the server-based protocol in Sec. 4 . Experimental results are presented in Sec. 5. We conclude in Sec. 6.
Background
Let denote a set of AE periodic tasks ½ to be scheduled on Å ½ processors. Let denote the set of locks shared by tasks in . Assume that each lock ¾ is requested by at least two tasks and that each task requests at least one lock.
(This last assumption simplifies the presentation of our results. The system may also contain other tasks that do not require synchronization. However, due to fair scheduling, ½ We assume each task begins execution at time 0.
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¾ Note that this model does not allow nested critical sections, and thus deadlock cannot occur. Since our focus in this paper is to introduce the concept of locking in a fair-scheduled environment, we have intentionally chosen a simplified model. Issues such as nested accesses and deadlock avoidance are left as future work
Baruah et al. [4] showed that a schedule satisfying Property (Pf) exists for a task set on Å processors if and only if the following condition holds.
Property (Pf) effectively sub-divides each task Ì into a series of evenly-distributed quantum-length subtasks. Adopting the notation of Anderson and Srinivasan [19] , we let Ì denote the th subtask of Ì . For example, Fig. 1(a) shows the time slot interval within which each subtask must execute to satisfy Property (Pf) when Ì Û ¿ ½¼. The interval associated with each subtask Ì is called Ì 's window and is denoted ´Ì µ. For example, ´Ì ¾ µ in Fig. 1(a) is ¿ . (Recall that the th time slot spans the time interval · ½ µ . Therefore, the time-slot interval ¿ corresponds to the time interval ¿ µ.) ´Ì µ extends from the pseudo-release of Ì , denoted Ö´Ì µ, to its pseudo-deadline, denoted ´Ì µ, both of which are measured in time slots. In Fig. 1(a) , Ö´Ì ¾ µ ¿ and ´Ì ¾ µ . The "pseudo" prefix avoids confusion with job releases and deadlines and may be omitted when the proper interpretation is clearly implied.
At present, three optimal Pfair scheduling algorithms are known: PF [4] , PD [5] , and PD ¾ [19] . Each algorithm prioritizes subtasks using an earliest-pseudo-deadline-first (EPDF) rule, in which priority is given to the eligible subtask with the earliest deadline. However, these algorithms differ in their choice of tie-breaking rules that are used when two subtasks have matching deadlines. (See [4, 5, 19] for details.) We consider only PD ¾ in the remainder of the paper since it is the most efficient of these algorithms. Fig. 1(c) shows a PD ¾ schedule for a simple task system. Vertical dashed lines mark the time-slot boundaries and boxes show when each task is scheduled.
Intra-sporadic task model. Srinivasan and Anderson [19] proved that PD ¾ also schedules any intra-sporadic (IS) task set that satisfies (1) . Under this model, a subtask release can be delayed as long as the relative separation between each pair of windows is at least as long as it would have been had no delay occurred. For example, suppose that Ì ¾ 's release is delayed for two slots in Fig. 1(a) , i.e., it is released at time 5 instead of time 3. Releasing Ì ¿ at time 6 (as before) results in a relative separation of only one between Ö´Ì ¾ µ and Ö´Ì ¿ µ. Since the relative separation is three without the delay (see Fig. 1(a) ), the separation restriction is violated. To avoid this violation, Ì ¿ 's release must be delayed until at least slot 8. Fig. 1(b) illustrates one acceptable window layout for an IS task with weight ¿ ½¼.
Scheduling periodic tasks using Pfairness. All previous work on Pfair-scheduled periodic task systems hinges on the following property, first observed by Baruah et al. [4] , which follows from Property (Pf). [15, 9] , the task set is partitioned into a collection of non-empty subsets, .
Periodicity (P):
Each Ë ¾ , called a supertask, is assigned a weight Ë Û (see below) in the range (0,1] and is then scheduled in place of the tasks in Ë, called Ë's component tasks. We let Ë´Ìµ denote the supertask of which task Ì is a component.
Whenever a supertask is scheduled, it selects one of its component tasks to receive the quantum. (If there is only one component task, then it may be scheduled directly.) Effectively, a supertask behaves like a virtual uniprocessor and may be used to restrict which tasks can execute in parallel.
The schedule shown in Fig. 1(d) is derived from that of Although this example uses a supertask weight equal to the cumulative weight of the component tasks, Moir and Ramamurthy [15] demonstrated that such a weight assignment may result in deadline misses when used with PF, PD, or ¿ Under Pfair scheduling, ´Ì µ can overlap with ´Ì ·½ µ by at most one time slot. An overlap occurs when ´Ì µ Ö´Ì ·½ µ.
PD
¾ . In previous work, we demonstrated that componenttask deadlines can be guaranteed by using a slightly larger supertask weight [9] . In the remainder of the paper, we refer to the process of selecting such an inflated supertask weight as reweighting. It remains an open problem whether supertasking without reweighting is inherently suboptimal.
Locking. We assume that each lock ¾ is requested by a call to lock( ) and released by a call to unlock( ). If Ì is a locking phase, then we include the overhead of both calls in Ì
. Each lock has a FIFO-ordered wait queue, WAIT( ), in which each lock-requesting task is stored (in a suspended state) until granted the lock. We consider FIFO queuing primarily because the prioritizations used by Pfair schedulers may not be constant across the duration of a critical section. In addition, the use of FIFO queuing avoids starvation. A lock-requesting task Ì issues a request for by invoking lock( ). Once is granted to Ì , we refer to Ì as the lock-holding task until it completes the corresponding call to unlock( ). Finally, task Í has a competing request for with respect to Ì (and, hence, Í is a competitor of Ì for ) if both Í and Ì have issued a request for .
Short Critical Section Protocols
In this section, we present a simple method for implementing locks when critical sections are short relative to the length of the scheduling quantum. In experiments conducted by Ramamurthy [18] on a 66 MHz processor, critical-section durations for a variety of common objects (e.g., queues, linked lists, etc.) were found to be in the range of tens of microseconds. On modern processors, these operations will likely require only a few microseconds. Since quantum sizes typically range from hundreds of microseconds to milliseconds, we expect the protocols described below to be widely applicable. In Sec. 4, we consider techniques for cases in which this assumption does not hold.
Concept. When some task Ì is granted a lock, each task Í requesting the same lock necessarily experiences a delay of at least the length of Ì 's critical section. However, this delay may be amplified drastically if Ì is preempted. Any such preemption effectively lengthens Ì 's critical section. In fair-scheduled systems, this is particularly problematic because each task's allocation is required to be evenly distributed. Hence, if Ì has a low weight, then any preemption of it will likely result in a long delay.
Fortunately, when using quantum-based scheduling with sufficiently short critical sections, the preemption of lockholding tasks is avoidable. When Ì 's critical-section duration is shorter than the scheduling quantum, its execution may span at most two quanta and hence can be preempted at most once. However, if Ì 's critical section begins sufficiently early within each quantum, then its execution will always complete before the next quantum boundary and hence will never be preempted.
Because Pfair-scheduled systems are tightly synchronized, i.e., time slots are aligned on all processors, we can ensure that each critical-section execution begins sufficiently early in a quantum by using a timer for each lock that, when triggered, prevents any task from obtaining for the remainder of the quantum. Effectively, blocking due to preemptions is replaced by a less expensive form of blocking. We use FREEZE( ) to refer to the disabling signal that is generated when lock 's timer is triggered. We refer to the interval of time between the reception of the FREEZE( ) signal and the end of the quantum as the frozen interval for , as illustrated below. ( is implicit below and hence omitted. Ø abbreviates Ø ´ µ, which is formally defined below.) 
QUANTUM
Requirements and additional notation. For this approach is to be effective, the following (obvious) requirements must be satisfied.
(R1) Each request for must eventually be granted.
(R2) Any critical section that executes within a quantum must complete before the end of that quantum.
(R2) requires that 's frozen interval be at least as long as the longest critical section guarded by . Since critical sections are expected to require only a small fraction of a quantum, (R2) should be easy to satisfy in most cases.
We will now present two timer-based protocols that differ only in their handling of tasks in WAIT( ) during frozen intervals. The first leaves pending requests in WAIT( ) but ignores them until the requesting tasks are scheduled again, while the second discards any pending request, causing the requesting task to re-issue it later. The implementation overhead, which is system-dependent, will likely determine which approach is best in practice.
We now define shorthand notations that are used in the analysis later. First, let Ñ Ü×ÙÑ ½ Ò be the maximum value produced by summing any min( ,Ò) elements from the multiset
In addition, let
denote the worst-case duration of any phase of Ì requiring lock . Second, let
denote the worstcase execution cost of all competitors of Ì requesting lock across Ñ quanta (respectively, across any number of quanta). (The maxsum subscript follows from the fact that, due to FIFO ordering, at most Å ½ competing requests can be issued in each quantum. Note that Ð Ñ Ñ ½ Ì É Ñ´ µ Ì Á µ.) Finally, let Ø ´ µ denote the offset, relative to the start of a quantum, at which the FREEZE( ) signal is generated. That is, if a quantum begins at time Ø, then the FREEZE( ) signal will be generated at time Ø · Ø ´ µ.
In the analysis that follows, a lock-requesting task Ì may be blocked due to two sources. First, Ì is actively blocked when one of its competitors is granted the lock before Ì and executes its critical section in a time slot in which Ì is scheduled. We will use the term ´Ì µ to denote an upper bound on the active blocking experienced by Ì across its duration. Since a lock cannot be granted during a frozen interval, Ì 's request may be delayed even if no competing requests are present. We refer to delays caused by the frozen intervals as freeze blocking. The duration of freeze blocking is upper bounded by the expression The protocols presented in this paper have the advantage that they can be used together. For example, suppose Ì has an additional locking phase, Ì , and that the above timer-based protocols cannot be used to implement lock Ä´Ì µ. We can still use these protocols to implement The techniques that we present in Sec. 4 can then be used to implement Ä´Ì µ.
We now focus on deriving values for ´Ì µ and ´Ì µ.
Skip Protocol (SP)
Under the SP, a lock request for that is found in WAIT( ) during the frozen interval is left in WAIT( ) and simply ignored until the requesting task is scheduled again. Doing this may reduce the task's blocking time by allowing it to retain its position in WAIT( ). However, dequeuing from WAIT( ) will no longer be a constant-time operation under this approach. Due to the FIFO ordering of WAIT( ), starvation of a request is not possible, which suggests that (R1) is easily satisfied as long as the previously stated assumptions hold. To satisfy (R2), the longest critical section guarded by , Ñ Ü Ì ¾ Ì ´ µ , must be strictly shorter than the frozeninterval length, ½ Ø ´ µ. (Recall that the critical section must complete before the quantum boundary.) Hence, we have the following bounds on Ø ´ µ.
(The ¼ Ø ´ µ inequality is a trivial condition that is needed to ensure that the lock-granting mechanism of is not perpetually disabled.) To ensure the best possible performance in terms of both blocking overhead and responsiveness, Ø ´ µ should always be set to the largest value that satisfies the above condition. Proof: Due to FIFO queueing, Ì ÁÄ´Ì µµ is a trivial upper bound on the active blocking experienced by Ì . In the worst case, competitors of Ì execute for at least Ø ´Ä´Ì µµ time within each quantum in which Ì is scheduled, and hence do not release the lock before the start of the frozen interval. In this case, which is depicted in Fig. 2 , Ì still crosses no more than Ì ÁÄ´Ì µµ Ø ´Ä´Ì µµ quantum boundaries (while scheduled) before Ä´Ì µ is granted. In addition, if Ì 's request is initiated at the start of a frozen interval, then Ì is blocked by an additional frozen interval.
Hence, we must add one to the previous expression to account for this possibility.
¾
The previous analysis can be improved for systems that satisfy stronger restrictions, such as the following.
(R3) If a scheduled task Ì has a request pending for at the start of a quantum, then Ì 's critical section is guaranteed to complete within that quantum.
Notice that (R3) is a stronger requirement than both (R1) and (R2). Unlike (R1) and (R2), (R3) bounds both the duration of critical sections and contention for the lock . The measurements of Ramamurthy, cited earlier, suggest that (R3) should hold in many cases. For some lock to satisfy (R3), the total processing time required by any Å ½ requests for , i.e., Ñ Ü Ì ¾ Ì É ½´ µ , must be strictly less than the available per-slot processing time, Ø ´ µ. Hence, we have the following sufficient condition. ((3) provides the upper bound.)
The following theorem generalizes Theorem 1 by assuming a bound on Ø ´ µ that generalizes (4). Unfortunately, some systems may not satisfy the lower bound in (4). However, for such systems it might be possible to use a less-strict lower bound and still get smaller ´Ì µ and ´Ì µ values than are provided by Theorem 1. In Theorem 2, the strictness of the Ø ´ µ lower bound is determined by the parameter Ñ, where increasing Ñ relaxes the bound. Condition (4) corresponds to the Ñ ½ case while Theorem 1 represents the limiting case in which Ñ ½ . This condition, informally, states that the amount of processing time required by the competitors of Ì across Ñ quanta cannot consume all of the available execution time in those quanta. Hence, Ì is guaranteed to receive the lock within the Ñth full quantum that it receives after issuing the lock request, if not sooner. Including the quantum in which Ì issues the lock request, Ì can be actively blocked across at most Ñ · ½ quanta, which implies ´Ì µ É Ñ·½´Ä´Ì µµ is a sufficient upper bound. In addition, Ì may be blocked due to the frozen interval in each of these quanta except for the one in which the lock is granted to Ì . Therefore, at most Ñ frozen intervals are crossed by Ì (while scheduled).
Theorem 2 Under the SP, if

¾
Rollback Protocol (RP)
Under the RP, a request for lock that is found in WAIT( ) during the frozen interval is discarded and the requesting task must re-issue it later. Although this approach ensures efficient queue management, it also allows a request to be blocked repeatedly by the same competing task. As a result, preventing starvation (i.e., guaranteeing (R1)) is more difficult. For this reason, we consider the use of the RP only when (R3) holds. Proof: This proof is almost identical to that of Theorem 2 when Ñ ½. However, a requesting task Ì may now be blocked twice by the same competitor (once per quantum). Hence, the worst-case execution requirement of competitors of Ì across two quanta, Ì É ¾´Ä´Ì µµ, must be replaced with twice the worst-case execution requirement of competitors of Ì within one quantum, ¾ ¡Ì É ½´Ä´Ì µµ. ¾
Theorem 3 Under the RP, if
Supertasking
We now explain how to adapt the previous theorems for systems using supertasks. Recall that supertasks can be used to prevent selected tasks from executing in parallel. Under the SP and the RP, tasks can only block each other by executing within the same time slot. Hence, supertasks can be used to reduce blocking overhead in systems using either the SP or the RP. Partitioning heuristic. In previous work [10] , we presented a heuristic for constructing so that contention for lock-free objects is reduced. This same heuristic can be applied when our timer-based protocols are used, with only minor adjustments, which are summarized below.
The heuristic orders locks by contention. Contention for lock is approximated by Í´ µ È Ì ¾ Ì Í µ where
We refer to Í´ µ as the lock utilization of . After selecting the lock with the largest Í´ µ, the heuristic packs tasks requiring into supertasks in non-increasing order by Ì ´ µ. Tasks are ordered by Ì ´ µ rather than Ì Í µ because Theorems 1-3 consider only the worst single request made by each task (due to the use of FIFO queues).
Long Critical Section Protocols
In this section, we present a server-based protocol that can be used when the critical-section length restrictions presented in Sec. 3 are not satisfied. We also briefly explain why an inheritance-based approach is problematic in fairscheduled systems. Inheritance approaches are considered in more detail in the full version of the paper [11] .
We consider only protocols that use statically-defined task weights here. Under a dynamic-weight protocol, a lock-holding task could speed its critical section by temporarily adding to its own weight the weights of tasks that it blocks. Unfortunately, Srinivasan and Anderson have shown that immediate weight changes may result in deadline misses [20] . Despite this, dynamic-weight protocols remain an interesting area for future study.
Inheritance Protocols
Under an inheritance-based protocol, a lock-holding task Ì can inherit some of the scheduling parameters of a lockrequesting task Í that it blocks. For example, under the priority inheritance protocol [16] , Ì inherits Í 's priority if it is higher than that of Ì . Under Pfair scheduling, inheritance is achieved by allowing Ì to inherit Í 's scheduling parameters and hence to become temporarily bound to Í 's T [2] T [3] T [4] T [5] suspended
Job is released
Job completes
T [2] T [4] T [2] T [ state. Thus, an explicit distinction is made between scheduling states and the tasks that are bound to them. Usually a task Ì is bound to its own state, but when inheritance occurs, this binding may change. Specifically, Ì may become bound to another task Í 's state, or even to both its own state and Í 's state, leaving Í temporarily bound to no state. Under Pfair scheduling, the duration of blocking experienced by a lock-requesting task depends on the weights of its competitors. This leads to problems when using an inheritance-based protocol for two reasons. First, identifying the worst-case blocking scenario is difficult. Although pessimistic upper bounds are easily derived, their use can result in considerable schedulability loss. Second, selecting task weights is complicated because task weights determine the worst-case blocking, which in turn determines the minimum weights at which the task set is guaranteed to be schedulable. Hence, changing some task Ì 's weight may require a compensatory weight change in all other tasks that share locks with Ì , which may then require another change in Ì 's weight. In this way, the interdependence of weights makes the effect of a weight change difficult to predict, which is undesirable even if the weight selection algorithm's time overhead is reasonable.
Static Weight Server Protocol (SWSP)
In the server approach, a server task Ë executes all critical sections guarded by in place of the requesting tasks. We assume that each server Ë has a statically-defined weight Ë Û. The use of static server weights implies that a requesting task's blocking duration depends only on Ë Û and on the length of competing critical sections.
Detailed description. Requests for lock are assumed to be issued to the server Ë´ µ via a message-passing mechanism, which suspends the requesting task until the response is received. (We assume that message-passing overheads are factored into each phase's execution cost.) Requests are stored in a FIFO-ordered queue, WAIT( ). While WAIT( ) is non-empty, Ë´ µ releases its subtasks as early as is permitted under the IS task model. While WAIT( ) is empty, then Ë´ µ delays the release of its next subtask until WAIT( ) becomes non-empty again. Fig. 3(c) demonstrates the behavior of a lock-requesting task under the SWSP.
Analysis. Let maxsum, Ì ´ µ, Ì É Ñ´ µ, and Ì Á µ be defined as in Section 3. In addition, let AE´ Ûµ be as defined below, where AE denotes the set of natural numbers.
AE´ Ûµ is the shortest interval of time over which a task with weight Û that does not experience IS delays is guaranteed to receive at least quanta. Not surprisingly, AE´ Ûµ is one slot less than the worst-case span of any · ½ consecutive windows, as shown in Fig. 3(a)-(b) . Proof: Since Ì ÁÄ´Ì µµ is a trivial upper bound on the processing time required by competing requests, the server cannot execute for more than Ì ·Ì ÁÄ´Ì µµ quanta without completing Ì 's critical section. Since the server runs continuously while Ì 's request is pending, it follows that the server completes Ì 's critical section no later than AE´ Ì · Ì ÁÄ´Ì µµ ËÄ´Ì µµ Ûµ time slots after receiving the request. One is then added to this previous value to account for the delay between the reception of the server's response and the start of the next time slot. Assigning server weights. We now describe a simple algorithm for assigning weights to servers. First, suppose that we allot a fixed processor bandwidth, Í Ë ¾´¼ Å µ, to all servers in the system. Since Í´Äµ È ¾ Í´ µ is a predictor of the fraction of processing time consumed by server Ë´Äµ with respect to the processing time consumed by all servers, a simple and fair assignment is to let Ë´Äµ Û Ñ Ò´Í Ë ¡´Í´Äµ È ¾ Í´ µµ ½µ. In this approach, each server's weight is proportional to the amount of processing time that it requires in the limit.
Supertasking. The SWSP also can be used in systems with supertasks. However, since preventing tasks from executing in parallel does not impact the worst-case server delay, the use of supertasks does not affect the worst-case blocking experienced under the SWSP.
Experimental Evaluation
In this section, we present an experimental evaluation of our protocols.
Experimental Setup
In each of our experiments, we determined the breakdown utilization of 20,000 random task sets on each of 2, 4, 8, 16, and 32 processors. We first randomly generated a lightweight, schedulable task set. We then systematically increased the utilization ( È Ì ¾ Ì Ì Ô ) by increasing the execution requirement of the non-locking phases of each task. (Locking-phase parameters were not altered since doing so would affect synchronization parameters, such as Í´ µ.) We reported the highest schedulable utilization found before the first schedulability test failure. The average of these breakdown utilizations was then plotted against the cumulative lock utilization for the system ( È ¾ Í´ µ).
For the SWSP, we assigned weights to the servers using the algorithm from Sec. 4. We then checked schedulability with each Í Ë in ¼ ¼ ¼ ½¼Å . ¼ ¼ was chosen to provide a fairly fine-grained coverage of the sample space. The Å ¾ upper bound on Í Ë reflects our belief that few, if any, generated task sets would require more than half of the system's capacity to be allocated to the servers.
The following ranges were chosen arbitrarily to generate random task sets:
¾ ½¼¼ , ¾ ¾ ½ ¡ ÐÓ ¾ Å , Ì Ò ¾ ¾ ½¾ , and Ì Ô ¾ ¾¼¼ ¼¼¼ . In addition, criticalsection lengths were chosen from the range ¼ ¼¼½ Í , where Í is an experiment-dependent value (as explained later). Based on Ramamurthy's observations [18] , we assumed that the simplest critical sections (e.g., enqueuing to a shared queue) require at most a few microseconds on modern processors. Since a one millisecond quantum is typical, ¼ ¼¼½ quanta was chosen as a lower bound on criticalsection lengths. To reflect the assumption that short critical sections are more common in practice, the distribution of critical-section lengths was skewed to favor smaller values.
Due to space constraints, we do not consider the use of the timer protocols with supertasks, Theorem 2 with Ñ ½, or the inheritance protocols here. Indeed, we are only able to present a few of the conducted experiments.
Experimental Results
We now present the results of three series of experiments. First, we evaluated the performance of all of our protocols with only short critical sections. Second, we evaluated the performance of the SP and SWSP when larger critical sections are present. Third, we evaluated the performance of hybrid systems in which each lock is implemented using the best available protocol (of those we have considered in this paper) as critical-section lengths increase.
Short critical sections. First, we considered only task sets containing short critical sections (generated using Í ¼ ¾ ) in which all locks satisfied (R3). We determined the breakdown utilization using each of the four schedulability conditions we have presented.
The results for the 2-and 32-processor cases are shown in Fig. 4(a)-(b) , respectively. Due to space constraints, other cases are not shown, but resemble those presented here. In these graphs, SP/R1 and SP/R3 refer to the SP schedulability conditions developed assuming restrictions (R1)/(R2) and (R3), respectively.
Not surprisingly, both the SP and RP perform very well, particularly in the Å ¿¾ case in which the breakdown utilization is approximately 98.4% of the system utilization. (By system utilization, we mean the actual utilization divided by the number of processors.) The SWSP, on the other hand, performs significantly worse than the other protocols. The SWSP breakdown utilizations, expressed in terms of system utilization, range from 88.2% at best to around 45.5% at worst.
Although these lock utilizations may appear small, recall that the length of a critical section tends to have far less impact on the total blocking time than delays due to preempted lock accesses.
Proceedings of the 23rd IEEE REAL-TIME SYSTEMS SYMPOSIUM (RTSS'02) 1052-8725/02 $17.00 © 2002 IEEE Long critical sections. From the previous experiment, one might draw the mistaken conclusion that the SWSP serves no purpose. To dismiss this impression, we conducted a second experiment using only task sets generated using Í ½ ¼¼ in which all locks satisfied (R1) and (R2).
(Using larger Í values would accomplish nothing since the existence of a critical section of duration 1.0 or more guarantees that (3) cannot be satisfied, which precludes the use of the SP.) Whereas the previous experiment demonstrated that the SP and RP work well for short critical sections, this experiment demonstrates that the SWSP is more scalable than the SP when long critical sections are present.
The results of this experiment for 32-processor systems is given in Fig. 4(c) . (Again, the omitted cases resemble the case presented here.) As shown, the SP still outperforms the SWSP when the system-wide lock utilization is small. However, small system-wide lock utilization implies that lengthy critical sections are rare and that contention is low. As the system-wide lock utilization increases, the SP's performance drops off quickly while the SWSP's performance drops off more gradually.
The timer-based protocols' poor scalability with respect to critical-section lengths is not surprising. Recall that frozen intervals must be at least the length of the longest critical section. The SP should perform well, even under high contention, as long as the freeze interval requires only a small fraction of a quantum. As longer critical sections are introduced into the system, the freeze intervals expand and less processing time is available to critical sections within each quantum. In the extreme case, only one critical section will be allowed to execute within each quantum.
Hybrid systems. For the final experiment, we considered all values of Í in the set ¼ ¼ ¼ ½ ¼ ¾ ¼ in a 2-processor system. To determine the "best case" schedulability loss, we implemented a hybrid system that attempts to use the best of the protocols we have considered when implementing each lock. The results for Í ¼ , ¼ , and ¾ ¼ are shown in Fig. 4(d)-(f) , respectively. The performance improvement due to the timer-based protocols is evident when comparing these results to the performance of the SWSP alone in Fig. 4(a) and (c). (Note that the range of the Ü-axis differs in these graphs.)
Consider the breakdown utilizations corresponding to a system-wide lock utilization of approximately 0.025 in these graphs. As Í increases from 0.4 to 1.0, the utilization at this point consistently decreases. 
Conclusion
In this paper, we addressed the problem of supporting lock-based synchronization in a Pfair-scheduled multiprocessor systems. We have derived schedulability conditions for several protocols, some of which are optimized for short critical sections, and experimentally evaluated them. We have explained how, in some cases, supertasks can be applied to reduce synchronization overhead further and have suggested a simple heuristic for assigning tasks to supertasks based on locking properties. The protocols in this paper have the advantage that they can be used on a per-lock basis, and hence can be used together in the same system.
