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Abstract
In this paper we consider the blow-up of solutions to a weakly coupled system of semilinear damped
wave equations in the scattering case with nonlinearities of mixed type, namely, in one equation a power
nonlinearity and in the other a semilinear term of derivative type. The proof of the blow-up results is based
on an iteration argument. As expected, due to the assumptions on the coefficients of the damping terms,
we find as critical curve in the p - q plane for the pair of exponents (p, q) in the nonlinear terms the same
one found by Hidano-Yokoyama and, recently, by Ikeda-Sobajima-Wakasa for the weakly coupled system
of semilinear wave equations with the same kind of nonlinearities. In the critical and not-damped case we
provide a different approach from the test function method applied by Ikeda-Sobajima-Wakasa to prove the
blow-up of the solution on the critical curve, improving in some cases the upper bound estimate for the
lifespan. More precisely, we combine an iteration argument with the so-called slicing method to show the
blow-up dynamic of a weighted version of the functionals used in the subcritical case.
Keywords: Semilinear weakly coupled system; Damped wave equation; Blow-up; Scattering producing
damping; Critical curve; Mixed nonlinearities.
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1. Introduction
In this paper we consider a weakly coupled system of wave equations with time-dependent and scattering
producing damping terms and with mixed kinds of power nonlinearity, namely,
utt −∆u+ b1(t)ut = |v|q, x ∈ Rn, t > 0,
vtt −∆v + b2(t)vt = |∂tu|p, x ∈ Rn, t > 0,
(u, ut, v, vt)(0, x) = (εu0, εu1, εv0, εv1)(x) x ∈ Rn,
(1)
where b1, b2 ∈ C([0,∞))∩L1([0,∞)) are nonnegative functions, ε is a positive parameter describing the size
of initial data and p, q > 1. More precisely, we will focus on blow-up phenomena for local solutions and we
will derive the corresponding upper bound for the lifespan.
In order to motivate the study of (1), let us recall some semilinear models which are strongly related to
this weakly coupled system.
Let us begin with the Cauchy problem for the semilinear wave equation with power nonlinearity{
utt −∆u = |u|p, x ∈ Rn, t > 0,
(u, ut, )(0, x) = (εu0, εu1)(x), x ∈ Rn.
(2)
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After John’s pioneering paper [18], it was conjectured by Strauss in [42] that the critical exponent for the
Cauchy problem (2) is the positive root of the quadratic equation
(n− 1)p2 − (n+ 1)p− 2 = 0,
which is nowadays named after him Strauss exponent and denoted in this paper by pStr(n). In the classical
works [20, 10, 9, 41, 38, 30, 7, 45, 17, 53, 57] this conjecture is proved to be true. Here, critical exponent means
that for 1 < p 6 pStr(n) local in time solutions blow up in finite times under certain sign assumptions on the
initial data and regardless of the smallness of these, while for p > pStr(n) the global in time existence of small
data solutions holds in suitable function spaces. Moreover, the sharp lifespan estimate for local solutions
has been derived both in the subcritical case and in the critical case, cf. [41, 29, 54, 55, 31, 44, 58, 43].
A similar situation has been studied in the case of the Cauchy for the semilinear wave equation of
derivative type as well, namely,{
utt −∆u = |∂tu|p, x ∈ Rn, t > 0,
(u, ut, )(0, x) = (εu0, εu1)(x), x ∈ Rn.
(3)
For (3) it has been proved that the critical exponent is the so-called Glassey exponent pGla(n)
.
= n+1n−1 ,
although the global in time existence in the supercritical case for non radial solutions is still open for spatial
dimensions n > 4, see also [19, 32, 39, 37, 1, 56] for the blow-up results and [40, 11, 46, 12] for the global
existence results.
Concerning the weakly coupled systems of semilinear wave equations
utt −∆u = G1(v, ∂tv), x ∈ Rn, t > 0,
vtt −∆v = G2(u, ∂tu), x ∈ Rn, t > 0,
(u, ut, v, vt)(0, x) = (εu0, εu1, εv0, εv1)(x), x ∈ Rn,
(4)
the cases G1(v, ∂tv) = |v|p, G2(u, ∂tu) = |u|q and G1(v, ∂tv) = |∂tv|p, G2(u, ∂tu) = |∂tu|q have been studied
in [5, 3, 4, 2, 23, 22, 8, 24] and in [6, 52, 21, 16], respectively. While in the case of power nonlinearities (that
is, for G1(v, ∂tv) = |v|p, G2(u, ∂tu) = |u|q) the critical curve is given by
max
{
p+ 2 + q−1
pq − 1 ,
q + 2 + p−1
pq − 1
}
=
n− 1
2
,
the case of semilinear terms of derivative type (that is, for G1(v, ∂tv) = |∂tv|p, G2(u, ∂tu) = |∂tu|q) the
critical curve is
max
{
p+ 1
pq − 1 ,
q + 1
pq − 1
}
=
n− 1
2
,
even though the global existence part has been studied so far only in the three dimensional and radial
symmetric case. Recently, the case with mixed nonlinear terms G1(v, ∂tv) = |v|q, G2(u, ∂tu) = |∂tu|p has
been investigated for (4) in [13, 16]. In this paper we shall prove that the for same range of exponents p, q > 1
as in [16] a blow-up result can be proved in the subcritiacal case even when we add as lower order terms in
the linear part damping terms with time-dependent and scattering producing coefficients (see [49, 50, 51]
for this classification of a damping term with time-dependent coefficient for wave models). Furthermore, the
same upper bound for the lifespan can be derived. In the critical case, we will restrict our considerations
to the not-damped case, improving in some cases the upper bound for the lifespan with respect to [16], but
using a quite different method.
Recently, several results for semilinear wave equations and for weakly coupled systems of semilinear wave
equations have been proved in presence of time-dependent and scattering-producing coefficients for damping
terms by Lai-Takamura, Wakasa-Yordanov and Palmieri-Takamura. More precisely, the blow-up dynamic
for local solutions of {
utt −∆u+ b(t)ut = G(u, ∂tu), x ∈ Rn, t > 0,
(u, ut)(0, x) = (εu0, εu1)(x), x ∈ Rn,
2
has been considered in [25, 48] for the case of power nonlinearity G(u, ∂tu) = |u|p, in [26] for the case of
derivative type G(u, ∂tu) = |∂tu|p and in [27] for the case of combined nonlinearity G(u, ∂tu) = |∂tu|p+ |u|q.
Finally, really recently the weakly coupled system of semilinear damped wave equations in the scattering
case 
utt −∆u+ b1(t)ut = G1(v, ∂tv), x ∈ Rn, t > 0,
vtt −∆v + b2(t)vt = G2(u, ∂tu), x ∈ Rn, t > 0,
(u, ut, v, vt)(0, x) = (εu0, εu1, εv0, εv1)(x), x ∈ Rn,
has been considered in [34] for the case with power nonlinearities G1(v, ∂tv) = |v|p, G2(u, ∂tu) = |u|q and in
[35] for the case with semilinear terms of derivative type G1(v, ∂tv) = |∂tv|p, G2(u, ∂tu) = |∂tu|q.
In this paper our approach is based on the following methods: in the subcritical case we employ two
multipliers, that are introduced in [25], in order to apply a standard iteration argument based on lower
bound estimates for the spatial integrals of the nonlinear terms and on a coupled system of ordinary integral
inequalities; in the critical case, we modify the approach introduced by Wakasa-Yordanov in [47, 48] and
adapted to weakly coupled systems in [34] with the purpose to deal with the nonlinear term of derivative
type. We underline that in the case with time-dependent coefficients for the damping terms in the scattering
case, we may not apply the revised test function method which is introduced by Ikeda-Sobajima-Wakasa in
[16] for semilinear wave models. Furthermore, in the critical case, where we consider the not-damped case
as in Section 9 of [16], it is interesting to compare how our different approach leads to different upper bound
estimates for the lifespan and in some cases to an improvement of these estimates. We refer to [15] and
to [14, 16, 36, 33] for further details on this revised test function method based on a family of self similar
solutions of the adjoint linear equation involving Gauss hypergeometric functions, for the study of semilinear
heat, Schro¨dinger and damped wave equations and for the treatment of semilinear and scale-invariant model
with time-dependent coefficients, respectively.
Before stating the blow-up results of this paper, let us introduce a suitable notion of energy solutions.
Definition 1.1. Let u0, v0 ∈ H1(Rn) and u1, v1 ∈ L2(Rn). We say that (u, v) is an energy solution of (1)
on [0, T ) if
u ∈ C([0, T ), H1(Rn)) ∩ C1([0, T ), L2(Rn)) and ∂tu ∈ Lploc([0, T )× Rn),
v ∈ C([0, T ), H1(Rn)) ∩ C1([0, T ), L2(Rn)) and v ∈ Lqloc([0, T )× Rn)
satisfy u(0, x) = εu0(x), v(0, x) = εv0(x) in H
1(Rn) and the equalities∫
Rn
∂tu(t, x)φ(t, x) dx −
∫
Rn
εu1(x)φ(0, x) dx −
∫ t
0
∫
Rn
∂tu(s, x)φs(s, x) dx ds
+
∫ t
0
∫
Rn
∇u(s, x) · ∇φ(s, x) dx ds +
∫ t
0
∫
Rn
b1(s)∂tu(s, x)φ(s, x) dx ds
=
∫ t
0
∫
Rn
|v(s, x)|qφ(s, x) dx ds (5)
and ∫
Rn
∂tv(t, x)ψ(t, x) dx −
∫
Rn
εv1(x)ψ(0, x) dx −
∫ t
0
∫
Rn
∂tv(s, x)ψs(s, x) dx ds
+
∫ t
0
∫
Rn
∇v(s, x) · ∇ψ(s, x) dx ds +
∫ t
0
∫
Rn
b2(s)∂tv(s, x)ψ(s, x) dx ds
=
∫ t
0
∫
Rn
|∂tu(s, x)|pψ(s, x) dx ds (6)
for any test functions φ, ψ ∈ C∞0 ([0, T )× Rn) and any t ∈ [0, T ).
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Performing a further step of integrations by parts in (5), (6) and letting t→ T , we find that (u, v) fulfills
the definition of weak solution to (1).
Let us state the blow-up result for (1) in the subcritical case.
Theorem 1.2. Let b1, b2 be continuous, nonnegative and summable functions. Let us consider p, q > 1
satisfying
max
{
q + 1 + p−1
pq − 1 ,
2 + q−1
pq − 1
}
>
n− 1
2
. (7)
Assume that u0, v0 ∈ H1(Rn) and u1, v1 ∈ L2(Rn) are nonnegative and compactly supported in BR
functions such that u1 . 0 and v0 . 0.
Let (u, v) be an energy solution of (1) with lifespan T = T (ε) such that
suppu, supp v ⊂ {(t, x) ∈ [0, T )× Rn : |x| 6 t+R}. (8)
Then, there exists a positive constant ε0 = ε0(u0, u1, v0, v1, n, p, q, b1, b2, R) such that for any 0 < ε 6 ε0 the
solution (u, v) blows up in finite time. Moreover, the upper bound estimate for the lifespan
T (ε) 6 Cε−max{Θ1(n,p,q),Θ2(n,p,q)}
−1
(9)
holds, where C is an independent of ε, positive constant and
Θ1(n, p, q)
.
=
q + 1 + p−1
pq − 1 −
n− 1
2
and Θ2(n, p, q)
.
=
2+ q−1
pq − 1 −
n− 1
2
. (10)
Remark 1.3. The upper bound estimates (9) for the lifespan coincide with the ones for the case b1 = b2 = 0,
for more details see also [16, Section 9].
The main result in the critical and not-damped case is the following theorem.
Theorem 1.4. Let n > 2 and b1 = b2 = 0. Let us assume that p, q > 1 satisfy
max
{
q + 1 + p−1
pq − 1 ,
2 + q−1
pq − 1
}
=
n− 1
2
, (11)
Assume that u0, v0 ∈ H1(Rn) and u1, v1 ∈ L2(Rn) are nonnegative and compactly supported in BR functions
such that u1 . 0 and v0 . 0. Let (u, v) be a weak solution of
utt −∆u = |v|q, x ∈ Rn, t > 0,
vtt −∆v = |∂tu|p, x ∈ Rn, t > 0,
(u, ut, v, vt)(0, x) = ε(u0, u1, v0, v1)(x) x ∈ Rn,
(12)
satisfying (8) with lifespan T = T (ε) (cf. Definition 6.1).
Then, there exists a positive constant ε0 = ε0(u0, u1, v0, v1, n, p, q, R) such that for any ε ∈ (0, ε0] the
solution (u, v) blows up in finite time. Moreover, the upper bound estimates for the lifespan
T (ε) 6

exp
(
Cε−p(pq−1)
)
if Θ1(n, p, q) = 0,
exp
(
Cε−q(pq−1)
)
if Θ2(n, p, q) = 0,
exp
(
Cε−
q
q+1 (pq−1)
)
if Θ1(n, p, q) = Θ2(n, p, q) = 0,
(13)
hold, where C is an independent of ε, positive constant.
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The remaining part of this paper is organized as follows: in Section 2 we derive the coupled system of
ODIs (ordinary differential inequalities) that the spatial averages of the components of a local solution has
to satisfy, then, using a suitable pair of multipliers (m1,m1) (cf. (14) below) we derive the corresponding
integral iteration frame from this system of ODIs; in Section 3 we prove suitable lower bounds for the space
integrals of the nonlinearities, that is, for ‖∂tu(t, ·)‖pLp(Rn), ‖v(t, ·)‖qLq(Rn); hence, in Section 4 we combine
the results from Sections 2-3 in an iterative procedure which allows us to determine a sequence of lower
bound estimates for the above cited spatial averages; finally, in Section 5 we conclude the proof of Theorem
1.2 proving the blow-up result thanks to the sequence of lower bounds obtained via the iteration argument
and deriving the upper bound for the lifespan of a local solution. Finally, in Section 6 we prove Theorem
1.4. The intermediate steps are similar to the ones for the subcritical case: derivation of the iteration frame,
lower bound estimates for integrals related to the nonlinear terms, yet containing a logarithmic factor, and
iteration procedure combined with the slicing method. Nevertheless, a crucial difference consists in the
choice of the functionals, whose blow-up dynamic is considered. Indeed, differently from the subcritical case,
we do not consider spatial averages of the components of a local solution rather weighted spatial averages
of this components.
Notations
Throughout this paper we will use the following notations: BR denotes the ball around the origin with
radius R; f . g means that there exists a positive constant C such that f 6 Cg and, analogously, for f & g;
moreover, f ≍ g means f . g and f & g; finally, as in the introduction, pStr(n) and pGla(n) denote the
Strauss exponent and the Glassey exponent, respectively.
2. Iteration frame
Let us recall the definition of some multipliers related to our model, which have been introduced in [25],
and some properties of them, that we will employ throughout the remaining sections.
Definition 2.1. Let b1, b2 ∈ C([0,∞)) ∩ L1([0,∞)) be the nonnegative, time-dependent coefficients in (1).
We define the multipliers
mj(t)
.
= exp
(
−
∫ ∞
t
bj(τ)dτ
)
for t > 0 and j = 1, 2. (14)
As b1, b2 are nonnegative functions, then, m1,m2 are increasing functions. Moreover, due to the summa-
bility of b1, b2, the multipliers are bounded and
mj(0) 6 mj(t) 6 1 for t > 0 and j = 1, 2. (15)
Finally, a remarkable property of these multipliers is the following one:
m′j(t) = bj(t)m(t) for j = 1, 2. (16)
The properties given in (15) and (16) are essential in order to handle and somehow to “neglect” the damping
term.
Henceforth, we assume that u0, u1, v0, v1 satisfy the assumptions of Theorem 1.2. Let (u, v) be an energy
solution of (1) on [0, T ) in the sense of Definition 1.1. Then, we introduce the following pair of functionals
U(t)
.
=
∫
Rn
u(t, x) dx, V (t)
.
=
∫
Rn
v(t, x) dx. (17)
Let us point out that the pair of functionals whose dynamic will investigated in Section 4 is actually (U ′, V )
due the nonlinearity in (1).
The support condition (8) can be rewritten as
suppu(t, ·), supp v(t, ·) ⊂ BR+t for any t > 0.
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Therefore, using Green’s identity, it results that U, V satisfy
U ′′(t) + b1(t)U ′(t) =
∫
Rn
|v(t, x)|q dx, (18)
V ′′(t) + b2(t)V ′(t) =
∫
Rn
|∂tu(t, x)|p dx. (19)
Let us derive first integral lower bound estimates for V from (19). Multiplying both sides of (19) by m2
and using (16), we get
m2(t)V
′′(t) +m2(t)b2(t)V ′(t) =
d
dt
(
m2(t)V
′(t)
)
= m2(t)
∫
Rn
|∂tu(t, x)|p dx.
Hence, integrating over[0, t] the last relation and rearranging the resulting equation, we have
V ′(t) =
m2(0)
m2(t)
V ′(0) +
∫ t
0
m2(s)
m2(t)
∫
Rn
|∂tu(s, x)|p dx ds
> m2(0)V
′(0) +m2(0)
∫ t
0
∫
Rn
|∂tu(s, x)|p dx ds,
where in the last step we used (15). A further integration over [0, t] provides
V (t) > V (0) +m2(0)V
′(0)t+m2(0)
∫ t
0
∫ s
0
∫
Rn
|∂tu(τ, x)|p dx dτ ds for any t > 0. (20)
Using again the support property for ut(t, ·) and Ho¨lder’s inequality, we find that (20) implies
V (t) > C
∫ t
0
∫ s
0
(1 + τ)−n(p−1)(U ′(τ))p dτ ds for any t > 0. (21)
for a suitable positive constant C = C(n, p, b2, R).
Proceeding in a similar way, we derive now two lower bound estimates for U ′. A multiplication by m1
in (18) and a successive integration over [0, t] lead to
U ′(t) =
m1(0)
m1(t)
U ′(0) +
∫ t
0
m1(s)
m1(t)
∫
Rn
|v(s, x)|q dx ds.
Employing again (15), from the last estimate we derive
U ′(t) > m1(0)U ′(0) +m1(0)
∫ t
0
∫
Rn
|v(s, x)|q dx ds. (22)
Finally, thanks to the support condition for v(t, ·), by Ho¨lder’s inequality we find
U ′(t) > K
∫ t
0
(1 + s)−n(q−1)(V (s))q ds for any t > 0. (23)
for a suitable positive constant K = K(n, q, b1, R).
In Section 4 we employ (21) and (23) as iteration scheme. However, in order to start with the iteration
procedure we need to derive lower bound estimates for the integral nonlinear terms, so that, plugging these
lower bounds in (20) and (22) we get the first step of the iterative procedure. We will complete this task in
the next section.
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3. Lower bounds for the spatial integral of the nonlinearities
As we have already announced the goal of this section is to determine lower bound estimates for the
integrals of the semilinear terms. According to this purpose, we need to take into account the analysis of
further auxiliary functionals related to the local solution (u, v) of (1). More specifically, we are going to
estimate the functionals
U1(t)
.
=
∫
Rn
u(t, x)Ψ(t, x) dx, (24)
V1(t)
.
=
∫
Rn
v(t, x)Ψ(t, x) dx, (25)
U2(t)
.
=
∫
Rn
∂tu(t, x)Ψ(t, x) dx. (26)
In the definition of the functionals U1, V1, U2 we used the function Ψ = Ψ(t, x)
.
= e−tΦ(x), where
Φ = Φ(x)
.
=
e
x + e−x for n = 1,∫
Sn−1
eω·x dSω for n > 2
(27)
is an eigenfunction of the Laplace operator, as ∆Φ = Φ. The test function Ψ has been introduce for the
first time in [53] in the study of the blow-up result for the semilinear classical wave equation with power
nonlinearity in the critical case for high space dimension.
Lemma 3.1. Let (w, w˜) be a local energy solution of the Cauchy problem
wtt −∆w + b1(t)wt = G1(t, x, w,wt, w˜, w˜t), x ∈ Rn, t ∈ (0, T ),
w˜tt −∆w˜ + b2(t)w˜t = G2(t, x, w,wt, w˜, w˜t), x ∈ Rn, t ∈ (0, T ),
(w,wt, w˜, w˜t)(0, x) = (εw0, εw1, εw˜0, εw˜1)(x), x ∈ Rn,
where the time-dependent coefficients of the damping terms b1, b2 ∈ C([0,∞))∩L1([0,∞)) and the nonlinear
terms G1, G2 are nonnegative. Furthermore, we assume that w0, w1, w˜0, w˜1 are nonnegative, nontrivial and
compactly supported and that w, w˜ satisfy a support condition as in (8). Let W1, W˜1 be defined by
W1(t)
.
=
∫
Rn
w(t, x)Ψ(t, x) dx and W˜1(t)
.
=
∫
Rn
w˜(t, x)Ψ(t, x) dx
for any t > 0. Then, for any t > 0 the following estimates hold
W1(t) > ε
m1(0)
2
∫
Rn
w0(x)Φ(x) dx and W˜1(t) > ε
m2(0)
2
∫
Rn
w˜0(x)Φ(x) dx.
Proof. See Lemma 2.2 in [35].
In particular, from Lemma 3.1 we get immediately the lower bound estimates
U1(t) > εI1[u0] for any t > 0, (28)
V1(t) > εI2[v0] for any t > 0, (29)
where Ij [f ]
.
=
mj(0)
2
∫
Rn
f(x)Φ(x) dx for j = 1, 2.
In the next step we follow the main ideas of [26, Section 3] and [27, Section 4] in order to control the
functional U2 from below.
Lemma 3.2. Let U2 be defined by (26). Under the same assumptions of Theorem 1.2, the following estimate
holds
U2(t) > εI1[u1] for any t > 0. (30)
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Proof. Let us begin pointing out that
d
dt
(
m1(t)
∫
Rn
(
∂tu(t, x) + u(t, x)
)
Ψ(t, x) dx
)
= b1(t)m1(t)
∫
Rn
(
∂tu(t, x) + u(t, x)
)
Ψ(t, x) dx +m1(t)
d
dt
∫
Rn
(
∂tu(t, x) + u(t, x)
)
Ψ(t, x) dx. (31)
Choosing ψ ≡ Ψ in (6), we have∫
Rn
∂tu(t, x)Ψ(t, x) dx −
∫
Rn
εu1(x)Φ(x) dx −
∫ t
0
∫
Rn
∂tu(s, x)Ψs(s, x) dx ds
+
∫ t
0
∫
Rn
∇u(s, x) · ∇Ψ(s, x) dx ds +
∫ t
0
∫
Rn
b1(s)∂tu(s, x)Ψ(s, x) dx ds =
∫ t
0
∫
Rn
|v(s, x)|qΨ(s, x) dx ds.
Differentiating both sides of the previous equality with respect to t, we arrive at∫
Rn
|v(t, x)|qΨ(t, x) dx = d
dt
∫
Rn
∂tu(t, x)Ψ(t, x) dx
+
∫
Rn
(− ∂tu(t, x)Ψt(t, x) +∇u(t, x) · ∇Ψ(t, x) + b1(t)∂tu(t, x)Ψ(t, x)) dx. (32)
Using ∆Ψ = Ψ and Ψt = −Ψ, (32) yields∫
Rn
|v(t, x)|qΨ(t, x) dx = d
dt
∫
Rn
(
∂tu(t, x) + u(t, x)
)
Ψ(t, x) dx + b1(t)
∫
Rn
∂tu(t, x)Ψ(t, x) dx. (33)
If we combine (31) and (33), we obtain
d
dt
(
m1(t)
∫
Rn
(
∂tu(t, x) + u(t, x)
)
Ψ(t, x) dx
)
= b1(t)m1(t)U1(t) +m1(t)
∫
Rn
|v(t, x)|qΨ(t, x) dx, (34)
where U1 is defined by (24).
Thanks to (28) we have that U1 is nonnegative. Then, integrating (34) over [0, t], we get the estimate
m1(t)
∫
Rn
(
∂tu(t, x) + u(t, x)
)
Ψ(t, x) dx
> εm1(t)
∫
Rn
(
u0(x) + u1(x)
)
Φ(x) dx +
∫ t
0
m1(s)
∫
Rn
|v(s, x)|qΨ(s, x) dx. (35)
Furthermore, we may rewrite (32) as follows∫
Rn
|v(t, x)|qΨ(t, x) dx = d
dt
∫
Rn
∂tu(t, x)Ψ(t, x) dx + b1(t)
∫
Rn
∂tu(t, x)Ψ(t, x) dx
+
∫
Rn
(
∂tu(t, x)− u(t, x)
)
Ψ(t, x) dx. (36)
If we multiply both sides of (36) by m1(t), we find
d
dt
(
m1(t)
∫
Rn
∂tu(t, x)Ψ(t, x)
)
+m1(t)
∫
Rn
(
∂tu(t, x)− u(t, x)
)
Ψ(t, x) dx
= m1(t)
∫
Rn
|v(t, x)|qΨ(t, x) dx. (37)
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Adding (35) and (37), we find
d
dt
(
m1(t)
∫
Rn
∂tu(t, x)Ψ(t, x) dx
)
+ 2m1(t)
∫
Rn
∂tu(t, x)Ψ(t, x) dx
> εm1(0)
∫
Rn
(
u0(x) + u1(x)
)
Φ(x) dx+m1(t)
∫
Rn
|v(t, x)|qΨ(t, x) dx
+
∫ t
0
m1(s)
∫
Rn
|v(s, x)|qΨ(s, x) dx. (38)
Let us set the auxiliary functional
U3(t)
.
= m1(t)
∫
Rn
∂tu(t, x)Ψ(t, x) dx − ε m1(0)
2
∫
Rn
u1(x)Φ(x) dx − 1
2
∫ t
0
m1(s)
∫
Rn
|v(s, x)|qΨ(t, x) dx ds .
Clearly, U3(0) = εI1[u1]. Besides, (38) implies
U ′3(t) + 2U3(t) > εm1(0)
∫
Rn
u0(x)Φ(x) dx +
1
2
m1(t)
∫
Rn
|v(t, x)|qΨ(t, x) dx > 0. (39)
Hence, multiplying (39) by e2t and integrating over [0, t], we get U3(t) > e
−2tU3(0) > 0. Therefore, as U3 is
nonnegative we may write
m1(t)
∫
Rn
∂tu(t, x)Ψ(t, x) dx > ε
m1(0)
2
∫
Rn
u1(x)Φ(x) dx +
1
2
∫ t
0
m1(s)
∫
Rn
|v(s, x)|qΨ(t, x) dx ds
> ε
m1(0)
2
∫
Rn
u1(x)Φ(x) dx
which implies immediately (30) due to (15).
Using (28) and (30), we may finally derive the lower bounds for the integrals with respect to the spatial
variables of the semilinear terms.
Proposition 3.3. Let (u, v) be an energy solution of (1) on [0, T ) with nonnegative, continuous and
summable coefficients of the damping terms b1, b2. Furthermore, we require the same assumptions on
u0, u1, v0, v1 as in Theorem 1.2. Then, the following estimates hold∫
Rn
|v(t, x)|q dx > C˜εq (1 + t)n−1−n−12 q, (40)∫
Rn
|∂tu(t, x)|p dx > K˜εp (1 + t)n−1−
n−1
2 p (41)
for any t > 0, where C˜, K˜ are positive constants depending on n, p, q, b1, b2, R, u1, v0.
Remark 3.4. Let us underline explicitly that the conditions u1 . 0 and v0 . 0 guarantee that the mul-
tiplicative constants in (29) and (30) are positive. This fact will play a fundamental role in the proof of
Proposition 3.3.
Proof. Let us prove (40). By Ho¨lder’s inequality and supp v(t, ·) ⊂ BR+t it follows∫
Rn
|v(t, x)|q dx > (V1(t))q(∫
BR+t
(
Ψ(t, x)
)q′
dx
)−(q−1)
&
(
εI2[v0]
)q
(1 + t)n−1−
n−1
2 q,
where in the second inequality we used (29) and the following estimate (cf. [53, estimate (2.5)]):∫
BR+t
(
Ψ(t, x)
)q′
dx . (1 + t)n−1−
n−1
2 q
′
.
Using (30), we can prove (41) in a completely analogous way.
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4. Iteration argument
In this section we combine the results from Sections 2-3 by using an iteration procedure to get a sequence
of lower bound estimates for the functionals V and U ′ (for the definition of U and V see (17) in Section 2).
More precisely, we want to prove that
V (t) > Cj(1 + t)
−bj taj for any t > 0, (42)
U ′(t) > Kj(1 + t)−βj tαj for any t > 0, (43)
where {Cj}j∈N, {aj}j∈N, {bj}j∈N, {Kj}j∈N, {αj}j∈N and {βj}j∈N are suitable sequences of nonnegative
numbers that we will determine afterwards.
Our strategy is to prove (42) and (43) by induction.
Let us begin with the base case j = 0. Plugging (40) in (22), it results
U ′(t) > m1(0)C˜εq
∫ t
0
(1 + s)n−1−
n−1
2 q ds >
m1(0)C˜
n ε
q(1 + t)−
n−1
2 qtn
which is (43) for j = 0 provided that K0
.
= m1(0)C˜n ε
q, α0
.
= n, β0
.
= n−12 q. Analogously, combining (41) and
(20), we find
V (t) > m2(0)K˜ε
p
∫ t
0
∫ s
0
(1 + τ)n−1−
n−1
2 p dτ ds >
m2(0)K˜
n(n+1) ε
p(1 + t)−
n−1
2 ptn+1.
So, we proved also (42) for j = 0 provided that C0
.
= m2(0)K˜n(n+1) ε
p, a0
.
= n+ 1, b0
.
= n−12 p.
Let us proceed now with the inductive step. If we plug (42) in (23), then, for any t > 0 we have
U ′(t) > KCqj
∫ t
0
(1 + s)−n(q−1)−bjqsajq ds > KCqj (1 + t)
−n(q−1)−bjq
∫ t
0
sajq ds
= KCqj (ajq + 1)
−1(1 + t)−n(q−1)−bjqtajq+1.
Thus, using the last lower bound in (21), we obtain for t > 0
V (t) > CKpCpqj (ajq + 1)
−p
∫ t
0
∫ s
0
(1 + τ)−n(pq−1)−bjpqτajpq+p dτ ds
> CKpCpqj (ajq + 1)
−p(1 + t)−n(pq−1)−bjpq
∫ t
0
∫ s
0
τajpq+p dτ ds
= CKpCpqj (ajq + 1)
−p(ajpq + p+ 1)−1(ajpq + p+ 2)−1(1 + t)−n(pq−1)−bjpqtajpq+p+2.
Also, we proved (42) for j + 1 provided that Cj+1
.
= CKpCpqj (ajq + 1)
−p(ajpq + p+ 1)−1(ajpq + p+ 2)−1,
aj+1
.
= pqaj + p+ 2 and bj+1
.
= bj + n(pq − 1).
Similarly, if we plug (43) in (21), then, for any t > 0 we get
V (t) > CKpj
∫ t
0
∫ s
0
(1 + τ)−n(p−1)−βjpταjp dτ ds
> CK
p
j (1 + t)
−n(p−1)−βjp
∫ t
0
∫ s
0
ταjp dτ ds
= CKpj (αjp+ 1)
−1(αjp+ 2)−1(1 + t)−n(p−1)−βjptαjp+2.
Consequently, a combination of the last lower bound with (23) yields
U ′(t) > KCqKpqj (αjp+ 1)
−q(αjp+ 2)−q
∫ t
0
(1 + s)−n(qp−1)−βjpqsαjpq+2q ds
> KCqK
pq
j (αjp+ 1)
−q(αjp+ 2)−q(αjpq + 2q + 1)−1(1 + t)−n(qp−1)−βjpqtαjpq+2q+1 ds
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for any t > 0. Hence, we proved (43) for j + 1 provided that αj+1
.
= pqαj + 2q + 1, βj+1
.
= βj + n(pq − 1)
and Kj+1
.
= KCqKpqj (αjp+ 1)
−q(αjp+ 2)−q(αjpq + 2q + 1)−1.
It is clear, from the recursive relations and from the nonnegative values of the initial constants C0, K0,
a0, b0, α0, β0, that Cj ,Kj, aj , bj, αj , βj are nonnegative real numbers for all j ∈ N. Next we determine
the explicit expressions for aj , bj, αj , βj and lower bound estimates for Cj ,Kj. As aj = pqaj−1 + p + 2,
employing iteratively this condition and the value a0 = n+ 1, we find
aj = pqaj−1 + p+ 2 = · · · = a0(pq)j + (p+ 2)
j−1∑
k=0
(pq)k =
(
n+ 1 + p+2pq−1
)
(pq)j − p+2pq−1 .
Analogously,
αj = α0(pq)
j + (2q + 1)
j−1∑
k=0
(pq)k =
(
n+ 2q+1pq−1
)
(pq)j − 2q+1pq−1 ,
bj = b0(pq)
j + n(pq − 1)
j−1∑
k=0
(pq)k =
(
n−1
2 p+ n
)
(pq)j − n,
βj = β0(pq)
j + n(pq − 1)
j−1∑
k=0
(pq)k =
(
n−1
2 q + n
)
(pq)j − n.
In particular, using the representation formulas for aj and αj , we may derive lower bounds for Cj and Kj.
Indeed, due to
aj−1pq + p+ 2 = aj 6
(
n+ 1 + p+2pq−1
)
(pq)j ,
αj−1pq + 2q + 1 = αj 6
(
n+ 2q+1pq−1
)
(pq)j ,
we have
Cj = CK
pC
pq
j−1(aj−1q + 1)
−p(aj−1qp+ p+ 1)−1(aj−1pq + p+ 2)−1
> CKpC
pq
j−1(aj−1pq + p+ 2)
−(p+2) >M(pq)−(p+2)jCpqj−1 (44)
and
Kj = KC
qK
pq
j−1(αjp+ 1)
−q(αjp+ 2)−q(αjpq + 2q + 1)−1
> KCqKpqj−1(αjpq + 2q + 1)
−(2q+1) > M˜(pq)−(2q+1)jKpqj−1, (45)
where M
.
= CKp
(
n+ 1 + p+2pq−1
)−(p+2)
and M˜
.
= KCq
(
n+ 2q+1pq−1
)−(2q+1)
.
Applying the logarithmic function to both sides of (44) and using in an iterative way the resulting
estimate, we arrive at
logCj > pq logCj−1 − j log((pq)p+2) + logM
> (pq)2 logCj−2 − (j + (j − 1)pq) log((pq)p+2) + (1 + pq) logM
> · · · > (pq)j logC0 −
j−1∑
k=0
(j − k)(pq)k log((pq)p+2) +
j−1∑
k=0
(pq)k logM
= (pq)j
(
logC0 − pq(pq−1)2 log((pq)p+2) + logMpq−1
)
+ (j + 1) log((pq)
p+2)
pq−1 +
log((pq)p+2)
(pq−1)2 − logMpq−1 , (46)
where we used the formulas
j−1∑
k=0
(pq)k =
(pq)j − 1
pq − 1 ,
j−1∑
k=0
(j − k)(pq)k = 1
pq − 1
(
(pq)j+1 − 1
pq − 1 − (j + 1)
)
, (47)
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that can be proved via an inductive argument.
Therefore, for j > j1
.
= ⌈ logMlog((pq)p+2) − 1− 1pq−1⌉ by (46) we get
logCj > (pq)
j
(
logC0 − pq(pq−1)2 log((pq)p+2) + logMpq−1
)
= (pq)j log(Nεp), (48)
where N
.
= m2(0)K˜n(n+1) ((pq)
p+2)
− pq
(pq−1)2 M
1
pq−1 .
Analogously, from (45) we derive the estimate
logKj > (pq)
j
(
logK0 − pq(pq−1)2 log((pq)2q+1) + log M˜pq−1
)
= (pq)j log(N˜εq) (49)
for j > j2
.
= ⌈ log M˜log((pq)2q+1) − 1− 1pq−1⌉, where N˜
.
= m1(0)C˜n ((pq)
2q+1)
− pq
(pq−1)2 M˜
1
pq−1 .
In the next section we will combine (42), (48) and (43), (49) to complete the proof of Theorem 1.2 in
the case Θ1(n, p, q) > 0 and in the case Θ2(n, p, q) > 0, respectively.
5. conclusion of the proof of Theorem 1.2
Let us start with the case Θ1(n, p, q) > 0. Combining (42) and (48), we have for t > 0 and j > j1
V (t) > exp
(
(pq)j log(Nεp)
)
(1 + t)−bj taj
= exp
(
(pq)j log
(
Nεp(1 + t)−(
n−1
2 p+n)tn+1+
p+2
pq−1
))
(1 + t)nt−
p+2
pq−1 .
As for t > 1 it holds (1 + t) 6 2t, the previous estimate yields
V (t) > exp
(
(pq)j log
(
2−(
n−1
2 p+n)Nεpt
pq+p+1
pq−1 −n−12 p
))
(1 + t)nt−
p+2
pq−1
= exp
(
(pq)j log
(
2−(
n−1
2 p+n)NεptpΘ1(n,p,q)
))
(1 + t)nt−
p+2
pq−1
= exp
(
(pq)j log
(
εpJ(t)
))
(1 + t)nt−
p+2
pq−1 (50)
for t > 1, where J(t)
.
= 2−(
n−1
2 p+n)NtpΘ1(n,p,q). Consequently, we may choose ε0 sufficiently small such that
2(
n−1
2 +
n
p
)Θ1(n,p,q)
−1
N−(pΘ1(n,p,q))
−1
ε
Θ1(n,p,q)
−1
0 > 1.
So, for ε ∈ (0, ε0] and for t > 2(
n−1
2 +
n
p
)Θ1(n,p,q)
−1
N−(pΘ1(n,p,q))
−1
εΘ1(n,p,q)
−1
it holds J(t) > 0. Consequently,
letting j →∞ in (50), the lower bound of V (t) blows up and, then, V (t) cannot be finite. Also, we proved
that V may be definite only for t . εΘ1(n,p,q)
−1
.
Now, we prove the result in the case Θ2(n, p, q) > 0. Combining (43) and (49), we have for t > 0 and
j > j2
U ′(t) > exp
(
(pq)j log(N˜εq)
)
(1 + t)−βj tαj
= exp
(
(pq)j log
(
N˜εq(1 + t)−(
n−1
2 q+n)tn+
2q+1
pq−1
))
(1 + t)nt−
2q+1
pq−1 .
Then, for t > 1 it holds
U ′(t) > exp
(
(pq)j log
(
2−(
n−1
2 q+n)N˜εqtqΘ2(n,p,q)
))
(1 + t)nt−
2q+1
pq−1
= exp
(
(pq)j log
(
εqJ˜(t)
))
(1 + t)nt−
p+2
pq−1 (51)
for t > 1, where J˜(t)
.
= 2−(
n−1
2 q+n)N˜tqΘ2(n,p,q). Hence, we can take ε0 so small that
2(
n−1
2 +
n
q
)Θ2(n,p,q)
−1
N˜−(qΘ2(n,p,q))
−1
ε
Θ2(n,p,q)
−1
0 > 1.
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Thus, for ε ∈ (0, ε0] and for t > 2(
n−1
2 +
n
q
)Θ2(n,p,q)
−1
N˜−(qΘ2(n,p,q))
−1
εΘ2(n,p,q)
−1
it holds J˜(t) > 0. Also, as
j →∞ in (51), the lower bound of U ′(t) diverges and U ′(t) is not finite. In this second case, we proved that
U ′ can be finite only for t . εΘ2(n,p,q)
−1
. Combining the two possible cases, we proved the result and the
upper bound estimate for the lifespan (9).
6. Critical case
In the critical case, we restrict our considerations to the not-damped case. Therefore, we shall consider the
weakly coupled system of semilinear wave equations (12) in the critical case max{Θ1(n, p, q),Θ2(n, p, q)} = 0.
We will generalize the approach from [47, 48] for a single semilinear equation and from [34] for a weakly
coupled system with power nonlinearities, in order to deal with the mixed type of nonlinear terms.
For the sake of readability, we recall the definition of weak solution to (12).
Definition 6.1. Let u0, v0 ∈ H1(Rn) and u1, v1 ∈ L2(Rn). We say that (u, v) is a weak solution of (12) on
[0, T ) if
u ∈ C([0, T ), H1(Rn)) ∩ C1([0, T ), L2(Rn)) and ∂tu ∈ Lploc([0, T )× Rn),
v ∈ C([0, T ), H1(Rn)) ∩ C1([0, T ), L2(Rn)) and v ∈ Lqloc([0, T )× Rn)
satisfy the equalities∫
Rn
(
∂tu(t, x)φ(t, x) − u(t, x)φs(t, x)
)
dx − ε
∫
Rn
(
u1(x)φ(0, x) − u0(x)φs(0, x)
)
dx
+
∫ t
0
∫
Rn
u(s, x)
(
φss(s, x) −∆φ(s, x)
)
dx ds =
∫ t
0
∫
Rn
|v(s, x)|qφ(s, x) dx ds (52)
and ∫
Rn
(
∂tv(t, x)ψ(t, x) − v(t, x)ψs(t, x)
)
dx− ε
∫
Rn
(
v1(x)ψ(0, x) − v0(x)ψs(0, x)
)
dx
+
∫ t
0
∫
Rn
v(s, x)
(
ψss(s, x)−∆ψ(s, x)
)
dx ds =
∫ t
0
∫
Rn
|∂tu(s, x)|pφ(s, x) dx ds (53)
for any test functions φ, ψ ∈ C∞0 ([0, T )× Rn) and any t ∈ [0, T ).
The remaining part of this section is organized as follows: first, in Section 6.1 we recall some auxiliary
functions from [47] and we use them to introduce the functionals for the critical case; in Section 6.2 we
derive the iteration frame for these functionals, that is, a coupled system of nonlinear ordinary integral
inequalities; in Section 6.3 lower bound estimates for the functionals, that allow to start with the iteration
procedure, are derived; then, in Section 6.4 we combine the iteration frame from Section 6.2 and the lower
bounds from Section 6.3 with a slicing method; hence, in Section 6.5 we use the sequences of lower bounds
for the functionals from Section 6.4 to prove the blow-up result and to establish the upper bound for the
lifespan; finally, in Section 6.6 we compare our results with those proved in Section 9 of [16] and we provide
the analytic expression of the coordinates of the cusp point for the critical curve in the p - q plane.
6.1. Introduction of the functionals for the critical case
Throughout the treatment of the critical case we will employ the auxiliary functions
ηr(t, s, x)
.
=
∫ λ0
0
e−λ(R+t)
sinh λ(t− s)
λ(t − s) Φ(λx)λ
r dλ,
ξr(t, s, x)
.
=
∫ λ0
0
e−λ(R+t) coshλ(t− s)Φ(λx)λr dλ,
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where r > −1, λ0 is a fixed positive constant and Φ is defined by (27). These auxiliary functions have been
introduced in [47] as generalizations of the test function considered by Zhou (see [57, equation (3.2)]) in
the treatment of the critical case for the semilinear wave equation with power nonlinearity in the higher
dimensional case. Let us underline that the assumption on r is done in order to guarantee the integrability
of the function λr in a neighborhood of 0.
As functionals to study the blow-up dynamic we will consider
U(t)
.
=
∫
Rn
∂tu(t, x) ηr1(t, t, x) dx, (54)
V(t)
.
=
∫
Rn
v(t, x) ηr2(t, t, x) dx. (55)
We point out that the choice of the conditions for the pair (r1, r2) depends on the critical case we deal with.
More specifically, we have to distinguish among the three possible subcases Θ1(n, p, q) = 0 > Θ2(n, p, q),
Θ1(n, p, q) < 0 = Θ2(n, p, q) and Θ1(n, p, q) = Θ2(n, p, q) = 0.
First, we derive two fundamental identities for U and V, which involve the initial data and the nonlinear
terms.
Proposition 6.2. Let (u, v) be a weak solution of (12) on [0, T ) and let U, V denote the functionals defined
by (54), (55). Then, the following identities are satisfied for any t > 0:
U(t) = εt
∫
Rn
u0(x) ηr1+2(t, 0, x) dx+ ε
∫
Rn
u1(x) ξr1 (t, 0, x) dx+
∫ t
0
∫
Rn
|v(s, x)|q ξr1(t, s, x) dx ds, (56)
V(t) = ε
∫
Rn
v0(x) ξr2(t, 0, x) dx + εt
∫
Rn
v1(x) ηr2(t, 0, x) dx+
∫ t
0
(t− s)
∫
Rn
|∂tu(s, x)|p ηr2(t, s, x) dx ds.
(57)
Proof. In order to show the validity of (56) and (57) we will employ the definition of weak solution for (12)
with a suitable choice of the test functions (φ, ψ) in (52) and (53). If we assume that (u, v) satisfies (8), then,
suppu(t, ·), supp v(t, ·) ⊂ BR+t for any t > 0. Therefore, we may remove the assumption of compactness for
the supports of the test functions in Definition 6.1. Hence, it is possible to consider
φ = φ(t; s, x) = coshλ(t− s)Φ(λx),
ψ = ψ(t; s, x) =
sinhλ(t− s)
λ
Φ(λx).
Since ∆Φ(λx) = λ2Φ(λx), then, φ, ψ are solutions of the homogeneous free wave equation. Moreover,
φ(t; t, x) = Φ(λx), φ(t; 0, x) = coshλtΦ(λx), φs(t; t, x) = 0, φs(t; 0, x) = −λ sinhλtΦ(λx),
ψ(t; t, x) = 0, ψ(t; 0, x) = λ−1 sinhλtΦ(λx), ψs(t; t, x) =−Φ(λx), ψs(t; 0, x) = − coshλxΦ(λx).
Consequently, from (52) and (53) we obtain∫
Rn
∂tu(t, x)Φ(λx) dx = ελ sinhλt
∫
Rn
u0(x)Φ(λx) dx + ε coshλt
∫
Rn
u1(x)Φ(λx) dx
+
∫ t
0
∫
Rn
|v(s, x)|q coshλ(t− s)Φ(λx) dx ds (58)∫
Rn
v(t, x)Φ(λx) dx = ε coshλt
∫
Rn
v0(x)Φ(λx) dx + ελ
−1 sinh λt
∫
Rn
v1(x)Φ(λx) dx
+
∫ t
0
∫
Rn
|∂tu(s, x)|pλ−1 sinhλ(t − s)Φ(λx) dx ds. (59)
Multiplying both sides of (58) by e−λ(R+t)λr1 , integrating the resulting relation with respect to λ over [0, λ0]
and, finally, applying Fubini’s theorem, we get (56). Similarly, from (59) we find (57). This concludes the
proof.
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The next step is to derive from (56) and (57) the iteration frame. In order to do so, we need to estimate
sharply the auxiliary functions ηr and ξr.
Lemma 6.3. Let n > 2. There exist λ0 > 0 such that the following properties hold:
(i) if r > −1, |x| 6 R and t > 0, then,
ξr(t, 0, x) > A0,
ηr(t, 0, x) > B0〈t〉−1;
(ii) if r > −1, |x| 6 s+R and t > s > 0, then,
ξr(t, s, x) > A1〈s〉−r−1,
ηr(t, s, x) > B1〈t〉−1〈s〉−r;
(iii) if r > n−32 , |x| 6 t+R and t > 0, then,
ηr(t, t, x) 6 B2〈t〉−
n−1
2 〈t− |x|〉n−32 −r.
Here A0 and Bk, k = 0, 1, 2, are positive constants depending only on λ0, r and R and we denote 〈y〉 .= 3+|y|.
Remark 6.4. Let us stress that differently from [47, Lemma 3.1] we require in the statement of (i) and (ii)
the condition of r > −1 instead of r > 0. Nonetheless, the proofs from [47] of (i) and of the lower bound for
ηr(t, s, x) in (ii) are still valid even for r > −1.
Proof. We can restrict our considerations to the lower bound estimate for ξ(t, s, x) in (ii), as the other
properties are already proved in [47, Lemma 3.1]. Since 〈s〉 > 2, we may shrink the domain of integration
in the definition of ξr(t, s, x) as follows
ξr(t, s, x) >
∫ 2λ0/〈s〉
λ0/〈s〉
e−λ(R+t) coshλ(t − s)Φ(λx)λr dλ.
We remark that the condition
Φ(x) ≍ 〈x〉− n−12 e|x| for any x ∈ Rn
implies that the infimum
inf
λ∈
[
λ0
〈s〉
,
2λ0
〈s〉
] inf|x|6s+R e−λ(s+R)Φ(λx)
can be estimate from below by a constant A = A(λ0, R) > 0 that does not depend on λ, s and x. Therefore,
we may estimate
ξr(t, s, x) >
∫ 2λ0/〈s〉
λ0/〈s〉
e−λ(t−s) coshλ(t− s) e−λ(R+s) Φ(λx)λr dλ
=
∫ 2λ0/〈s〉
λ0/〈s〉
1
2
(
1 + e−2λ(t−s)
)
e−λ(R+s) Φ(λx)λr dλ > A
∫ 2λ0/〈s〉
λ0/〈s〉
1
2
(
1 + e−2λ(t−s)
)
λr dλ
>
A
2
∫ 2λ0/〈s〉
λ0/〈s〉
λr dλ =
A
2
λr+10
(r + 1)
(2r+1 − 1)〈s〉−r−1,
which is the desired lower bound estimate for ξr(t, s, x).
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6.2. Derivation of the iteration frame in the critical case
In order to derive the iteration scheme, we have to consider separately the three critical cases. In each
case we will fix suitable conditions on the pair (r1, r2), that will influence, on the one hand, the structure
of the scheme itself with the possible presence of a logarithmic factor in the integral inequalities and, on
the other hand, the functional U and/or V for which we can derive a lower bound containing a logarithmic
factor.
6.2.1. Case Θ1(n, p, q) = 0
In this case we consider r1 =
n−1
2 − 1p and r2 > n−12 − 1q . The purpose of this section is to derive the
frame for the iteration argument, which is a coupled system of integral inequalities for the functionals U, V.
In order to get this system we will combine the fundamental identities (56), (57) and the estimates for the
auxiliary functions in Lemma 6.3. Combining (8), (54) and Ho¨lder’s inequality, we find
U(s) 6
(∫
Rn
|∂tu(s, x)|pηr2(t, s, x) dx
) 1
p
(∫
BR+s
ηr1(s, s, x)
p′
ηr2(t, s, x)
p′
p
dx
) 1
p′
. (60)
Using Lemma 6.3 (ii)-(iii) and the condition r1 =
n−1
2 − 1p , we may estimate∫
BR+s
ηr1(s, s, x)
p′
ηr2(t, s, x)
p′
p
dx . 〈t〉 p
′
p 〈s〉r2 p
′
p
−n−12 p′
∫
BR+s
〈s− |x|〉(n−32 −r1)p′ dx
. 〈t〉 p
′
p 〈s〉r2 p
′
p
−n−12 p′+n−1 log〈s〉.
Therefore, we get∫
Rn
|∂tu(s, x)|pηr2(t, s, x) dx &
(
U(s)
)p(∫
BR+s
ηr1(s, s, x)
p′
ηr2(t, s, x)
p′
p
dx
)− p
p′
& 〈t〉−1〈s〉−r2+n−12 p−(n−1)(p−1)(log〈s〉)−(p−1)(U(s))p.
Consequently, from (57) we obtain
V(t) & 〈t〉−1
∫ t
0
(t− s)〈s〉−r2+n−12 p−(n−1)(p−1)(log〈s〉)−(p−1)(U(s))p ds. (61)
Now we will derive an analogous integral lower bound for U. By (55) and Ho¨lder’s inequality we have
V(s) 6
(∫
Rn
|v(s, x)|qξr1(t, s, x) dx
) 1
q
(∫
BR+s
ηr2(s, s, x)
q′
ξr1(t, s, x)
q′
q
dx
) 1
q′
. (62)
Employing again Lemma 6.3 and the condition r2 >
n−1
2 − 1q , we arrive at∫
BR+s
ηr2(s, s, x)
q′
ξr1(t, s, x)
q′
q
dx . 〈s〉(r1+1) q
′
q
−n−12 q′
∫
BR+s
〈s− |x|〉(n−32 −r2)q′ dx
. 〈s〉(r1+1) q
′
q
−n−12 q′+n+(n−32 −r2)q′ ,
which implies in turn∫
Rn
|v(s, x)|qξr1(t, s, x) dx ds &
(
V(s)
)q(∫
BR+s
ηr2(s, s, x)
q′
ξr1(t, s, x)
q′
q
dx
)− q
q′
& 〈s〉−(r1+1)+n−12 q−n(q−1)−(n−32 −r2)q(V(s))q.
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Finally, (56) and the previous inequality yield
U(t) &
∫ t
0
〈s〉−r1+n−1−(n−1)q+r2q(V(s))q ds. (63)
6.2.2. Case Θ2(n, p, q) = 0
For this critical case we assume r1 >
n−1
2 − 1p and r2 = n−12 − 1q . Due to the fact that we switch in
some sense the role of r1 and r2 with respect to the previous critical case Θ1(n, p, q) = 0, somehow also the
structure of the iteration frame is reversed with respect to the previous section.
By Lemma 6.3 (ii)-(iii) and the condition r1 >
n−1
2 − 1q it follows∫
BR+s
ηr1(s, s, x)
p′
ηr2(t, s, x)
p′
p
dx . 〈t〉 p
′
p 〈s〉r2 p
′
p
−n−12 p′
∫
BR+s
〈s− |x|〉(n−32 −r1)p′ dx
. 〈t〉 p
′
p 〈s〉r2 p
′
p
−n−12 p′+n+(n−32 −r1)p′ .
Then, from (60) we get∫
Rn
|∂tu(s, x)|pηr2(t, s, x) dx & 〈t〉−1〈s〉−r2+
n−1
2 p−n(p−1)−(n−32 −r1)p
(
U(s)
)p
& 〈t〉−1〈s〉−r2−(n−1)p+n+r1p(U(s))p.
Also, (57) yields
V(t) & 〈t〉−1
∫ t
0
(t− s)〈s〉−r2−(n−1)p+n+r1p(U(s))p ds. (64)
We determine now the integral lower bound for U. By using Lemma 6.3 and the condition r2 =
n−1
2 − 1q ,
we arrive at ∫
BR+s
ηr2(s, s, x)
q′
ξr1(t, s, x)
q′
q
dx . 〈s〉(r1+1) q
′
q
−n−12 q′
∫
BR+s
〈s− |x|〉(n−32 −r2)q′ dx
. 〈s〉(r1+1) q
′
q
−n−12 q′+n−1 log〈s〉.
The last estimate together with (62) provides∫
Rn
|v(s, x)|qξr1(t, s, x) dx & 〈s〉−(r1+1)+
n−1
2 q−(n−1)(q−1)(log〈s〉)−(q−1)(V(s))q.
Thus, (56) and the last estimate imply
U(t) &
∫ t
0
〈s〉−(r1+1)+n−12 q−(n−1)(q−1)(log〈s〉)−(q−1)(V(s))q ds. (65)
6.2.3. Case Θ1(n, p, q) = Θ2(n, p, q) = 0
In this case we choose r1 =
n−1
2 − 1p and r2 = n−12 − 1q . In particular, one can prove the identities
n−1
2 − 1p = n− 1− n−12 q, (66)
n−1
2 − 1q = n− n−12 p, (67)
due to the fact that the pair (p, q) satisfies both the critical conditions Θ1(n, p, q) = Θ2(n, p, q) = 0. Indeed,
if we denote κ1 = n− 1− n−12 q − n−12 + 1p and κ1 = n− n−12 p− n−12 + 1q , then
κ1 + qκ2 = (pq − 1)Θ1(n, p, q) = 0,
pκ1 + κ2 = (pq − 1)Θ2(n, p, q) = 0.
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As pq , 1, then, trivially κ1 = κ2 = 0, but this means exactly the validity of (66)-(67).
Since r1 =
n−1
2 − 1p as in Section 6.2.1, we can prove (61). However, thanks to (67) we see that the power
of 〈s〉 in the right hand side of (61) is exactly −1, that is,
V(t) & 〈t〉−1
∫ t
0
(t− s)〈s〉−1(log〈s〉)−(p−1)(U(s))p ds. (68)
Similarly, since r2 =
n−1
2 − 1q as in Section 6.2.2 it holds (65). Yet, due to (66) we find again that the
power of 〈s〉 in the right hand side of (65) is exactly −1, that is,
U(t) &
∫ t
0
〈s〉−1(log〈s〉)−(q−1)(V(s))q ds. (69)
6.3. Lower bound estimates for the functionals containing a logarithmic factor
Purpose of this section is to derive lower bounds for U and/or V of logarithmic type. As in the previous
section, we shall consider separately the three critical cases. We point out that the assumptions on the pair
(r1, r2) are the same as in Section 6.2 and they depend on the critical case that we consider.
6.3.1. Case Θ1(n, p, q) = 0
In this case we will derive a lower bound for the functional U in two step. From (57), Lemma 6.3 (ii)
and Proposition 3.3, we get for t > 0
V(t) >
∫ t
0
(t− s)
∫
Rn
|∂tu(s, x)|pηr2(t, s, x) dx ds & 〈t〉−1
∫ t
0
(t− s)〈s〉−r2
∫
Rn
|∂tu(s, x)|p dx ds
& εp〈t〉−1
∫ t
0
(t− s)〈s〉−r2+n−1−n−12 p ds. (70)
Consequently, for t > 1
V(t) & εp〈t〉−1−r2−n−12 p
∫ t
0
(t− s)〈s〉n−1 ds & εp〈t〉−1−r2−n−12 p
∫ t
t
2
(t− s)〈s〉n−1 ds
& εp〈t〉−1−r2−n−12 p〈 t2 〉n−1
∫ t
t
2
(t− s) ds & εp〈t〉−r2−n−12 p+n.
Plugging the last lower bound for V in (63), we have for t > 1
U(t) & εpq
∫ t
1
〈s〉−r1+n−1−(n−1)q+r2q+(−r2−n−12 p+n)q ds
& εpq
∫ t
1
〈s〉−r1+n−1+q−n−12 pq ds & εpq
∫ t
1
〈s〉q+p−1−n−12 (pq−1) ds
& εpq
∫ t
1
〈s〉−1ds & εpq
∫ t
1
s−1ds & εpq log t, (71)
where we used in the third inequality the actual value of r1 and in the fourth one the critical condition
Θ1(n, p, q) = 0.
6.3.2. Case Θ2(n, p, q) = 0
Let us determine a lower bound for V in two step. From (56), Lemma 6.3 (ii) and Proposition 3.3 we
obtain for t > 0
U(t) >
∫ t
0
∫
Rn
|v(s, x)|qξr1(t, s, x) dx ds &
∫ t
0
〈s〉−(r1+1)
∫
Rn
|v(s, x)|q dx ds
& εq
∫ t
0
〈s〉−(r1+1)+n−1−n−12 q ds. (72)
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Also, for t > 0
U(t) & εq
∫ t
0
〈s〉−(r1+1)+n−1−n−12 q ds & εq〈t〉−(r1+1)−n−12 q
∫ t
0
〈s〉n−1 ds
& εq〈t〉−(r1+1)−n−12 q+n.
Plugging the last lower bound for U in (64), we have for t > 32
V(t) & εpq〈t〉−1
∫ t
0
(t− s)〈s〉−r2−(n−1)p+n+r1p+(−(r1+1)−n−12 q+n)pds
= εpq〈t〉−1
∫ t
0
(t− s)〈s〉−r2+n−n−12 pqds = εpq〈t〉−1
∫ t
0
(t− s)〈s〉1+q−1−n−12 (pq−1)ds
= εpq〈t〉−1
∫ t
0
(t− s)〈s〉−1ds & εpq〈t〉−1
∫ t
1
t− s
s
ds & εpq〈t〉−1
∫ t
1
log s ds
& εpq〈t〉−1
∫ t
2t
3
log s ds & εpq log
(2t
3
)
, (73)
where we employed in the third step the actual value of r2 and in the fourth one the critical condition
Θ2(n, p, q) = 0.
6.3.3. Case Θ1(n, p, q) = Θ2(n, p, q) = 0
In this last case we can improve both (71) and (73) thanks to (66), (67). Indeed, combining (72) and
(66), for any t > 0 we obtain
U(t) & εq
∫ t
0
〈s〉−1ds & εq log t. (74)
Analogously, using (70) and (67), for any t > 32 we have
V(t) & εp〈t〉−1
∫ t
0
(t− s)〈s〉−1ds & εp log
(2t
3
)
. (75)
6.4. Iterated lower bound estimates: slicing method
In this section we derive iteratively a sequence of lower bound estimates for U or V. Then, in Section
6.5 we will employ these iterated lower bounds to prove the blow-up and to derive the upper bound for the
lifespan of the local solution (u, v).
However, before starting with this iterative procedure, we summarize the estimates that we proved in
Sections 6.2 and 6.3.
In Section 6.2 we proved the coupled system of integral inequalities
U(t) > C
∫ t
0
〈s〉−r1+n−1−(n−1)q+r2q(V(s))q ds if Θ1 = 0,
U(t) > C
∫ t
0
〈s〉−(r1+1)+n−12 q−(n−1)(q−1)(log〈s〉)−(q−1)(V(s))q ds if Θ2 = 0,
U(t) > C
∫ t
0
〈s〉−1(log〈s〉)−(q−1)(V(s))q ds if Θ1 = Θ2 = 0,
(76)

V(t) > K〈t〉−1
∫ t
0
(t− s)〈s〉−r2+n−12 p−(n−1)(p−1)(log〈s〉)−(p−1)(U(s))p ds if Θ1 = 0,
V(t) > K〈t〉−1
∫ t
0
(t− s)〈s〉−r2−(n−1)p+n+r1p(U(s))p ds if Θ2 = 0,
V(t) > K〈t〉−1
∫ t
0
(t− s)〈s〉−1(log〈s〉)−(p−1)(U(s))p ds if Θ1 = Θ2 = 0,
(77)
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for any t > 0, where C,K are positive constants depending on n, p, q, R. Let us underline that the range for
the pair (r1, r1) is implicitly fixed by the corresponding critical case according to Section 6.2.
On the other hand, the lower bound estimates (71), (73), (74) and (75) from Section 6.3 can be summa-
rized as follows {
U(t) > C˜εpq log t if Θ1 = 0,
U(t) > C˜εq log t if Θ1 = Θ2 = 0,
(78)
for any t > 1 and {
V(t) > K˜εpq log
(
2t
3
)
if Θ2 = 0,
V(t) > K˜εp log
(
2t
3
)
if Θ1 = Θ2 = 0,
(79)
for any t > 32 , where C˜, K˜ are positive constants depending on n, p, q, R, u0, u1, v0, v1.
Now we can start with the iteration argument. As in the previous sections, we consider separately the
three critical cases.
6.4.1. Case Θ1(n, p, q) = 0
Let us introduce the sequence of positive real numbers {ℓj}j∈N, where ℓj .= 2− 2−j, that will be use to
split the time interval in the slicing method. In this case the goal is to prove that
U(t) > Cj
(
log〈t〉)−bj( log( t
ℓj
))aj
for t > ℓj and for any j ∈ N, (80)
where {Cj}j∈N, {aj}j∈N and {bj}j∈N are sequences of nonnegative real numbers that we shall determine
throughout the iteration argument. Thanks to (78) we see that (80) is satisfied for j = 0, provided that the
initial values of the sequences are given by a0
.
= 1, b0
.
= 0 and C0
.
= C˜εpq. Hence, we employ an inductive
argument to prove the validity of (80) for any j ∈ N. We proceed now with the inductive step. Let us plug
(80) in (77), after shrinking the domain of integration, then, for s > ℓj+1 we obtain
V(s) > KCpj 〈s〉−1
∫ s
ℓj
(s− τ)〈τ〉−r2+n−12 p−(n−1)(p−1)( log〈τ〉)−(p−1)−bjp (log( τℓj ))ajp dτ
> KC
p
j 〈s〉−1−r2−
n−1
2 p
(
log〈s〉)−(p−1)−bjp ∫ s
ℓj
(s− τ)〈τ〉n−1
(
log
(
τ
ℓj
))ajp
dτ
> KC
p
j 〈s〉−1−r2−
n−1
2 p
(
log〈s〉)−(p−1)−bjp ∫ s
ℓjs
ℓj+1
(s− τ)τn−1
(
log
(
τ
ℓj
))ajp
dτ
> KCpj
(
ℓj
ℓj+1
)n−1
〈s〉−1−r2−n−12 psn−1( log〈s〉)−(p−1)−bjp (log( sℓj+1))ajp ∫ sℓjs
ℓj+1
(s− τ) dτ
> 2−1KCpj
(
ℓj
ℓj+1
)n−1 (
1− ℓjℓj+1
)2
〈s〉−1−r2−n−12 psn+1( log〈s〉)−(p−1)−bjp (log( sℓj+1))ajp
> 2−2j−3n−6KCpj 〈s〉−r2−
n−1
2 p+n
(
log〈s〉)−(p−1)−bjp (log( sℓj+1))ajp ,
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where in the last step we used the inequalities 2ℓj > ℓj+1, 1 − ℓjℓj+1 > 2−(j+2) and 4s > 〈s〉 for any s > 1.
Using this lower bound for V(s) in (76) and the critical relation Θ1(n, p, q) = 0, for t > ℓj+1 we get
U(t) > 2−2qj−3q(n+2)CKqCpqj
∫ t
ℓj+1
〈s〉−r1+n−1+q−n−12 pq( log〈s〉)−q(p−1)−bjpq (log( sℓj+1))ajpq ds
> 2−2qj−3q(n+2)CKqCpqj
(
log〈t〉)−q(p−1)−bjpq ∫ t
ℓj+1
〈s〉q+ 1p−n−12 (pq−1)
(
log
(
s
ℓj+1
))ajpq
ds
= 2−2qj−3q(n+2)CKqCpqj
(
log〈t〉)−q(p−1)−bjpq ∫ t
ℓj+1
〈s〉−1
(
log
(
s
ℓj+1
))ajpq
ds
= 2−2qj−3q(n+2)CKqCpqj (ajpq + 1)
−1( log〈t〉)−q(p−1)−bjpq (log( tℓj+1))ajpq+1 ,
which is exactly (80) for j + 1, if we define
Cj+1
.
= 2−2qj−3q(n+2)CKqCpqj (ajpq + 1)
−1, aj+1
.
= ajpq + 1, bj+1
.
= q(p− 1) + bjpq.
In order to derive the upper bound estimate for the life span of the solution, it is convenient to derive
an estimate from below of Cj , where the dependence on j in the lower bound is more explicit than the one
in the definition of Cj itself. But first, let us derive the explicit expression for aj and bj. Using iteratively
the recursive relations between two successive elements that we just proved, we find
aj = aj−1pq + 1 = · · · = a0(pq)j +
j−1∑
k=0
(pq)k = (pq)j + (pq)
j−1
pq−1 =
(pq)j+1−1
pq−1 ,
bj = bj−1pq + q(p− 1) = · · · = b0(pq)j + q(p− 1)
j−1∑
k=0
(pq)k = q(p−1)pq−1
(
(pq)j − 1). (81)
Therefore,
aj−1pq + 1 6 pqpq−1 (pq)
j .
In particular, the previous inequality implies
Cj >MN
−jCpqj−1, (82)
where M
.
= 2−q(3n+4)CKq (pq−1)pq and N
.
= 22qpq. Applying the logarithmic function to both sides of (82)
and using iteratively the resulting inequality, we get
logCj > (pq) logCj−1 − j logN + logM
> (pq)2 logCj−2 −
(
j + (j − 1)(pq)) logN + (1 + pq) logM
> · · · > (pq)j logC0 −
j−1∑
k=0
(j − k)(pq)k logN +
j−1∑
k=0
(pq)k logM
= (pq)j logC0 − (pq)j
j∑
k=1
k(pq)−k logN + (pq)
j−1
pq−1 logM
= (pq)j
(
logC0 − Sj logN + logMpq−1
)
− logMpq−1 ,
where Sj
.
=
∑j
k=1 k(pq)
−k. As {Sj}j>1 is a sequence of the partial sums of a convergent series, if we denote
by S the limit of this sequence, because of Sj ↑ S as j →∞, then, we may estimate
Cj >M
−(pq−1) exp
(
(pq)j log
(
C0N
−SMpq−1
))
. (83)
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6.4.2. Case Θ2(n, p, q) = 0
In this second critical case we shall prove that
V(t) > Kj
(
log〈t〉)−βj( log( t
ℓ2j+1
))αj
for t > ℓ2j+1 and for any j ∈ N, (84)
where {Kj}j∈N, {αj}j∈N and {βj}j∈N are sequences of nonnegative real numbers that we will be fixed during
the iterative procedure. Due to (79) we see that (84) is satisfied for j = 0, supposed that the initial values
of the sequences are given by α0
.
= 1, β0
.
= 0 and K0
.
= K˜εpq. Also in this case it remains to prove the
inductive step in order to show the validity of (84) for any j ∈ N. For this purpose we plug in (84) in (76),
so that, after a restriction of the domain of integration, for s > ℓ2j+2 we have
U(s) > CKqj
∫ s
ℓ2j+1
〈τ〉−(r1+1)+n−12 q−(n−1)(q−1)( log〈τ〉)−(q−1)−βjq (log( τℓ2j+1))αjq dτ
> CK
q
j 〈s〉−(r1+1)−
n−1
2 q
(
log〈s〉)−(q−1)−βjq ∫ s
ℓ2j+1
〈τ〉n−1
(
log
(
τ
ℓ2j+1
))αjq
dτ
> CK
q
j 〈s〉−(r1+1)−
n−1
2 q
(
log〈s〉)−(q−1)−βjq ∫ s
ℓ2j+1s
ℓ2j+2
τn−1
(
log
(
τ
ℓ2j+1
))αjq
dτ
> CK
q
j
(
ℓ2j+1
ℓ2j+2
)n−1 (
1− ℓ2j+1ℓ2j+2
)
〈s〉−(r1+1)−n−12 qsn( log〈s〉)−(q−1)−βjq (log( sℓ2j+2))αjq
> 2−2j−3n−2CKqj 〈s〉−(r1+1)−
n−1
2 q+n
(
log〈s〉)−(q−1)−βjq (log( sℓ2j+2))αjq .
Combining this lower bound for U(s) and (77) and using the critical relation Θ2(n, p, q) = 0, for t > ℓ2j+3
we arrive at
V(t) > 2−2pj−(3n+2)pKCpKpqj 〈t〉−1
∫ t
ℓ2j+2
(t− s)〈s〉−r2+n−n−12 pq( log〈s〉)−p(q−1)−βjq (log( sℓ2j+2))αjpq ds
> 2−2pj−(3n+2)pKCpKpqj
(
log〈t〉)−p(q−1)−βjq〈t〉−1 ∫ t
ℓ2j+2
(t− s)〈s〉1+ 1q−n−12 (pq−1)
(
log
(
s
ℓ2j+2
))αjpq
ds
= 2−2pj−(3n+2)pKCpKpqj
(
log〈t〉)−p(q−1)−βjq〈t〉−1 ∫ t
ℓ2j+2
(t− s)〈s〉−1
(
log
(
s
ℓ2j+2
))αjpq
ds
> 2−2pj−(3n+2)p−2KCpKpqj
(
log〈t〉)−p(q−1)−βjq〈t〉−1 ∫ t
ℓ2j+2
t−s
s
(
log
(
s
ℓ2j+2
))αjpq
ds
= 2−2pj−(3n+2)p−2KCpKpqj (αjpq + 1)
−1( log〈t〉)−p(q−1)−βjq〈t〉−1 ∫ t
ℓ2j+2
(
log
(
s
ℓ2j+2
))αjpq+1
ds
> 2−2pj−(3n+2)p−2KCpKpqj (αjpq + 1)
−1( log〈t〉)−p(q−1)−βjq〈t〉−1 ∫ t
ℓ2j+2t
ℓ2j+3
(
log
(
s
ℓ2j+2
))αjpq+1
ds
> 2−2pj−(3n+2)p−4KCpKpqj (αjpq + 1)
−1
(
1− ℓ2j+2ℓ2j+3
) (
log〈t〉)−p(q−1)−βjq (log( tℓ2j+3))αjpq+1
> 2−2(p+1)j−(3n+2)p−8KCpKpqj (αjpq + 1)
−1( log〈t〉)−p(q−1)−βjq (log( tℓ2j+3))αjpq+1 ,
that is (84) for j + 1, provided that
Kj+1
.
= 2−2(p+1)j−(3n+2)p−8KCpKpqj (αjpq + 1)
−1, αj+1
.
= αjpq + 1, βj+1
.
= βjq + p(q − 1).
Analogously to what we did in the first critical case, we derive now a lower bound for Kj. Let us find
first the expression of αj and βj . Applying iteratively the definitions of αj and βj , we end up with the
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representation formulas
αj = αj−1pq + 1 = · · · = α0(pq)j + (pq)
j−1
pq−1 =
(pq)j+1−1
pq−1 ,
βj = βj−1pq + p(q − 1) = · · · = β0(pq)j + p(q−1)pq−1
(
(pq)j − 1) = p(q−1)pq−1 ((pq)j − 1). (85)
In particular, it holds the inequality αj−1pq + 1 6 pqpq−1 (pq)
j , that implies in turn
Kj >M1N
−j
1 K
pq
j−1, (86)
where M1
.
= 2−3np−6KCp (pq−1)pq and N1
.
= 22(p+1)pq. Analogously to the derivation of (83) via (82), from
(86) we obtain
Kj >M
−(pq−1)
1 exp
(
(pq)j log
(
K0N
−S
1 M
pq−1
1
))
. (87)
6.4.3. Case Θ1(n, p, q) = Θ2(n, p, q) = 0
In this third critical case the goal is to prove that
U(t) > Dj
(
log〈t〉)−hj( log( t
ℓj
))gj
for t > ℓj and for any j ∈ N, (88)
where {Dj}j∈N, {gj}j∈N and {hj}j∈N are sequences of nonnegative real numbers that we shall determine
throughout the iteration argument. Due to the different iteration scheme for Θ1(n, p, q) = Θ2(n, p, q) = 0
in (76) and (77), the proof of the inductive step will have somehow a more symmetric behavior than the
ones in the previous cases. We point out that (78) implies the validity of (88) in the base case j = 0 if we
consider
D0
.
= C˜εq, g0
.
= 1, h0
.
= 0.
Let us proceed with the inductive step. If we plug (88) in (77), then for s > ℓj+1 we get
V(s) > KDpj 〈s〉−1
∫ s
ℓj
(s− τ)〈τ〉−1( log〈τ〉)−(p−1)−hjp (log( τℓj ))gjp dτ
> 2−2KDpj
(
log〈s〉)−(p−1)−hjp〈s〉−1 ∫ s
ℓj
s−τ
τ
(
log
(
τ
ℓj
))gjp
dτ
= 2−2KDpj (gjp+ 1)
−1( log〈s〉)−(p−1)−hjp〈s〉−1 ∫ s
ℓj
(
log
(
τ
ℓj
))gjp+1
dτ
> 2−2KDpj (gjp+ 1)
−1( log〈s〉)−(p−1)−hjp〈s〉−1 ∫ s
ℓjs
ℓj+1
(
log
(
τ
ℓj
))gjp+1
dτ
> 2−4KDpj (gjp+ 1)
−1
(
1− ℓjℓj+1
) (
log〈s〉)−(p−1)−hjp (log( sℓj+1))gjp+1
> 2−(j+6)KDpj (gjp+ 1)
−1( log〈s〉)−(p−1)−hjp (log( sℓj+1))gjp+1 .
A combination of the previous lower bound for V(s) and (76) yields for t > ℓj+1
U(t) > 2−(j+6)qCKqDpqj (gjp+ 1)
−q
∫ t
ℓj+1
〈s〉−1( log〈s〉)−(pq−1)−hjpq (log( sℓj+1))gjpq+q ds
> 2−(j+6)q−2CKqDpqj (gjp+ 1)
−q( log〈t〉)−(pq−1)−hjpq ∫ t
ℓj+1
s−1
(
log
(
s
ℓj+1
))gjpq+q
ds
= 2−(j+6)q−2CKqDpqj (gjp+ 1)
−q(gjpq + q + 1)−1
(
log〈t〉)−(pq−1)−hjpq (log( tℓj+1))gjpq+q+1 .
23
The last inequality is (88) in the case j + 1 with
Dj+1
.
= 2−(j+6)q−2CKqDpqj (gjp+ 1)
−q(gjpq + q + 1)−1, gj+1
.
= gjpq + q + 1, hj+1
.
= hjpq + pq − 1.
Finally, we find a lower bound for the coefficient Dj . First, we have
gj = gj−1pq + q + 1 = · · · = g0(pq)j + (q + 1)
j−1∑
k=0
(pq)k =
(
1 + q+1pq−1
)
(pq)j − q+1pq−1 ,
hj = hj−1pq + pq − 1 = · · · = h0(pq)j + (pq − 1)
j−1∑
k=0
(pq)k = (pq)j − 1.
(89)
Hence,
gj−1p+ 1 6 gj−1pq + q + 1 6
q(p+1)
pq−1 (pq)
j
implies
Dj >M2N
−j
2 D
pq
j−1, (90)
where M2
.
= 2−5q−2CKq
(
pq−1
q(p+1)
)q+1
and N2
.
= 2q(pq)q+1. In an analogous way as in the derivation of (83)
through (82), by (90) we have
Dj >M
−(pq−1)
2 exp
(
(pq)j log
(
D0N
−S
2 M
pq−1
2
))
. (91)
6.5. Upper bound for the lifespan of local solutions
In this section we finally prove that a local solution (u, v) of (12) blows up in finite time under the
assumption of Theorem 1.4. As in the previous sections we will consider separately the three critical cases.
6.5.1. Case Θ1(n, p, q) = 0
If we combine (80), (81) and (83), then, for t > 2 > ℓj we have
U(t) >M−(pq−1) exp
(
(pq)j log
(
C0N
−SMpq−1
))(
log〈t〉)−bj( log ( tℓj ))aj
>M−(pq−1) exp
(
(pq)j log
(
C0N
−SMpq−1
))(
log〈t〉)−bj( log ( t2))aj
>M−(pq−1)
(
(log〈t〉)q(p−1)
log
( t
2
) ) 1pq−1 exp((pq)j log((C0N−SMpq−1)− q(p−1)pq−1 log〈t〉+ pqpq−1 log ( t2))).
Because for t > 4 the inequalities log〈t〉 6 log(2t) 6 2 log t and log ( t2) > 12 log t hold, then for t > 4 the last
estimate from below for U(t) implies
U(t) >M−(pq−1)
(
(log〈t〉)q(p−1)
log
( t
2
) ) 1pq−1 exp((pq)j log(2− q(2p−1)pq−1 C0N−SMpq−1(log t) qpq−1))
>M−(pq−1)
(
(log〈t〉)q(p−1)
log
( t
2
) ) 1pq−1 exp((pq)j log(Eεpq(log t) qpq−1)), (92)
where E
.
= 2−
q(2p−1)
pq−1 C˜N−SMpq−1.
Let us point out that H(t, ε)
.
= Eεpq(log t)
q
pq−1 > 1 if and only if t > exp
(
E−
pq−1
q ε−p(pq−1)
)
. Consequently,
we can fix a sufficiently small ε0 such that
exp
(
E−
pq−1
q ε
−p(pq−1)
0
)
> 4.
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Then, for any ε ∈ (0, ε0] and t > exp
(
E−
pq−1
q ε−p(pq−1)
)
> 4 it holds H(t, ε) > 1; so, letting j →∞ in (92),
we find that the lower bound for U(t) blows up. Thus, we proved that U(t) can be finite only for
t 6 exp
(
E−
pq−1
q ε−p(pq−1)
)
, (93)
which is the upper bound estimate for the lifespan in (13) when Θ1(n, p, q) = 0.
6.5.2. Case Θ2(n, p, q) = 0
Combining (84), (85) and (87), then, for t > 2 > ℓ2j+1 we have
V(t) >M
−(pq−1)
1 exp
(
(pq)j log
(
K0N
−S
1 M
pq−1
1
))(
log〈t〉)−βj( log ( tℓ2j+1 ))αj
>M
−(pq−1)
1 exp
(
(pq)j log
(
K0N
−S
1 M
pq−1
1
))(
log〈t〉)−βj( log ( t2))αj
>M
−(pq−1)
1
(
(log〈t〉)p(q−1)
log
( t
2
) ) 1pq−1 exp((pq)j log((K0N−S1 Mpq−11 )− p(q−1)pq−1 log〈t〉+ pqpq−1 log ( t2))).
Analogously as in the last section, for t > 4 this estimate from below for V(t) provides
V(t) >M
−(pq−1)
1
(
(log〈t〉)p(q−1)
log
( t
2
) ) 1pq−1 exp((pq)j log(2−p(2q−1)pq−1 K0N−S1 Mpq−11 (log t) ppq−1))
>M
−(pq−1)
1
(
(log〈t〉)p(q−1)
log
( t
2
) ) 1pq−1 exp((pq)j log(E1εpq(log t) ppq−1)), (94)
where E1
.
= 2−
p(2q−1)
pq−1 K˜N−S1 M
pq−1
1 . If we denoteH1(t, ε)
.
= E1ε
pq(log t)
p
pq−1 , then, H1(t, ε) > 1 if and only if
t > exp
(
E
− pq−1
p
1 ε
−q(pq−1)). Therefore, we can choose a sufficiently small ε0 such that exp (E− pq−1p1 ε−q(pq−1)0 ) >
4. Also, for any ε ∈ (0, ε0] and t > exp
(
E
− pq−1
p
1 ε
−q(pq−1)) we have H1(t, ε) > 1; thus, taking the limit as
j →∞ in (94), we find that the lower bound for V(t) blows up. Hence, we showed that V(t) may be finite
just for
t 6 exp
(
E
− pq−1
p
1 ε
−q(pq−1)), (95)
which is exactly the upper bound estimate for the lifespan in (13) for Θ2(n, p, q) = 0.
6.5.3. Case Θ1(n, p, q) = Θ2(n, p, q) = 0
For t > 2 > ℓ2j+1 the combination of (88), (89) and (91) leads to
U(t) >M
−(pq−1)
2 exp
(
(pq)j log
(
D0N
−S
2 M
pq−1
2
))(
log〈t〉)−hj( log ( tℓj ))gj
>M
−(pq−1)
2 exp
(
(pq)j log
(
D0N
−S
2 M
pq−1
2
))(
log〈t〉)−hj( log ( t2))gj
>M
−(pq−1)
2 log〈t〉
(
log
(
t
2
))− q+1
pq−1 exp
(
(pq)j log
((
D0N
−S
2 M
pq−1
2
)− log〈t〉+ (1 + q+1pq−1) log ( t2))).
Similarly to the last sections, for t > 4 the above estimate from below for U(t) yields
V(t) >M
−(pq−1)
2 log〈t〉
(
log
(
t
2
))− q+1
pq−1 exp
(
(pq)j log
(
2−2−
q+1
pq−1D0N
−S
2 M
pq−1
2 (log t)
q+1
pq−1
))
>M
−(pq−1)
2 log〈t〉
(
log
(
t
2
))− q+1
pq−1 exp
(
(pq)j log
(
E2ε
q(log t)
q+1
pq−1
))
, (96)
where E2
.
= 2−2−
q+1
pq−1 C˜N−S2 M
pq−1
2 . Let us denote H2(t, ε)
.
= E2ε
q(log t)
q+1
pq−1 . Then, H2(t, ε) > 1 if
and only if t > exp
(
E
− pq−1
q+1
2 ε
− q
q+1 (pq−1)
)
. Therefore, as before we can choose a sufficiently small ε0 such
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that exp
(
E
− pq−1
q+1
2 ε
− q
q+1 (pq−1)
0
)
> 4. Also, for any ε ∈ (0, ε0] and t > exp
(
E
− pq−1
q+1
2 ε
− q
q+1 (pq−1)
)
we have
H2(t, ε) > 1; thus, taking the limit as j →∞ in (96), we see that the lower bound for U(t) diverges. So, we
proved that if U(t) is finite, then,
t 6 exp
(
E
− pq−1
q+1
2 ε
− q
q+1 (pq−1)
)
, (97)
that is, we proved (13) in the critical case Θ1(n, p, q) = Θ2(n, p, q) = 0.
6.6. Final remarks on the critical case
6.6.1. Comparison with other results
As we have already mentioned in the introduction, Ikeda-Sobajima-Wakasa very recently proved a blow-
up result for the semilinear weakly coupled system (12) both in the subcritical case and in the critical case,
by using a revised test function method. While in the subcritical case we obtained exactly the same result
(but including damping terms in the scattering case), in the critical case we got quite different estimates for
the lifespan in all three subcases. Let us compare our results with theirs.
In the first critical case Θ1(n, p, q) = 0 we proved the estimate (93), while in [16] the upper bound
estimate
T (ε) 6 exp
(
Cε−q(pq−1)
)
(98)
is proved. Let us point out that in the critical case Θ1(n, p, q) = 0 > Θ1(n, p, q) it is not possible to
determine, in general, which exponent among p and q is the biggest one. So far, the best estimate for the
lifespan that we can get is the one obtained combining (93) and (98), that is,
T (ε) 6 exp
(
Cε−min{p(pq,1),q(pq−1)}
)
if Θ1(n, p, q) = 0.
On the contrary, in the case Θ2(n, p, q) = 0 we obtained (95), which is an improvement of the estimate
T (ε) 6 exp
(
Cε−p(pq−1)
)
proved in [16] in the same critical case. Indeed, in this case we have
q+1+p−1
pq−1 − n−12 < 0 = 2+q
−1
pq−1 − n−12
which provides q − q−1 < 1− p−1 < p− p−1, that implies in turn q < p.
We consider now the case Θ1(n, p, q) = Θ2(n, p, q) = 0 . We point out explicitly that in this critical case
we could employ an iteration argument for the functional V as well in the last section. Nevertheless, we
would find as upper bound for the lifespan
T (ε) 6 exp
(
Cε−
p
p+1 (pq−1)
)
which is weaker than the one that we derived by working with U, namely, (97). This is due to the comparison
of the two critical conditions Θ1(n, p, q) = 0 and Θ2(n, p, q) = 0 that lead to q − q−1 = 1 − p−1 < p − p−1,
which implies as above q < p. Morever, we emphasize that we have improved the estimate for this case in
comparison to the on in [16] for the corresponding case, namely, T (ε) 6 exp
(
Cε−(pq−1)
)
.
6.6.2. The intersection point of the critical curves
Finally, we remark that in the critical case Θ1(n, p, q) = Θ2(n, p, q) = 0, we can determine the expression
of p and q, that is, we determine the coordinates of the intersection point of the critical curves in the p - q
plane. By straightforward calculations, we get that Θ1(n, p, q) = Θ2(n, p, q) implies
p = (1 + q−1 − q)−1. (99)
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We underline that we should require 1 < q < 1+
√
5
2 , in order to get an admissible p. If we plug in (99) in
Θ2(n, p, q) = 0, we find that q satisfies the cubic equation
0 = (n+ 1)q3 − n+12 q2 − n+52 q − 1
= (2q + 1)
(
n+1
2 q
2 − n+12 q − 1
)
. (100)
Therefore, the only admissible solution of (100) is
qmix(n)
.
=
1
2
(
1 +
√
n+ 9
n+ 1
)
.
It is easy to check that qmix(n) <
1+
√
5
2 for any n > 2. Plugging this expression for qmix(n) in (99), we get
pmix(n)
.
=
qmix(n)
1 + qmix(n)− (qmix(n))2
=
n+ 1 +
√
(n+ 9)(n+ 1)
2(n− 1) .
It is interesting to compare these exponents, pmix(n) and qmix(n), with the critical exponent for the
semilinear wave equation with power nonlinearity, i.e., the Strauss exponent
pStr(n) =
n+ 1 +
√
n2 + 10n− 7
2(n− 1)
and with the exponent for the semilinear wave equation of derivative type, i.e., the Glassey exponent
pGla(n) =
n+ 1
n− 1 .
Elementary computations show that
qmix(n) < pGla(n) < pStr(n) < pmix(n)
for any n > 2. Therefore, we may conclude that for the cusp point of the critical curve for (12) the power
of the nonlinear term |∂tu|p is bigger than the critical power for the semilinear wave equation of derivative
type, while the power of the nonlinear term |v|q is smaller than the critical power for the semilinear wave
equation with power nonlinearity. In this sense, we have a balance between p and q for the cusp point of
the critical curve for the weakly coupled system of semilinear wave equations with mixed nonlinear terms,
in comparison to the cases with power nonlinearities and of derivative type.
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