We show that there exists a sequence ε n ց 0 for which the following holds: Let K ⊂ R n be a compact, convex set with a non-empty interior. Let X be a random vector that is distributed uniformly in K. Then there exists a unit vector θ in R n , t 0 ∈ R and σ > 0 such that
Introduction
We begin with an example. Let n ≥ 1 be an integer, and consider the cube Q = [− √ 3, √ 3] n ⊂ R n . Suppose that X = (X 1 , ..., X n ) is a random vector that is distributed uniformly in the cube Q. Then X 1 , ..., X n are independent, identically-distributed random variables of mean zero and variance one. Consequently, the classical central limit theorem states that the distribution of the random variable X 1 + ... + X n √ n is close to the standard normal distribution, when n is large. Moreover, suppose we are given θ 1 , ..., θ n ∈ R with n i=1 θ 2 i = 1. Then under mild conditions on the θ i 's (such as Lindeberg's condition, see, e.g., [11, Section VIII.4] ), the distribution of the random variable
is approximately gaussian, provided that the dimension n is large. For background on the classical central limit theorem we refer the reader to, e.g., [11] and [47] .
Let us consider a second example, no less fundamental than the first. We denote by | · | the standard Euclidean norm in R n , and let √ n + 2 D n = {x ∈ R n ; |x| ≤ √ n + 2} be the Euclidean ball of radius √ n + 2 around the origin in R n . We also write S n−1 = {x ∈ R n ; |x| = 1} for the unit sphere in R n . Suppose that Y = (Y 1 , ..., Y n ) is a random vector that is distributed uniformly in the ball √ n + 2 D n . Then Y 1 , ..., Y n are identicallydistributed random variables of mean zero and variance one, yet they are not independent. Nevertheless, it was already observed by Maxwell that for any θ = (θ 1 , ..., θ n ) ∈ S n−1 , the distribution of the random variable
is close to the standard normal distribution, when n is large. See, e.g., [10] for the history of the latter fact and for more information.
There is a wealth of central limit theorems in probability theory, that ensure normal approximation for a sum of many independent, or weakly dependent, random variables. Our first example, that of the cube, fits perfectly into this framework. The approach we follow in this paper relates more to the second example, that of the Euclidean ball, where the "true source" of the gaussian approximation may be attributed to geometry. The geometric condition we impose on the distribution of the random variables is that of convexity. We shall see that convexity may substitute for independence in certain aspects of the phenomenon represented by the classical central limit theorem. for all x, y ∈ R n and 0 < λ < 1. That is, f is log-concave when log f is concave on the support of f . Examples of interest for log-concave functions include characteristic functions of convex sets, the gaussian density, and several densities from statistical mechanics. We view the class of log-concave functions as a convenient, direct generalization of the class of characteristic functions of convex sets. In this manuscript, we consider random vectors in R n that are distributed according to a log-concave density. Thus, our treatment includes as a special case the uniform distribution on an arbitrary, compact, convex set with a nonempty interior. Let f : R n → [0, ∞) be a log-concave function with R n f = 1. Then for 1 ≤ i, j ≤ n, we denote
where x = (x 1 , ..., x n ) ∈ R n , the standard coordinates in R n . Let Cov(f ) = (Cov i,j (f )) i,j=1,...,n be the covariance matrix of the measure whose density is f . We say that a log-concave function f : R n → [0, ∞) is isotropic if where Id denotes the identity matrix. That is, f is isotropic if it is a probability density, and if the random vector that is distributed according to the density f has expectation zero and has the identity as its covariance matrix. Any log-concave function with 0 < f < ∞ may be brought to an isotropic position via an affine map, that is, f • T is isotropic for some affine map T : R n → R n (see, e.g., [32] ).
We denote by Γ the standard gaussian measure on R, whose density is 
(t ∈ R).
Let σ n−1 stand for the unique rotationally-invariant probability measure on S n−1 . We sometimes refer to σ n−1 as the uniform probability measure on S n−1 . For two probability measures µ, ν on a measurable space Ω, we define their total-variation distance as µ − ν T V = 2 sup A⊂Ω | µ(A) − ν(A) | , where the supremum runs over all measurable sets A ⊂ Ω. Suppose that µ and ν are probability measures on R n having densities f and g, respectively. Then the total variation distance between µ and ν equals the L 1 -distance between f and g, that is µ − ν T V = f − g L 1 (R n ) = R n |f (x) − g(x)|dx. For a real-valued random variable X, its "law of distribution" is the probability measure µ on R such that µ(A) = P rob{X ∈ A} for all measurable sets A ⊂ R. Theorem 1.1 There exist sequences ε n ց 0, δ n ց 0 for which the following holds: Let n ≥ 1, let f : R n → [0, ∞) be an isotropic, log-concave function, and let X be a random vector distributed according to the density f . Then there exists a subset Θ ⊂ S n−1 with σ n−1 (Θ) ≥ 1 − δ n , such that for all θ ∈ Θ,
where µ θ denotes the law of distribution of the random variable X, θ .
For ε n and δ n from Theorem 1.1 we have the bounds ε n ≤ C log log(n+2) log(n+1)
1/2 and δ n ≤ exp (−cn 0.99 ), where c, C > 0 are universal constants. The quantitative estimate we provide for ε n is rather poor; while Theorem 1.1 seems to be a reasonable analog of the classical central limit theorem for the category of log-concave functions, we are still lacking the precise Berry-Esseen type bound. A plausible guess is that the logarithmic dependence should be replaced by a power-type decay, in the bound for ε n . Theorem 1.1 states, in particular, that when f : R n → [0, ∞) is log-concave and isotropic, and when X is a random vector that is distributed according to the density f , then there exists at least one non-constant affine functional ϕ : R n → R such that ϕ(X) is distributed approximately according to the gaussian law. The Euclidean structure, embodied in the isotropicity condition for f , actually plays no role in the latter statement. Since the characteristic function of a convex set is log-concave, we deduce the result stated in the abstract of this paper, that does not require isotropicity.
An inherent feature of Theorem 1.1 is that it does not provide a specific unit vector θ ∈ S n−1 for which X, θ is approximately gaussian. Rather, Theorem 1.1 states that the vast majority of unit vectors yield the estimate (1) . This is inevitable: We clearly cannot take θ = (1, 0, ..., 0) in the example of the cube above, and hence there is no fixed unit vector that suits all convex bodies, or all log-concave densities. Nevertheless, under additional symmetry assumptions on the log-concave function, we can identify a unit vector that always works.
Borrowing terminology from Banach space theory, we say that a function f :
That is, f is unconditional when it is invariant under coordinate reflections.
Theorem 1.2
There exists a sequence ε n ց 0 for which the following holds: Let n ≥ 1, and let f : R n → [0, ∞) be an unconditional, isotropic, log-concave function. Let X = (X 1 , ..., X n ) be a random vector in R n that is distributed according to the density f , and denote by µ the law of distribution of the random variable
Then,
We provide the estimate ε n ≤ C (log(n+1)) 1/5 for ε n from Theorem 1.2. Multi-dimensional versions of Theorem 1.1 are our next topic. For integers k, n with 1 ≤ k ≤ n, let G n,k stand for the grassmannian of all k-dimensional subspaces in R n . Let σ n,k be the unique rotationallyinvariant probability measure on G n,k . Whenever we refer to the uniform measure on G n,k , and whenever we select a random k-dimensional subspace in R n , we relate to the probability measure σ n,k just defined. For a k-dimensional subspace E ⊂ R n we denote by Γ E the standard gaussian measure on E, whose density is
For a subspace E ⊂ R n and a point x ∈ R n , let P roj E (x) stand for the orthogonal projection of x on E. When X is a random vector attaining values in E, the law of distribution of X is the probability measure µ on E for which µ(A) = P rob{X ∈ A} for all measurable sets A ⊂ E.
Theorem 1.3
There exists a universal constant c > 0 for which the following holds: Let n ≥ 3 be an integer, and let 0 < ε < 1. Suppose that f : R n → [0, ∞) is an isotropic, log-concave function, and let X be a random vector distributed according to the density f . Let 1 ≤ k ≤ cε 2 log n log log n be an integer. Then there exists a subset E ⊂ G n,k with σ n,k (E) ≥ 1 − e −cn 0.99 such that for E ∈ E,
where µ E denotes the law of distribution of the random vector P roj E (X).
That is, most k-dimensional marginals of an isotropic, log-concave function, are approximately gaussian with respect to the total-variation metric, provided that k << log n log log n . Note the clear analogy between Theorem 1.3 and Milman's precise quantitative theory of Dvoretzky's theorem, an analogy that dates back to Gromov [16, Section 1.2] . Readers that are not familiar with Dvoretzky's theorem are referred to, e.g., [13, Section 4.2] , to [31] or to [25] . Dvoretzky's theorem shows that k-dimensional geometric projections of a convex body are ε-far from being Euclidean, provided that k < cε 2 log n, while Theorem 1.3 states that marginals, or measure-projections, of a convex body are ε-far from gaussian when k < cε 2 log n/(log log n). Thus, according to Dvoretzky's theorem, the geometric shape of the support of the marginal distribution may be approximated by a very regular body -a Euclidean ball, or an ellipsoid -whereas Theorem 1.3 demonstrates that the marginal distribution itself is very regular -it is approximately normal.
More parallels between Theorem 1.3 and Dvoretzky's theorem are apparent from the proof of Theorem 1.3 (see Section 3 below). Unfortunately, it is not known at the moment whether there exists a single subspace that satisfies both the conclusion of Theorem 1.3 and the conclusion of Dvoretzky's theorem simultaneously; both theorems show that a "random subspace" works with large probability, but with respect to different Euclidean structures. The logarithmic dependence on the dimension is known to be tight in Milman's form of Dvoretzky's theorem. On the contrary, we have no reason to believe that the quantitative estimates in Theorem 1.3 are the best possible. Theorem 1.1 was conjectured by several authors (e.g. [1] and [7] ). It is not completely clear to whom the original conjecture should be attributed. One of the earliest explicit occurences of the conjecture in the literature that we are aware of, is in Brehm and Voigt's paper [7] , where it is written that this conjecture appears to be "known among specialists". Perhaps Gromov had in mind the possibility that Theorem 1.3 might be true when writing [16, Section 1.2], though it is not explicitly mentioned in his article (Gromov considers "orthogonally invariant distributions", but not the gaussian measure specifically).
Important progress towards the emergence of the central limit theorem for convex sets was made by Anttila, Ball and Perissinaki [1] . In [1] , an analog of Theorem 1.1 is proved for uniform distributions on convex sets, whose modulus of convexity and diameter satisfy some quantitative assumptions. The approach we lead in this manuscript is influenced by the ideas of Anttila, Ball and Perissinaki. In particular, as a key step in our proof, we establish a concentration inequality for the Euclidean norm with respect to arbitrary, isotropic, logconcave densities (see Proposition 4.9 below), as is required in [1] . For more relations between such a concentration assumption and a central limit theorem for typical marginals -a subject that goes back to Sudakov [48] -see Bobkov [4] , von Weizsäcker [49] and, of course, Sudakov [48] .
This manuscript is part of a literature on the central limit problem for convex bodies. In addition to Anttila, Ball and Perissinaki [1] , significant contributions were made in recent years by Bobkov [4] , Bobkov and Koldobsky [5] , Brehm and Voigt [7] , Brehm, Hinow, Vogt and Voigt [8] , Koldobsky and Lifshits [21] , E. and M. Meckes [27] , E. Milman [28] , Naor and Romik [34] , Romik [41] , Sodin [45] and others.
We have so far refrained from giving any explanation regarding the reason for the success of the central limit theorem in the class of convex bodies or log-concave functions. The argument below uses mainly the following property of log-concave densities: Their marginals, when they are approximately spherically-symmetric in a weak sense, are necessarily rather concentrated. Besides this observation, it does not appear that we have gained many new deep insights on high-dimensional convex bodies.
Throughout this paper, unless stated otherwise, the letters c, C, c ′ ,C etc. denote positive universal constants, that are not necessarily the same in different appearances. The symbols C, C ′ ,C,C etc. denote universal constants that are assumed to be sufficiently large, while c, c ′ ,c,c etc. denote sufficiently small universal constants. We write P rob for probability, V ol for volume, log for the natural logarithm, and the letter n usually stands for the dimension. The rest of the paper is organized as follows. In Section 2 we review some useful facts about log-concave functions. Section 3 is devoted to results revolving around Dvoretzky's theorem. Section 4 and Section 5 are technically heavier; in these sections we prove the theorems quoted above.
Acknowledgements. I would like to thank Charles Fefferman, Emanuel Milman and Vitali Milman for interesting discussions on related subjects, and to Boris Tsirelson for mentioning the central limit problem for convex sets in his graduate course at Tel-Aviv university.
Some background on log-concave functions
Here we gather some useful facts pertaining mostly to log-concave functions. For more information about log-concave functions, the reader is referred to, e.g., [3] , [19] and [26] . Suppose that f : R n → [0, ∞) is an integrable, log-concave function. Let 0 < λ < 1, and let A, B ⊂ R n be Borel sets. The Prékopa-Leindler inequality (see [39] , [23] , [40] or the first pages of [38] ) states that
where λA + (1 − λ)B = {λx + (1 − λ)y; x ∈ A, y ∈ B} is the Minkowski sum of λA and (1 − λ)B (the Minkowski sum of Borel sets is a Lebesgue measurable set). The Prékopa-Leindler inequality is a functional version of the classical Brunn-Minkowski inequality. Let E ⊂ R n be a subspace, and let f : R n → [0, ∞) be an integrable function. We denote the marginal of f with respect to the subspace E by
where x + E ⊥ is the affine subspace in R n that is orthogonal to E and passes through x. The function π E (f ) : E → [0, ∞) is an integrable function, by Fubini. A somewhat more interesting fact, is that π E (f ) is log-concave provided that f is log-concave; this is a wellknown consequence of the Prékopa-Leindler inequality. Therefore, when f is isotropic and log-concave, π E (f ) is also isotropic and log-concave. A further consequence of the Prékopa-Leindler inequality, is that when f and g are integrable, log-concave functions on R n , so is their convolution f * g. (The latter result actually goes back to [9] , [24] and [44] .) Let f : R n → [0, ∞) be an integrable function. For θ ∈ S n−1 and t ∈ R we define H θ,t = {x ∈ R n ; x, θ ≤ t} and
The function M f contains information regarding the integrals of f on all half-spaces. The function M f is continuous in θ and t, non-decreasing in t, and its derivative
is the Radon transform of f . Thus, in principle, one may recover the function f from a complete knowledge of M f . Clearly, for any subspace E ⊂ R n ,
Moreover, let θ ∈ S n−1 , let E = Rθ be the one-dimensional subspace spanned by θ, and denote g = π E (f ). Then
for all points t ∈ R where, say, g(tθ) is continuous.
The following lemma is due to Borell (see [6] or [33, Theorem III.3] ). Borell's proof is outlined below in order to demonstrate the power of the Brunn-Minkowski theory, represented here by the Prékopa-Leindler inequality. Suppose that µ is a measure on an measurable space Ω, that F : Ω → R is measurable, and that p ≥ 1. We then denote
Lemma 2.1 Let n ≥ 1 be an integer, and let f : R n → [0, ∞) be a log-concave function with f = 1. Denote by µ the probability measure on R n whose density is f . Assume that
Additionally, let 0 < ε ≤ 1 2 , and let
for all t ≥ 1.
Proof:
We begin by proving (ii). Denote K = {x ∈ R n ; F (x) ≤ M} and let t ≥ 1. Then K is convex and tK = {x ∈ R n ; F (x) ≤ tM}. An easily verified observation is that
According to the Prékopa-Leindler inequality,
Now (ii) follows from (4), since µ(K) ≥ 1−ε. To obtain (i), note that by Markov's inequality
and use (ii) for ε = 1/3 and M = 3 F L 1 (µ) .
Lemma 2.2 Let n ≥ 1 be an integer, and let f :
Proof: Let µ be the probability measure on R n whose density is f . The function ℓ θ (x) = | x, θ | is convex, non-negative, homogenous of degree one, and ℓ θ L 1 (µ) ≤ ℓ θ L 2 (µ) = 1. By Lemma 2.1(i) we see that for any t ≥ 0,
and by symmetry, for t ≤ 0,
The space of all isotropic, log-concave functions in a fixed dimension is a compact space, with respect to, e.g., the L 1 -metric. In particular, one-dimensional log-concave functions are quite rigid. Let us describe further evidence for this principle, essentially going back to Hensley [18] (for the precise formulation we use, see [26, Lemma 5.5] ). Suppose that g : R → [0, ∞) is an isotropic, log-concave function. Then,
We conclude that for any log-concave, isotropic function f :
To prove (6), we denote by E = Rθ the one-dimensional subspace spanned by θ. Then g = π E (f ) is isotropic and log-concave, hence sup g ≤ 1 by (5) . Note that g is continuous in the interior of its support, since it is a log-concave function. According to (3), the function t → g(tθ) is the derivative of the function t → M f (θ, t), and (6) follows.
The starting point for the proof of our main results resembles the approach taken by Anttila, Ball and Perissinaki [1] . We begin by quoting a particular case of [4, Proposition 3.1] , that essentially appears in [1] . A function g :
Lemma 2.3 Let n ≥ 1 be an integer. Let t ∈ R and let f : R n → [0, ∞) be an isotropic, log-concave function. Then, the function
is C-Lipshitz on S n−1 . Here, C > 0 is a universal constant.
The proof of Lemma 2.3 in [4] involves analysis of two-dimensional log-concave functions. A beautiful argument yielding Lemma 2.3, for the case where f is an even function, appears in [1] . The approach in [1] is based on an application of Busemann's theorem in dimension n + 1, which leads to the conclusion that |θ|M f (t, θ/|θ|) −1 is a norm on R n for any fixed t ≥ 0.
3 Techniques from Milman's proof of Dvoretzky's theorem
It is well-known that for large n, the uniform probability measure σ n−1 on the unit sphere S n−1 is very concentrated. Lévy's concentration inequality on the sphere, in the form put forward by Milman, reads as follows:
where c, C > 0 are universal constants. Moreover, we may select
We refer the reader to, e.g., [33, Section 2 and Appendix V.4], [13, Section 4.2] and [30] for proofs, references, and interesting consequences of Theorem 3.1 and its equivalent isoperimetric inequality. Theorem 3.1 is a crucial ingredient in Milman's proof of Dvoretzky's theorem (see [29] or [13, Section 4.2] ). In the following proposition, we reproduce a key step from that cornerstone proof.
Suppose that E ∈ G n,k is a random subspace, i.e., E is distributed according to the probability measure σ n,k on G n,k . Then, with probability greater than 1 − exp (−cε 2 n),
Here, 0 < c,ĉ < 1 are universal constants.
Proof: We write O(n) to denote the group of orthogonal operators on R n , and let µ be the unique rotationally-invariant (Haar) probability measure on O(n). Let U ∈ O(n) be a random rotation, distributed according to µ, and let x 0 ∈ S n−1 be fixed. Then U(x 0 ) is a random vector in S n−1 , whose distribution is rotationally-invariant. Consequently, U(x 0 ) is distributed according to σ n−1 . By Theorem 3.1, for any x 0 ∈ S n−1 ,
since from our assumptions nε 2 ≥ log 2. We assume that k ≤ĉε 2 (log 1/ε) −1 n for a small universal constantĉ to be determined shortly.
That is, for any x ∈ S n−1 ∩ E 0 , there exists y ∈ T with |x − y| ≤ ε/2. As usual, #(T ) stands for the number of elements in T . By a standard argument (e.g. [38, Lemma 4 .10]) we may select an ε/2-net T such that
where c ′ > 0 is the constant from (2), provided thatĉ > 0 is a sufficiently small universal constant. We takeĉ to be a suitable positive universal constant so that (3) holds.
As before, let U ∈ O(n) be a random rotation, that is distributed according to µ. From (2) and (3) we see that with probability greater than 1
Set E = U(E 0 ). Then E is a random k-dimensional subspace, that is distributed uniformly over G n,k . For any θ ∈ S n−1 ∩ E we have U −1 θ ∈ S n−1 ∩ E 0 , and hence, by the defining property of T , there exists x ∈ T such that |U −1 θ − x| ≤ ε/2. We deduce from (4) that with probability greater than 1 − exp (−c ′ nε 2 /2), the following holds:
Recall that the random subspace E is distributed according to σ n,k , and note that (1) follows from (5). Hence, the proposition is proved with c = c ′ /2.
Our use of "Dvoretzky's theorem type" arguments in the next lemma is inspired by the powerful methods of Paouris in [35] , [36] , [37] .
and let f : R n → [0, ∞) be an isotropic, log-concave function. Assume that 1 ≤ ℓ ≤ cδA −1 log n is an integer, and let E be a random ℓ-dimensional subspace in R n . Then with probability larger than 1 − e −cn 1−δ ,
Here, 0 < c < 1 is a universal constant.
Proof: We may assume that n exceeds a given universal constant, since otherwise, for a suitable choice of a small universal constant c, there is no ℓ with 1 ≤ ℓ ≤ cδA −1 log n. Fix a real number t. According to Lemma 2.3, the function θ → M f (θ, t) is C-Lipshitz on S n−1 , for some universal constant C > 0. Let E ∈ G n,ℓ be a random subspace, uniformly distributed in G n,ℓ . We would like to apply Proposition 3.2 with k = ℓ, L = C and ε = 1 2 n −δ/2 . Note that for this choice of parameters,
provided that c is a sufficiently small, positive universal constant, and that n is greater than some universal constant. Hence the appeal to Proposition 3.2 is legitimate. From the conclusion of that proposition, with probability larger than 1 − e −c ′ n 1−δ of selecting E,
For any fixed t ∈ R, the estimate (7) holds with probability greater than 1 − e −c ′ n 1−δ . For an integer i, we denote t i = i · e −2Aℓ . Then, with probability greater than 1 − e −cn 1−δ , we have
(The lower bound for the probability follows from the inequality (2e 30Aℓ +3)e −c ′ n 1−δ ≤ e −cn 1−δ , that holds by our assumptions for ℓ and n.) Let us fix an ℓ-dimensional subspace E ⊂ R n that satisfies (8) . Choose θ 1 , θ 2 ∈ S n−1 ∩ E. We will show that for any t ∈ R,
To that end, note that when |t| ≥ 20Aℓ, by Lemma 2.2,
From (10) we deduce that (9) holds for |t| ≥ 20Aℓ. We still need to consider the case where |t| < 20Aℓ. In this case, |t| ≤ e 20Aℓ and hence there exists an integer j with |j| ≤ ⌈e
. According to (6) from Section 2, the function t → M f (θ i , t) is 1-Lipshitz for i = 1, 2. Therefore, by using (8), we conclude (9) also for the case where |t| < 20Aℓ. Thus (9) holds for all t ∈ R, under the assumption that E satisfies (8) .
Recall that θ 1 , θ 2 ∈ S n−1 ∩ E are arbitrary, hence we may take the supremum over θ 1 and the infimum over θ 2 in (9). We discover that whenever the subspace E satisfies (8), it necessarily also satisfies (6). The probability for a random ℓ-dimensional subspace E ⊂ R n to satisfy (8) was estimated from below by 1 − e −cn 1−δ . The lemma thus follows.
Remarks.
The log
1 ε factor in Proposition 3.2 may be eliminated, as was shown by Gordon [14] , [15] (see also [42] , [43] ). The proof of our main results does not make use of this improvement.
2. For the case where f is even, Lemma 3.3 follows from a direct application of Dvoretzky's theorem in Milman's form. Indeed, in this case, θ → |θ|M f (θ, t) −1 is a norm, and Lemma 3.3 asserts that this norm is almost Hilbertian when restricted to certain random subspaces.
Almost spherical log-concave functions
A large portion of this section is devoted to proving the following proposition.
Proposition 4.1 There exist universal constants C 0 , C > 1 and 0 < c < 1 for which the following holds: Let n ≥ 1 be an integer, and let f : R n → [0, ∞) be an isotropic, log-concave function. Assume that
Let µ be the probability measure on R n whose density is the function f . Then for all 0 < ε < 1,
For n ≥ 1 and v > 0, we define γ n,v : R n → [0, ∞) to be the function
Then γ n,1 is the density of the standard gaussian measure on R n . Note that the function γ n,v is log-concave with R n γ n,v (x)dx = 1, R n xγ n,v (x)dx = 0 and Cov(γ n,v ) = vId. 
Denote g = f * γ n,1 , where * stands for convolution. Then,
Proof: We will show that the Fourier transform of f is almost spherically-symmetric. As usual, we definef
where i 2 = −1. Let r > 0, and fix ξ 1 , ξ 2 ∈ R n with |ξ 1 | = |ξ 2 | = r. Denote by E 1 = Rξ 1 , E 2 = Rξ 2 the one-dimensional subspaces spanned by ξ 1 , ξ 2 , respectively. From (3) of Section 2 we see that π E j (f )(tξ j /|ξ j |) = ∂ ∂t M f (ξ j /|ξ j |, t) for j = 1, 2 and for all t in the interior of the support of the log-concave function t → π E j (f )(tξ j /|ξ j |). By integrating by parts we obtain
where the boundary terms vanish, since by the definition (1) of Section 2,
Moreover, from Lemma 2.2 we actually see that
for all t ∈ R.
According to (6) , (7) and to our assumption (4), we conclude that for any r > 0 and
where we made use of the fact that αn ≥ 5. A standard computation (e.g. [46, page 6] ) shows that γ n,1 (ξ) = e −2π 2 |ξ| 2 . Recall that we define g = f * γ n,1 , and henceĝ(ξ) = e −2π 2 |ξ| 2 ·f (ξ). We thus deduce from (8) that for any
whenever
Let x ∈ R n , and let U ∈ O(n) be a rotation. By using the inverse Fourier transform (see, e.g. [46, Chapter I] ) and applying (9), we get
where we used the simple estimate e −2π 2 |ξ| 2 |ξ|dξ ≤ e (1−2π 2 )|ξ| 2 dξ ≤ e −π|ξ| 2 dξ = 1. Since x ∈ R n and U ∈ O(n) are arbitrary, from (10) we conclude (5).
Let f : [0, ∞) → [0, ∞) be a log-concave function, that is continuous on [0, ∞), C 2 -smooth on (0, ∞) and with 0 < ∞ 0 f < ∞. For p > 1, denote by t p (f ) the unique t > 0 for which f (t) > 0 and also
Lemma 4.3 t p (f ) is well-defined, under the above assumptions on f and p.
Proof: We need to explain why a solution t to the equation (11) exists and is unique, for all p > 1. To that end, note that f is a log-concave function with a finite, positive mass, hence it decays exponentially fast at infinity (this is a very simple fact; see, e.g., [20, Lemma 2.1]). Therefore, the function ϕ(t) = t p−1 f (t) satisfies
The function ϕ is continuous, non-negative, not identically zero, and tends to zero at 0 and at ∞. Consequently, ϕ attains its positive maximum at some finite point t 0 > 0. Since ϕ is C 2 -smooth, then ϕ ′ (t 0 ) = 0. On the other hand, f is log-concave, and t → t p−1 is strictly log-concave, hence ϕ is strictly log-concave on Supp(ϕ) = Supp(f ), where we write Supp(f ) to denote the closure of {x; f (x) = 0}. Therefore, there is at most one point where f is non-zero and ϕ ′ vanishes. We conclude that there exists exactly one point t 0 > 0 such that
Thus a finite, positive t that solves (11) exists and is unique, and t p (f ) is well-defined.
Let us mention a few immediate properties of the quantity t p (f ). Suppose that f is a continuous, log-concave function on [0, ∞), C 2 -smooth on (0, ∞), with 0 < f < ∞. Then,
Indeed, if f (0) = 0 then (12) is trivial. Otherwise, f (0) > 0 and also f (t n (f )) > 0 by the definition of t n (f ). Since f is log-concave, then f is necessarily positive on [0, t n (f )]. Hence log f is finite and continuous on [0, t n (f )], and C 2 -smooth in (0, t n (f )). Additionally, log f is concave, hence (log f )
′ is non-increasing in (0, t n (f )). From the definition (11) we deduce that (log f ) ′ (t) ≥ −(n − 1)/t n (f ) for all 0 < t < t n (f ), and (12) follows.
Furthermore, since (log f ) ′ is non-increasing on the interval in which it is defined, then (log f ) ′ (t) ≤ −(n − 1)/t n (f ) for t > t n (f ) for which f (t) > 0. We conclude that for any
Note that t p (f ) behaves well under scaling of f . Indeed, let f be a continuous, log-concave function on [0, ∞), C 2 -smooth on (0, ∞), with 0 (11) we see that
for any p > 1.
Assume that for any t ≥ 0,
Proof: If f (0) = 0 or g(0) = 0 then f ≡ g, and the conclusion of the lemma is obvious. Thus, we may restrict our attention to the case where f (0) > 0 and g(0) > 0. Furthermore, set δ = t n (f ). According to (14) , both the conclusions and the requirements of the lemma are invariant when we replace f, g with f • τ δ , g • τ δ , respectively. We apply this replacement, and assume from now on that t n (f ) = 1.
The fact that f (0) > 0 and (12) show that f (t) ≥ e −n f (0) > 0 for 0 ≤ t ≤ 1. We combine this inequality with (15) to obtain the bound |g(t)/f (t) − 1| ≤ e −4n for all 0 ≤ t ≤ 1. In particular, g is positive on [0, 1]. Denote f 0 = log f, g 0 = log g. By taking logarithms, we see that for 0 ≤ t ≤ 1,
Next, we claim that
Indeed, assume by contradiction that (17) does not hold. Then there exists 0
for which g
. From our assumptions, f and g are log-concave, hence f 0 and g 0 are concave, and hence f ′ 0 and g ′ 0 are non-increasing on (0, 1). Therefore, for t ∈ (t 0 , t 0 + e −2n ),
Denote
and by (18) ,
in contradiction to (16) . Thus, our momentary assumption -that (17) does not hold -was false, and hence (17) is proved.
From the definition (11) we see that f ′ 0 (1) = (log f ) ′ (1) = −(n − 1). Recall once again that g ′ 0 is non-increasing, since g is log-concave. By applying the case t = 1 − e −2n in (17), we conclude that for 0 < s < 1 − 4e −2n ,
Hence, from (19) we conclude that
Recalling the scaling argument above, we see that we have actually proved that
whenever the assumptions of the lemma hold. However, these assumptions are symmetric in f and g. Hence,
for any functions f, g that satisfy the assumptions of the lemma. Since 1+e −n ≥ 1/(1−4e −2n ) for n ≥ 2, the lemma is proved.
Our next lemma is a standard application of the Laplace asymptotic method, and is similar to, e.g., [19, Lemma 2.1] and [20, Lemma 2.5 ]. We will make use of the following well-known bound: For α, δ > 0,
The inequality in (20) 
where C > 1 and 0 < c < 1 are universal constants.
Proof: We begin with a scaling argument. For δ > 0 we denote, as before, τ δ (x) = δx. A glance at (14) and (21) assures us that both the validity of the assumptions and the validity of the conclusions of the present lemma, are not altered when we replace f with f •τ δ . Hence, we may switch from f to f • τ tn(f ) , and reduce matters to the case t n (f ) = 1. Thus f (1) > 0. Multiplying f by an appropriate positive constant, we may assume that f (1) = 1.
We denote ψ(t) = (n−1) log t+log f (t) (t > 0), where we set ψ(t) = −∞ when f (t) = 0. Since f (1) = 1, then ψ(1) = 0. Additionally, ψ ′ (1) = 0 because t n (f )
We may suppose that n ≥ 100. For an appropriate choice of a large universal constant C, the right hand side of (21) is negative for n < 100, and hence the lemma is obvious for n < 100. Denote m = inf{t > 0; f (t) = 0}, M = sup{t > 0; f (t) = 0}. Since t n (f ) = 1, necessarily m < 1 and M > 1. Then, for m < t < M,
since log f is concave and hence (log f ) ′′ ≤ 0. From (22) we obtain, in particular, the inequality ψ ′′ (t) ≤ − n−1 4 for m < t < min{2, M}. Recalling that ψ(1) = ψ ′ (1) = 0, we see that ψ(t) ≤ − . Recall that the function ψ is concave, hence ψ ′ is non-increasing. The relations ψ(1 − s 0 ) = ψ(1 + s 1 ) = −1, ψ(1) = 0 thus imply that
An examination of (22) shows that ψ
where we used (20) to estimate the latter integral. Next, observe again that ψ ′′ (t) ≤ − n−1 4 for all m < t < min{2, M}, by (22) . We use (24) , as well as the fact that ψ(1 + s 1 ) = −1, to obtain
Consequently,
according to (20) . Since
, we deduce from (26) that ψ(2) ≤ −
whenever 2 ≤ t < M. Thus we realize that ψ(t) ≤ −
Let s = s 0 + s 1 . Then, by the definitions of s 0 and s 1 , 
The inequalities we gathered above will allow us to prove (21) . Note that (21) is trivial when ε ≤ 4 √ n ; for an appropriate choice of a large constant C, the right-hand side of (21) is negative in this case. We may thus consider only the case where 4 √ n < ε < 1. Hence, s 0 + ε ≤ 2ε and s 1 + ε ≤ 2ε, by (23) . We add (25) , (27) and (28) 
Division of (30) by (29) 
Next, we will show that
The estimate (21) follows immediately from (32) . Thus, in order to prove the lemma, it is enough to establish (32 Lemma 4.6 Let n ≥ 1 be an integer, let A, r, α, β > 0 and and let f : R n → [0, ∞) be a logconcave function with f = 1, R n xf (x)dx = 0 and Cov(f ) = βId. Let µ be the probability measure on R n whose density is f , and assume that
Here, C, C ′ , c ′ > 0 are constants that depend solely on A and α.
Proof: In this proof, we write c, c ′ , C, C ′ ,C etc. to denote constants depending only on A and α. By a simple scaling argument, we may assume that β = 1; otherwise, replace the function f (x) with the function β n/2 f (β 1/2 x). We begin by proving (i). Let X be a random vector that is distributed according to µ. The function F (x) = |x| is convex, non-negative, homogenous of degree one, and
√ n. According to Lemma 2.1(i), for
From (33) we see that µ{x ∈ R n ; |x| ≥Cr} ≤ 1 3 , for an appropriateC > 0, under the legitimate assumption that n >C. It is straightforward to obtain F L 2 (µ) ≤ 100Cr from Lemma 2.1(ii). Hence, r > c F L 2 (µ) = c √ n. Let us rephrase our assumption (33) as follows:
for appropriate c, C > 0 depending only on A and α. From (35) and (34) we derive
where the last inequality holds since r ≥ c √ n. By Jensen's inequality,
hence |n/r 2 − 1| ≤Ĉ/ √ n and (i) follows. Next, we prove (ii). Note that (ii) is obvious when ε < C+1 √ n , for C being the constant from (i), since in this case the right-hand side of (ii) is larger than one, for an appropriate choice of constants. Thus, in proving (ii), we may assume that ε ≥ C+1 √ n . Hence, n ≥ C with C being the constant from (i). Thus, by (i),
and hence µ x ∈ R n ; |x| − √ n ≥ ε √ n ≤ µ x ∈ R n ; | |x| − r | ≥Cεr , and (ii) follows from (33) . The lemma is proved.
Lemma 4.7 Let n ≥ 1 be an integer, let β > 0, and let f : R n → [0, ∞) be a log-concave function with f = 1, R n xf (x)dx = 0 and Cov(f ) = βId. Then
where c > 0 is a universal constant.
Proof: By our assumptions, R n |x| 2 f (x)dx = βn. Markov's inequality entails
From [12, Theorem 4] and from (36) we deduce that
since V ol( √ nD n ) ≤ C n (see, e.g., [38, page 11] ). The proof is complete.
Proof of Proposition 4.1: Recall our assumption (1) and our desired conclusion (2) from the formulation of the proposition. We assume that n is greater than some large universal constant, since otherwise (2) is obvious for an appropriate choice of constants C, c > 0. In particular, n ≥ 2. Denote g = f * γ n,1 , the convolution of f and γ n, 1 . Then g is log-concave, g = 1, R n xg(x)dx = 0 and Cov(g) = 2Id. By Lemma 4.7,
where 0 <c < 1 is a universal constant. We set C 0 = 25 (1 + log 1/c) wherec is the constant from (37). Our assumption (1) is precisely the basic requirement of Lemma 4.2, for α = C 0 /5 ≥ 5. By the conclusion of that lemma,
We deduce from (37), (38) and the definition of C 0 that
The function g is C ∞ -smooth, since g = f * γ n,1 with γ n,1 being C ∞ -smooth. For θ ∈ S n−1 and t ≥ 0, we write g θ (t) = g(tθ). Then g θ is log-concave, continuous on [0, ∞) and C ∞ -smooth on (0, ∞). Fix θ 1 , θ 2 ∈ S n−1 . We will verify the requirements of Lemma 4.4 for g θ 1 and g θ 2 . To that end, note that g θ i (0) = g(0) > 0 by (37) and g θ i is continuous, hence ∞ 0 g θ i > 0 for i = 1, 2. Additionally, since 0 < g < ∞ then for some A, B > 0,
for all x ∈ R n (see, e.g., [20, Lemma 2.1]). Consequently, g θ i decays exponentially fast at infinity, and is hence integrable on [0, ∞), for i = 1, 2. Also, from (39),
We may thus invoke Lemma 4.4, and conclude that for any θ 1 , θ 2 ∈ S n−1 ,
Fix θ 0 ∈ S n−1 and write r 0 = t n (g θ 0 ). Then, for any θ ∈ S n−1 ,
For 0 ≤ ε ≤ 1 let A ε = {x ∈ R n ; |x| − r 0 ≤ εr 0 }. We will integrate in polar coordinates and use (40) as well as Lemma 4.5 (note that g θ satisfies the requirements of Lemma 4.5 for all θ ∈ S n−1 ). We obtain, for 10e −n ≤ ε ≤ 1, the estimates
for all θ ∈ S n−1 , and hence,
We now claim that for all 0 ≤ ε ≤ 1 (and not only for ε ≥ 10e
Indeed, (41) is obvious for ε < 10e −n ≤ 10 √ n , since in this case 1 − Ce −cε 2 n ≤ 0 for an appropriate choice of universal constants c, C > 0.
Let X 1 , X 2 , ... be a sequence of independent, real-valued, gaussian random variables of mean zero and variance one. By the classical central limit theorem,
Consequently, c ≤ P rob{ n i=1 X 2 i ≤ n} ≤ 1 − c for some universal constant c > 0. It is straightforward to obtain explicit bounds for the constant c. Denote X = (X 1 , ..., X n ). Then X is a random vector in R n , distributed according to the density γ n,1 . We record the bound just mentioned:
for some universal constant C ′ > 0. Let Y be a random vector in R n , independent of X, that is distributed according to the density f . Since the distribution of X is spherically-symmetric, then for any measurable sets I, J ⊂ [0, ∞) with P rob{|X| ∈ I} > 0 and P rob{|Y | ∈ J} > 0,
Additionally, the random vector X + Y is distributed according to the density g, because g = f * γ n, 1 . Therefore (41) translates to
Since X and Y are independent, we conclude from (42), (43) and (44) that for all 0 < ε < 1,
and
Next, we will use Lemma 4.6 to estimate r 0 . Recall that Cov(g) = 2Id, that g is log-concave, and that the random variable X + Y has g as its density. Thus we may invoke Lemma 4.6(i), based on (44) . We conclude that 3 2 n ≤ r 2 0 ≤ 3n, under the legitimate assumption that n exceeds a certain universal constant. Denote r = r 2 0 − n. Then, n/2 ≤ r ≤ √ 2n and
for 0 ≤ ε ≤ 1/10. Therefore, (45) and (46) imply that for any 0 < ε < 1 10 , P rob r
By adjusting the constants, we see that
Recall that Y is a random variable that is distributed according to the isotropic, log-concave density f . We may thus apply Lemma 4.6(ii), based on (47), and conclude (2). The proposition is proved.
Next, we proceed to discuss applications of Proposition 4.1. We will need the following standard lemma (see, e.g., [2] ). For completeness, we sketch its proof. Recall that we denote by P roj E (x) the orthogonal projection of x onto E, whenever x is a point in R n and E ⊂ R n is a subspace.
Lemma 4.8 Let n ≥ 3 and 1 ≤ k ≤ n − 2 be integers, and let E ∈ G n,k be a random k-dimensional subspace. Let x ∈ R n be a fixed vector. Then,
where c, C > 0 are universal constants.
Proof: Let X = (X 1 , ..., X n ) ∈ S n−1 be a random vector, independent of E, that is uniformly distributed on S n−1 . The function
k is a 1-Lipshitz function on S n−1 . Hence, by Theorem 3.1, there exists r > 0 such that
for some universal constants c, C > 0. According to Archimedes principle, the random vector (X 1 , ..., X n−2 ) is distributed uniformly in D n−2 . Since k ≤ n − 2, we conclude that the random vector (X 1 , ..., X k ) is distributed according to a log-concave density in R k . Since the covariance matrix of (X 1 , ..., X k ) equals . We can assume that x = 0. Now (48) follows, once we observe that
have the same distribution, by rotation-invariance.
Proposition 4.9 Let n ≥ 1 be an integer, and let f : R n → [0, ∞) be an isotropic, logconcave function. Let µ be the probability measure on R n whose density is the function f . Then for all 0 ≤ ε ≤ 1, . We may assume that ℓ ≥ 1; otherwise, n is smaller than some universal constant and the conclusion of the proposition is obvious. Suppose that X is a random vector in R n , that is distributed according to the density f . Let E ∈ G n,ℓ be a fixed subspace that satisfies
Denote g = π E (f ), the density of the random vector P roj E (X). Then (50) translates, with the help of (2) from Section 2, to
The function g, defined on the ℓ-dimensional space E, is log-concave and isotropic. We invoke Proposition 4.1, for ℓ and g, based on (51). By the conclusion of that proposition,
under the assumption that the subspace E satisfies (50). Suppose that F ∈ G n,ℓ is a random ℓ-dimensional subspace in R n , independent of X. Recall our choice of the integer ℓ. According to Lemma 3.3, with probability greater than 1 − e −cn 0.99 , the subspace E = F satisfies (50). We conclude from (52) that
where the last inequality holds as ℓ ≤ log n and 0 ≤ ε ≤ 1/3. Since X and F are independent, then by Lemma 4.8,
Therefore, with probability greater than 1 −Ce −cε 2 ℓ we have
Hence,
Note that , and recall that 0 ≤ ε ≤ 1 3 was arbitrary, and that ℓ = ⌊ c 100C 0 log n⌋. By adjusting the constants, we obtain from (53) the inequality
valid for all 0 ≤ ε ≤ 1. The proposition is thus proved.
Proposition 4.9 implies that, when the dimension n is very large, most of the mass of an isotropic, log-concave function is concentrated in a "thin spherical shell", as was required by Anttila, Ball and Perissinaki in [1] . However, the quantitative bound that Proposition 4.9 provides is rather poor. For the case where ε has the order of magnitude of 1, Proposition 4.9 yields a significantly inferior estimate to that of Paouris [36] , [37] . It would be interesting to try and improve the bound in Proposition 4.9 also for smaller values of ε.
The following lemma may be proved via a straightforward computation. Nevertheless, we will present a shorter, indirect proof that is based on properties of the heat kernel, an idea we borrow from [7, Theorem 3.1].
Lemma 4.10 Let n ≥ 1 be an integer and let α, β > 0. Then,
where C > 0 is a universal constant.
Proof: The integral on the left-hand side of (54) is never larger than two. Consequently, the lemma is obvious when , and hence we may restrict our attention to the case where 1 2 α ≤ β ≤ 2α. Moreover, in this case the right-hand side of (54) is actually symmetric in α and β up to a factor of at most two. Since the left-hand side of (54) is clearly symmetric in α and β, then without loss of generality we may assume that β > α (the case β = α is obvious). For t > 0 and for a measurable function f : R n → R, we define
whenever the integral converges. Then (P t ) t>0 is the heat semigroup on R n . We will make use of the following estimate: For any smooth, integrable function f : R n → R and any t > 0,
An elegant proof of the inequality (55), in a much more general setting, appears in Ledoux's work [22, Section 5] . It is straightforward to verify that
and that
Since we only need to treat the case where α < β ≤ 2α, then (54) follows. The lemma is thus proved.
We are now able to prove Theorem 1.2, by combining the Berry-Esseen bound with Proposition 4.9.
Proof of Theorem 1.2:
We may assume that n exceeds a given universal constant, as otherwise the result is trivial. Let f and X be as in the assumptions of Theorem 1.2. According to Proposition 4.9,
The case ε = √ 2 − 1 < 1/2 in (56) shows that P rob |X| ≥ √ 2n ≤ Cn −c/4 ≤ n −c/10 , under the legitimate assumption that n exceeds a certain universal constant. By (56) and by Lemma 2.1(ii),
Let δ 1 , ..., δ n be independent Bernoulli random variables, that are also independent of X, such that P rob{δ i = 1} = P rob{δ i = −1} = 1/2 for i = 1, ..., n. Since f is unconditional, the random variable (
n has the same law of distribution as the random variable (
√ n. For t ∈ R and x ∈ R n , denote
For t ∈ R we set
We denote the expectation over the random variable X by E X . Then P (t) = E X P (X; t) by the complete probability formula. Denote
for σ > 0 and t ∈ R. By the Berry-Esseen bound (see, e.g., [11, Section XVI.5] or [47, Section 2.1.30]), for any x ∈ R n ,
where C > 0 is a universal constant. From Lemma 4.10 we know that
For i = 1, ..., n, the random variable X i has mean zero, variance one, and its density is a log-concave function. Consequently, E|X i | ≤ E|X i | 2 ≤ 1, and by Lemma 2.1(i), for any 1 ≤ i ≤ n,
Therefore, with probability greater than 1 − 2 n of selecting X,
We substitute into (58) the information from (60), and from the case ε = 1/2 in (56). We see that with probability greater than
Recall that P (t) = E X P (X; t), and that 0 ≤ P (X; t) ≤ 1 and 0 ≤ Φ 1 (t) ≤ 1. We use (61), then (59) and then (57), to deduce that
Recall that P (t) = P rob {(X 1 + ... + X n )/ √ n ≤ t}, and that the random variable (X 1 + ... + X n )/ √ n has mean zero, variance one and a log-concave density. Therefore, we may invoke [8, Theorem 3.3] , and conclude from (62) that
where µ is the law of distribution of (X 1 + ... + X n )/ √ n. The theorem follows, with ε n ≤ C(log log(n + 2)) 1/2 /(log(n + 1)) 1/4 , where C > 0 is a universal constant.
Remarks.
1. Suppose that f is a log-concave density that is isotropic and unconditional. In Theorem 1.2, we were able to describe an explicit one-dimensional marginal of f , that is approximately normal. It is also possible to identify some multi-dimensional subspaces E ⊂ R n , spanned by specific sign-vectors, such that π E (f ) is guaranteed to be close to the gaussian function. The precise formulation and the details will be published elsewhere.
2. Under the assumptions of Theorem 1.2, we saw that X, θ is distributed approximately according to the gaussian law for θ = (1, ..., 1)/ √ n. One may adapt the proof of Theorem 1.2, and conclude that the distribution of X, θ is close to the normal distribution, under the weaker assumption that |θ 1 |, ..., |θ n | are rather small (as in Lindeberg's condition). We omit the details. Denote by µ the probability measure on R n whose density is the function f . Assume that
Then there exists a probability measure ν on R n such that
The proof of Proposition 5.1 requires some preparation. The next lemma is very similar to Lemma 4.2. See the proof of Lemma 4.2 for a more detailed argument of the same type.
Lemma 5.2 Let n ≥ 2 be an integer, let α ≥ 10, and let f : R n → [0, ∞) be an isotropic, log-concave function. Assume that
Denote g = f * γ n,n −α , where * stands for convolution. Then,
g(tθ) ≤ e −αn log n + inf θ∈S n−1 g(tθ) for all t ≥ 0.
Proof: As in the proof of Lemma 4.2, for ξ 1 , ξ 2 ∈ R n with |ξ 1 | = |ξ 2 | = r,
Next, we use (3) and (2), together with Lemma 2.2. We conclude that for all
since αn ≥ 10. Note that (γ n,n −α ) ∧ (ξ) = e −2π 2 n −α |ξ| 2 (e.g. [46, page 6] ), and recall that g = f * γ n,n −α . Henceĝ(ξ) =f(ξ) · e −2π 2 n −α |ξ| 2 and (4) leads to the estimate
Let x ∈ R n , and let U ∈ O(n) be a rotation. By inverting the Fourier transform and applying (5), we see that
≤ e −2αn log n R n |ξ|e −2π 2 n −α |ξ| 2 dξ = e −2αn log n n α(n+1) 2 R n |ξ|e −2π 2 |ξ| 2 dξ ≤ e −αn log n .
Since x ∈ R n and U ∈ O(n) are arbitrary, the lemma follows from (6).
Our next lemma is an addendum to Lemma 4.5. Rather than using the Laplace asymptotic method once again, we will base the proof on an elegant observation by Bobkov regarding one-dimensional log-concave functions. 
Proof: If f = 0 then f ≡ 0 almost everywhere and (7) is trivial. Thus, we may suppose that f > 0. Moreover, we may assume that f is continuous on [0, ∞) and C 2 -smooth on (0, ∞), by approximation (e.g., convolve f with γ 1,ε on R, restrict the result to [0, ∞), and let ε tend to zero). Since 0 < f < ∞ then f decays exponentially fast at infinity, and 0 < ∞ 0 t n−1 f (t)dt < ∞. Multiplying f by a positive constant if necessary, we may assume that
Then φ is a log-concave function with φ = 1. Recall the definition of t n (f ), that is, (11) from Section 4; according to that definition, φ (12) from Section 4, and hence
Since M > 0 and since f is continuous and vanishes at infinity, the number t 1 is finite, greater than t n (f ), and satisfies f (t 1 ) = e −(α−1)(n−1) M. From (13) of Section 4 we see that t 1 ≤ αt n (f ). Therefore,
where φ(t n (f )) = max φ because φ is log-concave, φ(t n (f )) > 0 and φ ′ (t n (f )) = 0. Let Φ −1 : (0, 1) → (0, ∞) stand for the inverse function to Φ. A useful fact we learned from Bobkov's work [4, Lemma 3.2] is that the function ψ(t) = φ(Φ −1 (t)) is concave on (0, 1). (To see this, differentiate ψ twice, and use the inequality (log φ) ′′ ≤ 0.) Since φ attains its maximum at t n (f ), then ψ attains its maximum at Φ(t n (f )). The function ψ is non-negative and concave on (0, 1), hence for t ≥ Φ(t n (f )) and 0 < ε < 1,
Equivalently, for s ≥ t n (f ) and 0 < ε < 1, the inequality φ(s) ≤ ε · max ψ = ε · max φ implies the bound Φ(s) ≥ 1 − ε. We have shown that t 1 ≥ t n (f ) satisfies φ(t 1 ) ≤ e −αn/8 max φ, and hence we conclude that Φ(t 1 ) ≥ 1 − e −αn/8 . Recalling that t 0 ≥ t 1 , the lemma follows.
Corollary 5.4 Let n ≥ 2 be an integer, let α ≥ 5, and let f :
Proof: For θ ∈ S n−1 we set I(θ) = {t ≥ 0; f (tθ) ≥ e −αn f (0)}. By log-concavity, I(θ) is a (possibly infinite) interval in [0, ∞) containing zero, and
For θ ∈ S n−1 denote f θ (t) = f (tθ) (t ≥ 0). Then f θ is log-concave. Since f = 1, then, e.g., by [20, Lemma 2.1] we know that f decays exponentially fast at infinity and f θ < ∞. Next, we integrate in polar coordinates and use Lemma 5.3. This yields
Lemma 5.5 Let n ≥ 1 be an integer, let K ⊂ R n be a convex set, and let f : R n → [0, ∞) be an isotropic, log-concave function. Denote by µ the probability measure whose density is f . Suppose that µ(K) ≥ 9 10 . Then,
Proof: Assume the contrary. Since K is convex, then there exists θ ∈ S n−1 such that
Denote by E = Rθ the one-dimensional subspace spanned by θ, and let g = π E (f ). Since µ(K) ≥ 9 10 , then by (8),
However, the function g is log-concave and isotropic, hence sup g ≤ 1 by (5) of Section 2. We use [4, Lemma 3.3] , a result that essentially goes back to Grünbaum and Hammer [17] . This yields
, in contradiction to (9) . The lemma is thus proved.
Lemma 5.6 Let n ≥ 2 be an integer, let α ≥ 10, and let f :
Proof: Let µ be the probability measure on R n whose density is f . By Corollary 5.4,
The set K 0 is convex, since f is log-concave, and it also satisfies (10). By Lemma 5.5,
Hence, also D n ⊂ −10K 0 , where −K 0 = {−x; x ∈ K 0 }. For two sets A, B ⊂ R n we write A − B = {x − y; x ∈ A, y ∈ B} to denote their Minkowski difference. From the definition of
since K 0 is convex and 10n −3α ≤ n −2α . We use (11) and Lemma 4.7 for β = 1. This implies the estimate
where we also used the standard estimate V ol(D n ) ≥ c √ n n . The inclusion (11) and the convexity of K 0 entail that
We use the Prékopa-Leindler inequality based on (14) , and then we apply (13) and (10). This yields
for some universal constant C ′ > 0. (The verification of the last inequality is elementary and routine.) From (12) we conclude that
The lemma is thus proved.
Lemma 5.7 Let n ≥ 2 be an integer, let α ≥ 10, and let f : R n → [0, ∞) be an isotropic, log-concave function. Denote g = f * γ n,n −30α . Then,
Proof: By approximation, we may assume that f is differentiable. Denote ψ = log f (with ψ = −∞ when f = 0). Then ψ is a concave function. Consider the sets K 0 = {x ∈ R n ; f (x) ≥ e −αn f (0)} and K = {x ∈ R n ; ∃y ∈ K 0 , |x − y| < n −4α }. The first step of the proof is to show that
Note that f (0) > 0 by [12, Theorem 4] , and hence f (x) > 0 for all x ∈ K 0 . Consequently, ψ is finite on K 0 , and ∇ψ is well-defined on K 0 . In order to prove (15) , let us pick x ∈ K 0 such that |∇ψ(x)| > n 5α . Set θ = ∇ϕ(x)/|∇ϕ(x)|. To prove (15) , it suffices to show that
by the definition of K. According to the definition of K 0 , it is enough to prove that
We thus focus on proving (16) . In the case where f (x − n −4α θ) = 0, the inequality (16) trivially holds, since we already noted that f (0) > 0. We may thus restrict our attention to the case where f (x − n −4α θ) > 0. By concavity, ϕ(t) := ψ(x + tθ) = log f (x + tθ) is finite for −n −4α ≤ t ≤ 0, and
as α ≥ 10 and n ≥ 2. Recall that f (0) ≥ e −n f (x) by [12, Theorem 4] and that f (x + tθ) = e ϕ(t) . We conclude from (17) that f (0) ≥ e −n f (x) > e αn f (x − n −4α θ), and (16) is proved. This completes the proof of (15) .
For x ∈ R n and δ > 0 denote B(x, δ) = {y ∈ R n ; |y − x| ≤ δ}. Fix x ∈ K 0 such that B(x, n −3α ) ⊂ K 0 . Then, for any y ∈ B(x, n −4α ) we have y ∈ K 0 and B(y, n −4α ) ⊂ K 0 , hence y ∈ K as defined above. Thus, by (15) , for any y ∈ B(x, n −4α ) we have |∇ψ(y)| ≤ n 5α . Consequently,
for all y ∈ B(x, n −10α ).
Recalling that f = e ψ , we obtain
We will also make use of the standard estimate:
as follows, e.g., from Lemma 2.1(i) and the estimate R n |x|γ n,n −30α (x)dx ≤ √ n · n −15α . According to [12, Theorem 4] ,
since x ∈ K 0 . Recall that g = f * γ n,n −30α . We use (18) , (19) and (20) , to conclude that
We have shown that for any x ∈ K 0 such that B(x, n −3α ) ⊂ K 0 , inequality (21) holds. Denote T = {x ∈ K 0 ; B(x, n −3α ) ⊂ K 0 }. Then (21) holds for any x ∈ T . Thus,
Note that R n \ T ⊂ (R n \ K 0 ) ∪ {x ∈ R n ; ∃y ∈ K 0 , |x − y| ≤ n −3α }. Corollary 5.4 and Lemma 5.6 show that
By (23) and (22),
Since f = g = 1, then by (23) and (24),
The lemma follows by adding inequalities (22) and (25) .
Proof of Proposition 5.1:
We may assume that n ≥ 2, because otherwise the proposition is trivial. Recall that
for some universal constantĈ > 1. We will define two universal constants:
where C 0 is the constant from Proposition 4.1 andĈ is the constant from (26) . Throughout this proof, α 0 , C 0 , C 1 andĈ will always stand for the universal constants we have just mentioned. We assume that inequality (1) -the main assumption of this propositionholds, with the constant C 1 as was just defined. Suppose that X is a random vector that is distributed according to our density f . We may apply Proposition 4.1, based on (1), since C 1 n log n ≥ C 0 n. By the conclusion of that proposition,
for some universal constants c, C > 0. Let Y be another random vector in R n , independent of X, that is distributed according to the density γ n,n −α 0 . Then E|Y | 2 = n 1−α 0 . As in the estimate (19), we have, e.g., by Lemma 2.1(i), the bound
where we used the fact that α 0 ≥ 20 and n ≥ 2. According to (28) , with probability larger than 1 − e −n , the inequality −1 ≤ |X + Y | − |X| ≤ 1 holds. By applying (27) we obtain
≤ e −n + P rob
(in obtaining the last inequality in (29) , one needs to consider separately the cases ε < 2/ √ n and ε ≥ 2/ √ n). Denote by g = f * γ n,n −α 0 the density of the random variable X + Y . Since C 1 ≥ 5α 0 and α 0 ≥ 10, then (1) implies the main assumption of Lemma 5.2 for α = α 0 . By the conclusion of that lemma, for all θ 1 , θ 2 ∈ S n−1 and r ≥ 0,
Denoteg
the spherical average of g. Then,g is a spherically-symmetric function with g = 1, and by (30) ,
By using (31) , together with the case ε = 1 in (29), we conclude that
by the definition of α 0 .
Denote by ν the measure whose density isg. Then ν is a probability measure that is spherically-symmetric, by the definition ofg. Therefore ν satisfies the conclusion (ii) of the present proposition. Additionally, (29) shows that ν satisfies (iii), sinceg is a spherical average of g, and g is the density of the random vector X + Y . It remains to prove (i). To that end, we employ Lemma 5.7. The assumptions of Lemma 5.7 are satisfied for α = α 0 /30, since α 0 ≥ 300. Let µ stand for the measure whose density is f . We use (32) and the conclusion of Lemma 5.7 to get
Since α 0 ≥ 3000, we deduce (i). The proof of the proposition is complete.
Next, we will apply Proposition 5.1. Let E ⊂ R n be a subspace of dimension k, and let v > 0. We write Γ E,v to denote the probability measure on E whose density is 1 (2πv) k/2 exp − |x| 2 2v .
For a measure µ on R n and for a subspace E ⊂ R n we denote by π E (µ) the marginal of µ on E. That is, π E (µ) is the unique measure on E such that for any measurable set A ⊂ E, π E (µ)(A) = µ {x ∈ R n ; P roj E (x) ∈ A} .
By combining (35) , (36) and the estimate (33), we see that
e −cs 2 r ds + C ′′ e −c ′′ n ≤C k r , since r ≤ n.
We are now in a position to prove Theorem 1.3. Theorem 1.3 is directly equivalent to the following result. Recall that in our notation Γ E = Γ E,1 .
Theorem 5.9 Let n ≥ 1 and 1 ≤ k ≤ c log n log log n be integers, and let f : R n → [0, ∞) be an isotropic, log-concave function. Let µ be the measure whose density is f . Then there exists a subset E ⊂ G n,k with σ n,k (E) ≥ 1 − e −cn 0.99 such that for any E ∈ E, π E (µ) − Γ E T V ≤ C √ k · log log n log n .
Here, c, C > 0 are universal constants.
Proof: We use the constant C 1 from Proposition 5.1, and the constant c from Lemma 3.3. We start as in the proof of Proposition 4.9. Set ℓ = c 100C 1 log n log log n .
Fix a subspace E ∈ G n,ℓ that satisfies sup θ∈S n−1 ∩E M f (θ, t) ≤ e −C 1 ℓ log ℓ + inf θ∈S n−1 ∩E M f (θ, t) for all t ∈ R.
Denote g = π E (f ). Then g is log-concave and isotropic. Additionally, (37) gives sup θ∈S n−1 ∩E M g (θ, t) ≤ e −C 1 ℓ log ℓ + inf θ∈S n−1 ∩E M g (θ, t) for all t ∈ R.
We invoke Proposition 5.1, for ℓ and g, based on (38) . Recall that π E (µ) is the measure whose density is g. By the conclusion of Proposition 5.1, there exists a spherically-symmetric measure ν on E, with
such that ν x ∈ E; |x| − √ ℓ ≥ ε √ ℓ ≤ C ′ e −c ′ ε 2 ℓ for 0 ≤ ε ≤ 1.
Fix 1 ≤ k ≤ ℓ − 4, and let F ⊂ E be a k-dimensional subspace. Since ν is sphericallysymmetric, we may invoke Lemma 5.8 for n = ℓ and r = ℓ, based on (40) . By the conclusion that lemma,
We combine the above with (39) , and obtain
(Note that π F (µ)−π F (ν) T V ≤ π E (µ)−ν T V .) In summary, we have proved that whenever E is an ℓ-dimensional subspace that satisfies (37) , then all the k-dimensional subspaces F ⊂ E satisfy (41), provided that k ≤ ℓ − 4.
Suppose that E ∈ G n,ℓ is a random ℓ-dimensional subspace. We will use Lemma 3.3, for A = C 1 log ℓ and δ = 1/100. Note that ℓ ≤ log n, hence ℓ ≤ cδA −1 log n, by the definition of ℓ above. Therefore we may safely apply Lemma 3.3, and conclude that with probability greater than 1 − e −cn 0.99 , the subspace E satisfies (37) . Therefore, with probability greater than 1 − e −cn 0.99 of selecting E, all k-dimensional subspaces F ⊂ E satisfy (41), when k ≤ ℓ − 4.
Fix k ≤ ℓ − 4. Suppose that F ⊂ E is a random subspace, that is distributed uniformly over the grassmanian of k-dimensional subspaces of E. Since E is distributed uniformly over G n,ℓ , it follows that F is distributed uniformly over G n,k . We thus conclude that F -which is a random, uniformly distributed, k-dimensional subspace in R n -satisfies (41) with probability greater than 1 − e −cn 0.99 . Recall that ℓ >c(log n)/ log log n for a universal constantc > 0, and that our only assumption about k was that k ≤ ℓ − 4. The theorem is therefore proved.
Proof of Theorem 1.3: Observe that 1 √ c · √ k · log log n log n ≤ ε, under the assumptions of Theorem 1.3. Thus, the theorem follows from Theorem 5.9, provided that c > 0 is a sufficiently small universal constant.
Proof of Theorem 1.1: Substitute k = 1 and ε = log log n c log n in Theorem 1.3, for c being the constant from Theorem 1.3.
When measuring the degree of approximation in our central limit theorems, we have confined our attention to the total-variation metric. Some mild quantitative improvements seem to be in our immediate reach, if we switch from the total-variation metric to other standard notions of distance (see, e.g., (62) of Section 4 in the context of Theorem 1.2). A somewhat weak definition of distance between multi-dimensional measures is known in the literature under the name of "T -distance" (see, e.g., [27] , [34] ). For two probability measures µ and ν on R n , their T -distance is defined as
where the supremum runs over all affine half-spaces in R n (i.e., sets of the form H = H θ,t = {x ∈ R n ; x, θ ≤ t} for some θ ∈ S n−1 , t ≥ 0). The T -distance between µ and ν compares only one-dimensional marginals of µ and ν, and hence, for n > 1, it is not clear whether the T -distance agrees with our intuitive understanding of closeness between probability measures in R n . Nevertheless, by directly adapting the arguments of Naor and Romik [34] , one may prove the following proposition.
Proposition 5.10 Let n ≥ 2 be an integer, let C √ log n < ε < 1 and let f : R n → [0, ∞) be an isotropic, log-concave function. Denote by µ the measure on R n whose density is f . Suppose that 1 ≤ k ≤ cε 2 n is an integer, and let E ∈ G n,k be a random k-dimensional subspace. Then, with probability greater than 1 − e −cε 2 n of choosing E,
Sketch of Proof:
Let g(x) = S n−1 f (|x|θ)dσ n−1 (θ) (x ∈ R n ) be the spherical average of f . For 0 ≤ δ ≤ 1, denote A δ = {x ∈ R n ; | |x|/ √ n − 1 | ≥ δ}. According to Proposition 4.9,
Denote Φ(t) = 1 √ 2π t −∞ e −s 2 /2 ds (t ∈ R) and fix θ 0 ∈ S n−1 . We apply Lemma 5.8 (for r = log n) based on (42) , to obtain the inequality 
Fix t ∈ R. By Lemma 2.3, the function θ → M f (θ, t) (θ ∈ S n−1 ) isĈ-Lipshitz. Hence, we may invoke Gordon's concentration inequality [15] , in the form of [34, Theorem 6] (we could have also used Proposition 3.2; this would have resulted in a slightly weaker estimate, with an unnecessary factor of log 1 ε ). Combine (43) , the fact that k ≤ cε 2 n and Gordon's inequality, to conclude that with probability greater than 1 − e −cε 2 n of selecting E, |M f (θ, t) − Φ(t)| ≤ ε + C √ log n ≤Cε for all θ ∈ S n−1 ∩ E.
Recall that t ∈ R is arbitrary. Let t i = Φ −1 (ε · i) for i = 1, ..., ⌊1/ε⌋, where Φ −1 is the inverse function to Φ. Then, with probability greater than 1 − e −c ′ ε 2 n of selecting E, the estimate (44) holds for all t i (i = 1, ..., ⌊1/ε⌋). By using, e.g., [34, Lemma 6] we see that with probability greater than 1 − e −c ′ ε 2 n of selecting E, |M f (θ, t) − Φ(t)| <Cε ∀θ ∈ S n−1 ∩ E, t ∈ R.
The proposition follows from (45) and from the definition of the T -distance.
