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Abstract – Approximate standard errors (ASE) of variance components for random regression
coeﬃcients are calculated from the average information matrix obtained in a residual maximum
likelihood procedure. Linear combinations of those coeﬃcients deﬁne variance components for
the additive genetic variance at given points of the trajectory. Therefore, ASE of these com-
ponents and heritabilities derived from them can be calculated. In our example, the ASE were
larger near the ends of the trajectory.
random regression / heritability / approximate standard error / genetic parameter /
residual maximum likelihood
1. INTRODUCTION
Random regression (RR) has been widely used for genetic analysis of lon-
gitudinal data from many of the major animal breeding industries world wide
and has also been implemented into routine large scale animal breeding ap-
plications [4]. Estimates of derived genetic parameters such as heritability at
given points along the trajectory are commonly published from such studies
and comment is often made about the accuracy and robustness of RR mod-
els. However, there have been no attempts to quantify the accuracy of such
estimates for diﬀerent parts of the trajectory from RR analyses using residual
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maximum likelihood (REML)methods. Incontrast, Meyer[9] published conﬁ-
dence intervals of genetic parameter estimates derived from Bayesian analyses
using Gibbs sampling. With REML estimation by the average information al-
gorithm, approximate variances of variance components are obtained from the
inverse of the information matrix. Variance components as well as heritabili-
ties at given trajectory points can be calculated from variances of random re-
gression coeﬃcients and therefore approximate standard errors (ASE) of these
derived parameters can also be obtained. The aims of this note are to describe
how to calculate ASE for genetic parameter estimates derived from RR models
and to apply the method to a ﬁeld data set.
2. MATERIALS AND METHODS
2.1. Random regression model
Consider a variance-covariance (VCV) matrix G0 of rank t for repeated
measurements of weight at t given trajectory points (e.g. ages). Under the co-
variance function (CF) approach deﬁned by Kirkpatrick et al. [5], G0 is mod-
elled with a reduced number of parameters. The genetic CF of order k,w h e r e
k ≤ t, can be estimated from G0 such that:
ˆ G = Φ K Φ  (1)
where ˆ G is an approximation of G0. Meyer [8] showed that K can be esti-
mated directly from data using RR. The matrix K of order k contains the vari-
ance components for the RR coeﬃcients in the model. The matrix Φ of order
t × k contains orthogonal polynomial coeﬃcients evaluated at t standardised
trajectory points (ages) with elements φij = φj(xi), being the jth polynomial
coeﬃcient for the ith point xi [6]. The covariance structure for the environmen-
tal eﬀects is ﬁtted as an unstructured t × t covariance matrix. This yields the
model:
yi = Xib + Ziαi + ei (2)
where yi is the vector of ti observations measured on animal i, b is a vector of
ﬁxed eﬀects, αi a vector of additive genetic RR coeﬃcients and ei a vector of
residual errors pertaining to yi. Xi and Zi are design matrices relating b and
αi to yi,w h e r eZi contains the elements Φ pertaining to ages in the data. Ex-
tending the model to n individuals, the corresponding variances are deﬁned as
var(α) = K ⊗ A,w h e r eK contains the additive genetic variances and covari-
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individuals and the symbol ⊗ denotes direct product. The solution for K can
be used as in equation (1) to calculate the variances and covariances among
deﬁned trajectory points.
2.2. Calculation of standard error of parameters derived from RR
coeﬃcients
Consider a genetic variance covariance matrix, ˆ G, derived from equa-
tion (1), ˆ G = Φ ˆ K Φ ,w h e r eΦ has dimension t × k, ˆ K has dimension k × k
and ˆ G is t × t. We can write the elements of ˆ G in vector form, such that the
variances and covariances of these parameters can be summarized in a matrix.
Hence, equation (1) can also be written as
vec

ˆ G

= Φ ⊗ Φ vec

ˆ K

(3)
where Φ ⊗ Φ has dimension (t × t) × (k × k), vec( ˆ K) is the vector form of ˆ K
of dimensions (k × k) × 1 achieved by stacking the columns of ˆ K below one
another, and similarly vec( ˆ G) is the vector form of ˆ G of dimensions (t ×t)×1.
It can be checked for a small example that equations (1) and (3) are equivalent,
written in matrix and vector form respectively. The variance of estimates in ˆ G
can be calculated in a similar manner whereby
var

vec

ˆ G

= (Φ ⊗ Φ) var

vec

ˆ K

(Φ ⊗ Φ)  (4)
where var(vec( ˆ K)) has dimensions (k×k)×(k×k) and var(vec( ˆ G)) is a (t×t)b y
(t×t) matrix. Var(vec( ˆ K)) can be approximated from the appropriate elements
of the inverse of the average information matrix in a REML procedure (e.g. as
given in the *.vvp ﬁle in ASReml) [3]. The same principles apply to other ran-
dom eﬀects in the RR model, and the covariance between variances of diﬀerent
random eﬀects. Hence, this methodology can be extended to the matrices esti-
mated for other random regression eﬀects and the covariance between random
eﬀects. Subsequently these matrices are summed as in equation (5) to build
a matrix containing estimates of variance of phenotypic (co)variance compo-
nents, var(vec(ˆ P)), which also has dimension (t × t) × (t × t).
var
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= var

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
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
+var

vec

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
+2

cov

vec

ˆ G

,vec

ˆ E

. (5)
For functions of variance components (such as heritabilities) a Taylor series
expansion can be used to approximate the variance of a variance ratio as de-
tailed by Lynch and Walsh [7]. For the ratio of genetic to phenotypic variance,366 T.M. Fischer et al.
we get:
var

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
= var
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i

≈

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i,ivar

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
+ ˆ g2
i,ivar

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
− 2ˆ gi,iˆ pi,icov
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i,i (6)
where ˆ gi,i and ˆ pi,i are elements of ˆ G and ˆ P,v a r (ˆ gi,i), var(ˆ pi,i) and cov(ˆ gi,i,ˆ pi,i)
represent variance and covariance of genetic and phenotypic variance at time i.
TheASEfor the heritability estimate at timei(for univariate and RRestimates)
is obtained by taking the square root of equation (6).
2.3. Example of application of method to RR coeﬃcients estimated
from ﬁeld data
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Figure 1. Number of records at diﬀerent ages.
A VCV matrix for additive genetic and phenotypic eﬀects for weight over
a 450-day trajectory was derived based on the analysis performed by Fischer
et al. [2]. Data for this analysis originated from the LAMBPLANdatabase and
consisted of 16826 weight records on 5420 Poll Dorset sheep. The number of
records at diﬀerent ages is represented in Figure 1.
Fischer et al. [2] used RR to estimate CF coeﬃcients for direct and ma-
ternal genetic and environmental eﬀects. The model also included heteroge-
neous residual variance across ages of measurement. ASReml [3] was used
for this analysis. Based on a third order CF for additive genetic eﬀects, a
VCV matrix ( ˆ G) was constructed for weights at 10 equidistant ages (i.e. deﬁn-
ing Φ). Similarly, VCV matrices were derived for the other random eﬀects.
Furthermore, adding the resultant variance matrices together resulted in a phe-
notypic VCV matrix (ˆ P) with (co)variance components for weights at the
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We then obtained the variance of vec( ˆ G) as in equation (4) and similarly
for the two types of maternal eﬀects, which in this case were all matrices of
dimensions 100 × 100. Following equations (4), (5) and (6) we obtained the
ASE of the heritability estimate for each age. Results from this example are
shown in Figure 2.
In addition, a series of piecewise estimates at speciﬁc ages were obtained us-
ing theequivalent univariate model (direct and maternal genetic eﬀects only, no
permanent environmental eﬀects ﬁtted). Estimates were taken from day 50 on-
wards using a 50-day age window for each univariate estimate up to 500 days
and these are also shown in Figure 2.
3. RESULTS AND DISCUSSION
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Figure 2. Heritability estimates of weight over time ± standard errors from random
regression (continuous line) and univariate (discrete lines) analysis.
As can be seen in Figure 2, the ASE for heritability estimates from RR are
lower (0.05−0.07) in the middle of the trajectory, and higher (0.08−0.13) at the
ends of the trajectory. The pattern at the end of the trajectory is largely due the
nature of polynomials, which have no constraint at the ends. This result is con-
sistent with that of Fischer and van der Werf [1] who demonstrated problems
associated with polynomials, in particular high order Legendre polynomials.
The ASE for heritabilities at given ages obtained using RR were smaller
(0.04−0.13) throughout much of the trajectory than those obtained from piece-
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windows throughout the 450 day trajectory (0.04−0.15). The large standard
errors for speciﬁc univariate estimates were largely a function of fewer data
within that age window, in particular beyond 200 days. Furthermore, the larger
ASE values at the ends of the trajectory are largely due to polynomial insta-
bility, which is further exacerbated by fewer data at these ages. Instability has
been shown in heritability estimates at the ends of the trajectory when using
polynomials in RR, even in cases where there was more data at the ends [1].
Furthermore, the ASE obtained using the RR model were comparable or
lower than those obtained from piecewise univariate analysis except at the ends
of the trajectory, showing where RR estimates are more accurate. It is particu-
larly useful to obtain standard errors of heritability at the ends of the trajectory
as concerns are often raised about the robustness of such estimates due to the
polynomial nature of the covariance function and justiﬁcation of this concern
was demonstrated in this study. Moreover, the same method can be applied to
other random eﬀects to get standard errors for their respective proportion of
phenotypic variance (e.g. maternal heritability).
4. CONCLUSION
This study demonstrated amethod for computing ASEfor genetic parameter
estimates derived using RR models applied to a ﬁeld data set. The method
produced plausible standard error values for estimates of heritability and this
provides insight into the discussion ofrobustness and accuracy of RRestimates
of heritability at speciﬁc age points.
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