Abstract-Dual-weighted goal-oriented error estimates for a class of pointwise control constrained optimal control problems for second order elliptic partial differential equations are derived. It is demonstrated that the constraints give rise to a primal-dual weighted error term representing the mismatch in the complementarity system due to discretization. Besides a theoretical foundation, numerical results are presented.
I. INTRODUCTION
In many computations involving the discretization of partial differential equations (PDEs) one is interested in the accurate evaluation of some target quantity such as, e.g., the value of the solution at some reference point, a physically relevant quantity like the drag in airfoil design, or, in optimal control, the value of the objective function at the solution of the underlying minimization problem. Highly accurate numerical evaluations of these targets can be guaranteed by using uniform meshes with a small mesh size h. The resulting large scale of the discrete problems, however, usually represents a significant computational challenge. Therefore, one seeks to adaptively refine the meshes with the goal of achieving a desired accuracy in the evaluation of the output quantity of interest while keeping the computational cost as small as possible.
For this purpose, recently for (systems of) PDEs an approach based on dual weighted residual-based (DWR) error estimates was proposed; see, e.g., [1] . It uses the dual of the underlying system with the target on the right hand side. To illustrate this, let A denote some possibly nonlinear partial differential operator and let f be some fixed data. Then, in an abstract form, the PDE (or primal problem) is given by A(y) = f.
(
Let y h result from a Galerkin finite element discretization of the problem, and let G(·) represent some desired target quantity (or goal). The dual approach considers
from which an a posteriori error estimate of the type ⋆ is the dual operator of the Frechét-derivative A ′ (·) of A(·). Further, T h = {T } denotes a computational mesh consisting of elements T , and p T and d T stand for the primal residual and the dual weight on each cell T , respectively. In [2] this concept was transferred to optimization problems governed by an elliptic partial differential equation.
The situation in optimization, however, becomes significantly more challenging if, in addition to the PDE constraint, one has to account for pointwise almost everywhere constraints on the control variable. In view of this, the aim of the present contribution is an extension of the DWR approach to the situation of pointwise constraints in the optimal control context. The main focus here is on pointwse constraints on the distributed control variable. An extension to pointwise mixed control-state or pure state constraints, however, is possible; see [6] , [7] .
Notation. Throughout we use · 0,Ω and (·, ·) 0,Ω for the usual L 2 (Ω)-norm and L 2 (Ω)-inner product, respectively. For convenience, with respect to the notation we shall not distinguish between the norm, respectively inner product, for scalar-valued or vector-valued arguments. We also use (·, ·) 0,S , which is the L 2 (S)-inner product over a (measurable) subset S ⊂ Ω. By | · | 1,Ω we denote the H 1 (Ω)-seminorm |y| 1,Ω = ∇y 0,Ω , which, by the Poincaré-Friedrichs-inequality, is a norm on
we denote a shape regular finite element triangulation of the domain Ω and we refer to F h = F h (Ω) as the set of interior faces. The subscript h = max{diam(T )|T ∈ T h } indicates the mesh size of T h .
A. Residual based error estimate
Here, we consider the model problem
The domain Ω ∈ R 2 is assumed to be bounded and polygonal with boundary Γ := ∂Ω. For the data we suppose z, b, f ∈ L 2 (Ω) and α > 0. It is well-known that (P) admits a unique solution (y * , u [8] . Moreover, the optimal solution is characterized by the existence of an adjoint state p * ∈ H 1 0 (Ω) and a Lagrange multiplier λ * ∈ L 2 (Ω) which satisfy the first order necessary (and in FrA05.4
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For convenience we use x := (p, y, u), x * = (p * , y * , u * ) and
Obviously, the weak form of (3a)-(3b) and (3c) of the optimality system (3) is equivalent to
Let
, denote a finite dimensional subspace with the subscript h indicating the mesh size of discretization obtained by a standard Galerkin method, and let λ h ∈ L h ⊂ L 2 (Ω) denote the discrete (finite dimensional) counterpart of λ (analogously for λ * ), and let
where the discrete Lagrange function is given by
,Ω . Observe that the pointwise representation of (3c) in the discrete setting reads
where
for all (δp h , δy h , δu h ) = ϕ h ∈ X h . Moreover, for our model problem (P) the second derivative of L with respect to x does not depend on x and λ. Thus, we write
From this we further derive the relations
and also
These preliminary results are used to prove the following theorem. For its proof and the proofs of subsequent results see [5] . (3) and its finite dimensional counterpart (6) . Then
where the oscillations osc h (x * h ) are given by
). Next we interpret the new, second term in the right hand side of (14). For this purpose we define the active set A * and the inactive set I * at the optimal solution (x * , λ * ) of (P) by
Analogously we define the discrete counterparts A * h and I * h , respectively. Obviously, u * < b a.e. in I * . By (3d), this implies λ * = 0 a.e. in I * . Therefore, the term
The right hand side above reflects the error in complementarity. In fact, the second term represents the data oscillation in the bound in the active set weighted by the continuous Lagrange multiplier. For this term we introduce the notation 
The first term captures a primal-dual weighted mismatch in complementarity in
). This result is interesting in several ways: 
Hence, the first term of the right hand side above represents the primal-dual weighted mismatch in complementarity in I * ∩A * h , while the second term denotes the data oscillation on A * h weighted by the discrete multiplier, i.e., osc
Of course, (16) is not immediately amenable to numerical realization since u * and λ * are involved. Before we tackle this point, let us first state a posteriori error bounds for the control and the adjoint state which were derived in [4] . A coarser estimate was established in [9] . Recall that U ad denotes the set of admissible controls, and let U ad h be its discretization. Then the following a posteriori error estimates hold true:
In what follows we also use C 
and the data oscillations are
Above, T ∈ T h . Further, F denotes a face of T , and h F is the maximal diameter of the face F . Moreover, [∇y * h · n] is the normal derivative jump over an interior face F . The operator M h is the projection of a mesh function in
Our investigations concentrate now on the term
which contains u * and λ * . A simple manipulation yields
From first order optimality we recall
Obviously, we have
In the right hand side of (25b) typically the latter term dominates. It is non-positive, if
we can see that it represents a dual weighted data oscillation on A * ∩ A * h . Subsequently we use
Note that osc
we obtain
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On the respective sets we get the following estimates.
Given C * 1 and the discrete control u * h and adjoint state p * h , the first and third terms in parenthesis above are computable a posteriori. We therefore study p *
for some s ∈ (2, +∞), from Hölder's inequality we obtain
with r(s) : 
with r(t) ≥ 0. Alternatively, we may use (17a) for estimating
Hence, setting
Since λ * h = 0 in I * h we obviously have µ 2 (I * h ) = 0. In both cases above we assume µ 1 (∅) = 0 and µ 2 (∅) = 0. Summarizing, we obtain
). An alternative (and possibly coarse) estimate of Ψ * (Ω) uses the error estimate η 3 and λ * h 0,A * h only:
We express µ 1 and µ 2 so that we get cell oriented error estimates. First consider µ 1 (C * 1 ). We have
Above, we usê 
Finally, we turn to µ 2 (C * 2 ). We obtain
, witĥ
if meas(C * 2 ) = 0. for i = 3, 4, and
. We summarize our above findings in the following proposition.
Proposition 1.1: Let the assumptions of Theorem 1.1 be satisfied. Then
(32) We denote the right-hand side in (32) byν. In the case, where the solution of (P) satisfies u * < b a.e. on Ω, we expect thatν ≈ 0. Indeed, for sufficiently small h we have λ *
. If (P) involves no inequality constraints on u, which means that we can set b ≡ +∞ on Ω, then we naturally obtainν = 0. Hence, we recover the error estimator for unconstrained optimal control problems; compare [2] , [9] .
For deriving the full error estimate, it remains to consider the first term in parenthesis on the right hand side of (16) in Theorem 1.2. This term is independent of the control constraints and corresponds to the usual expression obtain for (unconstrained) optimal control problems; see [2] , [9] . A standard argument yields
for the primal equation,
for the dual equation, and
The overall residual and complementarity based error estimate is given in the following theorem. Before we need
with n F denoting the exterior unit normal of T . Define furtherη
p,F , and also 
for the primal equation, and
for the dual equation, where F (T ) denotes the edges pertinent to triangle T . Notice that (37) and (38) yield typically sharper estimates than residual-based estimators for our model problem; compare (17) and [4] . Further observe that we can only expect boundedness of i u h u * − u * 0,Ω , in general. However, typically M h p * h − p * h 0,Ω is small, or, when using the same ansatz for discretizing u * as well as p * , it is even zero. For the numerical evaluation ofν observe that I * h \ A * ⊂ I * and hence λ * h = 0 and λ * = 0 on this set. Consequently, we obtain Ψ * (I * h \ A * ) = 0.
Next observe that
. Therefore, we have
If b h = b, then we obtain Ψ * (A * h \ I * ) = 0 and further
The estimates µ 1 (C * 1 ) and µ 1 (C * 2 ), however, do not satisfy relations analogous to (39)-(40) even when b h = b. Hence, ν is not a posteriori. In order to have a fully a posteriori estimate we replaceν in (36) bŷ
An alternative technique based on set estimation can be found in [5] .
II. NUMERICAL RESULTS
For the practical realization of the goal oriented dual weighted approach, we follow the cycle 'SOLVE', 'ESTI-MATE', 'MARK', and 'REFINE' known from adaptive finite element methods. Here, 'SOLVE' stands for the numerical solution of the discrete optimal control problem which is taken care of by a primal-dual active set strategy. The following step 'ESTIMATE' is devoted to the computation of the edge and element residuals of the error estimator η h , the local components of the consistency errorν h , and the data oscillations. Here we use
For the detailed realization of the mark and refinement steps alluded to above, we refer to [5, Sec. 4] . Here, we only note that for 'MARK' bulk criteria are utilized [3] . Example: Our example is constructed in such a way that there is a lack of strict complementarity, i.e. the multiplier λ * vanishes on a subset of the active set {u * = b}. It differs from the general setting as its objective includes a shift control w ∈ L 2 (Ω), i.e., J(y, u) := 
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with
Here, Ω 2 corresponds to the strongly active set (strict complementarity), whereas Ω 1 ∪ {(x 1 , x 2 ) ∈ Ω|x 1 = 0.5} is the weakly active set where strict complementarity fails.
The shift control w ∈ L 2 (Ω) is approximated by w h ∈ L h giving rise to an additional term in the data oscillations osc h (x * h ). Figure 1 displays the computed optimal state and optimal control. Figure 2 shows the adaptively refined grids after 6 and 10 refinements steps where we have chosen Θ = 0.6 in the bulk criteria. Table I reflects the convergence history of the refinement process in terms of the total number of degrees of freedom N DOF , the error δ h := |J(y * , u * ) − J h (y * h , u * h )| in the objective functional, the error estimator η h , the consistency errorν a h , and the data oscillations osc h . Figure 3 shows the comparison between adaptive and uniform refinement.
Compared to residual-type a posteriori error estimators (see [4] ) one finds significantly less refinement in the goal- oriented case. In fact, the error estimation derived from the goal-oriented dual-weighted approach provides a finer estimate, since the residual-type upper bound can be derived from it by further estimation. On the other hand, the residualtype estimator of [4] has been designed for an estimation of the errors in the state, the adjoint state, the control, and the adjoint control (Lagrange multiplier). Therefore, a more pronounced refinement has to be expected.
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