A theoretical approach for calculating core-level states in condensed phase is presented. The approach is based on the equation-of-motion coupled-cluster (EOM-CC) theory and effective fragment potential (EFP) method. By introducing approximate treatment of double excitations in the EOM-CC with single and double substitutions ansatz, we address poor convergence issues that are encountered for the core-level states and significantly reduce computational costs. While the approximations introduce relatively large errors in the absolute values of transition energies, the errors are systematic. Consequently, chemical shifts, changes in ionization energies relative to reference systems, are reproduced reasonably well. By using different protonation forms of solvated glycine as a benchmark system, we show that our protocol is capable of reproducing the experimental chemical shifts with a quantitative accuracy. The results demonstrate that chemical shifts are very sensitive to the solvent interactions and that explicit treatment of a solvent, such as within EFP framework, is essential for achieving quantitative accuracy. Published by AIP Publishing. [http://dx
I. INTRODUCTION
By providing tunable high-energy radiation, advanced light sources enable a variety of X-ray based spectroscopies. Among those, X-ray photoelectron spectroscopy (XPS) and near-edge X-ray absorption spectroscopy (NEXAS/XANES) can be described as higher-energy analogs of the VUV-based techniques. 1 XPS determines ionization energies (IEs) of core electrons, whereas NEXAS probes electronic transitions from the core orbitals to low-lying valence or Rydberg orbitals. Owing to the localized nature of the core orbitals, these transitions enable probing the local environment, thus providing complementary information to valence-based techniques.
As in the case of VUV-based techniques, theoretical modeling is required to unambiguously relate experimental measurements to molecular structures. The advances in XPS and NEXAS have stimulated the development of theoretical techniques aiming at describing core-level transitions. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] These theoretical studies have revealed that accurate description of core states is more challenging than the description of valence states.
Superficially, ionization or electronic excitations of core electrons appear to be similar to valence transitions. That is, qualitatively, core-ionized states can be described by the Koopmans theorem, whereas near-edge transitions correspond to single excitations of the core electrons. Thus, one may expect that electronic-structure methods developed for valence transitions can be trivially extended to core levels. Yet, numerical experiments have shown that direct application of standard approaches to core-level transitions leads to unsatisfactory results. For example, application of timedependent density functional theory (TDDFT) to core excitations results in errors of tens of electron volts (typical errors are 10 eV for the second row atoms and are much larger for heavier elements). The errors are often systematic but functional-dependent. 5 Recently, Verma and Bartlett have shown 18 that some long-range corrected functionals 20, 21 tuned [22] [23] [24] to yield Kohn-Sham IEs consistent with the SCF values perform very well for core-ionized and core-excited states: they reported impressive mean absolute errors (MAEs) of less than 1 eV for core-ionized and core-excited states when using their IP-tuned QTP(0,0) functional. 24 SCF approaches show somewhat better performance, 8 ,25 but they require a separate calculation for each core state and are often formulated in a spin-incomplete way. These features complicate evaluation of the spectra and, especially, transition properties. (One possible way to circumvent this problem is via the static exchange approach. 26 )
The experimentation with low-order wave function methods has been disappointing. The application of the CIS(D) method (configuration interaction singles with perturbative account of double excitations) gives unsystematic errors (MAE of 2.6 eV, with errors as large as 8 eV), especially for Rydberg states, whose energies are considerably underestimated. 7 The resulting spectra are, therefore, qualitatively incorrect. The situation is somewhat improved by using the scaled-oppositespin version (MAE of 1-2 eV). Application of coupled-cluster methods to core states [11] [12] [13] [14] [15] [16] [17] 27 has shown promise, but also revealed some challenges, as elaborated below.
Let us examine the essential features of core-ionized and core-excited states. First, these states have open-shell character. 28 Thus, similar to their valence counterparts, application of ground-state methods [such as HF, MP2, CCSD (coupled-cluster with single and double substitutions), or Kohn-Sham DFT] leads to spin-contaminated solutions. Spin-contamination is relatively moderate in the case of core-ionized states, which can be well represented by a single-determinantal ansatz. More serious issues can arise in molecules with symmetry-equivalent atoms due to symmetry breaking. In the case of open-shell excited states, at least two determinants are needed for spin-completeness; consequently, a single-determinant ansatz leads to severe spin-contamination. 28 Second, the core-level states lie very high in energy. For example, the IEs of 1s electrons in C, N, and O are around 300 eV, 400 eV, and 540 eV, respectively. Thus, in order to find the corresponding solutions, one needs to modify the SCF or iterative diagonalization algorithms. In the SCF procedure, constrained optimization is possible in which the algorithm locks the desired orbital occupation; 8, 25 one robust algorithm of this type is called the maximum overlap method (MOM). 25 While at the SCF level these algorithms perform well, using these high-energy solutions in post-HF calculations (e.g., CCSD) often leads to numerically unstable behavior, i.e., CC ansatz would attempt to rotate the orbitals and find a lower-energy solution. 29 In the methods involving diagonalization of an effective Hamiltonian [TDDFT, CIS, equation-of-motion coupled-cluster (EOM-CC), and algebraic diagrammatic construction (ADC)], the Davidson procedure can be modified to solve for the eigenstates dominated by the desired transition (MOM-like) or lying within the desired energy range. 14, 15 Even more drastic reduction of the target space can be achieved by employing the core-valence separation (CVS) approximation 30 in which pure valence excitations are filtered out. 9, 10, 16 Third, these high-lying states are metastable with respect to electron ejection. [31] [32] [33] [34] More specifically, they are Feshbach resonances that can autoionize via two-electron transition in which one valence electron fills the core hole and the second valence electron is ejected. Thus, they are embedded in ionization continuum and their description within Hermitian quantum mechanics is problematic. Owing to their metastable nature, an attempt to compute such states often produces pseudo-continuum states in which one electron occupies the most diffuse orbital. 35 In the Hermitian quantum mechanics, the resonances are not represented by a single state, but rather by an increased density of states in the continuum; 36 thus, the representation of resonances in a discretized continuum is inherently prone to numeric instabilities.
Fourth, orbital relaxation effects are much more important for core states than for valence states because the outer orbitals are more delocalized and better shielded from the nuclear charge than the tight and localized core orbitals. This means that removal of an electron from a valence orbital does not perturb other orbitals to the same extent as removing an electron from a core orbital.
Relativity has the effect of lowering the energy of core orbitals, but for the second row elements the effect is small (Evangelista 8 and Belsey 7 reported corrections of 0.1, 0.2, and 0.3 eV for C, N, and O, respectively). Here we focus on light atoms and, therefore, we are not concerned about relativistic effects.
In this paper, we report a reduced-cost extension of EOM-CC theory to core-level states. Our aim here is to develop an economical and a robust approach that can be applied for modeling core states in moderate-size molecules in condensed phase. Since many experiments are conducted in the condensed phase, it is important to include the effect of the environment on the electronic structure. Due to different electronic distributions, the solvent leads to preferential stabilization of some electronic states relative to others, which results in solvent-induced shifts of transition energies. Shifts in excitation energies can be as large as 1 eV. 37, 38 The effect on ionization/electron attachment energies is even more pronounced-shifts of several electron volts in polar solvents and proteins are rather common. [39] [40] [41] For valenceionized and excited states, the combination of EOM-CC with electrostatic embedding models, 42 such as QM/MM (quantum mechanics/molecular mechanics) 43 or QM/EFP (Effective Fragment Potential), 44 leads to accurate results. [39] [40] [41] [45] [46] [47] Unfortunately, using these explicit solvent models requires an extensive sampling of equilibrium solvent configurations (e.g., at least 20-50 snapshots needed to be included in averaging for the converged results 48 ), which makes the requirements for the cost and the robustness of the underlying QM method even more stringent. Interestingly, despite the localized nature of the core states, the effect of the solvent is critically important for interpreting the experimental spectra. 49 Below we present a low-order approximation to EOM-CCSD that reduces the cost of the calculations and, more importantly, eliminates any convergence issues arising due to the metastable nature of the core states. The errors in absolute transition energies are relatively large but systematic. Our benchmarks illustrate that chemical shifts, i.e., changes in core IEs due to the local chemical environment, can be reliably reproduced. The resulting method is inexpensive and robust; thus, it can be easily combined with explicit solvent models. By considering different protonation states of aqueous glycine, we show that our approach can accurately account for solvent effects and reproduce experimental chemical shifts.
II. THEORETICAL APPROACH
The EOM-CC family of methods enables a robust and reliable description of various electronic states including ionized, electron-attached, and electronically excited states. [50] [51] [52] [53] [54] [55] [56] The target states are described by using the following ansatz:
where 0 is the reference determinant, operatorR is a general excitation operator, andT is the coupled-cluster operator for the reference state. As a less computationally expensive alternative to full EOM-CCSD, T 2 amplitudes from an MP2 calculation can be used to constructH, giving rise to the EOM-MP2 family of methods. [57] [58] [59] [60] The amplitudes of the operator R are found by solving the following eigen-problem:
whereH = e T He T . Here we consider the variant of the theory that includes single and double excitations (EOM-CCSD). In this case, the operatorT includes hole-particle (1h1p) and two-hole-two-particle (2h2p) configurations and satisfies the CCSD equations for the reference state. 
giving rise to the EOM-IP-CCSD method. Electronically excited states can be described by using electron-conserving operatorR,R and Rydberg) as well as of mixed character on the same footing. Importantly, EOM-CC provides a consistent description of ionized and excited states, i.e., the onsets of ionization continua in EOM-EE calculations correspond to the EOM-IP IEs. Thus, Rydberg series in EOM-EE calculations converge to the correct correlated ionization thresholds. The single excitation part of the operatorR (1h or 1h1p) describes leading configurations of the target state, whereas the doubly excited part (2h1p and 2h2p) describes correlation and orbital relaxation effects of the target sates. The similarity transformation of the Hamiltonian wraps in electronic correlation and insures size extensivity, which leads to improved accuracy of EOM-CC (and EOM-MP2) relative to the respective CI counterparts (in which the target states are described by the same linear ansatz, but the operatorT is zero).
Can one extend EOM-CCSD methodology to describe core-ionized and core-excited states? The algorithm for solving eigen-problem (2) can be trivially extended 14, 15 to look for the eigenstates of desired character [e.g., 1s(N) hole or 1s(N)-⇡ ⇤ excitation] or states lying within a specified energy range. In some cases, the equations converge smoothly to the desired states yielding reasonable energies. 14 However, applications to a larger set of molecules revealed that, more often than not, the EOM-CC equations fail to converge. Problematic convergence (100 Davidson iterations) can be seen in the reported data in Ref. 15 ; it was also mentioned in Ref. 16 .
The analysis of the EOM-CC wave functions in the cases of problematic convergence allows us to attribute this behavior to the resonance nature of these states. [31] [32] [33] [34] That is, in EOM-IP calculations of a core-ionized state, the amplitudes of 2h1p operator keep increasing, in an attempt to converge to a detached state (see Fig. 2 ). This behavior is akin to the well-documented case of shape resonances, metastable states that can decay via one-electron process (see, for example, Fig. 2 in Ref. 61 ). Upon increasing one-electron basis set, the resonances dissolve in the discretized continuum because in the Hermitian quantum mechanics, the resonances correspond to an increased density of states in the continuum. 36 Thus, attempts to compute such states as discrete states using L 2 -integrable methods are inherently unreliable because the representation of the resonance depends on the discretization of the continuum in the relevant energy region. That is, in one basis set, which happens to have a relatively sparse spectrum around the resonance, the resonance may appear as an isolated state, whereas in a slightly different basis, which happens to have a slightly denser spectrum in that energy range, the resonance dissolves in the (pseudo)continuum. Only by invoking special techniques, such as complex-variable extensions of standard approaches, these states can be reliably computed as eigenstates of a modified non-Hermitian Hamiltonian. 31, 32, 34 EOM-CC methods have recently been extended to describe resonances by using complex-scaled and CAP-augmented approaches. [61] [62] [63] [64] Such calculations of resonances are rigorous and provide not only energies of the resonances but also their lifetimes. However, such calculations are much more expensive than regular bound-state calculations. Thus, our aim here is to introduce a less expensive approximate method for finding energies of core-level states. From the methodological point of view, there is an important difference between the two types of resonances. Since the shape resonances can decay via one-electron detachment, their metastable nature manifest itself already at the CIS level (as in the example from Ref. 61 ). Thus, the attempt to compute these states in a reasonably large basis set will always be complicated by their mixing with discretized pseudo-continuum states. In contrast, the Feshbach resonances can only couple to the continuum by two-electron excitations. Thus, at the CIS level, they behave as bound states. Here we exploit this difference as follows.
Our approach is based on an approximation to the EOM-CCSD eigen-problem, which is similar to the CC2 or CIS(D) approach. We consider EOM-CCSD (or EOM-MP2)H as our full Hamiltonian. We then introduce zero-order wave functions, which contain only 1h and 1h1p configurations. The amplitudes of the respective R 1 operators are found by diagonalizing the singles block ofH. We then employ the 2nd order Rayleigh-Schrödinger perturbation theory to evaluate energy correction due to double excitations. We follow the same formalism as in Refs. 65 and 66. The programmable expressions for zero-order states and energy correction can be easily derived from the EOM-CCSD expressions forvectors; 67, 68 they are given in the supplementary material. The resulting methods can be called EOM-IP/EE-CCSD-S(D). A similar approach can be applied to the EOM-MP2 ansatz giving rise to the EOM-IP/EE-MP2-S(D) methods. We note that since double excitations are described perturbatively, the most expensive EOM step is non-iterative. Thus, the scaling of the EOM-IP-MP2-S(D) calculation is N 5 and the N 5 step is noniterative, which greatly reduces storage requirements. We note that the CVS approximation 9, 10, 16 effectively mitigates the problem of coupling with the continuum states by removing pure valence excitations (such as the three rightmost configurations in Fig. 2 ) and, therefore, reducing the density of states in the continuum. However, straightforward implementation 16 of CVS using a projector operator that zeros out parts of the EOM amplitudes that do not involve core electrons has the same computational scaling and cost as regular EOM-CCSD.
Below we illustrate the numeric performance of our approximate models for valence and core states by considering a set of small molecules. We then show that when combined with explicit solvent models, these models can accurately reproduce experimental chemical shifts for core-ionized states. We note that our approach for core states is similar, in some aspects, to the methodology developed by Ghosh 60 for valence states.
III. MODELING SOLVENT EFFECTS FOR CORE-LEVEL STATES
Including solvent effects is critically important for interpreting experimental spectra. For example, one exciting application of core-level spectra is for distinguishing between different protonation states of amino-acids in realistic environments (protein, solution). 49, 69 As was illustrated by Winter and co-workers, 49 although the protonation can change gasphase IEs by several eV (e.g., 1-9 eV for glycine), the solvent screening results in much smaller chemical shifts (0.2-2 eV). Calculations on model systems 49 have shown that the implicit solvent models capture the effect qualitatively, but they are not sufficient for quantitative predictions of chemical shifts in solutions. Here we systematically investigate the effect of the solvent on core IEs of glycine using the following approaches:
1. Non-equilibrium polarizable continuum model 70 
IV. COMPUTATIONAL DETAILS
All electronic structure and QM/MM calculations were performed using the Q-Chem 83,84 electronic structure package. QM/EFP calculations were performed with libefp. 85, 86 MD simulations were performed using the NAMD package. 87
A. Benchmark calculations
As a benchmark set, we considered several small molecules for which gas-phase core states are available. The structures for N 2 , CO, and C 2 H 2 are taken from Ref. 66 ; all other structures were optimized with RI-MP2/cc-pVTZ. All Cartesian geometries are given in the supplementary material. Several Dunning basis sets were considered: cc-pVTZ, augcc-pVTZ, and cc-pCVTZ. We found that the cc-pVTZ basis is sufficient for core-ionized states. Using cc-pCVTZ did not result in better performance.
For comparison purposes, we also report SCF calculations with DFT using the !B97X-D functional 88, 89 and the cc-pVTZ basis set. In these calculations, core IEs are computed as total energy differences between the neutral and coreionized systems. The SCF solutions for core-ionized states are found using the MOM algorithm, 25 as implemented in Q-Chem. 83 
B. Calculations of di erent forms of aqueous glycine
To carry out equilibrium sampling of solvated glycine, we performed MD simulations using the NAMD software 87 with CHARMM forcefield, 90 using an NPT ensemble (T = 300 K, P = 1 atm, density equals 1.0 g/ml 3 ) with periodic boundary conditions, rigid TIP3P water molecules, and a simulation time step of 2 fs. Prior to running production trajectories, the water box was allowed to equilibrate for 2 ns. We first performed nanosecond relaxation of the solvent box with solute frozen and then allowed the full system to equilibrate. After that, we performed production run of 500 ps, taking the snapshots every 5 ps.
In the simulation of the zwitterionic form of glycine, the box contained one glycine molecule dissolved in 1486 water molecules. In the case of the deprotonated form, the box contained single deprotonated glycine dissolved in 1828 water molecules and a sodium atom added to neutralize the charge of the system. The parameters for the deprotonated glycine N-terminus atom were taken from the deprotonated form of lysine residue. The N(NH 2 -terminal)-C(CH 2 )-C(COOterminal) angle and dihedral C(COO-terminal)-C(CH 2 )-N(NH 2 -terminal)-H(CH 2 ) angle were treated using the parameters from the corresponding angles of the neutral (canonical) form of glycine. In the simulation of the protonated form of glycine, the simulation box contained one glycine molecule dissolved in 1877 water molecules and a single chloride ion added to neutralize the charge of the system. In the MD simulation, the charge of C in the CH 2 group was adjusted to balance the total charge of the molecule. The size of the water box was 35-40 Å, which was shown 39, 91 to be sufficient for obtaining converged valence IEs.
For the definition of the first solvation shell and for the hydrogen-bond analysis, we employed the following constraints. We defined the cutoff for the first solvation shell at 3.0 Å: if any atom of a water molecule was within this distance from either oxygen or nitrogen, this water was assigned to the solvation shell. The average number of water molecules assigned to the first solvation shell using 3 Å cutoff was 8.2 for the zwitterionic form, 7.2 for the anionic form, and 5.1 for the cationic form. The respective distributions are shown in Fig. S3 of the supplementary material. This definition of the solvation shell is used in selecting the QM subsystem in the QM/MM calculations. We also tested a shorter cutoff radius (2.7 Å) and found that using a shorter cutoff radius significantly affects the number of molecules assigned to the first solvation shell (see Fig. S3 in the supplementary material) and leads to large errors in IEs. We defined hydrogen bonds between the solute and the water molecules in the first solvation shell using a bond length of 3.0 Å or less and a hydrogen bond angle of less than 30 . The resulting distribution of the hydrogen bonds is discussed below.
Running averages of the total energy and RMSD of glycine, which are shown in the supplementary material, confirm that the simulation length was sufficient to fully relax both the solvent box and the solute. The radial distribution function of the distance between the solute and the counterion for simulations of protonated and deprotonated states is shown in Fig.  S4 of the supplementary material. The solute and counterion are separated by several solvation shells during roughly 99% of the simulation time. Due to the screening effect of water, the resulting effect of the counterion on the electronic structure of the solute is relatively small.
Model structures and QM/MM and QM/EFP calculations
As described in Sec. III, we compared several approaches to model solvent effects. The structure of the canonical form of glycine (Gly can ), which is representative of the gas-phase glycine, was optimized by RI-MP2/cc-pVTZ. All chemical shifts were computed with respect to this structure. The structures representing other forms of glycine (Gly ZI , Gly + , and Gly ) were optimized using PCM/!B97x-D/cc-pVTZ. The respective Cartesian geometries are given in the supplementary material.
To compare with the approach of Winter and coworkers, 49 we computed solvent shifts using the PCM for the above-optimized structures of different forms of glycine (these results are denoted by Gly PCM XX ) as well as model structures 49 of glycine with six water molecules embedded in the PCM (these calculations are denoted by Gly PCM 6w,XX ). To compute IEs with explicit solvent models, we followed protocols similar to those developed earlier for valence states. 39, 41, 48, 73, 74 Specifically, we performed QM/MM and QM/EFP calculations using two choices of the QM system. In small QM calculations, only glycine was included, similar to our previous calculations of valence IEs; 39,41 these calculations are denoted by Gly XX /MM or Gly XX /EFP. In large QM calculations, glycine and water molecules from the first solvation shell (defined using a cutoff of 3 Å, as explained above) were included in the QM part. The number of water molecules in these calculations (denoted as Gly XX,w /MM or Gly XX,w /EFP) varied from 2 to 8; the distributions for different protonation forms are shown in Fig. S3 of the supplementary material. For the EFP calculations, we report IEs computed with and without a solvent polarization response correction; 45 these are denoted by EFP and EFP fz , respectively. The QM/MM and QM/EFP IEs were computed by averaging over 100 snapshots taken every 5 ps from 500 ps equilibrium trajectories. We note that prior to the QM/MM and QM/EFP calculations, each snapshot was translated such that glycine is always in the center of the box. For the detailed analysis of different solvent models, we also considered model clusters from selected snapshots from our equilibrium MD simulations (the structures of these snapshots are described below; the respective Cartesian geometries are given in the supplementary material).
V. RESULTS AND DISCUSSION

A. Benchmark calculations
Before proceeding to calculations of core-level states, we consider the performance of these approximations by looking at selected valence ionized and excited states. Table S1 in the supplementary material shows the results for the valence ionized and lowest excited states of formaldehyde. As one can see, the errors in IEs introduced by the perturbative account of double excitations range between 0.36 and 0.72 eV. The behavior appears to be systematic: the EOM-CCSD-S(D) values are blue-shifted with respect to full EOM-IP-CCSD, which is expected since the reference state is described by full EOM-CCSD and the target states by an approximate S(D) ansatz. We note that the EOM-MP2 approximation to EOM-IP-CCSD performs really well, both in the case of full EOM-IP-MP2 (errors of 0.01-0.04 eV) and in the case of EOM-IP-S(D) (errors of 0.42-0.83 eV). We observe similar errors in ethylene and ethane (Tables S2 and S3 in the supplementary material). Thus, on the basis of these benchmark calculations, the MAEs for EOM-IP-CCSD-S(D) and EOM-IP-MP2-S(D) are 0.23 and 0.51 eV, respectively, with standard deviations 0.23 and 0.18 eV. The errors for excited states are also systematic (energies are blue-shifted), but they are larger, e.g., 1.00-1.31 eV for EOM-EE-CCSD-S(D), suggesting that correlation and orbital relaxation effects are more significant for excited states.
We now proceed to the core-ionized states. The modified Davidson procedure 14 
converges very fast for EOM-IP-CCSD-S(D) and EOM-IP-MP2-S(D)
. The core states have clear Koopmans character. The IEs obtained from diagonalizing the singles-only block ofH are very close to the respective orbital energies (Koopmans IEs). The magnitude of the (D) correction is large: it varies between 10 and 20 eV. For the full EOM-IP-CCSD/MP2 methods, we were able to obtain results only for a subset of molecules. We begin by analyzing the results for selected small molecules. Table I shows the results for model ammonia clusters in different protonation states. For this system, we can also compare our results with previously reported ADC(4) calculations. 92 For the cases when converged EOM-IP-CCSD results are available, the errors of IP-CCSD-S(D) range between 0.4 and 0.7 eV (again, the errors are systematic). As one can see, the protonation state and clustering have a noticeable effect on core IEs. These chemical shifts relative to the reference NH 3 Tables S4-S9 of the supplementary material were obtained with the cc-pVTZ basis. For selected molecules, we also performed cc-pCVTZ and aug-pCVTZ calculations and found that the effect of the basis set on core ionized states is rather small: chemical shifts were affected by less than 0.1 eV and vertical IEs by ⇠+0.5 eV.
Let us first consider errors in absolute values against the experimental IEs. For a small subset of molecules for which we were able to obtain full EOM-IP-CCSD results, the errors against the experimental values are larger than for valence IEs and for most cases are systematic (IEs are overestimated). The standard deviation (non-systematic errors) is about 0.2 eV. For carbon and oxygen edges in CH 4 , SCF methodology reproduces experiment remarkably well because the relaxation effects are described explicitly in these calculations. However, the SCF errors are much larger in C 2 H 6 , C 2 H 4 , C 2 H 2 , and N 2 , where this single-determinantal approach fails to represent the delocalized hole (this well documented problem can be remedied by, for example, performing small configuration interaction calculation in the basis of the two symmetry-broken configurations 96 ).
The chemical shifts relative to the reference systems are given in Tables S5, S7 , and S9 of the supplementary material. Here, we computed chemical shifts for carbon 1s, nitrogen 1s, and oxygen 1s edges against the following reference systems: CH 4 
is very similar to the respective CCSD variants. The SCF approach fails in the same cases as for the absolute energies.
Overall, the results confirm the importance of orbital relaxation and show that perturbative treatment of double excitations in the S(D) approximation leads to larger errors relative to full CCSD. On the basis of excellent agreement between full EOM-CCSD and CVS approximations reported by Coriani and Koch, 16, 17 it appears that the relaxation effect is captured extremely well within CVS. For comparison, we also computed core IEs for selected molecules using the frozen valence approximation (in such calculations, all valence occupied orbitals are frozen). These calculations, which describe the relaxation of the core orbitals but neglect the effect of core electrons on the valence states, lead to much larger (10-20 eV) and non-systematic errors in IEs. Importantly, despite relatively large errors for absolute values of IEs, the performance of IP-CCSD/MP2-S(D) for chemical shifts is satisfactory, which suggest that our approximate methods might be useful for studying core-ionization spectra in large molecules and complex environments. We anticipate even smaller errors in applications where chemical shifts are computed within a similar class of compounds, such as in different protonation states of amino-acids. Our results for glycine presented below confirm this.
Preliminary investigations of the core-excited states have shown larger errors for core-excited states than for core-ionized states, which is consistent with the observations for valence states. These results will be discussed elsewhere. Figure 5 shows structures of glycine in different protonation states. In the gas phase, glycine exists in the canoni- cal form (Gly can ), but in solution it assumes the zwitterionic form (Gly ZI ) in which a proton is transferred from the carboxyl group to the amino group. At low pH, both the carboxyl and the amino groups are protonated, giving rise to the cationic form (Gly + ), and at high pH, it exists in the deprotonated, anionic form (Gly ). Table II presents experimental core IEs of glycine measured in the gas phase 97 and in liquid-jet synchrotron experiments. 49 Table II Table III (Table S10) . Consistent with the benchmark calculations, we observe errors of 1-2 eV in the IEs of the canonical form. The computed chemical shifts for other protonation forms follow general trends expected from the electrostatic considerations, but their magnitudes are grossly exaggerated (by up to 7 eV). Moreover, for some IEs even the sign of the shift is reversed relative to the experiment. The computed shifts and large differences from the experimental values are in line with the results of DFT calculations from Ref. 49 . On the basis of PCM calculations and calculations for micro-solvated model clusters, the authors have attributed the large discrepancy between the gas-phase calculations and the measured aqueous IEs to solvent effects. The solvent effectively screens the charges thus resulting in much smaller shifts due to protonation/deprotonation. 
B. Core-ionized states of di erent protonation forms of glycine
Analysis of hydrogen-bonding interactions of di erent protonation forms of glycine
The distributions of hydrogen bonds between the solvated glycine and nearby water molecules along the equilibrium MD trajectory are shown in Fig. 6 . In the zwitterionic form, in which both protic groups are charged, we observe an average of about 2 hydrogen bonds formed by the amino group. The number of hydrogen bonds formed by the carboxyl group, which has two O centers, is four. In the deprotonated form, the amino group is no longer charged resulting in the smaller average number of hydrogen bonds (one), but the number of hydrogen bonds formed by the carboxyl group increases from four to five. In the protonated form, the carboxyl group is neutral and forms only two hydrogen bonds (the number of hydrogen bonds formed by the amino group is the same as in the zwitterionic form). As illustrated by the calculations below, these different hydrogen bond patterns are partially responsible for the observed trends in the core IEs. If a group acts as a hydrogen-bond donor (which is the case for the carboxyl group in both forms and the deprotonated amino group), one should expect a blue shift in IEs, as the electron density on the donating group is depleted. Conversely, if a group acts as a hydrogen-bond acceptor (which is the case for the protonated form of the carboxyl group and both forms of the neutral and protonated amino groups), one should expect red-shifted IEs.
Comparison of di erent solvent treatment by using a single snapshot from the equilibrium MD trajectory
Before proceeding to computing averages using equilibrium MD trajectories, we analyze the effects of different solvent treatment using a single representative snapshot for each structure. We selected snapshots that have the number of hydrogen bonds equal to the average number of hydrogen bonds for each type of structure (see Fig. 6 ). The structures of glycine and the nearest solvent molecules from each snapshot are shown in Fig. 7 .
We compare QM/MM and QM/EFP treatment using two different setups for the QM part: bare glycine and glycine with the nearest hydrogen-bonding water molecules. The results of IP-CCSD-S(D) calculations are collected in Table IV . In this set of calculations, QM XX,w /EFP represents the highest level of theory (in this calculation, the nearest hydrogen-bonded water molecules are included into the QM part and the rest of water molecules are described by EFP including statespecific solvent polarization correction). We observe that even when the nearest water molecules are included into the QM part, polarization correction is important and can contribute up to 0.7 eV to the chemical shift of core IEs. The differences between the QM XX,w /MM and QM XX,w /EFP shifts can be as large as 0.5 eV, which is substantial, given the magnitude of the shifts. Contrary to our calculations of valence states, 39, 41 we observe noticeable differences between EFP FIG. 7. Representative snapshots for Gly ZI , Gly , and Gly + from equilibrium MD simulation. Table IV indicate high sensitivity of the core IEs to the solventspecific interactions and highlight the importance of using polarizable solvent models, such as EFP. But even with EFP, the inclusion of hydrogen-bonded water molecules into the QM part is necessary for accurate results. In order to reduce computational costs when performing equilibrium averaging, we compared the magnitude of chemical shifts computed with EOM-IP-CCSD-S(D) and EOM-IP-MP2-S(D). We also quantified the effect of using a smaller basis set, cc-pVDZ, instead of cc-pVTZ. The results are given in Table S12 of the supplementary material. Contrary to the strong dependence of the shifts on the solvent model, we observe that chemical shifts are rather insensitive to the basis set and to using MP2 rather than CCSD amplitudes. Among all solvent models, the largest difference between EOM-IP-CCSD/cc-pVTZ and EOM-IP-MP2/cc-pVDZ calculations is ⇠0.1 eV. For our best model, QM XX,6w /EFP, the differences for most states are 0.01-0.05 eV, and the largest difference of 0.1 eV is observed for the state with the largest chemical shift, C(1s) from the carboxyl group. Thus, in equilibrium sampling calculations, one can safely employ EOM-IP-MP2-S(D)/ccpVDZ. On our machine, the EOM-IP-MP2-S(D)/cc-pVDZ calculation with large QM is an order of magnitude faster than EOM-IP-CCSD-S(D)/cc-pVTZ.
C. Core IEs of di erent protonation forms of glycine computed using equilibrium averaging with explicit solvent models snapshots from the equilibrium MD trajectory. We observe that QM ZI,w /EFP results are in excellent agreement with the experiment, i.e., the signs and the relative values of the shifts are correctly reproduced and the errors in shifts range from 0.05 to 0.22 eV (again, the largest error is observed for the largest-magnitude shift). By inspecting the data in Table V , one can clearly see that this agreement is not coincidental, as the differences between other lower-level treatments are larger. This observation is in agreement with the behavior observed for the representative snapshots. For example, the errors of EFP calculations with small QM, which does not include the nearest water molecules, can be as large as 1 eV and the largest error of QM XX,w /MM is ⇠0.6 eV.
VI. CONCLUSION
We presented a new computational approach based on the EOM-CC theory for modeling core-ionized states. By using an approximate EOM-CC ansatz in which doubly excited amplitudes are treated perturbatively, we circumvent the convergence problems arising due to metastable (resonance) character of the core-level states. The benchmark calculations for small gas-phase molecules show that this approximation leads to errors of about 1-2 eV in core-ionized states; however, chemical shifts computed relative to a reference compound can be computed with higher accuracy. We applied this method, in combination with different solvent models, to model chemical shifts in core IEs of different protonation forms of glycine. We showed that explicit solvent treatment by the EFP method (with solvent polarization correction) leads to the best results and that, even with EFP, the nearest water molecules should be included in the QM part to achieve quantitative agreement with the experimental shifts. These results once again highlight the high sensitivity of core states to the local environment and specific interactions with the surrounding solvent. Our best protocol, QM/EFP calculation with the extended QM part including glycine and the nearest water molecules that are hydrogen-bonded to glycine, results in excellent agreement with the experiment, i.e., the signs and the relative values of the shifts are correctly reproduced and the errors do not exceed 0.22 eV.
SUPPLEMENTARY MATERIAL
See supplementary material for programmable equations, relevant Cartesian geometries, benchmark results, graphical analysis of the errors, analysis of equilibrium MD simulations, validation of methodology for glycine, and additional results for glycine snapshots. 
