Objectives To propose a method to study the effect of exposure settings on image quality and to estimate the potential for dose reduction when introducing dose-reducing measures.
Introduction
The ultimate diagnostic value of an imaging procedure can only be assessed in relation to an accepted reference standard, using concepts such as sensitivity, specificity or Receiver operating characteristic (ROC). Such studies require considerable resources in terms of image material and competent reviewers and are typically performed at a late stage in the development of new procedures. However, in the earlier phases when protocols are being formulated, evaluated and compared, there is often a need to perform repeated evaluations of protocols that differ only slightly, e.g. to optimise the diagnostic value in relation to ionising radiation dose in CT or examination time in Magnetic Resonance Imaging (MRI). In these situations, an attractive alternative is visual grading experiments, i.e. experiments in which diagnosticians are asked to assess some aspect of the quality of an image on an ordinal scale, or to compare a pair of images using a similar scale [1] . The image quality criteria often relate to the visibility of certain anatomical structures, as is the case with the EU criteria for CT image quality [2] .
In particular, several methods have been proposed to reduce the dose of ionising radiation in Computed Tomography (CT). As the obvious price of a reduced dose is an increase in image noise, most of these have aimed at suppressing the amount of noise in the images, in order to preserve diagnostic image quality while reducing the dose. Of particular interest is the use of alternative reconstruction techniques (iterative -algebraic or statistical -algorithms rather than filtered back projection), which have a long history [3] [4] [5] but have only recently become commercially available [6, 7] , as well as the application of post-processing in the form of non-linear filters [8] . For evaluating these methods, visual grading experiments may be useful.
The basic design of visual grading studies is rather straightforward, comprising either evaluation of one image (or stack) at a time or comparison of two images (stacks) simultaneously [1] . However, when it comes to the statistical analysis of the rating data, there is less consensus on the choice of methods. The use of parametric statistical methods based on leastsquare approximation, such as analysis of variance, may be tempting, but is not statistically appropriate, as the data to be analysed are defined on an ordinal scale. To solve this problem, Båth and Månsson have proposed the non-parametric visual grading characteristic (VGC) method [9] . In simple situations where two imaging protocols are to be compared, this approach appears to work well. The same is true of an alternative non-parametric method introduced by Svensson [10] , which has also been applied to the evaluation of image quality [11] . For more complex situations, however, the Visual Grading Regression (VGR) method [12] is easier to apply if one wants to separately evaluate the effects of acquisition settings, reconstruction algorithms and post-processing.
With the traditional design of visual grading studies evaluating dose reduction measures, images with and without the intervention studied, and acquired at a limited number of different dose levels, are compared with each other, either directly in image-pair experiments or indirectly by studying the grading scores in single-image experiments. It thus seems possible to draw conclusions only on actually tested doses.
An alternative approach to the evaluation of dose-reducing techniques is to try and quantify separately the effects of the intervention and of variations in the dose, and then relate these effects to each other. The goal of the analysis would then be to obtain direct numerical estimates of the potential for dose reduction brought about by the intervention.
The aim of this article is to demonstrate how a parametric statistical model can be used to obtain quantitative estimates of the potential for dose reduction when using post-processing such as adaptive filtering.
Methods

Theory
The framework for the analysis will be Visual Grading Regression (VGR), proposed in a previous publication [12] . This is a rather straightforward application of ordinal logistic regression. In order to mathematically model the probability for a certain grading score, the probability p is transformed with the logit function:
i.e. the (natural) logarithm of the odds p/(1-p) . The probability of obtaining a visual grading score not greater than n is then given by
where P(A) denotes the probability of the event A, y is the score assigned by the observers, and z is a linear combination of factors assumed to affect the perceived image quality.
Now consider a situation where images are acquired with radiography or CT using several levels of the mAs setting, which is proportional to the effective dose. Then the influence of the mAs setting should also be included in the model. We have chosen to assume that, in order to achieve a given effect on the perceived image quality, one should multiply the mAs setting by a certain factor rather than adding a constant term. Thus, within a certain interval, the effect of, e.g, doubling the mAs setting will always be the same. This is accomplished by introducing a log(mAs) term in the regression equation.
In a single-image experiment with post-processing applied to some of the images being graded by the observers, the regression equation will then be:
where a and b are coefficients describing the dependency on log(mAs) and post-processing, respectively, PP is a binary variable (1 for post-processing applied, 0 for not applied), D P and E R are terms representing individual patients and reviewers, respectively, and C n is a constant specific for each scoring level n. With simple algebra, it is possible to estimate the change in log(mAs) that would yield the same change in score probabilities as the addition of postprocessing:
The relative reduction in mAs value can then be estimated by
In an image-pair experiment, where pairs of images are being compared with respect to a given image quality criterion, the regression equation will take the form: (6) where the subscripts R and L denote the right and left image in the image pair, respectively. If two post-processing procedures PP1 and PP2 are studied simultaneously, then Equation (6) will be expanded to:
The effect of each of the post-processing procedures PP1 and PP2 is given by the relative mAs reduction
As individual patients and observers are not interesting in themselves, but merely represent samples from larger populations, they should be treated as random effects in the statistical analysis [13, 14] . Standard statistical software does not allow random effects in logistic regression, but using Generalized Linear Latent And Mixed Models (GLLAMM) [15, 16] , it is possible to include random effects in a logistic regression model.
The GLLAMM algorithm provides standard errors, and thus confidence intervals, for the coefficients in the regression equation. However, these cannot be directly converted into standard errors or confidence intervals for the dose reductions computed by the non-linear equations (5) and (8) . This problem can be solved by applying the "delta method", or method of statistical differentials, where an arbitrary random variable is Taylor expanded around its mean [17] .
Evaluation of 2D adaptive filters in coronary CTA
In a previously published study [18] , cardiac CT angiography images were acquired in 24 patients using standard settings with a quality reference mAs setting of 310 mAs, and reduced dose, 62 mAs, depending on the cardiac phase (cf. Figure 1) . (The quality reference mAs is selected by the user and corresponds to a desired image quality for a reference adult with a body mass of 75 kg.) Single slices from the examinations at the level of the left main coronary artery (LMCA) were used. The reduced-dose images were viewed native and after postprocessing with a 2D adaptive filter (SharpView, Contextvision AB, Linköping, Sweden) [18, 19] . Nine blinded reviewers independently graded the images with respect to the following image quality criteria: The VGR model defined by Equation (3) was applied to the data, and the analysis was performed in Stata 10.1 (Stata Corporation, College Station, TX, USA), using GLLAMM and treating patient and observer as random effects, but log(mAs) and post-processing as fixed effects. This was achieved (for Criterion 1) with the following Stata command:
gllamm criterion1 logmas filter, link(ologit) i(observer_id patient_id)
The potential for reduction of the mAs setting was then estimated with Equation (5). Confidence limits for the reduction were computed with the delta method using Stata's nlcom command:
nlcom (dosereduction: 1-exp(-(_b[filter]/_b[logmas]))) Evaluation of 2D and 3D filters in abdominal CT
In a different study [20] , abdominal CT image stacks were acquired in 12 patients with standard settings (180 mAs; CTDI vol =12 mGy), reduced dose (90 mAs; CTDI vol =6 mGy) (cf. Figure 2) . The reduced-dose image stacks were evaluated both native and after application of one of two post-processing methods: 2D adaptive filtering and 3D adaptive filtering [19] . Image stacks were evaluated pair-wise in random order by 6 blinded radiologists, and the following image quality criteria were used for comparing the two stacks: Since this was an image-pair experiment, and two post-processing procedures were studied, Equation (7) was applied for the VGR analysis. Again, GLLAMM was performed in Stata, treating patient and observer as random effects, but log(mAs) and the two types of postprocessing as fixed effects. Potential mAs reductions were calculated with Equation (8), and their confidence limits as above with the delta method.
Results
Evaluation of 2D adaptive filters in coronary CTA
Results of the logistic regression for coronary CTA are found in Table 1 .The signs of both regression coefficients are negative, in accordance with the inverted direction of the scoring scale (with lower scores representing higher image quality). For all image quality criteria, a rather similar dependence on the mAs setting was found. However, the effect of the filtering varied, and tended to be smaller for sharp reproduction of the thoracic aorta and the LMCA than for the other criteria, although the confidence intervals were clearly overlapping.
Estimates of the potential reduction in mAs are also found in Table 1 . The estimated reduction thus ranges from 16% for sharp reproduction of the thoracic aorta to 26% for sharp reproduction of the aortic wall. Again, the width of the confidence intervals informs the researcher about the statistical uncertainty of the results.
Using the estimated regression coefficients and Equation 3, the probability of obtaining a certain value of the assessment scores can be predicted also for values not actually studied. Figure 3 illustrates how the probability of obtaining a score of 1 or 2 for Criterion 4 (Visually sharp reproduction of the LMCA) varies with the mAs setting, under the assumptions of the model. If an 80% probability of obtaining a score of 1 or 2 is accepted as a reasonable goal for image quality, then a mAs setting of at least 209 mAs would be needed without filtering and at least 165 mAs with filtering, in agreement with the reduction estimate of 21% in Table 1 .
Evaluation of 2D and 3D filters in abdominal CT
VGR regression coefficients from the abdominal CT experiment are presented in Table 2 . As the rating scale here was not inverted, positive values now indicate improved image quality.
The absolute values of the coefficients for dependence on the mAs setting are now higher than in Table 1 , and vary more between the criteria. The strongest mAs dependence was found for image noise, and the weakest for delineation of the common bile duct. The effect of applying filtering was again strongest for image noise, and weakest for delineation of the common bile duct. Furthermore, it tended to be larger for the 3D filter than for the 2D filter.
With 2D filtering, a mAs reduction of 41% was estimated for image noise and 32-36% for the other criteria. For 3D filtering, the estimated reduction for image noise exceeded 50%, and for the other criteria was 42-43%.
Discussion
As pointed out in the Introduction, visual grading experiments may be a good alternative to e.g. ROC studies, in particular in the phase when imaging or post-processing procedures are being developed and preliminarily evaluated. The effort needed for organising and performing such a study is moderate, and for projection radiography visual grading data have been shown to correlate with physical measures of image quality as well as with diagnostic performance evaluated with methods based on ROC [21] [22] [23] .
The present study shows that the parametric VGR models can be used not only to ascertain whether significant differences are present between different schemes for acquisition or postprocessing, but also to obtain direct numerical estimates of how much one can expect the mAs setting, and thus the effective dose, to be reduced or increased if one is exchanged for another. This should be useful in particular in the phase when protocols are optimised. The results suggest that in coronary CTA, the application of 2D adaptive filters to the acquired slices can be expected to permit investigators to reduce the effective dose by 20-25%. Some caution should be applied, though, when drawing conclusions from this study, since the low-dose and normal-dose images were acquired in different cardiac phases. Similarly, in abdominal CT, application of 2D or 3D adaptive filters to an image volume may be expected to result in dose reductions of about 30% and 40%, respectively.
The regression coefficients can also be given more intuitive interpretations. In the first example (Table 1) , where the coefficients are negative since high image quality corresponds to low scoring values, a value around -2.5 of the coefficient for log(mAs) implies, according to Equation (3) , that if the mAs setting is doubled, then the odds (p/(1-p)) for a score below a certain threshold (indicating higher image quality) is multiplied by 2 2.5 ≈5.7. A coefficient of -0.7 for the 2D filter, on the other hand, means that the addition of such a filter is expected to multiply the odds for a lower value by exp(0.7)≈2.
The coefficient values in the second example (Table 2) have larger absolute values than in Table 1 , which could be interpreted as a stronger dependence on mAs setting as well as on filtering. A log(mAs) coefficient around 6 implies that a doubling of the mAs for one of the image stacks in the comparison would lead to a dramatic increase by a factor 2 6 =64 in the odds for a score favouring that stack. By the same token, coefficient values around 2.5 and 3 for 2D and 3D filters could be translated to the odds being multiplied by exp(2.5)≈12 and exp(3)≈20, respectively. Apart from all other differences in image acquisition and diagnostic task, we would like to point out the differing situations for the reviewers in single-image and image-pair experiments. The higher absolute values of the coefficient in the latter case might be an expression of a greater ability to detect differences in image quality with an image-pair experiment.
Our approach, which includes the identities of patients and reviewers in the same regression equation as acquisition and post-processing parameters, makes the statistical analysis somewhat challenging. The situation where both the patients and the reviewers are random samples from two larger populations, and thus should be treated as random effects [13] , necessitates a more sophisticated statistical algorithm for the ordinal logistic regression than those available in standard software [14] . Our solution was to use the GLLAMM method [15, 16] . An additional statistical challenge concerns the calculation of the confidence limits of the dose reduction estimates. However, this problem could easily be solved with the "delta method" [17] , which is integrated in the Stata software.
The basic assumptions of our parametric statistical model may certainly be questioned. The most central concept in ordinal logistic regression is the "proportional odds" or "parallel regression" assumption, which in our case states that the different cumulative scores for situations with different post-processing correspond to parallel lines in a graph with the axes transformed as in Figure 3B . Although not carried out in this study, one could, in principle, test the validity of this assumption by designing a more complex study including more mAs levels and then applying a test designed specifically for testing the "proportional odds assumption" such as Brant's test [24] . With the limited empirical data available in our two examples, however, this type of test is hardly meaningful.
We would also like to point out that the linear relationship between log(mAs) and the log odds postulated by the model can only be expected to hold within a limited interval. Interpolation between actually studied mAs values therefore seems safer than extrapolation outside the studied interval.
Regardless of the formal validity of the model, the estimates of potential dose reduction produced by our method should be confirmed by experiments where the predicted dose reduction is actually tested and evaluated with either visual grading or ROC. The method we suggest may therefore find its greatest use in pilot studies when the degree of dose reduction attainable by a certain measure needs to be estimated before the main study testing the diagnostic value is designed.
The approach used here could possibly be generalised to handle other situations where imaging procedures are optimised. In particular in MRI, a multitude of acquisition parameters need to be selected simultaneously. The balance between image quality and acquisition time is often analogous to that between image quality and effective dose in CT, and similar reasoning to that in conjunction to Figure 3 might be attempted. However, the dependence of image quality on a certain parameter -e.g. the flip angle -need not be monotonic, and one could envisage a situation in which a VGR model including a quadratic term might help in the optimal selection of such a parameter.
In conclusion, we have in this article proposed a new way of analysing visual grading experiments with VGR that results in direct estimates of the potential for dose reduction and seems to be useful in particular for guiding researchers in designing subsequent studies evaluating diagnostic value. 
