A capacity bounded grammar is a grammar whose derivations are restricted by assigning a bound to the number of every nonterminal symbol in the sentential forms. In the paper the generative power and closure properties of capacity bounded grammars and their Petri net controlled counterparts are investigated.
Introduction
The close relationship between Petri nets and language theory has been extensively studied for a long time [1, 2] . Results from the theory of Petri nets have been applied successfully to provide elegant solutions to complicated problems from language theory [4, 7] .
A context-free grammar can be associated with a context-free (communica-tion-free) Petri net, whose places and transitions, correspond to the nonterminals and the rules of the grammar, respectively, and whose arcs and weights reflect the change in the number of nonterminals when applying a rule. In some recent papers, context-free Petri nets enriched by additional components have been used to define regulation mechanisms for the defining grammar [3, 10] . Our paper continues the research in this direction by restricting the (context-free or extended) Petri nets with place capacity.
Quite obviously, a context-free Petri net with place capacity regulates the defining grammar by permitting only those derivations where the number of each nonterminal in each sentential form is bounded by its capacity. A similar mechanism was discussed in [5] where the total number of nonterminals in each sentential form is bounded by a fixed integer. There it was shown that grammars regulated in this way generate the family of context-free languages of finite index, even if arbitrary nonterminal strings are allowed as left-hand sides. The main result of this paper is that, somewhat surprisingly, grammars with capacity bounds have a greater generative power. This paper is organized as follows. Section 2 contains some necessary definitions and notations from language and Petri net theory. The concepts of grammars with capacities and grammars controlled by Petri nets with place capacities are introduced in section 3. The generative power and closure properties of capacity-bounded grammars are investigated in sections 4 and 5. Results on grammars controlled by Petri nets with place capacities are given in section 6.
Preliminaries
Throughout the paper, we assume that the reader is familiar with basic concepts of formal language theory and Petri net theory; for details we refer to [2, 9, 8] .
The set of natural numbers is denoted by N, the power set of a set S by P(S). We use the symbol ⊆ for inclusion and ⊂ for proper inclusion. The length of a string w ∈ X * is denoted by |w|, the number of occurrences of a symbol a in w by |w| a and the number of occurrences of symbols from Y ⊆ X in w by |w| Y . The empty string is denoted by λ.
A phrase structure grammar (due to Ginsburg and Spanier [5] ) is a quadruple G = (V, Σ, S, R) where V and Σ are two finite disjoint alphabets of nonterminal and terminal symbols, respectively, S ∈ V is the start symbol and R ⊆ V + × (V ∪ Σ) * is a finite set of rules.
A string x ∈ (V ∪ Σ) * directly derives a string y ∈ (V ∪ Σ) * in G, written as x ⇒ y, if and only if there is a rule u → v ∈ R such that x = x 1 ux 2 and y = x 1 vx 2 for some x 1 , x 2 ∈ (V ∪ Σ) * . The reflexive and transitive closure of the relation ⇒ is denoted by ⇒ * . A derivation using the sequence of rules
The family of context-free languages is denoted by CF.
A matrix grammar is a quadruple G = (V, Σ, S, M ) where V, Σ, S are defined as for a context-free grammar, M is a finite set of matrices which are finite strings (or finite sequences) over a set of contextfree rules. The language generated by the grammar G consists of all strings w ∈ Σ * such that there is a derivation S r 1 r 2 ···rn = ==== ⇒ w where r 1 r 2 · · · r n is a concatenation of some matrices m i 1 , m i 2 , . . . , m i k ∈ M , k ≥ 1. The family of languages generated by matrix grammars without erasing rules (with erasing rules, respectively) is denoted by MAT (by MAT λ , respectively). A vector grammar is defined like a matrix grammar, but the derivation sequence r 1 r 2 · · · r n has to be a shuffle of some matrices m i 1 , m i 2 , . . . , m i k ∈ M , k ≥ 1. A semi-matrix grammar is defined like a matrix grammar, but the derivation sequence r 1 r 2 · · · r n has to be the semi-shuffle of some matrices
, from the shuffle of sequences from t i=1 m * i where
The language families generated by vector and semi-matrix grammars are denoted by V [λ] and sMAT [λ] .
A Petri net (PN) is a construct N = (P, T, F, φ) where P and T are disjoint finite sets of places and transitions, respectively, F ⊆ (P × T ) ∪ (T × P ) is the set of directed arcs,
is called a marking. For each place p ∈ P , µ(p) gives the number of tokens in p. • x = {y : (y, x) ∈ F } and x • = {y : (x, y) ∈ F } are called the sets of input and output elements of x ∈ P ∪ T , respectively.
A sequence of places and transitions ρ = x 1 x 2 · · · x n is called a path if and only if no place or transition except x 1 and x n appears more than once, and x i+1 ∈ x • i for all 1 ≤ i ≤ n − 1. We denote by P ρ , T ρ , F ρ the sets of places, transitions and arcs of ρ. Two paths
A transition t ∈ T is enabled by marking µ iff µ(p) ≥ φ(p, t) for all p ∈ P . In this case t can occur. Its occurrence transforms the marking µ into the marking µ ′ defined for each place p ∈ P by µ ′ (p) = µ(p) − φ(p, t) + φ(t, p). This transformation is denoted by µ t − → µ ′ . A finite sequence t 1 t 2 · · · t k of transitions is called an occurrence sequence enabled at a marking µ if there are markings µ 1 , µ 2 , . . . , µ k such that µ
denotes the set of all reachable markings from a marking µ.
A marked Petri net is a system N = (P, T, F, φ, ι) where (P, T, F, φ) is a Petri net, ι is the initial marking. Let M be a set of markings, which will be called final markings. An occurrence sequence ν of transitions is called successful for M if it is enabled at the initial marking ι and finished at a final marking τ of M .
A Petri net N is said to be k-bounded if the number of tokens in each place does not exceed a finite number k for any marking reachable from the initial marking ι, i. e., µ(p) ≤ k for all p ∈ P and for all µ ∈ R(N, ι). A Petri net is called bounded if it is k-bounded for some k ≥ 1.
A Petri net with place capacity is a system N = (P, T, F, φ, ι, κ) where (P, T, F, φ, ι) is a marked Petri net and κ : P → N is a function assigning to each place a number of maximal admissible tokens. A marking µ of N is valid if µ(p) ≤ κ(p), for each place p ∈ P . A transition t ∈ T is enabled by a marking µ if additionally the successor marking is valid.
A cf Petri net with respect to a context-free grammar G = (V, Σ, S, R) is a system
where
• labeling functions β : P → V and γ : T → R are bijections;
• (p, t) ∈ F iff γ(t) = A → α and β(p) = A and the weight of the arc (p, t) is 1;
where |α| x > 0 and the weight of the arc (t, p) is |α| x ;
• the initial marking ι is defined by ι(β −1 (S)) = 1 and ι(p) = 0 for all p ∈ P − β −1 (S).
Further we recall the definitions of extended cf Petri nets, and grammars controlled by these Petri nets (for details, see [3, 10] ).
Let G = (V, Σ, S, R) be a context-free grammar with its corresponding cf Petri net
Let T 1 , T 2 , . . . , T n be a partition of T . 1. Let Π = {ρ 1 , ρ 2 , . . . , ρ n } be the set of disjoint chains such that T ρ i = T i , 1 ≤ i ≤ n, and
. . , ρ n } be the set of disjoint cycles such that
A c-Petri net is a system N c = (P ∪ Q, T, F ∪ E, ϕ, ζ, γ, µ 0 , τ ) where Q = ρ∈Π P ρ and E = ρ∈Π F ρ ; the weight function ϕ is defined by ϕ(x, y) = φ(x, y) if (x, y) ∈ F and ϕ(x, y) = 1 if (x, y) ∈ E; the labeling function ζ :
. . , ρ n } be the set of cycles such that
An s-Petri net is a system N s = (P ∪ Q, T, F ∪ E, ϕ, ζ, γ, µ 0 , τ ) where Q = ρ∈Π P ρ , E = ρ∈Π F ρ ; the weight function ϕ is defined by ϕ(x, y) = φ(x, y) if (x, y) ∈ F and ϕ(x, y) = 1 if (x, y) ∈ E; the labeling function ζ : P ∪ Q → V ∪ {λ} is defined by ζ(p) = β(p) if p ∈ P and ζ(p) = λ if p ∈ Q; µ 0 is the initial marking where µ 0 (p 0 ) = 1 and µ 0 (p) = ι(p) if p ∈ (P ∪ Q) − {p 0 }; τ is the final marking where A z-PN controlled grammar is a system G = (V, Σ, S, R, N z ) where G ′ = (V, Σ, S, R) is a contextfree grammar and N z is z-Petri net with respect to the context-free grammar G ′ where z ∈ {h, c, s}. The language generated by a z-Petri net controlled grammar G consists of all strings w ∈ Σ * such that there is a derivation S r 1 r 2 ···r k ====⇒ w ∈ Σ * and a successful occurrence sequence of transitions
Grammars and Petri nets with capacities
We will now introduce grammars with capacities and show some relations to similar concepts known from the literature.
A capacity-bounded grammar is a quintuple G = (V, Σ, S, R, κ) where G ′ = (V, Σ, S, R) is a grammar and κ : V → N is a capacity function. The language of G contains all words w ∈ L(G ′ ) that have a derivation S ⇒ * w such that |β| A ≤ κ(A) for all A ∈ V and each sentential form β of the derivation. The families of languages generated by arbitrary capacity-bounded grammars (due to Ginsburg and Spanier) and by context-free capacity-bounded grammars are denoted by GS cb and CF cb , respectively. The capacity function mapping each nonterminal to 1 is denoted by 1.
Capacity bounded grammars are closely related to nonterminal-bounded, deri-vation-bounded and finite index grammars. A grammar G = (V, Σ, S, R) is nonterminal bounded if |β| V ≤ k for some fixed k ∈ N and all sentential forms β derivable in G. The index of a derivation in G is the maximal number of nonterminal symbols in its sentential forms. G is of finite index if every word in L(G) has a derivation of index at most k for some fixed k ∈ N. The family of context-free languages of finite index is denoted by CF fin . A derivation-bounded grammar is a quintuple G = (V, Σ, S, R, k) where G ′ = (V, Σ, S, R) is a grammar and k ∈ N is a bound on the number of allowed nonterminals. The language of G contains all words w ∈ L(G ′ ) that have a derivation S ⇒ * w such that |β| V ≤ k, for each sentential form β of the derivation. It is well-known that the family of derivation bounded languages is equal to CF fin , even if arbitrary grammars due to Ginsburg and Spanier are permitted [6] . = ==== ⇒ a n b n c n (in the last phase, the sequences r 10 r 12 r 11 and r 12 r 10 r 11 could also be applied with the same result). Therefore, L(G) = {a n b n c n : n ≥ 1}. ⋄ = ⇒ aBbaAb (r 3 r 2 r 4 r 3 r 2 r 4 ) n = ======== ⇒ a n Bb n a n Ab n r 6 r 3 r 4 = == ⇒ a n Ab n a n cb n (r 2 r 3 r 4 ) m =====⇒ a n+m Ab n+m a n cb n r 5 r 4 r 3 r 6 r 4 r 6 = ====== ⇒ a n+m ccb n+m a n cb n (one can also apply r 3 r 6 r 4 in the third phase and r 5 r 4 r 6 r 3 r 4 r 6 in the last phase with the same result).
The above examples show that capacity-bounded grammars -in contrast to derivation bounded grammars -can generate non-context-free languages. The generative power of capacity-bounded grammars will be studied in detail in the following two sections.
The notions of finite index and bounded capacities can be extended to matrix, vector and semi-matrix grammars. The corresponding language families are denoted by MAT [λ] fin , V [λ] fin , sMAT
Also control by Petri nets can in a natural way be extended to Petri nets with place capacities. Since an extended cf Petri net N z , z ∈ {h, c, s}, has two kinds of places, i. e., places labeled by nonterminal symbols and control places, it is interesting to consider two types of place capacities in the Petri net: first, we demand that only the places labeled by nonterminal symbols are with capacities (weak capacity), and second, all places of the net are with capacities (strong capacity).
A z-Petri net N z = (P ∪ Q, T, F ∪ E, ϕ, ζ, γ, µ 0 , τ ) is with weak capacity if the corresponding cf Petri net (P, T, F, φ, ι) is with place capacity, and strong capacity if the Petri net (P ∪ Q, T, F ∪ E, ϕ, µ 0 ) is with place capacity. A grammar controlled by a z-Petri net with weak (strong) capacity is a z-Petri net controlled grammar G = (V, Σ, S, R, N z ) where N z is with weak (strong) place capacity. We denote the families of languages generated by grammars (with erasing rules) controlled by z-Petri nets with weak and strong place capacities by wPN cz , sPN cz (wPN λ cz , sPN λ cz ), respectively, where z ∈ {h, c, s}.
The power of arbitrary grammars with capacities
It will be shown in this section that arbitrary grammars (due to Ginsburg and Spanier) with capacity generate exactly the family of matrix languages of finite index. This is in contrast to derivation bounded grammars which generate only context-free languages of finite index.
First we show that we can restrict to grammars with capacities bounded by 1. Let CF Proof : Let G = (V, Σ, S, R, κ) be a capacity-bounded phrase structure grammar. We construct the grammar G ′ = (V ′ , Σ, (S, 1), R ′ ) with capacity function 1 and
where h : (V ∪ Σ) * → (V ′ ∪ Σ) * is the finite substitution defined by h(a) = {a}, for a ∈ Σ, and
It can be shown by induction on the number of derivation steps that S ⇒ * G,κ α holds iff (S, 1) ⇒ * G ′ ,1 α ′ , for some α ′ ∈ h(α).
Lemma 5. GS cb ⊆ MAT fin .
Proof : Consider some language L ∈ GS cb and let G = (V, Σ, S, R, 1) be a capacity-bounded phrase structure grammar (due to Ginsburg and Spanier) such that L = L(G). A word α ∈ (V ∪ Σ) * can be uniquely decomposed as
The subwords β i are referred to as the maximal nonterminal blocks of α. Note that the length of a maximal block in any sentential form of a derivation in G is bounded by |V |. We will first construct a capacity-bounded grammar G ′ with L(G ′ ) = L such that all words of L can be derived in G ′ by rewriting a maximal nonterminal block in every step. Let G ′ = (V, Σ, S, R ′ , 1) where
On the other hand, any derivation step in G ′ can be written as γ 1 α 1 αα 2 γ 2 ⇒ G ′ γ 1 α 1 βα 2 γ 2 , where α → β ∈ R, implying that the same step can be performed in G as In the second step we construct a context-free matrix grammar H which simulates exactly those derivations in G ′ that replace a maximal nonterminal block in each step. We introduce two alphabets
The symbols of [V ] are used to encode each maximal nonterminal block as single symbols, while V is a disjoint copy of V . Any word 
• A → A, for all A ∈ V such that |α| A = 1 and |β| A = 0,
• A → A, for all A ∈ V such that |α| A = 0 and |β| A = 1. Formally, it can be shown by induction that a sentential form over V H ∪ Σ can be generated after applying k ≥ 1 matrices (except for the terminating) iff it has the form [β]γ where
We can also show that the inverse inclusion also holds.
Lemma 6. MAT fin ⊆ GS cb .
Capacity-bounded context-free grammars
In this section, we investigate capacity-bounded context-free grammars. It turns out that they are strictly between context-free languages of finite index and matrix languages of finite index. Closure properties of capacity bounded languages with respect to AFL operations are shortly discussed at the end of the section.
As a first result we show that the family of context-free languages with finite index is properly included in CF cb .
Lemma 7. CF fin ⊂ CF cb .
Proof : Any context-free language generated by a grammar G of index k is also generated by the capacity-bounded grammar (G, κ) where κ is the capacity function constantly k. The properness of the inclusion follows from Example 3.
An upper bound for CF cb is given by the inclusion CF cb ⊆ GS cb = MAT fin . We can prove the properness of the inclusion by presenting a language from MAT fin \ CF cb .
Proof : Consider a capacity-bounded context-free grammar Σ, R, A, 1) . The following holds obviously for any derivation in G involving A: If αAβ ⇒ * G xyz, where α, β ∈ (V ∪ Σ) * , x, y, z ∈ Σ * and y is the yield of A, then y ∈ L(G A ). On the other hand, for all x, y, z ∈ Σ * such that y ∈ L(G A ), the relation xAz ⇒ * G xyz holds. The nonterminal set V can be decomposed as V = V inf ∪ V fin , where
Let K be a number such that |w| < K, for all w ∈ A∈V fin L(G A ). Consider the word w = a rK b rK c rK , where r is the longest length of a right side in a rule of R. There is a derivation S ⇒ * G w. Consider the last sentential form α in this derivation that contains a symbol from V inf . Let this symbol be A. All other nonterminals in α are from V fin , and none of them generates a subword containing A in the further derivation process. We get thus another derivation of w in G by postponing the rewriting of A until all other nonterminals have vanished by applying on them the derivation sequence of the original derivation. This new derivation has the form S ⇒ * G α ⇒ * G xAz ⇒ * G xyz = w. The length of y can be estimated by |y| ≤ rK, as A is in the first step replaced by a word over (Σ ∪ V fin ) of length at most r.
By the remarks in the beginning of the proof, any word xy ′ z with y ′ ∈ L(G A ) can be derived in G. A case analysis shows that xy ′ z is not in L, for any
The results can be summarized as follows:
As regards closure properties, we remark that the constructions showing the closure of CF under homomorphisms, union, concatenation and Kleene closure can be easily extended to the case of capacity bounded languages.
Theorem 10. CF cb is closed under homomorphisms, union, concatenation and Kleene closure.
Proof : We give here a proof only for the Kleene closure and leave the other cases to the reader.
Let L ∈ CF cb and let G = (V, Σ, S, R, 1) be a context-free grammar such that L = L(G). We construct
Any terminating derivation in G ′ that applies the rule S ′ → SS ′ k times generates a word w = w 1 w 2 · · · w k , where w i is the yield of the i-th symbol S introduced by S ′ → SS ′ . The subderivation from S to w i only uses rules from R. Moreover, any sentential form β i in this subderivation is the subword of some sentential form β in the derivation of w in G ′ . Hence,
Conversely, any word w = w 1 w 2 · · · w k with w i ∈ L, for 1 ≤ i ≤ k, can be obtained in G ′ by the derivation
where the subwords w i are derived from S as in G.
As regards closure under intersection with regular sets and under inverse homomorphisms, the constructions to show closure of CF cannot be extended, since they do not keep the capacity bound. We suspect that CF cb is not closed under any of these operations.
Control by Petri nets with place capacities
We will first establish the connection between context-free Petri nets with place capacities and capacitybounded grammars. Later we will investigate the generative power of various extended context-free Petri nets with place capacities.
The proof for the equivalence between context-free grammars and grammars controlled by cf Petri nets can be immediately transferred to context-free grammars and Petri nets with capacities:
Theorem 11. Grammars controlled by context-free Petri nets with place capacity functions generate the family of capacity-bounded context-free languages.
Let us now turn to grammars controlled by extended cf Petri nets with capacities. We will first study the generative power of capacity-bounded matrix and vector grammars, which are closely related to these Petri net grammars.
Theorem 12. MAT
Proof : We give the proof of MAT fin = V λ cb . The other equalities can be shown in an analogous way.
The first inclusion is obvious because any vector grammar of finite index k is equivalent to the same vector grammar with capacity function constantly k.
To show V λ cb ⊆ V λ fin , consider a capacity-bounded vector grammar
(The proof that it suffices to consider the capacity function 1 is like for usual grammars.) To construct an equivalent vector grammar of finite index, we introduce the new nonterminal symbols B i , B ′ i , 0 ≤ i ≤ m, C, C ′ . For any rule r : A → α, we define the matrix µ(r) = (C → C ′ , s 0 , s 1 , . . . , s m , r, C ′ → C) such that
and |α| A i = 1, and s i is empty, otherwise. Now we can construct
• for any matrix m = (r 1 , r 2 , . . . , r k ), the matrix m ′ = (µ(r 1 ), . . . , µ(r k )),
The construction of G ′ allows only derivation sequences where complete submatrices µ(r) are applied: when the sequence µ(r) has been started, there is no symbol C before µ(r) is finished, and no other submatrix can be started. It is easy to see that G ′ can generate after applying complete submatrices exactly those words βγC such that
By constructions similar to those in [10] and Theorem 12 we can show with respect to weak capacities:
Theorem 13. For z ∈ {h, c, s}, MAT fin = wPN [λ] cz .
Proof : We give only the proof for z = h. The other equations can be shown using analogous arguments. By Theorem 12 it is sufficient to show the inclusions V f in ⊆ wPN ch and wPN λ ch ⊆ V λ cb . As regards the first inclusion, let L be a vector language of finite index (with or without erasing rules), and let ind(L) = k, k ≥ 1. Then, there is a vector grammar G = (V, Σ, S, M ) such that L = L(G) and ind(G) ≤ k. Without loss of generality we assume that G is without repetitions. Let R be the set of the rules of M . By Theorem 16 in [10] , we can construct an h-Petri net controlled grammar G ′ = (V, Σ, S, R, N h ), N h = (P ∪ Q, T, F ∪ E, ϕ, ζ, γ, µ 0 , τ ), which is equivalent to the grammar G. By definition, for every sentential form w ∈ (V ∪ Σ) * in the grammar G, |w| V ≤ k. It follows that |w| A ≤ k for all A ∈ V . By bijection ζ : P ∪ Q → V ∪ {λ} we have µ(p) = µ(ζ −1 (A)) ≤ k for all p ∈ P and µ ∈ R(N h , µ 0 ), i. e., the corresponding cf Petri net (P, T, F, φ, β, γ, ι) is with k-place capacity. Therefore G ′ is with weak place capacity.
On the other hand, the construction of an equivalent vector grammar for an h-Petri net controlled grammar, can be extended to the case of weak capacities just by assigning the capacities of the corresponding places to the nonterminal symbols of the grammar.
As regards strong capacities, there is no difference between weak and strong capacities for grammars controlled by c-and s-Petri nets because the number of tokens in every circle is limited by 1. This yields:
Corollary 14. For z ∈ {c, s}, MAT fin = sPN [λ] cz .
The only families not characterized yet are sPN [λ] ch . We conjecture that they are also equal to MAT fin .
Conclusions
We have introduced grammars with capacity bounds and their Petri net controlled counterparts. In particular, we have shown that their generative power lies strictly between the context-free languages of finite index and the matrix languages of finite index. Moreover, we studied extended context-free Petri nets with place capacities. A possible extension of the concept is to use capacity functions that allow an unbounded number of some nonterminals.
The investigation shows that for every grammar controlled by a cf Petri net with k-place capacity, k ≥ 1, there exists an equivalent grammar controlled by a cf Petri net with 1-place capacity, i. e., the families of languages generated by cf Petri nets with place capacities do not form a hierarchy with respect to the place capacities.
