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The existence of many-body mobility edges in closed quantum systems has been the focus of
intense debate after the emergence of the description of the many-body localization phenomenon.
Here we propose that this issue can be settled in experiments by investigating the time evolution
of local degrees of freedom, tailored for specific energies and intial states. An interacting model
of spinless fermions with exponentially long-ranged tunneling amplitudes, whose non-interacting
version known to display single-particle mobility edges, is used as the starting point upon which
nearest-neighbor interactions are included. We verify the manifestation of many-body mobility edges
by using numerous probes, suggesting that one cannot explain their appearance as merely being a
result of finite-size effects.
Introduction.— A broad consensus on the general
phenomenology of the many-body localization (MBL)
is now mostly achieved [1–3]. It represents one of the
paradigmatic examples of the novel physics that can arise
from the interplay of interactions and quenched disorder
in out-of-equilibrium isolated quantum systems. Specif-
ically, it describes a new regime of the quantum mat-
ter where an emerging integrability precludes thermal-
ization. Since the seminal paper by Basko et al. [4], it
has been the focus of a variety of numerical studies in dif-
ferent quantum models [5–25], as well as in experiments
of ultracold atoms [26–28], trapped ions [29], solid-state
spin systems [30] or in superconducting quantum pro-
cessors [31, 32]. Among the more recent developments,
beyond the standard scenario of static quenched disor-
der, studies have shown the manifestation of MBL in
periodically driven quantum systems [33–36] and even in
translationally-invariant models [37–46]. However, a puz-
zling question of yet heated debate concerns the possible
existence of many-body mobility edges (ME), defined as
the critical energy separating localized and delocalized
states. In non-interacting disordered settings, MEs are
obtained in models with more than two dimensions [47]
or in some classes of deterministic quasiperiodic systems
in 1D [35, 48–53].
One of the pioneering large scale numerical works tack-
ling the MBL phenomenon [15] showed that a many-body
ME was manifest in a disordered one-dimensional Heisen-
berg model. Although system sizes attainable by exact
diagonalization calculations are relatively small, this re-
sult was later corroborated by other works using tech-
niques as, e.g., shift-and-invert MPS [54] and numerical
linked cluster expansions which aims in directly tackling
the thermodynamic limit [55]. Despite the indication
of its existence by numerics, a more recent study [56]
has argued that if a system displays a many-body ME,
it cannot display MBL to begin with. The argument
relies on the fact that highly energetic ergodic bubbles
may act as a bath that leads to overall delocalization at
sufficiently long times. This has sparked discussions of
whether the observed phenomenon is a result of finite
system sizes. Although this question is not yet solved,
we believe that within our current computational capa-
bilities, and scope of techniques available to unbiasedly
obtain out-of-equilibrium properties of quantum systems,
the best chance one can get in finally solving this puzzle
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FIG. 1. Generalized imbalance, Iˆ•◦ (see text), and its relax-
ation dynamics from initial states with average total energy
density ε0 ≈ 0.1 [ε0 ≈ 0.6] in (a) [(b)], for increasing system
sizes. The infinite-time average value, IDE•◦ in (c), possess a
size scaling that suggests localization in the thermodynamic
limit at low energy densities, whereas for larger total ener-
gies, the system thermalizes by holding no local information
of the initial preparation. The (green) triangle markers at
large lattices denote the approximants obtained via the Lanc-
zos method (see text). Shadings and error bars stem from
statistical average; the cartoons in (a) and (b) depict a typical
initial state whose total energy is close to the corresponding
target energy density.
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2is by providing experimentalists with a simple protocol
to investigate it. This is our main goal in this Letter.
The study of (single-particle) MEs in cold atom ex-
periments has taken renewed interest after it has been
recently probed in either 3D lattices subjected to speckle
disorder [57] or more recently in 1D optical lattices via
the superposition of laser beams with different wave-
lengths, establishing a bichromatic quasiperiodic poten-
tial [58]. The latter was recently employed to probe
whether the resulting single-particle ME has an effect
on the localization of the interacting system [59]. The
outcome is mostly negative, in which one cannot differ-
entiate the dynamical behavior of local observables in
a system whose non-interacting limit displays or not a
single-particle ME. Here, we argue that an efficient pro-
tocol to check the existence of a many-body ME, has to
be modified in order to encode particularities regarding
the energy of the initial state. Our conclusion is that our
protocol can be used as a testbed for investigating the
many-body ME in experiments, displaying its features in
the long-time dynamics of local densities, as summarized
in Fig. 1.
Our investigation may be connected to another
study [60] also focused on experiments: By suddenly
changing the amplitudes of the onsite energies, one may
pump energy into the system such that its total energy
E can be chosen to be above or below of the believed
MEs. Here, however, we take another path which is di-
rectly connected with the recent studies in optical lat-
tices [58, 59].
Model.— We investigate many-body MEs being man-
ifest in the time evolution of few-body observables in
a chain with periodic boundary conditions and L sites,
half-filled with spinless fermions. It reads,
Hˆ = − J
∑
i 6=j
e−p|i−j|
(
cˆ†i cˆj + H.c.
)
+ U
∑
i
nˆinˆi+1
+ V
∑
i
cos(2piβi+ ϕ)nˆi, (1)
where cˆ†i (cˆi) creates (annihilates) a spinless fermion at
site i and nˆi is a local density operator; J and V are the
tunneling and onsite energy scales, while U represents the
nearest neighbor interaction magnitude. We consider the
onsite energies to be emulated by a quasiperiodic poten-
tial, the Aubry-Andre´ (AA) model [61], with irrational β
– ϕ allows a “disorder” average [62]– where the hopping
amplitudes are not restricted to nearest sites, but instead,
have an exponentially decaying profile characterized by
p. Its non-interacting limit (U → 0) has been shown to
display a single-particle ME [48], characterized by ener-
gies Ec = J − V cosh p, such that states with E > Ec
(E < Ec) are localized (delocalized). A full phase di-
agram is displayed in Fig. 2(a), in terms of p and the
amplitude of the quasiperiodic potential V . Large p val-
ues denote the regime where hoppings become relevant
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FIG. 2. In (a), the non-interacting phase diagram of the
model (1) whose color denotes the fraction f of extended
single-particle states; the star marker depicts the point in the
phase diagram we will be mostly concerned after including
interactions. The dashed line marks the AA critical value,
recovered in the regime p → ∞ where a mixed region dis-
playing extended and localized states is absent. In (b) and
(c), the energy density resolved ratio of adjacent gaps and the
infinite time average of the generalized imbalance with differ-
ent Ls. The largest lattice (L = 21) is computed using the
shift-and-invert method [63–65] with windows encompassing
100 eigenstates. Dashed-dotted (dotted) lines in (b) depict
the limiting values of (non-)ergodic behavior.
only for nearest-neighbor sites, recovering the standard
AA results, where a ME is absent. We will mostly fo-
cus on the set of parameters marked by the star in this
plot, i.e., p = 0.5 and V/J = 8, a regime where a frac-
tion f ∼ 7% of the single-particle states are extended,
considering interaction strengths U/J = 4.
Dynamically probing a many-body ME.— Following
the experiments probing MBL in optical lattices, we sim-
ilarly compute the dynamics of the charge imbalance,
checking whether or not it retains, at long times, informa-
tion about the initial preparation. In order to understand
whether ergodic behavior can coexist with localization,
one needs to carefully take into account the actual to-
tal energy E of the system, encoded in the initial state:
E = 〈ψ(t)|Hˆ|ψ(t)〉 = 〈ψ(0)|Hˆ|ψ(0)〉. A simple period-
two charge density wave (CDW) state may lead to an
overlook of energies where localization can be manifest.
3For that reason, we instead keep track of a generic local
observable 〈Iˆ•◦〉 = ρ•−ρ◦, where ρ•,◦ =
∑
i∈•,◦〈nˆi〉/L•,◦,
i.e., the difference in the densities in either the orig-
inally filled (•) or empty (◦) sites of the lattice, with
L = L◦ + L•. The even-odd imbalance [26–28, 58, 59] is
a particular case of this observable which is specifically
suited for the period-two CDW initial state.
We notice that the energy of the system is trivially
computed via a counting problem, if the initial state
closely resembles a Fock state: E = V
∑
i∈• cos(2piβi +
ϕ) +
∑
i,i+1∈• U . After reescaling the many-body spec-
trum as ε = (E−EGS)/(Emax−EGS), with EGS (Emax)
being the ground-state (highest excited state), one can
find, for a given realization ϕ of the potential, what are
the Fock states whose energy are closest to a target en-
ergy density, ε0. Following this procedure, we report in
Fig. 1(a) and 1(b), the realization averaged dynamical
imbalance for the target energy densities ε ' 0.1 and
ε ' 0.6, respectively. The differences are clear: While
at larger energy densities 〈Iˆ•◦〉τ steadily approaches zero
for larger lattices as τ → ∞, smaller ones display a re-
markable stability on the generalized charge imbalance.
One can also rule out the possibility of this be-
ing a finite-time result, since having the advantage
of computing all the eigenstates |α〉 of Eq.(1), allows
one [66] to assess the τ → ∞ limit immediately, via
the diagonal ensemble average 〈Iˆ•◦〉(τ→∞) ≡ IDE•◦ =∑
α〈α|Iˆ•◦|α〉|〈ψ(0)|α〉|2, for an initial state |ψ(0)〉 [18,
22, 45, 67, 68]. These are represented by the dashed lines
in Figs. 1(a) and 1(b), showing that ∼ 103 hopping times
(~/J) are necessary for the system to relax and lose in-
formation of the initial density distribution at large Ls
for ε0 ' 0.6. Finally, we address the question of whether
the apparent localization at small energy densities can
be explained by the system’s finiteness. In Fig. 1(c),
we show the size-scaling of IDE•◦ : it suggests that the
above mentioned stability of the generalized imbalance is
maintained if one approaches the thermodynamic limit
for ε0 ' 0.1.
Locating the many-body ME.— The particular values
of energy density we have used are now to be justified.
A generic “belly-shape” structure for the thermal region
in the energy-disorder amplitude diagram is widely ob-
served, either in models whose non-interacting limit dis-
plays single-particle ME or not [12, 15, 54, 69, 70]. We
argue here (see Fig. 3) that the former possesses a more
pronounced re-entrant behavior in the many-body local-
ized region, signifying a more robust many-body ME – at
least in the model under consideration. Ergodic and non-
ergodic regimes are characterized by the generic struc-
ture of the spectrum, quantified by the ratio of adja-
cent gaps [5, 71], rα ≡ min (δα+1, δα) /max (δα+1, δα),
and δα = Eα − Eα−1 are gaps in between consecutive
energy levels in the ordered list of eigenenergies {Eα}
of Hˆ. Thermal regions manifest level-repulsion in the
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FIG. 3. Comparison of the energy density resolved phase
diagram of the ergodic and MBL regions described by the
average value of the ratio of adjacent gaps in a system with
L = 18. In (a), for a model — the same as in (1) but with
nearest neighbor-hoppings — without a single-particle ME in
its non-interacting limit and, in (b), for our studied model
that displays a single-particle ME [Eq.(1)]. The vertical (red)
dashed line highlights the amplitude of the quasiperiodic po-
tential we focus on.
spectrum, whose average rα is ≈ 0.53. In constrast, lo-
calization renders uncorrelated energy levels whose rα ≈
0.39. A proper scaling analysis [15, 72, 73], shown in
Fig. 2(b), suggests a ME, separating ergodic from non-
thermal behavior at energy densities ε ' 0.2. Similarly,
the infinite-time average of the generalized imbalance
[Fig. 2(c)] has an analogous trend, with a system-size
collapse at small energy densities. Worth mentioning the
possible existence of intermediate extended non-ergodic
phases [53, 74, 75], also observed in models with single-
particle MEs in the non-interacting limit.
Provided the many-body ME can be thus character-
ized by a well defined critical energy, the dynamical
protocol we describe, is only valid in the regime where
the initial state possess an energy width that does not
encompasses regions with different thermal properties.
This width corresponds to an estimation of how many
eigenstates will effectively contribute to the dynamics
of a given observable. It can be written as σ(ε0) ≡
[〈Hˆ2〉−〈Hˆ〉2]1/2/(Emax−EGS) = [
∑
α |〈α|ψε0(0)〉|2(ε0−
εα)
2]1/2 [76, 77]. The inset in Fig. 4(a) shows that the
width of the initial (Fock) state corresponding to a given
total energy is a small fraction of the bandwidth and re-
mains so when L→∞, either in the thermal or localized
region, thus guaranteeing the robustness of our protocol.
Thermalization predictions.— A final validation of
the mixed character of localization that ultimately de-
pends on the energy under investigation is given by the
4FIG. 4. (a) Realization averaged overlap of the initial state
with energy density ε0 and the eigenstates of the Hamilto-
nian for a lattice with L = 20; inset shows the size scaling of
the width of |ψε0(0)〉, also represented by the shaded areas in
panels [(a)-(c)]. In (b) [(c)], the eigenstate expectation value
of the generalized imbalance with increasing Ls for ε0 = 0.1
[ε0 = 0.6], including Lanczos results at large lattices. Panel
(d) depicts the system size scaling of the absolute difference
between the microcanonical (using ∆ε0 = 0.05) and diagonal
ensembles, whereas in (e), the scaling with the Hilbert space
size of the average around ε = ε0 of the absolute difference
between consecutive eigenstate expectation values of the gen-
eralized imbalance.
predictions of thermalization. A system is said to ther-
malize if the infinite-time average of a given observ-
able agrees with its thermodynamic ensemble average.
The eigenstate thermalization hypothesis (ETH) pro-
vides a framework for this agreement based on an ansatz
for the eigenstate matrix elements of few-body observ-
ables [67, 68].
Figures 4(b) and 4(c) display the diagonal matrix
elements of the generalized imbalance, 〈α|Iˆ(ε0)•◦ |α〉, in
the eigenstate basis when targetting the energy densi-
ties ε0 = 0.1 and 0.6, respectively. We start by notic-
ing that in the former, the eigenstate expectation val-
ues are positive and remain so if increasing system sizes
are considered. Thus, if one takes the definition of the
diagonal ensemble, the infinite-time average of the gen-
eralized imbalance is likely to be finite (and positive),
since the contributions of the negative terms in the sum-
mation is negligible, as a result of their vanishing values
of |〈α|ψε0(0)〉|2. This same argument, justifies using an
approximant of the diagonal ensemble, where the sum-
mation is constrained to eigenstates in the vicinity of ε0.
By employing the Lanczos method [63, 64], one can un-
biasedly get the eigenstates in this energy region and fi-
nally obtain the above approximant. Figure 1(c) already
includes this prediction for ε0 = 0.1, where we initially
show that it accurately agrees with the result of using all
the eigenstates in a system with L = 20, but later one
can push to lattices with up to L = 23. The stability
of the IDE•◦ when approaching L → ∞ is suggestive of
localization at these energy densities. In contrast, the
eigenstate expectation values of the generalized imbal-
ance with ε0 = 0.6 [Fig. 4(c)] has vanishing dependence
with the energy density at large lattices, with overall av-
erage of 〈α|Iˆ•◦|α〉 close to 0. As a result, one can infer
that the correspondent diagonal ensemble tends to zero,
as confirmed by Fig. 1(c).
We resume the connection with the ETH
prediction, by noticing that the deviation
between the microcanonical, Imic.•◦ (ε0) ≡
lim∆ε0→0
1
Nε0
∑
α(|εα−ε0|<∆ε0/2)〈α|Iˆ•◦|α〉 [67, 68]
and the diagonal ensemble averages possess different
scaling behaviors at different energy densities [Fig. 4(d)].
Around the middle of the spectrum, the thermalization
tendencies are clear, in stark contrast with the case with
ε0 = 0.1. A final quantitative connection with the ETH
is given by the eigenstate-to-eigenstate fluctuations of the
eigenstate expectation values of the generalized imbal-
ance, ∆I(ε0)•◦ ≡ |〈α|Iˆ(ε0)•◦ |α〉− 〈α+ 1|Iˆ(ε0)•◦ |α+ 1〉| [78–80].
These are known to exhibit a narrower support when
approaching the thermodynamic limit if the system
thermalizes, showing a scale with the dimension D of the
Hilbert space as D−1/2 [22, 78]. Here, again resolving
the behavior for different energy densities, we show in
Fig. 4(e) that the scaling ∆I(ε0)•◦ ∝ D−γ at ε0 = 0.6
possess γ = 0.44(3). Although this is slightly off from
the thermal limit, in which we attribute to the onset
of Griffiths-like phases affecting even the off-diagonal
matrix elements with a non-Gaussian distribution [81] in
the vicinity of the MBL regime, the system has a clear
tendency to manifest thermal behavior. This is not the
case at energy densities which are below the many-body
ME we have inferred, where the eigenstate-to-eigenstate
fluctuation has a marginal dependence on the system
size.
Summary.— We uncover the possibility of observing
many-body MEs in experiments. Starting from a par-
ent non-interacting Hamiltonian that possess a single-
particle ME, we include interactions and analyze many
probes attesting the survival of a many-body ME. On
top of different measures on the significance of thermal-
ization below and above the critical energy density, we
use a de facto probe of MBL employed experimentally,
the tracking of the time-evolved density imbalances. Af-
5ter a careful finite-size analysis, we argue that the ex-
isting density imbalances in the initial states survive in
the long-time limit depending on the system’s total en-
ergy. This energy is trivially related to the configuration
of particles on the quasiperiodic potential and may be
easily inferred if site addressing is available. Lastly, we
point out that although our model is not exactly similar
to the one in Ref. [59], most prominently that the local
degrees of freedom are constrained to have a maximum of
one particle, the types of interactions we tackle have also
been shown viable in experiments with ultracold polar
molecules [82]. Nevertheless, we believe that the scheme
we develop here is generic and should also be visible in
the emulated models with onsite interactions.
R.M. and C.C. acknowledge support from NSAF-
U1530401 and from the National Natural Science Foun-
dation of China (NSFC) Grant No. 11674021. R.M.
also acknowledges support from NSFC-11650110441.
G.X. and W.X. acknowlege support from NSFC under
Grant Nos. 11835011 and 11774316. We acknowledge
enlightening discussions with Marcos Rigol; R.M.
acknowledges interactions with M. Gonc¸alves, E.
Castro and P. Ribeiro. We thank S. Das Sarma for
bringing to our attention relevant references. The
computations were performed in the Tianhe-2JK at the
Beijing Computational Science Research Center (CSRC).
∗ chengchen@csrc.ac.cn
† rmondaini@csrc.ac.cn
[1] R. Nandkishore and D. A. Huse, “Many-body localiza-
tion and thermalization in quantum statistical mechan-
ics,” Ann. Rev. Cond. Matt. Phys. 6, 15–38 (2015).
[2] D. A. Abanin and Z. Papic´, “Recent progress in many-
body localization,” Ann. der Phys. 529, 1700169 (2017).
[3] E. Altman, “Many-body localization and quantum ther-
malization,” Nat. Phys. 14, 979 (2018).
[4] D. M. Basko, I. L. Aleiner, and B. L. Altshuler, “Metal-
insulator transition in a weakly interacting many-electron
system with localized single-particle states,” Ann. Phys.
321, 1126 (2006).
[5] V. Oganesyan and D. A. Huse, “Localization of inter-
acting fermions at high temperature,” Phys. Rev. B 75,
155111 (2007).
[6] M. Zˇnidaricˇ, T. Prosen, and P. Prelovsˇek, “Many-body
localization in the Heisenberg XXZ magnet in a random
field,” Phys. Rev. B 77, 064426 (2008).
[7] A. Pal and D. A. Huse, “Many-body localization phase
transition,” Phys. Rev. B 82, 174411 (2010).
[8] E. Khatami, M. Rigol, A. Relan˜o, and A. M. Garcia-
Garcia, “Quantum quenches in disordered systems: Ap-
proach to thermal equilibrium without a typical relax-
ation time,” Phys. Rev. E 85, 050102(R) (2012).
[9] J. H. Bardarson, F. Pollmann, and J. E. Moore, “Un-
bounded growth of entanglement in models of many-body
localization,” Phys. Rev. Lett. 109, 017202 (2012).
[10] A. De Luca and A. Scardicchio, “Ergodicity breaking in
a model showing many-body localization,” EPL (Euro-
physics Letters) 101, 37003 (2013).
[11] S. Iyer, V. Oganesyan, G. Refael, and D. A. Huse,
“Many-body localization in a quasiperiodic system,”
Phys. Rev. B 87, 134202 (2013).
[12] J. A. Kja¨ll, J. H. Bardarson, and F. Pollmann, “Many-
body localization in a disordered quantum ising chain,”
Phys. Rev. Lett. 113, 107204 (2014).
[13] M. Serbyn, M. Knap, S. Gopalakrishnan, Z. Papic´, N. Y.
Yao, C. R. Laumann, D. A. Abanin, M. D. Lukin, and
E. A. Demler, “Interferometric probes of many-body lo-
calization,” Phys. Rev. Lett. 113, 147204 (2014).
[14] M. Serbyn, Z. Papic´, and D. A. Abanin, “Quantum
quenches in the many-body localized phase,” Phys. Rev.
B 90, 174302 (2014).
[15] D. J. Luitz, N. Laflorencie, and F. Alet, “Many-body
localization edge in the random-field Heisenberg chain,”
Phys. Rev. B 91, 081103 (2015).
[16] Y. Bar Lev, G. Cohen, and D. R. Reichman, “Absence of
diffusion in an interacting system of spinless fermions on
a one-dimensional disordered lattice,” Phys. Rev. Lett.
114, 100601 (2015).
[17] S. Bera, H. Schomerus, F. Heidrich-Meisner, and J. H.
Bardarson, “Many-body localization characterized from
a one-particle perspective,” Phys. Rev. Lett. 115, 046603
(2015).
[18] R. Mondaini and M. Rigol, “Many-body localization and
thermalization in disordered hubbard chains,” Phys. Rev.
A 92, 041601 (2015).
[19] B. Tang, D. Iyer, and M. Rigol, “Quantum quenches and
many-body localization in the thermodynamic limit,”
Phys. Rev. B 91, 161109 (2015).
[20] E. J. Torres-Herrera and L. F. Santos, “Dynamics at
the many-body localization transition,” Phys. Rev. B 92,
014208 (2015).
[21] Y. Wang, H. Hu, and S. Chen, “Many-body ground state
localization and coexistence of localized and extended
states in an interacting quasiperiodic system,” Eur. Phys.
J. B 89, 77 (2016).
[22] C. Cheng and R. Mondaini, “Many-body delocalization
with random vector potentials,” Phys. Rev. A 94, 053610
(2016).
[23] M. Serbyn and J. E. Moore, “Spectral statistics across
the many-body localization transition,” Phys. Rev. B 93,
041424 (2016).
[24] D. J. Luitz, N. Laflorencie, and F. Alet, “Extended slow
dynamical regime close to the many-body localization
transition,” Phys. Rev. B 93, 060201 (2016).
[25] P. Sierant, D. Delande, and J. Zakrzewski, “Many-body
localization due to random interactions,” Phys. Rev. A
95, 021601 (2017).
[26] M. Schreiber, S. S. Hodgman, P. Bordia, H. P. Lu¨schen,
M. H. Fischer, R. Vosk, E. Altman, U. Schneider, and
I. Bloch, “Observation of many-body localization of inter-
acting fermions in a quasirandom optical lattice,” Science
349, 842–845 (2015).
[27] P. Bordia, H. P. Lu¨schen, S. S. Hodgman, M. Schreiber,
I. Bloch, and U. Schneider, “Coupling identical one-
dimensional many-body localized systems,” Phys. Rev.
Lett. 116, 140401 (2016).
[28] J.-Y. Choi, S. Hild, J. Zeiher, P. Schauß, A. Rubio-
Abadal, T. Yefsah, V. Khemani, D. A. Huse, I. Bloch,
and C. Gross, “Exploring the many-body localization
6transition in two dimensions,” Science 352, 1547 (2016).
[29] J. Smith, A. Lee, P. Richerme, B. Neyenhuis, P. W.
Hess, P. Hauke, M. Heyl, D. A. Huse, and C. Mon-
roe, “Many-body localization in a quantum simulator
with programmable random disorder,” Nat. Phys. 12,
907 (2016).
[30] K. X. Wei, C. Ramanathan, and P. Cappellaro, “Explor-
ing localization in nuclear spin chains,” Phys. Rev. Lett.
120, 070501 (2018).
[31] P. Roushan, C. Neill, J. Tangpanitanon, V. M. Bastidas,
A. Megrant, R. Barends, Y. Chen, Z. Chen, B. Chiaro,
A. Dunsworth, A. Fowler, B. Foxen, M. Giustina, E. Jef-
frey, J. Kelly, E. Lucero, J. Mutus, M. Neeley, C. Quin-
tana, D. Sank, A. Vainsencher, J. Wenner, T. White,
H. Neven, D. G. Angelakis, and J. Martinis, “Spectro-
scopic signatures of localization with interacting photons
in superconducting qubits,” Science 358, 1175 (2017).
[32] K. Xu, J.-J. Chen, Y. Zeng, Y.-R. Zhang, C. Song,
W. Liu, Q. Guo, P. Zhang, D. Xu, H. Deng, K. Huang,
H. Wang, X. Zhu, D. Zheng, and H. Fan, “Emulating
many-body localization with a superconducting quantum
processor,” Phys. Rev. Lett. 120, 050507 (2018).
[33] P. Ponte, Z. Papic´, F. Huveneers, and D. A. Abanin,
“Many-body localization in periodically driven systems,”
Phys. Rev. Lett. 114, 140401 (2015).
[34] A. Lazarides, A. Das, and R. Moessner, “Fate of many-
body localization under periodic driving,” Phys. Rev.
Lett. 115, 030402 (2015).
[35] L. Zhang, V. Khemani, and D. A. Huse, “A floquet
model for the many-body localization transition,” Phys.
Rev. B 94, 224202 (2016).
[36] P. Bordia, H. Lu¨schen, U. Schneider, M. Knap, and
I. Bloch, “Periodically driving a many-body localized
quantum system,” 13, 460 (2017).
[37] T. Grover and M. P. A. Fisher, “Quantum disentan-
gled liquids,” J. Stat. Mech.: Theory and Experiment
, P10010 (2014).
[38] W. De Roeck and F. Huveneers, “Asymptotic quantum
many-body localization from thermal disorder,” Comm.
in Math. Phys. 332, 1017 (2014).
[39] M. Schiulaz and M. Mu¨ller, “Ideal quantum glass tran-
sitions: Many-body localization without quenched disor-
der,” AIP Conf. Proc. 1610, 11 (2014).
[40] W. De Roeck and F. Huveneers, “Can translation invari-
ant systems exhibit a many-body localized phase?” arXiv
preprint arXiv:1409.8054 (2014).
[41] M. Schiulaz, A. Silva, and M. Mu¨ller, “Dynamics in
many-body localized quantum systems without disor-
der,” Phys. Rev. B 91, 184202 (2015).
[42] M. van Horssen, E. Levi, and J. P. Garrahan, “Dynam-
ics of many-body localization in a translation-invariant
quantum glass model,” Phys. Rev. B 92, 100305 (2015).
[43] I. H. Kim and J. Haah, “Localization from superselection
rules in translationally invariant systems,” Phys. Rev.
Lett. 116, 027202 (2016).
[44] N. Y. Yao, C. R. Laumann, J. I. Cirac, M. D. Lukin,
and J. E. Moore, “Quasi-many-body localization in
translation-invariant systems,” Phys. Rev. Lett. 117,
240601 (2016).
[45] R. Mondaini and Z. Cai, “Many-body self-localization in
a translation-invariant Hamiltonian,” Phys. Rev. B 96,
035153 (2017).
[46] A. Smith, J. Knolle, R. Moessner, and D. L. Kovrizhin,
“Absence of ergodicity without quenched disorder: From
quantum disentangled liquids to many-body localiza-
tion,” Phys. Rev. Lett. 119, 176601 (2017).
[47] E. Abrahams, P. W. Anderson, D. C. Licciardello, and
T. V. Ramakrishnan, “Scaling theory of localization: Ab-
sence of quantum diffusion in two dimensions,” Phys.
Rev. Lett. 42, 673–676 (1979).
[48] J. Biddle and S. Das Sarma, “Predicted mobility edges
in one-dimensional incommensurate optical lattices: An
exactly solvable model of Anderson localization,” Phys.
Rev. Lett. 104, 070601 (2010).
[49] J. Biddle, D. J. Priour, B. Wang, and S. Das Sarma, “Lo-
calization in one-dimensional lattices with non-nearest-
neighbor hopping: Generalized Anderson and Aubry-
Andre´ models,” Phys. Rev. B 83, 075105 (2011).
[50] S. Ganeshan, J. H. Pixley, and S. Das Sarma, “Near-
est neighbor tight binding models with an exact mobility
edge in one dimension,” Phys. Rev. Lett. 114, 146601
(2015).
[51] S. Gopalakrishnan, “Self-dual quasiperiodic systems with
power-law hopping,” Phys. Rev. B 96, 054202 (2017).
[52] X. Li, X. Li, and S. Das Sarma, “Mobility edges
in one-dimensional bichromatic incommensurate poten-
tials,” Phys. Rev. B 96, 085119 (2017).
[53] D.-L. Deng, S. Ganeshan, X. Li, R. Modak, S. Muker-
jee, and J. H. Pixley, “Many-body localization in incom-
mensurate models with a mobility edge,” Ann. der Phys.
(Berl.) 529, 1600399 (2017).
[54] B. Villalonga, X. Yu, D. J. Luitz, and B. K. Clark, “Ex-
ploring one-particle orbitals in large many-body localized
systems,” Phys. Rev. B 97, 104406 (2018).
[55] T. Devakul and R. R. P. Singh, “Early breakdown of
area-law entanglement at the many-body delocalization
transition,” Phys. Rev. Lett. 115, 187201 (2015).
[56] W. De Roeck, F. Huveneers, M. Mu¨ller, and M. Schiulaz,
“Absence of many-body mobility edges,” Phys. Rev. B
93, 014203 (2016).
[57] G. Semeghini, M. Landini, P. Castilho, S. Roy, G. Spag-
nolli, A. Trenkwalder, M. Fattori, M. Inguscio, and
G. Modugno, “Measurement of the mobility edge for 3D
Anderson localization,” Nat. Phys. 11, 554 EP – (2015),
article.
[58] H. P. Lu¨schen, S. Scherg, T. Kohlert, M. Schreiber,
P. Bordia, X. Li, S. Das Sarma, and I. Bloch, “Single-
particle mobility edge in a one-dimensional quasiperiodic
optical lattice,” Phys. Rev. Lett. 120, 160404 (2018).
[59] T. Kohlert, S. Scherg, X. Li, H.P. Lu¨schen, S. Das Sarma,
I. Bloch, and M. Aidelsburger, “Observation of
many-body localization in a one-dimensional system
with single-particle mobility edge,” arXiv preprint
arXiv:1809.04055 (2018).
[60] P. Naldesi, E. Ercolessi, and T. Roscilde, “Detecting a
many-body mobility edge with quantum quenches,” Sci-
Post Phys. 1, 010 (2016).
[61] S. Aubry and G. Andre´, “Analyticity breaking and An-
derson localization in incommensurate lattices,” Ann. Is-
rael Phys. Soc 3, 18 (1980).
[62] We used β =
√
5−1
2
and typically 1500, 1000, 800,
400, 150, 134, 50 values of ϕ for the system sizes L =
15, 16, 17, 18, 19, 20, respectively, for the infinite time av-
erage in Fig. 1.
[63] S. Balay, S. Abhyankar, M. F. Adams, J. Brown,
P. Brune, K. Buschelman, L. Dalcin, V. Eijkhout, W. D.
Gropp, D. Kaushik, M. G. Knepley, D. A. May, L. C.
7McInnes, R. T. Mills, T. Munson, K. Rupp, P. Sanan,
B. F. Smith, S. Zampini, H. Zhang, and H. Zhang,
PETSc Users Manual , Tech. Rep. ANL-95/11 - Revision
3.9 (Argonne National Laboratory, 2018).
[64] V. Hernandez, J. E. Roman, and V. Vidal, “Slepc: A
scalable and flexible toolkit for the solution of eigenvalue
problems,” ACM Trans. Math. Softw. 31, 351 (2005).
[65] F. Pietracaprina, N. Mace´, D. J. Luitz, and F. Alet,
“Shift-invert diagonalization of large many-body localiz-
ing spin chains,” (2018), arXiv:1803.05395.
[66] Provided the spectrum is not plagued by degeneracies.
[67] M. Rigol, V. Dunjko, and M. Olshanii, “Thermaliza-
tion and its mechanism for generic isolated quantum sys-
tems,” Nature 452, 854–858 (2008).
[68] L. D’Alessio, Y. Kafri, A. Polkovnikov, and Rigol. M.,
“From quantum chaos and eigenstate thermalization to
statistical mechanics and thermodynamics,” Adv. Phys.
65, 239 (2016).
[69] I. Mondragon-Shem, A. Pal, T. L. Hughes, and C. R.
Laumann, “Many-body mobility edge due to symmetry-
constrained dynamics and strong interactions,” Phys.
Rev. B 92, 064203 (2015).
[70] E. Baygan, S. P. Lim, and D. N. Sheng, “Many-body
localization and mobility edge in a disordered spin- 1
2
Heisenberg ladder,” Phys. Rev. B 92, 195153 (2015).
[71] Y. Y. Atas, E. Bogomolny, O. Giraud, and G. Roux,
“Distribution of the ratio of consecutive level spacings in
random matrix ensembles,” Phys. Rev. Lett. 110, 084101
(2013).
[72] R. Modak and S. Mukerjee, “Many-body localization in
the presence of a single-particle mobility edge,” Phys.
Rev. Lett. 115, 230401 (2015).
[73] S. Nag and A. Garg, “Many-body mobility edges in a
one-dimensional system of interacting fermions,” Phys.
Rev. B 96, 060203 (2017).
[74] X. Li, S. Ganeshan, J. H. Pixley, and S. Das Sarma,
“Many-body localization and quantum nonergodicity in
a model with a single-particle mobility edge,” Phys. Rev.
Lett. 115, 186601 (2015).
[75] X. Li, J. H. Pixley, D.-L. Deng, S. Ganeshan, and
S. Das Sarma, “Quantum nonergodicity and fermion lo-
calization in a system with a single-particle mobility
edge,” Phys. Rev. B 93, 184204 (2016).
[76] S. Sorg, L. Vidmar, L. Pollet, and F. Heidrich-Meisner,
“Relaxation and thermalization in the one-dimensional
Bose-Hubbard model: A case study for the interaction
quantum quench from the atomic limit,” Phys. Rev. A
90, 033606 (2014).
[77] A. Bauer, F. Dorfner, and F. Heidrich-Meisner, “Tem-
poral decay of Ne´el order in the one-dimensional Fermi-
Hubbard model,” Phys. Rev. A 91, 053628 (2015).
[78] W. Beugeling, R. Moessner, and M. Haque, “Finite-size
scaling of eigenstate thermalization,” Phys. Rev. E 89,
042112 (2014).
[79] H. Kim, T. N. Ikeda, and D. A. Huse, “Testing whether
all eigenstates obey the eigenstate thermalization hy-
pothesis,” Phys. Rev. E 90, 052105 (2014).
[80] R. Mondaini, K. R. Fratus, M. Srednicki, and M. Rigol,
“Eigenstate thermalization in the two-dimensional trans-
verse field Ising model,” Phys. Rev. E 93, 032104 (2016).
[81] D. J. Luitz and Y. Bar Lev, “Anomalous thermalization
in ergodic systems,” Phys. Rev. Lett. 117, 170404 (2016).
[82] A. V. Gorshkov, S. R. Manmana, G. Chen, E. Demler,
M. D. Lukin, and A. M. Rey, “Quantum magnetism
with polar alkali-metal dimers,” Phys. Rev. A 84, 033619
(2011).
