In this paper, for the first time we define the concept of 3D pseudo-lambda tomography based on the 3D Calderon operator, and formulate an approximate local reconstruction algorithm for cone-beam data collected along an arbitrary scanning curve. The main idea is to rewrite the filtering operator in an exact filtered-backprojection reconstruction formula as a local projection. Simulation using the 3D differentiable Shepp-Logan phantom is performed to demonstrate the utility of this new technique.
Introduction
Important biomedical applications of computed tomography (CT) call for advanced image reconstruction algorithms from local cone-beam data collected along a general scanning trajectory. Here local data are meant to be cone-beam ray sums around a point of interest. It is well known that an accurate and stable reconstruction of a 3D object function cannot be achieved from local data [1] . A number of lambda tomography (LT) algorithms were previously developed to recover gradient-like information from local data [2] [3] [4] [5] [6] [7] [8] [9] [10] . In this paper, we present some novel ideas and formulae for pseudo-lambda tomography (PLT). Compared to the published results [2] [3] [4] [5] [6] [7] [8] [9] [10] , our PLT framework is more flexible with the imaging geometry. While our PLT is different from the traditional LT [2] [3] [4] [5] [6] [7] [8] [9] [10] in terms of the defining operator, our algorithm is the first attempt to recover the local information based on an approximation to the 3D Calderon operator.
Our approach is based on the exact filtered-backprojection (FBP) reconstruction formula proved by Katsevich [11] [12] [13] and generalized by Ye and Wang [14] . The key is to reduce the filtering integral to an x-ray transform of a directional derivative of an underlying object function. Using a filtering direction specified in Ye and Wang [14] , we obtain an approximate cone-beam LT algorithm. Finally, we report numerical simulation results using a 3D differentiable Shepp-Logan phantom developed by Yu et al [15] .
As shown in figure 1 , the main setting for our work is a general smooth curve y(s) for curve that does not intersect at other points. Let x be an interior point on . Clearly, this setting covers standard or nonstandard spirals with PI-or n-PI lines, standard or nonstandard saddle curves, and many other cases. Denote by I PI (x) = [s b , s t ] the parametric interval, and by
the cone-beam data and their extension, where S 2 is the unit sphere. Denote by
the unit vector pointing towards x from y(s). Let e(s, x) be the unit vector perpendicular to β (s, x) and contained in the plane determined by β (s, x) and with e(s, x) · (y(s t ) − y(s b )) > 0. Then, the data to be filtered in Ye and Wang [14] are specified by
for γ ∈ [0, 2π), and the following reconstruction formula was proved [14] : for a functionf (x) of a compact support whose fifth partial derivatives are absolutely integrable in R 3 ,
The PV integral in (1.4) is the Hilbert filtering. Hence, the formula (1.4) is not a local reconstruction because of this filtering. To obtain local reconstruction algorithms, we will rewrite this filtering integral as a local projection using pseudo-lambda transforms.
Filtering integral
In Ye-Wang's equations (2.4) and (3.18) [14] , we showed that
2)
The derivation from (2.4) to (3.18) in [14] actually has nothing to do with the outer integral in (2.1). Consequently
Denote by S β(s,x) the plane passing through the origin and perpendicular to β(s, x). Then, we can write ν = v 1 β(s, x) + u with v 1 ∈ R and u ∈ S β(s,x) . Thus, v · (x − y(s)) = v 1 |x − y(s)|. Then, by (2.3)
by a change of variables. Since e −2π 2 v 2 1 localizes v 1 , the limit in (2.4) equals
Since u is perpendicular to β(s, x) and to (x − y(s)), we can rewrite (2.5)
On the other hand, we denote
2 /2 . We deduce from (2.8) the following using a convergence factor
To compute the inner integral on the right side of (2.9), we change variables to get
Consequently,
Now let us take θ = β(s, x) and ν = v 1 β(s, x) + u with dv = dv 1 du as before. Then,
by change of variables. Since e −2π 2 v 2 1 localizes v 1 , we can take the limit and get
Comparing (2.6) and (2.13), we note that the integrand in (2.6) has an extra factor sgn(u · e(s, x)). This suggests the following approaches in section 3.
Directional derivatives and pseudo-lambda tomography
Let µ be a unit vector. The directional derivative of f along µ is defined as µ · ∇f . Then, as in Ye-Wang (3.5) [14] 
v 1 ∈ R and u ∈ S µ , where S µ is the plane that passes through the origin and is perpendicular to µ. In other words, the Fourier transform of µ · ∇f is 2π iv 1f to be the unit vector on the PI-segment from y(s b ) to y(s t ). Then, e(s, x) is of the same direction as the projection of µ(x) to S β(s,x) . Thus for u ∈ S β(s,x) , sgn(u · µ) = sgn(u · e(s, x)). Consequently from (3.2)
Comparing (3.3) with (2.6), we conclude that for the scanning locus y(s) with
Note that x,L f depends on the point x and the curve y(s), and µ(x) is in the direction of the PI-segment. More precisely, x,L f depends on the PI-segment from y(s b ) to y(s t ).
Using the reconstruction formula in (1.4), we derive from (3.4) that
for any x and a smooth curve y(s), s ∈ [s b , s t ], connecting the two endpoints y(s b ) and y(s t ) of the PI-line passing through x. We may also consider three scanning loci y 1 (s), y 2 (s) and y 3 (s) or one scanning trajectory with at least three PI lines through x with the parametric intervals
. For any point x such that there are corresponding three PI-segments for, respectively, passing through x (see figure 2) . Then, we can define a three-dimensional pseudo-lambda transform of f (x) by
for any u ∈ R 3 , where µ j is a unit vector in the direction of the jth PI-line. Then, in the case of three scanning loci,
is called pseudo-lambda tomography at the point x in this paper.
Approximation and reconstruction
Now, we consider the integral on the right side of (3.8) (see figure 3 ). First we compute Let us assume that µ(x) = cos αβ (s, x) + sin αe (s, x). This is possible because by our assumption, β(s, x), e(s, x) and µ(x) are in one plane. Consequently, Θ(s, x, γ ) ) ∂γ β(s, x) ), (4.5) where α is the angle between µ(x) and β (s, x) in the following direction (see figure 3 ). We will denote α by α(s, x). Note that the integral on the right side of (4.5) is not actually D + µ·∇f (y(q), β(s, x) ), because of t dt.
We propose an approximation method to compute D β(s, x) ). The idea is to divide the integral We now can approximately reconstruct the pseudo-lambda tomography as
Numerical implementation
Let us consider a nonstandard 3D spiral locus C [16] as
Without loss of generality, we assume that h(s) is a monotonous increasing function depending on the x-ray source rotational angle s. For a given s, we define a local coordinate system with the three orthogonal unit directional vectors: 
According to (4.7), we can implement the PLT algorithm in three steps (for one locus): computing the derivative with respect to s; Computing the derivative with respect to γ and weighting backprojection. By the chain rule, there will be [17] 
Since weighting backprojection is easy to numerically implement, we will show how to compute the derivative with respect to γ (γ = 0) in the following. As illustrated in figure 5 , (u 0 , v 0 ) is the projection of point x and (u, v) is any point on the filtering line, which is the intersection line of the detector plane and the plane spanned by β 0 and µ(x). Using the constraint condition 
The above relations can be simplified as
where
Similarly, we have
Hence, the derivative with respect to γ can be numerically implemented by
(5.12)
Simulation results
To demonstrate the feasibility of the proposed algorithm, we programmed it in Matlab on a PC (1.0 Gigabyte memory, 2.8G Hz CPU), with all the computationally intensive parts coded in C. The testing object was the 3D differentiable Shepp-Logan phantom (DSLP) [15] , which consist of ten smooth ellipsoids whose parameters are in 
1) with R 0 = 65 and h 0 = 10 cm. The other come-beam imaging parameters are in table 2. The reconstructed PLT image slices at y 1 = 0, y 2 = 0 and y 3 = −2.5 cm are given in figure 6 . As a benchmark, we reconstructed the LT images (figure 7) only from data collected along C 2 using our practical cone-beam formula [10] . Compared to figures 6 and 7, it can be observed that the PLT images in the region-of-interest were accurately recovered well, which demonstrated the feasibility of the proposed algorithm.
Discussions and conclusion
Although there are two terms in (4.7), similar to our practical cone-beam LT algorithm [10] , their contributions are not in the same order of magnitude. According to our simulation, the first term contributed about 99.5% of the total reconstruction value while the second term was literally insignificant. Due to its approximate nature, (4.7) can be further simplified as β (s, x) ). While there exist some cone-beam LT algorithms [7, 10] based on 2D Calderon operator, our algorithm is the first attempt to recover the local information based on an approximation to the 3D Calderon operator. For the standard spirals, the practical cone-beam LT [10] works well for small pitches since it is an extension of the 2D Calderon operator in the Feldkamp framework. On the other hand, the proposed PLT is more flexible because it does not require the scanning PI arc stay in a plane. In conclusion, we have proposed a unique approximate approach for 3D LT. Numerical simulation results have demonstrated the effectiveness of our techniques. The potential applications of our technology include dynamic cardiac CT, real-time monitoring in industrial processes, and so on.
