This is the second of a series of papers on the subject of projection methods for viscous incompressible flow calculations. The purpose of the present paper is to explain why the accuracy of the velocity approximation is not affected by (1) the numerical boundary layers in the approximation of pressure and the intermediate velocity field, and (2) the non-commutativity of the projection operator and the laplacian. This is done by using Godunov-Ryabenki type of analysis in a rigorous fashion. By doing so, we hope to be able to convey the message that normal mode analysis is basically sufficient for understanding the stability and accuracy of a finite difference method for the Navier-Stokes 
Introduction
This is the second of a series of papers on the subject of projection methods for viscous incompressible flow calculations. The purpose of the present paper is to explain why the accuracy of the velocity approximation is not affected by (1) the numerical boundary layers in the approximation of pressure and the intermediate velocity field, and (2) the noncommutativity of the projection operator and the laplacian. This is done by using GodunovRyabenki type of analysis in a rigorous fashion. By doing so, we hope to be able to convey the message that normal mode analysis is basically sufficient for understanding the stability and accuracy of a finite difference method for Navier-Stokes equations even with the presence of boundaries.
Projection method in the presence of solid boundaries has been the focus of much discussion. The main issue is whether the accuracy in the interior of the domain is polluted by large errors made at the boundary from imposing inconsistent boundary conditions. Indeed a crude analysis [3, 1] suggests that both the formally first and second order accurate (this is the accuracy for periodic problems) projection methods could deteriorate to 1/4 order accurate when solid boundaries are present. This is due to the fact that in this case, the projection operator no longer commutes with various other operators involved, as was the case with periodic boundary conditions. On the other hand, numerical evidence seems to indicate that the projected velocity field has full accuracy all the way up to the boundary [3, 1] . The mechanism according to which the full accuracy is retained has been a mystery for more than twenty five years.
Several issues were resolved in our previous paper [4] where we characterized explicitly the structure of the numerical boundary layers in the first order projection method and the second order Kim and Moin's method. As a consequence we proved that the projected velocity has full accuracy (namely first order for the formally first order method and second order for Kim and Moin's method) all the way up to the boundary. We also studied the effect on the overall accuracy of choosing different numerical boundary conditions at the projection step.
In the present paper, we explain the numerical phenomena mentioned above by resorting to a classical tool in numerical analysis: the normal mode analysis. With boundary conditions, this is usually referred to as the Godunov-Ryabenki analysis. As we will see, there are two principle factors which contribute to the full accuracy of the projected velocity field.
The first is that the boundary layer mode created by the inconsistent boundary condition is orthogonal to the space of divergence-free vector fields. Consequently, the projected velocity field does not contain any numerical boundary layers. The second is that the commutator terms (resulted from the non-commutativity of the projection operator P with the laplacian etc.) have a very special structure (see Section 3.3). As a result, although the magnitude of the commutator terms can be quite large, it does not accumulate since the approximate evolution operator acts efficiently to suppress it. The standard calculation of the normal mode analysis was carried out in [11] . However, [11] did not go further to the full nonlinear equations and identify the two main factors mentioned in the last paragraph. Consequently the result of [11] suffers from the common criticism that it is restricted to a linear model and it is not rigorous. Indeed for hyperbolic equations there is a gap between the predictions of normal mode analysis and the true behavior of a numerical method. Identifying that gap was the main task of classical numerical analysis [14, 7, 12, 5] . In this paper, we answer that criticism by translating the predictions of normal mode analysis into rigorous theorems. So although the main result in this paper can be obtained using other approaches [?, ?, 15] (indeed sharper and more general results were proved in [?, ?, 15]), we feel the proof we present in this paper is more explicit and addresses directly the issues that have been puzzling for quite some time.
The rigorous side of the normal mode analysis can be understood as follows. We know from Strang's theorem that for general nonlinear problems, as long as the exact solutions are smooth, L 2 -stability of the linearized scheme implies convergence in the L ∞ norm for the full nonlinear problem with maximum accuracy. In his paper [16] , Strang only dealt with 2-level explicit schemes without boundary. The generalization to multi-level scheme in the presence of boundary was done by Michelson [10] . For parabolic equations, this can be reduced even further to the study of the (frozen coefficient) leading order equations which is then amenable to normal mode analysis. This is the content of an earlier result of F. John [8] which also deals only with the boundary-free case. The generalization to problems involving boundaries is recently done by Kreiss and Wu [19] . In the present context, the problem is reduced to the study of the Stokes equation. We emphasize that we will not actually use Strang's trick of constructing asymptotic solutions with high accuracy, as a device to overcome the difficulties in obtaining L ∞ estimate from L 2 stability. We believe that for equations of parabolic type, this is not necessary and should be avoided since it usually requires far more regularity than actually needed. To implement the program described above, we use a discrete semigroup formulation which allows us to fully explore the regularizing effect of the parabolic equations.
This paper is organized as follows. In §2, we review the Godunov-Ryabenki analysis for the first order projection method. In §3, we prove our main theorem which basically asserts that everything predicted by the Godunov-Ryabenki analysis for the Stokes equation holds for the full Navier-Stokes equation. Since the proof is a bit technical, an outline is given in the beginning of §3. In §4, we study the second order projection methods based on pressure increment formulation using normal mode analysis. Finally, the Appendix contains the proof of some technical results needed in §3. §2.
Godunov-Ryabenki Analysis
In this section, we review the standard Godunov-Ryabenki analysis. We begin by writing down the viscous incompressible Navier-Stokes equation:
on a domain Ω. We will focus on the must commonly used boundary condition, the no-slip boundary condition:
One way of solving (2.1) is the backward Euler scheme:
plus some spatial discretization and the boundary condition (2.2). However, this is a rather inefficient method since at each time step, one has to solve a coupled system of Stokes-type
Projection method is a way of discretizing (2.1) in time so that the computation of velocity and pressure becomes decoupled. As a result, at each time step, we only need to solve a few Poisson type of equations separately for velocity and pressure, instead of the coupled system (2.3). This is done by first ignoring the incompressibility constraint, computing an intermediate velocity field u * using the momentum equation and then projecting u * back to the space of incompressible vector fields to obtain u n+1 and p n+1 . We write the analogous projection method of (2.3) as follows [2] :
Step 1: The evolution step
Step 2: The projection step (2.5) 
In this case (2.5) is simply the standard Helmholtz decomposition for the vector field u * .
One could argue that other types of boundary conditions for (2.6) are equally plausible.
The effect of choosing different numerical boundary conditions is discussed in [4] . Notice that the boundary condition for pressure in (2.6) is inconsistent with the NSE (2.1-2). If we take the inner product of (2.1) with the unit normal vector at ∂Ω, we arrive at
which is in general not zero. Therefore we expect that numerical boundary layers must be present if the method converges sufficiently strongly.
In the presence of physical boundaries, projection method exhibits a number of interesting numerical phenomena including numerical boundary layers and boundary excited high frequency oscillations. This made the task of analyzing such methods much more difficult then the periodic case. However, most of these phenomena can be understood by studying a simple model problem, the linear Stokes equation in a channel, for which exact solution can be explicitly obtained, even for the numerical scheme.
Consider the Stokes equation on
We impose periodic boundary condition at the boundary {y = 0} and {y = 2π}, and no-slip boundary condition at the boundaries {x = −1} and {x = 1}. After a Fourier transform in the y variable, the problem is reduced to a family of one-dimensional problems indexed by
(2.8)
Here and in what follows, we use the notation u = (u, v).
We will use the following notation in the rest of the paper.
and for two complex vector-valued functions f and g, f = (
functions of x), we define the inner projuct:
where overbar means complex conjugate.
The normal mode analysis of this problem and the associated projection method (2.4)-(2.5) was carried out [11] . Following is a review of their results. We will use the same notations.
The normal mode solutions of (2.8) are of the form:
For these solutions, (2.8) becomes (2.10)
This is a system of linear ODEs with constant coefficients whose solutions can be found exactly. The symmetric solutions are:
In the interval ((j − 1/2)π, (j + 1/2)π), there is a unique solution µ jk to (2.12). We will denote the solution in (2.11) as u jk , v jk and p jk , etc.
The antisymmetric solutions are (2.14)
and σ = −k 2 − µ 2 . For (2.8) the projection method (2.4)-(2.5) takes the following form:
The normal mode solutions of these equations are of the form:
Again the set of equations obtained by substituting (2.18) into (2.16) and (2.17) can be solved and we get:
Symmetric modes:
and µ, β and λ satisfies
In each interval ((j − 1/2)π, (j + 1/2)π), there is a unique solution µ jk , which gives rise to β jk and λ k . We will denote the solution in (2.19) as u jk , v jk , u * jk , v * jk , and p jk . It is easy to check that
Antisymmetric modes:
what was said about the symmetric modes also holds for the antisymmetric ones.
It is clear from these formulas that the numerical scheme (2.16-17) has a couple of new modes not shared by the original PDE. These are the boundary layer modes represented by λ. It is also important to notice that the boundary layer mode in ( u * , v * ) is an exact gradient. Therefore it does not contribute to ( u, v) which is the divergence-free part of 
This clearly indicates that we are dealing with a singular perturbation problem and we expect to have a boundary layer of width of O(∆t 1/2 ) in the approximation of pressure. We remark that (2.26) was derived previously by Gresho [6] .
In the following we will often omit the subscripts j, k for notational simplicity. We will also use the following notations
where t n = n∆t. We will use · to denote L 2 -norm in space. §3. Convergence Results §3.1. Statement of the Theorem and Outline of the Proof.
Let T > 0 be fixed and S(·) be the solution operator of the linear Stokes equation (2.7).
The main result we want to prove is the following:
where C is independ of ∆t and u.
Outline of the Proof:
We assume a priori that
where M is a constant independent of ∆t. There are two ways of proving this a priori estimate. One is given in [4] . The other is a direct proof based on the semi-group type of argument that we will use later. Here we will not give the details of that since it is rather standard and tedious.
Write (2.4) as
and denote by P the projection operator in the Helmholtz decomposition:
Then the projection method can be written as:
On the other hand, we can write (2.1) in an integral form:
We then have
To compare (3.8) with (3.6), let us denote
Let e n = u(t n ) − u n . From (3.8) and (3.10), we obtain
The last term in (3.11) is the commutator term and is the main source of difficulty. Its magnitude can be of order ∆t so standard estimates would give a O(1) bound for the error in maximum norm. To obtain better estimate, we need to take into account the cumulative effect of the approximate solution operator.
The recurrence formula (3.11) gives (3.13)
This is the basic equation we will work with. In the following we will need some technical lemmas whose proof will be given in the Appendix.
Lemma 1.
Assume that a ∈ W 1,∞ , ∇·a = 0 and a·n = 0, on ∂Ω. then
where C is independent of m, ∆t, a and u.
Applying Lemma 1, we get (3.16)
The truncation error terms can be estimated using
Lemma 2. Let S = S(∆t). Then we have
Before going into the details of the proof, we remark that since both S(∆t) and S ∆t are self-adjoint operators in the space L 2 (div) = {u ∈ L 2 (Ω), ∇·u = 0}, their complete sets of eigenfunctions { u jk e iky } jk , { u jk e iky } jk form complete orthogonal bases in L 2 (div).
From here on, we will only deal with the symmetric modes. The reader can easily check that the argument works equally well when the antisymmetric modes are also taken into account.
The main problem is to estimate of the effect of the commutator terms. We write
To compute the coefficient γ jk , we have from the Helmholtz decomposition
where q satisfies
Expand q and w as
Then for each k we have
Let us compute
Using (2.21) we get
Hence we obtain
Using the fact that u jk (x) is divergence free, we have from intergating by parts that (3.26)
Substituting (3.25) and (3.26) back into (3.24), we obtain
Next we write u n = (u, v) and
We have from (3.28) and (3.21) that (3.29)
Integrating by parts and using (3.29) gives (3.30)
Using Sobolev inequality, we obtain
Consequently we get (3.31)
Coming back to (3.27), we obtain
Together with (3.16-19) , we obtain (3.34) e n ≤ e 0 + C∆t
By Gronwall's inequality, we get
This completes the proof of Theorem 1.
Structure of the Commutator Term.
It is of interest to find out the detailed structure of the commutator term. We start from the Helmholtz decomposition: Taking curl on both sides gives
Therefore, for each k, we have
The solution to (3.36) is given by
for some constant A and B. Hence w k must be of the form
To compute η k , we use the orthogonality of e iky for different k, and the orthogonality of h k andh k , to get
It is straightforward to compute
Therefore
In summary, we have
Then we have
This result says that for each k, the commutator term lives in a two dimensional space spaned by h k andh k .
§4. Second Order Projection Method

Based on the Pressure Increment Formulation
There are at least three different ways of getting formally second order projection methods. These are respectively projection methods based on: (1) accurate boundary conditions for the intermediate velocity field [9] ; (2) accurate pressure boundary conditions [11] ; (3) pressure increment formulation [1, 18] . Step 1: The evolution step (4.1)
Step 2: The projection step
The cost of solving (4.1) and (4.2) is basically the same as for the first order projection method. The nonlinear convection term (u n+1/2 ·∇)u n+1/2 can be treated in many ways, such as the explicit Adams-Bashforth formula, To carry out the normal mode analysis, we will adopt the same geometry and boundary condition as we had earlier, and consider the linear Stokes equation. (4.1) becomes
For simplicity in notation, we shifted the index of p and q by 1/2. The normal mode solutions of these equations are of the form:
Again we can solve explicitly the set of equations for ( u, p, q, u * ), and we get Symmetric modes:
µ, β and λ satisfy
There is a unique solution of (4.8) µ jk in each interval ((j − 1/2)π, (j + 1/2)π). We will denote the solution in (4.6) as u jk , v jk , u * jk , v * jk , and p jk . It is easy to check that
We also have the antisymmetric modes:
µ, β and λ satisfy (4.12)
Again there is a unique solution of (4.12) µ in each interval ((j − 1/2)π, (j + 1/2)π).
Several things can be observed from (4.6-12). First, the normal modes of (4. Figure 1 where we plot the error in pressure for the fundamental symmetric mode µ = 2.883356, k = 1.
However in actual computations, the spatial discretization, which was neglected in the analysis presented above, has an important effect in these spurious numerical modes. If one uses a finite difference method in space together with (4.1)-(4.2), then the intrinsic numerical diffusion in the finite difference method will damp out the oscillations. Their effect will be limited to a region near the boundary. This is shown in Figure 2 . On the other hand, we also expect if we use a spectral method in space, then the structure of the spurious numerical modes will be close to the one shown in Figure 1 since spectral methods are infinite order accurate and do not introduce numerical dissipations.
Appendix. Proof of the Technical Lemmas
Proof of Lemma 1: Expand (a·∇)u as
Integrating by parts and using the fact that ∇·a = 0 and a·n = 0 on ∂Ω, we have
Using the fact that
Similarly we have
This leads to (3.14). The following three lemmas will be used in the proof of Lemma 2.
Lemma 3.
where C is independent of j, k and ∆t.
Proof:
We only need to show (5.4) for the case when (j 2 + k 2 )∆t ≤ 1. The other case is trivial. To prove (5.4), we subtract (2.12) from (2.21) to get
Here we used |k/λ| ≤ 1 and | tanh k|, | tanh λ| ≤ 1. Taylor expansion gives
where ξ is a number between µ and µ.
We estimate from below (x tan x) | x=ξ . It is enough to consider the case k, j ≥ 0. Since
we know that µ jk ≤ µ jk for j ≥ 1. On the other hand, since
we get and j = 0, we can easily check that (5.4) holds.
Next we consider the case |k| 1 and j = 0. In this case, we know that |µ|, | µ| > C for some positive constant C. We have from (5.10) that
This gives
Now consider case k = 0 and j = 0. Using (5.10) and fact that (e − 1)/(e + 1) < | tanh k| < 1,
Noticing that |µ jk − µ jk | ≤ π, we obtain (5.4) directly from (5.11). Finally using the divergence free property of u jk and u jk , we get
which gives (5.5). This completes the proof of Lemma 3.
Lemma 4.
Let u be a divergence free vector field satisfying u | x=±1 = 0, and
where M jk and M jk are the normalizing constants
and similarly if we replace α jk and u jk by α jk and u jk , respectively. We also have
Proof:
Using divergence free property of u and u jk , and integrating by parts, we
Integrating by parts three times, we obtain
Using Hölder and Sobolev inequalities, we have
¿From (2.12) we see that | sin µ| ≤ |k/µ|. This gives
To estimate the second term in (5.18), we intergate by parts once again to obtain
Therefore, we have
Combining (5.18), (5.19) and (5.20) we obtain
Similarly, we have
Therefore, we have from (3.26), (5.12), (5.17) and (5.21)
This proves (5.14). (5.15) can be proved similarly. To prove (5.16), we write
Similar to (5.21) and (5.22) we have
¿From (5.12) and (3.26), we have
Now (5.16) follows easily.
Lemma 5.
(5.24)
Proof: We expand u as
Using Lemma 4, we have 
Denote by η jk and η jk the Fourier coefficients of u in { u jk } and { u jk }, respectively. We
Expanding u jk in the basis { u k },
we get
Using Lemma 3 and Lemma 4, we have 
where we used 1 1 − κ jk min(1, |jk|∆t) ≤ C . This completes the proof of Lemma 2. Here we choose a set of parameters in order to show more drastically the oscillatory nature of the error. Notice also that the magnitude of the error is quite small. In practice, the oscillations can hardly be noticed if a finite difference method is used in the spatial discretization.
