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Продолжено исследование расширения понятия инвариантности множеств
относительно управляемых систем и дифференциальных включений. Это рас-
ширение состоит в изучении статистически инвариантных множеств и стати-
стических характеристик множества достижимости управляемых систем. В
данной работе получены условия статистической инвариантности и исследова-
ны свойства статистических характеристик для управляемых систем с перио-
дическими коэффициентами. Показано, что свойство статистической инвари-
антности тесно связано со свойством допустимости периодических процессов
для линейных управляемых систем. Допустимость означает, что любому пе-
риодическому управлению из фиксированного множества отвечает единствен-
ное периодическое решение, находящееся в заранее заданной области фазово-
го пространства. Результаты работы могут найти применение при нахождении
статистических характеристик, возникающих в различных моделях биологии,
химии, экономики.
Введение
Задача о нахождении статистических характеристик возникает при исследова-
нии инвариантных и статистически инвариантных множеств относительно управ-
ляемых систем и дифференциальных включений. Данной тематике посвящены ра-
боты [1]–[5], в которых предлагается новый подход к расширению понятия инвари-
антности. Этот подход состоит в вычислении относительной частоты пребывания
множества достижимости управляемой системы в заранее заданном множестве M.
Если такая частота равна единице, то множествоM названо статистически инвари-
антным. Необходимо добавить, что введение расширения понятия инвариантности
1Работа выполнена при финансовой поддержке Российского фонда фундаментальных исследо-
ваний, грант 12-01-00195.
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обусловлено многими прикладными задачами, возникающими в последние годы в
экономике, экологии и технике.
Обозначим через D(t,X) множество достижимости управляемой системы в мо-
мент времени t из начального множества X. При исследовании статистически ин-
вариантных множеств возникает вопрос о вычислении или оценке такой характери-
стики, как относительная частота
freq(X) = lim
ϑ→∞
mes{t ∈ [0, ϑ] : D(t,X) ⊆M(t)}
ϑ
поглощения множества достижимости D(t,X) системы заданным множеством
M =
{
(t, x) ∈ Rn+1 : x ∈M(t)}.
В терминах функций Ляпунова и производной Кларка в работах [1]–[5] получены
условия, при которых частоту freq(X) можно оценить при помощи характеристики
κ = lim
ϑ→∞
mes{t ∈ [0, ϑ] : x∗(t) 6 0}
ϑ
,
где функция x∗(t) является верхним решением скалярной задачи Коши. В данной
работе исследуются характеристики, связанные со статистически слабой инвари-
антностью множества M. Это характеристика
freq(ϕ)
.
= lim
ϑ→∞
mes {t ∈ [0, ϑ] : ϕ(t) ∈M(t)}
ϑ
— относительная частота попадания решения ϕ(t) управляемой системы в множе-
ство M и нижняя и верхняя относительные частоты freq∗(ϕ) и freq
∗(ϕ) попадания
данного решения вM. Одним из основных результатов является утверждение о том,
что при определенных условиях относительная частота freq(ϕ) совпадает с относи-
тельной частотой freq(ϕ˜), где ϕ˜(t) — некоторое периодическое решение управляемой
системы.
Особое внимание мы также уделяем прикладным задачам, в которых вычисля-
ются или оцениваются различные статистические характеристики. В частности, мы
рассматриваем следующую задачу. Пусть задано число λ0 ∈ [0, 1] и x(t) являет-
ся решением задачи Коши с периодическими коэффициентами. Необходимо найти
значение C = C(λ0) такое, что величина x(t) не превышает C(λ0) с относительной
частотой, равной λ0. В зависимости от постановки прикладной задачи значение x(t)
можем интерпретировать как размер популяции, энергию частицы, концентрацию
реагирующих веществ, величину производства или цену на продукцию (соответ-
ствующие примеры приведены в работах [6]–[14]), поэтому результаты работы мо-
гут найти применение при нахождении различных статистических характеристик в
этих моделях.
1. Статистические характеристики множества
достижимости управляемой системы
Рассмотрим управляемую систему
x˙ = f(t, x, u), (t, x, u) ∈ R× Rn × Rm (1)
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и отвечающее ей дифференциальное включение
x˙ ∈ F (t, x), F (t, x) = coG(t, x), (2)
где G(t, x) представляет собой множество всех предельных значений функции
f
(
t, x, U(t, x)
)
при (ti, xi) → (t, x), coG(t, x) — замыкание выпуклой оболочки мно-
жества G(t, x). Предполагаем, что правая часть включения (2) принимает значения
в пространстве conv(Rn), состоящем из непустых компактных выпуклых подмно-
жеств пространства Rn с метрикой Хаусдорфа; функция f(t, x, u) непрерывна по
совокупности переменных, а функция U(t, x) полунепрерывна сверху. Под решени-
ем включения (2) на интервале J ∈ R будем понимать всякую абсолютно непре-
рывную функцию ϕ : J → R, которая при почти всех t ∈ J удовлетворяет данному
включению.
Обозначим через comp(Rn) пространство непустых компактных подмножеств Rn
с метрикой Хаусдорфа. Каждому моменту времени t > 0 и множествуX ∈ comp(Rn)
поставим в соответствие множество D(t,X), состоящее из всех значений в момент t
решений t → ϕ(t, x) включения (2), когда начальное условие ϕ(0, x) = x пробегает
все множество X. Множество D(t,X) является сечением в момент времени t > 0
интегральной воронки включения (2) и называется множеством достижимости
управляемой системы (1). Предполагаем, что для каждого X множество достижи-
мости D(t,X) существует для всех t > 0. Это означает, что для каждой точки
x ∈ X существует решение ϕ(t, x) включения (2), удовлетворяющее начальному
условию ϕ(0, x) = x и продолжаемое на полуось R+ = [0,∞). С целью исследова-
ния статистической инвариантности множеств в работах [1]–[5] введены и изучены
такие характеристики, как относительная частота freq(X), верхняя и нижняя отно-
сительные частоты freq∗(X), freq∗(X) поглощения множества достижимостиD(t,X)
управляемой системы (1) заданным подмножеством
M =
{
(t, x) ∈ Rn+1 : x ∈M(t)}
пространства Rn+1. В этой работе предполагаем, что функция t→M(t) непрерывна
(в последнем разделе кусочно-непрерывна), периодическая с периодом T > 0 и для
любого t ∈ [0, T ] множествоM(t) выпукло, замкнуто и имеет непустую внутренность
(относительно Rn). Также предполагаем, что для любых (x, u) ∈ Rn ×Rm функция
t→ f(t, x, u) периодическая с периодом T и для любого x ∈ Rn функции t→ u(t, x)
и t→ U(t, x) периодические с периодом T.
Для определения статистических характеристик множества достижимости вве-
дем в рассмотрение множество
α(ϑ,X)
.
=
{
t ∈ [0, ϑ] : D(t,X) ⊆M(t)}.
Отметим, что для любого ϑ > 0 и любого X ∈ comp(Rn) множество α(ϑ,X) изме-
римо по Лебегу. Это доказывается так же, как лемма 4 работы [1].
О п р е д е л е н и е 1 (см. [1, 2]). Относительной частотой поглощения мно-
жества достижимости D(t,X) системы (1) множеством M называется следующий
предел
freq(X)
.
= lim
ϑ→∞
mesα(ϑ,X)
ϑ
= lim
ϑ→∞
mes{t ∈ [0, ϑ] : D(t,X) ⊆M(t)}
ϑ
, (3)
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где mes — мера Лебега на числовой прямой. Если предел (3) не существует, то
характеристики
freq∗(X) .= lim
ϑ→∞
mesα(ϑ,X)
ϑ
, freq∗(X)
.
= lim
ϑ→∞
mesα(ϑ,X)
ϑ
называются, соответственно верхней и нижней относительной частотой поглощения
множества достижимости D(t,X) системы (1) множеством M.
О п р е д е л е н и е 2 (см. [1, 2]). Множество M называется статистиче-
ски инвариантным относительно управляемой системы (1), если предел
freq
(
M(0)
) .
= lim
ϑ→∞
mes
{
t ∈ [0, ϑ] : D(t,M(0)) ⊆M(t)}
ϑ
существует и имеет место равенство freq
(
M(0)
)
= 1.
О п р е д е л е н и е 3 (см. [1, 2]). Множество M называется статистиче-
ски слабо инвариантным относительно управляемой системы (1), если для любой
точки x ∈M(0) найдется хотя бы одно решение ϕ(t) системы (1), определенное при
всех t > 0, удовлетворяющее начальному условию ϕ(0) = x и равенству
freq∗(ϕ) .= lim
ϑ→∞
mes{t ∈ [0, ϑ] : ϕ(t) ∈M(t)}
ϑ
= 1. (4)
Равенством (4) определена характеристика freq∗(ϕ) — верхняя относительная
частота попадания решения ϕ(t) системы (1) в множествоM, аналогично определим
нижнюю относительную частоту freq∗(ϕ). Если freq
∗(ϕ) = freq∗(ϕ), то существует
предел
freq(ϕ)
.
= lim
ϑ→∞
mes {t ∈ [0, ϑ] : ϕ(t) ∈M(t)}
ϑ
.
Обозначим через ϕ˜(t) периодическое решение системы (1). Из условия периодично-
сти функций ϕ˜(t) и M(t) следует, что предел
freq(ϕ˜)
.
= lim
ϑ→∞
mes {t ∈ [0, ϑ] : ϕ˜(t) ∈M(t)}
ϑ
существует и выполнено равенство
freq(ϕ˜) =
mes {t ∈ [0, T ] : ϕ˜(t) ∈M(t)}
T
.
Через ∂M(t) обозначим границу, через intM(t) — внутренность множества M(t).
Теорема 1. Предположим, что существуют решения ϕ(t) и ϕ˜(t) системы (1)
такие, что функция ϕ˜(t) периодическая с периодом T и lim
t→∞
|ϕ(t)− ϕ˜(t)| = 0. Тогда
выполнено неравенство freq∗(ϕ) 6 freq(ϕ˜). Если, кроме того, имеет место
mes
{
t ∈ [0, T ] : ϕ˜(t) ∈ ∂M(t)} = 0, (5)
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то предел freq(ϕ) существует и freq(ϕ) = freq(ϕ˜).
Д о к а з а т е л ь с т в о. Пусть ϕ(t) и ϕ˜(t) — решения системы (1), функция ϕ˜(t)
периодическая и lim
t→∞
|ϕ(t) − ϕ˜(t)| = 0. Рассмотрим числовую последовательность{
ri
}∞
i=1
, где ri = max
t∈[(i−1)T,iT ]
|ϕ(t)− ϕ˜(t)|. Понятно, что ri → 0 при i→∞.
Обозначим через Or(0) замкнутую r-окрестность нуля в Rn. Для любого r > 0
определим множества M r(t) = M(t) + Or(0) и M−r(t) = M(t) − Or(0), которые
называются внешним и внутренним параллельными множествами выпуклого мно-
жества M(t). Рассмотрим подмножество A =
{
t ∈ [0, T ] : ϕ˜(t) ∈ M(t)} отрезка
[0, T ] и множества
Ai =
{
t ∈ [0, T ] : ϕ˜(t) ∈M ri(t)}, i = 1, 2, . . .
Покажем, что
{
Ai
}∞
i=1
является последовательностью измеримых множеств, сходя-
щейся к измеримому множеству A. Для этого достаточно показать, что множества
Ai, i = 1, 2, . . . и A замкнуты. Докажем замкнутость множества Ai при фиксиро-
ванном значении i. Пусть последовательность {tk}∞k=1 такова, что tk ∈ [0, T ], tk → t∗
и вложения ϕ˜(tk) ∈M ri(tk) имеют место при всех k = 1, 2, . . . . Тогда, в силу непре-
рывности (в метрике Хаусдорфа) функции t → M ri(t), найдется такая последова-
тельность {εk}, что εk > 0, εk → 0 и ϕ˜(tk) ∈M ri(t∗) +Oεk(0). Поэтому вложения
ϕ˜(tk) ∈M ri(t∗) +Oεk(0)
выполнены при всех k. Далее, из непрерывности ϕ˜(t) по t и замкнутости M ri(t∗),
имеем вложение ϕ˜(t∗) ∈ M ri(t∗). Следовательно, t∗ ∈ Ai, то есть множество Ai
замкнуто и, следовательно, измеримо. Аналогично доказывается измеримость мно-
жества A. Таким образом, по свойствам меры Лебега lim
i→∞
mesAi = mesA.
Введем кусочно-постоянную функцию r(t) = ri при t ∈ [i(T − 1), iT ), i = 1, 2, . . .
Из неравенства |ϕ(t) − ϕ˜(t)| 6 r(t), которое верно для всех t ∈ [0,∞), следует
включение
{t ∈ [0, ϑ] : ϕ(t) ∈M(t)} ⊆ {t ∈ [0, ϑ] : ϕ˜(t) ∈M r(t)(t)},
из которого получаем неравенство
mes{t ∈ [0, ϑ] : ϕ(t) ∈M(t)} 6 mes{t ∈ [0, ϑ] : ϕ˜(t) ∈M r(t)(t)}. (6)
Используя условие периодичности функций ϕ˜(t) и M(t), получим:
lim
ϑ→∞
mes {t ∈ [0, ϑ] : ϕ˜(t) ∈M r(t)(t)}
ϑ
=
= lim
k→∞
1
kT
k∑
i=1
mes
{
t ∈ [(i− 1)T, iT ] : ϕ˜(t) ∈M ri(t)} =
= lim
k→∞
1
kT
k∑
i=1
mes
{
t ∈ [0, T ] : ϕ˜(t) ∈M ri(t)}.
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В силу теоремы Штольца о свойствах предела последовательности, последний пре-
дел существует и равен
lim
k→∞
mes{t ∈ [0, T ] : ϕ˜(t) ∈M rk(t)}
T
=
lim
k→∞
mesAk
T
=
=
mesA
T
=
mes{t ∈ [0, T ] : ϕ˜(t) ∈M(t)}
T
= freq(ϕ˜),
следовательно, учитывая неравенство (6), получаем
freq∗(ϕ) .= lim
ϑ→∞
mes {t ∈ [0, ϑ] : ϕ(t) ∈M(t)}
ϑ
6
6 lim
ϑ→∞
mes {t ∈ [0, ϑ] : ϕ˜(t) ∈M r(t)(t)}
ϑ
=
= lim
ϑ→∞
mes {t ∈ [0, ϑ] : ϕ˜(t) ∈M r(t)(t)}
ϑ
= freq(ϕ˜).
Рассмотрим множества Bi
.
=
{
t ∈ [0, T ] : ϕ˜(t) ∈ M−ri(t)}, i = 1, 2, . . . , для
которых в силу условия (5) верно следующее равенство:
lim
i→∞
mesBi = mes{t ∈ [0, T ] : ϕ˜(t) ∈ intM(t)} = mesA.
Из включения
{
t ∈ [0, ϑ] : ϕ˜(t) ∈ M−r(t)(t)} ⊆ {t ∈ [0, ϑ] : ϕ(t) ∈ M(t)} аналогично
доказанному выше получим оценку freq∗(ϕ) > freq(ϕ˜). Следовательно, если имеет
место (5), то предел freq(ϕ) существует и выполнено равенство freq(ϕ) = freq(ϕ˜).
Следствие 1. Пусть для любой точки x ∈M(0) найдется хотя бы одно реше-
ние ϕ(t) системы (1), удовлетворяющее начальному условию ϕ(0)= x и равенству
lim
t→∞
|ϕ(t)− ϕ˜(t)|= 0, где ϕ˜(t) — T -периодическое решение данной системы, которое
при всех t > 0 находится в множестве M и удовлетворяет равенству (5). Тогда
множествоM статистически слабо инвариантно относительно управляемой си-
стемы (1).
Следствие 2. Пусть для любой точки x ∈ M(0) для каждого решения ϕ(t)
системы (1), удовлетворяющего начальному условию ϕ(0) = x, существует един-
ственное T -периодическое решение данной системы ϕ˜(t), которое при всех t > 0
находится в множестве M, удовлетворяет (5) и равенству lim
t→∞
|ϕ(t) − ϕ˜(t)|= 0.
Тогда множествоM статистически инвариантно относительно управляемой си-
стемы (1).
2. Статистическая инвариантность и допустимость
периодических процессов для линейных
управляемых систем
Задачам исследования периодических процессов управляемых систем и оптималь-
ного управления периодическими движениями посвящено множество работ, среди
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которых работы Е.Л. Тонкова. В этом разделе мы покажем, что свойство стати-
стической инвариантности тесно связано со свойством допустимости периодиче-
ских процессов для линейных управляемых систем, которое изучалось в работах
В.В. Петровой и Е.Л. Тонкова [15], [16]. Допустимость означает, что любому перио-
дическому управлению из фиксированного множества отвечает единственное перио-
дическое решение, находящееся в заранее заданной области фазового пространства.
Пусть H(n,m) — пространство (n×m)-матриц над полем R. Рассмотрим линей-
ную управляемую систему
x˙ = A(t)x+B(t)u, (t, x, u) ∈ R× Rn × Rm (7)
с измеримыми и ограниченными на RфункциямиA : R→ H(n, n), B : R→ H(n,m),
а также непрерывные функции U : R → comp(Rm), M : R → comp(Rn). Предпола-
гаем, что функции A, B, U и M периодические с периодом T > 0.
О п р е д е л е н и е 4 (см. [15]). Система (7) называется (U,M)-допустимой,
если для любой измеримой T -периодической функции u(t) со значениями в U(t) си-
стема (7) имеет единственное T -периодическое решение ϕ˜(t), и это решение при всех
t находится в множестве M(t).
Необходимые и достаточные условия (U,M)-допустимости системы (7) получены
в работах [15], [16]. Вместе с множеством M =
{
(t, x) ∈ Rn+1 : x ∈ M(t)} будем
рассматривать множество
Mε =
{
(t, x) ∈ Rn+1 : x ∈M ε(t)}, где M ε(t) = M(t) +Oε(0),
Oε(0) — замкнутая ε-окрестность нуля в Rn.
Теорема 2. Предположим, что система (7) является (U,M)-допустимой и си-
стема x˙ = A(t)x асимптотически устойчива. Тогда для любого ε > 0 множество
Mε статистически инвариантно относительно системы (7).
Если, кроме того, для каждого T -периодического решения системы (7) выполне-
но равенство (5), то множество M статистически инвариантно относительно
данной системы.
Д о к а з а т е л ь с т в о. Пусть ϕ˜(t) — периодическое решение системы (7),
отвечающее управлению u(t); так как эта система (U,M)-допустима, то для данно-
го решения при всех t > 0 выполнено включение ϕ˜(t) ∈ M(t). Система x˙ = A(t)x
асимптотически устойчива тогда и только тогда, когда асимптотически устойчива
система (7) при любом свободном члене B(t)u (см., например, [17, c. 81]). Следова-
тельно, для любого решения ϕ(t) системы (7) выполнено lim
t→∞
|ϕ(t)− ϕ˜(t)| = 0.
Введем следующие обозначения:
freq(ϕ, ε)
.
= lim
ϑ→∞
mes{t ∈ [0, ϑ] : ϕ(t) ⊆M ε(t)}
ϑ
,
freq(ϕ˜, ε)
.
= lim
ϑ→∞
mes{t ∈ [0, ϑ] : ϕ˜(t) ⊆M ε(t)}
ϑ
.
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Поскольку ϕ˜(t) ∈M(t) при всех t > 0, то freq(ϕ˜) = 1 и
mes{t ∈ [0, T ] : ϕ˜(t) ∈ ∂M ε(t)} = 0.
Следовательно, freq(ϕ˜, ε) = 1, поэтому в силу теоремы 1 выполнено равенство
freq(ϕ, ε) = freq(ϕ˜, ε) = 1,
что и означает статистическую инвариантность множества Mε.
Пусть выполнено (5), тогда выполнены условия следствия 2 теоремы 1 и, таким
образом, множество M статистически инвариантно относительно данной системы.
П р и м е р 1. В работах [15, 16] рассматривается система, которая описывает
процессы в химическом реакторе:x˙1 = −k1x1v + k2(1− x1 − x2)− 2k3x
2
1v + 2k4x
2
2,
x˙2 = 2k3x
2
1v − 2k4x22.
(8)
Предполагается, что x1, x2 — концентрации промежуточных веществ (следователь-
но, x1 > 0, x2 > 0, x1+x2 6 1); ki — скорости реакций (ki > 0, i = 1, . . . , 4); параметр
v характеризует скорость продувки катализатора и рассматривается как управляю-
щий параметр, который может меняться с течением времени в заданных границах:
v(t) ∈ [α, β], где 0 < α < β. В теории управления химическим реактором представ-
ляет интерес реакция системы (8) на периодическое управление v(t) (с периодом
T ). Периодическое управление v(t) называется допустимым, если оно измеримо по
Лебегу и v(t) ∈ [α, β] для всех t > t0.
В [15] указано, что множество
X = {(x1, x2) : x1 > 0, x2 > 0, x1 + x2 6 1}
инвариантно относительно системы (8) для любого управления v(t) ∈ [α, β], поэтому
X можно рассматривать как естественное фазовое пространство данной системы.
Теорема 3 (см. [15]). Пусть ki > 0, i = 1, 2, 3, 4, 0 < α < β. Имеют место
следующие утверждения:
1. Всякому T > 0 и любому допустимому управлению отвечает T -периодическое
решение системы (8), расположенное в множестве
Xr = {(x1, x2) : x1 > 0, x2 > 0, r 6 x1 + x2 6 1}, где r = k2(k1β + k2)−1.
2. Это решение единственно (в Xr).
3. Существуют константы L > 0 и γ > 0 такие, что для любой точки x ∈ X
и любого допустимого управления v˜(·) решение ϕ(t) системы (8) с управлением
v = v˜(t) и начальным условием ϕ(0) = x0 удовлетворяет неравенству
|ϕ(t)− ϕ˜(t)| 6 L|x0 − ϕ˜(0)|e−γt, t > 0, (9)
где ϕ˜(t) — T -периодическое решение системы (8).
Нетрудно проверить, что для системы (8) и множества Xr выполнено (5); кроме
того, из неравенства (9) следует, что lim
t→∞
|ϕ(t) − ϕ˜(t)| = 0. Таким образом, в силу
теорем 1 и 2 множество Xr статистически инвариантно относительно системы (8).
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3. Статистические характеристики, возникающие в
различных моделях динамики роста популяции
Известно, что многие модели динамики роста популяций являются дискретно-непре-
рывными, то есть описываются системами дифференциальных уравнений с им-
пульсными воздействиями. Поэтому вместе с управляемой системой (1), которая
описывает непрерывные модели, будем рассматривать управляемую систему, под-
верженную импульсному воздействию в фиксированные моменты времени:
x˙ = f(t, x, u), t 6= τi,
∆x
∣∣
t=τi
= gi(x,wi).
(10)
Здесь {τ1, . . . , τp}— точки отрезка [0, T ], τi+p = τi+T, i = 1, 2, . . . ,функции f(t, x, u) и
gi(x,wi) непрерывны по совокупности переменных. Векторы u и wi являются управ-
ляющими воздействиями и принимают значения в множествах U ⊂ Rm и W ⊂ Rk
соответственно. Допустимыми управлениями u(t) являются всевозможные ограни-
ченные измеримые функции со значениями в множестве U. Решения системы (10)
предполагаем непрерывными слева в точках разрыва.
В данной работе рассматриваем T -периодическую систему (10). Это означает,
что функция t→ f(t, x, u) периодическая с периодом T > 0, в качестве допустимых
управлений u(t) берем всевозможные T -периодические функции, удовлетворяющие
соответствующим ограничениям, wi+p = wi, gi+p(x,wi+p) = gi(x,wi), i = 1, 2, . . .
Отметим, что условия существования периодических решений систем с импульс-
ным воздействием получены в монографиях А.М. Самойленко и Н.А. Перестюка
[18, c. 142–152] и С.Т. Завалищина и А.Н. Сесекина [19, c. 92–97]. Вопросы устой-
чивости решений данных систем исследованы в работах [18, c. 56–60, 102–112], [19,
c. 104–110], [20], [21] и других.
Напомним, что мы изучаем такие статистические характеристики системы (10),
как freq∗(ϕ) и freq
∗(ϕ) — нижняя и верхняя относительные частоты попадания ре-
шения ϕ(t) системы (1) в множество M =
{
(t, x) ∈ Rn+1 : x ∈ M(t)}, заданное
кусочно-непрерывной T -периодической функцией t → M(t) такой, что для любо-
го t ∈ [0, T ] множество M(t) выпукло, замкнуто и имеет непустую внутренность.
Предполагаем, что функция t→M(t) имеет разрывы только в точках τi.
Замечание 1. Отметим, что для управляемой системы с импульсным воздей-
ствием (10) справедливы утверждения теорем 1 и 2. Чтобы доказать эти теоремы
для данной системы, достаточно показать, что множества
Ai =
{
t ∈ [0, T ) : ϕ˜(t) ∈M ri(t)}, i = 1, 2, . . .
измеримы по Лебегу. Это следует из того, что Ai =
p∑
j=1
Aij, где множества
Aij =
{
t ∈ [τj−1, τj) : ϕ˜(t) ∈M ri(t)
}
измеримы. Дальше доказательство проводится так же, как в теоремах 1 и 2.
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П р и м е р 2. Рассмотрим дискретно-непрерывную модель, которая исполь-
зуется при описании динамики изолированной популяции (см. [6, с. 35]). Целесооб-
разность применения этой модели связана с тем, что в реализации процесса рож-
дения, появления новых генераций особей мы имеем синхронность. В то же время
процесс гибели носит непрерывный характер, каждая отдельная особь может по-
гибнуть в любой момент времени под воздействием различных факторов. Для опи-
сания динамики популяции в этом случае требуется дифференциальное уравнение,
траектории которого терпят разрыв в определенные моменты времени (моменты
появления новых поколений) τi = iT, i = 1, 2, . . . , где T > 0. В рамках модели мож-
но считать, что появление новой генерации осуществляется моментально в моменты
времени τi, поскольку временной диапазон ее появления намного меньше времени
жизни отдельных особей.
Предположим, что численность популяции x(t) изменяется согласно дифферен-
циальному уравнению
x˙ = −x(ax+ b), t 6= τi,
∆x
∣∣
t=τi
= (w − 1)x, (11)
где a, b — положительные постоянные, w = const > 0 — коэффициент размножения,
численно равный количеству новых особей, приходящихся на одну выжившую к мо-
менту размножения особь в популяции. Будем считать, что мы можем управлять
коэффициентом w, уменьшая или увеличивая его в зависимости от цели практиче-
ской задачи.
На каждом интервале (τi, τi+1) решением уравнения (11) является функция
x(t) =
bxi
axi(eb(t−τi) − 1) + beb(t−τi) ,
где xi = x(τi+) = lim
t→τi+0
x(t). Следовательно,
xi+1 = x(τi+1+) = wx(τi+1) =
bwxi
axi(ebT − 1) + bebT , i = 0, 1, . . .
Введем в рассмотрение функцию
F (x) =
bwx
ax(ebT − 1) + bebT ,
тогда размеры популяции подчиняются следующим рекуррентным уравнениям:
xi+1 = F (xi), i = 0, 1, . . .
Уравнение F (x) = x имеет решения x = 0 и x = x¯ =
b(w − ebT )
a(ebT − 1) . Если выполнено
неравенство w 6 ebT , то уравнение F (x) = x не имеет положительного решения
(второе решение лежит в «небиологической области») и F ′(0) =
w
ebT
6 1. Это озна-
чает, что при любых неотрицательных начальных данных численность популяции
асимптотически стремится к нулю. Если w > ebT , то x¯ > 0 и, кроме того, выпол-
нено неравенство F ′(x¯) =
ebT
w
< 1. Обозначим через x˜(t) решение задачи (11) при
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начальном условии x0 = x¯; поскольку xi = x¯, i = 0, 1, 2, . . . , это решение является
периодическим с периодом T. Из неравенства F ′(x¯) < 1 следует, что точка x¯ устой-
чивая, то есть для каждого x0 > 0 решение x(t) задачи (11) удовлетворяет условию
lim
t→∞
|x(t)− x˜(t)| = 0 (см. [6, с. 27-31]).
Рассмотрим статистические характеристики для множества
M =
{
(t, x) ∈ R2 : x ∈ [0, C]},
где C > 0 — некоторая постоянная. Поскольку для любого C > 0 выполнено равен-
ство mes {t ∈ [0, T ] : x˜(t) = C} = 0, то в силу теоремы 1 предел freq(x) существует
и
freq(x) = freq(x˜)
.
= lim
ϑ→∞
mes{t ∈ [0, ϑ] : x˜(t) ∈ [0, C]}
ϑ
=
mes{t ∈ [0, T ] : x˜(t) ∈ [0, C]}
T
.
Следовательно, если C > x¯, то freq(x˜) = 1; если C 6 x¯
w
, то freq(x˜) = 0. Если же
C ∈
( x¯
w
, x¯
)
, то после несложных вычислений получаем, что
freq(x˜) = 1− 1
bT
ln
x¯(aC + b)
C(ax¯+ b)
= 1− 1
bT
ln
(w − ebT )(aC + b)
aC(w − 1) . (12)
Пусть задано λ0 ∈ [0, 1]. Из (12) следует, что при
C = C(λ0) =
bx¯
(ax¯+ b)ebT (1−λ0) − ax¯ =
b(w − ebT )
a(w − 1)ebT (1−λ0) − a(w − ebT )
выполнено равенство freq(x˜) = λ0. Это означает, что размер популяции не превы-
шает значения C(λ0) с относительной частотой, равной λ0.
Отметим, что данная модель является аналогом для дискретной модели Скел-
лама (см. [6, с. 27]), поэтому подобным образом мы можем исследовать различные
статистические характеристики для дискретных моделей развития популяции.
П р и м е р 3. Рассмотрим дискретно-непрерывную модель динамики числен-
ности двуполой популяции, описанную в работе [14]. Пусть x(t) — численность муж-
ских и y(t) — численность женских особей в момент времени t удовлетворяют сле-
дующей системе:
x˙ = −α1x− β1x(x+ γy), y˙ = −α2y − β2y(x+ γy),
∆x
∣∣
t=τi
= m1f − x, ∆y
∣∣
t=τi
= m2f − y, (13)
где τi = iT, i = 1, 2, . . . , α1, α2 — коэффициенты естественной гибели мужских и
женских особей, β1, β2 — коэффициенты саморегуляции. Коэффициент γ отражает
неравнозначность «вклада» особей различных полов в процесс саморегуляции, все
указанные выше коэффициенты положительные. Величина
f = min{y(τi), εx(τi)}
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равна численности оплодотворенных самок, где ε — «коэффициент активности»
самцов, который отражает не только их потенциальные возможности, но и харак-
тер взаимодействия особей различных полов. В частности, если все особи строго
разбиваются на пары, то ε = 1. Величины m1 > 0, m2 > 0 равны среднему числу
потомков мужского и женского полов соответственно, порождаемых одной оплодо-
творенной самкой. Не уменьшая общности, будем полагать, что ε = 1 и T = 1.
Заметим, что решения задачи
x˙ = −α1x− β1x2, ∆x
∣∣
t=τi
= (m1 − 1)x,
y˙ = −α2y − β2γy2, ∆y
∣∣
t=τi
= (m2 − 1)y
(14)
с начальными условиями x(0) = x0 > 0, y(0) = y0 > 0 ограничивают сверху реше-
ния системы (13) с такими же начальными условиями. Найдем x0, y0 такие, чтобы
решения задачи (14) были периодическими; для этого нужно, чтобы выполнялись
условия
x0 = x(1+) = m1x(1), y0 = y(1+) = m2y(1). (15)
Из (14) и (15) находим, что
x0 =
α1(m1 − eα1)
β1(eα1 − 1) , y0 =
α2(m2 − eα2)
β2γ(eα2 − 1)
и периодическое решение задачи (14) при t ∈ [0, 1) имеет вид
x˜(t) =
α1(m1 − eα1)
β1
(
(m1 − 1)eα1t −m1 + eα1
) ,
y˜(t) =
α2(m2 − eα2)
β2γ
(
(m2 − 1)eα2t −m2 + eα2
) . (16)
Заметим, что x0 > 0 при m1 > eα1 и y0 > 0 при m2 > eα2 , поэтому в дальнейшем
будем предполагать, что эти неравенства выполняются. Найдем следующие стати-
стические характеристики, определенные для любого C ∈ R :
κ˜1(C)
.
= lim
ϑ→∞
mes{t ∈ [0, ϑ] : x˜(t) 6 C}
ϑ
= mes{t ∈ [0, 1] : x˜(t) 6 C},
κ˜2(C)
.
= lim
ϑ→∞
mes{t ∈ [0, ϑ] : y˜(t) 6 C}
ϑ
= mes{t ∈ [0, 1] : y˜(t) 6 C}.
(17)
Из (16) и (17) следует, что
κ˜1(C) = 1− 1
α1
ln
(α1 + Cβ1)(m1 − eα1)
Cβ1(m1 − 1) при C ∈
[ x0
m1
, x0
]
,
κ˜2(C) = 1− 1
α2
ln
(α2 + Cβ2γ)(m2 − eα2)
Cβ2γ(m2 − 1) при C ∈
[ y0
m2
, y0
]
.
Отметим также, что κ˜1(C) = 1 при C > x0, κ˜1(C) = 0 при C <
x0
m1
и κ˜2(C) = 1 при
C > y0, κ˜2(C) = 0 при C <
y0
m2
.
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Рассмотрим множество
M =
{
(t, x, y) ∈ R3 : (x, y) ∈M .= [0, C1]× [0, C2]
}
, где C1 > 0, C2 > 0.
Пусть ϕ(t) = (x(t), y(t)) — решение системы (13), ϕ˜(t) = (x˜(t), y˜(t)) — периодическое
решение системы (14). Несложно проверить, что выполнены все условия теоремы 1,
поэтому относительную частоту попадания решения ϕ(t) системы (13) в множество
M можно оценить следующим образом:
freq(ϕ)
.
= lim
ϑ→∞
mes{t ∈ [0, ϑ] : ϕ(t) ∈M}
ϑ
> lim
ϑ→∞
mes{t ∈ [0, ϑ] : ϕ˜(t) ∈M}
ϑ
.
= freq(ϕ˜).
Из периодичности функции ϕ˜(t) с периодом T = 1 следует, что
freq(ϕ˜) = mes{t ∈ [0, 1] : ϕ˜(t) ∈M} = mes{t ∈ [0, 1] : x˜(t) 6 C1, y˜(t) 6 C2} =
= min
(
κ˜1(C1), κ˜2(C2)
)
.
Таким образом, получаем оценку freq(ϕ) > min
(
κ˜1(C1), κ˜2(C2)
)
.
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Statistical Characteristics of Control Systems, Arising in
Various Models of Natural Sciences
Larina Y.Y., Rodina L. I.
Udmurt State University,
Universitetskaya St., 1, bld. 4, off. 206, Izhevsk, 426034, Russia
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We continue the study of extending the concept of invariance sets relative to control
systems and differential inclusions. This expansion consists in studying statistically in-
variant sets and statistical characteristics of the attainability set of control systems. In
this work, we obtain conditions for the statistical invariance and investigate the prop-
erties of the statistical characteristics of control systems with periodic coefficients. It
is shown that the property of statistical invariancy is closely connected with the prop-
erty of admissibility of periodic processes for linear control systems. The admissibility
means that for any periodic control from the fixed set there exists a unique periodic
solution which is in the given set of the phase space. The results of the work can be
applied while finding the statistical characteristics arising in various models of biology,
chemistry, economy.
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