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Approximate parametric cone programming
with applications in control
Wannes Van Loock, Erik Lambrechts, Gijs Hilhorst, and Goele Pipeleers
Abstract— Parametric programming analyzes the solution of
parameter-dependent optimization problems as a function of
the parameters. As the true parametrized solution is generally
too complicated to be practicable in applications, research has
turned to computing adequate approximate solutions. This pa-
per presents a novel approach to compute such approximations
for parametric cone programs with a polynomial parameter
dependency. A piecewise polynomial parametrization is adopted
for the optimizer function, and the coefficients are optimized to
minimize the average suboptimality over the parameter domain.
The resulting semi-infinite optimization problem is transformed
into a tractable, yet conservative optimization problem by
exploiting the positivity of the B-spline basis functions. Relying
on duality, bounds on the suboptimality of the approximation
are computed which can be used to locally refine the solution.
The approach is implemented in an open source software tool
and illustrated by three applications in control.
I. INTRODUCTION
Parametric programming considers optimization problems
in which the problem data are affected by one or more
parameters, and aims at describing the optimal value and
an optimizer as explicit functions of the parameters (see
e.g. [1] and references therein). It traces back as far as the
50s for as soon as people were enabled to solve real deci-
sion problems by Dantzig’s simplex method, they realized
the dependency of the outcome on the numerical problem
data. Spurred by a broad range of applications, research
on parametric programming has steadily grown over the
last decades. For instance, computing the Pareto front of
a multi-objective optimization problem amounts to solving
a parametric program. In addition, parametric programming
has found application in model predictive control (MPC),
a control strategy that solves an optimization problem at
every time sample to compute the next control action. These
on line optimization problems only differ in the current
sensor measurements, which affect the problem data. So-
called explicit MPC solves the corresponding parametric
program off line, yielding the optimal controls as an explicit
function of the sensor measurements [1], [2]. Furthermore,
parametric programming has been proven valuable in solving
bi-level optimization problems [3].
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Initially, research in parametric programming focused
on characterizing the true solution to the problem. This
generally comes down to determining so-called critical or
characteristic regions: sets of parameter values for which
the solution of the optimization problem features similar
properties (e.g. a specific active set), and explicitly charac-
terizing the optimal value and an optimizer as a function of
the parameters within each of these regions. Unfortunately,
the number of regions grows exponentially with the number
of parameters and optimization variables, and in most cases
the solution within a region is not expressible in analytical
form [1]. As these disadvantages severely compromise the
practical applicability of the result, researchers got attracted
to the construction of approximate, yet easy-to-evaluate solu-
tions to parametric programming problems [4]–[10]. The vast
majority of these constructions apply to parametric convex
programs in which the parameters only affect the bounds
(right-hand sides) of the constraints.
In deriving an approximate solution, one generally pro-
poses a certain parametrization for the optimizer function
(e.g. polynomial) and optimizes the corresponding coeffi-
cients. In doing so, the optimizer function must be guaranteed
to return a feasible solution to the parametric program for
all parameter values. This guarantee is generally provided
by exploiting the convexity of the problem [5], [6], [9] or
by using Polya’s [7] or sum-of-squares [8], [10] relaxations.
In addition, bounds on the suboptimality of the approximate
solution are generally derived, based on which the proposed
parametrization can be refined where needed.
This paper presents a novel approach to constructing
approximate solutions to parametric convex cone problems.
Although following a similar pattern, it differs from the
aforementioned approaches in the following respects: (i) it
applies to a large class of parametric programs in which the
parameters are allowed to affect the constraint functions as
well as the bounds; (ii) a piecewise polynomial parametriza-
tion of the optimizer function is proposed with direct control
over the overall continuity and smoothness; (iii) feasibility
for all parameter values is guaranteed by exploiting the posi-
tivity of the chosen basis functions; and (iv) tight bounds on
the suboptimality of the approximation are computed using
duality. The approach is implemented in an open source
software tool [11], and illustrated by numerical examples in
control: the computation of a Pareto front between conflicting
control requirements; the approximation of uncertainty sets
to render them amenable to robust control synthesis; and a
bilevel approach for solving bilinear matrix inequalities in
structured control design.
The paper is organized as follows: After presenting the
considered class of parametric programs, Section III de-
scribes the proposed procedure for constructing approximate
solutions. Section IV extends the approach to handle infeasi-
ble parameter values, and Section V illustrates the approach
by numerical examples. The notation used is standard. Bold
capital letters are used to indicate sets, and for a set A, |A|
denotes its number of elements.
II. PROBLEM STATEMENT
Consider the following parametric cone program
Π(θ) : minimize
x∈Rn
c(θ)ᵀx
subject to A(θ)x+ b(θ) K 0,
(1)
where θ ∈ Θ ⊆ Rt are the parameters affecting the problem
data. For every θ, A(θ) is a linear mapping from Rn to
Y, which corresponds to the Cartesian product of Euclidean
spaces and/or vector spaces of symmetric matrices. The cone
K ⊂ Y is a direct product of nonnegative orthants, second
order cones and/or semidefinite cones.
The set of all parameter values for which Π(θ) is feasible,
respectively strictly feasible, is denoted by ΘΠf , respectively
ΘΠsf :
ΘΠf =
{
θ ∈ Rt : ∃x, A(θ)x+ b(θ) K 0
}
,
ΘΠsf =
{
θ ∈ Rt : ∃x, A(θ)x+ b(θ) ≺K 0
}
.
The optimal value function p? : ΘΠf → R associates with
every θ the optimal value of Π(θ). An optimizer function
x? : ΘΠf → Rn associates with each parameter θ ∈ ΘΠf
an optimizer x?(θ).
As the considered cones K are self-dual, the dual cone
program of Π(θ) amounts to
∆(θ) : maximize
y∈Y
〈b(θ), y〉
subject to A(θ)∗y + c(θ) = 0
y K 0 ,
(2)
where A(θ)∗ : Y → Rn denotes the adjoint mapping
of A(θ). The set of all parameter values for which ∆(θ)
is (strictly) feasible is denoted by (Θ∆sf ) Θ∆f . The dual
optimal value function is indicated by d?, and dual optimizer
functions are denoted by y?.
Initially, we will rely on the assumptions below. Assump-
tion 3 will be relaxed in Section IV.
A1. The optimization data c, b and A depend polynomially
on θ.
A2. The considered set Θ is a hyperrectangle in Rt.
A3. For all θ ∈ Θ, Π(θ) and ∆(θ) are strictly feasible.
The last assumption guarantees that for all θ ∈ Θ both p?(θ)
and d?(θ) are finite, and strong duality holds:
−∞ < p?(θ) = d?(θ) <∞ .
In addition, this assumption implies that both p?(θ) and
d?(θ) are attained, such that optimizer functions x? and y?
are guaranteed to exist.
III. B-SPLINE PARAMETRIZED SOLUTIONS
In this section we present an approach for computing
piecewise polynomial approximate optimizer function to
Π(θ) and ∆(θ) for θ ∈ Θ. The approximate optimizer
function, indicated by xˆ for the primal problem, is such that
it (i) yields a feasible point xˆ(θ) of Π(θ) for all θ ∈ Θ; and
(ii) minimizes the average suboptimality over Θ. For the sake
of conciseness, we focus on the primal problem below. The
derivation of yˆ for the dual problem is completely analogous.
We propose to parametrize the optimizer function as a
linear combination of preset basis functions bx : Θ → R,
labeled by the (multi-)index α:
xˆ(x) =
∑
α∈αbx
xα bxα , (3)
where x ∈ Rn|αbx |. The image of xˆ(x) for a particular θ is
indicated by xˆ(x, θ).
By minimizing the average suboptimality over Θ, we
arrive at the following semi-infinite optimization problem
Πˆ : minimize
x∈Rn|αbx |
∫
Θ
c(θ)ᵀxˆ(x, θ) dθ
subject to A(θ)xˆ(x, θ) + b(θ) K 0,
∀θ ∈ Θ.
(4)
To convert Πˆ to a tractable optimization problem, a tensor
product B-spline parametrization is adopted for xˆ. In this way
the semi-infinite constraints can be relaxed, that is: replaced
by a more restrictive finite sets of constraints, by exploiting
the positivity of the basis functions.
A. Tensor product B-splines
Let us first consider univariate piecewise polynomials on
a finite closed interval Θ = [
¯
θ, θ¯] ⊂ R that is partitioned as
¯
θ = ξ0 < ξ1 < · · · < ξl < ξl+1 = θ¯ .
Let us consider the vector space of piecewise polynomials
whose restriction to [ξi, ξi+1], i = 0, . . . , l, is a polynomial
of order k and satisfy given continuity conditions at the break
points ξi, i = i, . . . , l. By the Curry Schoenberg theorem (see
e.g. [12], [13]), one can always construct a knot sequence λ
such that every element s in this space can be represented
uniquely as a linear combination of B-splines bi,k,λ of order
k with knot sequence λ:
s =
|λ|−k∑
i=1
sibi,k,λ .
The coefficients si are called the B-spline coefficients of s.
The B-spline basis exhibits a number of useful properties:
1. Positivity: bi,k,λ(θ) ≥ 0, for all θ ∈ R.
2. Local support: bi,k,λ(θ) = 0, for all θ /∈ [λi, λi+k].
3. Partition of unity:
∑
bi,k,λ(θ) = 1, for all θ ∈ [
¯
θ, θ¯].
Tensor product splines constitute a particular multivariate
generalization of univariate splines using the tensor product
construct. To define tensor product splines on
Θ = [
¯
θ1, θ¯1]× · · · × [
¯
θt, θ¯t] ⊂ Rt ,
a degree kj and knot sequence λj , j = 1, . . . , t is chosen
for every coordinate θj . Let the corresponding B-spline
basis for every coordinate be indicated by bkj ,λj , then the
corresponding tensor product B-splines are defined as
bα,k,λ(θ) =
t∏
j=1
bαj ,kj ,λj (θj),
for α ∈ α:
α = {1, . . . , |λ1| − k1} × · · · × {1, . . . , |λt| − kt}.
Every linear combination of bα,k,λ, α ∈ α, is called a tensor
product spline. The properties of the coordinate B-splines
transfer to the tensor product B-splines bα,k,λ: the basis
functions are linearly independent, positive, sum up to one
(partition of unity), and have local support. Also, note that
the restriction of a multivariate polynomial to Θ is a tensor
product spline.
B. Tractable reformulation
Let us substitute a tensor product B-spline basis for bx
in (3). Then due to Assumption 1, the constraint function
f(x, θ) = A(θ)xˆ(x, θ) + b(θ)
is a tensor product spline in θ. Let bf denote the correspond-
ing tensor-product B-spline basis, with its entries labeled by
α ∈ αbf . Hence, f can be written in the form
f(x, θ) =
∑
α∈α
bf
fα(x)bfα(θ).
The coefficients f are readily verified to be affine in x as
the constraint function is affine in xˆ, which in turn depends
linearly on x.
Now consider the following optimization problem
Πˆrel : minimize
x∈Rn|αbx |
∫
Θ
c(θ)ᵀxˆ(x, θ) dθ
subject to fα(x) K 0, ∀α ∈ αbf .
(5)
Due to the positivity of tensor-product B-spline bases every
feasible point of (5) is feasible for (4). Consequently, every
solution x? of (5) provides an upper bound to the optimal
value function p? on Θ:
p?(θ) ≤ c(θ)ᵀxˆ(x?, θ), ∀θ ∈ Θ. (6)
C. Duality
In order to assess the suboptimality of the approximate
optimizer function xˆ(x?), an approximate solution to the dual
problem (2) is computed similarly as explained above for
the primal. That is: a tensor product spline approximate dual
optimizer function is proposed
yˆ(y) =
∑
α∈αby
yα b
y
α, (7)
and the coefficients y are computed as the solution of the
following optimization problem:
∆ˆrel : minimize
y∈Y|αby |
∫
Θ
〈b(θ), yˆ(y, θ)〉dθ
subject to gα(y) = 0, ∀α ∈ αbg
yα K 0, ∀α ∈ αby .
(8)
The linear functions g(y) return the coefficients of
g(y, θ) = A(θ)∗yˆ(y, θ) + c(θ)
in the corresponding tensor product B-spline basis. By the
linear independence of tensor product B-splines, the equali-
ties in (8) are equivalent to
g(y, θ) = 0, ∀θ ∈ Θ. (9)
Note that care must be taken in selecting the parametrization
(7) such that this equality admits a solution. By the positivity
of tensor product B-splines, the inequalities in (8) imply
yˆ(y, θ) K 0, ∀θ ∈ Θ.
Consequently, for every solution y? of (8), yˆ(y?, θ) is feasible
for (2) for all θ ∈ Θ such that
〈b(θ), yˆ(y?, θ)〉 ≤ d?(θ), ∀θ ∈ Θ. (10)
Combining (6) and (10) we get both an upper and lower
bound on the true optimizer function d?(θ) = p?(θ).
D. Refining the Relaxations
The distance between the upper bound (6) and lower
bound (10) has a twofold origin: (i) the particular
parametrization adopted for xˆ and yˆ; and (ii) the conser-
vatism introduced by relaxing semi-infinite constraints of the
form
s(θ) K 0, ∀θ ∈ Θ
with s a tensor product spline, to finite sets of constraints
sα K 0, ∀α ∈ αbs (11)
with sα the coefficients of s in the tensor product B-spline
basis bs. To mitigate the latter cause, s is represented in a
higher-dimensional basis b˜s
span{bs} ⊂ span{b˜s}
before adopting the relaxation. That is, the coefficients s˜α of
s in the extended basis b˜s are computed
s =
∑
α∈αbs
sαbsα =
∑
α∈αb˜s
s˜αb˜sα ,
and (11) is replaced by the larger, yet less conservative set
of constraints
s˜α K 0, ∀α ∈ αb˜s . (12)
Two ways of constructing such refinements have been re-
ported in the spline literature (see e.g. [12], [13]): one is to
elevate the degree of the spline basis, the other is to insert
additional knots in the spline basis. Both approaches are
guaranteed to be asymptotically exact. The former yields a
global reduction of the conservatism over the entire domain
Θ, while the latter allows for local reductions, which are
generally larger.
IV. INFEASIBLE PARAMETER VALUES
To relax Assumption 3 a two-step procedure is proposed.
Below we consider the case where Θ ⊆ Θ∆f but Θ * ΘΠf ;
the procedure for Θ ⊆ ΘΠf but Θ * Θ∆f is completely
analogous. In the first step, we approximately solve the
following parametric phase I problem for Π(θ):
Φ(θ) : minimize
x∈Rn,t∈R
t
subject to A(θ)x+ b(θ) K 1t ,
as well as the corresponding dual
Ψ(θ) : maximize
y∈Y
〈b(θ), y〉
subject to A(θ)∗y = 0
〈1, y〉 = 1
y K 0 .
Note that both Φ(θ) and Ψ(θ) are strictly feasible for
all parameter values θ ∈ Θ so that we can apply the
methodology of Section III to get approximate optimizer
functions xˆ, tˆ and yˆ. These allow us to determine ΘΠf ⊂ Θ
as
tˆ(θ) ≤ 0 ⇒ θ ∈ ΘΠf ,
〈b(θ), yˆ(θ)〉 > 0 ⇒ θ /∈ ΘΠf .
In the second step, we apply the developed methodology
to approximately solve the relaxed problem
Πtˆ+(θ) : minimizex∈Rn
c(θ)ᵀx
subject to A(θ)x+ b(θ) K 1tˆ+(θ) ,
where tˆ+ is constructed from tˆ by replacing its negative
tensor product B-spline coefficients by zero such that
tˆ+(θ) ' max{0, tˆ(θ)} , ∀θ ∈ Θ .
Note that tˆ+(θ) would be the result of our approach applied
to Φ(θ) supplemented with the constraint t ≥ 0. The dual
problem of Πtˆ+(θ) is given by
∆tˆ+(θ) : maximizey∈Y
〈b(θ)− tˆ+(θ), y〉
subject to A(θ)∗y + h(θ) = 0
y K 0 .
V. APPLICATIONS
Parametric programming has a broad range of applications.
Below, we illustrate the developed approach for comput-
ing approximate parametric programming solutions in three
applications related to control: the computation of Pareto
fronts between conflicting control requirements (Section V-
A); the approximation of uncertainty sets to render them
amenable to robust control synthesis (Section V-B); and a
bilevel approach for solving bilinear matrix inequalities in
structured control design (Section V-C). To facilitate the
implementation of optimization problems containing splines
a MATLAB software toolbox has been developed and made
available at Gitlab [11]. It is based on YALMIP [14] and
facilitates the formulation of optimization problems with
scalar, vector or matrix valued splines. The relaxation of
the semi-infinite problem is performed behind the scenes.
The presented examples are shipped with the source code to
allow for future benchmarking.
A. Trade-off analysis
To illustrate the methodology, we apply it to efficiently
compute an approximation of a trade-off curve considered in
[15]. This paper considers the design of repetitive controllers,
which are bound to a trade-off between the attenuation of
periodic disturbances and the amplification of nonperiodic
disturbances. Both objectives are quantified in a performance
index, denoted by γp, respectively, γnp, and the correspond-
ing Pareto front is computed by solving the following semi-
definite program for various values of γnp:
minimize
C,P,Q,R,γp
γp
subject to Znp(P,C, γnp)  0
Zp(Q,R,C, γp)  0
R  0 ,
(13)
where Znp(P,C, γnp) is given byAᵀPA− P AᵀPB CᵀBᵀPA BᵀPB − γnp Dᵀ
C D −γnp

and Zp(Q,R,C, γp) by Z11 (AᵀQ+R)B CᵀBᵀ(QA+R) BᵀQB − γp Dᵀ
C D −γp

with
Z11 = A
ᵀQA−Q+RA+AᵀR+ ηR .
Details on how to set A, B, D and η are found in [15].
Fig. 1 shows the corresponding Pareto front for a particular
repetitive controller design. The black line indicates the true
trade-off curve obtained by griding, while the gray lines
indicate approximations obtained with the proposed approach
applied to (13) with θ = γnp as parameter. Approximate
solutions to the primal provide upper bounds to the Pareto
front; approximate solutions to the dual lower bounds. Ini-
tially, rough approximations using cubic splines with only
four internal knots are considered. The results delineate the
dark gray shaded area in Fig. 1, and are clearly suboptimal.
As pointed out in Section III-D, this suboptimality has
a twofold origin. One source is the conservatism of the
constraint relaxations, and if we reduce this as outlined in
Section III-D, the suboptimality reduces from the dark gray
shaded area to the medium gray shaded area. The remaining
suboptimality is due to the chosen parametrization of the
optimizer functions. After refining the parametrization by
including additional knots at 1.2, 1.4, 2.4 and 2.6, it reduces
to the light gray shaded area.
1 1.5 2
γnp
2.5 3 3.5 4
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0.2
0
γ
p
0.4
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initial suboptimality
after refining relaxation
after refining relaxation
& parametrization
Fig. 1. Trade-off curve between γnp and γp (black dashed), and three
approximations.
B. Approximation of polynomial matrix inequalities
We consider the problem of determining (convex) in-
ner and outer spline approximations of the set defined by
P = {θ ∈ Rt : P (θ) K 0} where P : Rt →
Y depends polynomially on θ. Such sets are common in
stability analysis of linear systems where stability can be
formulated semialgebraically in the space of coefficients of
the characteristic polynomial. Using the Hermite stability
criterion, these problems can be formulated as polynomial
matrix inequalities, which typically are non-convex [16].
Subsequently, these approximations can be used to synthe-
size (robust) controllers over a simpler scalar (and convex)
description of the feasible set.
By determining the approximate optimizer function, xˆ, to
the parametric phase I feasibility problem
minimize
x∈R
x
subject to P (θ) K xI,
an inner approximation is given by
¯
P = {θ ∈ Rt : xˆ(θ) ≤ 0}.
Similarly, the approximate optimizer function, yˆ, to the dual
maximize
y∈Y
Tr(yP (θ))
subject to y K 0,
Tr(y) = 1
yields the outer approximation
P¯ = {θ ∈ Rt : Tr(yˆ(θ)P (θ)) ≥ 0}.
Convexity of the inner (outer) approximations can easily
be imposed by constraining the Hessian of the objective
function to be positive (negative) semidefinite.
1
0.5
-0.5
-1
0
-1 -0.5 0 0.5 1
θ1
θ 2
Fig. 2. Nonconvex (black) and convex (gray) inner (solid) and outer
(dashed) approximations of the set P (shaded).
To illustrate the idea, consider the set P from [16] defined
by the polynomial matrix inequality
P (θ) =
(
1− 16θ1θ2 θ1
θ1 1− θ21 − θ22
)
 0.
Fig. 2 shows the nonconvex (black) and convex (gray)
inner and outer approximations of the set P, indicated in
dark gray. A degree 3 B-spline basis with 13 internal knots
was chosen in both coordinates, both for the primal and the
dual solution.
C. Bilinear programming
Consider the following bilinear program
minimize
x∈Rn,z∈Rm
c(z)ᵀx+ d(z)
subject to A(z)x+ b(z) K 0.
(14)
The above problem can be regarded as a parametric program
with variables x and parameters θ = z. An approximate
solution to (14) is determined by first determining an approx-
imate solution xˆ(z) and subsequently doing an unconstrained
minimization over z
minimize
z∈Rm
c(z)ᵀxˆ(z) + d(z).
Although this minimization is generally non-convex, it is
smooth and differentiable and an accurate initial guess for
the solver follows from the location of the control point cor-
responding to the minimum value of the B-spline coefficients
[12], [13]. The solution to this problem provides an upper
bound on the optimal value. Similarly, the minimization
of the approximate dual solution of (14) provides a lower
bound.
Problem Bilevel parametric SCP [17] HIFOO
AC7 0.032 07 0.0339 0.0651
AC17 6.6124 6.6571 6.6124
HE1 0.174 53 0.2188 0.1540
EB1 1.8985 2.0532 3.1225
EB2 0.814 24 0.8150 2.0201
EB3 0.814 25 0.8157 2.0575
NN2 2.2216 2.2216 2.2216
TABLE I
H∞ SYNTHESIS BENCHMARKS
To illustrate the methodology, we consider the H∞ con-
troller synthesis problem for a linear system
x˙ = Ax+B1w +Bu
z = C1x+D11w +D12u
y = Cx,
where x is the state, w the performance input, u the system
input, z the performance output and y the physical output.
The H∞ problem considers determining a static output
feedback law u = Fy that optimizes the performance of
the system:
minimize
γ,X,F
γ
subject to
AᵀFX +XAF XB1 CᵀFBᵀ1X −γI Dᵀ11
CF D
ᵀ
11 −γI
 ≺ 0,
X  0,
where AF = A + BFC and CF = C1 + D12FC. In this
problem, the bilinearity appears in the term AᵀFX + XAF .
By taking F as parameters, we can solve this bilinear matrix
inequality problem in two steps as described above.
We solved this problem for a number of test problems in
the COMPleib collection. The selected problems contained
at most 2 parameters. The results are collected in table I and
compared to the results reported in [17]. For these small
problems, similar or even better performance is achieved
compared to literature.
VI. CONCLUSIONS
This paper presents a novel approach for computing
approximate solutions to parametric cone programs with a
polynomial parameter dependency. The optimizer function is
parametrized as a tensor product spline, and in optimizing the
coefficients feasibility for all parameter values is guaranteed
through the positivity of tensor product B-splines. Relying on
duality, bounds on the suboptimality of the approximation are
computed, which can be used to locally refine the constraint
relaxation and/or the parametrization of the optimizer func-
tion. The approach is complemented with an open software
tool, and its use is demonstrated in three control-related
applications.
Future work will focus on extending the approach to non-
hyperrectangular parameter domains and on mitigating the
computational complexity for high-dimensional parameter
vectors.
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