We present the results from the commissioning of the Gemini South Adaptive Optics Imager (GSAOI). Capable of delivering diffraction limited images in the near-infrared, over an 85 ′′ ×85 ′′ square field-of-view, GSAOI was designed for use with the Gemini Multi-Conjugate Adaptive Optics (GeMS) system in operation at the Gemini South Observatory. The instrument focal plane, covered by an array of four HAWAII-2RG detectors, contains 4080×4080 pixels and has a plate scale of 0.02 ′′ -thus capitalizing on the superb image quality delivered by both the all-refractive optical design of GSAOI and the Gemini South MCAO system. Here, we discuss our preliminary findings from the GSAOI commissioning, concentrating on detector characterization, on-sky performance and system throughput. Further specifics about the Gemini MCAO system can be found in other presentations at this conference.
INTRODUCTION
The Gemini telescopes were designed to provide the best image quality with the lowest possible emissivity for optimal infrared observing from the ground for 8-10 m class telescopes. The Gemini Adaptive Optics (AO) program has been of high priority for the observatory since 2000. The success of the AO program at Gemini has been demonstrated elsewhere with the use of ALTAIR, a natural guide star (NGS) and laser guide star (LGS) adaptive optics system at Gemini North, and with different facility instruments such as the Near-Infrared Imager and Spectrometer (NIRI) and the Near-Infrared Integral Field Spectrograph (NIFS), and more recently with the Gemini Near-Infrared Spectrometer (GNIRS).
A major achievement in the Gemini AO program occurred during 2011 when the Gemini Multi-Conjugate Adaptive Optics System (GeMS) and its near-infrared imager, the Gemini South Adaptive Optics Imager (GSAOI), collected the first photons in the Chilean skies. GeMS is a unique facility instrument and the first of its kind. Its delivers a uniform, diffraction limited image quality in the near-infrared (0.9 to 2.5 µm) over a field of view larger than 1 arcmin. The main GeMS sub-systems are the AO bench CANOPUS, the Beam Transfer Optics and Laser. Specifications for GeMS and its sub-systems are described in detail in previous papers.
1 -4 Specifics of GeMS commissioning can be found in other presentations at this conference. 5, 6 GSAOI is a near-infrared adaptive optics imager and the workhorse instrument to be used with GeMS. It was built by the Research School of Astronomy and Astrophysics (RSAA) of the Australian National University. The GSAOI is located at the f/32 output focus of CANOPUS and can deliver diffraction limited images in the wavelength interval of 0.9 -2.4 µm over a field of view of 85 ′′ ×85 ′′ . The GSAOI detector is formed by four Rockwell HAWAII-2RG arrays, with 2040 × 2040 pixels each, with a pixel scale of 0.02 ′′ on sky. The arrays are mounted in a 2×2 mosaic that create a 4080×4080 pixel focal plane with a gap of ∼2.5 ′′ (∼2 mm) between arrays. The instrument is equipped with a set of broad-and narrow-band filters, a pupil imager to set the instrument alignment and defocus lenses to null the non-common-path phase errors between CANOPUS and GSAOI.
GSAOI has been delivered to Gemini South in 2007, after it passed the acceptance tests in 2006. The instrument has been extensively tested in the instrument laboratory located at the Gemini South base facility in La Serena, Chile, and then moved to Cerro Pachón in 2008. GSAOI remained in the instrument laboratory at the summit until January 13, 2011, when it was installed in one of the side looking ports (port 5) of the Instrument Support Structure (ISS) (Fig. 1) . The GeMS commissioning started in January 2011 and extended until May 2011. The first two commissioning periods were dedicated to the laser and associated sub-systems. The commissioning of CANOPUS itself started only in March 2011. During the period of January 2011 -May 2011, we concentrated in the characterization of the GSAOI detector, the required calibrations to process the images (dark, flats) and imaging processing. The commissioning of GSAOI itself started in December 2011, when GSAOI was installed on port 1 (up-looking) of the ISS after a five month shutdown. In this paper we present and discuss our preliminary findings from the GSAOI commissioning, concentrating on detector characterization, on-sky performance and system throughput.
INSTRUMENT OVERVIEW
The GSAOI is at the back end of the GeMS science light path. The 2 ′ diameter f/32 GeMS output field is directed to GSAOI by the science fold mirror in the ISS. The beam passes through the GSAOI cryostat window (Fig. 2 ) and comes to focus 300 mm inside the cryostat field at a field mask. The then passes through a double field lens and a four-element optical relay. The field lens forms a pupil image within the relay optics where the internal cold stop is located. Two filter wheels are located immediately in front of the cold stop. The optical relay re-images the input focal plane onto the image detector at a scale of 0.02 ′′ /pixel. An utility wheel allows a lens group to be positioned temporarily between the relay and the detector to record the image of the cold stop. This cold stop image is used to accurately align the cryostat with the GeMS exit pupil. Convex and concave lenses, also in the utility wheel, produce defocused star images at the detector. These images are used to measure static wave front phase errors that are nulled using the GeMS deformable mirrors.
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A detailed description of the instrument, including the imager optical design and detector characteristics, can be found in another paper.
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Figure 2. Schematic of the GSAOI cryostat and auxiliary systems.
Filters
GSAOI contains two filter wheels with space for 27 broad-and narrow-band (zero redshifted) emission-and absorption-line filters. Each filter wheel also contains one blocked position for recording bias and dark frames. Fig. 3 shows the transmission curves of the filters currently installed in GSAOI.
Detectors
The GSAOI science array is a 2×2 mosaic of Rockwell 2048×2048 HAWAII-2RG (H2RG) detectors forming a 4080×4080 pixel focal plane, with a gap of ∼2.5 mm or ∼2.4
′′ on sky between each detector. Each detector is simultaneously read out through four 512×2048 pixel amplifiers for a shortest readout time of ∼5.3 seconds. The detectors have four additional rows and columns around the outer edges that read out as reference pixels and are not illuminated. Each detector also contains a programable On-Detector Guide Window (ODGW) which provides tip-tilt information to GeMS (see section 2.3).
The detectors are read out using the "Fowler Sampling" technique 9 to reduce the read noise. A set of multiple nondestructive reads is made at the beginning and at the end of each exposure. The two sets of non-destructive reads are averaged, and the signal is formed from the difference between the two averages. Each detector is continuously read out and reset in "idle" mode between science exposures. This prevents the detector saturating, and maintains the readout electronics at a stable operating temperature. When an actual exposure is initiated, the current idle Figure 3 . Transmission curves for the broad-and narrow-band filters installed in GSAOI. The atmospheric transmission between 0.9 and 2.5 µm is superimposed as a dark green line.
mode read is interrupted and the science exposure is started with the defined number of non-destructive reads.
The definition and implementation of the three read-out modes in GSAOI for optimal observation of bright, faint and very faint objects are discussed in section 4.2.
The dark current in the GSAOI detectors is very low (∼0.01 e-/s/pix). However, there is a large number of "hot" pixels, which appear as a single high dark current pixel affecting to a lesser degree the four adjacent pixels, in a cross shape (Fig. 4, left panel) . In addition, the cosmetics of the GSAOI detectors are affected by the presence of "dead" (debonded) pixels, light-emitting diodes, "cold" (lower response) regions, and higher dark current areas (Fig. 4 , right panel). To correct and eliminate all these effects, a bad pixel mask is required for proper processing and analysis of the images.
The GSAOI detectors are intrinsically non-linear due to their source-follower-per-detector architecture. The linearity correction for each detector has been derived during commissioning and will be implemented as part of the GSAOI data reduction package (see section 4.1). 
On-Detector Guide Window (ODGW)
Each of the GSAOI detectors can support one programmable ODGWs. The ODGWs are designed to provide tip-tilt information for a combination of up to four natural guide stars in GeMS. The ODWGs can be read out at a rate of up to 800 Hz during a science exposure. Sizes of 2×2, 4×4, 6×6, 8×8, 12×12, 16×16, 32×32, 64×64 or 128×128 pixels can be specified, although it is expected that most science observations will be carried out using 4×4, 6×6 or 8×8 pixel windows in order to achieve higher correction rates. The centroid of the stars located in the ODGWs are used for either CANOPUS tip-tilt correction or for fast guiding to correct for the differential flexure between GeMS and GSAOI. Each of the four ODGWs can be read out with a different rate, as long as each exposure time is an integer multiple of the shortest exposure time selected. The four ODGWs are read out synchronously using non-destructive reads, interleaved with the reads of the science image during resets and Fowler Sampling. This requires a reduction of the ODGWs frame rate to ∼200 Hz during the periods when the science image is being accessed. Otherwise, the science image read out time would be unacceptably long.
The use of the ODGWs for CANOPUS tip-tilt correction has not been commissioned at this point. It is expected that we will be commissioning this mode (1 + 3, one CANOPUS Tip-tilt Guide Star + three ODGWs) during the second semester of 2012 (see section 6). Further specification about the use of the ODGWs with GSAOI, with corresponding detector controller software implementation and performance required by GeMS can be found in another presentation at this conference. 
COMMISSIONING STATUS
The GSAOI commissioning was divided in two phases. The first phase took place between January and May 2011. During this period, the commissioning work concentrated in the definition of the GeMS non-common-path aberration 5, 8 and the characterization of the GSAOI detectors, with the determination of the read noise, gain, and linearity. The phase one commissioning results are presented in section 4.
The second phase of the GSAOI commissioning took place between December 2011 and April 2012. During this phase, the work was focused on the GSAOI on-sky performance: accurate determination of the instrument alignment angle and astrometric solution for each detector, photometric zero points, and sky brightness measurements in J-, H-and K s filters, estimation of the background contribution from GSAOI and CANOPUS, and measurement of the system throughput. Although the bulk of the work between January and May 2011 was concentrated on GeMS, some data were obtained to evaluate the GSAOI on-sky performance in May 2011. The on-sky commissioning results are presented in section 5.
COMMISSIONING RESULTS: DETECTOR CHARACTERIZATION

Linearity correction
As with all near-IR arrays, the GSAOI detectors are intrinsically non-linear. To obtain the linearity correction, a set of flats of increasing exposure time were observed using the Gemini Calibration Unit (GCAL 11 ) in the Hand Z-bands. The data were taken using a Fowler Sampling of 1-1 (NRDs=2).
The linearity correction was implemented using a polynomial fit to the raw data counts (ADU):
To obtain the coefficients a, b and c, a second order polynomial with uniform weighting was fit to data points corresponding to the average count values on twelve regions for each detector, three on each amplifier. Table 1 shows the resulting linearity correction for each of the four detectors using the H-band and Z-band data. As an example, the left plot in Fig. 5 shows the linearity correction derived for detector 4.
The results presented in Table 1 were obtained from data with count levels above 3000 ADU. Additional data were obtained to analyze the linearity behavior at low light levels, i.e. below 3000 ADU. The analysis indicates the presence of a non-linear behavior of increasing response towards lower levels of illumination (in other words, in the opposite sense of the above fitted function). However, the scatter in the data points, due to the low level of counts and presence of bad pixels, is as large as the effect that we are trying to measure. We concluded that nonlinearity effects at low levels may affect the photometry of faint sources, with sources at or below 300 ADU total counts, including sky background contribution, resulting 2-4% brighter than they should be relative to sources at ∼2000 ADU. However, a 2-4% uncertainty is what we expect to achieve in the photometric calibration (see section 5.2). Given the uncertainties in the data at low luminosity levels, only the linearity correction presented in Table 1 is implemented in the data reduction package.
After the linearity correction was obtained, the data were examined to determine the saturation value and the count levels (in percent of the saturation level) where the data diverges 5% from linear (before linearity correction). These values are listed in Table 2 . The table also shows the level where the linearity corrected values diverges 2% from the linear relation. The implementation of the linearity correction has been done in the GSAOI IRAF package (under development), as part of the task gaprepare. The right plot in Fig. 5 shows an example of the data described in this section before and after correction for detector 4, using the final linearity correction values listed in Table 1 . The dashed lines in the figure indicate the saturation level before and after linearity correction.
Readout noise and gain determination
The read noise for each detector was determined using dark exposures for four different Fowler 12 In summary, the variance in ADU of an image can be represented as
where V ADU , RN ADU and S ADU are the variance, the read noise and the signal in ADU and g is the conversion gain in e-/ADU. By plotting the variance as a function of the mean signal, one should get a straight line whose Y intercept is (RN ADU ) 2 and slope is 1/g.
The dark images for each read mode were combined, and the variance image was obtained as the standard deviation of the input pixel values about the output combined pixel value. The pixel statistic was then obtained by taking the mean of each array using a two-pass statistics with 1-sigma rejection (due to the large number of Table 1 . The red and green points are the uncorrected H and Z data respectively; the black and blue points correspond to the H and Z data, respectively, after the correction has been applied. The black/blue slanted lines correspond to the loci of a constant ADU rate. The dashed horizontal lines correspond to the saturation level before and after the linearity correction. The 5% and 2% non-linearity levels are also indicated, respectively before and after the correction has been applied.
bad pixels in the GSAOI detectors). The median value obtained after the second pass corresponds to the final (RN ADU ) 2 .
The e-to ADU gain for each detector was determined using the same dataset used for the non-linearity determination, for count levels up to 35000. The flat images for each exposure time were combined and the variance image was calculated as for the darks. To calculate the gain values, equation 2 was slightly modified, and the following expression was used:
The advantage of plotting the read-noise subtracted variance against the mean signal on a logarithmic scale is the removal of one degree of freedom in the fit, as the read noise is already known, and the fit is now a straight line of slope 1.0, with the X intercept being the gain g. The calculated readout noise and gain for each detector are listed in Table 3 . As we can see in the table, the average readout noise for a N DR = 2 (FS 1-1) is ∼11 ADU. It can be reduced to ∼3 ADU using a 16- 16 Fowler Sampling (N DRs = 32), but this decrease in noise is penalized by an increase in the readout time from ∼10 to ∼90 seconds. Using a 8-8 Fowler Sampling, the readout noise is only ∼1 ADU higher than the 16-16 mode, but the readout time is much shorter (∼48 seconds). Table 4 summarizes the three read-out modes implemented in GSAOI for observations of bright, faint and very faint objects. The table includes information about the readout time and the minimum exposure required for each mode. 
Dark current and dark stability
We have analyzed the dark current behavior in the GSAOI detectors, concentrating on its impact on operational procedures and data reduction. A set of dark images with exposure times between 5.3 seconds and 200 seconds were taken to identify for any dark current spatial structure and spatial variations. The same sequence of darks was repeated for three consecutive days, spaced by ∼20 hours, to explore variations in time scales of a few minutes to several hours, i.e., within an observation and from one night to another. From the above analysis, we conclude the following:
• The dark current shows spatial structure within each detector. The level of the structures can be up to ∼10 ADU above the mean dark current level of the entire detector, but it is of the order or smaller than the standard deviation of the pixel values around that mean. Consequently, in any dark subtracted image, the residual dark structure will be within the noise.
• The dark current is found to be variable on time scale of minutes to hours within each detector. The amplitude of the variations on time scales of minutes (within an observation) is of the order of 2-6 ADU, and smaller than standard deviation around the mean values, so again in any dark subtracted image, the variations in the dark current will be lost in the noise.
• From a data reduction point of view, dark subtraction in the form of dark frames of the same exposure time as the science data is not required, as long as the dark current is subtracted as part of the data reduction process itself, as normally happens in standard near-IR observations using dithered sequences for sky subtraction.
COMMISSIONING RESULTS: ON-SKY PERFORMANCE
Analysis of the GSAOI on-sky performance is based on data collected in May 2011, and between December 2011 and April 2012. Before we proceed with the analysis of the data, it is important to mention that four major events affected the photometric results, changing the values of the sky brightness, photometric zero points, and system throughput. The first event occurred after the GSAOI installation in January 2011. The commissioning team discovered that the flatfield images showed an illumination in the central region of the field of view. This "ramp up" effect was stronger in the K-band. Further analysis of the data showed that the GSAOI cryostat window was contaminated by dust on its external surface, affecting the performance of the instrument, in particular at wavelengths greater than 2 µm. The second event happened in November 2011, when the cryostat window was cleaned and the dust was removed, prior to the instrument re-installation. The third even took place in February 2012, when the cryostat window was found to have suffered damage to the AR coating, which compromised the quality of the data obtained during this commissioning run. The last event occurred in March 2012, when the damaged cryostat window was replaced by a new one. GSAOI was removed from the telescope in March 2012 due to a problem with the cryo-cooling system. The instrument returned to the telescope for the last two commissioning runs in April 2012 when data were obtained to characterize the instrument with the new cryostat window.
Data set
The images collected during on-sky commissioning were used to determine and monitor the photometric zero point and sky brightness, and to calculate the end-to-end system throughput. In addition, sky frames were observed to determine the background contributions from individual sub-systems, in particular, from CANOPUS. A summary of the observed data is presented next. The observing log is presented in Table 5 .
• May 2011: The observations consist in several exposures in the J, H and and K s filters of a region adjacent to the Galactic globular cluster NGC 6352, and a nearby sky region. Twilight flats were obtained during the same period to serve as flat field frames. This is the first data set obtained to quantify the GeMS+GSAOI on-sky performance. The image quality was not optimal, as the GeMS performance was still being optimized, with an average Full Width Half Maximum (FWHM) of ∼32 pixels (∼0.64 ′′ ) in H-band.
• December 2011: The data used for the analysis consist of a stack of thirteen exposures of 60 sec, observed with 3 ′′ offsets between individual frames, of the Galactic globular cluster NGC 288. The average FWHM of the combined image is slightly below 0.08 ′′ , with a variation of 0.002 ′′ across the entire field of view. This is the "first light" ultra-sharp, wide field image observed with GeMS+GSAOI.
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• January 2012: The data set consists of several exposures in the J, H and K s filters of a 2MASS (the Two Micron All Sky Survey) standard calibration field.
14 The image quality was not optimal, with an average FWHM of ∼28 pixels (∼0.56 ′′ ).
• February 2012: The data obtained during this run consist of several exposures in the J, H and K s filters of an astrometric calibration field located in the Large Magellanic Cloud (LCM). The average FWHM in the H-band combined image is ∼ 9 pixels (∼ 0.18 ′′ ).
• April 2012: The data used for the photometric calibration consist of several exposure in J, H and K s filters of a 2MASS standard calibration field. 14 The FWHM in the H and K s filters is on average ∼7 pixels (∼0.14 ′′ ). Also, sky frames were observed in all filters to determine the background contribution of the different sub-systems. All images were processed using the GSAOI IRAF commissioning package developed by the commissioning team. The images were corrected for non-linearity using the task gaprepare, then for each filter, a set of flats were processed, combined and normalized using the task gaflat. Sky frames were constructed using the task gasky. The science images were then processed using gareduce. The latter task handles the sky subtraction, flat-fielding and multiplication by the gains. The resulting images were then mosaiced with gamosaic. For the fields with observations obtained with spatial offsets between the exposures, the images were registered to a common pixel position and then stacked.
Photometric zero point and sky brightness
The photometric zero points in the J, H and K s filters were measured using aperture photometry with the DAOPHOT package in IRAF. For each star, the aperture photometry was obtained using an aperture typically 1.4× the FWHM. For the sky background estimation, an inner-sky annulus and outer-sky annulus were selected based on the FWHM values of the stars and the final aperture correction was applied to the data. Typically, the values selected were between 40 and 103 pixels for the inner-sky annulus, with a width of 11 pixels in all cases. For the May 2011 data, the photometry was performed with the task imexamine, using an aperture radius of 40 pixels, a buffer of 10 pixels, and a background annulus of 40 pixels.
The instrumental magnitudes in the CANOPUS+GSAOI system were calculated as follows:
where m λ is the instrumental magnitude, F λ is the flux in e-/s and λ is the wavelength corresponding to filters J, H and K s .
The resulting values for the instrumental magnitudes were then compared with the 2MASS standard magnitudes to define the zero points. Excluding the May 2011 data, an airmass correction was introduced using the values for the atmospheric extinction calculated for the 2MASS catalog (A J /A H /A Ks = 0.092/0.031/0.065).
14 The photometric zero points obtained for the different observing runs are shown in Table 6 . The sky brightness values, converted from the average counts in the sky frames, are tabulated in Table 7 . The photometric zero-points values from the different runs are found to be reasonably stable, except for February 2011, when the coating in the central region of the GSAOI cryostat window was damaged. The same behavior is seen for the sky brightness. The higher sky signal derived in May 2011, compared to the values from December 2011, is due to the dust contamination on the cryostat window. Note how the effect of coating damage on the window is evident in the sky brightness measured in February 2012. Comparing the results in Table 7 with the published values for Cerro Pachón available from the Gemini Web pages (the estimated values for Cerro Pachón are µ J = 16.2 mag/arcsec 2 , µ H = 13.8 mag/arcsec 2 and µ K = 14.6 mag/arcsec 2 ) we found that, at 1.65 µm (H-band) the calculated sky brightness for April 2012 is similar to the value estimated for Cerro Pachón, but we also see large differences, up to a factor of 2 in the surface brightness at 1.2 µm (J-band) and 2.2 µm (K-band). The latter may be due to an underestimation in the thermal contribution from CANOPUS. We analyze this effect in more detail in section 5.4. 
System Throughput
In this section, we calculate the end-to-end system throughput from the zero-points measured above. The stellar flux above the Earth's atmosphere is given by the standard equation using the absolute flux calibration of the photometric system. For the analysis, the following values were adopted:
The detected stellar flux is then:
or
where A tel = 48.23 m 2 is the telescope area. Replacing equations (5-7) in equation (9), we have
after some further manipulation, the system throughput τ λ can be expressed as follow: where (j − J), (h − H) and (k − K) are the zero points listed in Table 6 . The system throughput values are listed in Table 8 (the results from February 2012 are not included in the table, as the partially uncoated window turns those values unreliable). For H and K-band, the system throughput obtained in April 2012 is better than the throughput assumed for the instrument initially, 15 while for J-band it is similar (the assumed sensitivity is 0.23 at all wavelengths, McGregor). However, it is possible that the improvement in the sensitivity could be offset by the sky signal which is brighter than expected at wavelength larger than 2 µm (see section 5.4).
Background brightness
The expected image sensitivities for GSAOI are based on theoretical models for the combined telescope, instrument and GeMS transmission and emissivity and assumes a set of values for the background contribution from each of these sub-systems. The atmospheric airglow is expected to be the main contributor to the background signal at short wavelengths. The second contributor is thermal emission from CANOPUS.
15 Before a photon arrives to GSAOI, it has to pass through several optical elements that can increase the background signal, in particular at wavelengths larger than 2 µm. Broad bands Narrow bands Figure 6 . Left: Ratio between the observed and modeled background signal for the data observed with GSAOI+CANOPUS (orange squares and blue dots) and data observed with GSAOI only (blue squares and red dots). Right: Difference in the background signal between the data obtained with the configuration GSAOI+CANOPUS and with GSAOI only, relative to the background obtained with GSAOI only.
To determine the background signal in each filter, and in particular, the background contribution from CANO-PUS, a blank, star-free area of the sky was observed in 17 filters in April 2012 (see Table 5 ). Two datasets were obtained. The first set of data were taken using GSAOI+CANOPUS, while the second set of data were obtained with GSAOI looking directly to the secondary mirror, by-passing the entire CANOPUS optics * . Both dataset were dark subtracted, although it was found that the dark current does not affect the results, as expected. A region in each detector was selected in a way to avoid the few sources detected, as well as areas with large concentration of bad pixels, and the mean and standard deviation of the counts in each filter was obtained to calculate the average sky flux, which was then corrected by the transmission value of the filter.
The left plot in the Fig. 6 shows the ratio between the observed and the modeled background contribution (available in the GSAOI web page, see 15 ). The first thing to be remarked in this plot is that the original model underestimates the background contribution from GSAOI+CANOPUS for wavelengths greater than ∼ 1.6 µm (orange squares and black dots). When compared to the data observed with GSAOI only, the model underestimates the background contribution for wavelengths greater ∼2 µm (blue squares and red circles). The right plot in the Fig. 6 shows the ratio of the difference in the background signal between the data obtained with GSAOI+CANOPUS and with GSAOI only, to the background obtained with GSAOI only. This plot isolates the CANOPUS background contribution, and shows that, for wavelengths below ∼1.6 µm, CANOPUS attenuates the science path light about 30%, while for wavelengths larger than ∼1.6 µm, CANOPUS is emitting at a factor or 2 or more than the contribution from the instrument alone. Figure 7 shows the difference in the background signal between the data obtained with the configuration GSAOI+CANOPUS and with GSAOI only, calibrated in flux. The color lines represent the thermal emission expected from a black body with temperatures between −10
• C and +10
• C, in steps of 5 • C, corrected for the absorption introduced by the optics inside CANOPUS. We can see here that the CANOPUS contribution to the background can be approximated by a black body with temperature 0 − 5
• C, which is compatible with the temperature measured by the sensors located inside the CANOPUS enclosure. 
World Coordinate System calibration
The science data generated by any Gemini instrument must be calibrated to allow conversion between the x, y position to right ascension and declination. The conversion is dependent on the specifics of the instrument and the telescope configuration at the time of the data acquisition. The WCS solution in the header of the images is constructed based on information provided by the telescope systems: the equinox, the azimuth and elevation, the observing wavelength, the catalog (FK4 and FK5) at the time of the observation and port where the instrument is installed; and by the instrument: binning, detector size, WCS calibration file. The accuracy of the WCS solution in the images is directly linked to how accurately the WCS calibration file is constructed. And the accuracy of the WCS calibration file depends on the accuracy of the astrometric catalog used to derived the solution.
GSAOI is a mosaic of four detectors. Therefore, for each detector a WCS calibration file has to be constructed using a common reference point. GSAOI was installed on port 5 between January and May 2011 and moved to the up-looking port in December 2011. The orientation of the instrument on the sky is different when it is installed on different ports. The GSAOI orientation on port 5, for an instrument alignment (IAA) and position angle (PA) = 0 degrees, is N-left and E-down. In the up-looking port, for the same IAA and PA, the GSAOI orientation is N-up, E-right.
In May 2011 a single observation of the Galactic globular cluster NGC 6352 was used to derive the WCS solution for the GSAOI detectors on port 5. The UCAC3 catalog 16 was used to select the stars in the field. The positional accuracy of stars in UCAC3 is about 15-20 milliarcseconds for stars in the 10 to 14 magnitude range in R. Unfortunately, stars brighter than 14 mag in R were saturated in the GSAOI images and only a reduced number of stars were used. The WCS calibration files were derived using the IRAF task gwcs. The procedure is the following:
• The reference point is defined to be at the telescope rotator axis. The location of the reference point is not coincident with the center of GSAOI detector. The reference position in pixels was measured in advance (it is located in the gap between the detector 3 and 4).
• The right ascension (RA) and declination (DEC) offsets from the reference stars to each other star in the input catalog are computed and translated into arcsec. Then the calculated RA, DEC offsets are translated into the telescope X and Y offsets using the PA and the IAA. In this case the P A = 0.0 deg. and the IAA = 89.62 deg (orientation N-up, E-left).
• All offsets are translated to millimeters using the telescope plate scale from the Telescope Control System.
• The output files, one per detector, contain 4 columns: the measured position of the stars in pixels coordinates x,y and the corresponding offset of the stars at the focal plane in millimeters.
• The WCS calibration files are incorporated into the detector controller software.
The final positional accuracy of the WCS calibration is ∼1 ′′ (∼50 pixels). This accuracy is expected because the CANOPUS corrections were not optimal, with an average FHWM of the stars of ∼43 pixels.
In January 2012 a single image of an astrometric field located in the Large Magellanic Cloud was used to construct the WCS calibration files for the detectors with GSAOI installed in the up-looking. A catalog with a positional accuracy of 1 milliarcseconds 17 was used to select the stars in the field. The WCS calibration files were derived using the procedure described above. The accuracy of these WCS calibration files has been estimated to be ∼0.3
′′ (∼15 pixels) on average. This value is better than the results obtained in May 2011, but still not optimal. The average FWHM of the stars in the field is ∼ 9 pixels. Therefore, we expect to improve the accuracy in future measurements.
GSAOI AND THE GEMINI OBSERVING TOOL
The Gemini Observing Tool (OT) is the software used to define the instrument configuration and pre-plan the observations from approved proposal during the Phase II process. The OT is the principal interface between the astronomer and the observatory, and it is used by the night time observer to trigger an observation during a night.
The commissioning of any new instrument at Gemini has to include the necessary tests to validate the OT. As part of GSAOI commissioning, the OT has been extensively tested since the first commissioning run in January 2011. Here we described the main capabilities of the OT, focusing on the description of the GSAOI and GeMS components, guide star selection and observing preparation. Basic information on the OT itself is available elsewhere.
18, 19
The principal configuration components in the GSAOI observation (Fig. 8, upper panel) are the GSAOI component (Fig. 8, lower left panel) and the GeMs component (Fig. 8, lower right panel) . The user can configure the GSAOI component by selecting the desired filter, the position angle, the readout mode (see section 4.2), the ISS port, the exposure time and number of coadds per image. The GeMS component editor is always included in any GSAOI observation. By default, the Atmospheric Dispersion Corrector is off, the Dichroic Beamsplitter is set to 1 µm and the Astrometric mode is regular.
The NGS can be sensed using either the CANOPUS tip-tilt guide stars (TTGS or CWFS), or the GSAOI ODGW, or any possible combination of the above. Ideally, three of these guide stars should be available to compensate for
GeMS Adaptive Optics
The GeMS Adaptive Optics system is configured with this component. The GSAOI instrument is configured with this component. the plate-dynamical errors. However, CANOPUS may work with 2 or even 1 CWFS with reduced performance. One of the ODGW stars is used to monitor and compensate the flexure drift between CANOPUS and GSAOI.
The CWFS and ODGW stars are specified in the target section of the main GSAOI observation (see upper panel in Fig. 8 ). The OT can select automatically the guide stars for all instruments and WFS using the "Auto GS" button in the target component or in the position editor (PE, see below). Alternatively, the selection can be done manually, using the "Manual GS" button in the target component (or in the PE).
The selection of CWFS and ODGW stars is performed using MASCOT (Multi-Conjugate Adaptive Optics Tool) algorithm developed by Francois Rigaut. 20 The algorithm searches different catalogs for TTGS at given coordinates, compute the best TTGS groups that will provide the best compensation (best Strhel) across the 2 ′ CANOPUS field of view. The best asterism, based on the best average Strhel, is then selected by default. In manual mode, the GeMS guide star search window is displayed. In this window the user can configure the catalog, the NIR band, the asterism (CANOPUS and GSAOI, CANOPUS alone or GSAOI alone) and if a position angle adjustment is required or not. The GeMS guide star window search is shown in Fig. 9 . When a query is requested, a list of guide star candidates inside the CANOPUS field of view (left panel in the figure) is given. This list can be reviewed and modified if needed. Then the algorithm performs an search for the best asterisms and returns a list of candidates sorted by the average Strehl and the average rms (right panel in the figure) . The algorithm can handle also sub-optimal cases. For example, it can return the best two-star asterism if a three-star asterism is not available. The user can also select more than one candidate asterism. When two or more asterisms are included in the target component, they are grouped separately.
The selected asterism can be viewed in the PE (Fig. 10) . The GSAOI detector arrays are the large squares and identified with a number (the orientation is N-up, E-left). The GSAOI base position, defined in the target component, is marked as a small cross within a circle. It is located at the bottom right corner of detector 4, ∼7.6
′′ from the center of the CANOPUS field. The CANOPUS field of view is represented by a large circle with a radius of 1 ′ .
During the commissioning runs only one guide mode has been tested. The majority of the engineerinwerg observations were obtained using 3 CANOPUS CWFS and 1 ODGW stars. Some observations were obtained with 2 CWFS and 1 ODGW stars, or with 3 CWFS stars only. The performance of the different guide star modes used during the commissioning runs can be found in other presentations during this conference. 5, 6 The commissioning of other guiding modes is still pending (1 CWFS and 3 ODGWs).
The GSAOI and the OT have been extensively tested since December 2011. The OT has been used to construct the GSAOI observations for selected commissioning targets, trigger the observations and observe the sequences through the sequence executor. During the tests several problems were encountered and fixed. The implementation of GSAOI in the OT and the inclusion of the MASCOT algorithm to search for CWFS and ODGW stars have been proved to be very robust. It is clear that more tests are required to complete this very important tool that will be used by our community in the future. The tests will continue during the second semester of 2012 when the GeMS/GSAOI commissioning is resumed.
CURRENT STATUS
In May 2012, the GSAOI has been removed from the telescope to the Instrument Laboratory for a general engineering maintenance. It is expected that GSAOI commissioning will be resumed at the end October 2012, after CANOPUS is installed back on the telescope. The call for the Science Verification of GeMs/GSAOI is expected to be released at the beginning of 2012B semester. The System Verification (SV) is the final step of testing prior to general use of any instrument by the Gemini community. There are two GeMS commissioning runs scheduled before the SV can be started at the end of the year.
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