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Abstract
A cohesive surface theory of fracture is a phenomenological continuum framework that is closely related to classical
fracture mechanics. As such it shares the advantages and disadvantages of any phenomenological continuum frame-
work. The continuum is characterized by two constitutive relations: (1) a volumetric constitutive law that relates stress
and strain; and (2) a traction versus displacement jump relation across a speciﬁed set of cohesive surfaces. The cohesive
traction can decrease to zero thereby creating new free surface. The cohesive surface formulation stems from the pio-
neering contributions of Barenblatt and Dugdale and provides a means of addressing a variety of issues that are diﬃcult,
if not impossible, to address within a conventional fracture mechanics framework. A wide range of phenomena have
been analyzed using a cohesive surface framework under both quasi-static and dynamic loading conditions, including
for example micro cracking, debonding and void nucleation, fracture in complex microstructures, crack branching and
fragmentation. No attempt is made to provide a balanced overview of that literature. Rather, the focus is on issues that
have been of interest to me. Various analyses are discussed with attention on capabilities and limitations as well as on
opportunities for extending the predictive capability of cohesive analyses of fracture and failure.
© 2013 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Kenneth Liechti and William
A. Curtin.
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1. Introduction
A basic issue in solid mechanics is whether or not a solid body subject to a prescribed loading history
will remain intact or whether new free surface will form. The ability to predict the creation of new free
surface and fracture provides a basis for assessing the safety and reliability of components and structures
as well as for assessing performance and product quality in a range of manufacturing processes. It also
provides the means for designing more failure resistant materials, components and structures.
Classical fracture mechanics is a continuum mechanics framework that assumes the presence of a single
dominant crack-like defect idealized as a mathematically sharp crack. The singular ﬁelds surrounding the
crack tip are presumed to encompass the region where fracture processes are operative and conditions at the
onset of crack growth are governed by a critical value of a parameter characterizing the singular ﬁelds.
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Classical fracture mechanics has been an enormously successful engineering theory. However, despite
its successes, several signiﬁcant issues remain that fall outside its scope. One is crack nucleation. Solids
with no discernible crack-like ﬂaw do form new free surface and fracture. Additionally, even if there is an
initial crack, the fracture process can involve the nucleation and growth of cracks that are unconnected to
the dominant crack, although they may eventually merge with it. There are also circumstances where there
is a single dominant crack, but the singular stress and strain ﬁelds do not encompass the fracture process
region.
Another approach to fracture, involves directly using a model of the physical process that leads to the
creation of new free surface. At the atomistic scale, material separation, crack nucleation and crack growth
can emerge as direct outcomes of a molecular dynamics calculation, see for example [1, 2]. At a larger scale,
on the order of microns or tens of microns, physically based continuum models of microvoid nucleation,
growth and coalescence can be used to analyze ductile fracture as described in [3, 4].
A cohesive surface theory of fracture is a phenomenological continuum framework that is closely related
to classical fracture mechanics. The continuum is characterized by two constitutive relations; one is a
volumetric constitutive law that relates stress and strain, while the other is a traction versus displacement
jump relation across a speciﬁed set of cohesive surfaces. The cohesive traction can attain a maximum and
then decrease to zero thereby creating new free surface. From dimensional considerations, a characteristic
length is introduced. The cohesive constitutive relation embodies a description of the mechanical eﬀects of
the separation process as well as any dissipation associated with it. Cohesive fracture formulations were
pioneered by Barenblatt [6] and Dugdale [7] who introduced nonlinear cohesive tractions in front of an
existing crack (or slit) in an otherwise linear elastic solid.
There is now an enormous literature on cohesive modeling of crack growth and crack nucleation. Here,
no attempt is made to provide a balanced overview of that literature. Rather, the focus is on issues that have
been of interest to me. Also, the presentation is weighted toward work I have been involved in. Furthermore,
attention is conﬁned to a discussion of capabilities, limitations and opporttunities; details of analyses are not
presented. A particular emphasis is given to where cohesive modeling provides predictions and insights that
can not be obtained using more traditional continuum fracture/failure formulations. The list of references
given is far from complete but details of the various analyses discussed as well as additional references to
the literature can be found in the works cited.
2. Background
Barenblatt [5, 6] introduced a distribution of cohesive forces in the region ahead of a tensile crack which
gives rise to a ﬁnite limit to the opening stress as opposed to the inﬁnite opening stress of the linear elastic
solution for a mathematically sharp crack. In [5, 6] Barenblatt focused on brittle or quasi-brittle fracture
where deviations from linear elasticity are conﬁned to a region near the crack tip. Even in brittle fracture
the actual distribution of cohesive forces is quite complicated and a phenomenological distribution was
proposed that had a high peak but then decreased rapidly away from the crack tip. Barenblatt [5, 6] based
his analysis on two hypotheses: (1) the length over which the cohesive forces act is small to compared to the
crack size and (2) the distribution of the cohesive forces is identical for a given material and given external
conditions.
Dugdale [7] addressed the problem of steel sheets containing slits. An aim of his analysis was to directly
calculate the extent of yielding ahead of the slit as a function of the applied load. The mechanical response
of the steel was idealized as a non-hardening elastic-plastic solid and yielding ahead of the crack tip was
represented by a uniform tensile stress distribution. As in [5, 6] the remainder of the sheet was modeled
as linearly elastic. Dugdale’s [7] concern was localized inelasticity not material separation but the cohesive
formulation was essentially the same as for fracture.
The work of Barenblatt [5, 6] and Dugdale [7] spawned an enormous literature on cohesive zone ap-
proaches to fracture. In this approach the size of the cohesive zone is determined as part of the solution, i.e.
the extent of the cohesive zone is an output of the analysis.
Hillerborg et al. [8] introduced what they termed the ﬁctitious crack model to address concrete fracture
problems. This had a signiﬁcant impact on the civil engineering concrete fracture community but remained
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relatively unknown outside of that community for more than a decade. A major contribution of Hillerborg
et al. [8] was to introduce cohesive concepts into a computational framework. Although the focus was on
concrete fracture, with concrete regarded as linear elastic outside any fracture zone, introducing cohesive
concepts into a computational formulation facilitates incorporating cohesive relations into materials with
nonlinear and/or dissipative constitutive characterizations.
Ideas very similar to cohesive fracture have been developed in the geophysics community involved
with modeling the propagation of earthquake ruptures. In an early study, Andrews [9] numerically analyzed
dynamic shear rupturing and found that intersonic crack speeds could be attained by nucleation of a daughter
crack in front of a subsonically growing main crack that subsequently merges with the main crack. There is
now an extensive literature on shear rupture phenomena, see e.g. Rosakis [10], Rosakis et al. [11], Shi et
al. [12] and Lu et al. [13].
My contributions (as I see it) were the introduction of cohesive surfaces into initial/boundary value
formulations without any initial crack [14] so that crack nucleation can be modeled and the introduction of
a formulation (with X.-P. Xu) of multiple cohesive surfaces [15, 16] allowing for shear as well as tensile
decohesion. In [14, 15, 16] the cohesive surfaces were initially present giving what is sometimes referred
to as an intrinsic cohesive formulation. In Camacho and Ortiz [17] cohesive surfaces were added when
a critical condition is met which is sometimes referred to as an extrinsic cohesive formulation. Since then
there have been many developments in a variety of communities; in particular in the development of cohesive
constitutive relations and numerical formulations, and in applications in a broad range of ﬁelds. As noted in
the introduction, what is presented subsequently is not a balanced overview of the ﬁeld but a discussion of
issues and applications that are and have been of interest to me.
3. 1D model
A simple one dimensional model illustrates important aspects of a cohesive model and provides a sim-
ple means of contrasting a cohesive fracture framework with a classical energy-based fracture mechanics
formulation.
Consider two springs in series with spring 1 a cohesive spring of initial length δ0 and spring 2 a material
spring of initial length L0 so that the two springs occupy the interval 0  x  L0 + δ0. Typically, since the
cohesive relation is a surface relation, the initial spring length δ0 is taken to be zero. That is not necessary
and for the simple spring model a possible ﬁnite value of δ0 is considered. The springs are homogeneously
stretched and quasi-static deformations are presumed with a monotonically increasing displacement u(L0 +
δ0) = U along with u(0) = 0. Geometry changes are neglected and the constitutive relation for the material
spring is
F = σA = E
w
L0
, (1)
where w is the change in length of the material spring and A is the cross sectional area associated with the
spring.
The displacement of the cohesive spring is δ (so that w + δ = U) and a simple cohesive constitutive
relation is
F =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
K1δ, δ  δ1,
Fm + K2(δ − δ1), δ1 < δ  δ2,
0, δ > δ2.
(2)
Here, Fm is the maximum force that the spring can support and it is reached at an extension of δ1 and
then with increasing extension the force vanishes at δ2.
Two elastic cohesive relations of the form of Eq. (2) are illustrated in Fig. 1; one has a ﬁnite initial
slope while the other is initially rigid (δ1 → 0). In both cases the force increases to a maximum and then
decreases to zero modeling the creation of new free surface. With σm deﬁned as Fm/A, the energy per unit
area released on the creation of new free surface is
Gc =
1
2
σmδ2. (3)
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Fig. 1 Two simple cohesive spring relations
With  = U/(L0 + δ0), the overall stress strain response for the two springs in series up to separation is
given by
 =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
σ
1 + δ0/L0
[
1
E
+
1
σm
(
δ1
L0
)]
, δ  δ1,
σ
1 + δ0/L0
(
1
E
− δ2 − δ1
L0σm
)
+
δ2/L0
1 + δ0/L0
, δ1 < δ  δ2.
(4)
Because the material constitutive relation is between stress and strain while the cohesive constitutive
relation is between force and displacement, the overall response is size dependent. Figure 2 shows overall
stress strain curves for initially elastic, Fig. 2a, and initially rigid, Fig. 2b, cohesive springs for various
values of δ2/L0. The parameter values used in Fig. 2 are σm/E = 0.05 and δ0/L0 = 10−5.
As seen in Fig. 2a, when δ2/L0 is small, the response is brittle (small overall strain to failure) and when
δ2/L0 is suﬃciently large the response is ductile (a much larger overall strain to failure) . For suﬃciently
small δ2/L0, the response is even unstable under an applied displacement in that the equilibrium solution
corresponds to decreasing overall strain. Another aspect of the size dependence is that when δ2/L0 is suf-
ﬁciently large the overall response reﬂects the shape of the cohesive relation whereas when δ2/L0 is small
the overall response is essentially independent of the shape of the cohesive relation. These general features
hold in more general circumstances and when the material response in inelastic [18].
Fig. 2 Overall stress strain response for the two spring system. (a) With an initially elastic cohesive relation; (b) With an initially
rigid cohesive relation
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As seen in Fig. 2a for an initially elastic cohesive relation, the overall initial stiﬀness is size dependent.
This also means that in a dynamic analysis the elastic wave speeds will be size dependent. The magnitude of
this eﬀect depends on the ratio δ1/L0. On the other hand, for an initially rigid cohesive relation, the overall
initial stiﬀness is size independent.
Factoring E out of the term in brackets in the second of Eq. (4) shows that the relative magnitude of the
cohesive term is governed by
Eδ2
L0σm
.
Using Eq. (3) a characteristic cohesive length is given by
δcoh =
Gcδ2
σ2m
. (5)
In this simple 1D model, the fracture behavior is governed by two parameters;Gc and σm (or δcoh). In the
classical Griﬃth (or energy) criterion for fracture, the fracture behavior is governed by a single parameter
Gc. This can viewed as the limiting case of cohesive fracture with σm → ∞ and δ2 → 0 with the product
σmδ2 remaining ﬁnite (but δcoh → 0). One way of viewing this limiting case as a criterion for crack growth
is that the stress concentration at a sharp crack is so large that the cohesive strength is reached regardless of
what its value is, so that all that matters is supplying enough energy to create new free surface. As will be
discussed subsequently, there are circumstances where the one parameter energy criterion can give rise to
predictions that substantially diﬀer from those of a more general cohesive formulation.
4. Cohesive zone modeling & dependence on material parameters
There can be surprisingly large diﬀerences between the predictions of a Griﬃth/energy prediction for
fracture and the corresponding prediction obtained from a cohesive zone analysis. In particular, for non-
elastic solids the dependence on material parameters can diﬀer qualitatively, not just quantitatively. A
revealing discussion of this is in Rice [19] and the brief discussion in this section is based directly on
that paper.
Rice [19–21] has shown that under certain conditions the energy ﬂux into a crack tip is given by J = Gc
where
J =
∫
Γ
(
Wn1 − niσi j ∂u j
∂x1
)
ds, (6)
where the crack lies along the x1-axis, Γ is a contour surrounding the crack tip and
W =
∫ i j
0
σi jdi j.
The power of the energy criterion is that, in certain circumstances, the energy release rate Gc can be
directly related to the continuum stress and strain ﬁelds through J = Gc. This holds in two circumstances
of considerable practical interest: (1) for elastic solids that are homogeneous in the x1-direction; and
(2) for elastic or inelastic solids that are homogeneous in the x1-direction and when steady state crack growth
occurs. In other circumstances J will be path dependent but
Gc = limΓ→0 JΓ, (7)
where JΓ denotes the value of J on contour Γ.
The basis of the energy approach is that for mathematically sharp cracks Gc attains a critical value for
crack growth to occur and that critical value is a material property.
For an isotropic linear viscoelastic material with creep compliance C(t), the instantaneous plane strain
compliance, C(0), is written in [19] as
C(0) = 1 − ν0
2μ0
, (8)
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and, assuming it exists, the long time plane strain compliance, denoted by C(∞), is given by
C(∞) = 1 − ν∞
2μ∞
, (9)
where μ0 and ν0 are the instantaneous shear modulus and Poisson’s ratio, and μ∞ and ν∞ are the correspond-
ing long time values.
Rice [19] points out that due to the moving stress singularity at the crack tip the material response in
the limit Γ → 0 only depends on the instantaneous material response as given in Eq. (8). Thus, the energy
balance approach leads to
Gc = C(0)K2 = ¯G (10)
for all quasi-static rates of crack growth. Here, ¯G is the critical value of the energy release rate. This result
was obtained by Kostrov and Nikitin [22] and Barenblatt et al. [23].
On the other hand, the dependence on material properties predicted by a cohesive zone formulation is
crack speed dependent. Knauss [24] carried out a cohesive zone analysis using a critical opening displace-
ment value as the crack growth criterion. As given in [19] this leads to a relation of the form[∫ 0
1
C
(
λω
a˙
)
f ′(λ)dλ
]
K2 = ¯G, (11)
where ω is the cohesive zone size, a˙ is the crack growth rate and f (λ) is a function obtained as part of the
problem solution (see [24, 19]). The important point as noted in [19] is that for slow crack growth (a˙→ 0+)
Eq. (11) leads to
Gc = C(∞)K2 = ¯G, (12)
while for fast crack growth Eq. (11) leads to Eq. (10). This, as discussed by Rice [19] is the behavior ex-
pected on physical grounds. Also, the predictions of such cohesive formulations were found to be consistent
with crack growth data over a wide range of growth rates [24–26].
Similar diﬀerences between the dependence on material properties occur for diﬀuso-elastic and thermo-
elastic solids with the physically expected behavior corresponding to the predictions of the cohesive zone
analysis [19]. The diﬀerence in dependence on material properties predicted by a Griﬃth energy criterion
from what is predicted by a cohesive zone analysis can be associated with the change from a point cohesive
zone to a ﬁnite length cohesive zone.
5. Cohesive surface formulation
An extension of the classical cohesive zone formulation of Barenblatt [5, 6] and Dugdale [7] is to regard
the body as consisting of surfaces and volumes as sketched in Fig. 3. This point of view emerges from the
work in [14, 16, 17]. One advantage of this type of cohesive formulation is that the cohesive formulation no
longer requires an initial crack so that crack nucleation can be analyzed. Another is that this formulation is
well-suited for numerical implementation particularly for the ﬁnite element method. On the other hand, the
location and extent of the cohesive surfaces need to be speciﬁed as inputs to an analysis as opposed to the
cohesive zone formulation in [5–7] where the cohesive zone extent is an output of the analysis.
Attention is restricted to a purely mechanical response and and constitutive relations are speciﬁed sepa-
rately for the volume and the surface(s). The dynamic principle of virtual work can be written as∫
V
si jδF jidV −
∫
coh
TiδΔidS =
∫
ext
TiδuidS −
∫
V
ρu¨iδuidV. (13)
Here, ui are the displacement components, F ji is the deformation gradient, si j is the nominal stress, T j = nisi j
where ni are the components of the surface normal, Δi is the displacement jump across the cohesive surface
and a superposed dot denotes diﬀerentiation with respect to time.
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Fig. 3 Sketch of a body consisting of volumes and surfaces
The volumetric constitutive relation can be any appropriate continuum relation including, recently devel-
oped size-dependent non-local constitutive relations. In the simplest case the cohesive constitutive relation
is one between the tractions Ti and the displacement jumps Δi. More generally, the cohesive constitutive
relation can involve the rate and history of the jumps as well as internal variables so that, for example
Ti(Δi, ˙Δi,Qi).
The simplest type of cohesive relation and the most widely used is an elastic relation where Ti is a
function of Δi. As for the one dimensional relation, the initial response can have a ﬁnite slope in which
case wave speeds are aﬀected or can be initially rigid. For an initially rigid constitutive relation, the abrupt
introduction of cohesive surfaces may lead to numerical problems, Papoulia et al. [27]. Also, Falk et al. [28]
found that the predicted onset of crack branching was delayed or suppressed with initially rigid cohesive
surfaces as compared with initially compliant cohesive surfaces. This may have been a consequence of the
initially rigid cohesive cohesive formulation used or a consequence of the particular implementation.
Chandra et al. [29] discussed issues in the application of these cohesive surface relations to the analysis
of metal-ceramic interfaces. Figure 4, from [29], illustrates several of the forms that have been proposed
and used. In general, as illustrated in Fig. 4 a cohesive relation needs to allow for the possibility of both
normal (to the cohesive surface) and tangential (or shear) decohesion. This means that at least parameters
characterizing the work of separation, the cohesive strength and the coupling between the various modes
need to be speciﬁed.
Figure 4 illustrates the form of several elastic cohesive relations that have been proposed and used.
In general, the cohesive relation needs to specify the response in both out-of-plane and in-plane modes of
deformation. The coupling between these adds additional parameters. For crystalline materials at the atomic
scale, interatomic potentials indicate the shape of the traction displacement relation. In these circumstances
tensile separation occurs but the shear response is periodic. In [30] I proposed a cohesive relation that
combined the exponential tensile form proposed by Rose et al. [31] with a periodic shear relation which
was then improved and generalized in [32, 33]. Xu and I subsequently [15] proposed a phenomenological
relation similar to those in [30, 32, 33] but allowing for a complete loss of stress carrying capacity in shear.
This relation has proved useful in that it is easy to implement numerically and enables creation of new free
surface to be modeled under mixed mode loading conditions. However, as pointed out in [34, 35] there are
issues with the relation in [15] when the values of the work of separation for the tensile and shear decohesion
modes diﬀer. Modiﬁcations to overcome these have been proposed in [34, 35].
Another issue with the cohesive relation in [15] and, in fact, with elastic cohesive relations generally, is
that “snap-back” during debonding can occur (as seen in Fig. 2) so that computing a complete quasi-static
equilibrium path is very diﬃcult. Gao and Bower [36] found that adding a small viscous term to the cohesive
relation signiﬁcantly increased numerical stability.
In addition to any numerical issues, cohesive relations at the meso or macro scale are expected to include
dissipative processes. A variety of cohesive constitutive relations have been developed that account for
dissipation and hysteresis, for example [37–39], and a recent discussion of a general framework for cohesive
relations is given in [40].
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Fig. 4 Various proposed form of elastic cohesive relation. From [29]
In a broad sense the weakening frictional constitutive relations as discussed in Ranjith and Rice [41] and
used in modeling of shear ruptures for geophysics applications can be viewed as a type of cohesive surface
constitutive relation. Although such relations have been used mainly in the geophysics literature, there are
engineering applications such as ﬁber pull-out processes, where the combination of separation and frictional
sliding is important.
Given a cohesive relation a key issue is how to determine the cohesive parameter values to obtain a
predictive theory. One approach is to pick cohesive parameters to ﬁt one or more experiments and then to
use those parameters to predict the response in other experiments. Another approach is to derive a cohesive
constitutive relation from a physical model of the decohesion process. At the atomistic scale molecular
dynamics analyses have been used as for example in [42–46]. Examples involving a larger length scale
include Tvergaard and Hutchinson’s [47] analysis of a porous plastic strip to determine cohesive relation
parameters, Nielsen and Hutchinson’s [48] cohesive relation for tearing of ductile metal plates, Yao and
Gao’s [49] consideration of multi-scale cohesive relations for natural self-similar hierarchical materials and
Kulkarni et al.’s [50] meso-scale homogenization formulation for the cohesive modeling of heterogeneous
adhesives.
A direct calulation of a cohesive constitutive relation that can be used to make quantitatively predictive
calculations is only likely to be available, if at all, in special circumstances. Therefore, a key issue is
how to determine cohesive relations and parameters experimentally. One approach is to assume a cohesive
relation and compare the predictions quantitatively with calculations as in Mohammed and Liechti [51]
and Chalivendra et al. [52]. Various approaches to calibrate cohesive relations are discussed by Maier et
al. [53]. Kim and co-workers [54, 55] have developed a ﬁeld projection method to experimentally determine
cohesive relations. Bazant and Qu [56] have discussed experimental needs to quantify cohesive parameters
for quasi-brittle fracture.
Although these various approaches are leading to experimentally based, or at least validated, cohesive
constitutive relations, a question remains as to what must be known in order to make quantitative predictions.
229 A. Needleman /  Procedia IUTAM  10 ( 2014 )  221 – 246 
One can point to the Griﬃth (or energy) theory of fracture which despite its limitations does predict a wide
range of fracture phenomena and in which all that is needed is the work of separation. For a cohesive surface
analysis, the main additional parameter that is needed is the cohesive strength. As the one dimensional
analysis in Sect. 3 indicates if the cohesive length is much smaller than the relevant geometric lengths
the shape of the cohesive traction separation law does not have a major eﬀect. However, as the geometric
length scale of interest decreases relative to the cohesive length scale, details of the cohesive relation play an
increasingly important role and, accordingly, there is an increased need for lower scale cohesive modeling
and/or experimental determination of more details of the cohesive constitutive relation.
6. Dynamic crack growth & crack nucleation
In a cohesive surface formulation crack growth does not need to occur directly from a crack tip. Crack
nucleation ahead of a main crack plays the key role in permitting a crack growing at a subsonic speed to
transition to an intersonic speed. Andrews [9] analyzed a dynamically propagating shear crack with a slip
weakening cohesive zone that predicted a terminal crack speed that was either less than the Rayleigh wave
speed or somewhat greater than
√
2cs, where cs is the shear wave speed. Andrews [9] emphasized that a
spread out cohesive region was necessary for achieving an intersonic crack speed; a point fracture zone, as
given by the energy criterion, would not give rise to an intersonic crack speed.
Burridge et al. [57] considered the stability of a mode II rupture an isotropic linear elastic solid. Figure 5
sketches the crack speed regimes from their analyses. In particular, crack speeds less than the Rayleigh
wave speed and crack speeds between
√
2cs and cd were stable in that the applied load needs to increase
with increasing crack speed.
Fig. 5 Sketch showing the stable (green), unstable (blue) and forbidden (red) crack speed regimes from the analysis of
Burridge et al. [57]. Here, cs is the shear wave speed and cR is the Rayleigh wave speed
It was not until much later that intersonic crack speeds were directly observed. Rosakis et al. [58]
introduced a weak plane directly ahead of a notch tip by bonding two pieces of Homalite together and
the specimen was subject to mode II type loading. Crack speeds between √2cs and cd were attained and
photoelastic fringe patterns consistent with near-tip shock-like gradients were observed.
In [59] I carried out a cohesive surface analysis of a plane strain model of the conﬁguration in the
experiments of Rosakis et al. [58] and sketched in Fig. 6. Impact was prescribed along the surface below
the initial crack. Computed crack speeds versus time are shown in Fig. 6. For a suﬃciently large value of
the cohesive strength, the crack grows at a sub-Rayleigh speed while for a suﬃciently small value of the
cohesive strength, the crack grows at an intersonic speed from the outset. For an intermediate value of the
cohesive strength, the crack speed is initially smaller or equal to the Rayleigh wave speed. Then there is a
sudden jump where the apparent crack speed is greater than the dilational wave speed cd. This of course
is physically impossible and is a consequence of how the crack speed is measured in [59]. First, a value
of cohesive displacement that corresponded to a nearly vanishing cohesive traction was chosen. Then the
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amount of crack advance Δa was identiﬁed with the greatest distance from the initial crack tip where this
cohesive opening occurred. This gave a curve of Δa versus time. Numerical diﬀerentiation of ﬁts to this
curve were identiﬁed with the crack speed. The reason for the apparent crack speed greater than cd was that
a microcrack nucleated ahead of the main crack giving rise to a jump in Δa. Stress contours associated with
the microcrack are shown in Fig. 7.
Fig. 6 Sketch of the specimen analyzed and curves of crack speed, Δa/Δt versus crack length, Δa for various values of the cohesive
strength. From [59]
Fig. 7 Stress contours showing the presence of a daughter crack ahead of the main crack. From [59]
Fig. 8 Energy ﬂux vector plots. (a) Subsonic; (b) Intersonic. From [59]
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The energy ﬂux into the near crack tip region gives insight into the importance of the ﬁnite length
cohesive zone in permitting crack speeds greater than the Rayleigh wave speed. The instantaneous rate of
energy ﬂow F through a contour Γ surrounding the crack tip is given by (Freund [60])
F = −a˙
∫
Γ
Pjn jds, (14)
where n j are the components of the normal to Γ and
Pj = −(W + T )δ j1 − 1
a˙
s jiu˙i. (15)
Here, s ji is the nominal stress, W is the elastic energy, T is the kinetic energy and a˙ is the crack speed.
In Fig. 15 all vectors are the same length so that only the orientation of the energy ﬂux vector is shown,
not the magnitude. Well in front of the crack tip the energy ﬂux is from y < 0 to y > 0. When the crack
speed is approximately the Rayleigh wave speed the energy ﬂux near the crack tip is away from the crack
tip region for y < 0 and toward the crack tip region for y > 0. When the crack speed is intersonic, the
orientation of the energy ﬂux vector is toward the crack line for both y < 0 and for y > 0. Thus, there is an
energy ﬂux into a ﬁnite extent of the cohesive surface ahead of the crack tip which can drive crack growth.
With Gcδcoh where δcoh the length of the cohesive region, the classical energy based fracture mechanics
formulation corresponds to δcoh = 0 so that the total energy for crack growth is zero and crack growth can
not occur. A ﬁnite length cohesive region is necessary to provide the energy needed for crack growth in
these circumstances. The energy ﬂux vector plot provides a revealing view of the role of a ﬁnite extent
cohesive region in facilitating intersonic crack growth.
7. Crack growth in plastically deforming solids
The interaction between plastic ﬂow and the actual process of material separation plays an important
role in setting the fracture response of structural materials. In particular, plastic dissipation in the material
around a crack tip results in a macroscopic work of fracture that is much larger than the work required to
make new free surface. Tvergaard and Hutchinson [47] carried out a cohesive surface analysis of crack
growth in an elastic plastic solid to quantify the relation between a material’s crack growth resistance and
the plastic dissipation that occurs during crack growth.
Finite deformation, plane strain small scale yielding analyses of mode I (tensile) crack growth in power
law hardening materials were carried out. A single cohesive surface was speciﬁed emanating from the initial
crack tip and extending to the end of the computational region. As a consequence, crack growth is conﬁned
to occur along the initial crack line. An elastic cohesive relation with a ﬁnite initial slope was speciﬁed. The
ﬁnite element method was used to obtain numerical solutions for various sets of parameter values.
The outcome of the analyses are curves of the applied stress intensity factor KR versus the amount of
crack growth Δa as shown in Fig. 9a. Here, K0 =
√
EGc/(1 − ν2), R0 is the nominal plastic zone size, σˆ is
the cohesive strength and σy is the yield strength. As seen in Fig. 9a increasing cohesive strength leads to
increasing crack growth resistance with and increase from σˆ/σy = 3 to σˆ/σy = 3.75 giving a nearly four
fold increase in KR/K0 at steady state.
Figure 9b show the dependence of the steady state crack growth resistance on the ratio σˆ/σy. Here,
N is the strain hardening exponent (N = 0 corresponding to ideal plasticity) and δc and Δ0 are cohesive
parameters. The prediction is that for an ideally plastic solid crack growth is precluded for σˆ/σy > 3 and
for lightly hardening solids (as is typical of many structural metals) for σˆ/σy > 6.
The analyses in [47] were aimed at ductile crack growth where the mechanism is progressive micro
scale cavitation that can be modeled appropriately by continuum plasticity. However, the analyses in [47]
also have implications for crack growth at smaller scales. When decohesion occurs at the atomic scale
cohesive strength can be many times the bulk yield strength so that a cohesive surface analysis in conjunction
with conventional continuum plasticity would predict that decohesion would not occur. However, atomic
scale decohesion can occur in plastically deforming solids. The limitation here is not with the cohesive
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model of fracture but with the classical continuum description of plasticity. If account is taken of the stress
enhancement that occurs at small scales, as in Wei and Hutchinson [61] or Cleveringa et al. [62].
Fig. 9 (a) Computed crack growth resistance curves; (b) Steady state crack growth resistance as a function of σˆ/σy. From [47]
Figure 10 shows the distribution of opening stress in the vicinity of a stationary crack in a single crystal
from [62]. The general features of the stress distribution are consistent with Rice’s [63] continuum crystal
plasticity analysis. However, the predicted opening stress level near the crack tip is about a factor of 7 higher
than given by the continuum crystal plasticity analysis. Thus, in modeling decohesion the predictions can
be very sensitive to the bulk constitutive relation. At small scales in crystalline solids it is very important to
account for size dependent hardening mechanisms in order to obtain accurate predictions.
Fig. 10 Stress contours near a crack tip from a discrete dislocation analysis of a stationary crack in a single crystal. From [62]
The sort of quantitative prediction of fracture that can be obtained by combining cohesive surface mod-
eling with discrete dislocation plasticity is shown in the work of Chng et al. [64]. Figure 11 shows the plane
strain boundary value problem analyzed in [64]. The motivation for the analysis stems the importance of
understanding the deformation and fracture of metallic thin ﬁlms which are of technological signiﬁcance.
The material parameters in Chng et al. [64] were chosen to give a bulk yield strength of 60 MPa. Chng et
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al. [64] calculated the yield strength in constrained thin ﬁlms and the crack growth behavior, and compared
their predictions with the experimental data in Lane et al. [65].
Fig. 11 Sketch showing the problem analyzed in Chng et al. [64]
Figure 12 shows a comparison of the results in [64] for the dependence of fracture strength on metal
thickness. Very good quantitative agreement is found between the predictions and the experimental mea-
surements. Similarly good agreement was found for the eﬀective yield strength as a function of ﬁlm thick-
ness. The use of size dependent discrete dislocation plasticity was necessary to obtain these predictions. It
would be diﬃcult or impossible to address this issue quantitatively within a conventional fracture mechanics
framework.
Fig. 12 Comparison of predicted and measured crack growth resistance for thin ﬁlms. From [64]
The stress enhancement associated with near crack tip dislocation structures is of particular importance
for analyzing basic issues of fatigue crack growth. One issue that can be addressed using discrete dislo-
cation plasticity and a cohesive fracture framework is the dependence of fatigue crack growth on material
properties. Experimental data indicates that the fatigue threshold and the fatigue crack growth rate of crys-
talline metals in the near threshold regime is nearly independent of the ﬂow strength of the material, see
Kang et al. [66]. Models based on conventional continuum plasticity predict a signiﬁcant dependence on
ﬂow strength. Deshpande et al. [67] carried out an analysis of plane strain fatigue crack growth in a single
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crystal using discrete dislocation plasticity and a cohesive surface fracture formulation. The range of values
of cohesive strength to yield strength in [67] ranged from 4 to 25.
Figure 13a shows the predicted crack growth under cyclic loading. In the problem formulation the only
diﬀerence between an analysis under monotonic crack growth and fatigue crack growth is the time history of
the imposed loading. As seen in Fig. 13, there is no strong dependence of the ﬂow strength of the material.
Figure 13b shows the predictions for a wide range of ﬂow strengths and, as in the experimental data, there
is no systematic dependence on ﬂow strength. The reason is that the ﬂow strength is associated with the
relatively unconstrained glide of dislocations while the resistance to crack growth is aﬀected by the stress
enhancement associated with the dislocation structures that form near the crack tip.
Fig. 13 (a) Crack growth in a planar single crystal subject to cyclic loading; (b) Computed dependence of the fatigue threshold on
yield strength. From [67]
The results of Chng et al. [64] and Deshpande et al. [67] illustrate that a cohesive framework can provide
predictive results down to the scale at which discrete dislocation eﬀects inﬂuence the fracture process.
However, as the scale at which fracture processes take place becomes smaller issues arise that limit the
applicability of a cohesive framework. Current phenomenological cohesive relations are local, pointwise
relations whereas atomistic interactions are nonlocal. When atomistic separation is the process that needs
to be modeled the cohesive length ≈ Eδ2/σcoh, which sets the size scale over which gradients occur, can
be suﬃciently small that the scale that needs to be resolved numerically is of atomic dimensions. In such
circumstances, a cohesive framework may be no more eﬃcient computationally than a direct atomistic
simulation.
8. Crack nucleation & inclusion debonding
Engineering and natural materials are generally heterogeneous and cracks, i.e. new free surface, often
initiates at a constituent boundary. Cohesive surface modeling of decohesion along second phase boundaries
was among the earliest applications of cohesive surface fracture [14, 69]. These calculations were carried
out using a unit cell model. A computational cell consisting of one inclusion in a matrix material and with
periodic boundary conditions is analyzed. The unit cell is taken to be a representative volume element for
the heterogeneous material. Studies of interfacial debonding have been carried out for a range of material
systems including metal-matrix composites, e.g. [69–71], polymers, e.g. [72], ﬁber reinforced ceramics,
e.g. [73] and elastomers, e.g. [74, 75].
Ghosh et al. [76] have carried out analyses of interfacial debonding for a unit cell consisting of multiple
ﬁbers. Figure 14 shows two reinforcement distributions for which plane strain cell model analyses were
carried out in [76]. The calculations were carried out using the Voronoi cell ﬁnite element method and the
resulting elements are also shown in this ﬁgure.
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Fig. 14 Reinforcement distributions with 100 ﬁbers and a 20% area fraction. (a) Uniform; (b) Random. From [76]
The overall stress strain response for the two distributions is shown in Fig. 15a. For each distribution
calculations were carried out for two sets of boundary conditions. Prior to debonding, the stiﬀness of the
random microstructure is marginally higher than that for the uniform one. Appreciable debonding in ﬁbers
is signaled by an abrupt change in slope of the stress strain curve which occurs at a smaller strain for the
random distribution.
The number of debonded ﬁbers as a function of strain is shown in Fig. 15b. Debonding occurs more
gradually for the random distribution. This is because ﬁbers debond at diﬀerent values of the overall strain.
For the uniform distribution, debonding initiates in all ﬁbers simultaneously. This limitation is associated
with all single inclusion in a cell analyses.
Fig. 15 (a) Overall stress strain response; (b) Number of debonded ﬁbers as a function of strain. From [76]
There have been many applications of cohesive modeling to the analysis of debonding and interface
fracture, e.g. [14, 64, 78–80]. An overview of interfacial fracture and debonding is given in Lane [81].
Fragmentation analyses based on cohesive modeling, as in Camacho and Ortiz [17], Miller et al. [82],
Pandolﬁ and Ortiz [83], Zhou and Molinari [84] and Radovitzky et al. [85], involve both crack nucleation
and growth under dynamic loading conditions.
9. Fracture in complex microstructures
An overview of studies of experimental and computational studies of crack nucleation and growth in
engineering materials with complex microstructures has been given by Kumar and Curtin [68]. They dis-
cuss a variety of issues including crack interactions with second phases and crack interactions with grain
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boundaries. A particular example is a titanium alloy comprised of two phases, TiAl (the major constituent)
and Ti3Al (the minor constituent). The alloy morphology is lamellar morphology within each grain called a
colony. Cracks propagate relatively easily within a colony or along an interface with the resistance to crack
growth across certain colony boundaries supplying the main crack growth resistance.
Experimental and computational results for the titanium alloy alloy with the lamellar microstructure are
presented in Arata et al. [86]. Figure 16a shows experimental crack growth resistance curves. The role of
the colony boundaries in providing the crack growth resistance is evident. Figure 16b shows the computed
crack crack growth resistance curve from the plane strain model microstructure analyzed in [86]. In [86]
a dynamic analysis was carried out for numerical reasons but the initial and boundary conditions aimed at
minimizing inertial eﬀects. Nevertheless the results in Fig. 16 show the wave eﬀects that are associated
with the inertial terms in the dynamic calculation of K have a signiﬁcant eﬀect. The computed results for
the quasi-static calculation of K show the a very similar eﬀect of colony boundaries on the crack growth
resistance as do the experimental curves.
Fig. 16 Crack growth resistance curves. (a) Experimental. (b) Computed. From [86]
Figure 17 shows results from Arata et al. [86] illustrating the interaction between a crack and a colony
boundary in two microstructures. In both cases, the crack approaches the colony interface and begins to
grow along the colony boundary. In one case a parallel crack is nucleated below the boundary with a
plastically deforming bridging ligament. Subsequently, the nucleated crack propagates rapidly. In the other
case, several microcracks rapidly develop parallel to the main crack that alternate in size with every second
crack having a longer length and larger opening. The extent to which the microcrack spacing depends on
the ﬁnite element mesh spacing as opposed to the mechanics of the process remains to be determined.
Fig. 17 Distribution of equivalent plastic strain and deformed ﬁnite element mesh illustrating two interactions between a crack and a
colony boundary. From [86]
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As noted in [86], the damage processes that emerge from the cohesive surface analyses were strikingly
similar to those observed in the actual microstructures. Details such as microcrack nucleation and the
propagation of cracks backward relative to the general growth direction were not in any way imposed but
were outcomes of the analyses.
Cohesive surface type analyses have proved useful for providing insight and understanding of a variety
of complex microstructures including at the structural level delamination buckling and propagation in hon-
eycomb panels [87] and at the meso level fracture in polycrystals, for example [88–90]. Wei and Anand [89]
modeled the interaction between grain boundary and grain interior deformation modes in determining the
overall stress strain response and ductility of nanocrystalline nickel using a grain boundary cohesive relation
that allowed for both sliding and separation while Tomar and Zhou [90] carried out both deterministic and
stochastic analyses in a heterogeneous brittle microstructure. Cohesive modeling has also been used for
modeling hydraulic fracturing [91] and for analyzing decohesion in biological materials, for example, the
fracture and microcracking of bone [92, 93], the failure of collagen [94] and understanding the toughening
of nacre [95].
10. Cohesive surface location & orientation
When the situation being analyzed involves separation along one or a few clearly deﬁned interfaces, such
as grain or phase boundaries in a heterogeneous solid, e.g. [88–90], or joints and laminates, e.g. [77, 96],
the choice of cohesive surface location and orientation can be clear. Also, generally in this type of situation
the number of boundaries is suﬃciently small and/or the distance between boundaries is suﬃciently large so
that there is not a signiﬁcant diﬀerence in overall stiﬀness between an initially rigid cohesive surface model
and one with a ﬁnite initial stiﬀness. However, when the solid is appropriately modeled as homogeneous,
the choice of cohesive surface location and orientation is important.
Taking the location of the cohesive surfaces to coincide with element boundaries is problematic in several
respects. For an initially elastic cohesive relation as in Xu and Needleman [16] it can signiﬁcantly alter the
overall stiﬀness of the solid and, when wave eﬀects come into play, aﬀect wave speeds. Furthermore, if the
ﬁnite element mesh is reﬁned and cohesive surfaces are continually added between all elements, convergence
can not be expected with increasing mesh reﬁnement. One could specify a set of cohesive surfaces in the
continuum as sketched in Fig. 3 and then introduce a ﬁnite element mesh such that the cohesive surfaces lie
on mesh boundaries. The ﬁnite element mesh could then be reﬁned keeping the cohesive surfaces ﬁxed so
that convergence would be expected with increasing mesh reﬁnement. However, for a homogeneous solid
there is no clear basis for specifying the spacing and orientation of the cohesive surfaces.
An initially rigid cohesive surface as in Camacho and Ortiz [17] eliminates the problem of aﬀecting
overall stiﬀness prior to decohesion but the directions along which decohesion can take place are still limited
to element boundaries. Papoulia et al. [97] showed that limiting the crack path to ﬁxed element boundaries
signiﬁcantly restricts the crack paths that can be represented even for very ﬁne meshes. They proposed a
pinwheel based ﬁnite element discretization that gives a better representation of a general two dimensional
crack path and improved stability with increasing mesh reﬁnement. Other approaches to reduce mesh bias
in representing crack paths include the topological node perturbation and edge swap method of Paulino et
al. [98] and adaptive space-time meshing, Abedi et al. [99].
The enhancement of ﬁnite element discretizations with either weak or strong discontinuities has been
used to enhance resolution in fracture and localization problems, see [100–109]. Finite element methods
with embedded discontinuities provide a means to incorporate cohesive surfaces having arbitrary locations
and orientations in solids modeled as initially homogeneous, see for example, [110–112].
The cohesive segment method of Remmers et al. [111, 112] is brieﬂy described here. Cohesive segments
are added when a speciﬁed traction is attained at a ﬁnite element integration point. Hence, the formulation
uses an initially rigid cohesive relation. A straight cohesive segment is added that goes through that integra-
tion point and extends into neighboring elements as shown in Fig. 18. Thus, the initial length of the added
cohesive segment depends on the element size. The neighboring elements in which a cohesive segment is
added are all elements that share one of the nodes of the central element (see Fig. 18). Not all nodes in these
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elements are enhanced in order to guarantee a zero crack opening at the tips of the cohesive segment. The
displacement ﬁeld within an element is written as, [104, 106]
u(x, t) = uˆ(x, t) +∑ j H j(x)u¯(x, t), (16)
where Hj is a step function along a boundary inside an element. Assuming small strain kinematics, the
strain ﬁeld, e(x, t), is given by
e(x, t) = eˆ(x, t) +∑ j H j(x)e¯(x, t). (17)
Fig. 18 Illustration of a new cohesive segment. From [112]
Fig. 19 Sketch of the interface crack conﬁguration analyzed in [112]
The strain is not deﬁned at the internal boundaries. At the boundaries the displacement jump is the
relevant kinematic quantity. Substituting Eqs. (19) and (20) into the principle of virtual work along with
bulk and cohesive constitutive relations gives the governing equations. A procedure is needed for extending
the cohesive segments as discussed in [112]. The method permits crack nucleation and discontinuous crack
growth to be modeled, irrespective of the structure of the ﬁnite element mesh. Although simple in principle,
the implementation of the method can involve rather complex bookkeeping since an element can be crossed
by multiple cracks, each with its own additional degrees of freedom.
Figure 16 shows a bimaterial conﬁguration analyzed in [112]. The specimen is subject to impact loading
along the top and bottom as illustrated. The calculations use a rectangular ﬁnite element mesh as in Fig. 18
with an initial crack. Figure 17 shows the evolution of the debonding process. After some growth along the
interface, a micro-crack nucleates at an angle of about 65◦ from the bond line which illustrates the ability
to represent the creation of new free surface at an orientation unrelated to the ﬁnite element boundaries.
This micro-crack eventually arrests and then crack growth along the bond line continues until complete
separation takes place.
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Fig. 20 Contours of σyy and evolution of the interface crack. From [112]
Even when decohesion takes place along a well-deﬁned weak interface micro-crack nucleation and arrest
oblique to the interface may aﬀect the energy dissipation and the crack speed, particularly when repeated
micro-cracking events occur as in [79]. Indeed, the results of Miller et al. [113] indicate that the apparent
increase in crack growth resistance with crack speed in brittle solids can be a consequence of the increase
in surface area due to crack branching and micro-branching. Thus, there are cases where fracture, on some
scale, occurs on a well deﬁned plane but an accurate simulation requires being able to model the creation of
new free surface at various orientations.
11. Cohesive modeling & ductile fracture
Ductile fracture in structural metals takes place by a process of nucleation, growth and coalescence of
micro-scale voids. The voids generally nucleate by debonding or cracking of second phase particles or
inclusions and grow by plastic deformation of the surrounding matrix material. Constitutive frameworks for
progressively cavitating ductile solids have been developed, many stemming from the work of Gurson [114],
see Tvergaard [3] and Benzerga and Leblond [4] for overviews.
A typical progression is that micro-voids nucleate and grow in some region which is then softened as a
consequence so that deformations eventually localize into a band-like zone. This can occur in the vicinity
of an existing crack tip or in a more or less homogeneously deforming region such as the neck of a tensile
bar. Void coalescence in the band results in nucleation of a crack (or micro-crack). This process is quite
sensitive to the stress triaxiality (the ratio of mean normal to Mises eﬀective stress) and, at low values of the
stress triaxiality, there is sensitivity to the value of the third stress invariant as can be measured by the Lode
parameter. Also, the accumulation of ductile damage generally takes place in a narrow zone near the failure
surface.
In order to calculate crack nucleation or crack growth, a material length scale needs to be included in the
formulation. A length scale can be directly incorporated into the formulation as in [115, 116] or, in some
circumstances, directly modeling microstructural heterogeneity may introduce a length scale as in [117].
At least at present these approaches are too computationally intensive to be used extensively in analyses of
engineering structures and components.
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Since ductile damage and material separation typically occur in a narrow band, a cohesive surface type
model would appear to be ideal for this application. However, there is an issue in directly applying a cohesive
surface formulation: the cohesive surface constitutive relation is between tractions and displacements. As
a consequence, it cannot account for the strong stress triaxiality dependence of ductile rupture. One way
to overcome this is to introduce the hydrostatic stress (or stress triaxiality) into the cohesive constitutive
relation as an internal variable as in Siegmund and Brocks [118].
Another approach involves modifying the cohesive formulation itself. To do this Huespe et al. [119, 120]
have developed a ﬁnite element method with a ﬁnite thickness embedded weak discontinuity to analyze
ductile fracture problems. The band thickness is regarded as a material parameter and introduces a length
scale into the formulation. Another diﬀerence from a standard cohesive surface formulation is that the same
constitutive relation is used outside and inside the band.
The essence of the formulation is illustrated in Figs. 21 and 22. A displacement ﬁeld with a discontinuity
in the deformation gradient ﬁeld (weak discontinuity) across a material band is considered. The band has
ﬁnite width D0 in the reference conﬁguration and it is assumed that (in 2D) the band is bounded by parallel
straight lines. It is also assumed that once formed in a ﬁnite element the deformation state within the band
is homogeneous. In each ﬁnite element, the displacement ﬁeld written as
u(X, t) = Ni(X)qi + MeD(X)B, (18)
where Ni(X) are standard shape functions, qi are the nodal displacements and the second term introduces
additional degrees of freedom that give rise to a deformation gradient discontinuity within the element. The
unknowns are the nodal displacements and the enhancement degrees of freedom B. Global matrices are
assembled and the unknowns are solved for. The formulation and solution procedure draw on the work of
Simo [122] and Oliver et al. [108].
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Fig. 21 Weak discontinuity kinematics for a ﬁnite element. From [120]
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Fig. 22 Finite deformation kinematics for an element containing a band. From [120]
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The formulation in Figs. 21 and 22 presumes that the band thickness D0 is less than the mesh spacing so
that the meaning of convergence with decreasing mesh spacing needs to be clariﬁed. One way of interpreting
convergence draws on the observation that the displacements are required to vary linearly across the band.
Hence, when the mesh spacing is less than D0 ﬁnite elements within the band are subject to the constraint
that the deformations do not vary across the band thicknes so that convergence can occur when the mesh
spacing is smaller than D0.
There is a direct connection between the ﬁnite band formulation and a cohesive surface formulation.
Denote the band volume by VD and the volume outside the band by V0, the quasi-static principle of virtual
work is ∫
V0
si jδF jidV +
∫
VD
si jδF jidV =
∫
S ext
TiδuidS , (19)
where S ext is the external surface. Applying Green’s theorem to the second term on the left hand side of
Eq. (19) and neglecting the contribution of the surface integral across the band thickness since D0 is assumed
small, gives ∫
V0
si jδF jidV −
∫
D+
TiδuidS +
∫
D−
TiδuidS =
∫
S ext
TiδuidS . (20)
With the band deformations and stresses homogeneous through the band thickness taking the limit D0 → 0
gives ∫
V0
si jδF jidV −
∫
band
TiδΔidS =
∫
S ext
TiδuidS , (21)
which, with Δi the displacement jump across the band, is the quasi-static principle of virtual work for a
cohesive surface. Thus, in a sense the formulation in [119, 120] can be viewed as a ﬁnite thickness band
extension of a cohesive surface formulation.
Initially the calculations proceed with a conventional ﬁnite element formulation (B ≡ 0). The determi-
nant of the acoustic matrix is monitored, a localization bifurcation occurs when the determinant vanishes
(see e.g. Rice [121]), and the band degrees of freedom are then added which gives a formulation analo-
gous to an initially rigid cohesive formulation. In 2D there are two possible band orientations and, in the
numerical examples in [119, 120] one of these is chosen either based on some expectation or arbitrarily.
The material in the band continues to follow the softening volumetric constitutive relation until the stress
carrying capacity vanishes and new free surface is created. The ﬁnite (but small) width can be regarded as a
cohesive type formulation that allows for a hydrostatic stress dependent cohesive relation to emerge naturally
from the bulk constitutive relation.
Figure 23 shows a solution for plane strain tension obtained with an unstructured ﬁnite element mesh.
Figure 23a compares the overall stress versus area reduction curves obtained with structured and unstruc-
tured meshes and shows that the curves essentially coincide. Results from Besson et al. [123] are shown for
comparison purposes. Figures 23b and 23c show the shear band orientation in the deformed and undeformed
conﬁgurations obtained with the unstructured mesh. The orientations are also in very good agreement with
those obtained using a structures mesh.
Figure 24 show curves of overall nominal stress versus radius reduction at the thinnest section. For a
23×43, a 25×69 and a 35×95 mesh with a ﬁxed value of D0. For comparison purposes results from Besson
et al. [124] were also shown. The results from the three ﬁnite element meshes are in rather good agreement
as is the agreement with Besson et al. [124] although the failure strain in [120] is somewhat greater than
that in [124].
The evolution of failure is shown in Fig. 25. An individual band is introduced when the acoustic tensor
becomes singular at the central integration point of a ﬁnite element. Each band in Fig. 25 is represented by a
diﬀerent shade of gray and the numbers specify their order of occurrence. Since only one of the two possible
band orientations is included in the calculation, the zig-zag failure mode is represented by the coalescence of
two closely spaced parallel bands. This induces an error because the ﬁnite elements lying between parallel
bands are not enhanced with the weak discontinuity mode.
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Fig. 23 Localization and failure in plane strain with a structured and unstructured mesh. From [120]
Fig. 24 Axisymmetric tension response using several meshes. From [120]
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Fig. 25 The development of a cup-cone type failure mode in axisymmetric tension. From [120]
The numerical examples in [119, 120] indicate that convergent calculations of the history of deformation
through localization and the creation of new free surface can be carried out. In essence, the methodology
allows for a uniﬁed framework for analyzing the transition from a weak discontinuity to a strong disconti-
nuity and can be used in conjunction with any type of bulk softening constitutive relation that gives rise to a
complete loss of stress carrying capacity.
There are however several caveats. The extension of the numerical implementation to fully three dimen-
sional problems remains to be carried out. Also, a systematic procedure for choosing which band direction
to add when the determinant of the acoustic tensor vanishes (or a procedure for adding all directions and let-
ting the analysis pick which grow) remains to be developed. Furthermore, depending on the determinant of
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the acoustic tensor vanishing to add the enhanced modes limits the applicability to rate independent solids.
Development of a three dimensional implementation and a methodology for adding the band modes for rate
dependent solids would be an important further step.
In a diﬀerent context Zhang et al. [125] have presented a method that incorporates ﬁnite thickness
cohesive surfaces along grain boundaries to model polycrystal deformation and failure.
12 Concluding remarks
Cohesive surface modeling is a phenomenological continuum mechanics framework that provides a
means of addressing a variety of issues that are diﬃcult, if not impossible, to address within other frac-
ture/failure frameworks. A wide range of phenomena have been analyzed using a cohesive surface frame-
work under both quasi-static and dynamic loading conditions, including for example micro cracking, debond-
ing and void nucleation, fracture in complex microstructures, crack branching and fragmentation. In a va-
riety of circumstances, remarkably good qualitative and, in some cases, quantitative predictions have been
made.
In several contexts, improving the range and quality of cohesive surface predictions involves developing
physically based cohesive relations particularly dissipative relations and relations for cyclic loading as well
as the experimental identiﬁcation and validation of cohesive constitutive relations. Details of the cohesive
constitutive relation are particularly important in circumstances where the cohesive length scale is not small
compared to relevant geometric length scales. In this regard it is worth noting that accurate predictions of
decohesion and fracture depend on the volumetric constitutive relation as well as on the cohesive relation.
Multi-physics cohesive modeling, for example coupling with diﬀusion or chemistry or electric and/or mag-
netic ﬁelds, provides opportunities for extending the range of cohesive modeling. There is also a need for
continued development of accurate and robust numerical methods for calculating mesh independent crack
nucleation and for crack growth along arbitrary paths in three dimensions.
There are circumstances where a cohesive surface analysis may not be adequate. At larger scales mod-
iﬁcations of the cohesive framework such as ﬁnite band methods may provide one needed extension. In
other circumstances, a phenomenological representation of the creation of new free surface may not be suf-
ﬁciently accurate and a direct multi-scale formulation with, depending on circumstances, a meso scale or
atomic scale representation of the decohesion process needed.
As a phenomenological continuum theory, cohesive modeling has the disadvantages associated with any
such theory, e.g. an uncertain range of validity, and constitutive parameters that may not have a clear physical
meaning and that can be diﬃcult to identify experimentally. On the other hand, as a phenomenological
continuum theory, cohesive modeling has the advantages of any such theory, e.g. applicability in a wide
variety of circumstances over a wide range of space and time scales, and computational eﬃciency.
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