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 Abstract 
The goal of quantitative-trait locus (QTL) mapping is to understand the genetic 
architecture of an organism by identifying the genes underlying quantitative traits. It targets gene 
numbers and locations, interaction with other genes and environments, and the sizes of gene 
effects on the traits. QTL mapping in plants is often done on a population of progeny derived 
from one or more designed, or controlled, crosses. These crosses are designed to exploit 
correlation among marker genotypes for the purposes of mapping QTL. Reducing correlations 
between markers can improve the precision of location and effect estimates by reducing 
multicollinearity. The purpose of this thesis is to propose an approach for developing 
experimental populations to reduce correlation by increasing recombination between markers in 
QTL mapping populations especially in selfing species. 
QTL mapping resolution of recombinant inbred lines (RILs) is limited by the amount of 
recombination RILs experience during development. Intercrossing during line development can 
be used to counter this disadvantage, but requires additional generations and is difficult in self-
pollinated species. In this thesis I propose a way of improving mapping resolution through 
recombination enrichment. This method is based on genotyping at each generation and 
advancing lines selected for high recombination and/or low heterozygosity. These lines 
developed are called SA-RILs (selectively advanced recombinant inbred lines). In simulations, 
the method yields lines that represent up to twice as many recombination events as RILs 
developed conventionally by selfing without selection, or the same amount but in three 
generations, without reduction in homozygosity. Compared to methods that require maintaining 
a large population for several generations and selecting lines only from the finished population, 
the method proposed here achieves up to 25% more recombination.  
Although SA-RILs accumulate more recombination than conventional RILs and can be 
used as fine-mapping populations for selfing species, the effectiveness of the SA-RIL approach 
decreases with genome size and is most valuable only when applied either to small genomes or 
to defined regions of large genomes. Here I propose the development of QTL-focused SA-RILs 
(QSA-RILs), which are SA-RILs enriched for recombination in regions of a large genome 
 
selected for evidence for the presence of a QTL. This evidence can be derived from QTL 
analysis in a subset of the population at the F2 generation and/or from previous studies. In 
simulations QSA-RILs afford up to threefold increase in recombination and twofold increase in 
accuracy of QTL position estimate in comparison with RILs. The regional-selection method also 
shows potential for resolving QTL linked in repulsion. 
One of the recent Bayesian methods for QTL mapping, the shrinkage Bayesian method 
(BayesA (Xu)), has been successfully used for estimating marker effects in the QTL mapping 
populations. Although the implementation of the BayesA (Xu) method for estimating main 
effects was described by the author, the equations for the posterior mean and variance, used in 
estimation of the effects, were not elaborated. Here I derive the equations used for the estimation 
of main effects for doubled-haploid and F2 populations. I then extend these equations to estimate 
interaction effects in doubled-haploid populations. These derivations are helpful for an 
understanding of the intermediate steps leading to the equations described in the original paper 
introducing the shrinkage Bayesian method.  
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Abstract 
The goal of quantitative-trait locus (QTL) mapping is to understand the genetic 
architecture of an organism by identifying the genes underlying quantitative traits. It targets gene 
numbers and locations, interaction with other genes and environments, and the sizes of gene 
effects on the traits. QTL mapping in plants is often done on a population of progeny derived 
from one or more designed, or controlled, crosses. These crosses are designed to exploit 
correlation among marker genotypes for the purposes of mapping QTL. Reducing correlations 
between markers can improve the precision of location and effect estimates by reducing 
multicollinearity. The purpose of this thesis is to propose an approach for developing 
experimental populations to reduce correlation by increasing recombination between markers in 
QTL mapping populations especially in selfing species. 
QTL mapping resolution of recombinant inbred lines (RILs), is limited by the amount of 
recombination RILs experience during development. Intercrossing during line development can 
be used to counter this disadvantage, but requires additional generations and is difficult in self-
pollinated species. In this thesis I propose a way of improving mapping resolution through 
recombination enrichment. This method is based on genotyping at each generation and 
advancing lines selected for high recombination and/or low heterozygosity. These lines 
developed are called SA-RILs (selectively advanced recombinant inbred lines). In simulations, 
the method yields lines that represent up to twice as many recombination events as RILs 
developed conventionally by selfing without selection, or the same amount but in three 
generations, without reduction in homozygosity. Compared to methods that require maintaining 
a large population for several generations and selecting lines only from the finished population, 
the method proposed here achieves up to 25% more recombination.  
Although SA-RILs accumulate more recombination than conventional RILs and can be 
used as fine-mapping populations for selfing species, the effectiveness of the SA-RIL approach 
decreases with genome size and is most valuable only when applied either to small genomes or 
to defined regions of large genomes. Here I propose the development of QTL-focused SA-RILs 
(QSA-RILs), which are SA-RILs enriched for recombination in regions of a large genome 
selected for evidence for the presence of a QTL. This evidence can be derived from QTL 
 
 analysis in a subset of the population at the F2 generation and/or from previous studies. In 
simulations QSA-RILs afford up to threefold increase in recombination and twofold increase in 
accuracy of QTL position estimate in comparison with RILs. The regional-selection method also 
shows potential for resolving QTL linked in repulsion. 
One of the recent Bayesian methods for QTL mapping, the shrinkage Bayesian method 
(BayesA (Xu)), has been successfully used for estimating marker effects in the QTL mapping 
populations. Although the implementation of the BayesA (Xu) method for estimating main 
effects was described by the author, the equations for the posterior mean and variance, used in 
estimation of the effects, were not elaborated. Here I derive the equations used for the estimation 
of main effects for doubled-haploid and F2 populations. I then extend these equations to estimate 
interaction effects in doubled-haploid populations. These derivations are helpful for an 
understanding of the intermediate steps leading to the equations described in the original paper 
introducing the shrinkage Bayesian method.   
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CHAPTER 1 - QTL Mapping Methods and Mating 
Designs 
Most agronomically important traits are quantitative and display continuous variation. 
Unlike qualitative traits such as coat color and blood type, for which phenotype (trait value) falls 
into discrete classes and genotype can be deduced from phenotype alone, quantitative traits such 
as grain yield, weight gain, and milk yield are influenced by one or more genes, gene interactions 
and environmental factors, so that genotype cannot be deduced reliably from phenotype.  
It is desirable to identify the genes underlying quantitative traits, for improving the 
performance and/or productivity of plants and animals and for understanding the genetic 
architecture. This last includes gene numbers and locations, interaction with other genes and 
environments, and the sizes of gene effects on the traits. DNA sequence variants (markers) that 
show association with phenotype across individuals facilitate the study of genetic architecture. 
Due to limitations of technology to identify and genotype markers throughout the whole genome 
in many individuals, identifying quantitative trait loci (QTL) has been difficult. With availability 
in recent years of markers across the genome, the phenotypic variation among individuals can be 
partitioned into components, one of which is genetic variation as estimated from marker 
genotypic variation. This partitioning allows locating, or mapping, QTL. 
In plants, calculating gene-level variation and identifying QTL location is done on a 
population of progeny derived from one or more designed, or controlled, crosses. These crosses 
are designed to exploit correlation among marker genotypes. Pairwise correlation between all 
markers is perfect during the initial generation of crosses and declines in subsequent generations 
of mating so that only markers near a QTL show correlation with it. The precision with which 
QTL can be located increases as this breakdown in correlation increases. The factor that 
increases the breakdown is the recombination that occurs during the mating. Recombination is a 
random event, and some plants experience more recombination than others. In this thesis, 
methods are proposed to increase the frequency of recombination by selection in a QTL mapping 
population.  
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In this chapter, the following concepts essential to understanding the process of QTL 
mapping are presented: association between genotypic and phenotypic variation, genetic 
variation and meiosis, recombination and genetic distances, mating designs, and statistical 
approaches for QTL mapping. 
Genotypic and phenotypic variation and genetic map distances 
Evaluating association between genetic and phenotypic variation 
Genetics is the science of identifying predictive associations between gene-level, or DNA 
variation and gross phenotypic variation. Genetic variation arises from DNA sequence variation 
in genes encoding RNAs and proteins. Genes lie at positions known as loci on linear structures 
called chromosomes. Chromosomes come in pairs with one member inherited from the father 
and other from the mother. The same genes lie in the same order on both maternal and paternal 
chromosomes, but genes may not have identical DNA sequences. Each variant form of a gene is 
known as an allele.  
A natural way to evaluate the contribution of genetic to phenotypic variation is to 
construct a linear regression model in which phenotype is modeled as a linear combination of 
effects of genes. In such a model the gene levels or genotypes are expressed as number of 
maternal (or paternal) alleles carried at a locus. Because in general, gene alleles are not known, 
DNA marker genotypes are used instead. If a marker is determined to be predictive of a 
phenotype, it may be inferred that a QTL is present nearby on the same chromosome as the 
marker. 
Determining the subset of markers that best explain the variation of a trait is a model- or 
variable-selection process. Typically the model space is too large to evaluate all possible models 
to find the one closest to the underlying true model, and multicollinearity arising from 
correlation between markers makes the problem more challenging. The correlation between 
markers increases with decreasing distance and recombination between them. 
Genetic variation and meiosis 
Genetic variation, or variation of genotypes among progeny, arises from a process in 
which each chromosome inherited from a parent is formed by segmental mixing of the parent’s 
own maternal and paternal chromosomes. The mixing occurs during meiosis, or reductive 
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division, in the reproductive cells of the organism, by a process called crossing over, illustrated 
schematically in Fig 1.1. The products of meiosis are thus a mosaic of grandparental 
chromosomes, and are packaged in sperm or egg cells (gametes) for subsequent union by 
fertilization. Gene order is conserved in crossing over. Because the locations of crossover events 
are random, even progeny derived from the same parents show genotypic variation. 
Recombination fraction, map distance and mapping functions 
The basis for correlation among markers is the genetic distance between them. The 
information about distances between markers on a chromosome is needed for inferring expected 
genotypes of an unknown gene or QTL and for prediction of QTL location. The estimate of 
distance between two markers, computed in a population of plants derived from controlled 
crosses, is based on their recombination fraction (θ), which is the ratio of their recombinants to 
the total number of gametes observed following exactly one generation of meiosis. Consider two 
markers A and B with alleles A1, A2 and B1, B2 and a population of individuals with genotype 
A1B1/A2B2. Although the term genotype describes gene levels in the context of a single locus, it is 
also used to describe the configuration of alleles at one or more loci in an individual. Via 
meiosis, an individual provides one of two kinds of gametes to progeny: parental gametes A1B1 
and A2B2 and recombinant gametes A1B2 and A2B1. The number of recombinants observed in the 
population gives an estimate of the number of crossovers between the markers. More crossover 
events are expected to occur when markers are far apart than when they are close to each other. 
Markers A and B are said to be linked when the recombination fraction between the markers A 
and B, θAB is less than 0.5. The linear arrangement of markers calculated from their 
recombination fractions is known as a linkage or genetic map.  
Recombination fraction, θ, is underestimated as the physical distance between markers 
increases. This is because with increase in distance the chance of two crossovers within an 
interval increases. With respect to markers A and B, gametes that result from two (or any other 
even number of) crossover events between these markers are indistinguishable from parental 
gametes. Because of double crossovers, θ are not additive, i.e., θAC = θAB + θBC – 2θABθBC. θ can 
be further biased because of meiotic recombination interference. This happens when a crossover 
event at a given location prevents other crossover events in close proximity.  
It is desirable to display the genetic relationships between loci on a graphical map in 
which distances between loci, unlike their θs, are additive. Conversion of these θs to distances 
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may be done with any of several mapping functions (Sturtevant 1913, Haldane 1919, Kosambi 
1944, Rao et al. 1977, Karlin 1984). Of these, Haldane’s and Kosambi’s are used most often. 
Haldane’s function, expressed as mAB = -0.5 log(1–2θAB), models the crossover events on 
chromosomes as a Poisson process, ignoring interference. The Kosambi function, mAB = -0.5 
tanh-1(2θAB), takes interference into account. The Haldane mapping function has been used for 
conversion of recombination fraction into mapping distance in all the simulations conducted for 
this thesis. 
Mating designs used for QTL mapping 
QTL mapping populations are created from one or more controlled crosses. Mating 
designs set up correlation between markers and QTL. The populations used for QTL analysis can 
be classified into three categories based on the kind of crosses used to generate them and 
duration of generation time: inbred, outbred and natural populations. Though only inbred 
population designs are relevant to this thesis, other designs are described for completeness. 
Inbred 
These populations are derived from the progeny resulting from a cross of two inbred 
parents. The parents are individuals whose alleles are identical at most loci because of self 
pollination (in plants) or mating among close relatives, over several generations. Inbred designs 
are most appropriate for QTL mapping in plant species such as wheat, barley, maize, 
Arabidopsis, and Brassica, and animal species with short generation time, such as mouse. 
Several kinds of populations can be derived from F1 plants. A backcross (BC1) population is 
derived by crossing F1 progeny to one of the parents. A selfed population (Fn+1) is derived by 
self-pollination of Fn progeny. A recombinant inbred line (RIL) population is produced by 
several generations of selfing or sib mating. An advanced intercross line (AILx) population is 
derived by random and sequential intercrossing for a few generations starting with the F2 
(Darvasi and Soller 1995), with the subscript x denoting the number of intermating generations. 
An intermated recombinant inbred line (IRIx) is derived by selfing of AILx populations until a 
desired level of homozygosity is achieved (Liu et al. 1996) and these populations are also 
denoted as IRIP(i,j) to denote i intercrossing generations and j selfing generations (Lee et al. 
2002, Sharopova et al. 2002). Other notations for IRIs include ARI (advanced recombinant 
inbred lines), IRIL (intercross recombinant inbred lines) and RIX (recombinant intercross lines). 
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Outbred  
These designs are appropriate for domestic species such as cattle, where it is impractical 
to produce inbred lines. The mating scheme is designed to create three kinds of families: half-sib, 
full-sib, and granddaughter-based families (Weller et al., 1990). Each family in a half-sib 
population consists of progeny derived from the same father (or mother) and randomly chosen 
mothers (or fathers). Each family in a full-sib population consists of progeny derived from the 
same father and mother. Granddaughter-based families are similar to half-sib families except that 
the genotyping is done on sons of sires and phenotype is measured on the daughters of the sons 
(granddaughters). 
Natural 
In natural populations, where it is impractical to enforce a mating scheme, experimental 
design lies in prudent selection of a subset from an existing population. Sib-pair population 
(Haseman and Elston, 1972) data, as the name suggests, is a collection of sib genotype and 
phenotype data from several families. It is a commonly used design for QTL mapping in 
humans. The rationale for this design is that the variation of the trait value between sibs is 
expected to be inversely proportional to the number of alleles that are identical by inheritance for 
the genes controlling the trait. In case–control designs, QTL mapping populations consist of two 
sets of subjects, one of affected and the other of unaffected. The rationale for this design is that 
the differences in the frequencies of the genotypes between affected and unaffected sets suggest 
possible association between the disease and the genes causing it. Several extensions of case–
control design have been suggested. One such extension is a father–mother–progeny trio-based 
population (Spielman et al. 1993). In this population, all the progeny are affected and markers 
are useful only when they are heterozygous in at least one of the parents. 
QTL mapping methods 
Quantitative trait models 
The genetic variation observed in quantitative traits can be modeled in two ways. The 
infinitesimal model (Fisher 1918) assumes that a trait value is determined by an infinite number 
of unlinked loci, each with an infinitely small effect. The finite loci model (Shrimpton and 
Robertson 1998, Otto and Jones 2000, Hayes and Goddard 2001, Xu 2003) assumes that a 
 5
smaller number of loci have a large effect on a trait (major QTL), and other loci (minor QTL) 
have a small effect.  
Statistical model of a trait 
For a quantitative trait with one QTL with alleles Q and q, the trait value of an individual 
i can be modeled as 
,iiii ebzaxy +++= μ  (1.1)  
where a is additive effect and b is dominance effect, which is the deviation from additivity, 
observed due to interaction of alleles Q and q. The variables xi = {–1 for genotype QQ , +1 for 
genotype qq and 0 for genotype Qq} and zi = {+1 for genotype Qq and 0 for genotypes QQ and 
qq} are computed from the QTL genotype and ei ~ N(0, σ2) indicates Gaussian noise with 
variance σ2. For a trait with several QTL, the model can be extended as  
,
11
i
N
j
ijj
N
j
ijji ezbxay
QQ
+++= ∑∑
==
μ  (1.2) 
where NQ denotes the number of QTL. The additive and dominance effects are treated as fixed 
effects. For simplicity, interaction effects and other fixed and random effects are ignored here. A 
typical data set used for QTL mapping is shown in Table 1.1. 
Several statistical approaches are available to estimate the parameters aj, bj, NQ and the 
position of QTL. These approaches can be broadly classified into four categories: least-squares, 
likelihood, Bayesian, and semi- and non-parametric methods. In all of these approaches, neither 
position nor genotype of a QTL is known in advance. The parameter estimates are based on 
markers, of which some may show high correlation with the QTL. Three widely used QTL 
mapping analyses amenable to both likelihood and regression methods are described briefly here. 
Single-marker analysis (SMA) 
In SMA, the model used to estimate parameters is similar to the trait model for a single 
QTL as shown in equation 1.1. The indicator variables xi and zi are based on the marker 
genotype. The parameters are estimated separately at each marker position. SMA is useful when 
marker density is high and/or the linkage map is not known. 
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Simple interval mapping (SIM) 
In simple interval mapping (Lander and Botstein 1989), the parameters are estimated 
separately at each candidate position, for instance at every 1 or 2 cM across the genetic map. The 
model used to estimate parameters is similar to (1.1). In the regression-based interval mapping 
method (Haley and Knott 1992), xi and zi are replaced with indicators based on expected QTL 
genotypes, E(xi) and E(zi) as shown in (1.3), which are estimated using markers flanking the 
candidate position. The inference made about QTL position is more accurate in SIM than in 
SMA, because of the inferred QTL genotypes in SIM. The variables E(xi) and E(zi) used in the 
model are: 
[ ] [ ]
i
i
i
i
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,  (1.3)  
where p(x|y) denotes the conditional probability of x given y and M1, M2 denotes marker 
genotypes flanking the putative QTL and r1 and r2 the recombination fractions between marker 
M1 and QTL and between QTL and M2 respectively. The conditional probability of a QTL 
genotype given flanking marker genotypes can be computed as the ratio of the expected 
probability of three consecutive marker genotypes to the expected probabilities of the two 
flanking marker genotypes under the given mating design. The algebraic forms of the conditional 
probabilities of a QTL genotype given flanking marker genotypes are described in Haley and 
Knott (1992), Luo and Kearsey (1992) and Lynch and Walsh (1998).  
Composite interval mapping (CIM) 
CIM is an extension of SIM that incorporates into the model the effects of QTL 
elsewhere than at the putative QTL position, via markers known as cofactors (Jansen 1993; Zeng 
1993, 1994). Cofactors are selected by multiple regression using well-known stepwise model-
selection algorithms such as forward, backward, and forward–backward selection. In forward 
selection, for example, the model begins with no markers and adds, at each step, the marker that 
explains the highest phenotypic variation, evaluated as the F value. In subsequent steps, only 
markers not already included in the model are evaluated and the marker with the highest F value 
is included. The steps are repeated until the highest F value is smaller than a predefined F value, 
known as F-to-enter.  
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To compute a QTL evidence-score profile along the chromosome, a test statistic is 
computed at each candidate position and only cofactors that are at least x cM away from this 
position are included in the model. The window size, x, is chosen to exclude markers (close to 
the test position) whose genotypes are highly correlated with the genotypes of the putative QTL. 
In practice, the analyst chooses a window size of 10–30 cM. The statistical model for CIM is as 
follows: 
,)(
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=
μ  (1.4) 
where NQ is the number of cofactors and bj is the effect of cofactor marker j. When the same data 
are analyzed with CIM and SIM, inferences made about the location and additive and dominance 
effect estimates of a QTL are more precise with CIM than with SIM, because the cofactors fitted 
with CIM reduce the sampling variance of the test statistic by absorbing some residual genetic 
variance due to other QTL. The choice of the F-to-enter, which determines the number cofactors 
and the window size, is subjective. Consequently analysts could reach different conclusions 
about QTL estimates.  
Threshold value for declaring a QTL 
For declaring a QTL, a likelihood ratio statistic known as the LOD (logarithm of odds) is 
commonly used. LOD = log10[(likelihood of H1)/(likelihood of H0)], where H0 and H1 denote the 
hypotheses of absence and presence of a QTL around the test position on the genetic map. The 
permutation test proposed by Churchill and Doerge (1994) is used to find an appropriate 
threshold value for declaring a QTL significant. In a permutation test, an empirical distribution 
for the test statistic is created from permuted data sets. In each set, phenotypic records are 
randomly shuffled among plants, so that the association between the marker data and the 
phenotype data is disrupted. The maximum value of a test statistic, commonly the LOD score, 
among the values computed across all candidate positions, is recorded from each permuted data 
set. The resulting array of maximum statistics approximates their null-hypothesis distribution. 
The statistic corresponding to the 100(1 – α) percentile of the values in the distribution is taken 
as the threshold value used for significance testing (for the presence of a QTL) at level α. 
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Evaluating QTL mapping resolution 
Mapping resolution, which is the precision of the QTL position estimate, is often 
quantified as the confidence interval (CI) of the QTL location. CI are useful in planning future 
experiments aimed at identifying the DNA sequence variation that explains the phenotypic 
variation. Several ways of computing CI have been proposed (Lander and Botstein 1989, Van 
Ooijen 1992, Darvasi 1993, Mangin et al. 1994, Visscher et al. 1996, Darvasi 1997, Visscher and 
Goddard 2003). The LOD drop-off method proposed by Lander and Botstein (1989) is often 
used. In this method, the location corresponding to a decrease in the LOD score of 1 or 2 units 
from a peak in the LOD score profile gives a 96.8–99.8% CI (Mangin et al. 1994). The CI found 
using this approach is biased in small- (<100) to medium-sized (<200) populations, and when the 
QTL effect is small (Van Ooijen 1992; Mangin et al. 1994). In simulations, the 95% CI is 
computed from the distribution of the QTL position estimates (the position corresponding to the 
maximum LOD score). Estimates of the QTL position in repeated simulations forms the 
distribution. The CI obtained through this method sometimes comprises an entire chromosome 
(Darvasi et al. 1993). A bootstrapping approach (for computing the CI) proposed by Visscher et 
al. (1996) requires computing a distribution for a QTL position. The distribution is produced 
from QTL analysis of several populations, where each population consists of N individuals 
sampled with replacement from the original N observations. A simple formula proposed by 
Darvasi and Soller (1997) for computing a 95% CI has the form  
2)(/(3000 dakN +
2/400)1( nakXCI β =−
, 
where k is 1 for BC1 and 2 for F2, N is the population size, and a and d are estimated additive and 
dominance effects. This formula was based on simulation results, under the assumption that an 
infinite number of markers is scored. Visscher and Goddard (2003) proposed a similar formula,  
)1( β− , 
where k takes the values 1 for a backcross and 2 for an F2 design and X(1-β) denotes the threshold 
of a central χ2 distribution with 1 degree of freedom corresponding to a cumulative density of (1-
β). 
The typical 95% CI for BC1 and F2 populations is 10–40 cM. The CI for RIL populations 
is two- to fourfold narrower than that in F2 populations, and the CI for AIL populations is 5–10 
times narrower, depending on the number of intercrossing generations. 
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Figures and Tables 
Figure 1.1 Genotypes and gametes resulting from a cross  
Panel a shows genotypes of two individuals, each represented as two strings. Each string 
represents alleles inherited together, a gamete, from the individual’s parents. The symbol ‘X’ in 
blue denotes the operation of crossing the two individuals shown on the left and right-hand sides. 
Panel b shows in green the locations of crossovers between two strings: two crossovers on the 
left and one on the right. Panel c shows the gametes formed after meiosis. Panel d shows the 
genotype of two progeny resulting from the cross. 
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 Figure 1.2 LOD-drop-off method and confidence interval (CI) 
The X axis shows markers along a genetic map and the Y axis the LOD score. A two-LOD-
decrease indicates 99.5% of the confidence interval for the location estimate.  
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Table 1.1 A data set from an F2 population used for QTL mapping  
Each row shows the trait and genotype record for an individual. Each number in the locus 
column indicates number of paternal (maternal) alleles. 
Individual Trait Chromosome 1 Chromosome 2 ….. Chromosome m 
  Locus1 Locus2 …. Locus1 Locus2 … …. Locus1 Locus2 ….
Ind1 3.5 0 1 .. 2 1 .. .. 0 0 .. 
Ind2 5.5 2 1 .. 0 1 .. .. 1 0 .. 
Ind3 6.6 1 0 .. 2 2 .. .. 0 0 .. 
. . .. .. .. .. .. .. .. .. .. .. 
Indn-1 5.5 0 2 .. 1 1 .. .. 0 0 .. 
Indn 4.7 1 1 .. 2 1 .. .. 1 1 .. 
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 CHAPTER 2 - Selective Advance for Accelerated 
Development of Recombinant Inbred QTL Mapping 
Populations 
Abstract 
QTL mapping resolution of RILs is limited by the amount of recombination they 
experience during development. Intercrossing during line development can be used to counter 
this disadvantage but requires additional generations and is difficult in self-pollinated species. It 
is desirable to improve mapping resolution for success of marker-assisted selection and map-
based cloning. Here I propose a way of achieving this through recombination enrichment. This 
method is based on genotyping at each generation and advancing lines selected for high 
recombination and/or low heterozygosity. In simulations, the method yields lines that represent 
up to twice as many recombination events as RILs developed conventionally by selfing without 
selection, or the same amount but in three generations, without reduction in homozygosity. 
Compared to methods that require maintaining a large population for several generations and 
selecting lines only from the finished population, the method proposed here achieves up to 25% 
more recombination. The precision of QTL location is increased by up to 10% with negligible 
drop in QTL detection power at average marker intervals of 5 cM or less. 
Introduction 
High precision of QTL location estimates is desired in marker-assisted selection and 
positional cloning of QTL. This precision, also referred to as QTL map resolution, is low in 
biparentally derived populations such as backcross and F2, with a 95% confidence interval of 
typically 10 to 30 cM for QTL location (Kearsey and Farquhar, 1998; Nadeau and Frankel, 2000; 
Dekkers and Hospital, 2002). For a given mapping population, QTL mapping resolution may be 
improved by statistical refinements (Zeng, 1993; Jansen and Stam, 1994; Jiang and Zeng, 1995; 
Korol et al., 1995, 1998) and increased marker density. But it is population size and mating 
design that determine the number of meioses and thereby the maximum number of effective 
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meiotic crossovers, or recombinations, that occur during line development. Higher 
recombination is obtained both by increasing population size and by increasing the number of 
generations beyond the F2 in developing the finished population. 
However, increasing population size to enhance mapping precision incurs higher 
phenotyping costs, especially for multiyear or multilocation studies and for expression QTL 
experiments, where microarray expression data are used as phenotypes (e.g., Hubner et al., 
2005). Another way to improve QTL map resolution is to increase recombination per individual. 
This is conventionally achieved with multigeneration populations such as recombinant inbred 
lines (RILs), advanced intercross lines (AILs; Darvasi and Soller, 1995), and intermated 
recombinant inbreds (IRIs; Lee et al., 2002). The use of IRIs, which require intercrossing for a 
few generations and selfing to a desired level of homozygosity, improves QTL map resolution 
(Winkler et al., 2003). Five generations of intermating in maize (Zea mays L.) resulted in nearly 
fourfold improvement of QTL map resolution compared to F2 populations (Lee et al., 2002). 
Balint-Kurti et al. (2007) resolved one of the QTL found in a RIL population (Carson, 1998; 
Carson et al., 2004) into two QTL of opposing effects using an IRI population derived from the 
same parents. The confidence intervals in the IRI population were 2.5 to 50 times narrower than 
those in the RILs. Intercross populations have also been used for fine mapping and positional 
cloning of genes in mice (Becanovic et al., 2006; Yu et al., 2006, Wang et al., 2003). 
In selfing species such as wheat (Triticum aestivum L.), barley (Hordeum vulgare L.), 
rice (Oryza sativa L.), Arabidopsis, and Brassica, intercrossing is laborious. Hundreds of plants 
must be manually pollinated over several generations, with each cross possibly subject to a low 
success rate, incompatible flowering times of parents, and introduction of male-sterility or 
expression of hybrid lethality genes. For these species, RILs are a common choice of QTL 
mapping design, but RILs are limited by the number of recombinations they accumulate, so that 
mapping resolution is limited. 
A few methods have been proposed to select from a large genotyped population a subset 
that preserves the most information for QTL mapping. Jannink (2005) proposed two selection 
strategies: maxRec and uniRec. Both select lines with high recombination across the genome, but 
uniRec imposes greater genomewide uniformity of the distribution of recombination. Xu et al. 
(2005) proposed selection of recombination-enriched individuals based on an objective function 
that minimizes the sum of squared bin lengths. A bin was defined on a sample of individuals as a 
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marker interval within which there are no recombinations in any sampled individual and that is 
bounded on either side by a recombination in at least one individual or by the end of a linkage 
group. Jin et al. (2004) proposed selecting lines that are genotypically dissimilar using a criterion 
known as minimum moment aberration. Compared to randomly selected lines of the same 
population size, the selected set of individuals showed an increase in either the precision of QTL 
location (Jannink, 2005), the specificity (proportion of true positives [TPs] among detected QTL 
[Xu et al., 2005]), or the sensitivity (proportion of TPs among simulated QTL) for highly 
heritable traits (Jin et al., 2004). 
Although the methods proposed by Jannink (2005) and by Xu et al. (2005) select a 
recombination-enriched subset, the application of these methods to RILs requires maintaining a 
large set of lines, of which only a subset is retained for phenotyping, for several (seven to eight) 
generations. With decreases in genotyping costs, it may well be less expensive to genotype and 
then discard a plant than to advance it for another generation. Here we extend the maxRec 
strategy to generate highly recombinant RILs by selecting highly recombinant individuals during 
the inbreeding process rather than in the finished population. 
Materials and Methods 
Simulation of RIL population 
Let N be the number of RILs to be generated and p the number of progeny genotyped for 
each line at each generation. Recombinant inbred lines were simulated as follows: F1 plants were 
generated from the cross of two inbred parents and F2 progeny were then generated by selfing. N 
× p F2 plants were then genotyped and N of these were selected based on one of four selection 
strategies described below. From each of the N selected F2 parents, p F3 progeny were generated 
and genotyped, and one progeny from each F3 family was selected for advancing to the next 
generation. This pedigree selection process was repeated to the desired degree of homozygosity. 
For comparing with other selection methods described below, this option will be called FamSel. 
The parameter levels used for simulation were as follows: heritability, 0.2, 0.4 and 0.6; family 
size, 2, 4, and 10; and marker spacing, 5, 10, and 20 cM. Two maps, one with a single 
chromosome and the other with seven chromosomes, were simulated. The length of each 
chromosome on either map was 150 cM. All simulations and QTL analysis were conducted with 
QGene (Joehanes and Nelson, 2008) on a computer cluster with four dual-core processors. 
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Selection strategy 
Let a selection strategy be defined as the sequence of selection and advancing methods 
applied at every generation. Let r denote random selection of a progeny from a family; R, 
selection on maximum recombination; H, selection against heterozygosity; and D, the operation 
of making doubled haploids and selecting on recombination. Selection against heterozygosity 
was done based on a heterozygosity index (i.e., average number of heterozygotes per hundred 
markers). The individual with the lowest heterozygosity index was selected from each family. A 
strategy is described by a sequence of characters, each character indicating the selection method 
and its position indicating the generation of selection. For example, string RrrRrrrr denotes 
selection for recombination in generations 1 and 4 (after the F1) and random selection in the rest. 
Conventional RIL development is described by rrrrrrrr. The strategies used for illustration here 
are D, RD, RRD, and RRRHHH, representing reduced-generation strategies, and RRRrrrrr, 
RrRrRrRr, and RRRRRRRR, representing early-, alternate-, and all-generation selection 
strategies, respectively. Recombinant inbred lines subjected to selection in at least one generation 
were called selectively advanced RILs (SA-RILs). 
Other selection strategies 
A strategy in which selection was done at every generation on recombination in the 
whole population without family constraints was denoted by SimpleSel, and a strategy in which 
selection was done only at the final generation in a large population was denoted by FinSel. In 
FinSel, if N plants were chosen, a population of size Np was maintained through all generations. 
Chromosome map 
On the one-chromosome map, one QTL was simulated at 54 cM. On the seven-
chromosome map, two QTL on each of chromosomes 1 and 2, one QTL on each of 
chromosomes 3, 4, and 5, and no QTL on chromosomes 6 and 7 were simulated. All seven QTL 
were of equal effect, and together accounted for all of the genetic variation. The sign of the effect 
and the positions of the QTL are given in Table 2.1. The decision to simulate the same effect for 
all QTL was made for simplicity in computing specificity and sensitivity estimates. However, the 
relative effects of QTL on phenotypes were varied by varying heritability. Unless otherwise 
specified, the results and discussion presented are based on the seven-chromosome map. 
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Trait simulation 
Simulation of trait values for the progeny in the final generation was according to the 
model 
QN
ii k ik
k
y a q e=∑ + , where NQ is the number of QTL, ak is the additive effect of the kth QTL, 
qik = 1,–1, 0 for QTL genotypes QQ, qq, and Qq, respectively, and ei ~ N(0, σ2). Since the 
variance explained by each QTL is a2, the total variance explained by all QTL is ∑ak2, and the 
error variance for a given heritability h2 was calculated as σ2 = ∑ak2[(1 − h2)/h2]. 
QTL analysis 
For each parameter combination (here referred to as an experiment), 1000 populations of 
300 lines were generated and subjected to QTL analysis. Analysis was done using regression-
based composite interval mapping (Zeng, 1994) with cofactors selected by stepwise forward 
regression. No cofactors were used on the chromosome in which a QTL was evaluated. A 
likelihood ratio test statistic (LOD score) was calculated at 2-cM intervals on chromosomes. 
Separately for each experiment, one threshold value was calculated for declaring a QTL using 
permutation analysis (Churchill and Doerge, 1994), with 1000 permutations (one from each 
population) at α = 0.05. A QTL peak was defined as a point whose LOD exceeded the threshold 
and the LODs at the adjacent points on either side. 
Two types of intervals were evaluated for counting true positives (TPs) and false 
positives (FPs): a 20-cM constant interval and the LOD-drop-2 interval. A LOD-drop-2 (Lander 
and Botstein, 1989) QTL interval for a peak included all the points on either side of the QTL 
peak with LOD scores at most two units lower. Asymptotically a LOD-drop-2 interval is 
equivalent to a confidence interval of 96.8 to 99.8% to contain a QTL (Mangin et al., 1994). A 
TP was recorded when the LOD-drop-2 interval contained a true QTL and an FP when it did not. 
True QTL not detected were thus false negatives (FNs). Specificity was expressed as TP/(TP + 
FP) = TP/(number of QTL regions detected) and sensitivity as TP/(TP + FN) = TP/(number of 
simulated QTL). Deviation of a peak from a simulated QTL, di, was computed as absolute 
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difference between position of the ith QTL and the peak in the LOD-drop-2 interval. The average 
deviation was 
TP
1
TPi
i
d d
=
⎛ ⎞= ⎜ ⎟⎝ ⎠∑ . 
A genetic map generated from the SA-RIL population differs from the map on the basis 
of which recombination was simulated. To determine whether increased recombination 
influences the detection of QTL, we compared the results of QTL analyses based on updated 
map distances with results from the original map. These updated distances were computed from 
the recombination fractions observed at the final generation rather than those of the map used for 
generating the data. The marker order was the same for both maps. The updated QTL positions 
were used in computing specificity, sensitivity, and d . 
Calculation of recombination and heterozygosity index 
A recombination is defined here as a change of parental allele between two adjacent 
marker loci. The recombination index for a RIL is the sum of all inferred recombinations along 
its genome. These were counted as shown in Table 2.2. To investigate the effect of different 
weighting schemes for selection for increased heterozygosity on recombination, we included in 
the recombination formula for heterozygotes a weight, w, taking values 1, 10, and 100. Note that 
with w = 1, the formula of Table 2.2 gives the expected number of recombinations occurring in a 
double-heterozygote interval during one meiosis. Increasing w should thus both slow the 
inbreeding process and lead to more opportunity for recombination to occur. 
Calculation of standard errors of estimates 
Standard errors of all parameter estimates except threshold (e.g., recombinations and 
specificity) were computed as the standard deviation of the estimate divided by the square root of 
the sample size (here 1000). For threshold, the standard error was computed using a jackknife 
approach as follows: let T denote the threshold computed from a set of 1000 ascendingly ordered 
LOD score statistics that were computed using permutation analysis (see description above). One 
thousand Tis (i = {1 ... 1000}) were then recorded, each from a set of 999 LOD score statistics 
formed by omission of the ith value. Since for i = 1 to 950, Ti was the 950th value and for i = 951 
to 1000, Ti was the 949th value, this amounts to sampling only these two values at frequencies 
dictated by the desired threshold. For each Ti, pi was calculated as 1000 * T- 999 * Ti. The 
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standard error of the pi values was computed as the standard deviation of the estimate divided by 
the square root of the sample size.  
Results and Discussion 
Effects of parameter changes 
On recombination 
Observed recombination increased with increased marker density for all selection 
strategies (Fig. 2.1a) due to the increased chance of detecting double-recombination events 
across a given interval with higher marker densities. A similar trend was also observed with 
increased family size (Fig. 2.1b). All selection strategies, with the exception of D, resulted in 
more recombination than rrrrrrrr, and completely homozygous lines with as many 
recombinations as in RILs could be generated in as few as two generations (RD). Recombination 
in selectively advanced RILs slightly increased when weight w was increased from 1 to 10, but 
decreased at higher levels (Fig. 2.1d). This level apparently strikes an optimum balance between 
maintaining double-heterozygote intervals to allow for continued recombination and allowing 
inbreeding to proceed. 
The SimpleSel method achieved higher recombination count than FamSel and FinSel 
(Fig. 2.1e). However, our attempts to use SimpleSel resulted in low genotypic diversity (data not 
shown), with most of the selected progeny in the final generation descending from a few highly 
recombinant F2 plants. FamSel achieves up to 25% more recombination than FinSel (Fig. 2.1e). 
With decrease in map length, the recombination enrichment (RE) per map unit increases. 
This is because RE is inversely proportional to the square root of map length and directly 
proportional to selection intensity, as explained in Appendix A. Thus RE will be greatest in small 
genomes. 
On amount of heterozygosity 
Increasing marker density did not affect the heterozygosity index (Fig. 2.2a). Increasing 
the family size slightly decreased heterozygosity index (Fig. 2.1b), presumably by increasing the 
representation of doubly recombinant (AAbb and aaBB) homozygotes exposed to selection. The 
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reduction in number of heterozygotes by (approximately) half every generation was not affected 
as family size increased (Fig. 2.2c). 
On detection threshold  
As expected, threshold values decreased with marker density (Fig. 2.3a) because of fewer 
tests at lower marker density. With an increase in recombination we expected an increase in 
threshold because of increase in independence among tests, owing to decreased correlation 
among neighboring marker genotypes leading to a higher effective number of tests. This trend 
was not observed (Fig. 2.3b) for unknown reasons. 
On confidence interval and average deviation of a peak from true QTL position 
Confidence interval width, computed as LOD-drop-2 width, decreased considerably with 
marker interval size (Fig. 2.3c). This decrease resulted in fewer TPs at 5 cM than at 10 cM (Fig. 
2.3d), leading us to doubt the reliability of LOD-drop-2 interval widths derived from CIM LOD 
curves. Since TP behaved as expected when a constant interval width of 20 cM was used. 
Specificity and sensitivity calculations were based on 20-cM rather than LOD-drop-2 intervals. 
The average deviation of peaks from the true QTL position decreased with increased 
recombination at higher marker density (Fig. 2.3e) and was also slightly less than the value 
without selection. 
On specificity 
In general, specificity rose with recombination. This result is expected, since as 
recombination increases, crossovers break linkage blocks, tending to isolate QTL. Capturing the 
resulting finer-scale QTL signals requires an average marker separation of 5 cM or less. 
Specificity increased with increase in family size (Fig. 2.4b). With increase in heritability, 
variation in the trait explained by the QTL increased and the LOD score at and around the QTL 
was high. The chance of detecting TPs was high and consequently specificity increased with 
increased heritability (Fig. 2.4c). 
On sensitivity 
SA-RILs offered sensitivity equal to or slightly lower than conventional RILs at higher 
marker density (here 5 cM). However, sensitivity decreased slightly with increasing 
recombination at lower marker density and low heritability (Fig. 2.5a, 2.5b), as Xu et al. (2005) 
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also observed. This is likely to be for the same reason—isolation of QTL to smaller regions—as 
given above for the decline in specificity, and suggests the same remedy: increasing marker 
density. With increased family size, sensitivity decreased due to increased recombination. With 
increase in heritability, trait variation explained by QTL increased, resulting in improved 
sensitivity (Fig. 2.5b). 
Effect of map updating on specificity and sensitivity in SA-RILs 
Specificity and sensitivity decreased when updated map distances were used for QTL 
mapping. In the absence of map updating, QTL genotype expectations were based on marker 
recombination fractions in the map from which populations were simulated, but in the updated 
map (with QTL positions established by linkage analysis of the final data including the known 
simulated QTL genotypes), on fractions observed in the selected sample. Since recombination 
increased up to 1.5 and 3 times in 10- and 1.5-Morgan maps, respectively, the distances between 
markers in the updated maps increased accordingly, resulting in specificity and sensitivity 
decreases as shown in Fig. 2.4d and 2.5d. 
Other phenomena that might influence QTL mapping in SA-RILs 
Three kinds of nonindependence of recombination might affect QTL mapping in SA-
RILs. This nonindependence may hold even in the absence of crossover interference in a single 
meiosis. Pseudo-crossing-over is nonindependence of recombinants from interval to interval in 
multigeneration experimental populations such as RILs and AILs (Martin and Hospital, 2006). 
Pseudo-negative crossing-over, a special case of pseudo-crossing-over, is clustering of double 
crossovers due to recombination being limited to some genome segments remaining 
heterozygous over generations of inbreeding, while other segments are rapidly fixed. These 
phenomena might affect the accuracy of QTL genotype probability estimates, but both also occur 
in RILs. Pseudo-interference is nonindependence of recombination in samples subjected to 
selection (Xu et al., 2005). In these samples, variation in the distance between recombination 
events is lower than in random samples, such that selection mimics the effect of true crossover 
interference. Pseudo-interference was negligible when marker spacing was low (≤5 cM) and 
map lengths were large (≥5 M) (Xu et al., 2005). In our simulations the map length was 10.5 M. 
 21
The present study focused on the advantages of SA-RILs over RILs and did not examine genetic 
phenomena common to both. 
Cost and benefits of SA-RILs 
Savings in cost associated with additional generations 
Our results show that with selective advance an equal or greater degree of recombination 
and of allele fixation can be produced in fewer generations than required for conventionally 
developed RILs. For example, strategy RRD results in homozygous lines carrying more 
recombination than RILs produced by eight generations of unselected selfing. The attractiveness 
of the SA-RIL approach will depend on the costs of genotyping and haploid-doubling operations 
and the urgency of population development. 
Amount of genotyping 
If all markers are genotyped, the number of genotyping reactions run per marker for any 
strategy is the product of the family size p and the number of R, D, and H characters in the 
strategy string. If, in contrast, it is possible and economical to limit genotyping in any line to the 
markers that were heterozygous in its parent line, the number of reactions per marker is less than 
2p that for conventional RILs; that is, p{1 + 1/2 + 1/4 +…}, because of the decline of 
heterozygosity by half at every generation. About 10% higher marker density will be needed to 
exploit the higher resolution afforded by the design, a requirement not unique to SA-RILs but 
applying as well to AILs, association-mapping panels, and any other recombination-enriching 
design. 
Possible effects of violation of random-segregation assumption 
Selective-phenotyping approaches lead, by definition, to nonrandom genotypic 
distributions, violating the assumption of random segregation required for estimation of genotype 
frequencies at QTL test positions. But systematic distortion in the population is unlikely, owing 
to the independent descent of the lines from different F2 progenitors. Another violation of 
random segregation might arise from genetic control of recombination, in which case certain 
alleles affecting recombination might be preferentially selected. This case will resemble 
segregation distortion that can arise from any kind of natural selection during line development. 
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Unless QTL for the trait under study lie near such loci, or in regions affected by nonuniform 
recombination enhancement by such loci, we suggest that this effect too is negligible, although 
our simulations did not model it. Other selective-phenotyping approaches (e.g., the maxRec and 
bin-length minimizing methods described above) would also suffer from these problems. High 
marker density and single- or multiple-marker rather than interval analyses—an approach akin to 
association mapping—may render them negligible. 
Possible extensions to the SA-RIL method 
The objective function used to increase recombination in our simulations was similar to 
that in the maxRec method, but within a family. The large gap between the curves of FamSel and 
SimpleSel methods shown in Fig. 2.1e indicates the scope for further recombination enrichment 
in selected samples. Selection methods (described in the Introduction) that use other objective 
functions might also increase the effectiveness of a population for QTL mapping. 
Although recombination accumulating in AILs is not limited by inbreeding as in RILs, 
the selective-advance approach could also be applied during generation of AILs to increase 
recombination further. The focus would then shift to selecting pairs of lines for intermating that 
would lead to maximizing recombination in the final generation. 
Conclusions 
I propose a method of improving mapping resolution in selfing species through 
recombination enrichment during development of RILs. The method is based on genotyping at 
each generation and advancing lines selected for high recombination. Recombination may be 
enriched by two to three times in 10.5- and 1.5-Morgan maps, respectively. Compared to 
methods that require maintaining a large population for several generations and selecting on the 
finished population, the method proposed here achieves up to 25% more recombination. 
Strategies such as RD and RRD yield in two and three generations populations with the same 
amount of recombination as conventional RILs. Specificity of SA-RILs is 5 to 20% more than 
conventional RILs. Sensitivity is as good as or slightly lower than conventional RILs when the 
marker density is high (5 cM; for a 10.5 Morgan map). Quantitative trait locus mapping can be 
done with any desired QTL software, while recombinational selection of lines to be advanced 
should be manageable with simple scripts. In studies that require expensive phenotyping (e.g., 
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expression QTL studies) but enjoy low genotyping costs, SA-RILs may be a cost-effective 
resource for QTL mapping in selfing species. 
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Figures and Tables 
Figure 2.1 Average number of recombinations in SA-RILs  
The population size is 300. Strategies are sorted by recombination at 10 cM. Recombinations for 
(a) several marker spacings and selection strategies, family size of four; (b) several family sizes 
and selection strategies, marker spacing of 10 cM. Figures 1c and 1d show recombinations of 
selectively advanced RILs (SA-RILs) across generations with strategy RRRRRRRR. Markers are 
separated by 10 cM and the length of the map is 10.5 M. Figure 1c shows recombinations for 
several family sizes and Fig. 1d for several weights w; family size of 4. Figure 1e shows 
recombination count for different selection methods for maps of length 10.5 morgans. SimpleSel 
selects the best subset (without family constraints); FamSel selects the best progeny from each 
family. FinSel selects the progeny in the final generation, from a large population maintained for 
several generations. NoSel denotes no selection. 
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Figure 2.2 Heterozygosity in SA-RILs  
The population size is 300. Heterozygosity index is shown for (a) several marker spacings and 
selection strategies with family size of four; (b) several family sizes and selection strategies with 
marker spacing of 10 cM. Number of heterozygous loci in selectively advanced RILs with 
strategy RRRRRRRR across generations with marker spacing of 10 cM and map length 10.5 M 
for (c) several family sizes and (d) several weights w with family size of four. Standard error bars 
are drawn in the upward direction. 
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Figure 2.3 Acceptance threshold, LOD-drop-two interval widths, TP and average deviation 
of peaks from simulated QTL for several selection strategies in SA-RILs  
Strategies are sorted by recombination at 10 cM. The threshold for (a) several marker densities 
and (b) several family sizes. The standard error bar is shown in the upward direction. Panels (c) 
and (d) show 95% CI interval widths and true positives detected in 95% CI widths computed 
from LOD-drop-2 intervals at several marker densities. (e) Average deviation of peaks from 
simulated quantitative trait loci (QTL) at several marker densities.  
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Figure 2.4 QTL detection specificity for several marker spacings and selection strategies 
used in SA-RILs  
Population size is 300 and map length is 10.5 M. Specificity is computed using a constant 
interval width of 20 cM. Specificity is shown for (a) several marker spacings and selection 
strategies with family size 4 and heritability 0.4; (b) several family sizes and selection strategies 
with marker spacing 10 cM and heritability 0.4; (c) several heritabilities and selection strategies 
with marker spacing 10 cM and family size 4. (d) Specificity computed using a map computed 
from the recombination fractions observed in the final SA-RIL population. 
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Figure 2.5 QTL detection sensitivity for several marker spacings and selection strategies in 
SA-RILs  
Population size is 300 and map length is 10.5 M. Panels show sensitivity for (a) several family 
sizes and selection strategies with marker spacing of 10 cM and heritability 0.5; (b) several 
marker spacings and selection strategies at a heritability of 0.5 and family size 4; (c) several 
heritabilities and selection strategies at marker spacing of 10 cM and family size 4; (d) sensitivity 
computed using a map calculated from the observed recombination frequencies in the final 
generation of the SA-RIL population. 
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Figure 2.6 The distribution of recombination numbers for several map lengths  
The expected number of recombinations follows a Poisson distribution with mean E(R) = nc and 
standard deviation √nc, where n and c represent number of map intervals and probability of 
recombination in an interval. X axis shows the length of the genetic map expressed in 
recombinations.  
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Table 2.1 Quantitative trait locus (QTL) positions and effect signs used in all simulations 
Chromosome QTL positions Effect signs 
 cM  
1 23.4, 113.5 +, + 
2 23.4, 113.5 +,− 
3, 4 63.5 + 
5 63.5 − 
6, 7 no QTL  
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Table 2.2 Calculation of recombination between adjacent markers A1 and B1 with alleles 
{A, a} and {B, b}, for different two-locus genotypes  
The symbol c represents the recombination fraction between markers A1 and B1. Weight w is 
used to intensify selection on heterozygosity. 
Two-locus genotype No. of recombinations 
AABB or aabb 0 
aaBB or AAbb 2 
AABb or aaBb 1 
AaBB or Aabb 1 
AaBb 2wc2/[c2 + (1 − c)2] 
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 CHAPTER 3 - QTL-Focused Selectively Advanced 
Recombinant Inbred Lines 
Although selectively advanced recombinant inbred lines (SA-RILs) have accumulated 
more recombination than conventional RILs, their effectiveness for recombination enrichment 
decreases with genome size. The SA-RIL approach is most valuable when applied either to small 
genomes or to defined regions of large genomes. Here I propose development of QSA-RILs, 
which are SA-RILs enriched for recombination in regions of a large genome selected for 
evidence for the presence of a QTL. This evidence can be derived from QTL analysis of a subset 
of the population at the F2 generation and/or from previous studies. In simulations QSA-RILs 
afford up to threefold increase in recombination and twofold increase in accuracy of QTL 
position estimate in comparison with RILs. The regional-selection method also shows potential 
for resolving QTL linked in repulsion.  
Introduction 
Fine mapping, defined as a process of increasing the precision of QTL location estimates, 
is desirable for identifying genes underlying an observed phenotype. The two main approaches 
used for fine mapping are linkage disequilibrium analysis (LDA) and linkage analysis (LA). 
LDA can resolve a QTL position to less than 1 cM by exploiting historical recombination in a set 
of lines not derived from a single biparental cross (Nadeau and Frankel 2000). LA exploits 
recombination accumulated since the initial parental cross in experimental populations such as 
recombinant inbred lines (RILs) and advanced inbred lines (AILs; Darvasi and Soller, 1995). In 
maize AILs that had undergone four intermating generations, LA resolved a QTL position to less 
than 3 cM (Balint-Kurti et al. 2007). However, in selfing species where intermating is tedious, 
RILs are the only advanced-generation experimental populations conventionally used for fine 
mapping by LA.  
QTL mapping resolution is limited in RILs by the number of recombinations achievable 
in the generations between the initial parental cross and genotype fixation. Recombination 
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enrichment allows the introduction of additional markers in physical proximity to a QTL, 
shrinking the physical distance relative to the genetic distance.  
Several selective phenotyping methods have been proposed with the aim of developing 
recombination-enriched (RE) QTL-mapping populations. In an interval method proposed by 
Darvasi (1998), phenotypes were collected only on individuals showing recombination in the 
QTL-containing interval. Whole-genome methods proposed by Xu et al. (2005), Jannink (2005) 
and Boddhireddy et al. (2009) increased recombination throughout the genome. Jannink (2005) 
proposed two selection strategies: both select lines with high recombination across the genome, 
but one of the strategies enforces greater genome-wide uniformity of the distribution of 
recombination. Xu et al. (2005) proposed selection of RE individuals based on an objective 
function that minimizes the sum of squared bin lengths. Boddhireddy et al. (2009) proposed 
selective advance for accelerated development of recombinant inbred QTL mapping populations 
(SA-RILs), which are RILs that have been selected for recombination during generation advance 
of RIL development. The last method improved the precision of QTL location estimates by 5-
20% in SA-RILs in comparison to conventional RILs. 
Whole-genome recombination-enrichment approaches are valuable only for species of 
small genome size, because recombination enrichment is inversely proportional to the square 
root of map length (Xu et al., 2005; Jannink, 2005; Boddhireddy et al., 2009). To obtain RE RILs 
in species with large genomes, we may restrict enrichment to regions believed to contain QTL. 
This evidence may be obtained from QTL analysis of previous studies, of a subset of the 
population, and/or of earlier RIL generations. 
Here I propose a RIL population-development method for simultaneously enriching 
recombination across several selected regions of the genome. Enrichment is achieved during RIL 
development via application of any of several schemes for selecting lines to advance to the next 
generation. I refer to these RILs as QSA-RILs (QTL-focused SA-RILs). Using simulations, I 
compute comparison metrics for QSA-RIL populations developed with varying selection 
schemes, in order to assess the merits of these populations for recombination enrichment and 
QTL mapping. 
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Methods 
Population simulation  
Let N be the number of RILs to be generated and p the number of progeny genotyped for 
each line at each generation. RILs were simulated as follows: F1 plants were generated from the 
cross of two inbred parents and F2 progeny were then generated by selfing. N x p F2 plants were 
then genotyped and from each family the plant showing maximum recombination index was 
advanced. Recombination index was calculated as a sum of weighted recombination values 
across all intervals, where the weight applied to each interval was varied according to the 
population type simulated (see below). From each of the N selected F2 parents, p F3 progeny 
were generated and genotyped, and the process of selection and advance was repeated until the 
desired number of generations. Numbers of progeny, or family sizes, simulated were 1, 2, 4 and 
10. For each experiment, consisting of a parameter combination of family size, population type 
and distance of a QTL from the nearest marker, 500 populations of 300 lines were simulated.  
QTL analysis  
Simple interval mapping (SIM; Haley and Knott, 1992) was used for QTL analysis of F2 
and QSA-RIL populations. A likelihood ratio test (LRT) statistic (LOD score) was calculated at 
every 1-cM across the genetic map. A relaxed threshold of LOD = 2.0 for F2 populations and a 
threshold of LOD = 3.0 for QSA-RILs was used to declare presence of QTL peaks. A peak was 
defined as a point on the LOD-score profile across the chromosome whose LOD exceeded the 
threshold and the LODs at the adjacent test positions on either side. Each LOD score was 
standardized by division with the maximum LOD score on the same chromosome. All QTL 
analyses were conducted with QGene (Joehanes and Nelson, 2008). 
Population type  
Six population types were simulated. Each type, Pt, was defined by a weight, wti, applied 
to the recombination count, ri, in marker interval i, where ri was computed as shown in Table 1. 
The recombination index of an individual in population type t was ∑riwti. 
P1: w1i = 0 for all i. This population type represented conventional RILs. The recombination 
index of all individuals in this population was equal to zero and selection was thus random. 
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P2: w2i = 1 for all i. This population type represented SA-RILs in which the recombination index 
of an individual was simply the sum of recombination values across all the intervals of the 
genome.  
P3: w3i = 1 for all intervals overlapping selected regions, each of length L and containing a 
simulated QTL in its center. Thus for this population type, recombination was evaluated only in 
selected map intervals.  
P4: w4i = 1 for all intervals overlapping a region defined by a LOD score peak computed from 
QTL analysis of an F2 population rather than by a simulated QTL. The number of selected 
regions equaled the number of QTL peaks detected and might or might not be the same as those 
selected in P3. 
P5: w5i = mean of standardized LOD scores of all candidate positions in interval i. For this 
population type recombination across all intervals was weighted according to the standardized 
LOD score. Standardization was done so that the largest peak on one chromosome did not 
influence the weights around the largest peaks on other chromosomes.  
P6: w6i = w5i for all intervals overlapping any region defined by a QTL peak as in P4. For this 
population type recombination across selected intervals was subjected to standardized-LOD-
score weighting. 
Map simulation  
Fifteen 100-cM chromosomes were simulated. A marker was simulated at every 5 cM. 
Five QTL were simulated. One QTL per chromosome on the first five chromosomes at d cM 
from the positions shown in Table 3.1, where d was 0, 1.0, or 2.5 cM. 
Trait simulation  
Progeny trait values were simulated according to the model  i
N
k
ikki eqay
Q
+= ∑
where NQ is the number of QTL, ak is the additive effect of the kth QTL, qik = 1, –1, 0 for QTL 
genotypes QQ and qq and Qq respectively, and ei ~ N(0, σ2). Since the variance explained by 
each QTL is a2, the total variance explained by all QTL is ∑ak2, and the error variance for a 
given heritability h2 was calculated as σ2= ∑ak2((1 – h2) / h2). The variation explained by each 
QTL in RILs (or SA-RILs) was 20%, 16%, 12%, 8%, or 4% and the heritability of the trait was 
0.60. Heritability used to simulate traits of an F2 population was computed as 
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where h2r is the heritability in the RILs and that in the F2 generation. 22 fh
Comparison metrics  
Three measures, computed for each simulated QTL, were used for comparing the six 
population types: true positives detected, proximity of a peak to the QTL, and recombination 
within L cM of a QTL-containing interval. A true positive (TP) was recorded when there was a 
peak within the QTL-containing interval; that is, within L/2 cM of a simulated QTL. Proximity 
was calculated as the absolute distance between the position of the simulated QTL and the TP 
QTL peak. 
Results 
Recombination  
As expected, with increase in family size, estimated recombination increased (Fig. 3.1). 
Also as expected, recombination around QTL was higher for population types that were selected 
for recombination in targeted regions of the genetic map than for those selected for 
recombination across the entire map. In comparison to recombination accumulating in 
conventional RILs within L/2 cM of a simulated QTL (referred to as a QTL region), 
recombination was twofold higher in populations selected for recombination across the entire 
map (P2, P5) and threefold higher in populations selected for recombination only in QTL regions 
(P3) (Fig. 3.1). The recombination enrichment ranged from twofold to threefold in QTL regions 
(depending on the amount of variation explained by the QTL) in populations selected for 
recombination around LOD-score peaks (P4, P6).  
Proximity estimate  
As recombination increased around the QTL, the precision of the position estimate, 
calculated from the deviation of a QTL peak from a simulated QTL, increased. The increase was 
largest for QTL of small effect (Fig. 3.2). The precision obtained in QSA-RILs with population 
type selected for recombination around LOD score peaks with a family size of ten was equal to 
the precision obtained using a conventional RIL population of twice the size. With increasing 
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distance of the simulated QTL from the flanking marker, the accuracy of the position estimate 
decreased (Figs. 3.2 and 3.3).  
True positives  
When a simulated QTL was close to a marker, true positives increased as recombination 
increased. The number of true positives detected was low for QTL of small effect (Fig. 3.4). 
Effect of F2 QTL mapping results on recombination  
Using a low threshold for declaring a QTL in analysis of the F2 mapping population 
increased the length of the region involved in recombination selection in population types P4, P5, 
and P6 where selection was based on the F2 LOD score profile. The length of the region involved 
in selection is the QTL region length, L, times the positives discovered in the F2 mapping 
population. Using a low threshold increased true positives along with false positives, increasing 
the length of the region involved in selection. The higher the length of the selected region, the 
less was the accumulated recombination. This is because recombination accumulation is 
inversely proportional to the square root of the length of the region involved in selection. 
Discussion 
In simulations, QSA-RILs achieve three times more recombination around candidate 
QTL than RILs. QSA-RILs combine useful features of both AILs (in producing maximum 
recombination) and RILs (in providing, via replication, reduced environmental variance in 
comparison to AILs). The latter feature is useful in fine mapping, when the trait of interest is 
influenced by a small number of QTL with low heritability (Darvasi and Soller, 1995).  
Comparison of recombination in QSA-RILs and AILs 
QSA-RILs are comparable to AILs with six or more intercrossings, with respect to 
recombination in QTL regions of interest. The comparison uses the equation x = 2rx/r, (Darvasi 
and Soller, 1995), to compute x, the number of generations of intercrossing in AILs required to 
produce the same recombination as in RILs, QSA-RIL2 and QSA-RIL3. Here QSA-RILk with k = 
2 and 3 denote QSA-RILs with two and three times the recombination of RILs and rx,and r 
denote recombination between two neighboring loci in AILx and in the F2. RILs, with twice the 
recombination of an F2, are approximately equivalent to AIL4. Similarly QSA-RIL2 and QSA-
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RIL3, with four and six times more recombination than an F2, are approximately equivalent to 
AIL8 and AIL12.  
For separating closely linked QTL, QSA-RILs are better suited than F2 and RILs, because 
the separation between linked QTL increases in proportion to the recombination enrichment 
between the loci. For example two QTL separated by 5 cM in F2 would be separated by 10 cM in 
RILs (equivalent to AIL4) and up to 26 cM in QSA-RILs (equivalent to AIL10). 
Violation of random-segregation assumption 
Because of selection, QSA-RILs, like SA-RILs, violate the assumption of random segregation 
required for estimation of genotype probabilities from flanking markers at a QTL test position. In 
this study, SIM was employed as the computationally least demanding way to compute 
proximity estimates, the metric we chose for comparing population types. However, in practice, 
single- or multiple-marker rather than interval analysis should be used for QTL mapping in 
QSA-RILs. 
Cost effectiveness of QSA-RIL development 
The necessity to genotype several plants in each generation makes QSA-RIL more expensive 
than conventional RIL development. In order to evaluate the cost effectiveness of QSA-RILs 
development, I derive two equations: one describing genotyping costs, and the other describing 
overall cost benefit considering phenotyping costs and improvement in precision of QTL 
location estimate. 
Cost of genotyping 
Let p be the number of progeny used for selection; n, the number of lines genotyped; x, the cost 
of genotyping per marker; m, the number of markers; k, the proportion of total markers lying in 
the selected region. The cost of genotyping for a population type not selected for recombination 
is xmn. For other population types it is xmnp (1 + k(½ + ¼ + ...)) ≈ xmnp(1 + k), where k is 1 for 
population types P2 and P5 and is often a small fraction for population types P3, P4 and P6. 
Cost effectiveness 
Let y be the cost of phenotyping each line; t the ratio of the cost of phenotyping to genotyping m 
markers, where t = y/xm; and s the proportion of excess RILs (in comparison to QSA-RILs) 
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required to be phenotyped and genotyped to achieve the same precision of QTL location estimate 
as in QSA-RILs.  
The total cost of genotyping and phenotyping in RILs is the sum of phenotyping and 
genotyping costs of n and ns RILs, i.e., (xmn + ny) + (xmns + nsy). Expressing the phenotyping 
costs in terms of genotyping costs, the total cost is xmn(1 + t)(1 + s).  
The total cost of genotyping and phenotyping in QSA-RILs is the sum of genotyping 
costs of all markers for all lines in the first generation, genotyping costs of proportion of markers 
of all lines in successive generations, and phenotyping cost of n lines, i.e., xmnp(1 + k) + ny. 
Total cost in terms of genotyping costs is xmn(p(1 + k) + t).  
Although QSA-RILs are expensive to generate, their development can be cost-effective, 
depending on the ratio of the cost of phenotyping to genotyping (see Appendix B, Fig. 3.5) when 
the purpose of population development is to increase precision of QTL location estimates. For 
instance, 300 QSA-RILs would afford the same precision as 500 RILs (Fig. 3.2). In this scenario 
QSA-RIL development would be cost-effective when the ratio of cost of phenotyping to 
genotyping is at least five. The cost of genotyping can also be reduced by means of a low-
marker-density panel (of, say, 15 or 20 cM) during QSA-RIL development. If ten regions are 
selected for recombination enrichment, three markers per region, making a total of thirty 
genotypes per plant, would be sufficient for QSA-RIL development.  
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 Figures and Tables 
Figure 3.1 Average recombination in a 30-cM interval around a simulated QTL  
The population size is 300 and marker density is 5 cM. QTLs 1 to 5 explain 20, 16, 12, 8, and 
4% of phenotypic variance. The number of populations simulated is 500. The distance between a 
simulated QTL and the nearest marker, d, is cM; family size is 10.  
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Figure 3.2 Accuracy of position estimates of a simulated QTL for RILs of several sizes and 
QSA-RILs of several family sizes  
RIL_p_n denotes RILs with family size p and population size n. The number of simulations is 
500 and the marker density is 5 cM. When p > 1, QSA-RILs are selected for recombination 
around the QTL peaks discovered in an F2 population. The distance of the simulated QTL from a 
marker is shown in panels a) with d = 0, b) d = 10, c) d = 25 mM. The position estimate is 
presented in milliMorgans. 
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Figure 3.3 Accuracy of position estimates of simulated QTL for QSA-RILs developed with 
six different selection criteria  
The population size is 300 and the marker density is 5 cM. The number of simulations is 500. 
The position estimate is presented in milliMorgans. The distance between the nearest marker and 
the simulated QTL is d = 0, 10, and 25 mM as shown in panels a, b and c. Selection criteria P1–6 
are described in the text. 
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Figure 3.4 Number of simulated QTLs detected (true positives) for RILs and QSA-RILs 
RIL_p_n denotes RILs with a family size p and population size n. The number of simulations is 
500. The marker density is 5 cM.. When p > 1, QSA-RILs are selected for recombination around 
the QTL peaks discovered in an F2 population. The distance of the simulated QTL from the 
nearest marker is d = 0, 10, and 25 mM in panels a, b and c.  
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 Figure 3.5 The ratio of phenotyping to genotyping costs for several family sizes and 
proportions of additional RILs required to achieve the same precision of QTL location 
estimate as in QSA-RILs 
The proportion of additional RILs is with respect to number of QSA-RILs phenotyped required 
to achieve the same precision of QTL location estimate as QSA-RILs at the same cost. The 
proportion of markers genotyped in each generation after the F2 is 10%. Panel b shows the same 
on the log scale.  
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Table 3.1 QTL positions and effect signs used in all simulations 
Chromosome QTL position, cM Effect sign 
1 20.0  + 
2 35.0  + 
3 40.0  + 
4 55.0  - 
5 60.0 + 
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Table 3.2. Recombination between adjacent markers A and B for different two-locus 
genotypes  
c is the recombination fraction between loci A and B.  
Two-locus genotype # Recombinations 
AABb 1 
aaBB or AAbb 2 
AABb or aaBb 1 
AaBB or Aabb 1 
AaBb 2c2 /(c2 +(1–c)2)  
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 CHAPTER 4 - Derivations for Estimating Main and 
Interaction Effects in the BayesA (Xu) Method 
Introduction 
Epistasis, defined as the phenotypic effect of interactions among two or more loci, 
explains a considerable portion of phenotypic variation in quantitative traits (Carlborg and 
Haley, 2004). Most QTL mapping studies ignore the epistatic portion of the phenotypic variation 
because of the difficulty involved in the estimation of QTL interaction effects. The number of 
such effects to be estimated is often many times larger than the sample size. 
In order to identify a set of markers and marker pairs that best explain the variation of a 
trait, we wish to evaluate several models, i.e., combinations of markers and marker pairs. With 
increasing markers, the number of models in the model space increases exponentially. Because 
exploring the entire model space is infeasible, only a portion of the model space is evaluated. We 
select this portion by choosing a subset of markers based on some (often subjective) model-
selection criteria. Several model-selection approaches with varying criteria for inclusion and 
exclusion of model variables have been proposed (Carlborg et al. 2000 and Yi et al. 2003, 2005, 
2007).  
In this chapter I extend the model-selection-free approach proposed by Xu (2003), which 
has been successfully used to identify multiple markers with main effects. I call this the BayesA 
(Xu) approach as the approach is similar to the BayesA method of Meuwissen et al. (2001) with 
some modifications by Xu (2003) made for linkage-based QTL mapping in experimental 
populations derived from inbred crosses. The advantage of BayesA (Xu) is twofold: firstly, the 
method is model-selection-free since all the marker effects across the genome are evaluated 
simultaneously, and secondly, the Bayesian framework allows estimation of a large number of 
effects, even more than the sample number. Although the implementation of BayesA (Xu) for 
estimating main effects was described by Xu (2003), the equations for the posterior mean and 
variance, used in estimation of the effects, were not elaborated. Here I derive the equations used 
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for the estimation of main effects for doubled-haploid and F2 populations. I then extend these 
equations to estimate interaction effects in doubled-haploid populations.  
BayesA (Xu) method 
Main-effects model for a doubled-haploid (DH) population 
Let yi be the phenotype of an individual i and xij the genotype of an individual i for locus 
j. Let there be p loci. Two genotypes are possible at each locus in doubled-haploid populations. 
The genotypes are coded as +1 and -1, so that the additive effect can be calculated as the 
difference in genetic effect due to genotype AA and that due to genotype aa. The model for a DH 
individual can be written as follows.  
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where ei follows N(0, σ20) and bj is the additive effect due to marker j. Marker effects are 
considered a random variable in Bayesian analysis. The prior distributions for the effects are 
p(b0) ~ 1/σ20, p(bj) ~ N(0, σ2j), p(σ2j) ~ 1/σ2j. So the parameters to be estimated are 
[b,v] = b0, b1, b2, ….bp σ20, σ21, σ22, ..., σ2p 
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The posterior distribution of the DH model parameters given the phenotypic data 
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Estimation of b0 
Ignoring terms other than b0 we have the kernel of the distribution of b0 
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The variance of the distribution is  
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Main-effects model for F2 population 
The model for an F2 design can be written as follows: 
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xij are coded as -√2, 0, √2 for genotypes AA, Aa, aa and wij are coded as -1 1 and -1 for genotypes 
AA, Aa, aa. 
The parameters to be estimated are 
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The posterior distribution of F2 model parameters given the phenotypic data 
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Note: For convenience the derivations for the parameters will be done on the log scale. 
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The variance of the distribution is  
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The variance of the distribution is  
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The variance of the distribution is  
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Derivation of posterior  2σ 0
Ignoring the terms other than , we have 20σ
2
0
2
1
)2/(2
000
1~),|(
2
02
0
σσ
σ ∑ ∑∑−Θ ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛ −−−−
−
n
i
p
j
ijj
p
j
ijji wdxbby
n evyvp
 
Let ∑ be ki then ∑∑ ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−
n
i
p
j
ijj
p
j
ijji wdxbby
2
0
ikn
evyvp
2
02
1
)1
2
(2
000 ~),|(
σσ −−−−Θ  
   
ikn
in
i
ek
k
2
02
1
)1
2
(2
0
1
2
)(
)(
1~ σσ −−−
−−
 
 54
    
2
1)(~
n
ik χ  
   
∑⎜⎜⎝
⎛ −
n
i
iy2
1~ χ ∑∑ ⎟⎟⎠
⎞−−
p
j
ijj
p
j
ijj wdxbb
n
2
0
 (4.17) 
Derivation of bt  posterior 
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Estimation of bt  
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The variance of the distribution is  
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Let ki denote  Ignoring terms other than gtaa, 
aag
∑∑
≠
−−−
pg
tj
ij
aa
j
p
j
jiji wgbxby .0
2
2
2
2~),|(log(
aa
t
aa
t gygp σ−Θ ∑0 i )(
1
aa
tg
aa
t
i
n
aa
tit
gkgw σ+−
 
    
)2∑∑ +a kkw21
2)2(1~
2
2
02
2
222
2
0
∑
−
++−
i
i
i
iit
a
t
n
aa
g
aa
t
ii
aa
tit
n
i
aa
tit
g
gkkgwgw
aa
t
σ
σσ
 
The mean of the posterior distribution is  
)((~ 22
0
∑ +
i
t
g
it gw
aa
t
σσ
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−⎟⎟⎠
⎞
⎜⎜
⎛ + ∑∑∑∑
≠
−
pg
tj
ij
aa
j
p
j
jiji
i
it
i
it wgbxbyw
⎝ g aat
w 0
1
2
2
02
σ
σ
 (4.25) 
The variance of the posterior distribution is  
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 Derivation of 0 posterior  
s other than  we have 
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MCMC implementation of the BayesA (Xu) method  
The bed by Xu (2003), are presented here with someimplementation steps, descri  
modifications to suit the interaction model. 
Step 1: Initialize 
The param ters are denoted as 22221
2
021210 ,...,,...,,,..,,,....,,
21
aa
pg
aaaag gggb
aa
p
aaaa
p gggbbbb σσσσσ=Θ  
The effect p
e
arameters bbb ,, aapg
aaaa
p gggb ,..,,,.... 21 are initialized to zeros and the variance 210
parameters, 22221
2
0 ,....,,.....,,
21
aa
pg
aaaa gggb σσσσσ  are initialized to a positive number (here 0.5)  
Step 2: Update effects 
Mean: b0r+1 is sampled from a normal distribution with mean and variance as specified in 
equations 4.21 and 4.22. b r+1 will replace b r in all0 0  the equations, where r indexes the MCMC 
 btr+1 nce specified in 
r+1
 wil
t: gtaa  
and variance specified in equations 4.25 and 4.26. 
iterations.  
Additive effects: is sampled from a normal distribution with mean and varia
equations 4.23 and 4.24. bt l replace btrduring subsequent calculations. 
Additive by additive interaction effec (r+1) is sampled from a normal distribution with mean
Step 3: Update variances  
Error variance: σ is sampled from a distribution specified in equation 4.27. 
Additive effect va es: )1(2 +rσ is s n specified in equation 4.28. 
Additiv
)1(2 +r
0
rianc ampled from a distributio1b
e x additive effect variance: )1(2
1
+r
ii aaσ is sampled from a distribution specified in equation 
4.29. 
Step 4: Repeat steps 2 and 3 until the MCMC chain converges to a stationary distribution 
Code optimization 
BayesA (Xu) implementation is computationally intensive because of the total number of 
iterations (often in excess of 30,000) involved in Gibbs sampling and the requirement for 
ction effects during every iteration (cycle). One of the time-
nsuming steps during estimation of additive interac n effects in each cycle, gtaa(r+1) is the 
following operation: 
estimation of all additive and intera
co tio
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The number of operations required for this computation is n + n + np + np(p-1)/2 + n and is
2
estimating each interaction exceeds one million. Substantial savings can be achieved by 
storing in va
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order np . For instance, if n = 200 and p = 300, the total number of operations computed in each 
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Appendix A - Calculation of recombination due to selection 
The approach proposed by Jannink (2005) for calculating recombination due to selection 
can be extended to the case of SA-RILs. For this derivation the following assumptions are made. 
The distance between flanking markers is close to zero so that the number of intervals, n, is 
large. The amount of genome that contributes toward new recombination falls by half on average 
at every generation. Because of the assumption of higher marker density than that used in our 
experiments, the formula derived here gives an estimate of the maximum recombination gains 
obtainable. For this derivation we follow the event of meiosis in one parental meiocyte. For 
application to selfing, where two meioses occur, n should be replaced by 2n. In n intervals of x 
cM each, the event of a crossover in a given interval at a given generation can be considered a 
Bernoulli random variable with probability c, the recombination fraction. The relationship 
between c and x under Haldane’s mapping function is )1(
2
1 2xec −−= . The sum of such random 
variables approximates a Poisson distribution with mean E(R) and standard deviation S(R). The 
expected number of recombinations E(R) is then nc, with standard deviation S(R) = nc . The 
recombination in conventionally developed RILs at generation i, Ei(R), can be calculated as 
E1(R) = nc; then 
2 1( ) ( ) 2
nE R E R c= +
  [A1] 
and  
1
1 1 1( ) 1 ... 2  as  becomes large
2 4 2k k
E R nc nc k−
⎧ ⎫= + + ≈⎨ ⎬⎩ ⎭   [A2] 
Without selection, the expected recombination after eight or more generations is twice 
that at F2, in agreement with Liu et al. (1996). Similarly one can estimate the recombination 
under selection by applying the concepts of response to selection (Falconer and Mackay, 1996). 
Here the phenotype would be the number of recombinations, which follows a Poisson 
distribution. However, with large (>8 M) maps the distribution approaches normality (Fig. 6). A 
truncated Poisson distribution is thus used to compute the intensity of selection, i, which is the 
mean deviation of individuals exceeding the truncation point in units of standard deviation from 
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the population mean. The truncation point is derived from the proportion of individuals selected 
(Falconer and Mackay 1996). The expected recombinations due to selection are 
incncRE +=)(1   [A3] 
icncnRERE
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 [A4] 
icncnRERE kkkk 111 22
)()( −−− ++=
 [A5] 
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)22(2)( ++= tncncREk  [A7] 
The relative increase of recombinations in SA-RILs at any generation can thus be 
expressed as 
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The advantage of selection is then i nc , a quantity that, as expected, increases with 
decreasing interval size or map length and increases with family size. Jannink (2005) and Xu et 
al. (2005) also found that the efficiency of selective phenotyping is inversely proportional to the 
square root of map length.  
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