ABSTRACT In-network caching is a key feature of information-centric networking (ICN). However, challenges still exist in ICN caching such as how to place content replicas among cache nodes to maximize cache system benefits without introducing too much overhead. In this paper, we formulate the content placement problem and propose a distributed probabilistic caching strategy to enhance cache efficiency. Each node makes cache decision individually and caches passing content with certain probability, which is proportional to content popularity and content placement benefit. As a component of our scheme, we also propose an accurate method to predict the variations of content popularity. Besides, a global-popularity-based caching scheme is proposed to be used as a benchmark for performance evaluation. We conduct extensive simulations based on ndnSIM and evaluate our scheme on tree, intra-AS, and inter-AS topologies. Results indicate it outperforms the state-of-art schemes in terms of cache hit ratio, access latency, cache operation cost, and link bandwidth savings. It can achieve dramatic performance improvement, even in the case of a small cache size. In particular, the reduction of caching operation can reach up to two orders of magnitude. We also examine the impacts of various replacement policies on cache performance and perform overhead analysis. Finally, we give a simplified implementation of our scheme and validate it via simulations.
I. INTRODUCTION
In recent years, Information-Centric Networking (ICN) [1] - [7] has attracted widespread attention, as a promising future network design. There are a number of representative research projects for ICN, such as CCN [1] /NDN [2] , DONA [4] , PURSUIT [5] , SAIL [6] and etc. ICN is a cleanslate design and its characteristics involve pervasive caching, name-oriented content retrieval, content-based security, symmetric routing and etc.
In-network caching is a salient feature of ICN and its benefits are obvious. In-network devices (e.g., router) are used to store content replicas, so that many user requests can be directly satisfied by the intermediate cache nodes 1 rather than the remote origin server. Such cache brings about benefits in response latency reduction, server load reduction and bandwidth consumption saving.
In this paper, we address the fundamental problem of how ICN routers decide what to cache. Current studies have not resolved it thoroughly. Many challenges still remain, such as how to design a high-efficient caching solution to maximize cache benefits using limited cache space, how to build a good balance between cache gains and overhead, and how to choose an effective content eviction policy which can collaborate with content placement policy.
To this end, we propose a Max-Benefit Probabilistic Caching scheme (MBP) from the admission control perspective. Specifically, each cache node potentially caches passing content with certain probability, which is jointly determined by both content popularity and content placement benefit. Compared with other schemes, our scheme is able to maximize cache benefits and reduce caching operations dramatically.
Based on our initial work [8] , we conduct a systematic study on probability-based caching and significantly expand our previous work in several aspects. 1) Our previous solution is a local-popularity-based caching (MBP). Here we propose a new global-content-popularity-based strategy (g_MBP) and evaluate the performance gap between them. 2) We enrich the performance evaluation by adding more practical topologies and achieve valuable findings through comprehensive analysis and comparison. 3) We also systematically investigate the impacts of different replacement strategies on cache performance. 4) Besides cache benefits, we perform overhead analysis of our scheme in both communication and computation aspects. 5) Finally, for ease of deployment, we also present a simplified implementation of our strategy.
The major contributions of this paper are listed as follows. 1) We formulate the key problem of content placement and give an in-depth analysis with proposed optimization model. Considering some variables are hard to obtain in practice, we propose a distributed probability-based caching strategy, in which each node makes cache decision individually and caches incoming content with certain probability. The value of probability is determined by both content popularity and content placement benefit.
2) Some popularity-based cache strategies [9] assume each cache node knows the content popularity before making caching decision. Nevertheless, this assumption is sometimes not true. Inspired by well-known spatial locality [10] , we propose a novel content popularity prediction method to perceive the content popularity, in which cache nodes capture variations of user request rate and forecast content popularity at intervals.
3) We conduct massive simulations to evaluate MBP and compare MBP with multiple representative caching strategies. We define several metrics and examine the impact of cache size, request rate, popularity distribution and topology on caching performance. Results show its merits over other well-known strategies in cache hit ratio, access latency, cache operation, and traffic reduction. Especially, the number of reduced replacement operations can be up to two orders of magnitude.
4) For the ease of implementation, we present a simplified version of our scheme to ensure it works in a lightweight manner. We validate its feasibility and effectiveness via simulations. Results reveal it can achieve approximate performance compared with our original design.
In the next section, we will discuss related work. Section III outlines the background knowledge. The problem formulation is given in Section IV. Section V systematically introduces our distributed caching scheme. Simulation results and performance analysis are given in Section VI. Section VII describes a simplified implementation of MBP. We conclude this paper in Section VIII.
II. RELATED WORK
The fundamental problem of ICN caching is how cache nodes decide what to cache individually. It has attracted widespread interests in the research community. Existing works on ICN caching can be roughly categorized into two groups, namely on-path caching and off-path caching.
In on-path caching, each cache node makes caching decision on the delivery path between the requester and content provider. The simple and representative strategy is Leave Copy Everywhere (LCE) proposed by the seminal work [1] , in which each cache node caches all passing data. In order to push hot contents towards requesters, Nikolaos Laoutaris et al. propose two schemes: Leave Copy Down (LCD) and Move Copy Down (MCD) [11] . In LCD and MCD, when a cache hit occurs, cache node pushes the requested content replica toward the requesting direction by one hop. The difference is that current node keeps the requested content in LCD, while in MCD current node swaps it out. Prob [12] is a pioneering probabilistic caching scheme, in which cache nodes cache incoming contents randomly. This design enables the possibility of load-sharing among cache nodes. Since cache redundancy exits in many cache schemes, ProbCache [13] aims to tackle this problem. On receiving an incoming data packet, cache node caches it with a probability, which is proportional to the cache capacity of remaining routers along the delivery path and the hop saving from current cache node to the original server. Chai et al. [14] explore the feasibility that caching less can actually achieve more. They argue that the content should be only cached at the ''important'' cache node(s) with the highest betweenness centrality along the delivery path. Walter Wong et al. [15] propose an admission control policy, in which previously cached content will not be replicated in other nodes along a delivery path, enhancing the utilization of cache space. PRL [16] jointly considers cache placement, cache replacement and cache location in cache decision making. The popular and distant content will be stored at the enroute cache node with low space contention.
In off-path caching, cache replicas are not confined to the delivery path and can spread beyond the path. Actually, off-path caching originates from traditional web caching [17] , [18] and CDN system [19] , [20] . Sourlas et al. [21] propose a hash-routing-based caching scheme. Domains are divided into small clusters, and hash-routing is used for content discovery in each cluster. Ascigil et al. [22] propose an opportunistic approach that uses trails left behind by data packets from the content origin to the sources in order to discover off-path cached content. Mun and Lim [23] propose a Bloom-filter-based collaborative caching strategy. Each cache node produces cache summaries using Bloom filter and exchanges them with neighbors. This scheme can increase the cache diversity and improve cache hit ratio.
The content mentioned above mainly discusses content placement method. Besides cache placement, content replacement policy is also closely related to cache performance. Replacement policies of web cache have been comprehensively investigated [24] . The representative strategies in ICN involve Least Recently Used (LRU) [25] , [26] , Least Frequently Used (LFU) [27] and randomized replacement [24] . Since recently requested content is more likely to be accessed again in the near future, LRU tends to replace the content which has not been requested for the longest VOLUME 6, 2018 time. LFU keeps track of the hit frequency of the cached content and substitute the content with the least hit count within a past period of time. Bilal and Kang [28] propose an eviction scheme, named LFRU, which is an approximation of the Least Frequently Used (LFU) scheme coupled with the monitored Least Recently Used (LRU) scheme. Since LRU is widely adopted, in this paper we exploit it as the default replacement strategy.
In addition, ICN caching is also related with name lookup policies, because name lookup is the first step of the caching operation and an efficient design is able to enhance the performance of ICN caching. There are several representative schemes. For instance, TB 2 F [29] is a customized name lookup solution, which properly partitions CCN names, and explores a scalable data structure as well as efficient lookup scheme by using Tree-Bitmap and Bloom Filter. NLAPB [30] is another scalable name lookup solution, which builds a special hybrid data structure based on Counting Bloom Filter and trie, and can adjust the storage structure adaptively based on the prefix popularity.
Off-path caching often involves explicit coordination and incurs more communication overhead. Thus, in this paper we focus on on-path caching design. Moreover, most current studies mainly aim to maximize cache benefits and reduce cache redundancy, without considering how to reduce cache operation complexity. Given that routers perform forwarding at wire speed, it is vital to relieve their burden. Therefore, our design considers both cache pain and gain and reaches a good balance between them. Besides, since content popularity is a key factor, our scheme belongs to a popularity-aware one and the related popularity prediction method is also introduced.
III. PRELIMINARIES
In this section, we introduce some background knowledges on ICN as well as in-network caching.
A. INFORMATION-CENTRIC NETWORKING
In the last decade, several content-centric network architectures [1] - [7] emerge. Since there are a lot of commonalities, such as universal caching, content-oriented security, symmetric routing. they are collectively called Information-Centric Networking (ICN). Compared with current Internet, ICNs is designed to focus on ''what'' rather than ''where''. Named Data Networking (NDN) [2] is a typical instance of ICNs. Thus, in this paper we leverage it to demonstrate our design. Of course, our scheme could be easily extended and applied to other ICN systems. In NDN, there are two type of packets, namely Interest packet and Data packet. They represent request message and data message, respectively. Each cache node maintains three tables: FIB (Forwarding Information Base), CS (Content Store) and PIT (Pending Interest Table) . FIB is the forwarding table, which is used to forward the Interest packet towards content sources. FIB can be established based on some routing protocols, such as OSPFN [31] , NLSR [32] , Geohyperbolic [33] etc. CS is used to cache the passing contents. PIT keeps track of the transmission path of Interest packet, so that Data packet can be forwarded backward along the reverse path. When an Interest packet arrives at a cache node, it first looks up CS table. If a cache hit occurs, the content will be responded immediately. Otherwise, cache node will look up the PIT table. If there is a matched PIT entry, the Interest's arrival face will be recorded in PIT and the Interest packet will be discarded. If there is no matching entry at PIT, the Interest packet will be forwarded based on FIB. When a Data packet returns back, it will travel back to the requester(s), following the chain of PIT entries.
B. IN-NETWORK CACHING
In-network caching is an intrinsic component of ICN and plays a significant role in content dissemination. The network devices (e.g., routers) potentially cache passing content locally and get ready to meet subsequent user requests. Compared to traditional cache systems (e.g., Web caching or CDN), in-network caching is unique in three aspects. (1) Transparency. ICN caching can support content delivery for all upper applications and is used transparently. (2) Pervasive. Such cache scatters throughout the network, not just in a few specified locations. (3) Applicationindependent. The in-network caching resides at the thin waist of network layer. In principle, the cached replicas can be shared by diverse applications.
IV. FORMULATING CONTENT PLACEMENT PROBLEM
In this section, we formulate the problem of content placement and perform some analysis. The content placement problem refers to how to place chunks among cache nodes in order to maximize entire cache benefits under given space limitation.
A. SYSTEM MODEL
In this paper, we employ graph G = (V, E) to model the ICN network, where V is the set of nodes (e.g., user, server, and router) and E is the set of links between them. Each cache node potentially caches passing contents and the server possesses all the contents. For simplicity, we do not distinguish servers/users from the cache node they are adjacent to. Each content chunk c is the basic cache unit and has the same size. There is only one origin server, n s ∈ V, possessing all chunks. The Interest packet can be forwarded based on the forwarding entry of FIB, which is established via some routing strategies. Each cache node n i has a limited cache capacity C(i). Besides, without loss of generality, we assume that each node n i receives the request messages (Interest packets) at a rate of λ c,i , with a percentage of p c requesting for the chunk c. Thus, λ c,i × p c represents the request frequency of chunk c at node n i .
Here we introduce the concept of content placement benefit, which represents the path length reduction in virtue of cached contents. For instance, a request for chunk c is sent from node n r , and heads for its origin server n s . The forwarding path of the request between n r and n s is path (n r , n s ) = {n r , . . . , n s }. If the request message is satisfied by an intermediate cache node n i on the path, the path will be reduced to path {n r , . . . , n i }. Thus, the reduced length {n i , . . . , n s } is defined as the content placement benefit, b c,i,r . Its value equals to the hop count from the cache node to the server on the delivery path. Note that b c,i,r is a positive integer if n i is on the path(n r , n s ). Apparently, if n i / ∈ path(n r , n s ), b c,i,r equals to zero.
B. MODELING CONTENT PLACEMENT PROBLEM
The content placement problem is defined as how to place each chunk to all cache nodes in order to maximize total cache benefits. We build an optimization model for the content placement problem in ICN as follows, inspired by the literature [34] .
To facilitate further discussion, we present some major notations related to our model as table 1.
We construct an optimization model for the content placement problem in ICN as follows:
where λ c,i is the average request rate for chunk c from cache node n i . p c denotes the probability of chunk c to be accessed, which reflects the chunk popularity. b c,i,r denotes the placement benefit of caching chunk c at node n i for the request from node n r . d c,i is a binary variable, and equals to 1 if node n i caches chunk c. Eq. (4) means the capacity constraint for each cache node.
C. PROBLEM ANALYSIS
To find a solution of the model in Eq. (1)- (4) requires a lot of information, such as request rate, content popularity, network topology, server location etc. In practice, these parameters cannot be easily obtained. In the next section we propose a distributed solution. If we assume all the users have the same request rate, the effect of λ c,i can be ignored. Based on the model, we can observe that content popularity and content placement benefit are two key factors for overall cache benefits, because cache benefit of a cached chunk equals to the product of the content popularity (request frequency) and content placement benefit (benefit per request). Based on these findings, we propose a distributed caching scheme in the following section.
V. PROBABILISTIC CACHING SCHEME
Considering in practice many variables in the above formula are hard to acquire, we propose a distributed probabilistic caching strategy in ICN, called MBP (Max-Benefit Probabilistic caching), in which each cache node makes caching decision individually with local information. The idea of our design arises from the analysis above.
A. AN OVERVIEW OF OUR SCHEME
On receiving a content chunk, each node decides whether to cache it with certain probability, which is proportional to the content popularity and the content placement benefit.
Content popularity reflects the frequency of content request. We next introduce the definition of content placement benefit. As depicted in Fig. 1 , if a node n r wants a chunk c, and c is cached at the node n 2 . Then, the content placement benefit b c,i,r of caching c at the node n 2 is equivalent to 2 hops. In short, it means the hop reduction when a chunk is provided from a cache node rather than the server.
The formula of cache probability is calculated as follows. When a node n i receives a chunk c, the probability of the node n i caching it is
where p c,i represents the local popularity of chunk c at node n i . and its value equals to f c,i /f rank1,i . f c,i is the request count for chunk c at node n i and f rank1,i is the request count for the top-ranked chunk at node n i . In some sense, f c /f rank1 is used to normalize p c,i to 0-1 range. As illustrated in Fig. 1 , b c,i,r is the content placement benefit and d r,s is the hop count between the requester n r and the server S. Thus, b c,i,r /d r,s actually means the relative benefit of caching c and its value is between 0 and 1.
B. SCHEME DESIGN
Each cache node caches passing chunk with certain probability calculated according to Eq.(5). The formula primarily contains three key parameters, popularity, benefit and distance. VOLUME 6, 2018 FIGURE 2. Extended NDN packets.
Once these variables are determined, the problem can be easily tackled. In this section, we mainly introduce related algorithms on how to acquire these parameters. Since NDN is a promising instance of ICN, for convenience, we utilize it to demonstrate our design. Undoubtedly, our design can be easily extended to fit other ICNs. For the sake of collecting relevant information, we slightly extend the format of Interest and Data packets. As shown in Fig.2 , the hop field is added to record the hop count of the Interest packet. For the Data packet, the benefit field and the distance field are added to keep track of b c,i,r and d r,s in Eq. (5).
1) THE PREDICTION METHOD OF CONTENT POPULARITY
Due to the fact that the same content chunk may have different level of popularity at different places in the Internet due to the different characteristics of individuals, we design a content popularity prediction method based on local request frequency at each node. The rationale is that the content popularity can be forecasted by previous user access behaviors. Local content popularity is first set to an initial value and then adjusted at intervals. As shown in Eq.(6), the content popularity is initialized to an average value of long-term historical statistics. Since content popularity may vary over time, the method of how to adjust it is given in Eq. (7).
Adjusting: f c (i
where f c (i) is the request count for chunk c during the i-th t interval. The initial value f c (0) can be set in multiple ways. For instance, when a new movie is published, the content provider can give it a reference valuef c based on its inherent property (e.g., actor, plot, timeliness etc.). Also, it can be initialized to the historical access count maintained by the server. λ c (i) the average user request count for chunk c in the i-th t interval. Once f c is predicted, the chunk popularity in Eq. (5) can be calculated by p c,i = f c /f rank1 .
2) THE MEASUREMENT METHOD OF BENEFIT AND DISTANCE
In this section, we propose relevant algorithms on how to achieve content placement benefit b c,i,r and user-server distance d r,s . For the server and the cache node, the algorithms are introduced respectively. 
a: Server
As illustrated in Table 2 , when the server receives an Interest packet, it will first create the corresponding Data packet as follows: 1) the distance field of Data packet is assigned by hop field of Interest packet; 2) the benefit field of Data packet is initialized to one. Then, the server returns the Data packet to the requester.
b: Cache node
The algorithms in Table 3 show how a cache node handles the arriving Interest and Data packets. Algorithm 2 presents the Interest packet processing method. When an Interest packet arrives at a cache node and a cache hit occurs, the processing method is shown in line 1-6. The benefit field and distance field of Data packet are updated with new values. The processing method on PIT is shown in line 7-15. If there is a matching PIT entry (PIT aggregation occurs), the value of hop field will be recorded in the hop field of PIT.
The Data packet processing is presented in Algorithm 3. When a Data packet arrives, the probability calculation method is shown in line 1. If the cache node caches the packet, the benefit will be recorded in CS (line 3). When a subsequent cache hit occurs, it will be assigned to the benefit field of the Data packet. The PIT operations are illustrated in line 5-9.
Note that we slightly modify the structure of PIT and CS. 1) First, a hop field is added into each PIT entry. This is used to differentiate the traversed hop count of different requests when PIT aggregation occurs. Specifically, the hop field of Interest packet is recorded in the hop field of each PIT entry (line 13 of Algorithm 2). This value will be used in line 6 of Algorithm 3. 2) Second, a benefit field is added into each CS entry. When a router caches a chunk at CS, the benefit value is also recorded (line 3 of Algorithm 3). This value can be assigned to the benefit field of the Data packet (line 3 of Algorithm 2).
C. CASE STUDY
Here we use examples to demonstrate our design. As depicted in Fig. 3 , both user 1 and user 2 want the chunk c. Initially the chunk resides at the server. n 1 . . . n 5 are the cache nodes. Without loss of generality, we assume the popularity of chunk c is 0.1. We illustrate how our scheme works in three scenarios.
Case 1 (The Request Hits The Server): When the server receives the Interest packet from user 1, it will prepare the Data packet as follows: (1) The distance field (d r,s ) of Data packet is set to 4 (because the hop field of received Interest packet is 4), and it will remain unchanged during the transmission process. (2) The benefit field (b c,i,r ) is initialized to 1. Therefore, when the Data packet arrives at node n 1 , the benefit field is 1 and the distance field is 4. If we assume the chunk popularity is 0.1, the probability of caching chunk c at node n 1 is 0.1 × 1/4.
Case 2 (The Request Hits the Cache Node): We assume node n 1 has cached the chunk c. When n 1 receives the Interest packet from user 1, it will directly return the Data packet. The construction process of the Data packet includes: (1) The benefit field of the Data packet is initialized to 1, according to the benefit field of n 1 's CS table. (2) The distance field of the Data packet is set to 4, equal to 3(the hop field of Interest packet) + 1(the benefit field of n 1 's CS). As a result, when the Data packet traverses n 2 , the benefit field becomes 2 (= 1+1) and the probability of caching the chunk at node n 2 equals to 0.1 × 2/4.
Case 3 (PIT Aggregation Occurs): Later, node n 2 starts to request for the chunk c. Assume that there has been a PIT entry for the chunk c at n 2 . When the Interest packet arrives at n 2 , the arrival face will be added to PIT entry's RequestingFaces list. The corresponding hop field is set to 1, according to the hop field of Interest packet. Subsequently, when the Data packet traverses n 2 and heads for n 5 , the distance field becomes 3, equal to 2(benefit field of Data packet) + 1(hop field of PIT). The benefit field is 3. Thus, the probability of caching the chunk c at n 5 is 0.1 × 3/3.
VI. PERFORMANCE EVALUATION A. EXPERIMENTAL SETUP
We evaluate MBP based on ndnSim [35] , the well-known NS3-based simulator. We modify the structure of CS and PIT, extend the format of Interest and Data packets and implement our algorithm at the cache node. The simulations are run on a 2.66 GHz Intel CPU with 2.0 GB RAM.
1) NETWORK TOPOLOGY
We perform simulations on three kind of topologies.
1) Tree Topology:
We first evaluate our scheme in a noncomplete k-ary tree topology, which is also used in other literatures such as [36] . Here we set k to 4. That is, each parent node has 0-4 child node(s). The tree has 6 levels and consists of 100 nodes. The root is the content server. All 66 leaf nodes are users and the 33remaining nodes are the cache nodes.
2) Graph Topology 1 (Intra-AS Topology):
We also run simulations based on intra-AS topology, which is constructed by well-known BA (Barabási-Albert) model [37] . The key feature of such topology is the existence of a few high centrality nodes. The topology is constructed by adding nodes one by one. The first node is the server. Each newly arrived node only connects to one existing node. The node having a higher degree is more likely to be connected by the subsequent nodes. This process stops until the total number reaches 100. We randomly select 66 nodes as the users and the rest are cache nodes.
3) Graph Topology 2 (Inter-AS Topology):
We also test our scheme on inter-AS topology. The WS (Watts-Strogatz) model [38] is utilized to capture the clustering feature of the Internet. Initially there is only one node. Subsequently, each new node connects to 3 closest neighbors, and then randomly connects to other nodes with a probability of 0.5. The total popularity is 100 nodes. We randomly select one server and 66 users, and 33 remaining nodes are cache nodes.
2) METHODOLOGY
For a comprehensive understanding of the performance gain, we compare MBP against representative caching strategies as well as a variant of MBP. The payload size of all data packets VOLUME 6, 2018 is assumed to be 1024 bytes. Each link bandwidth is set to 1 Gbps and link delay is 10 ms. For simplicity, we do not consider the packet losses. The system will reach a steady state after a warmup period. The user request rate ranges from 50 req/s to 350 req/s. The request pattern on all contents follows a Zipf distribution [39] :
where i means the content rank, N denotes total number of contents, α the parameter, and c a scaling constant for sum to unity. MBP will be compared with several representative caching strategies. Note that we also propose a variant of MBP, g_MBP, which is used as a performance baseline.
• LCE: Leave Copy Everywhere, where intermediate nodes cache all passing contents [1] .
• LCD: When a cache hit occurs, only the next hop node caches the content. This is used to reduce the redundancy of replicas [11] .
• Prob: Cache nodes cache each newly-arrived chunk with a fixed probability [12] .
• ProbCache: Cache nodes cache each chunk with a probability, which is related to the remaining caching capacity and the location on the server-user content delivery path [13] .
• g_MBP: As a variant of MBP, each cache node uses the global content popularity (not local popularity) to calculate the caching probability in Eq.(5). In essence, MBP is a distributed and single-node based caching approach, while g_MBP is a centralized and network-based cooperative caching solution. The global popularity of g_MBP can be obtained in several ways. For instance, a centralized server can be used to collect it. Considering practical reasons, we treat the distributed design of MBP as the first choice, while g_MBP is used as a benchmark to evaluate it.
The relevant parameter settings are listed in Table 4 . Note we examine the performance by varying three parameters (i.e., cache size, request rate and parameter α). When one parameter varies, other parameters remain their default values.
3) PERFORMANCE METRICS
In this section, we define several metrics for performance evaluation.
• ACHR (Average cache hit ratio) reflects the average cache hit probability for all cache nodes.
where h i denotes the cache hit ratio of cache node i and N is the total number of cache nodes.
• AAHR (Average access hop ratio) is a measure of response latency and it equals to the hop count reduction of retrieving content from cache nodes rather than the content server.
where d i is the hop count from cache nodes or servers to the user. H i is the hop count when all contents are downloaded from the server (i.e., there is no cache node). M is the total number of contents. The AAHR metric can reflect both access delay reduction and the bandwidth savings.
• ARC (Average replacement count) means the average cache replacement count for all cache nodes.
where r i denotes the number of replacement operation at cache node n i . N is the entire number of cache nodes.
• ALS (Average link stress), which represents the average traffic overhead of network links.
where s ij denotes the traffic overhead of the link between cache node n i and n j . s ij equals to 0, if node n i and n j are not adjacent. N is the total number of cache nodes. M is the number of links.
B. EXPERIMENTAL RESULT 1) AVERAGE CACHE HIT RATIO
We first compare MBP with other strategies on average cache hit ratio in different cache sizes, request rates, content popularities, and network topologies. On the whole, as shown in Fig.4-6 , MBP and g_MBP perform similarly with respect to cache hit ratio under different conditions. They almost always perform better than other schemes. In particular, the maximum advantages of MBP over LCE and ProbCache on average cache hit ratio in the inter-AS topology are up to 191.37% and 85.02% respectively even in the case of small cache size (10). Among different topologies, MBP performs the best in the intra-AS topology, followed by the tree and inter-AS topologies. This is because the intra-AS topology has more central nodes which tend to aggregate user requests and can bring about more benefits from caching. Instead, the tree topology has less centralized nodes and the inter-AS topology has more path diversity. Thus, both of them benefit less from request aggregations.
Next, we seek to examine the impacts of cache size, request rate and popularity distribution on the cache hit ratio. With the increase of cache size, the cache hit ratio of all schemes improves. This is because the cache node with a larger size can accommodate more contents and enhance the cache hit ratio. When the request rate varies, the performance of most schemes seems to keep unchanged and only LCD fluctuates the most. The reason is that the content distribution of LCD is associated with user request. When the user request increases, more contents will be pulled towards the edge. This results in an uncertain (up and down) performance, especially in the tree and inter-AS topologies. Moreover, on popularity distribution, we observe that all strategies will perform better when the parameter α is increased. That is, the gap between popular contents and unpopular contents grows larger. Particularly, we observe that the cache hit ratio of LCD and ProbCache grows slowly with the increase of parameter α. This is because neither of them considers the content popularity. 
2) AVERAGE ACCESS HOP RATIO
We also compare the average access hop ratio of all strategies when various parameters vary. This metric reflects the response latency. As shown in Fig. 7-9 , MBP and g_MBP always perform better than any other strategy in all cases. And the maximum improvement of MBP against ProbCache and LCE is up to 57.98% and 29.58% in the tree topology, when α is 1.3. The reason behind this is that MBP and g_MBP is designed to maximize the cache benefit and reduce the access hop count.
Moreover, in various topologies, Fig.7-9 shows that MBP performs the best in the intra-AS topology, followed by the tree and inter-AS topologies. The reason has been explained before. The intra-AS topology tends to aggregate user requests and can bring about more benefits from caching. In contrast, the tree topology has less central nodes and the inter-AS topology has more path diversity. They are less likely to benefit from user request aggregation. Fig.7(a) , Fig.8(a) and Fig.9(a) illustrate that the average access hop ratio of all caching strategies drops when the cache size increases. This exhibits the positive impacts of cache size on the access hop count. Moreover, in Fig.7(b) , Fig.8(b) and Fig.9(b) , we can see the average access hop count of most strategies does not fluctuate too much with the increase of the request rate, except LCD. The reason has been explained before. Interestingly, we observe that with the increase of request rate, the access hop of MBP and g_MBP decreases, while that of others increases. This suggests that the increase of request frequency does not have adverse impacts on MBP and g_MBP, because MBP and g_MBP are probability-based cache method and are more adaptable. All schemes will perform better, when the parameter α increases, as shown in Fig.7(c), Fig.8(c) and Fig.9(c) . MBP and g_MBP are always the two best schemes.
3) CACHING OPERATION
Too many caching operations, such as content placement and replacement, would exhaust routers and make wire-speed forwarding impossible. Thus, reducing the number of caching operations is vital. Note that in most cases the number of placement and replacement operation are actually identical. For simplicity, we use the amount of content replacement to approach the number of cache operations. As depicted in Figs. 10-12 , the number of caching operations of MBP and g_MBP remain at a low level in all circumstances. Actually, the gap between MBP and other strategies (except g_MBP) is quite large. The maximum improvement of MBP over LCE is up to two orders of magnitude, and the average improvement is more than one order of magnitude. This is because MBP is a probabilistic caching strategy, i.e., the caching operations only occur with certain probability. This feature dramatically decreases the frequency of placement and replacement operations. In different network topologies, from Fig. 10-12, we can see that MBP and g_MBP perform the best in intra-AS topology, followed by the tree and inter-AS topologies.
As Fig.10(a) , Fig.11(a) and Fig.12(a) show, with the increase of cache size, the cache operations of all strategies decreases. But the cache operations of MBP and g_MBP are always quite low. Note that with the increase of cache size, the reduction ratio of cache operations of all schemes also declines. This suggests that it is not wise to reduce the cache operations by merely deploying more cache capacities. There is a tradeoff between performance and deployment cost. Moreover, in Fig.10(b), Fig.11(b) and Fig.12(b) , we can see that the cache operations increase linearly with the request rate. This is because more user requests result in more cache operations. All schemes will perform better, when parameter α increases, as shown in Fig.10(c), Fig.11(c) and Fig.12(c) , but MBP and g_MBP always perform at the lowest operation costs. Although the cache operations of other schemes would decline dramatically, they still have a large number of operations on cached contents.
4) LINK STRESS
We also compare the average link traffic workload of various schemes. Without loss of generality, we examine the traffic within the 110-th second and calculate the average link stress. As shown in Fig. 13-15 , overall, MBP and g_MBP outperform other strategies on link stress. This suggests that they can reduce the traffic load of links effectively. The maximal VOLUME 6, 2018 improvement of MBP over LCE and ProbCache is 31.88% (intra-AS topology when α = 1.3) and 38.98% (inter-AS topology, when α = 1.3). This is because MBP and g_MBP consider the cache benefit, and the cache benefit partially implies the reduction of traffic load. Since the Data and Interest packets travel a short distance, MBP and g_MBP can lower the traffic load greatly.
As far as the topology is concerned, the average link stress of MBP and g_MBP is the lowest in the intra-AS topology, followed by the tree and inter-AS topologies. As illustrated in Fig.13(a), Fig.14(a) and Fig.15(a) , the average link stress of all caching strategies drops when the cache size increases. This is because the cache node with more cache size can contain more contents and enhance the cache hit ratio, which can improve the cache efficiency. Moreover, in Fig.13(b) , Fig.14(b) and Fig.15(b) , we can see the link stress of all methods increase linearly with the request rate. The reason is that more user requests might result in more cache operations. As depicted in Fig.13(c), Fig.14(c) and Fig.15(c) , the link stress is inverse proportional to parameter α. This implies that the difference of content popularity can bring about a notable improvement in link stress. Obviously, caching more popular contents contributes to the reduction of system traffic load.
C. KEY FINDINGS
In summary, we obtain the following interesting findings:
(1) Thanks to the rational design of content popularity prediction method, the local-popularity-based design (MBP) can perform approximately as the global-popularity-based scheme (g_MBP). Meanwhile, both of them outperform other representative caching schemes in various conditions.
(2) Randomized algorithms, such as MBP, g_MBP, ProbCache, LCE and Prob0.5, perform more steadily, while LCD has some abrupt variations. This means the randomized methods can behave regularly, less likely to be influenced by different situations.
(3) When the cache size increases, all metrics get improved, but the growth does not follow a linear trend. This suggests that from the ISP perspective it is not wise to enhance cache performance by merely increasing the cache size. There should be a tradeoff design between the cache benefit and the deployment cost.
D. STUDY ON REPLACEMENT STRATEGIES
In this section, we aim to have some insight into the effects of replacement strategy on caching performance via simulations. Besides, we also present a novel eviction policy, called LB (Least Benefit), in which the cache node removes the entry with the least cache probability value, whenever an eviction event occurs. The inspiration arises from the intuition of that replacement policy should be in accordance with the placement method.
On replacement strategy, we conduct a number of simulations on various topologies and the results seem alike. For space limitations, we only present the results under the tree topology. As depicted in Fig.16 , beyond our expectation, the elaborately-designed LB policy does not perform better than other traditional schemes. In fact, it performs the worse. This is because that once an entry is occupied by an item with a large probability value, it is less likely to be replaced by other item. Ultimately, most of the entries remain intact, and only the last few entries with a low probability value keep being swapped in and out. The results also indicate simple policies, such as LRU, LFU and random, have good performance. In addition, we also investigate the scenario, in which multiple data sources (servers) exist, and obtain similar results. Our findings accord with the viewpoints of the literature [40] . The simple replacement strategy, such as LRU, might be sufficient, while the sophisticated replacement schemes are not eligible for ICN caching, due to the adverse impacts on the wire-speed operations of routers. 
E. OVERHEAD ANALYSIS
The overhead of our scheme mainly incorporates from both communication and computation angles.
1) COMMUNICATION OVERHEAD
In MBP, we introduce one field in the header of Interest packet, and two fields in the header of Data packet, as illustrated in Fig. 2 . However, several piggybacked bits do not bring about too much communication cost. As shown in Fig. 13-15 , MBP can dramatically reduce the traffic of network links. The results suggest that the added fields are negligible and worthwhile, compared with the bandwidth savings of our scheme. Furthermore, g_MBP is a centralized approach, in which the central server collects local content popularity from individual cache nodes and calculates the global popularity at intervals. Apparently, g_MBP incurs more communication overhead than MBP.
2) COMPUTATION OVERHEAD
Besides communication overhead, we also analyze the computation overhead of our scheme. The major computation operations include maintaining the content popularity, the calculation of probability and the operations on the fields (i.e., hop, benefit and distance) of Interest and VOLUME 6, 2018 Data packets. We extract all relevant operations and put them into a program. We run it several times and calculate the average execution time. Our test is performed on a 2.66 GHz CPU (Intel Core(TM)2 Quad Q840) with RAM 2.0 GB. The experimental results are shown in Table 5 . We observe that when the calculation count rises, there is only tiny increase in the average execution time. In brief, the computation overhead is acceptable. In addition, since MBP and g_MBP have the similar computation operations, they involve the similar computation overhead.
VII. SIMPLIFIED IMPLEMENTATION
For the ease of implementation, we propose a simplified version of MBP, called MBP_S, which eliminates some extra operations on CS and PIT. Simulations also verifies its performance.
First, we simplify MBP from the respective of CS operations. When a chunk is cached, CS does not need to record the benefit value associated with the cached replica. For convenience, this adjustment is called MBP_CH. We use the hop count the Data packet has travelled to approximate the cache placement benefit. In this case, the cache placement benefit b c,i,r in Eq. (5) is redefined as the hop reduction relative to both cache nodes or the server (MBP is only relative to the server), when a cache hit occurs. If the content is retrieved from the server, the cache placement benefit remains the same as MBP. Otherwise, if it is provided by a cache node, the cache placement benefit turns to the hop count between the current node and the cache node providing the content.
Second, we also simplify the operations on PIT. PIT does not keep hop field and the distance value in Eq. (5) is always determined by the first arrived request. For convenience, this adjustment is called MBP_FR. In this case, if RequestingFaces list of PIT contains multiple entries, the distance in Eq. (5) is always determined by the first request.
We perform simulations to evaluate MBP_S. As shown in Fig. 17 , MBP_S and MBP almost always perform the same on four metrics. The reason analysis is presented as follows.
(1) For MBP_CH, when a chunk is retrieved from the server, the values of the three parameters in Eq.(5) are identical between MBP and MBP_CH. When a chunk is returned from the cache node, b c,i,r and d r,s of MBP are larger than that of MBP_CH, the difference is the hop count between the server and the cache node. Since the two parameters in MBP increase simultaneously compared to MBP_CH, the ratio of b c,i,r to d r,s would not vary too much. The gap is negligible, especially when the Data packet does not travel long distances. Considering p c,i remains the same, the cache probabilities of MBP and MBP_CH are similar. (2) For MBP_FR, the distance value in Eq. (5) is always determined by the first arrived request. In a moderate-sized network, the path lengths of all Data packets are not quite long. The distance among different entries in the RequestingFaces list of PIT is similar. Thus, MBP_FR can approximate MBP.
To sum up, in practice we can employ MBP_S to replace MBP achieving an approximate performance. In this case, we only need to change some operations on the Interest and Data packets, without modifying CS or PIT.
VIII. CONCLUSION
In-network caching is able to reduce response latency, decrease network traffic and relieve server load. However, challenges still remain on how to design an efficient ICN caching scheme. In this paper, we propose a distributed probabilistic caching scheme. Each cache node caches the passing content with certain probability. The probability is jointly determined by both content popularity and content placement benefit. Our design aims to obtain a good tradeoff between cache cost and benefit. Extensive simulations reveal MBP outperforms other caching strategies in terms of cache hit ratio, response latency, operation overhead and bandwidth consumption. MBP can achieve dramatic performance improvement, even in the case of small cache size. In particular, the reduction of caching operations can reach up to several orders of magnitude. Its overhead is sustainable and even simple replacement policy (such as LRU) already fits it well. Furthermore, we also present a simplified implementation of MBP for practical reasons. 
