The parameterization of physical processes in atmospheric general circulation models contributes to load imbalances among individual processors of message-passing distributed-multiprocessor systems. Load imbalances increase the overall time to completion of a model run and should be eliminated or reduced as much as possible. Presented herein is a new technique that shows promise for load balancing the parameterization of moist convection found in the Community Climate System Model's (CCSM's) Community Atmosphere Model version 3 (CAM3).
Introduction
Atmospheric general circulation models (AGCMs or more generally, GCMs) require considerable computational resources to execute. Higher model resolutions, longer simulations, and the increasing complexity of algorithms needed to accurately represent atmospheric processes are all key contributors to increasing GCM completion time. As one example, the Community Climate System Model (CCSM) Community Atmosphere Model (CAM3) at the National Center for Atmospheric Research (NCAR) requires 24 wall-clock hours to complete a 4-yr simulation using thirty-two 2.4-GHz Intel Xeon processors connected via gigabit-ethernet (Woitaszek et al. 2004 ) at the 42-wavenumber triangular spectral truncation (T42) and 26 vertical levels. At a given vertical level a T42 truncation is comparable to a 2.8°ϫ 2.8°(ϳ300 km 2 ) horizontal grid resolution. This study employs the T85 truncation with 26 levels (1.4°ϫ 1.4°or ϳ150 km 2 ) horizontal grid resolution. A paleoclimate study in which thousands of years are simulated therefore requires a considerable amount of computational resources for extended periods of time. Decreasing the time to completion for a model such as CAM3 benefits climate and paleoclimate studies, weather forecasting, and climate change analysis, as well as basic research.
When executing GCMs on message-passing distributed multiprocessor systems, the partitioning of the atmospheric geophysical data leads to load imbalances between processors, which in turn lead to some processors finishing their work before others, causing them to sit idle until the next synchronization point; a point generally associated with the time-stepping process.
The focus of this paper is on the investigation and demonstration (through data and statistical analysis from CCSM/CAM3 and our implementation) of the existence of markers to be used to direct the need for load balancing at finer levels of execution beyond the initial partitioning. The technique exploits the underlying spatial and temporal localities of the application behavior to apply the load balance at regular intervals. The results support the expansion of this investigation to develop methods to identify marker data as load indices, implement efficient and new load-balancing techniques for fine-grain execution of computationally intensive routines, and identify other application arenas for performance enhancement.
The idea behind this work is to employ a marker field that is used as a model data load index. The marker field in a specific model grid cell correlates to the time spent computing the value for that grid cell. The presented technique focuses on a CAM3 physics calculation: the parameterization of shallow and midlevel convection. Through the instrumentation (via assembly language cycle counters) of the CMFMCA subroutine in CAM3 responsible for this calculation, we first argue that there is a realizable benefit to load balancing this process.
The next argument illustrates that there is a correlation between the time spent processing in the subroutine and the resulting data values that are calculated. Furthermore, we show that the technique holds promise for reducing load imbalances with differing model resolutions and processor counts beyond those resolutions presented here.
The latter portion of this work discusses an implementation that will carry out the model data load index scheme on the parameterization of moist convection in the Load Balancing and Scheduling Framework (LBSF). The spatial and temporal localities of the marker field between time steps allow two important features: 1) the results of that load balance may be used for some number of time steps into the future during which the load-balancing calculation is not executed and 2) the use of a load index that does not require direct measurement as the application is executing.
Applied to the parameterization of moist convection alone, this technique shows for improvement in the total execution time over the original implementation. The time saved due to load imbalance reaches an upper value of ϳ47% for a 2430-time-step simulation (3.75 s of total execution time) with variation among the four processor decompositions chosen for this study. Extrapolating the results to a 1000-yr trial indicates a possible time savings of ϳ22 h.
Section 2 gives the background of prior work in the area of load balancing. Section 3 argues the motivation behind the work through the assembly language cycle timings of CAM3, the correlations between timings and the geophysical marker field, the spatial and temporal localities between time steps of the marker field, and a processor/model resolution scaling argument. Section 4 reviews the LBSF and discusses the load-balancing implementation. Section 5 discusses perturbation growth and statistical analysis of the number of required trials while section 6 shows the final results. Finally, conclusions and future directions are treated in section 7.
Previous work a. General load balancing
Load imbalances are a direct result of nonoptimal scheduling of processes to processors. The loadbalancing problem is a cousin to the load-sharing problem in which algorithms transfer processes from heavily loaded computers to lightly loaded computers (Xu and Lau 1997; Kremien and Kramer 1992) .
Load-balancing algorithms can further be divided into static and dynamic methods. Static methods rely on the compile time distribution of processes to processors. They do not incur runtime overhead and are useful in situations where execution times are known in advance (Xu and Lau 1997) .
Dynamic methods distribute processes to processors at run time and therefore incur an overhead. These methods are useful for random or less predictable process loads or when the load changes during execution, as is the case with CCSM/CAM3. Dynamic load bal-ancing is broken down into the following steps: load measurement, information exchange, initiation, and a load-balancing operation (Xu and Lau 1997) . Load measurement is a crucial step in the load-balancing processes and is based on the choice of the load index. Load indices are discussed in Ferrari and Zhou (1995) and can refer to queue length, CPU utilization, response time, or the processing time of active processes. The use of model data as a load index is not explicitly referred to in the current literature.
The information exchange rule can further be divided into three categories that include 1) on-demand processors gathering workload information when a load-balancing operation is going to occur, 2) periodical workload information that is reported at regular intervals, and 3) on-state-change workload information that is reported when state changes of a certain degree have occurred (Xu and Lau 1997) .
General load-balancing techniques such as graph partitioning schemes normally consist of three phases, coarsening, partitioning, and refinement such as in METIS (Karypis and Kumar 1998) , Chaco (the precursor to METIS) (Hendrickson and Leland 1995) , or Jostle (Walshaw et al. 1997) . We are currently not considering these general load-balancing techniques because they will add too much overhead to the already computationally intensive GCM code. The GCMs in use begin with a fixed decomposition and any further refinement of the grid cells between processor pairings is at a much finer grain than graph partitioning schemes. Furthermore, Foster and Toonen (1994) show that recursive bisection did not fare very well in load balancing the radiative transfer calculation. Finally, graph partitioning schemes tend to optimize meshes based on communication overhead. In the case of physics calculations, once a grid cell is allocated to a processor, its work can proceed with no communication among its neighbors.
b. Prior work related to climate modeling
Previous work specific to CAM occurred at Argonne National Laboratories through the work of Foster and Toonen (1994) , Michalakes (1994) , and Michalakes and Nanjundiah (1994) . Michalakes (1994) quantifies the load imbalances due to both temporal and spatial variabilities in the execution of physics routines in the CCM1, an older version of NCAR's Community Climate Model. Spatial variability occurs in surface type, polar night, and weather patterns while temporal variability is due to the diurnal cycle and the seasonal cycle. It should be noted that in some cases, spatial and temporal load imbalances are intertwined. An example of this is a 24-h cycle in evaluating the solar radiative transfer that shifts westward in time.
A study of the physics routines in the Parallel Community Climate Model (PCCM2, an older version of the CCM/MP-2D) is quantified in Michalakes and Nanjundiah (1994) . Their paper notes that physics modules have an efficiency of 72.6% (or inefficiency of 27.4%) and that the parameterization of moist convection accounts for 17% of the load imbalances for physics modules (Michalakes and Nanjundiah 1994) . These values are representative of the physics routines only and not of the complete model. Furthermore, the relative computational load associated with physical parameterizations is growing with each new model generation. Foster and Toonen (1994) offer solutions to the load imbalances associated with radiation calculations in CAM. A technique to load balance the radiative transfer process using very fast simulated annealing (VFSA) is presented in Muszala et al. (2004) . Figure 1 shows an example model resolution of 16 latitudes and 32 longitudes decomposed for execution on 16 processors for CCSM/CAM3. The allocation of process rank to a region allows a symmetry to be exploited for the Legendre transform (Drake et al. 1996) . It has the added benefit of giving an initial load balance for the short-wave radiative transfer process. Work at the National Center for Medium Range Weather Forecasting (NCMRWF) in India exploits latitudinal symmetry in processor decomposition as well (Purohit et al. 1999; Nanjundiah 2000) .
A number of relevant papers concerning the Met Office (MO) Unified Model (UM) were published between 1994 . Ford et al. (1994 observe that load varies slowly over model time steps and that the load balance from a previous time step can be used to 
balance the current one. An important result for this work is that Ford et al. (1994) load balance the parameterization of convection in the UM using two load indices: a mask of grid cells where convection is occurring and the elapsed time per processor. Bull et al. (1996) extend the work in Ford et al. (1994) and present the feedback-based load-balancing algorithm. This work is tested in a simulation environment with promising results for reducing the load imbalance of physics routines. Ford and Burton (1998) discuss distributed versions of the algorithms presented in Ford et al. (1994) and Bull et al. (1996) . A feedback-based dynamic loadbalance method was developed and applied to the shortwave radiation and convection parameterizations in the Met Office's forecast and climate models. They were able to achieve up to 40% improvement for convection in the UM on a Cray T3E. The parameterization of convection in the UM uses a bulk cloud model (Gregory and Rowntree 1990 ) based on the diagnostic study of Yanai et al. (1973) . This is a different algorithm and implementation than that used in CCSM/CAM3. Dent et al. (1995) present data verifying that dynamic load imbalances due to the Integrated Forecasting System (IFS) spectral forecast model exist. Their work consists of instrumenting the model to collect timing data at a per-time-step and per-grid-cell resolution. This work does not extend to evaluating which parameterizations are causing load imbalances or to formalizing correlations between timing and parameterization data. The correlations between timing data and the model data that are in our work allow us to use a load index that is inherent to the model itself, is already calculated, and does not need secondary measuring (e.g., processing time).
Motivation
Our primary motivation is to reduce overall time to completion. A secondary motivation, however, is to use the resulting load-balance techniques based on a model data load index (e.g., the parameterization of moist convection in CCSM/CAM3) as a proxy for finergrained load balances of other physical processes in climate models as well as in other scientific realms. Before discussing our implementation, we present a number of factors that led us to believe that this technique would be successful.
In section 3a the CMFMCA subroutine is introduced, which provides the geophysical marker for our load-balancing method. Described below are the hardware available for this study [section 3a(1)], the implementation of the assembly language cycle timer [section 3a(2)], and the timing results from the CMFMCA subroutine that show a correlation between the timing data itself and the marker for moist convective rainout that is used as a load index [section 3a(3)]. Section 3b discusses the similarities between the marker field among neighboring model time steps. Section 3c remarks on the number of computationally intensive grid cells compared to the total execution time per time step and the execution time of those computationally intensive grid cells. Finally, section 3d makes a scaling argument for both increasing model resolution and increasing processor count.
a. CMFMCA subroutine timing
The parameterization of moist convection is calculated in the CMFMCA subroutine in the CAM3 and uses a stability-dependent mass flux representation (Hack 1994) . Convection is a primary mechanism for phase changes of water in the atmosphere and is often associated with precipitation. We will first obtain a pergrid-cell timing of the CMFMCA subroutine for any given time step. Once the timings are generated, we will study the timing behavior for load-balancing characterization. This routine was selected because of the relative simplicity of its implementation and the ease with which the timing counters could be incorporated.
1) EXPERIMENTAL HARDWARE
The hardware available for this study consists of nine nodes (one master node and eight compute nodes). Individual nodes consist of two hyperthreaded Intel Pentium 4 Xeon processors with 512K caches running at 3.06 GHz. A maximum of four processes per node can be executing simultaneously. The timing data for the correlations from the CMFMCA subroutine and CAM3 were collected using only one processor while those for the LBSF were executed with two processors per node with no hyperthreading enabled. This was done in order to keep process communication on-chip and is a common configuration used to execute CCSM/ CAM3. The nodes communicate over a gigabitethernet fabric using mpich. Lahey (-O1 optimization) and GNU gcc (-O1 optimization) compilers were used in compiling both CAM3 and the LBSF.
2) RDTSC ASSEMBLY LANGUAGE TIMING

IMPLEMENTATION
Intel Pentium processors allow a programmer to access a time-stamp counter that accurately reports cycle count and is accessed in the EDX and EAX registers (Intel 2004) . We follow the recommendations found in the Intel (2004) document including adding serializing instructions and calculating an overhead for calling the timer. Calling a serializing instruction is necessary because the Pentium 4 processor on which these timings are run supports out-of-order execution. We must guarantee that instructions are not reordered and that the correct cycle count is obtained. To obtain a time in seconds, cycle count is divided by the processor's frequency. The cycle count is accessed directly and not though multiple function calls (such as those needed for gettimofday). Our technique will therefore require fewer assembly instructions to execute and will be more accurate.
We have modified CAM3 so that C wrapper functions call the inline assembly code. Those C functions are then called by the Fortran90 code that is used to write the CMFMCA subroutine. All Fortran90 array syntax was removed and timers were placed inside of loops, directly after loop entry, and just before loop termination. The timings were saved in the NETCDF output files of the model. The appendix shows an example of the code instrumentation.
3) RDTSC TIMING RESULTS
The CMFDQR field is evaluated within the CMFMCA subroutine and contains the parameterized rainfall associated with moist convection in the model. The CMFDQR field will be the marker for moist convection for our load-balancing technique. Figure 2 shows time steps 1 and 10 of the CMFDQR field from a CAM3 model simulation as well as the timing results of the CMFMCA subroutine in CAM3. Note that there is a similarity between the timing data of the subroutine and the CMFDQR field. Generally, when the CMFDQR field is greater than 0, the timings are on the order of 10 Ϫ5 s and when the CMFDQR field is 0, the timings are on the order of 10 Ϫ6 s, an order of magnitude difference. Figure 3 is a histogram of the timing data with the number of occurrences normalized to 1.0 and clearly shows that the timing data occur in two distinct clusters at two differing orders of magnitude. The smaller timings are the result of background calculations that determine if moist convection will occur. If it does occur, different code branches that evaluate the effects of convection are executed that account for the larger timing results.
Using the information in Figs. 2 and 3 we can formally show that a similarity between the timing data and the CMFDQR field exists. First, every timing value that is of the order of magnitude of 10 Ϫ5 is set to 1, while those of the 10 Ϫ6 order of magnitude are set to 0. Second, locations where CMFDQR are 0 remain 0, while values of CMFDQR greater than 0 are replaced by 1. Finally, when the difference between the binary CMFDQR field and the binary timing data field is plotted, the similarities between the two fields is clear as presented in Fig. 4 .
Note too that both the timing data as well as the CMFDQR field exhibit spatial and temporal localities between time steps 1 and 10. This locality will allow the load-balancing mechanism to apply a balance at a particular time step and then keep that decomposition for a specified number of time steps before the load balance has to be reapplied. Referring back to Fig. 1 and the processor pairings as well as Fig. 2 , we see that those pairings take advantage of little activity in the high latitudes combined with more activity in the lower latitudes.
b. CMFMCA timing correlations
Previously we noted that both the CMFDQR and timing results exhibit spatial and temporal locality between model time steps. In understanding the behavior between time steps at an early stage, we should have a clearer insight into how long a specific load balance can be retained before it must be recalculated. By calculating the normalized total error [Eq. (1)] of the CMFDQR field between model time steps with varying intervals, we can better quantify this relation. To do this, a given time step is correlated against a number of time steps in the future, where N is the total number of grid cells, cm f dqr orig i is the ith grid cell of the fixed time step, and cm f dqr curr i is the ith grid cell of the varying time step:
͑1͒
After running CAM3 for 720 time steps at the T85 spectral truncation level, the correlations of the CMFDQR field were calculated between time steps with an interval of 10, 20, and 100. The results for an interval of 10 can be seen in Fig. 5 . At the start of an interval, errors are low and as the time step progresses, the error increases until the process is repeated. Note that there is an average minimum correlation. For an interval of 10 time steps this occurs near 0.90. For a 20-time-step interval this value is 0.80 and for a 100-time-step interval it is 0.45. Clearly, a 100-time-step interval is too long, as might be the 20-time-step interval. Note that at an interval of 10, the correlation is still about 0.90, which indicates that this interval and lower
will be the most likely candidates for our implementation. An interval of 10 time steps corresponds to just over 1.5 h of simulated time (ϳ1.67 h).
c. CMFMCA timing behavior
The timing behavior of the CMFMCA subroutine is further analyzed with respect to an individual time step. the total processing time due to all grid cells is ϳ0.22 s. The processing time due to the 5551 computationally intensive cells is ϳ0.07 s. This means that ϳ17% of the grid cells at time step 500 contribute ϳ32% of the total processing time. The key observation of this figure is that a relatively low number of model grid cells (5551 out of 32 768) are contributing about one-third of the computational load at time step 500. In general a large fraction of the computation is the result of a relatively small number of model grid cells. Figure 7 plots the ratios of the numbers of computationally intensive grid cells to the number of total grid cells and the ratios of the time taken for the computationally intensive grid cells to the total time per model time step. The time ratios follow the grid-cell ratios, further solidifying the fact that there is a relation to the amount of time spent per model time step with the number of cells in which the CMFDQR field is greater than 0.
d. Scaling behavior
A load-balancing technique that is developed and shows improvement in an eight-node cluster (such as the one we use) is useful, but ideally should scale to different model resolutions and higher processor counts.
The problem of load balancing the moist convection process is a ratio based simply on the number of grid cells in a particular model resolution divided by the number of available processors. Because of this ratio, we can conjecture that running the T42 spectral truncation resolution with 4 processors is similar to running the T170 spectral truncation with 64 processors. Table 1 shows data for the T42, T85, and T170 truncations and varying processor counts. Communication costs associated with larger numbers of processors trying to communicate at the same time will be offset by the fact that higher model resolutions require shorter time steps (T170 has a time step of 300 simulated seconds and T42 of 1200 s) and therefore increase the number of time steps between load balances. The reason this is possible is because the physical processes on which our load balances are based occur on similar time and space scales regardless of what time step is used. One can imagine a midlatitude cyclone that evolves over x number of real days. When this is simulated, the real time does not change, only the number of time steps used to model the real event. So, if a load balance 
at the T42 truncation can occur every 5 time steps (1200 s ϫ 5 time steps), we might expect that the T170 truncation would require 1200 s ϫ 5 time steps/300 s ϭ 20 time steps between load balances with the same accuracy.
Implementation
The implementation of the load-balancing scheme is designed within the Load Balancing and Scheduling Framework introduced by Muszala et al. (2004) . The LBSF is a simplification of a climate model written in Fortran90 and C (using mpich as the communication method) that isolates the computations of climate models that relate to load balancing. The LBSF is useful as a proxy for studying the performance of the CMFMCA subroutine in CCSM/CAM3 because the exact timings from that routine are used in the LBSF and communication in the LBSF occurs as it does in the real model.
The decomposition found in CCSM/CAM3 (Fig. 1 ) can also be used in load balancing the parameterization of moist convection by changing the original process communication pairs found in Drake et al. (1996) and Drake et al. (1999) . The original communication occurred between processor {1, 3}, {2, 4}, . . . , {13, 15}, {14, 16}; while the technique we present requires processor to communicate as pairs, {1, 5}, {2, 6}, . . . , {11, 15}, {12, 16}. The original pairing takes advantage of the fact that if it is day at a given location, it is night 180°to the west. Through a swapping technique the load imbalances associated with the radiative transfer calculation are reduced. The new pairing that we propose takes advantage of the fact that the moist convection marker we use tends to be less prevalent in the polar regions than elsewhere on the globe. A final benefit to this data decomposition is that processor communication can be changed based on the specific subroutine and the geophysical characteristics of that subroutine in order to help with load balancing. Homogeneous physical processes will not be affected by the swap and heterogeneous physical processes with similar characteristics can use the same decomposition.
The first time step of the model run, ts, runs with no load balance but supplies the data for the first loadbalancing step, ts ϩ 1. These data consist of the number of computationally intensive grid cells. Once the communication pairs have been established a load balance occurs at time step ts ϩ 1. During this time step the individual processors of the processor pair use the data from the previous time step to determine how many computationally intensive grid cells either need to be sent or received. This process requires one swap (using MPI_SENDRECV).
The next step involves sending or receiving half of the difference in computationally intensive grid cells to the process pair. For example, if process 1 has 34 computationally intensive grid cells and process 5 has 22, then process 1 sends (34 Ϫ 22)/2 ϭ 6 computationally intensive grid cells to process 5 while process 5 sends 6 noncomputationally intensive grid cells to process 1. Noncomputationally intensive cells require less processing time and this swap therefore reduces the load imbalance. Recall that processes 1 and 5 are communication pairs for a 4 ϫ 4 decomposition.
When the swap is completed in time step ts ϩ 1, this unordered mesh of grid cells is retained for the next N time steps after which the above load-balancing steps are repeated. The idea of load-balancing grid cells between processes was first introduced by Foster and Toonen (1994) , but for a highly predictable part of the radiative transfer process.
The selection process of the computationally intensive grid cells is based entirely on the CMFDQR field. The LBSF is a climate model simulator and the timings corresponding to these grid cells can only be used after the load balance is completed (and based on the CMFDQR field). At this point, the timings collected from CAM3 can be used to simulate the time for that particular model time step. This time is then added to the time required to complete the load-balancing and communication steps.
Perturbation growth analysis and statistical accuracy a. Statistical accuracy and number of trials
In timing the CMFMCA subroutine or any program for that matter, variations in the timing data are inevitable. These variations are due not to the code of CAM3 itself but are instead due to processor events. These processor events could be due to interrupt processing or waiting for disk's input/output (I/O) process to finish. The probability that these timing variations are due to cache thrashing or Translation Look Aside Buffer (TLB) misses is low since each node on the cluster is not shared with any other user process. If memory issues were prevalent in CAM3, we would expect to see more anomalies than we currently do. Operating system processes could be interfering with the memory system to some extent.
In a production implementation of our loadbalancing technique these timing events would affect whatever processor they were occurring on. One goal of this implementation is to find the best possible load balance; an upper bound on the time that can be saved using this technique. To do this, the variations in the timing data should be minimized as much as possible.
To quantify the number of trials needed to reach a certain accuracy between model simulations, 10 trials of 90 time steps each were run on a single processor of the cluster. The mean and standard deviation were calculated for each trial. The number of trials N needed for accuracies of 10%, 5%, 2%, and 1% were then calculated using Eq. (2) below (Jain 1991) . The quantity n is the number of trials, z is 1.96 for the 95% confidence interval, s is the standard deviation, r is the percent accuracy, and x is the mean:
͑2͒ T42  1200  26  64  128  8192  2048  1024  512  256  128  64  32  16  8  T85  600  26  128  256  32 768  8192  4096 2048 1024  512  256 128  64  32  T170  300  26  256  512  131 072  32 768 16 384 8192 4096 2048 1024 512 256  128 After calculating the number of trials n for the percent accuracies stated above, 1% accuracy was deemed acceptable, which requires two timing simulations to obtain. We warm up the network by executing a number of untimed send-receives.
b. Perturbation growth analysis
Perturbation testing for CAM3 involves introducing a random perturbation in the initial temperature field on the order of magnitude of 10 Ϫ12 to 10
Ϫ14
. Very small perturbations in the temperature field can produce solutions that are statistically different from one another. This is usually done in order to validate a port from one architecture to another. In this case the differences of the original and ported code should not exceed the differences of the original code and the original code with an added perturbation. [See Rosinski and Williamson (1997) for a complete discussion.]
The perturbation growth test can also be useful (in a slightly modified form) for defining the minimum and maximum ranges of timings that might occur given different model runs. For example, by running four trials over 720 time steps with different perturbations we can find the statistical spread at each time step and then take an average (excluding the first 144 time steps during which the model is spinning up) of that spread to find the mean variation between the model runs. Four model runs were chosen in order to obtain a better basis for the statistical spread. The spinup is the time needed for local simulation properties to reach statistical equilibrium.
The variation measured implies that there is a 0.000 26 s average difference between the model runs per time step. Figure 8a shows the results of the four trials. Figure 8b shows the first 144 time steps removed so that the maximum differences between the time steps can be viewed. The figure also shows the average difference (straight line).
A perturbation test was also run in which perturbations of the temperature field were allowed to have an effect on more of the model. In this case the spread is slightly more than in the previous case (0.000 39 s). This behavior is expected because there are more opportunities for model variation.
These data are important since they show that even with the added perturbation, four trials do not diverge by more than 0.000 39 s over a 720-time-step run (excluding hydrologic spinup time or the first 144 time steps). This suggests that the timing results will be valid for model runs longer than this 720-time-step trial and that the timings on which we base our load-balancing technique are valid for an arbitrarily long CAM3 timing run.
Results
Process communication time [using the Message Passing Interface (MPI)] will be effected by latencies introduced in the gigabit-ethernet switch and by other traffic on the network [e.g., Network File System (NFS) traffic]. Four trials were chosen to cover the two trials needed to achieve 1% accuracy for the processor timings plus two extra trials to smooth the timing variation due to communication. Brief tests show that variations in timing when communications are involved are very large. For example, four trials achieve 11% accuracy for the 2 ϫ 2 decomposition and six trials only achieve 15% accuracy for the 2 ϫ 4 decomposition. Four trials are sufficient to show that the technique works without sacrificing large numbers of trials, which would greatly tie up computational resources. The load-balancing technique presented is not dependent on any particular parallel architecture. The technique is expected to achieve better results when using networks with lower latencies or when it is executing on symmetric multiprocessors (SMPs) with more than two processors per node.
Earlier we stated that an interval of 10 or below between load-balancing time steps would probably be ideal because the correlation coefficient was just around 0.90. To test this hypothesis, the intervals between load-balancing time steps were varied between 3 and 25 for four processor decompositions [(2 ϫ 2), (2 ϫ 4), (4 ϫ 2), (4 ϫ 4)] over a 720-time-step simulation at the T85 spectral truncation. A suite of four trials was executed for each individual interval (as discussed in section 5a).
A subset of the results of the interval test can be seen in Table 2 . A shorter interval corresponds with an increase in the time saved. Intervals of 3 are used for all processor decompositions except for the 4 ϫ 2 configuration in which an interval of 4 is employed. If network contention existed that would increase the time needed for the swaps, longer intervals can be employed that would hide the cost of communication compared to computation.
Finally, the new load-balancing technique is applied to the full timing data consisting of an average of a CAM3 timing simulations (as previously discussed). Tables 3 and 4 show the results through 2430 time steps. Table 3 show that the percentage of time saved due to load imbalance from our technique (holdLB) over using no load balancing (noLB) ranges from 24% to 47% of the unbalanced load. The ideal load balance (idealLB) is calculated by taking the cumulative time needed to process each grid cell and dividing it by the number of processors. Actual time saved over 2430 time steps varies from 1.56 to 3.75 s. When extrapolated to a 1000-yr model run, these seemingly small values balloon to between 9.37 and 22.53 h. Figure 9 shows 100 time steps of a 4 ϫ 2 model run in order to show the detailed timing behavior. The section shown very clearly indicates the nature of the algorithm. The majority of times plotted are positive, which is to be expected, while a relative minority of times also occur. These infrequently occurring negative times are a detriment to the load-balancing technique presented, but over long time periods are overcome by the large numbers of positive enhancements. It should be noted that the differences in the negative timings are not due to the algorithm presented. The algorithm presented is deterministic and all of the differences in timing are due to communication latencies, processor events (e.g., interrupt processing), or differences in the number of grid cells in which moist convection will occur. 
Conclusions
Using a model data load index holds promise for being able to load balance the parameterization of moist convection in CCSM/CAM3. This promise provides the basis for load balancing other parameterized physical processes such as radiative transfer through a cloudy atmosphere. Any reduction in overall execution time is a benefit to those executing CCSM/CAM3.
Our load-balancing technique utilizes a load index that is a marker for moist convection. This requires detailed knowledge of the application behavior and it is with such knowledge and integrated load-balancing techniques as we have presented herein that scientific models such as CCSM and CAM3 can have their time to completion reduced. The technique presented can be applied to any model in which the characteristics of the data being processed show correlations to computational characteristics.
Future work involves load balancing other routines in CAM3, finding other load indices, and using one load index for multiple physics parameterizations. For example, the CMFMCA load index could be used to load balance the upper-level convection and cloud parameterizations. Next, dynamic predictive load-balancing mechanisms will be investigated that take model data load indices and use them to predict future processor loads. Thresholds that determine if and when a load balance should occur will also be studied. Figure 9 shows a case where it would be better not to apply the load balance while the negative times are being produced. Finally, the most promising load-balancing techniques found using the LBSF will be applied to the production model of CCSM/CAM3 and tuned depending on architecture and network topology.
Ultimately the steps of finding correlations between model data and code timing and then using that model data as a load index can be applied to other scientific applications. Preliminary work with molecular dynamics simulations shows that the methods applied to CCSM/CAM3 can be used successfully in peptide simulations. the Climate Modeling Section of the National Center for Atmospheric Research and the Department of Energy Office of Science.
APPENDIX
Implementation of the RDTSC Timer
The function t_rdtsc is the C wrapper that calls RDTSC, sWall is the start timing, and eWall the end timing: FIG. 9 . Time steps 1000-1100 of trial 1 for the 4 ϫ 2 processor decomposition. Dashed line is the demarcation between positive and negative values. This section is shown to illustrate that not all of the load-balancing steps result in positive gains, but that over time positive gains outweigh the negative ones. The inset shows the detail of the three-time-step interval chosen for the 4 ϫ 2 decomposition, where 1 denotes the initial swap of computationally intensive cells, 2 denotes the swap of the required grid cells, and 3 is the time step during which the grid allocation is held constant. 
