This paper introduces an improved quasi-ARX neural network and discusses its application to adaptive control of nonlinear systems. A switching mechanism is employed to improve the performance of the quasi-ARX neural network prediction model which has linear and nonlinear parts. An adaptive controller for a nonlinear system is established based on the proposed prediction model and some stability analysis of the control system is shown. Simulations are given to show the effectiveness of the proposed method both on stability and accuracy.
Introduction
Adaptive control of complex nonlinear dynamical systems has attracted much attention and developed significantly during the last few decades. Many adaptive control methods have been proposed, and the corresponding stability and convergence have been proved [1] - [10] . Neural networks have been used to identify and control nonlinear dynamical systems because of its ability to approximate arbitrary mapping to any desired accuracy [11] - [16] . One of the successful examples is that neural networks are used directly to identify and control nonlinear systems [1] , [2] , [13] , [17] , [18] .
However, from a user's point of view, there are three major criticisms on those neural network models. The first one is that their parameters do not have useful interpretations. The second one is that they do not have a friendly interface for controller design and system analysis [15] , [19] , [20] . The third one is that the result is local, i.e., the initial weights of a neural network have to be "close enough" to the true ones in order for the stability result to hold [21] .
To solve these problems, a quasi-ARX neural network model has been proposed which embodied a macro-model part and a kernel part [15] , [22] . The macro-model part is a user-friendly interface constructed using a priori knowledge and the characteristic of the network structure. In this paper, we will limit our discussion to a quasi-ARX approach. The linear ARX model has a various useful linearity properties which will solve the former two problems. The kernel part is an ordinary neural network, which is used to parameterize the coefficients of macromodel and is different from a nonlinear ARX model based directly on neural networks. Because of the nonlinear characteristics, the quasi-ARX neural network can be used to identify and control nonlinear systems accurately. In a previous research of the third author, an off-line control scheme is given and the effectiveness of the quasi-ARX neural network is shown [15] . In the control system, the prediction model and controller share the same parameters as in linear cases. However, an adaptive controller has not been proposed for control of nonlinear systems with the quasi-ARX model. What's more, the stability analysis is also lacked.
As we know, one of the successful approaches to solve the stability problem of neural network based control systems is to use multiple models and adaptive switched control [7] , [21] , [23] - [26] . Therefore, those prediction and control systems have more than one models which add complexity of the control problem.
Motivated by the above discussion, an adaptive control law is proposed for nonlinear dynamical systems based on the characteristic of the quasi-ARX neural network structure, and then stability of the control system is proved. In this paper, the quasi-ARX neural network is divided into two parts: the linear part is used to ensure the nonlinear control stability, and the nonlinear part is utilized to improve the control accuracy. In order to combine both the stability and universal approximation capability in our controller, a switching law is established based on system input-output variables and prediction errors.
The paper is organized as follows: In Section 2, the considered system is given. In Section 3, an improved quasi-ARX prediction model is introduced based on a neural network and a switching mechanism, then the parameter identification methods are given. Section 4 describes the adaptive control using the improved quasi-ARX prediction model and analyzes the stability under the switching criterion function. Then, numerical simulations are carried out to show the effectiveness of the proposed model in Section 5. At last Section 6 gives some conclusions.
Problem Description
Consider a single-input-single-output (SISO) black-box nonlinear time-invariant system whose input-output relation described by:
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is a continuous function, and at a small region around ϕ(t) = 0, it is C ∞ continuous;
(ii) there is a reasonable unknown controller which may be expressed by u(t) =ρ(ξ(t)),
(iii) the system has a globally uniformly asymptotically stable zero dynamics.
Improved Quasi-ARX Prediction Model

Regression Form Representation
A general nonlinear system described by (1) can be represented in a regression which has been shown in Refs. [14] , [19] .
Under Assumption 1(i), the unknown nonlinear function g(ϕ(t)) can be performed Taylor expansion in (1) on a small region around ϕ(t) = 0:
where the prime denotes differentiation with respect to ϕ(t), then introducing the notations:
where the coefficients a i,t = a i (ϕ(t)) (i = 1, .., n) and b j,t = b j (ϕ(t)) ( j = 0, ..., m − 1) are nonlinear functions of ϕ(t). A regression form of the system (1) is described by (3):
However, y(t) needs to be predicted using the input-output data available up to time t − d in a prediction model. Considering this, we hope that the coefficients a i,t and b j,t are calculable using the input-output data up to time t − d. For this reason, replace iteratively y(t − l), l = 1, ..., d − 1 in the expressions of a i,t and b j,t with their predictions:
are replaced by their predictions, and define the new expressions of the coefficients by:
And q −1 is a backward shift operator, e.g. q −1 u(t) = u(t − 1). Now, two polynomials A(q −1 , φ(t)) and B(q −1 , φ(t)) based on the coefficients a i,t and b j,t is defined by:
A similar-linear ARX model is developed:
Improved d-Step-Ahead Prediction
For a system described by (6), a d-step predictor is given as in Ref. [15] :
where
are unique polynomials satisfying:
As we know, the linear ARX prediction model is linear in the input variable u(t), then an controller can be obtained easily and shares parameters from the predictor. However, the d-step predictor (7) is a general one that is nonlinear in the variable u(t), because the coefficients y φ , α i,t and β j,t are functions of φ(t) whose elements contain u(t), where i = 0, ..., n − 1 and
including the extra variable x(t + d) as an element. Under Assumption 1(ii), the function ρ(ξ(t)) is existent. Then we have a predictor expressed by:
where y ξ is y φ whose variable u(t) is replaced byρ(·).
As we know, the predictor can be considered to have two parts. One part is linear on input and output variables and the model parameters is independent of ξ(t). The other part is nonlinear on input and output variables which coefficients depend on ξ(t). Under this condition, define a switching function χ(t) which takes its value from the finite set P = {0, 1}. When χ(t) = 1, the nonlinear part is chosen with linear part to predicate the nonlinear system. However, when χ(t) = 0, the nonlinear part is abandoned for some reasons. Define the new expressions of the coefficients by:
The polynomials α(·) and β(·) depend on the variable χ(t), therefore, we denote them as α(q −1 , ξ(t), χ(t)) and β(q −1 , ξ(t), χ(t)), respectively.
Then we have the improved d-step-ahead predictor expressed by:ŷ
Moreover, we typically let n 1 = n, n 2 = m + d − 2, n 3 = 1, which gets
As we know, in a control system, the extra variable x(t + d) can be replaced with the reference signal y * (t + d) . Introducing the following marks: :
we finally get the improved ARX-like macro-model expression by:ŷ
Improved Quasi-ARX Neural Network
The elements of Θ(ξ(t), χ(t)) are unknown nonlinear function of ξ(t) and χ(t), which can be parameterized by neural-fuzzy networks and neural networks as in Refs. [19] , [22] . In this paper, a neural network is chosen which can deal with higher dimensional problems.
The improved quasi-ARX prediction model is expressed by the following equation after parameterizing Θ(ξ(t), χ(t)) with an MIMO neural network with switching mechanism:
where N(·, ·, ·) is a generalized 3-layer neural network with n input nodes, M sigmoid hidden nodes and n + 1 linear output nodes 1 . The 3-layer neural network can be expressed by:
where Ω = {W 1 , W 2 , B, θ} is the parameters set of the neural network, W 1 ∈ R M×N , W 2 ∈ R (N+1)×M are the weight matrices of the first and second layers, B ∈ R M×1 is the bias vector of hidden nodes, θ ∈ R (N+1)×1 is the bias vector of output nodes, and Γ is the diagonal nonlinear operator with identical sigmoid elements σ (for example: σ(x) = 1−e −x 1+e −x ). ξ(t) is the input variables of neural network which has been defined in the above section. χ(t) also has been defined and the expression will be described in the next part.
Then we can express the improved quasi-ARX neural network prediction model (11) in a form of:
Obviously, through introducing the switching function χ(t), the improved quasi-ARX neural network model is different from the conventional quasi-ARX model. When χ(t) = 1, it is a nonlinear prediction model which can insure the prediction accuracy. And when χ(t) = 0, it is a linear prediction model which can insure the control stability. Therefore, the improved quasi-ARX prediction model which is only one model achieves function of two or more models. 1 The number of input node is N = dim(ξ(t)) = n + m, the number of output node is equal to dim(Ψ(t)) = N + 1
The following assumption will be used in the next section to analyze the control system stability.
Assumption 2 (i) The linear parameter θ lies in a compact region B;
(ii) The nonlinear term
Model Parameter Identification
From (14) we can see that the model parameters can be divided into two classes: the linear part θ and the nonlinear part W 1 , W 2 , B. Different identification algorithms are used to estimate two parts.
The linear part parameter θ is updated as:
whereθ(t) is the estimate of θ at time instant t. And
where e 1 (t) is the linear part error and is defined as follows:
The nonlinear part parameters are adjusted by BP algorithm. The adjusted error of this part is defined by:
where W 1 (t), W 2 (t) and B(t) are the estimates of W 1 , W 2 and B at time instant t, respectively.
Switching Criterion Function
Define the switching criterion function as follows:
where N is an integer and c ≥ 0 is a predefined constant. Now, give the expression of switching law χ(t) based on the switching criterion function:
By comparing J 1 (t) and J 2 (t), decides when the nonlinear part is abandoned. If J 1 (t) > J 2 (t) the nonlinear part is added, else only use linear part to identify.
Controller Design and Its Stability
To control a given system, the controller design includes two steps: the first step for identifying the improved quasi-ARX prediction model; and the second step for deriving and implementing control law. We can obtained the identified improved quasi-ARX prediction model from above parts, expressed by: whereΘ(ξ(t), χ(t)) = [ŷ ξα0,t ...α n y −1,tβ0,t ...β n u +d−2 ] T , will be used for controller design. Consider a minimum variance control with the criterion function as follows:
where λ is weighting factor for the control input. The controller can be obtained by solving:
In the case where a conventional neural network is used as a prediction model, a controller can not be derived directly from an identified model because of the nonlinearities. However, the improved quasi-ARX neural network model is linear in the input variable u(t). Therefore, a controller is derived from the proposed model:
where the controller parametersα i,t andβ j,t come from the predictor. Figure 1 shows the adaptive switching controller based on the improved neural network prediction model for unknown nonlinear systems. We can see that the identified model and controller share their parameters α(t, ξ(t), χ(t)) and β(t, ξ(t), χ(t)). The switching law χ(t) firstly is calculated from input and output signals and model errors, then is used into the identified model and controller.
The proposed controller has three distinctive features:
(1) it is linear for the variables synthesized in control systems;
(2) its parameters have explicit meanings;
(3) it is only one controller which combines a switching algorithm.
Give the stability analysis of the proposed nonlinear control system as follows:
Theorem: For the system (1) with adaptive controller (24) , all the input and output signals in the closed-loop system are bounded. Moreover, the tracking error of the system can converge on zero when a properly neural network is determined.
Proof: Firstly, the model error e(t) is defined by:
Then subtracting θ 0 from both sides of (15), and gives:
whereθ(t) =θ(t) − θ 0 and ω(t) = y(t + d) − Ψ(t) Tθ (t).
Consider the following functional:
Then, noting that a(t)=0 or 1, and combined with (15) and (16), we can get as in Ref. [27] :
From 2ab ≤ κa 2 + b 2 /κ, ∀κ, the following inequality holds:
.
In view of Eq.(29), {V(t)} is a nonincreasing sequence bounded below by zero. Moreover, lim N→∞ N t=1 a(t) 2 (e 1 (t) 2 − 4Δ)
and lim N→∞ a(t) 2 (e 1 (t) 2 
Along with (iii) of Assumptions 1 similar to Ref. [21] , J 1 (t) is always bounded by (16) and (30). J 2 (t) has two cases: (i) J 2 (t) is bounded. so the model error e(t) is bounded and satisfies Eq.(31).
(ii) J 2 (t) is unbounded. Since J 1 (t) is bounded. So there exists a constant t 0 such that χ(t) = 0, ∀t > t 0 . The model also has bounded error e(t).
From above inequalities, the input and output of the closedloop switching control system are bounded. The linear control system is always bounded. If a proper nonlinear model is chosen and the accurate parameters is adjusted, the nonlinear control error e 2 (t) can converge on zero. It also exists a constant T 0 which satisfies χ(t) = 1, ∀t > T 0 . Therefore, the tracking error of model can converge on zero.
Control Simulations Example 1
Now consider a nonlinear SISO system:
The desired output in this example is a piecewise function:
where r(t) = 1.2 * sin(2πt/25). To identify the system, we use the following improved quasi-ARX neural network model:
In the nonlinear part, a neural network with one hidden layer and 20 hidden nodes is used and other parameters satisfy m = 4, n = 3, d = 1. The improved quasi-ARX model can be firstly trained off-line by the hierarchical training algorithm as in Ref. [15] . Figure 2 shows the performance when the adaptive controller (24) is used. The parameters of switching criterion function are chosen to be c = 1.2 and N = 3. In Fig. 2 (a) , the dot line is the desired output, the solid line denotes the proposed method control output y 1 (t) and dashed line shows the linear control output y 0 (t). Obviously, the control output with the proposed method is nearly consistent with the desired output at most of the time. The mean of linear control errors is -0.0364 and the variance is 0.2930. The mean of the proposed method control errors is 0.0035 and the variance is 0.0053. Therefore, our method is better than linear control. The Fig. 2 (b) gives the control input where solid line and dashed line denotes the proposed method control input u 1 (t) and linear control input u 2 (t), respectively. We can see that the input signals have small fluctuation. The errors are shown in Fig. 2 (c) . The switching sequence is presented which 1 is model with nonlinear part and 0 is model without nonlinear part in Fig. 2 (d) ). From the Fig. 2 (d) , even though the model with nonlinear part can often control very well, it degrades sometimes and the model only with linear part has to work until the nonlinear part can recover. Therefore, the linear part will work all the time, but the neural network part will work under the switching sequence.
Example 2
The system is a nonlinear one governed by where r(t) = sin(2πt/25). In the nonlinear part, a neural network with one hidden layer and 20 hidden nodes is used and other parameters satisfy m = 3, n = 2, d = 1. Figure 3 shows the performance when the adaptive controller (24) is used. The parameters of switching criterion function are chosen to be c = 1.5 and N = 3. Figure 3 gives the results of Example 2 whose marks are same with Example 1. From the Fig. 3 (a) , the linear control output signals have larger amplitude and far away from the desired output. However, the proposed control output is almost coincidence with the desired output. The similar conclusion also can be get from errors. The mean of linear control errors is −0.1011 and the variance is 0.0687. The mean of the proposed method control is −0.0090 and the variance is 0.0031. The Fig. 3 (d) shows that the switching mechanism is efficient.
Conclusion
In this paper, a new framework for adaptive control of nonlinear systems was established based on an improved quasi-ARX neural network in which a switching algorithm was introduced. Different from some relative works which employed more than two prediction models and made switching among so many corresponding controllers as in Refs. [21] , [25] , the proposed method is simpler and easier to control because of the compact and efficient structure of the control system. Simulations have been given to show the effectiveness of the proposed method both on stability and accuracy.
