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Abstract
Let {Z(n), n ≥ 1} be a critical Galton-Watson branching process with finite variance
for the offspring size of particles. Assuming that 0 < Z(n) ≤ ϕ(n), where either
ϕ(n) = an for some a > 0 or ϕ(n) = o(n) as n → ∞, we study the structure of
the process {Z(m, n), 0 ≤ m ≤ n} , where Z(m,n) is the number of particles in the
process at moment m ≤ n having a positive number of descendants at moment n.
Keywords: critical branching process, reduced processes, conditional limit theo-
rem;
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1 Introduction and main results
Let {Z(n), n ≥ 0} be a Galton-Watson branching process with Z(0) = 1 in which particles
produce children in accordance with probability generating function
f(s) = Esξ =
∞∑
k=0
fks
k
and let Z(m,n) be the number of particles in the process at moment m ≤ n having a positive
number of descendants at moment n. The process {Z(m,n), 0 ≤ m ≤ n} is called a reduced
process.
Reduced processes for ordinary Galton–Watson branching processes were introduced by Fleis-
chmann and Prehn [5], who discussed the subcritical case. The distance to the most recent
common ancestor (MRCA) for the supercritical Galton–Watson processes and for the critical
processes with possibly infinite variance of the offspring size has been investigated by Zubkov
[18]. Fleischmann and Siegmund-Schultze [6] proved a functional conditional limit theorem es-
tablishing, under the condition {Z(n) > 0} convergence of the reduced critical Galton–Watson
branching process to the Yule process. Different questions related to the problem of the dis-
tribution of the MRCA for the k particles selected at random among the Z(n) ≥ k particles
existing in the population at moment n were considered, for instance, in [1],[2],[4],[7]-[13].
However, all these papers do not consider the situation when the size of the population at
moment n is bounded from above. In the present paper, we study the structure of a critical
reduced process and investigate the asymptotic behavior of the number of its particles under
the condition that the size of the population is bounded and positive at the moment of obser-
vation. Note that the critical Galton-Watson process given its extinction moment is fixed was
investigated in [14] for the single-type case and in [17] for the multitype setting.
It is known (see, for instance, [3], Chapter I, Section 9 or [15], Chapter II, Section 5) that if
Eξ = 1, 2B := V arξ ∈ (0,∞) , (1.1)
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then
Q(n) := P (Z(n) > 0) ∼
1
Bn
as n→∞ (1.2)
and, for any y ≥ 0
lim
n→∞
P
(
Z(n)
Bn
≤ y|Z(n) > 0
)
= 1− e−y. (1.3)
In addition (see [6]), for any fixed t ∈ [0, 1) and all s ∈ [0, 1]
lim
n→∞
E
[
sZ(nt,n)|Z(n) > 0
]
= s
1− t
1− ts
. (1.4)
In this note we study the asymptotic properties of the reduced process when the condition
{Z(n) > 0} is replaced either by the assumption that {0 < Z(n) ≤ Bϕ(n)} for a function ϕ(n) =
o(n) as n→∞ or by the assumption that {0 < Z(n) ≤ aBn} for some a > 0 . Our main results
are contained in two theorems which we formulate below.
Theorem 1.1 If g.c.d.{k : fk > 0} = 1, condition (1.1) is valid, and ϕ(n)→∞ in such a way
that ϕ(n) = o(n), then for any x ∈ (0,∞)
lim
n→∞
E
[
sZ(n−xϕ(n),n)
∣∣0 < Z(n) ≤ Bϕ(n)] = sx1− e−(1−s)/x
1− s
.
Let
β(n) := max (0 ≤ m < n : Z(m,n) = 1)
be the birth moment of the MRCA of all particles existing in the population at moment n and
let d(n) := n− β(n) be the distance from the point of observation n to the birth moment of the
MRCA.
Corollary 1.2 Under the conditions of Theorem 1.1
lim
n→∞
P (d(n) ≤ xϕ(n)|0 < Z(n) ≤ Bϕ(n)) = x
(
1− e−1/x
)
.
To give a complete description of possible situations we present the following statement.
Theorem 1.3 If g.c.d.{k : fk > 0} = 1 and condition (1.1) is valid, then, for any fixed t ∈ [0, 1)
and any a > 0
lim
n→∞
E
[
sZ(nt,n)
∣∣0 < Z(n) ≤ aBn] = s 1− t
1− ts
1− e−(1−ts)a/(1−t)
1− e−a
.
Corollary 1.4 Under the conditions of Theorem 1.3
lim
n→∞
P (d(n) ≤ tn|0 < Z(n) ≤ aBn) = t
1− e−a/t
1− e−a
.
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2 Proof of Theorem 1.1
For convenience of references we recall Faa` di Bruno’s formula for the derivatives of composite
functions:
If ir ∈ N0 := N ∪ {0} , r = 1, 2, ..., k, Ik := i1 + · · · + ik and
D(k) := {(i1, ..., ik) : 1 · i1 + 2 · i2 + · · ·+ kik = k} ,
then
dk
dkz
[F (G(z))] =
∑
D(k)
k!
i1! · · · ik!
F (Ik)(G(z))
k∏
r=1
(
G(r)(z)
r!
)ir
.
We split the proof of Theorem 1.1 into several lemmas.
Let
f0(s) := s and fn+1(s) := f(fn(s)), n ≥ 0.
Below for arbitrary x > 0 we agree consider fxn(s) as f[xn](s). Besides, the symbol ∼ will be
usually used (if no otherwise is stated) for
n→∞
∼ .
Lemma 1 If condition (1.1) is valid then, for any fixed k ∈ N := {1, 2, ...} and any fixed
x ∈ (0,∞)
f (k)n (fxn(0)) ∼
k!x2 (Bxn)k−1
(x+ 1)k+1
as n→∞. (2.1)
Proof. In view of (1.2) we may rewrite (1.3) in terms of probability functions and Laplace
transforms as follows: for any λ > 0
lim
n→∞
E
[
e−λZ(n)/Bn|Z(n) > 0
]
= lim
n→∞
fn(e
−λ/Bn)− fn(0)
1− fn(0)
= lim
n→∞
Bn
(
fn(e
−λQ(n))− fn(0)
)
=
1
1 + λ
. (2.2)
Since
log fxn(0) ∼ −(1− fxn(0)) ∼ −1/Bxn as n→∞, (2.3)
we conclude that
lim
n→∞
Bn
(
fn(f
λ
xn(0)) − fn(0)
)
= lim
n→∞
Bn
(
fn
(
e−λ(1−fxn(0))
)
− fn(0)
)
=
x
x+ λ
.
Clearly, the prelimiting and limiting functions in the previous relations are analytical in the
complex semi-plane Re λ > 0. Therefore, the derivatives of any order of the prelimiting functions
converge to the respective derivatives of the limiting function for each λ with Re λ > 0. Thus,
lim
n→∞
Bn
dkfn(f
λ
xn(0))
dkλ
= (−1)k
k!x
(x+ λ)k+1
.
In particular,
Bn
dfn(f
λ
xn(0))
dλ
= Bnf ′n(f
λ
xn(0))f
λ
xn(0) log fxn(0) ∼ (−1)
1!x
(x+ λ)2
.
3
Hence, setting λ = 1 and taking into account (2.3) we conclude that
f ′n(fxn(0)) ∼
1!x2
(x+ 1)2
,
proving the lemma for k = 1. Assume that (2.1) is proved for all k < j. Since
dr
drλ
fλxn(0) = f
λ
xn(0) log
r fxn(0), r = 1, 2, . . . ,
using Faa` di Bruno’s formula and induction hypothesis we get
Bn
djfn(f
λ
xn(0))
djλ
= Bn
∑
D(j)
j!
i1! · · · ij!
f
(Ij)
n (f
λ
xn(0))
j∏
r=1
(
1
r!
dr
drλ
fλxn(0)
)ir
= Bn logj fxn(0)
∑
D(j)
j!
i1! · · · ij !
f
(Ij)
n (f
λ
xn(0))
j∏
r=1
(
1
r!
fλxn(0)
)ir
∼ (−1)j
Bn
(Bxn)j
f (j)n (f
λ
xn(0)) ∼ (−1)
j j!x
(x+ λ)j+1
.
Hence, setting λ = 1 we obtain
f (j)n (fxn(0)) ∼
j!x2 (Bxn)j−1
(x+ 1)j+1.
justifying the induction step.
Lemma 1 is proved.
Lemma 2 If condition (1.1) is valid, m = n − xϕ(n), where x ∈ (0,∞) and ϕ(n) = o(n) as
n→∞, then, for any fixed j ∈ N := {1, 2, ...}
f (j)m
(
fxϕ(n)(0)
)
∼
j! (Bxϕ(n))j+1
B2n2
as n→∞.
Proof. It is known (see, for instance [3], Chapter 1, Section 9, Corollary 1) that under
condition (1.1)
lim
n→∞
n2 [fn+1(0) − fn(0)] =
1
B
.
We consider for λ > 0 the function
fm(f
λ
xϕ(n)(0)) = fm(e
λ log fxϕ(n)(0))
and find r such that
1− fr+1(0) < 1− f
λ
xϕ(n)(0) ≤ 1− fr(0).
In view of (1.2) we know that
1− fλxϕ(n)(0) ∼ λ
(
1− fxϕ(n)(0)
)
∼
λ
Bxϕ(n)
.
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Hence we get
r ∼
xϕ(n)
λ
= o(n) as n→∞.
Then for n−m = xϕ(n)
lim
n→∞
n2
xϕ(n)
[fm(fr(0)) − fm(0)]
= lim
n→∞
1
xϕ(n)
r−1∑
k=0
n2 [fm(fk+1(0))− fm(fk(0))]
= lim
n→∞
1
xϕ(n)
r−1∑
k=0
n2
(m+ k)2
(m+ k)2 [fm+k+1(0)− fm+k(0)]
=
1
B
lim
n→∞
1
xϕ(n)
r−1∑
k=0
1 =
1
B
1
λ
.
Thus,
lim
n→∞
n2
xϕ(n)
[
fm(e
λ log fxϕ(n)(0))− fm(0)
]
=
1
B
1
λ
, λ > 0. (2.4)
According to the similar reason in the proof of Lemma 1, we have that for each k ≥ 1
lim
n→∞
Bn2
xϕ(n)
dk
dkλ
[
fm(e
λ log fxϕ(n)(0))
]
= (−1)k
k!
λk+1
. (2.5)
By Faa` di Bruno’s formula we have
dk
dkλ
[
fm(e
λ log fxϕ(n)(0))
]
=
∑
D(k)
k!
i1! · · · ik!
f (Ik)m (e
λ log fxϕ(n)(0))
k∏
r=1

(eλ log fxϕ(n)(0)
r!
)(r)
ir
=
∑
D(k)
k!
i1! · · · ik!
f (Ik)m (e
λ log fxϕ(n)(0))eλIk log fxϕ(n)(0)
k∏
r=1
(
log fxϕ(n)(0)
)
(r!)ir
rir
=
(
log fxϕ(n)(0)
)k ∑
D(k)
k!
i1! · · · ik!
f (Ik)m (e
λ log fxϕ(n)(0))eλIk log fxϕ(n)(0)
k∏
r=1
(
1
r!
)ir
.
Recalling (2.3) we get
Bn2
xϕ(n)
dk
dkλ
[
fm(e
λ log fxϕ(n)(0))
]
|λ=1
∼ (−1)k
∑
D(k)
k!
i1! · · · ik!
B2n2
f
(Ik)
m (fxϕ(n)(0))
(Bxϕ(n))k+1
k∏
r=1
(
1
r!
)ir
∼ (−1)k k!.
In particular,
Bn2
xϕ(n)
d
dλ
[
fm(e
λ log fxϕ(n)(0))
]
|λ=1 ∼ −
n2
(xϕ(n))2
f ′m(fxϕ(n)(0)) ∼ (−1) 1!
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giving
f ′m(fxϕ(n)(0)) ∼
(xϕ(n))2
n2
.
Now, by induction we prove that, for any k ≥ 1, as n→∞,
B2n2
(xBϕ(n))k+1
f (k)m
(
fxϕ(n)(0)
)
∼ k!.
This is true for k = 1 and if this is true for k < j then, in view of (2.5) and the induction
hypothesis
Bn2
xϕ(n)
dj
djλ
[
fm(e
λ log fxϕ(n)(0))
]
|λ=1
∼ (−1)j
∑
D(j)
j!
i1!i2! · · · ij !
B2n2
(Bxϕ(n))j+1
f
(Ij)
m (fxϕ(n)(0))
j∏
r=1
1
(r!)ir
∼ (−1)j
j!
j!0! · · · 0!
B2n2
(Bxϕ(n))j+1
f (j)m (fxϕ(n)(0))
= (−1)j
B2n2
(Bxϕ(n))j+1
f (j)m (fxϕ(n)(0)) ∼ (−1)
j j!.
Hence the lemma follows.
Let
H(n) := {0 < Z(n) ≤ Bϕ(n)} .
Lemma 3 If the conditions of Theorem 1.1 are valid and ϕ(n) = o(n) as n→∞, then
P (H(n)|Z(0) = 1) ∼
ϕ(n)
n2B
.
Proof. It is known [12] that if the conditions of Theorem 1.1 are valid and k, n→∞ in such
a way that the ratio k/n remains bounded then
lim
n→∞
n2B2
(
1 +
1
Bn
)k+1
P (Z(n) = k|Z(0) = 1) = 1. (2.6)
Therefore,
P (H(n)|Z(0) = 1) =
∑
1≤k≤Bϕ(n)
P (Z(n) = k|Z(0) = 1)
∼
1
n2B2
∑
1≤k≤Bϕ(n)
1 ∼
ϕ(n)
n2B
as desired.
The next lemma is crucial for the proof of Theorem 1.1.
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Lemma 4 Under the conditions of Theorem 1.1 for any x ∈ (0,∞) and any j ≥ 1
lim
n→∞
P (Z(n− xϕ(n), n) = j|H(n)) =
x
(j − 1)!
∫ 1/x
0
zj−1e−zdz.
Proof. Clearly, for any j ≥ 1
P (Z(m,n) = j) =
∞∑
k=j
P (Z(m) = k;Z(m,n) = j)
=
∞∑
k=j
P (Z(m) = k)Cjkf
k−j
n−m(0) (1− fn−m(0))
j
=
(1− fn−m(0))
j
j!
f (j)m (fn−m(0)). (2.7)
This representation, (1.2) and Lemma 2 give
P (Z(n− xϕ(n), n) = j) =
(
1− fxϕ(n)(0)
)j
j!
f
(j)
n−xϕ(n)
(
fxϕ(n)(0)
)
∼
1
j! (xBϕ(n))j
j! (xBϕ(n))j+1
B2n2
∼
xϕ(n)
Bn2
. (2.8)
Let now Z∗1 (m), . . . , Z
∗
j (m) be i.i.d. random variables distributed as {Z(m)|Z(m) > 0} , and let
η1, . . . , ηj be i.i.d. random variables having exponential distribution with parameter 1. It is not
difficult to understand, using (1.3) that
lim
n→∞
P (H(n)|Z(n− xϕ(n), n) = j)
= lim
n→∞
P
(
Z∗1 (xϕ(n)) + · · ·+ Z
∗
j (xϕ(n)) ≤ Bϕ(n)
)
= lim
n→∞
P
(
Z∗1 (xϕ(n))
Bxϕ(n)
+ · · ·+
Z∗j (xϕ(n))
Bxϕ(n)
≤
1
x
)
= P
(
η1 + · · ·+ ηj ≤
1
x
)
=
1
(j − 1)!
∫ 1/x
0
zj−1e−zdz. (2.9)
Combining this result with Lemma 3 and (2.8) we see that
P (Z(n− xϕ(n), n) = j|H(n))
=
P (Z(n− xϕ(n), n) = j)P (H(n)|Z(n− xϕ(n), n) = j)
P (H(n))
∼
xϕ(n)
Bn2
n2B
ϕ(n)
1
(j − 1)!
∫ 1/x
0
zj−1e−zdz =
x
(j − 1)!
∫ 1/x
0
zj−1e−zdz.
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Proof of Theorem 1.1. By the dominated convergence theorem we have
lim
n→∞
E
[
sZ(n−xϕ(n),n)|H(n)
]
=
∞∑
j=1
lim
n→∞
P (Z(n− xϕ(n), n) = j|H(n))sj
=
∞∑
j=1
x
(j − 1)!
∫ 1/x
0
sjzj−1e−zdz
= xs
∫ 1/x
0
e(s−1)zdz =
xs
1− s
(
1− e−(1−s)/x
)
.
Theorem 1.1 is proved.
Proof of Corollary 1.2. Since
P (d(n) ≤ xϕ(n)|H(n)) = P (Z(n− xϕ(n), n) = 1|H(n)) ,
the desired statement follows from Lemma 4 with j = 1.
3 Proof of Theorem 1.3
Similarly to (2.9) we have
lim
n→∞
P (0 < Z(n) ≤ aBn|Z(nt, n) = j)
= lim
n→∞
P
(
Z∗1 (n(1− t)) + · · · + Z
∗
j (n(1− t)) ≤ aBn
)
= lim
n→∞
P
(
Z∗1 (n(1− t))
Bn(1− t)
+ · · ·+
Z∗j (n(1− t))
Bn(1− t)
≤
a
1− t
)
= P
(
η1 + · · ·+ ηj ≤
a
1− t
)
=
1
(j − 1)!
∫ a/(1−t)
0
zj−1e−zdz. (3.1)
Besides,
lim
n→∞
P (Z(n) ≤ aBn|Z(n) > 0) = 1− e−a
and, by (2.7), (1.2) and Lemma 1
P (Z(nt, n) = j) =
(
1− fn(1−t)(0)
)j
j!
f
(j)
nt (fn(1−t)(0))
∼
(
1
Bn (1− t)
)j 1
j!
j!
(
1−t
t
)2
(Bn (1− t))j−1(
1−t
t + 1
)j+1
∼
1− t
Bn
tj−1.
Therefore,
lim
n→∞
P (Z(nt, n) = j|0 < Z(n) ≤ aBn)
= lim
n→∞
P (0 < Z(n) ≤ aBn|Z(nt, n) = j)P (Z(nt, n) = j)
P (Z(n) ≤ aBn|Z(n) > 0)P (Z(n) > 0)
=
1− t
1− e−a
1
(j − 1)!
∫ a/(1−t)
0
(tz)j−1 e−zdz. (3.2)
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As a result we get
lim
n→∞
E
[
sZ(nt,n)|0 < Z(n) ≤ aBn
]
=
(1− t)s
1− e−a
∞∑
j=1
∫ a/(1−t)
0
(stz)j−1
(j − 1)!
e−zdz
=
(1− t)s
1− e−a
∫ a/(1−t)
0
e(st−1)zdz
=
(1− t)s
(1− e−a)(1− ts)
(
1− e−(1−ts)a/(1−t)
)
.
Theorem 1.3 is proved.
Proof of Corollary 1.4. Since
P (d(n) ≤ tn|0 < Z(n) ≤ aBn) = P (Z(n(1− t), n) = 1|0 < Z(n) ≤ aBn) ,
the desired statement follows from (3.2) with j = 1 and 1− t for t.
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