We consider two natural generalizations of the Asymmetric Traveling Salesman problem: the k-Stroll and the k-Tour problems. The input to the k-Stroll problem is a directed n-vertex graph with nonnegative edge lengths, an integer k, as well as two special vertices s and t. The goal is to find a minimum-length s-t walk, containing at least k distinct vertices (including the endpoints s, t). The k-Tour problem can be viewed as a special case of k-Stroll, where s = t. That is, the walk is required to be a tour, containing some pre-specified vertex s. When k = n, the k-Stroll problem becomes equivalent to Asymmetric Traveling Salesman Path, and k-Tour to Asymmetric Traveling Salesman.
Chekuri, Korula and Pál [9] and Nagarajan and Ravi [18] have later independently shown polynomial-time algorithms achieving O(log 3 k) and O(log 2 n · log k) approximation, respectively. Using the recent result of [1] for ATSP, the latter approximation factor improves to O(log 2 n·log k/ log log n). We show a simple O(log 2 n/ log log n)-approximation algorithm for the problem.
Related Work There is a large body of research on ATSP and its variants. Here we only mention the results most closely related to the problems we study. The Orienteering problem is defined as follows: given an edge-weighted graph, two vertices s and t, as well as a budget B, find an s-t walk of length at most B, maximizing the number of distinct vertices visited. The problem is closely related to the k-Stroll problem, and this relationship has been made formal by Blum et al. [4] , who showed that an α-approximation algorithm for k-Stroll gives an O(α)-approximation for Orienteering, in both the directed and the undirected settings. This result was later generalized by Chekuri, Korula and Pál [9] and Nagarajan and Ravi [18] , who proved that an (α, β)-bicriteria approximation for k-Stroll implies an O(αβ)-approximation for Orienteering, in both directed and undirected graphs. Chekuri and Pál [7] showed that for any fixed integer h, the directed Orienteering problem has an O(log OPT/ log h)-approximation algorithm, whose running time is (n log B) O(h log n) . In particular, they obtain O(log OPT)-approximation in quasipolynomial time, and sublogarithmic approximation in subexponential time. Chekuri, Korula and Pál [9] and Nagarajan and Ravi [18] have later independently obtained a polynomial-time O(log 2 OPT) approximation algorithm for directed Orienteering. The results of [7] also hold for generalizations of the directed Orienteering problem: directed Submodular Orienteering, where instead of maximizing the number of distinct vertices contained in the tour, the goal is to maximize the value of some given submodular function over the set of vertices the tour visits, and directed Submodular Orienteering with time windows, where each vertex is associated with a time window, and a vertex is covered by the tour only if it is visited during its time window. The undirected version of the Orienteering problem has also been studied extensively. The first constant factor approximation algorithm, due to Blum et al. [4] , achieved a factor 4 approximation, and was later improved by Bansal et al. [2] to factor 3. The best currently known approximation algorithm, due to Chekuri, Korula and Pál [9] , gives a factor (2 + ) approximation. On the negative side, the basic Orienteering problem is known to be APX-hard for both directed and undirected graphs [4] . Chekuri and Pál [7] have shown that an α-approximation for undirected Submodular Orienteering implies an O(α log k)-approximation for the Group Steiner tree problem, and therefore undirected Submodular Orienteering is hard to approximate to within factor (log 1− n) unless NP ⊆ ZTIME(n poly log(n) ) [14] .
Problem Definitions, Our Results and Techniques
The input to the k-Stroll problem is a complete directed n-vertex graph G = (V , E) with lengths c e ≥ 0 on edges, satisfying the triangle inequality. Additionally, we are given two special vertices s and t and an integer k. The goal is to find an s-t walk 3 of minimum length that visits at least k distinct vertices.
The input to the k-Tour problem is a complete directed n-vertex graph G = (V , E) with edge lengths c e ≥ 0, satisfying the triangle inequality, an integer k and a root vertex r. The objective is to find a minimum-length tour T , containing at least k distinct vertices, including r. Let β denote the best approximation factor efficiently achievable for the k-Tour problem. Our result for the k-Stroll problem is summarized in the following theorem:
The algorithm is somewhat similar to the quasipolynomial-time algorithm of Chekuri and Pál [7] for the Orienteering problem, in the following sense: the algorithm also guesses the middle point v of the walk, partitioning the problem into two subproblems, and then solves the two subproblems separately. This is done by means of dynamic programming, and the main challenge is to keep the size of the dynamic-programming table polynomial in n. To demonstrate this difficulty, consider the top-most level of the recursion, and let v be the guessed vertex that appears in the middle of the tour. Our algorithm partitions all the vertices into three subsets L v , R v , and C v , with the following properties: All vertices of L v that are covered by the optimal walk, must appear before v on it, and similarly all vertices of R v belonging to the optimal walk appear after v on it. The vertices of C v may appear either before or after v, and we can solve the problem induced by these vertices using the algorithm for the k-Tour problem. The main challenge is that when we continue to recursively solve the problem induced by, say, L v , we need to ensure that the vertices of R v are not used in its solution, so we do not over-count the vertices we cover. Therefore, for each subproblem that we solve, we need to find a way to concisely represent the vertices that have been removed in previous recursive levels. Equivalently, we need to keep the number of entries in the dynamic-programming table polynomial in the input size, while ensuring that we do not over-count vertices that the solution visits.
We now turn to the k-Tour problem. Let β H K be the best approximation factor achievable for the ATSP problem, via LP rounding of the Held-Karp LP relaxation [15] (see Sect. 3.1 for formal definitions). From the work of Asadpour et al. [1] , β H K ≤ O(log n/ log log n). We obtain the following result for the k-Tour problem.
Theorem 2
There is an efficient O(log n) · β H K approximation algorithm for the k-Tour problem. In particular, the problem is approximable to within factor O(log 2 n/ log log n).
From the work of Chekuri, Korula and Pál [9] , and from Theorem 2, the approximation factor β for the k-Tour problem is therefore bounded by min(O(log 2 n/ log log n), O(log 3 k)). Therefore, we establish the following result for the k-Stroll problem:
Our algorithm for the k-Tour problem is simple, and it is very similar to the O(log 2 n)-approximation algorithm of Nagarajan and Ravi [18] for the minimum ratio ATSP problem. Nagarajan and Ravi then use this algorithm as a subroutine to obtain an O(log 2 n · log k)-approximation for k-Tour. We bypass this step by solving the k-Tour problem directly, and this allows us to save an O(log k) factor in the approximation ratio. We note that following the work of Asadpour et al. [1] , the approximation factors in [18] improve to O(log 2 n/ log log n) for minimum ratio ATSP, and to O(log 2 n · log k/ log log n) for the k-Tour problem. Our algorithm starts by solving a linear-programming relaxation of the k-Tour problem, which can be seen as an extension of the Held Organization Section 2 is devoted to the polylogarithmic approximation algorithm for the k-Stroll problem, and the algorithm for the k-Tour problem appears in Sect. 3.
Approximation Algorithm for the k-Stroll Problem

Preliminaries
We assume that we are given a complete directed n-vertex graph G = (V , E) with nonnegative lengths c e on edges, satisfying the triangle inequality. Additionally, we are given two special vertices s and t, called the source and the sink, and an integer k. The goal is to find an s-t walk of minimum length, visiting at least k distinct vertices. For any instance I of the problem, we denote by OPT(I) the cost of the optimal solution for this instance, and when the instance is clear from context, we use the short-hand OPT. For each pair u, v of vertices, we denote by d(u, v) the length of the shortest path connecting u to v in G.
Let α denote the desired approximation factor. We assume throughout the algorithm that we know the value L * of the optimal solution. This can be assumed, w.l.o.g., using standard techniques: we can perform a binary search on the value L * , and run our approximation algorithm for each such guessed value L. If the algorithm produces a solution whose cost is bounded by αL, then L * ≤ L, and otherwise L * > L, so we can adjust our guessed value L accordingly. Therefore, from now on we assume that we have a value L * ≥ OPT, and our goal is to produce a solution of cost at most αL * . Our first step is to make the edge lengths polynomially bounded. The proof of the next claim uses standard techniques.
Claim 4
We can assume, at the cost of losing a constant factor in the approximation ratio, that all edge lengths c e are integers in {0, . . . , N}, where N = poly(n).
Proof Let I denote the input problem instance. We can assume, w.l.o.g., that L * /n 4 = 1, by scaling all edge weights appropriately. Let I be a new instance, defined on graph G, where for each edge e = (u, v), the new edge length c e is the length of the shortest path connecting u to v in I. The two instances I, I are equivalent, in the sense that any solution of cost C in I gives a solution of cost at most C in I , and vice versa. Let P be the optimal solution in I . Then P visits every vertex at most once, and its length is L * . We now build a new instance I , defined on graph G , as follows. First, remove from G all edges e with c e > L * , and round the lengths of all remaining edges up to the next integer. To obtain our final instance I , let G be the complete graph on the set V of vertices. For each pair (u, v) of vertices, set the length of the edge (u, v) to be the length of the shortest path connecting u to v, with respect to the new values of the edge lengths. If no such path exists, the edge length is set to N = n 5 . Consider the path P in instance I . It is easy to see that the length of P is at most 2L * , since for each edge e ∈ P with c e ≥ 1, the length increased by at most a factor 2, and all edges e ∈ P with c e ≤ 1 can in total contribute at most n ≤ L * to the length of P . Therefore, OPT(I ) ≤ 2L * . Moreover, any solution of cost C < n 5 to I gives a solution of cost at most C to I , and hence to I. Therefore, an α-approximate solution for I (where α = o(n)) is a 2α-approximation for I.
The above claim states that the transformation may increase the approximation ratio by a constant factor-a factor two in the proof-however, essentially the same argument can be used to obtain a guarantee of 1 + O(1/n) instead of 2. For the sake of clarity, we do not claim the stronger result, especially since the improved factor would not yield better approximation ratios for our algorithms.
We use the following notation in describing the algorithm. For a vertex v ∈ V and a parameter D,
is the set of all vertices that may appear on a path of length D connecting x to y.
For technical reasons that will be apparent later, we need to ensure that B(s, L * ) = {s} and B(t, L * ) = {t}. We can do so, w.l.o.g., by adding a new source vertex s and a new sink vertex t , and setting the lengths of edges (s , s) and (t, t ) to 0, and the lengths of all other edges incident to s and t to n 2 · L * . (Recall that the graph is required to be complete.) In order to maintain the correct number of vertices visited, we increase k by two. This transformation does not affect the solution cost or the approximation factor. So from now on we assume that in the input instance I, B(s, L * ) = {s} and B(t, L * ) = {t}.
Throughout the algorithm, we will be solving instances of the k-Tour problem on subgraphs of G. Let Alg k-tour be a β-approximation algorithm for the k-Tour problem. An instance I (V , r, k ) of the k-Tour problem, where V ⊆ V , r ∈ V , k ∈ Z + , is an instance defined on the subgraph of G induced by V ∪ {r}, with the root vertex r, and the parameter k denoting the number of vertices (counting r itself) that need to be covered. We denote by Alg k-tour (V , r, k ) the output of Alg k-tour on instance I (V , r, k ).
Algorithm Overview
Let θ = 3/2 and α(k ) = 9 log θ k + 3, for k > 1. Our final approximation factor is
We solve the problem using dynamic programming. Each entry of the dynamicprogramming table is parametrized by T (x, y, k , D, 1 , 2 ), where x, y ∈ V , k is an integer, 1 ≤ k ≤ k, and D, 1 , 2 are integers between 0 and L * . Let
The number of vertices to be covered by the stroll is k , counting the endpoints of the stroll which are x and y.
We say that entry 
in which case we say that T is good, or the value of T is undefined, and we say that it is bad. The latter will only happen if T is infeasible.
Computing the Entries of the Dynamic-Programming Table
Let T = T (x, y, k , D, 1 , 2 ) be a feasible entry of the dynamic-programming table that needs to be processed. Recall that 1 , 2 ≥ D, and we can assume that the cost of the optimal solution for instance π = π(x, y, k , D, 1 , 2 ) is bounded by D. For simplicity, we denote V = V (x, y, D, 1 , 2 ). We say that the problem instance π is easy iff one of the following happens-in fact, these are the base cases of the dynamic programming.
. neither of the above holds, and there are two integers k 1 , k 2 , with k 1 +k 2 ≥ k , such that the tours
have total length at most 3β( 1 + 2 ) + 2βD. In other words, we can find two tours: T 1 rooted at x inside the subgraph induced by B(x, 3 1 ) ∩ V , and T 2 rooted at y inside the subgraph induced by B(y, 3 2 ) ∩ V , that together cover k vertices (we show below that the two tours are disjoint), and their total length is at most 3β( 1 + 2 ) + 2βD.
Notice that we can check if π is easy in polynomial time. 
Finally, if none of the above happens, the sets B(x, 3 1 ) and B(y, 3 2 ) are completely disjoint. So if the third condition holds, the two tours T 1 ,T 2 are completely disjoint, covering together k distinct vertices. We can connect them to each other by adding the edge (x, y), obtaining a solution of cost at most 3β
From now on we assume that the instance π is not easy. We also assume that for
Our high-level idea is to subdivide π into two subinstances, and then look the corresponding values up in the dynamic-programming table. Let P denote the optimal solution for π . Roughly speaking, we would like to find a pivot vertex v ∈ {s, t} that lies "in the middle" of P, with roughly half the vertices appearing before and after v on P, and then obtain two subproblems: one that appears "to the left" and one that appears "to the right" of v on P. Let v be the guessed "middle" vertex, and let D L , D R be the guessed values of the lengths of the segments of P before and after it visits v (since we have a complete graph, v is visited at most once). We require that
We now define the following three sets of vertices:
. Therefore, if u ∈ P, then it has to appear before v on P.
. Therefore, if u ∈ P, then u has to appear after v on P.
Clearly, the three sets C v , L v and R v are completely disjoint. It is easy to see that we can transform P into another x-y walk P , that visits the same vertices as P, and it consists of three segments: the first segment connects 
Definition 1
We say that v is an admissible pivot iff v ∈ B(x, 2 1 ) and v ∈ B(y, 2 2 ). y, D) . Therefore, the only possibility for u ∈ V is that u ∈ B(y, 2 ).
Then we have that d(y, u) ≤
we get that v ∈ B(y, 2 2 ), a contradiction for v being an admissible pivot.
We now proceed as follows. First, we define the notion of good admissible pivots. Intuitively, an admissible pivot is good iff it lies "in the middle" of the optimal solution. More precisely, we use the following definition. 2 ) are good entries, and the length of the tour Alg k-tour (C v , v, k C ) is at most 3βD.
Definition 2 An admissible pivot v is good iff there are integers
Observe that we can check whether a pivot v is good and admissible in polynomial time. The next claim shows that if a good admissible pivot exists, then we can find the required solution to the instance π . After that we show how to handle the case where no admissible pivot exists.
Claim 7 If there is a good admissible pivot, then we can find a solution to π of cost at most
Since the sets L v , C v and R v are completely disjoint, the three paths are also completely disjoint, except for the vertex v, that appears on each one of them. (Notice that since v is admissible, x, y ∈ C v .) So altogether these paths cover k L + k R + k C − 2 = k distinct vertices of V ∪ {x, y}. Let P be the path obtained by concatenating P L , P C and P R . It now only remains to bound the length of P. The lengths of P L and P R are bounded by 3β( 1 + D) + β(9 log θ k L + 3)D L and 3β(D + 2 ) + β(9 log θ k R + 3)D R , respectively. Since k L , k R ≤ 2k /3 and θ = 3/2, log θ k L ≤ log θ k − 1 and log θ k R ≤ log θ k − 1. Therefore, the total solution cost is bounded by
It now only remains to take care of the case where no good admissible pivots exist. In this case, we show that we can decompose the problem into two subproblems, one of which is easy, while the other is "small," in the sense that the number of vertices that we need to cover in the second subproblem is significantly smaller than k . This is done in the following claim.
Claim 8 If T is a feasible entry, π is not easy, and no good admissible pivot exists, then there is an admissible
(nongood) pivot v, integers k L , k R , k C , D L , D R , with k L + k R + k C = k + 2, D L + D R = D, such
that the length of the tour Alg k-tour (C v , v, k C ) is at most 3βD, and the entries
T (x, v, k L , D L , 1 , D) and T (v, y, k R , D R , D, 2 ) are good. Moreover, either k R ≤ 2k /3, and problem π(x, v, k L , D L , 1 , D) is easy, or k L ≤ 2k /3
, and problem π(v, y, k R , D R , D, 2 ) is easy. In either case, we can find a solution to π of cost at most
Proof For simplicity, we call vertices of V that belong to B(x, 2 1 ) "red," and vertices of V that belong to B(y, 2 2 ) "blue." Consider the optimal solution P to the problem π . First, it is easy to see that all red vertices appear before all blue vertices on P: otherwise, if some blue vertex b appears before some red vertex r on P, 2 , so π is an easy problem (case 2). Similarly, no vertex can be blue and red simultaneously.
Let r be the last red vertex and b the first blue vertex on path P. Observe that all vertices lying before r on P belong to B(x, 3 1 ), and all vertices appearing after b on P belong to B(y, 3 2 ), since 1 , 2 ≥ D. Thus, if no vertex lies between r and b on P, there are two integers k 1 and k 2 , k 1 + k 2 = k , such that the two instances I (B(x, 3 1 ) ∩ V , x, k 1 ) and I (B(y, 3 2 ) ∩ V , y, k 2 ) of the k-Tour problem have solutions of total cost at most 3( 1 + 2 ) + 2D, so problem π is easy (case 3).
Let Q be the set of all vertices lying between r and b on P. Then all vertices in Q are admissible pivots. Let P 1 be the portion of P lying between x and r, and let P 2 be the portion of P lying between b and y. If both P 1 and P 2 contain fewer than 2k /3 distinct vertices, then one of the pivots in Q must be good. Since we have assumed that there are no good admissible pivots, either P 1 or P 2 contains more than 2k /3 vertices. For simplicity, assume the former; the other case is symmetric. Let v be the vertex appearing on P right after r. We choose v as the pivot. Observe that v is an admissible pivot. Consider the corresponding sets L v , C v and R v . As before, we can replace P by a path P that consists of three segments. 
Observe that only vertices that appear after v on P belong to R v , so k R ≤ 2k /3. Finally, we need to show that problem It now only remains to bound the solution cost. We assume again, w.l.o.g., that the first case happens, that is, k R ≤ 2k /3, and problem (C v , v, k C ) be the tour of cost at most 3βD, and recall that the entry T (v, y, k R , D R , D, 2 ) is good, so it contains a path, denoted by T R , of length at most 3β(D + 2 ) + β(9 log θ k R + 3)D R .
Then the total cost is bounded by
We now summarize our algorithm for computing entry T (x, y, k , D, 1 , 2 ):
is easy, return the solution of cost at most
• Otherwise, if there is a good admissible pivot v, return the solution of cost at most 3β
is easy: return a solution of cost at most 3β( 1 + 2 ) + β · α(k ) · D, guaranteed by Claim 8.
• Otherwise, the entry T (x, y, k , D, 1 , 2 ) is undefined.
From the above discussion, if T (x, y, k , D, 1 , 2 ) is feasible, and all entries T (x , y , k , D , 1 , 2 ) for k < k have been computed correctly, the algorithm finds a solution to the k-Stroll instance π (x, y, k , D, 1 , 2 ) of cost at most 3β
Approximation Algorithm for the k-Tour Problem
Preliminaries and Notation
We assume that we are given a directed graph G = (V , E) with nonnegative lengths c e for all edges e ∈ E. For each vertex v ∈ V , we denote by δ − (v) and δ + (v) the sets of the incoming and the outgoing edges of v, respectively. Similarly, for a subset U ⊆ V of vertices,
is the length of the shortest path from u to v in G, where the length of each edge e is c e .
Held-Karp LP We will use the famous Held-Karp LP relaxation for the ATSP problem [15] , defined as follows:
(LP-HK) minimize e∈E c e x e s.t.
For each edge e ∈ E, the LP relaxation contains an indicator variable x e for including e in the solution. The objective is to minimize the total length of edges in the solution. An integral solution to LP-HK induces a subgraph of G, and the set (1) of constraints ensures that the in-degree of every vertex equals its out-degree, while the set (2) of constraints requires each subset U ⊂ V of vertices to have at least one edge leaving the set in this subgraph. Although (LP-HK) has an exponential number of constraints, it can be solved in polynomial time, either by the Ellipsoid algorithm with a separation oracle, or by writing an equivalent LP relaxation with a polynomial number of variables and constraints.
Let β H K denote the best approximation factor achievable by any LP-rounding algorithm based on (LP-HK). More precisely, β H K is the smallest approximation factor, for which there is an efficient algorithm A, that for any instance I of the ATSP problem, produces a solution whose cost is at most β H K · OPT H K (I), where OPT H K (I) is the value of the optimal solution of (LP-HK) for I. From the recent result of Asadpour et al. [1] , β H K ≤ O(log n/ log log n). The goal of this section is to show an O(log n)β H K -approximation algorithm for the k-Tour problem. Let α = O(log n)β H K denote the desired approximation factor.
LP Relaxation for k-Tour
Throughout the algorithm, we assume that we know the value L * of the optimal solution to the k-Tour problem. This is done using standard techniques, explained earlier in the paper. We now perform the following simple transformation to our input graph G: first, we discard all vertices v, for which
Next, we discard all edges e with c e > L * . Since the discarded edges and vertices do not participate in the optimal tour, the value of the optimal tour in the new graph does not change. For simplicity, we will use G to denote the new graph. Clearly, a tour of length αL * in the new graph translates to a tour of the same length in the old graph. We are now ready to define the linear-programming relaxation, extending (LP-HK) to the k-Tour problem. In addition to variables x e for all e ∈ E, the LP relaxation contains, for each vertex v ∈ V , a variable z v , indicating whether v belongs to the tour.
(LP-k-Tour) minimize e∈E c e x e s.t.
The set (3) of constraints is identical to constraints (1) of (LP-HK). The second set of constraints, (4), corresponds to constraints (2) of (LP-HK), and it requires that whenever a vertex v belongs to the solution, every cut U containing v but not r, has an edge e ∈ δ + (U ) in the solution. The next three constraints (5)- (7) ensure that each vertex is covered at most once, the root vertex r belongs to the solution, and the total number of vertices covered is k, respectively.
The LP relaxation has exponentially many constraints, but similarly to (LP-HK), it can be solved efficiently. Let OPT LP denote the optimal solution value of (LP-kTour). Notice that we can assume that OPT LP ≤ L * , the guessed value of the optimal solution cost.
LP Rounding
We start with initial rounding of the LP solution.
Lemma 9
We can efficiently find a feasible solution (x , z ) to (LP-k-Tour) of cost at most 4 · OPT LP , such that all nonzero values z v belong to the set {1/2 i | 0 ≤ i ≤ 3 log n }.
Proof Let (x, z) be the optimal feasible solution to (LP-k-Tour), whose cost is OPT LP . We transform it to solution (x , z ) as follows: for each edge e ∈ E, set
It is immediately seen that the cost of the new solution (x , z ) is bounded by 4OPT LP . We now only need to verify that it is a feasible solution. First, since all values x e were multiplied by the same factor, constraints (3) continue to hold. It is also easy to see that for each vertex v, z v ≤ 1, and z r = 1, and therefore constraints (5) and (6) still hold. Consider now constraint (4) for some v ∈ V , U ⊆ V \ {r} with v ∈ U . The value of z v has increased by at most a factor 4, while the values x e for all e ∈ δ + (U ) have increased by a factor 4. Therefore, the constraint continues to hold.
Finally, it remains to show that v∈V z v ≥ k. Let Z 0 contain the set of vertices v, for which z v ≤ 1/2 3 log n ≤ 1 n 3 . These are the only vertices whose LP values have decreased. The total value v∈Z 0 z v ≤ 1/n 2 . Let Z 1 denote the set of vertices v for which z v = 1. If |Z 1 | ≥ k, then clearly constraint (7) holds. Otherwise, v ∈Z 1 z v ≥ 1 must hold in the original solution, and therefore v (7) continues to hold. The reader familiar with [18] may notice that this theorem is implicit in their argument, however, we provide a proof for the sake of completeness. The main difference, though, between the two approaches is that we invoke this theorem to solve a collection of minimum-ratio ATSP instances-as opposed to one-simultaneously. Therefore, we manage to charge the total cost to a single LP relaxation, rather than to O(log n) times the LP value as in [18] .
Before proving the above theorem, we show that Theorem 2 follows from it. We first show that for each i : 0 ≤ i ≤ 3 log n , there is a path T 
Proof of Theorem 10
Fix an index i : 0 ≤ i ≤ 3 log n , and let T = B i ∪ {r}. We refer to vertices of T as terminals. Let H be the complete graph on the set T of vertices, where the length c e of each edge e = (u, v) is the length of the shortest path from u to v in G. It is enough to show that (LP-HK) has a feasible solution of cost at most 2 i+5 · L * on the instance of ATSP defined by H . Consider the current solution (x , z ) to (LP-k-Tour). Our first step is to transform it as follows: for each e ∈ E, we set x e = x e · 2 i ; for each v ∈ T , we set z v = 1, and for all other vertices, we set z v = 0. It is easy to see that (x , z ) remains a feasible solution of (LP-k-Tour), with the parameter k i replacing k. The cost of the solution increases by factor 2 i , and is therefore bounded by 2 i+2 · OPT LP . In order to turn it into a feasible solution for (LP-HK) on graph H , we need remove the nonterminal vertices, while preserving the feasibility of the solution. We will do so using the standard edge splitting operation, that preserves the local connectivity of the graph. We now proceed in two steps. In the first step, we transform the values x e to become (1/n 2 )-integral. This will allow us, in the second step, to eliminate the nonterminal vertices, while preserving the feasibility of the solution, using the standard edge splitting techniques.
Step 1 In this step we replace the values x e by 1/n 2 -integral values x e for e ∈ E, such that (x e , z ) remains a feasible solution for (LP-k-Tour). Let E 0 be the set of edges e with x e = 0, and let E = E \ E 0 . Recall that for each e ∈ E , c e ≤ L * . A function f : E → R is called a circulation iff for each v ∈ V , e∈δ − (v) f (e) = e∈δ + (v) f (e). We will use Hoffman's circulation theorem [19, Theorem 11.2 
]:
Theorem 11 Given lower and upper capacities, , u : E → R, there exists a circulation f satisfying (e) ≤ f (e) ≤ u(e) for all e ∈ E, iff:
• (e) ≤ u(e) for all e ∈ E, and • For all U ⊂ V , e∈δ − (U ) (e) ≤ e∈δ + (U ) u(e).
Furthermore, if and u are integer-valued, f can be chosen to be integer-valued.
We set the edge capacities as follows: for e ∈ E , set e = 2n 2 x e and u e = 2n 2 x e . It is easy to see that the conditions of Theorem 11 hold, since for all U ⊂ V , e∈δ − (U ) x e = e∈δ + (U ) x e , by Constraint (3) of (LP-k-Tour). Let f be the resulting integral circulation. We now set, for each e ∈ E , x e = f (e)/n 2 , and x e = 0 otherwise. Observe that x e ≤ 2(x e + 1/2n 2 ), and so e∈E c e x e ≤ 2 e∈E c e x e + max e {c e } ≤ 2 i+5 · L * . It is also easy to see that if, for some U ⊂ V , e∈δ + (U ) x e ≥ 1, then e∈δ + (U ) x e ≥ 1 as well. Therefore, (x, z) is a feasible solution for (LP-k-Tour) with parameter k i . Moreover, the values x e are 1/n 2 -integral.
Step 2 In this step we produce a feasible solution for (LP-HK) on the ATSP instance defined by H . We start with the graph G, and for each e ∈ E, we build n 2 · x e copies of e. Let G be the resulting multigraph. Since (x, z) is a feasible solution for (LP-kTour), each pair v, v ∈ T of terminals can send 1 flow unit from v to v in G, where the capacity of each edge e is set to be x e . Therefore, each pair (v, v ) ∈ T has n 2 edge disjoint paths connecting v to v in G .
Let We denote by D a,b the resulting graph. The next theorem is the extension of Mader's theorem [17] to directed graphs, due to Frank [11] and Jackson [16] . Following is a simplified version of Theorem 3 from [16] : We can now apply Theorem 12 to graph G , until all nonterminals become isolated vertices. For every pair (u, v) ∈ T , if the final graph G contains γ e copies of edge e = (u, v), then we setx e = γ e /n 2 . It is easy to see thatx defines a feasible solution to (LP-HK) on graph H , since every pair (u, v) ∈ T of terminals can still send one flow unit to each other in H , when edge capacities are set tox e . Due to the triangle inequality, the splitting-off procedure does not increase the solution cost, which remains bounded by 2 i+5 · L * .
