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Information asymmetry is the main cause of uncertainty in security exchanges all over the world. 
There are “informed investors” and “uninformed investors” with the latter having imperfect 
information. Due to this uncertainty, investors have been trying to come up with ways of 
predicting stock prices and to find the right stocks and perfect timing for when to buy or sell.  
 
The primary target of this research is to construct a model that will forecast the short term stock 
prices for five selected companies listed in the Nairobi Securities Exchange divided into those 
that are highly traded, highly capitalized and highly volatile. Secondary datasets of returns on 
Kenyan stock market prices were retrieved from online sources such as the Nairobi Securities 
Exchange website and the Valuraha platform. The model employed in this paper took the form of 
an autoregressive integrated moving average (ARIMA). Results obtained revealed an impressive 
performance of the ARIMA model in stock price prediction especially when it came to the 
highly traded and highly capitalized stocks. 
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1.1. Background of the study 
A share is a unit of ownership that entitles the holder to a proportion of a company’s capital. The 
shareholder is exposed to opportunities when it comes to claiming profits or loses the company 
has made. Shares can be categorized as either equity or preference shares. Equity shareholders 
get to earn voting rights in the company’s decisions making in addition to sharing the profits and 
losses. On the other hand, preference shareholders have no voting rights and they earn fixed 
dividends. 
When a firm goes public, it issues shares for the first time in a primary market. A primary market 
is where firms float new bonds and stocks to the public for the first time. At this point in time, 
the company issues an initial public offering (IPO). An initial public offering involves the first 
sale of a company’s stock to outside investors, after which the stock is traded in secondary 
markets, as explained by Ehrhardt & Brigham (2005). An IPO consists of four groups; the 
issuing firm, the investment bank, the initial buyers and the larger set of investors in the 
secondary markets, Yalla (2014). Investment bankers, lawyers and accountants prepare a 
document explaining the firm’s history, suggested offering, current businesses and plans for the 
future. This is composed of the registration statement that is presented to the stock exchange for 
approval. A prospectus revealing the most important statements is distributed to investors, Nderi 
(2009). Thereafter, investment banks assist the firm in determining the offering price range and 
the amount of stocks to be sold. Convincing the potential investors to buy the stock at the 
offering price is extremely dependent on the investment bank’s reputation. 
In secondary markets, firms also split their stocks to signal the management’s confidence in 
future stock performance, obtain an optimal price range for liquidity or most favorable tick size. 
Chemarum & Omollo (2010). A stock split is an exchange of shares in which at least five shares 
are distributed for every four formerly outstanding, Eugene F. Fama (1969). Stock splits are 
unusually preceded by periods of unusually high rates of return on securities. However, these 
periods begin long before any information of a possible split hits the market. A stock split is 
done by firms that note that their share price levels are extremely high compared to other firms in 
 
the same industry. Their intention is always to make their shares appear more affordable to 
investors even though the company value remains the same, Chemarum & Omollo (2010). 
Forecasting on the other hand is the approximation of the value of a variable (or set of variables) 
at some point in time Choong (2012). It enables organizations to come up with future plans and 
is also useful in decision making. Such exercises work on the presumption that if we can predict 
the future we will be able to modify our behavior now to be better placed in future. It is 
implemented in areas such as: 
 Designing economic policies – Different governments and business ventures forecast 
economic information such as interest rate growth, unemployment and inflation rates in 
future planning. 
 Inventory control – Predicting future demand for a product enables manufacturers to 
control the stock of raw materials and finished goods and hence plan the production 
schedule. 
 Investment policy – This involves forecasting financial information such as exchange 
rates and share prices, which is the main aim of this project. 
History of equity trading 
America’s first stock exchange was actually founded in Philadelphia in 1790. Soon after the New 
York merchant group realized that their stock exchange was in the verge of making losses 
following the early mayhem caused by war for bonds and stock in the Bank of the United States, 
they sent an informant to Philadelphia in early 1817. His return bore news of a successful 
Philadelphia exchange upon which there was a formal organization of the New York Stock and 
Exchange Board in March 8, 1817. 
The birth of Wall Street was based on a wall built by Dutch settlers to protect themselves from 
pirates and other dangers a century earlier. Since the wall joined the banks of the East River with 
those of the Hudson River on the west, it had become a hot spot for commercial trade. The path 
had many buildings including shops and warehouses created by early merchants as well as a 
church and city hall. Later in March 1792, a group of twenty-four top merchants in New York 
City held a secret meeting at Corre’s Hotel to come up with ways to organize the securities 
business in a more orderly framework as well as to beat their competitors and other auctioneers. 
 
Two months later, they gathered at their regular meeting point, the Buttonwood tree and signed a 
document dubbed the Buttonwood Agreement. The contract required those involved to trade 
securities only among themselves, to set trading fees, and not to take part in other auctions of 
securities. The group had formed what was later to be known as the New York Stock Exchange 
that was later located at 11 Wall Street. 
In Kenya, share trading kicked off in the 1920s when the country was still a British colony. At 
this point in time, a formal stock market was yet to be established, therefore no rules had been set 
out to govern share trading. The trade was founded on a gentleman’s agreement where standard 
commissions were charged and clients were obliged to meet their contractual agreements of 
making proper deliveries and settling the required costs. As a result, there was no physical 
trading floor or trained stockbrokers.  
Before the 1950s, shares in local companies were traded by estate agents as a supplementary part 
of their day to day businesses, Parkinson (1984). The exchanges would be carried out in relaxed 
environments where the agents and lawyers would meet over a cup of coffee. The initiation of 
stock brokerage firms was in the 1950s. The first firm was inaugurated by Francis Drummond in 
1951. Foreign investors were the main participants in the capital markets because their high 
levels of income allowed them to accumulate savings as well as to take up investments in 
securities. In addition, they had the mastery of operating organized capital markets.  
On the other hand, local citizens had very minimal participation which was attributed to their low 
income and statutory restrictions during the period before independence. The local stock 
brokerage firms desired regulations for their share dealings. They yearned for a formal 
organization, brokerage charges and broker/client relationships. Furthermore, the then Minister 
of Finance longed for a formal organization to improve the raising of government loans from 
local sources within Kenya. Thus, in July 1954, a new era was born and the NSE was 
established, Ngugi (2003). 
1.2. Motivation of the study 
Research conducted in the past years has been based on either fundamental analysis or technical 
analysis. Fundamental analysis is based on the assumption that the stock price of a company is 
dependent on the intrinsic value of the firm and an expected return on a company’s investment. It 
 
is associated with macroeconomics in addition to the analysis of a firm’s operations as well as 
the industry in which the company is established. An example of this is where financial news 
articles were used to predict stock prices, as they played a major role in influencing the 
movement of a stock since people react to the information.  
On the other hand, technical analysis aims to forecast future stock prices using past stock prices 
and volume information. Here, the main assumption is that history repeats itself. Once a trend is 
discovered, future prices can be modelled along this path to generate profits. Examples of this 
include data mining and use of decision trees, Yalla (2014). However, most people believe that 
fundamental analysis works only on a long term basis and is unsuitable for short term 
predictions. Additionally, many techniques used in technical analysis have been found to be 
highly subjective in nature and not statistically valid, Qasem (2013) 
This research project aims to strike a balance between the technical and fundamental analyses 
techniques, in order to create model that will predict short term stock prices for companies listed 
at the Nairobi Securities Exchange. 
1.3. Problem Statement 
Uncertainty still remains a nightmare to most investors. This is even as technological innovation 
over the years as well as new free and open economic policies have led to more investors seeking 
to buy shares in various stock markets, as indicated by Gatua (2013). Information asymmetry, 
being the main cause of uncertainty, builds different levels of information. Consequently, there 
are “informed investors” and “uninformed investors” with the latter having imperfect 
information. As a result, there is a higher probability for the uninformed investors to undertake 
“bad” issues as the informed investors will only compete with them for the “good” ones, Qasem 
(2013). This competition is attributed to most people investing with the main aim of a fall back 
plan for later, a secure future. As a result, the number of investment banks and stock brokers in 
Kenya has increased relatively over the years.  
Due to this uncertainty and pricing concerns caused by the growing number of investment firms, 
investors have been trying to come up with ways of predicting stock prices and to find the right 
stocks and perfect timing for when to buy or sell, Qasem (2013). Accordingly, this project aims 
 
to identify and construct a model that can used to forecast short term share prices for selected 
companies at the Nairobi Securities Exchange.  
1.4. Research Questions 
The following questions shall guide this study; 
1) What factors constitute a share price? 
2) Is it possible to create a model that could determine and predict share prices? 
1.5. Research Objectives 
The objectives of this thesis are; 
1) To determine factors that affect share prices. 
2) To identify a model that can be used to determine and predict share prices. 
1.6. Value of the study 
This study aims to give an understanding on pricing of stocks and investment techniques to 
different users but mainly to the following groups of people; 
a) Firms. 
b) Investment bankers and individual investors. 
c) Scholars. 





2. LITERATURE REVIEW 
2.1. Introduction 
The behavior of stock market prices is considered a controversial topic in both academic and 
business circles. This is because most researchers had tried to figure out to what extent the past 
history of a common stock’s price can be used to make meaningful predictions concerning the 
future price of the stock. In Fama (1965) this has been answered by either chartist theories which 
assume that the past behavior of a security’s price is rich in information concerning its future 
behavior or by the theory of random walk. King (1966) refers to the chartists as “trendists”, who 
believe that an assessment of the patterns in price changes could provide future information on 
the direction and magnitude of price. The random walk theory on the other hand states that the 
series of price changes has no memory and hence the past cannot be used to predict the future. 
According to King, random walk theory is more associated with academicians while trendists are 
more of professional analysts of the stock market. In his paper, Fama looked at the theories 
underlying the random walk then proceeded to test the validity of the theory. The study’s 
empirical evidence went on to present consistent and strong support for the model implying that 
chartist theories have no real value to an investor in the stock market. 
Mandelbrot (1966) attempted to relate the behavior of stock prices to more fundamental 
economic “triggering” quantities. This was mainly because previous work had been focused on 
the statistical behavior of price series themselves. His work involved a detailed application of 
certain ideas current in economic theory at the time, analyzing the roles of anticipation and of 
expected utility. His findings depended on the performance of the underlying “triggering” 
variable and the relationship between that variable and price. According to him, models where 
the price series follows a pure random walk could be created. On the other hand, it was also 
possible to create models where successive price changes were dependent such that the prices 
were not geared towards a pure random walk, but the dependence could also not be used to 
increase the expected profits. In this case, the price would be considered a martingale. 
The following part of this chapter looks at literature on various factors that affect stock prices as 
well as some of the techniques that have been used to model stock prices. 
 
2.2. Factors that affect stock prices 
As security prices play an important role in directing the flow of capital in various business 
entities, Fisher (1961) analyzed four factors which have an impact on share prices. These were; 
the last declared dividends per share, the last declared undistributed profits per share, the past 
average annual growth in dividends per share and the size of companies to which the shares 
correspond. In his model, the capital market is imperfect and faced with uncertainty as the 
reverse of this would only mean that a security’s value would be the total sum of its discounted 
future returns. In his analysis, he preferred the method which considered only the most active 
shares irrespective of the industry as compared to the one which involved choosing firms on an 
industry basis and thereafter rejecting those that did not involve an active market. The results 
showed that all the four factors had an impact on share prices though in different magnitudes. 
Variations in the last declared dividend per share coupled with the last declared undistributed 
profits per share were more significant in explaining company share prices as opposed to the 
independent variables alone. This was also the case when size was introduced. 
Fama (1969) teamed up with Fisher, Jensen and Roll to determine the adjustment of stock prices 
to new information. Their study had two main objectives; to determine whether there was some 
“unusual” behavior in the rates of return on a split security in the months surrounding the split, 
and, given that a split could occur as a result of some “unusual” behavior in stock returns, to 
what extent could this be explained by the relationships between splits and changes in other more 
fundamental variables. In order to meet their first objective, they showed that prior to a stock 
split occurring, the rates of return incorporating dividends and capital appreciation on the 
securities to be split were unusually high. As a result of high periods of return long before any 
information hits the market, they concluded that these returns arise from the fact that during the 
pre-split period the companies in question experience dramatic increases in expected earnings 
and dividends. 
Classical monetarists on the other hand believed that money supply largely contributed towards 
the total output in the economy. When the Neo-classists came into the picture, they analyzed the 
impact money supply had on individual portfolio balances. Their results proved that there was 
indeed a relationship between the two variables and as such, changes in the optimum portfolio 
would lead to changes in the market demand for securities. High demand for these securities 
 
would therefore translate to higher stock prices. Sen (1974) also analyzed the impact of the rate 
of change of money supply on stock prices. His analysis also included other independent 
variables: the absolute level of money stock, the level of productive activity in the country and 
the rate of change in the productive activity. The stock of money was a summation of liquid 
currency and demand deposits held in banks while the level of productive activity was a function 
of the Gross National Product (GNP). 
A linear relationship between the dependent variable (index of stock prices) and the explanatory 
variables (money stock, rate of change of money supply, GNP and the rate of change of GNP) 
was established. This allowed for a multiple regression analysis to be carried out. In his results, 
Sen (1974) demonstrated that there exists a relationship between the dependent and the 
independent variables. He found a negative relationship between stock prices and the level of 
money supply of the initial time period. The level of GNP however explained the most variations 
in stock prices. This was closely correlated with the theory given by the Keynesian economists. 
They stated that changes in the level of GNP have two effects on an individual’s disposable 
income. One was the liquidity effect which influences a person’s demand for assets and thus 
adjusts the stock market. The second involved the impact on the consumer’s demand for goods 
and services which affects the investment climate in the economy leading to a pressurized stock 
market and hence more pressure on the stock prices to change. 
Peavy (1992) studied the impact of both earnings and interest rates on share prices. Investors 
carefully investigate movements in firm earnings and interest rates so as to evaluate their next 
move in the stock market. This was because in the long run, share prices vary directly with 
company earnings and inversely with interests. Therefore, an increase in interest rates in the 
economy would translate to lower equity prices and vice versa. In an attempt to indicate the 
importance of both earnings and interest rates in evaluating stock prices, he performed a multiple 
regression to examine the relationship between the S&P 500 at the end of each year from 1979 to 
1989 along with the corresponding year end values for the S&P 500’s underlying earnings per 
share and interest rates of the 10 year U.S Treasury Constant Maturity Index. The results proved 
that earnings and interest rates do matter when explaining the variations in stock prices. 
In their share price puzzle research, Edward & William (2006) agreed with Fisher’s (1961) 
notion of an imperfect capital market. In this case, market frictions exist due to the presence of 
 
transaction costs. In this paper they determined whether there is an optimal trading range for a 
firm’s shares and if so why share prices differ among companies in a similar market. To move 
their share prices to trading ranges with higher transaction costs, firms use stock splits. This is 
due to incomplete information in the market which causes different investors to have differing 
levels of knowledge on company securities. As such, investors will only choose securities they 
know more about and the larger the investor base, the higher the firm’s market value. Other 
factors considered in the paper to affect share prices include brokerage commissions, tick size 
and reductions in the minimum trading unit. 
Edward & William (2006) stated that brokerage commissions have an inverse relationship with 
share prices and therefore higher brokerage commissions would translate to lower stock prices. 
Thus in an imperfect capital market, with imperfect information, brokers would provide more 
information on lower-priced firms. Additionally, reductions in the minimum trading unit (least 
number of a company’s shares needed for a transaction in that company’s stocks) would lead to 
an increase in the number of investors and hence a higher demand. As a result, share prices will 
increase. 
Panda (2008) also analyzed a similar problem to Peavey (1992), the effect of interest rates on 
stock prices in the Indian market. Theoretically, interest rates and stock prices have a negative 
relationship. This is as a result of the cash flow discounting model under which the current 
values of stocks are computed by discounting the future cash flows at a discount rate which is a 
risk adjusted required rate of return and equivalent to the level of interest rates in the economy. 
As the discount rate rises, the current values of stocks decline. The equivalence between the 
discount rate and interest rates would then mean that changes in interest rates would affect stocks 
directly. Increased interest rates would lead to decreased present values of stocks and vice versa. 
The negative relationship between interest rates and stock prices in the long term was also 
supported by the following arguments. 
First, as interest rates on bonds rise, bonds become more attractive to investors and their demand 
increases while that of stocks falls. As a result, funds are shifted from the stock market to the 
bond market and stock prices reduce. Firm profitability also declines as interest rates rise due to 
reduced cash flows which is attributed to a fall in both the firm’s earnings net of interest rates 
and consumers’ demand for the products which makes the firm to pay more in order to borrow 
 
money. The low firm profitability then translates to reduced stock prices. Thirdly, interest rate 
changes also affect investor expectations on about the economy and a firm’s earnings. High 
interest rates would lower investor expectations and thus lead to lower stock prices. 
However, in the short run, interest rates affect stock prices positively. According to Peavy 
(1992), this was due to the following: a fast growing economy that translates to higher interest 
rates should also mean that a firm’s earnings increases rapidly and therefore, lead to higher stock 
prices. In addition, such an economy would most likely be facing high inflation rates. In order to 
curb this, firms would then increase their price levels hence higher earnings per share. Using the 
stock valuation formula, a rise in the discount rate will affect the earnings per share positively 
and this does not necessarily guarantee low stock prices. In order to justify all these arguments, 
Peavy (1992) used the Johansen cointegration technique to analyze the monthly averages of the 
BSE SENSEX (S&P Bombay Stock Exchange Sensitive Index) and the NIFTY (an indicator of 
the 50 top major companies on the Indian National Stock Exchange), which were used to 
measure stock prices, and the month-end yields on 10-year government security and TB-15-91 (a 
15-91 days treasury bill), which were proxies for the long term and short term interest rates 
respectively. The results showed that in the in the short run, long-term interest rates affect stock 
prices negatively while short term interest rates affect interest rates positively. 
2.3. Creating a model for stock price prediction 
As the optimism for forecasting stock prices grew, new lessons for different techniques also 
came about. This was clearly shown in Granger’s (1992) lessons for forecasters. In his paper, he 
states that stock price prediction is more than an analysis of simple univariate data or just 
inputting data in popular computer packages. He described it as more ambitious and wide 
ranging. There were more advantages to using longer time horizons, using disaggregated data, 
carefully getting rid of outliers and considering non-linear models. In addition, more sub periods 
were found to be more predictable than others, such as January which grew to be commonly 
known as the January effect, where returns were found to be higher. Empirical evidence 
suggested that the average of returns have regime changes with an indicator variable that records 
one in January and zero in the preceding months. 
There was also insufficiency in producing a regression model that assessed only in sample data. 
This was due to small sample, in-sample biases of coefficients which could reveal extremely 
 
encouraging outcomes. To prevent data mining as well as the above difficulties, Granger (1992) 
pushed for the evaluation of out-of-sample data. However, most of the forecasting techniques 
failed to properly input the levels of risk as well as transaction costs. As a result, such methods 
fail to provide any proof that the efficient market hypothesis holds. In order for Efficient Market 
Hypothesis (EMH) to be rejected, a model would have to exist that would continuously produce 
positive profits after proper adjustments of risk and transaction costs. Moreover, this model 
would have to be in public use for a while. Consequently, Granger believed that the justification 
of the efficient market hypothesis is impossible. 
In his pursuit of forecasting techniques and a contrary view of the efficient market hypothesis, 
Granger teamed up with Timmermann (2004) to show how forecasters can implement EMH in 
their models or have a basis for rejecting it. According to the two, a capital market is said to be 
efficient if it fully and correctly reflects all relevant information in determining security prices. 
Thus, market returns are in line with EMH as investors would be able to make massive profits. 
The information set in a capital market would either portray a weak form, semi-strong form or a 
strong form efficient market. The three forms differ on the basis of the type of information 
available, with the information set containing past information, past and public information, and 
past, public and insider information for the weak form, semi-strong form and strong form 
markets respectively.  
Most areas on prediction are based on the weak and semi-strong forms as accessing insider 
information would be a bit too costly for investors. Such transaction costs and trading restrictions 
also affect tests of market efficiency. In cases where transaction costs are too high, predictability 
would not be ruled out by arbitrage since it would be too expensive for an investor to take 
advantage of any opportunities in the market. Ultimately, Timmermann and Granger (2004) 
established that EMH does not rule out prediction of variables that may not necessarily lead to 
profit accumulation. However, they added that in as much as prediction models may come about, 
they may be short lived since the information used in these models will be incorporated into 
market prices after a while and cease to be successful. 
The growing importance of stock price prediction among investors spurred the interest in 
building better models for forecasting purposes. Forecasting was done either from a statistical or 
artificial perspective. The artificial perspective involves the use of neural networks in areas such 
 
as data mining especially for pattern recognition. According to Mahdi, Hamidreza & Hashemi 
(2010), artificial neural networks which were influences by the activity from the human brain 
cells are able to memorize data patterns and derive their knowledge to recognize the future 
patterns. The use of neural networks as a forecasting method was attributed to the following 
features. The networks are self-adjusting techniques based on training data (previous data) 
enabling them to find solutions to the problem with minimal information about its model and 
without binding the prediction model by adding any additional assumptions. Subsequently, they 
possess the ability to recognize new patterns that had not been previously noted in the training 
set.  
Mahdi, Hamidreza & Hashemi (2010) applied two types of neural networks; a feed forward 
multi-layer Perception (MLP) and an Elman recurrent network to forecast a company’s stock 
value based on historical values. However, they were unable to determine an optimal method for 
prediction as both yielded different results when compared to the linear regression method. In 
comparison to the Elman and linear regression, the MLP recorded a lower mean squared error, 
mean absolute percentage error and mean abstract deviation. Therefore, the Elman and the linear 
regression can forecast the direction of the changes of the stock value better than the MLP but 
the Elman suffers from a greater error in prediction. However, the experimental results showed 
that the application of the MLP is more promising in predicting stock value changes rather than 
the Elman network and the linear regression model. 
Other writers have come with other methods of predictions apart from the ones discussed above. 
According to Tseng, Kwon & Luna (2012), short term predictions are determined by technical 
analysis while longer term predictions are results of fundamental analyses. Despite that fact, 
stock market prices are difficult to forecast. Supporters of the efficient market hypothesis argue 
that the prices cannot be predicted because all the market information is reflected by the prices. 
The antagonists countered this argument by stating that, since the current price reflects all the 
market information, then both current and historical prices can be used to predict future prices.  
Due to the fact that traders made investor decisions by analyzing more data patterns than 
fundamental factors affecting stock prices, both time series analysis of information as well as 
technical analysis grew in importance. Consequently, Tseng, Kwon & Luna (2012) applied the 
Holt/Winters models, ARIMA models, neural networks and the traditional time series 
 
decomposition to a total of 3105 observations. The period covered both a housing and tech boom 
and bust, the historical 9/11 event, a recession and slow recovery for the sample prices. Due to 
the global financial and economic prices, there were very minimal expectations of stock price 
prediction. The recorded coefficient of determination was about 0.995 and hence all the three 
time series analyses fit the data perfectly. For the out-of-sample forecasts over 60 trading days, 
the mean absolute percentage errors were lower for the ARIMA, Holt/Winters model and the 
normalized neural network model. However the forecasting errors were large for the time series 
decomposition and the non-normalized neural network model. 
To improve on this, Ayodele & Aderemi (2014) presented the process of building a predictive 
model using the Autoregressive Integrated Moving Average in order to forecast both Nokia’s 
stock price as well as that of Zenith Bank. Before their analysis, a lot of work had been done on 
the artificial neural networks model whose popularity had grown mainly due to the model’s 
competence to learn patterns from data and deduce solutions from unknown data. The inclination 
of the ARIMA models towards the statistical perspective promoted its extensive use in short term 
forecasting of financial time series data. In the model, the future value of a variable was a linear 
combination of past values and prior errors. 
To determine the best ARIMA model among different experiments performed, Ayodele & 
Aderemi (2014) used Eviews software and based their results on the smallest value of the 
Schwarz criterion, small standard error of regression, high adjusted R
2
 and Q statistics and 
correlograms that showed no patterns in both the autocorrelation functions and partial 
autocorrelation functions of the residuals. Both Nokia and Zenith stock prices were found to be 
non-stationary and had to be converted to stationary data using differencing in order for the 
ARIMA model to work. The Augmented Dickey Fuller test was used to confirm stationarity in 
both data sets. The ARIMA (2, 1, 0) and (1, 0, 1) were selected as the best models for Nokia 
stock price and Zenith Bank stock price respectively. The results showed very close relations 
between the actual and predicted values hence showing the model’s ability of short term price 
prediction. Additionally, they stated that the ARIMA models are superior to artificial neural 
networks when it came to predicting short term prices. 
This section entailed the evaluation of past literature on stock prices. The beginning comprised 
of seminal papers on different factors that impact on stock prices including interest rates, 
 
changes in the level of money supply, brokerage commissions and earnings. Thereafter, there 
was a shift towards different models that had been used by past researchers to forecast equity 
prices, as well as ways in which the efficient market hypothesis could be incorporated in these 
models, which was highlighted by mentioning Granger (1992).  
This research hopes to implement the accuracy of the ARIMA model used by Ayodele & 
Aderemi (2014) in forecasting stock prices by using it in the Kenyan context. The purpose of this 
will be to create a model that can be used to predict share prices of selected companies listed in 




3.1. Empirical strategy 
This project proposal will incorporate a quantitative research design. The research is mainly 
based on an analysis of historical data. It shall take the form of an autoregressive integrated 
moving average model of selected company stock prices in Kenya. 
The modelling process involves four main steps; model identification, model estimation, 
diagnostic checking and forecasting which are constantly repeated in order to form a pattern that 
duplicates the series and attains accurate predictions. 
3.2. Data collection 
The primary target of this research is to construct a model that will forecast the short term stock 
prices for selected companies listed in the Nairobi Securities Exchange. Therefore, this study is 
founded on secondary datasets of returns on Kenyan stock market prices. The data will be 
retrieved from online sources such as the NSE website and the Valuraha platform. 
The stock prices are composed of four main elements; open price, low price, high price and close 
price. The close price is chosen to be a representative of the price index to be forecasted as it 
reflects all the activities of the index in a trading day. There are three categories of stock prices 
used in this research; those that are highly traded, those with high volatilities and those that are 
highly capitalized. The highly traded stocks are those that are highly demanded by investors and 
therefore signify a large interest of the market. Stocks with high capitalization are largely 
affected by market conditions and therefore should the economy change either due to political or 
investment factors, their level of pricing will change. Finally, stocks with high volatility signify 
high risk and thus, as investors aim at minimizing rise, they would highly benefit from short term 
price prediction. Based on this, the analysis will include five stocks; Safaricom, Equity bank, 
KCB Bank, East African Breweries Limited and Williamson Tea. 
3.3. Model specification 
This section involves building the ARIMA model through step by step analysis of the 
autoregressive, moving average and the autoregressive moving average models. 
 
 
3.3.1. Autoregressive Integrated Moving Average/ Box-Jenkins technique 
ARIMA methods are founded on statistical concepts and propositions and are able to model a 
wide area of time series behavior. Choong (2012) stated that they are mainly used in forecasting 
information such as stock prices, housing starts and company sales. These models mainly aim at 
establishing the right formulas that will ensure that the errors in a data set are as small as possible 
and show no trends. The model-building process involves; model identification, model 
estimation, diagnostic checking and forecasting. ARIMA has different models to pick from and 
an analytical approach to identifying the right model. 
3.3.1.1. Basic Model 
There are three types of basic models; autoregressive (AR), moving average (MA), and the 
autoregressive moving average (ARMA) which are identified after the series has been confirmed 
to be stationary. When regular differencing is applied to the ARMA it forms the ARIMA model. 
ARIMA models are based on a single time series variable and their univariate nature is important 
for several reasons. First, finding variables related to the one being forecasted may be a 
challenge. Also, the presence of large residuals in a univariate model may correspond to 
abnormal events. Furthermore, where multivariate methods are available the univariate model 
provides a yardstick against which the more sophisticated methods can be evaluated. However, 
in as much as univariate models perform well in the short term, they may be outperformed by 
multivariate methods at longer lead terms if variables related to the variable being forecast 
fluctuate in ways which are different to their past behavior. 
3.3.1.2. The Mathematical Model 
Autoregressive moving average models are described by a set of equations which are mean-
adjusted to make them simpler. 
 ( )   ( )    ̅        (1) 
Where;     ( )  = Mean-adjusted series;  ( ) = Original time series, and  ̅ = the sample mean. 
As a subset of the ARMA models, the AR model shows a time series as a function of its prior 
values, therefore, its order expresses how many lagged prior values are in the series (is a 
regression model in which  ( ) is a function of past values). It can be linear or nonlinear. Its 
 
simplest form is the    ( ) model, most commonly known as the first-order autoregressive 
given by: 
 ( )   ( )   (   )   ( )       (2) 
Where;  ( ) = mean-adjusted series in time  ;  (   ) = the series in time    ;  ( ) = the first 
lag autoregressive coefficient and;  ( ) = error (Have no autocorrelation and are normally 
distributed) 
Higher-order AR models consist of more lagged values of  ( ) that function as predictors. In 
the     order autoregressive,   ( ) lagged values exist from time     to    . 
Another subset of the ARMA model is the moving average (MA), in which the time series is an 
unevenly weighted function of the residuals e(t). It includes lagged values on the errors.                 
MA (1) is expressed as: 
 ( )   ( )   ( )   (   )        (3) 
Where;  ( )   error at time  ;  ( )   first order MA coefficient and  (   )   error at     
In an MA, the weights are unequal and do not add up to 1. This is because the number of terms 
in the model and the weight of each term are statistically determined by the pattern of the data. 
All MA models are nonlinear. 
As a combination of both, the ARMA model is given by ARMA ( , ) where   is the AR order 
and   is the MA order. The simplest form of the ARMA model is given as ARMA (   ) and is 
expressed as: 
 ( )     ( )   (   )   ( )   ( )   (   )    (4) 
Therefore ARMA (   ) is expressed as; 
 ( )     ( )   (   )   ( )   (   )     ( )   (   )   ( )   ( )  
 (   )   ( )   (   )     ( )   (   )     (5) 
Where   is a constant and is calculated by:     (  ∑  ( )
 
   ) where   is the mean of the 
autoregressive process. 
 
3.3.1.3. The modelling process 
I. Model identification 
According to Choong (2012) ARIMA consists of three types of models; the AR, MA and 
ARMA. The ‘I’ shows that the series has been altered into a stationary time series. Given a 
stationary time series, we need to first determine the correct model and the number of terms 
required in the identified model. To achieve this, we could either compute the autocorrelation 
function (ACF) and the partial autocorrelation function (PACF) or use an automated ARIMA. 
a) Method 1: Calculating Auto Correlation Function (ACF) and Partial Auto Correlation 
Function (PACF) 
ACF: ACF values range between   and   computed at different lags to measure the relevance 
of correlations between the current and previous observations and to assess how far back in time 
they are correlated. The general formula for the ACF is given as: 




   (         )
   (   )
       (6) 
The above shows that the autocorrelation coefficient for some lag   is given by the covariance 
between the original series and the series without k lags divided by the variance of the initial 
series. 
PACF: PACF values are given by the coefficients of a linear regression of the time series using 
its lagged values as the explanatory variables. The values also range between -1 and 1for a 
stationary time series. If the regression inputs only one explanatory variable of a single period 
lag, the coefficient of the independent variable is the first order PACF, and so on. The general 
formula is expressed as: 
   
   ∑   
              
  ∑   
              
       (7) 





Using ACF and PACF functions to establish the correct model 
A plot of a pair of PACF and ACF is known as a correlogram. A correlogram in which the ACF 
declines rapidly and the PACF has one large spike, we pick an A ( ) model for the data. If the 
patterns of the PACF resemble those of the ACF and those of the ACF resemble the PACF 
having one large spike, we pick an M ( ) model. Moreover, if the PACF in every pair is similar 
to the ACF, we choose the ARMA (   ) model. 
Rules for differencing 
1. To alter a non-stationary series into a stationary series by differencing, we do not require the 
constant 
2. Time series differenced more than two times do not require a constant 
3. If the initial time series is stationary with zero mean, a constant is not necessary, however, 
the constant is required if the mean is large 
 If the model has no AR component, the constant is equal to the mean value of the series 
but if the model has an AR component, the constant is given by   
Checking for zero mean 
In cases where the data appears to be stationary, yet its mean is not zero, we have to ensure that 
the mean is at least close to zero. To do this we compute        ̅ 
Where    is the differenced series and  ̅ is the average. From the above, we can get the average 
value of the transformed series  ̅. We then check whether it is zero by estimating its standard 
error. 
  ( )  
  
√ 
           (8) 
Thereafter,  ̅ is considered nonzero if   ̅        ( ) 
Another method of transforming a series into a stationary form is using the equation below: 
(       )
    
    (  )     (    )      (9) 
 
The log transformation could also be used to reduce heteroscedasticity. 
II. Model estimation 
 After determining the appropriate model, we get the conditional sum of squares of the residual 
which is conditional on the values of ‘ ’ and ‘ ’. This is calculated as: 
   (   )  ∑  ( )           (10) 
Using solver, we determine how closely the fitted values match the original time series. 
III. Diagnostic testing 
Here, we determine whether the model reflects the actual time series. One of the conditions is 
that the error term mean should be zero or at least close to zero. To ensure this, we compute the 
standard error of the mean error.  
   √
∑ (    ̅) 
 
   
 
        (11) 
   ̅  
  
√ 
         (12) 
Where;    is the residual standard error,  ̅ is the mean error,   is the number of errors and    ̅ is 
the standard error of the mean error. If  ̅         ̅ then it is significantly non-zero. 
Another test is using the Durbin-Watson (DW) statistic whose values lie between 0 and 4. It is 
used to detect the presence of autocorrelation in the data. If the test statistic is 2, then there is no 
autocorrelation. A value of DW less than 2 indicates positive serial correlation. However, if the 
values are greater than 2, this shows negative autocorrelation hence an underestimation of the 
level of statistical significance. 
IV. Forecast. 
We are now able to make predictions. The equation can be applied to derive  ( ) from 
observed  (   ).  
  
 
4. DATA ANALYSIS 
This section entails a detailed explanation of how ARIMA works depending on the stock type 
(either highly traded, highly capitalized or highly volatile). The sample period varied with the 
highly traded and capitalized stocks covering the period from 5
th
 October, 2010 to 14
th
 July, 
2016, while that of Williamson Tea covered 24
th
 September, 2012 to 24
th
 August, 2015. In trying 
to attain short term prediction using the model, we first carried out diagnostic tests on the data 
using the Augmented Dickey-Fuller unit root test. Thereafter, we conducted automatic ARIMA 
forecasting using eviews 9.5 on each data set, to determine the autoregressive and moving 
average orders (p, q).  From our analysis, we obtained the following findings; 
A. Highly traded stocks 
Safaricom 
i. Augmented Dickey-Fuller unit root test (ADF test) 
The ADF test evaluates the null hypothesis of a unit root in a univariate time series and involves 
carrying out the following regression; 
                ,          (13) 
Where,   is the constant term and   is the trend or unit root. 
In order to account for serial correlation, the ADF test incorporates lags of the first differences of 
    We fail to reject the null when the absolute value of the ADF test statistic is lower than any 
test critical value and vice versa. 
Table 1: Safaricom ADF Test 
 t-statistic P-value 
Augmented Dickey-Fuller test statistic -16.79232 0.0000 
Test critical values 1% level -3.964873  
 5% level -3.413150  
 10% level -3.128588  
Ho: D(RETURNS) has a unit root 
 
From our analysis, the ADF test statistic, in absolute terms, is 16.79232 and is greater than each 
test critical value at all the levels. Therefore, we reject the null hypothesis of the existence of a 
unit root. In addition the zero probability value shows that there is a 0% chance that we could 
make an error in estimating the statistic. The result thus establishes that the returns are stationary 
with the first order of differencing 
 
ii. Automatic ARIMA forecasting 
This entails selecting the best ARIMA model based on the lowest Akaike Information Criterion 
(AIC). The AIC estimates the quality of a model relative to others by choosing a model that is 
well fitted. This ensures that the model does not lose generality or fail to capture the exact nature 
of the variability in the outcome variable. The best ARIMA model thus chosen for Safaricom 
was given by ARIMA(     ). The numbers represent the orders of the autoregressive model, 
differencing and the moving average model respectively from left to right. Formally, we express 
this as;  
                                        (14) 
Table 2: Safaricom Automatic ARIMA forecast 
 
Table 2Error! Reference source not found. shows the results of estimating the above equation 
in e-views. The coefficient results are briefly described as follows according to Eviews (2016): 
 
R squared measures the strength of predictability of the values of the dependent variables within 
the model and ranges between 0 and 1, with values closer to 1 representing a higher explanatory 
power of the coefficients within the model and therefore high predictability. It is computed as; 
     
   
   
            (15) 
Where,     = sum of squared errors and     = total sum of squares. 
The adjusted R-squared also works like the     but then adjusts for a number of terms in the 
model by penalizing additional regressors which do not add the explanatory power of the model. 
The standard errors measure the statistical consistency of the coefficient estimates. The lower the 
values, the less the noise in the estimates. A Durbin-Watson statistic is used to measure the level 
of autocorrelation within the residuals. A DW statistic ranges between 0 and 4 with a value of 2 
signifying no autocorrelation in the data while a figure less than 2 signifies positive serial 
correlation. The F-statistic tests the null hypothesis that all regression coefficients, except the 
constant, are equal to zero. It is computed as; 
  
   (   )
(    ) (   )
           (16) 
Where,   is the number of observations and   is the number of regressors.               
To test the significance of the f test, we examine the probability value below the statistic. The 
null is rejected if the p-value is less than the specified level of significance such as 0.1 or 0.05. 
The log likelihood function is estimated at the value of the coefficients and is used to calculate 
both the Schwarz Criterion (SC) and the Hannan-Quinn (HQ) Criterion. These are used to 
impose penalties for additional coefficients into the model, with the SC imposing the larger 
penalty. They therefore serve as criteria for model selection among a finite set of models and are 
given by: 




(     )
 
  , and       
 
 
      
(   ( ))
 
      (17) 
Where,   is the log likelihood function. 
From the above, our analytical study on the models is based on the R-squared, adjusted R-
squared, F- statistic and the Durbin Watson statistic. 
 
From Table 2, all the autoregressive and moving average coefficients were significant as they all 
recorded zero probability values. There was also no autocorrelation in the data as the DW 
statistic was 2.001170. However, the low r-squared value of 44.47% indicates a low explanatory 
power of the model and a probability of not attaining precise predictions. Nonetheless, given this 
factor, the sampling variation when estimating the data will only be 1.59% as seen from the 
standard error of regression. 
Equity Bank 
i. Unit root test 
Table 3: Equity returns ADF test 
 t-statistic P-value 
Augmented Dickey-Fuller test statistic -16.76918 0.0000 
Test critical values 1% level -3.964857  
 5% level -3.413143  
 10% level -3.128584  
Ho: D(RETURNS) has a unit root 
 
As seen above, returns from equity’s stock prices become stationary after 1
st
 level differencing. 
This is because the ADF statistic in absolute terms is 16.76918 and is greater than all the test 
critical values. In addition, it is also statistically significant given the zero probability value.  
ii. Automatic ARIMA forecast 
 
 
Table 4: Equity automatic ARIMA forecast 
An automatic ARIMA forecast of Equity returns in e-views allowed us to adopt an 
ARIMA(     ). This shows that the autoregressive, differencing and moving average orders 
were 1, 0 and 1 respectively. 
B. Highly capitalized stocks. 
KCB Bank 
i. Unit root test 
Table 5: KCB Bank ADF test 
 t-statistic P-value 
Augmented Dickey-Fuller test statistic -17.31657 0.0000 
Test critical values 1% level -3.964847  
 5% level -3.413138  
 10% level -3.128581  
Ho: D(RETURNS) has a unit root 
 
We reject the null hypothesis of the presence of a unit root in the series as the ADF test statistic 
in absolute terms, 17.31657, is greater than all the test critical values.  
ii. Automatic ARIMA forecast 
Table 6: KCB automatic ARIMA forecast. 
 
 
An automatic ARIMA forecast on the company’s stock price returns portrayed ARIMA(     ) 
as the best model for forecasting. This exhibits that the autoregressive, differencing and moving 
average orders were 5, 0 and 3 respectively. Thus in a forecasting form, the model would be 
expressed as; 
                                                                
            (18) 
All the variables recorded excluding the constant were significant at 5% as is portrayed by the 
minimal probability values of the coefficients. The r-squared recorded was lower than that of 
Safaricom. The value achieved at 0.389134 implies that 38.9% of the sampling variation will be 
explained by the model while the other percentage remains unexplained. This explanatory power 
is supported by the significant probability value of the F-statistic. There was no serial correlation 
within the model, which was depicted by the DW statistic of 2.005304. 
East African Breweries Limited 
i. Unit root test 
Table 7: EABL unit root test 
 t-statistic P-value 
Augmented Dickey-Fuller test statistic -17.78896 0.0000 
 
Test critical values 1% level -3.964842  
 5% level -3.413135  
 10% level -3.128580  
Ho: D(RETURNS) has a unit root 
 
The series became stationary after having been differenced once. As seen above, the ADF test 
statistic is statistically significant at both 5% and 1%, revealing that no error can be made in 
estimating it. Also, the test statistic in absolute terms is greater than all the test critical values and 
thus we reject the null. 
ii. Automatic ARIMA forecast 
An automatic ARIMA forecast revealed the best model as ARIMA(     ) based on the lowest 
Akaike Information Criterion value which was -5.672158. The model if formally expressed as; 
                             (19) 
We note that all the orders of the AR and MA processes were significant with extremely minimal 
probability values and standard errors. However, the probability of the constant was greater than 
0.05. The standard error of regression shows that there is a 1.42% chance of sampling variation 
when estimating the data. From the r-squared, only 38.45% of the variations in the data will be 
explained by the model and as such the predictions will not be exact. Nonetheless, the model 
does not suffer from autocorrelation as the Durbin-Watson statistic is stated at 2.022129. 
Table 8: EABL automatic ARIMA forecast 
 
 
C. Highly volatile stocks 
Williamson Tea 
i. Unit root test. 
After 1
st
 level differencing of Williamson Tea’s stock price returns, we reject the null of no 
stationarity, i.e. presence of a unit root. This is because the ADF test statistic at 14.59279 is 
greater than all the test critical values at all the levels. 
Table 9: Williamson Tea unit root test 
 t-statistic P-value 
Augmented Dickey-Fuller test statistic -14.59279 0.0000 
Test critical values 1% level -3.973874  
 5% level -3.417546  
 10% level -3.131192  
Ho: D(RETURNS) has a unit root 
 
ii. Automatic ARIMA forecast. 
Table 10: Williamson Tea automatic ARIMA forecast 
 
 
The equation estimated above is expressed as; 
                                                    (20) 
This particular stock recorded the highest r-squared value at 0.75907 value and the highest 
standard error of regression at 0.051465 once we estimated its ARIMA(     ) equation. This 
means that out of the three groups of stock, this would record the highest sampling variation at 
5.15% and of these variations, 75.9% would be explained by the model. The low p-values show 
that the t-statistics of the coefficients were significant. However, that of the constant and the 
AR( ) were insignificant at a 5% level of significance. The Durbin-Watson statistic indicated 
that the errors in the data were not related across different periods since the DW statistic of 
1.9897 is extremely close to 2. The F-statistic probability is statistically significant as it is less 
than 0.05 hence we reject the null hypothesis that all regression coefficients are zero. 
4.1. FINDINGS      
In this section, we examine the Goodness of fit of the models basing on their values of bias 
proportions, variance proportions and covariance proportions. This is to show how well our in 
sample observations can be used as prediction proxies for the out of sample periods of each of 
the stocks. The bias proportion tells us the difference of the mean between the actual and the 
 
forecasted series. The variance proportion shows the extent of variations between the predicted 
and actual series while the covariance proportion measures the remaining unsystematic 
forecasting errors. All the proportions add up to one and a model is considered to have good 
forecasting abilities if both the bias and variance proportions are as small as possible and the 
noise is concentrated around the covariance proportion, (Eviews, 2016). 
a. Highly traded stocks.
 Figure 1: Equity Bank    
Bias proportion = 0.000111 
Variance proportion = 0.211102 
Covariance proportion = 0.7888786 
 
Bias proportion = 0.000000 
Variance proportion = 0.199922 
Covariance proportion = 0.800078 
Figure 2: Safaricom 
 
b. Highly capitalized stocks 
 
 
Bias proportion = 0.000058 
Variance proportion = 0.232169 
Covariance proportion = 0.76773 
Figure 3: KCB Bank 
Figure 4: EABL 
Bias proportion = 0.000299 
Variance proportion = 0.232689 
Covariance proportion = 0.767012 
c. Highly volatile stocks 
 
 
Figure 5: Williamson Tea 
Bias proportion = 0.000357 
Variance proportion = 0.072431 




The results above thus show that the models generated from the in-sample periods could be used 
for forecasting purposes owing to their low bias and variance proportions and high covariance 
proportions. The model with the highest covariance proportion was that of Williamson Tea 
which recorded a value of 0.927212, and this goes to prove its robustness in  forecasting, which 
was also shown by its high r squared value. From the figures we can also tell when the values 
dipped most to when the stock returns recorded their highest values. The strength of the models 
is also shown by the minimal variations computed by getting the difference between the actual 
and predicted values shown appendix a.
5. DISCUSSION 
Stock markets can either be order driven, quote driven or hybrid sytems (a mixture between the 
two). In an order driven market, interested buyers and sellers submit bid and ask prices for a 
given stock to a central location where the orders are matched by a broker who does not own the 
stock but act as a facilitating agent. Prices are sold to the investor with the highest bid price and 
bought from the seller with the lowest offering price. In case the securities are neither bought nor 
sold, the broker does not bear the risk as long as there exists no other party with a similar deal, 
Robert et al (2014). In this market, prices are determined by the forces of demand and supply. 
On the other hand, in a quote driven market, individual dealers provide liquidity for investors by 
buying and selling the shares of stock themselves. In this system there will be numerous dealers 
who will compete against each other to provide the highest bid prices when you are selling and 
the lowest asking price when you are buying stock, where the difference is the profit margin, 
Robert et al (2014) .It is a very decentralized system that derives its benefit from competition 
among the dealers to provide the best price for the buyer or seller. 
The Nairobi Securities Exchange consists of buyers, sellers and brokers who act as 
intermediaries between the two parties. The exchange is order-driven, Ngugi (2003), as the 
various market participants enter their orders during the given trading sessions i.e. pre-open and 
open session. The buy and sell orders determine the opening prices, after which they are matched 
during trading hours following fixed rules and the closing prices are set. The demand and supply 
forces that drive prices in the NSE are as a result of the economic performance in the country 
owing to variables such as interest rates, company profitabilities and tax conditions.  
 
Panda (2008) showed that high interest rates lower investor expectations on a company’s 
earnings and lower demand for stocks relative to that of bonds. Due to the high bargaining power 
of buyers, funds are shifted from the stock market to the bond market and the stock market 
indices for companies listed in the NSE lose points, Kitati et al (2015). In this case the bid prices 
stated by buyers affect the final execution prices of the securities that will be given by the 
brokers. Conversely, high firm profitability translates to increased company stock prices, Panda 
(2008). This is because of the high bargaining power of the sellers who then determine the prices 
to be stated by the brokers and thus the final market value. 
This research uses the set closing prices in its analysis of the five companies and the results show 
an element of mispricing in each of the stocks, as the predicted values differ from those revealed 
by the market and hence the variations which portray existence of arbitrage opportunities in the 
given companies’ stock price returns. 
From the analysis, the highly traded and highly capitalized companies experienced higher levels 
of predictability from past prices as compared to the volatile stock. This implies that these stocks 
do not follow either the efficient market hypothesis or the random walk theory. The minimal 
variations within the model could be attributed to the informationally inefficient stock prices. 
The inefficiency is as a result of the low investor confidence and awareness, low level of capital 
market liquidity, a minimal competitive pressure in the local market due to few products and 
unavailability of products such as derivatives and options and market vulnerability to shocks, 
Sheila & Odhiambo (2014), which inhibit the speed at which new information is reflected in 
prices. Moreover, lack of awareness by investors promotes information asymmetry between the 
buyers, sellers and brokers prior to a transaction taking place that could provide for exploitation 
of arbitrage opportunities. 
Both KCB and EABL are highly capitalized firms, however, EABL experiences higher sampling 
variations between its actual and predicted values. Therefore it has both windows of 
predictability and non-predictability. This is as a result of macroeconomic variables such as 
interest rates having different impacts on the companies’ performance levels due to their 
operations in different industries. KCB is in the Kenyan banking industry while EABL is one of 
the main players in the beverage industry. Williamson Tea recorded the highest variation values 
hence depicting that high volatility stocks portray an element of randomness.  
 
6. CONCLUSION 
Stock price prediction has always been a major topic in economics. In the past, a lot of models 
were used to forecast prices and they included the Monte-Carlo simulation and neural networks. 
In trying to come up with future prices our main objective was set on creating a model that can 
be used for short term prediction of selected company stock prices within the Nairobi Securities 
Exchange, in this case the ARIMA model. 
Our findings were in line with past literature such as (Dyakove, 2014) which pointed out that 
Kenya is one of the most informationally inefficient markets and therefore, stock price 
predictability within the economy is high. However, this argument does not necessarily apply to 
Williamson Tea which had the highest sampling variations owing to its volatile nature and is 
therefore efficient in the weak form. The analysis thus signified the strength of the ARIMA 
model in short term prediction basing on stocks that are highly volatile and also those that are 
highly capitalized. 
7. RECOMMENDATIONS FOR FURTHER STUDIES 
The above model could be strengthened by the inclusion of other variables that affect stock 
prices, however, frequencies of factors such as dividend yields and macroeconomic variables 
such as Growth Domestic Product and exchange rates are either monthly, quarterly or annual 
which would not match daily stock price data. Moreover, conversion of daily to monthly stock 
price data will only smooth out the data which would equally affect the analysis. Therefore, more 










Appendix a: Variations between the actual and forecasted stock price values. 
 







SAFARICOM EQUITY KCB EABL WILLIAMSON TEA 
0.08 0.00 0.34 -0.13 -4.86 
-0.16 0.00 0.11 0.87 23.15 
0.00 -0.55 0.28 -0.87 -2.45 
0.06 0.30 -0.15 -0.13 -30.32 
0.12 0.25 0.08 1.87 122.49 
-0.06 -2.61 -0.35 0.87 -22.11 
0.30 0.75 0.22 -0.89 -22.16 
0.11 0.79 0.04 4.97 -23.56 
0.06 0.04 0.75 8.25 12.46 
-0.09 -1.04 -0.44 -2.85 -15.47 
-0.08 -0.54 -0.41 2.08 -20.23 
0.37 0.78 -0.10 1.95 -22.76 
-0.16 -0.25 0.17 0.89 9.32 
-0.03 0.25 0.43 3.84 17.30 
-0.12 0.25 -0.43 -5.14 5.66 
0.12 -0.05 0.49 -0.11 1.09 
 
 
The variations above were computed by getting the difference between the actual and predicted 
values.  
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