Introduction
[2] The Bay of Bengal (BoB) is situated in the northeastern Indian Ocean (Figure 1 ). Ocean circulation in the BoB is forced locally by seasonally reversing monsoon winds and remotely by the winds in the equatorial Indian Ocean (IO) [McCreary et al., 1993; Schott and McCreary, 2001] . The basin-wide circulation in the bay is cyclonic during the early northeast monsoon in November and anticyclonic during the early southwest monsoon [Yu et al., 1991; Shetye et al., 1993; Eigenheer and Quadfasel, 2000; Somayajulu et al., 2003] . The East Indian Coastal Current (EICC) turns northward in February and reaches its maximum strength in April-May [Shetye et al., 1993] . South of Sri Lanka, the Southwest Monsoon Current (SMC) flows eastward and brings the salty Arabian Sea water into the BoB [Jensen, 2001] . During the winter monsoon, the Northeast Monsoon Current flows westward across the basin, carrying the fresh BoB water into the Arabian Sea [Jensen, 2001; Schott and McCreary, 2001 ].
[3] Sea level is a good indicator of changes in the upper circulation as well as water properties. Sea level varies over the BoB on a wide range of timescales [Han and Webster, 2002] . Seasonal variability of sea level along coastal regions is induced by two pairs of alternate upwelling-and downwelling-favorable Kelvin waves driven by equatorial winds [Rao et al., 2010] . El Niño-Southern Oscillation and the Indian Ocean Dipole affect the inter-annual variability of sea level over the BoB through equatorial and coastal wave dynamics [Clarke and Liu, 1994; Han and Webster, 2002; Rao et al., 2002; Perigaud et al., 2003; Rao et al., 2010; Sreenivas et al., 2012] .
[4] Strong intraseasonal variability (ISV) is observed in the IO [e.g., Moore and McCreary, 1990; Qiu et al., 1999; Reppin et al., 1999; Sengupta et al., 2004; Han, 2005; Iskandar et al., 2005 Iskandar et al., , 2006 Goswami, 2005; Miyama et al., 2006; Fu, 2007; Girishkumar et al., 2011] . There are several prominent types of oceanic ISV in the IO-Madden-Julian Oscillations (MJOs, , biweekly variability (14 days), and basin resonance (90 days) [e.g., Reppin et al., 1999; Han et al., 2001; Miyama et al., 2006; Horii et al., 2011] . Sea-level spectra in the equatorial IO show a dominant spectral peak at 90 days and secondary peaks at 30-60 days [Han et al., 2001; Han, 2005] . Han et al. [2011] argued that a basin "resonance" of equatorial waves causes the remarkable 90 day oceanic response. The observed 40-60 day variability in zonal surface current and sea level is forced primarily by winds associated with the MJOs. Equatorial Kelvin waves forced by MJO winds propagate eastward, reach the western coast of Sumatra, and propagate northward (and southward) along the coast, which impacts on the sea-level variability along the coast of the northeastern Indian Ocean [Oliver and Thompson, 2010; Vialard et al., 2009; Webber et al., 2010 Webber et al., , 2012 ]. Yet, the intraseasonal Kelvin waves and their impacts on sea-level variability in the BoB have more features to be revealed, especially when eddy-resolving numerical simulations are available; high-frequency atmospheric variations, such as MJOs, are thought to be important to the region.
[5] Eddies are an important source of sea surface height (SSH) ISV along their preferred pathways. Previous studies revealed a rich mesoscale variability in the western BoB [e. g., Babu et al., 2003; Kumar et al., 2004 Kumar et al., , 2007 Kurien et al., 2010] . Using hydrographic and satellite data, Kumar et al. [2007] identified nine cold-core eddies in the central and western BoB during the fall inter-monsoon season of 2002 and spring inter-monsoon season of 2003. Except for these case studies, eddy activity in the BoB and its relationship to the SSH ISV have not been systematically studied. Kurien et al. [2010] analyzed mesoscale eddies and current meanders in the vicinity of the EICC during the spring inter-monsoon period, indicative of remarkable instability of the EICC. An energetics analysis has been used to evaluate contributions from instabilities of the mean flow to SSH variability, such as along the South Equatorial Current and in the South China Sea [e.g., Yu and Potemra, 2006; Zhuang et al., 2010] . Such an analysis has less been made in the BoB.
[6] The present study systematically investigates SSH ISV over the BoB and explores its dynamics, using satellite observations and results from an eddy-resolving model. The synergy of satellite observations and model simulations reveals strong ISV along the eastern and northern coasts of the BoB and in the western BoB. The present study extends previous studies by examining a broad intraseasonal band containing not only MJO-induced variability. We compare model simulations forced with the climatological and highfrequency wind products, the latter in good agreement with observations. The innovative comparison reveals that the high SSH variability in the western BoB is due to internal instabilities of the mean currents, a result corroborated by an energetics analysis. Consistent with previous studies, ISV along the eastern and northern coasts of the BoB is associated with coastally trapped waves that originate from the equator. We show that the coastal waves are significantly modulated by the westward radiation and critical latitude of the Rossby wave. As a new finding from this study, the offshore eddy shedding events and the subsequent southwest propagation are identified when the coastal wave turns around a cape in the northeast BoB.
[7] The rest of the paper is organized as follows: section 2 describes observational data and model output, section 3 examines major features of the ISV in the BoB, section 4 explores the physical mechanisms, and section 5 presents the conclusions and discussion.
Data and Method
[8] The sea-level anomaly (SLA) data used in this study are based on a merged product from multiple satellite missions (T/P and ERS-1/2, followed by Jason-1 and Envisat), distributed by Archiving, Validation, and Interpretation of Satellite Oceanographic data (AVISO, http://www.aviso. oceanobs.com/). In order to correct the aliasing of tides and barotropic variability, the altimeter data have been updated with a tidal model GOT2000 and a barotropic hydrodynamic model MOG2D-G [Volkov et al., 2007; Dibarboure et al., 2008] . The product is available on a 1/3
Mercator grid at a weekly interval and then interpolated to daily values using cubic splines in this study. The SSH used in this study is the sum of SLA and mean dynamic topography, the latter based on GRACE data, altimetry measurements, and in situ observations (hydrologic and drifter data) [Rio et al., 2011] . We use wind stress from the QuikSCAT microwave scatterometer, available from Remote Sensing Systems (http://www.ssmi.com/) on a 1/4 grid, with a weekly interval.
[9] We use results from three solutions (CLIM, NCEP, and QSCAT runs defined below) to an eddy-resolving OGCM for the Earth Simulator (OFES) Sasaki et al., 2004] . The OFES model is based on the Modular Ocean Model (MOM3), with a near-global domain extending from 75 S to 75 N but excluding the Arctic Ocean. Its horizontal resolution is 0.1 , and it has 54 vertical levels. The model was initialized at rest with annual mean temperature and salinity from the World Ocean Atlas 1998 [Boyer and Levitus, 1997] and spun up for 50 years with monthly climatological forcing from the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis [Kalnay et al., 1996] . The precipitation rate from the NCEP/ NCAR reanalysis data is utilized to obtain the fresh water flux. In addition to the fresh water flux, OFES adopts additional restoring to the monthly mean sea surface salinity of the WOA98, with the restoring timescale of 6 days to include the contribution from the river runoff. We utilized the daily output from 1990 to 1997 of this climatological solution (CLIM run).
[10] After the spin-up integration, a hindcast simulation from 1950 to 2009 was conducted, using daily atmospheric forcing from NCEP/NCAR reanalysis (NCEP run) . Another hindcast run starts from the NCEP run on 20 July 1999 but is forced by the daily mean surface wind from QuikSCAT measurements (QSCAT run) [Sasaki and Nonaka, 2006; Masumoto, 2010] . The QSCAT run output during 2000-2009 is saved every 3 days for analysis.
[11] Power spectra for observed SSH along the coast of the Bay show that the dominant spectral peak in the 30-120 day band occurs at about 90 days with secondary peaks at 30-60 days (Figure 2 ). In this study, a Butterworth band-pass filter is used to extract intraseasonal (30-120 days) signals [Emery and Thomson, 2001] . The filter may suppress synoptic disturbances and 10-25 days of monsoon ISV, which are much weaker in SSH than those in the 30-120 day band.
Features of Intraseasonal SSH Variability
[12] Figure 3 compares the observed and simulated annual mean SSH and its intraseasonal standard deviation. The annual mean dynamic topography exhibits an anticyclonic circulation pattern in the BoB basin. High SSH is located in the eastern BoB, while low SSH is found in the western basin. The mean SSH values in the QSCAT, NCEP, and CLIM runs (Figures 3b, 3c , and 3d), which generally reproduce the observation, are characterized by a high SSH in the central basin. Among the three runs, the SSH pattern in the QSCAT run is the closest to observations.
[13] Figure 3a shows the standard deviations (STD) of the observed SSH ISV. The ISV is strong in the three regions: off the eastern and northern coasts of the BoB, in the western BoB, and in a zonal band across the mouth of the BoB at 5 N. These active ISV regions are simulated in the QSCAT and NCEP runs, except for three maximum ISV patches (STD > 10 cm) along the coast north of 15 N, where the ISV is heavily influenced by river discharge from the Irrawaddy, Brahmaputra, Ganges, and Mahanadi Rivers. ISV and inter-annual variability of river discharge are not included in the model Sasaki and Nonaka, 2006; Masumoto, 2010] . The ISV pattern in the NCEP run is smoother than that in the QSCAT run due to the low spatial resolution in the NCEP wind. In both observations and OFES model output, intraseasonal variance is weak in the vicinity of Andaman and Nicobar Islands.
[14] A similar agreement in basin-wide SSH structure is found for seasonal means between the observations (Figures 4a-4d ) and model simulations (Figures 4e-4h and 4i-4l). The seasonal SSH patterns in the QSCAT run are very similar to observations, such as the basin-wide anticyclonic circulation during winter and the anticyclonic gyre in the western BoB during spring.
[15] SSH ISV over the BoB features considerable seasonality (Figure 4) . In each season, the QSCAT run reproduces both observed mean and SSH ISV. In the western BoB, the ISV reaches its annual maximum in spring and minimum in winter, whereas southeast of Sri Lanka, it is relatively high in summer and autumn. Along 5 N, a high ISV band extends from the northern tip of Sumatra to the south of Sri Lanka in spring. In the other three seasons, this high ISV band is less clear. In contrast to the other regions, ISV shows a weak seasonality along the eastern and northern coasts of the BoB.
Origin of Intraseasonal Variability
[16] Compared with the QSCAT and NCEP runs, the ISV in the CLIM run is weak in the whole basin (Figure 3 ). In the equatorial region and along the BoB coast, the reduction in ISV is especially large (from 5 cm to less than 2 cm) throughout the year (Figures 4i-4l ), indicating the importance of highfrequency atmospheric forcing. In contrast, in the western BoB variance remains high in the CLIM run, suggesting that high-frequency atmospheric forcing is less important there. [17] Owing to the high resolution and accuracy of the QuikSCAT winds, the QSCAT run reproduces the spatial distribution of SSH ISV quite well. We take a further step to correlate the time series of observed and simulated intraseasonal SSH point-to-point in space. Figure 5 shows that the correlation between them is high along the equator, the eastern and northern coasts of the BoB, and the eastern coast of the Arabian Sea. In these regions, the correlation coefficients exceed 0.5 in all seasons, reaching a maximum in spring and summer. In the western BoB, the point-to-point correlation is generally low. Regions with high correlation indicate the importance of high-frequency wind forcing, whereas low correlations suggest that other processes such as hydrodynamic instability may be important.
[18] In this section, we investigate the importance of highfrequency wind forcing, eddy activities, and instabilities of mean currents in individual regions. Section 4.1 describes propagation of the wind-driven equatorial Kelvin wave and its impact on the SSH ISV along the BoB coast. Section 4.2 presents the eddy activity and its effect on SSH ISV in the central BoB. Section 4.3 conducts an energetics analysis to discuss the instabilities of the mean currents.
BoB Coast
[19] To examine the origins of SSH variability along the BoB coast in detail, Figure 6 illustrates the evolution of observed wind stress and SSH, the patterns obtained by lagged regression to SSH off northern Sumatra. Easterly wind anomalies over the central and eastern equatorial IO lead to a region of low SSH in the eastern IO at 35 days; at this time, a downwelling-favorable equatorial Rossby wave is present from 5 S-5 N to 75 -85 E, and an upwellingfavorable coastal Kelvin wave has propagated northward along the eastern coast of the BoB (Figures 6a-6c) . When equatorial wind switches from easterly to westerly, it drives a downwelling equatorial Kelvin wave that propagates to Sumatra, where it reflects as a Rossby wave and hence raises SSH markedly (Figures 6c-6e) . Subsequently, the high SSH signal propagates around the BoB coast as a coastal wave. Note that there are northeasterly alongshore winds off the northeast coast of India, which can strengthen the coastal signal there (Figures 6e-6h) . At the tip of Sri Lanka, the coastal wave meets the westward Rossby wave and then propagates northwestward along the west coast of the Indian peninsula (Figures 6g-6i) . A similar result is obtained when we apply the analysis to the output from the QSCAT run (not shown). The good agreement between observations and the QSCAT simulation along the coast regions indicates the utility of satellite altimetry over shallow waters with weak tidal aliasing.
[20] Figure 7c shows a lag regression of observed intraseasonal SSH along the equatorial/coastal waveguide in Figure 7a . The SSH signal propagates eastward as a Kelvin wave along the equator and strengthens significantly when it reaches the coast of Sumatra. The SSH signal intensifies because of the reflected Rossby wave. Essentially the water that flows into the coast piles up there, since the coast brings it to zero. That pile up continues until the packet of Rossby waves begins to propagate offshore. When the wave crosses the northern tip of Sumatra (at about 5 N), its amplitude decreases markedly, apparently due to the part of the signal's energy that is reflected into equatorial Rossby waves. The signal then increases in magnitude once more as it propagates northward. The local alongshore wind forcing acts to amplify the wave (Figure 6f) , and so does the shoaling mean thermocline. The wave has another decrease in amplitude Figure 7a ). The reason for this decrease is discussed in section 4.2. The estimated wave phase speed along the waveguide is about 2.65 m/s, consistent with the estimated wave phase speed of a first baroclinic mode in the region (2.6-2.8 m/s) [Chelton et al., 1998 ]. The QSCAT run simulates the observed wave propagation along the waveguide quite well, including the locations of the wave amplitude decreases (Figure 7d ) and the phase speed of the coastal wave (2.60 m/s).
[21] At 5 N, part of the energy is reflected from the coastal area into the interior ocean as westward-propagating Rossby waves (Figure 8a ). The observed 30-120 day SSH signal propagates westward from the coast and reaches 74 E in 36 days with a mean phase speed of about 0.74 m/s. This phase speed is in good agreement with the first internal-mode Rossby wave speed in this region, which is 0.68-0.77 m/s [Webber et al., 2010] . A similar Rossby wave is present in the QSCAT run with a phase speed of the Rossby wave about 0.71 m/s (Figure 8b ).
[22] According to the theory of Clarke and Shi [1991] , poleward-propagating Kelvin waves at a given period can radiate offshore as Rossby waves equatorward of a critical latitude. Poleward of this latitude, the Kelvin waves remain . At that latitude, the regression coefficient of the 40-60 day SSH decreases offshore dramatically ( Figure 9a) ; furthermore, the across-shore structure of SSH is very similar to the free surface height structure induced by a traveling Kelvin wave in a channel [Pedlosky, 2003] . Thus, south of 10 N, a part of the signal's energy propagates westward (Figure 9c ). North of 10 N, the signal propagates northward as a trapped coastal Kelvin wave. Similarly, for the 100-120 day SSH signal, the critical latitude is about 15 N. Consistent with this value, the SSH signal radiates offshore as a Rossby wave south of 15 N, as indicated by the westward-propagating sea-level signal south of 15 N in Figures 6h-6j and Figure 9d , but remains coastally trapped north of that latitude (Figure 9b ).
Central BoB
[23] We detect and track eddies based on intraseasonal anomalies of observed and simulated SSH during 2000-2008. To define eddies, we use a criterion based on the existence of closed SSH contours [Wang et al., 2003] . Specifically, let SLA dif be the absolute value of the SSH difference between its value on the outermost closed contour and the relative maximum or minimum inside the enclosed region. Then, we define the enclosed region to be an eddy provided that SLA dif ≥ 4.0 cm.
[24] All eddies with SLA dif ≥ 4.0 cm are identified in initial maps at time t 0 . We then search for the same eddy from its initial position in the next map at time t 0 + 7 days. Figure 10 shows the tracks of anticyclonic and cyclonic eddies that last more than 1 month. Generally, there are more cyclonic eddies than anticyclonic eddies. Two southwestslanted eddy pathways are found in the western BoB. The pathways are especially distinct for anticyclonic eddies. One pathway is located near the western boundary, the other is in the interior Bay, and each is associated with a local maximum of SSH variance. In the two pathways, most eddies propagate southwestward (Figures 10a and 10b) . High eddy occurrence can also be found in the western BoB in the QSCAT run; however, in the model more eddies occur near the western boundary than in the interior Bay, and the two-band structure is not clear.
[25] Figure 11 shows the evolution of eddies along the track in the interior BoB. The downwelling Kelvin wave from the equator reaches the eastern coast of BoB and turns a sharp corner at the tip of the Irrawaddy Delta off Myanmar (95 E, 16 N) . After the Kelvin wave passes the delta, an anticyclonic eddy forms and then propagates southwestward (Figures 11b-11e) . Likewise, following an upwelling Kelvin wave, a cyclonic eddy forms at lag 21 days and propagates southwestward, forming an eddy train with the preceding anticyclonic eddy (Figures 11f-11k) .
[26] Figure 12 shows that part of the energy radiates southwest along the interior eddy track from the coast as it turns the corner, which explains the decrease of coastal wave amplitude there (Figures 7b and d) . The pathway of the eddies matches very well with the weak maximum in SSH variance in the central BoB, indicating that eddy shedding events contribute to the high SSH ISV in the central BoB. A similar southwestward eddy shedding has been linked to coastal wave propagation off Central America in the northeast Pacific [Zamudio et al., 2006; Chang et al., 2012] . The fluctuations in local winds play an important role.
Western BoB
[27] Extensive work exists on the eddy-flow interaction and energy conversion [e.g., Lorenz, 1955; Böning and Budich, 1992; Eden and Böning, 2002] . Ferrari and Wunsch [2009] gave a review on the reservoirs, sources, and sinks of ocean circulation kinetic energy. Using the QSCAT run, we perform an energetics analysis in the BoB following Böning and Budich [1992] . Eddy kinetic energy (EKE) and available eddy potential energy (EPE) per unit mass are calculated as follows: where e r x; y; z; t ð Þ¼r x; y; z; t ð ÞÀr b z ð Þ , r b (z) is a background density profile taken as the annual and horizontal mean within the BoB, and r θ z ð Þ is the annual and horizontal mean potential density. Transient components of velocity and density are defined as variability at periods of 30-120 days, and the residual low-frequency variations are treated as the basic state. A growing eddy draws potential and kinetic energy from the mean flow. The conversion from mean potential energy (MPE) to EPE through baroclinic instability is defined as
and the barotropic conversion of mean kinetic energy (MKE) to EKE is given by
[28] Positive values of T2 (T4) indicate baroclinic (barotropic) instability.
[29] Vertically integrated EKE is high in the southwestern BoB and along the equator, whereas high EPE is found in the western BoB (Figures 13a and b) . Comparing Figure 13b against Figure 13c , EPE dominates the total eddy energy (TEE, sum of EKE and EPE). Figure 14 shows the seasonal distribution of TEE and the sum of T 2 and T4 (T 2 + T4). To the east of Sri Lanka, TEE reaches its maximum during summer due to instability of the SMC. Along the western boundary of BoB, high TEE and positive T 2 + T4 are found. The TEE is highest in autumn in this region.
[30] Figure 15a shows the seasonal cycle of eddy energy and the energy conversion rate in the western boundary region. In this region, TEE is low from January to July (20~40 Â 10 6 cm 3 /s 2 ) and peaks in autumn (about 60 Â 10 6 cm 3 /s 2 ). A time series of T 2 has similar variations to TEE. During July-December, T 2 is positive, indicative of the MPE conversion to EPE through baroclinic instability. The correlation between TEE and T 2 (T4) is 0.91 (À0.11). The larger amplitude of T 2 and its high correlation with TEE implies that baroclinic instability is the dominant source of eddy energy along the western boundary. To the east of Sri Lanka, TEE peaks in summer (June-August) and is low during spring and winter. The correlation between TEE and T 2 (T4) is 0.11 (0.51) when T2 (T4) leads TEE by 9 days, indicating that barotropic instability may be important in this region (Figure 15b ). In summer, the SMC flows eastward and turns northward after passing Sri Lanka [Schott and McCreary, 2001] . In June, T 2 + T4 is negative, indicating that the eddy energy transfers to the SMC and accelerates the mean current. During July-August, T 2 + T4 becomes positive. The instability of SMC converts mean energy to eddy energy. The baroclinic energy conversion T 2 is large in regions of high SSH variance along the western boundary of the BoB (Figures 4e-4h) , indicative of the importance of baroclinic instabilities. This result is consistent with the CLIM run where SSH variance remains high in the western BoB despite the lack of intraseasonal forcing (Figures 3 and 4) . [31] Several factors account for the evolution of instabilities, including the mean flow shear and ocean stratification. For example, Figure 16 shows stronger vertical shear of zonal velocity to the east of Sri Lanka during summer, whereas the stratification is similar throughout the year. So, the vertical shear of zonal velocity accounts for the larger amplitude of T 2 during summer. The terms
Specifically, the horizontal shear of the zonal current is responsible for the large T4 during summer in this region ( Figure 17 ). During June-August, (Figure 17 ) and the meridional current is intensified (Figure 18 ), indicating an eddy kinetic energy transfer to the SMC that accelerates the meridional current. In contrast,
0 @ u @y is positive and the zonal current decreases from June to August, indicating the conversion of mean kinetic energy to eddy kinetic energy (Figure 18 ). The negative T4 during June is mainly caused by
Conclusions and Discussion
[32] We have studied SSH ISV in the BoB, using altimetry data and OFES model output. The SSH ISV has large amplitudes along the eastern and northern coasts of the BoB, in the western BoB, and in a zonal band along 5 N and is weak in the vicinity of Andaman and Nicobar Islands. It exhibits a clear seasonality, related to the annual cycle of the monsoons in the BoB.
[33] Point-to-point correlations of SSH between observations and the OFES QSCAT simulation are high in the equatorial region and along the eastern and northern coasts of the BoB, indicating the importance of intraseasonal wind forcing in these regions. Forced by intraseasonal wind, the equatorial Kelvin wave propagates eastward and reaches the western 
0 @ v @y averaged in the region to the east of Sri Lanka (region B in Figure 14c ). Figure 14c) . coast of Sumatra, where it reflects as a northward-propagating coastal wave along the BoB coast. The coastal wave contributes to SSH ISV along the eastern and northern coasts. The equatorial intraseasonal wind also drives equatorial Rossby waves between 5 N and 5 S. Directly wind-forced Rossby waves, as well as Rossby waves radiating from the northern tip of Sumatra, cause the enhanced SSH ISV along 5 N. The wave propagation captured by regression analysis is consistent with previous studies [e.g. Oliver and Thompson, 2010; Webber et al., 2010 Webber et al., , 2012 . This study reveals new features of the costal wave. The equatorial Kelvin wave propagates eastward along the equator and strengthens significantly when it propagates from the coast of Sumatra. When the wave crosses the northern tip of Sumatra, its amplitude decreases markedly, apparently due to the part of the signal's energy that is reflected into equatorial Rossby wave. The wave has another decrease in amplitude when it turns a sharp corner at the tip of the Irrawaddy Delta off Myanmar. Our results show that 10 N and 15 N are the critical latitudes for the 40-60 day and 100-120 day Kelvin waves, respectively. North of the critical latitude, the Kelvin wave becomes coastally trapped.
[34] MJOs develop over the western tropical Indian Ocean and propagate slowly eastward across the IO [Madden and Julian, 1972; Wheeler and Hendon, 2004; Zhang, 2005] . During boreal summer, they move northward into the BoB and are associated with large sea surface temperature variations [Vecchi and Harrison, 2002; Roxy and Tanimoto, 2007] . Whether SSH signal exhibits northward propagation associated with northward-propagating MJOs is not clear. As shown in Figure 19 , no SSH signal is observed propagating northward into the interior BoB in summer. The SSH in the interior BoB are mainly modulated by the westward-propagating Rossby waves which radiated from the eastern coast.
[35] Eddies are an important source of SSH ISV along their preferred pathways. We detect two preferred eddy pathways in the altimeter data: one along the western boundary and the other across the central Bay. Eddy activity contributes considerably to the strong SSH ISV in the western BoB. We carried out an energetics analysis to evaluate the instability of the mean flow and its contribution to SSH ISV. TEE features distinct seasonal variations. In summer, high TEE is located east of Sri Lanka, due to the instability of the SMC. In autumn, high TEE and positive T 2 + T4 are found along the western boundary of BoB. Significant correlation between TEE and T2 indicates that baroclinic instability is the main mechanism for energy conversion. To the east of Sri Lanka, the high TEE in summer may be caused by barotropic instability of the SMC. The high TEE regions are collocated with high ISV in the western BoB, indicating the importance of barotropic/baroclinic instability for SSH ISV.
[36] The present work focuses on SSH ISV in the BoB and the mechanisms. The role of SSH ISV in intraseasonal airsea interactions and its impacts on sea surface temperature, the mixed layer, and barrier layer are interesting topics for future investigations. 
