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Abstract 
Let R,,,(K) be the K-algebra generated by the generic 2 x 2 matrices -VI, . , ym over a uni- 
tary commutative associative ring K. Our main result is that there exists a multilinear clement 
f(yl.. ,VS) of degree 5 in R,(Z) which is in the kernel of the canonical homomorphism 
R,(Z) +R,(&) and does not belong to 2&,(Z). This means that there exists a multilinear 
polynomial identity of degree 5 for the matrix algebra Mr(Zz) which does not follow from the 
polynomial identities of M&C?). Before such a (non-multilinear) identity of degree 6 was found 
by Schelter. 0 1998 Elsevier Science B.V. All rights reserved. 
AMS Clusstjication: Primary 16RlO; secondary 16R30 
- 
0. Introduction 
For a unitary commutative associative ring K let R,k(K) be the K-algebra generated 
by the generic k x k matrices yt , . . . , y,,,, k > 2. For p prime, Procesi [6] asked the 
problem if the kernel of the canonical homomorphism 
coincides with pR,k(Z). The only known results are for 2 x 2 matrices. Formanek 
et al. [4] proved that Ker r922 = RR22(Z) and Schelter [8] found a non-trivial ele- 
ment from Kert!J,2\2R,2(Z) for m 2 5 and p= 2. The polynomial of Schelter is 
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multihomogeneous of total degree 6 - of degree 2 with respect to yr and linear 
in ~9, ~3, y4, ~5. Our main result is the following. 
Theorem. There exists a multilinear polynomial f (yl, . . . , y5 ) of degree five in the 
kernel of the canonical homomorphism 
Rm2@) ---) Rm2(&), m > 5, 
which does not belong to 2R,z(Z). 
Our approach is based on the comparison of the dimensions of the multilinear poly- 
nomial identities of degree 5 for the matrix algebras Mz(Ci?) and M2(H2). We work with 
the so-called proper polynomial identities [lo]. Let Ts(K) and T(Mz(K)) be, respec- 
tively, the K-vector space of the proper multilinear polynomials of degree 5 and the 
T-ideal of the polynomial identities for M2(K) in K(X), for K a field. It is known that 
dim(Ts(K) n T(Mz(K))) = 24 if char K = 0 (see e.g. [3] for a survey on the polynomial 
identities for A&(K), char K = 0). We establish that dim(r&) f? T(M2(&))) = 25 and 
this implies the existence of the new multilinear polynomial identity of degree 5 for 
Mz(Zz) or, equivalently, of the nontrivial element in the kernel of R,,,z(Z) + R,&i&), 
m 2 5. 
1. Preliminaries 
Throughout this paper we fix an integer m > 1. For a unitary commutative associative 
ring K let 
P,=K[~$)(i,j=1,2, r=l,..., m] 
be the polynomial algebra with 4m variables $‘. The 2 x 2 generic matrix algebra 
R(K) is the K-subalgebra of the 2 x 2 matrix algebra Mz(Q) with entries from 52 
generated by m generic 2 x 2 matrices 
t’,;’ &’ 
yr = 
( 1 
{“I 5”’ ’ 
r= l,...,m. 
21 22 
In the sequel, we shall consider R(K) for three rings K only - the ring of integers H, 
the field of p elements 7, = Z/pi?, p prime and the field of rationals Q. 
Let K(xl , . . . ,x,,,) be the free associative K-algebra freely generated by the set 
{Xl ,..., xm}. The mapx,.-+y,, r=l,.._ ,m, induces a canonical homomorphism 
n(K):K(xl,...,x,)-+R(K). 
For K = Z and K = Q the kernel of x(K) coincides with the set of all polynomial 
identities in m variables of the 2 x 2 matrix algebra M*(K); for K = H, the kernel is 
the set of all polynomial identities for the Z,-algebra A&(E), where E is an infinite 
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extension of the field Z,. The generic matrix algebra R(K) is isomorphic to the rela- 
tively free algebra in the variety of K-algebras generated by the K-algebra Mz(K) for 
K = Z, Q, and I&(E) for K = Z,, p being prime. 
For n 5 m we denote by V,(K) the set of the multilinear in XI,. . . ,x, elements from 
K(~I , . . . ,x,). We also consider the ring homomorphisms: 
v(K) : %(x1,. . . ,xm) -+ R(K), 
induced by the map ~(~1,...,~,)3x,--ty,~R(K), r=l,...,m; for a prime p, the 
canonical homomorphisms 
~(P):R(Z)~R(Z)lPR(h), 4(P) :W)IpW)+W,) 
and the composition 
6(P) = 4(PMP) :W) +R(iZ,). 
Lemma 1. Let n 5 m. The kernels of the ring homomorphisms x(K), K = Z, Q, Z, 
and 4(p) satisfy the following: 
(i) The rank of the free Z-module V,(Z) n Ker rc(Z) and the dimension of the 
Cl-uector space G(Q) n Ker z(Q) coincide. 
(ii) For p prime 
dim,p(V,(z,)nKer71(Zp)) 
=ra&4W)nKerW’)) + dimz,((~(P)v(Z))(V,(Z))nKer~(p)). 
Proof. (i) We assume that the finitely generated free Z-module V,(Z) is canonically 
embedded into the Q-vector space V,(Q). Any set of free generators of G(Z) forms 
a basis of K(Q). By the theorem for the subgroups of the finitely generated free 
abelian groups, V,(H) has a basis fi, . . . , fd such that there exist positive integers 
al,...,a, with the property that a~~a~,a~~a~,...,ac_~~ac and alfi,...,a,f, generate 
freely V,(Z)nKer n(Z). Since the generic trace ring R(h) has no additive torsion, 
(i.e. qf = 0, 0 # q E Z, implies f = 0 in R(B)) we obtain that al = . . . = a, = 1 and 
as abelian groups. Clearly, an element f E V,(Z) is a polynomial identity for k&(Z) if 
and only if it is a polynomial identity for k&(Q), i.e. 
V,(H)nKer@)= V,(Z)nKerv(B)= V,(Z)nKerv(Q) 
and this proves (i) because any basis of the free Z-module V,(Z) n Ker rc(Z) is a basis 
of the Q-vector space V,(Q) n Ker z(Q). 
(ii) We shall use the equality 
V,(Z) = (V,(Z) n Ker n(Z)) @3 Zf,+l @. . . @ zfd 
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which implies 
Obviously ($(p)v(Z))( G(Z)) n Ker 4(p) coincides with p(Zf,+t ~3. . . $ zfd) and 
(+(p)v(z))(v,(z))” ~,(rc/(P>v(~>>(fc+l> @. @ &($(f’)v@))(_h). 
Now ($(pW)>(V,(~)) n Ker 4~) is a Z,-subspace of (WW))(V,(O) and 
dimz, 4~,>(W,)) 
= dimz,(ll/(p>71(Z)>(v,(Z)) - dimz,((~(p>~(z)>(v,(z)) n Ker dO)> 
= ra& ~(UV,(O> - dimr,((~(p>~(m))(v,(z)> n Ker 40)). 
This completes the proof because 
rat&z z(Z)( V,(Z)) = rankz V,(Z) - rank& V,(Z) n Ker n(Z)), 
dimz, $Zip)(Uzp))=dim~p V,(z,) - dimz, rQ,)(V,(Z,)nKer~(Zp)), 
dimzp V,(Z,,) = rankz V,(Z) = n! 0 
Corollary 2. For n < m the kernel of 6(p) contains multilinear elements of degree n 
which are not in pR(Z) if and only if 
dimQ(V,(Q)n T(M2(~)))<dimz,(V,(Z,)n WW,))). 
Proof. In order to check whether a multilinear polynomial f(xt,. . .,x,) is an identity 
for an algebra A over a field K, it is sufficient to verify if f vanishes when xl,. . . ,x, are 
replaced by the elements of a fixed basis of the K-vector space A. Let E be an infinite 
extension of the field ZP. Since the Z,,-algebras M2(ZP) and Mz(E) have the same 
bases, they have the same multilinear polynomial identities. Now, the proof follows 
immediately from Lemma 1 and the fact that R(&,) is isomorphic to 
K(xl,..., xm)l(K(x~ 9.. . ,&) n W42(E))). 0 
We define inductively leftnormed commutators of length s in K(xl, . . ,xm) by 
[w,uzI =u1u2 - U2UI, ~~I,...~~.~-I,~,1=~[~1,...,~,~-11,~,1, s>2. 
Following Specht [lo] the vector space T,(K) of the multilinear proper elements in 
V,(K) is spanned on the multilinear products of commutators [xi,, . . . ,xjs]. It is well 
known [lo] that over a field of characteristic 0 all the polynomial identities of a 
unitary algebra follow from the proper multilinear identities. Over an arbitrary base 
field the same arguments give that the multilinear polynomial identities of an unitary 
algebra follow from the proper ones. The Specht basis of r, consists of the following 
multilinear elements [lo]: 
[Xi~~Xi~~~..~Xi,l” ’ bk, ,xkz,. . ,xk,.l, 
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where in each commutator [xj,,xj?, . . . , Xj,] the first index jr is bigger than the other 
indices ,j2,. . . , j,, the length of the consecutive commutators does not decrease (i.e. 
IdI “. < IV) and if two consecutive commutators [xi,, . , . ,xj,.], [“jr,. . . ,xy] are of the 
same length then jt <j{. Easy counting of the elements of the Specht basis gives 
Lemma 3. For k = 0, 1,2,3,4,5, the dimension dimK rk(K) is equal, respectively, to 
l,O, 1,2,9,44. 
We shall modify the basis of Specht for Tj(K) in the following way: 
Lemma 4. Over any field K the vector space Ts(K) has the following basis: 
[Xil,Xlz’Xii,Xia,Xis], il >i2<i3<i4<i5, 
where {il,i2.i3,i4,i5}={1,2,3,4,5}. 
Proof. The statement follows immediately from the well known fact that the Lie sub- 
algebra generated in K (XI,. . . ,x,) by xl, . . . ,x, is isomorphic to the free Lie algebra 
of rank m and that the commutator subalgebra of this Lie algebra is freely gener- 
ated by leftnormed commutators [xj,,xjz,. . . , ,k x. ] such that jr > j2 < . 5 jk, see e.g. 
[2, Section 2.4.2, Corollary (ii), p. 78 of the Russian edition]. A direct altema- 
tive proof can be obtained in the following way. Using the anticommutativity and the 
Jacobi identity for the commutators, we express every element from the Specht basis 
of I’s(K) as a linear combination of our elements. Since the dimension of I’5(K) is 
equal to the number of these elements we obtain that they form a basis. 0 
The following consequence of Lemma 4 is based on the fact that over an infinite 
field K the polynomial identities of the algebra of the k x k upper triangular matrices 
follow from the identity [x1,x2] . ‘. [x2k_I,xZk] = 0 (see e.g. [5,9]). 
Corollary 5. For K being a field, any proper multilinear polynomial identity of 
degree 5 for the algebra M.(K) is a linear combination of 
[[&,3Xi,l, [Xij3Xi.t3Xi~ll9 [Xi~,Xi~I[Xi~.Xi~~Xi~l~ il >i2, i3>i4<&, 
where {il,i2,i3,i4.i5}={1,2,3,4,5}. 
Proof. Let f E I’s(K) vanish on Ml(K). We express f as a linear combination of the 
elements from Lemma 4. For fixed il > i2 < i3 < id < i5 we replace xi, by the matrix unit 
e2r and the other variables xj by et 1. This gives that the coefficient of [xi, ,xi2,xi3,xi4,xiS] 
in the expression of f is equal to 0. 0 
As in [3] we obtain the following relation between the dimensions of all and of the 
proper multilinear polynomial identities for a unitary algebra. 
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Lemma 6 (Drensky [3]). For the T-ideal T(A) of the polynomial identities of a uni- 
tary algebra A over a field K of any characteristic 
dimK(V,(K) n T(A)) = 2 (i ) dimK(r,(K) n T(A)). 
k=O 
Procesi [7] computed the codimensions (i.e. dimK V,(K)/( V,(K) n T@&(K))), 
n = 1,2,. . .) of Mz(K) over a field of characteristic 0. An alternative proof of this 
result can be found in [3]. 
Proposition 7 (Procesi [7]). 
dim KWHKW) n W&(Q)) = & (;;+12)-(;)+1-2? 
In particular, 
dimK &(K)/( Q(K) n T(&(K))) = 91. 
By the Amitstt-Levitzki theorem [l] the standard identity sq(xt,x2,x3,x4) = 0 is the 
only multilinear polynomial identity of degree 54 for M2(K) over any field K. Hence 
dimK( V,(K) n T(&(K))) = 0, n 5 3, dimK( G(K) fl T(M2(K))) = 1. 
Since dimK V,(K) = n! we obtain immediately 
Corollary 8. Over a field K of characteristic 0
dimg( G(K) n T@&(K))) = 29, dimK(rs(K) n T(M#C))) = 24. 
2. The main result 
In this section we shall prove our Theorem stated in the introduction. In order to 
simplify the calculations we shall use the idea of Swan in his proof of the Amitsur- 
Levitzki theorem [ 111. Here we recall his approach for 2 x 2 matrices only. For any 
multiset (i.e. some of the elements may appear more than once) of n matrix units 
{eij I C&j> E 1) in M2W) we construct an oriented graph with vertices 1,2 and edges 
(i,j) E I, where i is the beginning and j is the end of the edge (i,j). Then the product 
eilj, . ..ei”j, is equal t0 f?i,j, if (iljt),. ..,(i,j,) is a path and 0 in all other cases. 
In this way Swan [l l] involved Eulerian graphs in the investigation of the poly- 
nomial identities of matrices. Recall that an Eulerian graph is an oriented graph which 
possesses paths going through all the edges exactly once. The proof of the following 
combinatorial lemma is obvious and follows from easy direct calculations. 
Lemma 9. Let G be an Eulerian graph with two vertices 1,2 andjve oriented edges 
among {(1,1X(1,2),(2,1)}. Let each of the vertices (1,2), (2,l) is of multiplicity 
1 or 2 and let the multiplicity of (1,2) is not less than the multiplicity of (2,l). 
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Then the set of the edges of G is one of the following: 
{3(L 1),(1,2)(2, I)}, {2(L 1),2(L2),(2,1)),{(L1),2(L2LW, 1)). 
Proposition 10. 
dimz,(Ts@)n 7Y~@2)))=25. 
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Proof. We use the notation of Corollary 5. We denote by VI,. . . ,u20 (in some order) 
the elements 
[[&l,Xizl, [Xi~,Xi~,Xi~ll 
and by v~I,..., 2140 the elements 
[XilrXizl[Xis,Xi4,Xi51, 
il>i2, i3>iJ<i5. Every element f l r5(.Z2)nT(M2(Z2)) can be written as 
f(x13X2,X3>x4,X5)z~ tjj2ii(X1,X23X33X43X5) 
j=l 
with some coefficients <j E &; f(xt ,x2,x3,x4,x5) = 0 is a polynomial identity 
Ml(&) if and only if 
f(e. e. e. e. e. )= 0 
11/l 9 12/z? QJ3, UJ4) QJs 
for any choice of matrix units ei$j>, s = 1,2,3,4,5. Clearly, the dimension of the 
for 
Hz- 
vector space of the proper multilinear polynomial identities of degree 5 for M2(E2) 
is equal to the dimension of the space of all solutions (51, _ _ . , &o) E Zi” of the linear 
homogeneous system with 45 equations 
40 
c vj(eiljl 3 eizj22 I3J3, UJ42 1sJs e. e. e. )=O, 
j=l 
&,j, = 1,2, s = 1,2,3,4,5. We are able to reduce essentially the number of the equa- 
tions. Since char & = 2 and e22 = e + et 1, where e = et 1 + e22 is the identity matrix, 
and every variable in f participates in commutators only, we obtain that it is sufficient 
to replace the xi’s with the matrix units ett, et2 and e2t only. Besides, if 
f(e- e. e. e. e. .)=g(el1,eiz,e21)=C”~~e~, 11 II 9 b/2, QJ39 Q/4’ hJ5 
then 
where i = 2, 2 = I. Hence, we may assume that the multiplicity of et2 in the set 
{ei,j,, . . . , ei,j,} is not less that the multiplicity of e2t. Direct calculations show that for 
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implies that each et2 and e2t appears exactly once and for 21 I j 5 40 
implies that each et2 and e21 appears exactly once or twice. Hence, the graph theoretical 
arguments from Lemma 9 give that f =0 is an identity for M2(Z2) if and only if it 
vanishes for the following substitutions: 
(i) Three of the Xj’s are replaced with ett and the other two - with et2 and e2t. 
By the symmetry between et2 and e21 we have (z) = 10 such cases. 
(ii) Two of the xj’s are replaced with et, and other two - with et2. These cases 
are 5(l) =30. 
(iii) One of the xi’s is replaced by et, and two of the other - with et2. Again, by 
the symmetry between et2 and e2t we have +5(i) = 15 such cases. 
In this way, we obtain a system of 55 matrix equations and, comparing the nonzero en- 
tries of the matrices only, we obtain a system of 65 “scalar” equations with coefficients 
from 772 
0, C(kjEz2, k= 1,...,65. 
Since the dimension of the vector space of the solutions is equal to 40 - rank(gkj), 
it is sufficient to calculate the rank of the 65 x 40 matrix (Ukj). Since the rank has 
been calculated by hand, we have separated the matrix in two 65 x 20 submatrices 
corresponding to the unknowns [j, respectively, for 1 5 j 5 20 and 21 5 j 5 40. The 
first matrix has 10 different rows only. Applying the Gauss method for the columns 
we have obtained that its rank is equal to 5 and have found explicitly 5 linearly in- 
dependent columns. The rank of the second matrix is equal to 11. Again we have 
found 11 linearly independent columns. Finally, it turns out that the rank of the ma- 
trix of 16 = 5 + 11 columns is equal to 15 and, hence rank(akj) = 15 which implies 
that 
dimz,(Ts(Z2)flT(&(iZ2)))=40 - 15=25. 0 
Proof of Theorem. Applying Lemma 6 we obtain 
=- dimz,(M&) n Wf2(&))) + dimaJTs@‘d n W4dG))) 
=5.1 +25 = 30. 
Now, Corollaries 2 and 8 give the existence of the new polynomial identity for I&(&) 
and this completes the proof of the theorem. 0 
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