We study the null controllability by one control force of some linear systems of parabolic type. We give sufficient conditions for the null controllability property to be true and, in an abstract setting, we prove that it is not always possible to control.
Introduction
Null-controllability of linear and semilinear parabolic equations has been extensively studied these last ten years. In their work, Lebeau and Robbiano [6] considered the heat equation in bounded domains Ω ⊂ R n and for positive times T
where ω is an open set which satisfies ω ⊂ Ω. They proved its null-controllability by a localized (in space) control: for any u 0 ∈ L 2 (Ω), there exists f ∈ L 2 (Q T ) such that the associated solution of (1) satisfies u(T, .) ≡ 0 in Ω. The main tool to establish such a result is a Carleman estimate. Fursikov and Imanuvilov [7] proved the same result for the problem:
where L is a general linear second order parabolic operator. Again, the main tool is a global Carleman estimate satisfied by the solutions of (2) . This estimate allowed these authors to prove the null-controllability (controllability to the trajectories) of semilinear equations:
when h is a globally Lipschitz-continuous function. Fernandez-Cara and Zuazua [8] and Barbu [4] generalized this result to some superlinearities using a fixed point method and a precise expression of the constants appearing in the global Carleman estimate. In contrast, very few results are published for linear or semilinear parabolic systems. Anita and Barbu [3] , for a reaction-diffusion system, and Barbu [5] for the phase field system, proved local exact controllability results by two localized (in space) control forces. In a recent paper [1] , the authors give local exact controllability and exact controllability results for phase field systems by only one localized control force. All these papers pass first through the study of the controllability of a "linearized" version of the system and use some Carleman estimate in order to apply a fixed point theorem.
As it is by now well-known, the controllability result of this linearized system amounts to prove an observability estimate for its adjoint system. This part is in a way the corner-stone for the proof of the controllability of the initial semilinear problem when using a fixed point method. In particular if a control problem by only one force is considered, it is to obtain this estimate that the coupling operator between the equations of the system plays role. So in view of these facts, a natural question arises: is it always possible to control coupled linear parabolic systems by a reduced number of control forces. It is the aim of this paper to give some partial answers to this question.
To address this question, this article is organized as follows. We first consider in Section 2 a linear system which naturally appears when dealing with the controllability of some nonlinear reaction-diffusion systems. In this case, the observability estimate is related to the existence of a definite, non-negative quadratic form Φ, which is introduced in the proof of Lemma 1. This Φ takes into account the way in which the equations of the system are coupled and it leads to the desired observability estimate. The goal of this section is to illustrate, in a simple case, the main ideas contained in the proof of such a result.
In the light of Section 2, one may ask if it is possible to adapt this approach to general abstract linear systems of parabolic type (at least to obtain some sufficient condition for their controllability). This is the goal of Section 3 where it turns out that the observability estimate is actually related to the existence of such a Φ which is itself related to the existence of a multiplier M as shown in Theorem 2.1. Note that this relation between Φ and M was hidden in Section 2 since in this case M was equal to the identity. Finally, to conclude this third section we exhibit some examples of linear "parabolic-like" systems showing that it is not always possible to control such coupled systems by a reduced number of control forces. In this case the non-controllability is related to the compactness of the coupling operator (this operator being in some sense "too compact"). Note that the operators in these examples are not of partial differential type and thus do not seem to be physically relevant.
In order to illustrate the relevance of the assumption concerning the existence of a multiplier M in Theorem 2.1, we present in Section 4 an example of linear parabolic system for which it is not possible to take the identity for M . We show how the abstract theorem of Section 3 can be used for this example to deduce the controllability of the system by a single (but non-localized) control force. Finally, using this first result together with suitable Carleman estimates we obtain the controllability of the system by a single localized control force.
An example: Reaction-diffusion systems
We consider a general reaction-diffusion system which arises in mathematical biology:
where Ω is a bounded domain of R n with smooth boundary, h, g smooth functions and f a source term. Let
) and consider the controllability question of finding a function f ∈ L 2 (Q T ) such that the corresponding solution pair (ψ, w) of (4) satisfies ψ(T ) = ψ * (T ) and w(T ) = w * (T ). Note that this is still an open question with a single control force (even for a non-localized control) which will be address in a future work [2] . To our knowledge, the only result in this direction is the one of Anita and Barbu [3] for a localized control acting on both equations. The sketch of the proof of such a result, is to set first
where (ψ, w) satisfies (4), to get:
The main task is now to prove the controllability of a linearization of this system with suitable estimates on the control (with the help of Carleman estimates if the control is localized) to be able to use a fixed point argument.
As mentioned in the introduction, the question under interest here is the study of the controllability of this linearized system. This system takes here the following form:
We assume a,
. The rest of this section is now devoted to the study of the controllability of (5). To begin with we recall for completeness why this controllability property is actually equivalent to the so called observability estimate. Then we prove in Lemma 1.2 this estimate.
Existence and uniqueness for (5) follow from classical results on parabolic systems (see [9] ). System (5) can be written in the following abstract form:
Our aim is to prove that for all initial data Y 0 = ψ 0 w 0 ∈ H, one can find f ∈ L 2 (Q T ) such that the corresponding solution of (5) satisfies Y (T ) = 0.
As in [13] , for any t > 0, we define the operators S t which associates with an initial data Y 0 ∈ H the solution of the homogeneous system ((5) (f = 0) at time t and L t which associates with f ∈ L 2 (Q T ) the solution at time t of (5) corresponding to null initial data. Then, the controllability property is equivalent to the existence,
which is equivalent to
This last inclusion holds if and only if (see for instance [13] , Th. 2.2, p. 208) there exists C T > 0 such that 
where |.| stands for the L 2 -norm and (φ, u) is the solution of the adjoint problem:
Remark 1.1. We insist again here on the fact that the purpose of this article is to study the way to prove the observability estimate in the case of a reduced number of control forces. In particular we are not interested at this level by the localization in space of the control. However let us mention that if f = gχ ω in (5) then the corresponding observability estimate (namely with ω instead of Ω in the right-hand-side of (9)) can be deduced by using some suitable Carleman estimate (see [2] ).
Let us show the observability inequality (9) for solutions of (10).
the corresponding solution of (10) satisfies (9) .
Proof. (9) is an observability estimate. It shows the possibility of recovering the total L 2 -norm at time T by observing only the L 2 -norm of u from t = 0 to t = T . The proof of this Lemma is based on the introduction of a suitable functional itself based on suitable multipliers. Let us introduce, for any solution (φ, u) of (10), the functional:
where λ, µ are positive constants witch will be chosen later.
One has
and
Thus, differentiating Φ with respect to time, we obtain:
where we have introduced the following notations
Now we estimate each of the three quantities I 1 , I 2 and I 3 .
• Estimate of I 1 .
Recall that we have assumed that b ≥ δ > 0 a.e. in Q T . Therefore, choosing
leads to
• Estimate of I 2 . Using Cauchy-Schwarz's and Young's inequalities, we have:
• Estimate of I 3 .
where
In view of these last estimates, choosing λ ≥ µ
To end the proof, it remains to show that Φ(u, v) is a quadratic definite form in L 2 (Ω) for t = T . This is a direct consequence of the definition of Φ, with λ = µ 2 . Actually, one has:
Therefore, all solutions of (10) satisfy (9) with 
where (A, D(A)) is an unbounded operator in a Hilbert space H and B, the control operator , is defined from the control Hilbert space X in H. If the null controllability property holds for this abstract system, then for arbitrary T > 0 and Y 0 ∈ H, there exists u ∈ L 2 ((0, T ); X) such that the corresponding solution satisfies Y (T ) = 0. Then one can look for the control u which minimizes u L 2 (0,T ;X) . Let us denote it by u T and let the minimal energy function E min (T ) defined by
When dim H < ∞, it is well known that E min (T ) is exactly the best constant √ C T of the observability inequality and it has been proved (see [11, 12] 
where k is the smallest integer such that
If we consider the correspondence between our system and a finite dimensional one with:
then a simple computation gives k = 1 and then
. Therefore it is interesting to notice that our computations leads to the same behavior near T = 0 since we have obtained
2. Null-controllability for general systems
Sufficient conditions
This section is devoted to the question of null-controllability for some general systems of parabolic type when using control forces acting on a single equation of the system. More precisely, let U and V be two real Hilbert spaces with scalar-product ( , ) U and ( , ) V respectively, and let | | U and | | V denote the corresponding norms. Let A and C be linear self-adjoint operators with the domains D(A) ⊂ U and D(C) ⊂ V, respectively. We assume that these operators are positive definite. We also introduce two linear, possibly unbounded, densely defined operators B :
are dense in U and V so that the matrix operators
holds. Thus A is a densely defined dissipative operator. It is therefore closable [10] This allows us to consider the following initial value problem
where f ∈ L 2 (R + , V) is the control force. The aim of this section is to find conditions under which system (12) is L 2 -null-controllable at any time T > 0, i.e., for any time T > 0 and any initial data Y 0 = (ψ 0 , w 0 ) ∈ U × V there exists a control force f ∈ L 2 (R + , V) for which the corresponding solution (ψ, w) of (12) vanishes at time T . It is by now classical (see for instance [13] , Th. 2.6, p. 213) that, if we denote by R : V → U × V the operator defined by Rf = 0 f , this property is equivalent to the existence of a constant c T > 0 such that for all
for the solution (u, v) of the adjoint system,
Throughout this section we agree to denote by c a constant depending only on the operators A, B, C, and D.
The main result of this section reads as follows: 
Assume also that there exists a positive constant γ such that for all ε > 0,
for any (u, v) ∈ F. Then for any T > 0 the solution of problem (14) satisfies the estimate
If, in addition, there exists a constant q > 0 such that the estimate
holds for any T > 0, then system (12) is L 2 null-controllable at any time.
Remark 2.2. The assumptions of Theorem 2.1 may seem strange. Indeed, they naturally appear when we apply to the abstract system the same ideas which allowed us to treat the example in the previous section. Let us briefly explain these ideas. If we had to control system (12) by two functions (one for each equation of the system), we should have to prove the estimate:
for the solution (u, v) of the adjoint system (14). If this estimate is obtained, the difficulty now is to get rid of ) by M * u, we are naturally led to the assumption (18) and the other assumptions are here to manage the "bad" terms appearing after this. For instance, if D was invertible (with a bounded inverse) and of the same "order" as B, the natural choice is M = D −1 and p = 0 (it corresponds to the situation in the example treated in the previous section). Based on these ideas, the functional we introduce allows both to prove (24) and to get rid of
V dt but, in doing this, the condition (23) (it is a kind of parabolic property) becomes necessary to end the proof. Remark 2.3. For another application of this process, the reader should refer to the third section (system (41)).
Proof. For u and v satisfying (14), define the quadratic form Φ by
where the positive parameters l, λ, and µ will be chosen later. The first step of the proof is to show that there exists a positive constant c such that
V . Using (14) we deduce that:
as well as
Thus, differentiating Φ with respect to time, in view of (26)- (28) we obtain
• Estimate of I 1 . In view of (18), one can choose µ large enough so that
• Estimate of I 2 . Using Cauchy-Schwarz's and then Young's inequality, we have
, and therefore
Using (17) and (19)- (22), we have
or, setting
To estimate I 3 we use (15) to obtain
Now in view of (30), (32) and (33), which we substitute into (29) we have
Going back to (25), recalling (16) and making λ larger if necessary, we remark that
Thus integration of (34) over [0, T/2] yields:
with for T small:
which already implies the null-controllability of system (12) 
Some necessary conditions: a counterexample
Here, we construct an example showing that for some coupling operator, the system cannot be null-controllable. Let A be an unbounded positive definite self-adjoint operator in a Hilbert space H with discrete spectrum {λ k } k∈N (definitely, A could be viewed as −∆ with Dirichlet homogeneous boundary conditions). If we denote by {φ k } k the corresponding orthonormal basis of eigenfunctions, A may be written
Therefore, if f is a real function defined on spec(A), we set 
where we denote by . the norm in H. The main result of this section is:
Theorem 2.4.
1/-System (36) is null-controllable in time T if and only if the function
2T s stays bounded away from zero as s → ∞.
2/-If f (s) decays polynomially, the system is null-controllable for any T > 0. 3/-For f (s) = e −s we have the null-controllability result for any T > 1, but not for smaller values of T . 4/-If the decay rate of f (s) is super-exponential, the system is never null-controllable.
Remark 2.5. Note that if f satisfies one of the condition of this theorem, then f (A) is a compact operator (as a limit of finite rank operators).
From an heuristic point of view, this result gives some indications on the "order" of the coupling operators for the null-controllability property to hold. For instance, if the coupling operator is a partial differential operator of order 0 or 1, or if it is of order A −p for some real p > 0, then (may be with some additional assumptions) the null-controllability of the system should hold. If the coupling operator is "too compact" (by this, we mean that its sequence of eigenvalues decays very fast to 0), then the null-controllability property will in general be false.
Proof. In terms of quadratic forms, (37) reads as follows:
where L and P are operators in H × H given by
It is easy to see that the eigenvalues of the 2 × 2 matrix L are λ ± (A), where λ ± (s) = s ± |f (s)|, and that the orthogonal matrix
So, it is easy to check that
Thus:
with V P V * = 1 2
For any real s we set η(s) = (e s − 1)/s. Computing explicitly the integral at the right-hand side of (39), one can rewrite the null-controllability condition in the form
Denote by σ(s) the smallest eigenvalue of the 2 × 2 matrix B(s). Clearly, using assumptions on f (s)
Since inequality (40) 
This, in particular, shows that the function det B(s)/trB(s) is strictly positive for any value of s. To verify if it is bounded away from zero it suffices to study its asymptotic behavior as s → ∞. As is easy to see,
and therefore
3. Application to the null-controllability of power-like systems
Preliminaries
Let Ω be a bounded domain in R n with C ∞ boundary and let ω be any subdomain of Ω with characteristic function χ ω . For T > 0, we set Q T = (0, T ) × Ω and we consider the system of parabolic equations:
where L is the realization of the Dirichlet Laplacian operator on Ω:
(Ω) and we define the linear and unbounded operator:
. We also denote by < ., . > and . the scalar product and associated norm in H and by (., .) and |.| the scalar product and associated norm in L 2 (Ω). Introducing (µ k ) k∈N * and (ϕ k ) k∈N * the sequences of eigenvalues and normalized eigenfunctions of L, the eigenvalues and corresponding normalized (in H) eigenfunctions of L are given by:
To simplify the notations, we set:
We can now introduce the self-adjoint extension of L (for which we keep the same notation) with respect to its base of eigenfunctions according to:
A necessary and sufficient condition for −L to generate a C 0 -semigroup e −Lt is then that:
and this last condition is, from the expression of λ + k (see (42)), equivalent to:
Together with L defined by (44)- (45), we introduce the control operator B :
Using the notation Y 0 = (ϕ 0 , w 0 ), system (41) can be rewritten as:
We will now prove the null-controllability of (47) namely that, for any Y 0 ∈ H, there exists a control u ∈ L 2 (Q T ) such that the solution Y of (47) 
satisfies the estimate:
For a single parabolic equation, this property is well-known and has been obtained in particular by and Fursikov-Imanuvilov [7] . In our case two more difficulties occur. The first one is due to the fact that the control force only acts on a single equation of this system and the second one is that this control force is localized in a subdomain of Ω.
To prove (49), we will find in a first step the set of α and β for which this inequality is valid if ω = Ω. This result is obtained as a direct consequence of Theorem 2.1 in the particular case of system (47). We will restrict ourselves to the case 2α < β + 1.
For these values of α and β, we then adapt the method developed in [6] to prove (49).
Null controllability when ω = Ω
The main result of this section is: 
Proof. We prove Theorem 3.1 by showing that the assumptions (15)-(23) of Theorem 2.1 hold. We first concentrate on (15)-(22). Therefore we have to find p ∈ R and M :
2 ) and such that the estimates (15)- (22) 
for (22) with for (21)
and for (22)
In order to find γ, remark that the first inequality of system (S) leads to Setting ε = ρ r−1 , this last inequality writes:
+ α 2 β , we get (52) with:
Finally we have to find p ∈ R such that system (S) holds. This is equivalent to:
and it is now easily seen that the assumptions β > 0 and 2α < 1 + β imply the existence of such a real p. For example, one can verify that
is convenient. Thus the assumptions (15)-(22) of Theorem 2.1 are satisfied and this implies the existence of a constant c independent of T such that the solution of (48) satisfies
It remains to verify that Assumption (23) also holds for the solution of system (48). In this case, Assumption (23) becomes: there exists q > 0 such that the solution of system (48) satisfies
This estimate is easily proved by writing down the solution of (48) in the basis (Φ k ) k∈Z * . Indeed, we have:
Thus, using the properties of the Φ k and setting Y 0 = (ϕ 0 , w 0 )
Studying the asymptotic behavior of λ k yields that there exist constants C > 0 and δ > 0 such that λ k ≥ Cµ δ |k| for all k ∈ Z * . On the other hand, it is a matter of computation to check that for all t > 0:
with q = 2p δ and C is a constant independent of k and t. Thus:
which is the desired estimate.
Thus the conclusion of Theorem 2.1 follows:
where the constant C T is estimated by
γ being defined in (54).
Null controllability when ω Ω
This part is devoted to the proof of the main result of this section. Remark 3.2. The abstract result does not apply in this situation because the control force is constrained to be in a strict subspace of L 2 (Q T ) (the abstract result gives a control function in the whole space without more precision). Proof. We give it for completeness because it is essentially the same than the one given by G. Lebeau and L. Robbiano [6] in the case of a single equation. Indeed, the original point here is Lemma 3.4 which itself uses the results of the previous section. Following [6] , we fix δ ∈ (0, T/2) and ρ ∈ (0, b/n) where b = 2 min(1, β) − 1 and n is the space dimension. 
where π σ l is the projection operator on the subspace H σ l =span Φ ± k , 1 ≤ k ≤ σ l of H. Of course, the control u l needs not to be unique but we will see below that, first it exists and second that it can be chosen as the one which minimizes a given cost functional.
We are now in position to construct a sequence of states:
We first explain briefly this process: until time δ = a 0 the system is freely evolving and dissipates without control (u = 0 in (47)). On the time interval (a 0 , a 0 + 2T 1 ), we first introduce a control u 1 which will drive Y 1 to a function of H ⊥ σ1 in time T 1 and we then let again system (47) evolves freely (with u = 0) from t = a 0 + T 1 to t = a 0 + 2T 1 . We obtain the sequence (Y l ) by repeating this construction on (a l−1 , a l ). The claim of the Theorem holds true if we are able to prove that lim l→∞ Y l = 0.
Of course, this construction needs to be justified by proving that, at any step, the control u l = K 
