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I. INTRODUCTION

I
N RECENT years, much attention has been drawn to the research of neural networks (NNs) because of its wide application, such as pattern recognition, associative memories, signal processing, fixed-point computations, and so on. In addition, time delays are always encountered in NNs, which affect the stability and performances of NNs. Therefore, the stability analysis issue is an important feature in the filed of time delayed NNs. Up to now, the stability analysis for time delayed NNs has attracted widespread attention in both theories and industrial applications [1] - [3] , [41] , [42] . It is noted that obtained stability criteria in the literature of NNs with discrete, constant, distributed or time-varying delays can be delay-dependent or delay-independent [4] - [8] .
In reality, NNs can be characterized as mode switching in networks which gives rise to Markovian jumping NNs (MJNNs). The special feature of MJNNs is to model a class of finite mode NNs, and its wide application has been displayed in many physical systems, economic systems, and network control systems. Therefore, MJNNs are of very important and have experienced an increasing attention in [9] - [17] and [43] - [46] . Considering complex behaviors of chaotic systems, the synchronization of chaotic systems has been introduced in 1990 [18] and have been proved to have a great impact on both man-made systems and fundamental science, such as secure communication, cryptography, and so on [19] - [20] . In recent years, various synchronization issues have been defined, for example, local synchronization, lag synchronization, and so on [21] - [23] . However, most of the obtained results are related to synchronization analysis for NNs, little attention has been shifted to the synchronization problem of MJNNs except for [3] , [19] - [21] . Note that the approach employed in [3] is hard to check and the obtained results increase the conservatism in [19] - [21] . Furthermore, in [24] - [26] , there usually exists actuator fault, which is the source of poor performance and can be overcome by the controller that tolerates its fault. Therefore, it is important to consider the synchronization problem of MJNNs with reliable control.
It is clear that most of the above-mentioned researches achieved for control of synchronization MJNNs are focused on continuous-time controller. The continuous-time controller is time costly in communication networks and difficult maintenance. It is well known that the sampled-data control (SDC) has been proved to be an efficient technique in keeping constant signals. The SDC involves both discrete-time and continuous-time signal in the period of sampling, in which the discrete-time digital control can be transformed as control with time-varying delay during different sampling instants. Therefore, the considered systems are represented as continuous-time systems subject to time-varying control input. Recently, the SDC for NNs has been attracted increasing attention and been extensively studied (see for instance [24] - [29] ). In real application, the sampling interval (SI) may experience the possibility of a random change [30] , it is natural to design controller for NNs by using sampled-data (SD) subject 2168-2267 c 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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to stochastically varying SI. To the best of the authors' knowledge, the synchronization problem of MJNNs with SD subject to stochastically varying SI has not been investigated yet. The main purpose of this paper is to fill such a gap by employing stochastically varying SI and utilizing the reliable control method. This paper deals with the problem of SD exponentially synchronization of MJNN with time-varying delayed signals. The main contribution of this paper are summarized as the following aspects.
1) Inspired by the work [4] , a flexible terminal approach is proposed with the aid of tunable parameter to take full advantage of the time-varying delay so that stability results with less conservatism are achieved. 2) By means of the SD subject to stochastic sampling (SS) period, the more general phenomena of reality is exhibited. 3) By constructing a novel Lyapunov-Krasovskii functional (LKF) associate with triple integer terms and variable SI, new sets of sufficient criteria in terms of linear matrix inequalities (LMIs) are attained to check the admissibility of MJNNs. Notations: The notations throughout this paper are fairly standard. R n represents the n-dimensional Euclidean space and * stands the elements below the main diagonal of a symmetric block matrix. diag{. . .} denotes the block diagonal matrix.
II. NOTATION AND BACKGROUND
A. Plant Description
Let {σ (t), t ≥ 0} be a continuous-time homogeneous Markov chain with a finite set N = {1, 2, . . . , N} in the probability space ( , F, P), the transition probability matrix (TPM) = {π ij } is described as
where > 0, lim →0 (o( )/ ) = 0 and π ij ≥ 0 (j = i) denotes the transition from mode i at time t to mode j at time t + , and
Consider the following MJNN with time-varying delays:
T , respectively, represent the state and neuron activation function. A(σ (t)) > 0 denotes a diagonal matrix. B(σ (t)), C(σ (t)), and D(σ (t)) are the connection weight matrix without delay, with discrete delay, and with distribute delay, respectively. J = [J 1 (t) J 2 (t) · · · J n (t)] T represents an external input vector. τ (t) and d(t) are, respectively, the discrete and distribute time-varying delays with
where τ 1 , τ 2 , μ 1 , μ 2 , and d are constants.
It is assumed that there exist constants
where α 1 = α 2 , F − i and F + i are known constant scalars. The response of a link to master system (1), as its input, the slave system is described bẏ
where u(t) ∈ R q denotes the control input which will be designed later. By defining the synchronization error as e(t) = y(t) − x(t), one has the following error system: (6) where
where α = 0.
B. Unreliable Control
It is noted that unreliable communication links always exit in the real application, and u F (t) is employed to describe the control signal which is given by
where κ(σ (t)) = diag{κ 1σ (t) , κ 2σ (t) , . . . , κ qσ (t) } characterizes the actuator fault matrices and satisfies 0
Note that both κ iσ (t) and κ iσ (t) are mode-dependent, that is, κ(σ (t)) is depending on the σ (t)th fault mode. Denotê
and κ(σ (t)) can be rewritten as
where
C. Sampled Data With Stochastic Sampling
The mode-dependent state feedback controller subject to SS is described as follows:
where K(σ (t)) is a mode-dependent sampled-data feedback controller (SDFC) to be determined, e(t k ) denotes the discrete measurement of e(t), which is updated at the sampling instant
where h > 0 is the SI. The integer l is assumed to occur stochastically over a set M = {1, 2, . . . , M}, and taking values on 0
, where α l ∈ [0, 1] are the known scalars and M l=1 α l = 1. Therefore, the controller can be designed by utilizing SD subject to SS [30] , [31] . By defining h(t) = t − t k (t k ≤ t < t k+1 ), we have the following SDFC: (12) where h(t) is the time-varying delay which satisfiesḣ(t) = 1,
. By employing the stochastic variables α l (t) and β l (t) with
where l ∈ M, one has
On the other hand, it is assumed that α l (t) and β l (t) are satisfying the Bernoulli distributed sequences as follows:
D. Sampled-Data Unreliable Synchronization Problem
Substituting (8), (10) , and (11) in synchronization error system (6) with SS would bė
e(t) = −A(σ (t))e(t) + B(σ (t))g(e(t)) + C(σ (t))g(e(t − τ (t))) + D(σ (t)) t t−d(t) g(e(s))ds
Definition 1 [20] : The master system (1) and slave system (5) can be exponentially synchronized in mean square, if there exist positive scalars a and b, such that E e(t, ϕ) 2 ≤ ae −bt E ϕ(s) 2 .
Lemma 1 [32] : Let m 1 , m 2 , . . ., m n be positive and the reciprocally convex combination of m i satisfies
Lemma 2 [33] : For any matrix Q > 0, the following inequality holds for all continuously differentiable function w in [a, b]:
Lemma 3 [5] : For any matrices Q 1 and Q 2 , symmetric positive definite matrix R, two functions ψ 1 (t) and ψ 2 (t) 2 , and vector function ϕ such that
Then, the following inequalities hold:
Lemma 4 [34] : Let φ and ϕ be real column vectors with dimensions of n 1 and n 2 , respectively. For given real symmetric positive definite matrices Q 1 and Q 2 , if
then the following inequality holds for any scalar > 0 and
III. MAIN RESULTS
We shall establish our main results based on LMI framework. For representation convenience, the following notations are introduced: 
,τ (t)) and i (i = 1, 2, 3) are defined in Appendix A. Moreover, the controller gain matrix can be given by
Proof: Consider the following mode-dependent LKF:
t)P(σ (t))e(t)
, and
A straightforward computation on V(e t , σ (t)) along the system (17) is given as
and 
On the other hand, one has
Similarly, one has
whereτ 5 = τ (t) − τ 1 (t).
Then, from LV 4 (e t , σ (t)) = E{τ 2 (t)ė T (t)S 1ė (t) − τ 2 t t−τ 2 (t) e 2δ(s−t)ėT (s)S 1ė (s)ds +τ 4ė T (t)S 2ė (t) −τ 2 t−τ 1 (t) t−τ 2 (t) e 2δ(s−t)ėT (s)S 2ė (s)ds} − 2δV 4 (e t , σ (t)), we further have
Applying Lemma 2 to some integral terms in (30), we have
and
If there exist compatible dimension matrices N 1 and N 2 , such that 1 > 0 and 2 > 0 hold, according to Lemma 1, one has
and σ (t) ), we have
By utilizing Lemma 3, if there exist matrices X s (s = 1, 2, . . . , 4) such that
In addition, by applying Jensen's inequality, we obtain
When h l−1 ≤ h l (t) ≤ h l , the terms in (41) with the help of Lemma 1 are
For any symmetric matrices G 1l and G 2l , the following zero equations hold:
From the above equalities, LV 7 (e t , σ (t)) can be rewritten as
σ (t)).
(48) It follows from (17) that, for any matrices F m (m = 1, 2), one has:
According to condition (7), it is easy to check that
From (21)- (53), one can derive
2 X T 4 . It follows from (54) that, if (τ (t),τ (t)) ≤ 0, one has:
On the other hand, from (24), one can see that
Then, from (55) and (56) we have that there exists a scalar φ > 0 such that
Thus
Thus, with the aid of Definition 1, the master system (2) and the slave system (5) are mean square exponentially synchronized if (τ (t),τ (t)) < 0 holds.
Since (τ (t),τ (t)) is a convex with respect to τ (t) andτ (t). Therefore, by four boundary LMIs in (23) 
The proof is completed.
Remark 1: It is noted that the delayed signal h l (k) is stochastic-independent. To overcome shortage, the stochastic variables α l (t) and β l (t) are employed and the corresponding system is a general system subject to mixed time delays.
Remark 2: With the aid of flexible terminal approach, a novel LKF is constructed. Furthermore, new triple integral form
t t+λ H(s, Y 2 )dsdλdθ are first proposed, which have been neglected in the existing literature. By combining convex combination method and generalized double integral inequalities approach, it exhibits tighter bounds for the integral terms and yields conservative results.
Remark 3: Both unreliable communication links and SD controller are mode-dependent, a more practical reliable control is proposed and superiority of the obtained method is guaranteed.
Remark 4: Note that a new LKF is proposed and the exponential synchronization for MJNNs is guaranteed. Inspire by [30] and [31] , it is clear that terms V k (e t , σ (t)) (k = 6, 7) are stochastic interval dependent, and less conservative results are obtained.
Remark 5: Compared with the LKF in [30] and [31] , a new term V 8 (e t , σ (t)) is first proposed with the aid of the sawtooth structure characteristic of stochastic variables β l (t), less conservativeness results are achieved.
Especially, if the sampling period h is deterministic, then the sufficient conditions for cluster synchronization of the MJNN (17) can be described aṡ
g(e(s))ds
+ κ(σ (t))K(σ (t))e(t − h(t)).
(59) Corollary 1: For given scalars δ, β l , h l (l = 1, 2, . . . , M), γ ∈ [0, 1], mean square exponentially synchronized of the synchronization error system (17) is guaranteed if there exist symmetric matrices
Moreover, the controller gain matrix can be given by
s)Qe(s) and H(s, Q) = e 2δ(s−t)ėT (s)Qė(s).
Now, according to the proof of Theorem 1, we can get
IV. NUMERICAL EXAMPLES
Example 1: Consider the MJNN (2) with the following parameters:
3.5 (2) in Fig. 1 and the response system (6) with u(t) = 0 in Fig. 2 . The state trajectories of system (17) without and with u(t) are displayed in Figs. 3 and 4, respectively. Fig. 5 shows the SI. From which we can see that the synchronization can be guaranteed.
Example 2: Consider NNs subject to both time delayed signal and SD which given by [39] For different values of h, the maximum allowable exponential synchronization rate (ESR) δ are compared to that of [39] and [40] and given in Table I . It is obvious to see from Table I that the larger SI h leads to the smaller ESR δ. Furthermore, it is worth pointing out that Corollary 1 yields less conservative results than the existing literature.
Example 3: Consider NNs subject to time delayed signal which given by [35] A = 2I 2 , B = 1 1 −1 −1 , C = 0.8 1 1 1
For various values of μ 2 , Table II lists the allowable upper bound (AUP) of τ 2 . It is clear that the proposed approaches give less conservative results than the previous literature [35] - [38] . It can be seen from Table II that, the AUP of τ 2 are lager than that of [35] - [38] , this will be good to reduce the conservatism.
V. CONCLUSION
In this paper, the SD exponentially synchronization of MJNNs with time-varying delayed signals has been investigated. The exponential synchronization criterion are guaranteed by utilizing flexible terminal approach. Under the SS period, the designed SD can ensure that master system is synchronized with the slave system. Finally, three numerical examples were given to specify the effectiveness of the proposed method. The achieved results can be extended to the case that transition probabilities are unknown, and the issue of SD fuzzy control for MJSSs with sensor nonlinearity, which is our future research topic. 
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