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Abstract
A series of basic summability results are established for matrices of linear and some
nonlinear operators between topological vector spaces.
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In [6], Ronglu and Swartz has obtained a general result as follows.
Theorem A. Let G be an abelian topological group and Ω = ∅ and (fij )i,j∈N a
matrix in GΩ such that there is an ω0 ∈Ω for which fij (ω0)= 0 for all i, j ∈N.
If (fij )i,j∈N ∈ (ΩN, c(G)), i.e., limi∑∞j=1 fij (ωj ) exists for each {ωj } ⊆Ω , then∑∞
j=1 fij (ωj ) converges uniformly with respect to both i ∈N and {ωj } ⊆Ω , and
limi fij (ω) exists for every ω ∈Ω , j ∈N.
If, in addition, G is sequentially complete, then the converse implication is
true.
As a special case of Theorem A, we have the following substantial improve-
ment of the Maddox–Swartz theorem [7,8].
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Theorem B. Let X,Y be topological vector spaces and Tij :X→ Y a mapping
such that Tij (0) = 0 for all i, j ∈ N. If (Tij )i,j∈N ∈ (l∞(X), c(Y )), i.e.,
limi
∑∞
j=1 Tij (xj ) exists for each bounded {xj } ⊆ X, then for every bounded
B ⊆ X the series ∑∞j=1 Tij (xj ) converges uniformly with respect to both i ∈ N
and {xj } ⊆ B , and limi Tij (x) exists for every x ∈X, j ∈N.
If, in addition, Y is sequentially complete, then the converse holds.
However, (l∞(X), c(Y ))⊆ (l∞(X), l∞(Y ))⊆ (co(X), l∞(Y )) shows that we
need to consider the matrix families (l∞(X), l∞(Y )) and (c0(X), l∞(Y )), etc.
Thus, in this paper we give some clear-cut characterizations of the matrix families
(c0(X), l∞(I, Y )) and (l∞(X), l∞(I, Y )) consisted of matrices of linear and
some nonlinear operators between topological vector spaces X and Y . For every
vector space X we define a gauge g :X→[0,+∞) which is substantially simpler
than the usual norm and for the sequence family
lp(X;g)=
{
(xj ) ∈XN:
∞∑
j=1
[
g(xj )
]p
<+∞
}
with p > 0 we give some clear-cut characterizations of the matrix families
(lp(X;g), l∞(I, Y )) and (lp(X;g), c(Y )).
It is also worthwhile observing that some useful facts are immediate conse-
quences of our main results.
(A) Let C(0)= {f ∈ CC: limt→0 f (t)= f (0)= 0, f (ts)= f (t)f (s) for all
t, s ∈ C, and for every (δj ) ∈ c0, δj  0 there is a (tj ) ∈ c0, tj  0 such that
δj = f (tj ) for all j ∈N}. Then for vector spaces X,Y and f ∈ C(0) let
QHf (X,Y )=
{
T ∈ YX: T (tx)= f (t)T (x), t ∈C, x ∈X}.
Example 1. (1) Letting f (t) = t, f ∈ C(0). If T :X → Y is linear, then T ∈
QHf (X,Y ) and QHf (R, Y ) is just the family of linear operators. If dimX > 1,
then QHf (X,Y ) contains many nonlinear mappings:
(1′) For F :R2 →R,
F(x, y)=
{
0, (x, y)= (0,0),
x2y
x2+y2 , (x, y) = (0,0),
let T :R2 →R be the Gateaux derivative at (0,0) along the (x, y)-direction, i.e.,

T (0,0)= 0,
T (x, y)=DF ((0,0); (x, y))= limt→0 F(tx,ty)t = x2yx2+y2 ,
(x, y) = (0,0),
then T ∈QHf (R2,R) but T is not linear.
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(2) For p ∈ N let f (reiθ ) = {reiθ }p = rpeipθ . Let S be the space of rapidly
decreasing functions on Rn and define Tp :S→ S by
Tp(x)(ξ)= (2π)−n/2
∫
Rn
e−i〈ξ,t〉
{
x(t)
}p
dt, x(·) ∈ S,
then Tp ∈QHf (S,S) and, for p = 1, Tp is not linear.
A function ‖ · ‖ :X→[0,+∞) is said to be a p-norm (0 <p  1) if ‖0‖ = 0,
‖x + y‖ ‖x‖ + ‖y‖ and ‖tx‖ = |t|p‖x‖ = |f (t)|‖x‖. So ‖ · ‖ ∈QH|f |(X,R).
(3) If 0 < β < 1 and
f (t)=
{0, t = 0,
t
|t |β , t = 0,
then f ∈ C(0). For every nonzero g ∈ C(0) and vector spacesX,Y pick a nonzero
S ∈QHg(X,Y ) and a norm ‖ · ‖ on Y and let
T (x)=
{0, S(x)= 0,
S(x)
‖S(x)‖β , S(x) = 0,
then f ◦ g ∈ C(0) and T ∈QHf ◦g(X,Y ).
For matrices in QHf (X,Y ) (f ∈ C(0)) we will establish a series of
summability results which are based on the following Uniform Convergence
Principle ([5], [9, p. 25, Theorem 15]):
(UCP) Let G be an abelian topological group and Ω a sequentially compact
space and Fj :Ω → G a sequentially continuous function for all j ∈ N. If
every sequence j1 < j2 < · · · in N has a subsequence jk1 < jk2 < · · · such
that
∑∞
ν=1Fjkν (ω) converges at each ω ∈ Ω and
∑∞
ν=1Fjkν (·) :Ω → G is
sequentially continuous, then limj Fj (ω)= 0 uniformly with respect to ω ∈Ω .
Note that (UCP) is an equivalent form of the Antosik–Mikusinski basic matrix
theorem [1].
(B) X and Y are topological vector spaces henceforth. For I = ∅, l∞(I,X)=
{f ∈XI : f (I) is bounded}. If λ(X)⊆XN and Tαj ∈ YX (α ∈ I, j ∈N), then the
matrix (Tαj )α∈I,j∈N ∈ (λ(X), l∞(I, Y )) means that for each (xj ) ∈ λ(X) the set
{∑∞j=1 Tαj (xj ): α ∈ I } is bounded.
Theorem 1. Let X,Y be topological vector spaces and f ∈ C(0) and Tαj ∈
QHf (X,Y ) for α ∈ I, j ∈N. If (Tαj )α∈I,j∈N ∈ (c0(X), l∞(I, Y )), then for every
bounded sequence (xj ) ∈ l∞(X) the set {∑j∈∆ Tαj (xj ): ∅ =∆⊆N finite, α ∈ I }
is bounded.
Proof. Suppose (xj ) ∈ l∞(X) but {∑j∈∆ Tαj (xj ): ∅ = ∆ ⊆ N finite, α ∈ I } is
not bounded. Then there exists a sequence {∆i} of finite subsets of N and {αi} ⊆ I
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for which 1
i
∑
j∈∆i Tαij (xj ) 0 so there is a neighborhood U of 0 ∈ Y and a
sequence i1 < i2 < · · · in N such that
1
ik
∑
j∈∆ik
Tαik j
(xj ) /∈U, k = 1,2,3, . . . .
Since (0, . . . ,0, x,0,0, . . .) ∈ c0(X) for x ∈X and
Tαj (0)= Tαj (0x)= f (0)Tαj (x)= 0Tαj (x)= 0,
{Tαj (x): α ∈ I } is bounded for every j ∈N so if ∆ is a nonempty finite subset of
N, then limk 1ik
∑
j∈∆ Tαik j (xj )= 0. Hence for a neighborhood V of 0 ∈ Y with
V + V ⊆ U there is an ik1 > i1 such that
1
ik1
∑
j∈∆
Tαik1
j (xj ) ∈ V, ∅ =∆⊆ {1,2, . . . ,max∆i1}
and, in particular, for
∆= {j ∈∆ik1 : j max∆i1},
1
ik1
∑
j∈∆
Tαik1
j (xj ) ∈ V.
Hence, letting
∆′1 = {j ∈∆ik1 : j > max∆i1},
1
ik1
∑
j∈∆′1
Tαik1
j (xj ) /∈ V.
Similarly, there is an ik2 > ik1 such that
1
ik2
∑
j∈∆′2
Tαik2
j (xj ) /∈ V,
where ∆′2 = {j ∈ ∆ik2 : j > max∆′1}. Proceeding in this manner produces a
sequence {∆′ν} of finite subsets of N and ik1 < ik2 < · · · such that
max∆′ν < min∆′ν+1,
1
ikν
∑
j∈∆′ν
Tαikν j
(xj ) /∈ V, ν = 1,2,3, . . . . (∗1)
Let
δj =
{
1√
ikν
, j ∈∆′ν, ν = 1,2,3, . . . ,
0, otherwise.
There is a (tj ) ∈ c0 such that δj = f (tj ) for all j and, hence,
max∆′ν < min∆′ν+1,
1√
ikν
∑
j∈∆′ν
Tαikν j
(tj xj ) /∈ V, ν = 1,2,3, . . . . (∗2)
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Now pick the sequentially compact space Ω = {0,1,1/2,1/3, . . .} and for
each m ∈N define Fm :Ω→ Y by
Fm(0)= 0, Fm
(
1
ν
)
= 1√
ikν
∑
j∈∆′m
Tαikν j
(tj xj ), ν = 1,2,3, . . . .
Then
lim
ν
Fm
(
1
ν
)
= lim
ν
1√
ikv
∑
j∈∆′m
Tαikν j
(tj xj )= 0 = Fm(0)
so Fm :Ω→ Y is (sequentially) continuous.
For integer sequence m1 <m2 < · · · let
zj =
{
tj xj , j ∈∆′mr , r = 1,2,3, . . . ,
0, otherwise,
then zj → 0 since (xj ) ∈ l∞(X) and tj → 0. So {∑∞j=1 Tαj (zj ): α ∈ I } is
bounded by the hypothesis and, hence,
lim
v→+∞
∞∑
r=1
Fmr
(
1
ν
)
= lim
ν→+∞
∞∑
r=1
1√
ikν
∑
j∈∆′mr
Tαikν j
(tj xj )
= lim
v→+∞
1√
ikν
∞∑
j=1
Tαikν j
(zj )= 0 =
∞∑
r=1
Fmr (0),
i.e.,
∑∞
r=1Fmr (·) :Ω→ Y is (sequentially) continuous.
By (UCP), limm→+∞ Fm( 1ν ) = 0 uniformly for ν ∈ N so there is an m0 ∈ N
such that Fν( 1ν ) ∈ V for all ν > m0 but this contradicts (∗2). This completes the
proof. ✷
It is well know that (l∞, l∞) = (c, l∞) = (c0, l∞) for scalar matrices. The
following is an analogue of this fact.
Corollary 2. Let X,Y be topological vector spaces and f ∈ C(0). Then for a
matrix (Tαj )α∈I,j∈N in QHf (X,Y ), (1) ⇔ (2) and (3) ⇔ (4), where (1)–(4)
as follows:
(1) (Tαj )α∈I,j∈N ∈ (l∞(X), l∞(I, Y ));
(2) (Tαj )α∈I,j∈N ∈ (c0(X), l∞(I, Y )) and ∑∞j=1 Tαj (xj ) converges for every
(xj ) ∈ l∞(X) and α ∈ I ;
(3) (Tαj )α∈I,j∈N ∈ (c(X), l∞(I, Y ));
(4) (Tαj )α∈I,j∈N ∈ (c0(X), l∞(I, Y )) and ∑∞j=1 Tαj (xj ) converges for every
(xj ) ∈ c(X) and α ∈ I .
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Proof. (1) ⇒ (2) and (3) ⇒ (4) are trivial. Suppose that (2) holds and (xj ) ∈
l∞(X). By Theorem 1, {∑nj=1 Tαj (xj ): n ∈ N, α ∈ I } is bounded and hence,
{∑∞j=1 Tαj (xj ): α ∈ I } is bounded, i.e., (2) ⇒ (1). Similarly, (4) ⇒ (3). This
completes the proof. ✷
For n, ν ∈N let
D(ν)=
{
ϕ ∈R(Rn): ϕ has partial derivatives of all orders,
ϕ(t1, . . . , tn)= 0 if
√√√√ n∑
i=1
ti2 > ν
}
,
Z(ν)= {ϕ ∈CC: ϕ is entire, ∣∣zkϕ(z)∣∣ Ckeν| Imz|, k = 0,1,2, . . .}.
With suitable norm sequences,D(ν), Z(ν) and the space of rapidly decreasing
functions S have the Montel property, i.e., bounded sets are relatively (sequen-
tially) compact. Let D =⋃∞v=1D(ν) and Z =⋃∞v=1Z(ν) be the strict inductive
limits. Then we have an immediate consequence of Theorem 1 as follows.
Corollary 3. Let X be a topological vector space, Y ∈ {Rn,Cn,D,Z, S} and f ∈
C(0), Tαj ∈QHf (X,Y ) for α ∈ I, j ∈ N. If (Tαj )α∈I,j∈N ∈ (c0(X), l∞(I, Y )),
then for every bounded sequence (xj ) ∈ l∞(X) the set {∑j∈∆ Tαj (xj ): ∆⊆ N,
α ∈ I } is relatively (sequentially) compact, where for infinite ∆ = {j1, j2, . . .},
j1 < j2 < · · ·, ∑j∈∆ Tαj (xj )=∑∞k=1 Tαjk (xjk ) if the latter converges.
If there is an integer sequence m1 <m2 < · · · (mk →+∞) such that
limk
∑mk
j=1 xj exists, then we write limk
∑mk
j=1 xj =
∑∞(mk)
j=1 xj , e.g.,∑∞(2k)
j=1 (−1)j = 0.
For Tαj ∈ YX we say that (Tαj )α∈I,j∈N ∈ [l∞(X),K(I,Y )] if for every
α ∈ I and (xj ) ∈ l∞(X) and every integer sequence p1 < p2 < · · · there is
a subsequence {mk} ⊆ {pk} such that the sum ∑∞(mk)j=1 Tαj (xj ) exists and for
each (xj ) ∈ l∞(X) the set {∑∞(mk)j=1 Tαj (xj ): α ∈ I, m1 < m2 < · · · in N and
limk
∑mk
j=1 Tαj (xj ) exists} is both relatively compact and relatively sequentially
compact. (Tij )i,j∈N ∈ [l∞(X), c(Y )] means that for every (xj ) ∈ l∞(X) there is
an integer sequence n1 < n2 < · · · such that limr→+∞∑∞(nk)j=1 Tnr j (xj ) exists.
Corollary 4. Let X be a topological vector space, Y ∈ {Rn,Cn,D,Z, S} and f ∈
C(0), Tαj ∈QHf (X,Y ) for α ∈ I , j ∈ N. If (Tαj )α∈I,j∈N ∈ (c0(X), l∞(I, Y )),
then (Tαj )α∈I,j∈N ∈ [l∞(X),K(I,Y )].
Moreover, if (Tij )i,j∈N ∈ (c0(X), l∞(Y )), then (Tij )i,j∈N ∈ [l∞(X), c(Y )].
Proof. By Corollary 3, the first conclusion holds.
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If (Tij )i,j∈N ∈ (c0(X), l∞(Y )), then the diagonal procedure shows that for
each (xj ) ∈ l∞(X) there is an integer sequence m1 <m2 < · · · such that
lim
k
mk∑
j=1
Tij (xj )=
∞(mk)∑
j=1
Tij (xj )
exists for each i ∈N and hence, {mk} has a subsequence {nr} such that
lim
r→+∞
∞(nk)∑
j=1
Tnr j (xj )= lim
r→+∞
∞(mk)∑
j=1
Tnr j (xj )
exists. This completes the proof. ✷
(C) A topological vector space X is said to be braked if for every (xj ) ∈ c0(X)
there is a scalar sequence λj →∞ such that λj xj → 0 [3, p. 43]. It is easy to
see that every metrizable space is braked and the Schur lemma shows that the
nonmetrizable space (l1, σ (l1, l∞)) is also braked.
Example 2. The strict inductive limit X of a sequence {Xn} of locally convex
Fréchet spaces is called an (LF) space, e.g., the space D of test functions, Z ,
etc. (LF) spaces cannot be metrizable but every (LF) space is braked. In fact,
if xj → 0 in X then xj → 0 in Xn0 for some n0 so there is a scalar sequence
λj →∞ for which λj xj → 0 in Xn0 and hence, λjxj → 0 in X.
Clearly, X is braked if and only if for every (xj ) ∈ c0(X) there is a (tj ) ∈ c0
and a (zj ) ∈ c0(X) such xj = tj zj for all j .
The space S of rapidly decreasing functions is braked since the topology on S
is generated by a norm sequence so S is metrizable.
Throughout the sequel
∑
j∈∆ xj will denote the series
∑∞
k=1 xjk where ∆ ={j1, j2, . . .}, j1 < j2 < · · · . For xαj ∈ X (α ∈ I, j ∈ N) we say that the series∑
j∈∆ xαj converges uniformly with respect to both α ∈ I and ∆⊆N if for every
neighborhood U of 0 ∈ X there is an n0 ∈ N such that ∑j∈∆ xαj ∈ U for all
α ∈ I, min∆> n0.
Theorem 5. If X is a braked space and f ∈ C(0), then for every topological
vector space Y and a matrix (Tαj )α∈I,j∈N in QHf (X,Y ) the following conditions
(5), (6) and (6′) are equivalent.
(5) (Tαj )α∈I,j∈N ∈ (c0(X), l∞(I, Y )).
(6) For each (xj ) ∈ c0(X) the series ∑j∈∆ Tαj (xj ) converges uniformly with
respect to both α ∈ I and ∆⊆ N, and {Tαj (x): α ∈ I } is bounded for every
x ∈X, j ∈N.
(6′) For each (xj ) ∈ c0(X) the series ∑∞j=1 Tαj (xj ) converges uniformly with
respect to α ∈ I, and {Tαj (x): α ∈ I } is bounded for every x ∈X,j ∈N.
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Proof. Suppose that (5) holds and (xj ) ∈ c0(X). For ∆⊆ N, letting zj = xj for
j ∈ ∆ and 0 for j /∈ ∆, zj → 0 and ∑j∈∆ Tαj (xj ) =∑∞j=1 Tαj (zj ) converges
for each α ∈ I. If the convergence of ∑j∈∆ Tαj (xj ) is not uniform with respect
to both α ∈ I and ∆⊆N, then there is a neighborhood U of 0 ∈ Y such that
for every m0 ∈N there exists α ∈ I and ∆⊆N, min∆>m0
such that
∑
j∈∆
Tαj (xj ) /∈ U. (∗3)
Pick a neighborhood V of 0 ∈ Y for which V + V ⊆ U. By (∗3), there is an
α1 ∈ I and ∆1 ⊆ N with min∆1 > 1 such that ∑j∈∆1 Tα1j (xj ) /∈ U. If ∆1 is
finite, then let ∆′1 =∆1 and, clearly,
∑
j∈∆′1 Tα1j (xj ) /∈ V. If ∆1 is infinite, then
there is an integer n > min∆1 such that
∑
j∈∆1,j>n Tα1j (xj ) ∈ V and, letting
∆′1 = {j ∈∆1: j  n},
∑
j∈∆′1 Tα1j (xj ) /∈ V . Similarly, there is an α2 ∈ I and a
finite ∆′2 ⊆N with min∆′2 > max∆′1 such that
∑
j∈∆′2 Tα2j (xj ) /∈ V . Continuing
this construction inductively gives a sequence {∆′k} of finite subsets of N and{αk} ⊆ I for which
max∆′k < min∆′k+1,
∑
j∈∆′k
Tαkj (xj ) /∈ V, k = 1,2,3, . . . . (∗4)
Since X is braked, there is a (tj ) ∈ c0 and a (zj ) ∈ c0(X) such that xj = tj zj
for all j . Then, letting δk = maxj∈∆′k |tj |, δk → 0, f (δk)→ 0 and each δk > 0
by (∗4). Since each Tαj ∈QHf (X,Y ), (∗4) shows that
max∆′k < min∆′k+1,
f (δk)
∑
j∈∆′k
Tαkj
(
tj
δk
zj
)
/∈ V, k = 1,2,3, . . . . (∗5)
Now pick the sequentially compact space Ω = {0,1,1/2,1/3, . . .} and for
each k ∈N define Fk :Ω→ Y by
Fk(0)= 0, Fk
(
1
ν
)
= f (δν)
∑
j∈∆′k
Tανj
(
tj
δk
zj
)
, ν = 1,2,3, . . . .
Then, observing |tj /δk|  1 for j ∈ ∆′k and (zj ) ∈ c0(X), as in the proof of
Theorem 1 the (UCP) implies that Fk(1/k)→ 0. This contradicts (∗5) and (5)
⇒ (6) holds. This completes the proof. ✷
The brakedness of X cannot be omitted in Theorem 5.
Example 3. It is easy to see that X = (l∞, σ (l∞, l1)) is not braked. For (sk) ∈
I = {(sk) ∈ l1: ∑∞k=1 |sk| 1} and j ∈N define T(sk),j :X→C by T(sk),j ((ti ))=
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sj tj , then T(sk),j is a continuous linear functional on X. If limj (tij )∞i=1 = 0 in X,
then supi,j |tij |<+∞ by the uniform boundedness principle and, hence,∣∣∣∣∣
∞∑
j=1
T(sk),j
(
(tij )
∞
i=1
)∣∣∣∣∣=
∣∣∣∣∣
∞∑
j=1
sj tjj
∣∣∣∣∣ supi,j |tij |, (sk) ∈ I,
i.e., (T(sk),j )(sk)∈I,j∈N ∈ (c0(X), l∞(I,C)). However, the sequence of unit vectors
(ej ) ∈ c0(X) and the convergence of ∑∞j=1 T(sk),j (ej )=∑∞j=1 sj is not uniform
with respect to (sk) ∈ I .
Corollary 6. If X is braked and f ∈ C(0), then for every topological vector space
Y and a matrix (Tij )i,j∈N in QHf (X,Y ) the following conditions (7)–(9) are
equivalent.
(7) (Tij )i,j∈N ∈ (c0(X), c0(Y )).
(8) (Tij )i,j∈N ∈ (c0(X), l∞(Y )) and limi Tij (x)= 0 for all x ∈X, j ∈N .
(9) For each (xj ) ∈ c0(X), ∑∞j=1 Tij (xj ) converges uniformly for i ∈ N and
limi Tij (x)= 0 for all x ∈X, j ∈N.
If, in addition, Y is sequentially complete, then the following (7′)–(9′) are
equivalent.
(7′) (Tij )i,j∈N ∈ (c0(X), c(Y )).
(8′) (Tij )i,j∈N ∈ (c0(X), l∞(Y )) and limi Tij (x) exists for all x ∈X, j ∈N.
(9′) For each (xj ) ∈ c0(X), ∑∞j=1 Tij (xj ) converges uniformly for i ∈ N and
limi Tij (x) exists for all x ∈X, j ∈N.
Theorem 7. Suppose that X is braked and Y is sequentially complete, f ∈
C(0). If (Tαj )α∈I,j∈N is a matrix in QHf (X,Y ) such that {∑j∈∆ Tαj (xj ): ∅ =
∆ ⊆ N finite, α ∈ I } is bounded for each (xj ) ∈ c0(X), then (Tαj )α∈I,j∈N ∈
(c0(X), l∞(I, Y )).
Proof. Let (xj ) = (tj zj ) ∈ c0(X) where (tj ) ∈ c0, (zj ) ∈ c0(X). If α0 ∈ I and∑∞
j=1 Tα0j (xj ) diverges, then there is a neighborhoodU of 0 ∈ Y and a sequence
m1  n1 <m2  n2 < · · · in N such that ∑nkj=mk Tα0j (tj zj ) /∈ U, k = 1,2,3, . . . .
So δk = maxmkjnk |tj | > 0, δk → 0, f (δk)→ 0. Observing |tj /δk|  1 for
mk  j  nk and zj → 0,{
nk∑
j=mk
Tα0j
(
tj
δk
zj
)
: k ∈N
}
654 R. Li et al. / J. Math. Anal. Appl. 274 (2002) 645–658
is bounded by the assumption but
f (δk)
nk∑
j=mk
Tα0j
(
tj
δk
zj
)
=
nk∑
j=mk
Tα0j (tj zj ) /∈U
for all k and this is a contradiction since f (δk)→ 0. So ∑∞j=1 Tαj (xj ) converges
for every α ∈ I .
Now {∑nj=1 Tαj (xj ): n ∈N, α ∈ I } is bounded by the assumption and, hence,
{∑∞j=1 Tαj (xj ): α ∈ I } is bounded. This completes the proof. ✷
Corollary 8. Suppose that X is braked and Y is sequentially complete. Then for
f ∈ C(0) and {Tj } ⊆ QHf (X,Y ) the following conditions (a), (b) and (c) are
equivalent:
(a) {Tj } ∈ cβ0 (X), i.e.,
∑∞
j=1 Tj (xj ) converges for each (xj ) ∈ c0(X).
(b) For each (xj ) ∈ l∞(X), {∑j∈∆ Tj (xj ): ∅ =∆⊆N finite} is bounded.
(c) For each (xj ) ∈ c0(X), {∑j∈∆ Tj (xj ): ∅ =∆⊆N finite} is bounded.
Proof. By Theorem 1, (a) ⇒ (b). (b) ⇒ (c) is trivial and (c) ⇒ (a) by The-
orem 7. ✷
Theorem 9. If X and Y are topological vector spaces such that X is braked and
Y is sequentially complete, then for every f ∈ C(0) and a matrix (Tαj )α∈I,j∈N
in QHf (X,Y ) the conditions (5), (6), (6′) in Theorem 5 and the following (10),
(11) are equivalent:
(10) For every (xj ) ∈ l∞(X), {∑j∈∆ Tαj (xj ): ∅ = ∆ ⊆ N finite, α ∈ I } is
bounded.
(11) For every (xj ) ∈ c0(X), {∑j∈∆ Tαj (xj ): ∅ = ∆ ⊆ N finite, α ∈ I } is
bounded.
Proof. (5) ⇒ (10) by Theorem 1. (10) ⇒ (11) is trivial and (11) ⇒ (5) by
Theorem 7. (5) ⇔ (6) ⇔ (6′) is just Theorem 5. ✷
(D) Let X be a vector space. A function g :X→[0,+∞) is called a gauge on
X if g(0) = 0, g(tx)  g(x) for x ∈ X, |t|  1 and there is an M > 0 such that
g(tx) |t|g(x) for x ∈X and |t|M .
Example 4. (1) For 0 < p  1, every p-norm on X (Example 1(2)) is a gauge. If
0 <pk  1 and ‖ · ‖k is a pk-norm on X, then
∞∑
k=1
1
2k
‖x‖k
1+ ‖x‖k
is a gauge on X.
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(2) Define g :R2 →[0,+∞) by
g(0,0)= 0, g(x, y)= x
2|y|
x2 + y2 for (x, y) = (0,0).
Then g is a gauge on R2.
(3) If g1, g2, . . . , gn are gauges on X, then
1
n
n∑
k=1
gk(·), n
√√√√ n∏
k=1
gk(·), min
1kn
gk(·) and max
1kn
gk(·)
are gauges on X.
For 0<p <+∞ and a gauge g :X→[0,+∞) let
lp(X;g)=
{
(xj ) ∈XN:
∞∑
j=1
[
g(xj )
]p
<+∞
}
.
It is easy to see that if (xj ) ∈ lp(X;g) and (tj ) ∈ l∞, then (tj xj ) ∈ lp(X;g).
Lemma 10. Let X be a vector space and g(·) a gauge on X. Then for 0 < p <
+∞ and every (xj ) ∈ lp(X;g) there is a (tj ) ∈ c0 and a (zj ) ∈ lp(X;g) such that
xj = tj zj for all j .
Proof. There is an M > 0 such that g(tx)  |t|g(x) for all |t| M and x ∈ X.
For (xj ) ∈ lp(X;g) let rj =∑∞i=j+1[g(xi)]p, j = 0,1,2, . . . .
Without loss of generality, we assume that each rj = 0. Since limj r1/2pj−1 = 0,
there is a k0 ∈ N such that r−1/2pj−1 > M for all j > k0. Hence, by a classical
proposition of U. Dini,
∞∑
j=1
[
g
(
r
−1/2p
j−1 xj
)]p  k0∑
j=1
[
g
(
r
−1/2p
j−1 xj
)]p + ∞∑
j=k0+1
[
r
−1/2p
j−1 g(xj )
]p
<
k0∑
j=1
[
g
(
r
−1/2p
j−1 xj
)]p + ∞∑
j=1
[g(xj )]p√
rj−1
<+∞,
i.e., (r−1/2pj−1 xj ) ∈ lp(X;g). This completes the proof. ✷
Now we have the following results by the arguments which are similar to
previous paragraph.
Theorem 11. Let g(·) be a gauge on a vector space X and Y a topological vector
space. If 0 <p+∞ and f ∈C(0), then for a matrix (Tαj )α∈I,j∈N in QHf (X,Y )
the following conditions (12), (13) and (13′) are equivalent:
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(12) (Tαj )α∈I,j∈N ∈ (lp(X;g), l∞(I, Y )).
(13) For each (xj ) ∈ lp(X;g),∑j∈∆ Tαj (xj ) converges uniformly with respect
to both α ∈ I and ∆⊆N, and {Tαj (x): α ∈ I } is bounded for every x ∈X,
j ∈N.
(13′) For each (xj ) ∈ lp(X;g),∑∞j=1 Tαj (xj ) converges uniformly with respect
to α ∈ I , and {Tαj (x): α ∈ I } is bounded for every x ∈X, j ∈N .
Theorem 12. Let X,Y and lp(X;g) as in Theorem 11. For f ∈ C(0) and
Tαj ∈QHf (X,Y ) (α ∈ I, j ∈N), if (Tαj )α∈I,j∈N ∈ (lp(X;g), l∞(I, Y )), then
(14) {∑j∈∆ Tαj (xj ): ∅ = ∆ ⊆ N finite, α ∈ I } is bounded for all (xj ) ∈
lp(X;g).
If, in addition, Y is sequentially complete then the converse implication is true.
Corollary 13. Let g be a gauge on a vector space X and Y a sequentially
complete topological vector space and f ∈ C(0), 0 < p < +∞. Then for Tij ∈
QHf (X,Y ) (i, j ∈N) the following (15) and (16) are equivalent.
(15) (Tij ) ∈ (lp(X;g), c(Y )).
(16) limi Tij (x) exists for every x ∈X, j ∈N, and (14).
(E) For general linear dual pair (X,X′) and all admissible polar topologies
lying between the weak topology σ(X,X′) and the strong topology β(X,X′),
several invariants where found in 1998 [2,4,10]. Now we would like to consider
invariants for some nonlinear pairs.
For a vector space Y and F ⊆ CY we say that A ⊆ F is σY -bounded
if {y ′(y): y ′ ∈ A} is bounded at each y ∈ Y . A series ∑∞j=1 yj is σ(Y,F )-
convergent if there is a y ∈ Y for which ∑∞j=1 y ′(yj )= y ′(y) for all y ′ ∈ F , and∑∞
j=1 yj is β(Y,F )-convergent if there is a y ∈ Y such that for every σY -bounded
A⊆ F, limn∑∞j=1 y ′(yj )= y ′(y) uniformly with respect to y ′ ∈A.
Theorem 14. Let X be a braked space and Y a vector space and f,ϕ ∈ C(0),
Y < ⊆ QHϕ(Y,C). Then for {Tj } ⊆ QHf (X,Y ) the following (σ ) and (β) are
equivalent.
(σ ) For each (xj ) ∈ c0(X),∑∞j=1 Tj (xj ) is σ(Y,Y <)-convergent.
(β) For each (xj ) ∈ c0(X),∑∞j=1 Tj (xj ) is β(Y,Y <)-convergent.
Proof. Let A ⊆ Y < be σY -bounded. Then y ′ ◦ Tj ∈ QHϕ◦f (X,C) whenever
y ′ ∈ A and j ∈ N so (y ′ ◦ Tj )y ′∈A,j∈N is a matrix in QHϕ◦f (X,C) where
ϕ ◦ f ∈ C(0).
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Let (xj ) ∈ c0(X). By (σ ) there is a y ∈ Y such that{ ∞∑
j=1
(y ′ ◦ Tj )(xj ): y ′ ∈A
}
= {y ′(y): y ′ ∈A} and {y ′(y): y ′ ∈A}
is bounded since A is σY -bounded. So (y ′ ◦ Tj )y ′∈A,j∈N ∈ (c0(X), l∞(A,C))
and, by Theorem 9, limn
∑n
j=1 y ′(Tj (xj ))= y ′(y) uniformly for y ′ ∈A. ✷
Similarly, Theorem 11 implies the following
Theorem 15. Let X,Y be vector spaces and g(·) a gauge on X. If f,ϕ ∈C(0) and
Y < ⊆ QHϕ(Y,C), then for 0 < p < +∞ and {Tj } ⊆QHf (X,Y ) the following
(σ ′) and (β ′) are equivalent.
(σ ′) For each (xj ) ∈ lp(X;g),∑∞j=1 Tj (xj ) is σ(Y,Y <)-convergent.
(β ′) For each (xj ) ∈ lp(X;g),∑∞j=1 Tj (xj ) is β(Y,Y <)-convergent.
Corollary 16. Let X be a vector space and f ∈ C(0), X< ⊆ QHf (X,C),
λ ∈ {c0, lp}, 0 < p < +∞. Then for {xj } ⊆ X the following (σ0) and (β0) are
equivalent.
(σ0) For each (tj ) ∈ λ,∑∞j=1 tj xj is σ(X,X<)-convergent.
(β0) For each (tj ) ∈ λ,∑∞j=1 tj xj is β(X,X<)-convergent.
Proof. Let f0(t) = t, t ∈ C and define Tj :C→ X by Tj (t) = txj . Then Tj ∈
QHf0(C,X). Since C is braked and g(t)= |t| is a gauge on C and lp = lp(C;g),
(σ0)⇔ (β0) by Theorems 14 and 15. ✷
If X is a vector space and X< is a vector of some linear functionals on X, then
Corollary 16 becomes the invariant results in [2,4,10].
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