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LOZENGE TILINGS, GLAUBER DYNAMICS AND
MACROSCOPIC SHAPE
BENOIˆT LASLIER AND FABIO LUCIO TONINELLI
Abstract. We study the Glauber dynamics on the set of tilings of a
finite domain of the plane with lozenges of side 1/L. Under the invari-
ant measure of the process (the uniform measure over all tilings), it is
well known [4] that the random height function associated to the tiling
converges in probability, in the scaling limit L → ∞, to a non-trivial
macroscopic shape minimizing a certain surface tension functional. Ac-
cording to the boundary conditions the macroscopic shape can be either
analytic or contain “frozen regions” (Arctic Circle phenomenon [3, 11]).
It is widely conjectured, on the basis of theoretical considerations
[23, 10], partial mathematical results [25, 1] and numerical simulations
for similar models ([5], cf. also the bibliography in [25, 10]), that the
Glauber dynamics approaches the equilibrium macroscopic shape in a
time of order L2+o(1). In this work we prove this conjecture, under the
assumption that the macroscopic equilibrium shape contains no “frozen
region”.
1. Introduction
Random lozenge tilings and their Glauber dynamics are a very natural
object in mathematical physics, probability, combinatorics and theoretical
computer science. Let TL be the triangular lattice of mesh 1/L and call the
union of two adjacent triangular faces a “lozenge”. A region of TL is called
tileable if it can be covered by non-overlapping lozenges, so that no hole is
left, cf. Figure 2. Typically, the number of possible tilings of a tileable region
grows like the exponential of L2 time its area, when the lattice mesh tends to
zero. To a lozenge tiling is naturally associated a height function, so that a
tiling can be seen as a discrete interface, see again Figure 2. When the mesh
tends to zero and the height function at the boundary of the domain tends
to some well-defined boundary height ϕ, the height function of a random
tiling sampled from the uniform measure tends in probability to a certain
limit shape φ¯. This limit shape minimizes the surface energy functional
defined in formula (2), compatibly with the boundary height. According to
the choice of the boundary height, φ¯ is either analytic, with ∇φ¯ contained in
the interior of a bounded set T of “allowed slopes” (T is a triangle, see later)
or it can show coexistence of analytic portions (“liquid phase”) and “frozen
regions” or facets where ∇φ¯ is on the boundary of T (facets correspond
microscopically to regions where at least one of the three types of lozenges
has vanishing probability of being present). For special boundary heights,
φ¯ can happen to be non-frozen and flat (with constant slope in the interior
of T).
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The Glauber dynamics on lozenge tilings is a natural Markov process
whose updates consist in rotating by an angle 180○ three lozenges that share
a vertex, see Figure 1. Such dynamics received a lot of attention in the-
Figure 1. The allowed updates.
oretical computer science [19, 25, 24] since it is a conceptually and algo-
rithmically simple way of sampling a random tiling in the long-time limit
(the invariant measure of the process is the uniform one)1. In this context,
a natural question that was investigated in the mentioned works was, how
long one should run the dynamics before the uniform measure is reached.
The Glauber dynamics is an even more natural stochastic process in math-
ematical physics: In the height function representation, lozenge dynamics is
equivalent to the zero-temperature dynamics of interfaces, separating “+”
and “−” spins, for the three-dimensional Ising model. Then, the question
of convergence to equilibrium takes a rather different flavor: how long does
it take before the interface, started far from equilibrium, approximates the
macroscopic shape? Does the stochastic evolution converge to a determin-
istic, macroscopic evolution under suitable time rescaling?
It is widely believed that the time to reach equilibrium should scale like
L2: actually, one expects that under diffusive scaling of time (i.e. setting
τ = t/L2) the limiting deterministic evolution of the height function φ should
roughly be the gradient flow associated to the surface energy functional,
d
dτ
φ = µ(∇φ)Lφ. (1)
Here L, directly related to the first variation of the surface energy func-
tional, is the non-linear elliptic operator defined in (4), while µ(∇φ) is a
“mobility coefficient”. See [23] for an illuminating discussion of these issues.
For τ ≫ 1 (i.e. t≫ L2) the interface should asymptotically reach the macro-
scopic shape, characterized by Lφ¯ = 0. This belief is supported by numerical
simulations (for this and related models, see [5] and references in [25, 10]),
heuristic arguments [10] and partial mathematical results [25, 1].
Let us also mention that, for the zero-temperature two-dimensional (and
not three-dimensional) Ising model, convergence of the evolution of spin
droplets to a deterministic equation of anisotropic mean-curvature type un-
der diffusive scaling has been achieved very recently [15, 16]. The limit
equation is somewhat the analog of (1), with the notable difference that
in that case φ describes a curve in the plane and not a surface in three-
dimensional space. What helps in the two-dimensional case is that, as ob-
served in [23], the stochastic interface evolution can be locally mapped to
well-studied interacting particle processes like one-dimensional symmetric
1Let us mention that there are alternative, algorithmically more efficient, ways to
sample uniform random tilings, see for instance [26, 14] or [20].
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simple exclusion and zero-range processes. None of these mappings holds
in the three-dimensional case (i.e. for lozenge dynamics) and a host of new
ideas is called for.
The main result of the present work is a mathematical confirmation of
the L2 scaling of the equilibration time:
Theorem 1 (Informal version). If the macroscopic shape φ¯ contains no
frozen region then, whatever the initial condition of the dynamics, at time
L2+o(1) the height function is with high probability at distance o(1) from φ¯.
See Theorem 3.1 for a precise formulation. Some previous results in this
direction are mentioned in Section 3.1.
It is at present unclear to us whether the restriction to non-frozen macro-
scopic shapes is just a technical limitation or if something deeper happens.
Frozen regions reflect the singularities of the surface tension functional and
it is a priori possible that such singularities might have a drastic effect on
dynamics. For the two-dimensional Ising model at zero temperature, singu-
larities of the surface tension do not modify the time scaling L2, but they
have the effect that the deterministic macroscopic interface evolution one
obtains in the diffusive limit is not smooth: the curvature of the interface is
in general not differentiable in space [15, Section 2.2.2].
An obvious difficulty in attacking the lozenge dynamics problem is that
we have no a priori knowledge of the non-equilibrium interface fluctua-
tions during the evolution (before the equilibrium state is reached), or even
of their order of magnitude. A natural idea is to look at the system on
mesoscopic regions, sufficiently small so that macroscopic properties of the
interface (slope, curvature, ...) are almost constant but much larger than the
lattice spacing so that statistical fluctuations are small. More precisely one
might expect that, if at some time t the interface approximates some smooth
height function φt, then locally in the neighborhood of a point where the
normal vector to φt is n, the statistics of the interface will be determined
by the infinite-volume, translation invariant Gibbs state of slope n [13].
This reasoning would suggest height fluctuations of order
√
logL/L. “Lo-
cal equilibrium” ideas of this type are rather classical in physics, for the
macroscopic derivation of the equations of fluid dynamics from microscopic
particle systems.
In our case, this intuition seems extremely difficult to substantiate math-
ematically, yet we do use it somehow. Indeed the route we follow to prove
Theorem 1 is to show that, if time is rescaled a bit more than diffusively
(by setting τ = t/L2+ with  > 0 arbitrarily small), then the interface is
bounded above and below by two evolving surfaces that follow an auxiliary
deterministic equation that morally looks like (1) and both converge to the
macroscopic shape. Via this auxiliary, slowed down, evolution we are able
to make use of the “local equilibrium” intuition mentioned above.
We will not try to explain in detail the idea of the proof of Theorem 1 in
this introduction. At this stage, let us just point out that one of the main
difficulties we have to overcome is to precisely estimate average height and
height fluctuations in mesoscopic regions of size L−1/2+δ with δ small, for a
rather large class of boundary heights. In [1] the analog of Theorem 1 in the
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special case where the macroscopic shape is flat (i.e. φ¯ is an affine function)
was proven: there, the problem of controlling equilibrium fluctuations in
finite domains was bypassed since it was possible to reduce to fluctuation
estimates in the translation invariant infinite-volume Gibbs states mentioned
above. In the present case, this trick cannot work.
In general, it is only for special domains and boundary conditions that
precise estimates on height fluctuations and on the finite-L corrections to the
average height w.r.t. to the macroscopic limit φ¯ are known in the literature.
See for instance [12] for domino tilings. More relevant for us are the works
[21, 22] by L. Petrov. There, the author considers uniform random tilings of
a hexagon 9abc of sides a, b, c. In this case, the macroscopic shape (that is not
flat) can be written down “explicitly” [3] (cf. also Sections 3.2 and 4 below)
and the equilibrium measure has an exact determinantal representation [21,
22] which allows for precise asymptotic analysis.
One of the main new ideas of our work is that, locally in regions of size≈ L−1/2+δ, we can compare the height of the randomly evolving interface with
the random equilibrium height of lozenge tilings in a hexagonal region 9abc
with suitably chosen, time-dependent parameters a, b, c. Technically, one
key result we prove, which might be of interest by itself, is the following:
Theorem 2 (Informal version). Given a macroscopic shape φ¯ in a domain
U , if φ¯ is smooth in the neighborhood of a point u ∈ U , then the Taylor expan-
sion of φ¯ around u coincides up to second order with the Taylor expansion
of the macroscopic shape associated to some hexagon 9abc.
We will call the second-order Taylor expansion of φ¯ at a given point a
“local structure”. We would like to emphasize that Theorem 2 is a priori not
obvious: As we will see in Section 4, the set of all admissible local structures
associated to arbitrary macroscopic shapes is parametrized by four variables
(two for the slope and two for the Hessian matrix), while “hexagonal” local
structures are parametrized by a different set of four variables with a rather
different meaning (two for the side-lengths of the hexagon and two for the
coordinates of a point inside the hexagon). We have then to check that a
certain explicit but complicated function from R4 to R4 is surjective (actually
it turns out to be a bijection).
Theorem 2 would be false if “second order” were replaced, say, by “third
order” (it would require surjectivity of a function from R4 to R8). Remark-
ably, for the proof of Theorem 1 the second-order comparison provided by
Theorem 2 is sufficient. The basic reason is that, in regions of size L−1/2+δ,
third- or higher-order terms in the expansion of the macroscopic shape give
negligible contributions of order L−3/2+3δ, much smaller than the minimal
significant length-scale of the model, which is the lattice spacing 1/L.
2. Random lozenge tilings and height function
2.1. Monotone surfaces and height functions. Let L be an integer,
that will be taken large later. Closed squares in R3 of side 1/L, with the
four vertices in (Z/L)3, will be called faces of (Z/L)3.
Definition 2.1. A discrete (or stepped) monotone surface ΣL is a connected
union of faces of (Z/L)3 that projects bijectively on the 111 plane P111.
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Figure 2. A portion of lozenge tiling associated to a stepped
monotone interface. Next to each vertex of TL is marked
the value of the height function. The underlying triangular
lattice is given by dotted lines.
Look at Figure 2: the projection of each square face of ΣL is a lozenge with
angles 60○ and 120○ and three possible orientations: horizontal, south-east
and south-west, according to whether the normal vector to the square face
of ΣL is (0,0,1), (1,0,0) or (0,1,0). The projection of ΣL gives therefore a
lozenge tiling of P111 with these three types of tiles. Vertices of the lozenges
are the vertices of a triangular lattice TL of side const./L. Via a suitable
choice of coordinates, we will set the constant to be 1 below.
Definition 2.2. A continuous monotone surface Σ in R3 is a two-dimensional
connected surface such that:
(1) Σ projects bijectively on P111;
(2) the normal vector to Σ, assumed to be defined almost everywhere,
points in R3≥0.
Note that injectivity of the orthogonal projection of Σ on P111 is a con-
sequence of the assumption on the normal vector.
Definition 2.3 (Height function). To a continuous (resp. stepped) mono-
tone surface Σ (resp. ΣL) we associate a height function φ ∶ P111 → R (resp.
h ∶ TL → Z/L) , as follows: φ(u) (resp. h(u)) equals the height with respect
to the horizontal plane of the point p ∈ Σ (resp. p ∈ ΣL) whose orthogonal
projection on P111 is u.
Note that, for discrete monotone surfaces, heights are associated to ver-
tices of lozenges, i.e. to vertices of TL. The definition can be extended to
obtain a real-valued height function h on the whole P111, simply by estab-
lishing that the height is linear on triangular faces of TL.
On P111 introduce a coordinate frame (x, y) (see Figure 2) such that a
given reference vertex v0 ∈ TL has coordinates (0,0) and the vertices of TL
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that are nearest neighbors of v0 in directions e
−5ipi/6 (resp. e−ipi/6) have co-
ordinates (1/L,0) (resp. (0,1/L)). This choice of coordinates is convenient
for stepped monotone surfaces, since the axes are along two of the directions
of the triangular lattice TL. Note also that the x and y axes are along the
P111 projections of the directions of the usual eˆ1 and eˆ2 coordinate axes of
R3. Whenever convenient, we will implicitly identify the plane P111 with
R2.
For continuous monotone interfaces, the condition that the normal vector
points in R3≥0 can be reformulated as follows: wherever defined, the gradient∇φ = (∂xφ, ∂yφ) belongs to T, where:
Definition 2.4. T ⊂ R2 is the triangle with vertices (0,0), (0,−1), (−1,0).
Remark 2.5. When one moves by one lattice step in TL along the x or y
directions the height function of a stepped interface decreases by 1/L if one
crosses a lozenge, and is unchanged if one moves along the edge of a lozenge.
When instead one moves by a lattice step upward in the vertical direction (i.e.
by (−1/L,−1/L) in the (x, y) coordinates), the height function is unchanged
if one crosses a lozenge, and increases by 1/L if one moves along the edge
of a lozenge.
While a discrete height function uniquely identifies a lozenge tiling, in
view of Remark 2.5 a lozenge tiling identifies the height function h only
modulo a global additive constant (the tiling identifies the height gradients).
If however one fixes the height at some vertex, then the correspondence is
bijective. In the following, the height along the boundary of a finite region
will be fixed, so we will freely identify height functions and lozenge tilings.
Definition 2.6 (Domains). In the continuous surface setting, a domain
U will denote a simply connected, bounded, closed subset of P111, whose
boundary ∂U is a piecewise C∞ simple curve.
In the discrete setting, a discrete domain UL will be a simply connected,
bounded union of closed triangular faces of TL. With some abuse of notation,
we will often identify UL with UL ∩ TL. The set of sites v ∈ UL ∩ TL that are
not on ∂UL is denoted U
int
L , while U
ext
L = TL ∖U intL .
Definition 2.7 (Non-extremal monotone surface). Let Σ be a continuous
monotone surface, with height function φ, and U be a domain of P111. We
say that Σ is non-extremal in U if ∇φ is defined everywhere in ○U (the interior
of U) and there exists  > 0 such that, for every (x, y) ∈ ○U , ∇φ is at distance
at least  from the boundary of the triangle T.
In geometric terms, this means that all three components of the normal
vector to Σ are larger than a constant times , at every point that projects
on
○
U .
Definition 2.8 (Continuous boundary heights). Given a domain U ⊂ P111,
a function ϕ ∶ P111 ∖ U ↦ R is called (continuous) boundary height if there
exists a continuous monotone surface Σ whose height function φ coincides
with ϕ on P111 ∖U .
Discrete boundary heights are defined similarly:
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Definition 2.9 (Discrete boundary heights). Given a discrete domain UL
as in Definition 2.6, we call ϕL ∶ U extL ↦ Z/L a discrete boundary height if
there exists a stepped monotone surface ΣL whose height coincides with ϕL
on U extL .
Remark 2.10. Boundary heights have been defined for technical reasons as
height functions outside certain (continuous or discrete) domains. However,
with some abuse of notation, we will often see ϕL and ϕ as functions on
∂UL and ∂U , respectively (instead of functions on U
ext and P111 ∖U). This
makes sense because we will see (DLR equations below) that the statistical
properties of the height function in a domain UL are determined uniquely by
the height on ∂UL.
We will be mostly interested in stepped monotone surfaces that approxi-
mate as L→∞ a continuous monotone surface:
Definition 2.11 (Discretizations). Consider a continuous monotone sur-
face Σ, a domain U and, for L ≥ 1, stepped monotone surfaces ΣL and
discrete domains UL. We say that (ΣL, UL)L≥1 is a discretization of (Σ, U)
if, for some constant C independent of L:
(1) the boundary ∂UL is within Hausdorff distance C/L from ∂U ;
(2) for every u ∈ UL ∩U , one has ∣h(u) − φ(u)∣ ≤ C/L.
The restriction ϕL of h (the height function of ΣL) to U
ext
L is said to be a
discretization of the boundary height ϕ = φ∣P111∖U .
Given (Σ, U), one can always find a discretization (ΣL, UL)L≥1: just take
ΣL as the boundary of the union of all closed cubes with vertices in (Z/L)3
that are below Σ, and UL as the union of triangular faces of TL contained
in U .
2.2. Uniform measure, DLR equations and macroscopic shape. Given
a discrete domain UL and a discrete boundary height ϕL as in Definition 2.9,
we let piϕLUL denote the uniform measure over the set ΩUL,ϕL of all stepped
monotone surfaces whose height on U extL is ϕL (by definition, there is at
least one of them).
The measure piϕLUL satisfies the so-called DLR equations. If VL is a sub-
domain of UL, then under the law pi
ϕL
UL
, conditioned to the event that the
height on V extL is a certain boundary height ψL, the height function in VL
has the uniform law piψLVL .
The following well-known theorem states that, if the boundary condition
ϕL is the discretization of a continuous boundary height ϕ, with high proba-
bility under the uniform measure piϕLUL the stepped interface ΣL approximates
a certain macroscopic shape φ¯, that solves a variational principle.
Theorem 2.12. [4] Let U and ϕ be a domain and a continuous boundary
height, satisfying the properties specified in Definitions 2.6 and 2.8.
(1) There exists a unique minimizer φ¯, among continuous monotone sur-
faces with boundary height ϕ, of the surface tension functional
Ψ(φ) = ∫
U
σ(s(u), t(u))d2u = ∫
U
σ(∇φ)d2u (2)
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where
σ(s, t) = − 1
pi
[Λ(pis) +Λ(pit) +Λ(pi(−1 − s − t))] (3)
and
Λ(θ) = −∫ −θ
0
log(2 sin(t))dt
(observe that −θ ≥ 0, since s, t,−1 − s − t ≤ 0 if (s, t) ∈ T).
(2) Let (ϕL, UL)L≥1 be a discretization of the boundary condition (ϕ,U)
and ΣL be distributed according to the uniform measure pi
ϕL
UL
. Then,
as L→∞, ΣL tends in piϕLUL -probability to φ¯: for every  > 0,
piϕLUL (∃u ∈ UL ∶ ∣h(u) − φ¯(u)∣ ≥ )→ 0.
The Euler-Lagrange equation associated to the variational principle is the
non-linear elliptic PDE in “divergence form”Lφ¯ ∶= ∂x(∂sσ(∇φ¯)) + ∂y(∂tσ(∇φ¯))= a11(∇φ¯)∂2xφ¯ + a22(∇φ¯)∂2y φ¯ + 2a12(∇φ¯)∂2x,yφ¯ = 0 (4)
with
a11(∇φ¯) = 1
tan(−pi∂xφ¯) + 1tan(pi(1 + ∂xφ¯ + ∂yφ¯)) (5)
a22(∇φ¯) = 1
tan(−pi∂yφ¯) + 1tan(pi(1 + ∂xφ¯ + ∂yφ¯)) (6)
a12(∇φ¯) = a21(∇φ¯) = 1
tan(pi(1 + ∂xφ¯ + ∂yφ¯)) . (7)
The matrix a(s, t) = {aij((s, t))}i,j=1,2 is strictly positive definite in ○T, as a
consequence of strict convexity of the surface tension functional Ψ (positive
definiteness can also be checked by hand; in particular, the determinant of
a(s, t) is 1). In ○T the matrix elements aij((s, t)) are analytic and the diag-
onal elements aii(s, t) are strictly positive. When instead (s, t) approaches
∂T, the matrix a(s, t) becomes singular.
Assume that φ¯ is non-extremal in U (its gradient is bounded away from
the boundary of the set of allowed slopes). Then, φ¯ is real analytic in
○
U (see
for instance [7, Ch. II.2 and Ch. VI.3]) and solves (4) everywhere in
○
U .
It can however happen, even for some natural boundary conditions (U,ϕ)
(see Section 3.2), that in some subset Uˆ ⊂ U with non-empty interior the
gradient ∇φ¯ belongs to ∂T. Such regions Uˆ are called frozen regions.
3. Dynamics, conjectures and main result
The Glauber dynamics is defined as a Markov process (hηt )t≥0 on the set
ΩUL,ϕL , with η denoting the initial condition. To each site v ∈ U intL such
that all six neighbors of v are in UL, we associate a mean-one Poisson clock.
Clocks at different sites are independent. When the clock at v rings, if in
the present lozenge configuration v belongs to exactly three lozenges, then
we turn the three lozenges by an angle pi. See Figure 1. In terms of height
function, an update corresponds to increasing by +1/L or decreasing by −1/L
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the height hηt (v) with rate 1, with the constraint that hηt remains a stepped
monotone surface in ΩUL,ϕL at all times.
We denote µηt the law of h
η
t and P the law of the entire process. The dy-
namics is reversible and its unique invariant measure is the uniform measure
piϕLUL .
As we mentioned in the introduction, the dynamics is expected to con-
verge to equilibrium in a time of order L2 times sub-leading corrections.
More precisely:
Conjecture 3.1. Let U , ϕ and its discretizations (UL, ϕL)L≥1 be as above.
For every δ > 0 there exists c(δ) <∞ such that, whatever the initial condition
η, at times t > c(δ)L2+δ the following holds with probability tending to 1 as
L→∞: for every vertex v ∈ UL∣hηt (v) − φ¯(v)∣ = o(1). (8)
In other words, within time L2+o(1) the interface macroscopically approx-
imates the equilibrium shape to any pre-assigned precision.
Actually, we believe that more should be true: at time L2+o(1), the law µηt
should be very close to the equilibrium measure piϕLUL . More precisely, define
the mixing time of the dynamics as
Tmix = Tmix(UL, ϕL) = inf{t ∶ max
η
∥µηt − piϕLUL∥ ≤ 1/(2e)}, (9)
with ∥µ − ν∥ the total variation distance between two probability measures
µ, ν. Then:
Conjecture 3.2. In the same setting of Conjecture 3.1, it is expected that
Tmix = O(L2+o(1)).
Thanks to the classical inequality
max
η
∥µηt − piϕLUL∥ ≤ e−⌊t/Tmix⌋, (10)
this would say that, at time of order L2+o(1) log(1/δ), µηt is within variation
distance δ from equilibrium, for any arbitrary δ.
Our main results is a proof of Conjecture 3.1 under the assumption that
the macroscopic shape has no frozen regions (Theorem 3.1). As mentioned
at the end of Section 3.2, the methods we develop in this work allow also
to prove the stronger Conjecture 3.2 for a rather special class of boundary
conditions (Theorem 3.6; details will be given in a forthcoming publication).
Theorem 3.1. Let the domain U and the boundary condition ϕ satisfy
the assumptions of Definitions 2.6 and 2.8. Assume in addition that the
associated macroscopic shape φ¯ is non-extremal in U and let (ϕL, UL)L≥1
be a discretization of (ϕ,U). Consider the Glauber dynamics in UL with
boundary height ϕL and initial condition η. There exists a sequence L
tending to zero and, for each δ > 0, a constant c(δ) < ∞ such that, with
TL = c(δ)L2+δ,
max
η
sup
t>TL P(∃v ∈ UL ∶ ∣hηt (v) − φ¯(v)∣ ≥ L)→ 0 as L→∞. (11)
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It is important to emphasize that, except for the δ in the exponent of TL,
this result is optimal. Indeed, it is known that there exist initial conditions η
such that, for times smaller than aL2 with a > 0 small (how small, depending
on the domain U and on the boundary height ϕ), maxv ∣hηt (v)− φ¯(v)∣ is still
bounded away from zero. This is proven in [17, Section 10] in the special
case where the macroscopic shape φ¯ is flat, but the proof extends with minor
modifications to the case of non-extremal φ¯ considered here.
A slight generalization of Theorem 3.1 is the following:
Corollary 3.2. The same statement as in Theorem 3.1 holds without the
assumption that φ¯ is non-extremal, if the following holds: there exists a
sequence (ϕ(n))n≥1 of continuous boundary heights on P111 ∖U such that:● maxx∈∂U ∣ϕ(x) − ϕ(n)(x)∣ tends to zero as n→∞;● for every n, the macroscopic shape φ¯(n) corresponding to boundary
conditions (U,ϕ(n)) is non-extremal.
In other words, the claim of Theorem 3.1 holds if φ¯ can be approximated
by a sequence of non-extremal macroscopic shapes. A typical application is
given in Section 3.2.1 below.
3.1. Previous results. The first mathematical estimate we are aware of
on the relaxation time of the Glauber dynamics for lozenge tilings is in the
work of Luby, Randall and Sinclair [19], who proved rapid mixing : the mix-
ing time grows at most like some polynomial of the graph-distance diameter
of UL (i.e. Tmix ≤ LC , with our notations). The estimate they obtained on
C was far from the expected optimal value 2, but we emphasize that their
result required essentially no conditions on the boundary height (in particu-
lar, the possible presence of frozen regions in the macroscopic shape played
no role at all). A few years later, D. Wilson [25] proved the O(L2 logL) scal-
ing for Tmix, but for an ad-hoc modified, highly non-local Markov dynamics
introduced in [19], whose updates can modify the position of an unbounded
number of lozenges at the same time. Via known comparison arguments
for Markov chains [6], Wilson’s result implies again [24] a non-optimal poly-
nomial upper bound Tmix = O(L6 logL) for the mixing time of the local
Glauber dynamics (actually the log factor can be removed by going through
the spectral gap of the non-local chain, see [25, Section 5]).
Both [19] and [25] are based on clever path-coupling arguments: the rea-
son why they cannot catch the right scaling ≈ L2 for the time to approach
the equilibrium shape is, in our opinion, that they do not use any input from
the knowledge of the macroscopic shape and of height fluctuations properties
of the equilibrium measure.
A first mathematical confirmation of the L2+o(1) scaling for the time of
convergence to equilibrium came in [1], where it was proven that Tmix ≈
L2+o(1), under the strongly limiting assumption that the boundary height is
such that the macroscopic shape φ¯ is flat (i.e. an affine function). The same
result was proven later, with a somewhat different method, for more general
tilings (e.g. domino tilings) [17].
Going beyond the flat case, as we do in the present work, requires many
novel mathematical ideas.
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Figure 3. The hexagon 9abc. The origin of (x, y) is set at
the center of the hexagon, where the three diagonals (dot-
ted lines) meet. The lines eˆi are the 111 projections of the
positive coordinate axes of R3.
3.2. Hexagonal regions. A crucial role in our work is played by some spe-
cial boundary heights, of “hexagonal type”. This may look at first surprising
since the associated macroscopic shape is not at all non-extremal, in con-
trast with the requirements of Theorem 3.1. Such boundary conditions have
played an extremely important role in the understanding of random tilings:
in particular, this is the first case where the occurrence of frozen region and
of the “arctic circle phenomenon” was discovered [3] (see also the earlier
work [11] for domino tilings). Also, the uniform law on lozenge tilings has
in this case an explicit determinantal representation. This allows to extract
sharp estimates, as L→∞, on height fluctuations, on the finite-size correc-
tions to the average height with respect to the macroscopic shape φ¯, and to
prove convergence of height fluctuations to the Gaussian Free Field [21, 22].
Let the monotone surface Σ be the boundary of (R+)3, the positive octant
of R3 and let the half-infinite lines eˆ1, eˆ2, eˆ3 be the 111 projection of the
positive coordinate axes of R3, see Figure 3. Given a, b, c > 0 let 9abc be the
hexagon in P111 with angles of 120
○ and with sides a, b, c, a, b, c, such that
three of the vertices are on the lines eˆi. The sides of length a are parallel to
the y axis and those of length c to the x axis (recall that the x and y axes
are not orthogonal). See again Figure 3. Without loss of generality, we will
assume that a + b + c = 1.
We let #abc be the open ellipse inscribed in 9abc, and ϕabc the boundary
height of Σ restricted to ∂9abc.
This is the prototypical case where the macroscopic shape contains frozen
regions:
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Theorem 3.3. [3] Call φ¯abc the macroscopic shape when U = 9abc and ϕ =
ϕabc. In #abc, φ¯abc is analytic and its gradient ∇φ¯abc is in ○T. On 9abc∖#abc,∇φ¯abc ∈ ∂T. More precisely, remove from 9abc∖#abc the six points of contact
between #abc and the boundary of the hexagon and consider the six connected
components of the set thus obtained. On the components that touch sides ac
(resp. ab, resp. bc) the gradient is (0,0) (resp. (−1,0), resp. (0,−1)).
The ellipse #abc is called the “smooth region” or “liquid region”, while9abc ∖#abc is the “frozen region”.
A discretization of (9abc, ϕabc) is simply obtained as (9aLbLcL , ϕaLbLcL)L≥1
where
aL = (1/L)⌊aL⌋, bL = (1/L)⌊bL⌋, cL = (1/L)⌊cL⌋.
To simplify formulas we will always pretend that aL, bL, cL are even integers,
in which case 9aLbLcL and ϕaLbLcL exactly coincide with 9abc, ϕabc, and the
center of the hexagon is a vertex of TL, that will be chosen by convention as
the origin of P111. For lightness of notations, we write simply pi
abc
L for the
uniform measure pi
ϕaLbLcL9aLbLcL .
We already know from Theorem 2.12 that, under the measure piabcL , the
typical height function is macroscopically close to φ¯abc. The following the-
orem makes this claim much sharper, but the statements hold only in the
liquid region:
Theorem 3.4. For every v, u ∈ #abc∣(piabcL (h(u)) − piabcL (h(v))) − (φ¯abc(u) − φ¯abc(v))∣ ≤K ∣u − v∣/L (12)
where K =K(a, b, c, u, v) is bounded as long as
min(a, b, c, dist(u, ∂#abc), dist(v, ∂#abc))
is bounded away from zero.
For every u ∈ #abc, n > 0 and  > 0,
piabcL (∣h(u) − piabcL (h(u))∣ > L−1+) = O(L−n) (13)
(again, the error term is uniform in a, b, c, u if min(a, b, c, dist(u, ∂#abc)) is
bounded away from zero).
The first claim is proven in Appendix A, following methods of [21, 22].
The second one follows directly from [22, Lemma 5.6], where it is proven
that piabcL (Ln∣h(v) − piabcL (h(v))∣n) = O(L), plus Tchebyshev’s inequality.
Uniformity of the error term is not stated explicitly in [22], but it can be
easily extracted from the proof).
Let us state and prove a simple consequence of Theorem 3.4, that we need
in Section 7.
Proposition 3.5. Let as above a, b, c > 0 with a + b + c = 1 and DL be a
discrete domain contained in #abc, whose distance from ∂#abc is at least
δ > 0 independent of L. Let further ϕL be a boundary height on ∂DL such
that, for some C > 0,∣ϕL(v) − piabcL (h(v))∣ ≤ C/L for every v ∈ ∂DL.
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Then, for every  > 0 and n <∞,
sup
v∈DL pi
ϕL
DL
(∣h(v) − piabcL (h(v))∣ ≥ L−1+) ≤ c(δ, n, )L−n. (14)
Proof of Proposition 3.5. The arguments are rather standard, so let us be
sketchy. Suppose for instance we want to upper bound
sup
v
piϕLDL (h(v) − piabcL (h(v)) ≥ L−1+) . (15)
Define ϕ′L = ϕL − L−1+/2. From (13) we see that, under the measure piabcL ,
except with probability O(L−n) one has h(v) ≥ ϕ′L for every v ∈ ∂DL. There-
fore,
sup
v
piϕLDL(h(v)−piabcL (h(v)) ≥ L−1+) = supv piϕ′LDL(h(v)−piabcL (h(v)) ≥ L−1+/2)≤ sup
v
piabcL (h(v) − piabcL (h(v)) ≥ L−1+/2) +O(L−n). (16)
In the last step we used monotonicity (the increasing event h(v)−piabcL (v) ≥
L−1+/2 becomes more likely if we replace ϕ′L with a higher boundary condi-
tion, see Section 5) and the DLR equations. Then, Eq. (13) implies directly
(15) (estimates are uniform in v because we assumed that all v ∈ DL are
uniformly bounded away, by at least δ, from ∂#abc.)

3.2.1. Dynamics with hexagonal boundary height. Let U = #abc and the
boundary condition ϕ be the restriction of φ¯abc to ∂U . The macroscopic
shape φ¯ is not non-extremal in U since, while the gradient ∇φ¯ is well-defined
and belongs to
○
T everywhere in
○
U , it approaches ∂T when the boundary of
U is approached. However, Corollary 3.2 is applicable in this case, implying
the estimate (11) on the time when the equilibrium shape is reached. Just
take some sequence u(n) > 0 tending to zero, define
a(n) = a(1 + u(n)), b(n) = b(1 + u(n)), c(n) = c(1 + u(n))
and let ϕ(n) be the restriction to ∂#abc of the macroscopic shape φ¯a(n)b(n)c(n)
corresponding to the expanded hexagon 9a(n)b(n)c(n) . Since #a(n)b(n)c(n) con-
tains U = #abc strictly, the macroscopic shape φ¯(n) = φ¯a(n)b(n)c(n) is non-
maximal in U .
The sharp control of the equilibrium measure provided by Theorem 3.4,
together with the methods developed in the proof of Theorem 3.1, allow to
prove the stronger result Tmix ≈ L2+o(1) (Conjecture 3.2) in the case where
U is a closed, simply connected subset of the open ellipse #abc and the
boundary height ϕ is the restriction of φ¯abc to ∂U .
Theorem 3.6. [18] Fix a, b, c with a + b + c = 1 and a > 0, b > 0, c > 0. Let
U be a closed domain contained in #abc. Let ϕ be the restriction of φ¯abc to
∂U and let (ϕL, UL)L≥1 a discretization of (ϕ,U). Then, Tmix ≤ c(δ)L2+δ
for every δ > 0.
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4. Local structures of macroscopic shapes
In this section we formalize and prove Theorem 2.
Let φ¯ be the macroscopic shape in some domain U with some boundary
height ϕ. Consider a point (x, y) ∈ ○U where φ¯ is at least twice differentiable,
and such that ∇φ¯ ∈ ○T; let H φ¯ be the 2 × 2 Hessian matrix of φ¯ at (x, y). We
call {∇φ¯,H φ¯}, the local structure of φ¯ at (x, y). We are excluding points(x, y) where the gradient of φ¯ is in ∂T, or where φ¯ is non-smooth: in any
case, our Theorem 3.1 involves only domains where the macroscopic shape
is non-extremal and in particular is C∞.
Recall that, if ∇φ¯ ∈ ○T, the components of the Hessian H φ¯ verify Eq. (4),
i.e. for any local structure ∇φ¯ and H φ¯ are related by
2∑
i,j=1aij(∇φ¯)H φ¯ij = 0. (17)
Therefore, to identify a local structure it is sufficient to know the gradient of
φ¯ and two elements of the Hessian matrix, say the ∂2x and ∂
2
xy components
(i.e. the (11) and (12) = (21) matrix elements). In view of this, we define
A = {z = (z1, z2, z11, z12) ∈ R4 ∶ (z1, z2) ∈ ○T} (18)
which should be seen as the set of all a priori admissible local structures.
Note that it is not guaranteed that every z ∈ A can be actually realized as
the local structure for some boundary condition.
Let us also define the open set
W = {w = (a, b, x, y) ∈ R4 ∶ a > 0, b > 0, a + b < 1, (x, y) ∈ #abc}
where as usual it is understood that c = c(a, b) = 1 − a − b. This is the set
parametrizing points in ellipses of the type #abc.
Remark 4.1. The allowed values of (a, b) belong to the interior of triangle
V = −T, with T as in Definition 2.4.
We introduce a map f ∶W ↦ A as follows:
f(a, b, x, y) = z = (z1, z2, z11, z12) ∈ R4
with (z1, z2) the slope ∇φ¯abc at (x, y) (with φ¯abc the macroscopic shape
corresponding to the hexagon 9abc, as in Theorem 3.3) and(z11, z12) = (∂2xφ¯abc, ∂2xyφ¯abc) ∈ R2
with the derivatives computed at (x, y). Note that f(W ) is the set of all
local structures arising from macroscopic shapes with boundary heights of
“hexagonal type”. A priori it could be that f(W ) is a proper subset ofA, and even that f(W ) has topological dimension smaller than 4. Indeed,
hexagonal boundary conditions look very special in the class of all admissible
boundary heights. However, Theorems 4.2 and 4.4 below exclude these
possibilities.
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Let the 4 × 4 matrix
Df(w) = ⎛⎜⎜⎜⎝
∂az1 ∂bz1 ∂xz1 ∂yz1
∂az2 ∂bz2 ∂xz2 ∂yz2
∂az11 ∂bz11 ∂xz11 ∂yz11
∂az12 ∂bz12 ∂xz12 ∂yz12
⎞⎟⎟⎟⎠ (19)
denote the derivative of f at w ∈ W . If, for some w ∈ W , Df(w) has
(maximal) rank 4, then f is locally bijective on A: every point z in a suitable
neighborhood B(f(w), )∩A (with B(z0, r) the ball of radius r centered at
z0) has a unique pre-image through f in W at distance O() from w. We
have
Theorem 4.2. The rank of Df(w) is 4 for every w ∈ W . More precisely,
in compact subsets of W the determinant of Df(w) is strictly negative.
Proof of Theorem 4.2. Call simply φ¯ the macroscopic shape in the abc hexagon
and recall that, here and in the following, c = 1−a−b. The explicit expression
for ∇φ¯ is given in [3]2. Introduce the coordinates (u, v) and (u′, v′) as
u = u(x, y) = −x + y
2
, v = v(x, y) = −√3
2
y (20)
u′ = u′(x, y) = y − x
2
= u/2 − √3
2
v, v′ = v′(x, y) = −√3
2
x = √3
2
u + v
2
. (21)
What one finds is then
z1 = ∂xφ¯ = − 1
pi
cot−1 ⎡⎢⎢⎢⎣ Qbca(u(x, y), v(x, y))√Ebca(u(x, y), v(x, y))
⎤⎥⎥⎥⎦ (22)
z2 = ∂yφ¯ = − 1
pi
cot−1 ⎡⎢⎢⎢⎣ Qcab(u
′(x, y), v′(x, y))√
Ecab(u′(x, y), v′(x, y))
⎤⎥⎥⎥⎦ (23)
Qabc(u, v) = √3
2
(4
3
v2 − 4u2 + b2 + ab + bc − ac) , (24)
Eabc(u, v) = 3abc − (3(a + c)2u2 − 2√3(a + 2b + c)(a − c)uv (25)+((a + 2b + c)2 − 4ac)v2).
For later convenience, let us point out also that
z3 ∶= −1 − z1 − z2 = − 1
pi
cot−1 ⎡⎢⎢⎢⎣ Qabc(u
′′(x, y), v′′(x, y))√
Eabc(u′′(x, y), v′′(x, y))
⎤⎥⎥⎥⎦ (26)
with
u′′(x, y) = 1
2
x + 1
2
y = −u
2
− √3
2
v, v′′(x, y) = −√3
2
x + √3
2
y = √3
2
u − v
2
. (27)
Let also z11 = ∂xz1, z12 = ∂yz1 = ∂xz2.
Remark 4.3. The boundary of the ellipse #abc corresponds to the set of
zeros of Ebca(u(x, y), v(x, y)). One can also check that
Ebca(u(x, y), v(x, y)) = Ecab(u′(x, y), v′(x, y)) = Eabc(u′′(x, y), u′′(x, y))
2The authors of [3] consider on P111 an orthogonal coordinate frame (u, v) that does
not coincide with the non-orthogonal coordinate frame (x, y) we adopt here. The change
of coordinates is given in (20).
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and formulas above are understood to hold inside #abc. From the explicit
formulas (19) and (22) one sees that both f(w) and Df(w) are C∞ in W ,
with uniform bounds when w is in compact subsets of W .
We have to prove that the determinant of the matrix Df is negative.
Observe that, when we take derivatives with respect to a or b, we have to
remember that c is a function of a, b. One can painfully check3 that the
determinant of Df equals
det(Df) = 1
32pi4
N(x, y)
D(x, y) (28)
N(x, y) = (1 − a)(1 − b)(1 − c) + 2(1 − a2)y2 + 2(1 − c2)x2 − 4(1 − a)(a + b)xy
(29)
D(x, y) = (y2 − (a + b)2
4
)(x2 − (1 − a)2
4
)2 (30)
×(x − (y − 1 − b
2
))2 (x − (y + 1 − b
2
))2 .
One easily sees that D(x, y) vanishes exactly along the sides of the hexagon9abc, and is negative inside the hexagon (since in the hexagon the y coor-
dinate ranges between −(a + b)/2 and +(a + b)/2). As for the numerator, it
vanishes for
y = −2(1 − a)(a + b)x ±√2√(1 − a)(1 − b)(a + b)(−1 + a2 − 4x2)
2(a2 − 1) (31)
Since a < 1, the square root is imaginary and therefore the numerator has no
zeros. The numerator is clearly positive for (x, y) = (0,0), so it is positive
everywhere. 
A key point for the following is that f ∶W ↦ A is actually a bijection:
Theorem 4.4. The application f is a diffeomorphism from W to A. In
particular, f(W ) = A.
The non-trivial step is to prove that points on the boundary of W are
mapped through f to points on the boundary of A (Proposition 4.5). Given
this, the proof of Theorem 4.4 follows rather closely that of a theorem of
Hadamard [9], that gives a necessary and sufficient condition for a smooth
map from Rn to Rn to be a diffeomorphism, cf. for instance [8].
Proposition 4.5 (Compact sets have compact pre-images). Let {wn}n≥1 be
a sequence of points in W , that tends as n→∞ to a point w¯ on the boundary
of W . Then, none of the sub-sequential limits of the sequence {f(wn)}n≥1
is in A.
Proof of Proposition 4.5. Recall that, for w ∈ W , we write w = (a, b, x, y)
and f(w) = (z1, z2, z11, z12). Note that
∂W = {w ∶ (a, b) ∈ ∂V} ∪ {w ∶ (a, b) ∈ ○V, (x, y) ∈ ∂#abc}. (32)
3It is immediate from Eqs. (22) that the matrix elements of Df , and therefore also
the determinant, are rational functions of a, b, x, y. For the actual computation of the
coefficients of the two polynomials we used Mathematica, in order to symbolically simplify
otherwise intractable expressions.
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Therefore, if w¯ = (a¯, b¯, x¯, y¯) = limnwn ∈ ∂W , exactly one of these two condi-
tions holds:
(A) (a¯, b¯) ∈ ○V and (x¯, y¯) is on the boundary of #a¯b¯c¯;
(B) (a¯, b¯) is in ∂V.
We have to prove that, in both cases, at least one of the following two options
occurs:
(Option 1) (z1, z2) approaches the boundary of T as n→∞;
(Option 2) the directional derivative ∣∂vzi∣ diverges as n→∞, for some i = 1,2,3
and for some direction v in the plane. This implies that either (z1, z2)
approaches ∂T, or z211 + z212 diverges, in both cases implying the
statement of the Proposition.
Indeed, recall that z3 = −1 − z1 − z2 and observe that ∂vzi is a
linear combination of ∂xzi and ∂yzi. If ∣∂vzi∣ diverges, then one
among z11 = ∂xz1, z12 = ∂xz2 = ∂yz1 or ∂yz2 diverge. If either z11
or z12 diverges, we are done. So suppose instead that ∂yz2 diverges.
Remember that
a11(z1, z2)∂xz1 + 2a12(z1, z2)∂xz2 + a22(z1, z2)∂yz2= a11(z1, z2)z11 + 2a12(z1, z2)z12 + a22(z1, z2)∂yz2 = 0 (33)
and that, when (z1, z2) is bounded away from ∂T, aij are finite and
aii are strictly positive. As a consequence, if ∂yz2 diverges then
either (z1, z2) approaches ∂T or at least one among z11 and z12 also
diverges.
In Case (A), it follows directly from Theorem 3.3 that the slope (z1, z2)
approaches the boundary of T, so Option 1 occurs.
In Case (B) we have to go back to formulas (22)-(26) for z1, z2 and z3 =−1 − z1 − z2, that we rewrite compactly as
zi(x, y) = − 1
pi
cot−1
⎡⎢⎢⎢⎢⎢⎣
Q
(i)
abc(x, y)√
E
(i)
abc(x, y)
⎤⎥⎥⎥⎥⎥⎦ , i = 1,2,3 (34)
(recall that actually E
(i)
abc does not depend on i, so we will just write Eabc).
The numerators Q
(i)
abc are second-order polynomials in x, y, symmetric under(x, y)↔ (−x,−y). Let Z(i)abc, i = 1,2,3 be the respective level-zero sets on the(x, y) plane: they are hyperbolas, that can be degenerate (two straight lines
intersecting at (0,0)) for particular values of a, b, c = 1−a−b. More precisely,
Z
(i)
abc is degenerate if and only if Q
(i)
abc(0,0) = 0. It is however easy to check
that there are no values a, b, c = 1 − a − b for which the three hyperbolas are
simultaneously degenerate: an explicit calculation shows that∑3i=1Q(i)abc(0,0)
is never zero. Therefore, for n→∞, at least one of the curves Z(i)anbncn tends
to a non-degenerate hyperbola. To fix ideas, let us assume that this is the
case for i = 1, i.e. that
lim inf
n
∣Q(1)anbncn(0,0)∣ > 0. (35)
Then we proceed as follows. We first note that the sup-norm of Eanbncn
on #anbncn is just δn ∶= Eanbncn(0,0) = 3anbncn = o(1) (the graph of Eabc is a
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concave paraboloid with gradient zero at (0,0) and vanishes at the boundary
of #abc). The fact that anbncn = o(1) is because when (an, bn) approaches
∂V, at least one of the three values an, bn,1−an−bn approaches zero. Given(xn, yn) ∈ #anbncn , if for some i = 1,2,3RRRRRRRRRRRRR
Q
(i)
anbncn
(xn, yn)√
Eanbncn(xn, yn)
RRRRRRRRRRRRR ≥
1
δ
1/8
n
then, for n → ∞, zi approaches either 0 or 1 (according to the sign of
Q
(i)
anbncn
/√Eanbncn), and therefore Option 1 occurs.
Assume instead that at (xn, yn) one has
max
i
∣Q(i)anbncn/√Eanbncn ∣ ≤ 1
δ
1/8
n
. (36)
Note that automatically (xn, yn) is bounded away from (0,0), otherwise
condition (36) would be violated, since one would haveRRRRRRRRRRRRR
Q
(1)
anbncn
(xn, yn)√
Eanbncn(xn, yn)
RRRRRRRRRRRRR ≥
∣Q(1)anbncn(xn, yn)∣√
δn
≃ ∣Q(i)anbncn(0,0)∣√
δn
and Q
(1)
anbncn
(0,0) is bounded away from zero for n →∞, cf. (35). We look
at the derivative of zi at (xn, yn) in the direction v tangent to the local level
line of Eanbncn : we get
∂vzi = − 1
pi
1
1 + (Q(i)anbncn/√Eanbncn)2
∂vQ
(i)
anbncn√
Eanbncn
.
Therefore,∣∂vzi∣ ≥ const. × δ2/8−1/2n ∣∂vQ(i)anbncn ∣ = const. × δ−1/4n ∣∂vQ(i)anbncn ∣. (37)
If we can prove that ∣∂vQ(i)anbncn ∣ stays bounded away from zero as n→∞ for
at least one value of i, we get that ∣∂vzi∣ diverges and we can conclude that
Option 2 occurs. To control ∣∂vQ(i)anbncn ∣, observe that∇Q(1)anbncn = 2√3(−2x + y, x)∇Q(2)anbncn = 2√3(y,−2y + x)∇Q(3)anbncn = 2√3(−y,−x).
(38)
From these explicit formulas it is immediate to check that, whenever (x, y) ≠(0,0), all three gradients have non-zero norm and that there are at least two
of them that are not colinear4. As a consequence (recalling that (xn, yn) is
bounded away from (0,0)), for any given direction v one has that ∣∂vQ(i)anbncn ∣
is bounded away from 0 for at least one value of i, as we wished to show.

4Just compute ∇Q(i)anbncn ⋅ [∇Q(j)anbncn] for all i ≠ j, with v the vector v rotated by
pi/2, and check that only for (x, y) = 0 the three products vanish simultaneously.
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Proof of Theorem 4.4. Point (I): f is surjective (f(W ) = A). Fix some
w¯ ∈W and let z¯ = f(w¯). We define on A the radial vector field v(z) = z¯ − z
that points everywhere towards z¯. Given z ∈ A, we let for t ≥ 0
yz(t) = z¯ + e−t(z − z¯), (39)
that solves
d
dt
yz(t) = v(yz(t)), yz(0) = z
and note that limt→∞ yz(t) = z¯. Thanks to Theorem 4.2, z¯ is in the interior
of f(W ), so there exists 0 ≤ τ z <∞ such that yz(τ z) ∈ f(W ). Let wτz ∈W
be such that f(wτz) = yz(τ z). We let wz(t) be the solution of the differential
equation on W
{ ddtwz(t) = V (wz(t)) ⋅ v(f(wz(t)))
wz(τ z) = wτz , (40)
where
V (w) = [Df(w)]−1. (41)
The existence of the inverse of the matrix Df(w) is guaranteed by Theorem
4.2. The solution wz(t) exists at least locally around t = τ z.
Let I be the interval of definition of the solution, and t = inf{s ∶ s ∈ I}.
For every t ∈ R+ ∩ I we have f(wz(t)) = yz(t) since, as one easily checks,
both quantities verify the same differential equation and take the same value
for t = τ z. We wish to show that t < 0, so that f(wz(0)) = z, i.e. z ∈ f(W )
and in turn (by the arbitrariness of z) this implies f(W ) = A.
Let us assume by contradiction that t ≥ 0. Recalling Remark 4.3 and
Theorem 4.2, we have that Df(w) is C∞ (actually analytic) in W and
det(Df(w)) is bounded away from zero in compact subsets of W . Therefore,
the vector field V (w) ⋅ v(f(w)) = [Df(w)]−1 ⋅ v(f(w)) is C∞ and bounded,
away from the boundary of W . As a consequence, we have that there exists
a sequence sn ↘ t such that wz(sn) approaches ∂W as n → ∞ (otherwise
the solution could be extended to short times before t). By Proposition 4.5,
one deduces that the sequence f(wz(sn)) = yz(sn) cannot have a limit inA. However, from (39) such limit exists and is simply z¯ + e−t(z − z¯), which
belongs to A (recall that z, z¯ are in A, remark that A is convex and that
z¯ + e−t(z − z¯) is a convex combination of z and z¯).
Point (II): f is bijective and a diffeomorphism. We know from
point (I) that f is surjective, and from Theorem 4.2 that it is a local diffeo-
morphism. It remains only to prove that f−1(z¯) is uniquely defined for every
z¯ ∈ A (injectivity). This is essentially identical to the proof of injectivity in
Hadamard’s theorem (cf. [8, Theorem A]), so we will just sketch the main
steps.
First, the set f−1(z¯) = {w ∈W ∶ f(w) = z¯} is finite: otherwise, by Propo-
sition 4.5 (compact sets have compact pre-images) it would contain an ac-
cumulation point w∞ in W . This would contradict Theorem 4.2, since the
determinant of Df(w∞) is non-zero, so that f is locally one-to-one in a
neighborhood of w∞.
Second, to each wi ∈ f−1(z¯) is associated the set
Wi = {w0 ∈W ∶ lim
t→∞w(t) = wi},
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with w(t) the solution of the Cauchy problem
{ ddtw(t) = V (w(t)) ⋅ v(f(w(t)))
w(0) = w0. (42)
Recall that f(w(t)) = yz0(t), with yz0(t) defined in (39) and z0 = f(w0).
Since yz0(t) stays in a compact set uniformly for t ≥ 0, using again Proposi-
tion 4.5 we see that w(t) exists for all positive times (it never approaches the
boundary of W ). But yz0(t) converges to z¯ as t→∞, so that w(t) tends to
an inverse of z¯: thanks to the arbitrariness of w0, this implies that W = ∪iWi.
Moreover, each Wi is open, by continuity of solutions of (42) with respect
to initial conditions. Given that the Wi are disjoint and that W is open and
connected, one deduces that f−1(z¯) contains a single element. 
5. Monotonicity and constrained dynamics
As well as in previous works on lozenge dynamics [25, 1, 2, 17], mono-
tonicity will play an important role. Let us briefly recall the basic idea.
In the set of stepped monotone interfaces we introduce a partial order
where h ≤ h′ if h(v) ≤ h′(v) for every v. It is well known that dynamics
conserves the partial order: give a discrete domain UL, it is possible to
couple in the same probability space all the evolutions hη;ϕLt with boundary
height ϕL and initial condition η ∈ ΩUL,ϕL in such a way that, P-almost
surely,
hη,ϕLt ≤ hη′,ϕ′Lt for every t ≥ 0, if η ≤ η′ and ϕL ≤ ϕ′L. (43)
An immediate consequence on the equilibrium measures is that piϕLUL is
stochastically dominated by pi
ϕ′L
UL
.
Consider two stepped monotone surfaces with height functions h−, h+ such
that h− ≤ h+. Let moreover UL be a discrete domain and ϕL be a boundary
height such that h− ≤ ϕL ≤ h+ on U ext. The dynamics in UL with boundary
height ϕL, “ceiling” h
+ and “floor” h− is defined as the usual dynamics ht,
except that any updates that would lead to a violation of the inequalities
h− ≤ ht ≤ h+
are discarded (censored). Of course, we will assume that the initial condi-
tion η does satisfy h− ≤ η ≤ h+. The invariant measure of the constrained
dynamics is simply the uniform measure piϕLUL conditioned on the interface
being between floor and ceiling, i.e.
piϕLUL(⋅∣h− ≤ ⋅ ≤ h+).
Define the distance between floor and ceiling as
max
v∈UL(h+(v) − h−(v)).
Then:
Lemma 5.1. [1, Theorem 4.3] The Glauber dynamics in a discrete domain
UL of diameter D in the graph-distance, with floor and ceiling at distance
H/L, has Tmix = O(D2H2(logD)2).
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Take UL to be the discretization of a domain U , so that its graph-distance
diameter D is of order L. Note that, if we let h± = ϕL ±A with A = O(1)
sufficiently large then the constrained dynamics exactly coincides with the
unconstrained one. This is simply because the height functions h and ϕL
change by ±1/L or 0 along edges of TL: if u ∈ ∂UL and v ∈ U int and u, v are
at graph-distance d(u, v), one has
h(v) ≤ h(u) + d(u, v)/L
and
h+(v) ≥ h+(u) − d(u, v)/L = ϕL(u) +A − d(u, v)/L.
Given that h(u) = ϕL(u) on ∂UL, we see that
h+(v) ≥ h(u) +A − d(u, v)/L ≥ h(v) +A − 2d(u, v)/L.
If A is chosen larger than 2D/L = O(1) we have then h(v) ≤ h+(v) (and
analogously h(v) ≥ h−(v)) deterministically. Hence the floor/ceiling con-
straints are automatically satisfied by the unconstrained dynamics. On the
other hand, if h± = ϕL ±A then the distance between floor and ceiling is 2A.
Therefore, an immediate consequence of Lemma 5.1 is:
Corollary 5.2. Let the discrete domain UL be a discretization of a domain
U . For any boundary height ϕL, the mixing time of the Glauber dynamics
with neither floor nor ceiling is smaller than C L4(logL)2 for some constant
C depending only on U .
6. Proof of Theorem 3.1
Here we make a few comments about the idea of the proof and its struc-
ture. Recall from the introduction that we want to show that the interface
stays with very high probability “trapped” between two deterministic sur-
faces that evolve on a time scale just slower than diffusive and both tend
to the macroscopic shape. We will only consider the upper bound in the
following because the proof of the lower bound is identical.
The first step, that does not require much work, is to realize that it is
enough to prove that when the initial condition is at distance 2L from equi-
librium (for some suitably small L) then within time L
2+o(1) the interface
reaches distance L (see Claim 6.1). To prove this, the key point is Claim
6.3, that says that the height function stays with high probability below the
deterministically evolving interface
φ˜t ∶= φ¯ + L(1 − t/L2+o(1))ψ,
with a well chosen function ψ ≥ 2, until the time when (1−t/L2+o(1)) becomes
sufficiently small. As mentioned in the introduction, we prove the bound
by looking at “mesoscopic” regions of size L−1/2+o(1) and at time increments
L1+o(1), that are small with respect to the diffusive scaling. The choice of
ψ will be justified in Remark 6.4. In practice, one must guarantee thatLˆψ (with Lˆ the linearization of the elliptic operator in (4), that should
determine the interface drift, see (1)) is comparable with ∆ψ (with ∆ the
usual Laplacian).
For simplicity we will write piL for the equilibrium measure pi
ϕL
UL
and as
usual φ¯ denotes the macroscopic shape in U with boundary height ϕ.
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Let L = 1/ logL. To prove Theorem 3.1 it is sufficient to prove that
sup
t>c(δ)L2+δ P(∃v ∈ UL ∶ ht(v) − φ¯(v) > 2L) = o(1) (44)
and
sup
t>c(δ)L2+δ P(∃v ∈ UL ∶ ht(v) − φ¯(v) < −2L) = o(1), (45)
with bounds uniform in the initial condition η (we omit for lightness the ar-
gument η in hηt ). We will prove only (44), the proof of (45) being essentially
identical.
Let G be a positive constant, independent of η and L, that will be fixed
in a moment (it will depend only on the diameter of U). We have:
Claim 6.1. For i = 0,1, . . . , ⌊G/L⌋ − 1,
P(ht ≤ G − iL + φ¯ for every t ∈ [Ti, L5]) ≥ 1 − i/L (46)
where
Ti = L2+δ/2i.
When we write ht ≤ g like in (46), what we mean exactly is that for every
u ∈ UL ∩ TL one has ht(u) ≤ g(u).
Proof of (44) given Claim 6.1. For i = ⌊G/L⌋ − 1 we have
Ti = O(L2+δ/2/L) = O(L2+δ/2 logL) ≪ c(δ)L2+δ
and we obtain that
P(ht ≤ φ¯ + 2L for every t ∈ [c(δ)L2+δ, L5]) = 1 + o(1). (47)
On the other hand, we know from Corollary 5.2 that the mixing time of
the dynamics is Tmix = O(L4(logL)2). Therefore, from (10) we see that for
times larger than L5 the system is at equilibrium (modulo a negligible error
term O(exp(−L/(logL)2)), uniform in time and in η) and we deduce that
piL(h ≤ φ¯ + 2L) = 1 + o(1) (48)
so that
sup
t>L5 P(ht ≤ φ¯ + 2L) = piL(h ≤ φ¯ + 2L) +O(exp(−L/(logL)2)) = 1 + o(1).(49)
Equations (47) and (49) imply (44). It will be clear from the proof of Claim
6.1 that in (46) we could have replaced L5 with any other larger power of
L. 
Proof of Claim 6.1. We prove (46) by induction on i. The functions ht and
φ¯ are uniformly 1-Lipschitz in space and they coincide on the boundary of
UL: therefore, Eq. (46) for i = 0 is trivially true (for every t ≥ 0) if G is
chosen large enough depending on the diameter of U .
Definition 6.2. Set for (x, y) ∈ R2
ψ(x, y) = ψ(0,0) − ex/ξ − ey/ξ (50)
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with ξ ≪ 1 but independent of L and the constant ψ(0,0) chosen so that
inf{ψ(x, y), (x, y) ∈ U} = 2. Let ψmax = max{ψ(x, y) ∶ (x, y) ∈ U} and
N ∼ L(1 − 1/ψmax) the smallest integer such that(1 − N
L
)ψmax ≤ 1.
To prove (46) for i + 1 given the same statement for i, we proceed as
follows. Since ψ ≥ 2 in U , the inductive hypothesis (i.e. (46) for i) implies
P(ht ≤ G − (i + 2)L + φ¯ + Lψ, for every Ti ≤ t ≤ L5) ≥ 1 − i/L. (51)
Define
γi,j = G − (i + 2)L + φ¯ + L (1 − j/L)ψ, (52)
let Ti,j = Ti + jL1+δ/4 and Ei,j be the event
Ei,j = {ht ≤ γi,j for every Ti,j ≤ t ≤ L5}. (53)
We will prove:
Claim 6.3. Fix 0 ≤ i < ⌊G/L⌋ − 1 and assume that (46) holds. For j ≤ N ,
P(Ei,j) ≥ 1 − i/L − j/L3. (54)
Taking j = N , we obtain the claim (46) for i + 1, since Ti,N ≤ Ti+1,
γi,N ≤ G − (i + 1)L + φ¯
and
1 − i/L −N/L3 ≥ 1 − (i + 1)/L.
This concludes the proof of Claim 6.1, assuming Claim 6.3.

Remark 6.4. The choice of ψ, which might look at first sight rather ar-
bitrary, is dictated by the following reasoning. At time Ti we have ht ≤
φ¯ + Lψ + c, with c the constant G − (i + 2)L. From the discussion in the
Introduction, we expect the macroscopic evolution of the interface under dif-
fusive time scaling to be given by (1). Linearizing the differential operatorL around φ¯ + c and observing that L(φ¯ + c) = 0, we find thatL(φ¯ + c + Lψ) = LLˆψ +O(2L)
with Lˆ the linear elliptic operator
Lˆψ = 2∑
i,j=1aij(∇φ¯)∂2ijψ
+ 2∑
i,j=1 [(∂xψ)∂saij(s, t)∣(s,t)=∇φ¯ + (∂yψ)∂taij(s, t)∣(s,t)=∇φ¯] . (55)
Now observe that the Hessian matrix of our ψ is diagonal, with negative
diagonal entries:
Hψ = − 1
ξ2
( ex/ξ 0
0 ey/ξ ) . (56)
Therefore, the first sum in (55) is strictly and pointwise negative, uniformly
in U (the diagonal elements aii are positive) and the second sum can be
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neglected, if ξ is small (because ∣∂xψ∣ ≪ ∣∂2xψ∣ and similarly for the y deriva-
tives). In conclusion, with our choice of ψ, L(φ¯ + c + Lψ) is everywhere
negative, so the interface feels a negative drift that pushes it towards the
equilibrium shape. The drift is of order −L−2 (recall that, in (1), τ is the
rescaled time τ = t/L2). This heuristic reasoning is what is behind Claim
6.3. Indeed, going from j to j + 1 corresponds to lowering the interface by≈ 1/L, in a time Ti,j+1 − Ti ≈ L, i.e. corresponds to a negative drift of order−1/L2.
Proof of Claim 6.3. We proceed by induction on j and we observe that for
j = 0 the claim is trivial (it just reduces to (51), that is a consequence of
(46) which we assumed to hold for the value i). We want to prove (54),
given the same claim for j − 1.
Let V be a shrinking of U by 2L, i.e. let
V = U ∖ ∪x∈∂UB(x, 2L), (57)
with B(x, r) the ball of radius r centered at x.
Remark 6.5. We claim first of all that it is sufficient to prove (46) at
lattice sites v ∈ V . Indeed, recall that the height on ∂UL is always fixed (for
all times) to the boundary height ϕL. Since both the height function ht and
φ¯ are uniformly 1-Lipschitz in space and ∣ht − φ¯∣ ≃ ∣ϕL − ϕ∣ = O(1/L) at the
boundary ∂UL one deduces that, deterministically, ∣ht−φ¯∣ = O(2L) in UL∖V .
On the other hand, for i < ⌊G/L⌋ − 1 and j ≤ N
γi,j − ht = φ¯ − ht +G − (i + 2)L + (1 − j/L)Lψ≥ φ¯ − ht + L(1 −N/L)ψmax ψ
ψmax
≥ φ¯ − ht + L/ψmax (58)
since ψ ≥ 2 and (1 −N/L)ψmax = 1 + o(1). We have seen that for the sites
within distance 2L from ∂U one has ∣φ¯ − ht∣ = O(2L) ≪ L/ψmax determinis-
tically, so the inequality ht ≤ γi,j holds automatically.
In conclusion, we do not have to worry about lattice sites too close to the
boundary ∂U , see also Remark 6.6.
One has
P(Ei,j) ≥ P(Ei,j−1) − P(Ei,j−1;Eci,j) ≥ 1 − iL − j − 1L3 − P(Ei,j−1;Eci,j). (59)
Next, via a union bound,
P(Ei,j−1;Eci,j) ≤ ∑
u∈V P(Ei,j−1;ht(u) > γi,j(u) for some t ∈ [Ti,j , L5]). (60)
Since there are O(L2) sites u ∈ V , it is sufficient to prove
P(Ei,j−1;ht(u) > γi,j(u) for some t ∈ [Ti,j , L5]) ≤ 1/L6 (61)
to deduce (54).
Let the stepped monotone interface γ
(L)
i,j−1 be a discretization of γi,j−1 such
that
γ
(L)
i,j−1 > γi,j−1 (62)
(strict inequality) and {hˆt}t≥Ti,j−1 be the Markov dynamics with (random)
initial condition hTi,j−1 at time Ti,j−1, and such that:
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● if hTi,j−1 ≤ γ(L)i,j−1, then hˆt is the dynamics with ceiling γ(L)i,j−1;● if instead hTi,j−1 /≤ γ(L)i,j−1, then hˆt = hTi,j−1 for every t ≥ Ti,j−1.
Note that, on the event Ei,j−1, one has hTi,j−1 ≤ γ(L)i,j−1 and moreover the
two dynamics ht and hˆt can be coupled so that they exactly coincide in
the time interval [Ti,j−1, L5]. In fact, from the definition of dynamics with
ceiling (Section 5) the two dynamics coincide until the first time τ when
hτ(v) = γ(L)i,j−1(v) for some v; on the event Ei,j−1 one has ht ≤ γi,j−1 < γ(L)i,j−1
up to time L5 time and therefore τ ≥ L5. Therefore, the probability in (61)
can be upper bounded by
P(hˆt(u) > γi,j(u) for some t ∈ [Ti,j , L5]∣hˆTi,j−1 = hTi,j−1 ≤ γ(L)i,j−1). (63)
Next, we want to reduce from the dynamics hˆt in the whole UL to a
dynamics where only the height function in a much smaller domain Du
evolves. Given a lattice site u ∈ V let Du be a disk5 of radius L−1/2+δ/100
centered at u: from the definition (57) of V , we see that the disk Du is
entirely contained in U , since L−1/2+δ/100 ≪ 2L.
We start by observing that, by monotonicity, since we want to upper
bound (63), we are allowed to change the random configuration hˆTi,j−1 at
time Ti,j−1 to the deterministic configuration γ(L)i,j−1 ≥ hˆTi,j−1 , and to freeze
hˆt(v) to γ(L)i,j−1(v) for times t ≥ Ti,j−1 and sites v outside Du. In words,
we are pinning the height function to the ceiling outside Du. Again by
monotonicity, we impose that the evolution hˆt has a “floor” constraint
hˆt(v) ≥ γ(L)i,j−1−L−1+δ/40. We still call {hˆt}t≥Ti,j−1 the dynamics after these two
modifications, and we denote pˆii,j−1 its equilibrium measure (it is the uni-
form measure on stepped monotone interfaces in Du, with boundary height
γ
(L)
i,j−1∣∂Du , ceiling γ(L)i,j−1 and floor γ(L)i,j−1 −L−1+δ/40).
Remark 6.6. We have used crucially that Du ⊂ U , more precisely that
boundary sites on ∂Du are in UL to say that, on the event Ei,j−1, ht(v) <
γ
(L)
i,j−1(v) for v ∈ ∂Du and t ∈ [Ti,j−1, L5]. If we had to consider points much
closer to the boundary, we would have to take a disk Du of smaller diameter
(so that it fits in UL) and then the proof of Proposition 6.7 below would fail.
Let us assume for the moment the following equilibrium estimate:
Proposition 6.7. Let j ≤ N and pˆii,j−1 be as above. If ξ in (50) is smaller
than some ξ0 > 0 (that is independent of i, j,L) then
pˆii,j−1 [h(u) > γi,j−1(u) −L−1+δ/60] ≤ L−20. (64)
Let us conclude the proof of the step j − 1→ j, given Proposition 6.7. By
Lemma 5.1, since the graph-distance diameter of Du is O(L1/2+δ/100) and
the distance between floor γ
(L)
i,j−1 −L−1+δ/40 and ceiling γ(L)i,j−1 is L−1+δ/40, the
5 To be precise, Du should be a discrete domain; take Du as the union of triangles inTL contained in such a disk. For lightness of exposition, we will overlook this minor detail
and just call Du a “disk”.
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mixing time of the dynamics hˆt is
O(L2(1/2+δ/100)L2δ/40(logL)2) ≤ L1+δ/8 ≪ Ti,j − Ti,j−1 = L1+δ/4.
Therefore, at time Ti,j equilibrium pˆii,j−1 has been reached, up to a negligible
variation distance error O(exp(−Lδ/8)). As a consequence,
P(hˆt(u) > γi,j(u) for some t ∈ [Ti,j , L5])= Ppˆii,j−1(hˆt(u) > γi,j(u) for some t ∈ [Ti,j , L5]) +O(exp(−Lδ/8))≤ L7pˆii,j−1(h(u) > γi,j(u)) +O(exp(−Lδ/8)). (65)
In the second line, Ppˆii,j−1 denotes the law of the modified dynamics, with
initial condition sampled from the equilibrium distribution pˆii,j−1; in the
third line we used the standard fact that, for a continuous-time homogeneous
Markov chain Xt with invariant measure pi and any event A,
Ppi(∃t ∈ [a, b] ∶Xt ∈ A) ≤ ∣b − a∣Mpi(X ∈ A)
with M the average number of updates per unit time. In our case M can be
bounded by the number of lattice sites in Du (since each site has a mean-one
Poisson clock), which is much smaller than L2.
Note that
γi,j−1(u) −L−1+δ/60 < γi,j(u) ∶ (66)
just recall (52) and observe that L−1+δ/60 > Lψ(u)/L. As a consequence,
from Proposition 6.7,
pˆii,j−1(h(u) > γi,j(u)) ≤ pˆii,j−1(h(u) > γi,j−1(u) −L−1+δ/60) ≤ L−20 (67)
and (61) follows from (63) and (65). The proof of Claim 6.3 is concluded. 
Remark 6.8. The common points with the proof of [1, Theorem 2] (that
is the analog of Theorems 3.1 and 3.6 in the particular case of flat macro-
scopic shape) are the pervasive use of monotonicity and the idea of employing
Lemma 5.1 on mesoscopic domains of size slightly larger than L−1/2 (specif-
ically, L−1/2+δ/100 here).
7. Proof of Proposition 6.7
Since i and j are fixed in this section, we write for simplicity of notation
γ = γi,j−1 = G − (i + 2)L + φ¯ + κLψ
with κ = (1 − (j − 1)/L). Recall that (j − 1) < N , with N as in Definition
6.2, so that
κ ∈ [(1 +O(1/L))/ψmax,1]. (68)
In fact, we will need that κ is bounded away from zero uniformly in L, i, j.
Recall that u = (x, y) ∈ V , Du ⊂ U is a disk centered at u, of radius
L−1/2+δ/100 and that pˆi ∶= pˆii,j−1 is the uniform measure over stepped in-
terfaces in Du, with boundary condition γ
(L)
i,j−1∣∂Du , ceiling γ(L)i,j−1 and floor
γ
(L)
i,j−1 − L−1+δ/40. Since we want to prove the upper bound (64), we can by
monotonicity remove the ceiling.
The floor cannot be removed by monotonicity. However:
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Lemma 7.1. Let p˜i be obtained from pˆi by eliminating the floor constraint
h ≥ γ(L)i,j−1 −L−1+δ/40. We have ∥pˆi − p˜i∥ = O(L−n) for any given n.
This will be proven at the end of this section. It is clear that it is sufficient
to prove Proposition 6.7 with pˆi replaced by p˜i.
Call ∇φ¯(u) = (∂xφ¯(u), ∂yφ¯(u)) the slope of φ¯ at u and H φ¯(u) its 2 × 2
Hessian matrix. These are well-defined objects, since φ¯ is non-extremal and
therefore infinitely differentiable, see Section 2.2. Similarly, call∇γ(u) = (∂xγ(u), ∂yγ(u)) = ∇φ¯(u) + κL∇ψ(u)
and
Hγ(u) =H φ¯(u) + κLHψ(u)
the slope and Hessian of γ. The argument u will be omitted unless needed
for clarity. Note that ∇γ and Hγ do not in general satisfy (4), i.e. in general
a(∇γ) ⋅Hγ ∶= ∑
i,j=1,2aij(∇γ)Hγij ≠ 0, (69)
because γ is not the equilibrium shape with some boundary height. In other
words, (∇γ,Hγ) is not the local structure of any macroscopic shape.
Remark 7.2. One has
∇ψ = −1
ξ
( ex/ξ, ey/ξ) (70)
and ∥∇γ −∇φ¯∥ = κL∥∇ψ∥ ≤ K(ξ, κ, L, u) ∶= √2κL
ξ
emax(x,y)/ξ, (71)
which is o(1) when L → ∞. In particular, since ∇φ¯ is uniformly bounded
away from ∂T, so is ∇γ.
Define then the 2 × 2 matrix
H¯ =H φ¯ − H φ¯ ⋅ a(∇γ)
Hψ ⋅ a(∇γ)Hψ (72)
with Hψ defined in (56). The denominator is non-zero always: recall from
Section 2.2 that the diagonal elements aii given in (5) are positive away
from ∂T and that Hψ is diagonal, with negative diagonal entries, see (56).
Remark also that, in contrast with (69),
a(∇γ) ⋅ H¯ = 0. (73)
In other words, we have added the right correction to Hγ so that (∇γ, H¯)
is a local structure of a macroscopic shape. We further remark that
Hγ − H¯ = (κL + H φ¯ ⋅ a(∇γ)
Hψ ⋅ a(∇γ))Hψ = κL(1 +O(ξ))Hψ. (74)
To see this, observe that for the denominator
∣Hψ ⋅ a(∇γ)∣ ≥ c
ξ2
emax(x,y)/ξ (75)
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with c = min(x,y)∈U min(a11(∇γ), a22(∇γ)) > 0; for the numerator,
H φ¯ ⋅ a(∇γ) =H φ¯ ⋅ a(∇φ¯) +H φ¯ ⋅ (a(∇γ) − a(∇φ¯)) (76)= 0 +H φ¯ ⋅ (a(∇γ) − a(∇φ¯)). (77)
From (71) and (75) one deduces
H φ¯ ⋅ a(∇γ)
Hψ ⋅ a(∇γ) = O (κL ξ) (78)
and (74) follows.
Let
z(u) = (∂xγ(u), ∂yγ(u), H¯11(u), H¯12(u)) ∈ A
and define
w(u) = (A(u),B(u),X(u), Y (u)) = f−1(z(u)) ∈W, (79)
with f ∶ W ↦ A the function of Theorem 4.4. That is, recalling also (73),(∇γ(u), H¯(u)) is the local structure of the macroscopic shape φ¯A(u)B(u)C(u)
in the hexagon 9A(u)B(u)C(u), with C(u) = 1 − A(u) − B(u), at the point(X(u), Y (u)) ∈ #A(u)B(u)C(u).
Remark 7.3. Observe that, since φ¯ is non-extremal, the closure K of the
set
K ′ = {(∂xφ¯(u), ∂yφ¯(u), ∂2xφ¯(u), ∂2xyφ¯(u)), u ∈ U}
is a compact subset of the open set A. By Proposition 4.5, f−1(K) is a
compact subset of the open set W . Next, note that
sup
u∈U ∥z(u) − (∂xφ¯(u), ∂yφ¯(u), ∂2xφ¯(u), ∂2xyφ¯(u))∥ = o(1) (80)
when L→∞. Indeed, ∥∇γ −∇φ¯∥ was bounded in (71), while
∥H¯ −H φ¯∥ = ∣H φ¯ ⋅ a(∇γ)∣∣(Hψ/∥Hψ∥) ⋅ a(∇γ)∣ = O(supu∈U K(ξ, κ, L, u)) = o(1) ∶ (81)
for the numerator see (76) and (71), while the denominator is lower bounded
by (1/√2) × min(x,y)∈U min(a11(∇γ), a22(∇γ))
which is positive, as discussed before.
As a consequence of (80) and of Proposition 4.5, we see that {w(u), u ∈
U} is contained in a compact subset of W . In other words, uniformly in
u ∈ U , A(u),B(u),C(u) are bounded away from zero and (X(u), Y (u)) is
bounded away from ∂#A(u)B(u)C(u). This remark is important to guarantee
that, when one applies Theorem 3.4, estimates one obtains are uniform with
respect to u. Uniformity will be not be recalled explicitly later.
From now on, for lightness of notation we remove the argument u from
A(u),B(u),C(u). Call, as in Section 3.2, piABCL the uniform measure in
the hexagon 9ALBLCL (the discretization of 9ABC) and φ¯ABC the macro-
scopic shape. Translate 9ALBLCL in the P111 plane so that u = (x, y) and
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(X(u), Y (u)) coincide, and add a suitable global constant to the boundary
height ϕaLbLcL on ∂9ALBLCL , so that
piABCL (h(u)) = γ(u). (82)
We are at last in a position to prove the claim of Proposition 6.7, i.e. that
p˜i(h(u) > γ(u) −L−1+δ/60) ≤ L−20 (83)
(recall that p˜i differs from pˆi in that the floor constraint h ≥ γ(L)i,j−1 −L−1+δ/40
has been removed).
Recall that the boundary condition on ∂Du (that is a disk of radius
L−1/2+δ/100 centered at u), is γ(L)i,j−1, that is a discretization of γ = γi,j−1.
We have for v ∈Du
γ
(L)
i,j−1(v) = γ(v) +O(1/L)= γ(u) + (v − u) ⋅ ∇γ(u) + 1
2
(v − u) ⋅Hγ(u) ⋅ (v − u) +O(1/L) (84)
where we used ∥u − v∥ ∼ L−1/2+δ/100 and smoothness of γ to ignore higher-
order terms in the Taylor expansion of γ around u. Next, write Hγ(u) =
H¯(u) + (Hγ(u) − H¯(u)), with H¯ defined in (72). From (74) and (56) we
have for ξ small enough(v − u) ⋅ (Hγ(u) − H¯(u)) ⋅ (v − u) ≤ −C1L∥u − v∥2, (85)
with C1(ξ, κ) a strictly positive constant, independent of L (recall from (68)
that κ is bounded away from zero). Therefore,
γ
(L)
i,j−1(v) ≤ γ(u)+(v−u)⋅∇γ(u)+12(v−u)⋅H¯(u)⋅(v−u)−C1L∥u−v∥2+O(1/L).
(86)
Now recall that ∇γ(u) and H¯(u) are also the gradient and Hessian at u of
φ¯ABC , the macroscopic shape in the hexagon 9ABC . A second-order Taylor
expansion and (82) give then
γ
(L)
i,j−1(v) ≤ (γ(u) − φ¯ABC(u)) + φ¯ABC(v) −C1L∥u − v∥2 +O(1/L)= (piABCL (h(u)) − φ¯ABC(u)) + φ¯ABC(v) −C1L∥u − v∥2 +O(1/L). (87)
Thanks to Theorem 3.4 we have (piABCL (h(u))− φ¯ABC(u)) = (piABCL (h(v))−
φ¯ABC(v)) +O(1/L) and finally
γ
(L)
i,j−1(v) ≤ piABCL (h(v)) −C1L∥u − v∥2 +O(1/L). (88)
Taking v ∈ ∂Du, so that ∥u−v∥ ∼ L−1/2+δ/100, we deduce that the boundary
height γ
(L)
i,j−1∣∂Du in the measure p˜i is lower than the function
∂Du ∋ v ↦ piABCL (h(v)) −C2LL−1+δ/50.
An immediate application of Proposition 3.5 gives that the p˜i-probability
that
h(u) > γ(u) −L−1+δ/60 = piABCL (h(u)) −L−1+δ/60
is O(L−n) for any given n. Choosing n > 20 we get the desired result
(83). 
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Proof of Lemma 7.1. Observe that, with our usual notations, p˜i = piγ(L)i,j−1Du and
pˆi = p˜i(⋅ ∣ ⋅ ≥ γ(L)i,j−1 −L−1+δ/40),
from which it is immediate to deduce
∥pˆi − p˜i∥ ≤ p˜i(h /≥ γ(L)i,j−1 −L−1+δ/40)
1 − p˜i(h /≥ γ(L)i,j−1 −L−1+δ/40) ,
where h /≥ γ(L)i,j−1−L−1+δ/40 (violation of the floor constraint) is the event that
there exists v ∈Du such that h(v) < γ(L)i,j−1 −L−1+δ/40.
It is not hard to see that p˜i(h /≥ γ(L)i,j−1 −L−1+δ/40) is O(L−n) for any given
n. Indeed, analogously to (88) one has that, for v ∈ ∂Du,
γ
(L)
i,j−1(v) ≥ piABCL (h(v)) −C3LL−1+δ/50. (89)
From Proposition 3.5 one deduces that, except with p˜i-probability O(L−n),
h(v) ≥ piABCL (h(v)) − (1/2)L−1+δ/40 for every v ∈Du.
On the other hand, from (88) we see that for every v ∈Du
γ
(L)
i,j−1(v) −L−1+δ/40 ≤ piABCL (h(v)) − (3/4)L−1+δ/40.

8. Proof of Corollary 3.2
Let
(n) = max
x∈∂U ∣ϕ(x) − ϕ(n)(x)∣ (90)
and set
ϕ˜(n) = ϕ(n) − min
x∈∂U(ϕ(n)(x) − ϕ(x))
(we are just adding a constant to the boundary height ϕ(n)). Note that
ϕ ≤ ϕ˜(n) ≤ ϕ + 2(n) (91)
so that, if φ˜(n) is the macroscopic shape in U with boundary height ϕ˜(n),
one has
φ¯ ≤ φ˜(n) ≤ φ¯ + 2(n). (92)
If hηt and h˜
σ
t denote respectively the dynamics with boundary heights ϕ, ϕ˜
(n)
and initial conditions η, σ, one has by monotonicity
max
η
sup
t>c(δ)L2+δ P(∃v ∈ UL ∶ hηt (v) > φ¯(v) + 3(n))≤ max
σ
sup
t>c(δ)L2+δ P(∃v ∈ UL ∶ h˜σt (v) > φ¯(v) + 3(n))≤ max
σ
sup
t>c(δ)L2+δ P(∃v ∈ UL ∶ h˜σt (v) > φ˜(n)(v) + (n)) (93)
where we used (92) in the second step. Theorem 3.1 says that the third line
of (93) is some function f(n,L) that vanishes as L→∞. It is then standard
that one can choose some sequence n(L) that diverges as L →∞ for which
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f(n(L), L) still converges to zero. In conclusion, setting L ∶= (n(L)), that
tends to zero as L→∞, we have proven
max
η
sup
t>c(δ)L2+δ P(∃v ∈ UL ∶ hηt (v) > φ¯(v) + 3L) = o(1) (94)
which is “half” of the claim (11). The other bound can be obtained similarly.
Appendix A. Proof of Eq. (12)
A.1. Mean height. We have to compute the average height difference be-
tween two lattice points u and v in TL∩#abc. Recall Remark 2.5: the height
difference is directly related to the number of lozenges crossed by a lattice
path from u to v (the height difference is independent of the chosen path).
We will assume that the vector u − v is along one of the three lattice direc-
tions of TL (in the general case, we can always reduce to this situation by
choosing the path from u to v as a concatenation of a L-independent number
of straight paths along these directions) and by symmetry we consider only
the case where u − v is in the vertical direction, with v above u.
To avoid a plethora of ⌊⋅⌋, let us assume that
A = aL,B = bL,C = cL
are even integers. Recall our choice of (non-orthogonal) coordinates (x, y)
for points in TL. In this Appendix, to fit better the notation of [21], it
is convenient to translate the origin of the coordinates (that used to be in
the center of the hexagon until now) in such a way that the center of the
hexagon 9aLbLcL has coordinates(−a − (b + c)/2 + 1/(2L),−(3/2)a − c − b/2 + 1/(2L)).
See Figure 4. Note that we translated the origin by a half-integer number
of lattice steps in both directions x and y. Given a vertical edge in TL, let
us label it with the coordinates (x, y) (that are now integers times 1/L) of
its mid-point. Again to stay closer to the notations of [21], here we assume
that a + c = 1, instead of our usual normalization a + b + c = 1.
Recall that u and v are points in TL related by a vertical segment and
let pi, i = 0, . . . , n − 1 be the vertical lattice edges composing such segment
(labeled say from below). Clearly, n = L∣v − u∣ (because each edge of TL has
length 1/L). In this case from Remark 2.5 we see that
piabcL (h(v)) − piabcL (h(u)) = 1L n−1∑i=0 [1 − piabcL (1pi)] (95)
with 1p the indicator function that the vertical edge p crosses a horizontal
lozenge. We will prove the following estimate (which is a special case of
estimates proved in [21, Section 7], except for the explicit control of the
error term):
Proposition A.1. Let p = (x, y) be a vertical edge contained in #abc. One
has
piabcL (1p) = Π∞(x, y) +O(1/L) ∶= 12pii ∫ wcw¯c (1 + y − x)(z + x)(z + y + 1)dz +O(1/L)(96)
where:
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● the O(1/L) error is uniform for (x, y) in compact subsets of #abc;● wc = wc(x, y, a, b, c) is the unique non-real critical point (w.r.t. w) of
the function S, defined in equation (101), in the upper half complex
plane and w¯c is the complex conjugate of wc;● the contour of integration in the complex plane intersects the real
axis to the right of both poles.
Now we can plug (96) into (95). After summation on i, the error term
O(1/L) gives an error term O(n/L2) = O(∣u− v∣/L). The main term 1−Π∞
gives as dominant term the line integral
∫C(u,v)(1 −Π∞)ds (97)
(with C(u, v) the straight path from u to v) plus again an error O(∣u−v∣/L)
by Riemann approximation.
Finally we do not need to check that the line integral equals φ¯abc(v) −
φ¯abc(u): this follows from Theorem 3.3 on the existence of the limiting shape.
Our notations Notations from [21]
-1/2 A1
A B1 −A1
B A2 −B1
C B2 −A2
x −x
y −x − n
L N
Table 1. The corre-
spondence between the
two sets of notations,
in the case where in
[21] the origin is cho-
sen such that A1 =−1/2.
A.2. Correlation kernel. The proof
of Proposition A.1 is essentially
identical to the proof of Theorem
2 of [21, Section 7], except that
we keep track more precisely of the
size of errors. Actually, Theorem 2
of [21] considers a much more gen-
eral situation: first of all, the do-
main to be tiled is not simply a
hexagon but a more general polyg-
onal shape (the hexagon being a
particular case). Secondly, The-
orem 2 of [21] allows to get the
asymptotics of the probability of
any event involving a fixed number
m of lozenges (say, the probability
of the event 1p1⋯1pm). For simplic-
ity of exposition, we will however re-
strict ourselves to the hexagonal re-
gion 9aLbLcL (which corresponds to the polygonal shape of [21] with the
choice k = 2 there) and to the observable 1p we are interested in.
Let us introduce the Pochhammer symbol (y)m = y(y + 1) . . . (y +m − 1).
The probability that the vertical edge p = (x, y) crosses a horizontal lozenge
can be read from formulas (2.5) and (2.6) of [21]: it is given by a double
integral in the complex plane, with a L-dependent but explicit kernel. In
our language, we have:
Theorem A.2. Let p = (x, y) be a vertical edge in the hexagon. Define
X = Lx,Y = Ly (X,Y are automatically integers with the present convention
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for coordinates). One has
piabcL (1p) = (L −X + Y )(2ipi)2
× ∮ dZ ∮ dW (Z +X + 1)L−X+Y −1(W +X)L−X+Y +1 1W −Z (−W )A(−Z)A (A +B −W )C(A +B −Z)C (98)
where the integration contours on Z and W have to chosen such that:● The Z contour runs counter-clockwise and includes the integer real
points −X,−X +1, ...,A+B+C and no other integer point of the real
line;● The W contour runs counter-clockwise; it contains the Z contour
and also integer points −Y − L,−Y − L + 1, . . . ,−X (it may contain
other integer points).
Figure 4. The coor-
dinates we used until
now (dotted axes) had
the origin at the center
of the hexagon. The
coordinates we use in
the Appendix are cen-
tered in P . The axes
nˆ, xˆ correspond to the
the coordinates used in
[21].
We warn the reader who would
like to find this formula in [21]
that conventions in [21] are differ-
ent from ours: the correspondence
between the two sets of notations is
conceptually trivial but a bit tricky
as we need to rotate the hexagon
and make an affine transformation
to go from one setting to the other
(compare for instance the shape of
lozenges in our Figure 2 and in Fig-
ure 3 of [21]). We will not give
details on the transformation but
we summarize the correspondence
in Table 1.
A.3. Contour changes. In this
section we use upper-case letters
for lengths and coordinates propor-
tional to L and lower-case letters for
the corresponding rescaled variables
of order 1.
First we change the scale by the
change of variable Z → Z/L = z and
W → W /L = w and we reorder the
resulting L-dependent factor to get:
piabcL (1p) = 1(2pii)2 ∮ ∮ 1w − z (1 + y − x)(w + x)(w + y + 1) PL(w,x, y)PL(z, x, y) dz dw (99)
where
PL(z, x, y) = (L +Ly −Lx − 1)!(Lz +Lx + 1)L+Y −X−1 (−Lz)A(A +B −Lz)C .
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Figure 5. A schematic view of the new contours for z and w.
The shaded region corresponds to {w ∈ C ∶R(S(w)−S(wc)) <
0}. See also [21, Fig. 11].
The following approximation result can be extracted from [21, Lemma
7.4]:
PL(w,x, y) = CL ((w + x)(w + y + 1)
1 + y − x )1/2 exp(LS(w;x, y) +O(1/L)) (100)
where CL may depend on A,B,C but not on w,x, y,
S(w;x, y) = (w + x) ln(w + x) − (w + y + 1) ln(w + y + 1)+ (1 + y − x) ln(1 + y − x) + (a −w) ln(a −w) + (a + b + c −w) ln(a + b + c −w)− (−w) ln(−w) − (a + b −w) ln(a + b −w) (101)
and the O(1/L) terms can be taken uniform on the integration contours.
As proven in [21], if (x, y) is in the ellipse #abc then S has two conjugate
non-real critical points wc, w¯c (say with wc in the upper half complex plane).
Moreover, S′′(wc;x, y) ≠ 0.
Recall that the integration contour for w includes that for z. As explained
in [21]:
Proposition A.3. One can move the integration contours so that:● they cross exactly at the two points wc, w¯c;● the w contour lies in the region of the complex plane where R(S(w;x, y)−
S(wc;x, y)) < 0 (except at wc, w¯c where the real part is obviously
zero);● the z contour lies in the region of the complex plane where R(S(z;x, y)−
S(wc;x, y)) > 0 (except at wc, w¯c where it is zero);● the contours avoid any poles of the integrand (that are on the real
axis).
See Figure 5. Of course, in the process of moving the contours some
residue will appear, because there is a pole 1/(w − z) and the new contours
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cross. As shown in [21, Lemma 7.9], the residue is exactly the single integral
1
2pii
∫ wc
w¯c
(1 + y − x)(z + x)(z + y + 1) PL(z, y, x)PL(z, y, x)dz = 12pii ∫ wcw¯c (1 + y − x)(z + x)(z + y + 1)dz
which is nothing but Π∞(x, y). To prove (96) it remains therefore only to
show that the double integral in the r.h.s. of (99), where now z and w run
along the new contours, gives a contribution O(1/L).
A.4. Integral approximations. For the double integral we use (100) to
get
1(2ipi)2 ∮ ∮ ( (1 + y − x)(z + x)(z + y + 1))
1
2 ( (1 + y − x)(w + x)(w + y + 1))
1
2
× 1
w − z expL[S(w;x, y) − S(z;x, y)](1 +O(1/L))dzdw (102)
Recall the choice of the integration contours for z and w described in
Proposition A.3 and observe that along such contours the exponential in
(102) is bounded by 1 in absolute value. Also, we choose the contours so
that close to the critical points they are exactly linear.
We fix some small δ > 0 and we divide the integral into three regions:
Region 1 w, z are both within distance L−1/2+δ from wc or both within distance
L−1/2+δ from w¯c;
Region 2 z is within distance L−1/2+δ from wc and w is within distance L−1/2+δ
from w¯c, or viceversa;
Region 3 the rest of the integration contours.
Let us consider Region 3 first, and assume that z is at distance at least
L−1/2+δ from both critical points. The first two factors in the integral are
bounded (because the contours stay away from the poles). The factor 1/(w−
z) can be upper bounded by L1/2−δ in absolute value. The exponential is
O(exp(−L2δ)). Indeed, recall that R(S(w;x, y) − S(wc;x, y)) ≤ 0 while
R(S(z;x, y)−S(wc;x, y)) > 0. More precisely, since S′′(wc, x, y) ≠ 0 and the
third derivative is finite, one has R(S(z;x, y) − S(wc;x, y)) > L−1+2δ from
a Taylor expansion. Finally the O(1/L) term in (102) is bounded on the
contour so it gives negligible contribution. In conclusion, the contribution
from Region 3 is O(exp(−L2δ)).
Now let us consider Region 2 and assume by symmetry that w is close to
wc and z is close to w¯c. We can write R(S(w;x, y) − S(wc;x, y)) = −C1∣w −
wc∣2 +O(∣w −wc∣3), R(S(z;x, y) − S(wc;x, y)) = −C2∣z − w¯c∣2 +O(∣z − w¯c∣3)
for some Ci > 0. Furthermore since z and w are far from each other we
can use a uniform bound on all terms outside the exponential and them we
get a product of two Gaussian integrals, each of which gives a O(1/√L)
contribution. Again the O(1/L) term does not play any role.
Finally we consider Region 1 which is more difficult because the 1w−z
term is singular. By symmetry we will only consider the case with both w
and z close to wc. Recall that the integration contours are linear near wc,
i.e. one has
w = wc + tθ, t ∈ [−L−1/2+δ, L−1/2+δ], z = wc + sζ, s ∈ [−L−1/2+δ, L−1/2+δ]
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with θ, ζ two modulus-1 complex numbers.
The expression we have to control is then:
E = ∫ wc+θL−1/2+δ
wc−θL−1/2+δ dw∫ wc+ζL−1/2+δwc−ζL−1/2+δ dz ( (1 + y − x)(z + x)(z + y + 1))
1
2
× ( (1 + y − x)(w + x)(w + y + 1))
1
2 1 +O(1/L)
w − z exp{L[S(w;x, y) − S(z;x, y)]} .
The first step is to get rid of the ( (1+y−x)(z+x)(z+y+1)) 12 ( (1+y−x)(w+x)(w+y+1)) 12 factor.
Remark that it has a non-zero limit when w = z = wc and that we can use a
Taylor expansion to approximate it by a0+a1(z−wc)+a2(w−wc)+O(L−1+2δ).
Plugging this into the integral we get an expression of the form :
E =∬ dwdza0 + a1(z −wc) + a2(w −wc) +O(L−1+2δ)
w − z× expL[S(w;x, y) − S(z;x, y)] (103)
where from now on ∬ dwdz means ∫ wc+θL−1/2+δwc−θL−1/2+δ dw ∫ wc+ζL−1/2+δwc−ζL−1/2+δ dz. Note that
the O(1/L) term has been absorbed into the O(L−1+2δ).
We start by looking at the most difficult term, the one proportional to
a0, call it E0. Remark that we have :
∬ dwdz 1
w − z exp{LS′′(wc)[(w −wc)2 − (z −wc)2]} = 0.
Indeed the integrand is an odd function of (z −wc,w −wc) and we integrate
on a symmetric domain (the integral is absolutely convergent). We can thus
rewrite E0 as
E0 = a0∬ dwdz 1
w − z exp{LS′′(wc)[(w −wc)2 − (z −wc)2]}×(−1 + exp{L [S(w;x, y) − S(z;x, y) − S′′(wc)((w −wc)2 − (z −wc)2)]}) .
With a Taylor expansion on expLS(w) we get
E0 = a0∬ dwdzO (L∣w −wc∣3 +L∣z −wc∣3)
w − z× exp{LS′′(wc)[(w −wc)2 − (z −wc)2]} . (104)
Remark that this expansion is valid because L∣w − wc∣3 = O(L−1/2+3δ) =
o(1). We take the absolute value inside the integral and change variables
z˜ = √L(z −wc) and w˜ = √L(w −wc) to get
∣E0∣ ⩽ K
L
∫ θLδ−θLδ dw˜∫ ζLδ−ζLδ dz˜ ∣z˜∣3 + ∣w˜∣3∣z˜ − w˜∣ expR[S′′(wc)(w˜2 − z˜2)]
and we emphasize that both S′′(wc)w˜2 and −S′′(wc)z˜2 have negative real
part. Finally since the linear integration contours for z˜ and w˜ are not
colinear, we can lower bound ∣z˜ − w˜∣ by a constant times either ∣z˜∣ or ∣w˜∣ so
we have
∣E0∣ ⩽ K ′
L
∫ θLδ−θLδ dw˜∫ ζLδ−ζLδ dz˜(∣z˜∣2 + ∣w˜∣2) expR[S′′(wc)(w˜2 − z˜2)]
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and the Gaussian integral in the right hand side is bounded uniformly in L.
Let us go back to the integral E. The terms E1,E2 containing a1 or a2
can be treated similarly to E0. They are actually easier since (w − wc) or(z −wc) produce a term L−1/2w˜ or L−1/2z˜: since w˜/(w˜ − z˜) is bounded, one
gets for i = 1,2
∣Ei∣ ⩽ K ′′∣ai∣
L
∫ θLδ−θLδ dw˜∫ ζLδ−ζLδ dz˜ exp{R[S′′(wc)(w˜2 − z˜2)]} (1+o(1)) = O(1/L).
Finally, the term ER containing the O(L−1+2δ) error can be estimated once
again with the same Taylor expansion of S and the same change of variables,
and it turns out to be O(L−3/2+2δ). We just have to remark that the integral
∫ θLδ−θLδ dw˜∫ ζLδ−ζLδ dz˜ 1∣z˜ − w˜∣ expR[S′′(wc)(w˜2 − z˜2)]
does not diverge with L since the singularity 1∣z˜−w˜∣ is integrable in R2 (recall
that even though z˜ and w˜ are complex they live on different lines so we are
really integrating on a two dimensional box) and thus the Gaussian integral
is bounded.
Overall we have proven that the double integral (102) is O(1/L).
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