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Abstract. We establish natural links between different types of consistency:
consistency, uniform consistency, pointwise consistency and strong consistency.
In particular, we show that the existence of pointwise consistent tests implies
the existence of discernible (strongly pointwise consistent) tests. Implementing
these results we explore both sufficient conditions and necessary conditions for
existence of different types of consistent tests for the problems of hypothesis
testing on a probability measure of independent sample, on a mean measure
of Poisson process, on a solution of linear ill-posed problem in Gaussian noise,
on a solution of deconvolution problem and for a signal detection in Gaussian
white noise. In the last three cases we show that necessary conditions and
sufficient conditions coincide.
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1. Introduction
The problems of consistent estimation and consistent classification are rather well
studied. The universal consistency was established for basic statistical procedures.
The necessary and sufficient conditions for uniform consistency were obtained. In
hypothesis testing the situation is more complicated. The results have a disordered
character. The paper goal is
to represent a systematic viewpoint to this problem on the base of simple methods
and new results,
to establish natural links between different types of consistency,
to find both necessary and sufficient conditions of distinquishability of hypotheses
for different types of consistency and for different setups.
In the works of Berger [5], Kraft [28], Hoefding and Wolfowitz [21], Le Cam and
Schwartz [31] and Le Cam [32] the problem of existence of consistent tests has ob-
tained a rather deep development. The paper goal is to look at this problem from
viewpoint of new research and applications. In many new researches existence of
consistent tests is considered for different classes of problems using special meth-
ods. However the consistency of tests as independent statistical problem was not
explored systematically.
In parametric hypothesis testing the consistency of tests is usually evident.
The consistency of traditional nonparametric tests (Kolmogorov, ω2, chi-squared,
kernel-based, ...) is also well studied (Lehman and Romano [32], Balakrishnan,
Nikulin and Voinov [3], Horowitz and Spokoiny [22], Ermakov [18] and references
1
2 MIKHAIL ERMAKOV
therein). For hypothesis testing in functional spaces the uniform consistency is ex-
plored intensively for approaching nonparametric sets of alternatives (Ingster and
Suslina [26], Comminges and Dalalyan [9] and references therein). The conditions of
distinquishability in these works satisfy the conditions of this paper although they
have completely another form. In all these setups the hypothesis can be usually
considered as a simple.
Interesting problems emerge for nonparametric sets of hypotheses. Such a setup
has been explored
for hypothesis testing that the density has some properties: unimodality, con-
vexity, has a compact support, . . . (Donoho [14] and Devroye and Lugosi [13]),
for the problem of classification of probability measures on two classes (Pfanzagl
[35], Kulkarni and Zeitouni [29] and Dembo and Peres [11]),
for semiparametric hypothesis testing on a sample mean (Bahadur and Savage
[2], Cover [10] and Dembo and Peres [11]) and for a more complicated statistical
functionals such as Fisher information (Donoho [14] and Devroye and Lugosi [13]),
for decernibility of probability measures of ergodic processes (Nobel [33]).
Different approaches are implemented to the study of consistency of tests. The
consistency of tests is explored as usual consistency, uniform consistency, pointwise
consistency or discernibility (strong consistency). A sequence of tests is called
discernible (Dembo and Peres [11], Devroye and Lugosi [13]) if the sequence of
tests makes almost surely only finitely number of errors.
We show that there are natural links between these types of consistency. The
existence of pointwise consistent tests implies the existence of discernible tests. The
existence of consistent tests implies that the set of alternatives can be represented as
a countable union of nested subsets such that, for these subsets, there are uniformly
consistent tests. A similar statement was established also for pointwise consistent
tests.
Thus the problems of description of sets of hypotheses admitting the consistent
or discernible tests are reduced to similar problems for uniformly consistent tests.
On the base of these statements we explore both sufficient conditions and neces-
sary conditions for existence of uniformly consistent, consistent, pointwise consis-
tent and discernible tests in the problems of hypotheses testing
– on a probability measure of i.i.d.r.v.’s,
– on a value of statistical statistical functional depending on a probability mea-
sure of i.i.d.r.v.’s,
– on a mean measure of Poisson process,
– on covariance operator of i.i.d. Gaussian vectors in Hilbert space,
– on a solution of linear ill-posed problem in Hilbert space if the noise is Gaussian,
– on a solution of deconvolution problem,
– for signal detection in Gaussian white noise.
For signal detection in Gaussian white noise, hypothesis testing on a solution
of linear ill-posed problem in Gaussian noise and on a solution of deconvolution
problem, we find necessary and sufficient conditions for existence of uniformly con-
sistent tests if the sets of hypotheses and alternatives are bounded. If the sets
of hypotheses is bounded, the necessary and sufficient conditions for existence of
consistent tests are established as well.
For hypothesis testing on a probability measure of i.i.d.r.v.’s the consistency
of tests were explored in many works for different setups. In the paper the main
attention focuses on the necessary conditions. Le Cam and Schwartz [31] established
necessary and sufficient conditions for existence of uniformly consistent estimators.
The conditions were provided in terms of weak topology (the τ -topology) of setwise
convergence on all n-fold products of probability measures and are not readily
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verifiable. Hypothesis testing is a particular case of this setup. In the paper we
discuss one dimensional version of Le Cam and Schwartz conditions. If the sets
of densities of probability measures of hypotheses and alternatives are uniformly
integrable for some probability measure, the necessary and sufficient conditions
for existence of uniformly consistent tests (distinguishability of hypotheses) can be
provided in a more simple form. The sets of probability measures of hypothesis and
alternatives are distinquishable iff they have disjoint closures in the weak topology
of setwise convergence (see Theorem 4.1). By wellknown theorems of functional
analysis, this form of distinquishability conditions straightforwardly follows from
the original Le Cam - Schwartz Theorem. Note that the Le Cam and Schwartz
Theorem [31] is not mentioned in the most of subsequent works on existence of
consistent tests.
The condition of uniform integrability of densities is satisfied for all considered
recently problems of distinguishability of hypotheses with approaching sets of alter-
natives (see Ingster and Suslina [26], Comminges and Dalalyan [9] and references
therein) as well as for the most part of semiparametric setups of problems (see
Donoho [14] and Devroye and Lugosi [13]). At the same time the traditional tests
of nonparametric hypothesis testing cover all possible sets of probability measures.
To cover such a setups we explore in subsection 4.3 the necessary and sufficient con-
ditions of distinguishability for the problem of hypothesis testing on a functional
value. All functionals based on distance method as well as a wide class of function-
als having Hadamard derivative satisfy the proposed conditions. Note that the sets
of hypotheses and alternatives admitting the assignment in a simple form can be
separated usually a finite number of functionals. Earlier necessary and sufficient
conditions of distinguishability of functionals has been obtained only for the sample
mean (Cover [10], Dembo and Peres [11]).
Le Cam and Schwartz Theorem [31] allows to obtain compact necessary and
sufficient conditions of distinguishability of hypotheses on the probability measure
of i.i.d. Gaussian vectors in Hilbert space. These conditions are based on theorems
on weak convergence of Gaussian measures (see Bogachev [6]). Some invariance of
weak topology with respect to linear transformations allows to extend these results
on the problems of signal detection in Gaussian white noise and hypotheses testing
on a solution of linear ill-posed problem with Gaussian noise.
For hypothesis testing, on a solution of linear ill-posed problem with Gaussian
noise, on a solution of deconvolution problem and for a signal detection in Gaussian
white noise the necessary and sufficient conditions of existence of consistent and
uniformly consistent tests are also provided in terms of weak topology (section
5). Here the weak topologies in Hilbert space and in L2 are implemented. The
conditions are akin to Le Cam and Schwartz Theorem. The results in terms of weak
topology seem rather unexpected. In estimation the conditions of consistency and
uniform consistency are provided in terms of strong topologies. Thus one of the goal
of the paper is to show the role of weak topology in the study of consistency of tests.
Such an approach to the study of existence of uniformly consistent and discernible
tests has been developed Le Cam and Schwarts [31], Dembo and Peres [12] and
Kulkarni and Zeitouni [29]. Note that the conditions of existence of uniformly
consistent tests for signal detection in Gaussian white noise have been known earlier
(Ermakov [17]). These conditions were given in another form (see Theorem ??).
For a long time it seems rather difficult to obtain indistinquishability conditions.
Special examples of indistinquishability of hypotheses have been proposed. The first
result on indistinguishability of hypotheses in functional spaces has been obtained
Le Cam [30]. For hypothesis testing on a density Le Cam [30] has established that
the center of the ball and the interior of the ball in L1 are indistinguishable. The
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further results were mostly related to the problem of signal detection in Gaussian
white noise. Ibragimov and Hasminski [23] have shown that the center of a ball
and the interior of a ball in L2 are indistinguishable. Burnashev [8] has proved the
indistinguishability of the interior of a ball in Lp- spaces, p > 0. For the problem
of testing of simple hypothesis Janssen [27] has showed that any test can achieve
high asymptotic power only on at most finite dimensional space of alternatives. For
other setups we mention Ingster [24] and Ingster and Kutoyants [25] works. Ingster
[24] and Ingster and Kutoyants [25] showed that we could not distinguish the center
of a ball and the interior of a ball in L2 in the problems of hypothesis testing on a
density and on an intensity function of Poisson process respectively.
The paper is organized as follows. The general setup and the definitions of con-
sistency, pointwise consistency, distinguishability and discernibility are provided in
section 2. Section 2 contains also the basic technique implemented to the proof of
results. The abovementioned links of conditions for existence of uniformly consis-
tent, consistent, pointwise consistent and discernible tests are established in section
3. The necessary conditions and sufficient conditions for existence of consistent,
uniformly consistent and discernible tests for hypothesis testing on a probability
measure of i.i.d.r.v.’s are provided in section 4. Other problems of hypotheses test-
ing are explored in section 5. If the proof of Theorem or Lemma does not provided
in section, this proof can be found to the Appendix.
Denote by letters c and C generic constants. Denote 1A(x) the indicator of set A.
Denote [a] the integer part of a ∈ R1. For any measures P1, P2 denote P1 ⊗ P2 the
product of measures P1 and P2. For any measures P1, P2 we shall write P1 << P2
if measure P1 is absolutely continuous with respect to P2.
2. Preliminaries
2.1. General setup. Definitions of consistency, pointwise consistency, dis-
cernibility, uniform consistency . Let En = (Ωn,Bn,Pn) be a sequence of sta-
tistical experiments where (Ωn,Bn) are sample spaces with σ-fields of Borel sets
Bn and Pn = {Pθ,n, θ ∈ Θ} are families of probability measures.
We wish to test a hypothesis H0 : θ ∈ Θ0 ⊂ Θ versus alternative H1 : θ ∈ Θ1 ⊂
Θ.
For any test Kn denote αθ(Kn), θ ∈ Θ0, and βθ(Kn), θ ∈ Θ1, its type I and type
II error probabilities respectively.
Denote
α(Kn) = sup
θ∈Θ0
αθ(Kn) and β(Kn) = sup
θ∈Θ1
βθ(Kn).
Below the definitions of different types of consistency are provided.
A sequence of tests Kn is pointwise consistent (Lehmann and Romano [32]) if
lim
n→∞
αθ0(Kn) = 0 and lim
n→∞
βθ1(Kǫ) = 0
for all θ0 ∈ Θ0 and θ1 ∈ Θ1.
A sequence of tests Kn is consistent (van der Vaart [37]) if
lim
n→∞
α(Kn) = 0 and lim
n→∞
βθ1(Kn) = 0
for all θ1 ∈ Θ1.
A sequence of tests Kn is uniformly consistent ( Hoefding and Wolfowitz [21]) if
lim
n→∞
α(Kn) = 0 and lim
n→∞
β(Kn) = 0.
Hypothesis H0 and alternative H1 are called distinguishable (Hoefding and Wol-
fowitz [21]) if there is uniformly consistent sequence of tests.
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Hypotheses H0 and alternative H1 are called indistinguishable ( Hoefding and
Wolfowitz [21]) if, for each n and for each test Kn, we have
α(Kn) + β(Kn) ≥ 1.
In subsections 5.1 and 5.2 we consider families of statistical experiments Eǫ =
(Ωǫ,Bǫ,Pǫ) depending on a continuous parameter ǫ > 0. For these setups we
implement similar definitions of consistency.
A sequence of tests Kn is called discernible ( Devroye, Lugosi [13] and Dembo,
Peres [11]) or strong consistent ( van der Vaart [37]) if
P (Kn = 1 for only finitely many n) = 1 for all P ∈ Θ0 (2.1)
and
P (Kn = 0 for only finitely many n) = 1 for all P ∈ Θ1. (2.2)
2.2. Basic technique . The proof of distinguishability is based on the following
reasoning.
Let we wish to test the hypotheses on a distribution of random variableX defined
on probability space (Ω,B, P ). For the test K(X) ≡ α, 0 < α < 1, we get
αP (K) + βQ(K) = 1 for all P ∈ Θ0 and Q ∈ Θ1.
Thus, it is of interest, to search for the test K such that
αP (K) + βQ(K) < 1− δ, δ > 0 for all P ∈ Θ0 and Q ∈ Θ1
or, other words, ∫
KdP +
∫
(1−K) dQ < 1− δ. (2.3)
In this case we say that hypotheses and alternatives are weakly distinguishable.
For any ǫ > 0 we can approximate the function K by simple function
K0(x) =
k∑
i=1
ci1Ai(x), x ∈ Ω
such that
|K(x)−K0(x)| < ǫ, x ∈ Ω. (2.4)
Here {A1, . . . , Ak} is a partition of Ω.
Substituting K0 in (2.3) and using (2.4), we get
k∑
i=1
ci(Q(Ai)− P (Ai)) ≥ δ − 2ǫ. (2.5)
Hence we obtain the following Proposition.
Proposition 2.1. Hypothesis H0 and alternative H1 are weakly distinguishable iff
there is a partition A1, . . . , Ak of Ω such that the sets
V0 = {v = (v1, . . . , vk) : v1 = P (A1), . . . , vk = P (Ak), P ∈ Θ0} ⊂ R
k
and
V1 = {v = (v1, . . . , vk) : v1 = Q(A1), . . . , vk = Q(Ak), Q ∈ Θ1} ⊂ R
k
have disjoint closures.
Suppose we wish to test a hypothesis on probability measure of i.i.d.r.v.’s. By
Proposition 2.1, if the hypothesis and the alternative are weakly distinguishable,
the problem can be reduced to hypothesis testing for the multinomial distribu-
tion. For this problem we immediately get the distinguishability. Thus the weak
distinguishability implies the distinguishability (Hoefding and Wolfowitz [21]).
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For the problem of hypothesis testing on multinomial distribution the likelihood
ratio tests have exponential decay of type I and type II error probabilities. Hence
the distinguishability implies also ( Le Cam [30] and Schwartz [34]) the existence
of sequence of tests Kn and constant n0 such that
α(Kn) ≤ exp{−cn} and β(Kn) ≤ exp{−cn} (2.6)
for all n > n0.
The exponential decay of type I and type II error probabilities has been studied
in a large number of papers (see Hoefding and Wolfowitz [21], Dembo and Zeitouni
[12], Barron [4], Ermakov [16] and references therein).
Remark. In a more cumbersome form similar distinquishability conditions have
been proved Berger [5] for the case of i.i.d.r.v.’s. Le Cam implemented the approx-
imation of tests by simple functions in the proof of Lemma 4 in [30] as auxiliary
technique.
3. Links of consistency, pointwise consistency, uniform consistency
and discernibility
The results are provided for hypothesis testing on a probability measure of
i.i.d.r.v.’s. For other setups (see subsection 5.1) similar results are obtained by
easy modification of the reasoning.
Let X1, . . . , Xn be i.i.d.r.v.’s on a probability space (Ω,B, P ) where B is σ-field
of Borel sets on topological space Ω. Denote Λ the set of all probability measures
on (Ω,B) and let Θ = Λ.
Theorem 3.1. There is a consistent sequence of tests iff there are nested subsets
Θ1i ⊆ Θ1,i+1,Θ1 = ∪∞i=1Θ1i, such that, for each i, the hypothesis H0 : P ∈ Θ0 and
the alternative H1i : P ∈ Θ1i are distinguishable.
The problems of distinguishability of hypotheses with approaching sets of alter-
natives (see Ingster and Suslina [26], Comminges and Dalalyan [9] and references
therein) admits the interpretations in the famework of Theorem 3.1. In these prob-
lems the sequence of distances assigning the approaching of alternatives allows to
define consistent test. At the same time each alternative satisfies the distinguisha-
bility conditions.
Theorem 3.2. There is a pointwise consistent sequence of tests iff there are nested
subsets Θ0i ⊆ Θ0,i+1,Θ0 = ∪∞i=1Θ0i and Θ1i ⊆ Θ1,i+1,Θ1 = ∪
∞
i=1Θ1i such that,
for each i, the hypothesis H0i : P ∈ Θ0i and the alternative H1i : P ∈ Θ1i are
distinguishable.
Proof of Theorem 3.1. Let Ki, 1 ≤ i < ∞, be a consistent sequence of tests. Let
0 < α, β < 1 be such that α + β < 1. For each i define the subsets Θ′1i = {P :
α(Ki) < α, βP (Ki) ≤ β, P ∈ Θ1}. The sets Θ0 and Θ′1i are weakly distinguishable
and therefore they are distinguishable. Hence the hypothesisH0 and the alternative
H1i : P ∈ Θ1i = ∪ij=1Θ
′
1j are distinguishable by Lemma 3.1 given below.
Lemma 3.1. Let a hypothesis H0 : P ∈ Θ0 be distinguishable for alternatives H11 :
P ∈ Θ11 and H12 : P ∈ Θ12. Then the hypothesis H0 : P ∈ Θ0 is distinguishable
for the alternative H1 : P ∈ Θ11 ∪Θ12.

The proof of Theorem 3.2 is similar.
Theorem 3.3. If there is a pointwise consistent sequence of tests, then there is a
discernible sequence of tests.
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The exponential decay of type I and type II error probabilities (see (2.6)) allows
to prove uniform discernibility of distinguishable sets of hypotheses and alternatives.
We say that a sequence of tests Kn is uniformly discernible if
lim
k→∞
sup
P∈Θ0
P (Kn = 1 for some n > k) = 0 (3.1)
and
lim
k→∞
sup
P∈Θ1
P (Kn = 0 for some n > k) = 0.
If there is uniformly discernible sequence of tests, we say that the sets of hypotheses
and alternatives are uniformly discernible.
Theorem 3.4. If hypothesis H0 and alternative H1 are distinguishable, then they
are uniformly discernible.
For a sequence of tests Kn satisfying (2.6), there are positive constants c and C
such that
sup
P∈Θ0
P (Kn = 1 for some n > k) ≤ C exp{−ck} (3.2)
and
sup
P∈Θ1
P (Kn = 0 for some n > k) ≤ C exp{−ck}. (3.3)
Theorem 3.5. If there is a consistent sequence of tests, then there is a discernible
sequence of tests satisfying (3.1).
We say that a sequence of tests is strongly consistent if this sequence of tests is
discernible and (3.1) holds.
Remark. Pfanzagl (Theorem 2.1, [35]) has established that, if there is uniformly
consistent estimator, then there is strongly uniformly consistent estimator. This
implies that the existence of uniformly discernible tests follows from the existence
of uniformly consistent tests. In Theorem 3.4 additional estimators of rates of
convergence are provided. Pfanzagl (Theorem 2.2, [35]) has proved also that, if
there is consistent estimator then there is strongly consistent estimator a.e. for any
a priori Bayes measure on the set of parameters. Hence similar statement for the
problem of existence of discernible tests follows. Theorem 3.3 contains the stronger
result.
4. Hypothesis testing on a probability measure of independent sample.
Different approaches are implemented to the study of existence of consistent,
uniformly consistent and discernible tests, among them,
implementation of estimators as test statistics,
distance method,
convergence of probability measures in weak topologies generated continuous or
measurable functions.
As mentioned the implementation of estimators as test statistics will be treated
in the frameworks of distance method.
4.1. Weak topologies. Let Ψ be a set of measurable functions f : Ω→ R1. The
coarsest topology in Λ providing the continuous mapping
P →
∫
Ω
f dP, P ∈ Λ
for all f ∈ Ψ is called the τΨ-topology of weak convergence.
If Ψ is the set of all bounded continuous functions, the τΨ - topology is the weak
topology. If Ψ is the set of indicator functions of all measurable Borel sets, the τΨ
- topology is called the τ -topology (see Groeneboom, Oosterhoff and Ruymgaart
[20]) or the topology of setwise convergence on all Borel sets (see Ganssler [19] and
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Bogachev [7]). In the papers the τ -topology is often replaced with the τΦ-topology
with the set Φ of all bounded measurable functions. All results given below coincide
for these topologies.
For any set A ⊂ Λ denote clτw(A), clτ (A) and clτΦ(A) the closures of A in weak,
τ and τΦ-topologies respectively. We shall write τΨ if the weak topology may be
chosen arbitrary: weak, τ or τΦ.
Theorem 4.1 given below is a version of Le Cam and Schwartz Theorem (see
[31], p.141).
Theorem 4.1. i. Let the set Θ0 be relatively compact in the τΨ - topology. Then
the hypothesis H0 and the alternative H1 are distinguishable if the closures of sets
Θ0 and Θ1 are disjoint in the τΨ-topology.
ii. If Θ0 and Θ1 are relatively compact in the τ - topology, then the converse
holds if the closures of Θ0 and Θ1 in the τ-topology are disjoint.
Example 2.1. Let ν be Lebesgue measure in (0, 1) and let we wish to test a
hypothesis H0 : f(x) = 1, x ∈ (0, 1) on a density f =
dP
dν . The alternative is
H1 : f = fi(x) = 1 + sin(2πix), 1 ≤ i <∞.
For any measurable set B ∈ B we have
lim
i→∞
∫
B
fi(x) dx =
∫
B
dx.
Therefore the hypothesis H0 and the alternative H1 are indistinguishable.
Proof of Theorem 4.1 ii. The partition {A1, . . . , Ak} satisfying Proposition 2.1 may
exist only for the set Ωd with d > 1. This is the main problem in the proof of dis-
tinguishability. If Θ is relatively compact, the map Θ→ Θ⊗Θ is continuous in the
τΦ- topology (Proposition 1, Le Cam and Schwartz [31] ). Therefore the existence
of the partition for Ωd implies the existence of such a partition for Ω. 
The proof of Theorem 4.1 i. is akin to the proof of Theorem 2 i. in Dembo
and Peres [11]. For the τ -topology the test statistics are easily defined on the
base of relative frequencies of events A1, . . . , Ak. For other topologies the indicator
functions are replaced with functions φ1, . . . , φk ∈ Ψ.
Le Cam and Schwartz [31], p.141, provided the necessary and sufficient conditions
of distinguishability in the following form.
Theorem 4.2. Let sets A ⊂ Λ and B ⊂ Λ be relatively compact in the τΦ-topology.
Then the set A of hypotheses and the set B of alternatives are distinguishable iff
”there is a finite family {fj, j = 1, . . . ,m} of measurable bounded functions on” Ω
”such that
sup
∣∣∣∣
∫
fj dP −
∫
fjdQ
∣∣∣∣ < 1 (4.1)
implies that either both P and Q are elements of A or both are elements of B”.
If we define functions fj, 1 ≤ j ≤ m = k as the indicator functions of the sets of
the partition {A1, . . . , Ak} multiplied on some constants, we get that (4.1) holds if
the closures of A and B are disjoint.
If Ω is a metric space, then the weak topology and the τ - topology coincide on
compacts in the τ -topology ( Ganssler [19], Lemma 2.3).
Remark. Hoefding and Wolfowitz [21] have obtained the necessary and sufficient
conditions of distinquishability in another form. The necessary distinguishability
conditions were proposed in terms of variational metric on the set of probability
measures. The probability measures are supposed to satisfy some assumptions
on finiteness of number of intervals of monotonicity of differences of distribution
functions of hypotheses and alternatives.
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The results on consistency and pointwise consistency will be provided in terms
of Fσ-sets and σ-compact sets. Set Ψ is called Fσ-set if Ψ is countable union of
closed sets. Set Ψ is called σ-compact if Ψ is countable union of compacts.
Example. Let probability measures of set Ψ ⊂ Λ be absolutely continuous for
probability measure µ. Suppose that, for each measure P ∈ Ψ, there is some p > 1
such that dP/dµ ∈ Lp(dµ). Then Ψ is σ-compact set in the τ -topology.
The other examples of σ-compact sets can be provided using Orlich spaces.
Implementing Theorems 3.1 - 3.3, we can easily derive from Theorem 4.1 nec-
essary and sufficient conditions for existence of consistent and pointwise consistent
tests.
Theorem 4.3. i. Let Θ0 be relatively compact in the τΨ-topology. Then there are
consistent tests if Θ0 and Θ1 are contained respectively in disjoint closed set and
Fσ-set in the τΨ-topology.
ii. For the τ -topology, the converse holds if we suppose additionally that Θ1 is
contained in some σ-compact set.
Theorem 4.4. i. There are pointwise consistent tests if Θ0 and Θ1 are contained
respectively in disjoint σ-compact set and Fσ- set in the τΨ-topology.
ii. For the τ -topology, the converse holds if we suppose additionally that Θ1 is
contained in some σ-compact set.
A sequence of probability measures Pm converging to some probability measure
P is compact in the τ -topology ( Ganssler (1971)). Thus the condition of indistin-
guishability can be given in the following form.
For any set Υ ∈ Λ, denote clsτ (Υ) the sequential closure of Υ in the τ -topology.
Theorem 4.5. For any sets Θ0,Θ1 ⊂ Λ,
clsτ (Θ0) ∩ clsτ (Θ1) 6= ∅
implies indistinguishability of H0 and H1.
Remark. We could not prove the indistinguishability of any sets Θ0,Θ1 ⊂ Λ
such that clτ (Θ0)∩clτ (Θ1) 6= ∅. As showed Peres, the map P → P⊗P of Λ→ Λ⊗Λ
is not continuous in the τ -topology (8.10.116 in Bogachev [7]).
4.2. Necessary conditions of distinguishability and distance on variation.
The distance on variation is a standard tool for the study of distinguishability
of hypotheses (Hoefding and Wolfowitz [21], Le Cam [30], Lehmann and Romano
[32], van der Vaart [37], Devroye and Lugosi [13], Ingster and Suslina [26] and other
numerous papers).
For any probability measures P << ν andQ << ν define the variational distance
var(P,Q) =
1
2
∫
Ω
|dP/dν − dQ/dν| dν.
For any sets of probability measures A and B denote
var(A,B) = inf{var(P,Q) : P ∈ A,Q ∈ B}.
Denote [A] the convex hull of set A ⊂ Λ.
The proof of distinguishability is based usually on the following Theorem (Kraft
[28]).
Theorem 4.6. Let probability measures in Θ0 ∪ Θ1 be absolutely continuous with
respect to measure ν. Then, for any test K, there holds
α(K,Θ0) + β(K,Θ1) ≥ 1− var([Θ0], [Θ1]) (4.2)
and this lower bound is attained.
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A sequence of densities fk converges to density f0 in L1(ν) (see Dunford and
Schwarz [15], Th.12, sec.8, Ch IV), if, for any measurable set B ∈ B, there holds
lim
k→∞
∫
B
fk dν =
∫
B
f0dν (4.3)
and fk converges to f0 in measure.
If (4.3) holds and sequence fk does not converges to f0 in measure, we could not
distinguish the set of hypotheses Θ0 = {f0} and the set of alternatives {f1, f2, . . .}.
By Mazur Theorem (see Yosida [38], Th.2, sec.1, Ch.5 ), the weak convergence fk to
f0 implies the convergence of convex combinations of fk to f0 in L1(ν). Therefore
the right-hand side of (4.2) equals one.
4.3. Uniform consistency and distance method. Let En = (Ωn,Bn,Pn) be
a sequence of statistical experiments with families of probability measures Pn =
{Pθ,n, θ ∈ Θ}. Suppose the set Θ is a metric space with a metric ρ. Let Xn be
random variable on probability space (Ωn,Bn, Pθ,n) and let θˆn = θˆn(Xn) be an
estimator of parameter θ.
Hoefding and Wolfowitz [21] proposed classification of metrics on consistent and
uniformly consistent. The metric ρ is consistent in Θ˜ ⊂ Θ, if, for each ǫ > 0 and
for each θ ∈ Θ˜, there holds
lim
n→∞
Pθ(ρ(θˆn, θ) > ǫ) = 0. (4.4)
The distance ρ is uniformly consistent in Θ˜ if the convergence in (4.4) is uniform for
θ ∈ Θ˜. The consistency (uniform consistency) of metric is equivalent the consistency
(uniform consistency) of estimator.
Theorem 4.7 is a version of Theorem proved Hoefding and Wolfowitz (Th. 3.1,
[21]).
Theorem 4.7. Let ρ be uniformly consistent in Θ0 ∪Θ1. Then the hypothesis and
the alternative are distinguishable if
ρ(Θ0,Θ1) = inf{ρ(τ, η) : τ ∈ Θ0, η ∈ Θ1} > 0. (4.5)
As wellknown the Kolmogorov-Smirnov distance and the distance corresponding
omega-squared test are uniformly consistent.
Theorem 4.7 provides sufficient conditions for distinquishability of hypotheses.
Below we show that these conditions are necessary if some additional assumptions
hold. We narrow the setup and consider the problem of hypothesis testing on a
value of functional T : Λ→ Θ on a sample of i.i.d.r.v.’s.
We say that the set V ⊂ Ψ is saturated, if for any η ∈ V and any sequence
ηn ∈ V, ηn → η as n → ∞, there are P ∈ Λ and a sequence Pn ∈ Λ such that
T (P ) = η, T (Pn) = ηn and Pn → P as n→∞ in the τ -topology.
If the sets Θ0 and Θ1 are saturated, we can implement the indistinguishability
criterion of Theorem 4.5.
Theorem 4.8. If Θ0 is relatively compact and Θ0 and Θ1 are saturated, then (4.5)
is necessary.
Example. Kolmogorov tests. Let Ω = (0, 1) and let ρ(Q,P ) = maxx∈(0,1) |F (x)−
F0(x)| where F (x) and F0(x) are distribution functions of probability measures P
and Q. Denote P0 the Lebesque measure. Define the probability measures Pu =
P0 + uG, 0 ≤ u < 1, where the signed measure G has the density dG/dP0(x) = −1
if x ∈ (0, 1/2] and dG/dP0(x) = 1 if x ∈ (1/2, 1). Then, for any u, 0 ≤ u < 1 and
un → u as n→∞ one can put P = Pu and Pn = Pun in the definition of saturated
set.
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Denote Λ0 the set of all signed measures G having bounded variation and such
that G(Ω) = 0. The definition of the τ -topology in Λ0 is akin to the definition in
Λ.
Suppose the functional T : Λ→ Rd satisfies the following condition of Hadamard
differentiability.
A. For any P ∈ Λ with T (P ) ∈ Θ0∪Θ1, there is vector function ~h = (h1, . . . , hd), hi ∈
L1(P ), E[hi(X)] = 0, 1 ≤ i ≤ k, such that the functions h1, . . . , hd are linear inde-
pendent, EP [hi(X)] = 0, 1 ≤ i < d, and for any G ∈ Λ0, G << P we have∣∣∣∣T (P + tnGn)− T (P )− tn
∫
~hdG
∣∣∣∣ = o(|tn|)
as n→∞, for all converging sequences tn → 0 and for all sequences Gn →τ G with
Gn ∈ Λ0, P + tnGn ∈ Λ.
In A we do not introduce the metric in Λ. In the definition of Hadamard deriv-
ative the existence of metric in Λ is required usually in statistical problem. If this
metric is continuous in the τ -topology, Theorem 4.9 hold for such a definition of
Hadamard differentiability as well. Note that, in A, it suffices to consider only the
signed measures G with the densities dGdP =
∑d
i=1 cihi, ci ∈ R
1.
Theorem 4.9. Assume A. Then the functional T is saturated.
Remark. Theorems 4.7 and 4.8 together with Theorems 3.1 and 3.2 allow to
point out the conditions for existence of consistent and pointwise consistent tests.
In these setups the distances can be different for each pairs of sets Θ0,Θ1i and
Θ0i,Θ1i respectively in the conditions for existence of consistent and pointwise
consistent tests. Here the sets Θ0,Θ1i and Θ0i,Θ1i are the same as in Theorems
3.1 and 3.2. Since these statements are rather evident and are rather cumbersome
we omit them. For discernibility of hypotheses similar necessary and sufficient
conditions were pointed out Dembo and Peres (Theorem 1 i., [13]) for hypothesis
testing on a sample mean. These are the only necessary conditions obtained for the
setup of this subsection.
There are natural topological extensions of Theorem 4.7 on the problems of con-
sistent and pointwise consistent hypotheses testing. If the estimator is uniformly
consistent on the closed set of hypotheses and consistent on the open set of al-
ternatives and these sets are disjoint, then there are consistent tests. Pfanzagl
(Lemma 8.1, [35]) has proved similar statement for strongly consistent estimators
and strongly consistent tests. This statement is obtained by easy modification of
Pfanzagl reasoning. If the disjoint sets of hypotheses and alternatives are open and
there is consistent estimator on these sets, then there are pointwise consistent tests.
A version of this statement for discernible tests one can find in Dembo and Peres
(Theorem 1 ii., [13]).
5. Other problems of hypotheses testing
5.1. Hypothesis testing on Gaussian measure. LetX1, . . . , Xn be i.i.d. Gauss-
ian random vectors in separable Hilbert space H . Denote S = EX1 and let R be
covariance operator of X1.
The problem is to test the hypothesis S ∈ Θ0 ⊂ H versus alternative S ∈ Θ1 ⊂
H .
Theorem 5.1. Let the sets Θ0 and Θ1 be relatively compact. Then the hypothesis
H0 and alternative H1 are distinguishable, iff the closures of Θ0 and Θ1 are disjoint.
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Proof. If the set of probability measures is tight, then the τ -topology and weak
topology coincide. Implementing Le Cam -Schwartz Theorem and Theorem 3.7.7,
Bogachev [6] on weak convergence of probability measures we get Theorem 5.1.
Let Θ be tight set of centered Gaussian measures (on tightness criteria see
Theorem 3.7.10 in Bogachev [6]). Denote Ψ - the set of their covariance opera-
tors. The problem is to test the hypothesis H0 : R ∈ Ψ0 ⊂ Ψ versus alternative
H1 : R ∈ Ψ1 ⊂ Ψ.
For i = 1, 2, define the sets Υi = {R1/2 : R ∈ Ψi}.
Theorem 5.2. The hypothesis H0 and alternative H1 are distinguishable, iff the
closures of Υ0 and Υ1 in Hilbert - Schmidt norm are disjoint.
Proof of Theorem 5.2 differs from the proof of Theorem 5.1 only implementation
of another criteria of weak convergence of centered Gaussian measures (see Th
3.7.10, Bogachev [6]).
5.2. Signal detection in L2 . Suppose we observe a realization of stochastic
process Yǫ(t), t ∈ (0, 1), defined by the stochastic differential equation
dYǫ(t) = S(t)dt+ ǫdw(t), ǫ > 0
where S ∈ L2(0, 1) is unknown signal and dw(t) is Gaussian white noise.
We wish to test a hypothesis H0 : S ∈ Θ0 ⊂ L2(0, 1) versus alternative H1 : S ∈
Θ1 ⊂ L2(0, 1).
The results are provided in terms of the weak topology in L2(0, 1).
Theorem 5.3. i. Let Θ0 be bounded set in L2. Then H0 and H1 are distinguishable
iff the closures of Θ0 and Θ1 are disjoint.
ii. The converse holds if Θ1 is also bounded sets in L2.
Theorem 5.4. i. Let Θ0 be bounded set in L2. Then there are consistent tests iff
Θ0 and Θ1 are contained in disjoint closed set and Fσ- set respectively.
ii. There are point-wise consistent tests iff the sets Θ0 and Θ1 are contained in
disjoint Fσ-sets.
Proof of Theorem 5.3 i. By Tikhonov theorem, Θ0 is relatively compact. There-
fore Θ0 and Θ1 have disjoint finite covering by the sets
Ul = ∩
kl
i=1Uil, Uil = U(fil, cil, Sil) = {S :
∫
fil(s)(S(s)−Sil(s))ds ≤ cil, S ∈ L2},
with fil, Sil ∈ L2, 1 ≤ i ≤ kl, 1 ≤ l ≤ m. Thus we can define uniformly consistent
tests using statistics
∫
fil(s)(dYǫ(s)− Sil(s)ds). 
Proof of Theorem 5.4. Theorem 5.3 implies that the bounded sets Θ0 and Θ1 are
distinguishable only if there are uniformly consistent tests depending on a finite
number of linear statistics∫
S1(t)dYǫ(t), . . . ,
∫
Sk(t)dYǫ(t)
with S1, . . . , Sk ∈ L2(0, 1).
This allows to prove versions of Theorems 3.1 and 3.2 for discrete values of
parameter ǫ = ǫn = Cn
−1/2 and to obtain Theorem 5.4 for such values of parameter
ǫ = ǫn. Hence the necessary conditions follow. The test statistics constructed for
the parameters ǫn work for arbitrary ǫ > 0. This implies the sufficiency. 
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5.3. Hypothesis testing on a solution of linear ill-posed problem . In
Hilbert space H we wish to test a hypothesis on a vector θ ∈ Θ ⊂ H from the
observed Gaussian random vector
Y = Aθ + ǫξ, ǫ > 0. (5.1)
Hereafter A : H → H is known linear operator and ξ is Gaussian random vector
having known covariance operator R : H → H and Eξ = 0.
For any operator U : H → H denote R(U) the rangespace of U .
Suppose that the nullspaces of A and R equal zero and R(A) ⊆ R(R1/2).
Theorem 5.5. Let the operator R−1/2A be bounded. Then the statements of The-
orems 5.3 and 5.4 hold for the weak topology in H.
Proof. The statements of Theorems 5.3 and 5.4 hold for the sets of hypotheses
R−1/2AΘ0 and alternatives R
−1/2AΘ1. Thus it suffices to implement the inverse
map A−1R1/2 to (5.1). 
The problem of signal detection in the heteroscedastic Gaussian white noise can
be considered as a particular case of Theorem 5.5.
Let we observe a random process Y (t), t ∈ (0, 1), defined the stochastic differen-
tial equation
dY (t) = S(t)dt+ ǫh(t)dw(t), ǫ > 0
where S ∈ L2(0, 1) is unknown signal, h(t) is a weight function.
One needs to test a hypothesis on a signal S.
Theorem 5.6. Let 0 < c < h(t) < C < ∞ for all t ∈ (0, 1). Then the statements
of Theorems 5.3 and 5.4 hold for the weak topology in L2(0, 1).
5.4. Hypothesis testing on a solution of deconvolution problem . Let
we observe i.i.d.r.v.’s Z1, . . . , Zn having a density h(z), z ∈ R1, with respect to
Lebesgue measure. It is known that Zi = Xi+Yi, 1 ≤ i ≤ n, where X1, . . . , Xn and
Y1, . . . , Yn are i.i.d.r.v.’s with densities f(x), x ∈ R1, and g(y), y ∈ R1, respectively.
The density g is known.
We wish to test a hypothesis H0 : f ∈ Θ0 versus alternative H1 : f ∈ Θ1 where
Θ0,Θ1 ⊂ L2(R1).
Suppose g ∈ L2(R1).
Denote
gˆ(ω) =
∫
∞
−∞
exp{iωx}g(y) dy, ω ∈ R1.
Denote Ψ0 and Ψ1 the sets of probability measures of Θ0 and Θ1 respectively.
Theorem 5.7. Suppose the sets Ψ0 and Ψ1 are tight. Let
essinfω∈(−a,a)|gˆ(ω)| 6= 0
for all a > 0. Then the statements of Theorem 5.3 holds for the weak topology in
L2(R
1).
Proof. Note that the sets of probability measures having the densities from L2(R
1)
are equicontinuous. Therefore we can implement the same reasoning as in the proof
of Theorem 5.5 and to reduce the problem to the setup of Theorem 4.1. 
5.5. Hypothesis testing on a mean measure of Poisson random process .
Let we be given n independent realizations κ1, . . . , κn of Poisson random process
with mean measure P defined on Borel sets of σ-field B. The problem is to test a
hypothesis H0 : P ∈ Θ0 ⊂ Θ versus alternative H1 : P ∈ Θ1 ⊂ Θ where Θ is the
set of all measures P, P (Ω) <∞.
Denote Nn the number of atoms of Poisson random process κ1 + . . .+ κn.
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We have ((6.2) in Arcones [1])
P (|Nn − nλ| > x) ≤ exp{−n(λ+ x) log(1 + x/λ) + nx}
+ exp{−n(λ− x) log(1− x/λ)− nx}
(5.2)
with λ = P (Ω).
The conditional distribution of P (κ1 + . . . + κn|Nn = k) coincide with the dis-
tribution of empirical probability measure Qˆk of i.i.d.r.v’s X1, . . . , Xk having the
probability measure Q(A) = P (A)/P (Ω), A ∈ B. This statement and inequality
(5.2) allow to extend the results of section 4 on the problem of hypothesis testing
on a mean measure of Poisson process. Below a version of Theorem 4.1 only will
be provided.
Theorem 5.8. i. Let Θ0 be relatively compact in the τΨ - topology. Then the
hypothesis H0 and the alternative H1 are distinguishable if the closures of Θ0 and
Θ1 are disjoint.
ii. If Θ0 and Θ1 are relatively compact in the τ - topology, then the converse
holds if the closures of Θ0 and Θ1 in the τ-topology are disjoint.
Proof of Theorem 5.8 ii. By Theorem 2.6 in Ganssler [19], the sets Θ0 and Θ1 are
relatively sequentially compact.
Suppose that the sets Θ0 and Θ1 have common limit point P and are not in-
distinguishable. Then there exist sequences Pk ∈ Θ0 and Qk ∈ Θ1 converging to
P ∈ Θ.
For any test Kn, for any l, we have
lim
k→∞
EPk(Kn|Nn = l) = EP (Kn|Nn = l),
lim
k→∞
EQk(1−Kn|Nn = l) = EP (1 −Kn|Nn = l)
and
lim
k→∞
Pk(Nn = l) = lim
k→∞
Qk(Nn = l) = P (Nn = l).
Hence the sets Θ0 and Θ1 are indistinguishable and we have a contradiction. 
The proof of i. is akin to the proof of Theorem 4.1 i. and is omitted.
6. Appendix
Proof of Lemma 3.1. By Proposition 2.1, there are mi, i = 1, 2, and measurable
partitions Ai1, . . . , Aiki of Ω
mi such that the sets
V0i = {v = (v1, . . . , vk) : v1 = P
mi(Ai1), . . . , vk = P
mi(Aiki ), P ∈ Θ0} ⊂ R
mi
and
V1i = {v = (v1, . . . , vk) : v1 = P
mi(Ai1), . . . , vk = P
mi(Aiki), P ∈ Θ1i} ⊂ R
mi
have disjoint closures for each i = 1, 2. Hereafter Pmi denotes mi-fold product of
probability measure P .
Since there is uniformly consistent estimator of Pm1(A11), . . . , P
m1(A1k1), P
m2(A21), . . . , P
m2(A2k2 ),
then there are uniformly consistent tests for testing the hypothesis H0 : P ∈ Θ0
versus the alternative H1 : P ∈ Θ11 ∪Θ12. 
Proof of Theorem 3.3. Let Θ0i and Θ1i, i = 1, 2, . . . be sequences of subsets of Θ0
and Θ1 such that there are uniformly consistent sequences of tests for these subsets.
By (2.6), for each i, there are tests Kni such that, for n > n0i, we have
α(Kni) ≤ exp{−cin} and β(Kni) ≤ exp{−cin}. (6.1)
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By Borel-Cantelli Lemma, for the proof of Theorem 3.3, it suffices to define sequence
of tests Kn such that
∞∑
n=1
α(Kn, P ) <∞ for each P ∈ Θ0 (6.2)
and
∞∑
n=1
β(Kn, Q) <∞ for each Q ∈ Θ1. (6.3)
Define the numbers li such that l1 = 1 and
exp{−cili}(1− exp{−ci})
−1 ≤ i−2.
Choose a sequence li0 < li1 < li2 < li3 < . . . with i0 = 1 and lis > n0is , 1 ≤ s <∞.
Put
K1 = K11, . . . ,Kli1 = K1li1 ,
Kli1+1 = Ki1,li1+1, . . . ,Kli2 = Ki2,li2 ,Kli2+1 = Ki2,li2+1, . . .
Then, for any P ∈ Θ0it , 1 ≤ t <∞, we have
∞∑
n=lit
α(Kn, P ) ≤
∞∑
s=t
lis+1∑
n=lis+1
α(Kisn) ≤
∞∑
s=t
i−2s <∞.
In the case of the alternative the reasoning is the same. This implies (6.2) and
(6.3). 
Proof of Theorem 3.4. By (2.6), we get
sup
P∈Θ0
P (Kn = 1 for some n > k) ≤
∞∑
n=k
sup
P∈Θ0
P (Kn = 1)
≤
∞∑
n=k
exp{−cn} ≤ C exp{−ck}.
(6.4)
The proof of (3.3) is similar. 
Proof of Theorem 3.5. It suffices to show that there is sequence of tests Kn such
that
∞∑
n=1
α(Kn) <∞. (6.5)
The tests Kn defined in the proof of Theorem 3.3 with Θ0i = Θ0 satisfy (6.5). 
Proof of Theorem 4.8 ii. Suppose the contrary. Then there are sequences τk ∈ Θ0
and ηk ∈ Θ1 such that ρ(τk, ηk) → 0 as k → ∞. Since Θ0 is relatively compact,
there is τ ∈ Ψ and a subsequence τkl ∈ Θ0 such that τkl → τ as l → ∞. Then
ηkl → τ as l → ∞. Since Θ0 and Θ1 are saturated, by Theorem 4.5, we have a
contradiction. 
Proof of Theorem 4.9. Suppose the functions hi, 1 ≤ i ≤ d are bounded. Define
the signed measures Hi, 1 ≤ i ≤ d, with the densities
dHi
dP = hi. Define the set
Υ =
{
G : G =
d∑
i=1
biHi, P +G ∈ Λ, bi ∈ R
1, 1 ≤ i ≤ d
}
.
16 MIKHAIL ERMAKOV
On the set Υ the condition A coincides with the definition of Hadamard deriva-
tive. Since Hadamard differentiablity implies uniform differentiability on compacts
( Shapiro [36], Prop 3.3), we get∣∣∣∣T (P + tnG)− T (P )− tn
∫
~hdG
∣∣∣∣ = o(|tn|) as tn → 0, n→∞
uniformly on
G ∈
{
H : H =
d∑
i=1
biHi, |bi| ≤ 1, 1 ≤ i ≤ d
}
.
Hence we easily get that T is saturated.
If ~h is unbounded, we can approximate ~h bounded functions and repeat the same
reasoning. 
Proof of Theorem 5.3 ii. For any S1, S2 ∈ L2(0, 1) denote
(S1, S2) =
∫ 1
0
S1(t)S2(t)dt.
We write the problem of signal detection in the coordinates of some orthonormal
basis {φj}∞j=1. In this setting we observe Gaussian random vector
y = yǫ = {yj}
∞
j=1, yj = sj + ǫξj , ξj ∼ N(0, 1)
with sj = (S, φj).
Denote s = {sj}∞j=1 and ξ = {ξj}
∞
j=1.
For i = 0, 1, we define the sets
Ψi = {s : s = {sj}
∞
j=1, sj = (S, φj), S ∈ Θi}.
Define the linear operator A : l2 → l2 such that, for any s ∈ l2, there holds As = u,
where u = {uj}
∞
j=1, uj = sj/j, 1 ≤ j <∞.
Define the sets Υi = {u : u = As, s ∈ Ψi}.
Probability measures µǫ of random vectors Ayǫ are Radon measures and are
tight in l2. Therefore we can implement Theorem 5.1. Relative compactness of
sets Υi, i = 0, 1, having disjoint closures, imply that there are finite number of
functionals f1, . . . , fk and ǫ > 0 such that for any u0 = {u0j}
∞
j=1 ∈ Υ0 and for any
u1 = {u1j}∞j=1 ∈ Υ1 there is functional fi = {fij}
∞
j=1, 1 ≤ i ≤ k, such that
∞∑
j=1
fij(u1j − u0j) > ǫ. (6.6)
This implies that there is m such that for all u0 ∈ Υ0 and u1 ∈ Υ1 there holds
m∑
j=1
fij(u1j − u0j) > ǫ/2. (6.7)
Denote l2m linear subspace of l2 generated by m first unit vectors of system of
coordinates in l2.
For i = 0, 1 define the sets Υim = ΠmΥi where Πm is the projection operator on
l2m.
Define the subset Γm = A
−1l2m.
There holds A−1Υim = ΠΓmΨi, where ΠΓm is projection operator on Γm.
The closures of sets A−1Υ0m and A
−1Υ1m in the topology defined on Γm are
bounded and disjoint that implies Theorem statement.

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