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Abstract
1. Scheduling problems
In this thesis we deal with some scheduling problems, investigate some algorithms
which are introduced to solve the problems, and analyze their e¢ ciency. The most
of the text is based on ve common papers [12, 13, 14, 15, 38] of Dósa György,
and Yong He, who unfortunately very early died in 2005. The algorithms being in
these papers, and the analysis of them as well, are mainly (in 70 %) made by the
author of this thesis. In the remained 30 % the results made by joint contribution
of the authors.
All treated problems are NP-hard, and are intensively investigated in the last
some years by leading researchers, and also are published in current international
journals. In the rst chapter of the thesis we give a short review of the classi-
cation of some scheduling problems, and the directions of the research of the last
years. Now we expose the matter of the next four chapters, as follows.
2. Semi-online scheduling problems
In the second chapter we deal with some special semi online versions of prob-
lem PmjonlinejCmax, and give some optimal or nearly optimal algorithms. It is
well-known, that algorithm LS is an optimal algorithm for solving the problem
P2jonlinejCmax, and has competitive ratio 3=2 [31, 35].
In case of semi online problems it is an interesting question whether the semi
online condition makes the problem to be easier in the next sense: Has the semi
online problem an algorithm with smaller competitive ratio than the pure online
problem? Furthermore, to further shed light on usefulness of di¤erent types of
information, some papers considered whether the combination of two types of
information can admit to construct a semi-online algorithm with much smaller
competitive ratio than that of the case where only one type of information is
available in advance.
Kellerer, Kotov, Speranza and Tuza [54] considered the versions where the sum
of the sizes of the jobs is known in advance, or one type of additional algorithm
extension is allowed. For example, a bu¤er is available where some of jobs can be
1
stored, two parallel processors are available which allows to yield two schedules
simultaneously and best one is chosen at last. The rst version was also studied
by Zhang [67]. It has been shown that for all above versions, optimal semi-online
algorithms have competitive ratio 4=3.
In the second chapter we study the semi-online versions where one type of
partial information and one type of additional algorithmic extension are com-
bined. Two versions are considered. For the semi-online version where a bu¤er of
length 1 is available and the total size of all jobs is known in advance, we present
an optimal algorithm with competitive ratio 5=4. We also show that it does not
help that the bu¤er length is greater than 1. For the semi-online version where
two parallel processors are available and the total size of all jobs is known in ad-
vance, we present an optimal algorithm with competitive ratio 6=5. Thus we can
conclude that in both problem by the combination of two semi online conditions
the problem can be solved more e¢ ciently.
In the remained part of the second chapter we deal with the special version
of problem P3jonlinejCmax, (called as semi-online with tightly-grouped processing
times), where we know in advance that all jobs have their sizes between p and
rp (p > 0; r  1). The parameter r is called size ratio. It is allowed that the
jobs with size p or/and rp may not come up in this semi-online problem, since
p and rp are only the lower and upper bounds of job sizes. By normalization,
we assume in this paper that p = 1. In fact, we will see that the knowledge of
p is unnecessary for designing our algorithms. It is clear that the information is
useless if r is su¢ ciently large, hence we are interested in the maximum r, denoted
by rmax, for which a semi-online algorithm can have a better performance than
that for the pure online problem. Then the sequence satisfying r < rmax can
be called tightly-grouped. We show that for the investigated problem rmax = 6
holds. (In case of the pure online problem, the algorithm List Scheduling (LS
in short) proposed by Graham [35] has competitive ratio RLS = 2  1=m = 5=3,
and Faigle, Kern and Turán [31] observed that LS is an optimal online algorithm
for m = 2; 3.)
The semi-online scheduling problem with tightly-grouped processing times
was proposed in [45]. For m = 2, it was shown that the optimal semi-online
algorithm has a competitive ratio of (1 + r)=2 for any 1  r  2 and 3=2 for
any r > 2. It states that a job sequence is tightly-grouped for m = 2 i¤ r < 2.
However, the optimal semi-online algorithm is just LS, the same as that for the
pure online problem. Noting that LS is also an optimal algorithm for the pure
online problem if m = 3, it is interesting to know whether it is still optimal for
every r  1, although the competitive ratio may become smaller than 5=3 for
small r.
We present a comprehensive competitive ratio of LS, which is a continuous,
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piecewise function on r and can be formulated as follows:
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For r < 3 we thus obtain competitive ratios below the ratio 5=3, given by the
pure on-line optimal algorithm. LS algorithm is optimal only for r 2 [1; 3=2] [
[
p
3; 2] [ [6;+1). In case 2 < r < 6 we give improved algorithms as follows:
a, In case r 2 (2; 5=2] we give an optimal algorithm with competitive ratio
3=2;
b, In case r 2 (5=2; 3] we introduce a near-optimal algorithm with competitive
ratio of 4r+2
2r+3
, while the lower bound is at least 7r+4+
p
r2+8r+4
2r+2+2
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. The largest gap
between them is at most 0:01417.
c, In case r 2 (3; 6) we also present an improved algorithm with smaller
competitive ratio than that of LS. The competitive ratio is 5
3
  
18
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; 3
103
g.
All algorithms run in O(n) time. The problem of nding optimal algorithms
for r 2 (3=2;p3) and r 2 (5=2; 6) is still open. On the base of the above results,
we conclude that a job sequence is tightly-grouped for m = 3 i¤ r < 6, further
the optimal semi-online algorithms strongly depend on the value of r, and LS is
not always optimal.
3. Uniform machine scheduling with rejection
In the third chapter we consider uniform machine scheduling with rejection or
USR for short. Each job is characterized by its size (processing time) and its
penalty. A job can be either rejected, in which case we pay its penalty, or
scheduled on machines, in which case it contributes its processing time to the
completion time of that machine.
Multiprocessor scheduling with rejection was rst introduced by Bartal et al.
[7]. They considered the parallel and identical machine scheduling with rejection
(MSR in short), where the speeds of all machines are the same.
We deal with the USR problem where the number of machines is two. There
are n jobs: J = fJ1;    ; Jng, for every job Ji it has size ti, and rejection penalty
pi; i = 1;    ; n. The speed of the machines M1 and M2 is s1 = 1; s2 = s  1,
respectively. We treat the preemptive, and also the non-preemptive cases, as
well. The objective is to minimize the sum of the makespan of the schedule for
all accepted jobs and the total penalty of all the rejected jobs.
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As the straight antecedent of our work, for the on-line non-preemptive USR
problem, He and Min [41] provided an on-line algorithm LSR(). The algorithm
has a competitive ratio
s+ (1 + s  s2); if 1  s < ;
s+1
s
; if s  ;
where in case s   it holds that  = 1=s, and in case 1  s <  the value of 
equals to the positive root of equation
s+ 1
s+ x(s+ 1)  1 = s+ x(1 + s  s
2)
The algorithm is optimal for every s  , where  denotes the golden ratio.
Regarding our work, in the third chapter, we focus on the on-line USR problem
on two uniform machines. Both preemptive and non-preemptive versions are
considered.
(i) We present an optimal on-line preemptive algorithm with a competitive
ratio s+
p
s2+4s
2s
= 1
2
+
q
1
4
+ 1
s
for any s  1. To our best knowledge, no paper
ever considered on-line preemptive USR problem even for two machine case.
(ii) As algorithm LSR() is optimal for every s  , we show that by prop-
erly choosing  for 1  s < , the algorithm can work better. Namely, the
algorithm with new  has a competitive ratio 1
2s
 
s2 +
p
s4   4s3 + 4s2 + 4s,
which is smaller than that of the original  for every 1  s < . Furthermore,
noticing that the lower bound in [41] is trivial in a sense that it is also the lower
bound of the uniform machine scheduling without rejection, we further present a
nontrivial lower bound of the problem under consideration. It implies that algo-
rithm LSR() with the newly chosen  is optimal for any 1:3852  s < , and
the maximum gap between its competitive ratio and the lower bound is 0:0534
for 1  s < 1:3852.
4. Scheduling with machine cost
In [48], Imreh and Noga proposed a variant of the classical parallel machine
scheduling problem. The di¤erences are that 1) no machines are initially provided,
2) when a job is revealed the algorithm has the option to purchase new machines,
and 3) the objective is to minimize the sum of the makespan and cost of machines.
We refer to this problem as the List Model.
For the List Model problem, Imreh and Noga [48] presented an on-line (1 +p
5)=2  1:618-competitive algorithm A. For the semi-online problem with
known largest size, He and Cai [42] presented an algorithm with a competitive
ratio at most 1:5309. For the semi-online problem with decreasing sizes, Cai and
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He [10] presented an algorithm with a competitive ratio 3=2. For all previous
cases the lower bound is 4=3. For the semi-online problem with known total
size, He and Cai [42] presented an algorithm with a competitive ratio at most
1:414 while the lower bound is 1:161. These semi-online algorithms are essentially
modied from A.
In this thesis, we rst present a new on-line algorithm with a competitive ratio
at most (2
p
6 + 3)=5  1:5798, which improves the known upper bound 1:618. Up
to the authors best knowledge, there has not been published yet better algorithm
for this problem. Then for a special case where every job has a size no greater
than the machine cost (called small job), we present an optimal on-line algorithm
with a competitive ratio 4=3. This semi online version is treated rst by Dósa
and He [12].
Last, we present a new two-phase algorithm with a competitive ratio at most
3=2 for the semi-online problem with known largest size, which also improves the
known result.
5. Scheduling with machine cost and rejection
In Chapter 5 we dene that variant of the classical parallel machine scheduling
problem which has the special feature that we have a possibility to purchase new
machines (introduced by Imreh Csanád and John Noga, [48, 12]), and jobs can
be rejected at a certain cost ([7]).
Recently, Nagy-György and Imreh presented a 2:618-competitive online algo-
rithm for the general problem ([50]), optimal algorithm is not known yet. We
consider a special case of the problem, called small job case, where we assume
that all jobs have sizes not greater than 1. The small job case was rst pro-
posed in Dósa - He, [12] in the case of the scheduling problem with machine cost.
Note, that our problem MCR in the small job case is even a generalization of the
Ski-Rental Problem (SRP for short). It is well known that problem SRP have
optimal deterministic online algorithms with competitive ratio 2, thus 2 is also a
lower bound for problem MCR even in the small job case.
In this paper we present a simple optimal two phase online algorithm for the
small job case with a competitive ratio 2. In the rst phase, we reject the rst few
jobs to avoid the situation that the rst machine is purchased too early. In the
second phase we avoid that the total penalty of all rejected jobs, or sum of the
makespan (for the accepted jobs) and the number of purchased machines would
be too large. Because of this carefully approach, opposite to the Greedy methods,
we call the algorithm as Carefully. We hope that the idea of the algorithm design
and analysis presented in this paper can be further applied to solve e¢ ciently
also the general problem. In the proof we use some new techniques.
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