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ABSTRACT
The thesis deals with methods for testing of linear analog circuits in the frequency do-
main. The goal is to develop new efficient methods for automatic test plan generation.
To reduce test costs a minimum number of measurements as well as less computa-
tional demands are the fundamental aims. The thesis is focused on the multi-frequency
parametric fault diagnosis which was fully implemented in the Matlab program. The fun-
damental problem consists in selection of test frequencies which can reduce the influences
of measurement errors and errors caused by tolerances of well-working components. The
proposed methods for test frequency selection were statistically verified by the Monte-
Carlo method. To improve the accuracy and reduce the computational complexity of
fault diagnosis, the methods based on least-square techniques and approximate symbolic
analysis were presented.
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ABSTRAKT
Práce se zabývá metodami pro testování lineárních analogových obvodů v kmitočtové
oblasti. Cílem je navrhnout efektivní metody pro automatické generování testovacího
plánu. Snížením počtu měření a výpočetní náročnosti lze výrazně snížit náklady za
testování. Práce se zabývá multifrekveční parametrickou poruchovou analýzou, která
byla plně implementována do programu Matlab. Vhodnou volbou testovacích kmitočtů
lze potlačit chyby měření a chyby způsobené výrobními tolerancemi obvodových prvků.
Navržené metody pro optimální volbu kmitočtů byly statisticky ověřeny metodou Monte-
Carlo. Pro zvýšení přesnosti a snížení výpočetní náročnosti poruchové analýzy byly
vyvinuty postupy založené na metodě nejmenších čtverců a přibližné symbolické analýze.
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INTRODUCTION
A fault is the state of the circuit where at least one charac-
teristic property of the circuit is significantly deviated from
the allowed interval.
Nowadays, continuing miniaturization of modern electronic devices leads to more
complex circuits and systems. The application specific integrated circuits (ASIC)
customized for a particular task or the System on Chip (SoC) integrated all compo-
nents into one chip are usually based on analog, digital and mixed-signal parts. The
testing process has become more difficult and the cost of testing is still increasing.
In order to reduce costs, the testing process must be streamlined. A development of
new robust methods for automatic test plan generation (ATPG) is one of the main
objectives in this area [1].
The goal of fault diagnosis is to automatically detect all faults in the circuit
under test (CUT) based on the observation (measurements) of circuit responses and
characteristics. According to the phase in a test procedure at which the simula-
tions for fault location are performed, all fault diagnosis methods can be generally
classified into two basic classes. The Simulation Before Test techniques (SBT) are
predominantly performed before the measurement of circuit characteristics, while
Simulation After Test techniques (SAT) are mainly performed after the test [2].
In accordance with collected statistics, most parts of an electronic device are
digital (80 %), but about 80 % of faults occur in the analog parts [3]. The digital
circuits usually consist of components from a limited library with very simple models.
Also, there can only be a limited number of faults, e.g. open, short and stuck-at
faults. On the other hand, the testing of analog circuits represents a much more
complex problem in comparison with digital ones. The information of an analog
signal is carried in the precise amplitude and phase of voltages and currents at
continuous time. A very small disturbance of the signal may significantly reduce
the signal quality, especially when a large dynamic range of the circuit is required.
From a physical point of view, all real circuit components are always nonlinear in
a wide range of operation conditions. The slightly nonlinear components can be
linearized in the close vicinity of the operation point, but it can not be done for
strongly nonlinear circuits. Also, a fault in the circuit can change the operation
point and the linearization of nonlinear components may not be valid. All these
obstacles demand very high requirements on test strategies. In the past, the methods
for testing digital circuits has been successfully developed, but the testing analog
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circuits still represents an open problem, which is extensively being solved worldwide
at present [1].
The characteristics of an analog circuit can be described in several domains, e.g.
DC, time and frequency. In the time domain the circuit description is based on a set
of differential equations, whose order depends on the number of independent energy-
storage components in the circuit. The equations are solved by numerical integration
and the solution can be very computationally complex, potentially unstable or non-
convergent for high order equations [4]. However, the method is applicable also for
nonlinear circuits. In the frequency domain, the fault diagnosis methods are usually
based on phasor calculus and symbolic techniques. For this reason, the method is
applicable only for linear (linearized) circuits. The complexity of a symbolic formula
grows exponentially with the circuit size and for this reason full symbolic analysis
can be applicable only for small-size circuits [5].
The real fault diagnosis must also take into account these additional problems.
Not all required test points can be accessible or it can be very expensive to in-
clude them into the measurements [6]. For this reason, the actual values of only
some circuit components can be estimated independently. Then, the manufacturing
tolerances of untested circuit components may significantly reduce the accuracy of
fault diagnosis. Also, each measurement is always affected by measurement errors
(uncertainty). The measurement of weak signals as well as the measurement at
high frequencies are usually more problematic [7]. For this reason the measurement
process should be considered as an inherent part of fault methodology.
The thesis is focused on fault diagnosis of linear analog circuits using the multi-
frequency parametric fault diagnosis [8]. The method can estimate the actual values
of tested network parameters based on the measurements of some network functions
in the frequency domain. A component, whose parameters are outside the allowed
tolerance intervals, is classified as faulty. The goal is to develop new efficient methods
for automatic test plan generation with a minimum number of measurements and
less computational demands. However, the methods should guarantee success to
detect a maximum number of faults.
The thesis is organized as follows. Chapter 1 introduces methods for testing of
linear analog circuits. Especially, the multi-frequency parametric fault diagnosis is
described in detail. Chapter 2 presents the aims of dissertation. Chapter 3 is focused
on a development of new efficient methods for test frequency selection. Chapter 4
deals with the statistical modelling of fault diagnosis and its implementation in the
Matlab program. Chapter 5 describes special methods for solving fault equations
which can improve the accuracy of results or reduce computational demands of fault
diagnosis.
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1 STATE OF THE ART
1.1 Fault Classification
A fault model is a mathematical hypothetical model which simulates all real faults
that may occur in the circuit. The abstraction of faults from the physical level to
the structure or function levels allows to simulate a fault mechanism effectively with
less computational complexity as a variation of the circuit topology or a variation of
some circuit parameters by behavioural models. A brief overview of the behavioural
modelling techniques is shown in Appendix A. Because the accuracy of the model
can significantly influence the robustness of the fault diagnosis, fault modelling plays
a fundamental role in all fault diagnosis methods [2].
In the digital domain, only several types of faults such as open, short, stuck-at
faults or path-delay faults can be sufficiently considered, while fault modelling of
analog parts is a much harder problem arising from the physical nature of analog
signals. The deviations of component parameters are continuous and can reach any
value with a certain probability. Analog circuits are usually more sensitive to fault
propagation and the actual circuit layout must be taken into account in addition.
Also, one fault can cause a series of continuing failures of other circuit components,
especially in power circuits.
At present, the realistic analog fault model can be obtained using the knowl-
edge of circuit behavior arising from physical mechanisms of potential faults usually
modelled on the transistor level [2]. However, due to continuous increasing of chip in-
tegration, the computational complexity of simulations can be limiting. Fortunately,
there are some other approaches to constitute a fault model with less complexity.
The authors in [9] use a hierarchical model to capture the fault effect at different
levels of circuit abstraction, while a technique described in [10] automatically sim-
plifies a fault model without significant loss of accuracy. However, from a practical
point of view, the full transistor-level models of all circuit components are not often
openly available and for this reason the efficient fault models, which will be valid in
general, can not be usually constituted [11].
The practical observations revealed that the total number of faults, which can be
present at one time in the circuit, is always limited. The single-fault case is the most
frequent, the double-fault case is less frequent and so on. The probability of all faulty
components can be considered to be equal to zero. This 𝑘-fault hypothesis [12] has
a great importance in the fault diagnosis of analog as well as digital circuits because
it can significantly reduce the complexity of the methods. From a theoretical point
of view, it states that the total number of faults in the circuit can not be higher
than 𝑘. Also, the principle of the hypothesis can satisfy the problem of a limited
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number of measurements to be available in fault verification techniques.
Previously, the hypothesis was extensively solved and the results have been used
as the basis of some other methods such as 𝑘-node, 𝑘-branch or cut-set methods [1].
The branch-fault diagnosis is based on the system of Kirchhoff’s current equations
evaluated for a single frequency or a DC steady-state. A fault in the circuit can be
modelled using the current source connected in parallel with the faulty component.
When the current of the source is non-zero, the circuit component is in a fault
state and vice versa. To detect 𝑘 faults, a number of accessible test points (nodes)
greater than 𝑘 must be chosen. Otherwise, the fault localisation technique can not
correctly finds faulty components. From a practical point of view, the method is
very inefficient for detecting multiple faults. The problem can be overcome using a
multi-frequency approach described in Section 1.4.
Commonly, in accordance with the magnitude of parameter deviation from its
nominal value, all faults can be classified into four classes shown in Fig. 1.1 [13].
• Manufacturing tolerances
A slight variation of network parameters caused by manufacturing processes
should have no effect on the circuit performance. Because the circuit works
correctly, it can not be considered as a fault. The design centering may play a
significant role in terms of yield maximization [14]. These deviations are very
difficult to determine and only very accurate parameter identification tech-
niques must be used.
• Soft faults
In the case of soft (parametric) faults, the deviation of parameters is higher in
comparison with manufacturing tolerances and can be predominantly caused,
for example, by temporary inappropriate operation conditions or component
ageing. The circuit is still functioning, but some of its characteristic properties
lie outside their allowed intervals. In the case of a frequency filter, it means,
for example, a slight shift of the center frequency. This type of fault can occur
randomly over a period of time and can be well diagnosed by SAT techniques.
Some modern electronic devices can perform a self-calibration to eliminate the
influence of a fault [15].
• Hard faults
In the case of hard faults, the deviation of parameters is extremely significant
and the circuit is not functioning at all. The faults are usually caused by
component ageing, long-term overloading or poor design of the circuit. These
faults are usually well diagnosable by SAT as well as SBT techniques.
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• Fatal faults
A fatal (catastrophic) fault is a limiting part of hard faults. The fault is usually
accompanied by the destruction of a circuit component and can be modelled
using a short or open circuit. Because the circuit topology has changed, the
SAT techniques based on linear (linearized) models can not be used, while the
SBT dictionary techniques are well applicable.
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Fig. 1.1: Fault classification (based on [13]).
1.2 Test Strategies
Testing electronic circuits can be performed at several phases of a production cycle.
Let us assume four basic phases shown in Fig. 1.2 which can be the same for analog
as well as digital circuits [6]. The cost of detecting a fault (in terms of incorrect
circuit design or component failure) significantly increases with each phase. Some
authors note that it can be approximately ten times [16]. From a financial point of
view, the faults should be detected in the early phases of the production cycle. For
this reason, fault diagnosis plays a fundamental role in the production of electronic
devices.
Testing at the first phase of a production cycle is focused on the design verifica-
tion. It gives information that the chosen circuit topology can satisfy the designer
requirements on the devices. In addition, the desensitization techniques [17] for de-
sign of low-sensitive circuits in terms of small variations of circuit parameters can be
used. The obstacles resulting from a physical realization of the circuit are not taken
into account. Testing is usually based on computer-aided simulations using Spice-
family circuit simulators [18, 19]. The accuracy of the results may be significantly
dependent on the quality of behavioural models of circuit components. Because only
simulations are performed, the cost for testing is relatively low.
When the design is verified, the circuit is physically realized. Due to manufac-
turing tolerances and parasitic parameters of real circuit components, PCB layout,
mutual influences, especially at higher frequencies or other real effects, which can
15
Design
Verification
Prototype
Characterization
Production
Test
Field
Test
Diagnosis
Pass/Fail
Calibration
Self Test
Fig. 1.2: Test strategies during production cycle (based on [6]).
not be usually included into the design simulations, the properties of the circuit vary.
The test strategies at this phase of the production cycle are focused on characteri-
zation of these non-idealities resulting from prototype realization. The results can
be used for tolerance design and design centering of the circuit which can improve
the yield of the manufacturing process without increasing the cost for less tolerance
components [14]. Testing at this phase is usually very time consuming and thus very
expensive.
Properly designed and optimized circuits are prepared for mass production. The
author in [20] states that approximately 75 % of faults occur at assembly, 20 % are
faults of circuit components and 5 % are PCB faults. To reduce the total costs,
the time for production testing should be minimized as soon as possible. A lower
number of test points and measurements as well as easy-to-perform measurements
are desirable but the observability to detect faulty devices should not be reduced.
The test process is usually based on a pass/fail test methodology which only discard
the fabricated devices whose properties are outside the allowed intervals. Faulty
devices can be subjected to further diagnosis to locate faults or calibrate [21].
Due to ambient conditions, operation stress and ageing of circuit components,
the functionality and reliability of a device can vary over a period of time [22]. A
fault-free device at the beginning can eventually fail after some time. The failure
rate can be usually modelled using the well-known bathtub hazard function shown
in Fig. 1.3. It consists of three time intervals. The first one corresponds to the infant
mortality where the burn-in failures of circuit components dominate. The failure
rate in the second interval is much lower, usually constant and the size of the interval
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determines the useful life of the device. The value of Mean Time Between Failures
(MTBF), which is one of the main results of reliability analysis, is valid only in this
interval of the hazard function. In the third interval, where the wear-out failures
dominate, the failure rate increases again. In this interval the device is obsolete and
should be replaced. An optimum replacement point is located at the border of the
second and third interval.
)D
LOX
UH
UDW
H
7LPH
&RQVWDQW
IDLOXUHV
:HDURXW
IDLOXUHV
%XUQLQ
IDLOXUHV
8VHIXOOLIH 2EVROHVFHQFH,QIDQWPRUWDOLW\
07%) 2SWLPXPUHSODFHPHQW
SRLQW
Fig. 1.3: Bathtub hazard function (based on [22]).
As was shown, field testing is also important, especially for emergency, medical
or other safety-critical applications. Some modern electronic devices can contain
a Built-in Self Test module (BIST) [1] which has no effect on the functionality of
the device but it can autonomously detect faults over the device life-cycle. A soft
fault can be eliminated using calibration but a hard fault is reported to the user and
usually requires service inspection.
1.3 Fault Diagnosis Techniques
All fault diagnosis techniques can be classified into two basic classes shown in Fig. 1.4
[23]. The SBT methods are usually based on a fault dictionary approach originally
developed for digital circuits [24]. A fault dictionary can be constructed over the
DC domain [25], time domain [26] and frequency domain [27]. At the beginning,
all potential (considered) faults in the circuit are simulated at circuit-level to assess
the impacts which can be caused. The fault dictionary usually looks like a table
where each row corresponds to one fault. For each fault the appropriately chosen
set of circuit stimuli and the corresponding circuit responses at chosen test points
constitute a fault signature. The fault signatures stored in the fault dictionary
should be unique, otherwise the individual faults can not be distinguished.
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Fig. 1.4: Classification of fault diagnosis techniques (based on [28]).
After the test, the measurements are compared with the data stored in the dic-
tionary to recognize the possible faults. Because the method only browses the indi-
vidual rows of the dictionary and finds the appropriate solution, the method is very
effective and computationally inexpensive in the SAT phase. The main drawback of
the method is the relative high computational complexity in the SBT phase, where
the dictionary is constituted, especially for large-size circuits or multiple faults. The
dictionary size depends on the total number of faults to be considered. A small
number of faults may reduce the fault coverage, while a large number of (multiple)
faults may not be realisable in terms of computational complexity. The problem
can be partially overcome using a hierarchical fault diagnosis [29]. The construction
of a dictionary can also be based on some modern techniques. For example, the
authors in [30] use a fuzzy and neural classifier, while the fault diagnosis in [31] is
based on evolutionary computations and the paper [32] describes a method based
on wavelet neural networks.
The probabilistic and statistical techniques [28] try to locate the most likely
faulty element based on a limited number of measurements. At the beginning,
the statistical analysis of all potential faults is performed using the Monte-Carlo
simulations. After the test, the actual measurements combined with the results
of the statistical analysis decide whether a circuit component is faulty or not. In
addition, the optimization-based techniques [33] estimate the actual value of a faulty
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circuit element pursuant the least-square criterion where the solution most closely
matches the actually measured circuit responses.
Due to limited insulation of individual fault signatures with respect to chosen
test points and measured quantities, the SBT methods are usually applicable pre-
dominantly for detecting hard and catastrophic faults.
The parameter identification methods [34] and the fault verification methods
[35] are two main representatives of SAT fault location techniques. The fundamen-
tal difference between both techniques is if a sufficient number of measurements is
available during the test procedure. The goal of parameter identification techniques
is to estimate the actual values of all network parameters. From a mathemati-
cal point of view, the parameter estimation process represents solving a system of
nonlinear fault equations. A component whose parameters are outside the allowed
intervals is classified as faulty. There is no fundamental restriction on the total
number of tested network parameters. Also, because all network parameters are
estimated, the problem of manufacturing tolerances may not represent a significant
problem. These techniques can be very useful for design verification and prototype
characterization testing.
The estimation of all network parameters usually requires a high number of test
points to constitute a system of linearly independent fault equations. However, from
a practical point of view, some test points can not be accessible or it can be very
expensive to include them into the measurements [16]. In the case of linear circuits,
the problem can be partially overcome using multi-frequency techniques [8] which
can constitute a set of linearly independent fault equations without adding some
new test points. In general, solving high-order systems of nonlinear fault equations
for large-scale circuits can be very problematic and computationally expensive.
The fault verification methods are principally the same as the parameter iden-
tification methods, but they take into account the state of a limited number of
measurements and assume that only some network parameters may have deviated
from the nominal ones at a time while the rest of parameters are considered to be
nominal. All potential faults must be chosen a priori at the beginning of the fault
diagnosis. An inappropriate choice may significantly reduce the fault coverage. Be-
cause the methods do not estimate the values of all network parameters, the problem
of manufacturing tolerances of fixed (untested) parameters must also be taken into
account as an inherent part of the methodology. The fault verification methods can
be very attractive, especially when considering the 𝑘-fault hypothesis [12].
One of the first methods to determine the actual values of network parameters
using voltage and current measurements was presented in [36]. The authors in [37]
propose a method for multi-frequency fault diagnosis based on tableau formulation
of fault equations. A method [38] for parametric fault diagnosis uses the principle
19
of function mapping based on a non-linear regression model. A single soft fault
can also be located using a method based on particle swarm optimization [39]. A
method for fault verification in the time domain was presented in [40]. A combined
method using the preliminary fault identification based on the dictionary approach
and the fault verification procedure based on linear programming was presented in
[41].
The SAT methods are very efficient for soft (parametric) fault diagnosis because
they are usually based on linear network models. However, the diagnosis of catas-
trophic faults may be very problematic because during the presence of a fault the
circuit topology and the operation point of the circuit can change. To significantly
reduce numerical errors of the solution and to automate the whole fault diagnosis
procedure, the symbolic techniques [42] are widely used in a lot of SAT methods.
The computational complexity of SAT methods may be very high and the test
process may be very time-consuming, especially for large-scale circuits or multiple
faults. For this reason, the methods are usually not suitable for production tests.
1.4 Multi-frequency Parametric Fault Diagnosis
In the frequency domain, the fault location techniques are predominantly based
on the bilinear decomposition of fault equations and methods for solving a sys-
tem of nonlinear fault equations. The first method is very effective for single-fault
and double-fault diagnosis, but the computational complexity of the method grows
extensively for a fault hypothesis greater than two [43]. On the other hand, the
methods solving a system of fault equations are applicable for any possible 𝑘-fault
hypothesis [44]. The dissertation thesis is focused on such methods, but several
principles are also applicable to other localization techniques.
When a sufficient number of measurements is available to constitute a system
of linearly independent fault equations for all unknown network parameters, the
method belongs to the group of parameter identification techniques, i.e. all un-
known network parameters can be estimated. However, from a practical point of
view, some required test points can not be available or it can be very problematic
or expensive to include them into the measurements [6]. For this reason, it is not
possible to constitute a set of linearly independent fault equations for all unknown
network parameters and the system of equations does not have a unique solution.
Then, only a limited number of parameters can be considered as unknown, the re-
maining parameters must be assumed to have nominal values, i.e. they are fixed.
A set of testable parameters, which constitutes a linearly independent system of
equations, must be chosen a priori before the diagnosis. Because only some net-
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work parameters can be estimated simultaneously, the method belongs to the group
of fault verification techniques. The procedure of diagnosis in both cases is prin-
cipally the same, but the type of results depends only at the sufficient number of
measurements in previously defined terms.
The whole process of the parametric fault diagnosis can be divided into two
independent phases. The first one, called testability analysis, consists in selecting
an optimal set of test points with respect to the tested network parameters [45]. The
tested parameters are the unknowns to be estimated by the fault diagnosis. The
testability analysis provides information about the solvability degree of the system
of equations and will be discussed in detail in Section 1.4.1. The second phase is
focused on the estimation of the actual values of all tested network parameters. The
influences of numerical errors, errors caused by the uncertainties of fixed network
parameters and measurement errors can be reduced by an appropriate selection of
test frequencies [46]. Several methods for an appropriate test frequency selection will
be discussed in detail in Section 1.4.2. The whole procedure of the multi-frequency
parametric fault diagnosis is shown in Fig. 1.5
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Fig. 1.5: Procedure of multi-frequency parametric fault diagnosis.
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Mathematically, the parameter estimation process represents a solution of the
set of nonlinear fault equations, i.e. chosen network functions evaluated at several
test frequencies, with respect to the tested network parameters p˜ chosen a priori
𝐻𝑘(𝑗𝜔𝑘,𝑖,p)−𝑀𝑘,𝑖 = 0 (1.1)
where p˜ represents a subset of tested parameters from all network parameters p˜ ∈ p,
𝐻𝑘 is the 𝑘-th network function with respect to the 𝑘-th test point and 𝑀𝑘,𝑖 are the
measurements of the 𝑘-th network function at the 𝑖-th test frequency. The principle
of construction of (1.1) is shown in Fig. 1.6. In general, each network function can
be measured at a different set of test frequencies. However, in order to speed up the
whole diagnosis procedure, only one set of test frequencies is usually used for the
measurements of all network functions.
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Fig. 1.6: Constitution of system of fault equations.
The system of equations (1.1) can be solved by several methods to obtain the
actual values of tested network parameters p˜, but the Newton-Raphson iteration
method is the most commonly used [47]. The method is very effective for finding the
best approximation of the roots of nonlinear and transcendent equations 𝐹 (p˜) = 0
numerically. From a mathematical point of view, the method is based on the first
two terms of the Taylor series, i.e. on local linear approximation [48].
The total number of independent fault equations must be at least equal to the
total number of unknown parameters to be estimated. Then, the system can have
a unique solution. When the total number of equations is greater than the total
number of unknown parameters, the error of the solution can be minimized using
the least-square approximation techniques [49].
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For the sake of simplicity, let us assume that only one network function, i.e.
one test point, is considered. Then, at every iteration step of the Newton-Raphson
iteration method the following linear equation is solved
p˜𝑛+1 = p˜𝑛 − 𝛼𝑛J(𝚥𝜔𝑖, p˜𝑛)−1 (H(𝚥𝜔𝑖, p˜𝑛)−M(𝚥𝜔𝑖)) (1.2)
where p˜ is a chosen subset of network parameters to be estimated, H is the column
vector of the network function evaluated at the test frequencies with respect to the
estimated parameters so far, M is the column vector of the measurements, J is the
Jacobian (sensitivity) matrix and 𝛼𝑛 is an adaptively chosen damping parameter to
increase the stability of the algorithm.
To reduce numerical errors, the entries of the Jacobian matrix J as well as the
column vector H corresponding to the system of fault equations evaluated at test
frequencies can be completely determined using symbolic techniques [50]. Especially
in the case of the Jacobian matrix, a symbolic partial derivative is very accurate
in comparison with classical numerical methods. The symbolic entries are derived
only once before the iteration process and then the expressions are evaluated only
numerically for the actual values of network parameters in each iteration step of
(1.2).
When the measurements are considered in the forms of magnitude and phase
responses, the equation (1.2) as well as (1.1) is complex. From a mathematical
point of view, the equation can be divided into real and imaginary parts, i.e. two
independent equations. However, for some tested parameters both equations can be
linearly dependent. Practically, only magnitude measurements may be preferable to
simplify the measurement process, then equations (1.1) and (1.2) are real.
At the first step of the algorithm, an initial guess p˜0 has to be chosen. Usually,
the vector corresponds to the nominal values of the parameters. The procedure is
repeated until a sufficiently low error ‖H −M‖ ≤ 𝜀 is reached. The value of 𝜀 is
constant and chosen a priori. There may also be other stopping criteria such as
the first-order optimality with respect to the Jacobian matrix, a small difference
of p˜ between consecutive iteration steps or a maximum number of iteration steps.
On the other hand, the Newton-Raphson iteration method may not be convergent,
especially in the presence of hard faults in the circuit. The convergence is conditioned
by the Fourier convergence criterion [48].
The process of solving (1.2) is also subjected to the errors resulting from a real
fault diagnosis. The errors are dominantly caused by the uncertainties of fixed net-
work parameters (well-working components with manufacturing tolerances), which
influence the entries of the Jacobian matrix 𝛿J, and the measurement errors 𝛿M.
At the last iteration step and after some mathematical arrangements, the equation
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can be formulated into the form [46]
Δp˜ = 𝛿p˜− (J+ 𝛿J)−1 (H−M− 𝛿M) (1.3)
where J is the original Jacobian matrix andM is the original vector of measurements.
Because the element Δp˜ = p˜𝑛+1 − p˜𝑛 at the last iteration step approaches to zero,
𝛿p˜ represents the total error of the parameter estimation process.
As was shown, the key requirements for robust multi-frequency parametric fault
diagnosis are the appropriate selections of test points and test frequencies. The
estimation of all network parameters usually involves a high number of test points
to constitute the system of linearly independent fault equations (1.1). However, from
a practical point of view, a minimum number of measurements should be chosen in
accordance with given fault observability. The observability is the measure of ability
to correctly detect all faults in the circuit.
1.4.1 Testability Analysis
The goal of testability analysis is to determine an optimal set of test point(s) in ac-
cordance with the unknown network parameters to be estimated. These parameters
must be chosen a priori before the analysis. The testability analysis is performed
in order to determine the solvability degree of the system of nonlinear fault equa-
tions (1.1). The most used definition of the solvability degree of analog circuits
was introduced in [51] as follows - the total number of testable network parameters
with respect to a selected set of test points, i.e. fault equations, is referred as the
testability degree 𝑇 . The testability degree is theoretically independent of a fault
localization method, nominal values of network parameters and a selected set of test
frequencies.
When the testability degree is lower than the total number of unknown network
parameters, the system of fault equations (1.1) does not have a unique solution
and the unknown network parameters can not be estimated independently. Then,
another test point must be chosen, i.e. an additional linearly independent fault
equation, or a reduction in the number of unknown network parameters must be
accepted, i.e. some of them are considered to have nominal values.
The term of network testability is referred to as the network-element-value-
solvability, which has been first introduced in [34]. The authors in [52] present a con-
cept of 𝑘-node-fault testability. Due to round-off errors, the numerical techniques
such as [53] for testability evaluation are applicable only for circuits of a moderate
size. For large-size circuits the problem can be overcome using symbolic techniques
[54]. An extension for non-linear analog circuits was presented in [55]. The au-
thors in [56] present a method for optimal test point selection based on weighted
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polynomial coefficients of chosen network functions. A method for effective deter-
mination of ambiguity groups in low-testability circuits based on the singular value
decomposition (SVD) was presented in [45], while a method in [57] is focused on the
ambiguity group determination in nonlinear circuits. A method [58] deals with the
test point selection based on the entropy evaluation and an integer-coded dictionary
technique was presented in [59].
In the case of the parametric fault diagnosis, the testability degree 𝑇 is referred
to as the solvability degree of the system of fault equations (1.1) [51]. For the sake
of simplicity, only one network function 𝐻, i.e. one test point, is considered in the
subsequent description, but the theory can be easily expanded to the case of several
test points. The testability degree of the circuit is given by the rank of the Jacobian
matrix J associated with the system of equations (1.1), i.e. total number of linearly
independent columns
𝑇 = rank (J) = rank
[︃
𝜕𝐻(𝑗𝜔𝑖)
𝜕𝑝𝑗
]︃
(1.4)
where 𝐻 is a chosen network function, and the rows and columns correspond to the
individual test frequencies 𝜔𝑖 and the tested network parameters 𝑝𝑗, respectively. In
general, the Jacobian matrix is a square matrix where the number of rows is equal
to the number of columns, i.e. the number of fault equations and the number of
tested network parameters are the same.
The rank of the matrix can be obtained by several methods such as Gaussian
elimination, Gauss-Jordan elimination, QR and LU factorization, etc. [4]. However,
to reduce round-off errors and in the case of low-testability circuits the SVD method
is one of the most efficient techniques to be used [45].
The linearly dependent columns of the Jacobian matrix J determine ambiguity
groups. Inside those groups the effects of individual network parameters on the
network functions are indistinguishable from one another. For example, two resistors
in series naturally form such group. All parameters, which belong to an ambiguity
group, can not be tested simultaneously. Only some of them can be estimated
independently. An ambiguity group, which does not contain any other ambiguity
group, i.e. every subset of this group is constituted by linearly independent columns,
is called a canonical ambiguity group. The order of the canonical ambiguity group
can not be greater than 𝑇 + 1 [56]. The union of several canonical ambiguity
groups with at least one common parameter define a global ambiguity group. The
canonical ambiguity group which does not have components in common with any
other canonical ambiguity group can also be considered as a global ambiguity group.
A surely testable parameter corresponds to the column which does not belong to
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any ambiguity group. The number of surely testable parameters can not be greater
than 𝑇 [56].
Let us assume the Jacobian matrix J of dimension 𝑚 x 𝑛 with the individual
entries 𝐽𝑖,𝑗. In accordance with (1.5), the columns are linearly dependent if and only
if there exists a set of scalars 𝛼𝑖 not all zero [60]. Vice versa, if such scalars do not
exist, i.e. all 𝛼𝑖 are zero, than the columns are linearly independent. The columns
of the matrix are understood in terms of column vectors and the element 0 is the
null vector.
𝛼1
⎡⎢⎢⎢⎢⎢⎢⎣
𝐽1,1
𝐽2,1
...
𝐽𝑚,1
⎤⎥⎥⎥⎥⎥⎥⎦+ 𝛼2
⎡⎢⎢⎢⎢⎢⎢⎣
𝐽1,2
𝐽2,2
...
𝐽𝑚,2
⎤⎥⎥⎥⎥⎥⎥⎦+ · · ·𝛼𝑛
⎡⎢⎢⎢⎢⎢⎢⎣
𝐽1,𝑛
𝐽2,𝑛
...
𝐽𝑚,𝑛
⎤⎥⎥⎥⎥⎥⎥⎦ = 0 (1.5)
The columns of the Jacobian matrix J define the vector space. All its linear
independent vectors form the basis. Any other vector belonging to the same space
can be expressed as a linear combination of these basis vectors. The total number
of basis vectors is equal to the dimension of the space. The rank of the matrix J
is equal to the total number of linearly independent columns, i.e. dimension of the
space. On the other hand, the kernel (null space) of the matrix is a set of all vectors
𝛼, which satisfy the equation J𝛼 = 0, corresponding to (1.5). The dimension of
the kernel is called the nullity of the matrix. The relationship between the rank and
nullity of a matrix is given by the rank-nullity theorem [60]
rank (J) + dim [ker (J)] = 𝑛 (1.6)
where 𝑛 is the total number of columns of the matrix J.
The entries of the Jacobian matrix are frequency dependent, but a set of test
frequencies is not available in the phase of testability analysis in general. The prob-
lem can be partially overcome using a method presented in [61]. In the paper, the
authors demonstrate that the testability degree 𝑇 of a circuit can also be obtained
directly as the rank of the matrix B
𝑇 = rank (B) = rank
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝜕𝑎0
𝜕𝑝1
𝜕𝑎0
𝜕𝑝2
· · · 𝜕𝑎0
𝜕𝑝𝑅... ... . . . ...
𝜕𝑎𝑛
𝜕𝑝1
𝜕𝑎𝑛
𝜕𝑝2
· · · 𝜕𝑎𝑛
𝜕𝑝𝑅
𝜕𝑏0
𝜕𝑝1
𝜕𝑏0
𝜕𝑝2
· · · 𝜕𝑏0
𝜕𝑝𝑅... ... . . . ...
𝜕𝑏𝑚
𝜕𝑝1
𝜕𝑏𝑚
𝜕𝑝2
· · · 𝜕𝑏𝑚
𝜕𝑝𝑅
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1.7)
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constituted by the derivatives of the polynomial coefficients 𝑎𝑖, 𝑏𝑖 of the fault equa-
tions (B.4) with respect to the tested network parameters p˜ = [𝑝1, 𝑝2, . . . 𝑝𝑅]T. The
matrix contains only real entries, the rows correspond to the polynomial coefficients,
while the columns correspond to the network parameters. The testability matrix
can also be formulated in the normalized form [56].
In accordance with [61], the necessary condition for maximum testability is as
follows: the total number of the polynomial coefficients, which are present in the
fault diagnosis equations, must be equal to or greater than the total number of
unknown parameters to be estimated. However, as can be seen, for example, in
Fig. 1.6, all transfer network functions in the circuit corresponding to the same in-
put quantity have the same denominator. These same denominators are redundant
in terms of (1.7) and can not increase the testability degree. Then, an improvement
of the testability is dependent only on the numerators of additional transfer func-
tions. For this reason, more complex transfer functions with a high number of the
polynomial coefficients in the nominator are desirable.
In the 𝑘-fault hypothesis the total number of faults is bounded to 𝑘 and the
number can not be greater than the testability degree 𝑇 . A circuit is 𝑘-fault testable
if all global ambiguity groups are constituted from canonical ambiguity groups of an
order at least equal to 𝑘+2 [56]. To reduce numerical errors, an efficient method for
determining ambiguity groups in low-testability circuits based on SVD was presented
in [45].
The matrix (1.7) is frequency independent and for this reason it does not involve
a set of test frequencies, which is not usually available in the phase of testability
analysis. In some applications it can be very useful. However, the measure only pro-
vides information about the maximal theoretical testability degree of the circuit. In
some specific cases, the effective testability degree can be lower than the theoretical
value [111]. On the other hand, the Jacobian matrix gives the accurate measure of
the solvability degree of the system, but it involves a set of frequencies.
Unfortunately, from a practical point of view some test points could not be
available or it can be very problematic or expensive to include them into the mea-
surements. For example, the indirect measurement of a current which flows through
a circuit branch may be very inaccurate, while the measurement using a current
sensor added into the circuit topology may influence the impedance matching of the
circuit. On the other hand, in the case of SoC circuit elements, the measurement of
inner nodes may be practically impossible. For complex measurements of network
functions it is necessary to use a vector signal analyser which can significantly in-
crease the test costs. All these problems are solved using the DfT techniques [6].
To overcome these potential problems, only test points corresponding to voltage
transfer functions and only magnitude measurements are usually preferable in the
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testability analysis. As was shown, the test point selection plays a fundamental role
for robust fault diagnosis.
1.4.2 Test Frequency Selection
The multi-frequency parametric fault diagnosis solves the system of nonlinear fault
equations (1.1) to obtain the actual values of some network parameters. The indi-
vidual fault equations, which constitute the system to be solved (1.1), are evaluated
(measured) at a chosen set of test frequencies. The total error of the parameter
estimation process is given by numerical errors, errors caused by the uncertainties
of fixed network parameters and measurement error. All these perturbations can be
significantly reduced by a suitable choice of test frequencies. For this reason, the
test frequency selection plays a fundamental role for robust fault diagnosis.
However, the optimal method has not been fully developed yet and still represents
an open problem being solved worldwide. A heuristic selection of frequencies was
presented in [62]. The authors in [8] propose a method based on maximizing the
rank of the Jacobian matrix associated with the system of fault equations. A method
based on differential sensitivities [13] is applicable for soft (parametric) faults, while
a method based on large-change sensitivities [63] is suitable for hard (catastrophic)
faults. The authors in [64] present a statistical method based on the interval analysis,
which can take into account component tolerances. Some methods for test frequency
selection based on the sensitivity evaluation and a neural network classifier were
presented in [65]. A method minimizing the condition number of the Jacobian
matrix and maximizing the sensitivities in the frequency domain, was proposed
in [46]. The authors in [66] use the genetic algorithm to find an appropriate test
frequency set, while a method in [67] is based on the simulated annealing minimizing
a fuzzy fitness function.
From a mathematical point of view, the test frequency selection using the Test
Index measure introduced in [46] seems to be well-defined. The measure is based on
theory for solving a perturbed system of linear equations [68]. Let us assume the
equation of a perturbed system in the form (1.3). By substituting (1.2) to (1.3) and
after some mathematical arrangements, the equation can be formulated as
𝛿p˜ =
(︁
I+ J−1𝛿J
)︁−1
J−1 (𝛿M− 𝛿JΔp˜) (1.8)
where all elements have the same meanings as previously in (1.3) and I is the unit
matrix. The equation represents the total error of solving the perturbed system.
Taking Euclidean norms, dividing both sides of the equation by element ‖Δp˜‖2,
assuming that 𝛿J is small enough so that ‖J−1𝛿J‖2 ≤ ‖J−1‖2‖𝛿J‖2 ≤ 1 and using a
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procedure from [68] the theoretical upper bound of the error of the solution can be
derived
‖𝛿p˜‖2
‖Δp˜‖2 ≤
C(J)
1− C(J)‖𝛿J‖2‖J‖2
(︃‖𝛿J‖2
‖J‖2 +
‖𝛿M‖2
‖H−M‖2
)︃
(1.9)
where C(J) is the condition number of the Jacobian matrix defined as [69]
C(J) = ‖J‖2‖J−1‖2 (1.10)
The inequality (1.9) bounds the relative error of the solution ‖𝛿p˜‖2 / ‖Δp˜‖2 as a
multiple of the relative errors ‖𝛿J‖2 / ‖J‖2 and ‖𝛿M‖2 / ‖H−M‖2 arising from the
perturbed system of fault equations. Because the system perturbations are given
by the real test process and can not be arbitrarily minimized, the conditionality of
the Jacobian matrix should be minimized as soon as possible to minimize the upper
bound of the error.
The convergence of the Newton-Raphson method is given by an initial guess
p˜0 which must be sufficiently close to the root p˜*. Commonly, the initial guess is
chosen to be equal to the nominal values of the tested parameters. However, the
values of roots are dependent on the potential faults in the circuit. For this reason,
the method may not be convergent for some (hard) faults.
When the Jacobian matrix is differentiable and is not singular, i.e. the matrix
has full rank and its determinant is not equal to zero, the Euclidean norm of the
matrix inverse can be bounded by [70]
‖J−1(p˜0)‖2 ≤ 𝛼 (1.11)
where 𝛼 is a positive real constant. The convergence of the Newton-Raphson algo-
rithm is predominantly given by the first iteration. The difference of the first two
consecutive iteration steps is given
‖p˜1 − p˜0‖2 = ‖J−1(p˜0)F(p˜0)‖2 ≤ 𝛽 (1.12)
where 𝛽 is a positive real constant bounding the maximal difference and the vector
F(p˜) = H(p˜)−M(p˜) corresponds to the system to be solved. Let the elements in
the vector F(p˜) have continuous second derivatives which satisfy the condition
𝑁∑︁
𝑘=1
⃒⃒⃒⃒
⃒𝜕2𝐹𝑖(p˜)𝜕𝑝𝑗𝜕𝑝𝑘
⃒⃒⃒⃒
⃒ ≤ 𝛾𝑁 (1.13)
for all {p˜ | ‖p˜− p˜0‖2 ≤ 2𝛽} and where 𝛾 is a positive real constant, 𝑁 is the total
number of tested network parameters and indices {𝑖, 𝑗 | 1 ≤ 𝑖, 𝑗 ≤ 𝑁}. If the con-
stants 𝛼, 𝛽, 𝛾 satisfy the condition 𝛼𝛽𝛾 ≤ 1/2 then the Newton-Raphson method
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is convergent and all iteration solutions p˜𝑛 lie in the hypothetical sphere with the
center point p0 and the radius 2𝑏
‖p˜𝑛 − p˜0‖2 ≤ 2𝛽 (1.14)
and the method converges to the solution lim
𝑛→∞ p˜𝑛 = p˜
* with the convergence speed
given by (1.15). As can be seen, the error of the solution is reduced at least by a
factor of two in each iteration step [70].
‖p˜𝑛 − p˜*‖2 ≤ 2𝛽2𝑛 (1.15)
The error of the perturbed system of fault equations as well as the convergence
of the Newton-Raphson iteration method are taken into account in the Test Index
measure [46]. Let us assume the measure in the form
𝐸1 = ln
(︃
C(J)− 1
‖J‖2
)︃
= ln
(︂ 1
𝜎min
− 1
𝜎max
)︂
(1.16)
the symbols 𝜎min and 𝜎max represent the minimum and maximum singular values of
the Jacobian matrix J, respectively. Due to a large range of 𝐸1 values, the measure
is usually represented in the logarithm scale.
From a mathematical point of view, the measure 𝐸1 consists of two elements.
The minimization of the condition number of the Jacobian matrix minimizes the
worst-case error of the parameter estimation process, while the maximization of
the norm of the Jacobian matrix improves the convergence rate of the Newton-
Raphson iteration algorithm [48]. A system of fault equations with a small 𝐸1 is
well-conditioned and better leads to fault location, while a system with a large 𝐸1
is ill-conditioned.
The value of 𝐸1 can be minimized by choosing an appropriate set of test frequen-
cies. A global stochastic optimization based on simulated annealing, particle swarm
optimization, genetic algorithm or random search is applicable. The gradient meth-
ods may fail due to the nature of the fitness function to be minimized, especially
for frequency selective circuits. These circuits usually have a sharp fitness function
with many discontinuities [66].
min
𝜔𝑖∈𝑅
{𝐸1(𝚥𝜔𝑖, p˜)} (1.17)
The Jacobian matrix as well as the value of the 𝐸1 measure depends on the
test frequencies 𝜔𝑖 and the actual values of tested network parameters p˜. However,
the values of the parameters are changing in each iteration step of the Newton-
Raphson method until a sufficient error of the solution is reached. Precisely, it
would require the repeated minimization of (1.17) and consequently the repeated
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measurements of the network functions at different sets of test frequencies in each
iteration step. However, from a practical point of view, it is not applicable and
only one optimization of the frequency set based on the nominal values of network
parameters and only one measurement of circuit characteristics are performed before
the network parameter estimation.
In the case of an ill-conditioned Jacobian matrix J, the numerical errors in (1.16)
can be significantly reduced using the SVD technique [4]. The SVD factorization
ensures robust and efficient implementation of some matrix algorithms, e.g. rank
evaluation, (pseudo) inversion, least-square minimization or approximation. The
singular value decomposition of a real or complex matrix A with dimension 𝑚 x 𝑛
is defined as
A = UΣV* (1.18)
where Σ is the diagonal matrix with the real non-negative singular values on the
main diagonal 𝜎 = [𝜎max, . . . , 𝜎min] and U and V are the real or complex square
unitary matrices. The dimensions of the matrices Σ, U and V are 𝑚 x 𝑛, 𝑚 x 𝑚
and 𝑛 x 𝑛, respectively. The operation V* represents the complex conjugation of
the matrix V. The matrix Σ corresponding to a well-conditioned Jacobian matrix
contains large linearly decreased non-zero singular values.
To evaluate the 𝐸1 measure using the SVD method the following equations can
be used [69]
‖J‖2 = 𝜎max ‖J−1‖2 = 𝜎min C(J) = 𝜎max
𝜎min
(1.19)
In [66] the original 𝐸1 measure was slightly reformulated into the form of the
Jacobian matrix inversion, which is from a mathematical point of view better-defined
with respect to the Newton-Raphson iteration method (1.2). Numerically, both
measures produce different values of optimality, but principally they are the same
and produce very similar frequency sets.
𝐸2 = ln
(︁
(C(J)− 1)‖J−1‖2
)︁
= ln
(︃
𝜎max − 𝜎min
𝜎2min
)︃
(1.20)
where all elements have the same meaning as for the previous measure.
Mathematically, both measures are well-defined. However, they do not take into
account some other aspects. The measures are based only on the nominal values
of network parameters and do not take into account the statistical distributions of
their variations caused by manufacturing tolerances or faults in the circuit. Also,
the measures can select test frequencies located in the stop band, which is not op-
timal in terms of measurement errors. In the case of an overdetermined system of
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fault equations, i.e. a greater number of equations than the number of unknown
parameters is chosen to reduce the error of the solution, the measure yields test
frequencies that are very close to each other. These close frequencies are not dis-
tributed over the whole frequency interval, can be irrelevant in terms of least-square
error minimization and only extended testing time. The minimization of (1.16) and
(1.20) can be very computationally expensive. The selection of 𝑛 test frequencies
represents an 𝑛-dimensional global optimization. For this reason, a new optimized
procedure for test frequency selection should be determined.
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2 AIMS OF DISSERTATION
The main objective of the thesis is to develop efficient methods for automatic test
plan generation for fault diagnosis of analog circuits in the frequency domain. To
reduce test cots, a minimum number of measurements should be taken into account,
but the ability to detect all faults in the circuit should not be reduced. The thesis
core consist of these three major parts
Methods for Test Frequency Selection - The selection of test frequencies can
be very computationally complex involving global stochastic optimizations.
The goal is to develop new efficient methods which ensure less computational
demands and produce more accurate results of fault diagnosis. Also, efficient
procedures for symbolical and numerical determinations of the Jacobian matrix
corresponding to magnitude-phase measurements should be derived.
Statistical Modelling of Fault Diagnosis Process - The multi-frequency para-
metric fault diagnosis can be fully implemented in the Matlab program. The
random process of circuit component fabrication, measurement errors and com-
ponent faults are simulated using the Monte Carlo method. A fault model for
generation of network parameters with respect to given probability density
functions and a model of measurement errors should be included. Also, a pro-
cedure for frequency set optimality evaluation with respect to a variation of
network parameters should be developed.
Special Methods for Solving Fault Equations - In consideration of the per-
turbed system of fault equations, the theoretical least possible number of
measurements can be insufficient for some circuits and the fault diagnosis may
return inaccurate results. However, by taking a small number of additional
measurements, the accuracy of results can be significantly improved.
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3 METHODS FOR TEST FREQUENCY
SELECTION
3.1 Symbolic Techniques
3.1.1 Network Parameter Normalization
As can be seen for example in [42], symbolic techniques can be very useful for
multi-frequency parametric fault diagnosis. The symbolic analysis of analog circuits,
briefly described in Appendix B, produces network functions in closed-form symbolic
expressions. These formulas are valid in general, i.e. for all values of network
parameters and frequency intervals for which the circuit model is valid. However,
in some specific computations in the parametric fault diagnosis, classic symbolic
methods working on original generated formulas can fail.
The robust fault diagnosis is associated with the numerical stability of the solu-
tion (1.1). It gives information about how sensitive the solution is with respect to a
small variation of input data. The algorithm is stable if a small variation of input
data cause a small variation of the solution. As it was shown previously in equation
(1.9), the stability depends on the conditionality of the Jacobian matrix (1.10) [70].
The network parameters have different physical units and their nominal values
are spread over a wide range of magnitudes, e.g. resistors (10 Ω − 10 MΩ), induc-
tors (100 nH − 1 mH) and capacitors (100 pF − 10 µF). For these un-normalized
parameters, the elements of the Jacobian matrix associated with the system of fault
equations (1.2) are mutually incomparable, as can be seen, for example, in (3.5)
and (3.6). The mutually incomparable elements cause that the Jacobian matrix is
ill-conditioned and the fault diagnosis returns non-relevant results.
The problem of different physical units in the Jacobian matrix is associated with
the problem of diagonal scaling of matrices. Mathematically, the optimal normal-
ization of the Jacobian matrix J consists in finding a diagonal scaling matrix D that
minimizes the condition number C (JD). However, the accurate solution represents
a difficult numerical problem which has not been solved yet. In accordance with
[71], a nearly optimal scaling of the Jacobian matrix with dimension 𝑛 x 𝑛 can be
achieved using
DJTJD = I (3.1)
where I is the unitary matrix with dimension 𝑛 x 𝑛. After some mathematical
arrangements, the equation leads to the criterion that the Euclidean norm of each
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column of the Jacobian matrix J𝑖 should be equal to one.
‖J𝑖‖2 = 1 (3.2)
When the elements in the Jacobian matrix are mutually incomparable, the Eu-
clidean norm is determined predominantly by the large elements while the small
elements are neglected. Thus, the Jacobian matrix is ill-conditioned, the algorithm
for parameter estimation may not be numerically stable and the fault diagnosis may
return non-relevant results. All these problems can be simply overcome by normal-
ization of all network parameters. When the network parameters are normalized, the
sensitivities are computed correctly, the Jacobian matrix is well-conditioned and the
parametric fault diagnosis returns relevant results [47]. However this simple method
may not be fully optimized with respect to definition (equ:dsm1).
Basically, the normalized parameter 𝑝 is given
𝑝 = 𝑝
𝑝nom
(3.3)
where 𝑝 is the actual value and 𝑝nom is the nominal value of a network parameter.
3.1.2 Example of Application
The method for network parameter normalization is demonstrated on a simple ex-
ample of a RLC band-reject filter shown in Fig. 3.1.
R
 L
CV1 V2
Fig. 3.1: RLC band-reject filter.
The voltage transfer function of the filter depends on the values of circuit com-
ponents 𝑅, 𝐿, 𝐶 and the complex frequency 𝑠 and can be expressed in symbolic
form as
𝐻(𝑠,p) = 𝑉2
𝑉1
= 𝐿𝐶𝑠
2 + 1
𝐿𝐶𝑠2 +𝑅𝐶𝑠+ 1 (3.4)
With respect to the nominal values of components 𝑅 = 1 kΩ, 𝐿 = 10 µH and
𝐶 = 100 nF, the filter is tuned to the center frequency 𝑓 c = 159.1 kHz with
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Fig. 3.2: Frequency response of band-reject filter.
the quality factor 𝑄 = 0.01. The frequency responses of the filter, i.e. magnitude
response in decibels and phase response in radians, are shown in Fig. 3.2.
Let us assume one test point corresponding to the output voltage 𝑉2. The total
number of unknown network parameters in the circuit is equal to three. Then, the
system of fault equations is based on the network function (3.4) evaluated at three
test frequencies.
The sensitivities of the un-normalized network parameters on the magnitude
and phase circuit responses are shown in Fig. 3.3. The individual curves constitute
the entries of the Jacobian (sensitivity) matrix, where each column of the matrix
corresponds to one curve, i.e. one network parameter, and each row corresponds to
one point at each curve, i.e. one test frequency.
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Fig. 3.3: Sensitivities of un-normalized network parameters.
Let us assume, for example, the Jacobian matrix evaluated for the frequency
set 𝑓 1 = 10 kHz, 𝑓 2 = 100 kHz and 𝑓 3 = 1 MHz. The matrix (3.5) corresponds
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to the magnitude frequency response, while the matrix (3.6) corresponds to the
phase frequency response. As can be seen, the individual entries in the matrices are
mutually incomparable and for this reason the conditionalities of the matrices are
very poor.
J|𝐻|(𝚥𝜔,p) =
⎡⎢⎢⎣
−2.2× 10−6 2.2× 10−8 5.6× 10−24
−2.2× 10−8 4.1× 10−10 5.6× 10−28
−2.2× 10−10 −1.3× 10−10 −1.9× 10−18
⎤⎥⎥⎦ (3.5)
J𝜙(𝚥𝜔,p) =
⎡⎢⎢⎣
1.6 −1.6× 10−2 −4.0× 10−18
1.6× 10−1 −1.6× 10−3 −4.0× 10−21
1.6× 10−2 −1.6× 10−4 −4.3× 10−24
⎤⎥⎥⎦ (3.6)
In accordance with (1.18), the singular values of the Jacobian matrix corre-
sponding to complex measurements, i.e. magnitude response in decibels and phase
response in radians, and ten logarithmically distributed test frequencies in the fre-
quency interval 100 Hz - 100 MHz are shown in (3.7). A greater number of fre-
quencies spread over a wide frequency interval ensures that the conditionality of the
Jacobian matrix is not so dependent on a chosen set of test frequencies.
Σ𝐻 = diag(163.03, 1× 10−4, 0) (3.7)
As can be seen, the matrix contains only one enough non-zero element. With
respect to the definition of the condition number (1.19), when the ratio of the sin-
gular values 𝜎max/𝜎min is large, the Jacobian matrix is ill-conditioned. The columns
of the matrix are linearly dependent and only one network parameter can be tested
independently.
As will be shown, significantly better results can be achieved using the network
parameter normalization. Let us assume the same example as previously. The sen-
sitivities of the normalized network parameters in accordance with (3.3) are shown
in Fig. 3.4. The corresponding Jacobian matrices corresponding to the magnitude
and phase responses are given by (3.8) and (3.9), respectively.
J|𝐻|(𝚥𝜔,p) =
⎡⎢⎢⎣
−8.5 −3.3× 10−2 −8.5
−8.7 −5.7 −1.4× 101
−8.7 8.9 2.2× 10−1
⎤⎥⎥⎦ (3.8)
J𝜙(𝚥𝜔,p) =
⎡⎢⎢⎣
−1.5× 10−1 −6.3× 10−4 1.6× 10−1
9.6× 10−3 −6.3× 10−3 1.6× 10−2
6.1× 10−2 −6.3× 10−2 1.6× 10−3
⎤⎥⎥⎦ (3.9)
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Fig. 3.4: Sensitivities of normalized network parameters.
The singular values corresponding to the same scenario but with one exception
resulting in the normalized network parameters are shown in (3.10).
Σ𝐻 = diag(28.3, 20.7, 0) (3.10)
As can be seen, the Jacobian matrix is much better conditioned. Because the
diagonal matrix of singular values contains two significantly non-zero elements, the
rank of the Jacobian matrix (testability degree 𝑇 ) is equal to two. Using the reduced
echelon form of the Jacobian matrix (3.11), a linear dependence of some columns
can be found. The third column is a linear combination of the first and second
columns. It corresponds to the global ambiguity group of the third order (𝑅, 𝐿, 𝐶).
Because the columns of the Jacobian matrix directly correspond to the sensitivities
(3.4), the linear dependence can also be found in the figures.
J𝐻(𝚥𝜔,p) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1
0 1 1
0 0 0
0 0 0
0 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.11)
In this case, only two network parameters can be estimated independently. The
remaining parameter must be assumed to have the nominal value. Because the
manufacturing tolerances of inductors and capacitors are greater in comparison with
tolerances of resistors, the tested network parameters can be 𝐿 and 𝐶. On the other
hand, the testability degree of the circuit can be improved by adding a new test
point(s) to constitute new linearly independent fault equations.
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As was shown previously, the effective testability degree of the circuit can be sig-
nificantly dependent on the nominal values of network parameters. For this reason,
the normalization of network parameters (3.3) should always be used to perform the
robust fault diagnosis.
3.2 Effective Testability Determination
3.2.1 Jacobian Matrix and Testability Matrix Approach
The testability degree of an analog circuit is theoretically independent of nominal
values of circuit components, a selected set of test frequencies and a fault detection
method [56]. However, practical results show that it may not be true in general. In
this chapter, a variation of the testability degree 𝑇 determined from the Jacobian
matrix associated with the system of fault equations (1.4) or the method based
on the testability matrix B (1.7), both evaluated symbolically and numerically, is
demonstrated.
The testability can be dependent on many aspects. The nominal values of com-
ponents, the process of network parameter normalization, the difference between the
actual and nominal values of a parameter, the total number of (unknown) tested
parameters and the set of test frequencies may have a significant influence on the
testability degree [111].
The testability degree of a circuit determined using the testability matrix B
(1.7) evaluated for normalized network parameters gives only the upper theoretical
bound of the network solvability with respect to a selected set of test point(s).
Because it takes into account all polynomial coefficients of the network function(s),
the measure is valid only for complex measurements of frequency responses [61].
When only magnitude or phase measurements are performed, the testability degree
can be lower. Also, for some particular nominal values of network parameters the
rank of the matrix B determined numerically can be lower than the rank obtained
symbolically. To reduce numerical errors and in the case of low testability circuits
a numerical approach based on the SVD factorization can be used for the rank
evaluation.
On the other hand, the testability degree of a circuit determined as the rank of
the Jacobian matrix (1.4) gives information about the effective solvability degree of
the system of fault equations (1.1) to be solved in the parametric fault diagnosis [8].
The measure (1.4) provides more accurate results in comparison with the method
(1.7) and for this reason it is more suitable for real test point selection. The Jacobian
matrix is frequency dependent, i.e. the rank of the matrix can be also frequency
dependent, but a set of test frequencies is not usually available in the phase of
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testability analysis. The selection of an optimal frequency set is not trivial and
usually requires sophisticated methods, e.g. global optimization techniques and
minimizations. The problem can be partially overcome using a greater number of
test frequencies distributed regularly over a wide frequency interval to ensure less
frequency dependence of the rank of the Jacobian matrix. This set of frequencies is
not minimal (optimal), but for basic testability determination it is usually sufficient.
3.2.2 Magnitude-phase Sensitivities
In the case of complex measurements, the entries of the Jacobian matrix as well as
equation (1.2) are complex. The equation can be divided into real and imaginary
parts. Mathematically, both parts constitute two independent fault equations at
one test frequency. However, for some combinations of tested network parameters
and some test frequencies, they can be linearly dependent.
Let us assume an arbitrary network function (B.4) in the form [47]
𝐻(𝚥𝜔𝑖, p˜) = |𝐻|e𝚥𝜙 (3.12)
where |𝐻| and 𝜙 represent the magnitude and phase frequency responses, respec-
tively. By taking the natural logarithm of both sides of the equation
ln𝐻 = ln |𝐻|+ 𝚥𝜙 (3.13)
and making partial derivatives of the results, equation (3.14) can be obtained.
L : 𝜕ln𝐻
𝜕𝑝𝑗
= 𝜕𝐻
𝜕𝑝𝑗
1
𝐻
R : 𝜕(ln |𝐻|+ 𝚥𝜙)
𝜕𝑝𝑗
= 𝜕|𝐻|
𝜕𝑝𝑗
1
|𝐻| + 𝚥
𝜕𝜙
𝜕𝑝𝑗
(3.14)
By comparing the real and imaginary parts of (3.13) and (3.14), the sensitivities of
magnitude and phase frequency responses to the individual network parameters can
be obtained
𝑆
|𝐻|
𝑝𝑗 = ℜ
{︃
𝜕𝐻
𝜕𝑝𝑗
1
𝐻
}︃
(3.15)
𝑆𝜙𝑝𝑗 = ℑ
{︃
𝜕𝐻
𝜕𝑝𝑗
1
𝐻
}︃
(3.16)
where the equations correspond to the magnitude response measured in absolute
value and the phase response measured in radians. The equations represent the
generic entries of the Jacobian matrix. When the magnitude response is measured
in decibels, the sensitivity is given
𝑆
|𝐻|
𝑝𝑗 = 20 log(e)ℜ
{︃
𝜕𝐻
𝜕𝑝𝑗
1
𝐻
}︃
(3.17)
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In the case of small-size circuits, the sensitivities can be derived symbolically to
reduce numerical errors. However, for large-size circuits the complexity of a network
function 𝐻 expressed in symbolic form grows exponentially with the total number
of network parameters. Thus, the sensitivities should be evaluated numerically to
ensure sufficient computational demands. More information on the complexity of a
generated symbolic formula is given in Appendix C.
Any network function 𝐻 can be obtained as a ratio of two algebraic cofactors A1
andA2 which are derived from the circuit matrixA by means of adding and deleting
some rows and columns. The coefficient 𝛼 depends on the indices of the rows and
columns. The construction of the circuit matrix A using modified nodal analysis is
described in Appendix B. More information on generating network functions using
the algebraic cofactors can be found in a textbook of circuit theory, e.g. in [72].
𝐻 = (−1)𝛼det(A1)det(A2) (3.18)
Assume a simple example of an admittance-type element 𝑔 connected between
circuit nodes 𝑖 and 𝑗, which appears in the admittance part of the circuit matrix A
as shown in Fig. 3.5
i j
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Fig. 3.5: Conductor 𝑔 and its stamp in hybrid circuit matrix.
Due to row and column transformations of the circuit matrix A into the matrices
A1 and A2, the element 𝑔 may appear in A1 or A2 in a four-position pattern as
shown in Fig. 3.5. It may also appear in just one row or column, or only in one
position in the matrix. Let us assume that the element 𝑔 appears in both matrices
A1 and A2 in all four positions. In this case both determinants det(A1) and det(A2)
can be expanded into the following forms
det(A1) = det(A
′
1) + 𝑔
(︁
Δ(A1)𝑖1:𝑖1 +Δ
(A1)
𝑗1:𝑗1 −Δ(A1)𝑖1:𝑗1 −Δ(A1)𝑗1:𝑖1
)︁
det(A2) = det(A
′
2) + 𝑔
(︁
Δ(A2)𝑖2:𝑖2 +Δ
(A2)
𝑗2:𝑗2 −Δ(A2)𝑖2:𝑗2 −Δ(A2)𝑗2:𝑖2
)︁
(3.19)
where the matrices A′1 and A
′
2 correspond to the matrices A1 and A2 without the
element 𝑔. The entries Δ(A1)𝑖1:𝑗1 and Δ
(A2)
𝑖2:𝑗2 are the algebraic cofactors of the matrices
A1 and A2, respectively. The indices 𝑖, 𝑗 corresponding to A1 and A2 are different
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in general. If the element 𝑔 appears in the matricesA1 orA2 in two or one positions,
equations (3.19) would contain only the cofactors whose indices correspond to the
element coordinates. For impedance-type elements, as well as for controlled sources,
e.g. operation amplifiers, the formulas will be similar and they can be found in [72].
In accordance with (3.18) and (3.19), the network function 𝐻 can be expressed
for any unique network parameter 𝑝𝑗 in the bilinear form
𝐻 = 𝑎𝑝𝑗 + 𝑏
𝑐𝑝𝑗 + 𝑑
(3.20)
where 𝑎, 𝑏, 𝑐 and 𝑑 are complex numbers nonlinearly dependent on the network
parameters evaluated for a fixed frequency 𝑠.
For large-size circuits, the bilinear form (3.20) can be used to effectively (nu-
merically) evaluate network functions as well as sensitivities to network parameters
[106]. The magnitude-phase sensitivities given by equations (3.15), (3.16) and (3.17)
can be written using the quotient rule for a fraction derivative in the following form
𝜕𝐻
𝜕𝑝𝑗
1
𝐻
= 𝑎(𝑐𝑝𝑗 + 𝑑)− 𝑐(𝑎𝑝𝑗 + 𝑏)(𝑐𝑝𝑗 + 𝑑)2
𝑐𝑝𝑗 + 𝑑
𝑎𝑝𝑗 + 𝑏
(3.21)
The equation (3.21) should be simplified using partial fraction decomposition
𝑎𝑑− 𝑏𝑐
(𝑎𝑝𝑗 + 𝑏)(𝑐𝑝𝑗 + 𝑑)
= A
𝑎𝑝𝑗 + 𝑏
+ B
𝑐𝑝𝑗 + 𝑑
𝑎𝑑− 𝑏𝑐 = A(𝑐𝑝𝑗 + 𝑑) +B(𝑎𝑝𝑗 + 𝑏)
A𝑐𝑝𝑗 +B𝑎𝑝𝑗 = 0 A𝑑 = 𝑎𝑑 B𝑏 = −𝑏𝑐 (3.22)
After some mathematical arrangements, equation (3.23) for numerical evaluation
of sensitivities can be derived. Remember that the numbers 𝑎, 𝑏, 𝑐 and 𝑑 are complex,
the real and imaginary parts of the equation correspond to the magnitude and phase
sensitivities, respectively.
𝜕𝐻
𝜕𝑝𝑗
1
𝐻
= 𝑎
𝑎𝑝𝑗 + 𝑏
− 𝑐
𝑐𝑝𝑗 + 𝑑
(3.23)
With respect to (3.19), the numerical computation of the determinants det(A1)
and det(A2) is not so computationally expensive in comparison with the computa-
tion of all algebraic cofactors Δ𝑖,𝑗. Fortunately, all cofactors can be computed at
once by a simple matrix inversion. The inversion of any regular matrix M with
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dimension 𝑛 x 𝑛 can be performed using the adjoint matrix MTΔ which is equal to
the transpose of the cofactor matrix [69].
M−1 = 1det(M)
⎡⎢⎢⎢⎣
Δ1,1 · · · Δ1,𝑛
... . . . ...
Δ𝑛,1 · · · Δ𝑛,𝑛
⎤⎥⎥⎥⎦ = M
T
Δ
det(M) (3.24)
After some mathematical arrangements, the matrix of algebraic cofactors is then
MΔ = det(M)
(︁
M−1
)︁T
(3.25)
To compute all algebraic cofactors in (3.19) it is necessary to compute only two
matrix inversions. Then, the results constitute one row of the Jacobian matrix,
i.e. the sensitivities of one network function to all network parameters at one test
frequency. The method is very efficient because the large-change sensitivities can be
calculated with the computational demands corresponding to the cost of computing
the network function itself at selected test frequencies. However, because the values
of the network function are evaluated directly using the bilinear form (3.20), i.e. the
complex numbers 𝑎, 𝑏, 𝑐 and 𝑑 are known for a particular frequency, the computation
of sensitivities can be performed directly without any additional computational cost.
The evaluation of network functions and sensitivities can be done simultaneously.
3.2.3 Example of Application
The difference of testability obtained as the rank of the Jacobian matrix (1.4) and
the method using polynomial coefficients (1.7) is discussed in detail on a simple
example of an RC phase shifter filter shown in Fig. 3.6.
R1 R2
R3
C
V1 V2
Fig. 3.6: RC phase shifter filter
In the case of 𝑅1 equal to 𝑅2 the circuit behaves as a first-order all-pass phase
shifter. The magnitude-phase frequency response of the filter for the nominal values
of components 𝑅1 = 𝑅2 = 𝑅3 = 1 Ω and 𝐶 = 1 F and the ideal operational
amplifier is shown in Fig. 3.7. From a practical point of view, the nominal values
of all circuit components are impractical, but they are chosen deliberately for the
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sake of simplicity because they do not require normalization. Then, the matrix B
contains only (minus) one and zero elements.
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Fig. 3.7: Frequency response of filter.
Only one test point corresponding to the output voltage 𝑉2 is considered in the
subsequent analysis. The transfer function of the filter is as follows
𝐻(𝑠,p) = 𝑉2
𝑉1
= −𝑅2𝑅3𝐶𝑠+𝑅1
𝑅1𝑅3𝐶𝑠+𝑅1
(3.26)
The polynomial coefficients of the chosen network function (3.26) constitute the
testability matrix B in symbolic form (3.27). The individual columns of the matrix
correspond to the network parameters 𝑅1, 𝑅2, 𝑅3 and 𝐶, consecutively. The numer-
ically evaluated matrix B and the corresponding singular values are shown in (3.28)
and (3.29), respectively. Due to three non zero elements in the diagonal matrix Σ𝐵,
the theoretical testability degree of the circuit is equal to three. Up to three network
parameters can be tested theoretically. As can be seen in the testability matrix, the
third and fourth columns are linearly dependent with the coefficient 𝑅3/𝐶. These
network parameters constitute the canonical ambiguity group of the second order
(𝑅3, 𝐶) and can not be tested simultaneously.
𝑇 = rank (B) =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 0
0 −𝐶𝑅3 −𝐶𝑅2 −𝑅2𝑅3
1 0 0 0
𝐶𝑅3 0 𝐶𝑅1 𝑅1𝑅3
⎤⎥⎥⎥⎥⎥⎦ (3.27)
𝑇 = rank (B) =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 0
0 −1 −1 −1
1 0 0 0
1 0 1 1
⎤⎥⎥⎥⎥⎥⎦ (3.28)
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Σ𝐵 = diag(2.31, 1.54, 0.57, 0) (3.29)
The sensitivities of the magnitude frequency response measured in decibels and
the phase frequency response in radians to the normalized network parameters are
shown in Fig. 3.8. The sampled curves with respect to a frequency set directly
correspond to the entries of the Jacobian matrix in accordance with (3.17) and
(3.16). The linearly dependent columns determine the effective testability degree of
the circuit and determine ambiguity groups. The differences between the theoretical
testability (1.7) and the effective testability (1.4) of the circuit is discussed in detail.
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Fig. 3.8: Sensitivities of normalized network parameters.
• As can be seen in Fig. 3.8, the curves corresponding to the network param-
eters 𝑅3 and 𝐶 are the same in the magnitude and phase sensitivities. The
Jacobian matrix evaluated for the hypothetical frequency set 𝑓 1 = 43 mHz,
𝑓 2 = 159 mHz and 𝑓 3 = 590 mHz is shown in (3.30). The first three rows
and the last three rows correspond to the magnitude and phase sensitivities,
respectively. These parameters constitute the canonical ambiguity group of
the second order (𝑅3, 𝐶). Only one parameter of the group can be tested, the
remaining one must be assumed to have nominal value. The same result was
also obtained from the testability matrix B (3.28).
J𝐻 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−0.59 0.59 0 0
−4.34 4.34 0 0
−8.10 8.10 0 0
0.25 −0.25 −0.50 −0.50
0.50 −0.50 −1.00 −1.00
0.25 −0.25 −0.50 −0.50
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.30)
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• Also, in the case of the same nominal values of the parameters 𝑅1 = 𝑅2,
the linearly dependent columns of the Jacobian matrix (3.30) determine the
canonical ambiguity group (𝑅1, 𝑅2) and the parameters can not be tested
simultaneously. With respect to two ambiguity groups, the effective testability
degree of the circuit is only two.
• When only magnitude measurements are performed, the parameters 𝑅3 and 𝐶
can not be effectively estimated because they have no effect on the magnitude
frequency response. Mathematically, they correspond to the null columns in
the Jacobian matrix (3.31). Also, according to the ambiguity group (𝑅1, 𝑅2),
the effective testability is only one.
J|𝐻| =
⎡⎢⎢⎣
−0.59 0.59 0 0
−4.34 4.34 0 0
−8.10 8.10 0 0
⎤⎥⎥⎦ (3.31)
• In the case of only phase measurements, all sensitivities are linearly dependent
and they constitute the global ambiguity group (𝑅1, 𝑅2, 𝑅3, 𝐶). Only one
parameter among all network parameters can be considered as potentially
faulted. The effective testability of the circuit is only one.
J𝜙 =
⎡⎢⎢⎣
0.25 −0.25 −0.50 −0.50
0.50 −0.50 −1.00 −1.00
0.25 −0.25 −0.50 −0.50
⎤⎥⎥⎦ (3.32)
• As it was shown, for independent testing of two network parameters with
respect to the ambiguity groups, the magnitude and phase frequency responses
of the circuit must be measured.
The theoretical testability degree 𝑇 determined using the testability matrix B
provides information about the maximum testability with respect to a selected set
of test point(s) and is valid only for magnitude-phase measurements. The rank of
the testability matrix B evaluated symbolically and numerically can be different. As
was shown, the same nominal values of some network parameters and the method
of frequency response measurements can also have a significant influence on the
effective testability degree. On the other hand, the method based on the rank
evaluation of the Jacobian matrix (1.7) provides more accurate results because it
produces information about the solvability degree of the system of fault equations
(1.2). For this reason, the measure is more suitable for a real test point selection,
however, it requires a frequency set which is not usually available in the phase of
testability analysis.
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3.3 Simplified Test Frequency Selection for
Band-Pass Filters
3.3.1 Centering of Test Frequencies
The test frequency selection for the multi-frequency parametric fault diagnosis of
analog circuits in the frequency domain still represents an open problem [1]. There
are many methods which were cited in the introduction, but none of them is opti-
mal in general. The measures 𝐸1 and 𝐸2 based on minimizing the conditionality of
the Jacobian matrix associated with the system of fault equations and maximizing
the sensitivities of tested network parameters in the frequency-domain are math-
ematically well-defined for the test frequency selection. However, the process of
minimization of the measures may represent a very complex problem for large-size
circuits or circuits with a large number of tested network parameters. It usually
involves a global optimization technique such as Particle Swarm Optimization or
Genetic Algorithm, but these techniques can be very computationally expensive. In
general, The selection of 𝑛 test frequencies represents an 𝑛-dimensional optimization.
However, for band-pass filters a simple heuristic method can be used for deter-
mining an appropriate set of test frequencies. The main advantages of the method
are very low computational costs and very easy implementation in the Matlab pro-
gram. Let us consider magnitude measurements in decibels and phase measurements
in radians (3.12) of one network function in the subsequent analysis. When the sys-
tem of fault equations (1.1) consists of only magnitude or phase measurements,
the total number of test frequencies is equal to the total number of tested network
parameters.
In the case of only one unknown network parameter, the system of fault equa-
tions consists of one fault equation and it is necessary to determine only one test
frequency where the tested parameter has the greatest influence on the selected net-
work function, i.e the frequency at which the sensitivity of the parameter is maximal.
As can be seen in Fig. 3.11 the center frequency of the band-pass filter seems to be
approximately the optimal choice for all network parameters.
When two unknown network parameters are considered, the system of fault equa-
tions consists of two fault equations and at least two different test frequencies must
be chosen for the parameter estimation. It has been found by several simulations
that all test frequencies should be distributed symmetrically (with respect to a log-
arithmic frequency axis) around the center frequency for symmetrical band-pass
filters. Then, the relationship between the individual test frequencies 𝑓 1 and 𝑓 2 is
given
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𝑓 1 =
𝑓 c
𝑘
𝑓 2 = 𝑘𝑓 c (3.33)
where 𝑘 is the spreading coefficient which determines the spacing between the test
frequencies and the center frequency of the filter 𝑓 c.
With respect to (3.33), the original 2-dimensional optimization problem is re-
duced to the optimization of only one parameter 𝑘 which can be stepped easily. The
value of 𝑘 which corresponds to the minimum of the fitness function (1.16) or (1.20)
determines the optimum set of test frequencies.
Also, the value of the spreading coefficient 𝑘 depends on the quality factor 𝑄
of the filter. It was found by several simulations that the optimal test frequencies
approximately correspond to the lower and upper 3 dB cut-off frequencies.
Let us consider the classic relationships of the center frequency 𝑓 c, bandwidth
𝐵, quality factor 𝑄 and cut-off frequencies 𝑓 1 and 𝑓 2. When the filter is sufficiently
selective (𝑓 2/𝑓 1 < 1.1), the geometric mean of 𝑓 1 and 𝑓 2 is approximately equal to
the arithmetic mean.
𝑄 = 𝑓 c
𝐵
𝐵 = 𝑓 2 − 𝑓 1 𝑓 c =
√︁
𝑓 1𝑓 2 (3.34)
The following equation can be determined by substituting (3.33) into (3.34)
𝑓 c
𝑄
= 𝐵 = 𝑓 2 − 𝑓 1 = 𝑘𝑓 c − 𝑓 c
𝑘
= 𝑓 c(𝑘
2 − 1)
𝑘
(3.35)
By elimination of 𝑓 c from (3.35) and after some mathematical arrangements the
value of the spreading coefficient which depends on the filter quality factor 𝑄 is
given
𝑄 = 𝑘
𝑘2 − 1 (3.36)
The lower and upper cut-off frequencies of a band-pass filter can also be deter-
mined directly from the center frequency and the quality factor of the filter. Using
(3.34) and after some mathematical arrangements the following equations can be
written
𝑓 c𝑓 1
𝑓 2c − 𝑓 21
= 𝑄 = 𝑓 c𝑓 2
𝑓 22 − 𝑓 2c
𝑓 21 +
𝑓 c𝑓 1
𝑄
− 𝑓 2c = 0 = 𝑓 22 −
𝑓 c𝑓 2
𝑄
− 𝑓 2c (3.37)
The quadratic equations (3.37) can be solved easily using the quadratic for-
mula (3.38)
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A𝑦2 +B𝑦 + C = 0
𝑦1,2 =
−B±√B2 − 4AC
2A (3.38)
In general, the solution of a quadratic equation may have two real roots, one
real double root or two (non-real) complex roots. It depends on the value of the
discriminant of (3.38). Because the quality factor of the filter 𝑄 must always be
positive, the discriminant is positive, as well. For this reason, the solution of (3.37)
always consists of two real roots, i.e. the lower and upper cut-off frequencies
𝑓 1 = 𝑓 c
(︃√︃
1 + 14𝑄2 −
1
2𝑄
)︃
𝑓 2 = 𝑓 c
(︃√︃
1 + 14𝑄2 +
1
2𝑄
)︃
(3.39)
In the case of three tested network parameters, the system of fault equations
consisting three fault equations and three test frequencies distributed symmetrically
around the center frequency of the filter should be chosen
𝑓 1 =
𝑓 c
𝑘
𝑓 2 = 𝑓 c 𝑓 3 = 𝑘𝑓 c (3.40)
The original 3-dimensional optimization problem is reduced to the optimization
of only one parameter 𝑘 as well as in the case of two test frequencies. However, the
side test frequencies 𝑓 1 and 𝑓 3 no longer correspond to the lower and upper cut-
off frequencies of the filter, i.e. the spreading coefficient 𝑘 can not be determined
using (3.36). However, by stepping the parameter 𝑘 an appropriate set of test
frequencies can be easily determined.
3.3.2 Example of Application
The proposed method is be demonstrated on a simple example of the second-order
band-pass filter shown in Fig. 3.9. The filter operates in current mode. The struc-
ture of the filter is based on a Single Active Block topology (SAB) with one feedback
loop which generates complex poles and a real zero in the 𝑠-plane. The circuit con-
sists of one transconductor (OTA) and four passive components. The OTA has the
single-ended voltage input and the complementary current output. The center fre-
quency of the filter is given by 𝑅1, 𝑅2, 𝐶1 and 𝐶2. The quality factor 𝑄 can be
electronically and independently controlled by tuning the OTA transconductance
𝑔m.
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Fig. 3.9: 2nd order band-pass filter in current mode
The current transfer function of the filter with respect to the input port 𝐼1 and
the output port 𝐼2 is given
𝐻(𝑠,p) = 𝐼2
𝐼1
= 𝑔m𝑅1𝑅2𝐶1𝑠
𝑅1𝑅2𝐶1𝐶2𝑠2 − (𝑔m𝑅1𝑅2𝐶1 −𝑅2𝐶1 −𝑅2𝐶2 − 𝐶1𝑅1)𝑠+ 1 (3.41)
In the case of 𝑅1 = 𝑅2 = 𝑅 and 𝐶1 = 𝐶2 = 𝐶 the design equations of the filter
can be greatly simplified
𝑓 c =
1
2𝜋𝑅𝐶 𝑄 =
1
(3− 𝑔m𝑅) (3.42)
For the nominal values of components 𝑅1 = 𝑅2 = 𝑅 = 159.1 Ω, 𝐶1 = 𝐶2 = 𝐶 =
1 nF and 𝑔m = 18.23 mS, the filter is tuned to the center frequency 𝑓 𝑐 = 1MHz with
the quality factor 𝑄 = 10. For the quality factor 𝑄 = 3 and 𝑄 = 1 the nominal
values of transconductance 𝑔m are then 16.80 mS and 12.57 mS, respectively. The
magnitude and phase frequency responses of the filter are shown in Fig. 3.10
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Fig. 3.10: Magnitude and phase frequency responses.
Let us consider one test point corresponding to the filter output, i.e. the network
function (3.41) in the form of magnitude-phase characteristics, in the subsequent
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analysis. The normalized testability matrix B, where the individual columns cor-
respond to the network parameters 𝑅1, 𝑅2, 𝐶1, 𝐶2, 𝑔m and each row of the matrix
is normalized with respect to the corresponding polynomial coefficient, i.e. 𝜕𝑎𝑖
𝜕𝑝𝑗
1
𝑎𝑖
, is
shown in (3.43). In accordance with the matrix B formulated in the reduced echelon
form (3.44), the theoretical testability degree is equal to three with respect to the
ambiguity groups (𝑅2, 𝐶1) and (𝑅1, 𝐶2, 𝑔m). The singular values corresponding to
the testability matrix are shown in (3.45).
𝑇 = rank (B) =
⎡⎢⎢⎢⎢⎢⎣
1 1 1 0 1
0 0 0 0 0
−19.1 −9.0 −9.0 10.0 −29.0
1 1 1 1 0
⎤⎥⎥⎥⎥⎥⎦ (3.43)
𝑇 = rank (B) =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 0 1
0 1 1 0 0
0 0 0 1 −1
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎦ (3.44)
Σ𝐵 = diag(38.5, 2.1, 0.3, 0) (3.45)
In Fig. 3.11 the sensitivities of the magnitude frequency response in decibels and
the phase frequency response in radians to the normalized network parameters for
the different values of the filter quality factor (𝑄 = 1, 𝑄 = 3, 𝑄 = 10) are shown.
The curves of the sensitivities corresponding to the parameters 𝑅2 and 𝐶1 are the
same.
As can be seen in Fig. 3.11 the sensitivities depend on the selectivity of the
filter. In the case of a highly selective filter, the sensitivities are much higher (ap-
proximately 𝑄 times) in comparison with a low selectivity filter and the maximums
of the sensitivities are very close to the center frequency of the filter.
For this reason, in the case of only one network parameter estimation, the center
frequency of the filter 𝑓 c can be considered as the optimal choice of the test frequency
for high selectivity band-pass filters. When the selectivity of the filter is low (𝑄 < 1),
the maximums of the sensitivities no longer correspond to the center frequency of
the filter and the selected test frequency may not be optimal for the parameter
estimation.
In the case of two unknown network parameters and one fault equation, i.e. real
or imaginary part of the network function, at least two test frequencies minimizing
the 𝐸1 or 𝐸2 measures must be chosen. Let us consider the group of tested net-
work parameters (𝑅2, 𝑔m) in the subsequent analysis. The optimal test frequency
selection represents a 2-dimensional optimization problem which can still be solved
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Fig. 3.11: Sensitivities of network parameters (𝑄 = 1, 𝑄 = 3, 𝑄 = 10).
by stepping each parameter, i.e. test frequencies. The shapes of the fitness func-
tions 𝐸1 and 𝐸2 for the different selectivity of the filter 𝑄 = 1 and 𝑄 = 10 and for
the magnitude and phase frequency responses are shown in Fig. 3.12 and Fig. 3.13.
Because the optimality of a test frequency set does not depend on the particular
ordering of the individual test frequencies, the figures are symmetrical with respect
to the diagonal axis of symmetry of the searched space of optimization coordinates.
When the individual test frequencies are distributed too close to each other, the
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system of fault equations consists of very similar equations and it is ill-conditioned.
In the limit case of 𝑓 1 equal to 𝑓 2, i.e. the axis of the space of optimization coor-
dinates, the system of fault equations consists of only one fault equation and the
values of the fitness functions 𝐸1 and 𝐸2 are infinite. For this reason, frequency sets
with the values of the fitness functions above 20 are removed from the figures to
maintain the z-axis resolution.
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Fig. 3.12: Testable group (𝑅2, 𝑔m), magnitude response, (𝑄 = 1, 𝑄 = 10).
As can be seen in Fig. 3.12 and Fig. 3.13, both fitness functions 𝐸1 and 𝐸2
provide similar results, i.e. approximately the same optimal sets of test frequencies.
The values of the fitness functions are different, but the shapes of the curves are
almost the same.
Also, the shape of the fitness function depends on the selectivity of the filter.
When the selectivity is low, the shape is flat and the test frequency selection is a
simple matter. While for high selectivity filters, the shape of the fitness function is
sharp with several local minimums, discontinuities and singularities. Therefore, the
test frequency selection for high selectivity circuits may be an extremely difficult
problem which involves high requirements on global optimization techniques.
Let us assume that the individual test frequencies are distributed symmetrically
around the center frequency of the filter (3.33). The original 2-dimensional opti-
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Fig. 3.13: Testable group (𝑅2, 𝑔m), phase response, (𝑄 = 1, 𝑄 = 10).
mization problem can be solved easily using the spreading coefficient method, i.e.
1-dimensional optimization. The curves of the fitness function 𝐸2 corresponding to
the testable group (𝑅2, 𝑔m) for the magnitude and phase measurements are shown
in Fig. 3.14 and Fig. 3.15, respectively.
The left charts in the figures show the influences of the spreading coefficient 𝑘
on the fitness function 𝐸2 (corresponding to the magnitude and phase frequency
responses) for different selectivities of the filter. The value of 𝑘 at which the fitness
function has the minimum determines the optimum set of test frequencies. As can
be seen, for the more selective filter the curve has a selective character, as well.
Otherwise, the curve first declines rapidly and then increases very slowly for a wide
range of 𝑘, i.e. the curve is flat. For this reason, the test frequency selection for low
selectivity filters is not so critical.
Also, the curve of the fitness function may decrease monotonously, i.e. without
the local minimum. There is no way how to choose the optimum value of 𝑘. When
the test frequencies are close to each other, the system of fault equation (1.1) is ill-
conditioned and the test frequencies do not take into account the whole frequency
interval of the filter. When the test frequencies are distributed very far from the
center frequency of the filter, the measurements of frequency responses are small in
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magnitudes (stop-band of filter), and the measurement errors may become dominant.
A reasonable compromise of 𝑘 value should be chosen.
The charts on the right in the figures show the influences of the test frequency
centring (the geometric mean of the individual test frequencies) on the value of the
fitness function 𝐸2 for different values of the spreading coefficient 𝑘 and the quality
factor of the filter 𝑄 = 10. As can be seen from the figures, the individual test
frequencies should be distributed around the center frequency of the filter. When
the individual test frequencies are close to the center frequency of the filter, the curve
corresponding to the fitness function 𝐸2 has a great frequency-selective character
with several minimums, while in the case of test frequencies distributed in a wider
frequency interval, i.e. higher value of 𝑘, the frequency selectivity of 𝐸2 is not so
critical, but the selected set of test frequencies is not optimal.
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Fig. 3.14: Testable group (𝑅2, 𝑔m), magnitude response, (𝑄 = 10).
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Fig. 3.15: Testable group (𝑅2, 𝑔m), phase response, (𝑄 = 10).
Also, with respect to manufacturing tolerances of real circuit components or in
the case of a fault state, the center frequency of the filter may no longer correspond
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to the nominal one. For this reason, a selection of close test frequencies may not be
optimal.
The optimal values of 𝑘 determined minimizing the fitness functions 𝐸1 and 𝐸2
for all testable groups, i.e. all possible combinations of network parameters, are
shown in Tab. 3.1 (magnitude response) and Tab. 3.2 (phase response). For some
groups the fitness function decreases monotonously, i.e. without the local minimum.
Tab. 3.1: Value of spreading coefficient 𝑘 (magnitude response)
𝑄 = 1 𝑄 = 3 𝑄 = 10
Group 𝐸1 𝐸2 𝐸1 𝐸2 𝐸1 𝐸2
(𝑅1, 𝑅2) 1.447 1.501 1.141 1.170 1.043 1.054
(𝑅1, 𝐶1) 1.447 1.501 1.141 1.170 1.043 1.055
(𝑅1, 𝐶2) - - 1.416 1.434 1.081 1.082
(𝑅1, 𝑔𝑚) - - 1.248 1.490 1.070 1.091
(𝑅2, 𝐶1) AG AG AG AG AG AG
(𝑅2, 𝐶2) - - 1.220 1.220 1.054 1.054
(𝑅2, 𝑔𝑚) 2.388 4.254 1.263 1.414 1.101 1.156
(𝐶1, 𝐶2) - - 1.220 1.220 1.054 1.054
(𝐶1, 𝑔𝑚) 2.389 4.254 1.263 1.412 1.107 1.156
(𝐶2, 𝑔𝑚) 2.388 4.287 1.263 1.417 1.104 1.156
Because the maximums of all network parameter sensitivities are distributed
close to the center frequency of the filter, the optimal set of test frequencies is quite
independent of the group of tested network parameters. It may not be true for low
selectivity filters.
Also, as can be seen in the tables, the optimal values of 𝑘 approximately cor-
respond to the lower and upper cut-off frequencies of band-pass filters. At these
frequencies the magnitude frequency response of the filter has the highest slope, i.e.
there are the inflection points, which can be seen in Fig. 3.16.
The test frequencies which correspond to the individual inflection points for
different selectivities of the filter are shown in Tab. 3.3. In the case of the filter with
the quality factor 𝑄 = 1, there are no inflection points on the magnitude frequency
response. The results are compared with the numerical evaluations of 3 dB cut-off
frequencies using (3.33), (3.36) or (3.39), respectively.
The selection of three test frequencies is not so critical. The fitness function
is flat for a wide range of the spreading coefficient 𝑘, but the optimal value of 𝑘
no longer corresponds to the 3 dB cut-off frequencies (3.36). The test frequencies
should be distributed in a wider frequency interval symmetrically around the center
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Tab. 3.2: Value of spreading coefficient 𝑘 (phase response)
𝑄 = 1 𝑄 = 3 𝑄 = 10
Group 𝐸1 𝐸2 𝐸1 𝐸2 𝐸1 𝐸2
(𝑅1, 𝑅2) 1.451 1.502 1.112 1.115 1.031 1.031
(𝑅1, 𝐶1) 1.451 1.502 1.110 1.115 1.031 1.031
(𝑅1, 𝐶2) 1.548 1.566 1.120 1.120 1.033 1.033
(𝑅1, 𝑔𝑚) 1.246 1.237 1.057 1.057 1.022 1.027
(𝑅2, 𝐶1) AG AG AG AG AG AG
(𝑅2, 𝐶2) - - 1.22 1.22 1.055 1.055
(𝑅2, 𝑔𝑚) 1.284 1.284 1.062 1.062 1.017 1.017
(𝐶1, 𝐶2) - - 1.22 1.22 1.055 1.055
(𝐶1, 𝑔𝑚) 1.284 1.284 1.062 1.062 1.017 1.017
(𝐶2, 𝑔𝑚) 1.284 1.284 1.062 1.062 1.017 1.017
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Fig. 3.16: Derivative of frequency responses.
Tab. 3.3: Optimum test frequency selection
Evaluation Derivative
Filter Quality Factor 𝑘 𝑓1 𝑓2 𝑓1 𝑓2
𝑄 = 1 1.618 618 Hz 1618 Hz - -
𝑄 = 3 1.181 847 Hz 1180 Hz 845 Hz 1178 Hz
𝑄 = 10 1.051 951 Hz 1051 Hz 950 Hz 1050 Hz
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frequency of the filter (3.40). A simple 1-dimensional optimization can be used for
test frequency selection.
3.4 Test Frequency Selection using Global
Stochastic Optimization
In accordance with the theory of a perturbed system of fault equations (1.3), only
the well-conditioned Jacobian matrix associated with the system can reduce the in-
fluences of numerical and measurement errors, and errors caused by the uncertainty
of fixed network parameters [68]. In the case of the multi-frequency parametric fault
diagnosis, the system of fault equations consists of several network functions, which
correspond to selected test points, evaluated at several test frequencies. The system
can have a unique solution only when the individual fault equations are linearly in-
dependent, i.e. the rank of the Jacobian matrix is equal to at least the total number
of unknown network parameters. In the case of only one test point the system of
fault equations may consist of only one network function evaluated at several test
frequencies, i.e. quite similar equations. An appropriate set of test frequencies can
improve the conditionality of the system of fault equations to reduce errors of the
solution.
The minimization of the 𝐸2 measure, which evaluates the optimality of a selected
set of test frequencies, represents a complex problem involving a global stochastic op-
timization technique such as Random Search, Simulated Annealing, Particle Swarm
Algorithms, Genetic Algorithms, Hopfield Neural Networks, Boltzmann Machine
and so on [73]. Also, as can be seen for example in Fig. 3.12 and Fig. 3.12, the
shape of the fitness function to be minimized may be sharp and may contain several
local minimums, discontinuities and singularities. For this reason, high requirements
are made on the optimization algorithm. For example, a method presented in [66]
involves thousands of iteration steps to find an appropriate set of test frequencies.
However, stochastic optimizations do not guarantee success. Several optimization
runs are required to confirm the obtained results.
3.4.1 Particle Swarm Optimization
The proposed method for test frequency selection is based on the Particle Swarm
Optimization (PSO) [73]. The PSO is a biologically inspired global stochastic op-
timization technique developed in 1995. The main advantages of PSO are the high
convergence rate, no discretization of the solution, easy algorithm modification and
easy implementation in the Matlab program. In the last few years, the theory of
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PSO has been growing rapidly and currently it is widely used in several optimization
problems. A number of variations of the basic PSO algorithm have been developed
to improve the speed of convergence and the accuracy of the solution. A good
overview of PSO variations is reported in [74].
In general, the number of fault equations in (1.1) corresponds to the number
of unknown network parameters 𝑢. Also, in the case of one test point and only
magnitude or phase measurements, it corresponds to the number of test frequencies,
as well. In the case of complex measurements or a larger number of test points, the
number of test frequencies may be lower.
The particle swarm consists of individual agents which move randomly in 𝑢-
dimensional space. The position of each agent corresponds to one set of test fre-
quencies. The optimality of each frequency set is evaluated in each iteration step
using the fitness function 𝐸2. During optimization all agents are moving towards
the global minimum which determines the optimum set of test frequencies.
The intelligence of each agent is given as
v𝑛+1 = w𝑛v𝑛 + 𝑐1𝑟1 (xpers − x𝑛) + 𝑐2𝑟2 (xglob − x𝑛) (3.46)
where v𝑛 and v𝑛+1 are the vectors of the agent actual speed and the speed in the
next iteration step, respectively, w𝑛 is the inertia weight which is adaptively changed
in each iteration step 𝑛, 𝑐1 and 𝑐2 are the learning coefficients of the optimization
algorithm, x𝑛 is the vector of the agent actual position, xpers and xglob are the vectors
of the personal and global optimum coordinates found so far, and 𝑟1 and 𝑟2 are the
random numbers generated in each iteration step from the interval with the uniform
distribution of probability {𝑟1, 𝑟2 | 0 ≤ 𝑟 ≤ 1}. The dimensions of all vectors are R𝑢
where 𝑢 represents the number of searched test frequencies.
Both learning coefficients 𝑐1 and 𝑐2 are usually the same and equal to 2 [73].
When the inertia weight w is too high, the agents may oscillate around the global
optimum in the final phase of the optimization and the convergence rate of the algo-
rithm can be reduced. The linearly decrease of w from the interval {w | 0.4 ≤ w ≤ 0.9}
during optimization can overcome the problem [73].
The new position of each agent x𝑛+1 in the next iteration step is given
x𝑛+1 = x𝑛 +Δ𝑡 · v𝑛+1 (3.47)
where Δ𝑡 is the constant time step. Choosing Δ𝑡 < 1 reduces the total speed of
each agent and can help to damp the oscillations of agents around the global and
personal optimums.
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However, when the speed is too small, there are no oscillations, but the agents
may get stuck in the local optimums and also the convergence rate of the optimiza-
tion may be reduced. The optimal value of Δ𝑡 depends on many aspects such as the
shape of the fitness function, the total number of agents, the dimension and size of
the searched space, the constraints and so on. A reasonable compromise of the time
step Δ𝑡 should be taken into account.
Some areas of the searched space of agent coordinates may represent an unfeasible
solution, e.g. test frequencies in the stop-band at which the circuit responses may
be almost undetectable or high test frequencies at which the mathematical model
of the circuit is not valid due to parasitic parameters of real circuit components.
Some optimization constraints should be used to keep the particle swarm in the
feasible area. The principles of absorbing, reflecting and invisible walls are shown
in Fig. 3.17.
• Absorbing walls - when an agent hits the boundary of the searched space, the
corresponding element of the speed vector is zeroed. Then, the agent is pulled
back toward the personal and global optimums.
• Reflecting walls - when an agent reaches the boundary of the searched space,
the sign of the corresponding element of the speed vector is changed and the
agent is reflected back toward the feasible area.
• Invisible walls - an agent is allowed to fly though the boundary, but the fitness
function of the agent outside the feasible area is not evaluated. Then, the
agent is pulled back close to the personal and global optimums which are
surely located in the feasible area.
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Fig. 3.17: Optimization constraints.
3.4.2 Transformation of Space Coordinates
From a practical point of view, frequency responses of analog filters are better rep-
resented in the logarithmic frequency scale, i.e. with a logarithmic frequency axis.
However, the PSO works well with a linear scale system of coordinates. The problem
of these contradictory criteria can be overcome using the following transformation,
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which maintains the same resolution of the linear space coordinates in the whole
logarithmic frequency interval.
𝑓 𝑖 = 𝑓L10𝑥𝑖 log(𝑓H/𝑓L) (3.48)
where {𝑥𝑖 | 0 ≤ 𝑥𝑖 ≤ 1} represents the element of the agent position vector x in
the normalized space of optimization coordinates, 𝑓 𝑖 corresponds to the actual test
frequency and 𝑓L and 𝑓H define the optimization constraints.
As can be seen in Fig. 3.12 and Fig. 3.13, the optimality of a selected set
of test frequencies does not depend on the particular ordering of individual test
frequencies. The shape of the fitness function is always symmetrical with respect
to the diagonal axis of symmetry. The principle of test frequency set mirroring is
demonstrated on a 2-dimensional space of agent coordinates R2 shown in Fig. 3.18.
The red points, which are distributed symmetrically around the axis of the space,
correspond to the same set of test frequencies. For this reason, it is not necessary
to search all areas of the space, but an optimal solution of the optimization can
be considered only in the green shaded area where the agents coordinates satisfy
the condition {𝑥1 > 𝑥2 > 𝑥3 . . . > 𝑥𝑢}. It can be easily ensured by just descendent
ordering of the elements of the agent position vector in each iteration step. Because
the position of each agent also corresponds to a set of test frequencies, the condition
can be formulated in the form {𝑓1 > 𝑓2 > 𝑓3 . . . > 𝑓𝑢}. The principle is the same
for high order optimizations, as well. Restricting the searched space improves the
convergence rate and leads to a smaller required number of agents, i.e. smaller
computational complexity of optimization.
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Fig. 3.18: Principle of test frequency set mirroring.
Strict restrictions of the searched space may provide non-optimal results, espe-
cially when the global optimum is located closer to the borders of the feasible area.
For example, test frequencies for band-pass filters are located very close to the diag-
onal axis of symmetry of the searched space. Due to the inertia effect of the agent
trajectory, the global optimum located on the border can not be found when the
absorbing or reflecting walls are used. The invisible walls and the simple descending
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ordering of agent coordinates in each iteration step can improve the convergence
rate of optimization [75].
In general, the constraints 𝑓L and 𝑓H in (3.48) may be different for each basis
of the optimization space, i.e. for each test frequency. Let us assume, for example,
the individual constraints {𝑓1 | 2kHz ≤ 𝑓1 ≤ 4kHz} and {𝑓2 | 1kHz ≤ 𝑓2 ≤ 2kHz}
shown in Fig. 3.19. In this scenario, the overall size of the searched space is a quarter
in comparison with the common constraints {𝑓1, 𝑓2 | 1kHz ≤ 𝑓1, 𝑓2 ≤ 4kHz}. The
method may reduce the computational complexity and improve the convergence
rate of the optimization, as well. However, the process of constraint segmentation
requires the knowledge of the global optimum position, which is usually not known
before the optimization. The global optimum should be located approximately in
the middle of the searched space. When the global optimum is located very close
to the constraints, i.e. the segmentation of the searched space is ill-defined, the
optimum may not be found [76]. A method for constraint segmentation has not
been fully determined yet and it should be investigated in future work. For this
reason, the common constraints 𝑓L and 𝑓H for all test frequencies are used in the
subsequent simulations, basically.
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Fig. 3.19: Constraint segmentation
3.4.3 Acceleration of Algorithm
At the beginning of optimization a large number of agents is necessary to pre-
serve the robustness of the optimization process. However, during optimization, the
agents move closer to the global optimum and it is not necessary to evaluate the
fitness function for all agents used at the beginning. Therefore, the agents with high
values of the fitness function 𝐸2, i.e. a non-optimal set of test frequencies, can be
removed from the optimization process without affecting the result accuracy. This
approach can dramatically speed-up the final phase of optimization, i.e. reduce the
computational complexity of the optimization process.
The method for agent reduction during optimization is demonstrated on a simple
example of a band-pass filter shown in Fig. 3.9. The filter is tuned to the center
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frequency 𝑓c = 1MHz with the quality factor 𝑄 = 10. In the subsequent analysis,
let us assume only magnitude measurements of the filter frequency response, the
group of tested parameters (𝑅2, 𝑔m), the frequency set optimality evaluation using
the fitness function 𝐸2 and the common optimization constraints for both test fre-
quencies {𝑓1, 𝑓2 | 100kHz ≤ 𝑓 ≤ 10MHz}. The shape of the fitness function over the
space of optimization coordinates determined using the method based on stepping
optimization parameters is shown in Fig. 3.12.
In this case, the test frequency selection represents a 2-dimensional optimization
problem which is solved using PSO. In Fig. 3.20 the position of each agent in several
iteration steps {𝑛 | 1, 2, 5, 10, 20, 50} during optimization is shown. The blue and
green points correspond to the active and inactive agents, respectively. The global
optimum found so far is marked in red.
At the beginning of optimization, 26 agents are randomly distributed in the
whole searched space (with respect to frequency set mirroring). According to (3.46)
and (3.47) the position of each agent depends deterministically on the positions
of personal and global optimums. A stochastic approach is implemented into the
algorithm using random numbers 𝑟1, 𝑟2 . As can be seen, after several iterations the
agents move closer to the global optimum and the agent density over the optimum
still increases. Therefore, the distant agents which correspond to inappropriate sets
of test frequencies, e.g. agents which get stuck in local optimums, can be removed
from the optimization process without significant influence on the result accuracy.
In this case, after the 10th iteration step the two worst agents are removed per
each iteration. To maintain the basic algorithm accuracy a minimum number of
agents should be preserved. In this case ten agents is considered as a minimal
number. The value of the fitness function during the optimization process is shown
in Fig. 3.21. As can be seen, the optimization converges very fast. The optimal
set of test frequencies 𝑓1 = 725kHz and 𝑓2 = 1.23MHz (𝐸2 = −4.89) is found after
approximately 25 iteration steps.
3.4.4 Example of Application
The high efficiency of the proposed method for test frequency selection is demon-
strated on three benchmark active RC filters reported in [66]. The following PSO
parameters according to the recommendations reported in [73], [74] and [75] are
considered in all examples:
• Variable initial number of agents: 12, 26, 50
• Final number of agents: 10
• Time step: Δ𝑡 = 0.1
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Fig. 3.20: Iteration steps during optimization.
• Learning coefficients: 𝑐1 = 2, 𝑐2 = 2
• Inertia weight: w = 0.9− 0.4 (linearly decreased)
• Normalized searched space: {x | 1 > 𝑥1 > 𝑥2 > . . . > 𝑥𝑢 > 0},
which corresponds to the frequency interval 1 Hz - 10 kHz.
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Fig. 3.21: Value of fitness function during optimization.
The first example is the Tow-Thomas second-order multifunction filter shown in
Fig. 3.22. The circuit topology is based on a lossy integrator, a lossless integrator
and an inverter with one feedback loop which generate complex poles and a real zero
in the 𝑠-plane. In comparison with a universal biquad filter, e.g. a state variable
filter (KHN), only low-pass and band-pass frequency responses are available on the
filter outputs.
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Fig. 3.22: Tow-Thomas band-pass filter.
In the subsequent analysis, let us assume the band-pass frequency response at
the filter output 𝑉2. Then, the voltage transfer function of the filter with respect to
the input port 𝑉1 and the output port 𝑉2 is as follows
𝐻(𝑠,p) = 𝑉2
𝑉1
= −𝑅1𝑅2𝑅3𝑅5𝐶2𝑠
𝑅1𝑅2𝑅3𝑅4𝑅5𝐶1𝐶2𝑠2 +𝑅2𝑅3𝑅4𝑅5𝐶2𝑠+𝑅1𝑅4𝑅6
(3.49)
For the nominal values of components 𝑅1 = 10 kΩ, 𝑅2 = 𝑅3 = 𝑅4 = 𝑅5 = 𝑅6 =
1 kΩ, 𝐶1 = 𝐶2 = 100 nF and the ideal operation amplifiers the filter is tuned to
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Fig. 3.23: Magnitude frequency response of Tow-Thomas filter.
the center frequency 𝑓 c = 1.6 kHz with the quality factor 𝑄 = 10. The magnitude
frequency response of the filter is shown in Fig. 3.23.
With respect to magnitude measurements of the network function (3.49) the
testability degree of the circuit is equal to three. The singular values, which corre-
spond to ten test frequencies distributed logarithmically in the frequency interval,
are shown in (3.50). The same surely testable group of network parameters (𝑅1, 𝑅4,
𝐶1) were chosen as in [66].
Σ|𝐻| = diag(30.7, 19.2, 0.18, 0, 0, 0, 0, 0) (3.50)
Since the values of the fitness function 𝐸2 corresponding to the optimal sets of
test frequencies or the method for network parameter normalization are not reported
in the paper, the optimality of our frequency sets, which were found by PSO, can
not be compared with their results. Only the convergence rates can be used to
efficiently evaluate the proposed method.
Let us assume basically a scenario with 26 agents. As can be seen in Fig. 3.24 the
modified PSO algorithm found after approximately 30 iteration steps the following
frequency set 𝑓1 = 1.149kHz, 𝑓2 = 1.592kHz and 𝑓3 = 4.826kHz (𝐸2 = −1.50). The
same optimization problem was also solved with a different initial number of agents.
When 50 agents were used, the optimization converged very quickly, but the results
are similar to the scenario with 26 agents. When only 12 agents were considered,
the speed of convergence was reduced. The optimization took the least time, but
the algorithm may not find the appropriate global optimum. On the other hand,
when a high number of agents is used, the algorithm finds the global optimum with
high probability, but the optimization takes a longer time due to a high number of
fitness function evaluations. A sufficient number of agents depends on the size of
the searched space, i.e. dimension of the space and individual frequency intervals,
and the shape of the fitness function. There is no method how to determine the
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optimal number of agents with respect to an optimization problem, but it could be
determined tentatively. An optimum method should be developed in future work.
To compare the efficiency of the proposed method, the same optimization prob-
lem was solved by the basic Genetic Algorithm (GA) with elitism and mutation
[77]. In all three benchmark examples the following optimization parameters were
considered:
• Chromosome representation: 16 bits
• Number of individuals: 12, 16, 50
• Probability of mutation: 5 %
• Constrains for each test frequency: 1 Hz - 10 kHz
The results of GA are shown in Fig. 3.24. In comparison with the results
obtained by PSO, the speed of convergence is certainly lower (approximately 3
times). At the beginning of optimization, the GA converges quite fast, but at the
end it converges very slowly. Also, when a small number of bits in the chromosome
representation is used, the convergence rate may increase, but the results may be
inaccurate. Whereas, a high number of bits reduce the speed of convergence. When
a high population size is used, the global optimum is found with high probability,
but the optimization takes a longer time. Success in finding an optimal frequency set
also depends on the size of the searched space and the shape of the fitness function,
as well.
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Fig. 3.24: Convergence rates of PSO and GA optimizations.
The second example of a small-size benchmark circuit is a second-order low-
pass filter shown in Fig. 3.25. The circuit topology is based on a second-order
multiple-feedback low-pass filter and an inverter connected in one feedback loop.
The structure generates one pair of complex poles in the 𝑠-plane.
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Fig. 3.25: Second-order low-pass filter.
The voltage transfer function of the filter with respect to the input port 𝑉1 and
the output port 𝑉2 is given
𝑎0 = 𝑅2𝑅5𝑅6
𝑏2 = 𝑅1𝑅2𝑅3𝑅4𝑅5𝐶1𝐶2
𝑏1 = 𝑅1𝑅2𝑅4𝑅5𝐶2 +𝑅2𝑅3𝑅4𝑅5𝐶2 +𝑅1𝑅3𝑅4𝑅5𝐶2 +𝑅1𝑅2𝑅3𝑅4𝐶2
𝑏0 = 𝑅1𝑅4𝑅5 −𝑅1𝑅2𝑅6
𝐻(𝑠,p) = 𝑉2
𝑉1
= 𝑎0
𝑏2𝑠2 + 𝑏1𝑠+ 𝑏0
(3.51)
The nominal values of circuit components reported in [66] are incorrect. For
the presented values the filter does not have the required frequency response and
is unstable. On the other hand, the following nominal values of components 𝑅1 =
5.01 kΩ, 𝑅2 = 10 kΩ, 𝑅3 = 33.8 kΩ, 𝑅4 = 200 kΩ, 𝑅5 = 29.2 kΩ, 𝑅6 = 100 kΩ,
𝐶1 = 47 nF, 𝐶2 = 0.47 nF and with consideration of the ideal operation amplifiers
the filter is well-working and is tuned to the cut-off frequency 𝑓 c = 1.9 kHz with
the quality factor 𝑄 = 1.4. The magnitude frequency response of the filter is shown
in Fig. 3.26.
With respect to magnitude measurements of the chosen network function (3.51)
and the process of network parameter normalization (3.3), the testability degree of
the circuit determined using (1.4) is equal to three. Up to three network param-
eters can be tested, others are considered to be fixed, i.e. nominal. The surely
testable group (𝑅6, 𝐶1, 𝐶2) was chosen. The singular values corresponding to ten
test frequencies distributed logarithmically in the frequency interval are shown in
(3.52)
Σ|𝐻| = diag(33.7, 20.0, 3.6, 0, 0, 0, 0, 0) (3.52)
68
102 103 104
−25
−20
−15
−10
−5
0
5
Frequency [Hz]
|H
|[
d
B
]
Fig. 3.26: Magnitude frequency response of low-pass filter.
To determine the actual values of three chosen network parameters, the optimal
set of three test frequencies should be determined. It represents a 3-dimensional op-
timization problem with respect to the 𝐸2 measure minimization. The convergence
rate comparison between PSO and GA optimizations is shown in Fig. 3.27. As can
be seen, the PSO algorithm converges very fast (approximately 3 times faster than
GA). In the case of the scenario with 26 agents, after approximately 15 iteration
steps the optimal frequency set 𝑓1 = 4.7Hz, 𝑓2 = 1.663kHz and 𝑓3 = 8.472kHz
(𝐸2 = −0.51) was found.
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Fig. 3.27: Convergence rates of PSO and GA optimizations.
The last example of a large-size benchmark circuit is a fourth-order elliptic low-
pass filter shown in Fig. 3.28. The circuit topology is based on two second-order
Tow-Thomas multifunction filters and two summing operation amplifiers in a cas-
cade. As can be seen in Fig. 3.29, the structure generates two pairs of complex
zeros located on the imaginary axis, one pair of complex poles and one double pole
located in the left half-plane of the 𝑠-plane.
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Fig. 3.28: Fourth-order elliptic low-pass filter.
In the subsequent analysis, let us consider that the input port of the filter corre-
sponds to 𝑉1 and the output port corresponds to 𝑉2. As is well known, the complexity
of a generated symbolic network function (B.4) depends approximately exponentially
on the number of circuit components. For this reason, full symbolic analysis provides
sufficient information only for low-size circuits. In this case, the generated formula
consists of 2380 symbolic variables and 157 SOP elements. This large formula may
be very confusing for a reader. For this reason, the network function is presented in
the semi-symbolic form
𝐻(𝑠,p) = 𝑠
4 + 5.294 · 10−16𝑠3 + 8.400 · 108𝑠2 + 1.588 · 10−7𝑠+ 1.620 · 1017
𝑠4 + 2.500 · 104𝑠3 + 2.400 · 108𝑠2 + 1.300 · 1012𝑠+ 4.000 · 1015 (3.53)
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Also, the frequency responses of the filter can be easily characterized by the po-
sitions of zeros and poles in the 𝑠-plane. The zeros and poles, which are shown in
Fig. 3.29 and Tab. 3.4, correspond to the polynomial roots of the function nomina-
tor and denominator, respectively. In the case of a universal biquad, the angular
frequency 𝜔 and the quality factor 𝑄 of a real zero pair 𝑧1,2 can be determined using
equations (3.54), while for a complex conjugated pair of zeros it is necessary to use
equations (3.55).
𝜔 = √𝑧1𝑧2 𝑄 = −
√
𝑧1𝑧2
𝑧1 + 𝑧2
(3.54)
𝜔 =
√︁
ℜ(𝑧1,2)2 + ℑ(𝑧1,2)2 𝑄 = − 𝜔2ℜ(𝑧1,2) (3.55)
The backward transformation, which provides information about the positions
of zeros in the 𝑠-plane, can be performed using equation (3.56).
𝑧1,2 = −𝜔
(︃
1
2𝑄 ±
√︃
1
4𝑄2 − 1
)︃
(3.56)
Exactly the same equations are valid for poles. As can be easily seen from
equation (3.56), when the quality factor 𝑄 > 0.5, the pairs of zeros or poles will
always be complex conjugated.
Tab. 3.4: Positions of zeros and poles.
𝑠-plane 𝑓0 𝑄
𝑧1,2 0± 𝚥 23238 3.698 kHz -
𝑧3,4 0± 𝚥 17321 2.757 kHz -
𝑝1,2 −2500± 𝚥 5809 1.007 kHz 1.26
𝑧3,4 −10000± 𝚥 0 1.592 kHz 0.50
As was shown, frequency characteristics of filters are better represented by the
positions of zeros and poles in the 𝑠-plane, but the accurate multi-frequency fault
diagnosis requires the full symbolic form of all network function(s), which may ab-
normally increase the computational costs.
The nominal values of circuit components presented in [66] are incorrect. For
example, they can be as follows 𝑅1 = 1 kΩ, 𝑅2 = 1 kΩ, 𝑅3 = 2 kΩ, 𝑅4 = 2 kΩ,
𝑅5 = 1 kΩ, 𝑅6 = 1 kΩ, 𝑅7 = 8 kΩ, 𝑅8 = 10 kΩ, 𝑅9 = 1 kΩ, 𝑅10 = 1 kΩ,
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Fig. 3.29: Zeros and poles in s-plane.
𝑅11 = 1 kΩ, 𝑅12 = 1 kΩ, 𝑅13 = 1 kΩ, 𝑅14 = 1 kΩ, 𝑅15 = 0.5 kΩ, 𝑅16 = 1 kΩ,
𝑅17 = 0.5 kΩ, 𝑅18 = 1 kΩ, 𝑅19 = 1 kΩ, 𝑅20 = 1 kΩ, 𝑅21 = 1 kΩ, 𝑅22 = 1 kΩ,
𝐶1 = 100 nF, 𝐶2 = 200 nF, 𝐶3 = 100 nF, 𝐶4 = 100 nF. In accordance with
these network parameters, the filter is tuned to the cut-off frequency 𝑓 c = 1 kHz,
approximately.
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Fig. 3.30: Magnitude frequency response of elliptic filter.
In the case of one test point corresponding to magnitude measurements of the
chosen network function (3.53), the testability degree of the circuit is equal to seven.
The singular values of the Jacobian matrix corresponding to thirty test frequencies
distributed logarithmically in the frequency interval are shown in (3.57). The au-
thors in [66] selected the set of testable parameters (𝐶1, 𝐶2, 𝐶3, 𝐶4, 𝑅4, 𝑅8, 𝑅17).
However, it also contains the untested parameters 𝐶2 and 𝐶4 from the ambiguity
groups (𝐶1, 𝐶2, 𝑅4) and (𝐶1, 𝐶3, 𝐶4). The remaining testable parameters with
respect to the maximum testability are 𝑅2 and 𝑅12. In this case, the testable pa-
rameters 𝑅4, 𝑅8, 𝑅17, 𝐶1, 𝐶3) are chosen, the remaining ones are assumed to have
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nominal values in the diagnosis.
Σ|𝐻| = diag(281.0, 143.5, 91.7, 47.4, 16.6, 6.7, 6.0, 0) (3.57)
The comparison of both optimization algorithms is shown in Fig. 3.31. As can
be seen, after approximately 20 iteration steps, PSO found the optimal frequency
set 𝑓1 = 12.1Hz, 𝑓2 = 1.011kHz, 𝑓3 = 2.380kHz, 𝑓4 = 3.135kHz, 𝑓5 = 4.166kHz
(𝐸2 = 0.47). Sufficient speed of convergence and relatively high probability to find
the global optimum was also ensured using a small number of agents. In [66], the
authors state that the optimization based on GA may take up to thousands of
iteration steps.
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Fig. 3.31: Convergence rates of PSO and GA optimizations.
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4 STATISTICAL MODELLING OF FAULT
DIAGNOSIS PROCESS
4.1 Monte-Carlo Method
The robustness of the whole process of the multi-frequency parametric fault diag-
nosis with respect to manufacturing tolerances, faults of circuit components and
measurement errors can be modelled using statistical techniques [78]. The proce-
dure is based on the Monte-Carlo method. The principle of network parameter
generation in accordance with statistical distribution functions is based on the in-
verse sampling theorem and is discussed in detail in Section 4.2. The influence of
measurement errors on the accuracy of parametric fault diagnosis is presented in
Section 4.3. The procedure for frequency set optimality evaluation with respect to
network parameter variation is demonstrated in Section 4.4.
The Monte Carlo method is a stochastic statistical method [22]. It represents
a technique to solve a problem when it is not possible to obtain a closed-form
expression of the solution or classic deterministic methods fail, e.g. strongly non-
linear systems with many degrees of freedom. The Monte Carlo method is based on
repeated analysis of the problem for variable input parameters randomly generated
in accordance with their probability density functions. The obtained results are
evaluated by statistical analysis. From a mathematical point of view, the error of
solution depends approximately on 1/
√
𝑛 where 𝑛 is the total number of runs [78].
For example, to improve the accuracy by one order of magnitude it is necessary
to perform a hundred times more runs. For this reason, the method may be very
computationally expensive.
However, the relevance of results may depend on many other aspects. All signif-
icant effects of the real system must be added into the mathematical model. Also,
the relevant domain of input parameters with realistic probability density functions
must be chosen. Last but not least, it is the quality of the pseudo-random number
generator which should generate a sequence of random numbers over a considered
interval with the uniform distribution of probability. The periodicity of a generated
sequence may represent a fundamental limitation of the pseudo-random number gen-
erator. For example in cryptography applications, hardware-based generators with
none or extremely high periodicity can be used [79].
The modelling procedure is shown in Fig. 4.1. At the beginning, the set of test
frequencies and the test scenario (described in the example of application) are cho-
sen. Then, in each run of the Monte Carlo simulations, several tasks are performed.
First of all, the values of tested network parameters, the remaining network pa-
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rameters and measurement errors are randomly generated in accordance with their
statistical distributions, i.e. with respect to possible faults, manufacturing tolerances
and the accuracy class of the measuring equipment. Afterwards, the individual fault
equations, which constitute the system to be solved (1.1), are evaluated at chosen
test frequencies. As can be seen in the equation of a perturbed system (1.3), the
uncertainty of fixed network parameters and measurement errors may have a signif-
icant effect on the accuracy of the fault diagnosis. In the next step, the values of
unknown network parameters are estimated by solving the system of fault equations.
To maintain the accuracy of statistical analysis, non-converged as well as physically
unrealizable solutions are removed from the simulation results. The simulations are
repeated until a sufficient number of runs with respect to a given accuracy of the
results is achieved. Finally, the results are processed using statistical methods.
assign set of test frequencies;
select test scenario;
for n=1:runs {
generate values of tested network parameters;
generate values of remaining network parameters;
generate measurement errors;
constitute system of fault equations;
solve system to obtain values of parameters;
remove non-converged solutions;
save results;
}
aggregate results and make statistical analysis;
Fig. 4.1: Procedure for frequency set optimality evaluation.
4.2 Generation of Network Parameters
4.2.1 Manufacturing Tolerances
Due to manufacturing tolerances, component failures, temperature drifts and age-
ing, the actual values of network parameters can be different from the nominal ones.
Especially in analog circuits, these variations may have a significant effect on circuit
performance. For example in analog frequency filters, the network parameter vari-
ation causes a shift of the cut-off (center) frequency and a variation of the quality
factor. This effect is more significant for high-selective frequency filters. In a limit
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case, they may become potentially unstable. The same situation can occur in filters
where the required frequency response is constituted by summing or subtracting
individual frequency responses, e.g. wide band-stop filter involves a low-pass and a
high-pass filter [80].
The nominal value of a network parameter can vary with a certain probability.
From a statistical point of view, a process with many insignificant independent
random factors with the same distribution can be approximated by the normal
distribution regardless of the original distribution [81]. The manufacturing process
of most circuit components is just such a process and can be basically modelled
using the the normal (Gaussian) distribution of probability [82]
𝑓(𝑝rnd) =
1
𝜎
√
2𝜋
exp
{︃
−(𝑝rnd − 𝜇)
2
2𝜎2
}︃
(4.1)
where 𝑓(𝑝rnd) is the probability density function, 𝑝rnd is the actual value of the
normalized network parameter, 𝜇 and 𝜎 are the distribution parameters, i.e. mean
and standard deviation. Because there is considered to be no systematic error
during fabrication, the center of distribution corresponds to the nominal value of
the parameter, i.e. 𝜇 = 1.
However, in the case of discrete passive components such as resistors, inductors
and capacitors the situation is quite different. Due to their placement into several
classes of accuracy there are other constraints and the original normal distribution
of probability no longer corresponds to the real situation and another type of dis-
tribution should be chosen, e.g. uniform, uniform-bimodal, triangular-bimodal or
cropped normal shown in Fig. 4.2 [83].
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Fig. 4.2: PDF of passive components.
In the case of small tolerances up to 5 %, the manufacturing process of resistors
can be modelled using the uniform distribution of probability which approximately
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corresponds to a narrow central interval of the normal distribution [83]. However,
in the case of capacitors, the manufacturing tolerances are quite different. The
capacitance of a parallel-plate capacitor is given
𝐶 = 𝜀0𝜀r
𝑆
𝑑
(4.2)
where 𝜀0 and 𝜀r are the vacuum and relative dielectric permittivities, respectively,
𝑆 is the area of plates and 𝑑 is the separation of plates [80].
Let us assume that the thickness of the capacitor dielectricum is a random vari-
able with the uniform distribution of probability. Then, the capacitance of a ca-
pacitor is nonlinearly (hyperbolically) dependent on the thickness 𝐶 ≈ 1/𝑑. Math-
ematically, it corresponds to the asymmetrical tolerances, e.g. −50 % to +100 %.
Similar asymmetrical deviations can be considered, for example, for modelling faults
of resistors to ensure a more realistic statistical model. For example, a resistor with
the nominal value 1 kΩ can vary in the interval 500 Ω to 2 kΩ. (−50 % +100 %).
To maintain relevance of the statistical system and due to the resulting inter-
pretability of statistical analysis, it is desirable to generate a random set of the
parameter with the mean value equal to the nominal value, i.e. 𝜇 = 1 for the nor-
malized network parameter. For this reason, the uniform distribution of probability
can not be used when the asymmetrical fault modelling is considered. The problem
can be overcome using one-parameter fault models proposed below.
4.2.2 Inverse Transform Sampling
The random values of a network parameter can be generated in accordance with its
cumulative distribution function (CDF) using the inverse transform sampling theo-
rem (Smirnov transform) [84]. Let us assume a random variable 𝑝rnd with the cumu-
lative distribution function 𝐹 (𝑝rnd) bounded by {𝐹 (𝑝rnd) | 0 ≤ 𝐹 (𝑝rnd) ≤ 1} and a
random variable with the uniform distribution {𝑟 | 0 ≤ 𝑟 ≤ 1} where 𝑟 = 𝐹 (𝑝rnd). If
exists an inversion function 𝐹−1, which satisfies the conditions 𝐹−1(𝐹 (𝑝rnd)) = 𝑝rnd
for ∀𝑝rnd ∈ R and 𝐹−1(𝐹 (𝑎)) = 𝑎 for ∀𝑎 ∈ {𝑎 | 0 ≤ 𝑎 ≤ 1}, i.e. CDF is invertible in
general terms, then an arbitrary random number with given CDF can be generated
as
𝑝rnd = 𝐹−1(𝑟) (4.3)
The principle of generation is also shown in Fig. 4.3. First of all, a random
number 𝑟 with the uniform distribution of probability defines the point at the cu-
mulative distribution function 𝐹 (𝑝rnd) as well as the corresponding random number
𝑝rnd generated in accordance with given distribution.
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Fig. 4.3: Smirnov transform.
Let us assume two different one-parameter fault models (approximations) (4.4)
and (4.12) for generating random values of a normalized network parameter. Both
proposed formulas were determined heuristically and they are based on the uniform
distribution of probability, however, they try to generate asymmetrical deviations
of the parameter, which is closer to reality. The first formula should approximate
the manufacturing process (faults) of resistors and inductors, for example
𝑝rnd = (1 + 𝜏)2𝑟−1 = 𝐹−1(𝑟) (4.4)
where a random number 𝑟 generated in the interval {𝑟 | 0 ≤ 𝑟 ≤ 1} has the uniform
distribution and 𝜏 is the fault parameter determining the maximal deviation of the
generated network parameter.
With respect to (4.4) it is necessary to determine the corresponding cumulative
distribution function. By taking the natural logarithm of both sides of the equation
and after some mathematical arrangements, the equation can be formulated in the
form (4.6).
ln 𝑝rnd = (2𝑟 − 1) ln(1 + 𝜏) (4.5)
𝑟 = 12
[︃
ln(𝑝rnd)
ln(1 + 𝜏) + 1
]︃
= 𝐹 (𝑝rnd) (4.6)
If the equation satisfies the conditions (4.7) and is a monotonically increasing
function then 𝐹 (𝑝rnd) is the cumulative distribution function of (4.4).
𝑝min =
1
1 + 𝜏 , 𝑝max = 1 + 𝜏 , 𝐹 (𝑝min) = 0, 𝐹 (𝑝max) = 1 (4.7)
The probability density function 𝑓(𝑝rnd) of (4.4) can be simply derived as the
derivative of the cumulative distribution function 𝐹 ′(𝑝rnd)
𝑓(𝑝rnd) = 𝐹
′(𝑝rnd) =
1
2 ln(1 + 𝜏)
1
𝑝rnd
(4.8)
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for {∀𝑝rnd | 𝑝min ≤ 𝑝rnd ≤ 𝑝max}, elsewhere 𝑓(𝑝rnd) = 0. The probability density
function must satisfy the following condition
∫︁ 𝑝max
𝑝min
𝑓(𝑝rnd) 𝑑𝑝rnd =
∫︁ 1+𝜏
1
1+𝜏
1
2 ln(1 + 𝜏)
1
𝑝rnd
𝑑𝑝rnd = 1 (4.9)
The mean value of a randomly generated set using (4.4) can be determined as
𝑝avg =
∫︁ 𝑝max
𝑝min
𝑓(𝑝rnd)𝑝rnd 𝑑𝑝rnd =
∫︁ 1+𝜏
1
1+𝜏
1
2 ln(1 + 𝜏)
𝑝rnd
𝑝rnd
𝑑𝑝rnd =
= 12 ln(1 + 𝜏)
(︂
1 + 𝜏 − 11 + 𝜏
)︂
(4.10)
As can be seen in (4.10), the mean value is dependent on the fault parameter 𝜏 .
From a statistical point of view, it should not be desirable. However, the generated
set can be simply corrected to have the mean value equal to one for accurate statis-
tical analysis. When the fault parameter 𝜏 is equal to zero, the mean value is equal
to one.
lim
𝜏→0
𝑝avg = 1 (4.11)
Principally, the same procedure can be applicable to the second one-parameter
fault model. This model should be applicable to capacitors and takes into account
the following idea. The capacitance of a plate capacitor is inversely proportional to
the thickness of the dielectricum varying with the manufacturing process. It can be
approximated by the following equation
𝑝rnd =
1
1− 𝜏(2𝑟 − 1) = 𝐹
−1(𝑟) (4.12)
After some mathematical arrangements, the equation can be formulated in the
form (4.14). Because the equation satisfies the conditions (4.15) and is a monotoni-
cally increasing function, it also corresponds to the cumulative distribution function.
1− 𝜏(2𝑟 − 1) = 1
𝑝rnd
(4.13)
𝑟 = 12
[︃
−1
𝜏
(︃
1
𝑝rnd
− 1
)︃
+ 1
]︃
= 𝐹 (𝑝rnd) (4.14)
𝑝min =
1
1 + 𝜏 , 𝑝max =
1
1− 𝜏 , 𝐹 (𝑝min) = 0, 𝐹 (𝑝max) = 1 (4.15)
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The probability density function of the fault model (4.12) is given
𝑓(𝑝rnd) = 𝐹
′(𝑝rnd) =
1
2𝜏𝑝2rnd
(4.16)
for {∀𝑝rnd | 𝑝min ≤ 𝑝rnd ≤ 𝑝max}, elsewhere 𝑓(𝑝rnd) = 0. The probability density
function must satisfy the following condition
∫︁ 𝑝max
𝑝min
𝑓(𝑝rnd) 𝑑𝑝rnd =
1
2𝜏
∫︁ 1
1−𝜏
1
1+𝜏
1
𝑝2rnd
𝑑𝑝rnd = 1 (4.17)
As can be seen in equation (4.18), the mean value of a randomly generated set
is also dependent on the fault parameter 𝜏 . When the parameter is equal to zero,
the mean value is equal to one.
𝑝avg =
∫︁ 𝑝max
𝑝min
𝑓(𝑝rnd)𝑝rnd 𝑑𝑝rnd =
1
2𝜏
∫︁ 1
1−𝜏
1
1+𝜏
𝑝rnd
𝑝2rnd
𝑑𝑝rnd =
= 12𝜏 ln
1 + 𝜏
1− 𝜏 (4.18)
lim
𝜏→0
𝑝avg = 1 (4.19)
The random sets corresponding to the fault parameter 𝜏 = 0.01, i.e. manufac-
turing tolerance 1%, generated in accordance with the one-parameter fault models
(4.4) and (4.12) are shown in Fig. 4.4. As can be seen, both models produce very
similar sets with the approximately uniform distribution of probability correspond-
ing to the central interval of the normal distribution. It is given by the following
equation, which is valid only for a sufficiently low 𝜏
1
1− 𝜏 ≈ 1 + 𝜏 (4.20)
The random sets corresponding to the fault parameter 𝜏 = 0.5, i.e. fault state
of the parameter, are shown in Fig. 4.5. In the case of a greater value of the fault
parameter, the equation (4.20) is not valid and both fault models produce different
random sets. The model (4.4) is flatter in comparison with the model (4.12).
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Fig. 4.4: Randomly generated sets (𝜏 = 0.01).
0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
0
0.5
1
1.5
2
P
D
F
p˜rnd [−]
0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
0
0.2
0.4
0.6
0.8
1
C
D
F
p˜rnd [−]
1
1.2
1.4
1.6
1.8
P
D
F
0.8 1 1.2 1.4 1.6 1.8
0
0.5
1
1.5
2
2.5
P
D
F
p˜rnd [−]
0.8 1 1.2 1.4 1.6 1.8 2
0
0.2
0.4
0.6
0.8
1
C
D
F
p˜rnd [−]
0.5
1
1.5
2
P
D
F
Fig. 4.5: Randomly generated sets (𝜏 = 0.5).
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4.2.3 Correlated Network Parameters
The manufacturing tolerances of discrete passive components are relatively small
(resistors ±1 %, ceramic capacitors ±5 %) and the actual values of parameters can
be generated separately, while in the case of integrated circuits, the manufacturing
tolerances are larger in comparison with passive ones (30 %), but the deviations of
parameters are usually correlated due to the close location on the same die. For this
reason, the random values of network parameters of integrated components should
be generated simultaneously, i.e. with a certain correlation [82].
The degree of correlation corresponding to two random number sets x and y is
given by the correlation coefficient 𝜌xy
𝜌xy =
1
𝑁
𝑁∑︀
𝑖=1
(𝑥𝑖 − ?¯?)(𝑦𝑖 − 𝑦)
𝜎x𝜎y
(4.21)
where 𝑥𝑖 and 𝑦𝑖 are the elements of vectors x and y, ?¯? and 𝑦 are the mean values
of the vectors, 𝜎x and 𝜎y are the variances of the vectors and 𝑁 is the length of
the vectors. Principally, both vectors should have the same length. Otherwise, the
coefficient 𝑁 is given by the length of the shorter vector.
A procedure for generating correlated random numbers was presented in [82].
Let us assume three uncorrelated random number sets z0, z1, z2 with corresponding
mean values 𝜇0, 𝜇1, 𝜇2 and variances 𝜎20, 𝜎21, 𝜎22. Two correlated random number
sets x and y can be directly generated using the following equations
x = (1− |𝜆1|)z1 + 𝜆1z0
y = (1− |𝜆2|)z2 + 𝜆2z0 (4.22)
where 𝜆1 and 𝜆2 are weight coefficients which influence the correlation coefficient
given by the equation
𝜌xy =
𝜆1𝜆2(𝜎20 − 𝜇20)
{[(1− |𝜆1|)2𝜎21 + 𝜆21𝜎20] [(1− |𝜆2|)2𝜎22 + 𝜆22𝜎20]}1/2
(4.23)
where all variables have the same meaning as previously. Then, the variances of
generated random number sets can be computed from
𝜎2x = (1− |𝜆1|)2𝜎21 + 𝜆21𝜎20
𝜎2y = (1− |𝜆2|)2𝜎22 + 𝜆22𝜎20 (4.24)
The correlation coefficient can vary in the interval {𝜌xy | − 1 ≤ 𝜌xy ≤ 1}. An
example of correlated and uncorrelated sets with the standard normal distribution,
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i.e. 𝜇 = 0 and 𝜎 = 1, are shown in Fig. 4.6. The correlation coefficients 𝜌xy = 0,
𝜌xy < 0 and 𝜌xy > 0 correspond to uncorrelated sets, negatively correlated sets and
positively correlated sets, respectively.
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Fig. 4.6: Correlated sets of parameters (𝜌𝑥𝑦 = 0, 𝜌𝑥𝑦 = 0.7, 𝜌𝑥𝑦 = −1, 𝜌𝑥𝑦 = 1).
4.3 Measurement Errors
In practice, the measurement process is always affected by measurement errors (mea-
surement uncertainties). Measurement errors have no effect on the optimality of a
chosen frequency set but they can have a significant influence on the accuracy of
results given by parametric fault diagnosis.
There are many classifications of measurement errors. One of them is the di-
vision into systematic and random errors. Because systematic errors still have the
same reasons, they can be diagnosed and fully eliminated. In the case of direct
measurement, the errors are predominantly caused by the errors of measuring in-
struments. These errors consist of additive errors (red curve) and multiplicative
errors (blue curve) shown in Fig. 4.7 [7]. The black curve corresponds to the true
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(correct) calibrated function. An absolute additive error is constant over the whole
range of the measuring instrument and it is independent of the value of the mea-
sured quantity. On the other hand, a relative additive error hyperbolically decrees
with an increasing value of the measured quantity and it is minimal at the end of
the measuring range of the instrument. An absolute multiplicative error linearly
increases with an increasing value of measured quantity. A relative multiplicative
error is constant over the whole measuring range. The systematic errors related to
an instrument can be eliminated by accurate calibration.
M
M~
'
M~
G
Fig. 4.7: Additive (red) and multiplicative (blue) measurement errors.
On the other hand, random errors do not have the same reasons, they are un-
predictable and can not be eliminated by calibration. Because they usually depend
on many insignificant independent random factors, they can be modelled with the
normal distribution of probability, where the standard deviation of the distribution
𝜎 may be dependent on many external factors as well as on the accuracy of the
measuring instrument [7]. The random errors usually have a mean value equal to
zero and thus can be modelled using the centered normal distribution, i.e. 𝜇 = 0.
When an analog measuring instrument, an instrument with a linear measuring
chain or an instrument without range-switching is used, an absolute additive error
models the random process of the measurement well. The measured quantity such
as voltages and currents ?˜? can be expressed as
?˜? =𝑀 +Δ (4.25)
where 𝑀 is the (unknown) correct value and Δ is a random absolute additive mea-
surement error with the normal distribution of probability, where the variance of
distribution depends on the accuracy class of the instrument.
After some mathematical arrangements, the equation (4.25) can be expressed
in the logarithm-scale form which is more suitable for Bode-plot representation of
linear analog circuits
?˜?dB = 20 log(𝑀) + 20 log
(︃
1 + Δ
𝑀
)︃
(4.26)
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As can be seen, the equation (4.26) consists of two parts. The first one is the
correct value of the measured quantity represented in decibels while the second
part corresponds to the additive measurement error. Mathematically, it depends
on the accuracy class of the measuring instrument as well as the magnitude of
the measured quantity and the measuring range. The scenario for three different
accuracy classes of the measuring equipment with a voltage measuring range of 20 V
is shown in Fig. 4.8. As can be seen, when the quantity to be measured is small in
comparison with the measuring range of the instrument the relative measurement
error significantly increases.
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Fig. 4.8: Measurement error vs. (correct) magnitude of measured quantity.
In the case of a digital measuring instrument, an instrument with a logarithm
measuring chain or an instrument with range-switching, the accuracy of the instru-
ment is usually given in the form of a relative error of reading 𝛿 expressed as a
percentage and an absolute error of measuring range ΔLSB expressed as a number
of LSB bits.
?˜? =𝑀 + (𝑀𝛿 +ΔLSB) (4.27)
Principally, the total measurement error consists of multiplicative and additive
errors. When an instrument switches measuring ranges, the error ΔLSB in (4.27) is
usually much smaller than the error of readings 𝛿 and for the sake of simplicity it
can be neglected. Then, after some mathematical arrangements the equation can
be expressed in the following logarithm-scale form.
?˜?dB = 20 log(𝑀) + 20 log(1 + 𝛿) (4.28)
As can be seen, the equation (4.28) also consists of two parts. The first one is
the correct value of the measured quantity expressed in decibels and the second part
corresponds to a measurement error. In comparison with equation (4.26) the error
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does not depend on the magnitude of the measured quantity any more and depends
only on the accuracy class of the measuring instrument, i.e. it is constant.
For this reason, an instrument with a logarithm measuring chain may provide
more accurate results, especially for weak signals. Better results can also be achieved
using an instrument with range-switching, but it usually requires additional time for
measurements. On the other hand, an instrument without range-switching provides
faster measurements but the errors of measurements of weak signals can be more
significant. Thus, it may impose additional requirements on the test frequency
selection for frequency-selective circuits. For example, the individual test frequencies
should not be distributed in stop-bands.
4.4 Tolerance-based Frequency Set Optimality
Evaluation
Standard methods for test frequency selection are usually based only on the nominal
values of network parameters. However, the variation of these parameters caused
by manufacturing tolerances or faults of circuit components can significantly reduce
the optimality of a frequency set. For example, a frequency set determined using the
method described in Chapter 3.3 may no longer correspond to the center frequency
of the band-pass filter and may reduce the robustness of fault diagnosis. A procedure
based on the Monte-Carlo method shown in Fig. 4.9 can evaluate how significant
this reduction of optimality is.
First of all, the optimal set of test frequencies is determined using a global
stochastic optimization considering the nominal values of all network parameters.
Then, in each run of the Monte Carlo simulation, the actual values of all network
parameters are randomly generated in accordance with their statistical distributions
and the optimality of the frequency set is evaluated, for example, using the 𝐸2
measure. The simulation is repeated until a sufficient number of runs with respect
to a given accuracy of the results is achieved. Finally, the results are evaluated using
statistical analysis. The histograms of PDF and CDF show how the optimality of the
frequency set is dependent on the variations of actual values of network parameters.
The quantile 𝐸95% will be explained later.
Let us assume, for example, a scenario shown in Fig. 4.10. The CDF functions
related to ill-conditioned and well-conditioned frequency sets are shown in the figure.
When the set is well-conditioned, the actual optimality of the frequency set in terms
of network parameter variation is still very close to the minimum value of the 𝐸2
measure for most runs of the Monte Carlo simulation. Whereas, when the set is
ill-conditioned, the probability that the actual value of optimality is close to the
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assign set of test frequencies;
for n=1:runs {
generate values of all network parameters;
compute value of 𝐸2 measure;
save results;
}
aggregate results and make statistical analysis;
show PDF and CDF;
determine value of 𝐸95%;
Fig. 4.9: Procedure for frequency set optimality evaluation.
minimum value of the 𝐸2 measure is small. In the other words, the optimality
strongly depends on the actual values of network parameters.
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Fig. 4.10: CDF of ill-conditioned and well-conditoned frequency sets.
The optimality of a frequency set is fully characterized by the histogram of the
CDF function, but, it may be quite difficult to compare it with histograms related
to other frequency sets only by glance. The optimality of a frequency set can also
be well characterized by the quantile 𝐸95%, which gives information that the actual
value of optimality is not greater than the value of 𝐸95% in 95 % of cases. The lower
values of 𝐸95% correspond to more optimal frequency sets. The quantile for any
other coincidence interval can be easily determined directly from CDF. Using the
quantiles, the individual set of frequencies can be easily comparable in accordance
with only one number.
4.5 Example of Application
The Monte Carlo method can simulate the circuit fabrication process as well as
the robustness of the fault diagnosis procedure. Both these simulations are demon-
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strated on a simple example of the Tow-Thomas band-pass filter shown in Fig. 3.22.
Nominally, the filter is designed to the center frequency 𝑓 c = 1.59 kHz with the
quality factor 𝑄 = 10. However, due to manufacturing tolerances of real circuit
components, the parameters of the realized filter may vary. Because the parasitic
parameters of active elements in the circuit only have limited influences on the filter
frequency characteristics in the considered frequency interval, they can not be taken
into account, i.e. ideal operational amplifiers are considered. Then, the variations
of the center frequency and the quality factor of the filter depend only on passive
components.
All basic frequency responses of second-order (biquadratic) frequency filters can
be described using a universal biquadratic transfer function shown in (4.29). As can
be seen, all of them have the same denominator and the desired frequency response
depends on the numerator of the formula. The order of the numerator can not be
higher than the order of the denominator.
𝐻LP(𝑠) = 𝐾0
𝜔2p
𝑠2 + 𝜔p𝑄p 𝑠+ 𝜔
2
p
, 𝐻BP(𝑠) = 𝐾0
𝜔p
𝑄p
𝑠
𝑠2 + 𝜔p𝑄p 𝑠+ 𝜔
2
p
𝐻HP(𝑠) = 𝐾0
𝑠2
𝑠2 + 𝜔p𝑄p 𝑠+ 𝜔
2
p
(4.29)
The band-pass voltage transfer function of the Tow-Thomas filter is given in
(3.49). Its comparison with the biquadratic functions (4.29) and after some mathe-
matical arrangements, the design formulas for the center frequency and the quality
factor as the functions of network parameters can be easily derived
𝑓 0 =
1
2𝜋
√︃
𝑅6
𝑅2𝑅3𝑅5𝐶1𝐶2
𝑄 =
√︃
𝑅21𝐶1
𝑅2𝑅3𝑅5𝐶2
(4.30)
For example, let us assume 1 % and 5 % tolerances of resistors and capacitors,
respectively. The values of all network parameters are generated separately in ac-
cordance with the one-parameter fault model (4.4). The variations of the center
frequency and the quality factor of the filter for 10 000 simulations are shown in
Fig. 4.11.
As can be seen, the histograms give information about the yield of the fabrication
process with respect to a given acceptable performance and can also be used for
design centering. Due to the relatively small influence of many individual network
parameters on the filter frequency response, the histograms can be approximated
by the normal distributions. The distribution parameters 𝜇 and 𝜎 are shown in the
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Fig. 4.11: Center frequency and quality factor variations (uniform R 1%, C 5%).
figure. Comparing them with the nominal ones, it can be stated that the design is
centered.
Basically, using the procedure shown in Fig. 4.9, the optimality of several sets of
test frequencies, which were determined previously using several different methods,
are compared with each other. The optimality is evaluated using the 𝐸2 measure.
In the analysis, these frequency sets are considered:
• Frequency set I {500 Hz, 1 kHz, 5 kHz}
heuristic chosen frequency set
• Frequency set II {790 Hz, 1.580 kHz, 3.160 kHz}
regularly distributed frequency set (𝑓3 = 2𝑓2 = 4𝑓1) based on sweep parameter
optimization in accordance with [46]
• Frequency set III {1.015 kHz, 1.591 kHz, 3.183 kHz}
frequency set based on genetic algorithm optimization in accordance with [66]
• Frequency set IV {970 Hz, 1.592 kHz, 2.610 kHz}
symmetrical frequency set based on sweep parameter optimization described
in Chapter 3.3
• Frequency set V {1.149 kHz, 1.592 kHz, 4.826 kHz}
frequency set based on particle swarm optimization described in Chapter 3.4
The results of simulations for the same component tolerances and the same
number of runs as previously are shown in Fig. 4.12 and Tab. 4.1. As can be
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Fig. 4.12: Optimality of frequency sets (histograms and cumulative functions).
seen, the heuristic chosen frequency set I is significantly worse in comparison with
the other ones. The minimum value of 𝐸2 as well as the value of 𝐸95% reaches a
large value (lower value is more optimal). Also, due to the most likely value not
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corresponding to the minimum value, the frequency set is not optimal. On the other
hand, all remaining frequency sets are well-conditioned with only small differences.
The frequency set V reaches the minimum value of 𝐸2 as well as the value of 𝐸95%
and for this reason it represents the best solution. However, the frequency set
is obtained using a quite computationally expensive method based on PSO. The
frequency set III obtained by GA achieves very similar results but the computational
complexity of the method is even higher. The frequency set IV determined using
the very simple parameter sweep optimization does not achieve much worse results,
in comparison with other sophisticated methods, but the computational complexity
of the method is extremely low. Slightly worse results are also achieved using the
frequency set II. The computational complexity of both methods is very low, but
they are not valid in general.
Tab. 4.1: Optimality of frequency sets.
𝐸2
Frequency set min max 𝐸295%
I. 8.34 9.41 9.19
II. -1.31 4.48 3.52
III. -1.42 4.10 3.02
IV. -1.27 3.87 2.92
V. -1.52 4.05 2.85
Moreover, the robustness of each frequency set is also evaluated with respect to
the total error of the parameter estimation process. In the diagnosis, the tested
parameters 𝑅1, 𝑅4 and 𝐶1 are chosen and the system of fault equations is based
on magnitude measurements of the band-pass frequency response (3.49). Also, the
influences of component tolerances, component faults, measurement errors and un-
certainties of fixed network parameters on the accuracy of the diagnosis are also
discussed in detail.
In the simulations, let us assume these test scenarios:
• Test scenario A
The actual values of tested network parameters are generated separately in
accordance with (4.4) with respect to the maximum fault deviations −50 %+
100 %, i.e. 𝜏 = 1. The remaining network parameters are considered to be
nominal. Also, no measurement errors are taken into account.
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• Test scenario B
The tested network parameters are nominal. The actual values of the remain-
ing network parameters are generated in accordance with (4.4) with manu-
facturing tolerances 1 % and 5 % for resistors and capacitors, respectively.
Measurement errors are not considered.
• Test scenario C
All network parameters are considered nominal. Measurement errors are gen-
erated for each measurement with respect to the normal distribution of prob-
ability (4.1). Because no systematic measurement errors are considered, the
mean value of the distribution is equal to zero, i.e. 𝜇 = 0. With respect to
the 3𝜎 coincidence interval (99.7 %) the maximum additive measurement error
can reach up to ±1 dB.
• Test scenario D
In this scenario all error contributions of real fault diagnosis are considered.
The tested network parameters are generated with respect to the maximum
fault deviations −50% + 100%, the remaining parameters are generated with
respect to their manufacturing tolerances 1 % and 5 % and each measurement
is affected by measurement errors up to ±1 dB. This scenario represents the
real test process well.
The results of the parameter estimation process for several different frequency
sets and test scenarios are shown in Tab. 4.2. The estimated data sets for each tested
network parameter are approximated by the normal distributions whose parameters
are written in the corresponding columns. Because the actual values of network
parameters are randomly generated in accordance with (4.4), i.e. data sets are bias-
centered (for low 𝜏), the distributions of the approximated results should have the
mean value equal to one and their standard deviations correspond to the accuracy
of the parameter estimation process, i.e. optimality of the frequency set. In the
last column the convergence rate of the solver in accordance with a residuum, a
first-order optimality and a physically interpretability of the solution is shown.
Also, to illustrate the individual error contributions, which degrade the robust-
ness of the fault diagnosis, are shown in Fig. 4.13. Note that, they are not drawn
in scale to maintain clarity. The dashed blue curves show the nominal frequency
response of the filter. The solid blue curves correspond to the frequency response of
the filter whose network parameters do not correspond to the nominal ones due to
manufacturing tolerances or component faults. The solid red curves represent the
solution of the parameter estimation process. The marks ⊥ indicate measurement
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errors.
Tab. 4.2: Results of parametric fault diagnosis.
Test 𝐶1 𝑅1 𝑅4 Converged
scenario 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 [%]
A
I. 1.0000 4.3e-11 1.0000 4.3e-7 1.0000 3.5-10 66.6
II. 1.0000 1.2e-11 1.0000 7.4e-8 1.0000 1.5e-10 92.4
III. 1.0000 1.6e-11 1.0000 4.8e-8 1.0000 4.6e-10 96.7
IV. 1.0000 2.0e-11 1.0000 4.8e-8 1.0000 3.8e-10 97.1
V. 1.0000 1.4e-11 1.0000 2.4e-8 1.0000 2.1e-10 99.9
B
I. 1.0002 0.0306 1.0007 0.0306 1.0007 0.0306 100
II. 1.0004 0.0302 1.0005 0.0302 1.0005 0.0302 100
III. 1.0007 0.0306 1.0002 0.0306 1.0002 0.0306 100
IV. 1.0006 0.0303 1.0004 0.0303 1.0004 0.0303 100
V. 1.0001 0.0304 0.9999 0.0304 0.9999 0.0304 100
C
I. 1.0023 0.0303 0.8165 0.3295 0.9975 0.0227 10.2
II. 1.0014 0.0315 1.0699 0.1484 1.0004 0.0313 98.5
III. 1.0003 0.0269 1.0468 0.0969 1.0011 0.0286 99.8
IV. 1.0002 0.0251 1.0404 0.0893 1.0013 0.0301 99.9
V. 0.9996 0.0247 1.0390 0.0825 1.0011 0.0274 99.9
D
I. 1.0038 0.0409 0.8960 0.5343 0.9969 0.036 6.5
II. 1.0014 0.0391 0.9471 0.3889 0.9985 0.0419 48.9
III. 1.0022 0.0369 0.9503 0.3891 0.9960 0.0416 53.4
IV. 1.0002 0.0359 0.9573 0.3778 0.9971 0.0422 54.4
V. 1.0038 0.0379 0.9457 0.3525 0.9964 0.0446 59.7
The test scenario A corresponds to the idealized fault diagnosis where only devi-
ations of the tested network parameters are considered. As can be seen in Fig. 4.13,
the actual frequency response of the filter does not correspond to the nominal one,
but the tested network parameters are estimated very accurately. The numerical
error of the solutions is quite the same for all considered frequency sets and it is very
close to zero. Due to large-scale deviations of tested network parameters, the con-
vergence rate of the solver can be reduced with respect to the first-order optimality
criterion, especially in the case of the heuristic chosen frequency set I.
The test scenario B shows the problem of uncertainty of fixed network param-
eters. The solver finds the mathematically correct solution, where the remaining
(untested) network parameters are considered nominal, but actually they are affected
by manufacturing tolerances. For this reason, the estimated frequency response no
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longer corresponds to the actual frequency response. It represents a systematic error
of the solution. As can be seen in Tab. 4.2, the error of the parameter estimation
approximately corresponds to the manufacturing tolerances of fixed network pa-
rameters. Because only small deviations of network parameters are considered, the
convergence rate of the solver is 100% for all frequency sets.
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Fig. 4.13: Error contributions of multifrequency parametric fault diagnosis.
The test scenario C demonstrates the problem of measurement errors. As can be
seen in Fig. 4.13, the actual frequency response is equal to the nominal one. How-
ever, due to measurement errors the solver finds the mathematically correct solution
which unfortunately does not correspond to the actual solution. It represents a non-
systematic error of the solution. In the case of a band-pass frequency response, the
solver usually finds the solution of the filter with higher selectivity which better in-
terpolates the given frequency response with the presence of random measurement
errors. As can be seen in Tab. 4.2, the diagnosis significantly fails in the estimation
of the parameter 𝑅1. After comparing with the design equations (4.30), it can be
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clarified that the selectivity of the filter significantly depends on this parameter. Be-
cause the found solutions are mathematically correct, the convergence rate is very
high. Only the heuristic chosen frequency set I reaches significantly worse results.
All individual error contributions are considered in the test scenario D. It rep-
resents the process of real fault diagnosis. The results are shown in Tab. 4.2 and
Fig. 4.13. As can be seen, the actual, estimated and nominal frequency responses
do not correspond to each other. The error of the 𝑅1 estimation is very high. Also,
the convergence rate of the solver with respect to a mathematically correct solution
and physical interpretability of the results is significantly limited, especially for the
heuristic chosen frequency set I.
The results of the parameter estimation process of tested network parameters
for the test scenario D and the frequency set V are shown in the histograms in
Fig. 4.14. The standard deviations of distributions correspond to the accuracy of
the parameter estimation process. Ideally, the histograms should have the mean
value equal to one and the standard deviation equal to zero.
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Fig. 4.14: Errors of real parameter estimation (frequency set V).
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5 SPECIAL METHODS FOR SOLVING
FAULT EQUATIONS
5.1 Fault Diagnosis using Overdetermined
System of Fault Equations
5.1.1 Least-square Method
The parameter estimation process represents solving a system of equations, which
are nonlinear with respect to the tested network parameters to be estimated (1.1).
Generally, the solution of the system is unique only if the rank of the associated
Jacobian matrix is greater or equal to the number of tested network parameters. To
accelerate the fault diagnosis a low number of measurements is preferred, i.e. the
total number of fault equations is exactly equal to the total number of tested network
parameters. Then, the Newton-Raphson method finds the solution 𝐹 (p˜) = 0. When
the system of equations is not perturbed by measurement errors and errors caused
by uncertainty of fixed network parameters, the diagnosis returns accurate results.
However, from a practical point of view, the system of fault equations is always
perturbed by errors (1.3) and these errors influence the results, as well. For low-
selective circuits the errors can be small, while for high-selective circuits they can
be significant. In the case of large sensitivities of a network function to network
parameters, very small variations (errors) of estimated parameters can significantly
change the frequency responses of the circuit. Let us assume an example corre-
sponding to measurement errors in Fig. 4.13. From a mathematical point of view,
the error of the solution is evaluated only at several test frequencies, but the rest of
the frequency interval is not taken into account. Despite that the numerical error
at the test frequencies is equal to zero, the network function corresponding to the
estimated network parameters is completely different from the actual one. The inac-
curacy of estimated parameters is caused by the perturbed system of fault equations.
Because the errors in the system of equations are given and can not be eliminated,
the solution of the system is always perturbed. However, to produce more accurate
results, the least-square minimization techniques can be used [49].
These techniques are based on an overdetermined system of fault equations,
i.e. the total number of linearly independent equations is greater than the total
number of parameters to be estimated. As can be seen in Fig. 5.1, the unknown
network parameters 𝑝𝑗 ∈ 𝑝 are estimated to best fit the model to the measurements
by minimizing the error criterion function. The system of fault equations can be
enhanced by new equations based on adding network functions (test points), an
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addition set of test frequencies or several repeated measurements of chosen network
functions at each test frequency.
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Fig. 5.1: Solution minimized least-square error.
The error criterion function 𝑆LSQ in terms of least sum of squares, i.e. sum of
the squared deviations between the model and the measurements at several discrete
test frequencies, usually provides the best solution [49]. For the sake of simplicity,
let us assume only magnitude measurements of one network function at several test
frequencies in the subsequent description. Then, the total number of test frequencies
is equal to the total number of fault equations.
𝑆LSQ =
𝑚∑︁
𝑖=1
𝑤𝑖𝜀𝑖
2 =
𝑚∑︁
𝑖=1
𝑤𝑖 (|𝐻(𝚥𝜔𝑖, p˜)| − |𝑀(𝚥𝜔𝑖)|)2 (5.1)
where index 𝑖 distinguishes between individual fault equations,𝑚 is the total number
of test frequencies (equations), 𝜀 represents the residuum of a fault equation and w
is a weight coefficient. The square ensures that 𝜀 is always non-negative. In general,
the weights can be different for each fault equation and be taken into account, e.g.
based on the variance of repeated measurements w ≈ 1/𝜎2 [49]. However, in the case
of multi-frequency parametric fault diagnosis, a common unit weighting (w𝑖 = 1)
can be used, basically. When the system of equations is perturbed by errors, the
criterion function is never equal to zero.
The optimal solution with respect to the least-square error minimization corre-
sponds to the minimum of the function 𝑆LSQ. Because equation (5.1) is a composite
function with respect to 𝑝𝑗, it must be derived using the chain rule. Then, the
minimum of 𝑆LSQ corresponds to its gradient equal to zero
𝜕𝑆LSQ
𝜕𝑝𝑗
= 2
𝑚∑︁
𝑖=1
𝑤𝑖𝜀𝑖
𝜕𝜀𝑖
𝜕𝑝𝑗
= 2
𝑚∑︁
𝑖=1
𝑤𝑖𝜀𝑖(𝚥𝜔𝑖, p˜)
𝜕|𝐻(𝚥𝜔𝑖, p˜)|
𝜕𝑝𝑗
= 0 (5.2)
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for each tested network parameter 𝑝𝑗 {𝑗 | 1 ≤ 𝑗 ≤ 𝑛}. The last element in the
equation corresponds to the Jacobian matrix with dimension 𝑚 x 𝑛. The equation
is equal to zero, when the weight coefficients 𝑤𝑖, residuals 𝜀 or sum of weighted
elements corresponding to one column of the Jacobian matrix J are equal to zero.
Principally, the weight coefficient can not be equal to zero, residuals equalling zero
is the fundamental objective and weighed elements of the Jacobian matrix can not
be determined directly because the network function 𝐻 is nonlinear with respect
to network parameters 𝑝. The equations (5.2) must be solved iteratively using the
Gauss–Newton algorithm [70]. Principally, the algorithm is the same as the classic
Newton-Raphson algorithm (1.2). The solution, i.e. the estimated values of the
tested network parameters, approximate the measurements with the given model in
terms of the least possible error.
When a high number of redundant fault equations is used, the accuracy of the
solution is better, but the diagnosis consumes a lot of time, while in the case of
a small number of equations the diagnosis is faster, but the accuracy is worse. A
reasonable compromise should be chosen.
5.1.2 Moore-Penrose Pseudoinverse
The measures 𝐸1 and 𝐸2 given by equations (1.16) and (1.20) for test frequency
selection are based on evaluation of the Euclidean norm of the Jacobian matrix and
its inverse. In the case of an overdetermined system of fault equations, the total
number of rows of the Jacobian matrix𝑚 is greater than the total number of columns
𝑛. However, only regular square matrices are ordinary invertible, i.e. det(A) ̸= 0
and 𝑛 = 𝑚. The inverse problem of a singular square or a non-square Jacobian
matrix can be overcome using its generalized Moore-Penrose pseudoinverse J+ [85].
The pseudoinverse matrix is defined with a unique solution for matrices over real or
complex numbers. The general invertible matrix theorem is as follows and can be
found for example in [69].
J+ =
(︁
J𝑇J
)︁−1
J𝑇 (5.3)
To reduce numerical errors of equation (5.3), the pseudoinverse matrix can also be
computed using the SVD method. Let us assume the singular value decomposition
of matrix A in the form (1.18). Then, the pseudoinverse matrix A+ is given by
A+ = VΣ+U*. (5.4)
The computational complexity of the method fundamentally depends on the
complexity of the singular value decomposition of the matrix A. The pseudoinverse
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of the singular value matrix Σ+ is very simple because it contains non-zero elements
only on the major diagonal. The matrices V and U* are only rearranged and
complex conjugated.
5.1.3 Penalty Function of Regularity
An overdetermined system of fault equations is based on a greater number of equa-
tions than the total number of network parameters to be estimated. In the case
of one network function, the system can be constituted by equations correspond-
ing to repeated measurements at the same set of test frequencies as well as to the
equations evaluated (measured) at additional test frequencies. The repeated mea-
surements at the same test frequencies are performed to reduce measurement errors.
From a practical point of view, it usually does not extend the measurement time
so much. However, in the case of frequency-selective circuits, the errors caused by
manufacturing tolerances of well-working (untested) components can also signifi-
cantly influence the shape of the network function, e.g. shift of center frequency or
variation of quality factor. For this reason, a great number of test frequencies dis-
tributed over the whole frequency interval should be used to ensure more reference
frequencies at which the numerical error of the solution is evaluated. However, the
measurements at other test frequencies is usually more time consuming because the
settling time of the circuit must be taken into account.
When an additional set of test frequencies is used, a simple global optimization
of the 𝐸2 measure usually yields test frequencies that are very close to each other. In
the empty frequency bands, where the test frequencies are not located, the error of
the solution is not evaluated and can reach a large value. On the other hand, a set of
test frequencies distributed exactly equidistantly over the whole frequency interval
satisfies the condition of error evaluation, but this set of frequencies is not optimal
with respect to the 𝐸2 measure, i.e. inequality (1.9) related with a perturbed system
of fault equations.
Our solution of the problem is based on a new control mechanism which is added
into the original 𝐸2 measure to force more regular distribution of test frequencies.
Let us assume a new fitness function 𝐸3 in the form
𝐸3 = 𝐸2 (1 + 𝑤𝑅) (5.5)
where 𝐸2 is the original Test Index measure, 𝑅 represents a penalty function of
regularity with a weight coefficient 𝑤.
The penalty function 𝑅 evaluates the variation of individual test frequencies 𝑓𝑖
with respect to related regularly distributed reference frequencies 𝑓 ref𝑖 . The individ-
ual frequencies in a frequency set is sorted in each iteration step of the frequency set
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optimization (3.46) to correctly assign frequencies to the reference ones. The refer-
ence frequencies are constant during optimization and the total number of them is
equal to the number of test frequencies. When the set of test frequencies is ideally
regularly distributed over the whole frequency band, the penalty function is equal
to zero.
The basic penalty function 𝑅 can be given in the form
𝑅 = 1
𝑁
𝑁∑︁
𝑖=1
⃒⃒⃒
𝑓 ref𝑖 − 𝑓𝑖
⃒⃒⃒
(5.6)
where 𝑁 represents the total number of test frequencies.
The absolute value function |.| is discontinuous at the origin and it is not possible
to differentiate it there [86]. It is advantageous to use the power function (.)𝑞 where
the exponent 𝑞 ≥ 2 determines the sharpness of the penalty function. Also, the
frequency characteristics of analog circuits are better represented in a logarithmic
frequency scale but global optimization techniques work well with a linear scale
system of coordinates. For this reason, it is preferable to re-define the penalty
function in the form
𝑅 = 1
𝑁
𝑁∑︁
𝑖=1
(︁⃒⃒⃒
log(𝑓 ref𝑖 )− log(𝑓𝑖)
⃒⃒⃒)︁𝑞
(5.7)
In accordance with the transformation of space coordinates (3.48), which main-
tain the same resolution of linear space coordinates {𝑥 | 0 ≤ 𝑥 ≤ 1} over the whole
frequency interval {𝑓 | 𝑓L ≤ 𝑓 ≤ 𝑓H}, and after some mathematical arrangements,
the penalty function can be formulated in the form (5.8) which represents the (rel-
ative) normalized penalty function in terms of the total number of test frequencies
and logarithm frequency interval.
𝑅 = 1
𝑁
[︃
log
(︃
𝑓H
𝑓L
)︃]︃𝑞 𝑁∑︁
𝑖=1
(︁⃒⃒⃒
𝑥ref𝑖 − 𝑥𝑖
⃒⃒⃒)︁𝑞
(5.8)
When the weight coefficient 𝑤 of the penalty function𝑅 is low, the contribution of
the 𝐸2 measure in (5.5) prevails and the individual test frequencies can be distributed
close to each other. When the weight coefficient is high, the penalty function of
regularity dominates, the test frequencies are distributed more regularly over the
whole frequency band but the conditionality of the Jacobian matrix is not minimal.
The sharpness of the penalty function 𝑅 depends on the exponent 𝑞, as well.
The sharpness of the normalized penalty function with respect to several different
exponents 𝑞 and a frequency interval {𝑓L = 0.1𝑓H} is shown in Fig. 5.2. Due to the
absolute value function |.|, the function 𝑅 is always symmetrical with respect to the
reference frequencies 𝑥𝑟𝑒𝑓𝑖 and for this reason only the positive half plane is shown
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in the figure. As can be seen, when the exponent is low the curve is flat while in the
case of a large exponent the values of the penalty function are small at the beginning
and then increase rapidly. A higher value of the exponent provides a hard limitation
of frequency intervals for individual test frequencies. In general, the exponent equal
to two is usually a good choice in many practical applications.
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Fig. 5.2: Sharpness of normalized penalty function.
5.1.4 Example of Application
The method for test frequency selection with respect to an overdetermined system
of fault equations is demonstrated on a simple example of an EMI filter [87]. The
main application of the filter is to suppress electromagnetic interferences in elec-
tronic power transmission lines. The insertion loss characteristic, i.e. inverse of the
magnitude transfer function, is the fundamental property of the filter. The filter
properties vary with the measurement scenario and terminating impedances. For
this reason, a precise direct measurement of the insertion loss characteristic is not
usually possible in a wide range of frequencies. However, an approximate circuit
model of the real EMI filter, which can compute the insertion loss characteristic for
different measurement scenarios and impedance terminations, can be derived. The
multi-frequency parametric fault diagnosis can determine the actual values of these
network parameters.
The basic circuitry of the EMI filter is shown in Fig. 5.3. The individual compo-
nents in the circuit correspond to the arrangement of the real filter. In the case of
an asymmetrical measuring scenario, the filter circuitry can be transformed to the
reduced mathematical model with lumped network parameters shown in Fig. 5.4.
This simple model is valid in the frequency range up to approximately 100 MHz.
Over this frequency a more complex model simulating parasitic resonances of the
real filter, can produce more accurate results.
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Fig. 5.3: Basic model of real EMI filter (Schurter 5110.1033.1).
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Fig. 5.4: Reduced mathematical model of EMI filter.
The circuit model shown in Fig. 5.4 consists of two resonant sub-circuits. The
network parameters 𝐿1 and 𝐶2 represent a low-pass filter which filter unnecessary
electromagnetic interferences while the parameters 𝑅1, 𝑅2, 𝐿2 and 𝐶1 represent
the parasitic parameters of the real circuit components. These parameters may dis-
tinctly degrade the fundamental filter property such as the maximum attenuation in
the stop-band and the attenuation at high frequencies. The resistors 𝑅3 and 𝑅4 rep-
resent the output impedance of the generator (GEN) and the input impedance of the
network analyser (NA), respectively. Let us assume that they have the fixed nomi-
nal value of 50 Ω in the considered frequency interval {𝑓 | 1 kHz ≤ 𝑓 ≤ 100 MHz}
and they are not tested during the multi-frequency parametric fault diagnosis.
In this case, one test point is related to the filter output, i.e. output quantity 𝑉2
is considered. Then, the voltage transfer function of the filter with respect to the
input port 𝑉1 and the output port 𝑉2 is given by equation (5.9). As can be seen, the
terminating impedances, i.e. the nominal values of 𝑅3 and 𝑅4, have an influence on
the frequency characteristics of the filter, as well.
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𝑎0 = 𝑅1𝑅4
𝑎1 = 𝑅4(𝑅1𝑅2𝐶2 + 𝐿1)
𝑎2 = 𝑅1𝑅4(𝐿1𝐶1 + 𝐿2𝐶2) +𝑅2𝑅4𝐿1𝐶2
𝑎3 = 𝑅4𝐿1𝐶2(𝑅1𝑅2𝐶1 + 𝐿2)
𝑎4 = 𝑅1𝑅4𝐿1𝐿2𝐶1𝐶2
𝑏0 = 𝑅1(𝑅3 +𝑅4)
𝑏1 = 𝑅1𝐶2(𝑅2𝑅3 +𝑅2𝑅4 +𝑅3𝑅4) + 𝐿1(𝑅1 +𝑅3 +𝑅4)
𝑏2 = 𝑅4𝐿1𝐶2(𝑅1 +𝑅2 +𝑅3) +𝑅1𝐿2𝐶2(𝑅3 +𝑅4) +𝑅2𝐿1𝐶2(𝑅1 +𝑅3) +
+ 𝑅1𝐿1𝐶1(𝑅3 +𝑅4)
𝑏3 = 𝐿1𝐿2𝐶2(𝑅1 +𝑅3 +𝑅4) + 𝐿1𝐶1𝐶2(𝑅1𝑅2𝑅3 +𝑅1𝑅2𝑅4 +𝑅1𝑅3𝑅4)
𝑏4 = 𝑅1𝐿1𝐿2𝐶1𝐶2(𝑅3 +𝑅4)
𝐻(𝑠,p) = 𝑉2
𝑉1
= 𝑎4𝑠
4 + 𝑎3𝑠3 + 𝑎2𝑠2 + 𝑎1𝑠+ 𝑎0
𝑏4𝑠4 + 𝑏3𝑠3 + 𝑏2𝑠2 + 𝑏1𝑠+ 𝑏0
(5.9)
The theoretical testability degree of the circuit with respect to the testability
matrix B is eight. The corresponding singular values Σ𝐵 are shown in (5.10).
Theoretically, up to eight network parameters can be determined independently.
Σ𝐵 = diag(5.33, 1.63, 1.35, 1.01, 0.98, 0.82, 0.50, 0.39) (5.10)
The nominal values of network parameters were not known before the analysis.
The circuit shown in Fig. 5.4 represents only an approximated reduced mathemat-
ical model for asymmetrical measurements, where its network parameters do not
correspond to the real components shown in Fig. 5.3. For this reason, the nominal
values of network parameters can not be measured directly. However, it is necessary
to determine them for further analyses.
The nominal values of network parameters are determined indirectly from mag-
nitude measurements of the filter frequency response (5.9) using the least-square
approximation method. The 346 reference frequencies distributed logarithmically
in the frequency interval {𝑓 | 10 Hz ≤ 𝑓 ≤ 75 MHz} are considered in the analysis.
Over this interval, the reduced mathematical model can not accurately model all par-
asitic resonances of the real filter. By including the measurements over the frequency
into the parameter estimation process, the actual values of network parameters will
be devalued, because the least-square method try to fit the measurements with the
given mathematical model. However, the model is not valid for these high frequen-
cies. Also, only a basic system of parameter normalization is used because full
normalization with respect to definition (3.3) requires the knowledge of parameter
nominal values.
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The comparison between the real measurements and the mathematical model
with respect to the estimated nominal values of network parameters 𝑅1 = 582 Ω,
𝑅2 = 119 mΩ, 𝐿1 = 274 uH, 𝐿2 = 3.89 nH, 𝐶1 = 59.3 pF and 𝐶2 = 14.2 nF is shown
in Fig. 5.5. The figure shows very good approximation in the considered frequency
interval. The maximum error of the solution is less than ±1 dB.
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Fig. 5.5: Comparison of measured and estimated frequency responses.
When the nominal values of network parameters are known, the effective testa-
bility degree of the circuit with respect to definition (1.4) can be determined.
Let us assume 30 logarithmically distributed frequencies in the frequency interval
{𝑓 | 1 kHz ≤ 𝑓 ≤ 100 MHz} which constitute the Jacobian matrix. The matrices
Σ𝐻 , Σ|𝐻| and Σ𝜙 are the matrices of singular values of the Jacobian matrix with
respect to the complex, magnitude and phase measurements, respectively.
Σ𝐻 = diag(36.7, 32.4, 22.6, 14.2, 13.0, 8.6, 4.8, 0)
Σ|𝐻| = diag(36.3, 32.3, 22.5, 14.1, 12.8, 8.6, 4.7, 0)
Σ𝜙 = diag(5.9, 1.7, 1.4, 1.1, 0.8, 0.3, 0.1, 0) (5.11)
As can be seen in (5.11), the matrices of singular values always contain seven
non-zero elements. For this reason, the effective testability degree of the circuit is
only seven, while the theoretical testability degree determined using the testability
matrixB is eight. Due to linear dependence of some columns of the Jacobian matrix,
there is one ambiguity group (𝑅3, 𝑅4). The Jacobian matrices corresponding to the
complex and magnitude measurements of (5.9) are well-conditioned, while in the
case of only phase measurements the Jacobian matrix is ill-conditioned. Because
the differences between the singular values Σ𝐻 and Σ|𝐻| are relatively small, i.e.
the phase characteristics does not provide a large amount of information, only the
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magnitude measurements of the filter frequency characteristics are sufficient for the
proper parameter estimation process.
Since the network parameters (𝑅3, 𝑅4) are considered to be ideal terminations
50 Ω (fixed) and the effective testability degree of the circuit is greater than the
total number of the remaining unknown network parameters (𝑅1, 𝑅2, 𝐿1, 𝐿2, 𝐶1,
𝐶2) the system of fault equations should have a unique solution. At least six test
frequencies must be chosen. However, to minimize the error of the solution with
respect to the overdetermined system of fault equations, a greater number of test
frequencies should be chosen.
In this practical demonstration, let us assume a frequency selection of eighteen
test frequencies in the frequency interval {𝑓 | 10 kHz ≤ 𝑓 ≤ 100 MHz}. It repre-
sents an 18-dimensional optimization problem with respect to the 𝐸3 measure min-
imization. In this case, a global stochastic optimization based on genetic algorithm,
which is natively implemented in the Matlab program, is used. The optimization
is performed with default optimization parameters. The exponent coefficient 𝑞 in
(5.8), which determines the sharpness of the penalty function 𝑅, is chosen to be
equal to two, i.e. flat penalty function. The results of the optimization for several
different weights of the penalty function are shown in Fig. 5.6 and Tab. 5.1. In
the figure, the red points correspond to found test frequencies, the solid blue curve
is the magnitude measurement of the filter frequency characteristic and the dashed
blue curves represent individual penalty functions.
When the weight 𝑤 is equal to zero, the 𝐸3 measure corresponds to the original
Test Index measure 𝐸2. As can be seen in Fig. 5.6, some individual test frequencies
are distributed very close to each other which is not optimal in terms of solution
error evaluation. However, with an increasing value of 𝑤 the frequencies become
more regularly distributed over the whole frequency interval, but the conditionality
of the Jacobian matrix becomes non-minimal.
The values of the new measure 𝐸3, the original 𝐸2 measure and the penalty
function 𝑅 for different values of 𝑤 are shown in Tab. 5.1. As can be seen, when
the weight is zero, the values of the 𝐸2 and 𝐸3 measures are the same and they are
equal to 0.5438. Because the individual test frequencies are not regularly distributed,
the penalty function reaches a high value of 0.6150. For a higher value of 𝑤, the
conditionality of the Jacobian matrix has become worse (𝐸2), but not so much,
while the individual test frequencies are better distributed over the whole frequency
interval.
When the test frequencies are identical to the reference frequencies 𝑓 ref𝑖 the values
of the 𝐸2 and 𝐸3 measures are the same and they are equal to 1.7229. Because the
individual test frequencies are ideally distributed over the whole frequency interval,
the penalty function is equal to zero.
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Fig. 5.6: Test frequency selection minimizing 𝐸3 measure.
The contribution of 𝐸2 in (5.5) may never exceed a limit value which corresponds
to the ideally regularly distributed reference frequencies. Otherwise, the optimiza-
tion algorithm returns a frequency set, which is not optimal, because its optimality
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Tab. 5.1: Test frequency selection minimizing 𝐸3 measure.
𝑤 0 1 10 100 1000
𝐸3 0.5438 0.8039 1.1311 1.7084 4.2932
𝐸2 0.5438 0.7699 1.0494 1.2542 1.6732
𝑅 0.6150 0.0441 0.0078 0.0036 0.0016
with respect to the 𝐸2 measure is worse than the set of regularly distributed fre-
quencies.
5.2 Approximate Parametric Fault Diagnosis
5.2.1 Symbolic Analysis
The multi-frequency parametric fault diagnosis advantageously uses symbolic tech-
niques over generated symbolic network functions [42]. However, the complexity of
symbolic formulas grows exponentially with the size of the circuit, i.e. with the total
number of network parameters [5]. For this reason, full symbolic analysis is appli-
cable only to small-size circuits. For large-size circuits or circuits with considered
parasitic parameters of real circuit components, the generated symbolic formula is
extremely complex causing high computational demands and slows the whole process
of fault diagnosis. However, the symbolic formula can be under certain conditions
significantly simplified without significant accuracy loss. For example, some network
parameters such as coupling capacitances may have an influence on the chosen net-
work function only at low frequencies whereas parasitic capacitances of real circuit
components dominate at high frequencies. To simplify and accelerate fault diag-
nosis, the original large system of fault equations (1.1) can be divided into several
frequency-limited subsystems of lower dimension by classic approximate symbolic
analysis techniques.
The symbolic analysis of analog circuits gives results, i.e. network functions,
in closed expression form which is valid for all values of network parameters and
frequency intervals for which the model is valid [88]. The major benefit of sym-
bolic analysis in comparison with numerical analysis is that it provides additional
qualitative information about the circuit, e.g. sensitivities of network parameters or
positions of poles and zeros. To maintain clarity, a symbolic analyser must produce
compact and user-interpretable formulas for small and large circuits, as well. How-
ever, the complexity of a generated formula (B.4) grows exponentially with the total
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number of network parameters. When a large number of network parameters are
considered in the circuit, the resulting formula becomes confusing. Also, the anal-
ysis consumes a lot of computer resources, i.e. RAM memory especially. For this
reason, full symbolic analysis is applicable only for small-size analog circuits. It rep-
resents the fundamental limitation of the method. The theory about the complexity
of symbolic formulas is briefly discussed in Appendix C.
However, from a practical point of view, the frequency interval of interest and the
nominal values of network parameters are usually limited as well. For this reason,
the majority of symbolic terms can be removed from a generated symbolic formula
without any significant numerical error of solution. Methods for calculating such
simplification are referred to symbolic approximation algorithms [5].
The simplification represents a reduction of insignificant parameters or terms
from the generated symbolic formula. The error between the original and approxi-
mated formulas is usually evaluated numerically at several discrete reference frequen-
cies. The approximation process stops when a maximum allowed error is reached.
The approximated formula is usually significantly simplified but it is valid only for
a limited frequency interval and given nominal values of network parameters.
A flow chart of an arbitrary symbolic network function generation is shown in
Fig. 5.7. According to the stage of analysis at which the simplification is per-
formed, all symbolic approximation algorithms can be divided into three classes -
Simplification Before Generation (SBG), Simplification During Generation (SDG)
and Simplification After Generation (SAG) [50].
5.2.2 Approximation Algorithms
The SBG methods directly simplify the circuit equations or graphs before the gen-
eration of the symbolic formula. The basic idea is based on eliminating insignificant
circuit components or simplifying the circuit topology. A network parameter can
be neglected in accordance with computation of the large-change sensitivity of the
network function evaluated numerically from the bilinear form (3.20) [72]
𝐻0 = lim
𝑝→0𝐻 =
𝑏
𝑑
𝐻∞ = lim
𝑝→∞𝐻 =
𝑎
𝑐
(5.12)
In the case of a two-pole element, equation (5.12) represents its replacing by
an open or short circuit. In the case of a controlled source, 𝐻∞ corresponds to its
replacing by the ideal operational amplifier.
The measure (5.13), giving information about which network parameters in the
circuit are significant, was presented in [106]. Let as assume some reference frequen-
cies, at which the numerical error of the simplification is evaluated, distributed over
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Fig. 5.7: Classification of symbolic approximation methods (based on [5]).
the given frequency interval. The frequencies should be distributed with respect to
the complexity of the Bode plot.
The measure consists of two parts
𝑀𝑗 = 20min
(︃
max
𝑖
⃒⃒⃒⃒
⃒log
⃒⃒⃒⃒
⃒𝐻0(𝚥𝜔𝑖)𝐻(𝚥𝜔𝑖)
⃒⃒⃒⃒
⃒
⃒⃒⃒⃒
⃒ ,max𝑖
⃒⃒⃒⃒
⃒log
⃒⃒⃒⃒
⃒𝐻∞(𝚥𝜔𝑖)𝐻(𝚥𝜔𝑖)
⃒⃒⃒⃒
⃒
⃒⃒⃒⃒
⃒
)︃
(5.13)
corresponding to the large-change variations 𝐻0 and 𝐻∞. The element 𝐻 is the
nominal value of the network function. The equation is evaluated for all reference
frequencies 𝜔𝑖 and network parameters 𝑝𝑗. A network parameter, whose measure is
lower than a chosen threshold 𝑀𝑗 < 𝜀, practically does not influence the network
function 𝐻. The actual values of these parameters can not be identified by the fault
diagnosis and for this reason, they can be neglected. It leads to simplifying the
whole process of fault diagnosis without any significant error of the solution.
After reducing insignificant network parameters, one of standard approximation
algorithms can be used to simplify the symbolic expression of the network function.
A method called Sifting Approach [89] is a matrix-based approximation algorithm
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which eliminates component parameters separately from numerator and denomina-
tor submatrices. However, the method can produce non physically interpretable
results and the simplified formula can still include insignificant terms. Another
matrix-based algorithm implemented in Analog Insides tool [90], which is commer-
cially available, directly simplifies the circuit matrix by removing its elements. How-
ever, in specific situations, matrix simplification may even produce more complex
formulas. The results depend on the circuit description method and they can not
be physically interpretable in some cases, as well.
The main idea of a method called Two-graph simplification [91] is based on edge
deletion or contraction in current and voltage graphs that are constructed separately
for the numerator and denominator of a network function. Another method [92]
which goes beyond simple graph transformations is based on eliminating the low-
voltage branches from high-voltage loops and the low-current branches from high-
current cuts. The major advantage of graph methods is that a further simplification
of a generated formula can be easily performed in the SDG stage.
Because SBG methods simplify circuit equations or graphs, they manipulate
with a small number of elements during the symbolic formula generation and for
this reason they are one of the most effective approximation methods ever. Also,
because the methods are trying to reduce all circuit components, the results are
usually simply interpretable from a physical point of view.
The SDG methods are based on generating polynomial coefficients 𝑎i, 𝑏i of the
network function 𝐻 in decreasing order of their magnitudes. The significant terms
are added into the generated network function until a chosen accuracy is reached.
It represents a reverse procedure in comparison with classic SAG methods and for
this reason the computational complexity is significantly reduced. The matrix-based
methods [93] are usually based on incomplete determinant expansion where insignif-
icant terms are not generated.
However, in this stage of simplification, two-graph methods which follow SBG
graph-based methods dominates. The methods are usually based on generating
common spanning trees of current and voltage graphs in decreasing order. The
terms which correspond to common spanning trees are added into the generated
formula. Mathematically, it represents a weight matroid intersection problem [94].
Because graph-based methods based on the theory of matroids can work only with
conductive and capacitive edges, each inductor in the circuit must be modelled by a
behavioural model using a gyrator and a capacitor. It increases the total complexity
of the circuit. In general, all SDG methods may have problems with the physical
interpretability of results.
The SAGmethods [50] represent the oldest approximation techniques for computer-
aided symbolic analysis of analog circuits. First of all, the full symbolic formula of a
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network function is generated. After that, insignificant terms in increasing order are
eliminating from the polynomial coefficients in SOP representation until the maxi-
mum error of approximation is reached. Because approximation algorithms reduce
step by step insignificant individual terms in the full symbolic formula, the tolerance
interval of approximation can be best utilized. The SAG methods are algorithmi-
cally very simple, however, because they work over the full symbolic expression,
they are computationally and in storage very expensive. For this reason, pure SAG
methods are strictly limited only for small-size circuits. However, they can be very
useful in combination with any other SBG and SDG methods.
The SBG and SAG approximation algorithms are natively implemented in the
SNAP program [95]. The process of symbolic expression simplification can be un-
derstood as a sequence of elementary operations shown in Fig. 5.8. First of all,
a reference numerical solution of the original network function is calculated. Then,
all possible simplification operations are ranked in accordance with the error which
can be caused. The operation(s) with the lowest error is performed. Basically, it rep-
resents a reduction of one network parameter from the circuit matrix (SBG) or one
term from the generated polynomial coefficient (SAG). The simplification procedure
runs repeatedly until the maximum error of approximation 𝜀max is reached.
compute reference numerical solution;
while 𝜀approx < 𝜀max {
generate all possible operations;
compute error of each operation;
perform operation(s) with lowest error;
update numerical solution and 𝜀approx;
}
undo last operation;
Fig. 5.8: Main cycle of approximation procedure (based on [92]).
Due to high computational complexity, the error of approximation is usually eval-
uated only at several discrete reference frequencies. Let us assume a error criterion
function for approximation control procedure in the form [92]
𝜀approx = max
𝑖
{︃
20 log |𝐸(𝚥𝜔𝑖,p)|
Δ𝑀max +
arg(𝐸(𝚥𝜔𝑖,p))
Δ𝜙max
}︃
(5.14)
where Δ𝑀max and Δ𝜙max are the allowed magnitude and phase tolerances, respec-
tively. In general, they can be different for each reference frequency. The equation
(5.14) represents a weight sum of magnitude and phase errors in the Bode dia-
gram. The complex error function 𝐸(𝚥𝜔𝑖,p), which normalizes the differences of
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the approximated network function 𝐻approx(𝚥𝜔𝑖,p) to the original reference network
function 𝐻(𝚥𝜔𝑖,p) is given
𝐸(𝚥𝜔𝑖,p) =
𝐻approx(𝚥𝜔𝑖,p)
𝐻(𝚥𝜔𝑖,p)
(5.15)
The success of the parameter estimation process using an iterative procedure
(1.2) strongly depends on the initial guess (usually nominal values of network pa-
rameters) and the total number of tested network parameters. The solvability of
low-order systems of equations is usually better, the solution is found faster and
the results should be less affected by numerical errors [70]. The total solution of
the original system of fault equations consists of the partial solutions of frequency-
limited subsystems which are solved separately. Because approximated symbolic
equations lose their general validity, approximate fault diagnosis is strictly limited
only for non-catastrophic faults.
First of all, all network parameters to be tested are divided into individual fre-
quency intervals in accordance with their magnitude-phase frequency sensitivities
(3.15) and (3.16) to the original network function which constitutes the system
of fault equations. When a network parameter has a significant influence in several
frequency intervals, it must appear in all corresponding approximated network func-
tions. However, the actual value of the parameter is evaluated only in one selected
frequency interval and in other intervals it is considered to be fixed, i.e. is equal to
the value estimated previously.
Then, the sets of test frequencies for each frequency interval are determined in
accordance with the minimization of the 𝐸2 measure (1.20) using a global stochastic
optimization technique. The corresponding Jacobian matrices are based on the orig-
inal system of fault equations , i.e. full symbolic network functions. Each Jacobian
matrix contains only the columns which correspond to the network parameters to
be found in the given frequency interval.
When the sets of test frequencies are known, the original system of fault equa-
tions can be divided into several frequency-limited subsystems. The found sets
of frequencies can be used as the reference frequencies in control procedures for
symbolic approximation algorithms. However, because approximation methods are
iterative, they may return a large number of different simplified formulas. The opti-
mal choice of reference frequencies in accordance with maximally simplified symbolic
formulas with respect to given accuracy will need to undergo further research.
5.2.3 Example of Application
The mentioned method is demonstrated on a simple example of an EMI filter whose
circuit model is shown in Fig. 5.4. The voltage transfer function of the filter with
112
respect to its input and output is given by (5.9). The generated symbolic formula
is the fourth-order polynomial and the total complexity with respect to definition
(C.2) is twenty-five. The effective testability degree of the circuit with respect to
only magnitude measurements of the chosen network function is seven. Because the
parameters 𝑅3 and 𝑅4 are considered to be fixed at 50Ω, there are six unknown
network parameters (𝑅1, 𝑅2, 𝐶1, 𝐶2, 𝐿1, 𝐿2) to be determined using the parametric
fault diagnosis. Further detailed information about the circuit was given in the
previous chapter.
The magnitude-phase sensitivities of normalized network parameters with re-
spect to (3.15) and (3.16) on the original network function (5.9) are shown in Fig. 5.9.
The main idea is to estimate the actual value of the parameter in the frequency inter-
val where it dominates and in other frequency interval(s) considered to be constant.
In this case, all tested network parameters are divided into two heuristic chosen
frequency subintervals in accordance with their sensitivities.
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Fig. 5.9: Sensitivities of normalized network parameters.
In the lower frequency band {𝑓 | 104Hz ≤ 𝑓 ≤ 106Hz} the actual values of pa-
rameters 𝑅1, 𝐿1 and 𝐶2 are estimated. The corresponding square Jacobian matrix,
which is based on the original network function, contains three columns related
to the tested parameters. The optimum set of test frequencies 𝑓L1 = 69.2 kHz,
𝑓L2 = 0.275 MHz and 𝑓L3 = 1.0 MHz (𝐸2 = 3.16) is determined with respect to
the 𝐸2 measure minimization using the PSO optimization algorithm.
The original transfer function (5.9) was simplified using the SNAP program. The
simplification was performed by the parametric SBG and SAG approximation algo-
rithms which are natively implemented in the program. The reference frequencies
at which the total error of approximation is evaluated correspond to the found set
of test frequencies. It seems to be a good choice because at these frequencies the
tested parameters dominate and the Jacobian matrix related to the system of fault
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equations is well-conditioned. However, the optimality of this approach should be
investigated in future work.
In this case, the maximum allowed error between the original and approximated
functions at the reference frequencies is considered to be less than 0.5 dB. The
polynomial coefficients of the approximated function valid for the lower frequency
interval is given by (5.16). As can be seen, the function is the second-order polyno-
mial with the total complexity of denominator equal to seven. With respect to the
complexity of the full symbolic expression, the function is significantly simplified
but the error of approximation is kept bellow 0.5 dB which can be considered as
average measurement errors.
𝑎0 = 𝑅1𝑅4
𝑎1 = 𝑅4𝐿1
𝑏0 = 𝑅1𝑅3 +𝑅1𝑅4
𝑏1 = 𝑅1𝑅3𝑅4𝐶2 +𝑅1𝐿1 +𝑅3𝐿1
𝑏2 = 𝑅1𝑅4𝐿1𝐶2 +𝑅3𝑅4𝐿1𝐶2
𝐻L(𝑠,p) = 𝑉2
𝑉1
= 𝑎1𝑠+ 𝑎0
𝑏2𝑠2 + 𝑏1𝑠+ 𝑏0
(5.16)
The approximated function should contain only the network parameters which
belong to the corresponding frequency interval. If the function contains any other
network parameter, it must be considered to be fixed, i.e. nominal or equal to a
value estimated previously, during the fault diagnosis.
In the next step, the actual values of all unknown network parameters, which be-
long to the lower frequency interval, are estimated by the multifrequency parametric
fault diagnosis implemented in the Matlab program. The system of fault equations
consists of the approximated network function (5.16) evaluated for the individual
test frequencies 𝑓L1 , 𝑓L2 and 𝑓L3 . The diagnosis returns these actual values of param-
eters: 𝑅1 = 678 Ω (+16.4 %), 𝐿1 = 302 uH (+10.3 %) and 𝐶2 = 14.1 nF (−1.0 %)
where the percentage deviations written in brackets are related to the considered
nominal values determined using the least-square method in Chapter 5.1. When a
network parameter has little sensitivity on a chosen network function(s), its actual
value can not be estimated so accurately.
In the final step, the remaining unknown parameters 𝑅2, 𝐿2 and 𝐶1 are estimated
based on the measurements in the upper frequency interval {𝑓 | 106Hz ≤ 𝑓 ≤ 108Hz}.
The procedure is the same with the procedure for the lower frequency interval de-
scribed before.
With respect to the tested network parameters, the optimal set of test frequencies
for the upper frequency interval can be 𝑓H1 = 13.2 MHz, 𝑓H2 = 21.9 MHz and
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𝑓H3 = 36.3 MHz (𝐸2 = −0.904). These frequencies are used as the reference
frequencies for symbolic simplification. The approximated network function is the
second-order polynomial with the complexity of denominator equal to four.
𝑎0 = 𝐶1
𝑎1 = 𝑅2𝐶1𝐶2
𝑎2 = 𝐿2𝐶1𝐶2
𝑏0 = 𝐶2
𝑏1 = 𝑅2𝐶1𝐶2 +𝑅3𝐶1𝐶2
𝑏2 = 𝐿2𝐶1𝐶2
𝐻H(𝑠,p) = 𝑉2
𝑉1
= 𝑎2𝑠
2 + 𝑎1𝑠+ 𝑎0
𝑏2𝑠2 + 𝑏1𝑠+ 𝑏0
(5.17)
Because the network parameter 𝐶2 has a significant influence on the original
network function in the upper frequency interval, the approximated network function
must also contain this parameter. Nevertheless, the actual value of the parameter
was estimated in the previous step, i.e. from fault diagnosis related to the lower
frequency interval, and now it is considered to be constant.
Using the system of fault equations based on approximated network function
(5.17) evaluated for the set of test frequencies 𝑓H1 , 𝑓H2 and 𝑓H3 , the fault diag-
nosis returns these actual values of parameters: 𝑅2 = 127 𝑚Ω (+6.6 %), 𝐿2 =
4.0 nH (+3.1 %) and 𝐶1 = 53.9 pF (−8.9 %). As can be seen, the error caused by
approximation is comparable with component manufacturing tolerances.
The comparisons between the measurements and the results for the lower and
upper frequency intervals are shown in Fig. 5.10 while Fig. 5.11 shows the results
for the full mathematical model. The error of the parameter estimation process
can be caused by the network function approximation, measurement and numerical
errors and errors caused by uncertainty of fixed network parameters. In this case,
the inaccuracy of the mathematical model is about 0.5 dB and the additive error
caused by the formula approximation reaches 1 dB.
The proposed method significantly reduces the computational complexity of fault
diagnosis for large-scale circuits. The original fourth-order system of fault equations,
which consists of the full network function with the complexity equal to twenty-five,
is divided into two second-order frequency-limited systems with the complexities
of approximated network functions equal to seven and four, i.e. the system is sig-
nificantly simplified but the accuracy of the solution is maintained. The cost of
measurements is also reduced. In this case, only six test frequencies are required to
determine six unknown network parameters of the particular EMI filter. A classic
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Fig. 5.10: Estimated results for lower and upper frequency intervals.
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Fig. 5.11: Comparison of results for full model of EMI filter.
least-square parameter identification method (Fig. 5.5) requires approximately 300
measurements to achieve similar results.
5.3 Symbolic Math Acceleration
5.3.1 Symbolic Math Toolbox in Matlab
To reduce numerical errors, the multi-frequency parametric fault diagnosis involves
symbolic computations. When the diagnosis is implemented in the Matlab pro-
gram, the Symbolic Math Toolbox can be used [96]. In recent versions of Matlab
(R2007b+), the symbolic computations are performed using the MuPAD (Multi
Processing Algebra Data tool). It is a proprietary multi-platform computer alge-
bra system with an extensive set of optimized mathematical functions and libraries
for solving and manipulating the expressions completely in symbolic form and with
variable precision.
116
In the Matlab program, there are several functions to evaluate a symbolic ex-
pression. All of them return the same results, but the computational complexity
of each function may be greatly different. For this reason, each of them is suitable
only for a specific application.
The subs function simply replaces the symbolic variable old with the symbolic
or numeric variable new in the symbolic expression S. The substituted variable still
stays defined as a symbol in the Matlab workspace for further calculations. The S
can also be a vector or a matrix. When the elements old and new are the vectors
of the same size, each element of old is replaced by the corresponding element of
new. When all symbolic variables are replaced by numeric variables, the function
returns a numeric value.
R = subs(S, old, new);
The eval function evaluates a symbolic expression S. All symbolic variables
used in S must be redefined as the numerical values in the Matlab workspace before
calling the function. Then, the function returns a numerical result of the symbolic
expression S. Because the symbolic variables share the same names with the nu-
meric variables in the Matlab workspace, after their redefinition it might cause some
problems in the rest of the Matlab script. The programmer should be very careful
when using this function.
R = eval(S);
Both functions use the MuPAD symbolic engine. The linking between the Matlab
workspace and the MuPAD workspace is shown in Fig. 5.12. The Matlab passes a
symbolic computation to the MuPAD engine, which performs the whole calculation
and returns the result to the Matlab workspace. However, this link is very slow
and for this reason it is suitable only for a small number of symbolic computations.
Moreover, some problems with RAM memory leaks and internal pointer overflow
have been observed in some Matlab versions when a large number of computations
are performed.
All of these problems can be overcome using the matlabFunction which gen-
erates an optimized ANSI C code from the symbolic expression S. All free symbolic
variables in S become the input variables for the generated function. The form of a
Matlab function with the handle R or an autonomous Matlab file can be generated,
as well. These functions can be used by any other function in the Matlab. The
procedure for Matlab function generation is shown in Fig. 5.13. As can be seen,
there is no link to the MuPAD engine. For this reason, the function is very effec-
tive for a large number of symbolic computations and repeated symbolic expression
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Fig. 5.12: Symbolic evaluation using MuPAD.
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Fig. 5.13: Symbolic evaluation using Matlab function.
evaluations such as optimizations, statistical analyses and tolerance analyses. The
optimized Matlab function is generated only once before the evaluations and then
the function is only called to return the result for a set of input variables.
R = matlabFunction(S, ’file’,’mcode.m’);
A very simple example of a generated Matlab function in optimized form is
shown below. The function returns a three-element vector of complex sensitivities
with respect to the scenario shown in Fig. 3.22.
function J = mcode(s, C1, R1, R4)
t2 = s.^2;
t3 = s.*R4.*1.0e5;
t4 = R1.*R4.*1.0e10;
t5 = C1.*R1.*R4.*t2.*1.0e2;
t6 = t3+t4+t5;
t7 = 1.0./t6;
J = [R1.*R4.*t2.*t7.*-1.0e2,(t6.*(s.*t7.*1.0e6-...
s.*R1.*1.0./t6.^2.*(R4.*1.0e10+C1.*R4.*t2...
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.*1.0e2).*1.0e6).*(1.0./1.0e6))./(s.*R1),...
-t7.*(s.*1.0e5+R1.*1.0e10+C1.*R1.*t2.*1.0e2)];
end
5.3.2 Example of Application
The efficiency of each function for symbolic expression evaluation will be demon-
strated on four benchmark scenarios with various complexity. With respect to
equation (1.2), it can be easily seen that the overall computational complexity in
the parameter identification phase, i.e. Newton-Raphson iteration scheme, depends
greatly on the complexity of the Jacobian matrix J, its inversion and the network
function(s)H evaluations. For this reason, the time of evaluations of these functions
can be used as a benchmark to efficiency assessment.
A low complexity scenario corresponds to the circuit shown in Fig. 3.22, while the
circuit shown in Fig. 3.28 corresponds to a high complexity scenario. The values of
magnitude voltage transfer functions (3.49) and (3.53) in decibels, and correspond-
ing sensitivities of all network parameters on these functions are evaluated at the
frequency 𝑓 = 1 kHz. The efficiency is determined as the total time consumption of
the repeated symbolic expression evaluation.
All simulations were performed on a PC with the following configuration: Moth-
erboard ASUS A8N-SLI Premium, CPU AMDAthlon 3500+ (2.21 GHz), 2512 MB RAM,
32-bit OS Win XP Professional SP3. Only the Matlab program (R2010a) with the
highest priory of the thread was running on the computer and no further work
was performed on the computer during the simulation to make the simulation more
relevant.
The results for the low-complexity scenario are shown in Fig. 5.14, while the
results for the high-complexity scenario are shown in Fig. 5.15. To ensure sufficient
resolution of all figures, the logarithm axes were used.
As can be seen from the figures, each function is suitable for a different applica-
tion. For example, the subs function is very effective for low complexity circuits and
a low number of evaluations. In the case of more complex scenarios with a higher
number of evaluations the efficiency of the function decreases rapidly. The efficiency
of the eval function is always constant. It means that the time consumption in-
creases linearly with the number of symbolic expression evaluations. In comparison
with the subs function, the eval function is less effective for a low number of
evaluations, but in the case of a higher number of evaluations it becomes more ef-
fective. In the case of a low number of evaluations, the matlabFunction has the
lowest efficiency. It is caused by additional time which is necessary to generate the
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optimized ANSI C code. Because the code is generated only once at the beginning
of evaluations, the efficiency for a high number of evaluations is much better in com-
parison with the subs and eval functions. For this reason, the matlabFunction
rapidly accelerates all symbolic methods in SBT and SAT phases which are based
on repeated runs such as optimizations, tolerance analyses and statistical analyses.
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Fig. 5.14: Computational cost (low complexity scenario).
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Fig. 5.15: Computational cost (high complexity scenario).
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6 CONCLUSION
The doctoral thesis deals with methods for testing of linear (linearized) analog cir-
cuits in the frequency domain. Firstly, an introduction to fault diagnosis consisting
fault classifications, test strategies and diagnosis techniques is given in Chapter 1.
Because the thesis predominantly deals with the multi-frequency parametric fault
diagnosis, its principle is described in detail. The corresponding problems of test
point and test frequency selections with respect to multi-frequency measurements
are also presented. The aims of the dissertation are formulated in Chapter 2.
Chapter 3 deals with efficient symbolical and numerical methods for appointing
the Jacobian matrix with respect to magnitude-phase sensitivities. It was found,
that all network parameters should be normalized to constitute a well-conditioned
Jacobian matrix. In the case of large-size circuits, the computational demands to
constitute the Jacobian matrix symbolically can be very high. A very efficient nu-
merical method based on the bilinear form of the network function using the matrix
of algebraic cofactors was derived. Contrary to theoretical testability, the effective
testability degree of a circuit is not bounded exactly and depends on many aspects
such as the nominal values of network parameters, the method for normalizing pa-
rameters, the selected set of test frequencies, the fault detection method and the
severity of faults. The effective testability can be lower than the theoretical upper
bound determined from the testability matrix. Further, a very simple method for
test frequency selection for band-pass filters based on the centering of frequencies
was presented. The method does not require a complex global optimization but still
produces very accurate results. Finally, a global stochastic optimization technique
with reduced computational demands based on the modified PSO was developed. To
maintain the same resolution in the frequency domain, the space coordinates should
be transformed and normalized. The principles of frequency set mirroring and seg-
mentation of optimization constraints can significantly reduce the computational
complexity of optimization.
Chapter 4 deals with statistical modelling of fault diagnosis. The whole multi-
frequency parametric fault was implemented in the Matlab program. The random
process is simulated by the Monte Carlo method and the results are statistically
evaluated. For generating random network parameters, the inverse sampling theo-
rem can be used. The method can generate random data sets in accordance with
their cumulative distribution functions. In the case of integrated circuits, the net-
work parameters should be generated simultaneously. The method for generating
correlated data sets was also implemented. To satisfy the bias-centered condition of
statistical analyses, two one-parameter fault models (approximations) were heuristi-
cally formulated. These models can be used for simulating manufacturing tolerances
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as well as faults of circuit components. The methods for test frequency selection
are usually based on the nominal values of network parameters. The procedure for
frequency set optimality evaluation with respect to variations of network parame-
ters was developed. Then, the optimality of each frequency set is given by only one
number (quantile) and can be simple compared with any other sets. Finally, the
whole parameter estimation process was simulated with respect to several scenarios
resulting from the real fault diagnosis and several frequency sets, which were de-
termined by several methods with different computational demands. Our method,
based on the modified PSO, produces the best results with a moderate computa-
tional demand. The circuit-specific method based on centering of frequencies does
not achieve much worse results, but the computational complexity is very low.
Chapter 5 deals with special methods for solving fault equations. In consider-
ation of a perturbed system of equations, the theoretical least possible number of
measurements can be insufficient for accurate estimation of tested network parame-
ters. The method based on an overdetermined system, whose solution minimizes the
least-square error, should be used to improve the accuracy. The inversion of a non-
square Jacobian matrix can be done using the Moore-Penrose pseudoinverse matrix.
In the case of frequency selective circuits, the individual test frequencies should be
distributed over the whole frequency interval. However, the Test Index measure
yields frequencies which may be very close to each other. Our solution is based on
the penalty function of regularity added to the original measure to produce more
regularly distributed frequency sets. The multi-frequency parametric fault diagnosis
advantageously uses symbolic techniques, however the complexity grows exponen-
tially with the circuit size. To accelerate fault diagnosis, the original system of fault
equations can be divided into several frequency-limited subsystems of lower dimen-
sions by classic symbolic approximation algorithms. These subsystems are solved
independently and the total solution consists of these partial solutions. Finally,
symbolic computations in the Matlab program can be performed using several func-
tions. All of them return the same results, but the computational demands can be
different. The efficiency of each function was demonstrated on several benchmark
scenarios.
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LIST OF SYMBOLS, PHYSICAL CONSTANTS
AND ABBREVIATIONS
𝑎i, 𝑏i coefficients of network polynomials
A circuit matrix / nodal incidence matrix
AT matrix transposition
A+ Moore-Penrose pseudoinverse matrix
A* complex conjugate matrix
arg argument function
𝐵 bandwidth
B testability matrix
C conditionality of matrix
C˜ complexity of symbolic expression
𝛿 relative error
Δ absolute error
Δi,j algebraic cofactor of matrix
Δ𝑀max magnitude tolerance
Δ𝜙max phase tolerance
Δ𝑡 time step
det determinant of matrix
diag diagonal matrix
dim dimension of matrix
e Euler number
𝜀 error criterion
𝐸1 test error index measure
𝐸2 test index measure
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𝐸3 test index measure with penalty function of regularity
𝐸95% quantile 𝐸 with confidence interval of 95%
𝑓 frequency
𝜙 phase frequency response
𝐻 network function
|𝐻| magnitude frequency response
𝚥 imaginary unit
I unitary matrix
𝐼1, 𝐼2 input / output current
ℑ imaginary part of complex number
J Jacobian matrix
𝑘 spreading coefficient
ker kernel of matrix
ln, log natural / decade logarithm
𝑀 complex measurement
𝜇, 𝜎 parameters of normal (Gauss) distribution (mean, standard deviation)
𝑁,𝐷 nominator / denominator of network function
𝑝, 𝑝 real / normalized value of network parameter
𝑄 quality factor
𝑟 random number
𝑅 penalty function of regularity
R𝑢 u-dimensional real vector space
ℜ real part of complex number
rank rank of matrix
𝜌 correlation coefficient
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𝑠 complex frequency
𝑆|𝐻| magnitude frequency response sensitivity
𝑆𝜙 phase frequency response sensitivity
𝑆LSQ sum of least squares
𝜎min, 𝜎max minimum / maximum singular value
Σ diagonal matrix of singular values
𝑇 testability degree
𝜏 tolerance / fault parameter
v agent speed
𝑉1, 𝑉2 input / output voltage
w weight factor
𝜔 angular frequency
x space coordinate
xpers,xglob personal / global optimum coordinate
Y admittance matrix
𝑧, 𝑝 zeros and poles of network function
‖.‖ Euclidean norm (L-2 norm)
ABM analog behavioural modelling
ATPG automatic test pattern generation
ASIC application-specific integrated circuit
BIST build-in self test
CDF cumulative distribution function
CUT / DUT circuit / device under test
DfT design for testability
EMI electromagnetic interference
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GA genetic algorithm
KHN Kerwin-Huelsman-Newcomb universal biquad filter
LSB least significant bit
MTBF mean time between failures
MuPAD multi processing algebra data toolbox
NA, MNA (modified) nodal analysis
OPA operational amplifier
OTA operational transconductance amplifier
PCB printed circuit board
PDF probability density function
PSO particle swarm optimization
SAB single active block
SBG / SDG / SAG simplification before / during / after generation
SBT / SAT simulation before / after test
SNAP symbolic network analysis program
SoC system on chip
SOP sum of products
SPICE simulation program with integrated circuit emphasis
SVD singular value decomposition
VCCS voltage control current source
VCVS voltage control voltage source
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A BEHAVIOURAL MODELLING
Computer simulations of analog circuits on the transistor level can produce very
accurate results on the behaviour of the circuit but due to high computational
demands or numerical problems they are usually very problematic even for small-
size circuits [11]. For example, the operation amplifier uA-741, whose transistor
level model is openly available, contains 25 bipolar junction transistors (BJT), 11
resistors and 1 capacitor [97]. In spice-family circuit simulators, each BJT transistor
is modelled using the global nonlinear Gummel-Poon model, which contains up to
59 adjustable parameters [11]. From a practical point of view, full transistor-level
simulations are unfeasible.
To reduce the computational complexity to a sufficient level, simplified be-
havioural models of circuit components should be used, i.e. analog behavioural
modelling (ABM) blocks. The models are based on the abstraction from the tran-
sistor level to the function level which simulates only the characteristic properties
of the component [19].
With respect to a type of circuit analysis and a given accuracy, a circuit compo-
nent can be basically modelled at several levels of abstraction. Let us assume, for
example, models based on [98]. The principle of behavioural modelling is demon-
strated on a simple example of the operation amplifier uA-741. The presented
models are only illustrative and may vary in accordance with real requirements of
simulations.
• Level 0
The simplest behavioural model of the ideal operational amplifier is based on
the hypothetical two-port circuit elements nullator and norator. The element
nulls the input voltage and current and allows arbitrary values of the output
voltage and current. Only few circuit simulators, e.g. HSpice, has this singular
circuit element implemented. When the modified nodal analysis is used, the
element can be modelled by adding one specific row and column in the circuit
matrix A
??
??
??
?
?
??
??
??
?
?


0011
1
1
0
0
Input Output
Nullor
A
b
a c
d
a
b
c
d
a b c d
Fig. A.1: Behavioural model of OPA and its MNA stamp (level 0).
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• Level 1
The behavioural model of the first level contains only one controlled source
corresponding to the voltage gain 𝐴0. Any other parasitic elements are not
considered. The computational complexity is minimal, but the model is suit-
able only for limited applications.
VCVS
A0
Input Output
Fig. A.2: Behavioural model of OPA (level 1).
• Level 2
In the case of the second level, the behavioural model contains the input and
output resistances, in addition.
VCVS
A0
Input Output
Rin Rout
Fig. A.3: Behavioural model of OPA (level 2).
• Level 3
The model of the third level takes into account the frequency decline of the
voltage gain which is modelled using the DC gain 𝐴0 and the dominant pole
𝑓0 given by the RC low-pass filter.
gm
Input Output
Rin fp VCVS
A=1
Rout
VCCS
Fig. A.4: Behavioural model of OPA (level 3).
• Level 4
In the case of the fourth level, the nonlinearities simulated large-signal analysis
and input voltage and current offset sources are added into the behavioural
model.
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Output
fp VCVS
A=1
Rout
Input
Rin VCCS
gmOffsets
Nonlinearity
Fig. A.5: Behavioural model of OPA (level 4).
• Level 5
The behavioural models of the fifth level are sometimes called macromodels.
The accuracy-critical elements (blocks) are modelled at the transistor level,
while the remaining elements are modelled using controlled sources. The mod-
els provided by component manufacturers usually belong to this category. The
historically well-known macromodel is the Boyle model [99].
VCCS
VCCS
Input
Vcc
Output
Fig. A.6: Behavioural model of OPA (level 5).
• Level 6
The model of the sixth level can be called micromodel and contains the full
transistor level structure. This model provides the best accuracy results, but
the computational complexity significantly grows with the size of the circuit.
However, manufacturers usually do not provide these models.
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Q2
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Q10 Q11 Q22
V+
Q14
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OUTPUT
R10
50Ω
Q20
Q16
Q17
Q18 Q15
V–
R11
50Ω
R12
50kΩ
R7
4.5Ω
R8
7.5KΩ
R4
5kΩ
30pF
Q12
OFFSET NULL
INVERTING INPUT
OFFSET NULL
Fig. A.7: Behavioural model of OPA (level 6) [97].
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B ANALYSIS OF LINEAR CIRCUITS
The analysis of analog circuits consists of numerical and symbolical techniques. Nu-
merical methods produce quantitative results in the form of tables [19]. On the other
hand, symbolical methods produce qualitative results in the form of closed-form sym-
bolic formulas. The SNAP [95] or SAPWIN [100] are very popular frequency-domain
symbolic circuit simulators for linear (linearized) analog circuits available for free.
With only minor exceptions, all symbolic circuit simulators are usually based on the
Modified Nodal Analysis (MNA) [72]. The MNA is a general extension of the classic
Nodal Analysis (NA). To maintain clarity, the principle of NA will also be briefly
discussed.
The NA is based on the formulation of the Kirchhoff’s current law which consti-
tutes the system of equations (B.1). At the beginning, one reference node is chosen
and the nodal voltages of the remaining independent nodes with respect to the ref-
erence node constitute the circuit equations. The total number of equations is equal
to the total number of nodal voltages, then the system has a unique solution.
I = YV (B.1)
where Y is the admittance matrix of the circuit , V is the vector of nodal voltages
which are the unknown variables of the method to be determined, the vector I
contains the independent current sources in the circuit.
The system of equations (B.1) can be solved using the inverse matrix Y−1, Gaus-
sian elimination or 𝐿𝑈 -factorization [4]. All remaining voltages in the circuit can
be derived as a linear combination of solved nodal voltages.
The admittance matrix Y can be automatically generated using
Y = AIYpATV (B.2)
where AI and AV are the reduced incidence matrices of current and voltage graphs
and Ap represents the diagonal matrix of network parameters.
The NA is a very useful method for analysing analog circuits. However, the main
limitation of the method is that it is not directly applicable to circuits containing
elements that lack an admittance description, i.e. voltage sources, ideal operational
amplifiers, some controlled sources and several modern function elements. To over-
come this problem, the MNA method has been derived.
The MNA is originally based on the method of element stamps [101]. Each
irregular element with respect to NA is described by additional circuit equations
which can be formulated in the form of a stamp. This stamp is included into the
original admittance matrix 𝑌 . From a mathematical point of view it means that
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the matrix is extended with some rows and columns, whose elements are not in
the dimension of conductance/admittance, depending on the number of extended
unknown variables
b = Ax (B.3)
where b is the vector of independent sources, i.e. current and voltage,A is the hybrid
circuit matrix (sometimes known as pseudo-admittance matrix) and x is the vector
of unknown variables to be determined, i.e. node voltages and branch currents.
An example of stamp of the ideal operational amplifier is shown in Fig. B.1. The
stamps for other modern function elements can be found for example in [42].
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Fig. B.1: Matrix stamp of ideal operational amplifier.
The MNA based on element stamps is highly universal. There is no limitation
on the type of circuit components. However, the main drawback of the method
is the increased size of the system of equations. It usually does not represent a
problem for computer-aided numerical techniques, but it may be a limiting factor
for symbolic and hand-and-paper techniques. Unfortunately, a method of the dead
row [102] or a V/I method [47] can significantly reduce the computational complexity
by reducing unnecessary unknown variables, e.g. the voltages at the input of the
ideal operational amplifier are equal to each other.
An arbitrary network function of a lumped linear time-invariant circuit can be
written in the symbolic form as
𝐻(𝑠,p) = 𝑁(𝑠,p)
𝐷(𝑠,p) =
𝑎𝑛(p)𝑠𝑛 + · · ·+ 𝑎0(p)
𝑏𝑚(p)𝑠𝑚 + · · ·+ 𝑏0(p) (B.4)
where 𝑠 is the complex frequency and the polynomial coefficients 𝑎𝑖 and 𝑏𝑖 are the
sum of products (SOP) of network parameters p = [𝑝1, . . . , 𝑝𝑅]T.
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C SYMBOLIC FORMULA COMPLEXITY
Let us assume the definition of complexity of a generated symbolic formula reported
in [103]. The complexity of a rational network function 𝐻(𝑠,p) is equal to the
sum of the complexities of all coefficients of the canonical Sum of Products (SOP)
representation of 𝐻(𝑠,p), i.e. entries 𝑎i, 𝑏i. For example, let us assume the circuit
shown in Fig. 3.9 with the current transfer function given by (3.41). With respect
to the definition, the complexity of the generated symbolic formula is seven.
It is easy to compute the complexity of a symbolic function which is given in
SOP representation. However, from a practical point of view it is advantageous to
estimate the total complexity before the symbolic function generation [5]. Fortu-
nately, a theoretical upper limit of the complexity can be estimated directly from the
incidence matrices corresponding to the circuit matrix. It gives information whether
the symbolic generation of the network function is possible at all or not.
Because the complexity of the numerator of a symbolic network function is in
comparison one to seven orders less than the complexity of the denominator, it is
not necessary to take it into account and the total complexity can be estimated with
sufficient accuracy from the complexity of the denominator which can be computed
without any other matrix arrangements.
C˜(𝑁(𝑠,p))≪ C˜(𝐷(𝑠,p)) (C.1)
Let us assume that all elements in the diagonal matrix of the circuit parameters
in (B.2) are equal to one, in other words, all branch admittances in the branch
admittance matrix are equal to one. In the case of passive linear analog circuits,
the incidences matrices AI and AV of the current and voltage topology graphs
are equal to each other. Then, the complexity can be determined by computing
the determinant of products of the incidence matrix A without the requirement to
calculate the network function fully symbolically.
C˜(𝐻(𝑠,p)) ≈ C˜(𝐷(𝑠,p)) = det
(︁
AAT
)︁
(C.2)
When a circuit consists of some active elements, which can be usually modelled
by controlled sources, the voltage and current incidence matrices, i.e. voltage and
current graphs, no longer correspond to each other [72]. Then, some rows and
columns are reduced from the circuit matrix. For this reason, the total complexity
of the generated symbolic formula is lower than the complexity of the circuit without
controlled sources. The lower and upper theoretical limits of the complexity can be
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estimated as
det
(︁
AIATV
)︁
≤ C˜(𝐻(𝑠,p)) ≤ min
(︁
det
(︁
AVATV
)︁
, det
(︁
AIATI
)︁)︁
(C.3)
The total complexity of a generated symbolic network function depends on the
circuit topology and the total number of circuit components. For this reason, no
number of nodes or branches or the number of circuit components, which will be
valid in general, can not be determined for a given sustainable complexity. An
extreme complexity of full symbolic analysis can be demonstrated on two different
types of regularly generated resistive circuits.
The first example of a resistive ladder circuit and its topology graph is shown in
Fig. C.1. The circuit consists of 𝑛 independent nodes and 2𝑛 − 1 branches. From
a topological point of view, the circuit represents a cascade of individual voltage
divider sections.
1 2 3 n-1 n
0
0
1
2
3
45
Fig. C.1: Basic ladder circuit and its topology graph.
The complexity of the transfer network function can be determined using the
followed formula. As can be seen, it depends exponentially on the number of nodes
[88].
det
(︁
AAT
)︁
= 1√
5
[︃(︃
3 +
√
5
2
)︃𝑛
−
(︃
3−√5
2
)︃𝑛]︃
(C.4)
The second example of a regularly generated circuit is shown in Fig. C.2. The
circuit topology consists of 𝑛 individual nodes where every node is connected with all
other nodes by just one single branch. In this case, the complexity of the transfer
network function is equal to the total number of spanning trees in the complete
graph and can be evaluated using the Cayley’s formula (C.5). As can be seen, the
complexity depends superexponentially on the number of nodes [104].
det
(︁
AAT
)︁
= 𝑛𝑛−2 (C.5)
Let us assume for example the maximum expression complexity with respect
to limited computer resources C˜max = 105. Then, the largest size of the ladder
circuit which can be analysed using full symbolic analysis contains 12 nodes and
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0
3
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50
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Fig. C.2: More complex regularly structured circuit and its topology graph
23 branches. In the case of the second benchmark circuit of the complete topology
graph, there are only 7 nodes and 21 branches. For example, for the transistor-
level model of the operational amplifier uA741 whose model is openly available, the
equation (C.3) gives the result in the order of 1019.
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