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Abstract
A finite element method is proposed for investigating the general elastic multi-structure problem, where displacements on
bodies, longitudinal displacements on plates, longitudinal displacements and rotational angles on rods are discretized using
conforming linear elements, transverse displacements on plates and rods are discretized respectively using TRUNC elements and
Hermite elements of third order, and the discrete generalized displacement fields in individual elastic members are coupled together
by some feasible interface conditions. The unique solvability of the method is verified by the Lax–Milgram lemma after deriving
generalized Korn’s inequalities in some nonconforming element spaces on elastic multi-structures. The quasi-optimal error estimate
in the energy norm is also established. Some numerical results are presented at the end.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Elastic multi-structures are usually assembled from elastic substructures of the same or different dimensions
(bodies, plates, rods, etc.) with proper junctions, which are widely encountered in engineering applications. In the
past few decades, many researchers have been interested in mathematical modeling and numerical solutions for
simple elastic multi-structures composed of only two elastic members [1–10]. However, there are few considerations
about the general elastic multi-structure problem. Feng and Shi [11,12] established mathematical models for general
elastic multi-structures via the variational principle, after reasonable presentation for the interface conditions among
substructures. The corresponding mathematical theory was developed in [13] by Huang, Shi, and Xu. In this paper, we
plan to propose and analyze a finite element method for investigating the general elastic multi-structure problem. We
mention the following words of Ciarlet to show the importance of such studies: “A challenging program consists in
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numerically approximating the mathematical models of elastic multi-structures that comprise many substructures.” [4,
p. 180].
Let there be given N3 body members Ω3 := {α1, . . . , αN3}, N2 plate members Ω2 := {β1, . . . , βN2}, and N1 rod
(beam) members Ω1 := {γ1, . . . , γN1}. They are rigidly connected to form an elastic multi-structure [12,13]:
Ω = {α1, . . . , αN3;β1, . . . , βN2; γ1, . . . , γN1}.
Assume that Ω fulfills the following four conditions:
1. Each body member α is a bounded polyhedron and each plate member β is a bounded polygon.
2. Ω is geometrically connected in the sense that for any two points in Ω , one can connect them by a continuous path
consisting of a finite number of line segments each of which belongs to some elastic member in Ω .
3. For any two adjacent elastic members A and B, the dimension of the intersection A¯ ∩ B¯ can only differ from the
dimensions of these two members by one dimension at most; for example, a body member can only have body or
plate members as its adjacent elastic members.
4. Ω is geometrically conforming in the sense that if A and B are two adjacent elastic members in Ω with the same
dimension, then ∂A ∩ ∂B should be the common boundary of A and B.
We point out that the first condition is given for ease of exposition, and the second one is satisfied generally for
practical problems. But the remaining two conditions may not be satisfied for some elastic multi-structures. In this
case, one can transform the original structures into new ones satisfying such conditions by adding or changing some
individual elastic members; we refer the reader to [12] for details along this line.
We denote all proper boundary area elements of bodies by
Γ 2 := {βN2+1, . . . , βN ′2} = Γ 21 ∪ Γ 22 ,
where Γ 21 := {βN2+1, . . . , βN2+M2} and Γ 22 := {βN2+M2+1, . . . , βN ′2}. Here Γ 21 consists of all external proper
boundary area elements while Γ 22 consists of all interfaces of bodies. Analogously, denote all proper boundary lines
of plates by
Γ 1 := {γN1+1, . . . , γN ′1} = Γ 11 ∪ Γ 12 ,
where Γ 11 := {γN1+1, . . . , γN1+M1} and Γ 12 := {γN1+M1+1, . . . , γN ′1}. Here Γ 11 consists of all external boundary lines
while Γ 12 consists of all interfaces of plates. Denote all boundary points of rods by Γ
0 := {δ1, . . . , δN0}, and all corner
points of proper boundaries of plates by Γ 03 := {δN0+1, . . . , δN ′0} (except those in Γ 0). Let Γ 0 = Γ 01 ∪ Γ 02 with
Γ 01 := {δ1, . . . , δM0}, Γ 02 := {δM0+1, . . . , δN0}.
Here Γ 01 consists of all external boundary points while Γ
0
2 consists of all common boundary points. An element of
Ω3,Ω2 ∪ Γ 2,Ω1 ∪ Γ 1, and Γ 0 ∪ Γ 03 is called respectively a body, area, line, and point element.
We introduce a right-handed orthogonal system (x1, x2, x3) in the space R3, whose orthonormal basis vectors are
denoted by {ei }3i=1. With each elastic member in Ω , we associate a local right-handed coordinate system (xω1 , xω2 , xω3 )
as follows. ({eωi }3i=1 represent the related orthonormal basis vectors.) For a body member α ∈ Ω3, its local coordinate
system is chosen as the global system (x1, x2, x3), and let nα be the unit outward normal to the boundary ∂α of α.
For a plate member β ∈ Ω2, xβ1 and xβ2 are its longitudinal directions, and xβ3 the transverse direction. Moreover,
along the boundary ∂β of β, a unit tangent vector tβ is selected such that {nβ , tβ , eβ3 } forms a right-handed coordinate
system, where nβ denotes the unit outward normal to ∂β in the longitudinal plane, and eβ3 the unit transverse vector
of β. For a rod line element γ ∈ Ω1, xγ1 is the longitudinal direction, xγ2 and xγ3 are the transverse directions, and
the origin of the local coordinates is located at an endpoint of γ . For a line element γ ∈ Γ 1, let eγ1 be a unit vector
representing the longitudinal direction of γ .
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For any two elements β ∈ Ω2 ∪ Γ 2 and α ∈ Ω3, α ∈ ∂−1β means that β is a boundary element of α. For any two
elements β ∈ Ω2 and γ ∈ Ω1 ∪ Γ 1, we define
ε(β, γ ) :=

0 if γ 6∈ ∂β,
1 if γ ∈ ∂β, and eγ1 and tβ have the same direction on γ,
−1 if γ ∈ ∂β, and eγ1 and tβ have the opposite direction on γ.
The symbols β ∈ ∂−1γ, γ ∈ ∂−1δ, and ε(β, δ) are understood in similar manners [12,13].
We impose the clamped conditions on a line element γN1+1 ∈ ∂β1:
uβ1 = 0, ∂nβ1 uβ13 = 0 on γN1+1,
and impose the force and moment free conditions on all kinds of proper boundaries of Ω except γN1+1. Here
uβ1 denotes the displacement field on the plate member β1 (see the following descriptions for details). It is noted
that all derivations in this paper can be extended naturally to problems with other boundary conditions after some
straightforward modifications.
Since Ω is rigidly connected, the admissible space V of generalized displacement fields consists of all functions
v :=
{
{vα}α∈Ω3 , {vβ}β∈Ω2 , {vγ }γ∈Ω1 , {vγ4 }γ∈Ω1
}
in
∏
α∈Ω3 W(α)×
∏
β∈Ω2 W(β)×
∏
γ∈Ω1 W(γ )×
∏
γ∈Ω1 H1(γ )which fulfill the following interface conditions [12,
13]:
vα = vα′ on β, ∀α, α′ ∈ ∂−1β, ∀β ∈ Γ 22 ; (1.1)
vβ = vβ ′ , ε(β, γ )∂nβvβ3 = ε(β ′, γ )∂nβ′ vβ
′
3 on γ, ∀β, β ′ ∈ ∂−1γ, ∀γ ∈ Γ 12 ; (1.2)
v
γ
i e
γ
i = vγ
′
i e
γ ′
i , v
γ
i+3e
γ
i = vγ
′
i+3e
γ ′
i on δ, ∀ γ, γ ′ ∈ ∂−1δ ∩ Ω1, ∀ δ ∈ Γ 02 , (1.3)
where vγ5 := −dvγ3 /dxγ1 , vγ6 := dvγ2 /dxγ1 ;
vα = vβ on β, ∀α ∈ ∂−1β, ∀β ∈ Ω2; (1.4)
vβ = vγ , −ε(β, γ )∂nβvβ3 = vγ4 on γ, ∀β ∈ ∂−1γ, ∀ γ ∈ Ω1. (1.5)
Here
vα := vαi eαi , vβ := vβi eβi , vγ := vγi eγi ;
W(α) := (H1(α))3, W(β) := (H1∗ (β))2 × H2∗ (β), W(γ ) := H1(γ )× (H2(γ ))2,
H1∗ (β1) := H10 (β1; γN1+1), H2∗ (β1) := H20 (β1; γN1+1),
H1∗ (β) := H1(β), H2∗ (β) := H2(β) for each β ∈ Ω2 \ β1.
Throughout this paper, we adopt standard notation for Sobolev spaces [14–16], and use the same index and summation
conventions as are described in [13]. That means, Latin indices i, j, l take their values in the set {1, 2, 3}, while the
capital Latin indices I, J, L (resp. K ) take their values in the set {1, 2} (resp. {2, 3}). The summation is implied when
a Latin index (or a capital Latin index) is repeated exactly twice. For a sum
∑
t∈Λ at , if at is not defined for some
t0 ∈ Λ, at0 is taken to be zero automatically.
Therefore, under the action of the applied generalized load field
f :=
{
{fα}α∈Ω3 , {fβ}β∈Ω2 , {fγ }γ∈Ω1 , { f γ4 }γ∈Ω1
}
,
the generalized displacement field of the equilibrium configuration
u :=
{
{uα}α∈Ω3 , {uβ}β∈Ω2 , {uγ }γ∈Ω1 , {uγ4 }γ∈Ω1
}
of Ω is governed by the following problem [12,13]: Find u ∈ V such that
D(u, v) = F(v), ∀ v ∈ V, (1.6)
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where
F(v) :=
∑
α∈Ω3
Fα(v)+
∑
β∈Ω2
Fβ(v)+
∑
γ∈Ω1
Fγ (v), (1.7)
Fα(v) :=
∫
α
fα · vαdα, Fβ(v) :=
∫
β
fβ · vβdβ, Fγ (v) :=
∫
γ
fγ · vγ dγ +
∫
γ
f γ4 v
γ
4 dγ ;
moreover, for w =
{
{wα}α∈Ω3 , {wβ}β∈Ω2 , {wγ }γ∈Ω1 , {wγ4 }γ∈Ω1
}
∈ V,
D(v,w) :=
∑
α∈Ω3
Dα(v,w)+
∑
β∈Ω2
Dβ(v,w)+
∑
γ∈Ω1
Dγ (v,w),
where
Dα(v,w) :=
∫
α
σαi j (v)ε
α
i j (w)dα,
εαi j (v) := (∂ivαj + ∂ jvαi )/2, ∂ivαj := vαj,i = ∂vαj /∂xαi ,
σαi j (v) :=
Eα
1+ να ε
α
i j (v)+
Eανα
(1+ να)(1− 2να) (ε
α
ll(v))δi j , 1 ≤ i, j ≤ 3; (1.8)
Dβ(v,w) :=
∫
β
[QβI J (v)εβI J (w)dβ +MβI J (v)KβI J (w)]dβ,
ε
β
I J (v) := (∂I vβJ + ∂JvβI )/2, ∂I vβJ := vβJ,I =
∂v
β
J
∂xβI
,
QβI J (v) :=
Eβhβ
1− ν2β
((1− νβ)εβI J (v)+ νβ(εβLL(v))δI J ), 1 ≤ I, J ≤ 2,
(1.9)
KβI J (v) := −∂I Jvβ3 = −
∂2v
β
3
∂xβI ∂x
β
J
,
MβI J (v) :=
Eβh3β
12(1− ν2β)
((1− νβ)KβI J (v)+ νβ(KβLL(v))δI J );
(1.10)
Dγ (v,w) :=
∫
γ
[Qγ1 (v)εγ11(w)+Mγi (v)Kγi (w)]dγ,
ε
γ
11(v) := dvγ1 /dxγ1 , Qγ1 (v) := Eγ Aγ εγ11(v),
Kγ2 (v) := −d2vγ3 /(dxγ1 )2, Kγ3 (v) := d2vγ2 /(dxγ1 )2,
Mγ2 (v) := Eγ I γ22Kγ2 (v)+ Eγ I γ23Kγ3 (v),
Mγ3 (v) := Eγ I γ32Kγ2 (v)+ Eγ I γ33Kγ3 (v),
I γ23 = I γ32,
(1.11)
Kγ1 (v) := dvγ4 /dxγ1 , Mγ1 (v) :=
Eγ
2(1+ νγ ) JγK
γ
1 (v). (1.12)
Here Eω > 0 and νω ∈ (0, 1/2) denote Young’s modulus and Poisson’s ratio for the elastic member ω = α, β, γ ,
respectively; hβ is the thickness of the plate β; Aγ is the area of the cross section, I γi j the moment of inertia of the
cross section, and Jγ the geometric torsional rigidity of the cross section; δi j and δI J stand for the usual Kronecker
delta.
From now on, we will always use
u :=
{
{uα}α∈Ω3 , {uβ}β∈Ω2 , {uγ }γ∈Ω1 , {uγ4 }γ∈Ω1
}
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to denote the unique solution of problem (1.6), and assume that for all α ∈ Ω3, β ∈ Ω2 and γ ∈ Ω1,
uα ∈ (H2(α))3, uβ ∈ (H2(β))2 × H3(β),
uγ ∈ H2(γ )× (H3(γ ))2, uγ4 ∈ H2(γ ), (1.13)
fα ∈ (L2(α))3, fβ ∈ (L2(β))3, fγ ∈ (L2(γ ))3, f γ4 ∈ L2(γ ).
In this paper, we discretize displacements on bodies, longitudinal displacements on plates, longitudinal
displacements and rotational angles on rods using conforming linear elements, discretize transverse displacements
on plates and rods using the TRUNC elements [17–20] and the Hermite elements of third order respectively, and
also introduce some feasible interface conditions among discrete generalized displacement fields in individual elastic
members. In this way we get a finite element space on Ω , which leads to a discrete method for solving the general
elastic multi-structure problem (1.6). By means of the function transformation method [7,21], a generalized Korn’s
inequality is derived in the previous finite element space, from which, together with the Lax–Milgram lemma, we can
get unique solvability of the discrete method directly. The corresponding quasi-optimal error estimate in the energy
norm is also established, through a detailed and technical deduction. Finally, some numerical results are included to
show the validity of the theoretical results.
The rest of this paper is organized as follows. The descriptions of the finite element method are given in Section 2.
Some fundamental results are presented in Section 3, which will be frequently used in later sections. The generalized
Korn’s inequality and the unique solvability of the discrete method are discussed in Section 4; this is followed by error
analysis in Section 5. Some numerical results are provided in Section 6.
2. Descriptions of the finite element method
For each α ∈ Ω3, let T αh be a shape-regular triangulation of α into open tetrahedra K α [22,23]. Similarly, let
T βh := {K β} and T γh := {K γ } be the shape-regular triangulations of plate member β ∈ Ω2 and rod member γ ∈ Ω1,
respectively. Hence we obtain a total triangulation of Ω ,
T Ωh :=
{
{T αh }α∈Ω3 , {T βh }β∈Ω2 , {T γh }γ∈Ω1
}
.
For ease of exposition, assume that the mesh sizes of all triangulations for individual elastic members are of the same
size h. Moreover, the triangulation T Ωh matches across interfaces among different geometric elements. For instance,
if β ∈ Ω2 and α ∈ ∂−1β, the restriction of the triangulation T αh to β is nothing but the triangulation T βh ; if β ∈ Γ 22 ,
all the triangulations T αh for α ∈ ∂−1β induce the same triangulation on β.
Let V 1h (ω) be the conforming P1 element space associated with the triangulation T ωh , where ω = α, β or γ is
an elastic member of Ω . Let V Zh (β) and V
H
h (γ ) be the usual Zienkiewicz element space and the Hermite element
space of third order, respectively [22,23]. Hence, for each K β ∈ T βh , the local shape function space related to V Zh (β)
consists of incomplete cubic polynomials,
v = a1λ1 + a2λ2 + a3λ3 + a4λ1λ2 + a5λ2λ3 + a6λ3λ1
+ a7(λ21λ2 − λ1λ22)+ a8(λ22λ3 − λ2λ23)+ a9(λ23λ1 − λ3λ21), (2.1)
where {λi }3i=1 stand for the barycentric coordinates of the triangle K β , and the nodal variables are given by
ΣK β := {v(pβi ), ∂1v(pβi ), ∂2v(pβi ), 1 ≤ i ≤ 3}. (2.2)
For each K γ ∈ T γh , the local shape function space with respect to V Hh (γ ) is P3(K γ ) equipped with the nodal variables
ΣK γ := {v(pγI ), v′(pγI ), I = 1, 2}.
Here and in what follows, the derivatives are based on the local coordinate system involved, e.g., ∂1v(p
β
i ) := ∂xβ1 v(p
β
i )
in the definition (2.2); Pk(G) represents the space of all polynomials with the total degree no more than k over an open
set G. The symbol p with or without indices is used to denote a vertex of some individual element of a triangulation.
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For an area element β ∈ Ω2 ∪ Γ 2 (resp. a line element γ ∈ Ω1 ∪ Γ 1), p ∈ β (resp. p ∈ γ ) means that p ∈ β¯ (resp.
p ∈ γ¯ ) is a vertex of some individual element of the corresponding triangulation.
We introduce the following finite element spaces to describe discrete displacement fields on individual elastic
members:
Wh(α) := (V 1h (α))3, ∀α ∈ Ω3;
Wh(β) := (V 1h (β))2 × V Zh (β), ∀β ∈ Ω2 \ β1,
Wh(β1) := (V 1h (β1; γN1+1))2 × V Zh (β1; γN1+1),
in which
V 1h (β1; γN1+1) := {vh ∈ V 1h (β1); vh(p) = 0, ∀ p ∈ γN1+1}, (2.3)
and
V Zh (β1; γN1+1) := {vh ∈ V Zh (β1); vh(p) = ∂I vh(p) = 0, ∀ p ∈ γN1+1, I = 1, 2}; (2.4)
Wh(γ ) := V 1h (γ )× (V Hh (γ ))2, ∀ γ ∈ Ω1.
The discrete rigid conditions related to (1.1)–(1.5) are given below.
vαi (p)e
α
i = vα
′
i (p)e
α′
i ∀ p ∈ β, ∀α, α′ ∈ ∂−1β, ∀β ∈ Γ 22 ; (2.5)
vαi (p)e
α
i = vβi (p)eβi ∀ p ∈ β, ∀α ∈ ∂−1β, ∀β ∈ Ω2; (2.6)
for any line element γ ∈ Γ 12 and any two plate members β, β ′ ∈ ∂−1γ ,
v
β
i (p)e
β
i = vβ
′
i (p)e
β ′
i , ε(β, γ )∂nβv
β
3 (p) = ε(β ′, γ )∂nβ′ vβ
′
3 (p), ∀ p ∈ γ ; (2.7)
for any rod member γ and any plate member β ∈ ∂−1γ ,
v
β
i (p)e
β
i = vγi (p)eγi , −ε(β, γ )∂nβvβ3 (p) = vγ4 (p), ∀ p ∈ γ ; (2.8)
v
γ
i (δ)e
γ
i = vγ
′
i (δ)e
γ ′
i , v
γ
i+3(δ)e
γ
i = vγ
′
i+3(δ)e
γ ′
i , ∀ γ, γ ′ ∈ ∂−1δ ∩ Ω1, ∀ δ ∈ Γ 02 . (2.9)
With this notation, we get a total finite element space on Ω ,
Vh :=
vh ∈ ∏
α∈Ω3
Wh(α)×
∏
β∈Ω2
Wh(β)×
∏
γ∈Ω1
Wh(γ )×
∏
γ∈Ω1
V 1h (γ ), vh satisfies (2.5)–(2.9)
 .
Since the Zienkiewicz element method is not always convergent for general triangulations even for individual
plate bending problems, we apply the TRUNC element method to discretize the bilinear forms involving the vertical
displacements on plates instead [17–20]. To this end, for each function vh in V Zh (β) (cf. (2.1)),
vh |K β = aK
β
1 λ1 + aK
β
2 λ2 + aK
β
3 λ3 + aK
β
4 λ1λ2 + aK
β
5 λ2λ3 + aK
β
6 λ3λ1
+ aK β7 (λ21λ2 − λ1λ22)+ aK
β
8 (λ
2
2λ3 − λ2λ23)+ aK
β
9 (λ
2
3λ1 − λ3λ21), (2.10)
we split it into two parts,
vh := v(1)h + v(2)h , (2.11)
where
v
(1)
h |K β := aK
β
1 λ1 + aK
β
2 λ2 + aK
β
3 λ3 + aK
β
4 λ1λ2 + aK
β
5 λ2λ3 + aK
β
6 λ3λ1, (2.12)
and
v
(2)
h |K β := aK
β
7 (λ
2
1λ2 − λ1λ22)+ aK
β
8 (λ
2
2λ3 − λ2λ23)+ aK
β
9 (λ
2
3λ1 − λ3λ21). (2.13)
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Moreover, for a vector field vh in Vh , we denote by v
(L)
h (L = 1, 2) the vector field on Ω which equals vh in
components except that
(v(L)h )
β
3 = (vβh,3)(L), ∀β ∈ Ω2.
Thus, our finite element method for problem (1.6) is finding uh ∈ Vh such that
Dh(uh, vh) = F(vh), ∀ vh ∈ Vh, (2.14)
where F(vh) is defined as in (1.7),
Dh(uh, vh) :=
∑
α∈Ω3
Dαh (uh, vh)+
∑
β∈Ω2
Dβh (uh, vh)+
∑
γ∈Ω1
Dγh (uh, vh), (2.15)
Dαh (uh, vh) :=
∑
K α∈T αh
∫
K α
σαi j (uh)ε
α
i j (vh)dK
α, (2.16)
Dβh (uh, vh) :=
∑
K β∈T βh
∫
K β
QβI J (uh)εβI J (vh)dK β + T βh (uh, vh), (2.17)
T βh (uh, vh) := Zβh (u(1)h , v(1)h )+ Zβh (u(2)h , v(2)h ), (2.18)
Zβh (u
(L)
h , v
(L)
h ) :=
∑
K β∈T βh
∫
K β
MβI J (u(L)h )KβI J (v(L)h )dK β , L = 1, 2, (2.19)
Dγh (uh, vh) :=
∑
K γ ∈T γh
∫
K γ
[Qγ1 (uh)εγ11(vh)+Mγi (uh)Kγi (vh)]dK γ . (2.20)
We equip the finite element space Vh with a norm ‖ · ‖h given by
‖vh‖h :=
∑
α∈Ω3
|vαh |21,α +
∑
β∈Ω2
|vβh |2h,β +
∑
γ∈Ω1
|vγh |2h,γ +
∑
γ∈Ω1
|vγh,4|21,γ

1/2
,
for each vh =
{
{vαh }α∈Ω3 , {vβh }β∈Ω2 , {vγh }γ∈Ω1 , {vγh,4}γ∈Ω1
}
. Here
|vβh |h,β :=

∑
K β∈T βh
(
2∑
I=1
|vβh,I |21,K β + |vβh,3|22,K β
)
1/2
,
|vγh |h,γ :=
{
|vγh,1|21,γ +
3∑
K=2
|vγh,K |22,γ
}1/2
.
It is clear that the definition of ‖ · ‖h still makes sense for piecewise smooth vector fields related to T Ωh . In what
follows, we use the same convention for some other terms involved; for instance, if v is a piecewise smooth function
with respect to the triangulation T βh , then
‖v‖k,β :=

∑
K β∈T βh
‖v‖2k,K β

1/2
, |v|k,β :=
 ∑
K β∈Thβ
|v|2k,β

1/2
.
We also use the symbol “. · · ·” to denote “≤ C · · ·” with a generic positive constant C independent of the
corresponding parameters and functions under consideration, which may take different values in different appearances.
In the following sections, we will establish the unique solvability and error analysis for the finite element method
(2.14).
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3. Some fundamental results
Using integration by parts and recalling (1.8)–(1.12), we easily have the following identities. For K α ∈ T αh ,∫
K α
σαi j (u)ε
α
i j (vh)dK
α = −
∫
K α
σαi j, j (u)v
α
h,idK
α +
∫
∂K α
σαi j (u)n
α,∂K α
j v
α
h,ids
α, (3.1)
where n∂K αα := nα,∂K
α
i e
α
i means the unit outward normal to ∂K
α; for K β ∈ T βh ,∫
K β
QβI J (u)εβI J (vh)dK β = −
∫
K β
QβI J,J (u)vβh,IdK β +
∫
∂K β
QβI J (u)nβ,∂K
β
J v
β
h,Ids
β , (3.2)∫
K β
MβI J (u)KβI J (vh)dK β =
∫
K β
MβI J,J (u)∂I vβh,3dK β
−
∫
∂K β
{
Mβ,∂K βnn (u)∂n∂Kββ v
β
h,3 +Mβ,∂K
β
nt (u)∂t∂Kββ
v
β
h,3
}
dsβ , (3.3)
where n∂K
β
β := nβ,∂K
β
I e
β
I and t
∂K β
β := tβ,∂K
β
I e
β
I are the unit outward normal and the unit tangent direction to ∂K
β
respectively, such that {n∂K ββ , t∂K
β
β , e
β
3 } form a right-handed coordinate system, and
Mβ,∂K βnn (u) :=MβI J (u)nβ,∂K
β
I n
β,∂K β
J , Mβ,∂K
β
nt (u) :=MβI J (u)nβ,∂K
β
I t
β,∂K β
J ; (3.4)
for K γ ∈ T γh ,∫
K γ
Qγ1 (u)εγ11(vh)dK γ = −
∫
K γ
Qγ1,1(u)vγh,1dK γ +
∑
δ∈∂K γ
ε(K γ , δ)[Qγ1 (u)vγh,1](δ), (3.5)∫
K γ
MγK (u)KγK (vh)dK γ =
∫
K γ
QγK (u)(vγh,K )′dK γ +
∑
δ∈∂K γ
ε(K γ , δ)[MγK (u)vγh,K+3](δ), (3.6)∫
K γ
Mγ1 (u)Kγ1 (vh)dK γ = −
∫
K γ
Mγ1,1(u)vγh,4dK γ +
∑
δ∈∂K γ
ε(K γ , δ)[Mγ1 (u)vγh,4](δ), (3.7)
where
v
γ
h,5 := −
dvγh,3
dxγ1
, v
γ
h,6 :=
dvγh,2
dxγ1
, Qγ2 (u) := −
dMγ3 (u)
dxγ1
, Qγ3 (u) :=
dMγ2 (u)
dxγ1
,
and if δ1 and δ2 are two endpoints of K γ such that the vector
−−→
δ1δ2 has the same direction as e
γ
1 , then ε(K
γ , δ1) = −1
and ε(K γ , δ2) = 1.
For each α ∈ Ω3, let I α1,h be the usual interpolation operator related to V 1h (α). Likewise, for each β ∈ Ω2, let I β1,h
and I βZ ,h be the interpolation operators related to V
1
h (β) and V
Z
h (β), respectively. For each γ ∈ Ω1, let I γ1,h and I γH,h
be the interpolation operators related to V 1h (γ ) and V
H
h (γ ), respectively. We then define interpolation operators I
α
h ,
Iβh , and I
γ
h by
Iαh v
α := (I α1,hvαi )eαi , ∀ vα ∈ (H2(α))3,
Iβh v
β := (I β1,hvβI )eβI + (I βZ ,hvβ3 )eβ3 , ∀ vβ ∈ (H2(β))2 × H3(β),
and
Iγh v
γ := (I γ1,hvγ1 )eγ1 + (I γH,hvγK )eγK , ∀ vγ ∈ H2(γ )× (H3(γ ))2,
which induce a global interpolation operator Ih as follows:
(Ihv)α := Iαh vα on α, ∀ vα ∈ (H2(α))3, ∀α ∈ Ω3, (3.8)
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(Ihv)β := Iβh vβ on β, ∀ vβ ∈ (H2(β))2 × H3(β), ∀β ∈ Ω2, (3.9)
(Ihv)γ := {Iγh vγ , I γ1,hvγ4 } on γ, ∀{vγ , vγ4 } ∈ H2(γ )× (H3(γ ))2 × H2(γ ), ∀ γ ∈ Ω1. (3.10)
Applying error estimates [22,23] for interpolation operators I α1,h , I
β
1,h , I
β
Z ,h , I
γ
1,h , and I
γ
H,h , we get
Lemma 3.1. For the above-mentioned interpolation operator Ih ,
‖u− Ihu‖h . h
∑
α∈Ω3
3∑
i=1
|uαi |22,α +
∑
β∈Ω2
(
2∑
I=1
|uβI |22,β + |uβ3 |23,β
)
+
∑
γ∈Ω1
(
|uγ1 |22,γ +
3∑
K=2
|uγK |23,γ + |uγ4 |22,γ
)
1/2
.
The following lemma contains some basic results for the TRUNC element [20].
Lemma 3.2. Let vh be a function in V Zh (β) for some plate member β, and let v
(1)
h and v
(2)
h be the split functions given
by the formulations (2.10)–(2.13). Then for any triangle K β ∈ T βh with the diameter hK β ,
|v(1)h |2,K β . |vh |2,K β , |v(2)h |2,K β . hK β |vh |3,K β , |∂n∂Kββ v
(2)
h |0,∞,Fβ . hK β |vh |3,K β , (3.11)
where Fβ is an edge of K β . Moreover, it holds that∑
Fβ⊂∂K β
[Mβ,∂K βnn (w)|Fβ QF
β
(∂
n∂Kββ
v
(2)
h )+ Mβ,∂K
β
nt (w)|Fβ QF
β
(∂
t∂Kββ
v
(2)
h )] = 0, ∀w ∈ P2(K β). (3.12)
Here Mβ,∂K
β
nn (w) and M
β,∂K β
nt (w) are defined as in (3.4) only by viewing the function w as the third component of
some vector field uβ , while
QF
β
( f ) := 1
2
|Fβ |( f (a)+ f (b))
for a continuous function f in Fβ := (a, b).
Lemmas 3.3–3.5 are due to [13], which will be used to bound consistency error for method (2.14).
Lemma 3.3. Let u ∈ V be the solution of problem (1.6). Assume that the regularity assumption (1.13) holds true.
Then
−σαi j, j (u) = f αi in L2(α), ∀α ∈ Ω3, (3.13)∑
α∈∂−1β
σαi j (u)n
α
j e
α
i = 0 in (H1/2(β))3, ∀β ∈ Γ 2, (3.14)
−Mγ1,1(u)+
∑
β∈∂−1γ
ε(β, γ )Mβnn(u) = f γ4 in L2(γ ), ∀ γ ∈ Ω1, (3.15)∑
β∈∂−1γ
ε(β, γ )Mβnn(u) = 0 in H1/2(γ ), ∀ γ ∈ Γ 1 \ γN1+1, (3.16)∑
γ∈∂−1δ
ε(γ, δ)Mγi (u)(δ)eγi = 0, ∀ δ ∈ Γ 0. (3.17)
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Lemma 3.4. Let β ∈ Ω2 be a plate member in Ω . Assume that uβ ∈ (H2(β))2 × H3(β), and for each α ∈ ∂−1β,
uα ∈ (H2(α))3. Then for each vβ ∈ (H1(β))3,
−
∫
β
QβI J,J (u)vβI dβ +
∫
β
MβI J,J (u)∂I vβ3 dβ +
∫
β
∑
α∈∂−1β
(σαi j (u)n
α
j e
α
i ) · (vβl eβl )dβ
−
∫
β
f βi v
β
i dβ = 〈MβI J,J (u)nβI , vβ3 〉H−1/2(∂β)×H1/2(∂β). (3.18)
We define some auxiliary spaces by
H(∂β1) := {v ∈ H1(∂β1); v = 0 on γN1+1}, H(∂β) := H1(∂β), ∀β ∈ Ω2 \ β1,
H(Ω1) :=
vΩ1 = {vγ }γ∈Ω1 ∈ ∏
γ∈Ω1
(H1(γ ))3; vγi eγi = vγ
′
i e
γ ′
i on δ, ∀ δ ∈ Γ 02 , γ, γ ′ ∈ ∂−1δ ∩ Ω1
 ,
H(∂Ω2) :=
v∂Ω2 = {v∂β}β∈Ω2 ∈ ∏
β∈Ω2
(H(∂β))3; v∂βi eβi = v∂β
′
i e
β ′
i on γ, ∀ γ ∈ Γ 12 , β, β ′ ∈ ∂−1γ
 .
Let Ω1 = Ω11 ∪ Ω12 , where Ω12 denotes the set of all rod members which are adjacent to one plate member at least,
and Ω11 is the set of remaining rod members. We further define a trace space on ∂Ω
2 ∪ Ω1 by
H(∂Ω2 ∪ Ω1) :=
{
v = (v∂Ω2 , vΩ1) ∈ H(∂Ω2)×H(Ω1); v∂β = vγ on γ, ∀ γ ∈ Ω12 , β ∈ ∂−1γ
}
. (3.19)
Lemma 3.5. Let u ∈ V be the solution of problem (1.6). Assume that the regularity assumption (1.13) holds true.
Then for each (v∂Ω2 , vΩ1) ∈ H(∂Ω2 ∪ Ω1),∑
β∈Ω2
{
〈MβI J,J (u)nβI , v∂β3 〉H−1/2(∂β)×H1/2(∂β) +
∑
γ∈∂β
∫
γ
(QβI J (u)nβJv∂βI −Mβnt(u)∂tβv∂β3 )dγ
}
+
∑
γ∈Ω1
∫
γ
Qγi (u)(vγi )′dγ =
∑
γ∈Ω1
∫
γ
f γi v
γ
i dγ.
4. Unique solvability of the finite element method
Let us introduce a broken Sobolev space by
W :=
v ∈ ∏
α∈Ω3
W(α)×
∏
β∈Ω2
W(β)×
∏
γ∈Ω1
W(γ )×
∏
γ∈Ω1
H1(γ ); v satisfies (2.9)

equipped with the norm
‖v‖W :=
∑
α∈Ω3
3∑
i=1
‖vαi ‖21,α +
∑
β∈Ω2
(
2∑
I=1
‖vβI ‖21,β + ‖vβ3 ‖22,β
)
+
∑
γ∈Ω1
(
‖vγ1 ‖21,γ +
3∑
K=2
‖vγK ‖22,γ + ‖vγ4 ‖21,γ
)
1/2
,
and the seminorm
|v|W :=
∑
α∈Ω3
3∑
i=1
|vαi |21,α +
∑
β∈Ω2
(
2∑
I=1
|vβI |21,β + |vβ3 |22,β
)
+
∑
γ∈Ω1
(
|vγ1 |21,γ +
3∑
K=2
|vγK |22,γ + |vγ4 |21,γ
)
1/2
.
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It is easy to check that (W, ‖ · ‖W) is a Hilbert space. Moreover, using an argument similar to that used for proving
estimate (2.4) in [13], we find
Lemma 4.1. For all v ∈ W,
|v|2W ≤ ‖v‖2W .
∑
α∈Ω3
3∑
i, j=1
‖εαi j (v)‖20,α +
∑
β∈Ω2
2∑
I,J=1
(‖εβI J (v)‖20,β + ‖KβI J (v)‖20,β)
+
∑
γ∈Ω1
(
‖εγ11(v)‖20,γ +
3∑
i=1
‖Kγi (v)‖20,γ
)
+ JΩ (v), (4.1)
where
JΩ (v) := J1(v)+ J2(v)+ J3(v)+ J4(v),
J1(v) :=
∑
β∈Γ 22
∑
α,α′∈∂−1β
‖vα − vα′‖20,β , J2(v) :=
∑
β∈Ω22
∑
α∈∂−1β
‖vα − vβ‖20,β ,
J3(v) :=
∑
γ∈Γ 12
∑
β,β ′∈∂−1γ
‖vβ − vβ ′‖20,γ +
∑
γ∈Γ 12
∑
β,β ′∈∂−1γ
‖ε(β, γ )∂nβvβ3 − ε(β ′, γ )∂nβ′ vβ
′
3 ‖20,γ
=: J31(v)+ J32(v),
J4(v) :=
∑
γ∈Ω12
∑
β∈∂−1γ
‖vβ − vγ ‖20,γ +
∑
γ∈Ω12
∑
β,β ′∈∂−1γ
‖ε(β, γ )∂nβvβ3 + vγ4 ‖20,γ
=: J41(v)+ J42(v),
and Ω22 consists of all plate members connected with body members.
We denote by V Bh (β) the Bell element space [22,23] with respect to the triangulation T βh ; that means, for each
K β ∈ T βh with three vertices {pβi }3i=1, that the local shape function space is
PK β := {v ∈ P5(K β); ∂n∂Kββ v|Fβ ∈ P3(F
β),∀ Fβ ⊂ ∂K β}
equipped with the nodal variables
ΣK β := {v(pβi ), ∂1v(pβi ), ∂2v(pβi ), ∂11v(pβi ), ∂12v(pβi ), ∂22v(pβi ), 1 ≤ i ≤ 3}.
We define
WBh (β1) := (V 1h (β1; γN1+1))2 × V Bh (β1; γN1+1),
where
V Bh (β1; γN1+1) := {vh ∈ V Bh (β1); vh = ∂nβ1 vh = 0 on γN1+1},
and for each β ∈ Ω2 \ β1,
WBh (β) := (V 1h (β))2 × V Bh (β).
Therefore, we obtain a finite-dimensional subspace ofW given by
Wh :=
vh ∈ ∏
α∈Ω3
Wh(α)×
∏
β∈Ω2
WBh (β)×
∏
γ∈Ω1
Wh(γ )×
∏
γ∈Ω1
V 1h (γ ); vh satisfies (2.5)–(2.9)
 .
Lemma 4.2. For all vh ∈ Wh ,
|vh |2W .
∑
α∈Ω3
3∑
i, j=1
‖εαi j (vh)‖20,α +
∑
β∈Ω2
2∑
I,J=1
(‖εβI J (vh)‖20,β + ‖KβI J (vh)‖20,β)
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+
∑
γ∈Ω1
(
‖εγ11(vh)‖20,γ +
3∑
i=1
‖Kγi (vh)‖20,γ
)
. (4.2)
Proof. Thanks to Lemma 4.1, it suffices to get desired bound for the additional term JΩ (v) in (4.1). From (2.5) we
have
J1(vh) = 0. (4.3)
Next, introduce interpolation operators5βh and5
γ
h by
5
β
h v
β
h := (I β1,hvβh,i )eβi , ∀ vβh ∈ WBh (β), (4.4)
and
5
γ
h v
γ
h := (I γ1,hvγh,i )eγi , ∀ vγh ∈ Wh(γ ).
Thus, from (2.6) and (4.4), and usual error estimates for interpolation operators I β1,h and I
γ
1,h [23], it follows that
J2(vh) ≤ 2
∑
β∈Ω22
‖vβh −5βh vβh‖20,β = 2
∑
β∈Ω22
‖vβh,3 − I β1,hvβh,3‖20,β
. h4
∑
β∈Ω22
|vβh,3|22,β . h4
∑
β∈Ω2
2∑
I,J=1
‖KβI J (vh)‖20,β . (4.5)
Combining (2.7) and (4.4) gives
5
β
h v
β
h = 5β
′
h v
β ′
h , ∀β, β ′ ∈ ∂−1γ, ∀ γ ∈ Γ 12 ,
from which, together with the error estimate for interpolation operator5βh , we deduce that
J31(vh) .
∑
γ∈Γ 12
∑
β∈∂−1γ
‖vβh −5βh vβh‖20,γ
.
∑
γ∈Γ 12
∑
β∈∂−1γ
‖vβh,3 − I β1,hvβh,3‖20,∞,β
. h2
∑
γ∈Γ 12
∑
β∈∂−1γ
|vβh,3|22,β . h2
∑
β∈Ω2
2∑
I,J=1
‖KβI J (vh)‖20,β . (4.6)
Analogously, by (2.7) and (4.4), the mean value theorem, and the local inverse inequality for finite elements, it
follows that
J32(vh) .
∑
γ∈Γ 12
∑
β∈∂−1γ
∑
Fβ⊂γ
‖ε(β, γ )∂nβvβh,3 − (ε(β, γ )∂nβvβh,3)(pF
β
)‖20,Fβ
.
∑
γ∈Γ 12
∑
β∈∂−1γ
∑
Fβ⊂γ
h2K β |vβh,3|22,∞,K β .
∑
γ∈Γ 12
∑
β∈∂−1γ
|vβh,3|22,β
.
∑
β∈Ω2
2∑
I,J=1
‖KβI J (vh)‖20,β . (4.7)
Here and in what follows, for a point set E, Fβ ⊂ E indicates that Fβ is some edge of a triangle K β in T βh , and some
subset of E as well.
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Arguing as in the above deduction, we also have
J41(vh) .
∑
γ∈Ω12
∑
β∈∂−1γ
‖vβh −5βh vβh‖20,γ +
∑
γ∈Ω12
‖vγh −5γh vγh ‖20,γ
.
∑
γ∈Ω12
∑
β∈∂−1γ
‖vβh,3 − I β1,hvβh,3‖20,∞,β +
∑
γ∈Ω12
3∑
K=2
‖vγh,K − I γ1,hvγh,K ‖20,γ
. h2
∑
β∈Ω2
2∑
I,J=1
‖KβI J (vh)‖20,β + h4
∑
γ∈Ω12
3∑
K=2
‖KγK (vh)‖20,γ ,
J42(vh) .
∑
γ∈Ω12
∑
β∈∂−1γ
∑
Fβ⊂γ
‖ε(β, γ )∂nβvβh,3 − (ε(β, γ )∂nβvβh,3)(pF
β
)‖20,Fβ
+
∑
γ∈Ω12
∑
K γ⊂γ
‖vγh,4 − vγh,4(pK
γ
)‖20,K γ
.
∑
β∈Ω2
2∑
I,J=1
‖KβI J (vh)‖20,β + h2
∑
γ∈Ω12
‖Kγ1 (vh)‖20,γ .
These with (4.1), (4.3) and (4.5)–(4.7) lead to (4.2) directly. 
For later use, introduce a transfer operator Eβh from V
Z
h (β) into V
B
h (β) as follows. For each v
β
3 ∈ V Zh (β), Eβh vβ3 is
uniquely determined by the conditions:
(Eβh v
β
3 )(p) = vβ3 (p), ∀ p ∈ β,
(∂I E
β
h v
β
3 )(p) = (∂I vβ3 )(p), 1 ≤ I ≤ 2, ∀ p ∈ β,
(∂I J E
β
h v
β
3 )(p) = 0, 1 ≤ I, J ≤ 2,∀ p ∈ β,
(∂
n∂Kββ
Eβh v
β
3 )|Fβ ∈ P3(Fβ), ∀ Fβ ⊂ K β ∈ T βh .
(4.8)
The next result is contained in [24].
Lemma 4.3. For the transfer operator Eβh defined by (4.8),∑
K β∈T βh
|Eβh vβ3 |22,K β .
∑
K β∈T βh
|vβ3 |22,K β , ∀ vβ3 ∈ V Zh (β).
Theorem 1. For all vh ∈ Vh ,
‖vh‖2h .
∑
α∈Ω3
3∑
i, j=1
‖εαi j (vh)‖20,α +
∑
β∈Ω2
2∑
I,J=1
(‖εβI J (vh)‖20,β + ‖KβI J (vh)‖20,β)
+
∑
γ∈Ω1
(
‖εγ11(vh)‖20,γ +
3∑
i=1
‖Kγi (vh)‖20,γ
)
, (4.9)
and
‖vh‖2h . Dh(vh, vh). (4.10)
(4.9) can be viewed as a generalized Korn’s inequality over the nonconforming finite element space Vh .
Proof. We prove (4.9) by means of Lemma 4.2 and the function transformation method [7,21]. For each vh ∈ Vh , we
choose a function wh inWh in the form
wαh = vαh , ∀α ∈ Ω3; wγh = vγh , wγh,4 = vγh,4, ∀ γ ∈ Ω1;
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wβh = vβh,I eβI + (Eβh vβh,3)eβ3 , ∀β ∈ Ω2.
Thus, using Lemmas 4.2 and 4.3, and the triangle inequality, we have
‖vh‖2h . ‖vh − wh‖2h + |wh |2W,
‖vh − wh‖2h .
∑
β∈Ω2
∑
K β∈T βh
|vβh,3|22,K β .
∑
β∈Ω2
‖KβI J (vh)‖20,β ,
and
|wh |2W .
∑
α∈Ω3
3∑
i, j=1
‖εαi j (vh)‖20,α +
∑
β∈Ω2
2∑
I,J=1
(‖εβI J (vh)‖20,β + ‖KβI J (wh)‖20,β)
+
∑
γ∈Ω1
(
‖εγ11(vh)‖20,γ +
3∑
i=1
‖Kγi (vh)‖20,γ
)
.
∑
α∈Ω3
3∑
i, j=1
‖εαi j (vh)‖20,α +
∑
β∈Ω2
2∑
I,J=1
(‖εβI J (vh)‖20,β + ‖KβI J (vh)‖20,β)
+
∑
γ∈Ω1
(
‖εγ11(vh)‖20,γ +
3∑
i=1
‖Kγi (vh)‖20,γ
)
.
Combining the last three estimates gives (4.9).
On the other hand, using the same technique for proving (2.5) in [13], we can find, by (4.9),
‖vh‖2h . DZh (vh, vh), (4.11)
where for all vh,wh ∈ Vh ,
DZh (vh,wh) :=
∑
α∈Ω3
Dαh (vh,wh)+
∑
γ∈Ω1
Dγh (vh,wh)
+
∑
β∈Ω2

∑
K β∈T βh
∫
K β
QβI J (uh)εβI J (vh)dK β + Zβh (vh,wh)
 , (4.12)
Zβh (vh,wh) :=
∑
K β∈T βh
∫
K β
MβI J (vh)KβI J (wh)dK β ,
Dαh (vh,wh) and D
γ
h (vh,wh) are given by (2.16) and (2.20), respectively. It follows from Lemma 3.3 in [20] and (2.18)
and (2.19) that
Zβh (vh, vh) . |vβh,3|22,β . T βh (vh, vh),
which with (2.15) and (4.12) yields
DZh (vh, vh) . Dh(vh, vh). (4.13)
Now the estimate (4.10) is a direct consequence of (4.11) and (4.13). The proof is completed. 
Theorem 2. The discrete problem (2.14) has a unique solution in Vh .
Proof. By the Cauchy–Schwarz inequality, estimate (3.11), and the local inverse inequality for finite elements, we
easily have
Dh(vh,wh) . ‖vh‖h‖wh‖h, ∀ vh,wh ∈ Vh . (4.14)
So the unique solvability of problem (2.14) follows from the Lax–Milgram lemma, since, from (4.10) and (4.14), the
bilinear form Dh(·, ·) is continuous and uniformly coercive in Vh . 
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5. Error analysis
The next result can be viewed as the second Strang lemma for the finite element method (2.14).
Lemma 5.1. Let u and uh be the solutions of problems (1.6) and (2.14), respectively. Then
‖u− uh‖h . ‖u− Ihu‖h + Ec(u), (5.1)
where the interpolation operator Ih is defined by formulations (3.8)–(3.10), and
Ec(u) := sup
06=wh∈Vh
|Gh(u, Ihu,wh)|/‖wh‖h (5.2)
stands for the consistency error of (2.14). Here
Gh(u, Ihu,wh) :=
E(u,w(1)h )+ ∑
γ∈Ω1
∑
K γ ∈T γh
∫
K γ
(−Mγ1,1(u)− f γ4 )wγh,4dK γ

+

∑
β∈Ω2
∑
K β∈T βh
(
−
∫
K β
QβI J,J (u)wβh,IdK β
+
∫
K β
MβI J,J (u)∂Iwβh,3dK β −
∫
K β
f βi w
β
h,idK
β
−
∑
Fβ⊂∂K β
∫
Fβ
Mβ,∂K βnt (u)∂t∂Kββ w
β
h,3ds
β
)
+
∑
β∈Ω2
∑
α∈∂−1β
∫
β
σαi j (u)n
α
jw
α
h,idβ
+
∑
β∈Ω2
∫
∂β
QβI J (u)nβJwβh,Idγ
+
∑
γ∈Ω1
∑
K γ ∈T γh
(∫
K γ
Qγi (u)(wγh,i )′dK γ −
∫
K γ
f γi w
γ
h,idK
γ
)
+
{
E(u− (Ihu)(1),w(2)h )
}
+
{
−E(w(1)h , (Ihu)(2))
}
,
=: I1 + I2 + I3 + I4, (5.3)
and
E(v,w) := −
∑
β∈Ω2
∑
K β∈T βh
∫
∂K β
Mβ,∂K βnn (v)∂n∂Kββ w
β
3 ds
β
for all v and w such that the above term makes sense.
Proof. Using definition (4.12) with vh replaced by u, and identities (3.1)–(3.7), we have, for each wh ∈ Vh ,
DZh (u,wh)− F(wh) =
∑
α∈Ω3
∑
K α∈T αh
∫
K α
σαi j (u)ε
α
i j (wh)dK
α
+
∑
β∈Ω2
∑
K β∈T βh
∫
K β
QβI J (u)εβI J (wh)dK β +
∑
β∈Ω2
Zβh (u,wh)
+
∑
γ∈Ω1
∑
K γ ∈T γh
∫
K γ
{Qγ1 (u)εγ11(wh)+Mγi (u)Kγi (wh)} dK γ
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−
∑
α∈Ω3
∫
α
f αi w
α
h,idα −
∑
β∈Ω2
∫
β
f βi w
β
h,idβ
−
∑
γ∈Ω1
∫
γ
f γi w
γ
h,idγ −
∑
γ∈Ω1
∫
γ
f γ4 w
γ
h,4dγ
=: II1 + II2 + II3 + I2, (5.4)
where
II1 :=
∑
α∈Ω3
∫
α
(−σαi j, j (u)− f αi )wαh,idα +
∑
β∈Γ 2
∑
α∈∂−1β
∫
β
σαi j (u)n
α
jw
α
h,idβ,
II2 := E(u,wh)+
∑
γ∈Ω1
∑
K γ ∈T γh
∫
K γ
(−Mγ1,1(u)− f γ4 )wγh,4dK γ , (5.5)
II3 :=
∑
γ∈Ω1
∑
δ∈∂γ
ε(γ, δ)[Mγi (u)wγh,i+3](δ).
It follows from (3.13) and (3.14) that II1 = 0. From (2.9) and (3.17) we have
II3 =
∑
δ∈Γ 0
 ∑
γ∈∂−1δ
ε(γ, δ)Mγi (u)(δ)eγi
 (wγδh,l+3(δ)eγδl ) = 0,
where γδ is any prescribed rod member with δ as one endpoint. Hence (5.4) can be written in the equivalent form
DZh (u,wh)− F(wh) = II2 + I2, ∀wh ∈ Vh .
Furthermore, using (2.15), (2.17), (4.12), and the above identity, we find, for each vh ∈ Vh ,
Dh(vh,wh)− F(wh) = DZh (vh,wh)− F(wh)−
∑
β∈Ω2
Zβh (v
(1)
h ,w
(2)
h )−
∑
β∈Ω2
Zβh (v
(2)
h ,w
(1)
h )
= DZh (u,wh)− F(wh)− DZh (u− vh,wh)−
∑
β∈Ω2
Zβh (v
(1)
h ,w
(2)
h )−
∑
β∈Ω2
Zβh (v
(2)
h ,w
(1)
h )
= II2 + I2 − DZh (u− vh,wh)−
∑
β∈Ω2
Zβh (v
(1)
h ,w
(2)
h )−
∑
β∈Ω2
Zβh (v
(2)
h ,w
(1)
h ). (5.6)
Since (vβh,3)
(1) is a quadratic polynomial on K β ∈ T βh , and (vβh,3)(2) takes zero values at three vertices of K β [20],
we have by (3.3) and some simple computation that∑
β∈Ω2
Zβh (v
(1)
h ,w
(2)
h ) = E(v(1)h ,w(2)h ),
∑
β∈Ω2
Zβh (v
(2)
h ,w
(1)
h ) = E(w(1)h , v(2)h ).
Now, choosing vh = Ihu and inserting the above equations into (5.6), we deduce that
Dh(Ihu,wh)− F(wh) = Gh(u, Ihu,wh)− DZh (u− Ihu,wh), (5.7)
where we have also used (5.5) and (5.3).
Let wh = Ihu− uh . It follows from the Cauchy–Schwarz inequality that
|DZh (u− Ihu,wh)| . ‖u− Ihu‖h‖wh‖h,
which together with (5.7), (4.10) and (2.14) leads to
‖wh‖2h . Dh(Ihu− uh,wh) = Dh(Ihu,wh)− F(wh)
. |Gh(u, Ihu,wh)| + ‖u− Ihu‖h‖wh‖h,
i.e.,
‖wh‖h . ‖u− Ihu‖h + Ec(u). (5.8)
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So we get (5.1) by (5.8) and the triangle inequality. 
In the following lemmas, we will give estimates for the terms I1 to I4 appearing in (5.3).
Lemma 5.2. The terms I3 and I4 in (5.3) can be bounded by
|I3| . h
∑
β∈Ω2
|uβ3 |23,β
1/2 ‖wh‖h, |I4| . h
∑
β∈Ω2
|uβ3 |23,β
1/2 ‖wh‖h .
Proof. Employing the same arguments as were used for proving Lemma 3.7 in [20], and using the Cauchy–Schwarz
inequality, we can get the asserted results easily. 
For an edge Fβ of a triangle K β in T βh , let PF
β
0 be the orthogonal projection operator from L
2(Fβ) onto the space
of constants on Fβ , i.e.,
PF
β
0 g :=
1
|Fβ |
∫
Fβ
gdsβ , |Fβ | := meas(Fβ),∀ g ∈ L2(Fβ). (5.9)
Then by the scaling argument and the trace theorem for Sobolev spaces, we know [20,25] that
‖RFβ0 g‖0,Fβ . h1/2K β |g|1,K β , ∀ g ∈ H1(K β), (5.10)
where RF
β
0 := I − PF
β
0 .
Lemma 5.3. The term I2 in (5.3) can be bounded by
|I2| . h
∑
β∈Ω2
(
|uβ3 |23,β + h2‖ f β3 ‖20,β
)
+
∑
γ∈Ω12
3∑
K=2
(
|uγK |23,γ + h2‖ f γK ‖20,γ
)
1/2
‖wh‖h, (5.11)
where Ω12 is the same set as was used in (3.19).
Proof. To begin with, rewrite I2 as
I2 =
−
∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β\∂β
∫
Fβ
Mβ,∂K βnt (u)∂t∂Kββ w
β
h,3ds
β

+

∑
β∈Ω2
∑
K β∈T βh
(
−
∫
K β
QβI J,J (u)wβh,IdK β +
∫
K β
MβI J,J (u)∂Iwβh,3dK β −
∫
K β
f βi w
β
h,idK
β
)
+
∑
β∈Ω2
∑
α∈∂−1β
∫
β
σαi j (u)n
α
jw
α
h,idβ −
∑
β∈Ω2
∑
Fβ⊂∂β
∫
Fβ
Mβnt(u)∂tβwβh,3dsβ
+
∑
β∈Ω2
∫
∂β
QβI J (u)nβJwβh,Idγ +
∑
γ∈Ω1
∑
K γ ∈T γh
(∫
K γ
Qγi (u)(wγh,i )′dK γ −
∫
K γ
f γi w
γ
h,idK
γ
)
=: I21 + I22. (5.12)
Since wβh,3 is a continuous function over β, it follows from the usual argument that I21 = 0. Next, introduce an
auxiliary function ϕh from wh ∈ Vh in the form
ϕαh := (I α1,hwαh,i )eαi , ∀α ∈ Ω3; ϕβh := (I β1,hwβh,i )eβi , ∀β ∈ Ω2;
ϕ
γ
h := (I γ1,hwγh,i )eγi , ∀ γ ∈ Ω12 ; ϕγh := wγh , ∀ γ ∈ Ω11 ; (5.13)
ϕ
γ
h,4 := wγh,4, ∀ γ ∈ Ω1.
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It is not hard to check that the restriction of ϕh to ∂Ω2 ∪ Ω1 is in H(∂Ω2 ∪ Ω1) (cf. (3.19)). Therefore, by
Lemma 3.5,∑
β∈Ω2
{
〈MβI J,J (u)nβI , ϕ∂βh,3〉H−1/2(∂β)×H1/2(∂β) +
∑
γ∈∂β
∫
γ
(QβI J (u)nβJϕ∂βh,I −Mβnt(u)∂tβϕ∂βh,3)dγ
}
+
∑
γ∈Ω1
∫
γ
Qγi (u)(ϕγh,i )′dγ −
∑
γ∈Ω1
∫
γ
f γi ϕ
γ
h,idγ = 0.
Moreover, since ϕβh ∈ (H1(β))3, we have
−
∫
β
QβI J,J (u)ϕβh,Idβ +
∫
β
MβI J,J (u)∂Iϕβh,3dβ −
∫
β
f βi ϕ
β
h,idβ +
∫
β
∑
α∈∂−1β
(σαi j (u)n
α
j e
α
i ) · (ϕβh,leβl )dβ
= 〈MβI J,J (u)nβI , ϕ∂βh,3〉H−1/2(∂β)×H1/2(∂β),
in terms of Lemma 3.4 (cf. (3.18)). Combining the last two identities, we are led to
∑
β∈Ω2

∫
β
MβI J,J (u)∂Iϕβh,3dβ −
∫
β
QβI J,J (u)ϕβh,Idβ +
∫
β
∑
α∈∂−1β
(σαi j (u)n
α
j e
α
i ) · (ϕβh,leβl )dβ −
∫
β
f βi ϕ
β
h,idβ
+
∑
γ∈∂β
(∫
γ
QβI J (u)nβJϕ∂βh,Idγ −
∫
γ
Mβnt(u)∂tβϕ∂βh,3dγ
)
+
∑
γ∈Ω1
∫
γ
Qγi (u)(ϕγh,i )′dγ −
∑
γ∈Ω1
∫
γ
f γi ϕ
γ
h,idγ = 0. (5.14)
Observe that (cf. (5.13))
ϕ
∂β
h,I = wβh,I , ϕ∂βh,3 = I β1,hwβh,3 on ∂β, I = 1, 2,
ϕ
γ
1 = wγh,1, ϕγK = I γ1,hwγh,K on γ ∈ Ω12 , K = 2, 3,
and hence subtracting Eq. (5.14) from I22 we obtain
I22 =

∑
β∈Ω2
∑
K β∈T βh
[∫
K β
MβI J,J (u)∂I (wβh,3 − I β1,hwβh,3)dK β −
∫
K β
f β3 (w
β
h,3 − I β1,hwβh,3)dK β
]
+
− ∑
β∈Ω2
∑
Fβ⊂∂β
∫
Fβ
Mβnt(u)∂tβ (wβh,3 − I β1,hwβh,3)dsβ

+
∑
γ∈Ω1
∑
K γ ∈T γh
[∫
K γ
Qγi (u)(wγh,i − I γ1,hwγh,i )′dK γ −
∫
K γ
f γi (w
γ
h,i − I γ1,hwγh,i )dK γ
]
=: I221 + I222 + I223. (5.15)
By error estimates for interpolation operators I β1,h and I
γ
1,h , and the Cauchy–Schwarz inequality, we find
|I221| . h
∑
β∈Ω2
(
|uβ3 |23,β + h2‖ f β3 ‖20,β
)
1/2
‖wh‖h, (5.16)
|I223| . h
∑
γ∈Ω12
3∑
K=2
(
|uγK |23,γ + h2‖ f γK ‖20,γ
)
1/2
‖wh‖h . (5.17)
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Since
∫
Fβ ∂tβ (w
β
h,3 − I β1,hwβh,3)dsβ = 0, using estimate (5.10), the error estimate for I β1,h , and the Cauchy–Schwarz
inequality, we find
|I222| =
∣∣∣∣∣∣
∑
β∈Ω2
∑
Fβ⊂∂β
∫
Fβ
Mβnt(u)∂tβ (wβh,3 − I β1,hwβh,3)dsβ
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
β∈Ω2
∑
Fβ⊂∂β
∫
Fβ
RF
β
0 (Mβnt(u))∂tβ (wβh,3 − I β1,hwβh,3)dsβ
∣∣∣∣∣∣
≤
∑
β∈Ω2
∑
Fβ⊂∂β
‖RFβ0 (Mβnt(u))‖0,Fβ‖∂tβ (wβh,3 − I β1,hwβh,3)‖0,Fβ
. h
∑
β∈Ω2
|uβ3 |23,β

1/2
‖wh‖h . (5.18)
By (5.12) and (5.15)–(5.18), we then obtain (5.11). 
Lemma 5.4. The term I1 in (5.3) can be bounded by
|I1| . h(1+ | ln h|)1/2
∑
β∈Ω2
‖uβ3 ‖23,β

1/2
‖wh‖h . (5.19)
Proof. It follows from (3.15) that
−Mγ1,1(u) = f γ4 in L2(γ ), ∀ γ ∈ Ω11 ,
and hence∑
γ∈Ω11
∫
K γ
(−Mγ1,1(u)− f γ4 )wγh,4dγ = 0.
Using this equation and the orthogonal projection operator PF
β
(cf. (5.9)), we can rewrite I1 as
I1 =
−
∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β
∫
Fβ
RF
β
0 (Mβ,∂K
β
nn (u))R
Fβ
0 (∂n∂Kββ
(w
β
h,3)
(1))dsβ

+
−
∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β
PF
β
0 (Mβ,∂K
β
nn (u))
∫
Fβ
∂
n∂Kββ
(w
β
h,3)
(1)dsβ
+
∑
γ∈Ω12
∑
K γ ∈T γh
∫
K γ
(−Mγ1,1(u)− f γ4 )wγh,4dK γ

=: I11 + I12. (5.20)
By means of estimate (5.10), Lemma 3.2, and the Cauchy–Schwarz inequality, we see that
|I11| .
∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β
‖RFβ0 (Mβ,∂K
β
nn (u))‖0,Fβ‖RF
β
0 (∂n∂Kββ
w
(1)
h,3)‖0,Fβ
.
∑
β∈Ω2
∑
K β∈T βh
hK β |uβ3 |3,K β |w(1)h,3|2,K β .
∑
β∈Ω2
∑
K β∈T βh
hK β |uβ3 |3,K β |wh,3|2,K β
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. h
∑
β∈Ω2
|uβ3 |23,β
1/2 ‖wh‖h . (5.21)
Because of the continuity of the first derivatives of wβh,3 at interior vertices of T βh , it is easy to check that∑
K β∈T βh
∑
Fβ⊂∂K β\∂β
PF
β
0 (Mβ,∂K
β
nn (u))Q
Fβ (∂
n∂Kββ
w
β
h,3) = 0, ∀β ∈ Ω2, (5.22)
where QF
β
is defined as in Lemma 3.2. Moreover, it follows from (2.7) and the definition of V Zh (β1; γN1+1) that
QF
β
(ε(β, γ )∂
n∂Kββ
w
β
h,3) = QF
β′
(ε(β ′, γ )∂
n∂Kβ
′
β′
w
β ′
h,3), ∀ Fβ = Fβ
′ ⊂ γ ∈ Γ 1 \ γN1+1,
and
QF
β1
(ε(β1, γN1+1)∂n∂Kβ1β1
w
β1
h,3) = 0, ∀ Fβ1 ⊂ γN1+1.
Consequently, after reorganizing terms, by (3.16) and the last two identities, we get∑
β∈Ω2
∑
Fβ⊂γ∈Γ 1
PF
β
0 (Mβnn(u))QF
β
(∂
n∂Kββ
w
β
h,3)
=
∑
β∈Ω2
∑
Fβ⊂γ∈Γ 1
PF
β
0 (ε(β, γ )Mβnn(u))QF
β
(ε(β, γ )∂
n∂Kββ
w
β
h,3)
= 0. (5.23)
Since the integrand ∂
n∂Kββ
w
(1)
h,3 is a linear polynomial in one variable on F
β , the trapezoidal rule is exact and yields∫
Fβ
∂
n∂Kββ
(w
β
h,3)
(1)dsβ = QFβ (∂
n∂Kββ
(w
β
h,3)
(1)) = QFβ (∂
n∂Kββ
w
β
h,3)− QF
β
(∂
n∂Kββ
(w
β
h,3)
(2)),
from which, together with (5.22) and (5.23), it emerges that
−
∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β
PF
β
0 (Mβ,∂K
β
nn (u))
∫
Fβ
∂
n∂Kββ
(w
β
h,3)
(1)dsβ
= −
∑
β∈Ω2
∑
Fβ⊂Ω12
PF
β
0 (Mβ,∂K
β
nn (u))Q
Fβ (∂
n∂Kββ
w
β
h,3)
+
∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β
PF
β
0 (Mβ,∂K
β
nn (u))Q
Fβ (∂
n∂Kββ
(w
β
h,3)
(2)). (5.24)
Employing an argument similar to that used for deriving (5.20), we also have∑
γ∈Ω12
∑
K γ ∈T γh
∫
K γ
(−Mγ1,1(u)− f γ4 )(wγh,4)dK γ =
∑
γ∈Ω12
∑
K γ ∈T γh
∫
K γ
(−Mγ1,1(u)− f γ4 )RK
γ
0 (w
γ
h,4)dK
γ
+
∑
γ∈Ω12
∑
K γ ∈T γh
PK
γ
0 (−Mγ1,1(u)− f γ4 )QK
γ
(w
γ
h,4), (5.25)
where the operators PK
γ
0 , R
K γ
0 , and Q
K γ are defined in the same way as for PF
β
0 , R
Fβ
0 , and Q
Fβ .
With the help of (5.24) and (5.25), I12 can now be recast as
I12 =
− ∑
β∈Ω2
∑
Fβ⊂Ω12
PF
β
0 (ε(β, γ )Mβnn(u))QF
β
(ε(β, γ )∂
n∂Kββ
w
β
h,3)
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+
∑
γ∈Ω12
∑
K γ ∈T γh
PK
γ
0 (−Mγ1,1(u)− f γ4 )QK
γ
(w
γ
h,4)

+
∑
γ∈Ω12
∑
K γ ∈T γh
∫
K γ
(−Mγ1,1(u)− f γ4 )RK
γ
0 (w
γ
h,4)dK
γ

+

∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β
PF
β
0 (Mβnn(u))QF
β
(∂
n∂Kββ
(w
β
h,3)
(2))

=: I121 + I122 + I123. (5.26)
Due to interface condition (2.8), we see that
w
γ
h,4(p) = −ε(β, γ )∂nβwβh,3(p), ∀ p ∈ K γ = Fβ ⊂ ∂β ∩ Ω12 ,
which gives
QK
γ
(w
γ
h,4) = QF
β
(−ε(β, γ )∂nβwβh,3), ∀ K γ = Fβ ⊂ ∂β ∩ Ω12 .
Using this identity and (3.15), we deduce by reorganizing corresponding terms that
I121 = −
∑
β∈Ω2
∑
Fβ⊂Ω12
PF
β
0 (ε(β, γ )Mβnn(u))QF
β
(ε(β, γ )∂
n∂Kββ
w
β
h,3)
+
∑
γ∈Ω12
∑
K γ ∈T γh
PK
γ
0 (−Mγ1,1(u)− f γ4 )QK
γ
(w
γ
h,4) = 0, (5.27)
where we have also used the fact that T Ωh is a matching triangulation, which implies that, for all γ ∈ Ω12 , each element
K γ ∈ T γh is an edge of a triangle K β ∈ T βh for some β ∈ Ω2.
We can get
|I122| . h
∑
γ∈Ω12
(|uγ4 |22,γ + ‖ f γ4 ‖20,γ )

1/2
‖wh‖h, (5.28)
in terms of the Cauchy–Schwarz inequality and the basic estimate for PK
γ
0 , i.e.,
‖v − PK γ0 v‖0,γ . hK γ |v|1,K γ , ∀ v ∈ H1(K γ ).
We rewrite I123 as
I123 =

∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β
{PFβ0 (Mβnn(u))QF
β
(∂
n∂Kββ
(w
β
h,3)
(2))+ PFβ0 (Mβnt(u))QF
β
(∂
t∂Kββ
(w
β
h,3)
(2))}

+
−
∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β
PF
β
0 (Mβnt(u))QF
β
(∂
t∂Kββ
(w
β
h,3)
(2))

=: I1231 + I1232. (5.29)
Using (3.12) and following an argument similar to that used for deriving (44) in [20], we find
|I1231| .
∑
β∈Ω2
∑
K β∈T βh
hK β |uβ3 |3,K β |wβh,3|2,K β . h
∑
β∈Ω2
|uβ3 |23,β

1/2
‖wh‖h . (5.30)
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It remains to estimate I1232. Since (w
β
h,3)
(2) is identically zero at vertices of any K β ∈ T βh , wβh,3 is continuous on
each β, and ∂
t∂Kββ
(w
β
h,3)
(1) is a linear polynomial in one variable on Fβ ⊂ ∂K β , we have, for each β ∈ Ω2,
∑
K β∈T βh
∑
Fβ⊂∂K β\∂β
PF
β
0 (Mβnt(u))
∫
Fβ
∂
t∂Kββ
w
β
h,3ds
β = 0,
∑
K β∈T βh
∑
Fβ⊂∂K β\∂β
PF
β
0 (Mβnt(u))QF
β
(∂
t∂Kββ
w
β
h,3) = 0,
and
QF
β
(∂
t∂Kββ
(w
β
h,3)
(1)) =
∫
Fβ
∂
t∂Kββ
(w
β
h,3)
(1)dsβ =
∫
Fβ
∂
t∂Kββ
w
β
h,3ds
β ,
and hence
I1232 = −
∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β
PF
β
0 (Mβnt(u))QF
β
(∂
t∂Kββ
w
β
h,3)
+
∑
β∈Ω2
∑
K β∈T βh
∑
Fβ⊂∂K β
PF
β
0 (Mβnt(u))QF
β
(∂
t∂Kββ
(w
β
h,3)
(1))
= −
∑
β∈Ω2
∑
Fβ⊂∂β
PF
β
0 (Mβnt(u))QF
β
(∂
t∂Kββ
w
β
h,3)+
∑
β∈Ω2
∑
Fβ⊂∂β
PF
β
0 (Mβnt(u))
∫
Fβ
∂
t∂Kββ
w
β
h,3ds
=
∑
β∈Ω2
∑
Fβ⊂∂β
PF
β
0 (Mβnt(u))
{∫
Fβ
∂
t∂Kββ
w
β
h,3ds
β − QFβ (∂
t∂Kββ
w
β
h,3)
}
= − 1
12
∑
β∈Ω2
∑
Fβ⊂∂β
|Fβ |2
∫
Fβ
Mβnt(u)∂3t∂Kββ
(w
β
h,3)
(2)dsβ =:
∑
β∈Ω2
I β1232, (5.31)
where, in the derivation of the last equation, we have also used the identity
QF
β
(∂
t∂Kββ
(w
β
h,3)
(1)) =
∫
Fβ
∂
t∂Kββ
(w
β
h,3)
(1)dsβ ,
and the error estimate for the numerical integration formula [26].
For each Fβ ⊂ ∂K β , by the Ho¨lder inequality we know that∣∣∣∣∫
Fβ
Mβnt(u)∂3t∂Kββ
(w
β
h,3)
(2)dsβ
∣∣∣∣ . ‖Mβnt(u)‖Lr (Fβ )‖∂3t∂Kββ (wβh,3)(2)‖Lr ′ (Fβ )
.
2∑
I,J=1
‖∂I Juβ3 ‖Lr (Fβ )‖∂3t∂Kββ (w
β
h,3)
(2)‖Lr ′ (Fβ ), (5.32)
where r > 2 is a real number, r ′ = r/(r − 1).
Using definition (2.13), estimate (24) in [20], the scaling argument, and the inverse inequality for finite elements,
we deduce that
‖∂3
t∂Kββ
(w
β
h,3)
(2)‖Lr ′ (Fβ ) . h−3+1/r
′
K β (|aK
β
7 | + |aK
β
8 | + |aK
β
9 |)
. h−1+1/r
′
K β |w
β
h,3|3,K β . h−3/2K β |w
β
h,3|2,r ′,K β . (5.33)
Hence, by the Ho¨lder inequality, and (5.31)–(5.33), we get
|I β1232| . h1/2
2∑
I,J=1
 ∑
Fβ⊂∂β
‖∂I Juβ3 ‖rLr (F)

1/r  ∑
Fβ⊂∂β
|wβh,3|r
′
2,r ′,K β

1/r ′
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. h1/2
2∑
I,J=1
‖∂I Juβ3 ‖Lr (∂β)
 ∑
Fβ⊂∂β
|wβh,3|r
′
2,r ′,K β

1/r ′
. (5.34)
Since 1 < r ′ < 2, using the Ho¨lder inequality again we obtain ∑
Fβ⊂∂β
|wβh,3|r
′
2,r ′,K β

1/r ′
.
 ∑
Fβ⊂∂β
|wβh,3|22,K β

1/2 ∑
Fβ⊂∂β
∫
K β
1
2r−2
r−2 dK β

r−2
2r−2
. |wβh,3|2,β meas (Ω˜β)(r−2)/(2r−2) . h(r−2)/(2r−2)|wβh,3|2,β , (5.35)
where Ω˜β stands for the set of all points in β ∈ Ω2 with the distance of ∂β no more than h.
On the other hand, it follows from [27] and [28, p. 68] that, for all v ∈ H1/2(∂β),
‖v‖Lr (∂β) .
√
r‖v‖H1/2(∂β),
where the generic constant does not depend on r . This with the trace theorem for Sobolev spaces gives
‖∂I Juβ3 ‖Lr (∂β) .
√
r‖uβ3 ‖3,β ,
from which, together with (5.34) and (5.35), it emerges that
|I β1232| . h
√
rh−1/(2r−2)‖uβ3 ‖3,β |wβh,3|2,β .
By taking r = 2(1+ | ln h|) in the above estimate, we have after a simple computation that
|I β1232| . h(1+ | ln h|)1/2‖uβ3 ‖3,β |wβh,3|2,β .
From this estimate and the Cauchy–Schwarz inequality we get
|I1232| . h(1+ | ln h|)1/2
∑
β∈Ω2
‖uβ3 ‖23,β

1/2
‖wh‖h . (5.36)
Thus, estimate (5.19) follows directly from (5.20), (5.21), (5.26)–(5.30) and (5.36). The proof is completed. 
Now we are ready to give an error estimate for the finite element method (2.14), as described in the following theorem.
Theorem 3. Let u and uh be the solutions of problems (1.6) and (2.14), respectively. Then
‖u− uh‖h . h(1+ | ln h|)1/2
∑
α∈Ω3
3∑
i=1
|uαi |22,α +
∑
β∈Ω2
(
2∑
I=1
|uβI |22,β + ‖uβ3 ‖23,β
)
+
∑
γ∈Ω1
(
|uγ1 |22,γ +
3∑
K=2
|uγK |23,γ + |uγ4 |22,γ
)
+
∑
β∈Ω2
h2‖ f β3 ‖20,β +
∑
γ∈Ω12
(
3∑
K=2
h2‖ f γK ‖20,γ + ‖ f γ4 ‖20,γ
)
1/2
, (5.37)
provided the regularity assumption (1.13) holds true.
Proof. It is easy to check that Ihu ∈ Vh (cf. (3.8)–(3.10)), so Lemma 5.1 implies
‖u− Ihu‖h . h
∑
α∈Ω3
3∑
i=1
|uαi |22,α +
∑
β∈Ω2
(
2∑
I=1
|uβI |22,β + |uβ3 |23,β
)
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Fig. 1. The geometric domain of the body–plate problem.
+
∑
γ∈Ω1
(
|uγ1 |22,γ +
3∑
K=2
|uγK |23,γ + |uγ4 |22,γ
)
1/2
. (5.38)
By (5.2) and (5.3), and Lemmas 5.2–5.4, we have
|Ec(u)| . h(1+ | ln h|)1/2
∑
β∈Ω2
(
‖uβ3 ‖23,β + h2‖ f β3 ‖20,β
)
+
∑
γ∈Ω12
[
3∑
K=2
(
|uγK |23,γ + h2‖ f γK ‖20,γ
)
+ |uγ4 |22,γ + ‖ f γ4 ‖20,γ
]
1/2
. (5.39)
Combining (5.38), (5.39) and (5.1) leads to the desired result immediately. 
6. Numerical examples
We present some numerical results to illustrate the computational performance of the finite element method (2.14)
for problem (1.6). The considerations are concerned mainly with two simple elastic multi-structures; one is the elastic
body–plate structure and the other is the elastic plate–plate structure. Throughout this section, we use the same notation
as was described in the previous sections.
Let (e1, e2, e3) be the orthonormal basis vectors of the global system (x1, x2, x3) in R3 (see Fig. 1). Let
α := (−1/2, 1/2)2 × (0, 1) be an elastic body member and β := (−1, 1)2 × {0} an elastic plate member. They
are rigidly connected along the interface β ′ := (−1/2, 1/2)2 × {0} to form an elastic body–plate structure. The local
coordinate systems for α and β are both chosen to be the global system (x1, x2, x3). We denote by Γ 2 := {βk}5k=1 the
exterior boundary faces of α.
Let the displacement field uα := uαi ei on α and the displacement field uβ := uβi ei on β be given, respectively, by
uα1 := (1− x21)(1− x22)(1+ x23),
uα2 := (1− x21)(1− x22)(1+ x23),
uα3 := (1− x21)2(1− x22)2(1+ x23),
with −1/2 < x1, x2 < 1/2 and 0 < x3 < 1, and
uβ1 := (1− x21)(1− x22),
uβ2 := (1− x21)(1− x22),
uβ3 := (1− x21)2(1− x22)2,
with −1 < x1, x2 < 1.
It is evident that uα and uβ satisfy the interface condition (1.4) on β ′. Furthermore, applying the equilibrium
equations for general elastic multi-structure problems [13], we can check that u := (uα,uβ) is the unique solution of
the following problem: Find u ∈ V such that
D(u, v) = F(v), ∀ v ∈ V, (6.1)
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Fig. 2. The triangulation for the body–plate problem.
where
V := {v = (vα, vβ); vα ∈ (H1(α))3, vβ ∈ (H10 (β))2 × H20 (β), vαi = vβi on β ′, 1 ≤ i ≤ 3},
D(v,w) := Dα(vα,wα)+ Dβ(vβ ,wβ), ∀ v,w ∈ V,
F(v) :=
∫
α
fα · vαdα +
∫
β
fβ · vβdβ +
5∑
k=1
∫
βk
fβk · vαdβk, (6.2)
with
fα := −σαi j, j (u)ei in α,
fβk := σαi j, j (u)nαj ei on βk, 1 ≤ k ≤ 5,
fβ :=
{
−QβI J,J (u)eI −MβI J,I J (u)e3 in β \ β ′,
σαi j, j (u)n
α
j ei −QβI J,J (u)eI −MβI J,I J (u)e3 in β ′.
Since u is given in advance, fα, fβk , and fβ can be computed explicitly; moreover, in our calculations, we take
Eα = 100, να = 0.3, hβ = 0.02, and νβ = 0.3, and choose Eβ such that the flexible rigidity Dβ := Eβh
3
β
12(1−ν2β )
= 1.
As shown in Fig. 2, we introduce a family of triangulations T Ωh := {T αh , T βh } for Ω , whose mesh size is denoted
by h. Concretely, we partition β into (2N )2 equal squares with the length h = 1/N , and then divide each square into
two triangles in the same direction, so that we get the triangulation T βh ; the subdivision T αh is obtained similarly.
Next, we construct a nonconforming element space Vh related to V by using the procedure given in Section 2,
which reads
Vh := {vh = (vαh , vβh ); vαh ∈ (V 1h (α))3, vβh ∈ (V 1h,0(β))2 × V Zh,0(β), vαh,i (p) = vβh,i (p), ∀ p ∈ β ′, 1 ≤ i ≤ 3},
where (see also (2.3) and (2.4))
V 1h,0(β) := {vh ∈ V 1h (β); vh(p) = 0, ∀ p ∈ ∂β},
V Zh,0(β) := {vh ∈ V Zh (β); vh(p) = ∂I vh(p) = 0, ∀ p ∈ ∂β, I = 1, 2}.
The finite element method (2.14) for problem (6.1) is finding uh ∈ Vh such that
Dh(uh, vh) = F(vh), ∀ vh ∈ Vh, (6.3)
where F(vh) is given by (6.2), and Dh(uh, vh) := Dαh (uαh , vαh )+ Dβh (uβh , vβh ).
Let αc be the center of the body member α and βc the center of the plate member β. We define
Error Body := max
1≤i≤3
|uαh,i (αc)− uαi (αc)|
|uαi (αc)|
, Error Plate := max
1≤i≤3
|uβh,i (βc)− uβi (βc)|
|uβi (βc)|
, (6.4)
which stand for the relative errors of the finite element solution uh at αc and βc, respectively. We use the two quantities
to assess the computational performance of the finite element method (6.3).
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Table 1
The computational results for the body–plate problem
h Number of unknowns Error Body Error Plate Rh
0.25 780 0.0351 0.0469 0.0841
0.125 3632 0.0093 0.0129 0.0554
0.0625 20 184 0.0023 0.0033 0.0362
0.0456 46 626 0.0012 0.0018 0.0304
Fig. 3. Graphs of the exact solution (left) and the approximate solution (right) for the body–plate problem.
Let Ih be the interpolation operator given in Section 3. We define
Rh := ‖Ihu− uh‖h
h
{
3∑
i=1
|uαi |22,α +
2∑
I=1
|uβI |22,β + ‖uβ3 ‖23,β + h2‖ f β3 ‖20,β
}1/2 . (6.5)
It is noted that one can compute ‖Ihu− uh‖h by virtue of the stiffness matrix of problem (6.3).
The computational results with different mesh sizes h are shown in Table 1.
The corresponding graphs describing the approximate solution uh for h = 0.125, and the exact solution u are given
in Fig. 3.
From the above numerical results, we may conclude that the finite element method (2.14) is effective in solving the
elastic body–plate problem. We can also observe from Table 1 that the value of Rh is bounded above by an absolute
constant with respect to the mesh sizes h. This with the error estimate for Ih (cf. Lemma 3.1) indicates the validity of
Theorem 3. Moreover, the computational experiments suggest that the error ‖u−uh‖h should be O(h), i.e., the factor
(1+ | ln h|)1/2 in (5.37) might be removed, but we cannot prove such a result at present.
We have also used the finite element method (2.14) to solve an elastic plate–plate problem. The structure consists
of two plate members β1 := (−1, 1)2× {0} and β2 := {0} × (−1, 1)× (0, 1). We choose the local coordinate systems
as
(xβ11 , x
β1
2 , x
β1
3 ) = (x1, x2, x3), (xβ21 , xβ22 , xβ23 ) = (x2, x3, x1).
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Fig. 4. The triangulation for the plate–plate problem.
Table 2
The computational results for the plate–plate problem
h Number of unknowns Error Plate 1 Error Plate 2 R˜h
0.25 630 0.0722 0.0467 0.2606
0.125 2210 0.0204 0.0128 0.1474
0.0625 8250 0.0053 0.0033 0.0755
0.02 76 760 0.5487 ∗ 10−3 0.5601 ∗ 10−3 0.0288
The displacement fields on β1 and β2 are given respectively by
uβ11 := (1− x21)2(1− x22)2,
uβ12 := (1− x21)2(1− x22)2,
uβ13 := (1− x21)2(1− x22)2,
with −1 < x1, x2 < 1, and
uβ21 := (1− x22)2(1− x23)2,
uβ22 := (1− x22)2(1− x23)2,
uβ23 := (1− x22)2(1− x23)2,
with −1 < x2 < 1 and 0 < x3 < 1. The corresponding material parameters are taken as hβ1 = hβ2 = 0.02, νβ1 =
νβ2 = 0.3, and Eβ1 = Eβ2 =
12(1−ν2β1 )
h2β1
.
Applying the same derivation as was employed to handle the elastic body–plate problem, we can get the
corresponding load forces fβ1 and fβ2 in the present case. The triangulation for Ω := {β1, β2} is shown in Fig. 4.
Let βc,1 and βc,2 be the centers of the plate members β1 and β2, respectively. Again, let Ih be the interpolation
operator given in Section 3. Like in (6.4) and (6.5), we define
Error Plate 1 := max
1≤i≤3
|uβ1h,i (βc,1)− uβ1i (βc,1)|
|uβ1i (βc,1)|
, Error Plate 2 := max
1≤i≤3
|uβ2h,i (βc,2)− uβ2i (βc,2)|
|uβ2i (βc,2)|
,
R˜h := ‖Ihu− uh‖h
h
{
2∑
J=1
(
2∑
I=1
|uβJI |22,βJ + ‖u
βJ
3 ‖23,βJ + h2‖ f
βJ
3 ‖20,βJ
)}1/2 .
The computational results with different mesh sizes h are shown in Table 2.
The corresponding graphs describing the approximate solution uh for h = 0.125, and the exact solution u are given
in Fig. 5.
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Fig. 5. Graphs of the exact solution (left) and the approximate solution (right) for the plate–plate problem.
From these numerical results, we can obtain conclusions similar to those for the elastic body–plate problem. Here
we omit the details.
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