Abstract. Let g be an affine Lie algebra and g L be its Langlands dual. It is conjectured in [15] that g has a positive geometric crystal whose ultradiscretization is isomorphic to the limit of certain coherent family of perfect crystals for g L . We prove that the ultra-discretization of the positive geometric crystal for g = D (3) 4 given in [6] is isomorphic to the limit of the coherent family of perfect crystals for g L = G
Introduction
Let A = (a ij ) i,j∈I , I = {0, 1, · · · , n} be an affine Cartan matrix and (A, {α i } i∈I , {α ∨ i } ı∈I ) be a given Cartan datum. Let g = g(A) denote the associated affine Lie algebra [16] and U q (g) denote the corresponding quantum affine algebra. Let P = ZΛ 0 ⊕ ZΛ 1 ⊕ · · · ⊕ ZΛ n ⊕ Zδ and P ∨ = Zα
n ⊕ Zd denote the affine weight lattice and the dual affine weight lattice respectively. For a dominant weight λ ∈ P + = {µ ∈ P | µ(h i ) ≥ 0 for all i ∈ I} of level l = λ(c) (c = canonical central element), Kashiwara defined the crystal base (L(λ), B(λ)) [10] for the integrable highest weight U q (g)-module V (λ). The crystal B(λ) is the q = 0 limit of the canonical basis [20] or the global crystal basis [11] . It has many interesting combinatorial properties. To give explicit realization of the crystal B(λ), the notion of affine crystal and perfect crystal has been introduced in [7] . In particular, it is shown in [7] that the affine crystal B(λ) for the level l ∈ Z >0 integrable highest weight U q (g)-module V (λ) can be realized as the semi-infinite tensor product · · · ⊗ B l ⊗ B l ⊗ B l , where B l is a perfect crystal of level l. This is known as the path realization. Subsequently it is noticed in [9] that one needs a coherent family of perfect crystals {B l } l≥1 in order to give a path realization of the Verma module M (λ) ( or U − q (g)). In particular, the crystal B(∞) of U − q (g) can be realized as the semi-infinite tensor product · · · ⊗ B ∞ ⊗ B ∞ ⊗ B ∞ where B ∞ is the limit of the coherent family of perfect crystals {B l } l≥1 (see [9] ). At least one coherent family {B l } l≥1 of perfect crystals and its limit is known for g = A (1) n , B (1) n , C (1) n , D (1) n , A (2) 2n−1 , A (2) 2n , D (2) n+1 , D (3) 4 , G (1) 2 (see [8] , [9] , [28] , [14] , [21] ). A perfect crystal is indeed a crystal for certain finite dimensional module called Kirillov-Reshetikhin module (KR-module for short) of the quantum affine algebra U q (g) ( [18] , [4] , [5] ). The KR-modules are parametrized by two integers (i, l), where i ∈ I \ {0} and l any positive integer. Let {̟ i } i∈I\{0} be the set of level 0 fundamental weights [12] . Hatayama et al ( [4] , [5] ) conjectured that any KR-module W (l̟ i ) admit a crystal base B i,l in the sense of Kashiwara and furthermore B i,l is perfect if l is a multiple of c ∨ i := max (1, 2 (αi,αi) ). This conjecture has been proved recently for quantum affine algebras U q (g) of classical types ( [26] , [2] , [3] ). When {B i,l } l≥1 is a coherent family of perfect crystals we denote its limit by B ∞ (̟ i ) (or just B ∞ if there is no confusion).
On the other hand the notion of geometric crystal is introduced in [1] as a geometric analog to Kashiwara's crystal (or algebraic crystal) [10] . In fact, geometric crystal is defined in [1] for reductive algebraic groups and is extended to general Kac-Moody groups in [22] . For a given Cartan datum (A, {α i } i∈I , {α ∨ i } ı∈I ), the geometric crystal is defined as a quadruple V(g) = (X, {e i } i∈I , {γ i } i∈I , {ε i } i∈I ), where X is an algebraic variety, e i : C × × X −→ X are rational C × -actions and γ i , ε i : X −→ C (i ∈ I) are rational functions satisfying certain conditions ( see Definition 2.1). Geometric crystals have many properties similar to algebraic crystals. For instance, the product of two geometric crystals admits the structure of a geometric crystal if they are induced from unipotent crystals (see [1] ). A geometric crystal is said to be a positive geometric crystal if it admits a positive structure (see Definition 2.5). A remarkable relation between positive geometric crystals and algebraic crystals is the ultra-discretization functor UD between them (see Section 2.4). Applying this functor, positive rational functions are transfered to piecewise linear functions by the simple correspondence:
Let G denote the affine Kac-Moody group associated with the affine Lie algebra g. Let B
± be fixed Borel subgroups and T the maximal torus of G such that B + ∩ B − = T . Set y i (c) := exp(cf i ), and let α ∨ i (c) ∈ T be the image of c ∈ C × by the group morphism C × → T induced by the simple coroot α
Let W (resp. W ) be the Weyl group (resp. the extended Weyl group) associated with g. The Schubert cell X w := BwB/B (w = s i1 · · · s i k ∈ W ) is birationally isomorphic to the variety
where u is the line including u, (ii) the ultra-discretization(see Sect.2) of X is isomorphic to the crystal B ∞ = B ∞ (̟ i ) of the Langlands dual g L .
In [15] , it has been shown that this conjecture is true for i = 1 and g = A (1) n , B
(1)
n+1 . In [24] , a positive geometric crystal for g = G and i = 1 has been constructed and it is shown in [25] that the ultradiscretization of this positive geometric crystal is isomorphic to the limit of the coherent family of perfect crystals for g L = D
4 given in [14] . More recently, two of the authors have constructed a positive geometric crystal for g = D (3) 4 , i = 1 in [6] . In this paper we describe the structure of the crystal obtained by the ultra-discretization of the geometric crystal V(g) constructed in [6] and then prove that it is isomorphic to the limit B ∞ of the coherent family of perfect crystals for its Langlands dual g L = G
2 constructed in [21] . This proves Conjecture 4.5 in [6] .
This paper is organized as follows. In Section 2, we recall necessary definitions and facts about geometric crystals. In Section 3, we review needed facts about affine crystals and perfect crystals. We recall from [21] the coherent family of perfect crystals for g = G constructed in [6] . In Section 6, we state and prove our main result (Theorem 7.1).
Geometric crystals
In this section, we review Kac-Moody groups and geometric crystals following [27] , [19] , [1] 2.1. Kac-Moody algebras and Kac-Moody groups. Fix a symmetrizable generalized Cartan matrix A = (a ij ) i,j∈I with a finite index set I. Let (t, {α i } i∈I , {α ∨ i } i∈I ) be the associated root data, where t is a vector space over C and {α i } i∈I ⊂ t * and {α ∨ i } i∈I ⊂ t are linearly independent satisfying α j (α ∨ i ) = a ij . The Kac-Moody Lie algebra g = g(A) associated with A is the Lie algebra over C generated by t, the Chevalley generators e i and f i (i ∈ I) with the usual defining relations ( [17] , [27] ). There is the root space decomposition g = α∈t * g α . Denote the set of roots by ∆ := {α ∈ t
* be a weight lattice such that C ⊗ P = t * , whose element is called a weight.
Define simple reflections
whose element is called a real root. Let g ′ be the derived Lie algebra of g and let G be the Kac-Moody group associated with g ′ ( [27] ). Let U α := exp g α (α ∈ ∆ re ) be the one-parameter subgroup of G. The group G is generated by U α (α ∈ ∆ re ). Let U ± be the subgroup generated by U ±α (α ∈ ∆ re + = ∆ re ∩ Q + ), i.e., U ± := U ±α |α ∈ ∆ re + . For any i ∈ I, there exists a unique homomorphism; φ i : SL 2 (C) → G such that
where c ∈ C × and t ∈ C. Set α
Let T (resp. N ) be the subgroup of G with the Lie algebra t (resp. generated by the N i 's), which is called a maximal torus in G, and let B ± = U ± T be the Borel subgroup of G. We have the isomorphism φ :
2.2. Geometric crystals. Let X be an ind-variety , γ i : X → C and ε i : X −→ C (i ∈ I) rational functions on X, and e i :
2.4. Positive structure, Ultra-discretizations and Tropicalizations. Let us recall the notions of positive structure, ultra-discretization and tropicalization.
The setting below is same as in [15] . Let T = (C × ) l be an algebraic torus over C and X * (T ) := Hom(T,
be the lattice of characters (resp. co-characters) of T . Set R := C(c) and define
where deg is the degree of poles at c = ∞. Here note that for
A non-zero rational function on an algebraic torus T is called positive if it can be written as g/h where g and h are a positive linear combination of characters of T .
Definition 2.2. Let f : T → T ′ be a rational morphism between two algebraic tori T and T ′ . We say that f is positive, if η • f is positive for any character η :
Denote by Mor + (T, T ′ ) the set of positive rational morphisms from T to T ′ .
Lemma 2.3 ([1]
). For any f ∈ Mor + (T 1 , T 2 ) and g ∈ Mor + (T 2 , T 3 ), the composition g • f is well-defined and belongs to Mor
By Lemma 2.3, we can define a category T + whose objects are algebraic tori over C and arrows are positive rational morphisms.
Let f : T → T ′ be a positive rational morphism of algebraic tori T and T ′ . We define a map f :
where η ∈ X * (T ′ ) and ξ ∈ X * (T ).
Lemma 2.4 ([1]
). For any algebraic tori T 1 , T 2 , T 3 , and positive rational mor-
Let Set denote the category of sets with the morphisms being set maps. By the above lemma, we obtain a functor:
be a geometric crystal, T ′ an algebraic torus and θ : T ′ → X a birational isomorphism. The isomorphism θ is called positive structure on χ if it satisfies (i) for any i ∈ I the rational functions
(ii) For any i ∈ I, the rational morphism e i,θ :
Let θ : T → X be a positive structure on a geometric crystal χ = (X, {e i } i∈I , {wt i } i∈I , {ε i } i∈I ). Applying the functor UD to positive rational morphisms e i,θ :
T ′ → T (the notations are as above), we obtaiñ
Now, for given positive structure θ :
with a free pre-crystal structure (see [1, 2.2] ) and denote it by UD θ,T ′ (χ). We have the following theorem:
and positive structure θ :
Now, let GC + be a category whose object is a triplet (χ, T ′ , θ) where χ = (X, {e i }, {γ i }, {ε i }) is a geometric crystal and θ : T ′ → X is a positive structure on χ, and morphism f : (χ 1 , T
is a positive rational morphism. Let CR be a category of crystals. Then by the theorem above, we have Corollary 2.7. The map UD = UD θ,T ′ defined above is a functor
We call the functor UD "ultra-discretization" as [22] , [23] instead of "tropicalization" as in [1] . And for a crystal B, if there exists a geometric crystal χ and a positive structure θ :
where it is not known that this correspondence is a functor.
Limit of perfect crystals
We review limit of perfect crystals following [9] . (See also [7] , [8] ). 7 3.1. Crystals. First we review the theory of crystals, which is the notion obtained by abstracting the combinatorial properties of crystal bases. Let (A, {α i } i∈I , {α ∨ i } ı∈I ) be a Cartan data. Definition 3.1. A crystal B is a set endowed with the following maps:
Those maps satisfy the following axioms: for all b, b 1 , b 2 ∈ B, we have
The following tensor product structure is one of the most crucial properties of crystals.
(ii) For b 1 ∈ B 1 and b 2 ∈ B 2 , we havẽ
Definition 3.3. Let B 1 and B 2 be crystals. A strict morphism of crystals ψ :
In particular, a bijective strict morphism is called an isomorphism of crystals.
Example 3.5. For λ ∈ P , set T λ := {t λ }. We define a crystal structure on T λ bỹ
Definition 3.6. For a crystal B, a colored oriented graph structure is associated with B by
We call this graph a crystal graph of B.
3.2. Affine weights. Let g be an affine Lie algebra. The sets t, {α i } i∈I and {α ∨ i } i∈I be as in 2.1. We take dimt = ♯I + 1. Let δ ∈ Q + be the unique element satisfying {λ ∈ Q| α ∨ i , λ = 0 for any i ∈ I} = Zδ and c ∈ g be the canonical central element satisfying {h ∈ Q ∨ | h, α i = 0 for any i ∈ I} = Zc. We write ([16,
Let ( , ) be the non-degenerate W -invariant symmetric bilinear form on t * normalized by (δ, λ) = c, λ for λ ∈ t * . Let us set t * cl := t * /Cδ and let cl : t * −→ t * cl be the canonical projection. Here we have t * cl
. Since (δ, δ) = 0, we have a positive-definite symmetric form on t * cl induced by the one on t * . Let Λ i ∈ t * cl (i ∈ I) be a classical weight such that α ∨ i , Λ j = δ i,j , which is called a fundamental weight. We choose P so that P cl := cl(P ) coincides with ⊕ i∈I ZΛ i and we call P cl a classical weight lattice.
3.3.
Definitions of perfect crystal and its limit. Let g be an affine Lie algebra, P cl be a classical weight lattice as above and set (P cl )
(ii) There exists λ 0 ∈ P cl such that 
(ii) For any (l, b) ∈ J, there exists an embedding of crystals:
As for the crystal T λ , see Example 3.5. If a limit exists for a family {B l }, we say that {B l } is a coherent family of perfect crystals.
The following is one of the most important properties of limit of perfect crystals. In this section, we review the family of perfect crystals of type G
(1) 2
and its limit( [21] ).
We fix the data for G
2 . Let {α 0 , α 1 , α 2 }, {α
} and {Λ 0 , Λ 1 , Λ 2 } be the set of simple roots, simple coroots and fundamental weights, respectively. The Cartan matrix A = (a ij ) i,j=0,1,2 is given by
and its Dynkin diagram is as follows.
The standard null root δ and the canonical central element c are given by δ = α 0 + 2α 1 + 3α 2 and c = α
For a positive integer l we introduce G
2 -crystals B l and B ∞ as
Now we describe the explicit crystal structures of B l and B ∞ . Indeed, most of them coincide with each other except for ε 0 and ϕ 0 . In the rest of this section, we use the following convention: (x) + = max(x, 0).
Now we define conditions (E 1 )-(E 6 ) and (F 1 )-(F 6 ) as follows.
(E i ) (1 ≤ i ≤ 6) is defined from (F i ) by replacing > (resp. ≤) with ≥ (resp. <).
We also define if (E 3 ) and
if (E 6 ),
For b ∈ B l ifẽ i b orf i b does not belong to B l , namely, if b j orb j for some j becomes negative or s(b) exceeds l, we understand it to be 0.
The following is one of the main results in [21] :
2 -crystal B l is a perfect crystal of level l. (ii) The family of the perfect crystals {B l } l≥1 forms a coherent family and the crystal B ∞ is its limit with the vector b ∞ = (0, 0, 0, 0, 0, 0).
As was shown in [21] , the minimal elements are given 
where b 0 = (α, β, β, β, β, α), and
Finally, we obtain By [12, Theorem 5.17] , W (̟ 1 ) is a finite-dimensional irreducible integrable U ′ q (g)-module and has a global basis with a simple crystal. Thus, we can consider the specialization q = 1 and obtain the finite-dimensional g-module W (̟ 1 ), which we call a fundamental representation of g and use the same notation as above.
We shall present the explicit form of W (̟ 1 ) for g = D
4 .
W (̟
4 is:
Then the simple roots are
and the Dynkin diagram is:
The D
4 -module W (̟ 1 ) is an 8-dimensional module with the basis,
The explicit form of W (̟ 1 ) is given in [14] .
The actions of e i and f i on these basis vectors are given as follows:
where we give non-trivial actions only.
4 ) in W (̟ 1 ). Let us review the construction of the affine geometric crystal V(D (3) 4 ) in W (̟ 1 ) following [6] . For ξ ∈ (t * cl ) 0 , let t(ξ) be the translation as in [12, Sect 4] and ̟ i as in [13] , indeed,
Associated with these Weyl group elements w 1 and w 2 , we define algebraic varieties
4 ) and
4 ) ⊂ W (̟ 1 ) respectively:
Owing to the explicit forms of f i 's on W (̟ 1 ) as above, we have f 
We get explicit forms of V 1 (x) ∈ V 1 and V 2 (y) ∈ V 2 as in [24] :
where the rational functions X i 's and Y i 's are all positive in (x 0 , · · · , x 5 ) and (y 0 , · · · , y 5 ) respectively (as for their explicit forms, see [6] ) and for any x there exist a unique rational function a(x) and y such that V 2 (y) = a(x)V 1 (x). Using this result, we get the positive birational isomorphism σ :
) and we know that its inverse σ −1 is also positive. The actions of e c 0 on V 2 (y) (respectively γ 0 (V 2 (y)) and ε 0 (V 2 (y))) are induced from the ones on
as an element of the geometric crystal V 2 . We define the action e c 0 on
We also define γ 0 (V 1 (x)) and ε 0 (V 1 (x)) by
Theorem 5.1 ([6] ). Together with (5.1), (5.2) on V 1 , we obtain a positive affine geometric crystal χ := (V 1 , {e i } i∈I , {γ i } i∈I , {ε i } i∈I ) (I = {0, 1, 2}), whose explicit form is as follows: first we have e c i , γ i and ε i for i = 1, 2 from the formula (2.2), (2.3) and (2.4).
, where 
Since we have −2 + 2α + δ = 2(−3 + 3α) + 3δ 3 , −2 + 2α + γ = 2(−3 + 3α) + 3γ 3 ,
by this lemma we get
Next, we describe the actions off i (i = 0, 1, 2). Set Ξ j := UD(C j )| c=−1 (j = 1, · · · , 5). Then we have
Therefore, for x ∈ X we havẽ
We obtain the actionẽ i (i = 1, 2) by setting c = 1 in UD(C i ). Finally, we describe the action off 0 . Set
where α, β, · · · , φ are as in (6.1). Therefore, by the explicit form of e c 0 as in the previous section, we have
We have the explicit form ofẽ 0 by setting c = 1 in UD(C i ). Now, let us show the theorem.
(Proof of Theorem 6.1.) Define the map
and Ω −1 is given by
which means that Ω is bijective. Here note that
∈ Z by the definition of B ∞ as in Sect.4. We shall show that Ω is commutative with actions off i and preserves the functions wt i and ε i , that is,
Indeed, the commutativityẽ i (Ω(x)) = Ω(ẽ i x) is shown by a similar way. First, let us check wt i : Set b = Ω(x) and let (z 1 , z 2 , z 3 , z 4 ) be as in (4.2) . By the explicit forms of wt i on X and B ∞ , we have
Next, we shall check ε i :
Here let us see ε 0 :
3 ) = −(3x 0 + x 2 + x 3 ) + max(β, δ, γ, ǫ, φ, α).
On the other hand, we have ε 0 (x) = −(3x 0 + x 2 + x 3 ) + max(α, β, γ, δ, ǫ, φ).
which shows ε 0 (Ω(x)) = ε 0 (x).
Let us showf i (Ω(x)) = Ω(f i (x)) (x ∈ X , i = 0, 1, 2). As forf 1 , set A = x 0 − x 1 , B = x 0 + x 2 − 2x 1 − x 3 , C = x 0 + x 2 + x 4 − 2x 1 − 2x 3 − x 5 .
Then we obtain Ξ 1 = max(A − 1, B, C) − max(A, B, C), . This action coincides with the one off 2 on b ∈ B ∞ as in Sect4. Therefore, we get Ω(f 2 (x)) =f 2 (Ω(x)).
Finally, we shall checkf 0 (Ω(x)) = Ω(f 0 (x)). For the purpose, we shall estimate the values Ψ 0 , · · · , Ψ 5 explicitly.
First, the following cases are investigated:
(f1) β ≥ γ, δ, ǫ, φ, φ ≥ α, δ ≥ α (f2) β < δ ≥ α, γ, ǫ, α > φ, β ≥ φ (f3) β, δ < γ ≥ α, ǫ, φ (f4) β, δ < ǫ ≥ α, φ, ǫ = γ + 1 (f4 ′ ) β, δ < ǫ ≥ α, φ, ǫ = γ + 2 (f4 ′′ ) β, δ < ǫ ≥ α, φ, ǫ > γ + 2 (f5) β, γ, ǫ < φ ≥ α, α > δ, β ≥ δ (f6) α > γ, δ, ǫ, φ, δ, φ > β.
It is easy to see that each of these conditions are equivalent to the conditions ( which coincides with the action off 0 under (F 6 ) in Sect.4. Now, we have Ω(f 0 (x)) = f 0 (Ω(x)). Therefore, the proof of Theorem 6.1 has been completed.
