The dilemma is described which exists at the present time between the two present best sources of information as to the numerical value of the SOMMERFELD fine structure constant, a. These two sources are the fine structure splitting in deuterium, determined in 1953 by TRIEBWASSER, DAYHOFF and LAMB, and the hyperfine structure splitting in hydrogen, measured more recently using the RAMSEY hydrogen maser. The theoretical connection between the fine structure measurements and a is subject to little question but the experimental difficulties to obtain a precision of a few ppm are considerable. The relative precision obtained with the hydrogen maser on the other hand, is phenomenal (of order 10 -u ) but the theoretical connection between the hyperfine splitting and a is subject to a controversial correction for the internal field structure of the proton. Assuming this correction term to be correct at its present value, the hf splitting in H implies a value of a 26 ppm higher than the fs splitting in D. Present existing sources of evidence, some favourable to the lower and some to the higher value of a, are presented and discussed and the key importance of a better knowledge of this fundamental constant is stressed.
The Dilemma Regarding a
Our two present best sources of information regarding the numerical value of the fine structure constant, a, of SOMMERFELD give discordant values. The measurement 1 by LAMB, and associates of the fine structure splitting in deuterium gave a = (7.29720 ±0.00003) x 10~3, whereas the highly precise measurement 2 of the hyperfine splitting in hydrogen by RAMSEY and associates, which, however, requires the use of a controversial and uncertain theoretical factor for the proton internal field structure 3 , gives a = 7.29739 ± 0.00008, a value 26 ± 12 ppm higher than the former 4 . In the LAMB fs measurements, a careful study (both theoretical and experimental) of the resonance line profile shape was performed in order to attain the final accuracy claimed, since this last was of the order of only one one-thousandth of the line width at half maximum. The possibility of a small systematic experimental error of a few parts per million cannot, therefore, be entirely ruled out. In the case of the hfs measurements in H, the work of the RAMSEY group is probably one of the most precise measurements ever made by man, exceeding in accuracy the fs in D measurements by better than five orders of magnitude. The value of these measurements as a source of information on a, however, is clouded by the serious theoretical uncertainty regarding the validity of the present theory behind the correction for the proton's internal field structure. Not enough is known at present, either theoretically or experimentally, about the interaction at close range between polarized protons and polarized electrons to compute the correction with requisite certainty. In forming the 1963 least-squares adjustment of the fundamental constants 4 , the structure of the equations of observation representing the data was such as to furnish no reliable criteria to decide between these two discrepant values of a by any test of over-all consistency. The choice in favor of the fs in D value was made because the theoretical uncertainty from the proton field-structure factor, needed to compute a from the hfs in H result, seemed to pose the larger questionmark.
In performing analyses to determine "best" values of the fundamental constants at any given epoch, such problems of choice as this one typify the analyst's most taxing dilemma. Two distinct sets of values of the fundamental constants, each based on one of the two horns of the dilemma, would be likely to lead to confusion. To wait for more satisfactory criteria from further experiments would have meant indefinite delay. We were being urgently pressed, at the requests of two official bodies, one of national, the other of international scope, to issue a set of values promptly.
Determinations of the hfs Splitting in Muonium by Hughes and his Croup
Because of this dilemma, HUGHES and his associates have undertaken determinations of the hyperfine splitting in muonium 5 . These results, which suffer from no such uncertain theoretical correction as is needed in the case of the hfs in hydrogen, yielded a value of a. in accord with that inferred from the LAMB (et al.) -fs in D measurements. However, the present muonium result leaves something to be desired as a clinching verification in favor of the LAMB value of a because of certain corrections (by extrapolation) for the pressure of the gas in which the muonium was formed. The work with muonium by HUGHES and his associates was kindly undertaken by them because of our urgent need in 1962 and '63 for a criterion to choose between the two values of a. The speed and skill with which so difficult a measurement was obtained was highly commendable. Given more time and improved facilities for the work, it is to be hoped that this method can be improved to a point which will remove the last vestige of uncertainty regarding interpretation of the result.
Robiscoe's Work on the Level Differences, L and AE -L, in H and D
Because of the above mentioned small residual uncertainties surrounding the 1950 -'53 measurements of LAMB et al. on his famous shift, L, and on L = 2 2 Si/t -2 2 Pi/j (1)
for hydrogen by an independent method which he calls the crossing point method. Fig. 1 Although LAMB never directly measured AE -L in hydrogen, it is easy to infer a value from his measurements of the same quantity for deuterium by means of the equation
wherein H = hydrogen, D = deuterium and R is the RYDBERG. ROBISCOE'S present preliminary results can thus be compared with LAMB'S as follows: 
The apparent discrepancy, namely something like + 0.2 + 0.4 Mc sec -1 , is as yet too uncertain to be more than merely suggestive. It is hoped that continuation of the work with improved conditions will permit more satisfactorily definite conclusions. The rf field distribution is believed to exhibit too sharply varying a character transverse to the beam in the rf transition region at present and an improved instrumental design will be required. However, ROBISCOE is willing to speculate that an eventual difference between his (ROBISCOE'S) value of AE\{ from the value of that quantity to be inferred from LAMB'S AE-Q might conceivably be found to be as large as 0.5 Mc sec -1 , the ROBISCOE value being the higher. However, the present evidence is sufficiently uncertain so that ROBISCOE prefers to express the I wish now to describe certain recently obtained indirect evidence from the field of precision x-ray and gamma-ray spectroscopy which points in the same direction as ROBISCOE'S fs measurements, favoring the higher value of a and, indeed, suggesting that the correct value may equal or possibly even exceed the value quoted above for the result of the RAMSEY et al. hf splitting in hydrogen (with the present problematical proton structure correction). The evidence I shall present consists of ten examples of five different kinds of experiment, each here to be regarded as direct or indirect determinations of the conversion constant, A = kgßs; the constant by which x-ray wavelengths expressed on the "rr-unit" nominal scale must be multiplied to obtain the corresponding wavelength value in milliangstrom units. For the sake of definiteness, I shall here define the a;-unit nominal scale as such that the wavelength at peak intensity of the Mo, Kax, line equals exactly 707.831 z-units.
(1) Two independent measurements made by KNOWLES at the Chalk River reactor, using his highly precise two-crystal spectrometer, to measure the wavelength of the annihilation radiation. In the first of these the annihilation occurred in water, and in the second in metallic tantalum 7 . The annihilation wavelength, h\ (m c), measured in absolute units may equally well be expressed as a 2 / (2 R^). If, as in KNOWLES' case, it is measured by crystal diffraction on the x-unit scale *, the result gives a 2 /(2 Rx A), thus establishing a valuable relationship between a and A. The disagreement between the two KNOWLES measurements is a yet unexplained.
(2) A measurement by SIEGBAHN and associates in which the quantum-energy difference between two x-ray lines, Mo K otj, and Cu K 04 , was directly peak intensity divided by 707.831. In his recently prepared tables "X-Ray Wavelengths" 10 , BEARDEN has used this scale essentially, taking however as his primary definition of 1 x. u. the wavelength A (W Kat, at peak intensity)/208.5770 and establishing by measurement the secondary reference line, / (Mo Kat, at peak intensity) =707.831 x. u. Because of its importance for our knowledge of the fundamental constants of Physics and Chemistry, they should be warmly encouraged to refine the measurement.
(3) A measurement of the short wavelenght limit of the continuous x-ray spectrum by SPIJKERMAN and BEARDEN using an x-ray tube with a target consisting of a jet of mercury vapor 9 . Like the work of SIEG-BAHN et al. just referred to, this measurement leads also to a value of h c 2 / (e A).
(4) Numerous high precision measurements by BEARDEN 10 and associates including also collected earlier results of others, such as those of SMAKULA 11 on crystals of different species in which the macroscopic density of the crystal samples and the absolute volumes (in cubic ar-units) of their unit cells are accurately determined, the latter by precision x-ray diffraction methods. If the crystal approaches ideal perfection as to chemical and structural purity, the quotient of the molecular weight of the unit cell of the crystal divided by the product of its density and unit cell volume in cubic :r-units should give the combination, N A 3 , where N is the AVOGADRO number.
In his recently published tables 10 entitled "X-Ray Wavelengths", BEARDEN has made an attempt to normalize his tabulated X-Ray wavelength values as nearly as possible in terms of angstrom units. The wavelength unit he employs, which he calls A* is defined by him, however, as such that the peak intensity point of the WK ax lines has the value (WK 04, peak) = 0.2090100 A* .
He states that this unit, A*, is equal to 1 angstrom ± 5 ppm. This, however, is a conclusion readied by BEARDEN based on experimental measurements on crystals of different species in which the measured quantities are (a) the macroscopic crystal density, ,o, in gram cm -3 , (b) the volume, v, of the crystal unit-cell in cubic rr-units, v = dx 3 determined by x-ray diffraction **, and (c) the aggregate atomic or molecular weight, Mu, of the atoms comprising the unit cell. Such measurements actually, however, determine the product, N A 3 , where N is the AVO-GADRO number and A the :r-unit to milliangstrom unit conversion factor, through the relation
-10 33 .
(10) Q dx 3 <P In order to determine A from measurements of this sort one must therefore know the AVOGADRO number, N. For this purpose BEARDEN adopted the value of N published as the result of the COHEN-DUMOND 1963 least-squares adjustment, a value which in no wise depended on x-ray data of any sort but which, as we shall see, does depend strongly on the value of a used as one of the highly important input data in that adjustment.
(5) Direct determinations of A by diffraction at grazing incidence of x-ray emission lines from ruled gratings. These are of two types, the first by BEARDEN 10 using plane ruled gratings in which the absolute angles of incidence and diffraction were measured, and the second, originally done in Sweden by TYREN, using concave ruled gratings, in which the wavelengths of highly ionized, one-electron, hydrogenic-atom spark lines are compared on one and the same spectral plate with the wavelengths, in higher 11 A. SMAKULA is a dimensionless factor, called the volume factor, by which dx 3 must be multiplied to obtain the volume of the unit cell when the axes describing the latter (as in the case of calcite for example) are oblique. The angular measurements to determine $ are readily made by x-ray diffraction methods. Now, at last, in the new BEARDEN tables, "X-Ray Wavelengths", an effort has been made to observe these reforms so as to express all wavelengths on a consistent basis, defined operationally with as much precision as possible. A. misfortune, however, concerning BEARDEN'S decision in his tables to express all of the tabulated wavelength values in terms of a unit, A*, which aims to be an approximation to 1 angstrom, is that if, as seems now increasingly likely, it is found necessary to revise the values of the fundamental constants of our COHEN-DUMOND 1963 L.S. adjustment (because of the need to revise a), the value of N used by BEARDEN to determine A, from his and others' measurements of A^3, may prove to require modification downward by a relative change of the order of 3 times the relative increase required in a. This will imply a relative increase in A (above that used by BEARDEN in computing his "X-Ray Wavelengths") of the same number of ppm as whatever relative increase in a turns out to be required. Thus his 2700 tabulated wavelengths expressed in A* units, instead of being approximations to angstrom units to within ± 5 ppm, could need a systematic upward correction throughout of order + 26 ppm.
The six input items of the COHEN-DUMOND 1963 least-squares adjustment given in Table 1 . are clearly of only four kinds. Listed in the same order as in the table, the resulting types of observational equation can be written in the following simple form in which the C's are numerics depending only on the physical measurement in question and on auxiliary constants. (By the latter we mean constants such as the velocity of light, c; the RYDBERG constant for infinite mass, R^ and others, all of which are so much more accurately known that their uncertainties contribute negligibly to the uncertainty of each particular numeric, C.)
NET/A^CIJLIJJU N),
Ne=C(F),
a 3 /e = C(yp).
While the data of Table 1 furnish us with six equations in the three unknowns, a, e, and N, [two of type (13) and two of type (15)] the above set of four types of equations is seen to be quite degenerate in the following senses, (a) that equation (12) is disjoint from the rest, and (b) that the remaining three form a homogeneous set insufficient to solve for any of the unknowns without the use of (12). The pivotal importance of (12), the fine structure constant, is thus emphasized.
In Fig. 2 we plot the values of the :r-unit-to-milliangstrom-unit conversion factor, A, as obtained from References to these sources will be found listed in Table 2 . In calculating the values of A numbered lt, 12, 2, 3, 5, 6, 7 and 8, the constants used were those from the 1963 COHEN-DUMOND least-squares adjustment predicated on the value a= (7.29720 ±0.00003) 10~3 which was adopted from LAMB'S et al's measurement of the fs splitting in D. The values of A numbered 4 and 9 are direct measurements, independent of other constants. The black bar at the bottom gives the weighted mean value of A and its standard deviation.
the diverse sources of information listed above under paragraphs (1) to (5) Provided no new input data become available and no changes in the data of our 1963 adjustment are required other than a change in the numerical value of a, it is easy to verify from inspection of equations (12) to (15) above that any small relative increase in the value of a, which we may introduce arbitrarily, will result in relative increases twice as large in those values of A of Fig. 2 corresponding to (5) to (8) inclusive, will, on the other hand, be just equal to whatever arbitrary relative increase we make in a. This is evident, since as can readily be verified from Eqs. (12) to (15), an upward relative change in a results in a downward relative change 3 times as large in N. Finally, the values of A numbered (3), and (9), derived from ruled grating diffraction experiments, are direct determinations which do not involve any constants from the 1963 adjustment and hence these remain fixed independent of any change we may make in a.
The weighted mean value of A corresponding to the values on this graph is Ax = 1.002064 with a standard deviation by external consistency of 9.2 ppm and by internal consistency of 5.3 ppm. Thus the BIRGE ratio, ae/aj = 1.74, and ^2 = 27.2. There are 9 degrees of freedom. The details of this calculation are given in Table 2 . In this calculation and the two succeeding it the standard deviations of the constants taken from the 1963 adjustment are treated as negligible. 
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' i ' at ' ss ' Fig. 3 . Values of the x-unit-to-milliangstrom-unit conversion factor, A, calculated from the same sources of information as in Fig. 2 save that in this instance the constants used are predicated on a value of a = (7.29739 ±0.00003) 10~3, a value 26 ppm larger than the LAMB et al. value adopted in our 1963 L. S. adjustment. This larger value is the one computed from the hf splitting in hydrogen as measured by RAMSEY et al. with the hydrogen maser, assuming the IDDINGS-PLATZMAN-ZWANZI-GER-LAYZER correction for proton internal field structure to be correct. The values of A numbered 4 and 9 are independent of other constants and remain unchanged. Relative to the corresponding items in Fig. 2 , the value lt , 12, 2 and 3 are increased 2 x 26 = 52 ppm and the values 5 through 8 are increased 26 ppm because of the increase in a. The black bar at the bottom gives the weighted mean value of A and its standard deviation for this case. Fig. 4 . Values of the z-unit-to-milliangstrom-unit conversion factor, A, calculated from the same sources of information as in Fig. 2 save that in this instance the constants used are predicated on a value of a = (7.29748 ± 0.00003) 10~3, a value 38 ppm larger than the LAMB et al. value adopted in our 1963 L. S. adjustment. This value was selected as the result of a least-squares adjustment in two unknowns to determine that increment in a which would render the ten different data on A most consistent. The value +38 ppm from this adjustment had a standard deviation by external consistency oe= ±24.7 ppm. The weighted mean value of A for this case is shown at the bottom of the graph. The black bar shows the standard deviation by external consistency, if the value of a is regarded as exact, while the open rectangle shows the external standard deviation which reflects the standard deviation of ±24.7 ppm in a.
nal consistency. Here the BIRGE ratio Ae/oi=1.35 and x 2 = 16.47. See Table 3 for details.
It is natural now to ask what relative change in a will result in the highest consistency for the graph, i. e., will minimize % 2 . It turns out that this is achieved by an increase in a of 38 ppm relative to our 1963 adopted value taken from the LAMB et al. F.S.-in-D work. Fig. 4 is the graph corresponding to this case and the value of A which results is ^3 = 1.002106.
Here the S.D. by external consistency is 6.9 ppm and by internal consistency, 5.3 ppm with ae/°i = l*30 and ^2 = 15.6. For 9 degrees of freedom FISHER'S tables indicate only about a 10 percent chance of obtaining a x 2 as large or larger than this by accident, Table 4 gives the calculation for this case, assuming no uncertainty as to the increased value of a. In Fig. 4 the two standard deviations for the weighted mean value of A are plotted; the smaller assumes no uncertainty in the value of a while the larger reflects the uncertainty of the L.S. calculation.
Clearly no clinching degree of significance can be attached to these results. Like the results of ROBISCOE, they should be regarded as suggestive, rather than definitive. Undoubtedly, systematic errors must afflict some of the obviously internally inconsistent data on A in these graphs, such as the two values LX and 12, of KNOWLES. All the direct ruled grating data are necessarily of low accuracy and correspondingly likely to be subject to systematic error. Table 2 . In Tables 2, 3 and 4, the oe-(S. D.) 's attached to the three weighted mean values of A are each computed as though the numerical value of a, in each of the 3 cases, were an exactly known number. This has been done for purposes of comparison of the re/n and % 2 (measures of external compared to internal consistency) in the three cases. In Table 4 the value of a = 7.29748 = a (LAMB+ 38 ppm) was selected as that value which would minimize this selection being the result of a least-squares adjustment in two unknowns, x, and y= [A -A(LAMB)]/A. In this adjustment the increment above O(LAMB), 38 ppm, had an uncertainty oe= ±24.7 ppm, however, and the weighted mean value of A, in order to correctly reflect this uncertainty should be (A) = 1.002106 ± 0.000024. We feel, however, that there is at least qualitative significance in the fact that the data which are more sensitive to a change in a, of types 1 through 3, do indeed become more consistent with the less-asensitive NA 3 -data, 5 through 8, when a is increased to a value roughly comparable with that required by (resulting from these increases in a) between SPIJKERMAN'S result and the N A 3 data. Both SPIJKER-MAN'S work and much of the N A 3 data were obtained in one and the same laboratory group at Johns Hopkins University. The apparent disagreement has been a puzzling unexplained riddle to this group, we have been told by them, and perhaps here they may have an explanation.
In Table 5 I list for comparison the numerical values of a few important fundamental constants obtained as the result of our COHEN-DUMOND 1963 least-squares adjustment and as they will have to be modified if an increase of 26 ppm, relative to the value of ct which we adopted in 1963, is found to be required assuming that no other changes or additions to our input data intervene.
These results illustrate clearly the highly interrelated nature of the fundamental constants. Dependent as our knowledge of them is upon many different fields of physics, we have here a good example of the importance of making occasional analyses of the consistency situations of sufficiently inclusive scope to serve as valuable guides to further research. The present example emphasizes especially that a better knowledge of the SOMMERFELD constant, a, would be of great value to physics at the present time.
