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In a pulse-position modulation-based ultra-wideband (UWB) communication system, multiple access is enabled by assigning
unique time-hopping sequences to diﬀerent users. Each user’s data information is carried by positions of short pulses which are
directly transmitted through an unknown and possibly dense multipath channel. Single-user channel estimation methods have
been proposed by maximum likelihood optimization that treats multiple access interference as Gaussian noise. In this paper,
multiuser channel estimation methods are proposed based on a pulse-rate discrete-time systemmodel and up to the second-order
statistics of the channel outputs. The model can be regarded in a trilinear structure and also resembles a code-division multiple-
access (CDMA) system with newly defined hopping-code dependent matrices and inputs for each user. Considering that either
the mean or covariance of received signals contains suﬃcient information for all unknown channels, least squares and covariance
matching ideas are successfully applied to estimate all channels blindly. Accordingly, closed-form solutions are derived. Those
channel estimates can be used to design typical linear receivers. Performance of each proposed estimator is analyzed and also
verified by computer simulations. Corresponding receivers’ performance is also studied numerically.
Keywords and phrases: ultra-wideband, channel estimation, covariance matching, least squares.
1. INTRODUCTION
Ultra-wideband (UWB) technology is originated fromworks
in the time-domain electromagnetics early in the 1960s
[1, 2]. It is based on a widely recognized fact that elec-
tromagnetic signals for radio transmission and radar do
not need to have an approximately sinusoidal time varia-
tion, as discussed in detail in [3] which shows that waves
with arbitrary time variation can be radiated. With a novel
antenna design technique [4], the generated UWB sig-
nals are able to communicate by baseband short pulses.
Thereafter, the technique was immediately applied to radar,
communications, automobile collision avoidance, position-
ing systems, and liquid-level sensing [5]. The term “ultra-
wideband” was not applied until late 1980s by the US De-
partment of Defense when a covert property with low prob-
ability of interception and detection (LPI/LPD) was real-
ized.
With a recent release of the spectral mask from the Fed-
eral Communications Commission (FCC) [6], there emerges
an increasing interest in UWB techniques for both commer-
cial and military applications [7, 8]. In general, a UWB sig-
nal is defined as having 10 dB bandwidth greater than 20%
of its center frequency [6]. UWB systems transmit trains
of time-hopping (TH) short-duration pulses with a low
duty cycle and use pulse-position modulation (PPM) [7, 9],
and thus can be termed as TH-UWB. Those subnanosec-
ond pulses are often referred to as monocycles. Therefore, a
multipath down to path delay diﬀerentials in nanoseconds
is resolvable at the receiver, significantly mitigating multi-
path distortion and providing path diversity [10, 11]. Mean-
while, very low power transmission insures little interfer-
ence incurred to existing narrowband systems operating in
the same frequency band. With a properly designed pulse
characterized by spectral property [12] and selected hop-
ping codes, multiple access (MA) is maximally enabled for
274 EURASIP Journal on Applied Signal Processing
diﬀerent users to simultaneously share large bandwidth. The
nature of impulse radio (IR) also makes the radio wave eas-
ily penetrate materials and obstructs, desirable for non-line-
of-sight communication environments. It thus becomes not
only an ideal candidate for communications in dense mul-
tipath environments such as short-range or indoor wireless
communications [13, 14], but also viable in government and
military wireless networks for support of both tactical and
strategic communications [8].
Successful deployment of a UWB system in a wireless
environment requires reliable symbol detection techniques.
A conventional UWB receiver is a RAKE receiver. It has a very
simple structure and consists of waveform correlators [7]. To
fully capture the signal energy spread overmultiple paths, the
receiver needs to know channel parameters when correlation
is performed. Channel parameters are also required by some
existing methods in design of multiuser receivers [15, 16].
However, in a dense multipath wireless environment, chan-
nel information can not be known a priori. Although single-
user maximum likelihood (ML) channel estimation meth-
ods have been proposed [13, 17], multiple access interference
(MAI) is approximated as a Gaussian process which may not
be accurate and has to be considered explicitly for perfor-
mance improvement. Although a low complexity channel es-
timation method has been proposed in [18], it is designed
for peer-to-peer communications and requires training se-
quences.
In this paper, we study blind multiuser channel estima-
tion from statistics of received signals in an MA-UWB sys-
tem. For low complexity and easy implementation, only first-
order and second-order statistics (SOS) are employed. First,
we adopt a pulse-rate discrete-time channel model devel-
oped in [15] which makes blind channel estimation possible.
It is then observed that a UWB system resembles a direct-
sequence (DS) code-division multiple-access (CDMA) sys-
tem. After clearly defining a matrix for each user from its
unique TH sequence, each matrix can be treated as a code
matrix, similar to the code matrix constructed from spread-
ing codes in a CDMA system [19]. But it is sparse and con-
sists of only zeros and ones, indicating whether there exists a
contribution to the received signal during a particular time
interval from a multipath channel or not. Locations of ze-
ros and ones are diﬀerent for diﬀerent users, capable of dif-
ferentiating users. After such linear modeling, PPM is trans-
formed to superimposed amplitude modulation that is easy
to handle. The received signal is examined to exhibit nonzero
mean that is linearly parameterized by multiuser channels.
Therefore, our first channel estimation approach is based on
a least-squares (LS) criterion that minimizes the error be-
tween the estimated mean from data and its model-based
one. All channels are then estimated without any ambigu-
ity. Secondly, assisted by unique code matrices, a covariance
matching (CM) idea can be applied to estimate each chan-
nel. Data covariance is parameterized by a rank-one channel-
dependent matrix of each user. If the CM error is minimized,
then each channel can be estimated up to a phase ambigu-
ity [19]. Here covariance instead of correlation is used since
nonzero mean incurs channel cross products in the auto-
correlation of directly received data and complicates estima-
tion. Although chip-rate sampling induced multiple-input
multiple-output (MIMO) model can be used for symbol de-
tection for given channel parameters [15], it creates multi-
ple subchannels corresponding to the same code matrix and
same propagation channel for each user. Under that model-
ing, LS method can only yield an estimate of linearly super-
imposed subchannels, while CM method can only provide
an estimate with a unitary matrix ambiguity. Therefore, only
pulse-rate sampling is adopted in this paper.
There is no doubt that TH-UWB is not the only signaling
format to support UWB MA communications. IEEE is at its
early stage of discussions on UWB IEEE 802.15.3a standard
(see, e.g., [20]). DS-CDMA appears as an competitive alter-
native due to its favorable property of narrowband interfer-
ence rejection [21, 22]. Comparisons between TH-UWB and
DS-UWB system performance are made in [23, 24]. How-
ever, we only focus on TH-UWB PPM systems in this pa-
per although the CM technique can be generalized to UWB
systems with CDMA modulation format like conventional
CDMA systems [19].
Notations
Following common practice, we denote the Kronecker prod-
uct by ⊗, Hadamard (elementwise) product by , complex
conjugate ( ∗ ) transpose ( T ) by ( H ), inverse by ( −1 ). E{·}
represents expectation of a random variable, Ia an identity
matrix of degree a whose ith column is denoted by ea,i. 1a
is a vector of length a with all elements equal to one. vec(·)
is an operator to stack all column vectors of a matrix suc-
cessively in a big column vector. An estimate of a quantity
(scalar, vector, or matrix) is denoted by putting a hat “ ̂ ”
over it, and correspondingly, the estimation error by preced-
ing the quantity with a δ, such as x̂ and δx for vector x,
respectively. However, δ(·) represents a discrete-time unit-
impulse function. · stands for integer floor, while · for
integer ceiling. We define the distributive Kronecker product
XY = [X⊗Y(:, 1),X⊗Y(:, 2), . . .] based on columns of Y.
2. SYSTEMMODEL
Consider an MA-TH-UWB system with K users. The trans-









t − iT f − ck(i)Tc − τIk(i/N f )
)
, (1)
where Pk is the kth user’s transmission power, w(t) is the
baseband monopulse, Tf is the frame duration, Nf is the
number of frames over which an M-ary PPM symbol re-
peats, ck(i) ∈ [0,Nc − 1] is a periodic hopping sequence
with the period equal to one symbol period. Each chip has
duration Tc. Ik(i/N f ) ∈ [0,M − 1] is the kth user’s in-
formation bearing symbol during the ith frame, τIk(i/N f ) =
Ik(i/N f )σ is the corresponding modulation delay in a
multiple of σ seconds. Assume Tf = NcTc and Tc = Mσ .
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If we define wm(t)  w(t−mσ), wherem = 0, . . . ,M−1 and
sk,m(i/N f ) = δ(Ik(i/N f )−m), then (1) may be expressed


































It is clear according to (2) that the input uk,m(i) is mod-
ulated by waveform wm(t) at a chip rate. The transmitted
signal αk(t) propagates through a linear channel with im-
pulse response g¯k(t). At the receiver, the channel output is
first passed through a filter matched to the monopulse w(t)
[16]. We can define a front-end eﬀective channel including
eﬀects from modulated pulse at the transmitter, and propa-
gation channel and matched filter at the receiver by gk,m(t) =
wm(t)g¯k(t)w(−t), where denotes convolution. Consid-
ering additive white Gaussian noise (AWGN) v(t) and prop-












t − i1Tc − dk
)
+ v(t). (4)
Then y(t) is sampled every σ seconds to yield a discrete-time
output y(n) = y(t)|t=nσ . Using the discrete-time version of


















where we have assumed the maximum channel length of all
users is qσ . Coeﬃcients of each discrete-time channel in (5)
are obtained from sampling the corresponding continuous
time channel in (4) and absorbing eﬀect of associated propa-
gation delay. Therefore, each discrete-time channel may con-
tain certain number of leading and/or trailing zeros due to
asynchronous transmission from diﬀerent users. In a syn-
chronous situation, sampling is performed at the beginning
of each symbol period. Then there are no leading zeros for
each channel. The number of possible trailing zeros is equal
to the number of samples within time diﬀerence between qσ
and the individual channel delay spread. In an asynchronous
situation, sampling is performed at the beginning of each
symbol period corresponding to the user with the minimum
propagation delay (dmin = mink dk). No leading zeros oc-
cur for that user’s channel. The number of trailing zeros
is the same as discussed above. For each of all other users’
channels, the number of leading zeros is equal to the num-
ber of samples within time dk − dmin, while the number of
trailing zeros is equal to the number of samples within time
diﬀerence between qσ − (dk − dmin) and the corresponding
channel delay spread. Consider P symbol intervals of data
samples with corresponding time instants nMNcNf + p for
p = 1, . . . ,MPNcNf and collect them in a big vector yn of
length ν =MPNcNf . After noticing our definition of uk,m(i),




Ck,lTmgksk,m(n + l) + vn, (6)
where the symbol index l takes all integers−q/(MNcNf), . . . ,
P−1, gk is an unknown channel vector for user k which con-
tains channel coeﬃcients at the pulse rate and power factor√
Pk, Tm = [0, Iq, 0]T is a tall selection matrix in order to ob-
tain the mth subchannel from gk (delayed in mσ seconds or
equivalently downshifted bym elements), andCk,l is a matrix
constructed from corresponding c˜k(i) and is uniquely deter-
mined by the TH sequence. It consists of only zeros and ones
and repeats from symbol to symbol because the TH sequence
has a period equal to one symbol interval. This model can be




Hk,lsk,n,l + vn = Hsn + vn, (7)
after collectingM inputs in a vector
sk,n,l =
[
sk,0(n + l), . . . , sk,M−1(n + l)
]T
, (8)
defining a corresponding eﬀective channel matrix
Hk,l =
[
Ck,lT0gk, . . . ,Ck,lTM−1gk
]
, (9)
and successively stacking such matrices (or vectors) in H (or
sn). The total number of symbols from K users is denoted by
L = K(P + q/(MNcNf )). By employing data model (6), all
channels can be estimated based on the statistics (mean or
covariance) of yn.
3. BLIND CHANNEL ESTIMATION
It is observed that all channel vectors are embedded in the
statistics of the data vector. For low complexity, we consider
either its mean or covariance, yielding LS or CMmethod ac-
cordingly.
3.1. LS approach
Wedenote themean of yn as y¯. From our definition, themean
of sk,n,l is easily found to be (1/M)1M . Since noise has zero








Ckgk = Cg, (10)
where all channel vectors are stacked in a big vector g. As-
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Then an LS criterion can be applied to estimate g as follows:
ĝ = argmin∥∥y¯ − ̂¯y∥∥2. (12)
Invoking (10), the solution to (12) has the following form:
ĝ =Ŵ¯y, W = (CHC)−1CH. (13)
Then the estimate of gk can be obtained from the corre-
sponding subvector of ĝ as ĝk = (eTK ,k ⊗ Iq)ĝ.
3.2. CM approach
Since yn has nonzero mean, its autocorrelation is found to
have cross terms gk1g
H
k2
of users k1 and k2 and not convenient
for channel estimation. Thus covariance is considered. De-
fine a new zero-mean data vector from yn as
zn = yn − y¯ =
∑
k,l
Hk,lak,n,l + vn = Han + vn, (14)
where ak,n,l = sk,n,l − (1/M)1M . For shorter notation, we de-
note the information symbol in sk,n,l simply by I after ignor-
ing its time and user dependence. It takes values 0, . . . ,M− 1
with equal probability 1/M. Then
ak,n,l =
[
δ(I − 0), . . . , δ(I − (M − 1))]T − 1
M
1TM. (15)
To obtain the covariance of zn, it is necessary to find that of
ak,n,l. We denote it by A = E{ak,n,laTk,n,l}. According to the
























which is easily shown to have rankM − 1 since (1/√M)1M is
a unitary vector. Its (m1,m2)th element is defined as am1,m2 .
The ideal covariance of zn is then derived to follow
















As in [19], a vectored form is convenient to handle in the CM
context. Define
r = vec(R), xk = vec(Gk), x =
[








Using the property of vec [25], we obtain
r = Sx,







)∗ ⊗ (Ck,lTm1). (21)
Therefore, r can be matched with its estimate r̂ from N data
vectors in a vector form:






yn − ̂¯y)(yn − ̂¯y)H. (23)
Considering (21), the solution to (22) is given by
x̂ = Qr̂, Q = (SHS)−1SH. (24)
Once x is estimated, xk can be extracted. Then Gk is recon-



















Using (24), we can relate Ĝk to r̂ as follows:
Ĝk =
[








eTK ,k ⊗ Iq2 , 0q2×1
]
q2×(q2K+1)Q (27)
for i = 1, . . . , q. Once Ĝk is obtained, channel vector gk can
be estimated from its singular value decomposition (SVD)
by finding the singular vector corresponding to its maximum
singular value. That singular vector becomes an estimate of
gk up to a multiplicative scalar.
3.3. Complexity
From either (13) or (24), it is observed that all users’ chan-
nel vectors can be estimated simultaneously. Although either
matrix W or matrix Q can be precomputed oﬄine, it still
incurs possibly high complexity in multiplication. In the LS
method, matrixC bas dimensionality ν×qK . Thus matrixW
has dimensionality qK × ν. Multiplication of W by a vector
of length ν in (13) requires complexity O(νqK). In the CM
method, matrix S has dimensionality ν2 × (q2K + 1). Then
matrix Q has dimensionality (q2K + 1)× ν2. Therefore, (24)
requires (q2K+1)ν2 multiplications. The SVD on a q×qma-
trix Ĝk incurs complexityO(q3). Total complexity to obtain a
channel estimate by the CMmethod is about O(ν2q2K + q3).
For a long channel with large q, this complexity is mainly
dominated by the SVD operation. In a case when only one
user is of interest at a time, such as building an MMSE re-
ceiver to detect one user’s signal, channel estimation com-
plexity can be reduced by partitioning matrix W or Q
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row wise and taking entries corresponding to that user only.
For example, consider estimation of channel vector of user
1 by the CM method. Extract the first q2 rows of Q which is
then multiplied by r̂ to obtain x̂1. In such a way, computation
load is reduced by about K − 1 times.
Computational complexity can be further reduced by ap-
plying some adaptive techniques. For example in both meth-
ods, a stochastic gradient technique [26] can be easily ap-
plied based on corresponding cost functions (12) and (22).
To reduce complexity from SVD of batch processing in order
to obtain the singular vector of rank-one matrix Gk corre-
sponding to its maximum singular value, power method has
been shown to be very eﬃcient [27, 28]. Subspace tracking
technique [29] is also an excellent candidate for complexity
reduction in implementation. Study of diﬀerent adaptive im-
plementations is not the focus of the current paper, but con-
stitutes an interesting future research topic.
4. CHANNEL ESTIMATION PERFORMANCE
In this section, we study channel identifiability conditions.
We also derive covariance and mean square error (MSE) of a
channel estimate from each of the proposed channel estima-
tors when the mean and covariance of the received data are
not perfectly known but estimated by (11) and (23), respec-
tively, from N noisy data vectors.
4.1. Channel identifiability
Our solution (13) or (24) exists only when the correspond-
ing matrix is invertible. Therefore, the LS channel estima-
tor is unique if matrix C has full column rank. According
to (10), it depends on TH codes of all users. It can only be
checked for any assigned set of hopping sequences. Similarly,
the CM channel estimator is unique if matrix S has full col-
umn rank. According to (21), it depends on time-hopping
codes of all users as well [19]. It is also interesting to com-
pare these two methods in terms of the maximum num-
ber of channels (users) that can be estimated. Matrix C has
dimension ν × Kq. Then K ≤ ν/q. However, S has size
ν2 × (Kq2 + 1). Correspondingly, K approximately satisfies
K ≤ (ν/q)2. Usually, ν  q. Hence, the CM method al-
lows more simultaneous users than the LS method regarding
channel estimation, but it has higher complexity since it uses
SOS of the zero-mean data rather than easily estimated first-
order statistic in the LS method. When symbol detection is
of interest, a suﬃcient condition for all inputs to be detected
is that a channel matrix which contains all columns of Hk,l
(for all k, l) has full column rank. It thus imposes one more
condition on K .
4.2. Performance of the LS estimator
It is observed that the LS channel estimation error is due to





























Assume zn constitutes a sequence of independent vectors.




The covariance of δgk is the kth diagonal subblock of this
matrix and the MSE is the trace of the corresponding matrix.
4.3. Performance of the CM estimator
The CM channel estimation error is due to an estimation er-
ror in the data covariance R in (23) or equivalently r. From
our definition of Gk, gk is an eigenvector corresponding to
its unique nonzero eigenvalue. If r̂ has an estimation error
δr = r̂ − r due to finite N , then an error is introduced to
Ĝk, and finally to our channel estimator. We derive the chan-
nel MSE as an explicit function of N and system parameters
next.
From (26), Gk is perturbed by δGk as
δGk =
[
Ak,1δr, . . . ,Ak,qδr
]
. (31)
Then the first-order perturbation in its eigenvector gk be-
comes [30]
δgk ≈ Π⊥gk δGkgk, Π⊥gk = ΣkΣHk , (32)
where Σk is in size of q × (q − 1) and spans a (q − 1)-
dimensional subspace orthogonal to gk. Substituting (31)
into (32), we obtain








) = E{δgkδgHk } ≈ ΓkΦ(δr)ΓHk , (34)
where Φ(δr) = E{δrδrH} is the covariance of δr. It depends
on datamodel (7) and covariance estimationmethod in (23).
According to [31, equation (12)], applyingmultilinearity and
additivity properties of cumulant [32], and properties of ⊗
[25], the following proposition can be proved. Noticing that
M inputs in ak,n,l are all real and dependent due to the same
information, the last term in [31, equation (12)] does not
diminish with real inputs.
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Proposition 1. If the channel model follows (7) and the data
covariance is estimated from N independent data vectors as
(23), then for a real system (all quantities are real),



















while for complex channel and noise,













































H∗ ⊗H)(AA)(H∗ ⊗H)H, A = IL ⊗ A, (40)
Kz is the fourth-order cumulant matrix of zn and is related to




















− vec(A) vec(A)T − A⊗ A− B3  BT3 ,
(42)
where e˜M,i = eM,i−(1/M)1M and B3 = (IM⊗1M)A(1TM⊗IM).
For the proof of the proposition, see the appendix.
Remarks 1. The statistical results in Proposition 1 are diﬀer-
ent from those in a CDMA system [19] since the current data
model (14) shows a completely diﬀerent structure although
similarities exist. M virtual inputs in ak,n,l for each user in
each symbol period are from the same information symbol.
Meanwhile, all entries in ak,n,l are real with only one positive
dominant element. Overall,Φ(δr) by either (35) or (36) is in
the order of 1/N since the last two terms in each equation is
in the order of 1/N2 and can be omitted for large N . Except
the first term that depends on the fourth-order statistics of
the data vector, all other terms are related to the SOS.
As expected, performance of the LS estimator depends
only on the SOS of the data vector as shown by (30) because
the estimator uses the first-order statistics. It is also in the
order of 1/N . Notice that there is no approximation in
derivation of that result. The CM estimator however depends
on the fourth-order statistics since the estimator is based on
the covariance of data. Approximation under large sample-
size (N) assumption has been made in order to obtain per-
turbation of eigenvectors of a matrix. All previous analyses
are under an assumption of independent data vectors. It can
be realized by taking one data vector every two symbol pe-
riods (only for channel estimation purpose not for detec-
tion purpose), or one data vector every symbol period but
with removal of ISI. If successive (dependent) data vectors
are adopted, similar analysis is still performable in princi-
ple. But corresponding results will becomemore complicated
than before due to nonzero cross-correlation between any
two successive data vectors contributed by ISI. The current
analytical results provide a guideline for evaluation of esti-
mators’ performance. High agreement between simulation
results with dependent data vectors and current analytical re-
sults (under data independence assumption) is still observed.
5. SIMULATION
In our simulation, the system adopts binary PPM modula-
tion with Nc = 4 and Nf = 10. The monocycle pulse is cho-
sen as a normalized second derivative of the Gaussian pulse
with pulse duration Dg = 0.7 nanosecond, as in [7]. Mod-
ulation delay parameter is set to be σ = Dg . Unless other-
wise specified, four users with equal transmitting power are
active in the system. Their TH sequences are randomly gen-
erated. Multipath channels have time-delay resolution of Dg
with the maximum delay spread to be one frame duration.
Channel gains for diﬀerent users are modeled as independent
Gaussian random variables and weighted by linearly decreas-
ing weights [16]. All channel gains at the pulse rate are esti-
mated. The corresponding normalized channel MSE for user
k defined as ‖gk − ĝk‖2/‖gk‖2 is used to measure the perfor-
mance of each channel estimator.
Averaged channel estimation errors over 100 indepen-
dent realizations for one set of channel parameters of one
user are illustrated in Figure 1. Either successive (with ISI)
or independent (ISI free) data vectors can be collected. As
expected, MSE decreases monotonically with the increase of
data lengthN . WhenN is above 300, both the LS and CM es-
timators achieve a normalizedMSE less than 10−2. Under the
current channel condition, the CM estimator is consistently
better than the LS estimator for all N . Analytical curves are
also plotted and show high consistency with their experimen-
tal counterparts (with independent vectors). Data length ef-
fect on bit error rate (BER) is assessed in Figure 2 at Eb/N0 =
15 dB using the subspace-based MMSE receiver [33]. Al-
though BER decreases continuously when N increases, the
improvement becomes marginal when N exceeds 400.
In Figure 3, we plot MSE as a function of SNR with data
lengthN = 1000. For fixedN , the CM estimator outperforms
the LS estimator at high SNR while the situation is reversed
at low SNR. When the noise power is very low, both curves
show anMSE floor due to finite data lengthN . Based on esti-
mated channel coeﬃcients, we examine the BER in Figure 4
for each of RAKE, ZF, conventional MMSE (based on direct
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Figure 2: Data length eﬀect on MMSE receiver’s performance.
inversion of data covariance matrix), and subspace MMSE
receivers. For comparison, corresponding ideal receivers as-
suming true channel parameters and correlation matrix, if
applicable, are included. Among the four linear receivers,
the ZF and subspace MMSE receivers show similar perfor-
mance and outperform the others. RAKE and ZF receivers
can achieve performance close to their ideal ones, indicating
suﬃcient accuracy in our channel estimates. But for the con-
ventional MMSE receiver, a clear gap is observed between ex-
perimental and ideal ones at high SNRmainly due to amplifi-
cation of noise in practical conditions. However, its subspace
variant almost achieves its ideal performance by removing
the noise eﬀect. Moreover, receivers based on the CM chan-
nel estimator are slightly better than those based on the LS


















Figure 3: MSE versus SNR.
Figures 5 and 6 illustrate the impact of the number of
users on channel estimation and symbol detection. Both
MSE and BER degrade when more users become active in
the system. But the degradation is gradual. Comparing two
methods, the CM method degrades more slowly than the LS
method. Therefore, the CM estimator is more robust in the
sense that it can support more users. Indeed, when the num-
ber of users is more than 10, the channel cannot be estimated
using the LS method because the estimator in (13) does not
exist.
We have assumed equal power for all users in the above
simulations. In the scenarios where stronger interferers exist
in the system or the desired transmitter is far away from the
receiver, equal transmitting power is not realistic. Hence, we
examine the near-far eﬀect in Figures 7 and 8. All interfering
users except the desired user have the same power. Near-far
ratio (NFR) is defined as the ratio of the power of each in-
terfering user to that of the desired user. We can see that the
MSE performance degrades little for the LS estimator, and
slowly for the CM estimator when the NFR increases. BER
almost keeps unchanged with change of the NFR. This shows
that our proposed methods are strongly resistant to the near-
far eﬀect.
In the last experiment, we compare our proposed chan-
nel estimation method with the ML data-aided (ML-DA)
and non-data-aided (ML-NDA) methods in [17]. First, mul-
tipath channels for all synchronized users are generated with
path delays 3lDg (l = 1, 2, 3). Path gains are assigned similarly
as [17]. Unlike [17], to consider delay estimation error and
gain estimation error separately, we assess estimation perfor-
mance using channel MSE defined before and plot it with
respect to SNR in Figure 9. We consider a single-user system
in Figure 9a and a five-user system in Figure 9b. It is inter-
esting to note the MSE of each ML method does not change
with SNR. Both proposed LS method and CM method out-
perform the ML methods when the SNR is above 7 dB.

























































Figure 4: Detection performance of diﬀerent receivers: (a) RAKE receiver, (b) ZF receiver, (c) conventional MMSE receiver, and (d) subspace
MMSE receiver.
The ML methods are very sensitive to the number of users
because of multiuser interference. Its estimation perfor-
mance degrades dramatically in the multiuser system while
the LS method and CM method degrade moderately, lead-
ing to significant performance gaps between them. Even in
a single-user system, the ML methods do not always per-
form better mainly due to self-interference such as inter-
symbol interference and interframe interference. To compare
the BER performance, two types of receivers are considered:
three-finger RAKE receiver and subspace-based MMSE re-
ceiver. Results for a single-user system and amultiuser system
are presented in Figures 10a and 10b, respectively. Despite
the minor estimation diﬀerence existing in a single-user sys-
tem among various methods, each kind of receiver (RAKE
or MMSE) based on diﬀerent estimation results shows al-
most the same performance. However, in an MA environ-
ment, advantages of our methods become obvious. Receivers
based on the LS or CM method result in much lower BER
than those based on ML methods. The MMSE receiver is al-
ways superior to the RAKE receiver. To see how asynchro-
nism aﬀects performance of diﬀerent methods, we assume
the first path delay of each user is unknown which is ran-
domly and independently generated over half-frame dura-
tion. Thus each channel vector becomes longer due to over-
parameterization by some leading zeros. Compared with a
synchronous (known delay) case, the number of unknowns































Figure 6: Number of users’ eﬀect on detection performance of the
RAKE receiver and the MMSE receiver.
to be estimated for each user increases. Correspondingly, we
consider a four-user system in order to satisfy the identifia-
bility condition for the LSmethod. Tominimize redundancy,
only channel MSE results for diﬀerent SNRs using diﬀerent
N are presented in Figure 11. It is observed that the pro-
posedmethods degrade compared with the synchronous case
for the same N . They require larger sample size to achieve
similar performance as before. The CM method performs
best at high SNR. Meanwhile, both proposed methods still
outperform the ML methods at high SNR for each exam-
ined N , although ML methods improve due to randomiza-




























Figure 8: BER of MMSE receivers versus NFR.
6. CONCLUSION
Based on a pulse-rate discrete-time UWB signal model, we
propose LS and CMmethods to blindly estimate channels in
a multipath and MA environment by exploring first-order
statistic or SOS of the received data vector. Multiuser re-
ceivers can then be constructed with acquired channel infor-
mation. Channel estimation performance measured by MSE
is analyzed and verified by simulations. Meanwhile, detection
performance of corresponding multiuser receivers is numer-
ically evaluated. The influence of some important factors, in-
cluding data length, SNR, number of users, and NFR, on the
system performance is investigated as well. The CM method
performs better at high SNR and can support more users.
However, the LS method has lower complexity and is found









































Figure 9: Channel estimation error of diﬀerent methods using N = 600. (a) Single-user system. (b) Multiuser system.
to be more resistant to the near-far eﬀect. Both methods
outperform the existing ML channel estimation methods in
a multiple access environment when the sample size is large.1
APPENDIX
PROOF OF PROPOSITION 1
The covariance Φ(δr) depends on δr = r̂ − r which in turn
depends on R̂ by (23) since r̂ = vec(R̂). We thus first relate R̂
to yn and then zn, which shows explicit dependence of system
parameters.
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although we estimate R directly from yn as (23). For conve-
nience, define rn = vec(znzHn ). From (A.2), we have















Due to zero mean and independence assumption on zn at
diﬀerent n, the mean of r̂ is found to be E{r̂} = (1 − 1/N)r.
ThenΦ(δr) can be expanded into





It thus suﬃces to derive E{r̂r̂H} for further simplification of
Φ(δr).
If we substitute (A.4), express vec(zn1z
H
n2 ) by z
∗
n2⊗zn1 , and

























)∗ ⊗ (zn1zHn3)}. (A.6)







































Figure 10: Detection performance based on diﬀerent channel estimation results. (a) Single-user system. (b) Multiuser system.
The term
∑
n1,n2 E{rn1rHn2} becomesNE{rnrHn }+(N2−N)rrH.
In the second term, there are only two diﬀerent cases which
give nonzero contributions because of the zero mean of zn
and independence assumption: n2 = n4, n1 = n3 but n1 = n2;
n2 = n3, n1 = n4 but n1 = n2. They correspondingly yield
(
N2 −N)R∗ ⊗ R + (N2 −N)E{(z∗n2zTn1)⊗ (zn1zHn2)} (A.7)



















where for notational convenience, we may replace zn1 and zn2





In (A.8), both E{rnrHn } and B2 need further simplification.
We begin with B2 next.
In (A.9), vectors u and w both have zero mean and co-
variance R. They are independent because n1 = n2. If u and






= E{(Iν ⊗w)(u⊗ 1)(1⊗ uT)(wT ⊗ Iν)}
= E{(Iν ⊗w)(R⊗ 1)(wT ⊗ Iν)}
= E{(R⊗w)(wT ⊗ Iν)}.
(A.10)
After expressingwT⊗Iν by [w1Iν, . . . ,wνIν] based on elements
of w, (A.10) is simplified as
B2r = R R (A.11)
which is (38). If u and w are complex, for example due to
complex channels and noise, then we denote B2 by B2c. Un-
der an assumption of circular symmetry of Gaussian noise
and using data model (14) for u and w, those terms in-
volving noise disappear. Therefore, only one term in B2c

















































































Figure 11: Comparison of diﬀerent channel estimators in an asynchronous system: (a) N = 600, (b) N = 1500, (c) N = 3000, and








= (H∗ ⊗H)E{(an1aTn2)⊗ (an2aTn1)}(HT ⊗HH)
= (H∗ ⊗H)(AA)(H∗ ⊗H)H,
(A.12)
where we have applied (A.10) and (A.11) to real vectors an1
and an2 whose autocovariance is A = IL ⊗ A. Then (40) fol-
lows.
We turn our attention to E{rnrHn }. Replacing rn by z∗n ⊗zn




} = Kz + rrH + R∗ ⊗ R + B1  BH1 , (A.13)













1Tν ⊗ zHn Iν
)}
= E{(Iν ⊗ 1ν)(z∗n ⊗ 1)(1⊗ zHn )(1Tν ⊗ Iν)}
= (Iν ⊗ 1ν)E{z∗n zHn }(1Tν ⊗ Iν).
(A.15)
If zn is real, then E{z∗n zHn } = R and (A.15) becomes (37). If








The cumulant Kz is related to statistics of ak,n,l. Accord-
ing to data model (14), applyingmultilinearity and additivity
properties of cumulant [32], and noticing the zero cumulant
of Gaussian noise, we obtain (41), where Ka is the fourth-
order cumulant of ak,n,l. Ka can be similarly found by apply-
ing [31, equation (12)] again to an M × 1 real vector ak,n,l.
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− vec(A) vec(A)T − A⊗ A− B3  BT3 ,
(A.16)








Changing ν in (A.15) toM, we obtain B3 = (IM⊗1M)A(1TM⊗
IM). The expectation in (A.16) can be derived from the def-
inition of ak,n,l in (15). Since the information symbol I takes














Substituting (A.18) into (A.16), (42) follows. Applying the
above results and substituting (A.8) into (A.5), we complete
the proof.
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