The extensive use of non linear loads results in proliferation of voltage and current harmonics in an interconnected power system. Harmonic estimation without the information on the topology can be done using Independent Component Analysis(ICA). In this work, the time structured ICA algorithms -Fast ICA (FICA), Joint Approximate Diagonalisation of Eigen Matrices (JADE) and Entropy Bound Minimisation (EBM) are employed for harmonic voltage and current estimation by applying the principle of superposition. These algorithms are implemented on a IEEE 14 bus system. The Spearman's coefficient and the concurrent deviation method of correlation coefficient are formulated for performance comparison. However, when FICA is integrated with weight adjusted second order blind identification technique(WASOBI) resulting in FIWAS algorithm superior performance for estimating the even harmonics and other conventional harmonic frequencies is observed.
Introduction
Extensive use of non linear loads in interconnected systems results in harmonics. These harmonics are due to both harmonic voltage sources as well as harmonic current sources. Normally only harmonic current sources or only harmonic voltage sources are considered and the magnitude of these sources are estimated using blind source separation techniques like independent component analysis(ICA) [1, 2] . Non stationary and spectral diversity form a significant criteria employed for the separation of source signals [3] .However, for harmonic current estimation, time structured algorithms are found to be suitable than the more sophisticated hybrid ICA models [4] .It is found that for steady state models, the various ICA algorithms show varying levels of accuracy for the different harmonic frequencies. However, transient model is examined in [5] which takes into account Joint Approximate Diagonalisation of Eigen Matrices (JADE) as the most accurate algorithm.
The presence of non linear loads like arc furnaces and Pulse Width Modulated (PWM) inverters generates substantial amount of voltage harmonics and the presence of Static Var Compensators(SVC) and High Voltage Direct Current (HVDC) generates considerable amount of current harmonics. The combined effect of harmonic voltage and current sources is analysed in this paper using three ICA algorithms. When the harmonic voltage estimation with the arc furnace is carried out it is observed that the harmonics of sufficient magnitude exist at harmonic frequencies other than the odd frequencies i.e. harmonis exist at h=2,3 and 4. Since such harmonics are generated from a single source it is difficult to apply the various ICA algorithms for such a case.With slight modification JADE is found to give suitable results. However its separation quality is lower. To mimic the behaviour of JADE , Fast ICA (FICA) is combined with weight adjusted second order blind identification technique (WASOBI) giving FIWAS algorithm which has better performance than JADE. But, the Entropy Bound Minimisation(EBM) algorithm breaks down,even with the modification incorporated. The correlation coefficients for the various ICA algorithms are determined and FIWAS is found to have the highest correlation coefficient in the majority of the cases analysed.
Section two describes the problem definition and the relation of ICA to harmonic state estimation(HSE).Section three explains the modelling of generation of data and the application of superposition to the ICA problem.The simulation results using various ICA algorithms are presented in Section four. The comparison of actual values and simulated values are also given in this Section.The conclusions of the work are brougt out in section five.
Problem Definition
Blind Signal Separation (BSS) is a statistical decomposition technique in which the independent signals are extracted from the observed signals using statistical independence as the main criteria. The ICA estimates the sources s(n) =[s 1 
. The noiseless linear model of ICA problem is assumed as x=As (1) where A is an n×n mixing matrix, s is an original source vector which has n independent components and x is an n×1 observation vector. The block diagram representation of BSS is shown in figure 1 . The objective of BSS is to determine an optimised value of A. This principle can be applied to harmonic current and voltage estimation as given below. For an n-bus system, the Harmonic State Estimation (HSE) problem is defined as:
V bh =Z h I bh (2) or I bh =Y h V bh (3) where V bh is the harmonic voltage injected at the various buses 'b' (vector of n×1) at harmonic frequency 'h', I bh is the harmonic current at the various buses 'b' (vector of n×1)at harmonic frequency 'h' and Z h is the impedance of the system at harmonic frequency 'h'. Alternatively, I bh is the harmonic current injected at the various buses 'b' (vector of n×1) at harmonic frequency 'h', V bh is the harmonic voltage at the various buses 'b' (vector of n×1)at harmonic frequency 'h' and Y h is the admittance of the system at harmonic frequency 'h' . This model has been formulated without considering the effect of noise on the power system. The model given in (1) is significant in that two unknowns namely A and s are to be determined from one known value. A solution to such a problem is obtained using some information on the statistical properties of the signal's'. (i.e. the signals are statistically independent) and by optimising certain contrast function or objective function called as the score function.
The output vector is represented as Y. That is, the output will be given by
where Y is an estimate of the sources and W is a demixing matrix with the same dimensions as A.
From (1) and (4), it is clear that the condition s= Y occurs, only when A =W -1 . The BSS algorithm aims to find a matrix W to undo the mixing effect and thereby to satisfy the condition x=Y.
Usually the information on the topology of the power system network may be available but it is difficult to obtain the Y h or Z h values at different frequencies. The usage of BSS to HSE is thus justified as BSS computes each V bh with sufficient accuracy employing the available respective I bh values or it computes I bh with sufficient accuracy employing the respective V bh values. The V bh and I bh values at the suspicious buses are thus evaluated by applying each of the ICA algorithms twice. The three ICA algorithms used for the work are mentioned briefly.
A. FIWAS: An integration of FICA and WASOBI results in FIWAS. FICA algorithm is explained in detail in [1] . Weighted adjustment Second Order Blind identification(WASOBI) employs proper weighting of several time lagged estimation correlation matrices [6] and is an enhanced version of Second Order Blind Identification(SOBI).The observed signals are processed by FICA and then by WASOBI. Such a signal is able to extract the source signal at all harmonic frequencies irrespective of its amplitude and source distributions.
B. JADE:
JADE ICA is rooted in the joint diagonalization of cumulant matrices. This algorithm utilises the second and fourth order cumulants for source separation. More details of the algorithm are found in [7] .
C. EBM:
The EBM algorithm uses a line search procedure which utilises the updates that constrain the demixing matrix to be orthogonal [8, 9] .
Methodology
The IEEE-14 bus system used as the test sample for the work is shown in Figure 2 . The SVC at bus 3 and HVDC at bus 8 represent the harmonic current sources.The PWM inverter at bus 6 and the arc furnace at bus 10 represent the harmonic voltage sources respectively. The IEEE-14 bus system is to be modelled with the power system components like transmission lines, linear loads and the current and voltage sources for the generation of observation data in order to apply the ICA analysis. The methodology employed for the modelling of observation data( harmonic voltage/harmonic current) is as follows: 1. The linear loads and the other power system components of the IEEE 14 bus system are modelled as constant impedance loads as in [10] . The harmonic sources are modelled as harmonic sources in [11] [12] [13] [14] . Thus the admittance of the test system is formulated for a specific harmonic frequency say (h=5). 2. The harmonic current of SVC and HVDC [11, 12] at buses 3 and 8 are computed at harmonic frequency (h=5) while the harmonic current values at the remaining buses are taken as zero and a single harmonic voltage data is generated for the system at h=5. 3. A random profile for the various buses is modelled using the Markov model concept for the IEEE 14 bus system. Taking into account, one reading in one minute for a specific day the values of 1440 readings are to be extrapolated. 4. Using this profile, the harmonic current data at all buses in all lines and loads is generated for 1440 readings. Substituting these readings for I bh and Z h (inverse of admittance of the test system) in the equation (2) defined as: V bh =Z h I bh , 1440 values for V bh are obtained at h=5, for b=1 to 14. 5. Steps (1) to (4) are repeated for h=7, 11, 13 and 17 .The corresponding V bh data generated are defined as the harmonic voltage sensor readings. 6. The harmonic voltage of PWM and the arc furnace at buses 6 and 10 [13, 14] are computed at h=5 frequency while the harmonic voltage values at the remaining buses are taken as zero and a single harmonic current data is generated for the system at h=5. 7. A random profile for the various buses is modelled using the Markov model concept for the IEEE 14 bus system. Using this profile, the harmonic voltage data is generated for 1440 readings. Substituting these readings for V bh and Y h in the equation (3) (1), (6) and (7) are repeated for h=2,7, 11,13 and 17. The corresponding I bh data generated are defined as the harmonic current sensor readings.
Once the voltage and current sensor readings for the IEEE 14 bus system is generated the various ICA algorithms are applied in the following manner:
Step 1: Determine the Harmonic Injection Bus (HIB) using total voltage harmonic distortion and total current harmonic distortion. The total harmonic current distortion is found to be 6.2% of fundamental at bus 3 and 7.49% of fundamental at bus 8. The total harmonic voltage distortion is found to be 3.75% of fundamental at bus 6 and 5.42% of fundamental at bus 10. The other buses have total harmonic voltage and current distortions less than 1% of the fundamental for voltage and current respectively. Hence buses 3,6,8 and 10 are identified as the HIBs and the harmonic current and voltage estimation is applied to these buses.
Step 2: Obtain the voltage sensor readings at all buses three and eight and the current sensor readings at buses six and ten.
Step 3: Apply FIWAS algorithm for the harmonic voltage sensor readings (h=5).
Step 4: Compute correlation coefficient for this algorithm.
Step 5: Repeat step (2) and step (3) for JADE and EBM algorithms.
Step 6: Repeat for all harmonics.
Step 7: Repeat from step 3 to step six for current sensor readings.
It is evident from step 3 and step 7 that each ICA algorithm need to be applied twice which calls for applying the superposition principle to equation (2) and (3) and thereby analysing the effect of current/voltage harmonics based on IEEE 512-1992.
Simulation Results
The individual observation data for voltage and current generated for a specific day are processed using the three ICA algorithms. The real and imaginary components of voltage for harmonic frequency (h=2) are plotted and shown in Figure 3 . From the graphs in Figure3 it is observed that for h=2, FIWAS and JADE have similar performance and separate the estimated voltage accurately. However, EBM does not provide reliable results for h=2. But for h=5, shown in Figure4 it is found that FIWAS and EBM have a similar level of performance and JADE has a lower degree of performance. In order to analyse the separation quality of the algorithms better, various correlation coefficients are formulated [14] . Though several methods of estimating the correlation exist, the Spearman's coefficient and the concurrent deviation method are used for comparision of the separation quality of the three algorithms. Spearman's coefficient of correlation is a non -parametric distribution based coefficient of correlation. It is based on the difference of ranks between two variables and is defined as: (5) where D is the difference between the ranks of two consecutive samples of the random variable and N is a value equal to the number of differences in the entire data set. The spearman's coefficient is applicable only to limited number of samples as the calculation tends to become tedious. So the above values may not convey much information as the sample size in the work is 1440. Hence a modified form of correlation estimation termed as Concurrent Deviation method is used for defining the separation quality of the three algortihms.This method is based on finding the direction of change of either of the two random variables and is given by:
In the equation (6) R2 represents the coefficient of correlation. C denotes the number of concurrent deviations or the number of positive signs obtained after multiplying the direction change of the actual and estimated voltage variables and n denotes the number of pairs of observation compared.
The coefficient (R) for h=5,7 and 11 at buses 3,6,8,10 are tabulated in Table. 1,2 and 3 using the Spearman's coefficient and the concurrent deviation method for the algorithms FIWAS, JADE and EBM. The closer the coefficient relation is to 1 better is the separation index of the ICA algorithm [15] . Thus,on comparing the correlation coefficient at various harmonic frequencies, the performance edge of FIWAS is observed. 
Conclusions
A method to evaluate the harmonic voltage and current using time structured Blind Signal Processing algorithms on a IEEE-14 bus system is developed by appling the ICA algorithm twice for the estimation of harmonic voltage and current individually. The combined algorithm of FICA and WASOBI called as FIWAS illustrates its superior performance over JADE and EBM, especially when a single source in the form of arc furnace generates harmonics of h=2,3 etc as well as for the conventional harmonics. The highest value of the correlation coefficient for FIWAS for the harmonic frequencies h=5,7 and 11 is also established for most of the cases considered. This serves as an indicator that an ICA algorithm is to be chosen which suits all conditions as FIWAS may also exhibit error under other frequencies.
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