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Abstract 15 
The representation of extratropical cyclones (ETCs) precipitation in general circulation models 16 
(GCMs) and a weather research and forecasting (WRF) model is analyzed. This work considers 17 
the link between ETC precipitation and dynamical strength and tests if parameterized convection 18 
affects this link for ETCs in the North Atlantic Basin. Lagrangian cyclone tracks of ETCs in 19 
ERA-Interim reanalysis (ERAI), the GISS and GFDL CMIP5 models, and WRF with two 20 
horizontal resolutions are utilized in a compositing analysis. The 20-km resolution WRF model 21 
generates stronger ETCs based on surface wind speed and cyclone precipitation. The GCMs and 22 
ERAI generate similar composite means and distributions for cyclone precipitation rates, but 23 
GCMs generate weaker cyclone surface winds than ERAI. The amount of cyclone precipitation 24 
generated by the convection scheme differs significantly across the datasets, with GISS 25 
generating the most, followed by ERAI and then GFDL. The models and reanalysis generate 26 
relatively more parameterized convective precipitation when the total cyclone-averaged 27 
precipitation is smaller. This is partially due to the contribution of parameterized convective 28 
precipitation occurring more often late in the ETC life cycle. For reanalysis and models, 29 
precipitation increases with both cyclone moisture and surface wind speed, and this is true if the 30 
contribution from the parameterized convection scheme is larger or not. This work shows that 31 
these different models generate similar total ETC precipitation despite large differences in the 32 
parameterized convection, and these differences do not cause unexpected behavior in ETC 33 
precipitation sensitivity to cyclone moisture or surface wind speed. 34 
  35 
36 
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1. Introduction 37 
Extratropical cyclones (ETCs) are responsible for the majority of wintertime precipitation 38 
in the midlatitudes (e.g., Hawcroft et al. 2012). For general circulation model (GCM) projections 39 
of this midlatitude precipitation to be useful, the models should accurately capture ETC 40 
precipitation in the current climate. One process that may be a particular issue for GCM is latent 41 
heating within the cyclones (Willison et al. 2015, Hawcroft et al. 2016), which is related to 42 
cyclone precipitation and can affect the dynamical strength of the cyclone (e.g., Emanuel et al. 43 
1987; Stoelinga 1996), and this change in dynamics can feedback on the precipitation amount. 44 
Recent work suggests that parameterized convection in models can impact the moisture content 45 
within a cyclone’s warm conveyor belt (WCB; e.g. Carlson 1998, p. 305) by transporting the 46 
moisture upward and out of the WCB at the WCB entrance region (Boutle et al. 2011; Booth et 47 
al. 2013). Following this chain of reasoning, the present study examines ETC precipitation and 48 
the precipitation generated by the convection scheme in reanalysis data, GCMs, and a regional 49 
climate model. The research is focused on determining the skill of the reanalysis and the 50 
different models, relative to each other, in generating ETC precipitation and determining if the 51 
contribution of precipitation from the convection scheme impacts the relationship between the 52 
cyclones and their water vapor content and surface winds. 53 
The analysis will utilize cyclone-centered compositing, which is a useful tool for bulk 54 
comparisons of ETCs across datasets that do not have identical ETC tracks. Previous work has 55 
shown that GCMs with horizontal resolution of less than 1˚ are capable of generating realistic 56 
winds and precipitation composites (Field et al. 2008; Bengtsson et al. 2009; Catto et al. 2010; 57 
Hawcroft et al. 2015). The Bengtsson et al. (2009) study also found that a model with 58 
approximately 2˚ resolution did not produce strong enough ETCs in terms of both winds and 59 
  4 
precipitation. The present work seeks to extend those previous analyses by considering two 60 
models with 2˚ by 2.5˚ resolution, the Coupled Intercomparison Project 5 (CMIP5) Geophysical 61 
Fluid Dynamics Laboratory (GFDL) model and the NASA Goddard Institute for Space Studies 62 
(GISS) model. This analysis is part of a project in collaboration with the modeling centers 63 
focused on testing and improving moist processes in their GCMs. Of particular interest is the 64 
impact of parameterizations on ETCs; here we will focus on parameterized convection.  65 
In both the GFDL and the GISS GCM, there is a single convection parameterization used 66 
globally, meaning the schemes in the models are usually designed with attention on the tropics. 67 
In contrast, the Weather Research and Forecast (WRF) model (Skamarock et al. 2008) was 68 
developed originally for forecasting midlatitude weather. These different constraints on 69 
parameterized physics motivate us to compare ETC precipitation between GCMs and WRF. 70 
Herein, we analyze ETC precipitation from integrations in which WRF was configured as a 71 
regional climate model (Willison et al. 2015; Michaelis et al. 2017).  72 
As part of the comparison of the datasets, we will test model ETC precipitation sensitivity 73 
to changes in cyclone moisture and wind speed. This is motivated by the warm conveyor belt 74 
(WCB) rain model of Field and Wood (2007; hereafter FW2007). Given the observational data 75 
available, FW2007 developed the following model: 76 
   
RWCB = k*PWV *WSPD  (1). 77 
In (1), PWV and WSPD are cyclone-averaged values of precipitable water vapor and surface 78 
wind speed. This model has been used for analyzing GCM precipitation (Field et al. 2008), and 79 
showing precipitation changes in ETCs in a GCM global warming projection are mainly related 80 
to changes in PWV (Yettella and Kay 2016). The fit of the RWCB model can vary with cyclone 81 
life cycle and latitude (Pfahl and Sprenger, 2016), and this will be considered in our analysis.  82 
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As mentioned above, there is reason to ask if parameterized convection impacts the 83 
relationship between ETC precipitation and surface wind speed. Boutle et al. (2011) and Booth et 84 
al. (2013) show that if parameterized convection is active in the equatorward region of a modeled 85 
ETC’s warm sector, it can remove moisture from the WCB. In addition, the different vertical 86 
distribution of heating profiles typically associated with convection and isentropic ascent can 87 
impact cyclone development (Tierney et al., in revision). Therefore, the analysis herein uses 88 
cyclone-centered compositing to analyze the relationships between dynamical strength, 89 
precipitation, and parameterized convection within ETCs. However, in the feedback loop 90 
between precipitation and surface wind speed, we will only focus on one direction: the response 91 
of precipitation to changes in wind speed. 92 
The results section of the paper is organized as follows: first we analyze the distribution of 93 
ETC strength, which is motivated by the fact that latent heating associated with precipitation can 94 
impact cyclone strength. This is followed by analyses of the composite means and distributions 95 
of ETC precipitation rates as well as the precipitation generated by the convection scheme. We 96 
find that total precipitation is similar for the most of the datasets, despite large differences in the 97 
precipitation amount generated by the convection scheme. Therefore, we characterize the 98 
behavior of convective precipitation across the different datasets. Finally, we examine the 99 
sensitivity of modeled ETC precipitation to changes in cyclone water vapor and surface wind 100 
speed, and whether the sensitivity is affected by precipitation from the convection scheme. This 101 
work provides information on both the behavior of parameterized convective precipitation in 102 
ETCs and its potential impact on the ETC precipitation, and to our knowledge, it is the first 103 
direct comparison of ETC precipitation between GCMs and WRF. 104 
 105 
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2. Data and Methods 106 
Table 1 provides a summary of the datasets used in this analysis. The WRF data were 107 
produced for a limited regional domain and a specific season and time period. Therefore the 108 
same domains and time periods are used for reanalysis and GCM output when possible.  109 
Two configurations of a WRF regional climate model (RCM) are used, both of which have 110 
been described in detail in Willison et al. (2015). One configuration has a horizontal resolution 111 
of 120 km (hereafter, WRF-120km). The second version has a horizontal resolution of 20 km 112 
(hereafter, WRF-20km). These resolutions were chosen because they are typical resolutions of 113 
GCMs (i.e. the 120 km model) and regional climate models (20 km). The WRF domain covers 114 
the North Atlantic Ocean extending from 15˚ N to 72˚ N and 96˚ W to 46˚ E. The model lateral 115 
boundary conditions and surface conditions are the NCEP Final Analyses 116 
(NCEP/NWS/NOAA/U.S. Department of Commerce, 2000). Starting in 2001 and ending in 117 
2010, model runs begin on Dec. 24 and continue until Apr. 7 of the following year. The first 118 
week of each winter’s integration is not used, to avoid issues with model spin-up, and so the 119 
analysis focuses on JFM for 2002-2011. See Willison et al. (2015) for a discussion of model 120 
setup, spin-up, and sensitivities. 121 
The reanalysis used is ERA-Interim (Dee et al. 2011), which will be referred to as ERAI. 122 
The time period used is 2002 – 2011, and the months used are Jan. – Mar. ERAI has been shown 123 
to compare well with other reanalysis data for ETC dynamical strength, and spatial distribution 124 
(Hodges et al. 2011). Based on daily means, ERAI precipitation compared reasonably well 125 
(Hawcroft et al. 2012) with Global Precipitation Climatology project dataset (Adler et al., 2003). 126 
Based on recent analysis of ETC precipitation composites based on instantaneous satellite data, it 127 
appears that ERAI might slightly underestimate ETC precipitation, however the ERAI bias is no 128 
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larger than differences between multiple satellite platforms (Naud et al., 2017, submitted to J. 129 
Appl. Meteorol.  Climatol.). 130 
As mentioned in Section 1, the GCMs used for this study are GFDL CM3 and GISS 131 
ModelE2. For GFDL, we use the first physics configuration (i.e., r1i1p1) of the coupled model 132 
CM3 (Donner et al. 2011) for the historical CMIP5 experiment. The data were downloaded from 133 
the GFDL NOMADS portal. This model integration ended in 2005, therefore the Jan. - Mar. data 134 
for the years 1996 – 2005 are used in the analysis. For the NASA GCM, we use ModelE2 135 
(Schmidt et al. 2014). As with GFDL, we use the r1i1p1 version of the model. GISS submitted 136 
two versions of the model to the CMIP5 catalog; here we analyze the version using the NASA 137 
GISS Hycom Ocean model (Bleck 2002; i.e., GISS ModelE2-H in CMIP5). To match GFDL, the 138 
Jan. - Mar. data for 1996 - 2005 are used. These models will be referred to as GFDL and GISS 139 
respectively. 140 
Before doing any cyclone tracking, statistics, or compositing analysis, the reanalysis and 141 
WRF RCM data are regridded to the 2˚ x 2.5˚ horizontal resolution grid used by the GCMs. The 142 
regridding is accomplished using CISL’s NCAR Command Language (NCL) tools. This method 143 
uses an inverse distance squared weighting of the four points in the WRF grid that are closest to 144 
each point in the GCM grid. Although this scheme makes an “area-mean” assumption, it is non-145 
conservative. This can lead to the possibility of more extreme values (Chen and Knutson, 2008). 146 
However, we ran comparisons of the precipitation distributions for the original and regridded 147 
data and found that the impact of regridding on the largest precipitation rates are less than 1% for 148 
the distributions we analyze. For the regridded data, there is a 4% increase in the occurrence of 149 
smaller precipitation rates, i.e., the 0 to 1 mm day-1 range, and a corresponding decrease in the 150 
occurrence of zero precipitation. However, the overall shapes of the distributions do not change 151 
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before and after regridding. Given the availability and portability of NCL, we chose to use its 152 
regridding scheme because it allows for easy reproducibility of the analysis. 153 
The variables analyzed here are precipitation, convective precipitation, sea level pressure 154 
(SLP), specific humidity at 850 hPa (Q850), and 10-meter wind speed. For precipitation, WRF 155 
and ERAI provide accumulated data every 6 hours. In the case of ERAI, we do not use the data 156 
generated during the first 6 hours of the forecast (referred to here as the reanalysis version), as it 157 
has been found to have a spin-up bias (Hawcroft et al. 2015). By using the forecast product for 158 
precipitation and reanalysis version for the cyclone locations for ERAI, we may introduce small 159 
differences in the location of the cyclone center relative to the precipitation. We bare this in mind 160 
in the interpretation of the results. GFDL provides 3-hourly time-averaged precipitation that we 161 
average into 6-hourly data. GISS provides 6-hourly time-averaged data. We multiply the 6-162 
hourly data by four to obtain units of mm day-1, for consistency with FW2007. 163 
For our analysis of the WCB rain model, we use Q850 not PWV (as in FW2007), because 164 
the CMIP5 data archive does not include 6-hourly PWV data. We use ERAI to test if this 165 
replacement is reasonable. For the Northern Hemisphere, for the latitudes between 20˚ and 65˚, 166 
we calculate the spatial correlation of 6-hourly snapshots of PWV and Q850 for a set of 100 167 
randomly selected dates. For these cases, the correlation between PWV and Q850 has an average 168 
value of 0.92 and is never less than 0.9. If the land is excluded the average correlation value is 169 
0.94. We also create a linear estimate of PWV from Q850 and find that large biases rarely occur 170 
and do not systematically affect specific cyclone regions. Therefore, given the availability of 171 
data, the analysis reported here will use Q850 in the WCB model. 172 
Extratropical cyclone tracks in the models and reanalysis are identified using the 173 
Lagrangian tracking algorithm of Bauer et al. (2016), which is an update of the algorithm in 174 
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Bauer and Del Genio (2006). The algorithm identifies low-pressure centers, using 6-hourly SLP 175 
fields, and then the cyclones are linked into tracks. Bauer et al. (2016) show that the skill of their 176 
algorithm compares well with multiple other tracking programs summarized in Neu et al. (2013). 177 
The term cyclone refers to 6-hourly snapshots, and track refers to the full life cycle. 178 
For the GCM and reanalysis, the tracking algorithm can be applied to global data, whereas 179 
the RCM only has data for its specified domain. Therefore, a set of criteria is used to 180 
homogenize the GCM and ERAI tracks, in order to minimize biases associated with the RCM’s 181 
limited domain. To account for the fact that the RCM might have biases in track genesis near its 182 
edges, we remove any tracks in which all of the cyclone centers are: (a) north of 55˚ N, (b) south 183 
of 36˚ N, (c) west of 72˚W, or (d) east of 5˚ E. Also, any individual cyclones outside of the RCM 184 
domain are removed (the remainder of the track is retained). Then, we check that the portion of 185 
the track that remains would have been retained by the Bauer et al. (2016) tracker, based on its 186 
duration and propagation distance (otherwise the equivalent tracks would not be in the RCM 187 
track data). Any tracks total distance traveled less than 500 km are presumed to be cut-off lows 188 
associated with topography and are removed (see Bauer et al. 2016).  189 
Our preliminary analysis identified a large difference in WSPD for WRF cyclones over 190 
land, in both WRF models, as compared to the reanalysis and GCMs. This may be due to 191 
differences in the models’ surface layer schemes. Therefore, we masked land points, and only 192 
analyzed cyclones for which at least 50% of the region within 1000 km of the center is over 193 
ocean, hereafter, ocean cyclones. To accomplish this, we test per track for ocean cyclones and 194 
remove those that are not. Then we test that the track still has at least 5 cyclones adjacent in time. 195 
If so, we retain the new track consisting only of the ocean cyclones that are adjacent in time. 196 
These tracks are used for the remainder of the analysis and summarized in Table 1. 197 
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Figure 1a shows cyclone density for ERAI. Note that the region shown is smaller than the 198 
WRF domain. The maximum near the Gulf Stream region and the SW to NE tilt in the cyclone 199 
density exists for all of the models (not shown). The reanalysis and GCMs have 5-15% more 200 
tracks on the western half of the ocean basin than the WRF models. To test if this affects the 201 
results, we randomly sub-sampled the tracks from all of the models to have a matching number: 202 
200. The results using this subset are very similar to the results using the full set of cyclones, and 203 
therefore we report the results using all cyclones. Figure 1b shows that the models and reanalysis 204 
have similarly distributed cyclones with respect to latitude, however the maxima for the GCMs 205 
are south of that of reanalysis. This issue in GCMs could be related to cyclone steering (for 206 
details on steering see Booth et al. 2017), and the steering biases may be associated with model 207 
representation of orographic drag (Pithan et al. 2016). To account for the differences in 208 
latitudinal distribution of the cyclones, we randomly subsampled cyclones per 4˚ latitude bin, so 209 
that each dataset had the same number of cyclones per bin, and repeated our analysis. This also 210 
did not have a noticeable impact, and therefore we use the cyclones shown in Fig. 1b. 211 
To calculate cyclone-centered averages, we identify all data within 1000 km of each 212 
cyclone’s center, using the 2 by 2.5 regridded data. For cyclone-centered averaging, we calculate 213 
area-weighted averages of the data on the geographic grid. The distance of 1000 km differs from 214 
FW2007, who use 2000 km. The choice of a smaller radius is motivated by the fact that latent 215 
heating closed to the cyclone center (where potential vorticity tends to be stronger) can have a 216 
larger impact on the dynamics (e.g. Martin, 2006, p.293). As discussed above, we mask out areas 217 
over land. For composite figures, we show results extending out to 2000 km, for ease of 218 
comparison with FW2007. We project cyclone-centered data to a stereographic projection, 219 
taking into account the different distances from the cyclone center for different latitudes. For the 220 
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composites, we do not rotate the fields relative to the cyclone propagation direction, as we found 221 
that it had only minimal impact on the results. We note that small differences in the location of 222 
the peak precipitation relative to the cyclone center will not be a focus of this study, as they 223 
might relate to issues of using ERAI forecast products for precipitation but not for SLP. 224 
Significance tests for the distributions are conducted using the Kolmogorov-Smirnov 225 
goodness-of-fit test, at a 99% significance interval. This tests the null hypothesis that two 226 
distributions are drawn from the same population. Therefore, in cases in which we consider 227 
multiple distributions, we compare each pair individually. 228 
 229 
3. Results 230 
The analysis is separated into three sections. First, cyclone dynamical strength and 231 
precipitation strength are examined, both to compare the models with reanalysis and to provide a 232 
bulk analysis of the relationship between latent heating associated with cyclone precipitation and 233 
cyclone circulation strength. Then, motivated by the potential impact of convection on ETC 234 
latent heating, the role of precipitation from convective parameterizations is analyzed. Finally, 235 
ideas from the first two sections are brought together in an analysis of the sensitivity of total 236 
precipitation to cyclone surface wind speed and moisture for subsets with different levels of 237 
convective activity. 238 
3.1 Cyclone Dynamical Strength and Precipitation 239 
As discussed above, in-cyclone-latent heating, which is associated with the cyclone’s 240 
precipitation, can strengthen the cyclones dynamically. Therefore, we begin with an analysis of 241 
cyclone dynamical strength based on WSPD. We choose WSPD because it relates to storm 242 
damage (e.g., Shimkus et al 2017; Walz et al. 2017 and references therein) and 850-hPa relative 243 
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vorticity, which is a common metric in cyclone tracking studies (e.g. Zappa et al. 2013). WRF-244 
20km has the highest frequency of strong cyclones, followed by ERAI (Fig. 1c). WRF-20km’s 245 
WSPD distribution is shifted towards stronger values relative to those of the other models’ based 246 
on the Kolmogorov-Smirnov goodness-of-fit test. By the same test, ERAI cyclones also tend to 247 
be stronger than GFDL, GISS, and WRF-120. These model-to-model differences in WSPD can 248 
have big impacts because storm damage relates to the cube of wind speed (e.g., Leckebusch et al. 249 
2008). In an analysis of the distributions of cyclone central SLP also reveals that ERAI and 250 
WRF-20km have deeper cyclones more frequently than the other models (not shown). Both the 251 
WSPD and SLP results look similar when we subsample the datasets to account for the 252 
differences in their latitudinal distributions, and therefore they are not shown. 253 
Next we consider cyclone-centered precipitation composites using cyclones that have the 254 
strongest cyclone-averaged precipitation rate per cyclone track. We focus on this snapshot in the 255 
life cycles because of the two-way link between precipitation and dynamical strength, which we 256 
do not want to lose by averaging the different precipitation patterns that emerge throughout the 257 
life cycle (Rudeva and Gulev 2011). Figure 2 shows reanalysis and models all generate a similar 258 
spatial pattern: a comma shape with a maximum near the cyclone center extending slightly east. 259 
The southwestward extension of precipitation from the cyclone center indicates the location of 260 
the cold fronts. Cyclone-average values at 500, 1000, and 2000 km are included on the figure to 261 
help quantify model-to-model similarities and differences. ERAI, GFDL, GISS, and the WRF-262 
20km models have good agreement in magnitude, the differences are less than 10% based on 263 
500-km-cyclone-average), but there are some differences. GFDL generates more precipitation 264 
than ERAI towards the cyclone center and less in the cold frontal region within 1000km of the 265 
center. In contrast, GISS matches ERAI near the center but generates more precipitation than 266 
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ERAI in the cold front region. WRF-120km model has too little precipitation everywhere. WRF-267 
20km generates the most precipitation; Bengtsson et al. (2009) also found that their model that 268 
had finer spatial resolution produced more ETC precipitation than reanalysis. As discussed in 269 
section 2, the differences between ERAI and WRF-20km are within the range of uncertainty of 270 
observations based on satellite data. 271 
The spatial distribution of precipitation in the composite means is not representative of 272 
most individual cyclones, which tend to have thinner cold frontal precipitation regions and more 273 
inhomogeneity in the precipitation rates near the fronts. This point is made clear in Figure 3, 274 
which shows the standard deviation for the composited cyclones. The maximum in cyclone-to-275 
cyclone variability is coincident with the maximum in the composite mean. As in Fig. 2, GFDL 276 
has more precipitation activity near the center and less along the cold front, indicating that this 277 
model concentrates its ETC precipitation in the warm sector. The larger standard deviation in the 278 
WRF-20km model is indicative of the model’s well-resolved fine-scale frontal precipitation.  279 
Composite means can sometimes hide differences, because they involve averaging a large 280 
set of data. As such, we examine frequency distributions of precipitation rates for the data used 281 
to calculate the means (Fig 4). For points within 1000 km of the cyclones’ centers, the models all 282 
generate a similar distribution, with a maximum at weak precipitation rates (i.e., 0 - 1 mm day-1). 283 
ERAI and WRF-20km have larger relative frequencies of zero precipitation, and WRF-20km has 284 
the largest relative frequency of the strongest precipitation rates (Fig 4a). If we consider points 285 
within 500 km of the cyclones’ centers (Fig. 4b), the peak in the distribution shifts to larger 286 
values, between 8 and 16 mm day-1 for all models except in WRF-20km. As discussed in Section 287 
2, the peak in weak precipitation in WRF-20km is not a result of regridding.  WRF-20km again 288 
has the largest frequency of strong rates, suggesting a stronger potential impact of latent heating 289 
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in conditions where latent heating would be expected to be large. If we compare the distributions 290 
for precipitation rates greater than 8 mm day-1, the WRF-20km model significantly differs from 291 
the others based on the method described in Section 2. The propensity for WRF-20km to have 292 
stronger precipitation rates than the other models may be related to its finer resolution (e.g., 293 
Champion et al. 2011, Li et al. 2011).  294 
 The WRF-20km model has stronger cyclones dynamically and in terms of precipitation, 295 
consistent with the idea of latent heating interacting with cyclone circulation. However, a similar 296 
relationship is not found across the other datasets. ERAI has the stronger WSPD, but nearly 297 
equal precipitation rates as GISS. The GFDL model has stronger precipitation rates near the 298 
cyclone center, but not stronger WSPD. The lack of a relationship between model-to-model 299 
differences in precipitation and dynamical cyclone strength could be the result of multiple 300 
factors, such as surface boundary conditions, dry baroclinic forcing, or biases in the modeled 301 
latent heating within the cyclone. Here we explore the latter factor, based on the hypothesis 302 
discussed in the introduction: it is possible that parameterized convection is interfering with the 303 
thermodynamic link between precipitation and cyclone strength. Therefore the next analysis 304 
focuses on understanding the behavior of ETC precipitation from the convections schemes. 305 
 306 
3.2 ETC Precipitation Generated by Convection Parameterizations  307 
The reanalysis and models each use a different convection scheme (Table 1), and each 308 
saves convective precipitation as a standard output variable. We note that the convective 309 
precipitation output saved by models might only provide a minimum estimate of convective 310 
activity in the model. This is because: (1) a convection scheme may activate and then pass 311 
moisture to the large-scale microphysics scheme where precipitation is generated, and (2) a 312 
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model may resolve some of the convection. Nonetheless, precipitation from the convective 313 
scheme serves as a conservative indicator of convective activity and highlights vertically 314 
unstable regions in cyclones. To improve the flow of the text, we refer to the precipitation from 315 
the convection scheme as the parameterized convective precipitation for the remainder of the 316 
results section. 317 
For all models, parameterized convective precipitation is at most 1/3 the strength of the 318 
total composite mean precipitation (Fig. 5). However, model-to-model differences in the 319 
amplitude of precipitation from the convective scheme are large compared to total precipitation 320 
(e.g., 20% differences in the 500-km average). In terms of spatial distributions, all models have 321 
parameterized convective precipitation near the cold front, which is expected based on 322 
observations (e.g., Browning and Roberts, 1996). However, for GISS, parameterized convective 323 
precipitation has a maximum coincident with the maximum for total precipitation, in the warm 324 
sector. Precipitation rates in the convection composite are smallest in WRF-20km, perhaps 325 
because the model has a spatial resolution that can resolve some aspects of convection. Analysis 326 
of the distributions for convective precipitation (not shown) confirms the results shown in the 327 
composite mean analysis: (i) convective precipitation rates are smaller than the total precipitation 328 
rates, and (ii) ERAI and GISS, and to a lesser extent GFDL, more frequently have stronger 329 
parameterized convective precipitation as compared to the WRF RCMs.  330 
To better understand if parameterized convective precipitation impacts ETC precipitation, 331 
we analyze its behavior. This work will include analysis of convective precipitation during 332 
cyclone life cycles; therefore it considers all cyclones per track. We define a new metric for this 333 
analysis, convective fraction, as the cyclone-averaged precipitation from the convective scheme 334 
divided by cyclone-averaged total precipitation for each cyclone.  335 
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Figure 6 shows two-dimensional joint frequency distributions of cyclone-averaged 336 
precipitation and convective fraction. For ERAI, the most frequent precipitation rates have a 337 
convective fraction that ranges from 0 to 1, and most often is 0.4. At larger precipitation rates, 338 
the range and modal values of the convective fraction both decrease. The relationship between 339 
convective fraction and total precipitation in GFDL and WRF-120km is similar to ERAI. 340 
However, for WRF-120km the peak in frequency at weak precipitation rates occurs closer to 341 
zero. WRF-20km has an even smaller contribution from the convection scheme. The GISS 342 
model is unique because the convective fraction is most often near 0.4, and the range of 343 
convective fraction values is smaller than any of the other datasets. Thus, the GISS model 344 
regularly has 40% of its precipitation generated by the convection scheme regardless of the 345 
overall precipitation rate.  Despite this unique behavior, the composite and distribution for total 346 
ETC precipitation for GISS is similar to ERAI. 347 
Next we examine if convective fraction relates to ETC life cycle. We designate each 348 
cyclone (i.e., the 6-hourly snapshots) with a life cycle age that is relative to the time of peak 349 
WSPD for the track, i.e., for each track the cyclone with the maximum cyclone-averaged WSPD 350 
has age zero; cyclones in the track that occur prior to peak WSPD have negative ages. Then we 351 
divide each model’s cyclone dataset in half using the median value of convective fraction per 352 
dataset (see Fig. 6), and plot the distribution of cyclone life cycle age for the half of the cyclone 353 
with large convective fraction and the half with small convective fraction (Fig. 7). For all 354 
datasets, cyclones with larger convective fraction occur more frequently after the timing of peak 355 
WSPD (Fig. 7). These differences in the distributions are statistically significant. However, the 356 
separation between the sets is more obvious for ERAI, GFDL and WRF-120km. This analysis 357 
shows that the relative contribution of the convection scheme increases when the cyclone is 358 
  17 
decaying, for a life cycle defined by WSPD. If we define life cycle using SLP, as in Pfahl and 359 
Sprenger (2016), we find a similar result. Also, for each model the peak WSPD per tracks 360 
typically occurs coincident with, or 6-12 hours after peak precipitation for these datasets (not 361 
shown). Thus, Fig. 7 implies that larger convective fraction occurs more often when cyclone 362 
tracks are not generating peak precipitation. The peak in convective fraction during decay is 363 
associated with the evolution of the cyclone fronts, as we will discuss in the next section. 364 
This section has revealed that the models have similarities and differences in the 365 
characteristics of parameterized convection in ETCs. The relative contribution of the convection 366 
scheme to total precipitation varies across the models, but on the other hand all of the models 367 
dictate the behavior of the parameterized convection based on the large-scale evolution of the 368 
tracks. With this in mind, we test sensitivity of ETC precipitation to cyclone dynamics and 369 
thermodynamic conditions and check if the sensitivity is impacted by convective fraction 370 
strength. 371 
 372 
3.3 Sensitivity of Precipitation to Q850 and WSPD 373 
Following FW2007, we use cyclone-averaged variables to subset the data and analyze how 374 
composite precipitation varies with cyclone moisture and surface wind speed. Following 375 
FW2007, we: (1) calculate distributions of cyclone-averaged Q850 and WSPD, (2) divide each 376 
of the distributions into terciles, and then, (3) find the cyclones that fit into each of the 9 resulting 377 
subcategories  (Fig. 8). To link the analysis to convective fraction, we first divide the cyclones in 378 
half based on strength of convective fraction, and then carry out the WSPD/Q850 subsetting for 379 
the strong and weak convective fraction cyclone sets separately, per model. Thus, the thresholds 380 
for the WSPD/Q850 analysis are defined separately for each convective fraction subset. Both 381 
  18 
WRF models differ from the other datasets by having few cyclones with large Q850 values (Fig. 382 
8). This is mainly because it has fewer cyclones in the southern portion of the basin (Fig 1b.) The 383 
differences between the joint distributions of WSPD and Q850 for ERAI, GFDL, and GISS are 384 
small, as are the differences between the large and small convective fraction subsets for each of 385 
the datasets.  386 
The composite precipitation for WSPD/Q850 subsetting is displayed as follows: in a 3-by-3 387 
panel, moving left to right the columns have subsets with increasing WSPD; moving from the 388 
bottom to top, the rows have subsets with increasing Q850. Figure 9 shows two of these 3-by-3 389 
panels, for the ERAI dataset split in half based on convective fraction. The sensitivity to Q850 390 
and WSPD is similar for both the smaller and larger convective fraction subsets: ETC 391 
precipitation increases with both Q850 and WSPD (Fig. 9). Fixing Q850 and increasing WSPD 392 
leads to an increase in the size of the comma structure of the composite. Fixing WSPD and 393 
increasing PWV leads to increases in the precipitation rates close to the cyclone center, but less 394 
of a change spatially. These results are consistent with FW2007.  395 
Figure 9 also shows that for ERAI the cyclones with less convective fraction have: (1) 396 
stronger precipitation rates, and (2) a more-defined comma shape. These results can both be 397 
related to the cyclone life cycle result (i.e., Fig. 7): convection occurs more frequently after peak 398 
precipitation when the cyclone track is reaching an occluded stage with a less well-defined 399 
comma structure. In this stage, there is the potential for more convectively generated 400 
precipitation (relative to the precipitation near the warm front generated by isentropic lift) near 401 
and behind the cold front because the spatial extent of cold advection over warm ocean water 402 
increases, and because the cold front has caught up to the warm front decreasing the size of the 403 
warm sector at the expense of the growing cold sector. 404 
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Figures 10a and 10f summarize the results shown in Figure 8 for ERAI. For these figures, 405 
each horizontal bar is a cyclone-average precipitation value for one of the 3-by-3 panels. The 406 
figure shows results based on the 500 km cyclone average, however the same result holds for the 407 
1000- and 2000 km cyclone averages. By displaying the results of the WSPD/Q850 subsetting in 408 
this manner, it is possible to compare the relative changes in cyclone average precipitation with 409 
respect to changes in Q850 (by focusing on a specific color in each panel) versus changes with 410 
respect to WSPD (by focusing on a subset of three horizontal bars per panel). The figure shows 411 
that these relative changes are similar both on a per model basis and across multiple models. 412 
Figure 10 shows the monotonic increase in precipitation with WSPD and Q850 occurs in 413 
both convective fraction subsets. This result is important for two reasons: (1) it shows that ETC 414 
precipitation for these datasets co-vary with moisture and dynamical strength in a manner similar 415 
to observations, and (2), this covariability is not influenced by parameterized convective 416 
precipitations. We also carried out this analysis for cyclone-averaged parameterized convective 417 
precipitation only. As with the total precipitation, composites of parameterized convective 418 
precipitation have monotonic increases in cyclone-averaged precipitation rates with increases in 419 
either WSPD or Q850, and this is true for both of the convective fraction subsets (not shown). 420 
Thus, the contribution of parameterized convective precipitation has the same sensitivity to 421 
cyclone WSDP and Q850 as the total cyclone precipitation. 422 
Figure 10 also shows that for all models the half of the set with weaker convective fraction 423 
has smaller precipitation rates. Thus, the relationship between cyclone life cycle, total 424 
precipitation and parameterized convective precipitation that was discussed for ERAI applies to 425 
all of the models. Given that all of the models and reanalysis have similar relationships between 426 
convective fraction and cyclone life cycle. This result provides a robust suggestion that 427 
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convective fraction is dictated by the evolution of the cyclone life cycle, rather than the scheme 428 
dictating specific behavior in the cyclones or their life cycles. 429 
 430 
4. Conclusion 431 
The analysis herein compared extratropical cyclone precipitation for the ERA-interim 432 
reanalysis, two GCMs and a WRF regional climate model, integrated at 120 and 20 km 433 
resolution.  Cyclone-centered composite analysis reveals that the GCMs generate a similar 434 
spatial distribution and amplitude of ETC precipitation as the reanalysis and the 20 km WRF 435 
model, with the latter generating slightly more ETC precipitation than the other models. By 436 
comparison, the 120 km model had noticeably less ETC precipitation. Given that ERAI 437 
reanalysis is a numerical weather model run in hindcast mode while assimilating observations, 438 
the fact that the GCMs generate similar composites implies the models represent ETC 439 
precipitation with reasonable skill.  440 
This conclusion is made more interesting by the second main result of the analysis: the 441 
relative contribution of precipitation from the convection schemes differs between the reanalysis 442 
and GCMs by a larger fraction than the total precipitation differences. Thus, the GCMs and 443 
ERAI produce similar total composite precipitation accumulations despite differences in the role 444 
of the convection scheme. Composite analysis reveals that in all models the convection scheme 445 
generate precipitation in the region of the cyclone cold fronts. The WRF-20km model generates 446 
the least precipitation through its convection scheme, presumably because it partially resolves 447 
convection. ERAI, the GCMs, and the WRF-120km model also have differences in the relative 448 
contribution of the convection scheme to total precipitation, as seen in the composites and joint 449 
histograms of total precipitation and convective fraction. In particular, the GISS model stands 450 
  21 
out for having a convective fraction of 40% even in cyclones with heavy precipitation. The 451 
unique behavior of the GISS model is also evident in the composite mean plot for the 452 
precipitation from the convection scheme, as it has the strongest rates in the warm sector near the 453 
cyclone center. Despite these differences, the overall performance of the GISS model in 454 
generating ETC precipitation matched ERAI and GFDL.  455 
The non-negligible contribution of the convection scheme to total precipitation in ERAI 456 
cannot yet be compared with observations. With the recently released NASA Global 457 
Precipitation Measurement (GPM; Skofronick-Jackson et al., 2017) radar-microwave radiometer 458 
combined product (Grecu et al., 2016), this may change in the near future. However, the work 459 
presented here focused on the relative similarities and differences in the precipitation generated 460 
by the convection schemes for ERAI, the GCMs, and WRF, and examined if the differences 461 
affected the link between precipitation and cyclone surface wind strength. 462 
For each model, we find that the contribution of precipitation from the convection scheme 463 
increases later in the cyclone life cycle, and typically this occurs after the time of peak 464 
precipitation per life cycle. As a result, cyclone composites comparing subsets with more and 465 
less convective fraction show that convective fraction is lower when more precipitation is 466 
present. However, we interpret the differences in total precipitation as a response of the ETCs to 467 
changes in the dynamical life cycle, rather than a response to differences in convective 468 
precipitation. This conclusion is based on the next result we will discuss: the sensitivity analysis 469 
of precipitation relative to cyclone moisture and surface wind speed. 470 
Based on a subsetting analysis, the cyclone-averaged ETC composite precipitation 471 
increases in response to increases in cyclone-averaged moisture or surface wind speed. This 472 
result holds for the reanalysis and all of the models, and matches the results found in FW2007 for 473 
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observations. Thus, the modeled ETC precipitation exhibits the correct response to changes in 474 
cyclone thermodynamic and dynamics conditions. This result holds true regardless of the 475 
strength of the contribution of the precipitation from the convection scheme, which gives another 476 
indication that the convection scheme does not have a significant impact on cyclone behavior. 477 
We see the main results of the work as follows: the GCMs are capable of producing 478 
realistic ETC precipitation on average; the GCMs and ERAI generate different amounts of 479 
precipitation with their convection schemes and it does not affect the total precipitation; the ETC 480 
precipitation in GCMs and WRF co-vary with cyclone moisture and surface wind speed in a 481 
manner that matches reanalysis and observations; the precipitation generated by the convection 482 
scheme is noticeably influenced by cyclone life cycle and cyclone moisture and wind speed 483 
conditions, and a forcing in the opposite direction, from convection scheme to ETC behavior is 484 
not found. This result is based on composite analysis, and in individual cases the difference in 485 
the convection scheme may have a bigger impact. Furthermore, the heating from the convection 486 
scheme might impact storms in a manner not analyzed here (e.g., Hawcroft et al., 2016). 487 
However, in terms of the hypothesis described in the opening paragraph, the work here suggests 488 
that forcing on the ETC associated with changes in the warm conveyor belt due to the convection 489 
change is small. 490 
 491 
 492 
Acknowledgements 493 
Resources supporting this work were provided by the NASA High-End Computing (HEC) 494 
Program through the NASA Center for Climate Simulation (NCCS) at Goddard Space Flight 495 
Center. WRF and NCAR Command Language (NCL) were developed by the National Center for 496 
  23 
Atmospheric Research (NCAR). NCAR is sponsored by NSF. ERA-Interim is provided by 497 
ECMWF at the following website: http://www.ecmwf.int/en/research/climate-reanalysis/era-498 
interim. The authors especially thank Xiaobo Yang of ECMWF for providing the precipitation 499 
data. GFDL model data is provided by NOAA at the following website: 500 
http://nomads.gfdl.noaa.gov:8080/DataPortal/cmip5.jsp. The research described in this 501 
manuscript was supported by the NOAA Climate Program Office's Modeling, Analysis, 502 
Predictions, and Projections program, grant NA15OAR4310094 and NASA PMM Science Team 503 
grant NNX16AD82G. 504 
505 
  24 
 506 
References 507 
Bauer, M., and A. D. Del Genio, 2006: Composite analysis of winter cyclones in a GCM: 508 
Influence on climatological humidity. J.Climate, 19, 1652-1672.  509 
Bauer M., G. Tselioudis and, W. B. Rossow, 2016: A new climatology for investigating storm 510 
influences in and on the extratropics . J. Appl. Meteorol. Clim. 55 1287–303. 511 
Bengtsson L., K. I. Hodges, and N. Keenlyside, 2009: Will extratropical storms intensify in 512 
warmer climate? J Climate, 22, 2276-2301. 513 
Bleck, R., 2002: An oceanic general circulation model framed in hybrid isopycnic-Cartesian 514 
coordinates. Ocean Modelling, 4, 55--88.  515 
Booth, J. F., C. M. Naud, and A. D. Del Genio, 2013: Diagnosing warm frontal cloud formation 516 
in a GCM: A novel approach using conditional subsetting. J. Climate, 26, 5827-5845. 517 
Booth, J. F., E. Dunn-Sigouin, S. Pfahl, 2017: The relationship between extratropical cyclone 518 
steering and blocking along the North American East Coast. Geophysical Research Letters, 519 
44. https://doi.org/10.1002/2017GL075941. 520 
Boutle I. A., S. E. Belcher, and R. S. Plant, 2011: Moisture Transport in Mid-latitude Cyclones. 521 
Q. J. R. Meteorol. Soc., 137, 360-367. 522 
Browning, K. A. and Roberts, N. M., 1996:, Variation of frontal and precipitation structure along 523 
a cold front. Q.J.R. Meteorol. Soc., 122, 1845–1872.  524 
Carlson T. N.,1998: Mid-Latitude Weather Systems. American Meteorological Society, 507 pp. 525 
Catto, J. L., L. C. Shaffrey and K. I. Hodges, 2010: Can Climate Models Capture the Structure of 526 
Extratropical Cyclones?. J. Climate, 23, 1621–1635. 527 
  25 
Champion A. J., K. I. Hodges, L. O. Bengtsson, N. S. Keenlyside, and M. Esch, 2011: Impact of 528 
increasing resolution and a warmer climate on extreme weather from Northern Hemisphere 529 
extratropical cyclones. Tellus 63A, 893-906. 530 
Dee D. P., and co-authors, 2011: The ERA-Interim reanalysis: configuration and performance of 531 
the data assimilation systems. Q. J. R. Meteorol. Soc., 137, 553-597. 532 
Donner, L. J., 1993: A cumulus parameterization including mass fluxes, vertical momentum 533 
dynamics, and mesoscale effects. J. Atmos. Sci., 50, 889–906.  534 
Donner, L. J., and co-authors, 2011: The Dynamical Core, Physical Parameterizations, and Basic 535 
Simulation Characteristics of the Atmospheric Component AM3 of the GFDL Global 536 
Coupled Model CM3. J. Climate, 24, 3484–3519. 537 
Emanuel K. A., M. Fantini, and A. J. Thorpe AJ, 1987: Baroclinic instability in an environment 538 
of small stability to slantwise moist convection. Part I: Two-dimensional models. J. Atmos. 539 
Sci., 44, 1559-1573. 540 
Field, P. R., and R. Wood, 2007: Precipitation and cloud structure in midlatitude cyclones. J. 541 
Climate, 20, 233–254, doi:10.1175/JCLI3998.1.  542 
Field, P. R., A. Gettelman, R. B. Neale, R. Wood, P. J. Rasch, and H. Morrison, 2008: Cyclone 543 
compositing to constrain climate model behavior using satellite observations. J. Climate, 21, 544 
5887–5903. 545 
Grecu M., W. S. Olson, S. J. Munchak, S. Ringerud, L. Liao, Z. Haddad, B. L. Kelley and S. F. 546 
McLaughlin, 2016: The GPM combined algorithm. J. Atmos. Ocean. Technol., 33, 2225-547 
2245, doi:10.1175/JTECH-D-16-0019.1 548 
Hawcroft, M., L. Shaffrey, K. Hodges, and H. Dacre, 2012: How much Northern Hemisphere 549 
precipitation is associated with extratropical cyclones? Geophys. Res. Lett., 39, L24809. 550 
  26 
Hawcroft M. K., Shaffrey L. C., Hodges K. I., Dacre H. F., 2015: Can climate models represent 551 
the precipitation associated with extratropical cyclones? Clim. Dyn. 1–17. 552 
doi:10.1007/s00382-015-2863-z  553 
Hawcroft, M., Dacre, H., Forbes, R. et al., 2016: Using satellite and reanalysis data to evaluate 554 
the representation of latent heating in extratropical cyclones in a climate model. Clim. Dyn., 555 
48, 2255–2278. 556 
Hodges, K. I., R. W. Lee, L. Bengtsson, 2011: A Comparison of Extratropical Cyclones in 557 
Recent Reanalyses ERA-Interim, NASA MERRA, NCEP CFSR, and JRA-25. J. Climate, 558 
24, 4888–4906. 559 
Kim, D., A. D. Del Genio, and M.-S. Yao, 2011a: Moist convection scheme in Model E2. 560 
NOAA Tech. Note, 9 pp. [Available online 561 
at http://www.giss.nasa.gov/tools/modelE/docs/kim_moistconvection.pdf.] 562 
Leckebusch, G. C., D. Renggli and U. Ulbrich, 2008: Development and application of an 563 
objective storm severity measure for the Northeast Atlantic region. Meteorologische 564 
Zeitschrift 17(5),575-587. 565 
Li F., W. D. Collins, M. F. Wehner, D. L. Williamson, and J. G. Olson, 2011: Response of 566 
precipitation extremes to idealized global warming in an aqua-planet climate model: towards 567 
a robust projection across different horizontal resolutions. Tellus, 63A, 876-883. 568 
Martin, J. E., 2006: Mid-Latitude Atmospheric Dynamics. Wiley. 324pp. 569 
Neu, U and Coauthors, 2013: IMILAST: A community effort to intercompare extratropical 570 
cyclone detection and tracking algorithms. Bull.Am.Meteorol.Soc., 94, 529-547. 571 
National Centers for Environmental Prediction/National Weather Service/NOAA/U.S. 572 
Department of Commerce, 2000: NCEP FNL Operational Model Global Tropospheric 573 
  27 
Analyses, continuing from July 1999. Research Data Archive at the National Center for 574 
Atmospheric Research, Computational and Information Systems Laboratory, Boulder, CO. 575 
[Available online at https://doi.org/10.5065/D6M043C6.] 576 
Pfahl, S. and M. Sprenger, 2016: On the relationship between extratropical cyclone pre- 577 
cipitation and intensity. Geophys. Res. Lett., 43 (4), 1752–1758, doi:10.1002/ 578 
2016GL068018, URL http://dx.doi.org/10.1002/2016GL068018, 2016GL068018.  579 
Pithan, F., T. G. Shepherd, G. Zappa, and I. Sandu, 2016: Climate model biases in jet streams, 580 
blocking and storm tracks resulting from missing orographic drag, Geophys. Res. Lett., 581 
43, 7231–7240, doi:10.1002/2016GL069551. 582 
Rudeva, I., and S. K. Gulev, 2011: Composite analysis of North Atlantic extratropical cyclones 583 
in NCEP–NCAR reanalysis data. Mon. Wea. Rev., 139, 1419–1446. 584 
Schmidt, G.A., and co-authors, 2014: Configuration and assessment of the GISS ModelE2 585 
contributions to the CMIP5 archive. J. Adv. Model. Earth Syst., 6, no. 1, 141-184, 586 
doi:10.1002/2013MS000265. 587 
Skamarock W. C. and Coauthors, 2008: A description of the advanced research. WRF Version 3, 588 
NCAR Technical Note http://www.mmm.ucar.edu/people/skamarock/ 589 
Skofronick-Jackson, G., W. A. Petersen, W. Berg, C. Kidd, E. F. Stocker, D. B. Kirschbaum, R. 590 
Kakar, S. A. Braun, G. J. Huffman, T. Iguchi, P. E. Kirstetter, C. Kummerow, R. Managhini, 591 
R. Oki, W. S. Olson, Y. N. Takayabu, K. Furukawa and T. Wilheit, 2017: The global 592 
precipitation measurement (GPM) mission for science and society. Bull. Amer. Meteor. Soc., 593 
98, 1679-1695, doi:10.1175/BAMS-D-15-00306.1. 594 
  28 
Shimkus, C., M. Ting, J. F. Booth, S. B. Adamo, M. Madajewicz, Y. Kushnir, H. E. Rieder, 595 
2017: Winter storm intensity, hazards and property losses in the New York tri-state area. 596 
Annals of the New York Academy of Sciences, 1400(1), 65-80. 597 
Stoelinga M.T., 1996: A potential vorticity-based study on the role of diabatic heating and 598 
friction in a numerically simulated baroclinic cyclone, Mon. Wea. Rev., 124, 849-874. 599 
Tiedtke, M. (1989). A comprehensive mass flux scheme for cumulus parameterization in large-600 
scale models. Mon. Wea. Rev., 117, 1779–1800.  601 
Walz, M. A., Kruschke, T., Rust, H. W., Ulbrich, U. and Leckebusch, G. C. (2017), Quantifying 602 
the extremity of windstorms for regions featuring infrequent events. Atmos. Sci. Lett., 18: 603 
315–322. 604 
Willison, J., W. A. Robinson, and G. M. Lackmann, 2015: North Atlantic storm-track sensitivity 605 
to warming increases with model resolution. J. Climate, 28, 4513–4524. 606 
Yao, M. S., and A. D. Del Genio, 1989: Effects of cumulus entrainment and multiple cloud types 607 
on a January global climate model simulation. J. Climate, 2, 850 863.  608 
Yettella, V. and J. E. Kay, 2016. How will precipitation change in extratropical cyclones as the 609 
planet warms? Insights from a large initial condition climate model ensemble. Clim. Dyn. 610 
doi:10.1007/s00382-016-3410-2. 611 
Zappa, G., L. C. Shaffrey, and K. I. Hodges, 2013: The ability of CMIP5 models to simulate 612 
North Atlantic extratropical cyclones. J. Climate, 26, 5379–5396, doi:10.1175/JCLI-D-12-613 
00501.1.  614 
Zhang, G. J., and N. A. McFarlane (1995), Sensitivity of climate simulations to the 615 
parameterization of cumulus convection in the Canadian Climate Centre general circulation 616 
model, Atmos. Ocean, 33, 407– 446. 617 
  29 
 618 
619 
  30 
 620 
Tables 621 
 622 
Table 1: Reanalysis and Model Overview 
 
Atmosphere 
Resolution 
(lat. x lon.) 
Convection Scheme 
Track 
Count 
Cyclone 
Count 
ERA-Interim 
(Dee et al. 2011) 
0.7˚ x 0.7˚ 
(T255 spectral model) 
Tiedke (1989) 353 4446 
GFDL CM3 
(Donner et al. 2011) 
2˚ x 2.5˚ Donner (1993) 310 4210 
GISS ModelE2-R 
(Schmidt et al. 2014) 
2˚ x 2.5˚ 
Yao and Del Genio (1989); 
Kim et al. (2011) 
282 4093 
WRF RCM 
(Willison et al. 2015) 
120 km x 120 km 
Zhang-McFarlane (1995) 
224 2836 
20 km x 20 km 266 3057 
 623 
Table 1: Details for models and track and cyclone counts. 624 
 625 
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Figure Captions 627 
Figure 1: (a) Cyclone density for ERAI, per 4˚ by 4˚ grid, (b) latitudinal distribution of cyclones 628 
per model, and, (c) distribution of cyclone-averaged surface wind speed. 629 
 630 
Figure 2: Cyclone-centered composite mean precipitation. Cyclones used in each composite at 631 
the time of cyclone-averaged precipitation maximum per track. Black circles indicate 500 km 632 
and 1000 km radii. Values given above each panel are the cyclone-averaged precipitation for 633 
500, 1000, and 2000 km in mm day-1. 634 
 635 
Figure 3: Cyclone-centered composite standard deviation for precipitation, using the same 636 
cyclones as in Figure 2. Black circles indicate 500 km and 1000 km radii. Values given above 637 
each panel are the cyclone-averaged precipitation for 500, 1000, and 2000 km in mm day-1. 638 
 639 
Figure 4: Distribution of precipitation rates for all points in all cyclones that are in Figure 2. 640 
Panel (a) shows all data within 1000 km of the cyclones’ centers. Panel (b) shows all data within 641 
500 km of the cyclones’ centers. The bars to the left of 0 indicate a 0 precipitation rate, otherwise 642 
the bars indicate precipitation rates in the range between the values shown on the x-axis. 643 
 644 
Figure 5: Cyclone-centered composites of convective precipitation, using the same cyclones as in 645 
Figure 2. Black circles indicate 500 km and 1000 km radii. Values given above each panel are 646 
the cyclone-averaged precipitation for 500, 1000, and 2000 km in mm day-1. Note the scale of 647 
this colorbar is much smaller than in Figure 2. 648 
 649 
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Figure 6: Joint distribution of cyclone-averaged precipitation and convective fraction using all 650 
cyclones in all tracks. Units on contours are cyclone counts per 1.1 mm day-1 by 0.055 651 
convective fraction bins. The gray dashed line cuts each set in two halves: one half with larger 652 
convective fraction and one half with smaller convective fraction. 653 
 654 
Figure 7: Life cycle distributions relative to maximum WSPD for cyclones separated into two 655 
halves: those with larger convective fraction (dashed) and those with smaller convective fraction 656 
(solid). 657 
 658 
Figure 8: Cyclone-averaged WSPD versus cyclone-averaged Q850 for half of cyclones with 659 
smaller convective fraction (left) and half with larger convective fraction (right). Gray lines 660 
separate the data into equal-sized partitions for WSPD and Q850 separately. The resulting set of 661 
nine quadrants make up the regions used for the partitioned analysis. 662 
 663 
Figure 9: Cyclone-centered precipitation composites for ERAI, subset based on area-averaged 664 
WSPD and Q850 for half of cyclones with smaller convective fraction (top) and half with larger 665 
convective fraction (bottom). Black circles indicate 500 km and 1000 km radii. Values given 666 
above each panel are cyclone-averaged precipitation for 500, 1000, and 2000 km in mm day-1. 667 
 668 
Figure 10: Summary of the WSPD/Q850 subsetting analysis for half of cyclones with smaller 669 
convective fraction (left) and half with larger convective fraction (right). The length of each bar 670 
is the 500-km cyclone-averaged precipitation rate for an individual precipitation composite from 671 
the subsetting analysis. QLO refer to the bottom row, QMID the middle row and QHI the top 672 
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row. For each Q set, green corresponds to small WSPD, blue corresponds to medium WSPD, and 673 
magenta corresponds to large WSPD. Panel (a) corresponds to the top 3-by-3 set of panels in 674 
Figure 9. Panel (f) corresponds to the bottom 3-by-3 set of panels in Figure 9. 675 
676 
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Figures 677 
 678 
Figure 1: (a) Cyclone density for ERAI, per 4˚ by 4˚ grid, (b) latitudinal distribution of cyclones 679 
per model, and, (c) distribution of cyclone-averaged surface wind speed. 680 
681 
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 682 
 683 
Figure 2: Cyclone-centered composite mean precipitation. Cyclones used in each composite at 684 
the time of cyclone-averaged precipitation maximum per track. Black circles indicate 500 km 685 
and 1000 km radii. Values given above each panel are the cyclone-averaged precipitation for 686 
500, 1000, and 2000 km in mm day-1. 687 
688 
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 689 
 690 
Figure 3: Cyclone-centered composite standard deviation for precipitation, using the same 691 
cyclones as in Figure 2. Black circles indicate 500 km and 1000 km radii. Values given above 692 
each panel are the cyclone-averaged precipitation for 500, 1000, and 2000 km in mm day-1. 693 
 694 
695 
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 696 
 697 
Figure 4: Distribution of precipitation rates for all points in all cyclones that are in Figure 2. 698 
Panel (a) shows all data within 1000 km of the cyclones’ centers. Panel (b) shows all data within 699 
500 km of the cyclones’ centers. The bars to the left of 0 indicate a 0 precipitation rate, otherwise 700 
the bars indicate precipitation rates in the range between the values shown on the x-axis. 701 
702 
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 703 
 704 
Figure 5: Cyclone-centered composites of convective precipitation, using the same cyclones as in 705 
Figure 2. Black circles indicate 500 km and 1000 km radii. Values given above each panel are 706 
the cyclone-averaged precipitation for 500, 1000, and 2000 km in mm day-1. Note the scale of 707 
this colorbar is much smaller than in Figure 2. 708 
 709 
710 
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 711 
 712 
Figure 6: Joint distribution of cyclone-averaged precipitation and convective fraction using all 713 
cyclones in all tracks. Units on contours are cyclone counts per 1.1 mm day-1 by 0.055 714 
convective fraction bins. The gray dashed line cuts each set in two halves: one half with larger 715 
convective fraction and one half with smaller convective fraction. 716 
 717 
718 
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 719 
 720 
Figure 7: Life cycle distributions relative to maximum WSPD for cyclones separated into two 721 
halves: those with larger convective fraction (dashed) and those with smaller convective fraction 722 
(solid). 723 
 724 
725 
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 726 
 727 
Figure 8: Cyclone-averaged WSPD versus cyclone-averaged Q850 for half of cyclones with 728 
smaller convective fraction (left) and half with larger convective fraction (right). Gray lines 729 
separate the data into equal-sized partitions for WSPD and Q850 separately. The resulting set of 730 
nine quadrants make up the regions used for the partitioned analysis. 731 
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Figure 9: Cyclone-centered precipitation composites for ERAI, subset based on area-averaged 735 
WSPD and Q850 for half of cyclones with smaller convective fraction (top) and half with larger 736 
convective fraction (bottom). Black circles indicate 500 km and 1000 km radii. Values given 737 
above each panel are cyclone-averaged precipitation for 500, 1000, and 2000 km in mm day-1. 738 
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Figure 10: Summary of the WSPD/Q850 subsetting analysis for half of cyclones with smaller 742 
convective fraction (left) and half with larger convective fraction (right). The length of each bar 743 
is the 500-km cyclone-averaged precipitation rate for an individual precipitation composite from 744 
the subsetting analysis. QLO refer to the bottom row, QMID the middle row and QHI the top 745 
row. For each Q set, green corresponds to small WSPD, blue corresponds to medium WSPD, and 746 
magenta corresponds to large WSPD. Panel (a) corresponds to the top 3-by-3 set of panels in 747 
Figure 9. Panel (f) corresponds to the bottom 3-by-3 set of panels in Figure 9. 748 
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