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Abstract
A simple graph G is k-ordered (respectively, k-ordered hamiltonian), if for any sequence of k distinct vertices v1, . . . , vkof G
there exists a cycle (respectively, hamiltonian cycle) in G containing these k vertices in the speciﬁed order. In 1997 Ng and Schultz
introduced these concepts of cycle orderability and posed the question of the existence of 3-regular 4-ordered (hamiltonian) graphs
other than K4 and K3,3. Ng and Schultz observed that a 3-regular 4-ordered graph on more than 4 vertices is triangle free. We
prove that a 3-regular 4-ordered graph G on more than 6 vertices is square free,and we show that the smallest graph that is triangle
and square free, namely the Petersen graph, is 4-ordered. Furthermore, we prove that the smallest graph after K4 and K3,3 that is
3-regular 4-ordered hamiltonianis the Heawood graph. Finally, we construct an inﬁnite family of 3-regular 4-ordered graphs.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The concept of k-ordered graphs was introduced in 1997 by Ng and Schultz [8]. A simple graph G is a graph
without loops or multiple edges, and it is called hamiltonian if there exists a cycle that contains all vertices of G. In this
paper we consider only connected ﬁnite simple graphs. A simple graph G is called k-ordered (respectively, k-ordered
hamiltonian), if for any sequence of k distinct vertices v1, . . . , vk of G there exists a cycle (respectively, hamiltonian
cycle) in G containing these k vertices in the speciﬁed order. Previous results concerning cycle orderability focus
on minimum degree and forbidden subgraph conditions that imply k-orderedness or k-ordered hamiltonicity [2–4].
A comprehensive survey of results can be found in [5].
Any hamiltonian graph is necessarily 3-ordered hamiltonian as well as 3-ordered, thus we study k-orderedness
for k4. Indeed, it is easy to see that hamiltonicity is equivalent to 3-ordered hamiltonicity, and 3-cyclability to
3-orderedness (a graph is said to be 3-cyclable, if for any three vertices of the graph there exists a cycle containing
them). If G is a hamiltonian graph of order n3, then G being k-ordered hamiltonian implies that G is (k−1)-connected
(see [8]). The arguments made in [8] hold in case of k-orderedness as well, namely, if G is a graph of order n3, then
G being k-ordered implies that G is (k − 1)-connected. In particular, this implies that (G), the minimum degree of
any vertex in a k-ordered graph G, is at least k − 1.
In [8], a search for small degree 4-ordered hamiltonian graphs was conducted and an inﬁnite family of 4-regular
4-ordered hamiltonian graphs was exhibited. However, the only two 3-regular 4-ordered hamiltonian graphs found
were K4 and K3,3. In this paper we analyze the class of all 3-regular graphs with the aim of determining whether or
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not there exist other 4-ordered (and 4-ordered hamiltonian) 3-regular graphs. In Section 2 we prove that a 3-regular
4-ordered graph on more than 6 vertices is not only triangle free [8], but it is also square-free and we show that the
smallest (by the number of vertices) 3-regular triangle and square-free graph, namely the Petersen graph, is 4-ordered.
In Section 3, we exhibit a 4-ordered hamiltonian graph on 14 vertices, the Heawood graph, and show that it is the
smallest graph after K4 and K3,3 that is 3-regular and 4-ordered hamiltonian. Finally, in Section 4, we conclude
our paper by constructing an inﬁnite family of 3-regular 4-ordered graphs that we call torus-graphs (torus-graphs
can be embedded on the torus without crossing edges). Since 3-regular graphs have the lowest possible degree for
4-ordered graphs, the construction of torus-graphs answers the question of whether there are low degree 4-ordered
graphs.
2. Forbidden subgraphs and the Petersen graph
It is easy to see that no 3-regular 4-ordered hamiltonian graph on more than 4 vertices contains a triangle (see [8]).
Also, 3-regular 4-ordered graphs must be triangle free, by an analogous argument.
Theorem 2.1. A 3-regular 4-ordered graph on more than 6 vertices does not contain a square.
Proof. Suppose G is a 4-ordered graph on more than 6 vertices and it contains a square. By 4-orderedness, G is
triangle free, as noted before. If there exists a square, say with vertices a, b, c, and d (in order) such that some
pair of edges incident to opposite vertices of the square abcd do not share a vertex, then we can show that G
is not 4-ordered. Indeed, suppose without loss of generality, that the third edge incident to a is ae, that the third
edge incident to f is cf, and that e = f . In this case, there can be no cycle in G containing the vertices f , e, c,
a in this order because cf and ae cannot be edges in this cycle, which implies that ab, bc, cd, da are all edges
in this cycle, which contradicts the existence of a cycle containing vertices f , e, c, a in that
order.
We now show that K3,3 is the only 3-regular triangle-free graph containing a square such that the edges incident
to opposite vertices of any square it contains do share a vertex. Indeed, suppose H is a 3-regular triangle free graph
containing a square abcd, such that the edges incident to opposite vertices of any square it contains do share a vertex.
Then, there exists a vertex e and a vertex f such that such that be, de, af, cf are edges.As H is triangle free, it follows that
e = f . Consider the square adcf in H, and its opposite vertices d and f. By assumption, the edges incident to opposite
vertices of any square in H share a vertex, and as the degree of d is already 3, it follows that ef is an edge in H. As all
of the vertices a, b, c, d, e, f already have degree 3 it follows that H is the graph on these six vertices with edges as
described. It is easy to see that H = K3,3. 
The next two lemmas will be used to prove Theorem 2.4, in which we show that the smallest 3-regular graph that is
triangle and square free is 4-ordered. This graph is the well-known Petersen graph, see Fig. 1.
A walk is a sequence of (not necessarily distinct) vertices x1, x2, . . . , xn such that xi is adjacent to xi+1 for all
1 in − 1. The length of a walk is the number of edges in the walk. Following [6], an n-route is a vertex disjoint
walk of length n with speciﬁed initial point. A graph G is n-transitive, n1, if it has an n-route and if there is always
an automorphism of G sending each n-route into any other n-route.
Lemma 2.2 (Harary [6, p. 175]). The Petersen graph is 3-transitive.
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Fig. 1. The Petersen graph is 4-ordered (Theorem 2.4).
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The following well-known fact follows from Lemma 2.2:
Lemma 2.3. Given any two 5-cycles in the Petersen graph, there exists an automorphism that takes one of the 5-cycles
into the other.
Theorem 2.4. The Petersen graph is 4-ordered.
Proof. For conciseness we here exhibit a set of cycles, which imply the 4-orderedness of the Petersen graph. We invite
the reader to check that indeed every ordering of four vertices is present, taking into account the above two lemmas
which drastically reduce the number of orderings we must check for. For convenience we also include a complete
detailed proof of this ﬁnite calculation in the Appendix.
The necessary cycles are: f–h–j–g–b–c–d–e–a–f, f–h–c–d–e–a–b–g–i–f, f–i–d–e–a–b–c–h–f, f–h–j–e–a–b–c–d–i–f,
f–a–b–c–d–e–j–g–i–f, a–f–h–j–g–i–d–c–b–a, a–e–j–g–b–c–d–i–f–a, a–f–i–g–j–e–d–c–b–a, a–f–i–d–c–h–j–e–a,
a–b–c–d–e–j–g–i–f–a, a–b–c–d–i–f–h–j–e–a. 
3. The Heawood graph
In this section we show that the Heawood graph, the smallest 3-regular graph that is triangle, square, and pentagon
free [1, p. 42], is 4-ordered hamiltonian (Fig. 2).
Lemma 3.1 (Harary [6, p. 174]). The Heawood graph is 4-transitive.
Theorem 3.2. The Heawood graph is 4-ordered hamiltonian.
Proof. For conciseness we here exhibit a set of hamiltonian cycles, which imply the 4-ordered hamiltonicity of the
Heawood graph. We invite the reader to check that indeed every ordering of four vertices is present, taking into
account the symmetries present of the graph, which drastically reduce the number of orderings we must check for. For
convenience we also include a complete detailed proof of this ﬁnite calculation in the Appendix.
The necessary hamiltonian cycles are: a–b–c–d–e–f–g–h–i–j–k–l–m–n–a, a–b–c–d–e–f–g–h–i–j–k–l–m–n–a,
a–b–g–h–i–j–k–f–e–d–c–l–m–n–a,a–b–c–l–m–n–e–d–i–h–g–f–k–j–a,a–b–g–f–e–n–m–h–i–d–c–l–k–j–a,a–b–g–h–i–
j–k–f–e–d–c–l–m–n–a, a–b–c–d–e–f–g–h–i–j–k–l–m–n–a, a–j–k–f–e–d–i–h–g–b–c–l–m–n–a, a–n–e–f–k–l–m–h–g
–b–c–d–i–j–a,a–j–k–l–c–b–g–f–e–d–i–h–m–n–a,a–n–e–f–k–l–m–h–g–b–c–d–i–j–a,a–j–i–h–m–l–k–f–g–b–c–d–e–n–
a, a–j–k–l–m–h–i–d–c–b–g–f–e–n–a, a–j–k–f–e–d–i–h–g–b–c–l–m–n–a, b–c–l–m–n–a–j–k–f–e–d–i–h–g–b, b–g–f–k
–j–a–n–e–d–i–h–m–l–c–b, b–g–h–i–j–a–n–m–l–k–f–e–d–c–b, b–c–d–e–f–g–h–i–j–k–l–m–n–a–b, b–g–f–e–d–i–h–m–
n–s–j–k–l–c–b, b–c–d–e–n–m–l–k–f–g–h–i–j–a–b, b–c–d–e–f–g–h–i–j–k–l–m–n–a–b, b–a–j–k–f–g–h–i–d–e–n–m–l–
c–b, b–a–n–m–h–g–f–e–d–i–j–k–l–c–b. 
Theorem 3.3. The Heawood graph is the graph on the fewest vertices, after K4 and K3,3, that is 3-regular 4-ordered
hamiltonian.
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Fig. 2. The Heawood graph is 4-ordered hamiltonian (Theorem 3.2).
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Fig. 3. There is no hamiltonian cycle containing vertices a, e, d, j in this order.
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Fig. 4. There is no hamiltonian cycle containing vertices a, e, c, g in this order.
Proof. The only 3-regular 4-ordered hamiltonian graphs on fewer than 7 vertices are K4 and K3,3, [8]. By [8] and
Theorem 2.1, all 3-regular 4-ordered hamiltonian graphs on more than 6 vertices are both triangle and square free. The
smallest such 3-regular graph is the Petersen graph on 10 vertices, and it is not hard to see that it is the only 3-regular
triangle- and square-free graph on 10 vertices. As it is not hamiltonian, it is not 4-ordered hamiltonian either. Since a
3-regular graph has even number of vertices, the only possibility for a 3-regular 4-ordered hamiltonian graph on fewer
than 14 vertices is a 3-regular graph on 12 vertices that is triangle and square free.
As square-freeness of a graph G on at least 10 vertices is equivalent to each vertex of G having 6 vertices at distance 2,
it follows given any triangle- and square-free graph G on at least 10 vertices and an arbitrary vertex v of G, the induced
subgraph of G on v and the vertices that are at distance 1 and 2 from v contains the tree T on 10 vertices with 6 leaves,
such that all 4 non-leaf vertices have degree 3. Since T has 10 vertices, only two vertices have to be added to obtain
a 3-regular triangle- and square-free graph on 12 vertices. It is not hard to see that there are only two non-isomorphic
3-regular graphs on 12 vertices that are triangle free and square free (Figs. 3,4).
We now show that neither of the two triangle- and square-free 3-regular graphs on 12 vertices are 4-ordered hamilto-
nian, completing the proof. In fact, it is not hard to see that there is no hamiltonian cycle containing vertices a, e, d, j
in this order in the graph in Fig. 3. Also, it is not hard to see that there is no hamiltonian cycle containing vertices
a, e, c, g in this order in the graph in Fig. 4.
4. A Family of 4-ordered 3-regular graphs
In this section we introduce an inﬁnite family of 3-regular 4-ordered graphs that answers the question of the existence
of an inﬁnite family of low degree 4-ordered graphs. These graphs, which we will refer to as torus-graphs, are similar
to the Heawood graph in that they have girth 6, and just as the Heawood graph can be embedded on the torus, they too
can be embedded in the torus. A general torus-graph is shown in Fig. 5. The dashed lined signify that there are more
hexagons in each of the three rows, and we will always assume we have sufﬁciently many hexagons in each row. The
labelings a, b, c, . . . , k, l show which vertices are identiﬁed.
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Fig. 5. The torus-graphs. Note that the vertices with the same names are identiﬁed, and consequently l3 is both the bottom and the top line.
Theorem 4.1. The torus-graphs presented in Fig. 5 are 3-regular 4-ordered graphs for long enough rows.
Proof. Denote byTm the torus-graph containing 6m vertices. The vertices ofTm can be partitioned into m disjoint
sets of 6 vertices, all sets having vertices with respective positions as {a, b, c, d, e, f }. We show below that ifT4 is
4-ordered, then so is Tm for any m4. In fact, if m> 4 we can assume without loss of generality that none of the
four vertices in speciﬁed order are from {k, l,m, n, o, p}. Now, delete edges kn,mp, ol and identify the vertex pairs l
and j, d and n, b and p, and contract the two edges lying between the vertex pairs. This way we obtain fromTm the
smaller torus-graph Tm−1 and it is straightforward to see that if for any four vertices in a speciﬁed order in Tm−1
there is a cycle containing them in this order, then for any four vertices in a speciﬁed order in Tm there is a cycle
containing them in this order. Thus, to complete the proof of the theorem it remains to show thatT4 is a 4-ordered
graph. This is a ﬁnite calculation that can be checked by computer or hand, as those ﬁnite calculations in theAppendix,
and we omit it. However, we invite the interested reader to check the details of this calculation, or read in full detail at
http://web.mit.edu/karola/www/papers/3-regular_4-ordered.pdf. 
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Appendix A. Some ﬁnite calculations
In this section we provide the detailed proofs of Theorems 2.4 and 3.2 for the interested reader.
Theorem 2.4. The Petersen graph is 4-ordered.
Proof. Consider the Petersen graph as shown in Fig. 1, and consider 4 vertices v1, v2, v3, v4 speciﬁed in order in the
Petersen graph. We consider three cases depending on how the 4 vertices are distributed: either all 4 speciﬁed vertices
are among vertices a, b, c, d, e, or 3 of them are from a, b, c, d, e, or 2 of them are from a, b, c, d, e. Call the cycle
containing the vertices a, b, c, d, e the outer cycle, and the cycle containing the vertices f, h, j, g, i the inner cycle of
the Petersen graph.
Consider the case when there are 3 vertices speciﬁed on the outer cycle, and 1 vertex speciﬁed on the inner cycle.
Without loss of generality, the vertex on the inner cycle can be speciﬁed to be the ﬁrst vertex, v1, and the 3 vertices
speciﬁed on the outer cycle the second, third, and forth, v2, v3, v4. We now show that in this case regardless of exactly
which 4 vertices v1, v2, v3, v4 are, there is a cycle containing them in this order.
Let x2 and x4 be the vertices on the inner cycle that are adjacent to v2 and v4, respectively. Go from v1 on the
inner cycle f–h–j–g–i until x2, without meeting x4. Then go from x2 to v2, and from v2 go to v3 and then to v4 on the
outer cycle a–b–c–d–e. From v4 go to x4 and then to v1 without meeting x2. This completes the cycle that contains
v1, v2, v3, v4 in this order.
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Thus, by Lemma 2.4, if there are exactly 3 of the 4 speciﬁed vertices on any 5-cycle in the Petersen graph, then we
have a cycle containing the 4 vertices in the speciﬁed order.
This observation makes it unnecessary to check the case of all 4 vertices being among vertices a, b, c, d, e, as in this
case there is a 5-cycle containing exactly 3 of the speciﬁed vertices. Furthermore, in the case that 2 of the speciﬁed
vertices are from a, b, c, d, e, and 2 from f, g, h, i, j it sufﬁces to consider the case when these 4 vertices are in relative
positions as a, c, i, j since in all other cases there is a 5-cycle containing 3 of the speciﬁed vertices. For these remaining
cases, one can easily ﬁnd a cycle containing the vertices no matter how we specify their order. 
Now we show the details of the proof of Theorem 3.2. From Lemma 3.1 we get the following well-known fact.
Corollary 6.1. The diameter of the Heawood graph is 3. Furthermore, if two vertices X and Y of the Heawood graph
are at distance 3, then there are two disjoint paths of length 3 between X and Y.
Proof. Take any vertex v in the Heawood graph. Observe that in order to prove that the diameter is 3, it sufﬁces to
check that all vertices are at distance less than 4 from v and there is a vertex at distance 3 from v, which is easily done.
In order to show that if two vertices X and Y of the Heawood graph are at distance 3, then there are two disjoint paths
of length 3 between X and Y, it sufﬁces to ﬁnd two vertices X and Y at distance 3 with two disjoint paths between them,
say P1 and P2, which is easily done. Then, by applying Lemma 3.1 the claim follows for any two vertices X′ and Y ′
at distance 3. 
Theorem 3.2. The Heawood graph is 4-ordered hamiltonian.
Proof. We will consider cases depending on the distances between the 4 speciﬁed vertices v1, v2, v3, v4. We denote
the distance between vertices x and y by d(x, y).
Case 1: Some 2 of the 4 speciﬁed vertices are at distance 1. Without loss of generality these are either v1 and v2 or
v1 and v3.
Case 1.1.1: d(v1, v2) = 1, d(v2, v3) = 1. By Lemma 3.1, we can suppose without loss of generality that v1, v2, v3
are, respectively, a, b, c. In this case wherever v4 is, it is clear that a–b–c–d–e–f–g–h–i–j–k–l–m–n–a is the desired
hamiltonian cycle.
Case 1.1.2: d(v1, v2) = 1, d(v2, v3) = 2, and there is a length 2 path from v2 to v3 not containing v1. By Lemma
3.1, we can suppose without loss of generality that v1, v2, v3 are, respectively, a, b, d. In the case v4 = c, it is clear
that a–b–c–d–e–f–g–h–i–j–k–l–m–n–a is the desired hamiltonian cycle. In case v4 = c, the desired hamiltonian cycle
is a–b–g–h–i–j–k–f–e–d–c–l–m–n–a.
Case 1.1.3: d(v1, v2) = 1, d(v2, v3) = 2, and there is no length 2 path from v2 to v3 not containing v1. We
can suppose that v1, v2, v3 are, respectively, a, b, n. In the case v4 = c,m, l, the desired hamiltonian cycle is
a–b–c–l–m–n–e–d–i–h–g–f–k–j–a. In the case v4 = c or v4 =m or v4 = l, the desired hamiltonian cycle is a–b–g–f–e–
n–m–h–i–d–c–l–k–j–a.
Case 1.1.4: d(v1, v2) = 1, d(v2, v3) = 3. By Corollary 3.2 there is a length 3 path from v2 to v3 not containing v1.
Thus, by Lemma 3.1 we can suppose that v1, v2, v3 are, respectively, a, b, e.
In the case v4 = f, g, h, i, j, k, the desired hamiltonian cycle is a–b–g–h–i–j–k–f–e–d–c–l–m–n–a. Clearly, in the
case v4 is f, g, h, i, j, or k the desired hamiltonian cycle is a–b–c–d–e–f–g–h–i–j–k–l–m–n–a.
Case 1.2.1: d(v1, v3) = 1, d(v3, v4) = 1. We can suppose by Lemma 3.1 that v1, v3, v4 are, respectively, a, b,
c. If v2 = d, e, f, g, h, i, j , or k, the desired hamiltonian cycle is a–j–k–f–e–d–i–h–g–b–c–l–m–n–a. On the other
hand, if v2 = l or v2 = m, according to Lemma 3.1 this is the same as if v1, v2, v3, v4, are, respectively, a, d, b, c
or a, e, b, c; thus this is also covered by the previous case. Finally, if v2 = n, then the desired hamiltonian cycle is
a–n–e–f–k–l–m–h–g–b–c–d–i–j–a.
Case 1.2.2: d(v1, v3)=1, d(v3, v4)=2, and there is a length 2 path from v3 to v4 not containing v1.We can suppose that
v1, v3, v4 are, respectively, a, b, d. In the case v2=c, the desired hamiltonian cycle is a–j–k–l–c–b–g–f–e–d–i–h–m–n–a.
In the case v2 = c, i, j , the desired hamiltonian cycle is a–n–e–f–k–l–m–h–g–b–c–d–i–j–a. In the case v2 = i or v2 = j
the desired hamiltonian cycle is a–j–i–h–m–l–k–f–g–b–c–d–e–n–a.
Case1.2.3:d(v1, v3)=1,d(v3, v4)=2, and every length 2path fromv2 tov3 containsv1.Wecan suppose thatv1, v3, v4
are, respectively, a, b, n. In the case v2 = e, f, g, the desired hamiltonian cycle is a–j–k–l–m–h–i–d–c–b–g–f–e–n–a.
In the case v2 = e or v2 = f or v2 = g, the desired hamiltonian cycle is a–j–k–f–e–d–i–h–g–b–c–l–m–n–a.
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Case 1.2.4: d(v1, v3) = 1, d(v3, v4) = 3. By Corollary 6.1 there is a path from v3 to v4 not containing v1. Thus,
we can suppose that v1, v3, v4 are, respectively, a, b, e. Applying Lemma 3.1 to 3-routes b–a–n–e and a–b–c–d, we
can identify this case with v3, v1, v4 being a, b, d, respectively. If v2 = c, l,m, or n, the desired hamiltonian cycle is
b–c–l–m–n–a–j–k–f–e–d–i–h–g–b. If v2 = f, g, j , or k the desired hamiltonian cycle is b–g–f–k–j–a–n–e–d–i–h–m–l–
c–b. The remaining cases that we have to consider are when v2 = e, h, or i. As a–b–c–d–e and a–b–c–d–i are both
4-routes, by Lemma 3.1 it sufﬁces to consider only the cases when v2 =h or v2 = i. In this case the desired hamiltonian
cycle is b–g–h–i–j–a–n–m–l–k–f–e–d–c–b.
Case 2: No 2 of the 4 speciﬁed vertices are at distance 1. As the diameter is 3, the possible distances are 2 and 3.
Case 2.1: d(v1, v2) = d(v1, v3) = d(v1, v4) = 2. Without loss of generality we can assume that either v4, v1, v2 are
n, b, d or v4, v1, v2 are l, b, d.
In the case v4, v1, v2 are n, b, d, as no two of the four speciﬁed vertices are at distance 1, v3 = a, c; and thus the
desired hamiltonian cycle is b–c–d–e–f–g–h–i–j–k–l–m–n–a–b.
In the case v4, v1, v2 are l, b, d, as no two of the four speciﬁed vertices are at distance 1, v3 = a, c,m; and thus
if v3 = n the desired hamiltonian cycle is b–c–d–e–f–g–h–i–j–k–l–m–n–a–b. If v3 = n, then the desired hamiltonian
cycle is b–g–f–e–d–i–h–m–n–s–j–k–l–c–b.
Case 2.2: Some 2 vertices are at distance 2 from v1, and 1 is at distance 3. The case when v2 and v4 are at distance 2
from v1 can be solved analogously to Case 2.1. Consider the case d(v1, v2)= d(v1, v3)= 2 and d(v1, v4)= 3. Without
loss of generality, either v3, v1, v2 are n, b, d or v3, v1, v2 are l, b, d. In the case v3, v1, v2 are n, b, d, the only possibility
for v4 is k, and the desired hamiltonian cycle is b–c–d–e–n–m–l–k–f–g–h–i–j–a–b. In the case v3, v1, v2 are l, b, d, then
all the points that are distance 3 from v1 would be at distance 1 from some of the vertices v2 or v3, contradicting our
assumption.
Case 2.3: Some 2 vertices are at distance 3 from v1, and the remaining vertex is at distance 2.We can suppose without
loss of generality that either d(v1, v2) = 2, or d(v1, v3) = 2.
If d(v1, v2)=2, suppose v1, v2 are b, d.As the 4 vertices at distance 3 from b are e, i, k, m and d(v2, e)=1, d(v2, i)=1,
we have that {v3, v4}= {k,m}. If v4 = k and v3 =m, then the desired hamiltonian cycle is b–c–d–e–n–m–l–k–f–g–h–i–
j–a–b, whereas if v3 = k and v4 = m, then the desired hamiltonian cycle is b–c–d–e–f–g–h–i–j–k–l–m–n–a–b.
If d(v1, v3)= 2, suppose v1, v3 are b, d. By an analogous argument as above {v2, v4}= {k,m}. If v2 = k and v4 =m,
then the desired hamiltonian cycle is b–a–j–k–f–g–h–i–d–e–n–m–l–c–b, whereas if v4 = k and v2 =m, then the desired
hamiltonian cycle is b–a–n–m–h–g–f–e–d–i–j–k–l–c–b.
Case 2.4: Suppose that all 3 points are at distance 3 from v1. Without loss of generality, let v1 = B. The distance 3
vertices from v1 are E, I, K, M and regardless of which 3 of these we choose for v2, v3, v4, there will be two at distance
2. However, as the choice of v1 was without loss of generality in all previous cases, this case cannot occur. 
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