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El objetivo de este Trabajo Final de Carrera ha sido la realización de una 
aplicación que permita ver una conferencia online desde cualquier equipo de 
una intranet.  El proyecto está compuesto por una parte de vídeo y otra la 
imagen de la presentación del ponente. 
 
Teniendo en cuenta esta situación se ha tratado de buscar una solución que 
tenga unos altos niveles de calidad tanto en el vídeo como en las imágenes y a 
la vez que sea de fácil manejo tanto para la persona encargada de llevar a cabo 
la e-conference como para los usuarios que la utilizan y así proporcionar mayor 
satisfacción al usuario final. 
 
El streaming es una de las maneras más conocidas para pasar vídeo a través 
de la red.  Es por eso que se ha elegido esta manera para difundir las sesiones 
a través de la red.  Las imágenes en cambio debido a su poca capacidad son 
cargadas sobre la web cada vez que hay un cambio en la presentación. 
 
La codificación del video se lleva a cabo con codecs propietarios incorporado en 
el mismo software encargado de la emisión del stream a través de la red, 
utilizando una emisión multicast debido a las ventajas que ello representa y las 
posibilidades que conlleva emitir solo para una intranet. 
 
Esta aplicación es una solución práctica y de calidad sin tener que llevar a cabo 
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The scope of this Final Career Work has been the accomplishment of an 
application that allows to see an on-line conference from any equipment of an 
intranet. This work is composed on the one hand by video and on the other by 
the images of the speaker’s presentation. 
 
Considering this, the purpose has been to look for a solution that reachs high 
quality levels both for the video and for the images and, at the same time, get 
an easy handling tool as for the person in charge of the e-conference as for the 
users  that can use it, and on this way provide greater satisfaction to the final 
user. 
 
Streaming is one of the best known ways to pass video across the net. That is 
because it has been choosen to spread the sessions through the network. 
However, images due to their few capacity are loaded on the web whenever 
there is a change in the presentation 
 
The codification of the video is carried outv with owners codecs incorporated in 
the same software in charge of the emission of stream across the net using a 
multicast emission due to the advantages that it represents and the possibilities 
that bears to cast just for an intranet. 
 
This is a practical and higher quality solution that does not involve a great 
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INTRODUCCIÓN        
   
La moderna tecnología digital permite que diferentes sectores, como por 
ejemplo el de las telecomunicaciones, datos, radio y televisión se fusionen en 
uno solo.  Esta circunstancia, conocida comúnmente como convergencia, está 
ocurriendo a escala global y está cambiando drásticamente la forma en que se 
comunican tanto las personas como los dispositivos.  En el centro de este 
proceso, formando la red troncal y haciendo posible la convergencia, están las 
redes IP.   
 
El objetivo de este proyecto es diseñar una aplicación multimedia para 
poder acceder,  a través de la intranet de una empresa o escuela, a una sesión 
que contenga audio, video e imágenes normalmente procedentes de 
presentaciones power point. 
 
Cada vez el número de sesiones, presentaciones, conferencia o clases 
online aumenta y es necesario tener herramientas fáciles de manejar y rápidas 
de usar para que estas sesiones se puedan ver desde otro punto de la 
empresa o de una escuela sin necesidad de grandes cambios o grandes 
conocimientos informáticos por parte de los usuarios. 
 
Al tratar este proyecto del diseño de una aplicación compuesta por 
elementos multimedia nos centraremos en ellos, ya que a medida que ha ido 
aumentando la potencia de los equipos, esa potencia se ha destinado a la 
ejecución de aplicaciones multimedia más complejas en el PC.   
 
En la actualidad, las aplicaciones multimedia se diseñan para usarse en 
la red.  Las aplicaciones de transmisiones de sucesos de audio y vídeo 
grabados o en directo son solo dos de las muchas aplicaciones que se 
combinan en las redes y tecnologías multimedia.  Sin embargo, la transferencia 
de archivos completos se traduce en tiempos de transferencia muy largos y la 
imposibilidad de ver y escuchar en tiempo real. 
 
Las redes actuales están diseñadas para transmitir datos (como 
archivos) de forma confiable desde un punto a otro.  El uso de tecnología 
multimedia impone nuevas exigencias a la red.   
 
En primer lugar, cierto tipo de datos, como el audio y video, no tolera 
retrasos en la entrega.  Una red cuya tarea básica sea mover archivos de un 
lugar a otro puede transmitir paquetes de datos a una velocidad variable; si 
parte de un archivo llega lentamente o desfasado, no pasa nada.  En cambio, 
en una transmisión multimedia, es necesario que los paquetes de datos lleguen 
al cliente a tiempo y en el orden correcto. Los protocolos en tiempo real y las 
garantías de calidad de servicio presentes en la red abordan este problema.   
 
En segundo lugar, la transmisión multimedia requiere que se 
retransmitan grandes cantidades de datos a través de la red y, en 
consecuencia, se utiliza una mayor proporción de ancho de banda de la red 
que en las operaciones de red básicas, como la transferencia de archivos.    
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 El método ideal para enviar archivos multimedia sería generar un flujo de 
vídeo a través de Internet desde el servidor al cliente en respuesta a una 
solicitud del mismo.  El cliente reproduce el flujo entrante en tiempo real a 
medida que va recibiendo los datos. 
 
 El vídeo transmitido sobre redes de paquetes funcionando al “mejor 
esfuerzo” tiene complicaciones debidas a factores como el desconocimiento y 
la variación en el tiempo del ancho de banda, demoras, pérdidas de datos y 
otros como el compartir los recursos de la red eficientemente y la realización 
eficiente de comunicación entre un punto y varios puntos. 
 
 El presente proyecto se basa en diseñar una aplicación multimedia para 
transmitir video e imágenes procedentes de la presentación que se esté 
utilizando en directo.  El proyecto también incluye el estudio de la captura y 
almacenaje para difundirlo en directo y se pueda ver en una aplicación web.  La 
selección de los componentes que se integrarán en la red, el software de 
compresión y difusión del contenido multimedia. 
 
 Una de las premisas de este proyecto es la calidad de las imágenes 
tanto del vídeo como de la presentación que conforman el diseño de la 
aplicación.   
 
En el mercado existen softwares, aunque no en directo, que combinan 
video y presentaciones pero con una calidad que dependiendo para el uso que 
se le quiera dar no sería aceptable.  También existen empresas que ofrecen 
este servicio de streaming de vídeo con imágenes de presentaciones pero el 
coste es elevado. 
 
Concepto 128 kbps 256 kbps 512 kbps 
25 conexiones simultaneas 240 € / mes 480 € / mes 960 € / mes 
50 conexiones simultaneas 480 € / mes 960 € / mes 1920 € / mes 
100 conexiones simultaneas 960 € / mes 1920 € / mes 3840 € / mes 
 
Fig. 1. Ejemplo de tarifas para la transmisión de video. 
 
 
 El diseño de la aplicación se compone de dos partes, una es la parte del 
vídeo y la otra es la parte de la presentación.   
 
 En la parte del vídeo el problema que hay es la compresión.  Si se quiere 
calidad va en contraposición del volumen que ocupa, como se está hablando 
de una difusión de datos a través de una red, existen limitaciones de ancho de 
banda.  Por eso es importante la elección de los codecs ya que son los 
encargados de que haya más o menos compresión y calidad.  Aunque hoy en 
día hay codecs que comprimen mucho obteniendo video de una excelente 
calidad. 
 
 Por otro lado está el problema de las imágenes, normalmente en formato 
power point,  estás imágenes hay que capturarlas para difundirlas en directo.   
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Existen softwares en el mercado que capturan estas presentaciones con 
sus intervalos correspondientes entre imagen e imagen pero estos programas 
no difunden en directo estas capturas sino que una vez acabada la 
presentación se crea una carpeta con todos los intervalos de la presentación.   
 
 El problema de las imágenes se ha abordado decidiendo hacer una 
captura cada vez que se cambie de transparencia, teniendo la opción de 
capturar cada x segundos y cambiar la imagen de la aplicación multimedia 
cada vez que se haya programado el tiempo de actualización. 
  
Al final del proyecto lo que se consigue es el diseño de una aplicación 
multimedia en la cual aparece el vídeo de la sesión en directo y la imagen de la 
presentación del ponente también en directo, cumpliendo así el objetivo inicial 
del proyecto. 
   
 El proyecto está estructurado de la siguiente manera.  En primer lugar 
una explicación de las características de las redes IP, lugar donde se utiliza la 
aplicación.    Seguido de los tipos de compresión y protocolos utilizados en la 
transmisión de audio/vídeo por la red como RTSP y RTP.   
 
Después se analiza la manera de enviar el vídeo en directo a través de 
la red, el streaming, donde se entrará en detalle de los tipos, protocolos y 
creación del streaming, unicast y multicast.   
 
Llegando al estudio de la arquitectura de codecs propietario de Quick 
Time, RealNetworks y Windows Media.     
 
Los sistemas de difusión de sesiones lectivas en red.  En el proyecto se 
detallan los sistemas de difusión de video y de imágenes, donde se describe el 
escenario en el que se han realizado las pruebas, las opciones elegidas de los 
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1. DIFUSIÓN DE CONTENIDOS MULTIMEDIA EN REDES 
IP. 
 
Internet se ha convertido en el factor más significativo que guía el 
proceso de convergencia.  Esto es debido principalmente al hecho de que el 
conjunto de protocolos de Internet se ha erigido como un estándar utilizado en 
casi cualquier servicio.  Están compuestos principalmente por el protocolo de 
red IP, y el protocolo de control del transporte TCP.   
 
 
1.1. Redes IP. 
 
Una red IP son redes que utilizan los protocolos TCP/IP para su 
funcionamiento.  La familia de protocolos TCP/IP permite la comunicación entre 
diferentes tipos de ordenadores con independencia del fabricante, red a la que 
se encuentren conectados y sistemas operativos utilizados. 
 
Las redes IP se caracterizan por haber sido construídas siguiendo un 
esquema de capas (layers).  Cada capa es la responsable de cada una de las 
diferentes facetas de la comunicación.   
 
 
1.2. Aplicación, transporte, red y enlace. 
 
La capa de enlace, también denominada la capa de datos, incluye los 
mecanismos que permiten al sistema operativo enviar y recibir información a 
través de la red a la que se encuentra físicamente conectado (Ethernet, 
RDSI…). 
 
La capa de red también denominada capa de Internet es la encargada 
de mover los paquetes de información a través de las diferentes redes para 
llegar a su destino.  En esta capa encontramos los protocolos de más bajo 
nivel, destacando el IP. 
 
La capa de transporte es la encargada de proporcionar un flujo de datos 
entre dos ordenadores.  Este flujo de datos puede ser fiable (TCP) o no fiable 
(UDP). 
 
La capa de aplicacion es la encargada de manejar los detalles 
particulares relativos a las diferentes aplicaciones que utilizará el usuario. 
 
Este sistema permite una independencia entre las diferentes capas y 
obliga a que la comunicación entre dos ordenadores se realice mediante una 
comunicación entre las capas del mismo nivel de los dos ordenadores.  La 
comunicación en Internet se produce mediante el intercambio de paquetes de 
información entre los distintos ordenadores.  Estos paquetes de información 
(también denominados datagramas) viajan por los diferentes routers que están 
conectados a Internet hasta que alcanzan su objetivo o son descartados por 
algún motivo. 
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1.3. Protocolo de Internet. 
 
El protocolo de Internet es el protocolo de comunicación de red principal.  Los 
otros protocolos de la capa de red sirven para el control de los routers o 
enrutadores de la red y para configurar las conexiones.  El IP tiene un 
inconveniente; es un sistema de entrega poco fiable. 
 
- La latencia de la red es variable. 
- Los paquetes pueden llegar en un orden diferente al orden de 
transmisión. 
- Los paquetes se pueden perder. 
 
 
1.4. Protocolo TCP. 
 
Los problemas mencionados en el apartado 1.3. son corregidos por las 
aplicaciones y protocolos de capas altas.  El más conocido, se encuentra en la 
capa de transporte.   El protocolo de Control de Transporte (TCP). 
 
Una de las grandes fuerzas del TCP es su fiabilidad.  La protección 
contra el error que lleva incorporada, hacen de él un protocolo excelente para 
la entrega de datos de propósito general, pero la forma en la que se 
implementa demuestra que es una desventaja para las aplicaciones de 
streaming.   
 
 
1.5. Redes de conmutación de paquetes y de conmutación de 
circuitos. 
 
Un atributo fundamental que afecta el diseño del sistema de streaming 
es si la red es de conmutación de circuitos o de paquetes.  Las redes de 
conmutación de paquetes como Ethernet e Internet son redes compartidas 
donde los paquetes de datos pueden presentar demoras variables, llegar fuera 
de orden o directamente no llegar.  Por otro lado, las redes de conmutación de 
circuitos como la RTC (red telefónica) reservan recursos y los datos tienen 
demoras fijas, llegan en orden, aunque pueden llegar corruptos. 
 
Los últimos avances en capacidad de procesamiento, tecnologías de 
compresión y dispositivos de almacenamiento con gran ancho de banda han 
permitido hacer una realidad la entrega de servicios multimedia en tiempo real 
sobre Internet.  El transporte de vídeo en vivo o almacenado previamente es la 
parte más importante de estos servicios multimedia.   
 
 
1.6. Arquitectura de los sistemas de vídeo streaming. 
 
Un sistema de vídeo streaming consta de siete bloques que se muestran 
en la figura.1.1.  Los datos de vídeo y audio en bruto son pre-comprimidos por 
compresión de vídeo y de audio y luego guardados en dispositivos de 
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almacenamiento.  A petición del cliente, el servidor de streaming recupera 
datos de audio/vídeo del almacenamiento y el módulo de control de QoS y 
capa de aplicación adapta los flujos de bits al estado de la red y los 
requerimientos de QoS.   
 
Después los protocolos de transporte convierten los flujos de bits 
comprimidos en paquetes y envían estos sobre Internet o redes IP. 
 
Puede ocurrir que haya paquetes descartados o con retardos 
significativos debido a la congestión.  En Internet se utilizan servicios continuos 
de distribución de medios para mejorar la calidad de la transmisión.  Para 
conseguir una sincronización entre el audio y el vídeo se requieren 





Fig.1.1.  Bloques sistema de vídeo streaming. 
 
 
 Estos bloques se pueden resumir en cuatro componentes: 
 
• Captura y codificación/compresión. 
 
• Prestación de servicio. 
 
• Distribución y entrega. 
 
• Reproductor. 
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1.7. Compresión de vídeo. 
 
Dado que el vídeo en bruto requiere un ancho de banda considerable se 
hace necesario realizar una compresión del mismo previa a la transmisión a los 
efectos de lograr eficiencia ya que el medio donde se quiere aplicar este 
proyecto no permite grandes anchos de banda.   
 
La compresión de vídeo se consigue mediante la explotación de las 
semejanzas o redundancias que existen en una señal de vídeo típica.  Los 
cuadros consecutivos de una secuencia de vídeo exhiben redundancia 
temporal dado que generalmente contienen los mismos objetos con algún 
pequeño movimiento entre cuadros.  En un cuadro en particular encontraremos 
redundancia espacial, dado que las amplitudes de los píxeles cercanos 
generalmente están correlacionadas.   
 
Otra meta de la compresión de vídeo es reducir la información irrelevante 
en la señal de vídeo.  Esto significa que el sistema codificará características 
que tengan importancia perceptiva y no gastará valiosos bits en información 
que no pueda ser percibida o que sea irrelevante. 
 
 
1.7.1. Codificación escalable del vídeo. 
 
Los métodos de codificación basados en el contenido y en la forma de onda 
buscan optimizar la eficiencia del proceso de codificación para un bit rate fijo.  
Esto es un problema cuando múltiples usuarios intentan acceder al mismo 
material de vídeo a través de diferentes conexiones.  Por ejemplo, un vídeo 
codificado a 1,5 Mbps puede ser bajado en tiempo real para su visualización en 
un terminal conectado con banda ancha, pero no un terminal conectado a 56 
Kbps porque no podrá recibir suficientes bits a tiempo como para mostrar la 
secuencia en tiempo real. 
 
La escalabilidad se refiere a la capacidad de recuperar información desde 
imágenes o vídeo que tengan un significado físico mediante la decodificación 
de secuencias de bits con información parcial.  Si el vídeo es escalable, el 
usuario conectado mediante banda ancha vería el vídeo a la calidad completa 
mientras que el que se conecta a 56 Kbps podrá bajar un subconjunto de la 
secuencia y verá una presentación de menor calidad.  Un flujo escalable puede 
ofrecer la capacidad de adaptación para niveles de error variable en el canal y 
capacidad de procesamiento desigual en los receptores.  Los avances hacia la 
convergencia de tecnologías inalámbricas, Internet y multimedia le dan a la 
escalabilidad un rol preponderante para proporcionar acceso al medio sin 
importar desde donde se hace la conexión. 
 
Los codificadores escalables pueden tener granulado grueso o granulado 
fino.  Cuantos más bits se retengan, mayor será la calidad de la imagen 
reconstruida. 
 
La codificación escalable se consigue usualmente suministrando versiones 
múltiples de un vídeo en términos de su resolución de amplitud, resolución 
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espacial, resolución temporal, resolución en frecuencia o una combinación de 
estos tipos. 
 
Este tipo de codificación es efectivo en redes como en las que se estudia 
aplicar este proyecto ya que hay usuarios con diferentes anchos de banda y 
esta codificación permite que se pueda visualizar la sesión con diferentes 
calidades dependiendo de la conexión de usuario. 
 
 
1.7.2.   Escalabilidad SNR. 
   
La escalabilidad de la calidad se define como la representación de una 
secuencia de vídeo con diferente precisión en los patrones de color.  
Generalmente esto se obtiene codificando los valores de color con tamaños de 
pasos de cuantificación cada vez más finos.  Dado que la diferente precisión en 
la cuantificación origina diferente SNR de pico entre el vídeo cuantificado y el 
original, este tipo de escalabilidad se conoce como escalabilidad SNR. 
 
El decodificar la primera capa provee una versión de baja calidad de la 
imagen reconstruida.  Al decodificar las capas siguientes se incrementa la 
calidad de la imagen reconstruida hasta el nivel más alto.  La primera capa es 
obtenida al aplicar un cuantificado grueso a la imagen original o en su dominio 
de transformada.  La segunda capa contiene la diferencia de cuantificación 
entre la imagen original y aquella reconstruida desde la primera capa usando 
un cuantificador más fino que el de la capa inicial. 
 
De la misma forma, cada una de las capas subsiguientes contiene 
diferencias cuantificadas entre la imagen original y la reconstruida de las capas 
anteriores utilizando un cuantificador cada vez más fino. 
 
 
1.7.3.   Escalabilidad espacial. 
 
La escalabilidad espacial se define como la representación del mismo 
vídeo en diferentes resoluciones espaciales o tamaños.  Decodificando la 
primera capa, el usuario puede mostrar una versión preliminar de la imagen 
decodificada en una resolución inferior.  Al decodificar las capas subsiguientes 
se incrementa la resolución espacial hasta llegar a la resolución completa de la 
imagen original. 
 
Para producir este flujo de datos estratificado primero debe realizarse 
una descomposición de la imagen original en múltiples resoluciones.  La 
imagen de resolución menor es codificada directamente para producir la 
primera capa.  Para producir la segunda capa, la imagen decodificada desde la 
primera capa es interpolada a la segunda resolución.  La diferencia entre la 
imagen original y la interpolada a la resolución de la segunda capa es 
codificada.  El flujo de bits para cada una de las siguientes resoluciones es 
producido de la misma forma (primero producir una imagen estimada a la 
resolución que corresponda basada en las capas anteriores y luego codificar la 
diferencia entre la imagen estimada y la original). 
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1.7.4.   Escalabilidad temporal. 
 
La escalabilidad temporal se define como la representación del mismo 
vídeo en diferentes resoluciones o frames rates.  Generalmente el vídeo 
escalado temporalmente se codifica haciendo uso de imágenes sobre-
muestreadas temporalmente desde una capa inferior como predicción para una 
capa superior.   
 
El diagrama de bloques es similar que el utilizado para el escalado 
espacial.  La única diferencia es que el codificador escalado espacialmente 
utiliza sub-muestreado y sobre-muestreado espacial mientras que el escalado 
temporalmente varía el muestreado en el tiempo.   
 
La forma más simple de realizar sub-muestreado temporal es saltándose 
cuadros.  El sobre-muestreado temporal se puede conseguir mediante la copia 
de cuadros.  En este caso la capa base sólo contiene los cuadros pares y la 
capa de mejoramiento los impares.  Para la compensación de movimiento, un 
cuadro de la capa base sólo puede predecirse desde cuadros anteriores de la 
capa base, y los de la capa de mejoramiento sólo podrán predecirse de los 
anteriores de esta capa. 
 
 
Fig.1.2.  Escalabilidad temporal 
 
 
1.8. Streaming versus descarga. 
 
La descarga era la forma normal de recibir archivos sobre Internet.  
Solemos pedir una página web y después esperar un periodo indeterminado 
mientras todos los archivos de la página se descargan al navegador web para 
representarlos.  La rellamada de una página no supone requerimientos 
especiales para una red de banda ancha.  Una red de gran ancho de banda 
permitirá una entrega rápida.   
 
En el caso de la descarga y reproducción, ese es el caso de la descarga 
de una página web, se hará el máximo esfuerzo por descargar tan rápido como 
el canal IP lo permita.  Por lo tanto, un clip de 30 segundos codificado a 56kbps 
tardará al menos 1 minuto sobre un módem por línea telefónica normal a 
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28kbps, o podría tardar menos de 2 segundos sobre una conexión de alta 
velocidad a 1 Mbps. 
Un archivo streaming tiene que ser codificado a una velocidad de datos 
que el circuito permita entregar.  Si se desea realizar streaming a modems 
analógicos, entonces se tiene que codificar a 28Kbps.  Encontrándose el 
usuario que tiene una conexión más rápida con un problema a la hora de recibir 
el streaming. 
 
La solución adoptada por las primeras arquitecturas de códec es 
codificar varias copias del clip a velocidades de bit diferentes.  El servidor y el 
reproductor negocian para seleccionar el archivo óptimo según las condiciones 
predominantes de la red y el ancho de banda disponible.  Esto soluciona el 
problema, pero a un precio.  Se tiene que realizar la codificación varias veces y 
en los servidores de contenido se necesita un espacio adicional.    
 
1.8.1. Descarga progresiva. 
 
La descarga progresiva es un paso intermedio entre la descarga y la 
reproducción y el streaming verdadero.  En lugar de esperar a que el archivo 
completo se descargue al disco local antes de su reproducción, el archivo 
puede ser abierto mientras el resto aún se está descargando.   
 
La diferencia respecto al streaming es doble.  La primera es que el 
servidor no está entregando al archivo en tiempo real, por lo tanto, el 
reproductor puede quedarse sin material si la transferencia es más lenta que la 
velocidad codificada. Si el reproductor alcanza el nivel de descarga, la pantalla 
se vuelve negra, no hay nada que hacer, solamente esperar a que se 
descargue otra parte del archivo. La segunda diferencia es que el archivo 
entero es almacenado localmente en el reproductor. 
 
Esta solución de descarga progresiva no es la idonea para el marco en 
el que se quiere aplicar este proyecto ya que hay otra solución más adecuada 





En principio, la distribución es simple.  Mientras haya conectividad IP 
entre el servidor y el reproductor/cliente los paquetes demandados llegan al 
reproductor.  Pero en la práctica no es tan sencillo.  Sin duda puede haber 
errores de visualización.  El problema es que Internet no fue originalmente 
diseñada para soportar flujos de datos (streams) continuos sobre conexiones 
constantes.  Es básicamente un sistema de paquetes conmutados para datos 
asíncronos. 
 
Diferentes avances están ayudando a las mejoras de la calidad de 
entrega.  Primero, se ha aumentado el ancho de banda, ya sea a través del 
cable módem o ADSL.  Se utilizan rápidos solapamientos en Internet para 
proveer enrutamiento inteligente de contenido.   Los protocolos de calidad de 
servicio ayudan a diferenciar el tráfico prioritario. 
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El problema que se puede encontrar en la medida en que la calidad 
mejore es que cada vez más compañías utilizarán streaming.  Esto creará más 
tráfico y congestión potencial. 
 
 
1.10. El reproductor. 
 
Un navegador web normal sólo puede representar texto e imágenes en 
formatos JPEG, GIF, etc.  Se necesita un reproductor especial para representar 
archivos streaming.  Los reproductores normalmente son suministrados como 
descargas libres o son preinstalados con el sistema operativo.  
 
El reproductor puede ser usado como un plug-in  en un navegador web.  
La alternativa es utilizar un reproductor autónomo.  Estos reproductores se han 
desarrollado dentro de los portales, con navegación o material muy conocido y 
a menudo ofreciendo un único contenido específico para una arquitectura 
determinada. 
 
La descarga y reproducción es lo que el propio nombre indica.  El 
archivo es descargado al disco duro.  Una vez que el archivo completo ha sido 
entregado, el reproductor puede reproducir el archivo localmente.  Por el 
contrario, el streaming es procesado trozo a trozo de manera que llega y se 
representa directamente en el monitor, después los datos se descargan.  Por lo 
tanto, no hay espera, si no le gusta lo que ve puede dejar el stream 
inmediatamente, en lugar de tener que descargar el archivo completo antes de 
decidir.   Con la ventaja de que no hay copia local del archivo almacenado en el 




1.11. Control de QoS en la capa de aplicación para streaming 
de vídeo. 
 
Este control se realiza para maximizar la calidad del vídeo cuando 
ocurren pérdidas de paquetes o cambios en el ancho de banda disponible.  Las 
técnicas utilizadas incluyen el control de congestionamiento y el control de 
error.  Esas técnicas se emplean por los sistemas finales y no requieren 
soporte de QoS en los routers o las redes.  
 
UDP y RTSP desempeñan entregas de paquetes de servidor a cliente 
con una velocidad mucho mayor a la que se obtiene por TCP y HTTP.  Esta 
eficiencia es alcanzada por una modalidad que favorece el flujo continuo de 
paquetes. Cuanto TCP y HTTP sufren un error de transmisión, siguen 
intentando transmitir los paquetes perdidos hasta conseguir confirmación de 
que la información llegó en su totalidad. Sin embargo, UDP continúa mandando 
los paquetes sin tomar en cuenta interrupciones, ya que en una aplicación 
multimedia estas pérdidas no siempre son imperceptibles, pero en una 
reproducción audiovisual no puede hacerse nada más.   
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 Los paquetes que contienen el contenido, debido a que son distribuidos 
en un flujo de bits más o menos constante, pueden ser leídos, examinados y 
procesados mientras van descargándose. 
 
 Las entregas de paquetes de servidor a cliente pueden estar sujetas a 
demoras conocidas como lag, un fenómeno ocasionado cuando los paquetes 
escasean (debido a interrupciones en conectividad o sobrecarga en el ancho 
de banda).  Por lo tanto, los reproductores multimedia precargan, o almacenan 
en el búffer, los datos que van recibiendo para así disponer de una reserva de 
contenido destinada para reproducirse durante un lag. 
 
 
1.12. Protocolos de tiempo real. 
 
Se han desarrollado diferentes protocolos para facilitar el streaming en 
tiempo real de contenidos multimedia.  Streaming significa que la velocidad 
media de frame del vídeo que se ve en el reproductor es dictada por la 
velocidad de frame transmitida.    
 
La velocidad de entrega tiene que ser controlada para que los datos del 
vídeo lleguen justo antes de que éstos sean requeridos para la proyección en el 
reproductor.   
 
 
1.13. Protocolo de transporte para aplicaciones de tiempo real 
(RTP). 
 
El Protocolo de Tiempo Real (RTP) es un protocolo de transporte que 
fue desarrollado para los datos streaming.  RTP incluye campos de datos extra 
que no están presentes en TCP.  Permite el control del servidor para que el 
flujo de datos (stream) del vídeo sea servido a una velocidad correcta para la 
proyección en tiempo real.  Entonces, el reproductor utiliza estos campos RTP 




1.14. Protocolo de control de Tiempo Real (RTCP). 
 
RTCP es usado junto a RTP.  Ofrece a cada participante de la sesión 
RTP información de vuelta que puede ser usada para controla la sesión.  Los 
mensajes incluyen informes de recepción, incluyendo el número de paquetes 
perdidos y las estadísticas de las perturbaciones (llegadas tempranas o 
retrasadas).   
 
Esta información puede ser potencialmente utilizada por aplicaciones 
que se encuentran en capas superiores para poder modificar así la transmisión.  
Por ejemplo, podría cambiarse la velocidad de bit del flujo de datos (stream) 
para contrarrestar así la congestión de la red.   
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Este protocolo es de gran utilidad ya que en este proyecto estamos 
hablando de un cierto número de usuarios conectados a un servidor, 
dependiendo de este número la calidad del stream puede ser mayor o menor y 
de esta manera la velocidad del bit del servidor varía automáticamente. 
 
 
1.15.  Protocolo RTSP (Real-Time Streaming Protocol). 
 
Es un protocolo de nivel de aplicación, utiliza como protocolo de 
transporte el TCP, soportando la recepción de información multimedia desde un 
servidor multimedia desde donde un cliente puede solicitar que el servidor le 
transmita información.  Añade flujo multimedia a una presentación ya existente. 
 
Es un protocolo que establece y controla uno o varios flujos 
sincronizados de información multimedia continua como audio y vídeo. 
 
Difiere en ciertas cuestiones importantes con HTTP: RTSP es un 
protocolo de estado a diferencia de HTTP; tanto los servidores como los 
clientes RTSP pueden realizar peticiones; los datos son transportados 
mediante un protocolo diferente (datos transportados fuera de banda); la 
Request-URI siempre contiene una URI absoluta. 
 
También tiene similitudes con HTTP: Formato de las 
peticiones/respuestas;  códigos de estado; mecanismos de seguridad; formato 
de la URL; negociación de los contenidos; su sintaxis es muy similar. 
 
Tiene la propiedad de multiservidor. Cada flujo dentro de una 
presentación puede residir en un servidor distinto,  por ejemplo el flujo de vídeo 
y el de audio, en una presentación multimedia, pueden estar en servidores 
diferentes. 
 
Las transiciones utilizadas por RTSP son:   
 
SETUP: Hace que el servidor reserve los recursos necesarios para comenzar 
la transmisión del flujo y da comienzo la sesión RTSP. 
 
PLAY y RECORD: Inicia la transmisión de datos una vez los recursos han sido 
reservados con SETUP. 
 
PAUSE: Provoca una parada temporal en el envío de datos, pero no libera los 
recursos asociados a la sesión. 
 
TEARDOWN: Para la transmisión si el servidor está transmitiendo y libera los 
recursos asociados al flujo. 
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Fig. 1.3.  Transiciones de RTSP 
 
 
1.16. Protocolo de Datagramas de Usuario (UDP). 
 
El medio streaming necesita un protocolo de transmisión que pueda 
ignorar los errores de datos.  Tal protocolo es el protocolo de Datagrams de 
Usuario (UDP).  Este es usado como protocolo de transporte para varios 
protocolos de la capa de aplicaciones, fundamentamente el Sistema de 
Archviso de Red (NFS),  el Protocolo de Manejo de Redes Simples (SNMP) y el 
Sistema de Nombres de Dominio (DNS).   
 
El UDP no tiene ni la corrección de errores, ni el control de flujo del TCP, 
por lo tanto esta tarea tiene que tratarla una aplicación que se encuentra en 
una capa superior de la pila.  Eso, sin embargo, conlleva una suma de 
verificación de los datos de carga.  Los reproductores pueden a menudo ocultar 
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2. STREAMING. 
 
El vídeo puede ser capturado y codificado en tiempo real o puede ser 
codificado previamente y guardado para una visualización posterior.   
 
En muchas aplicaciones el contenido de vídeo es codificado previamente 
y almacenado para su posterior visualización, lo que puede ser hecho de forma 
local o remota.   
 
El vídeo codificado previamente tiene la ventaja de no poseer 
restricciones de tiempo real.  Esto permite la implementación de una 
codificación más eficiente, como la de múltiples pasadas utilizadas en los DVD.   
 
Por otro lado la flexibilidad es limitada, ya que el vídeo previamente 
codificado no puede adaptarse a los canales de bit rate variable o a los clientes 
que tienen capacidad de visualización diferente a la originalmente codificada.   
 
Como el caso de este proyecto es la difusión de sesiones en directo, 
trataremos más a fondo la codificación en tiempo real.  
 
También hay que tener en cuenta las variaciones significativas de las 
características del canal de comunicación como puede ser el ancho de banda, 
las demoras y las pérdidas si son estáticas o dinámicas; ya que la aplicación 
que se va a desarrollar al ser utilizada en una intranet puede encontrarse con 
diferentes tipos de conexiones.   
 
Los canales inalámbricos son muy variantes en el tiempo y muchos de 




2.1.  CÓMO CREAR UN FLUJO DE STREAMING 
 
Para poder crear un flujo de datos a partir de una señal de vídeo y audio, se 
requieren cuatro pasos: 
 
2.1.1. Identificación del origen. 
 
- Emisión en directo o tiempo real. 
 
- Petición de archivos bajo demanda, en la que el material se 
procesa sin conexión antes de poder ser visualizado vía Internet. 
 
 
2.1.2. Codificación del archivo.  
 
 En esta fase, el material se digitaliza y se comprime.   
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 El vídeo y el audio se comprimen porque sino ocuparían mucho espacio.  
En la compresión se pierden datos pero no los suficientes como para que el 
vídeo no se vea con calidad.  Este proceso lo realizan los CODECs.   
 
 Algunos formatos de compresión de vídeo son: mpeg (formato pionero), 
asf (formato de Microsoft), rm (formato de Real Network), mov (Quick Time), 
etc.   
 
 
2.1.3. Transmitir los flujos de datos o almacenarlos en el servidor. 
 
 Si se trata de una difusión, los flujos de datos codificados se envían 
directamente.   
 
 En caso contrario, los archivos codificados se guardan en un servidor de 
streaming o simplemente en un servidor Web.   
 
 Los servidores de streaming ofrecen mayores prestaciones que los 
servidores web, como por ejemplo, mandar un archivo con mayor o menor 
calidad dependiendo de la velocidad de la línea.  No obstante, si no se desean 
altas prestaciones con un servidor web es suficiente. 
 
 
2.1.4. Reproductor (Player). 
 
 Para visualizar el flujo de datos:  para poder recibir y ejecutar los 
archivos de streaming a través de Internet, el cliente sólo tiene que disponer de 
un sencillo software, un códec y un reproductor.   
 
 Este reproductor se encarga, en caso necesario, de realizar la petición 
del archivo al servidor.  Posteriormente, se encargará de reproducir los flujos 
de streaming.   
 
 El proceso es el siguiente: el reproductor comienza a recibir el fichero y 
construye un búffer donde empieza a guardar la información.  Cuando se ha 
llenado el búffer con una pequeña parte del archivo, el reproductor lo empieza 
a mostrar y a la vez continúa con la descarga.  El sistema está sincronizado 
para que el archivo se pueda ver mientras se va descargando, de modo que 
cuando ha terminado de descargarse también ha acabado de visualizarse.   
 
 Si en algún momento la conexión sufre descensos de velocidad se utiliza 
la información que hay en el búffer, de modo que se puede soportar un poco 
ese descenso.  Si la comunicación se corta demasiado tiempo, el búffer se 
vacía y la ejecución del archivo se cortaría también hasta que se restaurase la 
señal.   
 
 Existen actualmente en el mercado varios reproductores multimedia, 
siendo los más importantes el realplayer de Real Networks y, sobre todo por su 
gran difusión, el Media Player de Microsoft.  
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2.2. Streaming por Internet   (realtime, streaming protocol).      
 
 
Todo sistema de streaming viene definido por una codificación y un 
sistema de transporte. La codificación puede ser MPEG-1, MPEG-2, Real, 
MPEG-4, QT,...Como protocolo de transporte UDP (unicast o multicast).  
 
Los contenidos pueden estar almacenados en un servidor (vídeo bajo 
demanda) o bien crearse en el mismo momento de su difusión (emisiones en 
directo). A continuación se muestra un gráfico con la arquitectura básica de 





Fig. 2.1.  Arquitectura básica de un servicio de video streaming. 
 
 
2.3. STREAMING UNICAST. 
  
  
 La mayoría de archivos de audio y video que se ven desde el ordenador, 
sea cual sea el reproductor que se utilice (Real, Windows Media), proviene de 
un servicio UNICAST.  Este servicio consiste en un servidor que envía 
paquetes de datos a cada PC que solicita un stream.  
 
 Unicast es una buena opción para recibir transmisiones en vivo, pero 
tiene sus desventajas; el servidor debe enviar el flujo de datos individualmente 
a todo aquel que quiere recibir la transmisión.   
 
Si el conjunto de clientes que están recibiendo el stream es pequeño, no 
ofrece mayor inconveniente; pero si se trata de difundir un material a miles de 
usuarios deberán considerarse entonces dos incovenientes con el proceso 
unicast. 
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        Fig. 2.2. Servidor enviando paquetes de datos. 
 
 
2.3.1. Demasiadas peticiones. 
 
 Con unicast el servidor tiene que procesar cada solicitud de stream y 
despacharla.  Cada stream toma una pequeña porción de poder de 
procesamiento del servidor.  Si se reciben muchas solicitudes el servidor no 




2.3.2. Demasiados paquetes. 
 
 El segundo problema con unicast, y un gran número de solicitantes 
simultáneos de stream, es que una serie separada de paquetes de datos debe 
ser enviada a cada persona.  Incluso si el servidor pudiera hacer esta tarea, el 
número de paquetes de datos en tránsito haría “flooding”, es decir, inundaría el 
sistema entero haciendo que la transmisión se torne muy lenta, o hasta se 
detenga.  Considerando que a mayor cantidad de transmisión (por ejemplo, un 
evento en vivo que dure una hora) los paquetes pueden desbordar la red. 
 
 
2.4. Streaming Multicast. 
 
 Multicast utiliza una nueva forma de funcionamiento de redes.  En vez de 
enviar streams desde un solo servidor a un solo cliente, multicast envía una 
serie de paquetes que puede ser recibida por cualquiera, desde diversos 
puntos de distribución.   Multicast permite un procesamiento estable del 
streaming en el servidor y alivia el tráfico en la red. 
 
Multicast hace su trabajo de transmisión de manera similar a como 
funcionan los canales de televisión o las estaciones de radio:  El archivo de 
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audio/video se emite desde la estación hacia los servidores conectados a la 
red, quienes se encargan de distribuir el stream a los usuarios.  Cuando el 
espectro de usuarios se extiende, se agregan servidores. 
 
 
Fig. 2.3. Servidor enviando paquetes de datos. 
 
 
Multicast envía una sola copia de los datos a los clientes que lo han 
solicitado, permite implementar aplicaciones multimedia en la red y minimizar al 
mismo tiempo la demanda de ancho de banda de estas aplicaciones.   
 
 
Fig. 2.4.  Tráfico difusión multicast/unicast. 
 
 
2.4.1. Recibiendo multicast  
 
 Debido a que multicast es transmisión por envío de una serie de 
paquetes de datos, no hay una manera sencilla de que el reproductor solicite 
un paquete de datos para que sea enviado de nuevo. Esto quiere decir que 
algunos paquetes se perderán, incluso antes de que el usuario pueda notarlo 
debido en parte a la manera en que el reproductor codifica los archivos.  
 
Multicast todavía no ha reemplazado a Unicast en Internet porque algunas 
partes de Internet no han sido conectadas a routers que entiendan el proceso 
multicast. La mayoría de los nuevos routers pueden manejar multicast 
eficientemente, pero algunos paises con usan tecnología obsoleta que no está 
preparada para la transmisión multicast.  
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Del lado del usuario, la mayoría de las tarjetas de red en los equipos más 
recientes también entienden el funcionamiento de multicast. 
 
Sin embargo existe un área donde multicast se está haciendo popular: las 
intranets. Debido a que el equipamiento tecnológico de las compañías está 
modernizado (en términos generales) es posible interconectar muchos equipos 
donde es posible trabajar con multicast. 
 
2.4.2. Enrutamiento multicast. 
 
Los enrutadores de la red y los protocolos que estos ejecutan llevan a 
cabo la mayor parte del trabajo necesario para permitir multicast.  En la 
actualidad, se usan varios protocolos de enrutamiento de multicast: el protocolo 
de enrutamiento de multicast por vector de distancia (DVMRP), el protocolo de 
abrir primero la ruta de acceso más corta de multicast (MOSPF)  y el multicast 
independiente de protocolo (PIM).   
 
La tarea de estos protocolos es crear rutas de entrega de multicast 
eficaces a través de la red.  Los protocolos de enrutamiento de multicast 
utilizan distintos algoritmos para lograr esta eficacia. 
 
2.4.3.  Ruta de los datos multicast. 
 
Una ruta de entrega eficaz implica que los datos de multicast viajen 
únicamente a los clientes que desean recibirlos y que usen la ruta de acceso 
más corta a esos clientes.  Si los datos viajan a cualquier otro lugar a través de 
la red, estarán usando un ancho de banda innecesario.   
 
Puede imaginarse la red como una estructura de árbol.  El origen de 
multicast envía los datos a través de las ramas del árbol.  Los routers son los 
responsables de enviar los datos por las ramas correctas a los otros routers y a 
las subredes en las que los miembros de un grupo están esperando los datos.  
Los routers cortan las ramas en las que nadie desea datos y las vuelven a 





Al aplicarse este proyecto en la intranet de una empresa o escuela, se 
va a utilizar la difusión multicast ya que es más eficiente debido a que solo hay 
que enviar una copia a todos los usuarios que se quieran conectar para poder 
ver el vídeo, ganando en rendimiento y en accesibilidad. 
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3. CONTROL DE ERRORES  
 
 Las pérdidas del canal tienen un efecto importante en la calidad del 
vídeo reconstruido,  por lo que el diseño del sistema debe preveerlas.  Los tipos 
de pérdidas dependen de la red particular en consideración.   
 
En redes como Internet importan las pérdidas de paquetes descartados 
por congestión, mientras que los canales inalámbricos se ven más afectados 
por errores a nivel de bit en la capa física.  La tasa de pérdidas varía también 
con el tráfico coincidente en el canal. 
 
 En el diseño de un sistema de streaming de vídeo existen mecanismos 
báscios para el control del error:  
 
• Ocultamiento del error. 
 
• Codificación de vídeo resistente al error.   
 
  
3.1. Ocultamiento del error. 
 
 La meta del sistema de ocultamiento del error es estimar la pérdida de 
información o píxeles perdidos para ocultar el hecho de que ocurrió un error.   
 
El vídeo exhibe una correlación en las dimensiones espacial y temporal 
que es utilizada para la compresión, pero también puede ser utilizada para 




3.2. Codificación de vídeo resistente al error. 
 
El objetivo de la codificación de vídeo resistente al error es diseñar 
algoritmos para la compresión y tramas de bits comprimidas que sean 
resistentes a tipos específicos de error. 
 
 La mayoría de los sistemas de compresión tienen una arquitectura 
similar basada en la predicción con compensación de movimiento entre 
cuadros, DCT para los bloques y codificación con entropía de los parámetros.   
 
Los dos problemas básicos inducidos por errores que afectan esta 
arquitectura son: 
 
• Pérdida de sincronización de la trama de bits. 
 
• Estados incorrectos y propagación del error. 
 
La primera clase de problemas se refiere al caso de los errores que 
confunden al decodificacor y le hacen perder sincronización con la trama de 
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bits (no reconoce qué bits corresponden a qué parámetros).  La segunda clase 
es la pérdida que afecta a los sistemas con codificación predictiva. 
 
 
3.3.  Cómo superar la propagación del error y de los estados 
incorrectos. 
 
Después de ocurrir un error, e incluso si la trama se resincronizó, 
ocurrirá otro problema dado por el hecho de que el estado de representación 
en el decodificador puede ser diferente al estado en el codificador.  Un error 
provocará que el cuadro (estado) reconstruido en el decodificador sea 
incorrecto.  Como el estado en el decodificador es incorrecto, se generarán 
predicciones incorrectas y por consiguiente una propagación del error que 
pueda afectar varios cuadros posteriores (fig. 4.5).   
 
Una forma simple de solucionar este tema es usar sólo cuadros intra (I-




Fig. 3.1.  Propagación del error. 
 
 
Otro sistema es utilizar cuadros intra-periódicos como en los grupos de 
imágenes MPEG GOP, lo que limitaría la propagación del error al tamaño de 
cuadros que tenga el GOP.  También se utiliza la codificación intra de macro-
bloques dentro de los cuadros en vez de usar cuadros intra. 
 
Las ventajas de utilizar la codificación intra para reducir la propagación del 
error son: 
 
- La codificación intra limita la propagación del error al reinicializar el lazo 
de predicción. 
 
- La sofisticación afecta sólo al codificador. 
 
- La decisión entre modos intra e inter están fuera de los estándares lo 
que permite algoritmos más complejos.   
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Las desventajas son: 
 
- Mayor bit rate que codificación inter. 
 
- La utilización óptima de los intra dependen del conocimiento de las 
características del canal. 
 
Comunicación punto a punto con canal alternativo 
 
En este caso, cuando ocurre una pérdida, el decodificador puede 
comunicar al codificador de la pérdida y solicitar un cuadro I para reinicializar el 
lazo de predicción.   Esto permite usar cuadros I sólo cuando es necesario.  
Incluso se pueden llegar a utilizar sólo cuadros P para evitar la propagación del 
error. El mecanismo en este caso sería que el decodificador notifique al 
codificador qué cuadros fueron bien o mal recibidos y qué cuadro debería ser 
usado como referencia para la próxima predicción.  Esta capacidad está dada 
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4. Arquitectura de códec propietario. 
 
Hay una amplia variedad de arquitecturas como por ejemplo: 
 
DirectShow, reproductor de medios CD, DVD, web y disco duro, fué 
desarrollada por Microsoft.  Soporta MPEG1, MPEG2, .avi, .mov y otros. 
 
Digital Video, uso primario captura y grabación de vídeo, formato de vídeo 
de alta calidad, usado en cámaras digitales y tarjetas capturadoras.   
 
Sorenson Video, uso primario web, video basado en CD, método de 
compresión VQ (Advanced Vector Quantization), codec QuickTime. 
 




4.1. Codecs de código abierto. 
 
MPEG1, uso primario video-CD, web.  Buena calidad de imagen en 
ventanas pequeñas.  Los codificadores por hardware permiten la compresión 
en tiempo real.  La compresión por software es lenta. 
 
MPEG2, uso primario TV, DVD y aplicaciones de vídeo de alta calidad y 
flujo elevado de datos.  Basado en MPEG1, pero está optimizado para flujos 
elevados de datos y calidad de imagen escalable. 
H.264, o MPEG-4 parte 10, es un códec digital de alta compresión.). El 
estándar ITU-T H.264 y el estándar ISO/IEC MPEG-4 part 10 (formalmente 
ISO/IEC 14496-10) son técnicamente idénticos, y la tecnología es conocida 
también como AVC (codificación de video avanzada).  
Estándar que es capaz de proveer de una buena calidad de imagen con 
bit rates substancialmente menores (p.ej. la mitad o menos) que los estándares 
previos (p.ej. el MPEG-2, H.263 o MPEG-4 parte 2). Además de no incrementar 
la complejidad para que el diseño no sea impracticable (demasiado caro) de 
implementar. Otro objetivo fue que el estándar fuera lo suficientemente flexible 
para ser aplicado a una gran variedad de aplicaciones (p.ej. para altos y bajos 
bit rates o resoluciones de imagen) y para trabajar correctamente en una gran 
variedad de redes y sistemas (p.ej., para radiodifusión, almacenamiento DVD, 
redes de paquetes RTP/IP o sistemas de telefonía multimedia ITU-T). 
Pasando a detallar 3 de las arquitecturas de códec más populares: Apple 
QuickTime, Widows Media de Microsoft y RealNetworks.  Cada producto 
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4.2.  Apple QuickTime. 
 
QuickTime es la arquitectura de software multimedia y multiplataforma 
de Apple.  El soporte inicial para la entrega IP fue por descarga progresiva.  
Actualmente soporta streaming verdadero, utilizando la estructura RTSP.   
 
Algunas de las características que incluye QuickTime son las siguientes: 
 
• Múltiples canales de entrega: www, CD-ROM, DVD, banda ancha, 
presentaciones. 
 
• Soporta igual de bien, tanto Mac como Windows. 
 
• Potentes capacidades interactivas. 
 
• Incluye gráficos sincronizados, sonido, vídeo, texto, música, etc., 
para producciones multimedia. 
 
QuickTime es la arquitectura dominante para el vídeo en CD-ROM.  
Goza de una cuota de mercado impresionante debido a su soporte de 
plataforma cruzada, la gran variedad de características y la licencia libre.  Por 
estas razones QuickTime es utilizado en la inmensa mayoría de títulos de CD-
ROM. 
 
El equipo de MPEG4 ha adoptado la metodología de prestación de 
servicio de stream de QuickTime (con el uso de una pista referida y 
RTSP/RTP) como la base del streaming MPEG4. 
 
Compresión 4:2:2 YUV vídeo en componentes. 
 
 
4.2.1.  Escalabilidad. 
 
QuickTime ofrece la entrega a múltiples velocidades de bit a través de su 
característica de películas reemplazables.  Al comienzo de la reproducción, el 
Plug-in de QuickTime solicita una versión alterna de acuerdo a la configuración 
que el espectador ha configurado en su panel de control del QuickTime setting.   
 
Los creadores de contenido pueden crear tantas alternativas como 
necesiten cuando estén codificando la película, y pueden especificar criterios 
complejos para cuando se proyecten versiones particulares.   Esto tiene en 
cuenta la entrega de contenido basada en:  
 
• El ancho de banda de la conexión del usuario. 
 
• La plataforma de reproducción (Mac o Windows). 
 
• La versión QuickTime. 
 
• El lenguaje o la velocidad de la CPU. 
26                                                                                                 Difusión de sesiones lectivas con imagen y video en red                                                                            
4.3. RealNetworks. 
 
RealNetworks promovió el streaming como un medio de comunicación 
aprovechable bajo el nombre de Progresive Networks.  Antes de que surgiera 
el reproductor Real, el contenido audiovisual era entregado como una descarga 
para ser reproducido posteriormente en el disco local. 
 
RealSystem G2 es una arquitectura de streaming desarrollada por 
RealNetworks que incorpora RealAudio y RealVídeo y está orientada a la red.  
Es una arquitectura streaming, ofrece tanto “streaming verdadero” basado en el 
servidor, como “streaming HTTP” sin servidor (descarga progresiva).  Con el 
servidor se conseguen mejores resultados de entrega. 
 
RealSystem es más apropiado para la entrega de audio, vídeo y otros 
tipos de medios en la red, tales como texto y animaciones Flash.  Es menos 
apropiado para la entrega de CD y DVDS debido a los altos requerimientos de 
la CPU en mayores anchos de banda.  Los archivos Real no pueden ser 
editados o recomprimidos una vez que han sido codificados en el formato Real. 
 
Los usuarios pueden ver películas RealSystem con RealPlayer, una 
aplicación cliente libre y disponible desde RealNetworks.   
 
RealSystem soporta SMIL (Lenguaje de Integración y Sincronización de 
Archivos Multimedia).  Este lenguaje permite al creador de contenido 
sincronizar los medios y las acciones dentro de una página web con las pistas 
de vídeo y audio.  
 





RealSystem ofrece stream dinámico conmutativo denominado 
SureStream.  Durante la reproducción, el RealPlayer y el RealServer se 
comunican contínuamente y pueden cambiar versiones repetidamente para 
entregar el stream a la calidad más alta que la conexión del espectador pueda 
soportar en cualquier momento.  Esta conmutación en tiempo real trata 
eficazmente las cambiantes condiciones de la red, tales como la congestión.   
 
La conmutación de audio y vídeo es tratada independientemente incluso 
pudiendo indicar si debería ser el audio o el vídeo el que tuviera preferencia 
cuando se reduzca el rendimiento específico del espectador. 
 
Además de la característica del SureStream, el RealPlayer puede 
también eliminar los frames y/o degradar la calidad de imagen para mantener la 
reproducción en tiempo real sobre conexiones más lentas.  Si el ancho de 
banda disponible desciende mucho, el RealPlayer puede omitir la pista de 
vídeo completamente y simplemente reproducir la pista de audio.   
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4.4. Windows Media. 
 
Windows Media es la solución completa de Microsoft para la entrega de  
archivos multimedia por Internet.  La arquitectura incluye una serie de 
productos para la codificación, prestación de servicio y distribución. 
 
Las herramientas de Windows Media incluyen el codificador de Windows 
Media, el cual utiliza códecs de versiones 8 y 9.  Método de compresión 
propietario. 
 
El reproductor de Microsoft es Windows Media Player. 
 
La gestión de derechos permite a los creadores de contenido establecer 
un completo sistema para vender o alquilar contenido.  También se puede usar 





Windows Media Server ofrece escalado de la velocidad de datos 
transmitida a través del uso de múltiples pistas de vídeo, denominado 
“streaming inteligente”.  Al comienzo de la reproducción, el Media Player y el 
Windows Media Server negocian para seleccionar la pista de vídeo que mejor 
se adecua a la conexión del usuario.  Si la conexión degenera, el servidor 
enviará automáticamente un stream de vídeo de menor calidad.  Si la cantidad 
de ancho de banda disponible decrece más, el servidor degradará más la 
calidad del vídeo, hasta que sólo quede el audio.  Esto asegura que el clip 
pueda ser seguido incluso durante la congestión desmesurada. 
 
Las mejoras ofrecidas para los servidores incluyen un comienzo rápido, 
evitando de esta manera el habitual almacenamiento temporal (buffering) antes 





Para esta aplicación formada por un streaming de video y una presentación, 
se elige este software de microsoft debido al gran número de prestaciones y el 
amplio número de usuarios que conocen este tipo de productos. 
 
En las siguientes figuras se pueden observar unos gráficos comparativos 
del sector con el codificador de Windows Media, tanto de vídeo como de audio.  
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Fig. 4.1. Tabla comparativa de la compresión de vídeo. 
 
 





Fig.4.3.  Diferentes velocidades de Tx de WME.
Vídeo  
Datos  Compresión del sector 
(según el contenido)  
Windows Media 
(según el contenido)  
Ahorro en la 
compresión  
480/24p, 720 x 480 
píxeles/fotograma x 8 bits por 
canal x 24 fotogramas/s  
MPEG-2 a 4–6 Mbps  WMV Pro a 1,3–2 Mbps  3:1  
480/30i, 720 x 480 
píxeles/fotograma x 8 bits por 
canal x 24 fotogramas/s  
MPEG-2 a 6–8 Mbps  WMV Pro a 2–4 Mbps  2–3:1  
720/24p, 1280 x 720 
píxeles/fotograma x 8 bits por 
canal x 24 fotogramas/s  
MPEG-2 a 19 Mbps  WMV Pro a 5–8 Mbps  2,4–3,8:1  
Audio  
Datos  Compresión del sector 
(según el contenido)  
Windows Media 
(según el contenido)  
Ahorro en la 
compresión  
2 canales x 48 kHz x 20 bits  Dolby Digital 2.0 a 220 
Kbps  
WMA Pro a 128 Kbps  1,7:1  
6 canales x 48 kHz x 20 bits  Dolby Digital 5.1 a 384 
Kbps  
WMA Pro a 192–256 
Kbps  
1,5–2:1  
6 canales x 48 kHz x 24 bits  DTS 5.1 a 1.536 Kbps  WMA Pro a 768 Kbps  2:1  
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5. Servidor. 
 
5.1. Implementación del servidor 
 
Un servidor habitual utilizado para la entrega de contenido multimedia es 
el servidor web.  Utilizan HTTP para entregar páginas HTML y sus archivos de 
imágenes asociados. 
 
Los archivos son descargados al caché del navegador web tan rápido 
como el sistema lo permita.  TCP incorpora control de flujo para gestionar la 
velocidad de descarga.  En el caso de la entrega, la velocidad no está 
predeterminada.  TCP aumentará la velocidad de datos hasta que la pérdida 
del paquete de red indique que la red está congestionada.  En este punto la 
velocidad se deja a un lado.  Otra restricción es la memoria intermedia (buffer) 
de recepción.  El receptor procesa los paquetes según llegan.  Si los datos 
llegan demasiado rápido, el buffer de recepción se desbordará.  El receptor 
envía mensajes al transmisor para bajar la velocidad y para hacer que el buffer 
no se llene. 
 
En este proyecto, al tratar de una aplicación con contenido multimedia 
que se quiere transmitir en directo (streaming), se va ha utilizar un servidor de 
streaming que mejora las características de los servidores web para este tipo 
de aplicaciones. 
 
Por ejemplo si codificamos un stream a mayor velocidad que la que 
proporciona la red del usuario, el reproductor se quedaría sin datos, por lo tanto 
se pararía el vídeo.  Esta es una de las características que con el servidor que 
se ha elegido se puede solucionar, codificando a varias velocidades, para 
después seleccionar automáticamente la velocidad óptima para las condiciones 
de propagación.   
 
Otras funciones adicionales del servidor streaming sobre un servidor 
web estándar: 
 
• Control de flujo en tiempo real 
• Alternancia/conmutación inteligente del stream 
• Navegación interactiva del clip 
 
 
5.2.  Características servidor aplicación. 
 
El ProLiant DL380 G4 incorpora procesador Intel con tecnología EM64T, 
FSB a 800 MHz y HT.  
 
Protección de la memoria con “Online Spare Memory”, slots PCIX hot-
plug, Smart Array 6i con BBWC, discos duros U320 SCSI hot-plug, tarjeta de 
puerto dual Gigabit  Ethernet integrada en placa.  
 
30                                                                                                 Difusión de sesiones lectivas con imagen y video en red                                                                            
Configurar y mantener este sistema es más sencillo. Dispone de gestión 
remota por defecto gracias a la iLO(integrated Lights Out) incorporada.  
  
Incorpora Procesador Intel Xeon 3.4 GHz, Memoria estándar 1 GB, 
Caché 1 MB y Formato Rack (2U).  
 
Almacenamiento: Almacenamiento interno máximo: 880.8 GB (6 discos 
Ultra320 SCSI hot-plug de 146.8 GB).  
 
Tarjeta de red de puerto dual NC7782 PCI-X Gigabit 10/100/1000 WOL.  
 
Sistemas Operativos Soportados: Microsoft Windows 2000 Server, 
Microsoft Windows Server 2003, Novell NetWare, LINUX (Red Hat, SuSE),SCO 
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6. Sistema de difusión de sesiones lectivas en red. 
 
Para elegir el software apropiado de cada una de las funciones que 
componen la aplicación de este proyecto se han probado varios programas que 
cada uno aporta partes de las funciones que se estan buscando pero cada uno 
con características diferentes.   
 
Los softwares se han elegido en función de las características que se 
están buscando para la aplicación del proyecto.  En un lugar destacado hay 
que valorar la calidad de las imágenes que nos aportan los programas que se 
han probado tando de vídeo como de las imágenes fijas. 
 
 
6.1. Softwares de prueba para captura de vídeo. 
 
• Microsoft Producer hace capturas de vídeo y presentaciones de power point 
pero no en tiempo real, esta forma de grabación de sesiones online es 
válida para eventos que no tengan que ser emitidos en tiempo real, como 
NO es el caso que se estudia en este proyecto no es aprovechable el 
formato que ofrece Microsoft Producer.  
 
• Apreso es otro producto que se ha probado, genera una aplicación web 
creando un archivo de vídeo y una presentación power point que cuando 
acaba el evento se puede visionar.  El archivo de vídeo es utilizable en 
directo pero el usuario que se conecte a ese vídeo empezará a verlo desde 
el principio, no visionando el evento en directo que es el objetivo de este 
proyecto.  La calidad del archivo de vídeo que proporciona el Apreso no es 
de gran calidad, descartandolo incluso para eventos online en diferido si se 
quiere algo de calidad. 
 
• Windows Media Encoder, software encargado de grabar y/o difundir video o 
capturas de pantalla es capaz de capturar video a diferentes calidades y a 
la vez también es capaz de hacer difusión streaming a diferentes calidades.  
Esto permite cumplir con uno de los requisitos de la aplicación del proyecto 
que es hacer streaming de vídeo con la máxima calidad posible para los 
diferentes tipos de conexiones de los usuarios de la red.  Como se explicará 
más adelante (apartado 6.3) este es el software elegido para hacer la 
captura del vídeo de la sesión. 
 
 
6.2. Softwares de prueba para captura de imagen. 
 
Para la captura de la presentación una opción que se ha probado es la 
de hacer la captura de la pantalla con el software Windows Media Encoder 
debido al buen resultado obtenido con la parte del vídeo. 
 
Dependiendo de la velocidad y tamaño de la captura se obtienen 
diferentes calidades que en su mayoría serían aceptables si solo se tiene en 
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cuenta la calidad de la presentación, pero también hay que contar con el 
elevado volumen de datos que esto va a generar. 
 
• Auto Screen Shot solo deja capturar imágenes cada x segundos, no 
copiando las imágenes iguales a la anterior. 
 
• Capture Screen Shot solo deja capturar imágenes con el programa en 
pantalla, sin dejar hacer cambios de propiedades. 
 
• Capture Eze Pro captura mostrando cada vez la imagen antes de ser 
guardada en una carpeta a especificar. 
 
• Pc Spy captura cada x segundos sin ser visible,  las imágenes no se 
guardan dinámicamente sino que al final se guardan todas a la vez. 
 
• Flash Point convierte una presentación de Power Point en un archivo flash 
pero no deja hacer los cambidos de diapositiva en directo, sino que lo hace 
predeterminado. 
 
• Screen Hunter captura imágenes cada x segundos pudiendo hacer cambios 
en las propiedades.  Permite hacer la captura borrando la anterior imagen y 
mostrando así siempre la última diapositiva. 
 
6.3. Difusión del vídeo. 
 
Con el vídeo la solución ha sido optar por su transmisión mediante 
Windows Media Encoder, que está preparado para transmitir vídeo streaming 
con diferentes calidades tanto el vídeo como el audio.  También se puede 
transmitir  vídeo en directo o un archivo de vídeo como origen en la misma 
sesión.   
 
El Codificador de Windows Media permite codificar contenido de audio y 
vídeo a una velocidad de bits constante (CBR, Constant Bit Rate) o variable 
(VBR, Variable Bit Rate).    Anexo Codecs Windows Media Encoder. 
 
 
                        Fig. 6.1. Almacenamiento jerárquico. 
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6.3.1. Codificación CBR 
 
La codificación CBR ofrece mejores resultados al trabajar con la 
transmisión por secuencias.  En ella, la velocidad de bits se mantiene bastante 
constante y similar a la velocidad de bits final durante toda la secuencia, dentro 
de un período reducido determinado por el tamaño del búffer.  
 
La desventaja es que la calidad del contenido codificado no es 
constante. Dado que algunos fragmentos del contenido son más difíciles de 
comprimir que otros, algunas partes de una secuencia CBR son de menor 
calidad.  
 
Además, la codificación CBR proporciona una calidad desigual de una 
secuencia a otra. En general, las variaciones en la calidad son más 
pronunciadas al utilizar velocidades de bits inferiores.  
 
 
6.3.2. Codificación VBR 
 
La codificación VBR es más ventajosa cuando se codifica contenido que 
es una mezcla de datos simples y complejos. Por ejemplo, un vídeo que 
cambia entre cámara lenta y cámara rápida. Con la codificación VBR, se 
asignan automáticamente menos bits a partes menos complejas del contenido, 
dejando bits suficientes disponibles para producir una buena calidad para 
partes más complicadas. Esto significa que el contenido que tiene una 
complejidad consistente (por ejemplo, una noticia del telediario) no se 
beneficiaría de la codificación VBR. Cuando se utiliza con contenido mezclado, 
la codificación VBR produce un resultado codificado mejor, tratándose del 
mismo tamaño de archivo al compararlo con la codificación CBR.  
 
En algunos casos, puede terminar obteniendo un archivo codificado 
mediante VBR que tenga la misma calidad que un archivo codificado mediante 
CBR con la mitad de tamaño de archivo.  
 
 
6.3.3. Opciones de modo de codificación. 
 
Con la codificación CBR, puede utilizar codificación de una sola pasada 
o dos pasadas. Dispone de tres opciones de codificación VBR: VBR basada en 
la calidad (1 pasada), según velocidad de bits (2 pasadas) y VBR según 
velocidad máxima de bits (2 pasadas). No todos los códecs admiten la 
codificación VBR o CBR de 2 pasadas. 
 
 
6.3.4. Codificación de 1 ó 2 pasadas. 
 
Con el Codificador de Windows Media, puede efectuar codificaciones de 
1 ó 2 pasadas, con codificación CBR o VBR. El modo de codificación VBR 
basada en la calidad es de 1 pasada, mientras que los modos de codificación 
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VBR de 2 pasadas están basados en la velocidad de los bits y la velocidad 
máxima de bits. 
 
En la codificación de 1 pasada, el contenido pasa una vez a través del 
codificador y la compresión se aplica a medida que se encuentra el contenido.  
 
En el caso de la codificación de 2 pasadas, el contenido se analiza en la 
primera pasada y, a continuación, se codifica en la segunda pasada basándose 
en los datos reunidos en la primera. La codificación de 2 pasadas puede dar 
resultados de mejor calidad, ya que el codificador se toma el tiempo necesario 
para encontrar la combinación óptima de velocidad de bits, velocidad de 
cuadros, tamaño de búffer y calidad de imagen basándose en la composición 
de la escena.  
 
No obstante, tarda más tiempo ya que el codificador repasa el contenido 
dos veces.  
 
La codificación de 2 pasadas no está disponible en las situaciones 
siguientes:  
 
• La secuencia se difunde. 
 
• Una misma sesión tiene varios orígenes. 
 
• El origen está configurado en bucle. 
 
• En la secuencia se incluyen secuencias de comandos. 
 
• El contenido del origen proviene de dispositivos, a menos que haya 
habilitado el control de dispositivos. 
 
• El archivo de origen tiene una extensión de archivo “.bmp”. 
Así mismo, la codificación de 2 pasadas sólo está disponible con 
determinados códecs. Para obtener una lista de códecs que admiten la 
codificación de 2 pasadas. 
 
 
6.4.  Difusión de las presentaciones/diapositivas. 
 
Debido a la poca carga que representa la actualización de las imágenes 
procedentes de la presentación del ponente se ha optado por la captura en el 
momento del cambio de la imagen y posteriormente se carga en la página web 
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7. MEDIDAS, RETARDOS Y NÚMERO DE USUARIOS.  
 
 
7.1. Escenario de las pruebas. 
 
Dado que el presente proyecto trata de una aplicación que se puede 
implementar en empresas, escuelas o simplemente para difundir elementos 
multimedia desde cualquier parte que se quiera transmitir una 
sesión/conferencia informativa; se ha optado por realizar las pruebas grabando 
sesiones en una escuela y difundiendo una grabación o bien una sesión en 
directo a través de la intranet de dicha escuela.   
 
La intranet en la que se han hecho las pruebas de streaming en directo 
tiene un número aproximado de 500 usuarios, que la mayoría tiene una 
conexión de 100 Mbps. 
 
El aula desde el que se han hecho las pruebas para emitir la sesión por 
la intranet de la escuela, está dotada de sala técnica desde la que se tiene 
acceso a la presentación del ponente y a la señal de la cámara que graba dicha 
sesión sin que se aprecie la presencia de dicha asistencia técnica. 
 
Es desde esta sala técnica donde está ubicado el pc que recibe la señal 
de vídeo a través de la tarjeta de vídeo MATROX.  Este equipo se encarga de 
codificar la señal y transmitirla o bien al servidor de streaming o bien ser el 
propio pc el encargado de la difusión de la señal de vídeo a través del 
correspondiente software que se va a utilizar.    
 
La captación de las imágenes se hace a través de una cámara Sony  
DVCAM DSR-PD170.  La salida de video utilizada es con un conector RCA que 




Fig. 7.1.  Cámara sony DSR-PD170. 
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La matriz de video utilizada es SONY  PVS-1680S,  donde entra la señal 
procedente de la cámara y se distribuye a varios sitios, uno de ellos el PC con 




Fig. 7.2.  Matriz Sony PVS-1680S. 
 
 
El PC que se encarga de la captura es un HP con 1GB de memoria RAM  
y 200 GB de disco duro.  La tarjeta de video que utiliza es una MATROX 
RT.X100 Xtreme.  La entrada de la señal de video a la MATROX  se hace a 








7.2.  Difusión de vídeo. 
 
El software utilizado para la captura y difusión del vídeo ha sido el 
“Windows Media Encoder” pudiendo capturar, grabar en disco y difundir 
(streaming) con diferentes calidades dependiendo de las necesidades del 
momento.   
 
En el mercado hay otros softwares que capturan y difunden vídeo pero 
tienen el problema que no son libres o que tienen pocas opciones a la hora de 
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elegir calidades de streaming o de grabación.  Y “Windows Media 
Encoder”  viene con el sistema operativo de Windows.   
 
A la hora de abrir una sesión para hacer streaming de vídeo, Windows 
Media Encoder nos da la opción de difundir un suceso en directo, grabado o la 
captura de la pantalla.  Esta última opción sería válida si quisieramos obtener la 
presentación del ponente mediante otro stream de vídeo, pero sería una carga 
demasiado elevada para sólo estar difundiendo imágenes, más adelante 
explicaré como solucionamos el tema de la difusión de las presentaciones. 
 
Una vez seleccionada la opción de difusión de vídeo hay que seleccionar 
las opciones de dispositivo: vídeo (de dónde se quiere coger la captura de la 
cámara) y audio (de dónde se quiere obtener la señal de audio). 
 
Método de difusión, hay 2 maneras de difundir vídeo.   
 
• Insertarlo en un servidor, donde hay que incluir los datos del servidor 
para que se pueda acceder al stream de vídeo.  Los usuarios, para 
poder ver el vídeo, se conectan directamente al servidor. 
 
           
 
Fig. 7.4.  Codificador Windows Media para hacer streaming de vídeo. 
 
 
• Extraerlo del codificador, donde el equipo codificador es el encargado 
de proporcionar el stream de vídeo mediante un puerto seleccionado.  
Se muestra la URL para conexiones a Internet y para conexiones a 
una LAN.  En este caso los usuarios, se conectan al equipo que se 
encarga de la codificación para poder ver el vídeo. 
 
Opciones de codificación, selección de la calidad con la que se quiere 
difundir el vídeo stream. 
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ARCHIVO, aquí se indica dónde se graba el archivo de vídeo del cual se 
está haciendo el streaming. Este paso es opcional, ya que es posible sólo 
hacer la difusión sin tener que grabar dicho stream. 
 
INFORMACIÓN A MOSTRAR,  aquí se puede incluir una serie de 
información como es el título, autor, copyright, clasificación, descripción, que 
queda grabada paraque en una posterior visualización el usuario pueda tener 
unos datos aclaratorios del momento en el que se grabó esta sesión. 
 
         
7.2.1. Número de usuarios. 
 
Una vez listo para difundir el stream de vídeo; si elegimos la opción de 
extraer el stream del codificador, el número máximo de usuarios que se pueden 
conectar es de 50.  Siempre teniendo en cuenta que se depende del ancho de 
banda del canal y de la compresión que se esté aplicando al vídeo.   
 
Si por el contrario elegimos insertar el stream en un servidor, el límite de 
usuarios lo pone el ancho de banda del canal respecto de la compresión del 
vídeo.   
 
Es por este motivo que es aconsejable insertar el stream de vídeo en un 
servidor, dependiendo del número de usuarios,  para no tener limitaciones a la 
hora de un posible aumento de usuarios conectados a la sesión. 
 
 
7.2.2.  Retardo. 
 
El retardo aproximado que hay cuando un usuario obtiene la recepción 
de un stream es de unos 10-15 segundos.  Este dato puede variar dependiendo 
de la conexión, del tamaño del stream, del ancho de banda de cada usuario.   
Es por eso que todos los usuarios conectados a la vez a un mismo stream de 
vídeo van a tener una mínima diferencia a la hora de recibir las imágenes.   
Estas pequeñas diferencias siempre van a estar ahí debido a que la red está en 
constante cambio debido a colisiones, saturación, bloqueos y no es 
homogenea para cada uno de los usuarios conectados.   
 
 
7.3. Difusión de las imágenes. 
 
Las imágenes que presenta el ponente son las que hay que capturar 
para introducirlas en una página web y puedan ser visualizadas por los 
usuarios conectados a la sesión, sincronizadas con el vídeo de la imagen del 
ponente.    
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Fig. 7.5.  Programa captura de las imágenes del ponente. 
 
 
Para capturar las imágenes se utiliza un software que deja programar 
cada cuánto tiempo se quiere obtener una captura de la pantalla que está 
utilizando el ponente.  Esta imagen es guardada en una carpeta, que actualiza 
la imagen anterior, poniendo en la página web la captura actual y así ofrecer a 





Fig. 7.6.  Imagen capturada de la presentación del ponente. 
 
 
7.3.1.  Número de usuarios. 
 
Debido a la poca carga que implica la difusión de las imágenes, el 
número de usuarios no se va a ver afectado por esta parte de la presentación, 
ya que como he dicho antes, el número de usuarios depende del stream de 
vídeo. 
 




Las imáges son capturadas con cierta frecuencia, afectando a la carga 
en el procesado si la captura se hace con mucha frecuencia.  Si la recepción de 




















Fig. 7.7.  Página web con el streaming de vídeo y la presentación del 
ponente. 
 
Como las imágenes no ocupan mucho su transmisión es rápida 
provocando un cierto desincronismo con el stream de vídeo.  Es por eso que 
hay que configurar la captura de las imágenes con un pequeño retraso y 
también poner un tiempo de actualización de la imagen en la página web para 
que el stream de vídeo y las imágenes estén sincronizadas.   
 
 
Si el retraso de la captura de la imagen es muy grande (15 segundos) 
para que haya sincronización con el stream de vídeo, puede darse el caso que 
el ponente en el tiempo que dura este retraso haya visualizado 2 o más 
imágenes, con la consiguiente pérdida de cáptura de una de las figuras. Por 
eso es conveniente que el tiempo de retraso más el tiempo de transmisión de la 
figura más el tiempo de actualización de la página sea de unos 15 segundos.   
Esto no garantiza que haya una sincronización perfecta entre el stream de 
vídeo y las imágenes de la presentación, porque como ya se ha comentado en 
el punto 7.1.2. con el stream de vídeo no se puede garantizar una 
sincronización perfecta para cada uno de los usuarios que están conectados a 
la sesión.   
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8.  Posibles mejoras del sistema, medidas.  
 
Probablemente esta opción no es la óptima pero de momento es la 
elegida.    La captura de las imágenes que no se  haga mediante un programa 
externo. 
 
Una de las opciones a la hora de capturar las imágenes de forma que 
haya la menor carga computacional es hacer una captura solamente en el 
momento en que el ponente cambia de imagen (slide).  Esto haría que se 
capturaran sólo las imágenes en el momento en que el ponente pulsa para 
cambiar a la siguiente figura. 
 
La opción de la difusión del vídeo también puede ser mejorada.  Esta 
mejora consiste en tener varios servidores de streaming los cuales cada uno de 
ellos tienen el stream de diferente calidad.  Dependiendo de la calidad de la 
conexión de los usuarios, éstos se conectarían a uno u otro servidor.  Esta 
solución permitiría a cada usuario disponer del stream con una calidad que se 
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