Abstract. We consider partial differential equations on networks with a small parameter ε, which are hyperbolic for ε > 0 and parabolic for ε = 0. With a combination of an ε-expansion and Runge-Kutta schemes for constrained systems of parabolic type, we derive a new class of time discretization schemes for hyperbolic systems on networks, which are constrained due to interconnection conditions. For the analysis we consider the coupled system equations as partial differential-algebraic equations based on the variational formulation of the problem. We discuss well-posedness of the resulting systems and estimate the error caused by the ε-expansion.
Introduction
The propagation of pressure waves in a network of pipes [Osi87, BGH11] as well as the electro-magnetic-energy propagation along a network of transmission lines [MWTA00, GHS16] can be modeled as a coupled system of hyperbolic partial differential equations (PDE). On each edge of the network (representing, e.g., a pipe or transmission line) we consider a one-dimensional linear wave system with damping of the forṁ p e (t, x) + a e (x)p e (t, x) + ∂ x m e (t, x) = g e (t, x), εṁ e (t, x) + ∂ x p e (t, x) + d e (x)m e (t, x) = f e (t, x).
Here, p e and m e model the potential and flow variables of the system on a single edge e. The non-negative parameters a e , d e include linear damping, e.g., due to friction, and the source terms g e , f e may encode, e.g., the slope of a pipe. For the parameter ε we assume in this paper that 0 ≤ ε ≪ 1. In a gas network this would equal the product of the adiabatic coefficient and the square of the Mach number. We emphasize that setting ε = 0 results in a parabolic PDE whereas the PDE is hyperbolic for ε > 0. Considering a network as illustrated in Figure 1 .1, the stated conservation and balance laws require additional coupling conditions. These reflect important physical properties similarly to the circuit laws of Kirchhoff. In particular, we demand continuous potentials and that the sum of flows is balanced at each junction. Thus, the overall system combines hyperbolic PDEs with explicitly stated constraints, cf. [JT14, EKLS + 18]. Mathematically, the resulting model equals a partial differential-algebraic equation (PDAE), see [LMT13] for an introduction.
The aim of this paper is to derive time discretization schemes for the given class of PDAEs. Recently, time discretization schemes have been analyzed for the parabolic case (ε = 0) including Runge-Kutta methods [AZ18] and discontinuous Galerkin methods [VR18] . In general, one may say that the construction and analysis of numerical schemes need a combination of methods known from time-dependent PDEs, see, e.g., [LO95, ET10] , as well as strategies coming form the theory of differential-algebraic equations (DAE), cf. [HLR89, HW96, KM06] .
The foundation for the analysis of time discretization schemes are well-posedness results for the PDAE models. Hence, a major part of the paper discusses mild and classical solutions for different regularity assumptions on the right-hand side. For the particular case of gas networks with a e = 0, well-posedness and exponential stability have been shown in [EK18] . Therein, the connection to the parabolic system for ε = 0 is exploited. Similar techniques are applied in the present paper.
The paper is organized as follows. In Section 2 we derive the model equations together with the constraints coming from coupling and boundary conditions. Further, we discuss two particular examples and needed function spaces. The variational formulation, which then leads to the considered PDAE system, is subject of Section 3. This includes uniqueness and existence results of mild and classical solutions. An important step towards the proposed time discretization scheme is then the consideration of the parabolic limit case, which we obtain for ε = 0.
Section 4 is devoted to the comparison of the two solutions coming from the hyperbolic and parabolic systems, respectively. For this, we consider the difference of the solutions for ε > 0 and ε = 0 and show that this is of order ε for appropriate initial values. In view of time discretization schemes of higher order, we also consider the second-order term in the ε-expansion of the exact solution. We prove that this then yields a secondorder approximation under certain additional conditions on the initial data. In Section 5 we shortly comment on the differentiation index of the DAEs resulting from a spatial discretization of the coupled systems. Finally, we introduce time discretization schemes which result from the combination of the ε-expansion of the solution and Runge-Kutta schemes applied to PDAEs of parabolic type.
Model Equations and Preliminaries
In this section, we introduce the hyperbolic system equations as well as the coupling conditions, which are directly given by the underlying network structure. Furthermore, we introduce the needed function spaces and the constraint operators. These will be used in the subsequent section for the operator formulation of the system equations.
2.1. Network geometry. We consider a directed graph G = (V, E), which encodes the geometry of the underlying network, cf. Figure 1 .1 for an exemplary illustration. The set of vertices V includes the junctions of the network whereas the edges in E represent interconnections, e.g., pipes in gas networks or transmission lines in power networks. On each edge e ∈ E we consider a linear hyperbolic PDE in one space dimension of the forṁ p e + a e p e + ∂ x m e = g e , (2.1a)
with appropriate boundary conditions and given initial values for p e (0) and m e (0). The variable p e models a potential whereas m e is a flow variable. The parameters a e and d e include damping to the system equations and are assumed to be constant in time. However, they may be space-dependent within its bounds
for almost every x ∈ e and all e ∈ E. An essential assumption of this paper is that the parameter ε satisfies ε ≪ 1, which accounts for the different time scales of the two variables. We emphasize that setting ε = 0 results in a parabolic PDE whereas the PDE is of hyperbolic type for ε > 0. For the specification of boundary and coupling conditions we need to distinguish two kinds of vertices. The set of boundary vertices, for which an in-or outflow is prescribed, is denoted by V flow and defines N := |V flow | ≥ 1. For the remaining nodes in V \ V flow we either have coupling (at interior vertices) or boundary conditions for the flow variables. Further, we introduce M := |V \V flow | such that N + M equals the total number of vertices in G. Given any vertex v ∈ V, we define by E(v) the set of edges, which have v as a vertex. Finally, the number n e (v) = ±1 encodes the direction of the edge e. In particular, this means that the graph is directed from a vertex v to v ′ if n e (v) = −n e (v ′ ) = −1. For a boundary node v ∈ V we assume that all adjacent edges are equally directed, i.e., the sign n e (v) is identical for all edges e ∈ E(v). Consequently, we either have only in-or only outflow at a boundary node.
The system equations on the network G are now given edgewise by (2.1) in combination with certain boundary and coupling conditions. For this, we define the functions p and m elementwise by p e and m e , respectively. Similarly, the damping parameters a and d are edgewise defined through a e and d e , respectively. Note that this implies uniform bounds on d in terms of d min and d max . The coupling conditions are similar to the Kirchhoff's circuit laws, i.e., we assume that p is continuous and that for every vertex v ∈ V \ V flow we have
The given function r : [0, T ] → R M models the action of consumers, dissipation, or a lossless connection at interior junctions. Note that we use here an identification of R M and the nodes V \ V flow , which allows to evaluate r at a node v ∈ V \ V flow . The Dirichlet boundary conditions modeling the inflow are given by
for every v ∈ V flow and prescribed h : [0, T ] → R N . As before, we use here an identification of R N and V flow .
2.2. Examples. We discuss two particular applications, which lead to coupled systems of the given form with a small parameter ε.
Gas networks. In the example of a gas network, each edge e ∈ E corresponds to a pipe in which we consider the propagation of pressure waves. Thus, the variables p and m stand for the pressure and the mass flux, respectively. Under certain simplifying assumptions this is governed by equations of the form (2.1), cf. [EK17] . In this case, the parameter ε equals the product of the adiabatic coefficient and the square of the Mach number and is of order 10 −3 , cf. [BGH11] . Further, we have a e = 0 and d e includes damping due to friction at the walls of the pipe. The right-hand side f e includes the slope of a pipe e.
For the case that V flow includes all boundary nodes and r ≡ 0 the existence of classical solutions has been discussed in [EK17] . The extension of this result to r = 0 is straightforward if r is independent of time. In this paper, however, we allow more general boundary conditions and time-dependent right-hand sides, which includes the boundary data r.
Power networks. In a power network, each edge e ∈ E corresponds to one transmission line whereas a node models a customer, power supplier, or an interconnection. The corresponding variables then model the voltage (p) and the current (m). The hyperbolic equation, which is considered on a single edge is also called the telegrapher's equation, cf. [MWTA00, GHS16] . The power loss due to the resistance of the underlying material is modeled trough the parameter d e . On the other hand, a e describes the capacitance of the transmission line and depends on its length. Also in this kind of models small values of ε emerge.
2.3. Function spaces. For a proper weak formulation of system (2.1) we consider (piecewise) Sobolev spaces. First, we introduce the space L 2 (E) consisting of all functions which are edgewise in L 2 (e). The corresponding inner product reads
and defines the norm · := · L 2 (E) = (·, ·) 1/2 . The space of broken H 1 -functions is denoted by H 1 (E). This means that v ∈ H 1 (E) if and only if v| e ∈ H 1 (e) for all e ∈ E. Due to well-known embedding theorems [Zei90, Ch. 21 .3], such a function is continuous on all edges but may jump at junctions.
For the subspace of globally continuous functions in H 1 (E) we write H 1 (Ē). This notion is motivated by the fact that globally continuous functions, which are edgewise in H 1 , are globally in H 1 . We emphasize that the function space H 1 (Ē) is densely embedded in L 2 (E). Further, H 1 0 (Ē) denotes the Sobolev space of functions in H 1 (Ē) with vanishing function values at the boundary nodes in V flow . We emphasize, that this includes only the vertices for which we prescribe the potential p in form of boundary conditions. Finally, we denote the dual space of H 1 0 (Ē) by H −1 (Ē). As we consider time-dependent problems, appropriate solution spaces are given by Sobolev-Bochner spaces, cf. [Rou05, Ch. 7] . Denoting the space of quadratic Bochner integrable functions with values taken in V by L 2 (0, T ; V ), we use correspondingly the notion H m (0, T ; V ), m ∈ N, for functions with higher regularity in time. Moreover, we define for two Sobolev spaces V 1 ֒→ V 2 the space
2.4. Constraint operators. We introduce several constraint operators for the incorporation of the constraints on m, namely (2.2), as well as the boundary conditions for p. First, we define the operator R :
for a vertex v ∈ V \ V flow . Recall that we use a one-to-one correspondence of nodes in V \ V flow and the components of a vector in R M , as M equals the corresponding number of vertices. It is easy to see that the operator R is surjective. Its dual operator R * :
Second, we introduce R in : H 1 (E) → R N , which is defined similarly to R but on the boundary nodes of the network with inflow. Thus, we set
for a boundary node v ∈ V flow . Note that also R in defines a surjective operator. The corresponding dual operator reads R * in :
In the following subsections we will also need function evaluations of H 1 (Ē)-functions at the nodes of the network. We denote this operation by B : H 1 (Ē) → R N for nodes with inflow and C : H 1 (Ē) → R M for the remaining nodes. Obviously, also the operators C and B are surjective. The following lemma shows that all four operators are even inf-sup stable, since they map into a finite-dimensional space.
Lemma 2.1. Let X be an arbitrary Banach space and the operator S : X → R n linear, continuous, and surjective. Then S is inf-sup stable, meaning that there exists a positive constant β > 0 with
Proof. Let µ ∈ R n \ {0} be arbitrary and e i the i-th Cartesian unit vector in R n , i = 1, . . . , n. Since S is surjective, there exist linearly independent vectors v i ∈ X with Sv i = e i . Forṽ := n i=1 µ i v i we then obtain the estimate
Therefore, it holds for S that
Since µ was chosen arbitrarily, a lower bound for the inf-sup constant β is given by (
The shown inf-sub stability is a crucial property for the well-posedness of the PDAE in the weak form, as the incorporation of the constraints will lead to a saddle point structure of the system equations. Further, it implies the existence of right-inverses C − : R M → H 1 (Ē) and B − : R N → H 1 (Ē), which satisfy CC − = id R M and BB − = id R N .
In the following section we discuss the weak formulation of system (2.1) including boundary and coupling conditions. Throughout this paper, we use for estimates the notion a b for the existence of a generic constant c > 0 such that a ≤ cb.
Operator Formulation
There are two possibilities for a weak formulation of the considered system (2.1)-(2.3). First, one may consider the formulation, which is weak in p. This means that p takes values in L 2 (E) only and that the boundary conditions cannot be enforced pointwise. Second, we can assume that p is continuous but the mass flux m is in L 2 (E). As a result, the coupling condition (2.2) cannot be formulated pointwise and needs to be incorporated in a weak sense.
In this section, we show that the second approach is advantageous and pass over to the operator form of the system equations. Further, we discuss existence results of mild and classical solutions. We emphasize that, in this section, the property ε ≪ 1 is not of importance such that ε may be replaced by any other positive constant. In the parabolic limit case with ε = 0 we discuss the existence of weak solutions.
3.1. A first weak formulation. In this subsection, we discuss the weak formulation with (2.2) enforced by means of an explicit constraint, cf. [EKLS + 18, App. I]. Assume for a moment that p ∈ H 1 (Ē) with p(v) = h(v) for v ∈ V flow . Then, integration by parts yields for a test function w ∈ H 1 (E),
In this subsection, we only assume p(t) ∈ L 2 (E) and introduce a Lagrange multiplier κ such that (∂ x p, w) = −(p, ∂ x w) + R * κ, w + R * in h, w . With this, we obtain the following weak formulation: Given right-hand sides f :
Remark 3.1. The partial derivative ∂ x applied to a function in H 1 (E) denotes the edgewise derivative w.r.t. the variable x.
Remark 3.2. We emphasize that the continuity of p, which is part of the classical formulation, is not part of the weak formulation (3.1). Note, however, that already p(t) ∈ H 1 (E) implies continuity at the interior vertices as well as the boundary conditions p(t, v) = h(t, v) for v ∈ V flow and all t ∈ [0, T ].
Within this paper, we will consider the alternative weak formulation, which is introduced in the following subsection. This is preferable, since it has a straightforward extension to multiple dimensions -leading to a term div(∇p) instead of ∇(div m) -and is more robust in terms of ε. Latter can be seen in the index analysis of the semi-discrete system, cf. Section 5, and needed regularity assumptions in the limit case. Considering ε = 0 and a given initial value for p 0 , we obtain the equation dm 0 (0) = f (0) + ∂ x p 0 (0). This means that we need p 0 (0) ∈ H 1 (E) although we consider the weak formulation with p taking values in L 2 (E) only.
3.2.
A second weak formulation. The second possibility of a weak formulation allows the mass flux m to take values in L 2 (E). Since this disables us to explicitly enforce the constraint (2.2), we include this only weakly. On the other hand, we model p with values in H 1 (Ē) and thus, as a continuous function such that boundary conditions can be included explicitly in form of a constraint.
To obtain a weak formulation, we again integrate by parts. More precisely, we derive for m ∈ H 1 (E), which satisfies Rm = r, and a test function q ∈ H 1 (Ē),
If we introduce a Lagrange multiplier in place of R in m, then we obtain the following weak formulation: Given right-hand sides f :
for all test functions q ∈ H 1 (Ē), w ∈ L 2 (E), and µ ∈ R N .
Remark 3.3. The derivation of the weak formulation (3.2) shows that the Lagrange multiplier λ has a physical interpretation, namely the weighted sum of the boundary values of m.
We obtain a more compact form of (3.2) if we consider corresponding operators in the dual spaces of H 1 (Ē), L 2 (E), and R N . For this, we introduce K for the (edgewise) partial derivative. We understand this as an operator K :
Kq, m := (∂ x q, m). This then leads to the operator formulatioṅ
Before considering the question of the existence of solutions to (3.3), we mention that the results of the following sections remain valid for certain generalizations. This applies particularly to the damping terms and the constraint equation (3.3c).
3.3. Existence of solutions. It turns out that the following auxiliary problem is helpful for the upcoming analysis,
Note that the system does not include derivatives of the variables but that the right-hand side may still be time-dependent. To show the existence of a solution (p, m, λ) we first consider the time-independent case. For this, we define L as the weak Laplacian.
* is linear, continuous, selfadjoint, and non-negative. Furthermore, its restriction to
Proof. As L is the weak Laplacian with an additional non-negative coefficient d, the properties are easy to show. The ellipticity follows by the Poincaré-Friedrichs inequality.
Lemma 3.5 (Constant right-hand sides). For given r ∈ R M , system (3.4) has a unique solution
which depends linearly and continuously on the data, i.e., p H 1 (Ē ) + m + |λ| |r|.
By standard arguments [BF91, Ch. II.1.1] this system has a unique solution p ∈ H 1 0 (Ē), λ ∈ R N , which is bounded in terms of r. The existence of m and the stability bound then follow by m = −d −1 Kp.
As an immediate consequence we get the following existence result for system (3.4) with a time-dependent right-hand side.
Corollary 3.6. Consider r ∈ H m (0, T ; R M ) for some m ∈ N. Then, system (3.4) has a unique solution
which is bounded in terms of r.
Proof. The existence follows directly by Lemma 3.5, if we consider system (3.4) pointwise in time. The resulting solution is H m -regular in time, since the operators are timeindependent.
We return to system (3.3). To show the existence of mild and classical solutions we need the following lemma.
Lemma 3.7. Consider the (unbounded) operator
for arbitrary positive β > 0 and the domain
Proof. We show that A is a densely defined, closed, and dissipative operator with a dissipative adjoint A * . The statement then follows by [Paz83, Ch. 1.4, Cor. 4.4]. The operator is densely defined, since D(A) contains all functions (p, m) with p| e , m| e ∈ C ∞ c (e) for all e ∈ E. The closeness follows by the fact, that the operator A defines an invertible operator
with bounded inverse, cf. the proof of Lemma 3.5. For the dissipativity we note that 
Hence, the operator A is dissipative. The dissipativity of A * follows similarly.
Lemma 3.8 (Existence of a mild solution). Consider right-hand sides
The Lagrange multiplier λ exists in a distributional sense with a regular primitive in the space C([0, T ], R N ) and it holds thaṫ
, and λ ∈ H 1 (0, T ; R N ) be the unique solution of system (3.4), cf. Corollary 3.6. The introduction of p := p − p − B − h, m := m − m, and λ := λ − λ leads together with (3.3) to the systeṁ
Since B p = 0, we can reduce the evolution equation tȯ 
with the operator A from Lemma 3.7 and β = √ ε. Note that we used the density of Considering more regularity for the given data, we now show the existence of a classical solution. For this, we again analyze the corresponding Cauchy problem.
Lemma 3.9 (Existence of a classical solution). Let the right-hand sides satisfy f, g ∈ H 1 (0, T ; L 2 (E)), h ∈ H 2 (0, T ; R N ), and r ∈ H 2 (0, T ; R M ). Further assume consistent initial data p(0) ∈ H 1 (Ē) and m(0) ∈ L 2 (E), i.e., Bp(0) = h(0), and the existence of a function m ∈ L 2 (E) with
Then, there exists a unique classical solution (p, m, λ) of (3.3) with
Proof. Following the proof of Lemma 3.8 under the given assumptions, we notice that the right-hand side of the Cauchy problem (3.7) is an element of
Further we have x(0) ∈ D(A), since p(0) ∈ H 1 (Ē) and m(0) satisfies, due to (3.4a),
The Remark 3.10. A sufficient condition for the existence of m ∈ L 2 (E) as stated in Lemma 3.9 is that the initial value m(0) ∈ H 1 (E) satisfies Rm(0) = r(0). In this case, the function m equals the piece-wise partial derivative of m(0).
The proofs of Section 4 use certain estimates for the mild solution introduced in Lemma 3.8. For this, we first consider the classical solution from Lemma 3.9 and ( p, m) as defined in (3.6). Using p and m as test functions in (3.6) and integrating over the time interval [0, t], we obtain
Note that we have used Corollary 3.6 in the second step. By the continuity of the semigroup generated by A and the density of
is also satisfied for the mild solution ( p, m) of (3.6) under the conditions of Lemma 3.8.
3.4. Parabolic limit case. For the numerical simulation of the hyperbolic network equations, we will exploit the parabolic structure of the limit equation for ε = 0. The corresponding solution is denoted by (p 0 , m 0 , λ 0 ) and solves the systeṁ
The initial condition is given by p 0 (0) = p(0). Again, we need to discuss the existence of solutions.
Lemma
satisfying the initial condition in L 2 (E). The Lagrange multiplier λ 0 exists in a distributional sense withṗ
Proof. Since the algebraic equation (3.10b) is stated in L 2 (E), we can insert this equation into (3.10a), which results iṅ
with the operator L introduced in Lemma 3.4. The existence of a unique partial solution (p 0 , λ 0 ) follows then by [EM13, Th. 3.3], using that H 1 0 (Ē) is dense in L 2 (E). Finally, with equation (3.10b) the mass flow is given by (3.12)
and therefore unique and an element of L 2 (0, T ; L 2 (E)).
For the analysis in Section 4 we also need solutions with higher regularity including an appropriate multiplier λ 0 . For this, we consider more regular right-hand sides and initial values.
Lemma 3.12 (Weak solution with higher regularity). Consider right-hand sides f ∈
Further assume consistent initial data p 0 (0) ∈ H 1 (Ē) with Bp 0 (0) = h(0) and the existence of a function p ∈ L 2 (E) such that
for all q ∈ H 1 0 (Ē). Then the solution of system (3.10) satisfies
Proof. We introduce p 0 := p 0 − B − h with B − h ∈ H 2 (0, T ; H 1 (Ē)) by assumption. Due to (3.11), this functions satisfies B p 0 = 0 and
with initial value p 0 (0) = p 0 (0)−B − h(0). The given assumptions imply that the right-hand side is an element of After we have discussed the existence of solutions to systems (3.3) and (3.10), we compare these two solutions in the following section.
ε-Expansion of the Solution
Assuming ε ≪ 1, we consider an expansion of the variables p and m in ε, i.e.,
In the same manner, the Lagrange multiplier λ is decomposed into λ = λ 0 + ελ 1 + . . . . As in the previous sections, the variables p j , m j , and λ j are defined edgewise by p e j , m e j , and λ e j for all e ∈ E. We are now interested in the approximation properties of p 0 and m 0 as well as ofp
4.1. First-order approximation. We first discuss the approximation property of the pair (p 0 , m 0 ), which solves together with the multiplier λ 0 system (3.10). It was already shown in [EK17, Th. 1] that this approximation is of order √ ε and -under certain assumptions on the initial data -of order ε. The proof, however, is based on the stationary solution of the system, which is not applicable in the present case of time-dependent right-hand sides and non-trivial boundary conditions. We present here an alternative proof, which also applies to the weak solution. We consider the difference of systems (3.3) and (3.10). Since p and p 0 satisfy the same boundary conditions, we can neglect the constraint and restrict the test functions in the first equation to H 1 0 (Ē). This then leads to
The initial condition satisfies (p − p 0 )(0) = 0. To derive estimates, we follow two approaches. First, we consider (4.2) as a parabolic system with a right-hand sideṁ, which leads to Theorem 4.1. Second, we will subtract εṁ 0 from the second equation and consider the result as a hyperbolic system. This will be subject of Theorem 4.2 below.
Theorem 4.1 (First-order approximation I). Assume right-hand sides f, g ∈ H 1 (0, T ; L 2 (E)), h ∈ H 2 (0, T ; R N ), and r ∈ H 2 (0, T ; R M ). Further, assume consistent initial data p(0) ∈ H 1 (Ē) and m(0) ∈ L 2 (E) such that there is a function m ∈ L 2 (E) satisfying (3.8). Then, the difference of (p, m) and (p 0 , m 0 ) is bounded for t ≤ T by
with a constant
Proof. We consider p − p 0 as test function in (4.2a) and m − m 0 as test function (4.2b). Adding and integrating the resulting equations, we obtain by the non non-negativity of a and Young's inequality
On the other hand, using p − p 0 and
Note that we used that system (3.3) has a classical solution by Lemma 3.9. Further, we note that the derivative of the classical solution is again a mild solution of (3.3). Hence, with an estimate of the form (3.9) we obtain
. It remains to bound the initial values of˙ p and˙ m. For˙ p(0) we use (3.6a) and the fact that we can bound K * m(0) by m L 2 (E) . For the estimate of˙ m(0) we apply (3.6b) and (3.4b) to obtain
Finally, we apply Corollary 3.6 to bound p H 2 (0,T ;L 2 (E)) and m H 2 (0,T ;L 2 (E)) in terms of r H 2 (0,T ;R M ) .
As mentioned above, we now consider system (4.2) as a hyperbolic system. Thus, we need to assume the existence ofṁ 0 , which then appears on the right-hand side.
Theorem 4.2 (First-order approximation II). Suppose right-hand sides
, and r ∈ H 1 (0, T ; R M ). Further, assume consistent initial data p(0) ∈ H 1 (Ē) and m(0) ∈ L 2 (E) and that there exists a function p ∈ L 2 (E) satisfying (3.13). Then, for t ≤ T it holds that
By Lemma 3.12 the given assumptions guaranty the existence ofṁ 0 ∈ L 2 (0, T ; L 2 (E)). The result then follows by an estimate of the mild solution as in (3.9). Remark 4.5. Comparable estimates for the Lagrange multiplier, which only exists in a distributional sense under the given assumptions of Theorems 4.1 and 4.2, use the inf-sup stability of B and read
Thus, the error in the primitives is of the same order as the pressure.
Second-order approximation.
In order to obtain a better approximation of p and m, which we will exploit for the time discretization in Section 6, we include the second term of the ε-expansion (4.1). The tuple (p 1 , m 1 , λ 1 ) solves the systeṁ
with the initial condition p 1 (0) = 0. As usual, we first discuss the solvability of the system. Since (4.5) can be written as a parabolic equation for p 1 , we only need to analyze the regularity of the right-hand side, i.e., of m 0 . The weak differentiability of m 0 has been discussed in Lemma 3.12 such that an application of Lemma 3.11 directly leads to the following result.
Lemma 4.6 (Existence of a weak solution (p
, and r ∈ H 1 (0, T ; R M ). Further, let the initial data p(0) ∈ H 1 (Ē) be consistent and some p ∈ L 2 (E) satisfy (3.13). Then, system (4.5) is uniquely solvable with
Furthermore, λ 1 exists in a distributional sense.
In the following, we are interested in the approximation property ofp = p 0 + εp 1 and m = m 0 + εm 1 . Obviously, this requires additional regularity assumptions. As noted in the previous subsection, the initial data may cause a reduction in the ε-order of the approximation, regardless of the regularity of the data, cf. Remark 4.3. To focus on the improvements resulting from the incorporation of p 1 and m 1 , we assume in the following that Kp(0) − f (0) + dm(0) = 0, i.e., m(0) = m 0 (0). Theorem 4.7 (Second-order approximation). Consider right-hand sides f, g ∈ H 2 (0, T ; L 2 (E)), h ∈ H 3 (0, T ; R N ), and r ∈ H 3 (0, T ; R M ) withṙ(0) = 0. Further, assume consistent initial data p(0) ∈ H 1 (Ē) and m(0) ∈ L 2 (E) as well as the existence of m ∈ L 2 (E) satisfying (3.8) and of p ∈ H 1 0 (Ē) satisfying (3.13). Then, assuming Kp(0) − f (0) + dm(0) = 0, we obtain for t ≤ T ,
H 3 (0,T ;R M ) . Proof. We consider the difference of the exact solution and (p,m). Since p−p has vanishing boundary values, we can omit the Lagrange multiplier and obtain the system d dt
with initial condition (p −p)(0) = 0. Following the proof of Theorem 4.1, we obtain
For an estimate of the integral on the right-hand side, we consider the formal derivative of system (4.2). Similar to equation (4.3), we have Note that m and its derivatives only depend on the given data by Corollary 3.6. Using once more the formal derivative, we obtain by estimate (3.9) that
with
H 3 (0,T ;R M ) . For the initial value of¨ p we note that byṁ(0) = 0,ṙ(0) = 0, and equation (3.4a) it follows that K * ˙ m(0) = 0 in H −1 (Ē) and thus, using (3.6a),
For an estimate of¨ m(0) we note that
which gives the claimed estimate. We emphasize that the first term on the right-hand side is bounded in terms of the data, since
For this, we use ḟ (0)
0 (Ē) by equation (3.14) and p ∈ H 1 0 (Ē).
Remark 4.8. Under the additional assumption 0 =ḟ (0) − Kṗ(0) = εm(0), which is equivalent to m(0) =m(0) andṁ(0) =ṁ 0 (0), Theorem 4.7 states thatp is a second-order approximation of p in terms of ε. Further,m is a second-order approximation of m in
Remark 4.9. The estimate for m −m in Theorem 4.7 is again in line with the finite dimensional case, whereas the difference p −p is one order smaller, cf [KKO99, Ch. 2.5, Th. 5.2]. Again, the given estimates are sharp for the infinite dimensional case.
Given the assumptions of Theorem 4.7 there exist regular solutions λ and λ 0 . We close this section with a remark on the approximation property of the Lagrange multiplier.
Remark 4.10. Under the the assumptions from Theorem 4.7, it follows that λ 0 is a firstorder approximation of λ, i.e.,
with the constantsĈ, C data , andĈ data from Theorems 4.1 and 4.7. The associated proof uses that the parabolic PDE (3.10), which is satisfied by the differences p − p 0 , m − m 0 , and λ − λ 0 , fulfills the assumptions of Lemma 3.12. The order of approximation for λ and λ 0 then follows by the estimates of the integrals of ṁ 2 and m 2 as in the proof of Theorem 4.1 and 4.7, respectively.
Index of the Semi-discrete Systems
Since the considered system (3.3) is a PDAE, a semi-discretization in space leads to a DAE. This section is devoted to the computation of the differentiation index of the resulting system. Roughly speaking, this index measures the minimal number of differentiation steps in order to extract an ODE, cf. [BCP96, Def. 2.2.2] for a precise definition and [Meh13] for further index concepts. We emphasize that we do not consider the index of the PDAE.
A spatial discretization, e.g. by finite elements, turns the linear operators into matrices. At this point, we gather a list of general assumptions on these matrices, rather than prescribing a precise discretization scheme. For the discretization of m and p we consider symmetric and positive definite mass matrices M 1 ∈ R nm,nm and M 2 ∈ R np,np . The mass matrices including the space-dependent damping terms d, a are denoted by M d ∈ R nm,nm , M a ∈ R np,np , respectively. Both matrices are symmetric and semi-positive definite. Further, the discrete version of the linear operator K is denoted by K ∈ R nm,np .
As discrete versions of the constraint operators B and C from Section 2.4 we introduce the matrices B ∈ R N,np , which we assume to be of full row rank, and C ∈ R M,np . We emphasize that the discretization of the dual operators equal the transpose of the corresponding matrices. Note that the data for the constraints, i.e., the Dirichlet data h and r, are already finite-dimensional and need no further discretization. For the discretization of f and g the same notation as for the original right-hand sides. This means that we assume in this section that f : [0, T ] → R nm and g : [0, T ] → R np . Finally, we definẽ
Using for the semi-discrete variables the same notation as for the continuous ones, we obtain as spatial discretization of (3.3) the system   
This DAE has index 2. To see this, we consider the derivative of the constraint, which leads to the system   
Note that the vector including the variables on the left-hand side contains the derivatives of m and p but the Lagrange multiplier λ without any derivative. Since the matrix B is assumed to have full row rank and M 2 is positive definite, the matrix on the left-hand side is invertible for ε > 0. A multiplication from the left by the inverse then yields differential equations for m and p together with an algebraic equation for λ. Since one differentiation step was sufficient to extract these equations, the original DAE was of index 2. Next, we discuss the spatial discretization of the parabolic limit case (3.10). This means nothing else then setting ε = 0 in equation (5.1). Thus, we have the DAE 
Since the damping parameter d is positive, M d is invertible and the first equation allows to write m in terms of p. It remains a system of the form
with the typical semi-explicit index-2 structure, cf. [HW96, Ch. VII.1].
Remark 5.1. Another possible discretization is discussed in [HT17] and takes the topology of the network into account leading to an index-1 DAE. Therein, the semi-discrete variables only include the values of p and m at the endpoints of an edge.
Remark 5.2. We discuss the port-Hamiltonian structure of the system equations, cf. [van13] . For this, we consider the right-hand sides as inputs of the system. Following the DAE formulation introduced in [BMXZ17, Def. 4], we may write (5.1) in the form
with the sum of a skew-symmetric structure matrix (describing the energy flux) and a symmetric dissipation matrix on the right-hand side. The corresponding energy (also called Hamiltonian) is given by
Note that this depends on the parameter ε. Thus, the system maintains its port-Hamiltonian structure for ε = 0 but with a different energy. We emphasize that the port-Hamiltonian structure is already given in the continuous system (3.3), cf. [JZ12] .
Finally, we turn to the system for the second-order terms of the ε-expansion, i.e., system (4.5) with solution (p 1 , m 1 , λ 1 ). More precisely, we consider the throughṁ 0 coupled system of (3.10) and (4.5). As a consequence, the overall system has no saddle point structure anymore. We take once more the same notion for the continuous and semi-discrete variables and introduce
The spatial discretization of the coupled system then leads to the DAE
with the block-diagonal mass matrix M := diag{M 1 , M 2 , M 2 , 0, 0, 0}. This DAE is again of index 2. To see this, we follow [HW96, p. 456] and note that the matrix 
is invertible, due to the full rank property of B.
Temporal Discretization
In this section, we investigate the behavior of the first-and second-order approximations p 0 , m 0 , λ 0 andp,m,λ under a discretization in time. We consider Runge-Kutta methods and focus, in particular, on the implicit Euler scheme. The convergence of such schemes for semi-explicit PDAEs of parabolic type was analyzed in [AZ18] and is thus applicable for the case with ε = 0, i.e., for system (3.10). The combination with the approximation results from Section 4 then yields a discretization scheme for the full problem (3.3).
Unfortunately, the assumed structure in [AZ18] is too restrictive for the analysis of the coupled system consisting of (3.10) and (4.5) and thus, needs an extension. Another major difficulty is the appearance of the variable m 0 , which we discuss in Section 6.2.
6.1. First-order approximation. Based on the results of Section 4, we propose to approximate p and m by a temporal discretization of p 0 and m 0 , respectively. Due to the PDAE structure of (3.10), we have 'differential' and 'algebraic' equations, which causes difficulties within the time discretization. One particular reason is the high sensitivity to perturbations of the right-hand side, cf. [Alt15] . In the finite-dimensional case it is well-known that this may decrease the convergence order, see [HW96, Ch. 6 ] and [KM06, Ch. 5.2]. To bypass these issues, we apply a regularization to the system involving the socalled hidden constraints. The regularization approach considered in [AZ18] introduces an additional Lagrange multiplier µ 0 : [0, T ] → R N and adds the hidden constraint explicitly to the system equations. For (3.10) this procedure results iṅ
with an arbitrary invertible matrix M ∈ R N ×N . Under certain regularity assumptions on p 0 , every solution of (6.1) with a consistent initial condition implies µ 0 = 0 and that (p 0 , m 0 , λ 0 ) solves (3.10), cf. [AZ18, Lem 3.6]. Note that the hidden constraint for p 0 is stated explicitly in (6.1d).
Remark 6.1. Another regularization approach was introduced in [AH15] and uses dummy variables. For this, let P c be an arbitrary complement of H 1 0 (Ē) in H 1 (Ē) leading to the unique decomposition p 0 = p 0 + p 0,c with p 0 ∈ H 1 0 (Ē) and p 0,c ∈ P c . Then, the regularization of (3.10) is given bẏ
including the dummy variable q 0,c ∈ P c , which approximates the derivative of p 0,c . By [AH15, Th. 2.3] and [AZ18, Lem. 2.5] every solution of (6.2) generates a solution of (3.10) by the triple ( p 0 + p 0,c , m 0 , λ 0 ).
6.1.1. Implicit Euler scheme. We first investigate the approximation obtained by the implicit Euler scheme. Remarks on Runge-Kutta schemes are then given in Section 6.1.2. For the temporal discretization of (6.1) we consider a uniform partition of the interval [0, T ] with step size τ = T /n, n ∈ N, and time steps t j = τ j, j = 1, . . . , n. The time-discrete system then reads
Therein, D τ denotes the discrete derivative, i.e., D τ p 0,j := (p 0,j − p 0,j−1 )/τ , and p 0,0 := p(0). Note that the right-hand sides of (6.3) should be appropriate approximations of the right-hand sides of (6.1) at time t j . However, the given smoothness may not always allow a point evaluation. We introduce the piecewise constant function g τ : [0, T ] → [H 1 (Ē)] * with g τ (t) := g j for t ∈ (t j−1 , t j ], j = 1, . . . , n. Analogously, we define f τ , h τ ,ḣ τ , and r τ . For the convergence analysis we assume that for τ → 0 we have
Remark 6.2. The functionḣ τ denotes the approximation ofḣ and not the derivative of h τ . We emphasize that definingḣ j by the discrete derivative D τ h j makes the performed regularization useless, since the two constraints would be redundant. In fact, the regularization aims to include information on the derivativeḣ to the system rather than using the discrete derivative.
Lemma 6.3. Let the conditions of Lemma 3.11 be satisfied and (p 0 , m 0 , λ 0 ) the solution of the PDAE (3.10). Suppose that g τ , f τ , h τ ,ḣ τ , and r τ converge as stated in (6.4). Then, system (6.3) has a unique solution for every j = 1, . . . , n. Further, let p 0,τ , m 0,τ , and µ 0,τ denote the piecewise constant functions and p ∨ ∧ 0,τ the continuous and piecewise linear function defined via p 0,j , m 0,j , and µ 0,j , respectively. Then, as τ → 0 we have
Since µ 0,0 = 0, we have p 0,0 − p 0 (0) = 0 and therefore by summing up all the estimates (6.5) from k = 1, . . . , j, it follows that
For the stated approximation orders we also need an estimate of the Lagrange multiplier µ. A multiple application of equation (6.3d) and Taylor's theorem yield together
Therefore, the approximation order for µ 0,τ 2 L ∞ (0,T ;R N ) constant functions p 0,τ , m 0,τ and the piecewise linear function p ∨ ∧ 0,τ defined through the implicit Euler scheme (6.3) serve as an approximation of the solution to (3.3) in the sense that
Therein, C data denotes once more a constant only depending on the data.
Proof. The result follows directly by the combination of Theorem 4.1 with Lemma 6.4. For this, we apply the triangle inequality and obtain
The estimates for the piecewise constant approximations follow in the same way. 6.1.2. Runge-Kutta methods. For the temporal discretization using Runge-Kutta schemes, we consider a Butcher tableau of the form c A b T with b, c ∈ R s and A ∈ R s,s . As in [AZ18] we assume that the resulting method is algebraically stable, A is invertible, and
temporal discretization of (6.1) then leads to the stationary system
where p 0,j ∈ H 1 (Ē) s , m 0,j ∈ L 2 (E) s , and λ 0,j , µ 0,j ∈ R sN satisfy the operator system
Therein, the discrete derivative D τ p 0,j is given by (p 0,j − p 0,j−1 ½ s )/τ and the operators act componentwise. As in Lemma 6.3 one proves the existence of a solution of the iterative scheme (6.8) by inserting (6.8b) into (6.8a) and using [AZ18, Lem. 5.6], where the initial value p 0,0 is given by p 0 (0) = p(0).
For the convergence analysis we assume that the right-hand sides of (6.1) are continuous and the components of the right-hand sides of (6.8) are given via function evaluations at time points t j−1 + τ c i , i = 1, . . . , s. For g j this means exemplary The resulting coupled system includes two constraints. From (3.10c) we have Bp 0 = h, for which we apply the same regularization step as in the previous subseciton. Second, we have the condition Bp 1 = 0 from (4.5c), which we incorporate into the solution space of p 1 . In summary, this leads tȯ We emphasize that equations (6.12a) and (6.12d)-(6.12f) equal the Euler discretization of the regularized first-order system (6.3). Thus, a decoupling of the system would imply the existence of p 0,j , m 0,j , λ 0,j , and µ 0,j in every time step, see Lemma 6.3. The assumption p 0 (0) ∈ H 1 (Ē) then implies D τ p 0,j ∈ H 1 (Ē) for j = 1, . . . , n. This, in turn, ensures that the term d −1 K(D τ p 0,j ) is well-defined in [L 2 (E)] * and thus, the unique solvability of (6.12) in each time-step, cf. [ET10, Th. 4.1]. Now, let p 1,τ , m 1,τ denote the piecewise constant functions and p ∨ ∧ 1,τ the continuous and piecewise linear function defined via p 1,j and m 1,j , respectively. Lemma 6.6. Suppose right-hand sides f ∈ H 2 (0, T ; L 2 (E)), g ∈ H 2 (0, T ; H −1 (Ē)) with g ∈ L 2 (0, T ; [H 1 (Ē)] * ), h ∈ H 3 (0, T ; R N ), and r ∈ H 2 (0, T ; R M ). Further assume consistent initial data p 0 (0) ∈ H 1 (Ē) with Bp 0 (0) = h(0), the existence of a function p ∈ H 1 0 (Ē) satisfying (3.13), and p ′ ∈ L 2 (E) such that Proof. By Lemma 3.12 we conclude that the solution (p 0 , p 1 , m 0 , m 1 ) satisfies p 0 ∈ H 3 (0, T ; H −1 (Ē)) ∩ H 2 (0, T ; H 1 (Ē)) ∩ C 2 (0, T ; L 2 (E)), m 0 ∈ H 2 (0, T ; L 2 (E)),
Following the notation of the proof of Lemma 6.4 and considering Bp 1,j = 0, we have p 1,j = p 1,j . Further, proceeding as in the derivation of (6.6), we obtain by (6.12b) and (6.12c)
Conclusion
In this paper, we have derived time discretization methods for coupled systems of hyperbolic equations including a small parameter ε > 0. An expansion of the solution in this parameter is analyzed and combined with Runge-Kutta methods applied to the limit equation for ε = 0. The basis for the convergence proof is given by a number of existence results for the involved parabolic and hyperbolic PDAE models. These findings are in line with the results presented in [EK18] , although they are based on a different weak formulation. Further, the present paper offers extensions in view of an additional damping term, the possibility of time-dependent right-hand sides, and higher order approximations in terms of ε. and a calculation similar but rather more technical as above.
