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 ﻤﻠﺨﺺاﻟ
  
 ﻓﻲ اﻷﺧﺬ ﺧﻼل ﻣﻦ اﻟﺘﻄﺒﯿﻘﺎت ﺗﺼﻤﯿﻢ ﻓﻲ ﻛﺒﯿﺮا ﺗﻐﯿﯿﺮا ﺟﻠﺒﺖ MDI()ﻨﻤﺎذج ﺎﻟﺑﻤﺪﻓﻮﻋﺔ اﻟاﻟﮭﻨﺪﺳﺔ ﯾﻌﺘﻘﺪ اﻟﯿﻮم أن 
ﺗﻌﺘﻤﺪ اﻷﻧﻈﻤﺔ ﻣﻦ ﻧﻮع . اﻹﻧﺘﺎﺟﯿﺔاﻟﻤﺘﺮﺗﺒﺔ ﻋﻦ ﺗﺤﺴﯿﻦ ﻤﻜﺎﺳﺐ إﺿﺎﻓﺔ إﻟﻰ اﻟ و اﻟﺨﺒﺮة اﻟﻤﻌﺮﻓﺔاﺳﺘﺪاﻣﺔ  اﻻﻋﺘﺒﺎر
ﺧﺎﺻﺔ اﻧﻄﻼﻗﺎ ﻣﻦ ﻧﻤﺎذج ﻣﻮﺟﮭﺔ ﻣﻨﺼﺔ  ﯾﻌﺘﻤﺪ ﻋﻠﻰﺗﺤﻘﯿﻖ ﺣﻞ ﺗﻘﻨﻲ اﻟﻨﻤﺎذج ﺑﮭﺪف ﻞ ﯾﺘﺤﻮﻋﻤﻠﯿﺎت ﻟ ﻋﻠﻰ MDI()
 و ﻤﻮزﻋﺔ،اﻟ ﻧﻈﻤﺔاﻷﺘﻄﻮﯾﺮ ﻟاﻟﻤﺮاﺣﻞ اﻷوﻟﻰ  ﻋﻠﻰاھﺘﻤﺎﻣﻨﺎ  اﻟﺒﺤﺚ ﯾﺮﺗﻜﺰﻓﻲ ھﺬا . ﺗﺬﻛﺮ أي ﻣﻨﺼﺔ وﻣﺴﺘﻘﻠﺔ ﻋﻦ ﻟﻠﻤﮭﻦ
 .ﺟﻤﺎﻟﻲاﻟﻨﻈﺎم اﻹ ﻣﺘﻄﻠﺒﺎتوﻤﻮاﺻﻔﺎت ﻟ ﺗﺨﻀﻊ ( اﻟﻨﻈﺎم ﺗﺼﻤﯿﻢ)ﻟﺘﺼﻮرﯾﺔ اﺷﺘﻘﺎق  ﻋﻤﻠﯿﺔ ﺧﺎﺻﺔﺑﺼﻔﺔ 
 ﻗﻤﻨﺎ ﺑﺎﻗﺘﺮاحواﻻﺷﺘﻘﺎق اﻟﺘﻠﻘﺎﺋﻲ ﻟﺴﻠﻮك اﻟﻨﻈﺎم،  ذج اﻟﻤﺘﻄﻠﺒﺎت ﻓﻲ ﺗﻄﻮﯾﺮ اﻟﻨﻈﺎمﺎأھﻤﯿﺔ وﻓﺎﺋﺪة ﻧﻤ إﻟﻰﺎﻟﻨﻈﺮ ﺑ و
ﻋﻤﻠﯿﺔ . اﻟﻨﻤﺎذج ﻞﯾﺗﺤﻮ ﻋﻤﻠﯿﺔ ﻋﻠﻰ ﻜﺰﺗﺮﻣ ،ﻘﺎﺋﻢاﻟﻨﻈﺎم ﻠﻤﺨﺘﻠﻔﺔ ﻟاﻟدوار اﻷ أو اﻟﻤﻜﻮﻧﺎت ﻣﺨﺘﻠﻒ ﺳﻠﻮك ﻹﺷﺘﻘﺎق ﻨﮭﺞﻣ
وھﺬا  ،ﻣﻦ اﻟﻨﻈﺎم ﻋﻨﺼﺮ ﻜﻞﺑ ﺨﺎصاﻟﺎﺷﺘﻘﺎق اﻟﺴﻠﻮك ﺑ ﺳﻮف ﺗﺴﻤﺢ ، اﻟﺘﻲ ﺗﺤﻜﻤﮭﺎ ﻣﺠﻤﻮﻋﺔ ﻣﻦ اﻟﻘﻮاﻋﺪ،ھﺬه ﻞﯾاﻟﺘﺤﻮ
ﺑﯿﻦ اﻟﺴﻠﻮﻛﯿﺎت اﻟﻤﺸﺘﻘﺔ  وﺳﺘﺘﯿﺢ ھﺬه اﻟﻌﻤﻠﯿﺔ أﯾﻀﺎ اﺷﺘﻘﺎق رﺳﺎﺋﻞ اﻟﺘﻨﺴﯿﻖ اﻟﻤﻨﺎﺳﺒﺔ. ﺟﻤﺎﻟﻲاﻹ ﻣﻦ ﻣﺘﻄﻠﺒﺎت اﻟﻨﻈﺎم اﻧﻄﻼﻗﺎ
 ﺗﺠﻨﺐ اﻷﺧﻄﺎء اﻟﺘﻲأﻧﻈﻤﺔ ﺳﻠﯿﻤﺔ وﻗﻮﯾﺔ ﻣﻦ ﺧﻼل  إﻟﻰ ﺻﯿﺎﻏﺔ ھﺬه اﻟﺘﻠﻘﺎﺋﻲ اﻹﺷﺘﻘﺎق ﻋﻤﻠﯿﺔ ﺗﺆدي أنوﯾﻤﻜﻦ . اﻟﻤﺨﺘﻠﻔﺔ
  .اﻟﯿﺪوﯾﺔ ﻓﯿﮭﺎ اﻟﻌﻤﻠﯿﺔﺗﺘﺴﺒﺐ وﻗﺪ ﺗﺪﺧﻠﮭﺎ 
، اﻷوﻟﯿﺔ ﺗﺼﻤﯿﻢ اﻟﻨﻈﺎم ﻣﻊ ﻣﻮاﺻﻔﺎﺗﮫ ﺿﻤﺎن اﻣﺘﺜﺎل ، ﻧﺬﻛﺮوﻣﻦ اﻟﺠﻮاﻧﺐ اﻟﮭﺎﻣﺔ ﻓﻲ ﺗﻄﻮﯾﺮ اﻟﻨﻈﻢ اﻟﻤﻮزﻋﺔ
 ﻓﻲ اﻟﻮاﻗﻊ،. ﻣﻦ ﺻﺤﺔ اﻟﺴﻠﻮﻛﯿﺎت اﻟﻤﺸﺘﻘﺔ واﻟﺘﺤﻘﻖ ﻣﻨﮭﺎ ﻗﺒﻞ ﻧﺸﺮھﺎ اﻟﺘﺄﻛﺪﯾﺠﺐ  ﻓﻲ ﻧﮭﺞ اﻻﺷﺘﻘﺎق ﻟﺪﯾﻨﺎ، ﺑﺘﻌﺒﯿﺮ آﺧﺮ
وﻋﻤﻠﯿﺔ . ﺎﻋﻠﻰ ﻣﺴﺘﻮﯾﺎت ﻣﺨﺘﻠﻔﺔ ﻣﻦ دورات ﺣﯿﺎﺗﮭ اﻟﻄﺮق اﻟﺮﺳﻤﯿﺔ أدوات ﻗﻮﯾﺔ ﻟﻔﺤﺺ اﻟﺘﻄﺒﯿﻘﺎت اﻟﻤﺘﻨﺎﻓﺴﺔ ﺗﻮﻓﺮ
 ﻓﻲ ھﺬا. اﻷﻧﻈﻤﺔ اﻟﻤﺘﻨﺎﻓﺴﺔ ﻟﮭﺬهﻤﻨﻄﻘﯿﺔ اﻟ اﻟﺪﻗﺔﻣﻦ  واﻷﺟﺪى ﻟﻠﺘﺤﻘﻖ ﻗﻮىاﻷ ﻣﻦ اﻟﻨﻤﺎذج ھﻲ واﺣﺪة ﻣﻦ اﻟﻄﺮق اﻟﺘﺤﻘﻖ
ﻣﻦ اﻟﺴﻠﻮﻛﯿﺎت  وذﻟﻚ ﻟﻠﺘﺤﻘﻖﻨﻤﺎذج اﻟﻞ ﯾﻋﻠﻰ أﺳﺎس ﺗﺤﻮ ذج ﻣﺒﻨﻲﺎﻠﻨﻤﻟ ﻔﺤﺺاﻟ و ﻠﺘﺤﻘﻖﻟﻧﮭﺞ  ﻗﻤﻨﺎ ﺑﺎﻗﺘﺮاح، اﻟﺒﺤﺚ
ة ﻓﻲ ﺤﺪدﺘﺤﻘﻖ ﻣﺎ إذا ﻛﺎن اﻟﻨﻈﺎم اﻟﻤﺸﺘﻖ ﯾﺘﺼﺮف ﺑﻨﻔﺲ اﻟﻄﺮﯾﻘﺔ اﻟﻤاﻟ ھﻮاﻟﮭﺪف . ﻤﻮزﻋﺔﻸﻧﻈﻤﺔ اﻟﻟاﻟﻤﺴﺘﻤﺪة ﺗﻠﻘﺎﺋﯿﺎ 
 اﻟﺘﺮﻛﯿﺰھﺬا اﻟﻨﮭﺞ ﯾﺴﻤﺢ ﻟﻠﻤﻄﻮر . ﻠﻨﻈﺎمﻟ ﺨﺪﻣﺔاﻟوﺟﻮدة زﯾﺎدة اﻷداء  إﻟﻰھﺬا  ﻟﺘﺤﻘﻖاﻧﮭﺞ ﯾﮭﺪف . اﻟﺸﺎﻣﻠﺔ ﮫﻣﻮاﺻﻔﺎﺗ
  .اﻟﻨﻈﺎم ﻧﻔﺴﮫ اﻟﺘﺮﻛﯿﺰ ﻋﻠﻰ ﻠﻨﻈﺎم ﺑﺪﻻ ﻣﻦاﻟﺸﺎﻣﻞ ﻟﻨﻤﻮذج اﻟ ﻋﻠﻰ
 ﺎت ﺷﺒﻜاﻟﻄﺒﯿﺔ اﻟﻤﻌﺘﻤﺪة ﻋﻠﻰ  اﻟﻤﺮاﻗﺒﺔ أﻧﻈﻤﺔ ﺗﺼﻤﯿﻢ ﻓﻲ أﯾﻀﺎ اﻷطﺮوﺣﺔ ھﺬه ﻓﻲ اﻟﻤﻘﺪم اﻟﻌﻤﻞ ﻛﻤﺎ ﯾﺴﮭﻢ
وأﺟﮭﺰة اﺳﺘﺸﻌﺎر  ﺷﺒﻜﺔ ﺗﺘﻤﺜﻞ ﻓﻲ )NSBW( اﻟﻼﺳﻠﻜﯿﺔ ﻟﻸﺟﺴﺎمﺳﺘﺸﻌﺎر اﻻﺷﺒﻜﺔ . ﺻﺤﺘﮭﺎ ﻣﻦ واﻟﺘﺤﻘﻖ NSBW
 ﺣﻈﻲ وﻗﺪ .ﺔ اﻟﻤﺤﯿﻄﺔ ﺑﮫﺒﯿﺌاﻟﺠﺴﻢ واﻟ ﮭﺬاﻟ اﻟﺤﯿﻮﯾﺔ اﻟﻤﻌﻠﻮﻣﺎت ﺮﺻﺪﺑ وذﻟﻚ ﻟﻠﺴﻤﺎح ﻻﺳﻠﻜﯿﺔ ﺗﻌﻠﻖ ﻋﻠﻰ ﺟﺴﻢ اﻹﻧﺴﺎن
.  ﻣﺠﺎﻻت اﻟﺒﺤﺚ واﻟﺼﻨﺎﻋﺔ ﻓﻲ ﻣﺆﺧﺮا اﻻھﺘﻤﺎم ﻣﻦ ﻛﺒﯿﺮ ﺑﻘﺪرﻗﺼﺪ رﺻﺪ ﺻﺤﺔ اﻹﻧﺴﺎن،  اﻟﺸﺒﻜﺎت ھﺬه وﺗﻄﻮﯾﺮ ﺗﺼﻤﯿﻢ
 ﻓﻲ ﻣﺆﺧﺮا اﻟﻤﺤﺮز اﻟﺘﻘﺪم إﺿﺎﻓﺔ إﻟﻰ اﻟﻤﻜﻠﻔﺔ اﻟﺼﺤﯿﺔ اﻟﺮﻋﺎﯾﺔ إﻟﻰ أﺳﺎﺳﺎاﻟﻤﻜﺜﻒ واﻟﻤﺘﺴﺎرع  اﻻھﺘﻤﺎم ھﺬا وﯾﺮﺟﻊ
ﻣﻔﯿﺪة ﺟﺪا ﻟﺒﻨﺎء  ﯾﻤﺜﻞ ﻧﻘﻄﺔ ﻧﮭﺞ ﺗﺼﻤﯿﻢ ﺻﺮﯾﺢﺗﻮﻓﯿﺮ إن ﻣﻦ ﺟﮭﺔ أﺧﺮى،  .اﻷﺟﮭﺰة اﻟﻤﺼﻐﺮة ﻟﻠﻤﺮاﻗﺒﺔ اﻟﻄﺒﯿﺔ ﺗﻄﻮﯾﺮ
 ﻋﻠﻰ ﺗﺼﻤﯿﻢ وﯾﺴﺘﻨﺪ ھﺬا اﻟﻨﻈﺎم. ﻣﺮاﻗﺒﺔ طﺒﯿﺔ وﻗﺎﺋﯿﺔ ﯾﺘﻜﻔﻞ ﺑﺘﺤﻘﯿﻖﺎ ﻧﻘﺪم ﻧﻈﺎﻣ ،ةوﻓﻲ ھﺬه اﻟﻤﺬﻛﺮ. وﺻﯿﺎﻧﺔ ھﺬه اﻷﻧﻈﻤﺔ
. ﻣﺤﺪدة ﻣﺮاﻗﺒﺔ إﻟﻰ ﺿﺎﻓﺔإ واﻟﺮﺻﺪ اﻟﻤﺴﺘﻤﺮ ﻛﻞ ﻣﻦ اﻟﺮﺻﺪ اﻟﯿﻮﻣﻲ وﯾﺤﻘﻖ ﻓﻲ ﻧﻔﺲ اﻟﻮﻗﺖﻏﯿﺮ ﻣﺘﺠﺎﻧﺴﺔ  اتﻌﻘﺪﻣﺮﻓﻖ ﺑ
ﻟﺴﻠﻮك اﻟﻘﺎﺋﻢ ﻋﻠﻰ اﺷﺘﻘﺎق إﻧﮭﺞ  ﯾﺴﺘﺨﺪم. NSBW ﻨﻈﺎماﻟ ﻟﻮﺻﻒ ﺳﻠﻮك ﻧﻤﻮذج ﻓﻮق ھﺬا ﻛﻠﮫ، ﻓﻤﻨﺎ ﺑﺘﻌﺮﯾﻒ وﺗﺤﺪﯾﺪ
ھﺬا ﯾﺴﻤﺢ . NSBWاﻧﻄﻼﻗﺎ ﻣﻦ اﻟﺴﻠﻮك اﻟﻌﺎم ﻟﻠﻨﻈﺎم  NSBWاﻟﻨﻈﺎم    ﻋﻠﻰ ﺳﻠﻮك ﻛﻞ ﻋﻘﺪة ﻓﻲ ﻟﻠﺤﺼﻮلاﻟﻨﻤﻮذج 
 طﺮﯾﻘﺔﺗﺴﻤﺢ . ﮫاﻟﻤﻮاﺻﻔﺎت اﻟﻌﺎﻣﺔ ﻻﺣﺘﯿﺎﺟﺎﺗاﻧﻄﻼﻗﺎ ﻣﻦ  NSBWﻟﻠﻨﻈﺎم اﻟﻨﮭﺞ ﻟﻠﻤﻄﻮرﯾﻦ ﻟﻠﺤﺼﻮل ﻋﻠﻰ ﺗﺼﻤﯿﻢ 
ﺴﺘﻮﻓﻲ اﻟﻤﻮاﺻﻔﺎت اﻟﻌﺎﻣﺔ اﻟﻤﺸﺘﻖ ﯾ ﺘﺤﻘﻖ ﻣﺎ إذا ﻛﺎن اﻟﺘﻌﺎون اﻟﺴﻠﻮﻛﻲﺑﺎﻟﻣﻦ ﻗﺒﻞ اﻟﻨﻤﺎذج اﻟﻤﻘﺘﺮﺣﺔ أﯾﻀﺎ  اﻟﺘﺪﻗﯿﻖ اﻟﻤﻮﺟﮫ
  .ﻟﻠﻨﻈﺎم اﻷوﻟﻲ
، اﻟﺘﺪﻗﯿﻖ، ADM اﻟﻤﻘﯿﺪة ﺑﺎﻟﻨﻤﺎذج، اﻟﮭﻨﺪﺳﺔ اﺷﺘﻘﺎق اﻟﺴﻠﻮك، ﺗﺤﻮﯾﻞ اﻟﻨﻤﺎذج،، ﻋﺎﻟﻲﻧﻤﺎذج، ﻧﻤﻮذج  :اﻟﻤﻔﺘﺎﺣﯿﺔاﻟﻜﻠﻤﺎت 
  .ﺒﻲ، اﻹﺷﺮاف اﻟﻄNSBW
Résumé
l’Ingénierie Dirigée par les Modèles (IDM) apporte un changement important dans la conception des
applications en prenant en compte la pérennité du savoir faire et les gains en productivité. L’architecture IDM
se base sur la transformation de modèles pour aboutir à une solution technique sur une plateforme donnée à
partir de modèles métier indépendants de toute plateforme. Dans ce travail, nous nous intéressons aux phases
initiales de développement des systèmes distribués, particulièrement au processus de dérivation des modèles
conceptuels à partir de la spécification des exigences globales du système.
Considérant l’importance et l’utilité du modèle des exigences dans le développement des systèmes
et la dérivation automatique du comportement d’un système, nous proposons une approche de dérivation
du comportement des différents composants ou rôles d’un système basée sur la transformation de modèles.
Le processus de transformation, régi par un ensemble de règles, permettra la dérivation du comportement
local d’un composant, sous la forme d’un automate d’états-transitions, à partir des exigences du système
décrites par un diagramme d’activités UML étendu avec les collaborations. Ce processus permettra aussi
la dérivation des messages de coordination appropriés entre les différents comportements dérivés. Un tel
processus de dérivation automatique peut conduire à des systèmes valides et robustes en évitant les erreurs
introduites par les activités de conception manuelle.
Un important aspect dans le développement des systèmes distribués est d’assurer la conformité de
la conception du système avec sa spécification, autrement dit dans notre approche de dérivation, les com-
portements dérivés doivent être validés et vérifiés avant leur déploiement. En fait, les méthodes formelles
sont des outils puissants pour la vérification des applications concurrentes aux différents niveaux de leurs
cycles de vie. La vérification de modèles est l’une des méthodes formelles les plus puissantes pour vérifier
l’exactitude logique des systèmes concurrents. Dans ce travail, nous proposons une approche de vérification
de modèles basée sur une transformation de modèles pour valider les comportements automatiquement dé-
rivés d’un système distribué. Cette approche dirigée par les modèles vérifiera si le système dérivé a le même
comportement que celui décrit dans sa spécification globale. L’objectif est d’augmenter les performances et
la qualité de service QoS du système. Cette approche permet au développeur de raisonner sur un modèle du
système global plutôt que sur le système lui-même.
Le travail présenté dans cette thèse contribue également à la conception et la validation des appli-
cations de surveillance médicale basées sur les WBSNs. Un réseau de capteurs sans fil corporel (Wireless
Body Sensor Network (WBSN)) est un réseau de capteurs sans fil attachés au corps humain afin de permettre
la surveillance des paramètres vitaux du corps humain et son environnement. La conception et le dévelop-
pement de tels systèmes pour la surveillance médicale (health monitoring) ont récemment reçu beaucoup
d’attention, dans les domaines de la recherche et de l’industrie. Cet engouement est principalement motivé
par des soins de santé très coûteux et par les progrès récents accomplis dans le développement de dispositifs
miniatures pour la surveillance médicale. L’existence d’une approche de conception explicite devrait être
très bénéfique pour la construction et la maintenance de ces systèmes. Dans cette thèse, nous présentons un
système de surveillance médicale préventive. Ce système est basé sur une architecture dotée de nœuds hété-
rogènes et réalise à la fois une surveillance quotidienne et continue ainsi que des contrôles spécifiques. Nous
avons défini un modèle pour décrire le comportement global du système WBSN. L’approche de dérivation
du comportement dirigée par les modèles est utilisée pour obtenir le comportement de chaque nœud dans le
WBSN à partir du comportement global du système. Cette approche permet aux développeurs d’obtenir une
conception du système WBSN à partir de la spécification globale de ses besoins. L’approche de vérification
dirigée par les modèles proposée permet également de vérifier si la collaboration des comportements dérivés
satisfait la spécification globale du système initial.
Mots clés : Modèles, Méta-modèle, Transformation de modèles, Dérivation du comportement, Ingénierie
dirigée par les modèles, MDA, Vérification, WBSN, Surveillance médicale.
Abstract
The Model Driven Engineering (MDE) makes a significant change in application design by taking on
consideration the durability of the expertise and productivity gains. The MDE architecture is based on the
model transformation to achieve a technical solution on a given platform from business models independent
of any platform. In this work, we are interested in the early development phases of a distributed software
system, especially in the process of obtaining a system design from its global requirements specification.
Considering the great importance and usability of the requirements models in practice during a system
development, and the importance of the automatic derivation of the system behavior, this work focuses on
the derivation of the different system components’ behavior. To this end, we suggest an approach to derive
the behavior of the system components by transforming the system global requirements model to the design
model. The system global requirements model describes the functional behavior of a given system in an abs-
tract way. The design model represents the local behavior of each component. The appropriate meta-models
have been defined at each level of abstraction with the corresponding model transformations. The proposed
approach allows designers to describe their system using UML activity diagram extended with collabora-
tions. This requirements model is then automatically transformed to the behavior of the components. A set
of rules is needed to govern the model transformations during the derivation process. As these derived system
components execute in a distributed environment, the derivation process includes synchronization messages
in the derived behaviors to ensure coordination between the system components. The collaboration of these
behaviors should satisfy the initial requirements model.
To ensure the conformance of this design to its specification, the derived behaviors should be validated
and verified before their deployment. In fact, formal methods are powerful tools for software engineers to
verify the logical correctness of concurrent software at different levels of its life cycle. Model checking is
one of the most powerful formal methods for verifying the logical correctness of such concurrent systems. In
this work, we make use of a model checking approach that is based on a model transformation to validate the
automatically derived behavior of a distributed system. This model-driven approach will check whether the
derived system behaves correctly according to its global specification, while the objective is to increase the
system’s performance and QoS. This approach allows the developer to reason about a model of the global
system rather than about the system itself.
The work presented in this document also contributes to the design and validation of health moni-
toring systems based on WBSNs. The Wireless Body Sensor Network (WBSN) is a wireless network that
is designed to allow communication among sensor nodes that are attached to a human body to monitor the
body’s vital parameters and environment. The design and development of such WBSN systems for health
monitoring have received a large amount of attention recently, in research studies and in industry. This at-
tention is mainly motivated by costly health care and by recent advances in the development of miniature
health monitoring devices. The existence of an explicit approach to address the required software design and
verification should be very beneficial for the construction and maintenance of such systems. In this work,
we present a preventive health care system that has a flexible design. The proposed system is based on an
architecture that has heterogeneous nodes and provides both daily continuous monitoring as well as speci-
fic controls. The model-driven engineering (MDE) approach is used to derive each node’s behavior in the
WBSN from the WBSN global behavior. This approach allows developers to obtain a system design from
the global specification of its requirement. Then the proposed model-driven verification approach is used to
verify whether the collaboration of the derived behaviors satisfies the initial system specification.
Keywords : Models, Meta-model, Model Transformation, Behavior derivation, Model driven engineering,
MDA, Verification, WBSN, health monitoring.
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Les systèmes informatiques deviennent de plus en plus complexes. Il devient alors difficile de
maintenir correctement les logiciels à moindre coût et ceci dans des délais raisonnables. Cette
évolution consiste à redévelopper et porter ces logiciels vers de nouvelles plateformes, alors que
globalement la logique métier de l’entreprise n’a pas changé.
L’évolution incessante et inévitable des technologies a été prise en compte au niveau des
spécifications des logiciels, avec l’apparition de nouvelles méthodes d’analyse et de conception
à base de modèles et à production de code. La plus célèbre de ces méthodes de modélisation de
systèmes à objets est UML (Unified Modeling Language) de l’OMG. Avec ce langage graphique,
les différentes dimensions d’un logiciel complexe peuvent être spécifiées, assemblées, visualisées
et documentées. Ces différentes modélisations sont ensuite utilisées pour générer automatiquement
la trame de code du logiciel cible sur une plateforme.
Pour permettre l’interopérabilité entre les différents systèmes, réduire les coûts de dévelop-
pement et augmenter l’évolutivité, l’ingénierie dirigée par les modèles (IDM), ou Model Driven
Engineering (MDE) en anglais, est devenue un domaine important de l’ingénierie logicielle. Elle a
permis plusieurs améliorations significatives dans le développement de systèmes complexes en se
concentrant sur une préoccupation plus abstraite que la programmation classique. C’est une forme
d’ingénierie générative dans laquelle tout ou une partie d’une application est engendrée à partir
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de modèles. Pour l’IDM, le concept principal est le modèle. Un modèle est une abstraction, une
simplification d’un système permettant de le comprendre. Le modèle représente une vue d’un sys-
tème et il est défini dans le langage de son méta-modèle. Un système peut être décrit par différents
modèles liés les uns aux autres. L’utilisation de différents langages de modélisation pour décrire les
aspects chronologiques ou technologiques du développement d’un système nécessite la définition
de plusieurs méta-modèles. Afin de rendre opérationnels les modèles (pour la génération de code, la
documentation et le test, la validation, la vérification, l’exécution, etc.), IDM introduit la notion de
transformation de modèles. Autrement dit, un ensemble d’applications exécutables qui indiquent
comment dériver un modèle cible à partir d’un modèle source. Les mappages sont décrits en termes
de correspondances entre les concepts du méta-modèle source et ceux du méta-modèle cible. La
transformation de modèles permet de réaliser une génération (semi-) automatique du code à partir
des modèles.
En réponse au défi d’évolutivité (la nécessité de grands (méta) modèles et de transformations
entre ces modèles), l’académie et l’industrie ont investi dans le soutien de cet outil. Par consé-
quent, un certain niveau de maturité a été réalisé pour la (méta) modélisation et le développement
de transformation de modèles. L’étape suivante était l’automatisation des tâches de développement
de transformation de modèles. Cette automatisation est un réel défi dans le domaine de l’ingénie-
rie des modèles (les transformations manuelles introduisent beaucoup d’erreurs). L’automatisation
de la transformation consiste à produire de nouveaux modèles à partir de modèles existants. La
transformation n’est alors plus limitée à la production du code source mais peut opérer sur tous les
modèles décrivant un système.
L’approche MDA (Model Driven Architecture ou architecture dirigée par les modèles) est
un exemple d’application de l’IDM. La MDA est recommandée par l’OMG (Object Management
Group). Elle est basée sur d’autres recommandations de ce même organisme. Elle spécifie trois
niveaux d’abstractions exprimés en termes de modèles, les modèles des exigences CIM (Compu-
tation Independent Model), les modèles indépendants des plateformes PIM (Platform Independent
Model), et les modèles spécifiques aux plateformes PSM (Platform Specific Model). Le système est
ainsi représenté par différentes vues abstraites. Des transformations sont nécessaires entre les dif-
férents niveaux d’abstraction en vue de la génération du code. Plusieurs travaux sur les approches
MDA et IDM se sont concentrés sur les niveaux inférieurs et les transformations automatiques
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entre les uns et les autres. Ces travaux de recherches ont abordé la transformation des modèles de
conception en modèles de déploiement et plus précisément des modèles PIM en modèles PSM et
les modèles PSM vers du code dans MDA. Toutefois, moins d’attention a été accordée aux transfor-
mations de haut niveau d’abstraction en IDM, à savoir la transformation des modèles des exigences
en modèles conceptuels, les transformations des modèles CIM en modèles PIM dans l’approche
MDA.
1 Contributions
Considérant l’importance et l’utilité du modèle des exigences dans le développement des systèmes.
Celui-ci peut être utilisé pour décrire le comportement global d’un système, à savoir un système
distribué. Ceci est dû au fait que le comportement global de ces systèmes n’est pas réalisé par un
seul composant mais par la collaboration d’un ensemble de composants. Un tel comportement peut
être décomposé en un ensemble de comportements partiels réalisés par les différents composants du
système. Par conséquent, une approche de transformation est nécessaire pour dériver automatique-
ment le comportement de ces composants à partir de la spécification du comportement global du
système, modélisé par le modèle des exigences. Le processus de dérivation du comportement des
composants ou entités du système est très important dans le développement des systèmes distribués
tels que les systèmes d’information, les systèmes multi-agents et les applications distribuées. Un
tel processus de dérivation automatique peut conduire à des systèmes valides et robustes en évitant
les erreurs introduites par les activités de conception manuelle.
Les travaux présentés dans cette thèse ont pour objectif de contribuer à apporter une solution
dans les domaines de la transformation des modèles des exigences et la dérivation du comportement
d’un système et plus précisément un système distribué. Pour ce faire, nous proposons une approche
de dérivation du comportement des différents composants d’un système basée sur la transformation
de modèles. Nous considérons que le comportement global du système est modélisé par le modèle
des exigences. Les éléments de base du comportement global du système sont des activités qui
sont en fait des collaborations entre les composants ou les rôles du système. Les collaborations
sont très appropriées pour modéliser les exigences car elles fournissent un cadre structurel pour ces
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exigences qui peut incarner à la fois les comportements des rôles et les interactions entre ces rôles
nécessaires pour accomplir un service.
L’approche proposée consiste à dériver le comportement des rôles du système par la trans-
formation du modèle des exigences, qui décrit le comportement fonctionnel d’un système d’une
manière abstraite vers des modèles conceptuels où chaque rôle est identifié par son comporte-
ment local. Les comportements des rôles du système doivent être déterminés de sorte que de la
collaboration de ces comportements résulte un comportement satisfaisant le modèle global initial
d’expression des besoins. Le processus de transformation, régi par un ensemble de règles, permet la
dérivation du comportement local d’un composant, sous la forme d’un automate d’états-transitions,
à partir des exigences du système décrites par un diagramme d’activités UML étendu. Ce proces-
sus permettra aussi la dérivation des messages de coordination appropriés entre les comportements
dérivés des différents composants du système. Cette approche commence par la définition du méta-
modèle source des diagrammes d’activités UML étendus avec des collaborations, et le méta-modèle
cible des automates d’états-transitions UML. L’approche proposée considère les étapes suivantes :
 Définition du méta-modèle des exigences pour spécifier le comportement global d’un sys-
tème donné.
 Choix du méta-modèle cible afin de modéliser le comportement des rôles du système au
niveau conceptuel qui reflète le comportement local de chaque rôle.
 Établissement des règles de transformations qui régissent la transformation au cours du pro-
cessus de dérivation.
Les concepteurs de logiciels savent par expérience que, très probablement, tout système lo-
giciel ne fonctionne pas bien après la première compilation réussie, ni la deuxième ni la troisième.
Parfois, il faut un certain temps pour découvrir qu’un logiciel apparemment supposé correct peut
échouer de façon subtile. Les petits défauts peuvent se cacher pendant des années et apparaître au
moment le plus gênant lorsqu’ils sont les moins attendus. Cependant, il existe des cas dans lesquels
ces défauts ne sont pas acceptables, tels que les systèmes de surveillance médicale ou les applica-
tions économiques critiques ; les défauts logiciels peuvent entraîner des pertes de vie ou causer des
dommages économiques importants.
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Une grande partie de notre monde est maintenant contrôlée par des applications logicielles,
le défi le plus important consiste à trouver les moyens et les outils nécessaires afin de rendre ces
applications plus fiables. La vérification de tels systèmes implique une validation de la conception.
Elle vérifie si une conception d’un système donné satisfait les exigences globales de celui ci. (Si
ce n’est pas le cas, alors il est souhaitable de le savoir au début du processus de conception !) Ces
tâches, la vérification du système et la validation de la conception, peuvent être accomplies en
utilisant plusieurs techniques.
La vérification basée sur les modèles est l’une des méthodes formelles les plus puissantes
et est particulièrement bien adaptée à la vérification automatisée des systèmes à états finis. La
vérification de modèles nécessite des algorithmes sophistiqués basés sur la théorie des automates et
la logique pour vérifier les modèles, mais pas les programmes. Ces modèles représentent fidèlement
le système, tout en restant suffisamment concis pour permettre de vérifier son exactitude.
L’approche de dérivation du comportement d’un système se concentre sur les premières
phases de développement d’un système logiciel distribué, en particulier dans le cas de l’obten-
tion d’une conception d’un système à partir de sa spécification des exigences globales. Les com-
portements dérivés du système s’exécutent dans un environnement distribué. Ainsi, le défi le plus
important consiste à trouver les moyens nécessaires pour vérifier si ces comportements dérivés
sont fiables. Cet objectif consiste à vérifier si le système dérivé en question se comporte tel que
le système initial a été conçu. Toutes ces raisons ont motivé notre travail pour l’utilisation d’une
approche dirigée par les modèles pour effectuer la vérification du comportement des composants
dérivés du système.
Dans cette thèse, nous présentons une approche dirigée par les modèles pour vérifier et va-
lider le processus de dérivation. Il s’agit de vérifier si la collaboration des comportements dérivés
satisfait la spécification globale du système initial. L’approche décrit un processus de vérification
qui permet de vérifier et d’analyser la cohérence logique du système dérivé. Ce processus de vé-
rification est principalement basé sur la transformation automatique des modèles dérivés vers des
modèles spécifiques requis par un vérificateur de modèles. Par la suite, la vérification de modèles
peut être effectuée pour analyser les comportements dérivés du système et vérifier donc si ce com-
portement est conforme à la spécification globale du système.
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La conception et le développement des systèmes pour la surveillance médicale (health mo-
nitoring) utilisant les réseaux de capteurs (Wireless Body Sensor Network (WBSN)) est une tâche
très complexe. La majorité des études dans ce domaine se sont axées sur les problèmes de mise
en œuvre, et elles abordent rarement une méthodologie pour la construction et la maintenance de
tels systèmes. La plupart de ces systèmes sont développés en sélectionnant d’abord la plateforme
cible la plus appropriée et, ensuite, son système d’exploitation spécifique et son langage de pro-
grammation. L’existence d’une approche de conception explicite devrait être très bénéfique pour la
construction et la maintenance de tels systèmes.
Le travail présenté dans cette thèse contribue également à la conception et la validation des
applications de surveillance médicale basées sur les WBSN. Nous proposons d’abord une archi-
tecture composée de nœuds hétérogènes pour construire un système de surveillance médicale. Le
système de surveillance médicale proposé est conçu pour effectuer une surveillance quotidienne et
continue ainsi que des contrôles spécifiques pour les patients d’un hôpital. C’est une architecture
WBSN basée sur un collecteur de données mobile. Le collecteur mobile est utilisé pour écono-
miser les ressources (consommation d’énergie) des capteurs. Les nœuds capteurs ne peuvent être
réveillés que lorsqu’ils sont en présence du collecteur de données. De plus, l’approche de dérivation
du comportement dirigée par les modèles est utilisée pour obtenir le comportement de chaque nœud
dans le WBSN à partir du comportement global du système WBSN. L’utilisation d’une approche
d’ingénierie logicielle pour prendre en charge un tel processus de dérivation peut conduire à une
conception hautement indépendante des plateformes d’implémentation. En outre, elle favorise la
réutilisation des modules logiciels ; un modèle de comportement dérivé peut être reconsidéré sur
différentes plateformes. L’approche de vérification dirigée par les modèles est adoptée pour vérifier
les comportements dérivés et valider le processus de dérivation.
2 Organisation du document
La suite de ce document est constitué de sept chapitres, organisés comme suit :
Chapitre 2 : ce chapitre situe le cadre général de la thèse. Nous distinguons au niveau de ce chapitre
la notion du paradigme de l’ingénierie dirigée par les modèles (IDM) et les techniques de transfor-
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mation dans l’IDM. La première partie de ce chapitre introduit l’ingénierie dirigée par les modèles
et ses concepts. Au niveau de la deuxième partie, nous décrirons l’approche MDA et ses principes.
A la fin de ce chapitre, les techniques de transformations de modèles sont décrites et notamment les
transformations de haut niveau, à savoir les transformations des modèles des exigences (CIM) vers
des modèles conceptuels (PIM). Cette description nous a permis de mettre en évidence la trans-
formation des modèles des exigences pour réaliser la dérivation du comportement d’un système
distribué.
Chapitre 3 : la première partie de ce chapitre sera consacrée à une description détaillée de la pro-
blématique soulevée pour les transformations de modèles. Par la suite, nous décrirons l’approche
proposée pour la transformation du modèle des exigences en modèles conceptuels. L’approche pro-
posée consiste à dériver le comportement des rôles du système par transformation du modèle des
exigences, qui décrit le comportement fonctionnel d’un système d’une manière abstraite vers des
modèles conceptuels où chaque rôle est identifié par son comportement local.
Chapitre 4 : la première partie de ce chapitre sera consacrée à la description des langages de trans-
formation de modèles, en particulier les langages QVT (Query View Transformation) et ATL (Atlas
Transformation Language). La deuxième partie sera consacrée à la mise en œuvre de l’approche de
dérivation proposée pour la transformation du modèle des exigences en modèles conceptuels.
Chapitre 5 : ce chapitre présente une approche dirigée par les modèles pour vérifier et valider le
processus de dérivation décrit dans le chapitre 3. Ce processus de vérification a pour but de vérifier
que la collaboration des comportements dérivés satisfait la spécification globale du système initial.
La première partie du chapitre est consacrée à la description du processus de vérification dirigé
par les modèles qui est principalement basé sur la transformation automatique des modèles dérivés
vers des modèles spécifiques requis par un vérificateur de modèles. La deuxième partie présente une
vérification du système distribué de télédiagnostic en neuroscience décrit dans le chapitre 3. Cette
vérification de modèles est effectuée pour analyser et vérifier le comportement dérivé du système.
Chapitre 6 : ce chapitre présente un système de surveillance médicale préventive. Ce système est
composé d’un réseau de capteurs corporels sans fil (Wireless Body Sensor Network (WBSN))
attachés au corps humain afin de permettre la surveillance des paramètres vitaux du corps humain et
son environnement. Ce système est basé sur une architecture dotée de nœuds hétérogènes et réalise
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à la fois une surveillance quotidienne et continue ainsi que des contrôles spécifiques. Nous avons
défini un modèle pour décrire le comportement global du systèmeWBSN. L’approche de dérivation
du comportement dirigée par les modèles est adoptée pour obtenir le comportement de chaque nœud
dans le WBSN à partir du comportement global du système WBSN. Les comportements dérivés du
système WBSN sont vérifiés par l’approche proposée de vérification dirigée par les modèles. Cette
vérification consiste à déterminer si la collaboration de ces comportements satisfait la spécification
globale du système initial.
Enfin, le chapitre 7 conclut cette thèse en présentant les contributions apportées durant cette
thèse, et présente les perspectives ouvertes à l’issue de nos travaux.
Chapitre 2
Ingénierie dirigée par les modèles et
transformations
1 Introduction
Suite à l’approche objet des années 80 et de son principe de considérer que "tout est objet", l’in-
génierie du logiciel s’oriente aujourd’hui vers l’ingénierie dirigée par les modèles (IDM) et le
principe du "tout est modèle". L’ingénierie des modèles peut être vu comme une généralisation de
la technologie orientée objet. Les principaux concepts de la technologie objet sont les classes, les
instances et les deux relations associées InstanceOf et InheritsFrom. Pour l’IDM, le concept classe
est remplacé par le concept modèle. Un modèle représente une vue d’un système défini dans le
langage de son méta-modèle. En d’autres termes, un modèle contient des éléments conformes aux
concepts et aux relations exprimés dans son méta-modèle. Les deux relations de base sont Repre-
sentedBy et ConformsTo. Un modèle représente un système et il est conforme à un méta-modèle.
Les méta-modèles sont à leur tour conforme à un méta-méta-modèle qui est défini en termes de
lui-même [12]. En ingénierie des modèles, les modèles ne sont pas seulement des moyens de
communication entre les développeurs d’applications mais ils sont suffisamment précis pour être
utilisés pour générer du code. Les concepts et les éléments peuvent correspondre à des classes et
des instances, respectivement. A première vue, cela suggère des ressemblances entre la techno-
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logie objet et l’IDM, mais il existe une nette différence entre les deux. Il faut clairement séparer
l’approche orientée objet de l’approche orientée modèle (IDM). Cependant, dans bien des cas la
confusion est faite entre les concepts que l’on trouve dans l’IDM et leur incarnation dans le monde
objet. Par exemple, la vision selon laquelle un modèle serait une "instance d’un" méta-modèle.
L’objectif de l’IDM est de définir une approche pouvant intégrer différents espaces technolo-
giques [58]. Par exemple, l’espace technologique des grammaires, des documents structurés XML,
ou des bases de données relationnelles, ne sont pas fondés sur le concept d’objet. Les deux relations
de base InstanceOf et InheritsFrom ne sont pas adaptées aux autres espaces technologiques comme
elles le sont pour le monde des objets [14]. L’IDM vise à fournir un grand nombre de modèles pour
exprimer séparément chacune des préoccupations des utilisateurs, des concepteurs, des architectes,
etc. C’est par ce principe de base, fondamentalement différent, que l’IDM peut être considérée en
rupture par rapport aux travaux de l’approche objet. Ainsi, il est nécessaire de définir quels sont les
concepts et les relations essentielles à l’IDM.
2 Concepts essentiels de l’IDM
L’approche orientée objet est basée sur deux relations fondamentales : la relation InstanceOf qui
permet d’introduire la notion de classe et la relation InheritsFrom qui permet d’introduire la notion
de superclasse. Le concept central de l’IDM est la notion de modèle et les deux relations fondamen-
tales sont RepresentedBy et ConformsTo. La première relation, RepresentedBy, est liée à la notion
de modèle, alors que la relation ConformsTo permet de définir la notion de modèle par rapport à
celle de méta-modèle.
2.1 Modèles
Bien qu’il n’existe pas une définition universelle du modèle, néanmoins de nombreux travaux
montrent cependant un relatif consensus sur une certaine compréhension. Les trois définitions ci-
dessous sont représentatives de cette tendance.
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Définition : "A model is an abstraction of a physical system, with a certain purpose."
Elle provient du standard UML [75]. Un modèle est une abstraction d’un système physique
avec un certain objectif. Cette définition est contraignante car elle se limite à la représentation
des concepts physiques et exclue les concepts abstraits tels que la notion de session de cours
ou d’interaction dans de tels modèles.
Définition : "A model is a set of statements about some system under study." [100]
Un modèle est un ensemble d’énoncés d’un système à l’étude.
Définition : "Amodel is a simplification of a system built with an intended goal in mind. The model
should be able to answer questions in place of the actual system." [13]
Un modèle est une abstraction d’un système, modélisé sous la forme d’un ensemble de faits
construits dans une intention particulière. Un modèle doit pouvoir être utilisé pour répondre
à des questions sur le système modélisé. Toutefois, un modèle doit, par définition, être une
abstraction pertinente du système qu’il modélise, i.e., qu’il doit être suffisant et nécessaire
pour permettre de répondre à certaines questions en lieu et place du système qu’il représente.
Ces définitions provenant de sources différentes suggèrent qu’il existe une relation entre le
modèle et le système étudié qu’il modélise. Cette relation est appelée RepresentedBy dans [8, 14,
100]. Notons que la nature exacte des systèmes considérés n’est pas explicitée dans les définitions
précédentes. Ces définitions ne sont pas restreintes aux modèles et systèmes informatiques. Par
exemple, une carte géographique peut jouer le rôle de modèle, alors que la région étudiée jouera
celui du système modélisé. Dans cet exemple, une carte est un modèle (une représentation) de la
réalité, avec une intention particulière (carte routière, administrative, des reliefs, etc.).
La notion de modèle dans l’IDM fait explicitement référence à la notion de langage bien
défini dans lequel est exprimé le modèle. En effet, pour qu’un modèle soit productif, il faut qu’il
puisse être manipulé par une machine. Donc, le langage dans lequel ce modèle est exprimé doit être
clairement défini. La définition d’un langage de modélisation a pris la forme d’un modèle, appelé
méta-modèle.
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2.2 Méta-modèles
La notion de méta-modèle est au cœur même de l’ingénierie dirigée par les modèles (IDM). Un
méta-modèle est définit dans la littérature par :"A meta-model is a model that defines the language
for expressing a model". [80]
Un méta-modèle est un modèle qui définit le langage d’expression d’un modèle, i.e., le lan-
gage de modélisation. La notion de méta-modèle conduit à l’identification d’une seconde relation,
reliant le modèle et le langage utilisé pour le construire, appelée ConformTo [14, 31].
L’originalité de l’IDM n’est pas de mettre l’accent sur la relation RepresentedBy liant un
modèle au système modélisé. Cette relation est attribuée aux méthodes de modélisation. Par contre,
le point clé dans l’IDM est de mettre l’accent sur l’importance de la relation ConformTo liant un
modèle au méta-modèle auquel il est conforme. Cette relation permet d’assurer qu’un modèle est
correctement construit permettant ainsi à des transformations automatisées d’être envisagées.
La relation de conformité peut avoir plusieurs incarnations selon l’espace technologique
considéré. Par exemple, dans l’espace technologique XML, on dira qu’un document XML est
conforme à un schéma ou à une DTD, dans l’espace technologique des bases de données on dira
que le contenu d’une base de données est conforme au schéma de cette base de données, dans
l’espace technologique orienté-objet on dira qu’un objet est conforme à sa classe et dans l’espace
technologique orienté modèle on dira qu’un modèle est conforme à son méta-modèle. La relation
InstanceOf ressemble à l’incarnation de la notion de conformité dans le cadre orienté objet mais
ce n’est là qu’un cas particulier. Plusieurs variantes de la relation de conformité peuvent être consi-
dérées pour l’Ingénierie Dirigée par les Modèles. Les méta-modèles deviennent des entités de pre-
mière classe. Ils sont définis comme des langages spécifiques de domaine (DSL) pour adresser les
spécificités liées à tels secteurs d’activités, à tel métier, à tel point de vue, à tel niveau d’abstraction,
ou à telles plateformes technologiques.
Le consensus sur UML fut décisif dans la transition vers des techniques de production basées
sur les modèles. L’acceptation du concept méta-modèle comme langage de description de modèle
a permis l’émergence de nombreux méta-modèles afin d’apporter chacun leurs spécificités dans
un domaine particulier (développement logiciel, entrepôt de données, procédé de développement,
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etc.). Cette grande diversité de méta-modèles indépendants et incompatibles induisait un besoin
urgent de donner un cadre général pour leur description. La réponse fut donc d’offrir un langage de
définition de méta-modèles qui prit lui-même la forme d’un modèle ; ce fut le méta-méta-modèle
MOF (Meta-Object Facility) proposé par l’OMG [80]. L’OMG met surtout en avant actuellement
une architecture dont le socle est le MOF, sur lequel s’appuie d’une part une collection de méta-
modèles dont UML n’est qu’un élément parmi d’autres. Par la suite, l’approche MDA (Model
Driven Architecture) [110] est devenue une variante particulière de l’Ingénierie Dirigée par les
Modèles.
3 L’approche MDA (Model Driven Architecture)
L’évolution des systèmes informatiques a rendu difficile la maintenance des logiciels à moindre
coût et ceci dans des délais raisonnables. Cette évolution a induit le redéveloppement des logi-
ciels sur de nouvelles plateformes, alors que globalement la logique métier de l’entreprise n’a pas
changé. En effet, du fait de l’évolution incessante et inévitable ; les technologies se sont succédées.
Par exemple, CORBA (Common Object Request Broker Architecture) qui devait permettre une
communication entre applications différentes ne s’est pas imposé en tant que standard du Middle-
ware. Cela s’explique par sa complexité et l’apparition d’architectures concurrentes plus simples
comme EJB (Entreprise Java Bean). Ainsi, les architectures se suivent et ne se ressemblent pas.
Ces bouleversements ont aussi été pris en compte au niveau des spécifications des logiciels, avec
l’apparition de nouvelles méthodes d’analyse et de conception à base de modèles et à production
de code. La plus célèbre de ces méthodes de modélisation de systèmes à objets est UML (Unified
Modeling Language) de l’OMG [17]. Avec ce langage graphique, les différentes dimensions d’un
logiciel complexe peuvent être spécifiées, assemblées, visualisées et documentées. Ces différentes
modélisations sont ensuite utilisées pour générer automatiquement la trame de code du logiciel
cible.
Pour permettre l’interopérabilité entre les différents systèmes, réduire les coûts de développe-
ment et augmenter l’évolutivité, l’OMG (Object Management Group) propose la démarche MDA
(Model Driven Architecture), où la notion de modèle devient essentielle et centrale. MDA est une
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nouvelle approche d’écriture de spécifications et de développement d’applications. Cette approche
prône l’utilisation de modèles indépendants de toute plateforme et technologie. Cette approche par
abstraction permet de mieux se concentrer sur la partie "intelligente" et la rend pérenne car elle
reste utilisable avec les technologies futures.
3.1 Principes du MDA
L’OMG (Object Management Group) propose de revoir la façon de penser une application. Cette
révolution s’appuie sur des standards éprouvés, regroupés au sein du MDA (Model Driven Archi-
tecture). Cette démarche apporte un changement important dans la conception des applications.
Elle introduit une séparation nette entre la logique métier de l’entreprise et la logique d’implémen-
tation. Cette révolution est d’autant plus importante qu’elle change non seulement la façon de voir
mais aussi notre façon de faire. En effet, elle propose de mettre à disposition des développeurs des
outils d’automatisation et de génération de code à partir de la logique métier.
L’approche MDA [72] fournit des outils pour :
 Spécifier (modéliser) un système indépendamment de la plateforme d’implémentation ;
 Spécifier les plateformes ;
 Choisir une plateforme particulière pour le système ; et
 Transformer la spécification du système pour l’implémenter sur une plateforme particulière.
Les trois objectifs de l’approche MDA sont la portabilité, l’interopérabilité et la réutilisation au
moyen de la séparation entre la fonctionnalité d’une application et l’architecture où elle sera im-
plémentée.
A terme, la démarche MDA propose de définir un modèle métier indépendant de toute pla-
teforme technique et de générer automatiquement du code vers la plateforme choisie. Pour cela,
l’accent est mis non plus sur les approches orientées objet mais sur les approches orientées modèle.
Le but est de favoriser l’élaboration de modèles de plus haut niveau.
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Les avantages recherchés par cette approche sont :
 La pérennité du savoir faire. Ainsi il n’est pas nécessaire de recommencer la modélisation des
fonctionnalités et des comportement du système chaque fois qu’une nouvelle technologie est
adoptée ;
 Les gains de productivité, afin de permettre au développeur de réduire les coûts de mise en
œuvre des applications nécessaires à son métier ;
 La prise en compte des plateformes d’exécution, permettant ainsi le déploiement d’une même
application sur plusieurs plateformes.
3.2 Architecture MDA
L’OMG définit MDA comme une approche pour la spécification des systèmes informatiques qui
sépare les fonctionnalités du système de ses détails d’implémentation sur une plateforme techno-
logique particulière. La MDA est un cadre pour le développement d’applications dirigé par les
modèles [72].
Les projets utilisant MDA se concentrent d’abord sur la fonctionnalité et le comportement
d’une application ou d’un système, mettant à l’écart les technologies dans lesquelles ils seront
mis en œuvre. Cette approche met l’accent sur les modèles qui fournissent un niveau plus élevé
d’abstraction au cours du développement. Les applications créées à l’aide de MDA peuvent varier
du transport, à l’industrie, à la santé et peuvent être déployées sur une gamme de marchés ouverts
et plateformes propriétaires, tels que CORBA, J2EE, .NET et etc. (voir Fig. 2.1). L’architecture
MDA se compose de quatre couches qui réfèrent à chaque niveau des standards déjà adoptés par
l’industrie ou en cours de normalisation.
Le centre est composé par trois technologies spécifiées par l’OMG pour modéliser la lo-
gique métier de l’application : UML (Unified Modeling Language), MOF (Meta Object Facility)
et CWM (Common Warehouse Meta-model). Dans la couche suivante, se trouve aussi le standard
XMI (XML Meta-data Interchange) qui permet le dialogue entre les middlewares (Java, CORBA,
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.NET et web services). La troisième couche contient les services qui permettent de gérer les évé-
nements, la sécurité, les répertoires et les transactions. Enfin, la dernière couche propose des fra-
meworks spécifiques au domaine d’application (Finance, Télécommunication, Transport, Espace,
Médecine, Commerce électronique, Manufacture,. . .) [70].
Fig. 2.1 : Architecture du MDA. [70]
3.2.1 Spécifications standards du MDA
Les principales normes qui composent la MDA [70] comprennent l’Unified Modeling Language
(UML) [74], Meta-Object Facility (MOF) [80], XML Meta-data Interchange XMI [77] et Meta-
model Common Warehouse (MCG).
3.2.1.1 Meta-Object Facility (MOF) : Le langageMOF fournit le standard de méta-modélisation
et d’échange de constructions utilisées par MDA. Il est utilisé pour définir, manipuler et intégrer
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les méta-données et les données d’une manière indépendante de la plateforme. Les autres modèles
standards de l’OMG, comme UML et CWM, sont définis par des constructions MOF, ce qui permet
de les relier entre eux. C’est également le mécanisme par lequel les modèles sont sérialisés en XMI.
Le MOF est un exemple de méta-méta-modèle, ou de modèle du méta-modèle. Il définit les élé-
ments essentiels, la syntaxe et la structure des méta-modèles utilisés pour construire des modèles
orientés objet. L’intérêt de MOF est de définir des mécanismes génériques sur les méta-modèles
grâce à une structuration commune. Il permet de faire inter opérer des méta-modèles différents.
Une application MOF peut manipuler un modèle à l’aide d’opérations génériques sans connais-
sances du domaine.
3.2.1.2 UML (Unified Modeling Langage) : Le langage UML (Unified Modeling Language)
est une spécification, définissant un langage graphique pour visualiser, spécifier, construire et do-
cumenter les artefacts de systèmes logiciels. Il a été adopté par l’OMG comme standard de modéli-
sation des systèmes informatiques en novembre 1997. Il permet la modélisation d’architectures, de
structure d’objets, d’interactions entre ces objets, de données, de composants, de frameworks, etc.
Les concepts définis par UML sont très proches de ceux définis par le MOF. Ainsi, le MOF utilise
les représentations graphiques de UML. UML a apporté au domaine de la méta-modélisation sa
notation graphique et ses concepts objet. Le langage UML permet la modélisation de systèmes in-
dépendamment de toute démarche ou de plateforme. C’est pourquoi, dans la cadre du MDA, UML
peut être utilisé pour décrire des plateformes, des organisations, des situations ou la plupart des
systèmes logiciels.
Depuis sa version 1.1, UML intègre le langage OCL (Object Constraint Language) qui est un
langage d’expression permettant de décrire des contraintes sur des modèles objet. Une contrainte
est une restriction sur une ou plusieurs valeurs d’un modèle non représentable en UML. OCL est
un langage sans effet de bord, il est incapable de modifier quoi que ce soit au sein des objets
ou même des variables. Il donne des descriptions précises et non ambigües du comportement du
logiciel en complétant les diagrammes. Il définit des pré-conditions, des post-conditions ou des
invariants pour une opération. Il permet aussi la définition des expressions de navigation ou des
expressions booléennes. OCL est un langage de haut niveau d’abstraction parfaitement intégré à
UML qui permet de trouver des erreurs beaucoup plus tôt dans le cycle de vie d’une application.
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Cette vérification d’erreurs est rendue possible grâce à la simulation du comportement du modèle.
Avec l’apparition de la version 2.0, UML contient entre autres une évolution du langage
d’expression de contrainte OCL, des concepts renforcés pour les composants et s’intègre plus faci-
lement dans l’approche MDA grâce à un rapprochement avec le MOF. Le concept de profil UML
permet d’adapter le langage UML à un domaine qu’il ne pouvait pas couvrir correctement. Les pro-
fils sont utilisés pour la génération de modèles. Les spécificités de chaque plateforme peuvent être
modélisées grâce aux mécanismes d’extension d’UML définis par les profils UML. Par exemple,
les stéréotypes permettent l’ajout de nouveaux éléments au méta-modèle, les valeurs marquées
(tagged values) permettent l’ajout de propriétés à une méta-classe et les contraintes permettent
l’ajout ou la modification de règles. Il est possible d’associer les stéréotypes, les valeurs marquées
et les contraintes à tout concept UML (classe, attribut, association, cas d’utilisation). Ces éléments
permettent d’établir une correspondance entre les concepts UML et les concepts du domaine re-
présentés par le profil. Le profil est aussi composé d’un ensemble de règles de présentation, de
conception ou de transformation. Ce sont ces règles qui rendent le profil opérationnel.
3.2.1.3 XMI (XMLMeta-data Interchange) : Le langage XMI est le langage d’échange entre le
monde des modèles et le monde XML (eXtensible Markup Language). C’est le format d’échange
standard entre les outils compatibles MDA. XMI décrit comment utiliser les balises XML pour
représenter un modèle UML en XML. Cette représentation facilite les échanges de données (ou
méta-données) entre les différents outils ou plateformes de modélisation. En effet, XMI définit
des règles permettant de construire des DTD (Document Type Definition) et des schémas XML à
partir de méta-modèles, et inversement. Ainsi, il est possible d’encoder un méta-modèle dans un
document XML, mais aussi, à partir de document XML il est possible de reconstruire des méta-
modèles. Le langage XMI a l’avantage de regrouper les méta-données et les instances dans un
même document ce qui permet à une application de comprendre les instances grâce à leurs méta-
données. Ceci facilite les échanges entre les applications.
3.2.1.4 Le méta-modèle CommonWarehouse : Le CommonWarehouse Meta-model ou CWM
est une spécification de l’OMG. Il est composé d’un ensemble d’interfaces standards qui peuvent
être utilisées pour permettre l’échange facile de méta-données d’un entrepôt et des applications
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intelligentes avec les outils d’entrepôt, les plateformes et les entrepôts de méta-données dans les
environnements distribués et hétérogènes. CWM est le standard pour l’intégration des entrepôts
de données. Il standardise la façon de représenter les schémas, les modèles de transformation de
schémas et les modèles de datamining.
3.2.2 La méta-modélisation
MDA ne considère plus le code exécutable comme le référentiel unique dans le processus de déve-
loppement du logiciel. Les différents aspects élaborés par les développeurs vont se concrétiser par
des modèles lisibles par les opérateurs humains mais surtout interprétables par les ordinateurs. A
un aspect spécifique donné correspondra un modèle particulier. Chacun de ces modèles est exprimé
dans un langage spécifié par un méta-modèle. Pour harmoniser ces méta-modèles en un langage
unique, l’OMG a défini le MOF (Meta-Object Facilty).
3.2.2.1 Méta-modélisation : La méta-modélisation est l’activité consistant à définir le méta-
modèle d’un langage de modélisation. Elle vise donc à bien modéliser un langage, qui joue alors le
rôle de système à modéliser.
3.2.2.2 Méta-méta-modèle : Un méta-méta-modèle est un modèle qui décrit un langage de
méta-modélisation, i.e., les éléments de modélisation nécessaires à la définition des langages de
modélisation. Il a de plus la capacité de se décrire lui-même.
MDA doit donc manipuler des modèles de natures très diverses (modèles d’objet métier,
modèles de processus, modèles de règles, modèles de service, modèles de plateforme, etc.). Pour
structurer et organiser tous ces modèles, l’OMG a défini une "architecture à quatre niveaux" décrite
sous une forme de pyramide en se basant sur le principe de la méta-méta-modélisation (Fig. 2.2) :
 Le niveau M0 (ou instance) correspond au monde réel. Ce sont les informations réelles de
l’utilisateur, instance du modèle de M1.
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 Le niveau M1 (ou modèle) est composé de modèles d’information. Il décrit les informations
de M0. Les modèles M1 sont conformes au méta-modèle de M2.
 Le niveau M2 (ou méta-modèle), il définit le langage de modélisation et la grammaire de
représentation des modèles M1. Le méta-modèle UML, qui définit la structure interne des
modèles UML, fait partie de ce niveau. Les profils UML, qui étendent le méta-modèle UML,
appartiennent aussi à ce niveau. Les méta-modèles sont conformes au MOF.
 Le niveau M3 (ou méta-méta-modèle) est composé d’une unique entité qui s’appelle le MOF.
Le MOF permet de décrire la structure des méta-modèles, d’étendre ou de modifier les méta-
modèles existants. Le MOF est réflexif, il se décrit lui-même.
Fig. 2.2 : Architecture MDA à quatre niveaux.
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3.3 Processus de développement du MDA
3.3.1 Les différents modèles du MDA
Le principe clé du MDA consiste à décrire séparément des modèles pour les différentes phases du
cycle de développement d’une application. L’approche MDA préconise l’élaboration de plusieurs
modèles, "descriptions abstraites d’une entité du monde réel en utilisant un formalisme donné" qui
vont servir dans un premier temps à modéliser l’application, puis par transformations successives
à générer du code. L’approche MDA est fondée sur plusieurs niveaux de modèles, principalement
les modèles des exigences (CIM), les modèles indépendants des plateformes (PIM) et les modèles
spécifiques aux plateformes (PSM). Dans cette section, nous allons donner une description des
différents modèles du MDA.
3.3.1.1 Le CIM (Computation Independent Model) : Les exigences ou les besoins du système
sont modélisés dans le modèle CIM, il est indépendant de tout système informatique [72]. Il doit
représenter le système dans son environnement afin de définir quels sont les services offerts par le
système et quelles sont les autres entités avec lesquelles il interagit. Le modèle des exigences ne
contient pas d’information sur la structure du système, la réalisation de l’application ni sur les trai-
tements. C’est le modèle métier ou le modèle du domaine d’application. Il est utile, non seulement
comme aide pour comprendre un problème, mais également comme source de vocabulaire partagé
avec d’autres modèles. La création d’un modèle des exigences est d’une importance capitale. Cela
permet d’exprimer clairement les liens de traçabilité avec les modèles qui seront construits dans
les autres phases du cycle de développement de l’application, comme les modèles d’analyse et de
conception. L’indépendance technique de ce modèle lui permet de garder tout son intérêt au cours
du temps et il est modifié uniquement si les connaissances ou les besoins métier changent.
3.3.1.2 Le PIM (Platform Independent Model) : Le modèle indépendant de la plateforme est
un modèle avec un haut niveau d’abstraction qui est indépendant de toute technologie de mise en
œuvre [56]. Il ne contient pas d’informations sur les technologies qui seront utilisées pour déployer
le système. Un langage de modélisation capable de générer tous les artefacts requis, tels que l’Uni-
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fied Modeling Language est nécessaire à ce niveau. Le PIM peut être élaboré en utilisant d’autres
notations qu’UML. Le modèle PIM couvre les phases d’analyse et de conception du cycle de déve-
loppement. Le PIM représente la logique métier spécifique au système ou le modèle de conception.
Il représente le fonctionnement des entités et des services. Il doit être pérenne, durer au cours du
temps et faire le lien entre le modèle des exigences et le code de l’application. Les modèles PIM
doivent par ailleurs être productifs puisqu’ils constituent le socle de tout le processus de génération
de code défini par MDA. La productivité des PIM signifie qu’ils doivent être suffisamment précis
et contenir suffisamment d’informations pour qu’une génération automatique de code soit envisa-
geable. De plus, MDA ne donne aucune indication sur la méthode utilisée pour l’élaboration des
PIM.
3.3.1.3 Le PSM (Platform SpecificModel) : MDA considère que le code d’une application peut
être obtenu à partir de modèles de code (PSM). La différence principale entre un modèle de code et
un modèle d’analyse ou de conception réside dans le fait que le modèle de code est strictement lié à
une plateforme d’exécution. Le modèle PSM est dépendant de la plateforme technique spécifiée par
l’architecte. Le PSM sert essentiellement de base à la génération de code exécutable vers la ou les
plateformes techniques. Il existe plusieurs niveaux de PSM. Le premier, issu de la transformation
d’un PIM, se représente par un schéma UML spécifique à une plateforme. Les autres PSM sont
obtenus par transformations successives jusqu’à l’obtention du code dans un langage spécifique
(Java, C++, C#, etc.) [72]. Le rôle des modèles de code est principalement de faciliter la génération
de code. Ils sont donc essentiellement productifs mais ne sont pas forcément pérennes.
3.3.1.4 Le PDM (Platform Model) : Un PDM contient des informations pour la transformation
de modèles vers une plateforme en particulier et il est spécifique à celle-ci. C’est un modèle de
transformation qui va permettre le passage du PIM vers le PSM. Le PDM décrit le modèle de la
plateforme qui fournit un ensemble de concepts techniques sur la fonctionnalité et l’utilisation de
la plateforme. Généralement, ce modèle est sous forme de manuels logiciel et matériel. Le PDM
est ainsi basé sur le détail des modèles de la plateforme qui peuvent être exprimés en UML et/ou
OCL.
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3.3.2 Architecture générale de l’approche MDA
La figure (Fig. 2.3) donne une vue générale de l’approche MDA. La construction d’une nouvelle
application débute par l’élaboration d’un ou de plusieurs modèles des exigences (CIM). Elle se
poursuit par l’élaboration des modèles d’analyse et de conception abstraite de l’application (PIM).
Les modèles PIM doivent être partiellement générés à partir des modèles CIM afin que des liens de
traçabilité soient établis. Ils sont des modèles pérennes, qui ne contiennent aucune information sur
les plateformes d’exécution.
Fig. 2.3 : Architecture générale de l’approche MDA.
La phase suivante consiste à construire des modèles spécifiques aux plateformes d’exécution.
Ces modèles sont obtenus par une transformation des PIM en y ajoutant les informations techniques
relatives aux plateformes. Les PSM n’ont pas pour vocation d’être pérennes. Leur principale fonc-
tion est de faciliter la génération de code. Le passage entre les différents modèles du MDA est
réalisé par une suite de transformations. La notion de transformation est un autre concept central
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pour MDA. Décrire comment transformer un modèle est une condition indispensable pour le rendre
productif. L’OMG propose à terme l’automatisation de ces transformations par des outils logiciels.
Il sera alors possible de passer du modèle d’analyse au déploiement en générant automatiquement
du code. Les transformations font néanmoins l’objet de recherches actives.
Les transformations de modèles préconisées par MDA sont essentiellement les transforma-
tions CIM vers PIM et PIM vers PSM. La génération de code à partir des modèles PSM n’est quant
à elle pas considérée comme une transformation de modèles à part entière. MDA envisage aussi les
transformations inverses : code vers PSM, PSM vers PIM et PIM vers CIM. Les transformations
de modèles portent l’intelligence et le savoir-faire du processus méthodologique de construction
d’applications. MDA préconise d’autre part la modélisation des transformations de modèles.
La figure (Fig. 2.4) présente un méta-modèle typique de MDA. Il utilise un ensemble de
normes pour une description complète. Ce méta-modèle interagit directement avec les modèles
PIM, les modèles PSM et leurs transformations. Le PIM est indépendant de toute infrastructure,
mais le PSM dépend d’une structure particulière correspondant à une plateforme d’exécution. Les
transformations étudiées dans ce paragraphe sont essentiellement des transformations de PIM vers
PSM car ce sont ces transformations qui seront appelées à être utilisées couramment à savoir :
Transformation de PIM vers PIM, Transformation de PIM vers PSM, Transformation de PSM vers
PSM et Transformation de PSM vers PIM.
Fig. 2.4 : Le méta-modèle de MDA. [53]
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3.3.2.1 Transformation de PIM vers PIM : Ces transformations visent à enrichir, filtrer ou spé-
cialiser le modèle pendant le cycle de développement sans nécessiter d’informations dépendantes
d’une plateforme. Les transformations PIM vers PIM sont généralement utilisées pour le raffine-
ment du modèle.
3.3.2.2 Transformation de PIM vers PSM : Une fois le PIM est suffisamment raffiné pour
pouvoir être spécialisé vers une plateforme donnée, il peut alors être transformé en PSM. Cette
opération consiste à ajouter au PIM des informations propres à une plateforme technique. C’est
le PDM qui contient les caractéristiques de la transformation. Il est alors possible de passer d’un
modèle indépendant à un modèle dépendant d’une plateforme. Les règles de transformation devront
être généralisées et capitalisées pour obtenir dans le futur une automatisation importante.
3.3.2.3 Transformation de PSM vers PSM : Ces transformations s’appliquent sur un modèle
spécifique et donnent un autre modèle spécifique à la même plateforme. Elles sont utilisées pour
la réalisation et le déploiement de composants. La génération de code, la compilation, la mise en
paquetages, l’initialisation et la configuration font parties de ce type de transformation.
3.3.2.4 Transformation de PSM vers PIM : Ces transformations doivent permettre d’obtenir un
modèle indépendant à partir d’une implantation existante sur une plateforme spécifique. Bien que
celles-ci ne fassent pas directement partie du processus MDA, elles doivent permettre d’intégrer des
applications existantes afin de pouvoir les utiliser dans un processus MDA. Ce sont certainement
les transformations les plus difficiles à automatiser. Idéalement, le résultat de cette transformation
devrait correspondre à la transformation inverse PIM vers PSM.
3.4 Les approches de transformation de modèles dans MDA
L’essentiel de la démarche MDA réside dans la capacité de passer d’un modèle à un autre. Les
techniques de transformation de modèles sont donc au cœur du MDA. Ces transformations peuvent
être manuelles, assistées par des outils ou entièrement automatiques.
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3.4.1 La transformation par annotation ou marquage
Cette technique de transformation (Fig. 2.5) consiste à annoter (tagger) un PIM à l’aide d’annota-
tions (tags) puis, convertir ce PIM en PSM à l’aide des règles de transformation issues des profils
UML ou à l’aide des patrons de conception. Les annotations sont faites manuellement par l’utilisa-
teur. Des traces de cette transformation sont conservées. En les utilisant, il est possible de revenir
du PSM vers le PIM car une correspondance entre les éléments source et cible est maintenue. Le
terme annotation peut-être remplacé par celui de marquage [72].
Fig. 2.5 : Transformation par annotation ou marquage.
3.4.2 La transformation par méta-modèles
Cette technique de transformation (Fig. 2.6) s’effectue grâce aux méta-modèles. Les profils UML
sont exclus de cette transformation car les méta-modèles peuvent être exprimés dans d’autres lan-
gages qu’UML. Elle comporte deux étapes : la première consiste à spécifier les règles de transfor-
mation Mt décrivant la correspondance entre le langage source MMa et le langage cible MMb, la
deuxième consiste à appliquer ces règles au modèle source Ma pour produire le modèle cible Mb.
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Par exemple, le PIM peut être décrit en UML avec un méta-modèle UML et le PSM est spécifique
à une plateforme particulière comme EJB. La transformation se base sur un langage source (ici
UML) et sur un langage cible (ici Java).
Fig. 2.6 : Transformation par méta-modèles.
3.5 L’approche en double Y
Cette approche synthétise les recherches qui se font sur la transformation des méta-modèles. L’ap-
proche en double Y découle de l’approche simple Y qui est devenue insuffisante car elle ne sépare
pas les exigences non fonctionnelles des exigences fonctionnelles. Le cycle simple Y a seulement
deux branches, l’une contient les spécifications fonctionnelles, l’autre les informations spécifiques
à une plateforme.
L’approche double Y permet d’avoir une vue globale de toutes les étapes de la démarche
MDA. Elle permet de conserver une indépendance vis à vis des plateformes durant la majorité de
la phase de développement. Sur la Figure (Fig. 2.7) en partant d’en haut à gauche, nous avons le
CIM ou PIM. Ce tout premier modèle est alors appelé PIM fonctionnel. Il peut être raffiné en de
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nouveaux PIM si nécessaire. Sur la branche en face de celle du CIM, nous avons les exigences non
fonctionnelles et la qualité de service (performance, sécurité, persistance, . . .), qui sont indépen-
dantes d’une plateforme et/ou d’une architecture particulière. Ces deux branches se rejoignent et
par une transformation elles donnent un nouveau modèle toujours indépendant d’une plateforme
mais avec en plus des exigences non fonctionnelles et/ou des qualités de service. La transformation
est effectuée de différentes façons. Par exemple, elle peut être soit manuelle, soit automatique, ou
intermédiaire ; et utiliser une transformation par annotation ou une transformation par méta-modèle.
Le PIM issu de la transformation peut être raffiné si besoin. La branche en bas à droite contient des
informations spécifiques à une plateforme. Grâce à ces informations, le dernier PIM non fonction-
nel va être transformé en PSM. Ce PSM est donc un modèle spécifique à une plateforme avec des
exigences fonctionnelles et non fonctionnelles. Il va par raffinements successifs donner du code
[15].
Fig. 2.7 : Cycle de transformation en double Y. [15]
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4 Travaux sur la transformation de modèles
Beaucoup de recherches dans le domaine de l’IDM et du MDA se sont concentrées sur les niveaux
inférieurs de modèles et les transformations automatiques entre les uns et les autres. Plus parti-
culièrement sur la transformation des modèles PIM en modèles PSM. Notamment les travaux de
Jouault [46] sur la transformation de modèles et le langage ATL, les travaux sur les méthodologies
de développement de systèmes multi-agents [4, 10, 11, 18, 19, 85, 86, 95, 98] ainsi que les travaux
de Silva sur la modélisation des systèmes multi-agents et la transformation des modèles PIM en
modèles PSM [102–109]. Toutefois, peu d’attention a été accordée aux transformations de niveau
supérieur, à savoir la transformation des modèles CIM en modèles PIM.
La transformation des modèles des exigences d’un système a été adressée dans plusieurs tra-
vaux de recherche. Parmi lesquels, nous citerons les travaux présentés dans [3, 28, 55, 65, 92, 94].
Dans [92, 94], les auteurs proposent de transformer le modèle des exigences (CIM) en un modèle
indépendant de la plateforme (PIM). Ils commencent à partir d’un processus métier avec la des-
cription des exigences de sécurité (BPSec business process with security requirement description),
au niveau CIM, afin d’obtenir des cas d’utilisation et des cas d’utilisation sécurisés au niveau PIM.
Le BPSec [93] est une extension de BPMN-BPD (Business Process Modeling Notation - Busi-
ness Process Diagram) [81]. Cette extension a été créée dans le but de permettre la représentation
des besoins de sécurité. Le BPSec est utilisé pour spécifier un SBP (Secure Business Process) ;
considéré comme modèle CIM. Un ensemble de règles de transformation et de raffinement sont
appliquées afin d’obtenir un sous ensemble de cas d’utilisations [75] et de cas d’utilisations de
sécurité ; considérés comme modèles PIM. Les règles de transformations et de raffinement sont dé-
crites dans le langage de transformation QVT (Query/ View/ Transformation) [78]. La description
du SBP et les cas d’utilisations sont utilisés dans un processus de développement de logiciels tels
qu’UP (Unified Process) [43].
Les travaux présentés dans [28] se concentrent sur le développement dirigé par les modèles
et le développement des systèmes d’information orientés-services (service-oriented development
of information systems). La feuille de route pour la recherche dans le domaine de l’orienté-services
décrite par Papazoglou et al. [84] souligne l’importance de définir des méthodologies capables de
faciliter l’identification des services utiles et les spécifications des processus métier (BP) existants
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dans les scénarios réels, très importants pour le développement des applications orientées-services.
Les auteurs proposent une méthode de développement orientée-services (SOD-M) pilotée par les
modèles pour le développement des systèmes d’informations. Elle différencie clairement entre les
différents niveaux de modélisation, le niveau haut spécifiant le processus métier, la modélisation du
système d’informations et la technologie d’implémentation correspondante. Dans cette proposition,
le haut niveau du processus métier est représenté par les modèles des exigences (CIM), tandis que
le système d’informations est représenté d’abord par l’utilisation des modèles indépendants des
plateformes (PIM), puis en les spécifiant dans des modèles spécifiques à une plateforme (PSM).
Un ensemble de règles de correspondance entre les deux niveaux d’abstraction CIM et PIM a été
mis en œuvre et illustré au moyen d’une étude de cas.
Une méthode analytique de transformation entre le niveau CIM et PIM est décrite dans [55].
Le niveau CIM, dans cette contribution, est représenté par le modèle du processus métier (BP).
Le diagramme de flux de données (Data Flow Diagram, DFD) [40] et la description textuelle
des processus sont utilisés pour modéliser les processus métier au niveau CIM. Alors que les mo-
dèles UML sont utilisés dans le niveau PIM, en particulier les cas d’utilisation, les diagrammes
d’activités, les diagrammes de séquence et les diagrammes de domaine. En utilisant ces modèles,
un processus de transformation du processus métier représenté par les DFD en diagrammes UML
est discuté. Ces transformations sont une base pour une meilleure conception, plus détaillée des
systèmes d’informations et des applications logicielles.
Le travail présenté dans [65] décrit STREAM (Strategy for Transition between Requirements
models and Architectural Models), une stratégie de transition entre les modèles des exigences et les
modèles architecturaux. Les exigences sont définies en termes de modèles i* [126], une approche
orienté-buts. La solution est décrite comme un modèle architectural Acme [32]. Le processus
proposé est composé de quatre activités, pendant lesquelles, le modèle des exigences est pré-traité
pour générer un modèle i* plus modulaire. Pour ce faire, un ensemble de règles de transformation
horizontale a été introduit dans [66] et amélioré. Le modèle des exigences résultant est proche
d’une conception architecturale, ce qui facilite la transition entre les exigences et la conception
architecturale. A partir du modèle modulaire i*, les solutions architecturales Acme sont dérivées à
travers un ensemble de mappings entre les concepts de i* et le langage d’Acme.
Dans le cadre de l’utilisation du développement dirigé par les modèles, le travail de recherche
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[3] propose une méthode d’interopérabilité entre les modèles. Ce travail introduit un framework de
transformation de modèles, SD2PN, permettant une transition entre les diagrammes de séquences
et les réseaux de Petri. Cela permet à des modèles conçus avec UML de profiter de l’analyse
mathématique rigoureuse offerte par les réseaux de Petri ; et de supporter également l’intégration
des différents outils à travers des domaines incompatibles. Les réseaux de Petri sont bien adaptés
pour l’analyse structurelle et comportementale d’un modèle grâce à leur puissance et flexibilité.
5 Conclusion
Dans ce chapitre, nous avons présenté l’ingénierie des modèles et ses principaux concepts, princi-
palement la définition des notions de modèle et de méta-modèle et leurs relations. L’approche MDA
(Model driven architecture) a été introduite. C’est une approche d’écriture de spécifications et de
développement d’applications. Elle prône l’utilisation massive des modèles à différents niveaux
d’abstractions. Elle est basée sur les modèles des exigences (CIM), les modèles indépendants des
plateformes (PIM) et les modèles spécifiques aux plateformes (PSM).
Nous avons décrit par la suite l’architecture générale du MDA pour la construction des ap-
plications qui débute par l’élaboration des modèles des exigences (CIM). Elle se poursuit par l’éla-
boration des modèles conceptuels de l’application (PIM). La phase suivante consiste à construire
des modèles spécifiques des plateformes d’exécution (PSM). Les modèles de chaque niveau sont
obtenus par une transformation des modèles du niveau supérieur. Le passage entre les différents
modèles du MDA est réalisé par une suite de transformations. Les différents types de transforma-
tion sont décrits et plus particulièrement les transformations entre les niveaux de modèles PIM et
PSM et les approches de transformations entre ces modèles.
La dernière section de ce chapitre décrit les travaux de recherches réalisés ayant adopter l’ap-
proche MDA ou l’IDM dans le développement des applications et notamment ceux qui traitent les
transformations entre les modèles des exigences (CIM) et les modèles indépendants des plateformes
(PIM). Plusieurs travaux ont été analysés afin de montrer l’importance des modèles des exigences
et l’intérêt du passage automatique entre ces modèles et les modèles de niveaux inférieurs. Un tel
processus rend les applications et les systèmes conçus plus robustes. Ces travaux ne considèrent pas
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le cas des applications distribuées où des propriétés spécifiques, telles que l’échange de messages
et la collaborations entre les composants distribués, doivent être prises en compte. D’autant plus
qu’ils ne considèrent pas la dérivation du comportement des différents composants du système en
question.
Dans ce contexte, en considérant l’importance et l’utilité de la transformation du modèle des
exigences en modèles conceptuels et de la dérivation du comportement des composants ou rôles
d’un système, nous avons proposé une approche de transformation pour dériver automatiquement
le comportement des rôles d’un système à partir de la spécification globale du comportement du
système, modélisé par le modèle des exigences. Cette approche est présentée dans le chapitre 3.
Chapitre 3
Dérivation du comportement d’un système
par transformation de modèles
1 Introduction
L’ingénierie dirigée par les modèles (IDM) vise à changer l’orientation de développement des logi-
ciels du code aux modèles. IDM est une approche de développement de systèmes, qui met en avant
garde la puissance des modèles. Elle sépare la spécification des fonctionnalités du système de sa
mise en œuvre sur une plateforme spécifique. Elle fournit les outils nécessaires pour la définition
et l’utilisation des modèles des exigences, des modèles de conception, des modèles de déploiement
et des modèles de mise en œuvre de code pour les systèmes. Beaucoup de recherches dans IDM
se sont concentrées sur les niveaux inférieurs et les transformations automatiques entre les uns et
les autres. Plus particulièrement sur la transformation des modèles de conception en modèles de
déploiement et plus précisément des modèles PIM en modèles PSM dans l’approche MDA. No-
tamment les travaux de Jouault [46] sur la transformation de modèles et le langage ATL ainsi que
les travaux sur les méthodologies de développement de systèmes multi-agents. Toutefois, moins
d’attention a été accordée aux transformations de haut niveau d’abstraction en IDM, à savoir la
transformation des modèles des exigences en modèles conceptuels, les transformations des mo-
dèles CIM en modèles PIM dans MDA. La transformation du modèle des exigences d’un système
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a été adressée dans plusieurs travaux de recherche. Parmi lesquels, nous citerons les travaux pré-
sentés dans [3, 28, 55, 65, 92]. Cependant, ces travaux ne considèrent pas le cas des applications
distribuées où des propriétés spécifiques, telles que l’échange de messages et la collaboration entre
les composants distribués, doivent être prises en compte.
Les systèmes informatiques deviennent de plus en plus complexes. Plusieurs auteurs Castejon
[23] et Kruger [57] confirment que le comportement global de ces systèmes n’est pas réalisé par un
seul composant mais par la collaboration d’un ensemble de composants. Un tel comportement peut
être décomposé en un ensemble de comportements partiels réalisés par les différents composants du
système. Par conséquent, une approche de transformation est nécessaire pour dériver automatique-
ment le comportement de ces composants à partir de la spécification globale du comportement du
système, modélisé par le modèle des exigences. Le processus de dérivation du comportement des
composants ou entités du système est très important dans le développement des systèmes distribués
tels que les systèmes d’information, les systèmes multi-agents et les applications distribuées. Un
tel processus de dérivation automatique peut conduire à des systèmes valides et robustes en évitant
les erreurs introduites par les activités de conception manuelle.
Pour ce faire, nous proposons dans ce chapitre une approche de dérivation du comportement
des différents composants d’un système basée sur la transformation de modèles. Nous considérons
que le comportement global du système est modélisé par le modèle des exigences. Les éléments
de base du comportement du système sont des activités qui sont en fait des collaborations entre
les composants ou les rôles du système. Une collaboration décrit une structure d’éléments (rôles)
collaborant, chacun réalisant une fonction spéciale, et qui collectivement accomplissent une cer-
taine fonctionnalité. L’objectif principal d’une collaboration est de montrer le fonctionnement d’un
système et par conséquent elle intègre uniquement les aspects de la réalité, jugés pertinents sans
se préoccuper des détails. Les collaborations sont très appropriées pour modéliser les exigences
car elles fournissent un cadre structurel pour ces exigences. Elles peuvent incarner à la fois les
comportements du rôle et les interactions entre les rôles nécessaires pour accomplir le service.
L’approche proposée [36] consiste à dériver le comportement des rôles du système par trans-
formation du modèle des exigences, qui décrit le comportement fonctionnel d’un système d’une
manière abstraite vers des modèles conceptuels où chaque rôle est identifié par son comporte-
ment local. Les comportements des rôles du système doivent être déterminés de manière que de
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la collaboration de ces comportements résulte un comportement satisfaisant le modèle d’expres-
sion des besoins global initial. Le processus de transformation, régi par un ensemble de règles,
permettra la dérivation du comportement local d’un composant, sous la forme d’un d’automate
d’états-transitions, à partir des exigences du système décrites par un diagramme activités UML
étendu. Ce processus permettra aussi la dérivation des messages de coordination appropriés entre
les automates dérivés.
Dans notre approche, Les modèles des exigences sont modélisés par des diagrammes d’ac-
tivités étendus (extended UML activity diagrams) où les activités de base sont des collaborations
UML. Ils permettent la représentation de concepts qui ne peuvent pas être décrits en utilisant des
expressions, comme c’est le cas dans [16]. C’est le cas des conditions intégrées dans les struc-
tures de choix et les structures de répétition. En outre, notre approche de transformation considère
également tous les nœuds de contrôle spécifiés dans les diagrammes d’activités UML, tels que le
nœud de fusion (Merge Node) et le nœud de jonction (Join Node). Dans notre approche, les com-
portements des rôles du système issus de la transformation sont des machines d’états UML qui
pourraient être utilisés pour une génération automatique du code.
Dans cette approche [36], nous nous sommes inspirés de l’algorithme de transformation de
Bochmann [16] afin de fournir un processus de dérivation basé sur la transformation par méta-
modèles. Cette approche commence par la définition du méta-modèle source (le méta-modèle du
diagramme d’activités UML étendus avec des collaborations) et le méta-modèle cible (le méta-
modèle de l’automate d’états-transitions UML). L’approche proposée considère les étapes sui-
vantes :
 Définition du méta-modèle des exigences pour spécifier le comportement global d’un sys-
tème donné.
 Choix du méta-modèle cible afin de modéliser le comportement des rôles du système au
niveau conceptuel qui reflète le comportement local de chaque rôle.
 Établissement des règles de transformations qui régissent la transformation au cours du pro-
cessus de dérivation.
Dans les sections suivantes, nous décrirons le processus de dérivation, l’approche de trans-
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formation de modèles et par la suite nous présenterons un cas d’études pour illustrer l’approche de
dérivation par transformation de modèles.
2 Processus de dérivation et méta-modèles de base
2.1 L’architecture du processus de dérivation
Le processus de dérivation de notre approche consiste à établir les règles de transformation du mo-
dèle des exigences en modèles conceptuels. La définition des règles de transformation, pour régir le
processus de dérivation, exige l’identification des diverses relations entre les méta-modèles source
et cible en occurrence le méta-modèle des diagrammes d’activités étendus par les collaborations et
celui des automates à états-transitions. L’architecture (Fig. 3.1) [37] montre les éléments essentiels
de ce processus de dérivation. L’architecture se compose de trois blocs :
1. Le premier bloc est constitué :
 du méta-modèle des exigences (diagramme d’activités UML étendu avec les collabo-
rations comme indiqué sur la figure (Fig. 3.2)) pour spécifier les besoins globaux d’un
système donné ;
 du méta-modèle cible (UML State Machine) pour décrire le comportement d’un com-
posant (rôle) ; et
 du modèle source qui représente les exigences globales d’un système.
2. Le deuxième bloc est le composant principal de cette architecture. Il est responsable de la dé-
rivation du comportement des différents rôles du système. Ce bloc consiste en : un module de
conformité "Model to Meta-Model Conformity", nomméM2MMC et un module "Derivation
process rules". Le module M2MMC réalise la conformité du modèle source des exigences
avec son méta-modèle et celle du comportement dérivé des rôles avec le méta-modèle cible.
Le module "Derivation process rules" réalise la dérivation. Il est formé des règles de trans-
formation de modèles qui accomplissent la dérivation du comportement des différents rôles
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à partir du modèle des exigences globales du système. Cette dérivation est faite de manière à
générer les différents concepts d’une machine d’états pour chaque rôle du système.
3. Le troisième bloc est constitué des automates d’états-transitions obtenus par dérivation et qui
reflètent le comportement local de chaque rôle.
Fig. 3.1 : L’architecture du processus de dérivation.
Plus de détails sur les différentes composantes de l’architecture seront donnés dans les sec-
tions suivantes.
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2.2 Les méta-modèles de base
Les méta-modèles de base de notre approche sont le méta-modèle des exigences et le méta-modèle
cible des automates à états-transitions UML.
2.2.1 Le méta-modèle des exigences
Les diagrammes d’interactions et les diagrammes de communications ou de séquences UML [76]
sont généralement utilisés pour décrire des comportements collaboratifs et ils ont prouvés leurs
validités. Cependant, ils ont certaines limites. Ils sont exprimés en termes d’échanges de messages
entre les différents composants collaborant à des étapes préliminaires du développement où il n’est
pas nécessaire d’avoir trop de détails [22, 24]. Plusieurs notations ont été proposées pour définir
les modèles des exigences ou des besoins pour les systèmes, en particulier les diagrammes d’acti-
vités, les cas d’utilisation, les diagrammes de collaborations en UML et le langage d’exécution de
processus (BPEL). Les différentes notations ont des concepts communs mais aussi des différences
importantes. Dans ces notations, le comportement global d’un système peut être décomposé en plu-
sieurs sous activités et ainsi jusqu’à l’obtention d’activités primitives ou simples. Pour la plupart
des applications distribuées, systèmes distribués ou systèmes multi-agents, les blocs de base dans
un comportement sont les activités et les collaborations entre les différents composants du système.
Notons que les diagrammes d’activités (AD) sont la seule notation standard de l’OMG pour la mo-
délisation des processus métier (BP) et de workflow [97]. Un diagramme d’activités est destiné à
décrire une séquence d’actions pouvant appartenir à plusieurs objets.
Pour représenter le modèle des exigences du système, nous proposons l’utilisation des dia-
grammes d’activités UML (AD) étendus avec des collaborations. Les collaborations représentent
les principaux blocs d’activités pour la construction des modèles des besoins [23]. Les diagrammes
d’activités UML sont très appropriés pour représenter une chorégraphie de collaborations et de
sous-collaborations (les activités de base dans un diagramme d’activités). Le comportement global
d’un système est ainsi décrit par une collaboration composite. Les diagrammes d’activités peuvent
exprimer des comportements séquentiels, alternatifs et concurrents incluant les possibilités d’utili-
sation de structure de choix, de répétition aussi bien que les interruptions.
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Le méta-modèle des exigences proposé (Fig. 3.2) est considéré comme le méta-modèle source
des transformations. Il définit le méta-modèle du diagramme d’activités avec ses principales classes
et associations avec l’introduction des collaborations comme activités de base. Un diagramme d’ac-
tivités est composé de plusieurs ActivityNode et ActivityEdge. La classe ActivityEdge permet de
spécifier les contrôles de flux (connections) entre les classes ActivityNode. La classe ActivityNode
spécifie les différents opérateurs de séquencement des activités définis par la classe ControlNode.
Cette classe définit aussi les activités et les régions interruptibles. Les activités au niveau de notre
méta-modèle sont définies par des collaborations impliquant plusieurs rôles. Une collaboration
peut être composée d’une ou de deux collaborations ou sous-collaborations. Au niveau modèles, le
comportement global d’un système sera défini par une composition de diagramme d’activités et de
collaborations ; instance du méta-modèle des exigences.
Fig. 3.2 : Le méta-modèle des exigences.
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2.2.2 Le méta-modèle cible des automates à états-transitions
Au niveau conceptuel, le comportement des différents composants du système est modélisé en
utilisant les diagrammes d’activités ou les automates d’états-transitions UML par exemple. Les
transformations de ces modèles vers du code peuvent être effectuées et automatisées.
Fig. 3.3 : Le méta-modèle cible de l’automate d’états-transitions.
La figure (Fig. 3.3) illustre le méta-modèle du diagramme d’automate à états-transitions
(State Machine) [76]. Il est utilisé comme méta-modèle cible de la transformation. Le diagramme
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d’états-transitions permet de décrire le comportement d’un composant du système. Les principales
classes de ce méta-modèle sont les classes State et Transition. La classe State modélise une situa-
tion ou une phase significative durant le cycle de vie du composant. La classe Transition modélise
une relation entre un état source et un état cible, représentant comment le composant peut répondre
à l’occurrence d’un événement donné quand il se trouve dans l’état source. Au niveau modèle, le
comportement d’un rôle du système sera décrit par un automate d’états-transitions issu du proces-
sus de dérivation ; instance du méta-modèle cible.
3 L’approche de transformation
La figure (Fig. 3.1) montre que notre approche de transformation est intégrée dans le bloc de trans-
formation. La composante la plus importante de ce bloc est "Derivation Process Rules", composée
des règles de transformation. Une règle de transformation consiste à transformer un concept défini
dans le méta-modèle source en un autre concept correspondant dans le méta-modèle cible. Pour ce
faire, nous définissons la fonction nommée Transform (Requirement_Concept, SM_Concept, Mes-
sages). Cette fonction effectue deux types de transformation des concepts modélisés dans le modèle
des exigences : le premier type consiste en un mapping direct d’un concept du méta-modèle des
exigences en un concept du méta-modèle automate d’états-transitions (comme dans le cas des tran-
sitions et des nœuds de contrôle). Le deuxième type consiste à transformer le concept collaboration
en un état composite. Si le type de la collaboration est une sous-collaboration, cet état composite
contiendra les actions du rôle concerné après transformation sinon la fonction de transformation
déclenchera la transformation de la collaboration composite. Le paramètre Messages dans cette
fonction représente les messages de coordination inclus dans l’état composite généré. Les règles de
transformations correspondantes seront décrites dans la section 3.2.
La définition des règles de transformation nécessite l’identification des diverses relations
entre les deux méta-modèles source et cible ; dans notre cas entre le méta-modèle des exigences
et celui des automates d’états-transitions. Le tableau (Tab. 3.1) montre les correspondances entre
les concepts du méta-modèle des exigences et ceux du méta-modèle cible.
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Concept Source Concept Cible
Collaboration Composite State
Rôle Automate d’états-transitions
SendMessage State with action SendSignalAction
ReceiveMessage State with action AcceptSignalAction







Tab. 3.1 : Les correspondances entre les concepts des méta-modèles source et cible.
3.1 L’algorithme du processus de dérivation
L’algorithme du processus de dérivation réalise en premier lieu, pour un rôle donné, la conformité
du modèle source (Ms) avec le méta-modèle des exigences (MMs). Le modèle source représente la
spécification des exigences globales d’un système donné. Après vérification de la conformité, l’al-
gorithme détermine alors la règle à appliquer pour chaque concept Collaboration représenté dans
le modèle (Ms) et il génère un état composite dans le modèle cible. Cet état composite possède le
même nom que la collaboration transformée et englobe un automate d’états-transitions spécifiant
les actions de ce rôle. L’algorithme génère également les transitions nécessaires à l’interconnexion
des états générés dans l’état composite. En plus des actions du rôle, l’état composite contient éga-
lement les messages de coordination appropriés. Pour chaque concept ControlFlow, l’algorithme
appliquera la règle appropriée afin de générer les transitions nécessaires pour connecter l’état com-
posite généré avec ses états prédécesseurs et successeurs. De la même façon, le concept Control-
Node est transformé en un ControlState et il est relié par les transitions appropriées.
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Algorithm 1 L’algorithme du processus de dérivation.
Init r = Role_name ;
Check syntax conformity of the (Ms) with (MMs) ;
for all Concept= collaboration C in Ms do
Generate a composite State S in the RolderivBeh r conform to the Target Meta-modelMMt ;
S:Name=C:Name ; Generate (Initial State) in S ;
if type_collaborationC = sub-collaboration then




for each C0 inC do
Transform(C’, S’, Messages) ;
end for
end if
ifMessages 6= Nil then
Integrate the coordination messages in S
end if
Generate the transitions to connect the states in S ;
Generate (Final State) in S ;
end for
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3.2 Les règles de transformation
Pour réaliser la dérivation, nous identifions plusieurs cas de chorégraphie de collaborations ex-
primés dans le méta-modèle des exigences : les comportements séquentiels, alternatifs (structure
de choix), concurrents, de répétition aussi bien que les interruptions. Parmi les rôles participants
d’une collaboration, on distingue les rôles initiateurs et les rôles terminateurs [16]. Un rôle ini-
tiateur est un rôle qui accomplit une action initiale dans une collaboration ou dans une de ses
sous-collaborations. Un rôle terminateur est un rôle qui accomplit une action finale dans une col-
laboration ou dans une de ses sous-collaborations. Ils sont notés comme il est indiqué sur la figure
(Fig. 3.4).
Fig. 3.4 : Structure d’une collaboration.
Nous considérons que la décision de choix est faite localement à un rôle. Un tel rôle est le rôle
initiateur dans la collaboration de choix (il devrait être le rôle initiateur dans les deux collaborations
de la structure de choix). Dans le cas où la décision n’est pas locale, un traitement supplémentaire et
des messages de coordination sont ajoutés pour déterminer le rôle responsable du choix. Ce traite-
ment est défini par une négociation entre les nœuds initiateurs de la collaboration structure de choix
ou répétition. Afin de déterminer les ensembles des rôles participants, des rôles initiateurs et des
rôles terminateurs, nous utilisons les mêmes techniques de calcul que celles utilisées dans [16]. Ces
ensembles sont calculés pour une collaboration en fonction des opérateurs de séquencement utilisés
dans les diagrammes d’activités. Deux types de séquencement sont distingués [22, 23] : Strong et
Weak. Le séquencement Weak (Fig. 3.6) spécifie qu’une activité A2 sera exécutée après une autre
activité A1. Par contre, le séquencement Strong (Fig. 3.5) implique que toutes les sous-activités de
A1 soient finies avant qu’une activité de A2 ne puisse commencer. Le séquencement Weak permet
d’obtenir seulement un ordre local des activités pour chaque rôle du système et n’implique pas un
ordre global. Le tableau (Tab. 3.2) énumère les règles de calcul de ces ensembles.
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Cas de Chorégraphie Rôles Initiateurs (SR) Rôles Terminateurs (TR) Rôles Participants (PR)
Sub-collaboration <C> SR(C) TR(C) PR(C)=R
Weak Sequencing <C1,C2> SR(C1)U(SR(C2)-PR(C1)) TR(C2) U(TR(C1)-PR(C2)) PR(C1) U PR(C2)
Strong Sequencing <C1, C2> SR(C1) TR(C2) PR(C1) U PR(C2)
Choice composition<C1,C2> SR(C1) U SR(C2) = {r} TR(C1) U TR(C2) PR(C1) U PR(C2)
Strong While loop <C1,C2> SR(C1) U SR(C2) = {r} TR(C2) ; SR(C1) ifC2=e PR(C1) U PR(C2)
Weak While loop <C1, C2> SR(C1) U SR(C2) = {r} TR(C2) U (TR(C1)- PR(C2) PR(C1) U PR(C2)
Parallel behavior <C1,C2> SR(C1) U SR(C2) TR(C1) U TR(C2) PR(C1) U PR(C2)
Tab. 3.2 : Règles de calcul des ensembles de rôles initiateurs, terminateurs et participants. [16]
Deux messages de coordination sont introduits au niveau du processus de dérivation afin de
réaliser la coordination des différents rôles. Nous utilisons le même de type de messages décrits
dans [16, 24]. Chaque message contient les paramètres suivants :
a) le rôle Source (Sr) ;
b) le rôle Destinataire (Dr) ;
c) le nom de l’état concerné (St).
Les messages de coordination sont :
i) Message de flux (Flow message) pour réaliser la coordination entre les rôles dans un séquen-
cement, nommé Flowm(Sr, Dr, St).
ii) Message d’indication de choix (Choice indication message) pour la propagation du choix aux
rôles non participants dans l’alternative de choix sélectionnée dans une structure de choix ou
de répétition, nommé Choicem(Sr, Dr, St).
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La transformation du concept collaboration déclenche la transformation de ses sous-collabo-
rations dans le cas où elle est composée. Cette propriété nécessite la définition de règles de trans-
formation récursives. Nous avons défini les différentes règles de transformations nécessaires pour
les différents cas de chorégraphie exprimés dans le méta-modèle des exigences. Nous exprimons
ci-dessous les règles qui vont permettre la dérivation du comportement des différents rôles impli-
qués dans le comportement global du système. Chaque règle réalise la transformation appropriée
pour un rôle r participant dans une collaboration Ci.
3.2.1 Séquence Strong entre deux collaborations
Le message Flowm(Sr, Dr, St) est utilisé pour réaliser la synchronisation entre les comportements
dérivés des rôles.
Fig. 3.5 : Séquence Strong entre deux collaborations.
Règle 1 : Si le rôle r est un rôle terminateur de la collaboration source Alors le concept collabo-
ration est transformé en un concept état composite. Cet état composite est constitué des actions du
rôle r après transformation et des actions d’envoi de messages de coordination Flowm à l’ensemble
des rôles initiateurs de la collaboration cible (à l’exception de soi même).
If r 2 TR(C1) then Trans f orm(C1;S1;Send(Flowm(r;r0;S2))) 8r0 2 (SR(C2)  r);
La fonction transforme la collaboration C1 en un état composite S1. Cet état composite est
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constitué des actions du rôle r après transformation et des actions d’envoi de messages de coordi-
nation Flowm à l’ensemble des rôles initiateurs de la collaboration C2 (à l’exception de soi même
s’il appartient à l’ensemble des rôles initiateurs de la collaboration C2).
Règle 2 : Si le rôle r est un rôle initiateur de la collaboration cible Alors le concept collaboration est
transformé en un concept état composite. Cet état composite est constitué des actions de réception
de messages de coordination Flowm de l’ensemble des rôles terminateurs de la collaboration source
(à l’exception de soi même) et des actions du rôle r après transformation.
If r 2 SR(C2) then Trans f orm(C2;S2;Receive(Flowm(r0;r;S2))) 8r0 2 (TR(C1)  r);
La collaborationC2 est transformée en un état composite S2. Cet état composite est constitué
des actions de réception de messages de coordination Flowm de l’ensemble des rôles terminateurs
de la collaborationC1 (à l’exception de soi même s’il appartient à l’ensemble des rôles terminateurs
de la collaboration C1) et des actions du rôle r après transformation.
Règle 3 : Si le rôle r participe dans la collaboration source (non terminateur) ou la collaboration
cible (non initiateur) Alors le concept collaboration est transformé en un concept état composite.
Cet état composite est constitué des actions du rôle en question après transformation.
If r 2 (PR(C1) TR(C1)) or r 2 (PR(C2) SR(C2)) then Trans f orm(Ci;Si) 8i= 1;2;
Règle 4 : Si le r rôle participe dans les collaborations source et cible Alors le concept Controlflow
est transformé en un concept Transition. La transition résultante relie les états composites source et
cible issus de la transformation des collaborations source et cible respectivement.
If r 2 PR(C1) and r 2 PR(C2) then Trans f orm(Control f low;Transition);
Cette transition connecte les états S1 et S2 issus de la transformation deC1 etC2.
3.2.2 Séquence Weak entre deux collaborations
Pour la transformation du concept Controlflow, la Règle 4 est appliquée.
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Fig. 3.6 : Séquence Weak entre deux collaborations.
Règle 5 : Si le rôle r participe dans la collaboration source ou cible Alors le concept collaboration
est transformé en un concept état composite. Cet état composite est constitué des actions du rôle r
après transformation.
If r 2 PR(Ci) then Trans f orm(Ci;Si) 8i= 1;2;
3.2.3 Choix entre deux collaborations (Choix local)
Nous considérons que la décision de choix est faite localement au niveau d’un rôle donné. C’est le
rôle initiateur dans la structure de choix (Fig. 3.7). Le message d’indication de choix Choicem(Sr,
Dr, St) est utilisé pour la propagation du choix à un rôle non participant dans la collaboration
sélectionnée mais il participe dans la deuxième alternative de la structure de choix.
Règle 6 : Si le rôle r participe dans une collaboration de choix et il est responsable du choix (rôle
Initiateur dans la collaboration) Alors le concept collaboration est transformé en un concept état
composite. Cet état composite est constitué des actions du rôle en question après transformation et
des actions d’envoi de messages de coordination Choicem à l’ensemble des rôles ne participant pas
à la collaboration choisie et membres de l’autre collaboration.
If r 2 SR(Ci) then Trans f orm(Ci;Si;Send(Choicem(r;r0;Si)))
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8r0 2 (PR(Ci0) PR(Ci)) 8i; i0 = 1;2 et i 6= i0;
Fig. 3.7 : Structure de choix.
Règle 7 : Si le rôle r participe dans une collaboration de choix et il n’est pas responsable du choix
Alors le concept collaboration est transformé en un concept état composite. Cet état composite est
constitué des actions du rôle r après transformation.
If r 2 PR(Ci) and r =2 SR(Ci) then Trans f orm(Ci;Si) 8i= 1;2;
Règle 8 :Si le rôle r participe dans une des deux collaborations du choix Alors le concept collabo-
ration est transformé en un concept état composite au niveau de la collaboration à laquelle il n’est
pas membre. Cet état composite est constitué d’une action de réception de message de coordination
Choicem de la part du rôle initiateur de la collaboration de choix.
If r 2 (PR(Ci) PR(Ci0)) 8i; i0 = 1;2 and i 6= i0 then
Trans f orm(Ci0;Si0 ;Receive(Choicem(r0;r;Si0))) 8r0 2 SR(Ci0);
Règle 9 : Si le rôle r participe dans une collaboration de choix Alors le concept Controlflow est
transformé en un concept Transition. La transition résultante relie les états S1 et S2 issus de la
transformation des collaborations C1 et C2 composant la structure de choix aux nœuds de contrôle
correspondants.
If r 2 PR(Ci) then Trans f orm(Control f low;Transition) 8i= 1;2;
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Règle 10 : Si le rôle r participe dans une collaboration de choix Alors le concept DecisionNode est
transformé en un concept ChoiceState. L’état résultant est relié aux états composites S1 et S2 issus
de la transformation des collaborations C1 et C2 composant la structure de choix par les transitions
correspondantes obtenues par application de la règle 9.
If r 2 PR(Ci) then Trans f orm(DecisionNode;ChoiceState) 8i= 1;2;
Règle 11 : Si le rôle r participe dans une collaboration de choix Alors le concept MergeNode est
transformé en un concept JunctionState. L’état résultant est relié aux états composites S1 et S2 issus
de la transformation des collaborations C1 et C2 composant la structure de choix par les transitions
correspondantes obtenues par application de la règle 9.
If r 2 PR(Ci) then Trans f orm(MergeNode;JunctionState) 8i= 1;2;
3.2.3.1 Exemple : Nous présentons ci-dessous un exemple afin d’illustrer le processus de dé-
rivation. Le modèle des exigences globales du système (Fig. 3.8) est décrit par une collaboration.
Cette collaboration est une séquence entre la sous-collaboration "C1" et une collaboration compo-
site nommé "C2". La collaboration "C2" définit un choix entre les deux sous-collaborations "C3" et
"C4". Nous supposons que chaque sous-collaboration est constituée d’une seule action. Le tableau
(Tab. 3.3) montre les différents ensembles calculés selon le tableau (Tab. 3.2).
Cas de Chorégraphie Rôles Initiateurs (SR) Rôles Terminateurs (TR) Rôles Participants (PR)
Sub-collaboration "C1" {r1} {r1} {r1, r2, r3}
Sub-collaboration "C3" {r1} {r1, r4} {r1, r2, r3, r4}
Sub-collaboration "C4" {r1} {r3} {r1, r3}
Collaboration "C2" {r1} {r1, r3, r4} {r1, r2, r3, r4}
Tab. 3.3 : Les rôles initiateurs, terminateurs et participants au niveau des collaborations.
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Fig. 3.8 : Exemple du processus de dérivation.
Nous considérons dans cet exemple, les règles de transformation qui permettent de déri-
ver le comportement du rôle r1. Le modèle des exigences globales est constitué d’une séquence
Weak entre les collaborations "C1" et "C2" et le rôle r1 participe dans les deux collaborations.
Par conséquent, le processus de dérivation déclenche les règles 4 et 5. La règle 5 transforme la
sous-collaboration "C1" en un état composite contenant les actions du rôle concerné et déclenche
la transformation de la collaboration "C2". La règle 4 effectue la transformation du Controlflow
en une transition qui relie les états composites résultant de la transformation de "C1" et "C2". La
collaboration "C2" est une structure de choix entre les sous-collaborations "C3" et "C4" et le rôle r1
est responsable du choix (il est le rôle initiateur dans les deux sous-collaborations). Par conséquent,
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le processus de dérivation déclenche les règles 6, 9, 10 et 11. La règle 6 réalise la transformation
de chaque sous-collaboration intervenant dans la structure de choix en un état composite en occur-
rence les sous-collaborations "C3" et "C4". Chaque état composite contiendra les actions effectuées
par le rôle r1 au niveau chaque sous-collaboration (C3 ouC4). Par ailleurs, il doit informer les rôles
r2 et r4 ne participant pas à la sous-collaboration "C4" en envoyant un message de coordination
Choicem pour indiquer la sélection de "C4". Ces actions sont incluses dans l’état composite "C4".
Les règles 9, 10 et 11 réalisent de la transformation du Controlflow et des nœuds de contrôle. Le
processus de dérivation génère un automate à états décrivant le comportement du rôle r1 (Fig. 3.8).
3.2.4 Boucle Tantque avec Séquencement Strong (Choix local)
Il y a un séquencement strong entre la fin de la collaboration C1 et le choix de l’exécution de C1
une autre fois ou de terminer la boucle avec l’exécution de la collaborationC2 (Fig. 3.9).
Fig. 3.9 : Boucle Tantque avec séquencement Strong.
Règle 12 : Si le rôle r est un rôle terminateur de la collaboration 1 Alors le concept collaboration
est transformé en un concept état composite. Cet état composite est constitué des actions du rôle en
question après transformation. Comme le rôle est un rôle de terminateur dans la collaboration 1, il
doit envoyer en parallèle un message de coordination Flowm à l’ensemble des rôles initiateurs de
cette collaboration (à l’exception de soi même s’il appartient à cet ensemble).
If r 2 TR(C1) then Trans f orm(C1;S1;Send(Flowm(r;r0;S1))) 8r0 2 (SR(C1)  r) ;
Règle 13 : Si le rôle r est un rôle initiateur de la collaboration 1 Alors le concept collaboration est
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transformé en un concept état composite. Cet état composite est constitué des actions de réception
des messages de coordination Flowm de l’ensemble des rôles terminateurs de cette collaboration
(à l’exception de soi même s’il appartient à cet ensemble) et des actions du rôle en question après
transformation.
If r 2 SR(C1) then Trans f orm(C1;S1;Receive(Flowm(r0;r;S1))) 8r0 2 (TR(C1) r) ;
Règle 14 : Si le rôle r participe dans la collaboration 1 (non terminateur et non initiateur) Alors le
concept collaboration est transformé en un concept état composite. Cet état composite est constitué
des actions du rôle en question après transformation.
If r 2 PR(C1) and (r =2 SR(C1) and r =2 TR(C1)) then Trans f orm(C1;S1) ;
Règle 15 : Si le rôle r participe dans la collaboration 2 et il est responsable du choix (rôle initiateur
dans la structure de répétition) Alors le concept collaboration est transformé en un concept état
composite. Cet état composite est constitué des actions du rôle en question après transformation.
Comme le rôle est responsable du choix, il doit envoyer en parallèle un message de coordination
Choicem à l’ensemble des rôles ne participant pas à la collaboration 2 et participant dans la colla-
boration 1.
If r 2 SR(C2) then Trans f orm(C2;S2;Send(Choicem(r;r0;S2))) 8r0 2 (PR(C1) PR(C2)) ;
Règle 16 : Si le rôle r participe dans la collaboration 2 et il est non initiateur Alors le concept
collaboration est transformé en un concept état composite. Cet état composite est constitué des
actions du rôle en question après transformation.
If r 2 PR(C2) and r =2 SR(C2) then Trans f orm(C2;S2) ;
Règle 17 : Si le rôle r participe dans la collaboration 1 et ne participe pas dans la collaboration 2
Alors le concept collaboration est transformé en un concept état composite au niveau de la colla-
boration 2. Cet état composite est constitué d’une action de réception de message de coordination
Choicem du rôle initiateur de la collaboration 2 (rôle initiateur de la collaboration structure de
choix).
If r2 (PR(C1) PR(C2)) then Trans f orm(C2;S2;Receive(Choicem(r0;r;S2))) 8r0 2 SR(C2) ;
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Règle 18 : Si le rôle r participe dans la collaboration 1 Alors le concept Controlflow est transformé
en un concept Transition. La transition résultante de la transformation relie les états S1 et S2 issus
de la transformation des collaborations C1 etC2 à l’état de contrôle correspondant.
If r 2 PR(C1) then Trans f orm(Control f low;Transition) ;
Règle 19 : Si le rôle r participe dans la collaboration 1 Alors le concept DecisionNode est trans-
formé en un concept ChoiceState. L’état résultant de la transformation est relié aux états composites
S1 et S2 issus de la transformation des collaborations C1 et C2 par les transitions correspondantes
obtenues par application de la règle 18.
If r 2 PR(C1) then Trans f orm(DecisionNode;ChoiceState) ;
3.2.5 Boucle Tantque avec Séquencement Weak (Choix local)
Il y a un séquencement weak entre la fin de la collaborationC1 et le choix de l’exécution deC1 une
autre fois ou de terminer la boucle avec l’exécution de la collaboration C2 (Fig. 3.10). La transfor-
mation du concept collaboration pour un rôle r participant dans la collaboration 2 et initiateur, un
rôle participant dans la collaboration 2 non initiateur et pour un rôle participant dans la collabora-
tion 1 et ne participant pas dans la collaboration 2 nécessite le déclenchement respectif des règles
15, 16 et 17. La transformation des concepts Controlflow et DecisionNode pour un rôle participant
dans la collaborations 1 déclenche les règles 18 et 19 respectivement.
Fig. 3.10 : Boucle Tantque avec séquencement Weak.
Règle 20 : Si le rôle r participe dans la collaboration 1 Alors le concept collaboration est transformé
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en un concept état composite. Cet état composite est constitué des actions du rôle en question après
transformation.
If r 2 PR(C1) then Trans f orm(C1;S1) ;
3.2.6 Parallélisme entre deux collaborations
Dans le cas où un rôle r participe seulement à une des deux collaborations (Fig. 3.11), les nœuds
de contrôle et les Controlflow ne sont pas transformés mais seulement la collaboration concernée
est transformée.
Règle 21 : Si le rôle r participe dans une collaboration Alors le concept collaboration est transformé
en un concept état composite ; constitué des actions du rôle en question après transformation.
If r 2 PR(Ci) then Trans f orm(Ci;Si) 8i= 1;2 ;
Fig. 3.11 : Parallélisme entre deux collaborations.
Règle 22 : Si le rôle r participe dans les deux collaborations Alors le concept Controlflow est
transformé en un concept Transition. La transition résultante de la transformation relie les états
composites S1 et S2 issus de la transformation des collaborations C1 et C2 aux états de contrôle
correspondants.
If r 2 PR(C1) and r 2 PR(C2) then Trans f orm(Control f low;Transition) 8i= 1;2 ;
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Règle 23 : Si le rôle r participe dans les deux collaborations Alors le concept ForkNode est trans-
formé en un concept ForkState. L’état résultant de la transformation est relié aux états composites
S1 et S2 issus de la transformation des collaborations C1 et C2 par les transitions correspondantes
obtenues par application de la règle 22.
If r 2 PR(C1) and r 2 PR(C2) then Trans f orm(ForkNode;ForkState) 8i= 1;2 ;
Règle 24 : Si le rôle r participant dans les deux collaborations Alors le concept JoinNode est trans-
formé en un concept JoinState. L’état résultant de la transformation est relié aux états composites
S1 et S2 issus de la transformation des collaborations C1 et C2 par les transitions correspondantes
obtenues par application de la règle 22.
If r 2 PR(C1) and r 2 PR(C2) then Trans f orm(JoinNode;JoinState) 8i= 1;2 ;
4 Étude de cas
On présente dans cette section une étude de cas. Cette étude est réalisée sur l’application de té-
lémédecine décrite dans le projet TENEMO [29]. Classiquement, lorsqu’un cas d’AVC (accident
vasculaire cérébrale) se présente dans un hôpital d’accueil, il est pris en charge par un urgentiste
(HA). Ce dernier contacte le SAMU (service d’aide médicale d’urgence) via un médecin régula-
teur pour l’informer de l’admission aux urgences d’un malade qui présente des symptômes faisant
suspecter un AVC (troubles du langage, de la vision, des déficits sensitivomoteur, des troubles de la
coordination, etc.). Au niveau du système d’information du SAMU (EMS), le médecin régulateur
crée un dossier médical (DM) en se basant sur un bilan initial composé du GCS (Glasgow Coma
Score), de l’état hémodynamique, de l’heure d’apparition des signes, de l’heure de l’admission aux
urgences, des antécédents, des données anamnestiques et de l’examen clinique, etc. Tout en restant
en contact avec l’urgentiste, le régulateur du SAMU appelle le neurologue de garde du CHU (centre
hospitalier universitaire UHC) et initie une conférence téléphonique à trois pour asseoir le diagnos-
tic de l’AVC et pousser les investigations. Le cas échéant, le patient est transféré d’urgence vers le
CHU dans une ambulance équipée SMUR (assistance avancée au patient ALS) ou une ambulance
non équipée VLS (ACA), selon la situation du patient. La dérivation du comportement de chacun
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des rôles du système est réalisée par un ensemble de règles de transformations en suivant les étapes
mentionnées ci-dessous :
Étape 01 : Spécification du modèle des besoins globaux décrivant le comportement global du sys-
tème. Ce modèle est une instance du méta-modèle des exigences de la figure (Fig. 3.2). Le com-
portement global du système est modélisé par un diagramme d’activités dont les activités de base
sont des collaborations et des sous-collaborations (Fig. 3.12).
Fig. 3.12 : Le comportement global du système (modèle des exigences).
Le modèle du comportement global du système [35] est décrit par une collaboration compo-
sée de deux collaborations ou sous-collaborations selon le méta-modèle des exigences. Cette col-
laboration est une séquence entre la sous-collaboration Clinical_Exams et une collaboration com-
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posite nommé Decision-Making. La collaboration Decision-Making est également une séquence
composée de la sous-collaboration Wait_Decision et la collaboration During-Transfers. Cette der-
nière est définie par une structure de choix entre les collaborations : Supported by HA et Transfer
qui est aussi une structure de choix. La collaboration Transfer définit un choix entre les deux sous-
collaborations Sending ACA et Sending ALS.
Étape 02 : Cette étape consiste à appliquer les règles de transformations de modèles suivant l’al-
gorithme du processus de dérivation au comportement global du système décrit par le modèle
(Fig. 3.12). Ces règles sont appliquées afin de générer un automate d’états-transitions décrivant
le comportement de chaque rôle du système. Nous considérons dans cet exemple les règles de
transformation qui permettent de dériver les comportements du neurologue (CHU), du médecin
urgentiste (HA) et du SMUR (ALS). Le processus de dérivation opérera sur le modèle global
qui consiste en une séquence Weak entre la sous-collaboration Clinical_Exams et la collaboration
Decision-Making.
Le neurologue (CHU) participe à la collaboration cible nommée Decision-Making et non pas
à la sous-collaboration Clinical_Exams. Le processus de dérivation déclenche seulement la règle
5. La règle 5 effectue la transformation de la collaboration Decision- Making. Cette collabora-
tion Decision-Making est également composée d’une séquence Weak entre la sous-collaboration
Wait_Decision et la collaboration During-Transfers. Comme le neurologue participe à la fois aux
collaborations source et cible, le processus de dérivation déclenche les règles 4 et 5. La règle 5 réa-
lise la transformation des actions qu’il effectue au niveau de la sous-collaboration Wait_Decision
et déclenche la transformation de la collaboration During-Transfers. La règle 4 effectue la transfor-
mation du controlflow en une transition reliant les états composites résultant de la transformation
des collaborations source et cible à savoir la sous-collaboration Wait_Decision et la collabora-
tion During-Transfers. La collaboration During-Transfers est une structure de choix entre la sous-
collaboration Supported by HA et la collaboration Transfer. Le neurologue est responsable du choix
dans cette structure, car il joue le rôle initiateur dans les deux collaborations. Le processus de dé-
rivation déclenche alors les règles 6, 9, 10 et 11. La règle 6 réalise la transformation des actions
qu’il effectue au niveau de la sous-collaboration Supported by HA, déclenche la transformation de
la collaboration Transfer et le neurologue doit informer les rôles ne participant pas à la collabo-
ration courante par l’envoi d’un message de coordination Choicem pour indiquer son choix. Par
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exemple, au niveau de la sous-collaboration Supported by HA, le neurologue envoie un message de
coordination Choicem aux rôles SMUR (ALS) et VLS (ACA), afin de leurs indiquer la sélection de
Supported by HA. Les règles 9, 10 et 11 transforment les Controlflow et les nœuds de contrôle. La
collaboration Transfer est également une structure de choix entre les sous-collaborations Sending
ACA et Sending ALS. Comme le neurologue est un rôle initiateur dans les deux sous-collaborations,
le processus de dérivation est similaire à celui de la collaboration During-Transfers. Les règles 6,
9, 10 et 11 sont déclenchées. La règle 6 effectue la transformation des actions effectuées par le
neurologue au niveau de chaque sous-collaboration. Le neurologue informe les rôles ne participant
pas à la collaboration courante en envoyant un message de coordination pour indiquer son choix.
Le modèle décrit par un automate d’états-transitions représentant le comportement du neurologue
(CHU) est présenté dans la figure (Fig. 3.13).
Fig. 3.13 : Comportement Dérivé du neurologue (CHU).
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Pour le médecin urgentiste (HA), il participe dans les deux collaborations source et cible à
savoir la sous-collaboration Clinical_Exams et la collaboration Decision-Making. Le processus de
dérivation déclenche les règles 4 et 5. La règle des 5 réalise la transformation des actions accomplies
par l’urgentiste au niveau de la sous-collaboration Clinical_Exams et déclenche la transformation
de la collaboration Decision-Making. La règle 4 transforme le controlflow en une transition qui
relie les états composites issus de la transformation des deux collaborations.
Fig. 3.14 : Comportement Dérivé du médecin urgentiste (HA).
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La collaborationDecision-Making est transformée de la même manière que celle décrite dans
la dérivation du comportement du neurologue à l’exception de la transformation de la collaboration
During-Transfers qui est différente. Dans la collaboration During-Transfers, le médecin urgentiste
participe dans Supported by HA et Transfer. Alors, le processus de dérivation déclenche les règles
7, 9, 10 et 11. La règle 7 réalise la transformation des activités du rôle au niveau de la sous-
collaboration Supported by HA et réalise la transformation de la collaboration Transfer. Les règles
9, 10 et 11 transforment les Controlflow et les nœuds de contrôle. Le médecin urgentiste participe
dans les deux sous-collaborations composant la collaboration Transfer ; le processus de dérivation
est pratiquement similaire au précédent. Il déclenche les règles 7, 9, 10 et 11 qui transforment
les actions accomplies par le rôle au niveau de chaque sous-collaboration, les Controlflow et les
nœuds de contrôle. Le processus de dérivation génère un automate d’états-transitions représentant
le comportement du médecin d’urgentiste (HA) (Fig. 3.14).
La dérivation du comportement du rôle SMUR (ALS) est obtenue de la même manière que
celle décrite dans la dérivation du neurologue. Elle se résume dans la transformation de collabo-
ration Decision-Making parce qu’il ne participe pas à la sous-collaboration Clinical_Exams. La
collaboration Decision Making est composée d’une séquence Weak entre la sous-collaboration
Wait_Decision et de la collaboration During-Transfers. Comme le SMUR participe à la fois aux
collaborations source et cible, le processus de dérivation déclenche les règles 4 et 5. La règle 5 réa-
lise la transformation des actions qu’il effectue au niveau de la sous-collaboration Wait_Decision
et déclenche la transformation de la collaboration During-Transfers. La règle 4 effectue la trans-
formation du controlflow en une transition reliant les états composites résultant de la transforma-
tion des collaborations source et cible. Au niveau During-Transfers, le SMUR participe dans la
collaboration Transfer, mais il ne participe pas dans la sous-collaboration Supported by HA. Par
conséquent, le processus de dérivation déclenche les règles 7, 8, 9, 10 et 11. La règle 7 réalise la
transformation de la collaboration Transfer. La règle 8 permet au SMUR de recevoir un message
coordination Choicem émis par le neurologue dans le cas où la sous-collaboration Supported by HA
est choisie. La réception d’un tel message déclenche la poursuite du traitement au niveau de cette
sous-collaboration. Les règles 9, 10 et 11 transforment les Controlflow et les nœuds de contrôle.
La transformation de la collaboration Transfer qui est une structure de choix est réalisée d’une ma-
nière similaire à la précédente. Comme le SMUR participe à la sous-collaboration Sending ALS et
ne participe pas dans Sending ACA, le processus de dérivation déclenche les règles 7, 8, 9, 10 et 11
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qui permettent de réaliser la transformation des actions effectuées par le rôle en tant que participant
à la sous-collaboration Sending ALS, permet la réception du message de coordination envoyé par le
neurologue en cas de choix de la sous-collaboration Sending ACA et transforment les Controlflow
et les nœuds de contrôle respectivement. Le processus de dérivation génère un automate d’états
décrivant le comportement du SMUR (Fig. 3.15.).
Fig. 3.15 : Comportement Dérivé du SMUR (ALS).
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5 Conclusion
Dans ce chapitre, nous avons présenté une approche basée sur la transformation des modèles pour
dériver le comportement des différents rôles d’un système distribué. Le comportement global du
système est modélisé par le modèle des exigences. Les diagrammes d’activités étendus par les colla-
borations (extended UML activity diagrams) sont utilisés pour exprimer les modèles des exigences
où les activités de base sont les collaborations entre les rôles du système. Ils permettent la repré-
sentation de concepts qui ne peuvent pas être décrits en utilisant des expressions de collaborations,
comme c’est le cas dans [16]. C’est le cas des conditions intégrées dans les structures de choix et
les structures de répétition. En outre, l’approche proposée considère également tous les nœuds de
contrôle spécifiés dans les diagrammes d’activités UML, tels que le nœud de fusion et le nœud de
jonction.
L’approche proposée consiste à dériver le comportement des rôles du système par transfor-
mation des modèles des exigences, qui décrivent le comportement fonctionnel d’un système d’une
manière abstraite vers des modèles conceptuels où chaque rôle est identifié par son comportement
local. Le processus de transformation, régi par un ensemble de règles, permet la dérivation du
comportement local d’un rôle, sous la forme d’un automate d’états-transitions UML. Ce processus
permet aussi la dérivation des messages de coordination appropriés entre les automates dérivés.
Cette approche commence par la présentation de l’architecture du processus de dérivation.
L’architecture consiste en la définition du méta-modèle des exigences pour spécifier le comporte-
ment global d’un système donné, le méta-modèle cible des automates d’états-transitions UML afin
de modéliser le comportement des rôles du système et l’établissement des règles de transformations
qui régissent la transformation au cours du processus de dérivation. Par la suite, nous avons présenté
l’algorithme du processus de transformation basé sur la transformation par méta-modèles ainsi que
les règles de transformation pour les différents cas de chorégraphie recensés dans le méta-modèle
des exigences.
Une étude de cas a été réalisée sur l’application de télémédecine décrite dans le projet TE-
NEMO. Cette étude a permis d’appliquer les phases du processus de dérivation du comportement
sur le modèle des exigences du système de télémédecine afin d’obtenir le comportement de chacun
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des acteurs de l’application sous la forme d’un automate d’états-transitions. Cette étude, nous a
permis de mettre en évidence les caractéristiques de l’approche proposée et son intérêt dans le dé-
veloppement des systèmes distribués. Un tel processus de dérivation automatique permet de rendre
la conception de systèmes plus robustes et fiables en évitant les erreurs introduites par les activités
de conception manuelle. Le chapitre 4 sera consacré à la mise en œuvre de l’approche de dérivation
du comportement dirigée par les modèles.
Chapitre 4
Mise en œuvre de l’approche de dérivation
du comportement d’un système
1 Introduction
L’approche Ingénierie Dirigée par les Modèles (IDM) fournit une infrastructure qui simplifie le
développement des systèmes en augmentant le niveau d’abstraction. La représentation des connais-
sances impliquées dans le développement des applications apparaît sous formes de modèles et de
méta-modèles. En plus de la définition des modèles, le processus de transformation de ces modèles
est crucial pour l’approche IDM.
L’approche IDM ou MDA (Model Driven Architecture) est adoptée pour soutenir le dévelop-
pement des systèmes par la transformation de modèles en composants et applications exécutables.
La motivation principale de l’IDM est de transférer le centre de travail de la programmation à
une solution de modélisation en traitant des modèles. La transformation de modèles et le mapping
entre les modèles sont les aspects principaux de l’approche IDM [6, 7, 50, 51]. Les mappings
entre les modèles sont responsables de la transformation des éléments d’un modèle conforme à un
méta-modèle source en éléments d’un autre modèle qui est conforme à un méta-modèle cible.
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En réponse à ce besoin d’avoir une approche standard pour définir ces mappings entre les
modèles, l’OMG a publié un appel à proposition pour le MOF 2.0 Query/ View/ Transformation
(QVT) [71, 73]. Cet appel concernait la proposition d’un langage capable d’exprimer les requêtes,
vues et transformations sur des modèles dans le contexte de l’architecture de modélisation MOF
2.0 [79]. Les différentes réponses données ont convergé vers la recommandation QVT adoptée en
2005 [78]. Le but principal du langage QVT est de développer un standard qui fournit des règles
pour exprimer les transformations [51]. Une transformation en QVT décrit le rapport entre un
méta-modèle source et un méta-modèle cible.
Dans ce contexte, plusieurs groupes de recherches travaillent sur leurs propres approches
et langages de transformations de modèles. Nous citerons parmi ces langages de transformations
de modèles proposés ; le langage ATL (ATLAS Transformation Language), le langage Tefkat, le
langage MT (Model Transformation Language) et le langage AGG (Attributed Graph Grammar).
Le langage ATL [2, 46, 48] est un langage de transformation hybride. Il contient un mélange
de constructions déclaratives et impératives. Les transformations ATL sont unidirectionnelles. Les
transformations ATL opèrent sur des modèles sources en lecture seule et produisent des modèles
cibles en écriture seule.
Le langage Tefkat [61] est un langage de transformation déclaratif. Les modèles sur lesquels
opèrent les transformations Tefkat sont appelés extents. Ces derniers sont des ensembles d’éléments
de modèles correspondant aux modèles d’entrée et de sortie. Les règles de transformation sont dé-
claratives et unidirectionnelles. Elles sont faiblement couplées : il n’existe pas de référence directe
entre les règles. Le moteur de Tefkat peut être utilisé comme extension de la plateforme Eclipse.
L’algorithme d’exécution s’inspire de l’unification de Prolog.
Le langage AGG [112, 113] est un environnement de développement pour les systèmes
de transformation de graphes supportant une approche algébrique de la transformation de graphes.
Cette approche est basée sur des fondements formels [30]. Les méta-modèles sources et cibles sont
décrits par des graphes typés. Les transformations peuvent être exécutées dans deux modes diffé-
rents : le mode interprétation qui correspond à l’application automatique des règles, le deuxième
mode correspond au lancement explicite de l’application de chaque règle par l’utilisateur.
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Le langage MT [114, 116, 117] est un dérivé de l’approche QVT-Partners [78]. Le langage
MT est un langage de transformation de modèles unidirectionnel. Il est mis en œuvre comme un
langage spécifique au domaine (DSL) avec le langage de programmation Converge [115]. Il permet
à des langages de modélisation du même style qu’UML et leurs instances d’être exprimés.
Les langages de transformations de modèles ATL (ATLAS Transformation Language) et le
langage QVT (Query View Transformation) de l’OMG exposent une architecture multicouches et
partagent certaines caractéristiques communes [45, 47]. Nous présentons les langages de transfor-
mation QVT et ATL dans les sections suivantes.
2 Le langage de Transformation QVT
Le langage QVT (Queries, Views and Transformations) de l’OMG [78, 82, 111] s’adresse à une
famille de problèmes relatifs au développement dirigé par les modèles. La spécification du standard
QVT décrit trois langages pour les transformations : le langage Relations, le langage Opérationnel
Mappings, et le langage Core. Ils sont organisés en une architecture présentée à la figure (Fig. 4.1).
Le langage OCL 2.0 [76] est utilisé pour naviguer à travers les modèles. Les spécifications de
QVT ont une nature hybride déclarative/impérative. Les langages Relations et Core sont tous deux
déclaratifs et Operational Mappings est un langage impératif qui étend Relations et Core.
Fig. 4.1 : Architecture du langage QVT.
La figure (Fig. 4.2) décrit le contexte opérationnel de QVT. Le langage QVT est un méta-
modèle conforme au MOF 2.0. C’est un langage de transformation par méta-modèles.
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Fig. 4.2 : Contexte opérationnel de QVT.
Le langage Relations offre la possibilité de spécifier des transformations de modèles. Il sup-
porte le pattern matching complexe des objets, et crée implicitement des classes de trace et leurs
instances pour enregistrer ce qui s’est produit pendant une exécution de transformation (traçabilité).
Dans le langage de relations, une transformation entre les modèles candidats est indiquée comme
un ensemble de relations qui doivent se tenir pour que la transformation réussisse.
Le langage Core est un petit langage de modèles. Il est déclaratif et plus simple que le lan-
gage Relations. Il supporte seulement le pattern matching d’un ensemble de variables en évaluant
des conditions sur ces variables par rapport à un ensemble de modèles. Il traite tous les éléments
modèles sources, cibles, et modèles de trace systématiquement. Il est également aussi puissant que
le langage Relations, et en raison de sa simplicité relative, sa sémantique peut être définie plus sim-
plement, bien que les descriptions de transformation décrites en utilisant le Core soient donc plus
complexes.
En plus des langages déclaratives Relations et Core qui incarnent la même sémantique à
deux niveaux d’abstraction différents, QVT propose deux mécanismes pour étendre les langages
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Relations et Core : un langage appelé Operational Mappings et un mécanisme pour invoquer des
implémentations impératives de transformations non standard du Black-Box.
Le langage Operational Mappings est spécifié d’une manière standard afin de fournir des
implémentations impératives afin d’étendre le langage Relations. Il fournit des constructions OCL
qui permettent un style plus procédural, et une syntaxe concrète qui semble bien familière aux
programmeurs impératifs. Des opérations de mappings peuvent être employées pour implémenter
une ou plusieurs relations à partir des spécifications de relations.
Le mécanisme Black-Box permet d’intégrer et d’exécuter du code externe au cours de l’exé-
cution d’une transformation. Il permet ainsi à des algorithmes complexes d’être codés en n’importe
quel langage de programmation avec une attache de MOF. Comme il permet l’utilisation des bi-
bliothèques spécifiques de domaine pur. Par exemple, mathématique, ingénierie, bio-science, et
beaucoup d’autres domaines qui ont de grandes bibliothèques qui codent des algorithmes spéci-
fiques aux domaines qui sont difficiles, ou impossible à exprimer en utilisant OCL.
3 Le langage de Transformation ATL
Le langage ATL (ATLAS Transformation Language) [2, 46, 48] est défini dans le contexte des
langages de transformation par méta-modèles présenté dans la (Fig. 4.3). L’opération de transfor-
mation est dirigée par un programme ATL nommé mma2mmb.atl. Ce programme transforme le
modèle source Ma en un modèle cible Mb. Il est lui-même un modèle. Les modèles Ma, Mb et
le programme sont conformes aux méta-modèles MMa, MMb et ATL respectivement. Ces méta-
modèles sont conformes au méta-méta-modèle MOF.
3.1 Structure globale des programmes de transformation
En ATL, une transformation s’appelle un module. Un module contient une en-tête, un ensemble
d’importation de bibliothèques et de fonctions, un ensemble de helpers et de règles de transforma-
tion.
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Fig. 4.3 : L’approche de transformation par ATL.
L’en-tête donne le nom du module de la transformation et déclare les modèles sources et
cibles. Le mot-clé create indique les modèles cibles. Le mot-clé from indique les modèles sources.
Les modèles sources et cibles sont respectivement conformes à leurs méta-modèles.
module module_name;
create output_models [from|refining] input_models;
3.1.1 Helpers
Les fonctions ATL sont appelées helpers. Un helper peut être vue comme une méthode Java. Il sert
à factoriser du code ATL. Il est basé sur le langage OCL. Un helper peut être appelé à partir de
n’importe quel point d’une transformation ATL. Il existe deux types de helpers : Opération (helper
fonctionnel référencié en général par helper) et Attribut (helper attribut référencié par attribut). Un
helper peut être spécifié dans le contexte d’un type OCL (par exemple, String ou Integer) ou d’un
type source (venant de l’un des méta-modèles sources).
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Les helpers opération et attribut sont utilisés pour définir des opérations dans le contexte d’un
élément de modèle ou du module de transformation. Le rôle principal des helpers est de réaliser
la navigation des modèles sources. Ils ont un nom, un contexte et un type. Leur valeur est définie
par une expression OCL. Ils peuvent être récursifs et retournent toujours la même valeur pour un
contexte et un ensemble d’arguments donnés. Les helpers opération peuvent avoir des paramètres
à la différence des helpers attribut qui sont définis sans paramètres.
helper [context context_type] def:helper_name(parameters)
:return_type=exp;
3.1.2 Règles de transformation
La règle de transformation permet d’exprimer une transformation de modèles en ATL. Les règles
ATL peuvent être déclaratives, appelées Matched rules ou impératives Lazy rules et Called rules.
3.1.2.1 Règles déclaratives (matched rules) : Unematched rule permet de spécifier la manière
avec laquelle les éléments du modèle cible sont générés à partir des éléments du modèle source.
Donc, une matched rule spécifie : (i) l’élément du modèle source à comparer, (ii) le nombre et le
type des éléments du modèle cible à générer et (iii) la manière d’initialiser les éléments du modèle
cible à partir des éléments du modèle source. Une règle est conforme à la syntaxe suivante :
rule rule_name {
from in_var : in_type [( condition)]
[using {var1 : var_type1 = init_exp1;
...
varn : var_typen = init_expn; }]
to
out_var1 : out_type1 (bindings1),
out_var2 : distinct out_type2
foreach(e in collection)(bindings2),
...
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out_varn : out_typen (bindingsn)
[do { statements }]
}
Chaque règle est identifiée par son nom. Elle doit être unique dans un module de transfor-
mation. Une matched rule est composée d’un motif source et d’un motif cible. Le motif source
d’une règle définit un élément du modèle source et une garde sous la forme d’une expression OCL
booléenne. Le motif cible est composé d’un ensemble d’éléments. Chacun de ces éléments définit
un type cible et un ensemble d’affectations appelées bindings. Un binding fait référence à une pro-
priété (attribut ou référence) du type cible et spécifie une expression dont la valeur est utilisée pour
initialiser la propriété. La section optionnelle using permet de déclarer des variables locales. Ces
variables peuvent être utilisées dans la section using elle-même comme dans les sections to et do.
Chaque variable est identifiée par son nom et son type, et initialisée par une expression OCL. La
dernière section d’une règle matched est le bloc impératif do. Le bloc impératif contient une sé-
quence d’instructions impératives. Il peut être utilisé à la place de ou en combinaison avec un motif
cible, dans des règles déclaratives ou impératives. Les instructions disponibles en ATL sont celles
communément offertes par les langages impératifs (instruction d’affectation, instruction condition-
nelle, instructions de boucles, etc.). Ce bloc peut être utilisé pour initialiser certains attributs des
éléments du modèle non encore initialisés.
3.1.2.2 Règles impératives (Lazy rules) : Elles sont définies comme les règles matched mais
elles sont déclenchées par d’autres règles. Elles sont appliquées sur chaque tuple autant de fois
qu’elles sont référencées par les autres règles.
3.1.2.3 Règles impératives (Unique Lazy rules) : Elles sont aussi déclenchées par d’autres
règles. Mais elles ne sont appliquées qu’une seule fois sur chaque tuple.
3.1.2.4 Règles impératives (Called rules) : ATL définit les called rules afin de permettre la
génération d’éléments du modèle à partir du code impératif. Ce type de règles peut être explicite-
ment déclenché à partir d’un bloc impératif à l’exception de la règle entrypoint called rule. Une
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called rule est conforme à la syntaxe suivante :
[entrypoint]rule rule_name (parameters){
[using {var1 : var_type1 = init_exp1;
...
varn : var_typen = init_expn; }]
to
out_var1 : out_type1 (bindings1),
out_var2 : distinct out_type2
foreach(e in collection)(bindings2),
...
out_varn : out_typen (bindingsn)
[do { statements }]
}
Les règles Called rules sont similaires à des procédures. Elles sont invoquées par leur nom et
peuvent prendre des arguments. Elles ne possèdent pas de motif source. La règle entrypoint called
rule n’a pas besoin d’être appelée comme les autres mais elle est invoquée au début de l’exécution
de la transformation.
ATL et QVT partagent certaines caractéristiques communes, comme ils ont d’abord partagé
le même ensemble d’exigences définies dans QVT RFP. Les deux langages ATL et QVT ont un
contexte opérationnel similaire montré dans la figure (Fig. 4.4), un programme de transformation
Mt qui se traduit par la transformation automatique du modèle Ma en un modèle Mb. Ces trois
modèles sont conformes aux méta-modèles MMt, MMa et MMb respectivement. Ces derniers sont
conformes au méta-modèle MOF. MMt correspond à la syntaxe abstraite des langages de transfor-
mation. QVT et ATL fournissent leur propre méta-modèle définissant leurs syntaxes abstraites et
se placent dans le contexte de MMt. Ils sont tous deux conformes au MOF.
Les deux langages QVT et ATL peuvent être alignés sur plusieurs catégories (abstraction,
paradigmes, directivité, cardinalité, etc.) [45, 47]. Les résultats de l’analyse ont permis de réaliser
une certaine interopérabilité entre les deux langages. Cette interopérabilité se traduit par l’exécution
des programmes ATL sur les moteurs de QVT et réciproquement des programmes QVT sur la
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machine virtuelle ATL. Par conséquent, nous avons choisi d’exprimer les règles de transformation
de modèles dans le langage de transformation ATL [46]. Dans la section suivante nous présentons
la mise en œuvre de l’approche de dérivation du comportement d’un système par transformation
des modèles des exigences décrite dans le chapitre 3.
Fig. 4.4 : Le processus de transformation de Modèles.
4 Mise en œuvre de l’approche de transformation des modèles
des exigences
La mise en œuvre du processus de dérivation adopté (Fig. 3.1) exige :
(i) la représentation du méta-modèle des exigences, du méta-modèle cible et du modèle des exi-
gences décrivant le comportement global du système instance du méta-modèle des exigences ;
et
(ii) l’application des règles de transformation de modèles spécifiées dans le langage ATL sur
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le modèle source. Cette phase est gérée par l’algorithme de transformation proposé dans le
chapitre 3. Ce processus génère des machines à états-transitions décrivant le comportement
de chaque rôle du système. Le modèle du comportement dérivé est conforme au méta-modèle
cible.
Nous présentons ci-dessous le code de quelques règles à titre d’exemple et plus précisément
les règles de transformation pour les cas de chorégraphie suivants : séquence Strong, Weak et
structure de choix. On distingue deux catégories de règles ; celles définies au niveau d’une sous-
collaboration et celles définies pour une collaboration composée. Ces dernières règles sont simi-
laires aux premières, mais elles sont définies d’une manière récursive et font appel à d’autres règles
afin d’achever la transformation. Ceci est dû à la composition des collaborations conformément au
méta-modèle des exigences.
Règle 1 : If r 2 TR(C1) then Trans f orm(C1;S1;Send(Flowm(r;r0;S2))) 8r0 2 (SR(C2)  r);
Le code ATL (Listing 4.1) de cette règle au niveau d’une sous-collaboration est exécuté si
et seulement si les helpers IsinTermine() et CibleIsStrong() sont évalués à vrai. Ces helpers déter-
minent si le rôle est terminateur dans la collaboration source. Au niveau d’une collaboration, un
code similaire pour la règle est défini (Listing 4.2) mais dans ce cas, la règle fait appel à d’autres
règles afin d’achever la transformation de la collaboration.
r u l e Co l l a b o r a t i o n S 2 S t a t e T {
from s :MMS! S u b _ c o l l a b o r a t i o n ( s . I s i n T e rm i n e ( ) and s . C i b l e I s S t r o n g ( ) )
t o r : MMt! Compo s i t e S t a t e (Name< s . Name , ou tgo ing < s . Ge t ou t go i ng ( ) ,
incoming< s . Ge t incoming ( ) , s t a t e s < Si , t r a n s i t i o n <  t i , s t a t e s < s t ,
s t a t e s < sc , t r a n s i t i o n < t , t r a n s i t i o n <  t f , s t a t e s < S f ) ,
S i : MMt! I n i t i a l S t a t e ( ou tgo ing <  t i ) ,
t i : MMt! T r a n s i t i o n ( s ou r c e < Si , t a r g e t <  sc ) ,
s c : MMt! S t a t e ( a c t i o n < ac t , i ncoming <  t i , o u t go i ng <  t ) ,
a c t : MMt! DomainAct ion (Name< s . Name ) ,
t : MMt! T r a n s i t i o n ( source < sc , t a r g e t < s t ) ,
s t : MMt! S t a t e ( incoming< t , ou tgo ing <  t f ) ,
t f : MMt! T r a n s i t i o n ( source < s t , t a r g e t < S f ) ,
S f :MMt! F i n a l S t a t e ( incoming<  t f )
do { t h i sModu l e . i < t h i sModu l e . i +1; sc . Name< ’S ’+ t h i sModu l e . i . t o S t r i n g ( ) ;
t h i sModu l e . i < t h i sModu l e . i +1; s t . Name< ’S ’+ t h i sModu l e . i . t o S t r i n g ( ) ;
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t h i sModu l e . j < t h i sModu l e . j +1; t i . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ;
t h i sModu l e . NameCol <  s . Name ;
s t . a c t i o n < s . G e t R o l e s I n i t ( )  >s e l e c t ( e | e . Name <> th i sModu l e . r o l e )
 >c o l l e c t ( x | t h i sModu l e . SendFlowm ( x ) ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t f . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) } }
Listing 4.1 : Code ATL de la Règle 1 au niveau d’une sous-collaboration.
Cette règle consiste à :
 Générer un état composite S dans le modèle RolderivBeh(r) conforme au méta-modèle cible
MMt dont S.Name=C1.Name ;
 Générer (un état initial) dans S ;
 Accomplir la transformation des actions de la sous-collaboration C1 ;
 Générer les actions d’envoi de messages de coordination aux rôles initiateurs de la collabo-
ration C2 dans S (à l’exception de soi même). L’ensemble des rôles initiateurs de la collabo-
rationC2 est calculé par le helper GetRolesInit() ;
helper context MMs!Action def: GetRolesInit():
OrderedSet(MMs!Role)=self.ColCibleS().GetSRCol();
 Générer les transitions pour relier les différents états dans l’état composite S ;
 Générer (un état final) dans S ;
 Connecter S à ses états prédécesseurs et successeurs.
r u l e C o l l a b o r a t i o n 2 S t a t e T {
from s :MMS! c o l l a b o r a t i o n ( s . I sTe rm ineCo l ( ) )
t o r : MMt! Compo s i t e S t a t e (Name< s . Name , ou tgo ing < s . Ge t ou t go i ng ( ) ,
incoming< s . Ge t incoming ( ) , s t a t e s < Si , t r a n s i t i o n <  t i , s t a t e s < s t ,
s t a t e s < sc , t r a n s i t i o n < t , t r a n s i t i o n <  t f , s t a t e s < S f ) ,
S i : MMt! I n i t i a l S t a t e ( ou tgo ing <  t i ) ,
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t i : MMt! T r a n s i t i o n ( s ou r c e < Si , t a r g e t <  sc ) ,
s c : MMt! S t a t e ( a c t i o n < ac t , i ncoming <  t i , o u t go i ng < t ,
s t a t e s < s . c on t r o l n od e s , s t a t e s < s . Getsub ( ) ,
t r a n s i t i o n <  s . G e t r e l a t i o n ( ) ) ,
t : MMt! T r a n s i t i o n ( source < sc , t a r g e t < s t ) ,
s t : MMt! S t a t e ( incoming< t , ou tgo ing <  t f ) ,
t f : MMt! T r a n s i t i o n ( source < s t , t a r g e t < S f ) ,
S f :MMt! F i n a l S t a t e ( incoming<  t f )
do { t h i sModu l e . i < t h i sModu l e . i +1; sc . Name< ’S ’+ t h i sModu l e . i . t o S t r i n g ( ) ;
t h i sModu l e . i < t h i sModu l e . i +1; s t . Name< ’S ’+ t h i sModu l e . i . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t i . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ;
t h i sModu l e . NameCol <  s . Name ;
s t . a c t i o n < s . G e t R o l e s I n i t ( )  >s e l e c t ( e | e . Name <> th i sModu l e . r o l e )
 >c o l l e c t ( x | t h i sModu l e . SendFlowm ( x ) ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t f . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) } }
Listing 4.2 : Code ATL de la Règle 1 au niveau d’une collaboration.
Cette règle consiste à :
 Générer un état composite S dans le modèle RolderivBeh(r) conforme au méta-modèle cible
MMt dont S.Name=C1.Name ;
 Générer (un état initial) dans S ;
 Accomplir la transformation de la collaboration C1 en déclenchant la transformation de ses
composantes ;
 Générer les actions d’envoi de messages de coordination aux rôles initiateurs de la collabo-
ration C2 dans S (à l’exception de soi même). L’ensemble des rôles initiateurs de la collabo-
ration C2 est calculé par le helper GetRolesInit() ;
 Générer les transitions pour relier les différents états dans l’état composite S ;
 Générer (un état final) dans S ;
 Connecter S à ses états prédécesseurs et successeurs.
Règle 2 : If r 2 SR(C2) then Trans f orm(C2;S2;Receive(Flowm(r0;r;S2))) 8r0 2 (TR(C1)  r);
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Le code ATL (Listing 4.3) de cette règle au niveau d’une sous-collaboration est exécuté si et
seulement si les helpers IsinInitial() et SourceIsStrong() sont évalués à vrai. Ces helpers déterminent
si le rôle est initiateur dans la collaboration cible.
r u l e C o l l a b o r a t i o n S 2 S t a t e I {
from s :MMS! S u b _ c o l l a b o r a t i o n ( s . I s i n I n i t i a l ( ) and s . S o u r c e I s S t r o n g ( ) )
t o r : MMt! Compo s i t e S t a t e (Name< s . Name , ou tgo ing < s . Ge t ou t go i ng ( ) ,
incoming< s . Ge t incoming ( ) , s t a t e s < Si , t r a n s i t i o n <  t i , s t a t e s < s t ,
s t a t e s < sc , t r a n s i t i o n < t , t r a n s i t i o n <  t f , s t a t e s < S f ) ,
S i : MMt! I n i t i a l S t a t e ( ou tgo ing <  t i ) ,
t i : MMt! T r a n s i t i o n ( sou r c e < Si , t a r g e t <  sc ) ,
s c : MMt! S t a t e ( incoming <  t i , o u t go i ng <  t ) ,
t : MMt! T r a n s i t i o n ( source < sc , t a r g e t < s t ) ,
s t : MMt! S t a t e ( a c t i o n < ac t , incoming< t , ou tgo ing <  t f ) ,
a c t : MMt! DomainAct ion (Name< s . Name ) ,
t f : MMt! T r a n s i t i o n ( source < s t , t a r g e t < S f ) ,
S f :MMt! F i n a l S t a t e ( incoming<  t f )
do { t h i sModu l e . i < t h i sModu l e . i +1; sc . Name< ’S ’+ t h i sModu l e . i . t o S t r i n g ( ) ;
t h i sModu l e . NameCol <  s . Name ;
s t . a c t i o n < s . Ge tRo le sTermin () > s e l e c t ( e | e . Name <> th i sModu l e . r o l e )
 >c o l l e c t ( x | t h i sModu l e . ReceptFlowm ( x ) ) ;
t h i sModu l e . i < t h i sModu l e . i +1; s t . Name< ’S ’+ t h i sModu l e . i . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t i . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t f . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) } }
Listing 4.3 : Code ATL de la Règle 2 au niveau d’une sous-collaboration.
Cette règle consiste à :
 Générer un état composite S dans le modèle RolderivBeh(r) conforme au méta-modèle cible
MMt dont S.Name=C2.Name ;
 Générer (un état initial) dans S ;
 Générer les actions de réception de messages de coordination provenant des rôles termi-
nateurs de la collaboration C1 dans S (à l’exception de soi même). L’ensemble des rôles
terminateurs de la collaboration C1 est calculé par le helper GetRolestermin() ;
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helper context MMs!Action def: GetRolesTermin():
OrderedSet(MMs!Role) = self.ColSourceP().GetTRCol();
 Accomplir la transformation des actions de la sous-collaboration C1 ;
 Générer les transitions pour relier les différents états dans l’état composite S ;
 Générer (un état final) dans S ;
 Connecter S à ses états prédécesseurs et successeurs.
Les opérations d’envoi et de réception de messages au niveau des règles 1 et 2 sont réalisées
par l’appel à des Lazy rules SendFlowm et ReceptFlowm respectivement (Listing 4.4) :
l a z y r u l e SendFlowm {
from s :MMs! Role
t o actm : MMt! S e n dS i g n a lA c t i o n ( message <  mes ) ,
mes : MMt! Message (Name< ’Flowm ’ ,
Exped i t e u r < t h i sModu l e . r o l e , Recep t eur < s . Name ,
Co l l a b o r a t i o n <  t h i sModu l e . NameCol ) }
Lazy r u l e ReceptFlowm {
from s : MMs! Role
t o actm : MMt! A c c e p t S i g n a l A c t i o n ( message <  mes ) ,
mes : MMt! Message (Name< ’Flowm ’ , Exped i t e u r < s . Name ,
Recep teur < t h i sModu l e . r o l e , C o l l a b o r a t i o n <  t h i sModu l e . NameCol ) }
Listing 4.4 : Code ATL des règles d’envoi et de réception de messages Flowm.
Règle 3 : If r 2 (PR(C1) TR(C1)) or r 2 (PR(C2) SR(C2)) then Trans f orm(Ci;Si) 8i= 1;2;
Le code ATL de cette règle (Listing 4.5) au niveau d’une sous-collaboration est similaire aux
codes des règles 1 et 2 sauf qu’il ne comporte pas d’actions d’envoi ou de réception de messages.
Il est exécuté si et seulement si le helper IsinParticipCol() (Listing 4.6) est évalué à vrai. Ce helper
détermine si le rôle est un rôle participant ne faisant pas partie des rôles initiateurs ou terminateurs
des collaborations source ou cible.
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r u l e Co l l a b o r a t i o n S 2 S t a t eP {
from s :MMS! S u b _ c o l l a b o r a t i o n ( s . I s i n P a r t i c i p C o l ( ) )
t o r : MMt! Compo s i t e S t a t e (Name< s . Name , ou tgo ing < s . Ge t ou t go i ng ( ) ,
incoming< s . Ge t incoming ( ) , s t a t e s < Si , t r a n s i t i o n <  t i ,
s t a t e s < sc , t r a n s i t i o n <  t f , s t a t e s < S f ) ,
S i : MMt! I n i t i a l S t a t e ( ou tgo ing <  t i ) ,
t i : MMt! T r a n s i t i o n ( sou r c e < Si , t a r g e t <  sc ) ,
s c : MMt! S t a t e ( a c t i o n < ac t , incoming <  t i , o u t go i ng <  t f ) ,
a c t : MMt! DomainAct ion (Name< s . Name ) ,
t f : MMt! T r a n s i t i o n ( source < sc , t a r g e t < S f ) ,
S f :MMt! F i n a l S t a t e ( incoming<  t f )
do { t h i sModu l e . i < t h i sModu l e . i +1; sc . Name< ’S ’+ t h i sModu l e . i . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t i . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t f . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) } }
Listing 4.5 : Code ATL de la Règle 3 au niveau d’une sous-collaboration.
h e l p e r c o n t e x t MMs! Co l l a b o r a t i o n d e f : I S i n P a r t i c i p C o l ( ) : Boolean =
i f no t s e l f . I s Ra c i n e ( ) t h en
( s e l f . I s i nPR ( ) and no t s e l f . I s i n T e rm i n e ( ) and s e l f . C i b l e I s S t r o n g ( ) )
or
( s e l f . I s i nPR ( ) and no t s e l f . I s i n I n i t i a l ( ) and s e l f . S o u r c e I s S t r o n g ( ) )
or
( s e l f . IsWeak ( ) and s e l f . I s i nPR ( ) )
e l s e f a l s e
e n d i f ;
Listing 4.6 : Code ATL du helper IsinParticipCol().
Règle 4 : If r 2 (PR(C1) and PR(C2)) then Trans f orm(Control f low;Transition);
Le code ATL de cette règle (Listing 4.7) est exécuté si et seulement si le helper IsTransform()
est évalué à vrai. Ce helper détermine si le controlflow est transformable, autrement dit si le rôle
participe dans les deux collaborations source et cible.
r u l e C o n t r o l f l o w 2 T r a n s i t i o n { from s : MMs! Con t r o l f l ow ( s . I s T ran s f o rm ( ) )
t o r : MMt! T r a n s i t i o n ( source <  s . source , t a r g e t <  s . t a r g e t )
do { t h i sModu l e . j < t h i sModu l e . j +1; r . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) } }
Listing 4.7 : Code ATL de la règle 4.
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Règle 5 : If r 2 PR(Ci) then Trans f orm(Ci;Si) 8i= 1;2;
La règle 5 possède le même code que la règle 3 parce que sa condition de déclenchement est
incluse dans le helper IsinParticipCol().
Règle 6 : If r 2 SR(Ci) then Trans f orm(Ci;Si;Send(Choicem(r;r0;Si)))
8r0 2 (PR(Ci0) PR(Ci)) 8i; i0 = 1;2 et i 6= i0;
Le code ATL (Listing 4.8) de cette règle au niveau d’une sous-collaboration est :
Rule Co l l a bo r a t i o nS2S t a t e SPR {
from C: MMs! Co l l a b o r a t i o n ( C . Choice_C12 ( ) )
t o S : MMt! Compo s i t e S t a t e (Name<  C . Name , ou tgo ing < C . ou tgo ing ,
incoming< C . incoming , s t a t e s < Si , t r a n s i t i o n <  t i , s t a t e s < sc ,
t r a n s i t i o n < t , s t a t e s < s t , t r a n s i t i o n <  t f , s t a t e s < S f ) ,
S i : MMt! I n i t i a l S t a t e ( ou t go i ng <  t i ) ,
t i : MMt! T r a n s i t i o n ( s ou r c e < Si , t a r g e t <  sc ) ,
s c : MMt! S t a t e ( a c t i o n < ac t , incoming<  t i , o u t go i ng <  t ) ,
a c t : MMt! DomainAct ion (Name< C . Name ) ,
t : MMt! T r a n s i t i o n ( sou r c e < sc , t a r g e t <  s t ) ,
s t : MMt! S t a t e ( incoming < t , ou tgo ing <  t f ) ,
t f : MMt! T r a n s i t i o n ( s ou r c e < s t , t a r g e t <  S f ) ,
S f : MMt! F i n a l S t a t e ( incoming <  t f )
do { t h i sModu l e . i < t h i sModu l e . i +1; sc . Name< ’S ’+ t h i sModu l e . i . t o S t r i n g ( ) ;
t h i sModu l e . i < t h i sModu l e . i +1; s t . Name< ’S ’+ t h i sModu l e . i . t o S t r i n g ( ) ;
t h i sModu l e . NameCol< C . Name ;
s t . a c t i o n < C . GetRolesC2 () > c o l l e c t ( x | t h i sModu l e . SendChoicem ( x ) ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t i . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t f . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ; } }
Listing 4.8 : Code ATL de la règle 6 au niveau d’une sous-collaboration.
Ce code est exécuté si et seulement si le helper Choice_C12() est vrai. Ce helper (Listing 4.9)
détermine si le rôle est un rôle initiateur dans la sous-collaboration C1.
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h e l p e r c o n t e x t MMs! Ac t i o n d e f : Choice_C12 ( ) : Boolean =
i f s e l f . SourceIsDN1 ( ) t h en i f s e l f . I s i nPR ( ) t h en
i f s e l f . I s i n I n i t i a l ( ) t h en t r u e
e l s e f a l s e
e n d i f
e l s e f a l s e
e n d i f
e l s e f a l s e
e n d i f ;
Listing 4.9 : Code ATL du helper Choice_C12().
Cette règle consiste à :
 Générer un état composite S dans le modèle RolderivBeh(r) conforme au méta-modèle cible
MMt dont S.Name=C1.Name ;
 Générer (un état initial) dans S ;
 Accomplir la transformation des actions de la sous-collaboration C1 ;
 Générer les actions d’envoi de messages de coordination Choicem aux rôles ne participant
pas dansC1 mais participant dansC2 au niveau de S (à l’exception de soi même). L’ensemble
de ces rôles est calculé par le helper GetRolesC2() ;
helper context MMs!Action def: GetRolesC2():OrderedSet(MMs!Role)
= self.GetSecond().GetPRCol()->asSet()->
select (r | not(self.GetFirst().GetPRCol()->includes(r)));
 Générer les transitions pour relier les différents états dans l’état composite S ;
 Générer (un état final) dans S ;
 Connecter S à ses états prédécesseurs et successeurs.
Règle 7 : If r 2 PR(Ci) and r =2 SR(Ci) then Trans f orm(Ci;Si) 8i= 1;2;
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La règle 7 possède le même code que la règle 5 avec une condition de déclenchement dis-
tincte. Elle est déterminée par les helpers ChoicePR_C12() et ChoicePR_C21() exprimée par le
code du (Listing 4.10).
h e l p e r c o n t e x t MMs! Ac t i o n d e f : ChoicePR_C12 ( ) : Boolean=
i f s e l f . SourceIsDN1 ( ) t h en
i f s e l f . I s i nPR ( ) t h en i f no t s e l f . I s i n I n i t i a l ( ) t h en t r u e
e l s e f a l s e
e n d i f
e l s e f a l s e
e n d i f
e l s e f a l s e
e n d i f ;
h e l p e r c o n t e x t MMs! Ac t i o n d e f : ChoicePR_C21 ( ) : Boolean=
i f s e l f . SourceIsDN2 ( ) t h en
i f s e l f . I s i nPR ( ) t h en i f no t s e l f . I s i n I n i t i a l ( ) t h en t r u e
e l s e f a l s e
e n d i f
e l s e f a l s e
e n d i f
e l s e f a l s e
e n d i f ;
Listing 4.10 : Code ATL des helpers ChoicePR_C12() et ChoicePR_C21().
Règle 8 : If r 2 (PR(Ci) PR(Ci0)) 8i; i0 = 1;2 and i 6= i0 then
Trans f orm(Ci0;Si0 ;Receive(Choicem(r0;r;Si0))) 8r0 2 SR(Ci0);
La règle 8 (Listing 4.11) est exécutée si et seulement si le helper ChoiceN_C12() ou Choi-
ceN_C21() est vrai. Ces helpers déterminent si le rôle ne participe pas dans les collaborations C1
ou C2.
Rule Co l l abo ra t i onS2S t a t eNPR {
from C: MMs! Sub_Co l l a bo r a t i o n (C . ChoiceN_C12 ( ) or C . ChoiceN_C21 ( ) )
t o S : MMt! Compo s i t e S t a t e (Name<  C . Name , ou tgo ing < C . ou tgo ing ,
incoming< C . incoming , s t a t e s < Si , t r a n s i t i o n <  t i , s t a t e s < sc ,
t r a n s i t i o n < t , s t a t e s < s t , t r a n s i t i o n <  t f , s t a t e s < S f ) ,
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S i : MMt! I n i t i a l S t a t e ( ou t go i ng <  t i ) ,
t i : MMt! T r a n s i t i o n ( sou r c e < Si , t a r g e t <  sc ) ,
s c : MMt! S t a t e ( incoming<  t i , o u t go i ng <  t f ) ,
t f : MMt! T r a n s i t i o n ( sou r c e < sc , t a r g e t <  S f ) ,
S f :MMt! F i n a l S t a t e ( incoming <  t f )
do { t h i sModu l e . i < t h i sModu l e . i +1;
sc . Name< ’S ’+ t h i sModu l e . i . t o S t r i n g ( ) ; t h i sModu l e . NameCol< C . Name ;
sc . a c t i o n < C . GetSRCol >c o l l e c t ( x | t h i sModu l e . Rece iveChoicem ( x ) ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t i . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ;
t h i sModu l e . j < t h i sModu l e . j +1; t f . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) ; } }
Listing 4.11 : Code ATL de la règle 8 au niveau d’une sous-collaboration.
Cette règle consiste à :
 Générer un état composite S dans le modèle RolderivBeh(r) conforme au méta-modèle cible
MMt dont S.Name=Ci.Name ;
 Générer (un état initial) dans S ;
 Générer les actions de réception des messages de coordination Choicem provenant des rôles
initiateurs de la collaboration calculés par le helper GetSRCol() ;
helper context MMs!Action def: GetSRCol():OrderedSet (MMs!Role)
= if self.oclIsTypeOf(MMs!Sub_Collaboration) then
self. GetSRColX() else self.GetSRColY() endif;
 Générer les transitions pour relier les différents états dans l’état composite S ;
 Générer (un état final) dans S ;
 Connecter S à ses états prédécesseurs et successeurs.
Règle 9, 10 et 11 :
If r 2 PR(Ci) then Trans f orm(Control f low;Transition) 8i= 1;2;
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If r 2 PR(Ci) then Trans f orm(DecisionNode;ChoiceState) 8i= 1;2;
If r 2 PR(Ci) then Trans f orm(MergeNode;JunctionState) 8i= 1;2;
Les règles 9,10 et 11 (Listing 4.12) ne sont exécutées que si leurs conditions sont évaluées à
vrai à savoir les helpers IsTransformC(),IsTransform1() et IsTransform2() respectivement.
r u l e C o n t r o l f l o w 2 T r a n s i t i o n {
from s : MMs! Con t r o l f l ow ( s . I sTrans formC ( ) )
t o r : MMt! T r a n s i t i o n ( sou r c e <  s . source , t a r g e t <  s . t a r g e t )
do { t h i sModu l e . j < t h i sModu l e . j +1;
r . Name< ’T’+ t h i sModu l e . j . t o S t r i n g ( ) } }
r u l e DNode2State {
from s : MMs! Dec i s ionNode ( s . I sT ran s f o rm1 ( ) )
t o r : MMt! Cho i c e S t a t e (Name < ’Dec i s i o n S t a t e ’ , ou tgo ing < s . o u t go i ng ) }
r u l e MergeNode2Sta te {
from s : MMs! Dec i s ionNode ( s . I sT ran s f o rm2 ( ) )
t o r : MMt! Cho i c e S t a t e (Name < ’ J u n c t i o n S t a t e ’ , ou tgo ing < s . o u t go i ng ) }
Listing 4.12 : Code ATL des règles 9, 10 et 11.
Les autres cas de chorégraphie présentés dans le méta-modèle des exigences à savoir la boucle
tant que Strong et Weak ainsi que la structure parallèle sont mis en œuvre par des règles déclaratives
telles que les précédentes.
5 Conclusion
Dans ce chapitre, nous avons présenté la mise en œuvre de l’approche de dérivation du compor-
tement présentée dans le chapitre 3 de cette thèse. Cette approche consistait à réaliser la trans-
formation du modèle des exigences en modèles conceptuels avec dérivation du comportement des
différents rôles composant le système. Au début de ce chapitre, nous avons décrit les langages de
transformation de modèles, leurs principes ainsi que leurs caractéristiques et en particulier celles
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exhibées dans les langages QVT (Query/ View/ Transformation) et ATL (atlas Transformation Lan-
guage).
La mise en œuvre de l’approche de dérivation proposée a été réalisée sur la plateforme Eclipse
avec le langage de transformation de modèles ATL (Atlas Transformation Language). La mise en
œuvre de la transformation du modèle des exigences vers le modèle conceptuel exige :
(i) la représentation du méta-modèle source, du méta-modèle cible et du modèle source ;
(ii) l’application des règles de transformation de modèles spécifiées dans le langage ATL sur le
modèle source. Cette phase génère les modèles résultats.
Nous avons présenté le code ATL de quelques règles de transformation nécessaires pour les
cas de chorégraphie séquence Strong, séquence Weak et structure de choix exprimés dans le méta-
modèle des exigences. Ces règles permettent la dérivation du comportement des différents rôles
impliqués dans le comportement global du système dans le contexte de l’approche de dérivation
décrite dans le chapitre 3. Une mise en œuvre similaire est réalisée pour les autres cas de chorégra-
phie.
Les comportements dérivés des composants du système s’exécutent dans un environnement
distribué. Un important aspect dans le développement des systèmes distribués est d’assurer la
conformité de la conception du système avec sa spécification, autrement dit dans notre approche
de dérivation, les comportements dérivés doivent être validés et vérifiés avant leur déploiement.
Du fait, nous proposons dans le chapitre suivant une approche de vérification dirigée par les mo-
dèles pour valider les comportements automatiquement dérivés d’un système distribué. L’objectif
de cette approche est d’augmenter les performances et la qualité de service du système développé.
Chapitre 5
Une vérification formelle des
comportements dérivés d’un système
distribué
1 Introduction
La dérivation automatique du comportement d’un système distribué à partir de sa spécification des
exigences globales est une étape importante dans le développement du systèmes logiciels com-
plexes. Elle permet aux développeurs d’obtenir une conception du système à partir de sa spécifi-
cation des exigences globales. Pour assurer la conformité de cette conception avec la spécification
globale du système, les comportements dérivés doivent être validés et vérifiés avant leur déploie-
ment. En fait, les méthodes formelles sont des outils puissants permettant de vérifier l’exactitude
logique des systèmes concurrents à différents niveaux de leur cycle de vie. La vérification de mo-
dèles est l’une de ces méthodes et est particulièrement bien adaptée à la vérification automatisée de
systèmes à états finis. Dans ce chapitre, nous présentons une approche de vérification de modèles
basée sur une transformation de modèles pour valider le comportement dérivé d’un système distri-
bué. Cette approche dirigée par les modèles vérifiera si le système dérivé se comporte correctement
par rapport à sa spécification globale, le but est d’augmenter les performances et la QoS du sys-
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tème. Cette approche permet au développeur de raisonner sur un modèle du système global plutôt
que sur le système lui-même.
Les concepteurs de logiciels savent par expérience que, très probablement, tout système lo-
giciel ne fonctionne pas parfaitement après la première compilation réussie, ni la deuxième ni la
troisième. Parfois, il faut un certain temps pour découvrir comment un logiciel apparemment cor-
rect peut échouer de façon subtile. Les petits défauts peuvent se cacher pendant des années et
apparaître au moment le plus gênant lorsqu’ils sont le moins attendus. Cependant, il existe des cas
dans lesquels ces défauts ne sont pas acceptables, tels que dans les applications de surveillance mé-
dicale ou les applications économiques critiques ; les défauts logiciels peuvent entraîner des pertes
de vie ou causer des dommages économiques importants. Étant donné qu’une grande partie de notre
monde est actuellement contrôlée par des applications logicielles, le défi le plus important consiste
à trouver les moyens et les outils afin de rendre ces applications plus fiables. La vérification de
tels systèmes implique une validation de leur conception. Cette vérification vérifie si la conception
du système satisfait à ses exigences. (Si ce n’est pas le cas, alors il est souhaitable de le savoir au
début du processus de conception !) Ces tâches, la vérification du système et la validation de la
conception, peuvent être accomplies en utilisant les techniques de simulation et de test.
Les techniques éprouvées de simulation et de test sont des outils de débogage très utiles
pour les premières étapes de la conception et de la vérification d’un système. Ils impliquent de
vérifier le comportement du système sur un grand nombre d’entrées prévues. Cependant, tout au
long de l’affinement d’un système, les bugs restants deviennent moins nombreux et plus difficiles
à découvrir. Une importante lacune dans le processus d’utilisation des techniques de la simulation
et/ou des tests pour la vérification et la validation est qu’il n’y a aucun moyen de savoir quand
tous les bugs du système ont été trouvés. En d’autres termes, les tests et la simulation peuvent être
utilisés pour démontrer la présence de bugs mais pas leur absence. Tout simplement, il a été prouvé
que les tests et la simulation ne peuvent pas être utilisés pour garantir un très haut niveau de fiabilité
dans un délai réaliste [21]. Pour certains systèmes, cette limitation est un risque acceptable. Pour
ces systèmes, il suffit de réduire le niveau de bugs au-dessous d’une certaine tolérance mesurable.
Pour d’autres systèmes, tels que les systèmes financiers ou les systèmes de surveillance médicale,
dont la fiabilité est essentielle car la défaillance est potentiellement catastrophique et non tolérée.
Il est absolument nécessaire dans ce cas que le système respecte ses spécifications en examinant
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tous les comportements possibles, y compris ceux qui sont inattendus. Cette assurance peut être
accomplie de manière fiable en utilisant des méthodes formelles.
Les méthodes formelles sont des outils puissants utilisées par les ingénieurs logiciels pour
vérifier l’exactitude logique des systèmes concurrents. La vérification formelle a été utilisée avec
succès pour vérifier divers systèmes tels que le contrôle du trafic aérien, le pilotage automatique, la
conception de processeurs, les systèmes de survie et de nombreux autres systèmes de sécurité [96].
Bien qu’il existe un éventail de techniques différentes pour la vérification formelle, la vérification
de modèles est l’une des méthodes formelles les plus puissantes et est particulièrement bien adaptée
à la vérification automatisée des systèmes à états finis. La vérification de modèles nécessite des
algorithmes sophistiqués basés sur la théorie des automates et la logique pour vérifier les modèles,
mais pas les programmes [41]. Les modèles sont des descriptions de haut niveau d’un système. Ces
modèles représentent fidèlement le système, tout en restant suffisamment concis pour permettre de
vérifier son exactitude. La vérification de modèles est la méthode de vérification préférable pour
deux raisons. Premièrement, il est beaucoup plus efficace et rentable d’effectuer la vérification le
plus tôt possible dans le processus de conception du système, évitant ainsi la possibilité de découvrir
une erreur qui nécessite une refonte du système achevé. Deuxièmement, il est plus simple et plus
facile de raisonner sur un modèle du système plutôt que sur le système lui-même parce que le
modèle ne comprend que les caractéristiques pertinentes du système et parce que le modèle est
plus facile à construire et à reconcevoir [96].
L’approche de dérivation de comportement présentée dans le chapitre 3 se focalise sur les pre-
mières phases de développement d’un système distribué, en particulier l’obtention d’une concep-
tion du système à partir de sa spécification des exigences globales. Elle est basée sur l’approche
IDM pour dériver le comportement des composants du système en transformant le modèle des exi-
gences globales en modèle de conception. Le modèle des exigences globales du système décrit le
comportement fonctionnel d’un système donné de manière abstraite. Le modèle de conception re-
présente le comportement local de chaque composant du système. Les comportements dérivés pour
les composants du système s’exécutent dans un environnement distribué. Les aspects de concur-
rence rendent ces applications difficiles à développer et à vérifier. Le défi le plus important consiste
à trouver les moyens et les outils nécessaires afin de rendre ces comportements dérivés plus fiables.
Cet objectif consiste à vérifier si le système dérivé en question se comporte tel qu’il a été conçu
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pour se comporter. Toutes ces raisons ont motivé notre travail pour l’utilisation d’une approche
dirigée par les modèles pour faciliter la vérification du comportement des composants du système.
Ce chapitre présente une approche dirigée par les modèles (IDM) pour vérifier et valider le
processus de dérivation. Il s’agit de vérifier si la collaboration des comportements dérivés satisfait
la spécification globale du système initial. Si ce n’est pas le cas, il est souhaitable de le savoir dès
le début du processus de conception. Cette approche IDM décrit un processus de vérification basé
sur les modèles pour vérifier et analyser la cohérence logique du comportement du système dérivé.
Le défi pour les concepteurs est de développer des modèles qui représentent fidèlement le système,
alors que dans notre cas, ces modèles sont automatiquement dérivés du comportement global du
système. Il n’y a pas de temps à consacrer à la conception de ces modèles pour s’assurer qu’ils
décrivent suffisamment le système. Le processus de vérification dirigé par les modèles est principa-
lement basé sur une transformation automatique des modèles dérivés en modèles spécifiques requis
par un vérificateur de modèles afin d’effectuer la vérification.
2 L’approche de vérification dirigée par les modèles
Le développement d’applications distribuées est une tâche de plus en plus complexe. La construc-
tion et la maintenance de tels systèmes nécessitent l’existence de méthodologies de développement
explicitement énoncées. De telles méthodologies devraient fournir des techniques et des approches
qui traitent de la dérivation automatique du comportement des composants du système. En outre,
le défi le plus important consiste à trouver les moyens nécessaires qui permettent de garantir que ce
comportement dérivé fonctionne sans erreurs. Toutes ces raisons ont motivé notre proposition d’une
approche dirigée par les modèles (IDM) qui permet d’abord de dériver le comportement de chaque
composant du système et ensuite vérifier cette dérivation. Le processus de vérification effectue une
vérification formelle des comportements dérivés des différents composants du système. La figure
(Fig. 5.1) montre une vue d’ensemble de l’approche de dérivation et de vérification dirigée par les
modèles.
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Fig. 5.1 : L’approche de vérification dirigée par les modèles.
Le comportement de chaque composant du système est obtenu en transformant le modèle
global des exigences du système. Le processus de vérification garantit que la collaboration des
comportements dérivés doit satisfaire le modèle des exigences initial. La vérification de modèles
est l’une des méthodes formelles les plus puissantes utilisées pour la vérification des systèmes
concurrents et distribués.
La première étape de la vérification de modèles consiste à décrire un modèle du système à
vérifier. Le défi consiste à concevoir un modèle qui ne décrit que les caractéristiques pertinentes
du système entier, et qu’il soit suffisamment détaillé pour représenter fidèlement le système. Les
travaux présentés dans [25, 26, 88, 96, 119] sont axés sur la vérification et les techniques utilisant
les automates pour réaliser la vérification. Ils ne se sont pas intéressés par la création du modèle à
vérifier. Dans l’approche de dérivation du comportement proposée dans le chapitre 3, le concepteur
de logiciel n’a aucun effort à consacrer à la conception du système. Le modèle de conception est
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automatiquement obtenu à partir de la spécification des exigences. La spécification des exigences
décrit le comportement global du système. Pour représenter le comportement global du système,
nous utilisons les collaborations UML comme principaux blocs d’activités pour la construction du
modèle des exigences. Une collaboration donnée décrit la structure d’éléments collaboratifs (rôles),
chacun remplissant une fonction spéciale, qui accomplissent collectivement la fonctionnalité sou-
haitée. Les collaborations sont très appropriées pour modéliser les exigences car elles fournissent
un cadre structurel pour de telles exigences, qui incarnent à la fois le comportement de chaque rôle
et les interactions entre les rôles. Cela permet de décrire les exigences globales d’un système donné
d’une manière abstraite.
Cependant, une fois le modèle est créé, ce modèle peut provoquer la création d’un nombre
astronomique d’états lors de la vérification du modèle (le problème d’explosion d’états), qui ne
peut pas être pris en charge par la mémoire de l’ordinateur. Les traitements réels ne peuvent pas
avoir un nombre infini d’états distincts, pour la simple raison que la mémoire de l’ordinateur est
finie. Le problème d’explosion d’états provoque l’arrêt de la vérification du modèle. Ce problème
peut être atténué pendant la phase de modélisation en réduisant l’espace d’états aussi que possible.
La réduction de l’espace d’états est obtenue en modélisant uniquement les aspects pertinents du
système [26].
La réduction de l’espace d’états pendant l’étape de modélisation peut parfois être insuffisante
et peut provoquer le problème d’explosion d’états. Pour résoudre ce problème, il est préférable
d’utiliser une autre technique pour réduire l’espace d’états. Cette technique consiste à représen-
ter indépendamment les composants du système fonctionnant simultanément pour tirer le meilleur
avantage possible de la réduction de la taille du modèle du système. Cette technique de réduction
consiste à décomposer le modèle global du système en plusieurs modèles concurrents ayant exac-
tement le même comportement que le système en question. Par conséquent, il est préférable de
modéliser l’ensemble du système avec un ensemble de modèles des différents sous-systèmes indé-
pendants et communicants qu’un seul modèle. Dans notre approche, nous tirons parti du processus
de dérivation qui transforme le modèle du comportement global du système en un ensemble de
comportements des composant du système. Les messages de synchronisation sont inclus dans les
modèles dérivés pour assurer la synchronisation et la coordination des différents composants du
système. L’ensemble du système est ainsi modélisé par un ensemble de modèles communicants.
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Cette décomposition automatique réduit la complexité du système pour la vérification. Seule une
telle séquence de modèles doit être vérifiée. La dernière étape de l’approche consiste à procéder à
la génération du code pour une plateforme spécifique une fois que les résultats de la vérification
montrent que le système est fiable.
3 Processus de vérification
Les comportements dérivés du système fonctionnent dans un environnement distribué et colla-
borent pour atteindre le comportement global du système. Cette coopération nécessite une méthode
formelle pour s’assurer que la collaboration de ces comportements doit satisfaire le modèle ini-
tial des exigences. La vérification de modèles est le processus formel par lequel une propriété
comportementale désirée (une spécification) est vérifiée pour un système donné (le modèle). Cette
vérification devrait examiner tous les comportements possibles qui provoquent les différentes tran-
sitions du système entre les différents états accessibles. Une fois que le modèle et la spécification du
système ont été déterminés, l’étape de vérification du modèle peut être accomplie. La vérification
du modèle renvoie une erreur lorsque la spécification n’est pas vérifiée pour toutes les exécutions
du système. Cette erreur indique qu’un comportement erroné a été détecté. Un contre-exemple est
produit, il consiste en une trace du modèle partant de l’état de départ vers l’état d’erreur dans le-
quel la spécification a été violée. Cette trace fournit les informations nécessaires pour réaliser un
diagnostic.
Dans l’approche de dérivation proposée [37], ces modèles sont automatiquement dérivés du
comportement global du système. Il n’y a aucun temps à consacrer à la conception de ces modèles
et à s’assurer qu’ils décrivent suffisamment le système. Cette décomposition automatique réduit la
complexité du système pour la vérification. Elle génère un ensemble de modèles décrivant plusieurs
comportements concurrents dans le système qui ont exactement le même comportement que celui
du système en entier, donc seule une telle séquence de modèles doit être vérifiée. Ainsi, il ne
reste plus qu’à transcrire ces modèles en une forme de modèles à vérifier, qui peut facilement
être convertie en langage Promela, et par la suite la vérification des modèles peut être effectuée.
SPIN [41] est un outil logiciel pour la vérification de systèmes physiques. Il permet de vérifier
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les modèles décrits dans le langage Promela. Comme il permet de réaliser une vérification des
propriétés comportementales.
Pour atteindre cet objectif de vérification formelle, nous suggérons l’utilisation d’une ap-
proche dirigée par les modèles pour réaliser le processus de vérification d’un système distribué
donné. Cette approche permettra aux développeurs d’obtenir automatiquement les modèles qui se-
ront vérifiés. Elle transforme les comportements des composants du système (modèles de concep-
tion) en modèles spécifiques à la vérification. Un ensemble de règles est requis pour réaliser ces
transformations de modèles. Enfin, un programme Promela est généré à partir de ces modèles spéci-
fiques grâce à une transformation de type modèle-texte. Le résultat est combiné avec les propriétés
comportementales pour réaliser l’analyse et la vérification du système. Ainsi, l’application de ce
processus de vérification dirigé par les modèles nécessite la définition des méta-modèles appropriés
à chaque niveau d’abstraction avec les transformations de modèles correspondantes. Ce processus
est composé des étapes énumérées dans la figure (Fig. 5.2) :
1. Définition du méta-modèle spécifique à la vérification.
2. Établissement des règles de transformations de modèles qui régissent la transformation des
concepts du méta-modèle de conception vers ceux du méta-modèle spécifique à la vérifica-
tion.
3. Définition des transformations de modèles en texte qui transforment les modèles spécifiques
à la vérification en un programme Promela.
4. Spécification des propriétés comportementales (propriétés d’exactitude).
5. Vérification du comportement du système, spécifiée dans Promela, avec le vérificateur de
modèles SPIN.
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Fig. 5.2 : Le processus de vérification.
3.1 Le méta-modèle spécifique à la vérification
Tous les systèmes peuvent être modélisés en utilisant de nombreuses stratégies de modélisation
pour optimiser la clarté et fournir une vue abstraite du système. Le modèle est ensuite utilisé pour
réaliser une vérification formelle via le vérificateur de modèles. Indépendamment de la forme origi-
nale du modèle du système, nous le traduisons éventuellement en une sorte de machine à états finis
communicante (FSM), qui est simplement un type de graphe appelé automate. Comme son nom
l’indique, cette machine d’états finis est un modèle de comportement utilisant des états du système
et des transitions entre ces états. Une transition est un changement d’états qui est déclenché par un
événement, c’est-à-dire que les transitions mettent en correspondance des paires événement-état
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avec d’autres états. Comme indiqué dans la définition, l’ensemble des états devrait être fini. De
plus, il est supposé qu’il existe un ensemble fini d’événements distincts et un ensemble de transi-
tions également fini.
Pour décrire les comportements dérivés des composants du système par un ensemble de ma-
chines à états finis communicantes, nous définissons un état pour chaque collaboration à laquelle
le composant y participe. Par conséquent, chaque état du graphique est étiqueté par le nom de la
collaboration. Nous considérons que la transition du comportement d’un composant d’un état à un
autre est possible lorsque les événements associés à cette transition peuvent être déclenchés. Ainsi,
le comportement de chaque composant est modélisé par une machine à états finis (FSM). Ce FSM
comprend un ensemble d’états (Q), un ensemble d’événements (X), un ensemble d’états finaux (F)
et une fonction de transition d’états. Chaque état possède des règles qui décrivent l’action de la
machine à entreprendre pour chaque événement d’entrée ou de sortie, qui est représenté dans la
fonction de transition d’états. La fonction de transition prend l’état actuel et un ou plusieurs évé-
nements et renvoie l’état suivant. Cette machine à états finis est formellement définie comme un
quintuple (X, Q, q0, d , F) tel que :
 X = un ensemble fini d’événements non vide (événements d’entrée et de sortie : réception et
émission des messages)
 Q = un ensemble fini d’états non vide
 q0 = état initial, q0 est un élément de Q
 d = la fonction de transition d’états, définie par d : Q x X! Q
 F = un ensemble d’états finaux où F est un sous ensemble de Q
D’après l’interprétation mathématique ci-dessus, on peut dire qu’une machine à états finis
contient un nombre fini d’états. Chaque état accepte un nombre fini d’événements d’entrée et de
sortie, et chaque état a des règles qui décrivent l’action du FSM pour chaque événement d’entrée ou
de sortie, qui est représenté dans la fonction de transition d’états. En même temps, un événement
d’entrée ou de sortie peut amener la machine à changer d’états.
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Fig. 5.3 : Le méta-modèle machine à états finis communicante (FSM).
La définition du méta-modèle spécifique à la vérification vise à décrire le comportement du
système par des modèles acceptés par l’outil de vérification de modèles. Le méta-modèle machine
à états finis communicante (Fig. 5.3) a été conçu pour fournir les concepts appropriés et leurs
relations, qui décrivent le comportement d’un composant ou d’un rôle dans le système. Un tel
méta-modèle est considéré comme le méta-modèle cible de la transformation modèle à modèle au
cours du processus de vérification. Il définit le méta-modèle FSM avec ses classes et ses associa-
tions principales. Un FSM se compose de plusieurs States et Transitions. La classe State modélise
une situation ou une phase significative du cycle de vie du composant du système. La classe Tran-
sition permet de spécifier le flux de contrôle (connexions) entre les classes State. Elle modélise
une relation entre un état source et un état cible, qui représente comment le composant système
peut répondre à l’occurrence d’un événement lorsque le composant est dans l’état source. Le com-
portement d’un composant du système est défini comme un automate dont le langage consiste en
l’ensemble de tous les comportements possibles du composant du système. Le comportement d’un
composant est essentiellement une séquence finie d’états du composant en question.
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3.2 Transformation Modèle-Modèle
La transformation modèle-modèle (M2M) transforme automatiquement les modèles de conception
issus du processus de dérivation, qui décrivent le comportement de chaque composant du système,
en modèles machines à états finis. Elle est basée sur un ensemble de règles de transformation. Une
règle consiste à transformer un concept décrit dans le méta-modèle de conception en un concept
correspondant dans le méta-modèle spécifique à la vérification. Pour ce faire, nous avons défini
une fonction appelée Translate (Design_Concept, FSM_Concept, Event). Le paramètre Event de
cette fonction représente les événements ou les actions associées aux transitions qui provoquent le
changement d’états du système. Cette transformation M2M est conçue pour générer les différents
concepts d’une machine à états finis pour chaque composant du système. Ces modèles sont utilisés
dans la transformation de modèle à texte pour la génération automatique de code. Certaines de ces
règles sont décrites ci-dessous :
Règle 1 : Chaque état composite contenant des actions (envoi et/ou réception de message) est
transformé en un état dans la machine à états finis communicante. Cet état est étiqueté par le nom
de l’état composite.
Règle 2 : Les actions initiales (envoi et/ou réception de message) dans un état composite sont
transformées en événements associés aux transitions entrantes vers l’état correspondant.
Règle 3 : Les actions terminales (envoi et/ou réception de message) dans un état composite sont
transformées en événements associés aux transitions sortantes vers l’état correspondant.
Règle 4 : Les états composites correspondant aux collaborations auxquelles le composant ne parti-
cipe pas ne sont pas transformés. Alors que les messages de synchronisation inclus dans ces états
composites sont associés aux transitions entrantes des états successeurs.
Les méta-modèles et les transformations de modèles décrits dans ce chapitre ont été dévelop-
pés en utilisant les fonctionnalités fournies par la plateforme Eclipse. La plateforme Eclipse offre
une implémentation de la norme MOF (Meta Object Facility) OMG [79], appelée Eclipse Mode-
ling Framework (EMF) [20]. Ces méta-modèles sont créés en utilisant EMOF (Essential MOF) qui
permet aux concepteurs de créer, manipuler et stocker à la fois des modèles et des méta-modèles.
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La conformité du modèle source avec le méta-modèle de conception est obtenue par le processus de
dérivation. La conformité des modèles FSM avec le méta-modèle cible est garantie par la transfor-
mation modèle-modèle. Les règles de transformation sont exprimées dans le langage ATL (ATLAS
Transformation Language) [9, 46, 49] qui fournit une solution pour les transformations de modèle
à modèle.
Fig. 5.4 : Le comportement du neurologue HA décrit par un FSM.
Par exemple, la figure (Fig. 5.4) décrit le comportement de l’urgentiste de l’hôpital (HA).
Cette automate FSM est obtenu de la transformation dumodèle de conception de la figure (Fig.3.14).
Chaque état est étiqueté avec le nom de collaboration à laquelle le rôle participe. Les transitions
sont étiquetées par les événements qui provoquent le changement d’états du système. Le compor-
tement de l’urgentiste HA débute à l’état Initial. Lorsque le patient émet une requête Emergency
request, le HA passe à l’état Clinical_Exams. A ce moment, le HA décide si cette requête nécessite
plus d’investigations et un diagnostic plus poussé, il envoie un appel d’urgence au SAMU (EMS)
et passe à l’état Wait_Decision. Lorsqu’une décision a été prise en réponse à la demande de HA,
la décision supported by HA provoque la transition de HA vers l’état Supported_HA, tandis que
les décisions Supported by ALS and Supported by ACA le déplacent respectivement vers les états
Supported_ALS et Supported_ACA. L’exécution de la tâche par HA le fait transiter vers l’état Final.
La réception des messages Transfer_ALS et Transfer_ACA amène HA aussi à l’état Final.
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Fig. 5.5 : Le comportement du neurologue CHU décrit par un FSM.
Fig. 5.6 : Le comportement du SMUR et du VLS décrit par des FSM.
Les figures suivantes (Fig. 5.5, Fig. 5.6 et Fig. 5.7) illustrent les machines à états finis com-
municantes qui sont générées pour les composants CHU (UHC), SMUR (ALS), VLS (ACA) et
SAMU (EMS) dans l’application de télédiagnostic.
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Fig. 5.7 : Le comportement du SAMU décrit par un FSM.
3.3 Transformation modèle-texte
La transformation modèle-texte (M2T) permet à générer automatiquement un programme Promela.
Cette activité prend en entrée les modèles machines à états finis communicantes, décrivant les
comportements du système, et génère en sortie le code source de l’application à valider par le
vérificateur de modèles SPIN. SPIN est un outil logiciel pour vérifier les modèles de systèmes
physiques décrits dans le langage Promela. Promela (Process Meta Language) est un langage de
modélisation et de validation. Ce langage permet la création dynamique de processus concurrents.
La communication entre les processus se fait via des canaux de communication par messages et
peut être synchrone ou asynchrone. Promela est un langage qui fait abstraction des détails des
systèmes distribués ne faisant pas partie du processus d’interaction. L’outil SPIN est utilisé pour
valider des fractions de comportements du système ; considérées comme suspects.
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Le programme Promela généré se compose de processus, de canaux de messages, de va-
riables et d’une section principale main qui définit comment les actions des processus peuvent être
entrelacées dans le temps. Les processus sont des objets globaux. Ils spécifient les comportements
des composants du système. Les canaux de messages et les variables peuvent être déclarés globa-
lement ou localement dans un processus. Les canaux et les variables globales définissent l’environ-
nement dans lequel les processus s’exécutent. Ainsi, nous obtenons, après la transformation M2T,
un processus qui spécifie le comportement de chaque composant du système. Les transformations
M2T ont été développées en utilisant le plugin Eclipse Acceleo. Acceleo est une implémentation
du langage de transformation MOF Model to Text [33]. Le listing 5.1 décrit les variables globales
et les canaux de messages nécessaires, et le listing 5.2 décrit le code du processus correspondant
au médecin urgentiste de l’hôpital (HA) et celui de la section principale (processus Init).
# d e f i n e Emergency_Req_HA 1
# d e f i n e Emergency_Call_EMS 2
# d e f i n e Diagnos i s_Req 3
# d e f i n e Trans f e r_ALS 9
# d e f i n e Transfer_ACA 10
# d e f i n e Treated_HA 11
# d e f i n e Wai t_Reques t 12
# d e f i n e C l i n i ca l _Exams 13
# d e f i n e Wai t_Dec i s ion_Mak ing 14
# d e f i n e Supported_HA 15
# d e f i n e Supported_ACA 16
# d e f i n e Suppor ted_ALS 17
# d e f i n e Supported_By_HA 18
# d e f i n e Supported_By_ACA 19
# d e f i n e Supported_By_ALS 20
chan HA_EMS = [1] o f { mtype , b y t e } ;
chan HA_UHC = [1] o f { mtype , b y t e } ;
chan HA_ACA = [1] o f { mtype , b y t e } ;
chan HA_ALS = [1] o f { mtype , b y t e } ;
chan UHC_ACA = [1] o f { mtype , b y t e } ;
chan UHC_ALS = [1] o f { mtype , b y t e } ;
chan EMS_UHC = [1] o f { mtype , b y t e } ;
mtype {HA, UHC, EMS, ACA , ALS}
b y t e HA_State , UHC_State , EMS_State ,
ACA_State , ALS_Sta te , ACA_Alert , ALS_Ale r t ;
Listing 5.1 : Les variables globales et les canaux de messages.
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p r o c t y p e HA_Act ( ) {
b y t e RCVD_Msg ;
HA_State= I n i t i a l _ s t a t e ;
do
: : ( HA_State== I n i t i a l _ s t a t e )
 >HA_In i t ?HA(RCVD_Msg)
 >(RCVD_Msg==Emergency_Req_HA )
 >HA_State=C l i n i ca l _Exams
: : ( HA_State==Cl i n i ca l _Exams )
 > i f : : a tomic {HA_EMS!EMS( Emergency_Call_EMS )
 >HA_State=Wai t_Dec i s ion_Mak ing }
f i
: : ( HA_State==Wai t _Dec i s i on )
 >HA_UHC?HA(RCVD_Msg )
 > i f
: : ( RCVD_Msg==Supported_By_HA )
 > HA_State=Supported_HA
: : ( RCVD_Msg==Supported_By_ACA )
 > HA_State=Supported_ACA
: : ( RCVD_Msg==Supported_By_ALS )
 > HA_State=Suppor ted_ALS
f i
: : ( HA_State==Supported_HA )
 >atomic { HA_UHC!UHC( Treated_HA )  >HA_State=F i n a l _ S t a t e }
: : ( HA_State==Supported_ACA )
 >HA_ACA?HA(RCVD_Msg )
 >(RCVD_Msg==Transfer_ACA )
 >HA_State=F i n a l _ S t a t e
: : ( HA_State==Suppor ted_ALS )
 >HA_ALS?HA(RCVD_Msg )
 >(RCVD_Msg==Trans f e r_ALS )
 >HA_State=F i n a l _ S t a t e
: : ( HA_State==F i n a l _ S t a t e )  >break
od }
i n i t {
run HA_Act ( ) ; run EMS_Act ( ) ;
run UHC_Act ( ) ; run ACA_Act ( ) ;
run ALS_Act ( ) ;
( HA_State==Wai t_Reques t )
 >HA_In i t !HA( Emergency_Req_HA )
}
Listing 5.2 : Le processus HA et le processus Init.
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Le vérificateur de modèles SPIN exécute le programme étape par étape. Dans chaque étape,
une instruction de base exécutable est sélectionnée arbitrairement. L’outil SPIN examine sa clause
d’exécutabilité pour déterminer si cette instruction est exécutable ou non. Lorsque cette condi-
tion est évaluée à vraie, la clause d’effet de l’instruction est ensuite appliquée et l’état actuel du
processus est mis à jour. SPIN continue d’exécuter les instructions jusqu’à ce qu’il ne reste plus
d’instructions exécutables, ce qui se produit lorsque (1) le nombre de processus actifs devient zéro
et tous les processus se terminent sans aucune erreur ou (2) si un état invalide est atteint.
3.4 Propriétés comportementales (propriétés de correction)
Les systèmes distribués sont systématiquement développés à partir de leurs spécifications. Cepen-
dant, une fois que ces systèmes sont développés, il n’y a aucun moyen de vérifier si le système
développé suit sa spécification. Une méthode de vérification exhaustive n’est pas pratique pour vé-
rifier les systèmes distribués. Le problème avec une telle méthode est qu’elle génère un nombre
astronomique de calculs possibles. La méthode la plus appropriée pour vérifier qu’un système
suit ses spécifications doit être basée sur une notion formelle, très précise et claire pour exprimer
l’énoncé des spécifications. Par conséquent, la logique est un bon moyen d’exprimer les proprié-
tés de correction d’un système. La logique a la capacité d’exprimer les spécifications du système
d’une manière concise et claire et permet ainsi l’automatisation du processus de vérification. Les
systèmes concurrents impliquent nécessairement la notion de temps. Par conséquent, la logique
propositionnelle n’est pas suffisamment expressive pour décrire de tels systèmes réels.
La Logique Temporelle Linéaire (LTL) a été introduite comme un outil pour raisonner sur
les programmes concurrents [87]. Les logiques temporelles sont des logiques modales orientées
vers la description de l’ordre temporel des événements. La notion de temps n’est pas explicitement
introduite dans la description de l’ordre des événements. Les logiques temporelles sont particu-
lièrement efficaces pour décrire les systèmes concurrents [27]. Les vérificateurs de modèles LTL
suivent l’approche de la théorie des automates [118]. Dans de tels vérificateurs de modèles, le mo-
dèle du système et la négation de sa propriété de correction (exprimés en logique temporelle) sont
transformés en automates d’états finis et sont exécutés simultanément. Le vérificateur de modèles
recherche un chemin accepté par les deux automates. S’il en trouve un, alors ce chemin représente
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un cas où le système autorise un comportement qui viole la spécification d’exactitude ; par consé-
quent, le modèle n’est pas correct et le comportement peut être signalé en tant que contre-exemple à
la propriété comportementale. Si aucun comportement de ce type n’est détecté (c’est-à-dire qu’une
propriété comportementale est vérifiée pour le système), il n’y a aucun comportement qui soit à
la fois une exécution légale du modèle et satisfait également la négation de la propriété comporte-
mentale.
La Logique Temporelle Linéaire est utilisée pour spécifier et vérifier la plupart des propriétés
d’exactitude (de correction) des modèles. C’est la logique formelle utilisée pour la vérification dans
SPIN [41, 42]. La logique Temporelle Linéaire (LTL) raisonne sur les traces linéaires à travers le
temps. À chaque instant, il n’y a qu’une seule chronologie réelle qui peut se produire. Traditionnel-
lement, cette chronologie est définie comme débutant maintenant, à l’étape actuel, et progressant
infiniment dans le futur. LTL étend la logique propositionnelle avec les opérateurs temporels. Les
formules du calcul propositionnel sont composées de propositions atomiques et des opérateurs
(non = !, et = &&, ou = k, implique = ! et équivalent = $). Les formules LTL sont composées
d’un ensemble fini de propositions atomiques et d’opérateurs qui incluent les opérateurs du cal-
cul propositionnel ainsi que les opérateurs temporels. Les opérateurs temporels sont (toujours =
, éventuellement = , jusqu’à = U ). LTL est idéale pour la vérification des systèmes qui fonc-
tionnent dans un environnement dynamique tel que les programmes concurrents. LTL nous permet
de spécifier naturellement les systèmes distribués en fonction de leur comportement continu.
Les propriétés comportementales (spécifications) sont les formules logiques temporelles que
nous définissons pour décrire les comportements souhaités que le système doit avoir. Pour atteindre
cet objectif, nous décrivons un ensemble de spécifications pour spécifier un comportement cohérent
du système. Ils sont fournis au vérificateur de modèles pour vérifier que le système a la liste des
comportements émergents décrits par notre ensemble de spécifications.
Pour l’application de télédiagnostic en neuroscience présenté dans le chapitre 3, nous avons
décrit différents types de comportements, qui spécifient les propriétés comportementales (proprié-
tés de correction). Il y a deux types de propriétés fondamentales : les propriétés de sécurité et
les propriétés de vivacité. Ces catégories ont été introduites à l’origine par Leslie Lamport [60].
Une propriété de sécurité exprime le sentiment que "quelque chose de mauvais n’arrive jamais".
Le système a toujours un bon comportement. Une propriété de vivacité exprime le sentiment que
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"quelque chose de bien doit éventuellement arriver". Le système doit avoir éventuellement un bon
comportement. La vivacité est définie comme la capacité d’un programme à s’exécuter en temps
opportun. Alors que les propriétés de sécurité raisonnent pour atteindre des états spécifiques, les
propriétés de vivacité raisonnent sur le flux de contrôle entre les états.
Les propriétés de correction pour l’application de télédiagnostic en neuroscience qui dé-
crivent les comportements souhaités que le système doit avoir sont :
 Lorsqu’un patient présentant un accident vasculaire cérébral est admis à l’hôpital, le SAMU
doit être contacté.
 Lorsque le SAMU est sollicité, le patient doit être examiné au préalable par le médecin
urgentiste.
 Avant d’appeler le neurologue CHU, la création du dossier médical du patient doit être réali-
sée.
 Lorsque le diagnostic est initié par le neurologue CHU, les moyens de transfert SMUR et
VLS doivent être informés par la décision d’un transfert probable.
 Lorsque le neurologue est sollicité, il doit impérativement fournir un diagnostic (une ré-
ponse).
 Si le patient est traité localement par le médecin urgentiste, les ressources de transfert doivent
être libérées.
 Le SAMU doit être informé par la décision du neurologue.
 Le choix d’un type de transfert libère automatiquement l’autre.
 Si une décision de transfert est prise, le patient doit être préparé pour le transfert par le
médecin urgentiste.
Certaines de ces propriétés exprimées dans des formules en logique temporelle linéaire sont
répertoriées dans le listing 5.3.
5. Une vérification formelle des comportements dérivés d’un système distribué 107
# d e f i n e Cas_AVC ( HA_State==Cl i n i ca l _Exams )
# d e f i n e Exams_Achieved ( HA_State== Wai t_Dec i s ion_Mak ing )
# d e f i n e EMS_Informed ( EMS_State== Medica l_Record )
# d e f i n e EMS_Solicit_UHC ( EMS_State== Wai t _Dec i s i on )
# d e f i n e UHC_Decision ( UHC_State== Dec i s ion_Making )
# d e f i n e ACA_Preparat ion ( ACA_State== Wai t _Dec i s i on )
# d e f i n e ALS_Prepara t ion ( ALS_S ta t e== Wai t _Dec i s i on )
# d e f i n e l o c a l _ T r a i t em e n t ( HA_State== Supported_HA )
# d e f i n e SupportedBy_ALS ( ALS_S ta t e== Choicem_Supported_ALS )
# d e f i n e SupportedBy_ACA ( ACA_State== Choicem_Supported_ACA )
# d e f i n e Pa t i en t _Prepara t i on_ACA ( HA_State== Supported_ACA )
# d e f i n e Pa t i e n t _P r epa ra t i o n_ALS ( HA_State== Suppor ted_ALS )
# d e f i n e UHC_Decides_HA ( UHC_State==Supported_HA )
# d e f i n e UHC_Decides_ACA ( UHC_State==Supported_ACA )
# d e f i n e UHC_Decides_ALS ( UHC_State==Suppor ted_ALS )
# d e f i n e UHC_Free ( UHC_State== F i n a l _ S t a t e )
# d e f i n e Term_S ta t e ( ( HA_State == F i n a l _ S t a t e ) &&(UHC_State == F i n a l _ S t a t e )
&&(EMS_State==F i n a l _ S t a t e )&&(ACA_State==F i n a l _ S t a t e ) &&(ALS_S ta t e == F i n a l _ S t a t e ) )
# d e f i n e Channels_Empty ( ( l e n (HA_EMS)==0)&&( l e n (HA_UHC)==0)
&&( l e n (HA_ACA)==0)&&( l e n (HA_ALS)==0)
&&( l e n (UHC_ACA)==0)&&( l e n (UHC_ALS)==0)&&( l e n (EMS_UHC)==0))
LTL prop1 { [ ] ( Cas_AVC  > <> EMS_Informed ) }
LTL prop2 { [ ] ( Exams_Achieved  > <> EMS_Informed ) }
LTL prop3 { [ ] ( EMS_Informed  > <> UHC_Decision ) }
LTL prop4_1 { [ ] ( UHC_Decision  ><>ACA_Preparat ion ) }
LTL prop4_2 { [ ] ( UHC_Decision  ><>ALS_Prepara t ion ) }
LTL prop5 { ( EMS_Solicit_UHC  > <> (UHC_Decides_HA | | UHC_Decides_ACA | | UHC_Decides_ALS ) ) }
LTL prop6_1 { [ ] ( l o c a l _ T r a i t em e n t  > <> ! ( SupportedBy_ALS ) ) }
LTL prop6_2 { [ ] ( l o c a l _ T r a i t em e n t  > <> ! ( SupportedBy_ACA ) ) }
LTL prop7 { [ ] ( UHC_Decision  > <> EMS_Solicit_UHC ) }
LTL prop8_1 { [ ] ( SupportedBy_ALS  > <> ! ( SupportedBy_ACA ) ) }
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LTL prop8_2 { [ ] ( SupportedBy_ACA  > <> ! ( SupportedBy_ALS ) ) }
LTL prop9_1 { [ ] ( UHC_Decides_ACA  > <> Pa t i en t _Prepara t i on_ACA ) }
LTL prop9_2 { [ ] ( UHC_Decides_ALS  > <> Pa t i e n t _P r epa ra t i o n_ALS ) }
LTL prop10 { [ ] ( ( l o c a l _ T r a i t em e n t | | SupportedBy_ACA | | SupportedBy_ALS )  > <> UHC_Free ) }
LTL prop11 { Term_S ta t e  > Channels_Empty }
LTL prop12 { SupportedBy_ACA  > ( ACA_Alert==A l e r t e d ) }
LTL prop13 { SupportedBy_ALS  > ( ALS_Ale r t==A l e r t e d ) }
LTL prop14 { UHC_Decision  > ( Data_Rec==Recorded ) }
LTL prop15 { EMS_Informed  > ( C l i n i c a l _ e x ams==Per formed ) }
Listing 5.3 : Les propriétés comportementales de l’application de télédiagnostic.
3.5 Vérification de modèles (SPIN)
La vérification exhaustive est une méthode peu pratique pour vérifier l’exactitude des programmes
concurrents. Elle génère un grand nombre de calculs, ce qui ne peut pas être réalisé avec un espace
mémoire fini. Par conséquent, de telles vérifications exhaustives doivent être effectuées par un outil
logiciel efficace qui utilise une quantité minimale de mémoire. Cet outil doit établir avec certitude
si un comportement donné ne comporte pas d’erreurs.
SPIN est peut-être le principal exemple d’un tel outil. C’est un vérificateur de modèles qui
a été développé depuis de nombreuses années par Gerard J. Holzmann dans [41, 42]. Conçu à
l’origine pour vérifier les protocoles de communication, il est depuis devenu l’un des plus puis-
sants outils vérificateurs de modèles. Il est appliqué dans l’industrie pour résoudre des problèmes
réels dans le développement de systèmes logiciels distribués à grande échelle. Cet outil a été lar-
gement utilisé pour la vérification des systèmes dans de nombreuses applications, y compris les
logiciels de systèmes d’exploitation et les protocoles de communication. SPIN est particulièrement
bien adapté pour vérifier les systèmes concurrents et distribués qui sont basés sur l’entrelacement
d’instructions atomiques. SPIN est un outil logiciel pour analyser et vérifier la cohérence logique
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des systèmes concurrents. Le système à vérifier est décrit dans un langage de modélisation appelé
Promela (Process Meta Language).
Fig. 5.8 : Les résultats de la simulation aléatoire.
Le programme Promela décrivant l’application de télédiagnostic en neuroscience est généré
automatiquement par le processus de transformation modèle-texte. Il s’agit d’un ensemble de pro-
cessus où chaque processus spécifie le comportement d’un composant du système. SPIN effectue
des simulations aléatoires de l’exécution du système de télédiagnostic. Pendant la simulation et la
vérification, SPIN vérifie l’absence d’interblocages, de réceptions non spécifiées et de code non
exécutable. La simulation de l’exécution de l’application de télédiagnostic dans un environnement
concurrent par SPIN n’a détecté aucune erreur. Tous les processus terminent leur exécution sans er-
reurs, sans interblocages et sans cycles indéfinis. Les résultats de la simulation sont présentés dans
la figure (Fig. 5.8). SPIN n’a également trouvé aucune erreur lors de la vérification des composants
du système sans les propriétés de correction (safety verification). Les résultats de cette vérification
sont montrés dans la figure (Fig. 5.9).
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Fig. 5.9 : Les résultats de la vérification sans propriétés de correction.
La figure (Fig. 5.10) montre un scénario de la simulation aléatoire du système de télédiag-
nostic effectuée par SPIN. Dans ce scénario, le médecin urgentiste HA est informé par l’admission
d’un patient avec un accident vasculaire cérébral. Le médecin urgentiste contacte le SAMU (EMS)
au moyen d’un emergency call pour l’informer de l’admission d’urgence d’un patient qui présente
des symptômes suspectant un accident vasculaire cérébral. Au niveau de système d’informations
du SAMU, le médecin régulateur contacte le neurologue CHU (UHC) en envoyant un message
diagnostic request. Le neurologue CHU informe le SMUR (ALS) et le VLS (ACA) d’un éventuel
transfert du patient et initie un processus pour établir un diagnostic. Dans ce scénario, le neurologue
prend la décision de transférer le patient de toute urgence au Centre Hospitalier Universitaire par
le biais d’une ambulance non équipé VLS. Il informe le VLS, le HA et le SMUR de son choix.
Enfin, le VLS envoie un message transfer_ACA pour informer le médecin urgentiste HA et le neu-
rologue CHU que le transfert a été effectué. Ce scénario est illustré dans la figure (Fig. 5.11) avec
un diagramme de séquence.
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Fig. 5.10 : Un scénario de la simulation aléatoire de l’application de télédiagnostic.
Fig. 5.11 : un scénario de l’application de télédiagnostic.
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SPIN peut également effectuer une vérification efficace et exhaustive des propriétés d’exacti-
tude du système. Au cours de la vérification, SPIN vérifie si les propriétés d’exactitude exprimées
dans les formules en logique temporelle linéaire (LTL) sont valides pour le modèle du système.
Pour l’application de télédiagnostic en neuroscience, nous combinons le programme Promela issu
du processus M2T avec les propriétés de correction exprimées dans LTL. Ensuite, nous effectuons
la vérification des propriétés d’exactitude décrites au paragraphe 3.4. Le vérificateur de modèles
SPIN montre que les propriétés spécifiées sont valides pour les comportements dérivés du système.
Les résultats de la vérification sont illustrés par la figure (Fig. 5.12).
Fig. 5.12 : Les résultats de la vérification des propriétés comportementales.
4 Conclusion
Le travail présenté dans ce chapitre propose une approche dirigée par les modèles pour vérifier
et valider les comportements dérivés d’un système distribué. La vérification et la validation des
comportements dérivés permettent de s’assurer que la collaboration de ces comportements satis-
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fait les exigences initiales du système. Cette approche étend et complète l’approche de dérivation
et fournissent à eux deux une méthodologie de développement fiable pour le développement et la
maintenance des applications distribuées. En outre, l’utilisation d’une approche d’ingénierie logi-
cielle pour prendre en charge un tel processus de dérivation et de vérification peut conduire à des
modèles indépendants de toute plateforme d’exécution. Ce processus de vérification dirigé par les
modèles est principalement basé sur la transformation automatique des modèles dérivés du système
en modèles spécifiques requis par un vérificateur de modèles. Un programme Promela est ensuite
généré à partir de ces modèles spécifiques par une transformation modèle-texte. Le programme Pro-
mela issu est combiné avec les propriétés d’exactitude pour réaliser l’analyse et la vérification du
système. Les propriétés sont définies sur le comportement global du système. Elles sont exprimées
en logique temporelle linéaire (LTL).
Notre approche a été validée à travers une application réelle qui consiste en un système distri-
bué collaboratif dédié au diagnostic à distance pour les cas d’urgence en neuroscience. Ce système
a été utilisé pour tester et illustrer les concepts discutés dans l’approche proposée. La simulation
aléatoire des comportements dérivés du système effectuée par le vérificateur de modèles SPIN,
nous a permis d’explorer plusieurs scénarios d’exécution du système. Les résultats ont montré que
les exécutions de ces comportements dans un environnement distribué ne génèrent aucun message
inattendu et que tous les messages émis sont reçus. De plus, l’exécution ne mène à aucun blocage,
elle se termine toujours de manière sûre et ne génère pas d’erreur d’exécution. La vérification des
propriétés d’exactitude par SPIN a montré l’absence d’erreurs et que les comportements dérivés
satisfont la spécification globale du système. Toutes les propriétés d’exactitude exprimées sur le
comportement global du système sont valides pour les comportements dérivés. Cette vérification
nous a permis de valider le processus de dérivation. En conclusion, le processus de dérivation et sa
vérification constituent une approche robuste et fiable pour la construction et la maintenance des
systèmes distribués.
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Chapitre 6
Une approche dirigée par les modèles pour
la conception des réseaux WBSN pour la
surveillance médicale
1 Introduction
Un réseau de capteurs corporels sans fil (Wireless Body Sensor Network (WBSN)) est un réseau de
capteurs sans fil attachés au corps humain afin de permettre la surveillance des paramètres vitaux
du corps humain et son environnement. La conception et le développement de tels systèmes pour
la surveillance médicale (health monitoring) ont récemment reçu beaucoup d’attention, dans les
domaines de la recherche et de l’industrie. Cet engouement est principalement motivé par des soins
de santé très coûteux et par les progrès récents accomplis dans le développement de dispositifs mi-
niatures pour la surveillance médicale. L’existence d’une approche de conception explicite devrait
être très bénéfique pour le développement et la maintenance de ces systèmes.
Dans ce chapitre, nous présentons un système de surveillance médicale préventive. Ce sys-
tème est basé sur une architecture composée de nœuds hétérogènes et réalise à la fois une sur-
veillance quotidienne et continue des malades dans un hôpital ainsi que des contrôles spécifiques.
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Nous avons défini un modèle pour décrire le comportement global du système WBSN. L’approche
de dérivation du comportement dirigée par les modèles est utilisée pour obtenir le comportement de
chaque nœud dans le système WBSN à partir du comportement global du système. Cette approche
permet aux développeurs d’obtenir une conception du système WBSN à partir de la spécification
globale de ses besoins. En plus de l’approche de dérivation du comportement, nous utilisons l’ap-
proche de vérification dirigée par les modèles pour valider et vérifier les résultats du processus de
dérivation. Cette approche de vérification est nécessaire pour vérifier si le système obtenu après la
transformation se comporte comme prévu.
2 Les réseaux de capteurs corporels sans fil (WBSN)
Les systèmes de surveillance médicale sont dédiés à la surveillance de l’état de santé d’un patient.
La demande croissante de solutions pour la surveillance médicale est motivée par le coût élevé
des soins de santé, la croissance et le vieillissement de la population et l’augmentation du nombre
de patients atteints de maladies chroniques dans le monde. En raison de ces facteurs, les soins de
santé traditionnels ne peuvent pas fournir l’évolutivité et la scalabilité souhaitées. Par conséquent,
il existe un besoin de solutions de surveillance et suivi médicaux performantes, peu coûteuses et
efficaces.
Un réseau de capteurs sans fil (WSN) se compose d’un certain nombre de capteurs sans fil
muni d’une infrastructure de communication. Les capteurs mesurent et enregistrent différents pa-
ramètres à divers endroits. Généralement, de telles mesures comprennent des mesures environne-
mentales (par exemple, la qualité de l’air, la température et l’humidité) et des mesures des fonctions
vitales du corps humain (par exemple, les signaux du cœur et du cerveau). Un WSN est capable
de détecter, de traiter et de communiquer. Les données collectées par les capteurs sont transmises
à une station de base ou à un ordinateur, pour aider à analyser et à réagir en fonction des condi-
tions observées dans un environnement. Les réseaux de capteurs sans fil (WSNs) ont ouvert la voie
à des progrès dans divers aspects de la surveillance. De nombreuses applications de surveillance
basées sur les WSN ont été développées dans différents domaines d’application pour collecter des
données sur l’environnement surveillé. Ces applications incluent, sans s’y limiter, les applications
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militaires [123], les applications de surveillance du climat [83], les applications dans les réseaux
sous-marins [67] et les applications de surveillance médicale [91].
Les systèmes de surveillance médicale utilisant les réseaux de capteurs sans fil ont été conçus
pour assurer une surveillance des fonctions vitales du corps humain. Les réseaux de capteurs cor-
porels sans fil (WBSN) pour la surveillance médicale permettent un suivi constant des paramètres
de santé des personnes. Ils peuvent comprendre différents types de capteurs : capteurs attachés au
corps humain et capteurs ambiants qui sont déployés autour du patient. Généralement, les condi-
tions surveillées par les systèmes WBSN incluent le diabète, l’arythmie cardiaque, l’apnée du
sommeil, l’asthme et les signaux ou paramètres physiologiques (tels que la tension artérielle, la
température corporelle, l’activité cardiaque, la respiration, la saturation en oxygène et l’activité cé-
rébrale). Ces paramètres peuvent être surveillés à distance par les médecins et les infirmiers sans
affecter les activités des patients. En fait, ces systèmes ont considérablement réduit les erreurs hu-
maines, permettant une meilleure compréhension de l’origine des maladies.
Divers réseaux de capteurs corporels sans fil (WBSNs) ont été développés ces dernières an-
nées. Ils visent à surveiller une maladie spécifique ou un ensemble de signaux physiologiques des
patients à leur domicile [54, 69, 122], comme ils peuvent effectuer la reconnaissance quotidienne
de l’activité physique et la surveillance de l’activité cardiaque [99]. Ces systèmes doivent satis-
faire à certains critères tout en fonctionnant sous des limitations de ressources matérielles impor-
tantes [5, 90] :
1. La sécurité et la confidentialité des données médicales mesurées doivent être garanties par le
système ; et
2. La consommation d’énergie doit être minimisée pour augmenter la durée de vie du système.
La conception des systèmes WBSN est une tâche très complexe. Les concepteurs de tels
systèmes devraient prendre en compte ces limitations lors de la construction de systèmes de plus
en plus fiables. Cependant, la majorité des études dans ce domaine sont axées sur des problèmes
de mise en œuvre, et elles abordent rarement une méthodologie pour la construction et la main-
tenance de tels systèmes. La plupart de ces systèmes sont développés en sélectionnant d’abord la
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plateforme cible la plus appropriée et, ensuite, son système d’exploitation spécifique et son lan-
gage de programmation. L’existence d’une architecture explicite devrait être très bénéfique pour la
construction et la maintenance des grands systèmes WBSN.
Les travaux présentées dans [44, 101] proposent l’utilisation du système data-MULE. Les
études de [52, 129] utilisent le schéma de transport de messages. Dans ces deux approches, le
Data-MULE et les message ferries recueillent les données provenant des nœuds capteurs tout en
se déplaçant autour du réseau. Ces approches sont conçues uniquement pour fournir le service de
relais de messages dans les réseaux. Dans le même temps, un récepteur mobile peut consommer
les données collectées pour ses propres fins ou mettre les données à la disposition d’utilisateurs
distants. Dans [89, 121], un ou plusieurs récepteurs mobiles se déplacent à travers le réseau WSN
pour collecter les données à partir des nœuds capteurs statiques déployés dans la zone du réseau.
Les réseaux WSN sont très efficaces pour prendre en charge diverses applications. Diverses
publications dans ce domaine de recherche ont été proposées pour surveiller les paramètres vitaux
du corps humain à la maison, pour les patients âgés ou dans un centre de santé. Pour un suivi
continu et en temps réel, les auteurs de [63] ont développé une chemise intelligente qui mesure
les signaux d’ECG (électrocardiogramme). La chemise est composée de tissus conducteurs pour
obtenir le signal du corps à partir d’électrodes et de capteurs pour la surveillance des données
médicales. Les données observées et mesurées sont transmises dans un réseau ad hoc pour la sur-
veillance à distance. Un appareil Android est utilisé pour analyser les signaux ECG à partir d’un
terminal de surveillance mobile, comme mentionné dans [39]. Dans [34, 124, 127, 128], des appli-
cations de réseaux de capteurs sans fil pour la surveillance médicale à domicile sont présentées. Ils
assurent un suivi médical continu du patient à domicile sans restreindre ses activités et ses mou-
vements. Ces études sont basées sur l’utilisation d’un collecteur de données statique pour collecter
les informations. Tous ces travaux sont axés uniquement sur les problèmes de mise en œuvre et
d’implémentation.
Dans [62], les auteurs ont proposé un système de surveillance médicale basé sur un réseau
de capteurs sans fil pour la collecte et la diffusion de données de capteurs médicaux. Ce système
permet le stockage, la corrélation et la diffusion des données ainsi que la gestion des alertes en
temps opportun, lorsque les paramètres sont violés. La mise en œuvre et l’analyse d’une application
e-Health basée sur WSN a été décrite dans [125]. Les auteurs de [68] illustrent la conception et la
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mise en œuvre d’un système de surveillance médicale en ligne. L’architecture de ce système est
basée sur des dispositifs intelligents et des réseaux de capteurs sans fil pour l’analyse en temps réel
de divers paramètres des patients.
Le travail présenté dans cette thèse contribue à la conception et la validation des applica-
tions de surveillance médicale basées sur les WBSNs. Nous proposons d’abord une architecture
composée de nœuds hétérogènes pour construire un système de surveillance médicale préventive.
Le système de surveillance médicale proposé [38] est conçu pour effectuer une surveillance quoti-
dienne et continue ainsi que des contrôles spécifiques pour les patients dans un hôpital. C’est une
architecture WBSN basée sur un collecteur de données mobile. Le collecteur mobile est utilisé pour
économiser les ressources (consommation d’énergie) des capteurs. Les nœuds capteurs ne peuvent
être réveillés que lorsqu’ils sont en présence du collecteur de données. Cette solution a été étendue
par une présence humaine (l’infirmier). Cette présence humaine peut ajouter de la valeur à cette ar-
chitecture en analysant les données collectées et en prenant des décisions urgentes. Deuxièmement,
l’approche d’ingénierie dirigée par les modèles (IDM) pour la dérivation est adoptée pour dériver
le comportement des composants du système WBSN (capteurs, collecteurs de données, etc.) à par-
tir des exigences globales du WBSN pour différents scénarios de fonctionnement de l’hôpital. Le
niveau des exigences et sa transformation au niveau conceptuel constituent la première étape de la
génération d’une conception de qualité d’un système complexe.
Les travaux de [1, 59, 64, 120] présentent une approche MDE pour le développement d’appli-
cations WSN. Ils ne traitent que la conception et le développement des WSN statiques. Ces études
se concentrent uniquement sur les transformations de modèles et leurs résultats et ne fournissent pas
les outils et les moyens pour vérifier les transformations. En contraste à ces études, nous utilisons
une approche dirigée par les modèles pour dériver le comportement WBSN à partir de sa spécifica-
tion globale et vérifier si le système dérivé se comporte correctement selon sa spécification globale,
afin d’augmenter les performances du système et la qualité de service (QoS). La vérification valide
la conception du système dérivé en vérifiant si elle répond aux exigences du système et en rendant
le système plus fiable. Il est très souhaitable d’effectuer une vérification le plus tôt possible dans le
processus de conception du système, évitant ainsi la découverte possible d’erreurs dans un système
achevé qui nécessiterait une nouvelle conception.
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3 Architecture du WBSN pour la surveillance médicale
Un hôpital est composé de plusieurs étages. Chaque étage comprend un certain nombre de chambres
de patients. Il est structuré comme indiqué sur la figure (Fig. 6.1). Les capteurs sont rattachés au
corps du patient et déployés autour dans son environnement. Ils peuvent être classés en deux types :
les capteurs médicaux et les capteurs environnementaux. Les capteurs médicaux surveillent les pa-
ramètres vitaux du patient, tandis que les capteurs environnementaux surveillent les paramètres de
la chambre, incluant la température ambiante, les niveaux d’oxygène et au-delà. Un infirmier équipé
d’un nœud sans fil, par exemple un assistant personnel numérique (PDA), un téléphone intelligent
ou un PC de poche, collecte les données mesurées par les capteurs. Ce collecteur de données mo-
bile peut soit consommer les données collectées pour son propre usage (afficher les informations
physiologiques sur une interface utilisateur) ou les transmettre à un centre médical. Les médecins
consultent le centre médical pour afficher le statut du patient et prendre les décisions appropriées.
Fig. 6.1 : Architecture d’un étage du WBSN.
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Il y a quatre utilisateurs de base dans cette architecture : les patients, les infirmiers, les méde-
cins et les techniciens.
1. Les patients sont équipés de capteurs. Ces capteurs sont des capteurs médicaux et environ-
nementaux. Les capteurs médicaux sont attachés au patient pour mesurer ses paramètres
vitaux, tandis que les capteurs environnementaux sont déployés autour du patient dans di-
vers endroits de la chambre. Ces capteurs produisent des valeurs brutes de données qui sont
transmises au collecteur de données par des liaisons sans fil. Prisent ensemble, ces valeurs
présentent la situation en temps réel du patient à tout moment. Les nœuds capteurs avec le
collecteur de données forment un réseau de capteurs du corps (BSN) dans une topologie en
étoile.
2. Les infirmiers sont équipés d’un collecteur de données mobile. Ce collecteur de données
mobile collecte les données mesurées à partir des capteurs et les convertit en métadonnées
significatives. Les données du capteur contiennent uniquement les valeurs des paramètres
mesurés, sans aucune information sur l’identité du patient ni le temps et la date de la mesure.
Le collecteur de données mobile ajoute des valeurs, telles qu’un identifiant unique, le type
du paramètre surveillé, l’heure et l’unité de mesure, pour rendre l’information significative.
Ensuite, il transmet les métadonnées au centre médical. La communication entre le BSN et
le centre médical peut être accomplie en utilisant WLAN, GSM, ou d’autres systèmes, qui
peuvent offrir une large couverture. L’utilisation d’un dispositif intelligent pour collecter les
données peut également servir à effectuer un traitement local des données afin d’analyser
l’état de santé du patient.
3. Les médecins consultent le centre médical pour afficher le statut du patient. Ils prescrivent
des médicaments ou fournissent des suggestions au patient, qui sont en corrélation avec les
valeurs des paramètres mesurés par les capteurs.
4. Les techniciens consultent le centre médical pour détecter toute défaillance de capteurs. Ils
répondent à une alarme ou au dysfonctionnement d’un capteur.
L’architecture du système est définie par trois couches en fonction de la fonctionnalité des
composants intervenant dans chaque couche. La figure (Fig. 6.2) illustre les trois couches utilisées
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dans cette architecture :
Fig. 6.2 : Architecture du WBSN pour la surveillance médicale.
1. La couche de perception : La première couche se trouve au bas de la hiérarchie, elle se com-
pose de capteurs médicaux et environnementaux qui recueillent des données en temps réel.
Les capteurs médicaux sont utilisés pour analyser l’état de santé du patient en mesurant divers
paramètres vitaux du corps humain. Ces capteurs comprennent le capteur de pression arté-
rielle, le module ECG et le thermomètre ...etc. Les capteurs environnementaux surveillent
l’environnement du patient et assurent que le patient se trouve dans un environnement sain.
Ces capteurs comprennent des capteurs de détection de gaz, des capteurs de température,
...etc. Les données accumulées par les capteurs sont collectées par le collecteur de données,
qui les convertit en informations significatives. Le collecteur de données ajoute des infor-
mations aux mesures pour distinguer les valeurs brutes ; par exemple, il ajoute un identifiant
unique du patient pour distinguer quel rapport est pour quel patient. Ensuite, il transmet les
métadonnées au centre médical. Par conséquent, le collecteur de données agit comme une
passerelle dans le système entre la couche 1 et la couche 2 de l’architecture.
2. La couche de traitement (centre médical) : Cette couche stocke les antécédents médicaux du
patient ainsi que les enregistrements actuels des paramètres surveillés. Ces dossiers contiennent
(i) des rapports médicaux, (ii) des prescriptions médicales et (iii) des médicaments auxquels
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le patient est allergique. Ce stockage joue un rôle central dans les réponses d’urgence et dans
le système de surveillance hospitalière car il permet de comparer les données collectées par
les capteurs avec les seuils mémorisés pour les valeurs paramétriques. Les données de cette
couche sont utilisées par les médecins et les applications de service (troisième couche de
l’architecture).
3. Les services de santé (utilisateurs et services) : La troisième couche du système est une
couche qui offre des services pour l’utilisation des données collectées fournies par la couche
de traitement. Elle se compose d’infirmiers, de médecins et de techniciens. Cette couche
offre plusieurs services au patient. Il s’agit de prescrire des médicaments ou de fournir des
suggestions au patient par les médecins. Ces prescriptions médicales sont faites en fonction
des valeurs des données reçues des capteurs. Il y a aussi une réponse immédiate des médecins
et des infirmiers en cas d’urgence et des techniciens en cas de défaillance de capteurs. Le
personnel surveille ces alarmes pour chacun des patients et fournit au patient les médicaments
requis pour remédier à la situation d’urgence.
L’architecture proposée minimise les erreurs de mesure en collectant les données par un in-
firmier équipé d’un collecteur de données. La présence d’êtres humains permet d’analyser des
données mesurées, de noter l’état du patient et de réaliser une maintenance du réseau si néces-
saire (par exemple, corriger une mauvaise position d’un capteur). Une assistance est directement
demandée aux autres soignants lorsqu’une anomalie est observée. Dans le fonctionnement hospi-
talier ordinaire, les capteurs ne sont réveillés qu’en présence du collecteur de données mobile, ce
qui minimise la consommation d’énergie dans le système WBSN. Dans ce cas, l’infirmier recueille
les données des capteurs une fois par jour et les transmet au centre médical. Les médecins peuvent
consulter les données pour observer l’état d’un patient. Dans d’autres cas, les capteurs peuvent être
réveillés périodiquement pour effectuer des mesures, les stocker dans leurs mémoires privées et
les transmettre par la suite au collecteur. Ainsi, le fonctionnement ordinaire du système peut être
enrichi par de nouvelles contraintes, telles que le traitement des alarmes, des cas critiques et des
urgences.
Le système WBSN peut donner lieu à plusieurs schémas de fonctionnement (fonctionnement
hospitalier ordinaire, fonctionnement avec des mesures périodiques, fonctionnement avec traite-
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ment d’alarmes, fonctionnement avec gestion des urgences, etc.). Chaque scénario décrit un com-
portement global du système WBSN. Un tel comportement global peut être décomposé en com-
portements partiels qui sont effectués par les différents composants ou rôles du système (Capteur,
Collecteur de données et Docteur). Une approche de transformation automatique est nécessaire
pour dériver le comportement de ces composants à partir du comportement global du système.
La nature distribuée des WBSN et les différents scénarios qu’ils pourraient avoir rendent
difficile la conception et le développement de ces systèmes. De nombreuses propositions de sys-
tèmes WBSN pour les soins de santé à domicile ont été élaborées. Elles sont principalement axées
sur les problèmes de mise en œuvre, et elles abordent rarement le processus de développement.
L’utilisation d’une approche d’ingénierie logicielle pour réaliser la conception et la vérification des
systèmes WBSN contribue à résoudre ce problème en permettant aux concepteurs de construire et
de valider des applications WBSN.
La section suivante présente l’utilisation de l’approche dirigée par les modèles proposée pour
dériver le comportement des composants du système WBSN en transformant le modèle global
des exigences du WBSN en modèles de comportement de chaque composant du système [38].
L’approche formelle de vérification de modèles proposée dans le chapitre 5 est utilisée par la suite
pour vérifier que les comportements dérivés satisfont la spécification globale du système.
4 L’approche de dérivation et vérification dirigée par les mo-
dèles pour les systèmes WBSN
L’approche dirigée par les modèles proposée dans le chapitre 3 permet de dériver le comportement
de chaque composant du système. Le comportement de chaque composant du système WBSN est
obtenu en transformant le modèle global des exigences du système en modèles représentant le
comportement des différents composants du système. L’approche de vérification décrite dans le
chapitre 5 permet d’effectuer une vérification formelle des comportements dérivés des différents
composants du système. Elle permet également de garantir que la collaboration des comportements
dérivés satisfait le modèle des exigences initial. La figure (Fig. 6.3) montre une vue d’ensemble de
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l’approche de dérivation et de vérification dirigée par les modèles.
Fig. 6.3 : Approche de dérivation et de vérification dirigée par les modèles.
5 Processus de dérivation
Dans le système WBSN pour la surveillance médicale, chaque scénario de fonctionnement est ex-
primé avec des collaborations entre les composants du système (capteur, collecteur de données,
médecin, centre médical). Dans l’approche dirigée par les modèles proposée pour la dérivation
du comportement des composants d’un système, le développeur spécifie, dans la première étape
du processus de dérivation, le modèle des exigences globales qui décrit le comportement global
du WBSN. La figure (Fig. 6.4) représente le comportement global du WBSN pour le fonctionne-
ment ordinaire de l’hôpital. Ce comportement est modélisé par un diagramme d’activités dont les
activités principales sont des collaborations et des sous-collaborations.
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Fig. 6.4 : Comportement global du système WBSN.
La deuxième étape du processus de dérivation réalise la transformation modèle-modèle. La
transformation modèle-modèle (M2M) transforme automatiquement le modèle des exigences du
WBSN en modèles de conception. Le processus de dérivation intègre les messages de synchronisa-
tion dans les comportements dérivés du WBSN pour assurer la coordination entre les composants
du système. Le résultat du processus de dérivation est une machine d’états UML pour chaque com-
posant du système. Les figures (Fig. 6.6 et Fig. 6.5) décrivent respectivement le comportement du
capteur et celui du collecteur de données.
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Fig. 6.5 : Comportement dérivé du capteur.
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Fig. 6.6 : Comportement dérivé du collecteur de données.
6 Processus de vérification
L’approche dirigée par les modèles proposée pour la vérification des comportements dérivés des
différents composants du systèmeWBSN [38] débute par la transformation modèle-modèle (M2M).
Cette transformation consiste à transformer automatiquement les modèles de conception issus du
processus de dérivation, qui décrivent le comportement de chaque composant WBSN, en modèles
de machines à états finis (FSM) spécifiques pour la vérification. Cette transformation M2M a été
développée dans le but de générer les différents concepts d’une machine à états finis décrivant le
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comportement de chaque composant duWBSN. Ces modèles sont utilisés ensuite dans le processus
de la transformation de modèle à texte pour la génération automatique du code Promela. La figure
(Fig. 6.7) illustre les machines à états finis communicantes qui sont générées pour les composants
(capteur et collecteur de données) du système WBSN.
Fig. 6.7 : FSM du capteur et du collecteur de données.
L’automate de la figure (Fig. 6.7) spécifie le comportement du collecteur de données. Les
états sont étiquetés avec les noms des collaborations auxquelles il y participe. Les transitions sont
étiquetées par les actions qui amènent le système à changer d’états. Le comportement du collecteur
de données commence à l’état Initial_state. Lorsque le collecteur de données envoie un message
Activate_Sensor, il passe à l’état Activation. A ce stade, il attend la réception de données (Informa-
tion_data) du capteur pour passer à l’état Collect. Par la suite, il décide d’activer un autre capteur
et passe à l’état Activation si nécessaire. Une fois les données sont collectées, il transfèrent les
informations au centre de données et passent à l’état Transfer_center et enfin à l’état Final_state.
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La deuxième étape de l’approche consiste à réaliser une transformation modèle-texte (M2T).
Cette transformation génère automatiquement un programme Promela à partir des modèles de ma-
chine à états finis communicante. Ce programme sera validé par le vérificateur de modèles SPIN.
Le programme Promela généré est constitué d’un ensemble de processus où chaque processus spé-
cifie le comportement d’un composant du WBSN. Le listing 6.1 décrit les variables globales et
les canaux de messages nécessaires, et le listing 6.2 décrit le code du processus correspondant au
collecteur de données et celui du processus Init.
# d e f i n e A c t i v a t e _ s e n s o r 1
# d e f i n e I n f o rma t i on_Da ta 2
# d e f i n e Reques t_Measure 3
# d e f i n e Measure_Data 4
# d e f i n e Trea tmen t 5
# d e f i n e Reques t_Data 6
# d e f i n e Data 7
# d e f i n e I n i t i a l _ S t a t e 12
# d e f i n e A c t i v a t i o n 13
# d e f i n e S en s o r i n g 14
# d e f i n e C o l l e c t 15
# d e f i n e T r a n s f e r _Cen t e r 16
# d e f i n e Co n s u l t a t i o n 17
# d e f i n e Dec i s i o n 18
# d e f i n e F i n a l _ S t a t e 30
chan Co l l e c t o r _ S e n s o r = [1] o f { mtype , b y t e } ;
chan Co l l e c t o r _C e n t e r = [1] o f { mtype , b y t e } ;
chan S e n s o r _Pa t i e n t = [1 ] o f { mtype , b y t e } ;
chan Doc tor_Cen te r = [1] o f { mtype , b y t e } ;
mtype { Co l l e c t o r , Sensor , Center , Doctor }
b y t e C o l l e c t o r _ S t a t e , S e n s o r _S t a t e , C e n t e r _ S t a t e
Listing 6.1 : Les variables globales et les canaux de messages.
p r o c t y p e Co l l e c t o r _A c t ( ) {
b y t e RCVD_Msg ;
C o l l e c t o r _ S t a t e= I n i t i a l _ S t a t e ;
do
: : ( C o l l e c t o r _ S t a t e== I n i t i a l _ S t a t e )
 > atomic { Co l l e c t o r _ S e n s o r ! Sensor ( A c t i v a t e _ s e n s o r )
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 > Co l l e c t o r _ S t a t e=A c t i v a t i o n }
: : ( C o l l e c t o r _ S t a t e==A c t i v a t i o n )
 > Co l l e c t o r _ S e n s o r ? C o l l e c t o r (RCVD_Msg )
 > (RCVD_Msg==In f o rma t i on_Da ta )
 > Co l l e c t o r _ S t a t e=Co l l e c t
: : ( C o l l e c t o r _ S t a t e==Co l l e c t )
 > i f
: : a tomic { Co l l e c t o r _ S e n s o r ! Sensor ( A c t i v a t e _ s e n s o r )
 > Co l l e c t o r _ S t a t e=A c t i v a t i o n }
: : a tomic { Co l l e c t o r _C e n t e r ! Cen t e r ( I n f o rma t i on_Da ta )
 >Co l l e c t o r _ S t a t e=T ran s f e r _Cen t e r }
f i
: : ( C o l l e c t o r _ S t a t e==T ran s f e r _Cen t e r )
 > Co l l e c t o r _ S t a t e=F i n a l _ S t a t e
: : ( C o l l e c t o r _ S t a t e==F i n a l _ S t a t e ) > break
od
}
i n i t {
run Co l l e c t o r _A c t ( ) ;
run Sen so r_Ac t ( ) ;
run P a t i e n t _ A c t ( ) ;
run Cen t e r_Ac t ( ) ;
run Doc tor_Ac t ( ) ;
}
Listing 6.2 : Le processus data collecteur et du processus Init.
6.1 Propriétés comportementales du système WBSN
Les propriétés comportementales (spécifications) sont les formules logiques temporelles que nous
définissons pour décrire les comportements souhaités que le système WBSN doit avoir. Un en-
semble de spécifications est décrit pour spécifier un comportement cohérent du système. Il est
fourni au vérificateur de modèles SPIN pour vérifier que le système a la liste des comportements
émergents décrits par l’ensemble de spécifications. Pour le système WBSN dédié à la surveillance
médicale, nous avons spécifié les propriétés comportementales (propriétés de correction) décrites
ci-dessous :
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 Le passage du collecteur de données active les capteurs pour réaliser les mesures des para-
mètres physiologiques et environnementaux.
 Une fois le capteur est activé, il doit effectuer la mesure d’un paramètre.
 Le collecteur de données doit collecter les informations avant de les transférer au centre
médical.
 Si le capteur est activé, les données mesurées seront transmises au collecteur de données.
 Si le capteur est activé, les données mesurées seront transmises après un temps fini au centre
médical.
 Le médecin ne peut fournir de traitement que si les données mesurées ont été transférées au
centre médical.
 Le patient ne peut recevoir de traitement que si le médecin a consulté le centre médical
 Les capteurs doivent être déjà alertés avant de mesurer un signe physiologique ou environne-
mental.
 Les données mesurées doivent être transférées au centre médical avant que les médecins ne
prennent une décision.
 Les données mesurées doivent être collectées avant leur transfert éventuel vers le centre mé-
dical.
 A la fin de l’exécution du système, les canaux de communication doivent être vides.
Certaines de ces propriétés exprimées dans des formules en logique temporelle linéaire sont
répertoriées dans le listing 6.3.
# d e f i n e C o l l e c t o r _ S t a r t ( C o l l e c t o r _ S t a t e== I n i t i a l _ S t a t e )
# d e f i n e Sensor_Measure ( S e n s o r _ S t a t e==Sen so r i n g )
# d e f i n e S e n s o r _A c t i v a t i o n ( S e n s o r _ S t a t e==A c t i v a t i o n )
# d e f i n e Pa t i en t _Measu r e ( P a t i e n t _ S t a t e==Sen so r i n g )
# d e f i n e C o l l e c t o r _ C o l l e c t i o n ( C o l l e c t o r _ S t a t e==Co l l e c t i o n )
# d e f i n e Cen t e r _T r a n s f e r ( C e n t e r _ S t a t e==T ran s f e r _Cen t e r )
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# d e f i n e Doc to r_Trea tmen t ( Doc t o r _ S t a t e==Dec i s i o n )
# d e f i n e P a t i e n t _ T r e a t e d ( P a t i e n t _ S t a t e==F i n a l _ S t a t e )
l t l prop1 { [ ] ( C o l l e c t o r _ S t a r t  > <> Sensor_Measure ) }
l t l prop2 { [ ] ( S e n s o r _A c t i v a t i o n  > <> Pa t i en t _Measu r e ) }
l t l prop3 { [ ] ( C o l l e c t o r _C o l l e c t i o n  > <> Cen t e r _T r an s f e r ) }
l t l prop4_1 { ( Sensor_Measure  > <> Co l l e c t o r _C o l l e c t ) }
l t l prop4_2 { ( Sensor_Measure  > <> Cen t e r _T r an s f e r ) }
l t l prop5 { ( Doc to r_Trea tmen t  > <> Cen t e r _T r an s f e r ) }
l t l prop6 { [ ] ( lDoc t o r _T r ea tmen t  > <> Pa t i e n t _ T r e a t e d ) }
l t l prop7 { Term_S ta t e  > Channels_Empty }
l t l prop8 { Sensor_Measure  > ( S e n s o r _A l e r t == A l e r t e d ) }
l t l prop9 { Pa t i en t _Measu r e  > ( P a t i e n t _ A l e r t == A l e r t e d ) }
l t l prop10 { Doc to r_Dec i s i on  > ( Data_Rec==Recorded ) }
Listing 6.3 : Les propriétés comportementales du système WBSN.
6.2 Vérification de modèles du système WBSN par SPIN
Le programme Promela décrivant le système WBSN est généré automatiquement par le processus
de transformation modèle-texte. Il s’agit d’un ensemble de processus où chaque processus spé-
cifie le comportement d’un composant du système. SPIN effectue des simulations aléatoires de
l’exécution du système. La simulation de l’exécution du système WBSN dans un environnement
concurrent par SPIN n’a détecté aucune erreur. Tous les processus terminent leur exécution sans er-
reurs, sans interblocages et sans cycles indéfinis. Les résultats de la simulation sont présentés dans
la figure (Fig. 6.8). La figure (Fig. 6.9) montre un scénario de la simulation aléatoire du système
WBSN exprimé par un diagramme de séquence. SPIN n’a également trouvé aucune erreur lors de
la vérification des composants du système sans les propriétés de correction (safety verification).
Les résultats de cette vérification sont montrés dans la figure (Fig. 6.10).
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Fig. 6.8 : Les résultats de la simulation aléatoire.
Fig. 6.9 : Un scénario de la simulation aléatoire du système WBSN.
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Fig. 6.10 : Les résultats de la vérification sans propriétés de correction.
Fig. 6.11 : Les résultats de la simulation.
Nous avons réalisé plusieurs simulations aléatoires du système WBSN en faisant varier à
chaque fois le nombre de capteurs attachés à un patient. Les résultats de ces simulations sont pré-
sentés dans le tableau 6.1. Ces résultats montrent que quel que soit le nombre de capteurs attribués
à un patient, la simulation se termine sans erreurs dans un temps fini. Les résultats ont montré
que l’exécution des comportements des composants du WBSN dans un environnement distribué ne
génère aucun message inattendu et que tous les messages transmis sont reçus. Ces résultats sont
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représentés par les courbes de la figure (Fig.6.11). De plus, les résultats montrent que la variation
du nombre de messages en fonction du nombre de capteurs est stable. Le nombre de messages ne
change pas pendant les différentes exécutions pour un nombre donné de capteurs. Il augmente avec






























































































































1 1 10 9 3 18 17 5 26 25 7 34 33 9 42
2 1 10 10 3 18 18 5 26 26 7 34 34 9 42
3 1 10 11 3 18 19 5 26 27 7 34 35 9 42
4 1 10 12 3 18 20 5 26 28 7 34 36 9 42
5 2 14 13 4 22 21 6 30 29 8 38 37 10 46
6 2 14 14 4 22 22 6 30 30 8 38 38 10 46
7 2 14 15 4 22 23 6 30 31 8 38 39 10 46
8 2 14 16 4 22 24 6 30 32 8 38 40 10 46
Tab. 6.1 : Résultats de la simulation.
La table 6.2 montre la variation du temps de la simulation en fonction du nombre de capteurs
assignés à un patient. Ces résultats montrent que le temps de simulation est fini et stable pour un
nombre donné de capteurs pendant toutes les exécutions (Fig.6.12).









































1 1,98 3 2,94 5 3,91 7 4,97 9 5,93
1 1,95 3 3,03 5 3,88 7 5,01 9 5,88
1 1,89 3 3,05 5 3,9 7 4,99 9 5,86
1 1,90 3 2,99 5 3,85 7 4,93 9 5,91
2 2,46 4 3,68 6 4,45 8 5,42 10 6,38
2 2,41 4 3,73 6 4,42 8 5,38 10 6,42
2 2,33 4 3,70 6 4,48 8 5,44 10 6,39
2 2,38 4 3,63 6 4,41 8 5,4 10 6,44
Tab. 6.2 : Variation du temps de simulation.
Fig. 6.12 : Variation du temps de simulation.
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Au cours de la vérification exhaustive des propriétés comportementales, SPIN vérifie si ces
propriétés d’exactitude exprimées dans les formules en logique temporelle linéaire (LTL) sont va-
lides pour le modèle du système. Pour le système WBSN, nous avons combiné le programme Pro-
mela issu du processus M2T avec les propriétés de correction exprimées dans LTL. Ensuite, nous
avons effectué la vérification des propriétés d’exactitude décrites au paragraphe 6.1. Le vérificateur
de modèles SPIN montre que les propriétés spécifiées sont valides pour les comportements dérivés
du système. Les résultats de la vérification sont illustrés par la figure (Fig. 6.13).
Fig. 6.13 : Les résultats de la vérification des propriétés comportementales.
7 Conclusion
Dans ce chapitre, nous avons présenté l’architecture d’un réseau de capteurs WBSN pour la sur-
veillance médicale. Cette architecture a été conçue pour assurer le suivi des fonctions vitales dans
différents scénarios de fonctionnement. L’architecture WBSN est basée sur l’utilisation de nœuds
capteurs, pour mesurer les paramètres vitaux du corps humain, en combinaison avec un collec-
teur de données mobile, pour collecter les données mesurées et les transmettre au centre médical.
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Nous avons appliqué l’approche proposée dirigée par les modèles pour dériver le comportement
approprié de chaque nœud dans le système WBSN à partir du comportement global du système.
Les messages de coordination sont inclus dans les comportements dérivés du système pour assurer
la synchronisation globale et la coordination entre les différents composants du WBSN. Ce pro-
cessus de dérivation peut jouer un rôle important dans le développement d’applications WBSN en
augmentant le niveau d’abstraction et en augmentant la réutilisation du comportement dérivé sur
plusieurs plateformes. Il est également possible de traiter les différents scénarios sans avoir besoin
d’une nouvelle conception du système.
Nous avons utilisé l’approche proposée dans le chapitre 5 pour vérifier et valider les compor-
tements dérivés duWBSN. La vérification et la validation des comportements dérivés permettent de
s’assurer que la collaboration de ces comportements répond aux exigences initiales. Ce processus
de vérification dirigé par les modèles est principalement basé sur des transformations automatiques
des modèles dérivés du WBSN en modèles spécifiques requis par le vérificateur de modèles. Un
programme Promela est ensuite obtenu à partir de ces modèles spécifiques au moyen d’une transfor-
mation modèle-texte. Le programme Promela généré est combiné avec les propriétés de correction
pour effectuer une analyse et une vérification du système.
La simulation aléatoire des comportements dérivés du système WBSN effectuée par le vé-
rificateur de modèles SPIN nous a permis d’explorer plusieurs scénarios d’exécution du système.
Les résultats ont montré que les exécutions de ces comportements dans un environnement distribué
ne génèrent aucun message inattendu et que tous les messages transmis sont reçus. L’exécution ne
mène à aucun blocage, elle se termine toujours de manière sûre et ne génère pas d’erreurs d’exécu-
tion. La vérification des propriétés comportementales par SPIN a montré l’absence d’erreurs et que
les comportements dérivés satisfont la spécification globaleWBSN. Toutes les propriétés de correc-
tion exprimées sur le comportement global de WBSN sont valides pour les comportements dérivés.
Cette vérification nous a permis de valider le processus de dérivation du WBSN. En conclusion, on
peut dire que le processus de dérivation et sa vérification constituent une approche robuste et fiable
pour le développement et la maintenance des systèmes WBSN.
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Chapitre 7
Conclusions et Perspectives
Au cours de cette thèse, nous nous sommes intéressés à l’ingénierie des modèles et plus précisé-
ment à la transformation des modèles des exigences en modèles conceptuels. Le point de départ a
été de présenter un état de l’art relatif à l’ingénierie des modèles (IDM) et les concepts manipulés
par ce paradigme de l’ingénierie logicielle. Nous avons présenté l’approche MDA et ses trois ni-
veaux d’abstraction et les techniques de transformations adoptées dans les travaux de recherche en
IDM (MDE) et MDA. Par la suite, nous avons cité quelques travaux ayant utilisés l’approche IDM
pour le développement des systèmes informatiques. Mais ces travaux se sont concentrés plus sur
les transformations de bas niveaux dans la hiérarchie de conception d’une application à savoir le
passage du niveau conceptuel vers le niveau de déploiement et plus précisément des modèles PIM
en modèles PSM et des modèles PSM vers du code.
Cependant, peu de travaux se sont intéressés aux transformations de haut niveau d’abstrac-
tion en IDM, à savoir la transformation des modèles des exigences en modèles conceptuels d’une
part. D’autre part, les systèmes informatiques deviennent de plus en plus complexes. Le compor-
tement global de ces systèmes n’est pas réalisé par un seul composant mais par la collaboration
d’un ensemble de composants ou de rôles. Un tel comportement peut être décomposé en un en-
semble de comportements partiels réalisés par les différents composants du système. Le processus
de dérivation du comportement des composants ou entités du système est très important dans le
développement des systèmes distribués et les applications distribuées.
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La transformation du modèle des exigences en modèles conceptuels et la dérivation du com-
portement des composants ou rôles d’un système sont très utiles dans la conception des systèmes
informatiques. Ainsi, il est nécessaire de définir une approche de transformation pour dériver au-
tomatiquement le comportement des rôles du système à partir de la spécification globale du com-
portement du système, modélisé par les modèles des exigences. Un tel processus de dérivation
automatique peut conduire à des systèmes valides et robustes en évitant les erreurs introduites par
les activités de conception manuelle.
1 Contributions
Les travaux présentés dans cette thèse ont pour objectif de contribuer à apporter une solution dans
les domaines de la transformation des modèles des exigences et la dérivation du comportement
d’un système et plus particulièrement un système distribué. Les systèmes distribués ont leurs carac-
téristiques spécifiques, telles que l’échange de messages et les collaborations entre les composants
distribués, qui doivent être prises en compte lors du processus de dérivation. Nous nous sommes
intéressés aux phases initiales du développement d’un système distribué, en particulier dans le pro-
cessus d’obtention de l’aspect conceptuel d’un système à partir de ses exigences globales. C’est un
processus très important dans le développement de systèmes complexes et leur dérivation automa-
tique.
Pour ce faire, nous avons proposé une approche qui traite l’automatisation du processus de
transformation des méta-modèles et dérive le comportement des composants d’un système donné
à partir des exigences globales du système. Les exigences définissent le comportement global du
système. Elles sont modélisées en utilisant un diagramme d’activités UML étendu, tandis que le
comportement des composants est dérivé sous la forme de machines à états-transitions distribuées.
L’approche proposée est basée sur la définition du méta-modèle source approprié (méta-modèle
des exigences), la définition du méta-modèle cible relatif au niveau conceptuel et la définition des
règles qui régissent la transformation au cours du processus de dérivation.
Le processus de dérivation proposé est basé sur la transformation par méta-modèles. Ce pro-
cessus est régi par un ensemble de règles de transformation. Il transforme le comportement global
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du système décrit par un diagramme d’activités UML, étendu avec les collaborations, en compor-
tements de rôles du système représentés par des machines à états-transitions UML. Les éléments
de base du comportement global du système sont des collaborations entre les composants ou les
rôles du système. Nous avons utilisé les collaborations parce qu’elles sont très appropriées pour
modéliser les exigences. Elles fournissent un cadre structurel qui peut incarner à la fois les com-
portements des rôles et les interactions entre ces rôles nécessaires pour accomplir un service. Ce
processus intègre les messages de coordination appropriés entre les comportements de rôles dé-
rivés et nécessaires pour le fonctionnement cohérent du système. Une étude de cas d’application
de télédiagnostic en neurosciences a été utilisée pour montrer le fonctionnement de l’approche de
transformation et de dérivation du comportement des rôles du système.
Une mise en œuvre de l’approche de dérivation proposée a été réalisée sur la plateforme
Eclipse avec le langage de transformation de modèles ATL (Atlas Transformation Language). La
mise en œuvre pour chaque niveau de transformation, à savoir du modèle des exigences vers le
modèle conceptuel ou du modèle conceptuel vers le modèle dépendant d’une plateforme exige :
(i) la représentation du méta-modèle source, du méta-modèle cible et du modèle source instance
du méta-modèle source ;
(ii) l’application des règles de transformation de modèles spécifiés dans le langage ATL sur le
modèle source. Cette phase génère les modèles résultats par exemple, une machine à états-
transitions décrivant le comportement de chaque rôle du système. Le modèle obtenu est
conforme au méta-modèle cible.
L’approche de dérivation de comportement présentée se focalise sur les premières phases de
développement d’un système distribué, en particulier l’obtention d’une conception d’un système
à partir de sa spécification des exigences globales. Les comportements dérivés du système s’exé-
cutent dans un environnement distribué et collaborent pour atteindre le comportement global du
système. Les aspects de concurrence rendent ces applications difficiles à développer et à vérifier.
Ainsi, le défi le plus important consiste à trouver les moyens et les outils nécessaires afin de de
garantir que ces comportements dérivés fonctionnent sans erreurs. La vérification de modèles est
l’une des méthodes formelles les plus puissantes utilisées pour la vérification des systèmes concur-
rents et distribués. Dans cette perspective, nous avons proposé une approche dirigée par les modèles
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pour la vérification des comportements dérivés du système. Cette approche de vérification consiste
à vérifier si le système dérivé en question se comporte tel qu’il a été conçu pour se comporter.
La première étape de la vérification de modèles consiste à décrire un modèle du système
à vérifier. Le défi consiste à écrire un modèle qui ne décrit que les caractéristiques pertinentes du
système entier, et qu’il soit suffisamment détaillé pour représenter fidèlement le système. Dans l’ap-
proche de dérivation proposée, ces modèles sont automatiquement dérivés du comportement global
du système. Il n’y a aucun temps à consacrer à la conception de ces modèles et à s’assurer qu’ils
décrivent suffisamment le système. Cette décomposition automatique réduit la complexité du sys-
tème pour la vérification. Elle génère un ensemble de modèles décrivant plusieurs comportements
concurrents dans le système qui ont exactement le même comportement que celui du système en
entier, donc seule une telle séquence de modèles doit être vérifiée.
L’approche de vérification dirigée par les modèles est principalement basée sur une transfor-
mation automatique des composants du système (modèles de conception) en modèles spécifiques à
la vérification. Un ensemble de règles est requis pour réaliser cette transformation de modèles. Un
programme Promela est généré à partir de ces modèles spécifiques. Le résultat est combiné avec
les propriétés comportementales pour réaliser l’analyse et la vérification du système.
Le travail présenté dans cette thèse contribue également à la conception et la validation des
applications de surveillance médicale basés sur les WBSNs. Nous avons proposé une architecture
composée de nœuds hétérogènes pour construire un système de surveillance médicale préventive.
Le système de surveillance médicale proposé est conçu pour effectuer une surveillance quotidienne
et continue ainsi que des contrôles spécifiques pour les patients dans un hôpital. Nous avons défini
un modèle pour décrire le comportement global du systèmeWBSN. L’approche d’ingénierie dirigée
par les modèles pour la dérivation a été adoptée pour dériver le comportement des composants du
système WBSN (capteurs, collecteurs de données, etc.) à partir des exigences globales du WBSN.
Elle permet d’augmenter la dynamique du système par la dérivation automatique du comportement
pour les différents scénarios de fonctionnement de l’hôpital. Dans un deuxième temps, nous avons
utilisé l’approche de vérification proposée pour valider et vérifier les résultats du processus de
dérivation. Cette approche de vérification est nécessaire pour vérifier si le système obtenu après
la transformation se comporte correctement selon sa spécification globale afin d’augmenter les
performances du système.
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2 Perspectives et Extensions
Plusieurs perspectives ont été identifiées nous permettant d’envisager une suite pour nos travaux.
Nous énumérons quelques-unes dans les points suivants :
1. Nous proposons de compléter le processus de dérivation par le traitement des conditions
au niveau des structures de choix et de répétition. Cette extension nécessitera l’introduction
de nouveau messages de coordination nécessaires pour le bon fonctionnement du système.
Le traitement des interruptions est très important dans le fonctionnement d’un système. Par
conséquent, il est intéressant d’inclure ce traitement au niveau de notre approche de transfor-
mation pour qu’elle puisse traiter un modèle des exigences complet décrivant le comporte-
ment d’un système.
2. Dans le contexte de l’approche proposée pour la transformation du modèle des exigences
en modèles conceptuels, nous nous sommes intéressés à la transformation du comportement
global du système. Ce comportement est modélisé par un diagramme d’activités étendu par
les collaborations. Nous proposons d’étendre l’approche de transformation au comportement
interne des collaborations, notamment les interactions entres les rôles participants dans une
collaboration. Cette extension consiste à développer le processus de dérivation du comporte-
ment détaillé d’une sous-collaboration. Cette dérivation sera réalisée par la transformation du
diagramme de séquences décrivant les interactions entre les rôles d’une sous-collaboration.
La transformation du comportement interne des collaborations permettra l’obtention d’auto-
mates d’états-transitions plus complets décrivant le comportement local des différents rôles.
3. La génération automatique de code vers différentes plateformes est très importante. Elle
contribuera à renforcer l’approche et permettra de concevoir des systèmes plus robustes du-
rant toutes les phases du processus de développement depuis l’élaboration des besoins jus-
qu’à le déploiement sur une plateforme d’exécution.
4. La définition d’outils graphiques pour la représentation des modèles sources permettra de
faciliter la tâche à l’utilisateur pour représenter ses modèles d’une part. D’autre part, ces
outils graphiques vont permettre la conversion des modèles issus des transformations sous
forme XMI en modèles graphiques plus lisibles et simple à interpréter par l’utilisateur.
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5. La complexité croissante des systèmes distribués ainsi que le changement des conditions
d’exploitation exigent de prendre en compte ces changements pour le système déjà existant.
Une solution possible que nous envisageons est l’utilisation de mécanismes pour effectuer
des adaptations comportementales ou des changements dans les systèmes en cours d’exécu-
tion. Cette solution est appelée adaptation dynamique. Généralement, les modifications sont
introduites à un niveau élevé (niveau de spécification des exigences) avant d’être propagées
aux composants du système existant. Dans les travaux futurs, nous prévoyons d’étendre ce
travail en incluant l’adaptation dynamique du comportement dérivé aux différents change-
ments de fonctionnement que le système peut avoir. Nous proposons d’utiliser une approche
dirigée par les modèles pour traiter les changements dynamiques dans les spécifications du
système distribué et pour propager les modifications aux différents composants existants du
système. Cette approche sera constituée d’un processus de détection de changement, de mo-
dification du comportement et de dérivation automatique des comportements des composants
correspondants. Elle concerne principalement la capacité des systèmes logiciels à s’adapter
aux changements dans leurs spécifications globales. Cette nouvelle approche consiste en une
architecture de processus, un ensemble de composants pour assurer la conformité structu-
relle et comportementale des comportements dérivés du système après les changements, et
un algorithme d’adaptation pour permettre l’adaptation dynamique. Elle traite de l’évolu-
tion dynamique d’une spécification globale d’un système et de la dérivation automatique du
comportement des composants d’un système pendant son cycle de vie.
6. Notre architecture WBSN consiste en un ensemble de patients placés au hasard dans les ser-
vices hospitaliers, et un ensemble d’infirmiers équipées de collecteurs de données pour col-
lecter périodiquement les données mesurées. Le déploiement de ces collecteurs de données
dans l’hôpital et leur parcours peuvent être définis de manière statique par l’administrateur.
Cette stratégie peut générer des temps de collecte assez importants. Par conséquent, nous
suggérons l’utilisation d’une solution formelle et distribuée pour réaliser un déploiement dy-
namique des collecteurs de données afin de recueillir les données mesurées. Cette solution
peut assurer une charge de travail équitable entre tous les collecteurs de données. Elle vise
également à identifier le parcours minimal pour chaque collecteur dans le système WBSN.
Nous utiliserons une méthode formelle de jeu de coalitions afin d’établir des coalitions de
patients et d’infirmiers en fonction de leurs emplacements géographiques dans l’hôpital. Le
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caractère coopératif de cette solution permettra d’atteindre les performances globales du sys-
tème en termes de couverture totale des patients et d’équité des soins entre les infirmiers.
Cette approche de calcul de parcours distribuée sera ensuite incorporée dans le comporte-
ment du collecteur de données.
7. Dans l’architecture proposée du système WBSN, les patients sont suivi par un collecteur de
données qui accumule et traite les données d’un ensemble de capteurs médicaux et environ-
nementaux. Ces données mesurées sont relayées ensuite au centre médical. Cette architecture
est conçue pour faciliter un diagnostic accéléré des maladies et pour fournir une efficacité et
une précision accrues dans le processus de suivi des patients. Nous projetons d’étendre cette
architecture afin de créer un aspect de sécurité dans le suivi des patients à tout moment en
fournissant une attention particulière aux cas d’urgence. Le système surveillera les alarmes
déployées en cas d’anomalies observées dans le système. L’existence de plusieurs anoma-
lies permet aux personnels soignants de travailler de manière coopérative. Cette approche
réduit la charge de travail qui est assignée à chacun d’eux et minimise ainsi la durée de leur
intervention. Dans cet objectif, nous voulons modéliser et traiter la coopération entre les dif-
férents acteurs du système WBSN pour la gestion et le suivi des alarmes pour répondre aux
cas d’urgence. Pour atteindre cet objectif, nous devrions considérer les contraintes de temps,
d’espace et de disponibilité des acteurs lors d’une intervention. Nous prévoyons de mini-
miser le temps nécessaire aux médecins, aux infirmiers et aux techniciens pour faire face à
ces situations d’urgence. Le problème consiste à déterminer la meilleure stratégie pour que
les participants coopèrent les uns avec les autres en temps réel pour remédier aux anomalies
constatées. Le problème peut être considéré comme un problème de théorie des jeux avec
des acteurs coopératifs : les médecins, les infirmiers et les techniciens.
8. Nous prévoyons également de vérifier l’évolutivité de cette approche en testant plusieurs
systèmes distribués. Cette vérification devra nous permettre de rendre cette approche dirigée
par les modèles pour la dérivation et la vérification plus efficace, en termes de modèles sur
lesquels elle peut raisonner, de temps et de l’espace qu’elle requiert.
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