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PERSISTENCE OF SUMS OF CORRELATED INCREMENTS
AND CLUSTERING IN CELLULAR AUTOMATA
HANBAEK LYU AND DAVID SIVAKOFF
ABSTRACT. We consider sums of increments given by a functional of a stationary Markov
chain. Letting T be the first return time of the partial sums process to (−∞,0], under
general assumptions, we determine the asymptotic behavior of the survival probability,
P(T ≥ t ) ∼ C t−1/2 for an explicit constant C . Our analysis is based on a connection be-
tween the survival probability and the running maximum of the time-reversed process,
and relies on a functional central limit theorem for Markov chains. Our result extends the
classic theorem of Sparre Anderson on sums of mean zero and independent increments
to the case of correlated increments. As applications, we recover known clustering re-
sults for the 3-color cyclic cellular automaton and the Greenberg-Hastings model in one
dimension, and we prove a new clustering result for the 3-color firefly cellular automaton.
1. INTRODUCTION
Let (St )t∈Z+ be a discrete-time real valued stochastic process with S0 = r , and for now
let us assume r = 0. For ` ≤ 0, let T` = inf{t ≥ 1 : St ≤ `} be the first passage time to
(−∞,`]. The survival probability P(T` ≥ t ), or the persistence of the process, has been
extensively studied as a means of understanding non-equilibrium systems such as Ising
or Potts models, diffusion equations and fluctuating interfaces (for surveys, see [7], [3]).
The classical setting is to take St to be the sum of t i.i.d. increments. A cornerstone re-
sult, known as Sparre-Anderson’s formula (see e.g., [1] and Theorem XII.7.1 in [11]), gives
the generating function of the probabilities P(T0 ≥ t ) in terms of that of t−1P(St ≤ 0). That
is, for all u ∈ [0,1),
F (u) :=∑
t≥0
P(T0 ≥ t )ut = exp
(∑
t≥1
P(St ≤ 0) u
t
t
)
. (1)
A stronger form of (1) is known as Spitzer’s identity [22].
If P(St ≤ 0)= ρ ∈ (0,1) for all large enough t , then (1) gives F (u)∼ (1−u)ρ as u → 1−, so
a Tauberian theorem for monotonic sequences (Theorem XIII.5.5 in [11]) gives
P(T0 ≥ t )∼ tρ−1/Γ(ρ). (2)
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In the case of the simple symmetric random walk, that is, when St =∑tk=1ηk and (ηk )k≥1
are i.i.d. uniform on {−1,1}, the classic computation
F (u)=
(
1
1−u −
1−
p
1−u2
u(1−u)
)
∼
√
2
1−u as u → 1
−
gives
P(T0 ≥ t )∼
p
2/pit . (3)
Many classical results of random walks with i.i.d. increments has been generalized to
broader classes of random walks with correlations between increments. One such class
of processes are called Markov additive processes (MAPs), which is a two dimensional
Markov process (St ,Et ), where St is a real-valued additive process and Et is an underlying
state variable. Various aspects of MAPs have been studied, including analogues of Spitzer’s
identity and Wiener-Hopf factorization. See, for example, Presman [21] and Arjas and
Speed [2] for discrete time MAPs, and Klusik and Palmowski [17] and Ivanovs [15] for more
recent accounts of continuous time MAPs. To our knowledge, a precise analogue of (3) for
MAPs has not been derived explicitly in the literature.
In the present paper, we obtain an analogue of (3) for a special case of discrete time
MAPs, namely the additive functionals of Markov chains [5], where the increments Sn+1−
Sn are given by a functional of the underlying state, g (En). Our approach relies on a sim-
ple combinatorial observation, given in Lemma 2.1, which allows us to relate the survival
probability to the running maximum of a time-reversed random walk, which is a well-
understood process. This relationship (Theorem 1) holds for the general case of station-
ary processes. To obtain the desired asymptotic in Theorem 2, a functional central limit
theorem for additive functionals of Markov chains is used to extract the asymptotic of the
expected running maximum of a time-reversed process.
We now give precise statements of our main results. Consider a bi-infinite discrete-
time stationary process (Xt )t∈Z on general state space (X,F ). Let P denote the law of
the process and E denote expectation with respect to P. Let g : X→ R be a measurable
function with E(g (X0)) = 0. Define the random walk (St )t≥0 by St = St−1+ g (Xt ) for t ≥ 1
with initial condition S0 = r . For each r ∈ R, x ∈X, and t ≥ 0, define survival probabilities
Qx (r, t ) and Q•(r, t ) by
Qx (r, t ) :=P(S1 ≥ 0, · · · ,St ≥ 0 |S0 = r, X0 = x), and
Q•(r, t ) :=P(S1 ≥ 0, · · · ,St ≥ 0 |S0 = r ). (4)
Define the backward random walk ( ~St )t≥0 by ~St =∑−1s=−t g (Xs) for t ≥ 1 and ~S0 = 0, and the
backward running maximum ~M(t ) by
~M(t )= max
0≤k≤t
~Sk (5)
for t ≥ 0.
Our key observation is the following general relation between the asymptotic behavior
of the expected backward running maximum and the survival probability integrated over
starting position, r .
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Theorem 1. Let Q•(r, t ) and ~M(t ) be defined as in (4) and (5). For any constants C > 0 and
ρ ∈ (0,1), the following two statements are equivalent:
(i) E( ~M(t ))∼C t 1−ρ ,
(ii)
∫∞
0 Q
•(−r, t )dr ∼ ρC t−ρ .
Theorem 1 is useful because in many cases the asymptotics of E( ~M(t )) are easily acces-
sible via a functional central limit theorem, so we can obtain the precise asymptotics for
the integrated survival probability.
Now we take (Xt )t∈Z to be a strictly stationary Markov chain onXwith transition kernel
P and unique stationary measure pi. Suppose E(g (X0)2)<∞ and the following quantity
γ2g :=Var[g (X0)]+2
∞∑
k=1
Cov[g (X0), g (Xk )] (6)
is finite. Here γ2g is called the limiting variance of the additive processes Sn and also for
~Sn . Further assume that the time-reversed chain (X−t )t≥0 is ergodic. Then the scaling
limit of the backward running maximum ~M(t ) is readily accessible by a functional central
limit theorem for Markov chains. Namely, if we let [ ~S](·) : [0,∞) → R denote the linear
interpolation of the points ((t , ~St ))t≥0, then(
t−1/2[ ~S](t s) : 0≤ s ≤ 1) d−→ γg B
as t →∞, where B = (Bs : 0≤ s ≤ 1) is the standard Brownian motion and γg =
√
γ2g . See,
for example, Corollary 3 of Dedecker and Rio [8] or Theorem 17.4.4 of Meyn and Tweedie
[20]. From this and uniform integrability, which is proved in [8], we get
E( ~M(t ))∼ γg
√
2t
pi
. (7)
This, combined with Theorem 1, gives the following result.
Theorem 2. Suppose E(g (X0)2)<∞, γg ∈ (0,∞), and (X−t )t≥0 is ergodic. Then we have∫ ∞
0
Q•(−r, t )dr ∼ γgp
2pi
t−1/2. (8)
We emphasize that Theorem 2 applies even when the increments have long-range cor-
relation, as opposed to the classical Sparre-Anderson setting with independent incre-
ments.
As an application of Theorem 2, we establish a clustering behavior of the 3-color firefly
cellular automaton (FCA) on the one dimensional integer lattice Z. The FCA was intro-
duced recently by the first author as a discrete model for pulse-coupled oscillators [19].
Namely, let G = (V ,E) be a simple graph and an initial 3-coloring X0 : V → Z3 is given.
The 3-color FCA trajectory (X t )t≥0 on G is a discrete-time dynamical process generated
by iterating the following transition map
(FCA) X t+1(v)=
{
X t (v) if X t (v)= 2 and ∃u ∈N (v) s.t. X t (u)= 1
X t (v)+1 (mod 3) otherwise,
(9)
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where N (v) denotes the set of all neighbors of v in G . (See Section 4 for backgrounds and
details.) We show that if the discrete oscillators form an infinite array whose colors are
initialized at random, then they tend to synchronize locally. More precisely, we obtain the
following asymptotic of the probability of local disagreement.
Theorem 3. Let G =Z be the one-dimensional integer lattice with nearest-neighbor edges.
Let (X t )t≥0 be the 3-color FCA trajectory onZ, where X0 is a random 3-coloring drawn from
the uniform product measure on (Z3)Z. Then for any x ∈Z, as t →∞, we have
P(X t (x) 6= X t (x+1))∼
√
8
81
t−1/2. (10)
This paper is organized as follows. In Section 2 we prove Theorems 1 and 2. For the
special case when the state space X is finite, we give an explicit formula for the limiting
variance γ2g in Proposition 3.3. Furthermore, when the functional g is integer-valued, we
give asymptotic relations of various survival probabilities Qx ( j , t ), which allows us to ex-
tract their asymptotics from Theorem 2. In Section 4, we apply our results to study asymp-
totic behavior of three 3-color cellular automata models of excitable media on Z, namely,
the cyclic cellular automaton (CCA), the Greenberg-Hastings model (GHM), and the FCA.
We readily recover known results for CCA and GHM, and prove Theorem 3 for the FCA.
2. PROOF OF MAIN RESULTS
In this section we prove the main results, Theorems 1 and 2. The key thread connecting
the two different quantities in Theorem 1 is provided in the following simple lemma.
Lemma 2.1. Let Q•(r, t ) and ~M(t ) be defined as in (4) and (5). Then for all r > 0 and t ∈N,
P( ~M(t )− ~M(t −1)≥ r )= Q•(−r, t −1). (11)
Proof. Fix t ≥ 1, and let Sk = S0+
∑k
j=1 g (X j ) for all 1 ≤ k ≤ t . Consider the time-reversed
sequence (g (Xt ), g (Xt−1), · · · , g (X1)). For 1≤ k ≤ t , denote by Mk the maximum of the first
k partial sums of this sequence,
Mk = max
1≤ j≤k
(
g (Xt )+·· ·+ g (Xt− j+1)
)
= max
1≤ j≤k
(
St −St− j
)
= St − min
1≤ j≤k
St− j ,
and note that Mk does not depend on S0 for any 1≤ k ≤ t . Then since r > 0, observe
{Mt −Mt−1 ≥ r } = {min{S1,S2, · · · ,St−1}−min{S0,S1,S2, · · · ,St−1}≥ r }
= {S1 ≥ r +S0, S2 ≥ r +S0, · · · ,St−1 ≥ r +S0} .
If we assume S0 =−r , then we have
P(Mt −Mt−1 ≥ r )= Q•(−r, t −1).
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To finish the proof, note that by the stationarity of (Xt )t∈Z, for each fixed t ≥ 1, the random
vectors (Xt ,Xt−1, · · · ,X1) and (X−1,X−2, · · · ,X−t ) have the same joint distribution. Thus so
do (M1, M2, · · · , Mt ) and ( ~M(1), ~M(2), · · · , ~M(t )). Hence the assertion follows. 
The proof of the above lemma was inspired by analyzing a class of one-dimensional
cellular automata and their embedded particle systems in two different perspectives. We
discuss more in this direction in Section 4.
In what follows, we will make use of a Tauberian theorem for power series, which we
state in Theorem 2.2 below.
Theorem 2.2 (Theorem XIII.5.5 in [11] ). Let (qn)n≥0 be a sequence of positive reals and
suppose that
Q(u) :=
∞∑
n=0
qnu
n
converges for all u ∈ [0,1). If L varies slowly at infinity and 0≤ ρ <∞, then each of the two
relations
Q(u)∼ (1−u)−ρL((1−u)−1) as u → 1−
and
n−1∑
k=0
qk ∼
nρ
Γ(ρ+1) L(n) as n →∞
are equivalent. Furthermore, if (qn)n≥0 is monotone and 0 < ρ <∞, then the first relation
is equivalent to
qn ∼ n
ρ−1
Γ(ρ)
L(n) as n →∞.
Now we are ready to give a proof of Theorem 1.
Proof of Theorem 1. Define e(t )= ~M(t +1)− ~M(t ) for t ≥ 0. Since ~M(t ) is non-deceasing
in t , e(t ) ≥ 0 for all t ≥ 0. By integrating both sides of (11) over r ∈ (0,∞) with respect to
the Lebesgue measure, and using the fact that both integrands are bounded by 1 at r = 0,
we get
E(e(t ))=
∫ ∞
0
P(e(t )≥ r )dr =
∫ ∞
0
Q•(−r, t )dr.
Hence it suffices to show the assertion with the integrated survival probability replaced by
E(e(t )). Moreover, note that the above equation implies that E(e(t )) is non-increasing in t ,
since the integrand Q•(−r, t ) is non-increasing in t .
Now define G(u) and H(u) to be the generating functions for E(e(t )) and E( ~M(t )) (not-
ing that ~M(0)= 0):
G(u)=
∞∑
t=0
E(e(t ))ut , H(u)=
∞∑
t=1
E( ~M(t ))ut , (12)
where u ∈ [0,1). By linearity of expectation we have E( ~M(t ))=∑t−1k=0E(e(k)), so
H(u)=
∞∑
t=1
t−1∑
k=0
E(e(k))ut =
∞∑
k=0
E(e(k))
∞∑
t=k+1
ut = u(1−u)−1
∞∑
k=0
E(e(k))uk = u(1−u)−1G(u).
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Hence it follows that
lim
u→1−(1−u)
ρG(u)= lim
u→1−(1−u)
1+ρH(u),
whenever one of the two limits exists. The assertion follows from the monotonicity of
E( ~M(t )) and E(e(t )), Theorem 2.2, and the fact that Γ(1+ρ)/Γ(ρ)= ρ. ■
Now in order to prove Theroem 2, it suffices to compute the desired asymptotic of
E( ~M(t )). This can be achieved easily by a functional central limit theorem for Markov
chains.
Proof of Theorem 2. By assumption, the backward chain (X−t )t≥0 is strictly stationary
and ergodic. Moreover, the associated partial sums process ~Sn also has the same limiting
variance γ2g as the forward process, which is assumed to be finite. Hence by a functional
CLT for Markov chains (Corollary 3 of [8]), we have
~M(t )
γg
p
t
d−→ max
0≤s≤1 Bs as t →∞. (13)
Moreover, Proposition 1 of [8] implies that the sequence (t−1/2 ~M(t ))t≥1 is uniformly inte-
grable. Hence we get
lim
t→∞
E( ~M(t ))
γg
p
t
=
∫ ∞
0
P(|Z | > r )dr =
√
2
pi
, (14)
where Z ∼N (0,1) is the standard normal random variable. This shows the desired asymp-
totic for E( ~M(t )). ■
Remark 2.3. (Skip-free walks) An integer-valued random walk Sn is called upward (resp.,
downward) skip-free if the only positive (resp., negative) value that its increment can take
is 1 (resp., −1). Downward skip-free walks with i.i.d. increments naturally arise in the
context of M/G/1 queue at departure times of customers (see [18], p. 267), and also in the
breadth-first-search process of branching processes [23]. The most relevant discussion
about survival probabilities of (downward) skip-free random walks with i.i.d. increments
can be found in Aurzada and Simon [3]. The discussion is based on the following so-
called random walk hitting time theorem (see e.g., [24]). If the increments take values
from {−1,0,1,2, · · · }, then this theorem states that
Q•(k, t )= k+1
t
P(St = k+1). (15)
Then a local limit theorem gives the asymptotic of P(St = k+1), and hence that of Q•(k, t ).
On the other hand, our Theorem 2 is well-suited to handle the case of upward skip-free
walks, with increments taking values in {· · · ,−2,−1,0,1}. In this case, we have∫ ∞
0
Q•(−r, t )dr = Q•(−1, t ),
since the only positive step is 1, and all steps are integer valued. Therefore, Theorem 2
gives the precise asysmptotic of Q•(−1, t ) for upward skip-free walks.
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3. COMPUTATION AND EXAMPLES
Note that Theorem 2 applies whenever the state spaceX is finite and the Markov chain
(Xt )t∈Z is stationary and ergodic. We assume this throughout this section and provide an
explicit formula for the limiting variance γ2g as well as some examples. Before we get to
the general case, we first give some preliminary examples to illustrate computation for the
general case.
Example 3.1. (Persistent random walks.) Take X = {−1,1} and let (Xn)n≥0 be a Markov
chain on X with transition matrix P = (ai j ) and stationary measure pi. Let g : X→ Z be
the identity map. Since we require g (X0) has mean zero under the stationary measure, we
need to have pi= (1/2,1/2). This implies P is of the form
P =
[
α β
β α
]
=
[
1 1
0 −1
][
1 0
0 α−β
]
1
2
[
1 1
0 −1
]
for some 0≤α,β≤ 1 withα+β= 1. The resulting random walk (Sn)n≥0 is called a persistent
(resp., anti-persistent) random walk if α > β (resp. α < β). In words, its next increments
keep the same sign with probability α and flips with probability β. This process is related
to the telegrapher’s equation and is first introduced by Kac [16]. A special case is when
α=β, in which case (Sn)n≥0 is the simple symmetric random walk.
A direct computation shows
Cov(X0Xk )= E(X0Xk )= (α−β)k ∀k ≥ 0,
so we have
γ2g = 1+2
α−β
1− (α−β) =α/β.
Hence Theorem 2 gives
Q•(−1, t )∼
√
α
2piβ
t−1/2.
Noting that Q•(−1, t )= (1/2)Q1(0, t −1), this yields
Q1(0, t )∼
√
2α
piβ
t−1/2,
which agrees with (3) in the special case of α=β. N
Example 3.2. (Markovian increments on X = {−1,0,1}.) Let X = {−1,0,1} and let (Xn)n≥0
be a Markov chain on X with transition matrix P = (ai j ) and stationary measure pi. Let
g : X→ Z be the identity map. It is easy to see that pi = (a,b, a) for some 0 ≤ a,b ≤ 1 (or
equivalently E(g (X0))= 0) if and only if
b
a
= 1−a11−a31
a21
= 1−a13−a33
a23
= a21+a23
1−a22
. (16)
In order to compute the limiting variance γ2g , observe that
E(X0Xk ) = a([P k ]11+ [P k ]33− [P k ]13− [P k ]31)
= a [1 0 −1]P k [1 0 −1]T
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for all k ≥ 1. To simplify the expression, we write P =U AU−1, where A is the Jordan nor-
mal form of P and U is the invertible matrix of a Jordan basis. There are following two
possibilities
P =U
1 0 00 λ2 0
0 0 λ3
U−1 or U
1 0 00 λ2 1
0 0 λ2
U−1. (17)
Interesting cases are when |λ2|, |λ3| < 1, which we may assume in this example. Write
U = (vi j ) and U−1 = (ui j ). Note that (v11, v21, v31)= (1,1,1). So in the first case when A is
a diagonal matrix, we get
E(X0Xk )= a
3∑
j=2
λkj (v j 1− v j 3)(u j 1−u j 3)
for all k ≥ 1. So we obtain
γ2g = 2a+2a
3∑
j=2
λ j
1−λ j
(v j 1− v3 j )(u j 1−u3 j ).
In the latter case, similar computation shows
E(X0Xk )= a
(
3∑
j=2
λk2 (v j 1− v3 j )(u j 1−u3 j )
)
+akλk−12 (v21− v32)(u31−u33),
so
γ2g = 2a+2a
3∑
j=2
λ2
1−λ2
(v j 1− v3 j )(u j 1−u3 j )+a(1−λ2)−2(v21− v32)(u31−u33).
For a concrete example, consider
P =
2/3 0 1/31/6 1/2 1/3
1/4 1/4 1/2
=
1 −2 −2/31 2 −2/3
1 1 1
1 0 00 1/2 0
0 0 1/6
1 −2 −2/31 2 −2/3
1 1 1
−1 .
Then pi= (1/3,1/3,1/3), and the above formula gives
E(X0Xk )=
1
3
(
1
2k
+ 2
5 ·6k
)
∀k ≥ 1,
so we obtain
γ2g = 101/75.
Thus Theorem 2 gives
Q1(−1, t )∼
√
101
150pi
t−1/2.
N
Now we compute the limiting variance γ2g in the general case when the state space
X is finite. Let X = {x1, · · · , xn} for some n ∈ N, and let P be the transition matrix with
stationary distribution pi = (p1, · · · , pn). We may write P = U AU−1 where A is a Jordan
normal form of P and U = (ui j ) is an invertible matrix of a Jordan basis. Let m be the
number of distinct Jordan blocks of A, and for each 1 ≤ i ≤ m, write its i th Jordan block
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J i i by J i i = λi Ii +Ni , where Ii is the identity matrix of dimension mi ≥ 1 and Ni is a
square matrix of the same dimension whose entries are all zeros but 1’s just above the
diagonal. We write A into a block form A = (J i j ) for 1 ≤ i , j ≤ m, where J i j =O with the
appropriate dimension whenever i 6= j . With the same partitioning into blocks, we may
write U = (U i j ) and V = (V i j ). Let G = [g (x1) · · ·g (xn)]T and H = [p1g (x1) · · ·pn g (xn)], and
write these matrices into the corresponding block form G = (G j 1) and H = (H 1i ). Finally,
for each 1≤ i ≤m with |λi | < 1, define
J¯ i i =
(
λi (1−λi )−1Ii +
mi−1∑
`=1
(−1)`(1−λi )−`−1N`i
)
. (18)
Proposition 3.3. With the notation given above, we have
γ2g =
n∑
i=1
pi g (xi )
2+2 ∑
1≤i ,k≤m
|λ j |<1
H 1iU i j J¯ j j V j kGk1. (19)
In particular, if A = diag(1,λ2, · · · ,λn), then
γ2g =
n∑
i=1
pi g (xi )
2+2 ∑
1≤ j≤n
|λ j |<1
λ j
1−λ j
∑
1≤i ,k≤n
p j g (xi )g (xk )ui j v j k . (20)
Proof. The second part of the assertion follows immediately from the first part. To show
the first pat, we begin by noting that for each k ≥ 1,
E(g (X0)g (Xk )) =
∑
1≤i , j≤n
pi g (xi )[P
k ]i j g (x j )
= HU AkU−1G
= ∑
1≤p,q,r≤n
|λq |<1
H 1pU pq (λq Iq +Nq )kV qr Gr 1
+ ∑
1≤p,q,r≤n
|λq |=1
H 1pU pq (λq Iq +Nq )kV qr Gr 1
For 1≤ q ≤m such that |λq | < 1, we have∑
k≥1
(λq Iq +Nq )k =
∑
k≥1
λkq Iq +
(
k
1
)
λk−1q Nq +·· ·+
(
k
mq −1
)
λ
k−mq+1
q N
mq−1
q ,
where we take
(a
b
)= 0 whenever a < b. It is then easy to see that the above geometric series
of matrices converges to J¯ qq . Hence by linearity it suffices to show that the contribution
of the second summation above to γ2g is zero.
To this end, we first note that any eigenvalue λ j of P of modulus 1 has equal algebraic
and geometric multiplicity [9], so the corresponding Jordan block J j is of size 1. For each
1≤ j ≤ n such that λ j = 1, since ui j = uk j for all 1≤ i , j ≤ n and E(g (X0))= p1g (x1)+·· ·+
pn g (xn) = 0, there is no contribution to the above summation whenever λ j = 1. Hence
10 HANBAEK LYU AND DAVID SIVAKOFF
if we denote by {µ1, · · · ,µn∗} the set of all distinct eigenvalues of P of modulus 1 but not
equal to 1,
N∑
k=1
∑
1≤p,q,r≤n
|λq |=1
H 1pU pq (λq Iq +Nq )kV qr Gr 1 =
∑
1≤ j≤n∗
C (µi )
1−µNi
1−µr
where C (µi ) is a constant that does not depend on N . Since this summation must con-
verge as N →∞, we must have that C (µi )= 0 for all 1≤ i ≤ n∗. This shows the assertion.

Next, we establish linear relationships between the survival probabilities Qx ( j , t ) for dif-
ferent values of x and j in the case when the state space X is finite and the functional g
assumes integer values. This will allow us to determine the asymptotics of all survival
probabilities Qx ( j , t ) from Theorem 2. By their monotonicity and Tauberian theorem, we
instead work with their generating functions
Q˜xj (u) :=
∑
t≥0
utQx ( j , t ), Q˜•j (u) :=
∑
t≥0
utQ•( j , t ), (21)
where u ∈ [0,1). Let P be the transition probability matrix for the Markov chain (Xt )t≥0 on
X. For each j ≥ i ≥ 0 and x ∈X, we define
τxj (i )= inf
{
t ≥ 0 : St = i ,S0 = j , X0 = x
}
to be the first time that St hits level i ≤ j = S0 when X0 = x. Also for each y ∈X, let
pxj ,i (y)=P
(
Xτxj (i ) = y
∣∣∣S0 = j , X0 = x) , pxj (y)= j∑
i=0
pxj ,i (y), (22)
and
A j (x, y)=
∑
z∈X
g (z)∑
i=0
1{ j + g (z)≥ 0}P (x, z)pzj+g (y),i (y). (23)
Proposition 3.4. For each x ∈X, j ≥ 0, and u ∈ [0,1), we have
Q˜xj (u) ∼
∑
y∈X
1{ j + g (y)≥ 0}P (x, y)Q˜yj+g (y)(u), as u → 1−
Q˜xj (u) ∼
∑
y∈X
pxj (y)Q˜
y
0 (u) as u → 1−,
Q˜x0 (u) ∼
∑
y∈X
A0(x, y)Q˜
y
0 (u) as u → 1−,
provided at least one of the quantities in each asymptotic expression diverges to∞ as u → 1−.
Proof. The last asymptotic in the assertion follows by combining the first two. In order
to show the first recursion, we partition on the first step to obtain ‘forward’ recursions.
Namely,
Qx ( j , t )= ∑
y∈X
1{ j + g (y)≥ 0}P (x, y)Qy ( j + g (y), t −1).
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Hence multiplying by ut , summing over all t ≥ 1 and letting u → 1− one gets the first
recursion in the assertion.
The second asymptotic in the assertion follows from the ‘backward’ recursions, which
can be obtained by partitioning on the value of the minimum of Ss during s ∈ [0, t ],
M xj (t ) := min0≤k≤t{Sk |S0 = j , X0 = x},
and on the time of the last visit to this height by time t . For each i ≤ j , 0 ≤ s ≤ t , and
x, y ∈X, let
axj (i , s, y)=P
(
S0 > i ,S1 > i , · · · ,Ss−1 > i , Ss = i , Xs = y |S0 = j , X0 = x
)
be the probability that the random walk hits height i for the first time at time s, and at that
time the Markov chain is in state Xs = y . Note that for each i ≤ j and x, y ∈X,
lim
u→1−
∞∑
s=0
axj (i , s, y)u
s =
∞∑
s=0
axj (i , s, y)= pxj ,i (y). (24)
By the Markov property of (Xt )t≥0,
Qx ( j , t )=P(M xj (t )≥ 0)=
j∑
i=0
P(M xj (t )= i )
=
j∑
i=0
t∑
s=0
∑
y∈X
P(M xj (t )= i ,τxj (i )= s,Xs = y)
=
j∑
i=0
t∑
s=0
∑
y∈X
axj (i , s, y)Q
y (0, t − s).
We then multiply by ut and sum over all t ≥ 0. Using the stationarity of (Xt )t≥0 and Fubini’s
theorem we obtain
Q˜xj (u) =
j∑
i=0
∞∑
t=0
t∑
s=0
∑
y∈X
axj (i , s, y)u
tQy (0, t − s)
= ∑
y∈X
j∑
i=0
∞∑
s=0
axj (i , s, y)u
s
∞∑
t=s
ut−sQy (0, t − s)
= ∑
y∈X
j∑
i=0
∞∑
s=0
axj (i , s, y)u
s Q˜
y
0 (u)
= ∑
y∈X
Q˜
y
0 (u)
j∑
i=0
∞∑
s=0
axj (i , s, y)u
s .
Hence the second asymptotic in the assertion follows from (24). 
We illustrate a use of Proposition 3.4 in the following example.
Example 3.5. (Non-unit increments) Let X0 :Z→Z3 be a random 3-coloring on Z drawn
from the uniform product measure on (Z3)Z. Consider the stationary Markov chain (Xn)n∈Z
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of color triples,
Xn = (X0(n), X0(n+1), X0(n+2)) ∈ (Z3)3.
Define a functional g : (Z3)3 → [−2,2] by
g (i , j ,k)=

−2 if (i , j ,k)= (1,2,0)
2 if (i , j ,k)= (0,2,1)
k− j ∈ [−1,1] mod 3 otherwise.
(25)
Let (St )t≥0 be the random walk given bySt+1 = St+g (Xt ) and initial conditionX0 = (i , j ,k) ∈
(Z3)3 and S0 = ` ∈Z.
To compute its limiting variance γ2g , we note that the 27×27 transition matrix P for the
chain (Xn)n∈Z is given by
P ((i , j ,k), (i ′, j ′,k ′))=
{
1/3 if ( j ,k)= (i ′, j ′)
0 otherwise
(26)
and its stationary distribution is the uniform probability measure on (Z3)3. Hence g (X0)
and g (Xk ) are independent for all k ≥ 3. A direct calculation yields
γ2g =
2
729
+2
(
2
729
+ 2
729
)
= 10
729
. (27)
Hence by Theorem 2, we get
Q•(−1, t )+Q•(−2, t )∼ 1
27
√
5
pi
t−1/2. (28)
By a first step analysis, we can write
Q˜•−2(u)∼
1
27
Q˜0210 (u) (29)
and similarly
Q˜•−1(u)∼
1
27
Q˜0211 (u)+
1
9
Q˜∗010 (u)+
1
9
Q˜∗120 (u)+
1
27
Q˜0200 (u)+
1
27
Q˜2200 (u), (30)
where ∗ denotes an arbitrary element of Z3. In particular, it follows that the right hand
sides of the last two asymptotic expressions diverge as u → 1−.
Next, writing down the first asymptotic relation in Proposition 3.4 for x = (i , j ,k) ∈
(Z3)3, one notices that Q˜
i j k
r (u) ∼ Q˜ i
′ j ′k ′
r (u) if k = k ′ ∈ {0,1} or k = k ′ = 2 and j = j ′. Ap-
plying the first relation in Proposition 3.4 with r ∈ {0,1}, we find
3Q˜∗∗00 (u)∼ Q˜∗∗00 (u)+ Q˜∗∗11 (u)
3Q˜∗∗10 (u)∼ Q˜∗∗10 (u)+ Q˜∗121 (u)
3Q˜∗020 (u)∼ Q˜∗∗01 (u)+ Q˜∗∗12 (u)+ Q˜∗220 (u)
3Q˜∗120 (u)∼ Q˜∗220 (u)
3Q˜∗220 (u)∼ Q˜∗∗01 (u)+ Q˜∗220 (u)
3Q˜∗∗01 (u)∼ Q˜∗∗01 (u)+ Q˜∗∗12 (u)+ Q˜∗020 (u)
3Q˜∗221 (u)∼ Q˜∗∗01 (u)+ Q˜∗∗10 (u)+ Q˜∗221 (u).
(31)
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On the other hand, the second asymptotic relation in Proposition 3.4 gives{
Q˜∗∗11 (u)∼ Q˜∗∗10 (u)+ Q˜∗∗00 (u)
Q˜∗121 (u)∼ Q˜∗120 (u)+ Q˜∗∗10 (u).
(32)
Combining, these give us
1
2
Q˜∗∗11 (u)∼ Q˜∗∗10 (u)∼ Q˜∗∗00 (u)∼ Q˜∗120 (u). (33)
Hence
Q•(−1, t )+Q•(−2, t )∼
(
4
27
+ 2
27
+ 1
9
+ 2
27
)
Q∗∗1(0, t ), (34)
so we obtain
Q∗∗1(0, t )∼
√
5
121pi
t−1/2. (35)
One can determine the asymptotics of other survival probabilities in a similar way. N
4. APPLICATION: THE 3-COLOR EXCITABLE MEDIA ON Z
In this section, we apply our theory of survival probabilities for functionals of Mar-
kovian increments to analyze clustering behavior in three cellular automata models for
excitable media on the one dimensional integer lattice Z: the cyclic cellular automaton
(CCA), the Greenberg-Hastings model (GHM), and the firefly cellular automaton (FCA). In
general, given a simple graph G = (V ,E) and an integer parameter κ≥ 3 as the number of
available colors per site, they are discrete-time dynamical systems whose trajectories are
given by a sequence of κ-colorings (X t )t≥0, X t : V →Zκ, with a deterministic and parallel
update rule X t 7→ X t+1.
 
FIGURE 1. Simulation of 3-color CCA (top), GHM (middle), and FCA (bottom) on a path
of 400 nodes for 50 iterations. The top rows are a random 3-color initial coloring, and a
single iteration of the corresponding transition map generates each successive row from
top to bottom. Dark blue=0, blue=1, and light blue=2.
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In case of κ= 3 and G =Z, all three models mentioned above share similar annihilating
embedded particle system structures, which allow us to connect their limiting behavior to
the survival of an associated random walk (see Figure 2). More precisely, when the initial
3-coloring X0 is chosen at random from the uniform product measure on (Z3)Z, for each
model, there exists a constant C > 0 such that for all x ∈Z,
P(X t (x) 6= X t (x+1))∼C t−1/2. (36)
Fisch [12] proved (36) for the CCA with C =p2/3pi, and Durrett and Steif [10] proved (36)
for the GHM with C = p2/27pi. We recover these results and prove (36) for the FCA with
C =p8/81pi, hence establishing Theorem 3.
4.1. The 3-color CCA on Z. The CCA was introduced by Bramson and Griffeath [6] as
a discrete time analogue of the cyclic particle systems. In this model, we imagine each
vertex of Z is inhabited by one of 3 different species in a cyclic food chain, and at each
step species of color i are eaten (and thus replaced) by a neighboring species of color
(i +1) mod 3, if one exists. More precisely, the time evolution is governed by
(CCA) X t+1(v)=
{
X t (v)+1 (mod κ) if ∃u ∈ {v −1, v +1} s.t. X t (u)= X t (v)+1 (mod 3)
X t (v) otherwise.
The 3-color CCA on Z was studied extensively by Fisch [12] using a connection to sur-
vival of an associated simple random walk, which arises by considering an associated an-
nihilating particle system. Namely, for a given 3-coloring X :Z→Z3 and x ∈Z, we define
its color differential d X (x, x+1) ∈ {−1,0,1} by
d X (x, x+1)= X (x+1)−X (x) mod 3. (37)
Then for each t ≥ 0, we place an r (resp., l) particle on every edge (x, x+1) with d X t (x, x+
1)=−1 (resp., 1), and leave all the other edges unoccupied. The CCA dynamics induce the
dynamics on these particles, which has the following simple description: each r (resp., l)
particle moves to its right (resp., left) with unit speed, and if two opposing particles ever
cross or have to occupy the same edge, then they annihilate each other. Hence if one
wants to have an r particle on the edge (0,1) at time t , which is the event on the left hand
side of (38), then this r particle must have been on the edge (−t ,−t +1) at time 0 and it
must travel distance t without being annihilated by an opposing particle. Thus, on the
edges of every interval [−t , s] for −t +1 ≤ s ≤ t +1, there must be more r than l particles.
The converse of this observation is also true, which gives the following (this is Proposition
5.3 in [12]).
Proposition 4.1. Let (X t )t≥0 be a 3-color CCA trajectory on Z. Then
{d X t (0,1)=−1}=
{ s∑
x=−t
d X0(x, x+1)≤−1 for all − t ≤ s ≤ t
}
. (38)
Now if X0 is drawn from the uniform product measure on (Z3)Z, then the initial edge
increment d X0(x, x +1) is uniform on {−1,0,1} and independent for all x ∈ Z. By letting
Xn = Xn;t =−d X0(n−1− t ,n− t ) and g (Xn)= Xn for n ≥ 1 and t ≥ 0, we get
γ2g = 2/3.
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By Proposition 4.1, translation invariance, and Theorem 2, we obtain
P(X t (x) 6= X t (x+1))= 2 P(d X t (0,1)=−1)
= 2 P
( s∑
n=1
g (Xn)≥ 1 for all 1≤ s ≤ 2t +1
)
= 2 Q•(−1,2t +1)
∼
√
2
3pi
t−1/2.
We remark here that our inspiration for Lemma 2.1 came from considering an alter-
native way of analyzing the CCA. Consider a 3-color CCA trajectory (X t )t≥0 on N0 (rather
than on all of Z). For each x ∈N0 and t ≥ 1, define
net (x)=
t−1∑
s=0
1(Xs(x) 6= Xs+1(x)), (39)
which counts the number of ‘excitations’ of x during the first t iterations. In terms of the
annihilating particle system, net (0) counts the number of l particles that reach the origin
during the first t iterations. Hence for all t ≥ 1, we have
net (0)−net−1(0)=1(d X t (0,1)= 1). (40)
By the analogue of Proposition 4.1 for G =N0 and an l particle at the origin, we have
{d X t (0,1)= 1}=
{ t∑
x=s
d X0(x, x+1)≥ 1 for all 0≤ s ≤ t
}
. (41)
That is, the event that there is an l particle at the origin at time t is equivalent to the sur-
vival of the associated walk up to t +1 steps.
On the other hand, the quantity net (0) is closely related to the maximum of an associ-
ated walk. The first connection between the 3-color CCA dynamics on Z and the maxi-
mum of associated simple random walk appears in the work of Belitsky and Ferrari [4]. In
a recent joint work with Gravner [13], we determined the limiting behaviors of the 3-color
CCA and GHM on arbitrary underlying graphs by making use of a so-called “tournament
expansion”. Lemma 1 in [13] states that net (x) on any graph G = (V ,E) can be expressed
as the maximum of partial sums of time-0 edge increments among all walks of length t
starting from x. In particular, for G =N0 and x = 0, it says that
net (0)= max
0≤s≤t−1
∑
0≤x≤s
d X0(x, x+1). (42)
Combining (40),(41) and (42) gives a special case of Lemma 2.1 for functionals g taking
values in {−1,0,1}.
4.2. The 3-color GHMonZ. The GHM was introduced by Greenberg and Hastings [14] to
capture the phenomenological essence of neural networks in a discrete setting. Its time
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evolution rule is given by
(GHM) X t+1(v)=

1 if X t (v)= 0 and ∃u ∈N (v) s.t. X t (u)= 1
0 if X t (v)= 0 and Øu ∈N (v) s.t. X t (u)= 1
X t (v)+1 (mod 3) otherwise.
In words, sites of color 0 (rested) remain in color 0 unless they get excited by a neighbor-
ing site of color 1 (excited); sites of colors 1 or 2 (refractory) increment their colors by 1
(mod 3).
Consider the 3-color GHM trajectory (X t )t≥0 onZ, where X0 is drawn from the uniform
product measure. Since in GHM sites of color 1 excite sites of color 0, we define
d X0(x, x+1)=

1 if X0(x)= 0 and X0(x+1)= 1
−1 if X0(x)= 1 and X0(x+1)= 0
0 otherwise.
Like the 3-color CCA, the GHM gives rise to an annihilating particle system: for t ≥ 0, we
place an r (resp., l) particle on every edge (x, x +1) with d X t (x, x +1) = −1 (resp., 1), and
leave all the other edges unoccupied. The GHM dynamics induce the same dynamics on
these particles as the CCA: each r (resp., l) particle moves to its right (resp., left) with unit
speed, and if two opposing particles ever cross or have to occupy the same edge, then
they annihilate each other. Since the particle system dynamics are the same, it is not hard
to see that Proposition 4.1 still holds for GHM. However, we remark that the increments
(d X0(x, x + 1))x∈Z are not Markovian in the case of GHM. Indeed, given that d X0(x, x +
1) = 0, the events {d X0(x + 1, x + 2) = 1} and {d X0(x − 1, x) = 1} are mutually exclusive.
Occurrence of both events requires (X0(x−1), X0(x), X0(x+1), X0(x+2))= (0,1,0,1), which
implies d X0(x, x+1)=−1, a contradiction.
In order to apply our main result, we can view d X0(x, x+1) as a functional g : (Z3)2 →
{−1,0,1} on a stationary Markov chain (Xn)n≥1. That is, to apply Proposition 4.1, we let
Xn = Xn;t := (X0(n− t − 1), X0(n− t )) and let g (Xn) := −d X0(n− t − 1,n− t ) for n ≥ 1 and
t ≥ 0. By the independence of Xn and Xn+k for all n ≥ 1 and k ≥ 2, it is easy to compute
γ2g = E(g (X1)2)+2E(g (X1)g (X2))=
2
9
− 4
27
= 2
27
.
Hence Theorem 2 recovers the desired asymptotic
P(X t (x) 6= X t (x+1))= 2Q•(−1,2t +1)∼
√
2
27pi
t−1/2. (43)
4.3. The 3-color FCA on Z. In this subsection we prove Theorem 3. The FCA was intro-
duced recently by the first author as a discrete model for pulse-coupled oscillators [19].
Here, one envisions each site as a 3-state oscillator which ‘blinks’ whenever it has the des-
ignated ‘blinking color’ 1. Sites increment their colors by 1 (mod 3) unless they have the
post-blinking color 2 and have a blinking neighbor (of color 1), in which case they do not
update their colors (they wait for the blinking neighbor to catch up). The precise time-
evolution rule is given by (9) in the introduction.
PERSISTENCE OF RANDOM WALKS WITH CORRELATED INCREMENTS 17
As before, consider the 3-color FCA trajectory (X t )t≥0 onZwith random initial coloring
X0 drawn from the uniform product measure. As with the CCA, for each t ≥ 0 and x ∈ Z,
we define d X t (x, x + 1) = X t (x + 1)− X t (x) mod 3 ∈ {−1,0,1}. By putting an r (resp. l)
particle on each edge (x, x+1) with d X t (x, x+1)= 1 (resp. −1; note that this is the reverse
of CCA and GHM), the FCA induces an edge particle dynamics (d X t )t≥0. Two features of
the particle dynamics induced by the 3-color FCA are that some particles may ‘flip’ their
directions during the first iteration X0 7→ X1, and that each particle moves with speed 1/3
after time t = 1. Particles move only when their ‘tails’ are blinking: an r (resp. l) particle
at (x, x +1) can only move right (resp. left) if x (resp. x +1) is in state 1. After time t = 1,
particles annihilate when they meet or cross, as with GHM and CCA. See Figure 2 for an
illustration of these dynamics.
 
 
2 0 2 1 0 1 0 1 1 2 0 0 
0 1 2 2 1 2 1 2 2 2 1 1 
1 2 2 2 2 2 2 2 0 2 2 2 
2 2 0 0 0 0 0 0 1 0 0 0 
0 0 1 1 1 1 1 1 2 1 1 1 
1 1 2 2 2 2 2 2 2 2 2 2 
2 2 2 0 0 0 0 0 0 0 0 0 
0 0 0 1 1 1 1 1 1 1 1 1 
1 1  2 2 2 2 2 2 2 2 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
            
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        
1 2 2 2 2 2 2 2 0 2 2 2 
2 0 2 1 0 1 0 1 1 2 0 0 
0 1 2 2 1 2 1 2 2 2 1 1 
2 2 0 0 0 0 0 0 1 0 0 0 
0 0 1 1 1 1 1 1 2 1 1 1 
ܺ଴ 
ଵܺ 
ܺଶ 
ܺଷ 
ܺସ 
FIGURE 2. Example of a 3-color FCA trajectory on a finite path. Only edge particles that
have color 1 at their tails (red arrows) move at each iteration. Initial configurations of
particles corresponding to color triples of 120 and 021 may flip their direction during the
first iteration. Thereafter, particles move in their given directions with speed 1/3 until
being annihilated by opposing particles.
Note that the edge particle dynamics of FCA on the time scale 3t + 1 match those of
GHM and CCA (without rescaling time) after the initial step. This is formalized by the
following proposition, which is the FCA counterpart of Proposition 4.1, whose proof we
give at the end of this subsection.
Proposition 4.2. Let (X t )t≥0 be a 3-color FCA trajectory on Z. Then
{d X3t+1(0,1)= 1}=
{ s∑
x=−t
d X1(x, x+1)≥ 1 for all −t ≤ s ≤ t
}
. (44)
Notice that the event on the right in (44) uses edge increments d X1 instead of the initial
ones d X0; this is to avoid the issue of particles changing their direction in the first step.
As for the 3-color FCA, the increments d X1(x, x + 1) are not Markovian. In fact, they
have infinite-range correlation, contrary to the CCA or GHM. To see this, we first observe
that no three consecutive sites have color triples (1,2,0) or (0,2,1) after time t = 1.
Proposition 4.3. Let (X t )t≥0 be a 3-color FCA trajectory on Z. Then for all t ≥ 1 and x ∈Z,
(X t (x−1), X t (x), X t (x+1)) ∉ {(1,2,0), (0,2,1)}.
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Proof. Suppose for the sake of contradiction that (X t (x−1), X t (x), X t (x+1)) = (1,2,0) for
some x ∈Z and t ≥ 1. Then we must have X t−1(x−1)= 0 and X t−1(x+1)= 2 and X t−1(x) ∈
{1,2}. If X t−1(x)= 1, then x is blinking, which causes x+1 to not update its state, so X t (x+
1)= 2 6= 0, a contradiction. If X t−1(x)= 2, then X t (x)= 0 6= 2, since neither x−1 nor x+1
are blinking at time t −1; this is also a contradiction. This shows the assertion. 
Now the color patterns ‘120’ and ‘021’ are prohibited at time 1. For any x ≥ 0, the event
d X1(x, x + 1) = 1 is dependent on the event d X1(−1,0) = 1: with positive probability we
have X1(0) = 2, X1 ≡ 0 on [1, x), and X1(x) = 1; then d X1(−1,0) = 1 would imply that we
have a ‘120’ pattern on [−1,1] at time 1, which is impossible. Hence the time 1 increments
d X1(x, x+1) have long-range correlation.
Still, we can handle this long-range correlation by viewing the increments as given by a
functional of the underlying stationary Markov chain of color quadruples at time 0.
Proof of Theorem 3. For each x ∈Z, d X1(x, x+1) is a function of the initial colors on the
four sites in the interval [x−1, x+2]. So for each fixed t ≥ 0, we may take the underlying
chain Xn = Xn;t = (X0(n−2− t ), X0(n−1− t ), X0(n− t ), X0(n+1− t )) for n ≥ 1, and define
g : (Z3)4 → {−1,0,1} by updating a given coloring on the path of four nodes according to
the FCA rule and taking color differential of the middle two sites. That is,
g (Xn)= X1(n− t )−X1(n−1− t ) for n ≥ 1.
Since X0 is drawn from the product measure, two increments from disjoint quadruples
are independent. By a direct calculation or using Proposition 3.3, we can compute
γ2g =
40
81
+2
(
− 17
243
− 19
729
− 2
729
)
= 8
27
.
Hence Theorem 2 yields
Q•(−1,2t +1)∼
√
2
27pi
t−1/2.
Furthermore, we note that the probability P(X t (x) 6= X t (x+1)) is the edge particle density
on Z at time t , which is independent of the location x ∈ Z. Thus by Proposition 4.2, we
have
P(X3t+1(x) 6= X3t+1(x+1))= 2 Q•(−1,2t +1)∼
√
8
27pi
t−1/2. (45)
To finish, we observe that P(X t (x) 6= Pt (x + 1)) is independent of x ∈ Z by translation
invariance of the initial measure and the transition map. Denote this probability by pt .
Moreover, the coloring at time t , (X t (x))x∈Z, is a 2t-dependent stationary sequence, which
implies the sequence of indicators (1(X t (x) 6= X t (x + 1)))x∈Z is mixing and therefore er-
godic. Hence, by Birkhoff’s ergodic theorem, we have
pt = lim
M→∞
# of particles on [−M , M ] at time t
2M
a.s..
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The fact that particles can only move at most 1 space or annihilate in a single step (after
time t = 1) implies that pt is non-increasing in t ≥ 1, since
pt+1 = lim
M→∞
# of particles on [−M , M ] at time t +1
2M
≤ lim
M→∞
2+# of particles on [−M , M ] at time t
2M
= pt .
This yields p3t ∼ p3t+1 ∼ p3t+2, so we obtain the assertion by a time change in (45). ■
We finish this section by giving a proof of Proposition 4.2.
Proof of Proposition 4.2. Recall the definition of color differential d X t (x, x + 1) for the
3-color FCA given at the beginning of the subsection. At time t = 1, on each edge (x, x+1)
with d X1(x, x + 1) = 1 (resp. −1) we put an r particle (resp. l), and otherwise leave the
edge unoccupied. We show that the particle dynamics induced by (d X t )t≥1 is so that all
r and l particles move with constant speed 1/3 without changing their direction, and two
opposing particles that have to occupy the same edge or cross each other annihilate. By
symmetry, consider an r particle on the edge (x, x+1) at time t ≥ 1. We show that
(i) If X t (x) 6= 1, then the r particle is on the same edge (x, x+1) at time t +1;
(ii) If X t (x)= 1 and there is an l particle on the edge (x+1, x+2) or (x+2, x+3) at time t ,
then the rparticle is annihilated at time t+1; otherwise, it is on the edge (x+1, x+2)
at time t +1.
(iii) If the r particle jumps to the edge (x+1, x+2) during X t 7→ X t+1, then it stays on that
edge through time t+3, and either gets annihilated or jumps to the edge (x+2, x+
3) during X t+3 7→ X t+4.
First suppose (X t (x), X t (x+1))= (0,1). Then (X t+1(x), X t+1(x+1))= (1,2), so the r parti-
cle stays at the same edge without being annihilated. If (X t (x), X t (x+1))= (2,0), then since
X t (x−1) 6= 1 by Proposition 4.3, we have (X t+1(x), X t+1(x+1))= (0,1), so the r particle is on
the same edge (x, x+1) at time t+1. This shows (i). To show (ii), suppose (X t (x), X t (x+1))=
(1,2). By Proposition 4.3, X t (2) ∈ {1,2}. If X t (2) = 1, then (X t+1(0), X t+1(1), X t+1(2)) =
(2,2,2) so the r (and opposing l) particle is annihilated during X t 7→ X t+1. If X t (2) = 2
and X t (3) = 1, then (X t+1(0), X t+1(1), X t+1(2), X t+1(3)) = (2,2,2,2) so the similar conclu-
sion holds. Otherwise, X t (3) 6= 1, so we have (X t+1(0), X t+1(1), X t+1(2), X t+1(3))= (2,2,0,∗)
so the r particle is on the edge (1,2) at time t + 1. This shows (ii). Lastly, to show (iii),
suppose the r particle jumps to the edge (x + 1, x + 2) during X t 7→ X t+1. By the previ-
ous cases and Proposition 4.3, (X t+1(x), X t+1(x+1), X t+1(x+2))= (∗,2,0) where ∗ 6= 1. So
(X t+2(x +1), X t+2(x +2)) = (0,1) and (X t+3(x +1), X t+3(x +2)) = (1,2). Hence (iii) follows
from (i) and (ii).
Now we are ready to prove the assertion. Suppose d X3t+1(0,1) = 1 for some t ≥ 0. By
(iii), the r particle on the edge (0,1) at time 3t +1 must have been on the edge (−t ,−t +1)
at time 1. By (i)-(iii), this r particle reaches the edge (0,1) at time 3t +1 if and only if there
are strictly more r particles than l particles at time 1 on the edges in the interval [−t ,−t+s]
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for all 1 ≤ s ≤ 2t +1. This is exactly the event in the right hand side of the assertion. This
shows the assertion. ■
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