I. INTRODUCTION
We consider in this paper the existence and the asymptotic behavior of solutions of the singularly perturbed problem for three types of functions .F. Here c is a small positive parameter, 52 C Iw" (N > 2) is a bounded region whose boundary aJ2 is a smooth (N -1) dimensional manifold, and x = (x1 ,..., xN) is a generic point in RN. In addition, d = Cy=, a2/i?xj2 is the N-dimensional Laplace operator, V = (a,r ,..., a+) is the N-dimensional gradient and au/an is the derivative of u in the direction of the exterior unit normal at the boundary of Q. The function p is assumed to be nonnegative.
In order to study how solutions of the problem (Jv) behave as E -+ 0+ we assume that the region J? is described by a smooth real-valued function F in the sense that D = {x: F(x) < 0) and aQ = F-l(O). We assume further that VF(x) f 0 for x on aQ and then normalize F by requiring that 11 VF(x)lj = 1 for such x so that the normal derivative au/an can be expressed as VF * Vu since the exterior unit normal to the boundary of Q is VF(x)/ll VF(x)ll = VF(x). (Here and throughout the paper 11 * /) d enotes the usual N-dimensional Euclidean norm.) Under additional assumptions which involve stability properties of certain solutions u = z+,(x) of the corresponding reduced equation 3(x, u, VU) = 0 we are able to prove that the problem (X) has a smooth solution u = u(x, 6) for each E > 0 sufficiently small such that u(x, c) = q,(x) + O(p(c)) in D where p(e) + 0+ as E -+ O+. The essential restriction which must be placed on the function 9 is that S(x, u, Z) = &(I! a 11") as 11 z II-cc for (x, u) in compact subsets of Q x R. Before proceeding to a precise statement of our assumptions and theorems we discuss some of the literature on these problems. Surprisingly enough very little work appears to have been done on Robin and Neumann problems for second-order singularly perturbed elliptic differential equations, even in the linear case. Among the published references we can give are a paper and two abstracts by Oleinik [13-151 and more recent papers by Freidlin [7] and Holland [8, lo] . 01 einik and Holland considered the problem (Jr/-) in two dimensions with P(x, U, VU) = --A@, y)~, -B(x, y)u, -C(x, y)u + f (r,y) for C(x,y) < 0. Oleinik's discussion is reminiscent of Levinson's treatment [12] of the corresponding Dirichlet problem for this linear differential equation, while Holland used probabilistic methods related to the ones in [6] . Freidlin also used probabilistic methods to study the iv-dimensional problem E xFj=, u,~(x) a"u/&~~ a.xj + CL, b,(x) %/iixj = 0 in Q where u is prescribed on a subset r of asZ and au/an is prescribed on aQ\r. Levinson 
THE PROBLEM (A';)
In this section we consider the problem E Au = h(r, u),
.Y on aQ, where Q = {x: F(X) < 0} and &Q = F-'(O). The function F: 08" -+ [w is assumed to be of class P~~)(llP') (0 < OL < 1) with 11 CF(x)II = 1 for x on aQ and maxIj I( t%(x)\\* = K. The function p = p(x) is assumed to be nonnegative and of class C@*")(%Q), and the boundary data v = e(x) is also assumed to be of class P*Q'( aq.
It is natural to associate with the problem (Mr) the corresponding reduced equation
and to use various solutions of (3,) to describe the asymptotic behavior of solutions of (Xi) for small values of E > 0. Before we can define the types of solutions ROBIN AND NEUMANN PROBLEMS 57 of (gI) that will enable us to do this we make several preliminary smoothness assumptions.
Assume then that (2&) has a solution II = u,,(x) of class Fti)(@ and define the domain ~'(zJ,,) CL? x R by s3(uo) = a x {u: [ u -Uo(X)I < S} for a small positive constant 6. Assume also that the function h(., ZL) is of class Co*") (D) for each u in 9(uo), the function h(x, .) is of class C(rJ({u: j u -zlo(~)l < 6)) for each x in a, and in the following definitions that h possesses the stated number of continuous derivatives with respect to u. 6>h(x, uo(x)) > 0, a;?h(x, uo(x)) < 0 for 1 < i. , i, < n -1 and x in $ (Here io(i,) denotes an odd (even) integer.) and annh(x, u) > m > 0 for (x, u) in 9(u,) (zf n is odd),
We note that the assumption of (I,)-, (I&)-or (II&)-stability constitutes an extension to nonlinear functions of the usual maximum principle assumption that the coefficient of u is positive in 0 (cf. Section 1).
Using these definitions we can now discuss the existence and the asymptotic behavior of solutions of the problem (4). Here v = maxso 1 q(x) -P(X) u&x) -VF(x) . VU,(X)\, m, is a positiwe constant such that Km, < m for K = maxn I( VF(x)1j2, and m2 is a positiwe constant such that Km,* < mqev2*/((q + 1)(2q + I)!).
Proof. The theorems of this paper are proven by using a recent result of Amann [l] which in the context of the general problem (Jr/-) can be stated as follows. Suppose that for 0 < E < l s there are functions _w = ~(x, E) and
) for x on kX2, and c& 2 qx, w, VW), ELlW < qx, w, VS) for x in 52. Then for smooth functions 9 such that .9(x, u, z) = S(ll z 11') as I/ .a /j ---f co for (x, u) in compact subsets of Q x R the problem (Jr/-) has a solution u=u(x,~)forO<~ <~sofclassC (**n)(a) such that ~(x, l ) < u(x, E) < W(X, c) in fi provided that there is a function zi = a(x, e) of class C(2*a)(@ such that for x on asz p(x) 22(x, 6) + W(x) . vqx, 6) = fp (x) and for x in A? ~(x, G) < 6(x, l ) < ~(x, E). The smoothness requirement on fl is simply that s(., u, z) is of class C("*a)(@, 46(x, *, z) is of class C(l), and 9(x, u, a) is of class C(l).
We turn now to the proof of Theorem 2.1. Define for E > 0 and x in a and (r)(x, 6) = uo(x) -0(x, c) -I-(E)
6(x, l ) = uo(x) + w(x, 6) + T(c),
where T(E) = (EW-) 1 r/(*~+l) for y a positive constant to be determined below. It is clear that for x on i3Q (-F-l(O)) p(x) ("(x, c) + W(x) . V,(x, 6) < v,(x) < P(X) f.qx, 4 + V@) . wJ(x, 6).
(Recall that I/ VF(x)]lz = 1 f or such x.) We only verify that E dw > h(x, Ed) for x in Sz since the validity of the opposite inequality for 8 then follows by symmetry. Differentiating and substituting we have that
where (x, 6) in S(uO) is the appropriate intermediate point.
Using the (I*)-stability of u0 we continue with the inequality + (2q y l)! zJ2*+1 l t(2q Ji,! 3 0 if l is sufficiently small (say, 0 < E < Q-,) and y > (2q + I)! M. Here M = maxd 1 dtl,(x)l and we have used the fact that for E sufficiently small E der < (m/(2q + l)!)wa~+l in s2 if mi and m2 are defined as above.
It only remains to construct a function i = zi(x, c) of class C(a.~l)@;z> such that w(x, E) < c(x, c) < G(x, l ) in a and II(X) 6(x, c) + '78'(x) . VJ(x, E) = p(x) on X'. Define for 0 < E < E,, and x in 0
where T(C) > 0 is a transcendentally small term (that is, T(C) = S(8) for all k >, 1) and
to 0 (that is, + IaR = p and p (a0 = CL). Then clearly w(s, E) ,< G(x, E) < W(X, c) in 0 and for x on %Q
Thus all of the hypotheses of Amann's theorem are satisfied and the conclusion of Theorem 2.1 follows. THEOREM 2.2. Assume that the reduced equation (2,) has a subharmonic (II,,)-stable solution u = u,,(x) of class C (2*x)(~) such that p(x)u,,(.x) + V'(X) . VZI,,(X) < y(x) for s on 22. Then there exists an c0 > 0 such that the problem (4) has a solution II = u(x, l ) of class C(2*or)(~) whenever 0 < E < c0 . In addition, for x in a we have that where q)(x) < u(x, c) < u&x) + w(x, l ) + c@,
and c is a known positive constant depending on u, .
. Vu,(x)1 and nzg is a positive constant such that Km," < m(n -l )V-1 /(n + l)! for K = maxn /I VF(x)llz.
Proof.
Define for E > 0 and x in 0 and oJ(x, 6) = U"(X)
6(x, 6) = UC)(X) + w(x, l ) + (q?r-y where y is a positive constant to be determined below.
. VG(X, c) for x on X2 and c A_w > h(x, w) for x in Q since u,, is subharmonic (that is, Au, 2 0). It is just as easy to see that E LIW < h(x, G) since 20 if .5 is sufficiently small (say, 0 < E < E,,) and y > n! M since E Aw < (m/n!)wn in Q for such E if ma is as defined above. Here M = maxa ( Au,(x)l. The proof will be concluded if we can construct a function i = G(x, c) of class C(**a)(Q) lying between w and w and satisfying the boundary condition. Definefor < E < EOandxina
. Vu,(x)l for C(*B~)-extensions +, p of r,~, CL, respectively, to 0, and
Then UJ < Ei < w in 0 and for x on SSZ p(x) 22(x, 6) + W(x) . vqx, 6)
Thus Amann's theorem applies and the conclusion of Theorem 2.2 follows. THEOREM 2.3. dssume that the reduced equation (a,) has a superharmonic (III,)-stable solution u = uO(x) of class C("*"@) such that p(x) z+,(x) + W(x) . VU,,(X) 3 v(x) for x on 3Q. Then there exists an E,, > 0 such that the problem (4) has a solution u = u(x, E) of class C(z-m)(~) whenever 0 < E < E,, . In addition, for x in D we have that
where the function w and the positive constant c are dejked in the conclusion of Theorem 2.2.
Proof.
Make the change of variable u --u and apply Theorem 2.2 to the transformed problem. We give now some examples of this theory. 
x on ZJ.
The reduced equation h(u) = 0 has the three solutions u,, 3 0, ur = 1 and u2 = -1, and since h'(u) = 3u* -1 it follows that u1 and ua are (&)-stable.
(Simply choose 8 < 1/3l/a in Definition 2.1.) We conclude from Theorem 2.1 that the problem (Es) has two solutions u = ul(x, l ) and u = ua(x, l ) such that for x in 0.
lim ur(x, e) = 1 and lim us(x, E) = -1 r-10+ <-to+ = 5B(uo) n (x: dist(x, LX2) < S}, where the domain 9(u0) is as defined in Section 2. To study the behavior of solutions of the problem (X2) we single out certain solutions of (a,) which are stable in the following sense. Using this definition of stability we can now discuss the analogs of Theorems 2.1-2.3 for the problem (NJ. THEOREM 3.1. Assume that the reduced equation (9,) has an (I&stable solution u = u,,(x) of class F") (Liz) such that -4(x, U) . W(x) >, 0 for (x, u) in g6(n,,). Then there exists an E,, > 0 such that the problem (N.J has a solution u = u(x, 6) of class Wa)(@ when ever 0 < E < co . In addition, for x in Q we have that q.r, c) = q&q + q+x, q + qp(E)), where the function v is deJined in the conclusion of Theorem 2. I and Proof.
The proof of this theorem is only a repetition of the proof of Theorem 2.1 once we observe that for 9(x, u, Vu) = A(x, u) . Vu + h(x, u) and w = w or ~5, with (x, 6) in .9(uo). Define w, Al, and 21 as in the proof of Theorem 2.1 with the exception that
'f 1 q > 1. Then it is only necessary to verify that dig 2 A(x, g) . '7% + h( x, w). (The validity of the opposite inequality for CS, follows by symmetry.) By our opening remark we have that we also have that for such x E & -A@, CLJ) . '7~ -h(x, w) > 0 for 0 < E < c0 .
The conclusion of the theorem now follows from Amann's theorem. It is now an easy matter to prove the analog of Theorem 2.2 and so we only state the result as Theorem 3.2. 
If the function u,, is superharmonic, (I&J-stable and satisfies p(x) r+,(x) + VF(x) . VU,,(X) > y(x) for x on LXJ and A(x, u) . OF(x) > 0 for (x, U) in gb(u,,)
then the result for the problem (.A$) corresponding to Theorem 2.3 is clearly valid. We leave its precise formulation to the reader. Before giving some examples of the theory of this section we make a few remarks concerning the "boundary inequality"
A(x, u) . VF(x) > 0 for (x, u) in .98(~o). It can be viewed geometrically as the requirement that the characteristic curves of the first-order differential equation (9,) must be outgoing everywhere along the boundary of Q. (The degenerate case in which A(x, u) . VF(x) = 0 implies of course that aQ is itself a characteristic curve.) In light of this interpretation the conclusions of the theorems of this section are not surprising since solutions of (&?a) with outgoing characteristics reach the boundary of Q with predetermined values which in general are different from the boundary conditions imposed by (NJ. If such a function is to approximate a solution of (Jr/-,) in D then it must be supplemented by a boundary layer corrector term (that is, a function of the form ZI or w) near SQ.
The layer terms ZI, w and the error terms p(c), p"(c) in the conclusions of Theorems 3.1 and 3.2, respectively, can be sharpened under additional assumptions on the functions A and F. First of all, if the boundary inequality is satisfied in the strong sense that A(x, U) . VF(x) >, k > 0 in g*(u,,) for a positive constant k then the terms 21 and w can be replaced by x(x, .s) = vEkrl exp[(ck;')-lF(x)] where k, < k is a positive constant. This follows because for E sufficiently small E A&, G) < kVx(Jc, 6) . OF(x) for .X in Q such that dist(x, SQ) < S and / E Ax@, e) -kVx(x, l ) . VF(x)j is transcendentally small for x in G' such that dist(x, SQ) > 6. In addition, the term p(e) (p" (e) We conclude this section with some examples. where again SQ = F-l(O) for F(x) = *(iI x II2 -1). The corresponding reduced equations have the constant solutions u. = 0, ur E 1 and u2 = -1 and it is easy to see that of these only u. is stable; in fact, it is (I,)-stable (cf. Example 2.2) for both (Es+) and (Es-). In the case of (Es+) the existence of a solution u = u(x, l ) such that lim u(x, l ) = 0 for sinQ E'O+ follows immediately from Theorem 3.1 because A(x, u) . VF(x) = U*(X * X) > 0 for all X. However, in the case of (Es-) we can reach the same conclusion by noting that A(x, u) * VP(x) = --9(x . X) = O(c:
+ l ) and referring to our remarks preceding the examples.
THE PROBLEM (N,)
We consider finally the problem
x on aQ, where as usual Q = {x: F(X) < 0) and asZ = F-l(O). The functions A, h, TV, F and g, have the same properties as in Sections 2 and 3, and for j = l,..., iV the functions bj = bj(x, u) are assumed to be as smooth as the functions (lj = aj(x, u). We associate with (NJ the corresponding reduced equation gl bj(x, u) uEj + A(x, u) . Vu + h(x, u) = 0, x in Q, G%) and study the behavior of solutions of (NJ by means of solutions of (9a) which are stable in the following sense. Using this definition we can now study the analogs of Theorems 2.1-2.3 for the problem (NJ. for (x, U) in .9Ju0) = B(u,,) n {x: dist(x, LX2) < S>. Then there exists an E,, > 0 such that the problem (MS) has a solution u = u(x, l ) of class fYa)(@ whenever 0 < E <ED. In addition, for x in a we hawe that
where the function v is dejined in the conclusion of Theorem 2.1, and c 1 , cz are known positive constants depending on u0 .
Proof. Suppose for definiteness that p(x) u&) + W(x) . Vu,(x) < p(r) for x on LX?. if q>,l, and y is a positive constant to be determined below. Clearly g and Al, satisfy the correct boundary inequalities.
(Recall that p > 0.) In order to verify that E A% 3 9(x, g, VW) and l A& < 9(x, W, VG) in Q for P-(x, u, Vu) = f bj(x, u) utj + 9(x, u) . -Vu + h(x, u) j=l we note that for w = w or w - ~(u,,) and so fo;x in 52 n {x: dist(x, %2) <'S}'vve have the desired inequality for E sufficiently small (say, 0 < c < E,,) since y 3 (2q + l)! M and E Aa < (m/(2q + l)!) dQ+i for 0 < E < Ed.
However, for x in .Q n (x: dist(r, &Q) >, S} f bj(X, w) zJ,, [e',, + 2u,,,jl + A(x, f3) . vu = P(pl(c)) j=l where pi(~) is transcendentally small if q = 0 and pi(~) = C(&+Q-~)~(~Q+~)) if q 3 1. Since pi(~) = o(E~) and EAV < (m/(2q + 1)l) w2p+l for 0 < E < l 0 it follows that also EAG < 9(x, W, VG) for x in Q n {x: dist(x, XL)) > 6).
Finally we take zi = u'(x, E) to be the function defined in the proof of Theorem 2.1. Therefore the hypotheses of Amann's theorem are satisfied and the conclusion of Theorem 4.1 follows. (If p(x) u,,(x) + W(x) . Vu,(x) > p)(x) for x on iis then we define cr)(x, E) = u,,(x) -er(x, C) -(+Jw+)~/ (~Q+~) and CG(Y, C) = u,,(x) + (~ym-l)l/(~~+l) and proceed as above.) The analog of Theorems 2.2 and 3.2 for the problem (Jr/-,) can now be stated and proved without difficulty. on XJ then it must be the case that XL, bj(x, u) &Jx) > 0 (GO) for x in I2 n {x: dist(x, XJ) < S}.
We remark also that if the first inequality is satisfied in the strong sense that We conclude this section with two examples. 
Here we assume as usual that 252 = F-'(O) and that 11 VF(jc)ll = 1 for x on a52. The function u = uo(x) = 0 is clearly (Zo-in2)-stable (if Y is odd) or (II,,,)-stable (if r is even) and since the coefficient of /I Vu /I* is of order O(E) we conclude from the theory of this section (cf. our remarks before the examples) that the problem (E,) has a solution u = U(X, l ) such that lim a(.~, 6) = 0 r-o+ for x in 0.
This result is not surprising in view of our assumption of diffusion-limitation and it has been confirmed experimentally (cf.
[2]).
CONCLUDING REMARKS
In this final section we make several observations which are pertinent to the three problems (J+oa).
With minor modifications the theory for (X1)-(A$) developed above could be applied to the problem ELZU = F(x, u, vu, E), x in Q, p(x, c) 24(x, c) + W(x) * Vu(x, l ) = c/(x, E), x on 3sZ 64 where L, is a general linear second-order uniformly elliptic operator and F(x, u, Vu, .), ~(x, .) and ~(x, -) are sufficiently smooth functions of E. The theorem of Amann quoted in the proof of Theorem 2.1 actually applies to the general equation L,u = 9(x, u, VU) and so the study of (4) involves nothing really new.
Finally the interior crossing theory discussed in [I l] for Dirichlet problems of the form (JIT) can be applied to the Robin or Neumann problem with little additional difficulty.
