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Abstract
Feature interactions are essential for achieving high ac-
curacy in recommender systems (RS), so they have been
taken into consideration in many existing RS, where all
feature interactions are modeled. Nevertheless, not all
feature interactions have positive effects for RS: mod-
eling the irrelevant feature interactions may introduce
noises and degrade the accuracy. To overcome this prob-
lem, in this work, we propose a graph neural network-
based model, L0-SIGN, to detect the relevance of fea-
ture interactions and utilize only the relevant ones for
RS, with features as nodes and feature interactions as
edges. Generally, our model consists of two compo-
nents: anL0 regularization based edge prediction model
to explicitly detect relevant feature interactions; and a
graph classication model, SIGN, to effectively model
and aggregate the detected ones for recommendations.
These two components positively inuence each other to
ensure that the most relevant feature interactions will be
detected and modeled. In addition, we further prove that
the effectiveness of our model is theoretically sound.
We first show that our model is a variational approxi-
mation of information bottleneck principle, i.e., the de-
tected feature interactions are guaranteed to be most rel-
evant. We then show that our model follows the defini-
tion of statistical interactions, proving that the modeling
of detected feature interactions in L0-SIGN is effec-
tive. Experimental results show that (i) L0-SIGN out-
performs existing baselines in terms of accuracy; and
(ii) the detected feature interactions are benecial for per-
formance gain and interpretability.
Introduction
Recommender systems (RS) play a central role in address-
ing information overload issues in many Web applications,
such as e-commerce, social media platforms, and lifestyle
apps. The core of RS is to predict how likely a user will
interact with an item (e.g., purchase, click). An important
technique of RS is to discover the effects of features (e,g.,
contexts, user/item attributes) on the target prediction out-
comes for fine-grained analysis (Shi, Larson, and Hanjalic
2014). For example, a RS that predicts if a user will use
a certain app may consider context features (e.g., time,
weather) to achieve accurate predictions. Furthermore, some
features are correlated to each other, and the joint effects
of these correlated features (i.e., feature interactions) are
crucial for RS to get high accuracy (Blondel et al. 2016;
He and Chua 2017). For example, it is reasonable to rec-
ommend a user to use Uber (an app to call taxis) in a rainy
day at off-work hours (e.g., Sunset). In this situation, con-
sidering the feature interaction < Sunset, rainy > is more
effective than considering them independently. Therefore, in
recent years, many research efforts have been put in model-
ing the feature interactions for RS, such as NFM (He and
Chua 2017), xDeepFM (Lian et al. 2018), AutoInt (Song et
al. 2019), etc.
We find that these models consider all feature interactions
in the recommendation. However, in practice, not all feature
interactions are relevant to the target prediction outcomes
(Langley and others 1994; Siegmund et al. 2012). Some
feature interactions provide no useful information for pre-
diction, and modeling these irrelevant feature interactions
may introduce noises to cause problems such as overfitting,
so that degrade the prediction accuracy (Zhang et al. 2017;
Louizos, Welling, and Kingma 2018). For example, a user
may use Gmail on a workday no matter what weather it
is. However, if all feature interactions are considered, a
RS model may overfit by linking the usage of Gmail to
the interaction between workday and specific weather, e.g.,
< Monday,Cloudy >, due to the bias in the training set, e.g.,
the weather of days when the Gmail usage data are collected
is accidentally cloudy. Unfortunately, this problem has not
been resolved yet in recent researches on RS.
In this work, we first define the relevance of feature in-
teraction as the extent of performance gains by modeling
the corresponding feature interactions, i.e., modeling rele-
vant feature interactions provides performance gain. Then,
to overcome this problem, we propose a novel graph neural
network (GNN) based recommendation model, L0-SIGN,
that detects the relevance of “pairwise feature interactions”
(or simply “feature interactions” as we only consider pair-
wise feature interactions in our model), and utilizes only the
relevant ones for RS, where each data sample is treated as a
graph, features as nodes and feature interactions as edges.
Specifically, our model consists of two components. The
first component is an L0 edge prediction model, which de-
tects relevant feature interactions by predicting the existence
of edges between nodes. To ensure the success of the de-
tection, an L0 activation regularization is proposed to en-
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courage the edges that indicating irrelevant feature inter-
actions to have the value of 0 (i.e., no edge exists). The
second component is a graph classification model, called
Statistical Interaction Graph neural Network (SIGN). SIGN
takes nodes (i.e., features) and detected edges (i.e., relevant
feature interactions) as the input graph, and outputs recom-
mendation predictions by modeling and aggregating only the
node pairs that are linked by an edge. Generally, the two
components positively influence each other: SIGN provides
accurate feedback to the L0 edge prediction model so that
more relevant feature interactions can be detected; and de-
tecting more relevant feature interaction in L0 model then
helps SIGN to achieve better recommendation accuracy.
Theoretical analysis is further conducted to verify the ef-
fectiveness of our model. First, the relevant feature inter-
actions are guaranteed to be detected in L0-SIGN. This is
proved by showing that the empirical risk minimization pro-
cedure of L0-SIGN is a variational approximation of the In-
formation Bottleneck (IB) principle, which is a golden cri-
terion to find the most relevant information correlating to
target outcomes from inputs (Tishby, Pereira, and Bialek
2000). Specifically, only the most relevant feature interac-
tions will be retained in L0-SIGN. It is because, in the train-
ing stage, our model simultaneously minimizes the number
of detected feature interactions by the L0 activation regular-
ization, and maximizes the recommendation accuracy with
the detected feature interactions. Second, we further show
that the modeling of detected feature interactions in SIGN is
very effective. By accurately leverage the relational reason-
ing ability of GNN, iff a feature interaction is detected to be
relevant in L0, it will be modeled in SIGN as a statistical in-
teraction (an interaction is called statistical interaction if the
joint effects of variables are modeled correctly).
We summarize our contributions as follows:
• We identify the shortcoming of the existing feature-
interaction-based RS, and propose a GNN-based L0-
SIGN model to detect and utilize the relevance of feature
interactions to achieve more accurate recommendations.
• We theoretically verify the effectiveness of the two com-
ponents in L0-SIGN by connecting them with informa-
tion bottleneck principle and statistical interaction, re-
spectively.
• We have conducted extensive experimental studies, and
the results show that (i) L0-SIGN outperforms existing
baselines in terms of accuracy; and (ii) the superior per-
formance of L0-SIGN comes from the correct detecting
and modeling of the relevant feature interactions. Case
studies are further conducted to show that the semantic
meaning of the detected feature interactions is useful for
recommendation interpretations.
Related Work
Feature Interaction based RS In recent years, feature in-
teraction modeling has attracted attention in RS. Factoriza-
tion machine (FM) (Rendle 2010) is one of the most popular
algorithms in modeling feature interactions. FM represents
features as embeddings and models every feature interac-
tions by the inner product. Due to the progress of deep learn-
ing, modern FM-based models focus on modeling feature
interactions using deep learning methods and gain state-of-
the-art performances (Xiao et al. 2017; He and Chua 2017;
Guo et al. 2017). However, in these models, all feature inter-
actions are taken into account, while our model, L0-SIGN,
detects, and models only relevant feature interactions.
Graph neural network (GNN) GNN is a framework
that can facilitate learning about entities and their relations
(Battaglia et al. 2018). Much existing work leverage GNN to
perform relational reasoning in various domains. For exam-
ple, (Duvenaud et al. 2015) and (Gilmer et al. 2017) lever-
age GNNs to predict the property of molecules by learning
their features from molecular graphs. (Chang et al. 2016) use
GNN to learn object relations in dynamic physical systems.
Besides, some relational reasoning models in computer vi-
sion such as (Santoro et al. 2017; Wang et al. 2018) have
been shown to be variations of GNN (Battaglia et al. 2018).
Our model innovatively connects the relevance of feature
interactions in RS to the existence of edges in graphs and
leverages the relational reasoning ability of GNN to model
relevant feature interaction for RS.
L0 regularization L0 regularization sparsifies models by
penalizing non-zero parameters. Due to the problem of non-
differentiable, it does not attract attention previously in
deep learning domains until (Louizos, Welling, and Kingma
2018) solve this problem by proposing a hard concrete
distribution in L0 regularization. Then, L0 regularization
has been commonly utilized to compress neural networks
(Tsang et al. 2018; Shi, Glocker, and Castro 2019; Yang et
al. 2017). We explore to utilize L0 regularization in RS to
limit the number of detected edges in feature graphs for rel-
evant feature interaction detection.
Problem Formulation and Definitions
Consider a dataset with input-output pairs: D =
{(Xn, yn)}Nn=1, where yn ∈ R/Z, Xn = {ck : xk}k∈J is
a set of categorical features (c) with their values (x), J is an
index set containing all feature indexes in D. For example,
in app recommendation, Xn can be a user ID, a app ID and
a set of context features (e.g., Cloudy, Monday) with values
to be 1 (i.e., recorded in this data sample), and yn is a binary
value to indicate whether the user will use this app. Our goal
is to design a predictive model F (Xn) that detects the rel-
evance of feature interactions and utilizes only the relevant
feature interaction to predict the true output yn.
Relevant Feature Interactions Inspired by the definition
of relevant feature by usefulness (Langley and others 1994;
Blum and Langley 1997), we formally define the relevant
feature interactions in Definition 1.
Definition 1. (Relevant Feature Interaction) Given a sample
of data X , a learning algorithm F and a feature interaction
set A, feature interaction I = {xi}i∈L, where L is a set of
all possible features, is relevant to F with respect to A if
the accuracy of the predictions that F produces using the
feature interaction set {I} ∪ A is better than the accuracy
achieved using just the set A.
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Figure 1: An overview of L0-SIGN model.
The above definition formalizes our detection goal: find
and retain only the feature interactions that can increase the
prediction accuracy by our model.
Statistical Interaction Statistical interaction, or non-
additive interaction, ensures a joint influence of several vari-
ables on an output variable is not additive (Tsang et al.
2018). (Sorokina et al. 2008) formally define the pairwise
statistical interaction:
Definition 2. (Pairwise Statistical Interaction) Function
F (X), where X = {x1, x2, . . . , xn}, shows no pairwise
statistical interaction between variables i and j if F (X)
can be expressed as the sum of two non-additive functions
f\i and f\j , where f\i and f\j are two functions that do not
depend on the input variable i and j respectively:
F (X) =f\i(x1, ..., xi−1, xi+1, ..., xn)
+ f\j(x1, ..., xj−1, xj+1, ..., xn).
(1)
Generally, when using vi ∈ Rd to describe the i-th
variable with d factors (e.g., variable embedding) (Ren-
dle 2010), each variable can be described in a vector form
ui = xivi. Then, we define the pairwise statistical interac-
tion in variable factor form by changing the Equation 1 into:
F (X) =f\i(u1, ...,ui−1,ui+1, ...,un)
+ f\j(u1, ...,uj−1,uj+1, ...,un).
(2)
The definition indicates that a modeling result on two fea-
tures can contain only additive information and omit inter-
action information if they show no statistical interaction in
a model. Therefore, strictly following the definition ensures
our models do not omit the feature interaction information
while modeling.
Our Model
In this section, we formally define L0-SIGN. We first illus-
trate the overview structure of our model. Then we describe
the two components of our model respectively, followed by
theoretical discussions.
Model Overview
Each input of L0-SIGN is represented as a graph (without
edge information), where its features are nodes and their in-
teractions are edges. More specifically, a data sample n is
a graph Gn(Xn, En), and En = {(en)ij}i,j∈Xn is a set of
edge/interaction values 1, where (en)ij ∈ {1, 0} , 1 indicates
1In this paper, nodes and features are used interchangeably, and
the same as edges and feature interactions.
that there is an edge (relevant feature interaction) between
nodes i and j, and 0 otherwise. Since no edge information
are required, En = ∅.
In summary, the L0 edge prediction component
Fep(Xn;ω), performs edge prediction on each pair of
nodes, where ω are parameters of Fep, and output the
predicted edge set E
′
n. Then, the GNN-based predictive
component SIGN performs predictions based onG(Xn, E
′
n)
as a graph classification task. Specifically, SIGN firstly
conducts statistical interaction modeling on each pair of
initial nodes (represented as node embeddings) that are
linked by an edge. Then, each initial node embedding is
updated by aggregating all of the corresponding modeling
results. Finally, all updated node embeddings are aggre-
gated to get the final prediction. The general form of SIGN
prediction function is y
′
n = fS(Gn(Xn, E
′
n);θ), where θ
is the parameters of SIGN and the predicted outcome y
′
n
is the graph classification result. Therefore, the L0-SIGN
prediction function fLS is:
fLS(Gn(Xn, ∅);θ,ω) = fS(Gn(Xn, Fep(Xn;ω);θ)). (3)
Figure 1 shows the structure of L0-SIGN2. Next, we will
show the two components in detail. For easy understanding,
we first describe the graph classification component SIGN,
and then the edge prediction components with L0 activation
regularization. In the following subsections, we focus on one
input-output pair, so we omit the index “n” for simplicity.
SIGN
In SIGN, each node i is first represented as an initial node
embedding vi of d dimensions. Then, statistical interaction
analysis is performed on each node pair (i, j) (i.e., eij = 1,
where the edge information is detected/heuristically defined)
by a non-additive function h(ui,uj) : R2×d → Rd (e.g., a
multilayer neural network), where ui = xivi. The result
vector is zij . Note that h should be invariant to the order of
its input to ensure that the modeling results are identical to
the same pair of nodes (i.e., h(ui,uj) = h(uj ,ui)). The
above procedure can be reformulated as sij = eijzij , where
sij ∈ Rd is the statistical interaction analysis result of (i, j).
Next, each node is updated by aggregating all of the anal-
ysis results between the node and its neighbors using a lin-
ear aggregation function ψ: v
′
i = ψ(ςi), where v
′
i ∈ Rd
is the updated embedding of node i, ςi is a set of statisti-
cal interaction analysis results between node i and its neigh-
bors. Note that ψ should be invariant to input permutations,
and be able to take inputs with variant number of elements
(e.g., element-wise summation/mean). While training, node
embedding will be updated iteratively by replacing initial
embedding with last updated embedding: (vi)t ← (v′i)t−1,
where t is the iteration index while training.
Finally, each updated node embedding will be trans-
formed into a scalar value by a linear function g : Rd → R,
and all scalar values are linearly aggregated as the output of
SIGN. That is: y
′
= φ(ν), where ν = {g(u′i) | i ∈ X},
2Section Algorithms of Appendix lists the pseudocodes of our
model and the training procedures.
u
′
i = xiv
′
i and φ : R|νn|×1 → R is an aggregation func-
tion having similar properties to ψ. Therefore, the prediction
function of SIGN is:
fS(G;θ) = φ({g(ψ({eijh(ui,uj)}j∈X))}i∈X). (4)
Theoretical Justification The feature interaction model-
ing in SIGN strictly follows the definition of statistical inter-
action, which is formally described in Theorem 1 (Section
Prove of Theorem 1 of Appendix gives the proof):
Theorem 1. (Statistical Interaction in SIGN) Consider a
graph G(X,E), where X is the node set and E = {eij |
i, j ∈ X, eij ∈ {0, 1}} is the edge value set where eij = eji.
Let G(X,E) be the input of SIGN function fS(G) in Equa-
tion 4, then the function flags pairwise statistical interaction
between node i and node j if and only if they are linked by
an edge in G(X,E), i.e., eij = 1.
Theorem 1 ensures that SIGN strictly perform statistical
interaction analysis on node pairs that are linked by an edge,
which captures more accurate feature interaction informa-
tion for both providing feedback to edge prediction compo-
nent and inferring the target outcome.
L0 Edge Prediction Component
Edge Prediction Component A matrix factorization
(MF) based model is used for edge prediction. MF is sim-
ple and efficient in modeling relations between node pairs
by factorizing the adjacency matrix of a graph into node
dense embeddings (Menon and Elkan 2011). In L0-SIGN,
since we do not have the adjacency matrix, the gradients for
learning this component come from the errors between the
predicted outcome from SIGN and the target outcome.
More specifically, the edge value, e
′
ij ∈ E
′
, is pre-
dicted by a MF-based edge prediction function fep(vei ,v
e
j ) :
R2×b → Z2, which takes a pair of node embeddings for
edge prediction with dimension b as input, and output a bi-
nary value to indicate whether the two nodes are connected
by an edge. vei = oiW
e is the embedding of node i for
edge prediction, where W e ∈ R|X|×b are parameters and
oi is the one-hot embedding of node i with size |X|. Similar
to pairwise node analysis function h, fep should also be in-
variant to exchanging the order of its input nodes. Note that
e
′
ii = 1 can be regarded as the feature i being relevant.
Having the edge prediction component, we formulate the
L0-SIGN prediction function:
fLS(G;ω,θ) = φ({g(ψ({fep(vei ,vej )h(ui,uj)}j∈X))}i∈X).
(5)
Note that Fep(X,ω) in Equation 3 is the set of all fep
procedures in a graph G.
L0 Activation Regularization Instead of regularizing pa-
rameters, activation regularization regularizes the output of
models (Merity, McCann, and Socher 2017). The empirical
risk minimization function of L0-SIGN updates a loss func-
tion, an L0 activation regularization on predicted edge val-
ues in E
′
n and an L2 activation regularization on interaction
modeling results zn. Formally, the risk minimization func-
tion with reparameterization trick on L0 regularization3 is:
R(θ,ω) = 1
N
N∑
n=1
(L(FLS(Gn;ω,θ), yn)
+ λ1
∑
i,j∈Xn
(pin)ij ,+λ2 ‖zn‖2),
(6)
where (pin)ij is the probability of (e
′
n)ij being 1 (i.e.,
(e
′
n)ij = Bern((pin)ij)), Gn = Gn(Xn, ∅), λ1 and λ2
are weighted factors for the regularizations and L(·) corre-
sponds to a loss function.
In consequence, the L0 activation regularization helps to
detect the most relevant feature interactions by simultane-
ously minimizing the number of edges, and maximizing pre-
diction accuracies.
A practical difficulty of performing L0 regularization is
that it is non-differentiable. Inspired by (Louizos, Welling,
and Kingma 2018), we smooth the L0 regularization by ap-
proximating the Bernoulli distribution with a hard concrete
distributions. Then, e
′
ij follows a hard concrete distribution,
which is differentiable 4.
Theoretical Justification We first show the relations of
L0-SIGN to the statistical interaction. Then, we show how
the empirical risk minimization procedure of L0-SIGN ap-
proximates IB principle, which provides theoretical gauran-
tee the success of edge detection.
Relation to Statistical Interaction. L0-SIGN provides
the same feature interaction modeling ability as SIGN, since
we can simply extend Theorem 1 to Corollary 1.1 (The proof
is in Section Proof of Corollary 1.1 of Appendix):
Corollary 1.1. (Statistical Interaction in L0-SIGN) Con-
sider a graph G that the edge set is unknown. Let G be the
input of L0-SIGN function FLS(G) in Equation 5, the func-
tion shows pairwise statistical interaction between node i
and node j if and only if they are predicted to be linked by
an edge in G by L0-SIGN, i.e., e
′
ij = 1.
Relation to Information Bottleneck (IB) Principle. In-
formation Bottleneck principle (Tishby, Pereira, and Bialek
2000) aims to extract relevant information that input random
variablesX contains about output variables Y by consider-
ing a trade-off between the accuracy and complexity of the
process. The relevant part of X over Y denotes S. Then,
the IB principle can be mathematically represented as:
min I(X;S)− βI(S;Y ), (7)
where I(·) denotes mutual information between two vari-
ables and β is a scale parameter.
L0-SIGN has a close relationship with the IB princi-
ple. The empirical risk minimization function of L0-SIGN
(Equation 6) can be approximately derived from Equation
7. Intuitively, the L0 regularization in Equation 6 mini-
mizes a Kullback–Leibler divergence between every e
′
ij and
3Section L0 Regularization of Appendix gives detailed descrip-
tion about L0 regularization and its reparametrization trick.
4Section Approximate L0 Regularzation with Hard Concrete
Disctribution of Appendix gives details about the approximation.
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Figure 2: The interaction analysis results s from L0-SIGN are like
the relevant part in the IB principle.
a Bernoulli distribution Bern(0), and the L2 regularization
minimizes the KullbackLeibler divergence between every
zij and a multivariate standard distribution N (0, I). As il-
lustrated in Figure 2, the statistical interaction analysis re-
sults, s, can be approximated as the relevant part S in Equa-
tion 7. Section Derivation from IB to L0-SIGN of Appendix
gives a detailed derivation.
Therefore, through training L0-SIGN, less relevant fea-
ture interactions to the target outcome will be discarded and
the most relevant ones will be retained in s. This provides
a theoretical guarantee that the predicted edges contain the
most relevant interaction information to the target outcome.
Relation to spike-and-slab distribution. The spike-and-
slab distribution (Mitchell and Beauchamp 1988) is the
golden standard in sparsity. It is defined as a mixture of a
delta spike at zero and a continuous distribution over the real
line (e.g., a standard normal):
p(a) = Bern(pi), p(θ | a = 0) = δ(θ),
p(θ | a = 1) = N (θ | 0, 1). (8)
We can regard the spike-and-slab distribution as the prod-
uct of a continuous distribution and a Bernoulli distribution.
In L0-SIGN, the predicted edge value vector e
′
(the vec-
tor form of E
′
) is a multivariate Bernoulli distribution and
can be regarded as p(a) in Equation 8. The pairwise mod-
eling result z is a multivariate normal distribution and can
be regarded as p(θ) in Equation 8. Therefore, L0-SIGN is a
model that the statistical interaction analysis result, s, is a
multivariate spike-and-slab distribution that performs edge
sparsification by discarding irrelevant feature interactions.
The retained edges in the spike-and-slab distribution are suf-
ficient for L0-SIGN to provide accurate predictions.
Experiments
In this section, we mainly focus on answering three ques-
tions: (i) how L0-SIGN performs comparing to baselines?
(ii) How is the detection ability of L0-SIGN and whether
the two components of our model positively influence each
other. (iii) How the semantic meaning of the detected feature
interactions is useful for recommendation interpretations.
Experimental Protocol
Datasets We study two real-word datasets for recom-
mender systems to evaluate our model.
Frappe (Baltrunas et al. 2015). It is a context-aware rec-
ommendation dataset. It records app usage logs from dif-
ferent users with eight types of contexts (e,g, weather, day-
time). We treat each log as a graph (without edges) and
nodes are either user ID, app ID or the contexts.
MovieLens-tag (He and Chua 2017). It focuses on the
movie tag recommendation (e.g., “sci-fi”, “must see”). Each
Table 1: Dataset statistics. All datasets are denoted in graph form.
Each node represents one feature. Twitter and DBLP datasets are
used for answering question (ii).
DATASET #FEATURES #GRAPHS #NODES/GRAPH
FRAPPE 5,382 288,609 10
MOVIELENS 90,445 2,006,859 3
TWITTER 1,323 144,033 4.03
DBLP 41,324 19,456 10.48
data instance is regarded as a graph, with nodes as user ID,
movie ID and a tag that the user gives to the movie.
To evaluate the question (ii), we further study two datasets
for graph classification, which will be discussed later. The
statistics of the datasets are summarized in Table 1.
Baselines We compare our model with recommender sys-
tem baselines that model all feature interactions.
FM (Koren 2008): It is one of the most popular collab-
orative filtering models that models every feature interac-
tions by dot product. AFM (Xiao et al. 2017): Comparing to
FM, it additionally calculates an attention value for each fea-
ture interaction. NFM (He and Chua 2017): It replaces the
dot product procedure of FM by a multilayer neural network
(MLP). We set the MLP structure in NFM the same as the
pairwise analysis function h in SIGN for fair comparison.
DeepFM (Guo et al. 2017): It combines interaction analysis
results from using MLP and FM together for prediction. We
set the MLP structure the same as the function h in SIGN.
xDeepFM (Lian et al. 2018): It is an extension of DeepFM
that models feature interactions in both explicit and implicit
way. We use the same setting as DeepFM. AutoInt (Song et
al. 2019): It explicitly models all feature interactions using
a multi-head self-attentive neural network. We use the same
neural network settings as our model.
Experimental set-up L0-SIGN is a general model so that
the implementation is flexible. In the experiments, we use
element-wise mean as both linear aggregation functions ψ(·)
and φ(·). The linear function g(·) is a weighted sum function
(i.e., g(u
′
i) = w
T
g u
′
i, where wg ∈ Rd×1 are the weight pa-
rameters). For the pairwise modeling function h(·), we use
the a multilayer perceptron (MLP) with one hidden layer
after element-wise product: h(ui,uj) = W h2 σ(W
h
1 (ui 
uj) + b
h
1 ) + b
h
2 , where W
h
1 ,W
h
2 , b
h
1 , b
h
2 are parameters of
MLP and σ(·) is a Relu activation function. We implement
the edge prediction model based on the neural collaborative
filtering framework (He and Chua 2017), which has a similar
form to h(·): fep(vei ,vej ) = W e2 σ(W e1 (vei vej )+be1)+be2.
We set node embedding sizes for both pairwise modeling
and edge prediction to 8 (i.e., b, d = 8) and the sizes of hid-
den layer for both h and fep to 32 (i.e.,W h1 ,W
e
1 ∈ R32×8).
We choose the weighting factors λ1 and λ2 from [0.001, 0.1]
that produce the best performance in each dataset.
We choose the model parameters from the training itera-
tion that produce the best results in validation set, but forL0-
SIGN the best results are chosen after the predicted edges
being steady. We use accuracy (ACC) and the area under a
curve with Riemann sums (AUC) as evaluation metrics.
Table 2: Summary of results in comparison with FM-based models
in AUC and ACC.
MODEL FRAPPE MOVIELENS
AUC ACC AUC ACC
FM 0.9213 0.8679 0.9190 0.8694
AFM 0.9311 0.8836 0.9205 0.8711
NFM 0.9363 0.8888 0.9342 0.8903
DEEPFM 0.9371 0.8902 0.9339 0.8895
XDEEPFM 0.9375 0.8905 0.9347 0.8906
AUTOINT 0.9372 0.8891 0.9351 0.8912
L0-SIGN 0.9580 0.9299 0.9407 0.8970
Model Performance
We compare our model with RS baselines that model fea-
ture interactions and the results are in Table 2, with the best
results for each dataset in bold. We observe that:
• Our model outperforms all baselines on the two datasets.
The baselines analyze all feature interactions, while our
model prunes the irrelevant feature interactions explicitly.
It indicates that accurate prediction can be delivered by
effectively modeling only relevant feature interactions.
• The models that perform explicit feature interaction
modeling (xDeepFM, AutoInt) outperforms those that
perform implicit feature interaction modeling (NFM,
DeepFM). It shows that explicit feature interaction analy-
sis is promising in delivering accurate predictions in RS.
Our model proposes a more efficient explicitly feature in-
teraction method and get the best prediction results.
• Our model performs effective pairwise feature interac-
tion modeling, and deliver better prediction accuracy than
baselines that consider high-order interactions. It shows
that pairwise feature interactions provide the most use-
ful information for accurate predictions. Meanwhile, FM,
AFM, and DeepFM leverage dot product (a relatively in-
effective method) to model pairwise feature interactions,
and gains lower prediction accuracy than other baselines.
Evaluation of Interaction Detection
Then, we evaluate the effectiveness of edge prediction inL0-
SIGN. We show that the included (detected) edges are more
relevant than the excluded ones.
Prediction Accuracy vs Numbers of Edges Figure 3
shows the changes in prediction AUC and the number of
edges included while training. The accuracy stabilizes af-
ter reaching the peak, while the number of included edges
first decreases dramatically and then becomes steady. These
trends show that our model can recognize irrelevant feature
interactions and remove them without losing accuracy.
Using a different number of edges We evaluate how pre-
dicted edges (the detected edges) and reversed edges (the
excluded edges) influence the performance of our model.
Specifically, we generate 5 edge sets with a different number
of edges by randomly selecting from 20% predicted edges
(ratio 0.2) to 100% predicted edges (ratio 1.0). We gener-
ate another 5 edge sets similarly from reversed edges. Then,
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Figure 3: The changes of prediction accuracy and number of edges
(in percentage) while training.
we run SIGN on each edge set for 5 times, and the aver-
age results are shown in Figure 4. It shows that the accuracy
stops increasing when using reversed edges since the ratio
0.6, while it is continually improving when using more pre-
dicted edges. According to Definition 1, it shows that the
predicted edges are relevant since considering them can pro-
vide further performance gain, while the reversed edges can-
not, so that is irrelevant. Note that the increment of reversed
edges from 0.2 to 0.6 may come from covering more nodes
since features solely can provide some useful information.
s irrelevant. Note that the increment of reversed edges from
0.2 to 0.6 may come from covering more nodes since fea-
tures solely can provide some useful information.
Replacing SIGN with other GNNs To evaluate the effec-
tiveness of our L0 edge prediction component and whether
SIGN is more suitable than other GNNs in L0-SIGN, we re-
place SIGN with existing GNNs in our model: GCN (Kipf
and Welling 2017), Chebyshev filter based GCN (Cheby)
(Defferrard, Bresson, and Vandergheynst 2016), GIN (Xu et
al. 2019) and DGCNN (Zhang et al. 2018). We run on two
datasets for graph classification since they contain heuristic
edges (used to compare with the predicted edges):
Twitter (Pan, Wu, and Zhu 2015). It is extracted from
twitter sentiment classification. Each tweet is regarded as a
graph with nodes being word tokens. The edges are the co-
occurrence relationship between two words in each tweet.
DBLP (Pan et al. 2013). It consists of a set of papers with
labels indicating the papers from either DBDM or CVPR
field. Each paper is a graph with a node being a paper ID or
a keyword. The edges are the citation relationship between
papers or keyword relations in the title.
Table 3 shows the prediction results of SIGN and GNN
models on the two datasets using the edges given by the
datasets, and also these models combining with L0 edge
prediction model (the “L0-” rows). Note that for baseline
GNNs, we regard the predicted edge values through the L0
edge prediction model as the weight of corresponding edges
to ensure the edge prediction component can be trained to-
gether with these GNNs. From Table 3, we observe that:
0.2 0.4 0.6 0.8 1
0.80
0.85
0.90
0.95
Ratio
Frappe
Pred (AUC) Rev (AUC)
Pred (ACC) Rev (ACC)
0.2 0.4 0.6 0.8 1
0.80
0.85
0.90
0.95
Ratio
Movielens
Pred (AUC) Rev (AUC)
Pred (ACC) Rev (ACC)
0.2 0.4 0.6 0.8 1
0.60
0.65
0.70
Ratio
Twitter
Pred (AUC) Rev (AUC)
Pred (ACC) Rev (ACC)
0.2 0.4 0.6 0.8 1
0.90
0.95
Ratio
DBLP
Pred (AUC) Rev (AUC)
Pred (ACC) Rev (ACC)
Figure 4: Evaluating different number of edges. “Pred” is the pre-
dicted edges and “Rev” is the reversed edges.
Table 3: Summary of results in comparison with graph-based mod-
els. The models without “L0-” in names use heuristic edges, and
those with “L0-” detect edges by combining with our L0 edge
prediction component. The “Imp” columns show the improvement
from rows that without “L0-” to those with “L0-” for each GNN.
TWITTER DBLP
AUC ACC AUC ACC
GCN 0.7049 0.6537 0.9719 0.9289
L0-GCN 0.7053 0.6543 0.9731 0.9301
Imp. 0.057% 0.091% 0.123% 0.129%
CHEBY 0.7076 0.6522 0.9717 0.9291
L0-CHEBY 0.7079 0.6519 0.9719 0.9297
Imp. 0.042% -0.046% 0.021% 0.064%
GIN 0.7149 0.6559 0.9764 0.9319
L0-GIN 0.7159 0.6572 0.9787 0.9328
Imp. 0.140% 0.198% 0.236% 0.097%
DGCNN 0.7213 0.6638 0.9776 0.9345
L0-DGCNN 0.7208 0.6624 0.9769 0.9337
Imp. -0.069% -0.211% -0.072% -0.086%
SIGN 0.7201 0.6615 0.9764 0.9334
L0-SIGN 0.7231 0.6670 0.9836 0.9427
Imp. 0.417% 0.831% 0.737% 0.996%
• Even without edge information, when combining with our
L0 edge prediction model (with “L0-” in name), all GNNs
gain competitive results compared to those given heuris-
tic edges (without “L0-” in name). These results prove
that our L0 edge prediction model detects relevant feature
interactions with all GNNs.
• Most GNNs gain better results when combining with our
L0 edge prediction model (positive improvement) except
for DGCNN. This may because DGCNN performs edge
sort, which has a similar role to the L0 edge prediction
model. Then, the effect of our L0 edge prediction model
is diminished since it cannot receive useful feedback.
• L0-SIGN gains the best performance, and the improve-
ment from SIGN to L0-SIGN is the biggest comparing to
other GNNs. It shows that our proposed two components
are essential and positively influence each other that de-
liver more accurate predictions.
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Figure 5: (a) The 5 most relevant interactions for each orientation
with Gmail. The number features are city indexes. (b) The predic-
tion that user u349 will use Gmail since the prediction value is
1.313 > 0. Darker edges mean more relevant interactions.
Case Study
Finally, we conduct case studies in the Frappe dataset to
show ow the semantic meaning of the detected feature in-
teractions is useful for recommendation interpretations.
We first show the features that have the most relevant in-
teractions with Gmail in Figure 5a. We can see that Workday
has the most relevant positive interactions, while the feature
Noon has the most negative interactions, which may indicate
that people usually do not have activities with Gmail in the
noon. It is interesting that Evening and Home have oppo-
site interactions with Gmail. This may reveal that if people
are not at home in the evening, they have higher chances of
having activities with Gmail (e.g., work overtime).
We then show how the interaction values can be used
as interpretations. Figure 5b visualizes a prediction result
from our model that a user (u349) may use Gmail. Inter-
pretations can be easily generated from the figure. For ex-
ample, Gmail and Workday have the most relevant interac-
tion (0.636), which can be interpreted as that Gmail is more
likely to be used in workdays. Cloudy and Morning have no
interaction, which means that whether it is a cloudy morning
does not influence all activities.
Conclusion and Future Work
We propose L0-SIGN, a GNN-based model that detects the
relevance of pairwise feature interactions via edge predic-
tion, and leverages only the relevant feature interactions to
perform recommendations via graph classification. Theoret-
ical analyses and extensive experiments show the ability of
L0-SIGN in detecting and modeling relevant feature interac-
tions to achieve accurate recommendations. In future work,
we will extend our models to high-order feature interactions
with theroretical foundations.
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Prove of Theorem 1
Theorem 1. (Statistical Interaction in SIGN) Consider a
graph G(X,E), where X is the node set and E = {eij |
i, j ∈ X, eij ∈ {0, 1}} is the edge value set where eij = eji.
WhenG(X,E) is the input of SIGN function fS(G) in Equa-
tion 4, the function shows pairwise statistical interaction be-
tween node i and node j if and only if they are linked by an
edge in G(X,E), i.e., eij = 1.
Proof. We prove Theorem 1 by proving two lemmas:
Lemma 2. Under the condition of Theorem 1, for a graph
G(X,E), if fS(G) shows pairwise statistical interaction be-
tween node i and node j, where i, j ∈ X , then the two nodes
are linked by an edge in G(X,E), i.e., eij = 1.
Proof. We prove this lemma by contradiction. Assume that
the SIGN function fS withG(X,E\eij ) as input shows pair-
wise statistical interaction between node i and node j, where
G(X,E\eij ) is a graph with E\eij being a set of edges that
eij = 0.
Recall that the SIGN function in Equation 4. Without los-
ing generality, we set both the aggregation functions φ and
ψ being element-wise average. That is:
fS(G) =
1
|X|
∑
i∈X
(
1
ρ(i)
∑
j∈X
(eijh(ui,uj))), (9)
where ρ(i) is the degree of node i.
From Equation 9, we know that the SIGN function can
be regarded as a linear aggregation of non-linear statistical
interaction modeling procedures h(uk,um) for all pair of
nodes (k, m) that k,m ∈ X and ekm = 1. Since E\eij does
not contain an edge between i and j (i.e., eij = 0), the SIGN
function does not perform interaction modeling between the
two nodes into final predictions.
According to Definition 2, since i and j have statistical
interaction, we cannot find a replace form of SIGN function
like:
fS(G) =q\i(u1, ...,ui−1,ui+1, ...,u|X|)
+ q\j(u1, ...,uj−1,uj+1, ...,u|X|),
(10)
where q\i and q\j are functions without node i and node j
as input, respectively.
However, from our assumption, since there is no edge be-
tween node i and node j, there is no interaction modeling
function that performs between them in fS(G). Therefore,
we can easily find many such q\i and q\j that satisfy Equa-
tion 10. For example:
q\i(u1, ...,ui−1,ui+1, ...,u|X|) =
1
|X|
∑
k∈X\{i}
(
1
ρ(k)
∑
m∈X\{i}
(ekmh(uk,um))),
(11)
and
q\j(u1,...,uj−1,uj+1, ...,u|X|) =
1
|X|
∑
m∈X\{j}
(
1
ρ(i)
eimh(ui,um))
+
1
|X|
∑
k∈X\{j}
(
1
ρ(k)
ekih(uk,ui)).
(12)
Therefore, it contradicts our assumption. Lemma 2 is
proved.
Lemma 3. Under the condition of Theorem 1, for a graph
G(X,E), if node i and node j in the graph are linked by an
edge in G (i.e., i, j ∈ X and eij = 1), then fS(G) shows
pairwise statistical interaction between node i and node j.
Proof. We prove this lemma by contradiction as well. As-
sume there is a graph G(X,E) that has a pair of nodes (i, j)
that eij = 1, but shows no pairwise statistical interaction
between this node pair in fS(G).
Since eij = 1, we can rewrite SIGN function as:
fS(G) =
1
|X|
∑
k∈X
(
1
ρ(k)
∑
m∈X
(ekmh(uk,um)))
+
ρ(i) + ρ(j)
|X|ρ(i)ρ(j) (h(ui,uj)),
(13)
where (k,m) /∈ {(i, j), (j, i)}.
In our assumption, fS(G) shows no pairwise statistical
interaction between node i and node j. That is, we can
write fS(G) in the form of Equation 10 according to Def-
inition 2. For the first component in the RHS of Equation
13, we can easily construct functions q\i and q\j in a simi-
lar way of Equation 11 and Equation 12 respectively. How-
ever, for the second component in the RHS of Equation 13,
the non-additive function h(ui,uj) operates on node i and
node j. Through the definition of non-additive function, we
cannot represent a non-additive function h as a form like
h(ui,uj) = f1(ui) + f2(uj), where f1 and f2 are func-
tions. That is to say, we cannot merge the second component
in the RHS into either q\i or q\j .
Therefore, Equation 13 cannot be represented as the form
of Equation 10, and the node pair (i, j) shows pairwise sta-
tistical interaction in fS(G), which contradicts our assump-
tion. Lemma 3 is proved.
Combing Lemma 2 and Lemma 3, Theorem 1 is proved.
Proof of Corollary 1.1
Corollary 1.1. (Statistical Interaction in L0-SIGN) Con-
sider a graph G that the edge set is unknown. When G is
the input of L0-SIGN function FLS(G) in Equation 5, the
function shows pairwise statistical interaction between node
i and node j if and only if they are predicted to be linked by
an edge in G by L0-SIGN, i.e., e
′
ij = 1.
Proof. In Equation 5, we can perform the prediction pro-
cedure by first predicting edge values on all potential node
pairs. Then we perform node pair modeling and aggregat-
ing the results together to get the predictions (as illustrated
in Figure 1). Specifically, we can regard the edge prediction
procedure in L0-SIGN as being prior to the following SIGN
procedure, the edge values in an input graph G(X, ∅) can be
first predicted by function Fep and then we have the graph
G(X,E
′
), where E
′
is a predicted edge set. Therefore, the
following procedure is the same as the SIGN model with
G(X,E
′
) as the input graph, which satisfies Theorem 1.
Derivation from IB to L0-SIGN
Recall that the empirical risk minimization procedure of L0-
SIGN in Equation 6 is:
R(θ,ω) = 1
N
N∑
n=1
(L(fLS(Gn;ω,θ), yn)
+ λ1
∑
i,j∈Xn
(pin)ij ,+λ2 ‖zn‖2).
Deep variational information bottleneck method (Alemi
et al. 2017) performs a variational approximation to the In-
formation Bottleneck principle (Equation 7). Specifically,
the function can be approximated by maximizing a lower
bound L:
L ≈ 1
N
N∑
n=1
[
∫
dz˜n p(z˜n | x˜n) log q(y˜n | z˜n)
− βp(z˜n | x˜n) log p(z˜n | x˜n)
r(z˜n)
],
(14)
where x˜n, y˜n, z˜n are input, output and some middle states
respectively, r(z˜n) is the variational approximation to the
marginal p(z˜n).
Then, maximizing the lower bound L equals to minimiz-
ing a JIB :
JIB =
1
N
N∑
n=1
(Ez˜n∼p(z˜n|x˜n)[− log q(y˜n | z˜n)]
+ βKL[p(z˜n | x˜n), r(z˜n)]),
(15)
where KL[p(z˜n | x˜n), r(z˜n)] is the Kullback–Leibler diver-
gence between p(z˜n | x˜n) and r(z˜n).
In L0-SIGN, the relevant part between input and out-
put is the statistical interaction analysis result sn, which
is the multiplication of predicted edge values e
′
n and pair-
wise modeling results zn. (e
′
n)ij = Bern((pin)ij) so that
e
′
n is a multivariate Bernoulli distribution, denoted as p(e
′
n |
Xn). Similarly, (zn)ij is a multivariate normal distribution
N ((zn)ij ,Σij) so that zn is a multivariate normal distribu-
tion, denoted as p(zn | Xn). Therefore, the distribution of
sn (denoted as p(sn | Xn)) is represented as:
p(sn | Xn) = p(e′n | Xn)p(zn | Xn)
= ‖i,j∈Xn [Bern(piij)N ((zn)ij ,Σij)],
(16)
where Σij is a covariance matrix and ‖ is concatenation.
Meanwhile, we set the variational approximation of the
sn being a concatenated multiplication of normal distribu-
tions with mean of 0 and variance of 1, and Bernoulli distri-
butions that the probability of being 0 is 1. Then, the varia-
tional approximation in the vector form is:
r(sn) = Bern(0)N (0, I), (17)
where I is an identity matrix.
Combining Equation 16 and Equation 17 into Equation
15, the minimization function correlating to L0-SIGN be-
comes:
JIB =
1
N
N∑
n=1
(Esn∼p(sn|Xn)[− log q(yn | sn)]
+ βKL[p(sn | Xn), r(sn)]).
(18)
Next, we use the forward KullbackLeibler divergence
KL[r(sn), p(sn | Xn)] to approximate the reverse Kull-
backLeibler divergence in Equation 18 to ensure the Kull-
backLeibler divergence can be properly derived into the L0
and L2 activation regularization (will be illustrated in Equa-
tion 21 and Equation 22). We can perform this approxima-
tion because when the variational approximation r(z˜n) only
contains one mode (e.g., Bernoulli distribution, normal dis-
tribution), both forward and reverse KullbackLeibler diver-
gence force p(z˜n | x˜n) to cover the only mode and will have
the same effect (MacKay 2003). Then Equation 18 becomes:
JIB
=
1
N
N∑
n=1
(Esn∼p(sn|Xn)[− log q(yn | sn)]
+ βKL[r(sn), p(sn | Xn)])
=
1
N
N∑
n=1
(Esn∼p(sn|Xn)[− log q(yn | sn)]
+ βKL[Bern(0)N (0, I), p(e′n | Xn)p(zn | Xn)])
=
1
N
N∑
n=1
(Esn∼p(sn|Xn)[− log q(yn | sn)]
+ β(dKL[Bern(0), p(e
′
n | Xn)]
+KL[N (0, I), p(zn | Xn)])),
(19)
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Figure 6: Linear Approximation vs. Bernoulli KL Divergence on
single pi values.
where d is the dimention of each vector (zn)ij .
In Equation 19, minimizing Esn∼p(sn|Xn)[− log q(yn |
sn)] is equivalent to minimizing L(fLS(Gn;ω,θ), yn) in
Equation 6. q(yn | sn) can be regarded as the aggregation
procedure from the statistical interaction analysis result to
the target outcome yn.
For the part KL[Bern(0), p(e
′
n | Xn)] in Equation 19,
p(e
′
n | Xn) = Bern(pin) is a multivariate Bernoulli distri-
bution, so the KL divergence is:
KL[Bern(0), p(e
′
n | Xn)] = KL[Bern(0), Bern(pin)]
=
∑
i,j∈Xn
(0 log
0
(pin)ij
+ (1− 0) log 1− 0
1− (pin)ij )
=
∑
i,j∈Xn
log
1
1− (pin)ij .
(20)
Next, we use a linear function γ(pin)ij to approximate
log 11−(pin)ij in Equation 20, where γ > 0 is a scalar
constant. Figure 6 shows the values (penalization) of the
Bernoulli KL divergence and its linear approximation on dif-
ferent pi values. It can be seen that both Bernoulli KL diver-
gence and its approximations are monotone increasing. In
the empirical risk minimization procedure, they will have
similar effects on penalizing those pi > 0. In addition, the
approximation is more suitable for our model because: (i)
it penalizes more than the Bernoulli KL divergence when pi
is approaching 0 (take more effort on removing irrelevant
feature interactions); and (ii) it gives reasonable (finite) pe-
nalization when pi is approaching 1 (retrain relevant feature
interactions), while the Bernoulli KL divergence produces
infinite penalization when pi = 1.
Then the KL divergence of the multivariate Bernoulli dis-
tribution can be approximately calculated by:
KL[Bern(0), p(e
′
n | Xn)] =
∑
i,j∈Xn
log
1
1− (pin)ij
≈
∑
i,j∈Xn
γ(pin)ij .
(21)
For the part KL[N (0, I), p(zn | Xn)], the distribution
p(zn | Xn) is a multivariate normal distribution and is de-
noted as N (zn,Σ). If we assume all normal distributions
in p(zn | Xn) are i.i.d, and have the same variance (i.e.,
Σ = diag(σ2, σ2, . . . , σ2) where σ is a constant), we can
reformulate the KL divergence:
KL[N (0, I), p(zn | Xn)] = KL[N (0, I),N (zn,Σn)]
=
1
2
(Tr(Σ−1n I) + (zn − 0)TΣ−11 (zn − 0) + ln det Σndet I − d|Xn|)
=
1
2
∑
i,j∈Xn
d∑
k=1
(
1
σ2
+
(zn)
2
ijk
σ2
+ lnσ2 − 1)
=
1
2σ2
∑
i,j∈Xn
d∑
k=1
((zn)
2
ijk + C2)
∝ 1
2σ2
∑
i,j∈Xn
d∑
k=1
(zn)
2
ijk,
(22)
where C2 = 1 + σ2 lnσ2 − σ2 is a constant and (zn)ijk is
the kth dimension of (zn)ij .
Relating to Equation 6, Equation 21 is exactly the L0 ac-
tivation regularization part and Equation 22 is the L2 ac-
tivation regularization part in the empirical risk minimiza-
tion procedure of L0-SIGN, with λ1 = dβγ and λ2 = β2σ2 .
Therefore, the empirical risk minimization procedure of L0-
SIGN is proved to be a variational approximation of mini-
mizing the object function of IB (JIB):
minR(θ,ω) ≈ min JIB . (23)
Algorithms
In this section, we provide the pseudocode of SIGN and L0-
SIGN prediction algorithm in Algorithm 1 and Algorithm
2 respectively. Meanwhile, we provide the pseudocode of
SIGN and L0-SIGN training algorithm in Algorithm 3 and
Algorithm 4 respectively.
Algorithm 1 SIGN prediction function fS
Input: data G(X,E)
for each pair of feature (i, j) do
if eij = 1 then
zij = h(ui,uj)
sij = zij
else
sij = 0
end if
end for
for each feature i do
u
′
i = xiψ(ςi)
νi = g(u
′
i)
end for
y
′
= φ(ν)
Return: y
′
Algorithm 2 L0-SIGN prediction function fLS
Input: data G(X, ∅)
for each pair of feature (i, j) do
e
′
ij = HardConcrete(fep(v
e
i ,v
e
j ))
zij = h(ui,uj)
sij = e
′
ijzij
end for
for each feature i do
u
′
i = xiψ(ςi)
νi = g(u
′
i)
end for
y
′
= φ(ν)
Return: y
′
Algorithm 3 Training procedure of SIGN
Randomly initialize θ
repeat
for each input-output pair (Gn(Xn, En), yn) do
get y
′
n,v
′
from fS(Gn;θ)
v ← v′
end for
R(θ) = 1N
∑N
n=1(L(FLS(y
′
n, yn))
update θ (exclude v) by minR(θ)
until reach the stop conditions
Algorithm 4 Training procedure of L0-SIGN
Randomly initialize θ,ω
repeat
for each input-output pair (Gn(Xn, ∅), yn) do
get y
′
n,v
′
from fLS(Gn;θ,ω)
v ← v′
end for
calculateR(θ,ω) through Equation 6
update ω,θ(exclude v) by minR(θ,ω)
until reach the stop conditions
L0 Regularization
L0 regularization encourages the regularized parameters θ
to be exactly zero by setting an L0 term:
‖θ‖0 =
|θ|∑
j=1
I[θj 6= 0], (24)
where |θ| is the dimensionality of the parameters and I is 1
if θj 6= 0, and 0 otherwise.
For a dataset D, an empirical risk minimization proce-
dure is used with L0 regularization on the parameters θ of
a hypothesis H(·;θ), which can be any objective function
involving parameters, such as neural networks. Then, using
reparameterization of θ , we set θj = θ˜jzj , where θ˜j 6= 0
and zj is a binary gate with Bernoulli distributionBern(pij)
(Louizos, Welling, and Kingma 2018). The procedure is rep-
resented as:
R(θ˜,pi) = Ep(z|pi) 1
N
(
N∑
n=1
L(H(Xn; θ˜  z), yn)) + λ
|θ|∑
j=1
pij ,
θ˜∗,pi∗ = arg min
θ˜,pi
R(θ˜,pi),
(25)
where p(zj |pij) = Bern(pij), N is the number of samples
in D,  is element-wise production, L(·) is a loss function
and λ is the weighting factor of the L0 regularization.
Approximate L0 Regularzation with Hard
Concrete Disctribution.
A practical difficulty of performing L0 regularization is that
it is non-differentiable. Inspired by (Louizos, Welling, and
Kingma 2018), we smooth the L0 regularization by approx-
imating the binary edge value with a hard concrete distri-
butions. Specifically, let fep now output continues values.
Then
u ∼ U(0, 1),
s = Sigmoid((log u− log(1− u) + log(αij))/β),
s¯ = s(δ − γ) + γ,
e
′
ij = min(1,max(0, s¯)),
(26)
where u ∼ U(0, 1) is a uniform distribution, Sig is the Sig-
moid function, αij ∈ R+ is the output of fep(vei ,vej ), β is
the temperature and (γ, δ) is an interval with γ < 0, δ > 0.
Threfore, the L0 activation regularization is changed to:∥∥∥e′∥∥∥
0
=
∑
i,j∈Xn Sig(logαij − β log −γδ ).
Through the above approximation, e
′
ij follows a hard con-
crete distribution, which is differentiable and approximates
a binary distribution. Following the recommendations from
(Maddison, Mnih, and Teh 2017), we set γ = −0.1, δ = 1.1
and β = 2/3 throughout our experiments. We refer inter-
ested readers to (Louizos, Welling, and Kingma 2018) for
details about hard concrete distributions.
