Biological systems involving proliferation, migration, and death are observed across all scales. For example, they govern cellular processes such as wound healing, as well as the population dynamics of groups of organisms. In this paper, we provide a simplified method for correcting mean-field approximations of volume-excluding birth-death-movement processes on a regular lattice. An initially uniform distribution of agents on the lattice may give rise to spatial heterogeneity, depending on the relative rates of proliferation, migration, and death. Many frameworks chosen to model these systems neglect spatial correlations, which can lead to inaccurate predictions of their behavior. For example, the logistic model is frequently chosen, which is the mean-field approximation in this case. This mean-field description can be corrected by including a system of ordinary differential equations for pairwise correlations between lattice site occupancies at various lattice distances. In this work we discuss difficulties with this method and provide a simplification in the form of a partial differential equation description for the evolution of pairwise spatial correlations over time. We test our simplified model against the more complex corrected mean-field model, finding excellent agreement. We show how our model successfully predicts system behavior in regions where the mean-field approximation shows large discrepancies. Additionally, we investigate regions of parameter space where migration is reduced relative to proliferation, which has not been examined in detail before and find our method is successful at correcting the deviations observed in the mean-field model in these parameter regimes.
I. INTRODUCTION
Throughout biology, we frequently observe spatial correlations in the distribution of individual entities. For example, in an infectious epidemic we see correlations between the distribution of infected individuals, which affects transmission of the disease [1] [2] [3] [4] [5] . At a different level, microbes in soil have been shown to have correlations in their spatial distributions not only at the microscale in the topsoil but also on the scale of meters in the subsoil [6] . In cancerous human brains, applying spatial statistics to histological images has shown glioma cells to have spatial correlations at intermediate and large distances [7] . Moreover, different spatial distributions of individuals can lead to different behavior. For instance, it has been shown that clusters of bacteria can initiate human blood coagulation, whereas the same amount of bacteria distributed evenly will not initiate coagulation as rapidly [8] . Thus, to provide robust models of biological systems, it is essential that we are able to incorporate the effects of spatial correlations.
Individual-based models (IBMs), such as cellular automata, are generally able to reproduce these observed correlations [9] [10] [11] . On the other hand, mean-field approximations (MFAs), such as the logistic model, consider only total density as a function of time and typically neglect spatial correlations, potentially leading to inaccurate representations of the systems under study [12] [13] [14] . Simulating IBMs is a useful step in modeling biological processes; however, they are generally not suitable as the sole method of investigation as they are computationally expensive. This often makes it impossible to simulate realistically sized systems and means that it is challenging to thoroughly investigate the parameter space, * markham@maths.ox.ac.uk especially as many realizations need to be performed to obtain reliable statistics. Thus, it is desirable to have a continuum description to complement models at the individual level, as these are far less computationally expensive to investigate numerically. Moreover, they are generally more amenable to mathematical analysis which can provide valuable insight regarding the behavior in different regions of parameter space. However, if the continuum description does not take into account spatial correlations, it may not accurately encode individual behaviors, thus potentially disagreeing with the averaged IBM results. Therefore it is necessary to have methods for including spatial correlations in the continuum description of a system.
We can include spatial correlations using pairwise approximations, as in Refs. [4, 5, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . In Ref. [15] , the authors showed how correcting the MFA using correlation functions led to closer agreement with the results of averaged discrete simulations for a volume-excluding system on a regular lattice, whereby agents underwent proliferation, movement, and death. Processes of nearest-neighbor proliferation and death on a regular grid are frequently referred to as contact processes, which were initially developed to describe the spread of epidemics [28, 29] . When movement is included, they are then known as contact processes with diffusion [30, 31] .
The technique introduced by Baker and Simpson [15] has been extended to include inhomogeneous initial conditions, allowing for the examination of moving fronts [20] . Moreover, it has recently been used to calibrate experimental data from two different cell types in comparison with the MFA [32] . The authors show that the cells with greater motility are adequately represented by the MFA, whereas the less motile cell type requires the more sophisticated model, which includes correlations, to accurately predict evolution of the population. The use of spatial statistics has shown how it may be possible to decide where the MFA breaks down, avoiding costly errors when calibrating data.
A difficulty encountered using the approach of Ref. [15] to correct the MFA in higher dimensions [two dimensions (2D) and three dimensions (3D)] is the numerical expense of encoding, into the system of ordinary differential equations (ODEs), descriptions of the correlations at the various lattice distances. In an effort to tackle this problem, studies have also been carried out to provide a partial differential equation (PDE) description of nearest-neighbor two-point correlations for an invasion problem with adhesion and contact interactions [21] . However, spatial correlations are not necessarily confined to nearest-neighbor pairs, something this approach cannot account for. A PDE description of spatial correlations exists for off-lattice point-particle (nonexcluding) models [23] ; however, its parameters must be obtained from averaged discrete simulations, thus it cannot stand alone. As such, inclusion of the effects of spatial correlations into such models in a tractable way remains an unanswered question.
In this paper, we show how to extend the model in Ref. [15] , and increase its usability, by constructing a PDE description of the system of ODEs describing spatial correlations. Additionally, we investigate a wider parameter regime, taking into account regions of parameter space where motility is reduced relative to proliferation. Biologically, this has been observed in some forms of cancer where cells are proliferating rapidly but do not have high levels of motility [33] . This region of parameter space may also be important for modeling plant dynamics, where movement generally does not feature [34, 35] .
In Sec. II, we describe how to derive equations for the evolution of spatial correlations for various distances on a regular lattice. Results comparing predictions from the logistic equation, the correlation-corrected logistic equation and the averaged results from the IBM show how the inclusion of pairwise correlations allows for better approximation of the averaged individual-level behavior. We then discuss the practical difficulties with using these methods, which we ameliorate by developing a PDE representation of the correlation functions in Sec. III. We next, in Sec. IV, investigate reducing motility rates relative to proliferation rates. Finally, in Sec. V, we conclude our work and discuss future directions.
II. DERIVING THE EVOLUTION OF CORRELATION FUNCTIONS
In this section, we briefly discuss the system in question and how the correlation ODEs are derived. We also show how correlation ODEs provide a better agreement with IBMs than does the MFA and discuss difficulties encountered using this method.
A. Outline of the system
We consider a d-dimensional system on a regular, square lattice with lattice spacing . Initially, agents are placed randomly on the lattice with each site having an occupancy probability of P i ; therefore, we have homogeneous initial conditions. We regard sites as being occupied (state A) or unoccupied (state 0), with the lattice state of site l being described by the variable σ l . The normalized average agent density is denoted by c A (t) as follows: 1) where N tot is the total number of lattice sites and 1 A is the indicator function. The agents move to neighboring lattice sites with a probability P m per unit time; they proliferate and place a daughter on a neighboring lattice site with a probabilty P p per unit time and die with a probability P d per unit time.
Proliferation and movement will occur only if the target site is unoccupied, thereby giving rise to volume exclusion, and the target site is chosen at random from the nearest-neighbor sites. In Fig. 1 , we show how individual simulations with homogeneous initial conditions display a buildup of spatial correlations, which is evident by the increasing patchiness.
B. Evolution of correlation functions
We will now briefly discuss the derivation of the evolution of spatial correlations; we refer the reader to Ref. [15] for a more in-depth derivation. First, we define the k-point distribution functions, ρ (k) , as the probability that k sites have given occupancies. For example, ρ (2) (A l ,A m ) is the probability that sites l and m are both in state A. Due to the homogeneous initial conditions, ρ (1) Eq. (2.1). Next, we define our correlation functions [36, 37] as
where λ and μ denote the states of sites l and m, respectively. Note that the correlation functions depend only on the distances between the lattice sites, due to the homogeneous initial conditions, and this leads to radial symmetry and translational invariance on the lattice. If each site occupancy is independent of the occupancies of all other sites, the correlation functions are unity. By obtaining a master equation for the evolution of the one-point distribution function, it is possible to obtain an expression for the evolution of the cell density as follows:
We observe that if lattice site occupancies are independent, F A,A ( ) = 1, the equation reduces to
which is simply the (unscaled) logistic equation, the MFA expected in this system. Using the two-point distribution function, and the definition of a correlation function, we can obtain an expression for the evolution of the correlation functions. This equation includes ρ (3) terms; thus, we need an appropriate closure approximation in order to close the system. We use the Kirkwood superposition approximation (KSA), as chosen in Ref. [15] ,
There are, of course, other closures, such as those found in Ref. [24] , but we found that the KSA consistently performs best (results not shown), which can be explained by the fact it maximizes the entropy of the system [27, 38] . Using this closure, we obtain the following equation for the evolution of the correlation functions as follows:
where α n,m = 1 if n and m are nearest neighbors (in a von Neumann neighborhood) and otherwise it is zero. The number of spatial dimensions in the system is given by d.
C. Testing the performance of the correlation functions
We now compare results from simulations including correlations with the MFA and the averaged IBM. For the MFA, we solve the ODE in Eq. (2.4) using a standard fourth-order Runge-Kutta method [39] with a constant time step of δt = 0.1
(smaller time steps were tested in order to confirm this was an appropriate choice). For the case where correlations are included, we need to solve a large system of ODEs. This system is composed of Eq. (2.3) and the family of equations given in Eq. (2.6), where there is one ODE for every distance on the lattice. Note that we only need to take into account the distance between lattice sites as the system is radially symmetric and translationally invariant due to the homogeneous initial conditions. The correlation ODEs differ for each distance on the lattice in 2D and 3D due to the nonuniformity of the radial distance on a square lattice. Thus, for practical reasons, we need to truncate after a sufficiently large distance and assume lattice sites are independent (F A,A (|l − m|) = 1) beyond this distance, generally taken to be 3 here. Ideally, we would like to truncate at a higher distance but this is not practically feasible, particularly in 3D. Again, the ODEs are solved using a fourth-order Runge-Kutta method.
For our discrete simulations, we use a regular square lattice of size N x × N y = 100 × 100 in 2D, N x × N y × N z = 20 × 20 × 20 in 3D, to give approximately the same number of total lattice sites in each system. The boundary conditions are periodic, and we have random initial conditions. For all results shown here, P i = 0.1. However, the results shown in the work also apply for different initial conditions, which were examined thoroughly in previous work [15] . We average over 100 simulations of our IBM and compare to our continuum approximations. A modified Gillespie approach is used for our discrete realisations, as described in Ref. [15] .
When plotting our results, we rescale time and density to compare different proliferation and death rates. We rescale time byt
and density byc
As seen in Fig. 2 , inclusion of the system of ODEs incorporating correlations provides a better approximation to the averaged discrete system than does the MFA, suggesting that correlations should be taken into account when predicting IBM behavior. However, there are some difficulties with using this method. In 2D and 3D, the distances between lattice sites are nonuniform. For example, in 2D, the correlation function at a radial distance of 2 will depend on the correlation functions at distances of 3 and √ 5 , while the correlation function at a radial distance of 3 will depend on 2 , √ 10 , and 4 . It is time-consuming in practice to calculate the distances of the nearest-neighbors for each radial distance, |l − m|, and to encode this information in order to solve the system numerically. However, this problem could be overcome by developing a PDE approximation for the system of correlation function ODEs. The PDE would be much simpler to solve, as using a regular lattice would now be possible, making applications of this method more feasible. It would also ensure we do not assume lattice site independence prematurely, as it is straightforward to test different truncation distances. It is to this problem that we now turn. .6), provides much better agreement with the results of averaged discrete simulations than using the MFA does. The results shown here are for a 2D system. Results for a range of parameters in both 2D and 3D can be found in Ref. [15] .
III. DERIVING THE PDE
In this section, we describe how to obtain a PDE representation of the correlation ODEs in 2D and 3D. The distance between lattice sites increases irregularly ( , √ 2 ,2 , √ 5 , etc., in 2D), and the neighbors for each site have to be calculated separately for each distance. This is inconvenient, and, thus, a PDE description of the correlation functions would be a huge advantage. As is a small parameter relative to the system size, we use Taylor series expansions of the correlation functions around the site located at a distance |l − m|. Biologically, corresponds to the diameter of a cell, thus, we anticipate our approximation to be valid on length scales greater than that of a single lattice site. We derive and test the PDE approximation in 2D and then extend our methods to 3D.
A. Derivation in two dimensions
Due to the homogeneous initial conditions, we need only consider correlation functions for sites a radial distance s apart rather than each pair of points on the lattice. However, in order to develop a PDE approximation, it is more convenient to express our correlation functions in terms of Cartesian coordinates (x and y in 2D and x, y, and z in 3D) of our lattice site at radial distance |l − m|. This allows us to write all the equations for evolution of the correlation functions, apart from when the lattice distance is one cell, in the same form. We can then use Taylor-series expansions to approximate the system of ODEs by a PDE. A boundary condition on our PDE will be given at a radial distance of one cell diameter ( ). This boundary condition, from Eq. (2.6), is given by
The Cartesian coordinate representation for the rest of the correlation functions is given by
where x 2 + y 2 > . We perform a 2D Taylor-series expansion of Eq. (3.2) around (x,y), keeping terms up to second order to obtain
Due to the choice of homogeneous initial conditions, our system is radially symmetric and translationally invariant, thus, we can reduce the complexity by switching to radial coordinates as follows: 1) and (3.6) , to the system of ODEs, Eq. (2.6), in 2D. We observe that the PDE provides excellent agreement with the system of ODEs, being virtually indistinguishable visually.
where s is the radial distance between two lattice sites. Generally, in obtaining a PDE, we now take the limit as → 0 [40] [41] [42] [43] [44] . At this point, it is important to consider how P m will change if is modified. P m has been chosen as the rate at which an agent will attempt to move to an unoccupied neighboring lattice site. We notice that if P m does not scale with 2 , we will lose our movement terms entirely, thus, we expect P m 2 to remain constant, in keeping with other PDE derivations that do not incorporate correlations [40] [41] [42] [43] [44] . This can be expressed asP
In our discrete simulations we have taken = 1, thus, P m = P m . For different values of ,P m can be obtained using Eq. (3.5). On taking the limit as → 0, we obtain the following PDE:
Note that we explicitly retain the boundary Eq. (3.1) in our system, since we expect our approximation, Eq. (3.6), to be valid only over length scales greater than a single lattice site. We expect the correlations to decay in the limit of large lattice spacing; thus, the boundary condition at large distances is given by
meaning that the occupancies of distant sites are uncorrelated.
We test our PDE approximation in 2D, Eqs. (3.1) and (3.6), by comparing it to results from solving the system of correlation ODEs given by Eq. (2.6). To solve our PDE system numerically, we now have to consider two ODEs (one for the cell density and one for correlations at the nearest-neighbor distance) and a PDE. In order to solve our PDE numerically we use a backwards Euler method and solve the resulting nonlinear algebraic equations using the tridiagonal matrix algorithm [39] with Picard iteration [45] . We use a time step of δt = 0.1 and a space step of δx = 0.01. Again, smaller values were tested to ensure these were appropriately selected. We terminate our PDE domain at a distance of 20 , assuming all sites further apart are independent. We confirmed this assumption for all cases by solving our PDE on larger domains and ensuring visually indistinguishable results were obtained. We find that the PDE consistently provides a reliable approximation to the correlation ODEs, illustrated in Fig. 3 .
We observe that Eq. (3.6) has the form of a reactiondiffusion equation. The diffusion coefficient depends only on P m and we see that correlations will decay faster by the diffusive term if P m is increased. This agrees with our intuition, as we would expect higher rates of movement to break up clusters of agents. We observe in Fig. 4 that increasing P m for a constant P p (in the absence of agent death) causes correlations to decay faster. When P m is smaller, the correlation functions have a greater maximum, which is to be expected due to the slower dispersal.
Our "reaction" term in Eqs. (3.6) is given by We see that the reaction term depends on the rate of proliferation; however, it is unclear whether this term is positive or negative. We know that 2P p c A will always be positive by definition. We next examine the fraction To determine the sign of this, we need to determine the magnitude of c A F ( ). Remembering our definition of the correlation function, we can rewrite this as ρ (2) (A l ,A l+ )/c A . The numerator of this will always be less than or equal to the denominator because of the following conservation statement:
Therefore, c A F ( ) 1 and [1 − c A F ( )] 0. This means that our reaction term will never be positive. Therefore, an increase in P p will lead to a decrease in correlations for that specific distance. At first, this seems counterintuitive as we expect an increase in the proliferation rate to cause a buildup of correlations. However, this can be explained by considering the effect on the one-point and two-point distribution functions. A proliferation event at site l will increase the total agent density, c A . It will not necessarily increase the two-point distribution function for lattice sites at distance l > apart. The correlation function is proportional to the two-point distribution function and inversely proportional to the squared one-point distribution function. Therefore, we expect the correlation function at this specific distance to decrease, as the one-point distribution function will definitely increase. We also note that at the boundary of our correlation PDE, in the expression for the evolution of F ( ), Eq. (3.1), proliferation can have an overall positive effect on the buildup of correlations. We can think of the boundary condition in the PDE as acting as a source of correlations which then get dispersed by movement. This phenomenon occurs as we only consider nearest-neighbor proliferation mechanisms. In Fig. 5 , we see that increasing P p , while keeping P m constant, leads to an increase in the correlation function at the boundary (s = ) but a decrease in the correlation function at all other distances. Using a PDE approximation also enables us to examine the behavior of the correlation function as a function of distance, as shown in Fig. 6 . As we expect, the correlation function decreases as the distance increases, reaching a steady state of unity, confirming Eq. (3.7). We see, especially at later times, that the correlation function does not reach a steady state until approximately 10 , which would involve a large number of coupled ODEs in the previous formalism. We have also shown the correlation functions from our averaged simulations, for which the agreement with the PDE is excellent.
We tested our PDE approximation for the parameter space described in earlier work [15] and the further parameter investigations outlined in Sec. IV. We find that our approximation performs very well throughout the parameter space in which it is appropriate to close the hierarchy of correlation equations at the pair level to predict the average behavior of the IBMs.
B. Derivation in three dimensions
We derive the PDE in 3D using the same method. At the boundary, the equation for the evolution of the correlation function is
As before, we Taylor expand around (x,y,z), keeping terms up to second order, 12) where F = F (x,y,z) for clarity. From our examination of the system in 2D, we again allow → 0, remembering that P m scales with 2 , obtaining
Finally, we switch to radial coordinates, noting that our system will be radially symmetric due to the homogeneous initial conditions, to arrive at
(3.14)
We notice that the PDE has the same form in 2D, Eq. (3.6), and 3D, Eq. (3.14).
IV. PARAMETER INVESTIGATIONS
To add to the parameter investigation performed in Ref. [15] , we also consider regions of parameter space where motility is reduced relative to proliferation. Thus, we keep P p at unity and vary P m and P d accordingly. We, first, look at the case where there is no death (P d = 0) and investigate different rates of movement in 2D and 3D, as seen in Fig. 7 . We find that the agreement between the correlation PDE and the averaged IBM improves as the rate of movement increases. We also find that, for the same set of parameters, better agreement between the correlation equations and the averaged IBM is seen in 3D than in 2D, which agrees with the results of Ref. [15] . We find that the PDE approximation is always an improvement on the MFA.
We then allow death to occur and examine the system, finding that our correlation PDE still provides a good agreement with the averaged IBM. In Fig. 8 , we show results for various movement rates in 2D and 3D, where the death rate is 40% of the proliferation rate. We note that, when death is nonzero, the MFA generally does not reach the same steady state as the averaged IBM but that the correlation PDE provides excellent agreement.
In a very small region of parameter space our simulated system quickly tends to extinction and this behavior is not reflected by either the MFA or the model with correlations included (either the ODE or PDE formulation), although inclusion of the correlations still provides a better approximation than the MFA. This can be seen in Fig. 9 . We also note that it is only within this region of parameter space that our PDE approximation to the system of ODEs begins to break down; thus, we can use our PDE approximation in all regions of parameter space where it is viable to close the hierarchy of correlation equations at the pair level to predict the averaged IBM behavior. This transition from positive to vanishing steady-state densities corresponds to the state phase transition of the contact process [31, 46] . This transition between absorbing and active states has been investigated analytically by series expansions [46] . In future work, we will investigate the phase transition in more detail and develop 
FIG. 7. (Color online)
We investigate the effects on our approximation of increasing the movement rate, P m , in 2D (top row) and 3D (bottom row) when there is no death, P d = 0. An increased movement rate leads to a closer agreement between the corrected equations and the discrete behavior. The agreement also improves in higher dimensions for the same parameters. Any discrepancies observed between the correlations PDE and the averaged IBM are due to the closure approximations as discussed in Ref. [15] . methods which will produce accurate results in the regions of parameter space where extinction occurs.
V. CONCLUSIONS AND FUTURE WORK
In this work we have derived a PDE that represents the pairwise correlations in lattice site occupancies in a volumeexcluding, discrete birth-death-movement process on a square lattice. Due to the nonuniformity of lattice site distances, using a system of ODEs to describe the evolution of pairwise correlation functions at every lattice distance is inconvenient as deriving the equations at the required distances and encoding them to solve numerically is time-consuming. The derivation of a PDE approximation, such as the one described in this work, makes the numerical solution of the system far more tractable because we can now solve the equations on a uniform lattice. This makes it easier to ensure we include the pairwise correlations to a sufficiently large distance before assuming independence of lattice occupancies. Moreover, using the PDE approximation makes it feasible to extend this model to more complex situations. For example, with two species, there are 3 times as many correlation ODEs (for species A and B we will have F A,A , F A,B , and F B,B ); thus, being able to describe the system using three coupled PDEs will be far more tractable than the equivalent system of nonuniform ODEs. Additionally, it will be useful to develop PDE approximations to deal with inhomogeneous initial conditions, as in this case rotational symmetry and translation invariance are lost and the number of correlation ODEs increases dramatically. Both of these avenues will be explored in future work.
In developing the PDE, we allowed our lattice spacing to tend to zero, as is done for cases where population-level PDEs have been derived without including the effects of correlations.
This assumption may not always be valid as it is not physically realistic to assume that a cell diameter is zero. However, we find that our method works well throughout the parameter space in which correlations provide a good estimate of averaged IBM results.
We have also investigated a wider parameter space than that tested in Ref. [15] . Specifically, we investigated regions whereby motility is lowered relative to proliferation, with and without agent death. We generally find good agreement between results from our correlations PDE and the averaged IBM, in contrast to the MFA. The approximation works better for higher rates of movement. When death is present in the model, we find that the correlations PDE predicts the steady state reached in the averaged IBM very well, whereas this behavior is not captured by the MFA. However, for very high death rates, the IBM tends to extinction (the absorbing state of the contact process) without first reaching a quasisteady state. This is not reflected in our correlations PDE, although it does still provide an improvement on the MFA. In this region, an alternative method will need to be considered, and this will be the subject of our future work, as will a rigorous determination of the phase transition.
If spatial correlations are not included in population models, parameters may be inaccurately estimated from biological data [15] . The method we have presented allows spatial correlations to large distances to be easily included in models of populations undergoing birth-death-movement processes. This is important not only for predicting the system's behavior but also for estimating the model parameters from biological data [32] .
