Abstract. -In this paper, we extend the existence and regularity theorems for Kähler-Einstein metrics having conic singularities along a simple normal crossing divisor to the case of normal crossing divisor, i.e. when components of the divisor are allowed to intersect themselves transversely.
Introduction
Let X be a complex Kähler manifold. A divisor D (formal sum of hypersurfaces) is said to have normal crossing support if near any point in its support, Supp(D) is given by (z 1 ⋯ z d = 0) for some holomorphic system of coordinates (z i ).
With a given R-divisor D = ∑(1 − β k )D k with normal crossing support such that β k ∈ (0, 1) for all k, we can associate the notion of Kähler metric with conic singularities along D. For our purposes in this paper, such an object is a Kähler metric ω on X ∖(∪D k ) which is quasi-isometric to the model metric with conic singularities: more precisely, near each point p ∈ Supp(D) where Supp(D) is defined by the equation (z 1 ⋯ z d = 0), we ask ω to satisfy:
for some constant C > 0, and where
is the model cone metric with cone angles 2πβ k along (z k = 0).
Given a pair (X, D) as above, a natural question to ask is whether one can find a Kähler-Einstein metric ω on X ∖ Supp(D) (i.e. satisfying Ric ω = µω for some µ ∈ R on this open subset) having conic singularities along D. Such a metric will be referred to as a conic Kähler-Einstein metric.
This question has been studied a lot recently, and gave rise to a number of works such as [Don12] , [Bre13] , [CGP13] , [JMR11] or [GP13] . In these papers, the involved divisor (or, more precisely, its support) was always assumed to be smooth or merely a simple normal crossing divisor. This last notion is a convenient and current strengthening of the notion of normal crossing divisor where one also requires the components of the divisor to be smooth (typically one excludes self-intersecting divisors, even if the crossing is transverse). This notion is much widespread in algebraic geometry, particularly because of Hironaka's desingularization theorem, which produces such objects out of arbitrary singular ones.
In any case, it is surprising that constructing Kähler-Einstein metrics with conic singularity along a given divisor (a notion that is local in the analytic topology) has so far always required working with simple normal crossing divisors (a notion which is local only in the Zariski topology). The reason for that is the difficulty to construct global Kähler metrics having conic singularities along a self-intersecting divisor, as we point it out in more details in §2.2.
In this paper, we investigate the question when X is a projective manifold, and more precisely we prove:
Main Theorem. -Let X be a complex projective manifold of dimension n, D = ∑(1 − β k )D k a divisor with normal crossing support such that β k ∈ (0, 1) for all k, and let µ ∈ R. Let ω be any closed positive (1, 1) current with bounded potentials satisfying:
Then ω has conic singularities along D, i.e. ω is a Kähler-Einstein conic metric.
So this theorem is a regularity theorem: starting with a current whose potentials are bounded but satisfies a Kähler-Einstein equation, we deduce that the current is actually smooth outside D and is quasi-isometric to the model cone metric near the divisor. As for the question of existence, it has been essentially settled in the work of Ko lodziej [Ko l98 ] (at least when µ is nonpositive) and in [Ber13, BBE
+ 11] for the case where µ is positive, given suitable properness assumptions.
Let us try now to outline the new difficulty compared to the snc case. In order to reduce the problem to the snc case, one would be tempted to blow up the self-intersection locus of the divisor. This will indeed make the divisor into an snc one, but the pulled-back metric will then live in a non Kähler class, and this is still a major and unsolved problem to get regularity properties for degenerate Monge-Ampère equations near the non-Kähler locus of the background cohomology class. So instead of performing a blow-up, which would kill ampleness, we want to resolve the singularities using a finite morphism. This turns out to always be possible locally, but when one wants to do it globally on X, one necessarily puts some ramification and singularities into the game (i.e. the finite morphism f ∶ Y → X that we are looking for will be ramified and involve a singular variety Y ).
Still we are able to address these issues, relying on the main result of [Gue13] (generalized in [GP13] to arbitrary angles β ∈ (0, 1)) asserting that a weak Kähler-Einstein metric for a klt pair has conic singularities on the simple normal crossing locus of the pair. We will proceed in four steps:
Step 1. Using the theorem above, reduce the question to a local one, near points x ∈ X where components of the divisors intersect themselves.
Step 2. Find anétale neighborhood U → X of x where D has simple normal crossing support (this uses Artin's approximation theorem)
Step 3. Compactify U to get a finite map f ∶ Y → X extending U → X.
Step 4. Identify f * ω to the Kähler-Einstein metric of a klt pair (Y, ∆) whose snc locus contains U and apply [Gue13] to conclude.
Finally, in the last section §4 we make explicit the construction of the above map f ∶ Y → X when X = P 2 and D = (y 2 = x 2 (x + 1)) is the nodal cubic. It turns out that we can choose Y = P 2 and f ∶ P 2 → P 2 , a degree 9 morphism that extends the normalization P 1 → D.
Normal crossing vs simple normal crossing divisors
Let us start with an example, or better, two examples. The first example is given by C 2 endowed with the hypersurface H = (xy = 0), where x, y are the standard holomorphic coordinates on C 2 . As a divisor, H can be decomposed as the sum (x = 0)+(y = 0) and is the typical example of what is called a simple normal crossing (snc for short) divisor. Now, still in C 2 , consider the nodal cubic C = (y
). The curve C is irreducible and has a singularity at the origin (a node) that looks similar to the singularity of H at the origin, at least in the analytic topology. For this reason, we call C a normal crossing (nc for short) divisor on C 2 . The general definitions are given below: Definition 1.1. -Let X be a smooth complex manifold of dimension n and D a reduced divisor on X. We say that D has
• normal crossings if D is locally analytically given by the union of coordinate hyperplane, i.e. if for every p ∈ D, there exists a analytic chart U ∋ p and coordinates z 1 , . . . , z n on U such that D ∩ U = (z 1 ⋯z r = 0) for some 1 ⩽ r ⩽ n.
• simple normal crossings if D has normal crossings and every irreducible component of D is smooth.
These two notions are very close with each other, however, having normal crossings is local in the analytic topology while having simple normal crossings is local only in the Zariski topology, as shown by the example above. However, a nc divisor is a snc divisor in theétale topology: Proposition 1.2. -Given a normal crossing divisor D on X and a point p ∈ D, there exists anétale map f ∶ U → X such that p ∈ f (U ) and f * D is a simple normal crossing divisor.
Recall that anétale map is a flat and unramified map (i.e. every schematic fiber is finite and reduced), which in our situation is the same as being a local biholomorphism. It is useful to remember that locally allétale morphisms are induced by maps of the form
Proposition 1.2 is well-known to the experts and is an easy consequence of Artin's approximation theorem [Art69, Theorem 1.10], but we are going to give a proof for the convenience of the reader. We first need to recall a few notions aboutétale local rings and Henselian rings; we refer to [Mil80] for further details and proofs.
Right now, X is a complex variety (possibly singular), and x ∈ X denotes a (closed) point. The local ring at x for theétale topology is defined to be
where (U, u) varies over allétale maps U → X sending u to x, U being connected and affine. This is a noetherian local ring (whose maximal ideal is given by m X,x ∶= lim → m U,u ) which happens to be Henselian, i.e. given f 1 , . . . , f r ∈ O X,x [T 1 , . . . , T r ], then every common zero a 0 in C n of thef i (which denotes the image of f i under the evaluation map induced by O X,x → O X,x m X,x ≃ C) for which Jac(f 1 , . . . , f r )(a 0 ) is nonzero lifts to a common zero of the f i in O n X,x . Actually, we can even say much more, as O X,x is the Henselianization of O X,x , that is every local homomorphism O X,x → B with B Henselian factors uniquely into O X,x → O X,x → B where the first map is the canonical one provided by the observation that any Zariski neighborhood is anétale neighborhood.
Suppose now that X is regular at x. Then one can show that O X,x only depends on dim(X), and is isomorphic to O C n ,0 , which equals:
e. it consists of the formal series in n variables that are roots of a polynomial with coefficients in C[T 1 , . . . , T n ]. So it is strictly smaller than the formal local ring of C n at 0 (which consists of all formal series), but the following particular case of a general approximation theorem due to M. Artin [Art69, Theorem 1.10] shows the close relationship between these two rings: Theorem 1.3 (Artin's Approximation theorem). -Let X be a complex variety, and x ∈ X a closed point. Given an arbitrary system of polynomial equations
with coefficients in O X,x , a solutionŷ = (ŷ 1 , . . . ,ŷ N ) in the m X,x -adic completionÔ X,x and an integer k, there exists a solution y = (y 1 , . . . , y N ) in O X,x with
Let us apply this theorem to the very concrete situation given by Proposition 1.2:
Proof of Proposition 1.2. -We start with a smooth complex variety X and a normal crossing divisor D on X. Pick a point x ∈ D; there is a (Zariski) neighborhood of x where D is given by f = 0 where
(these series actually have a positive (poly)radius of convergence) such that f =ĝ 1 ⋯ĝ r inÔ X,x . Therefore the polynomial
In particular Jac(g 1 , . . . , g r ) does not vanish at x (or at 0 via the standard identifications), so that (g 1 , . . . , g r ) is a regular sequence in O X,x . By the definition of this ring, there exists a morphism ϕ ∶ U → X etale over x sending u ∈ U to x such that g i ∈ O U,u for every i. In particular, ϕ * D is given by (g 1 ⋯g r = 0) near u, and as the g i 's form a regular sequence, ϕ * D is snc near u. Up to shrinking U (around u) one can assume that the functions g i are defined on the whole U and that U → X isétale, which concludes the proof.
Informally, we started with a decomposition f =ĝ 1 , . . . ,ĝ r where theĝ i 's are formal series forming a regular sequence; thanks to Artin's theorem, we can approximate these formal series using series that are roots of a polynomial. Then, up to passing to anétale cover, one can view these series as rational fractions (whose denominator does not belong to (T 1 , . . . , T n )) that still form a regular sequence.
Let us give an example to illustrate this. We consider D = (y 2
Therefore the morphism Spec C[x, y, T ] (T 2 − (1 + x)) → A 2 isétale over 0 (so upstairs, near the points (x, y, T − 1) and (x, y, T + 1)). Moreover, the divisor can be written upstairs as (y − xT )(y + xT ) = 0 which has simple normal crossings in a Zariski neighborhood of the two points (indeed, it has two components, and it has normal crossings near these points as the map is a local biholomorphism there).
2. Metric with conic singularities along divisors 2.1. Notion of conic singularities. -Let us start with the local case. In C n , we consider the hypersurfaces (z k = 0) for 1 ⩽ k ⩽ d where d is an integer less than or equal to n. With each hypersurface (z k = 0), we associate a real number β k ∈ (0, 1); a way to bring together all this information is given by the convenient formalism of R-divisors. Indeed, setting D ∶= ∑
, all the data is encoded in D -we will soon explain why we chose the coefficients to be 1 − β k instead of β k . The model cone metric associated with this configuration is
One can actually interpret ω cone as the quotient metric induced by the euclidian metric after gluing together the edges of cones of angle 2πβ k .
In general, given a Kähler manifold X and a divisor D = ∑(1 − β i )D i with coefficients β i ∈ (0, 1) and normal crossing support, one says that a (Kähler) metric ω on the complement X ∖ Supp(D) has conic singularities along D if for any point p ∈ Supp(D), there exists an euclidian neighborhood
Kähler metrics with conic singularities along a divisors have been studied intensively, in particular lately in the context of Kähler-Einstein metrics, i.e. metrics with constant Ricci curvature.
Let us expand a little more on that topic, and choose a pair (X, D) consisting of a compact Kähler manifold X and a divisor D = ∑(1 − β k )D k as above with normal crossing support and coefficients in (0, 1). A Kähler-Einstein metric for this pair is a Kähler metric on X ∖ Supp(D) having constant Ricci curvature and having conic singularities along D. It is well known that conic Kähler-Einstein metrics are related to the following type of singular Monge-Ampère equation
where ω is a background Kähler metric on X, µ ∈ R is a parameter which could be related to the sign of the curvature, dV is some suitable smooth volume form on X, and s k are sections of O(D k ) defining the hypersurface D k ; finally, ϕ is a bounded ω-psh function.
If dV is chosen according to the cohomological positivity properties of K X + D (if any), then a solution ω ϕ ∶= ω + dd c ϕ of (MA) satisfies
where Ric ω ϕ ∶= −dd c log ω n ϕ (it is automatically well-defined as a current).
Previous results. -Hence in order to construct
Kähler-Einstein conic metrics a first step would be to solve the equation (MA). We remark that it is a priori not clear that a solution of (MA) will have conic singularities along D -even if by the general theory the function ϕ is smooth outside of the support of the divisor -. Indeed, the equations (KE) or (MA) only impose the behavior of the determinant of the metric ω ϕ whereas having "conic singularities" is much more precise information about the metric itself. Nevertheless, in the case where D has simple normal crossing support, we have the following result:
). -Let ω be a Kähler metric on X, dV a smooth volume form, µ ∈ R. If D has simple normal crossing support, then any weak solution
has conic singularities along D.
The assumption about the divisor is crucial to produce a global model (possibly regularized) of a Kähler metric with conic singularities along D. Roughly speaking, suppose that D has one component, and let s be a section of D. Then up to scaling the hermitian metric ⋅ on O X (D), the current ω + dd c s 2β is a conic metric along D as long as D has simple normal crossing support because ω + dd c z 1 2β is a conic metric along (1 − β)[z 1 = 0] . However, if D intersects itself, then locally s can be written as z 1 z 2 and it can be checked easily that ω + dd c z 1 z 2 2β does not have conic singularities
The main goal of this paper is to show that the same result holds even when D has merely normal crossing support, and we are going to rely on the singular version of Theorem 2.1 proved in [GP13, Theorem 6.2]. The following theorem deals with klt pairs as introduced in the (log) Minimal Model Program, and we refer to [Gue13] for a detailed account of the notions involved. So, given a klt pair (X, D), there is a notion of a Kähler-Einstein metric for the pair; this is a current on X that turns out to be smooth and Kähler-Einstein on X reg ∖ Supp(D). In [Gue13] and then [GP13] , it was proved that any such current has conic singularities on the Zariski open set (X, D) reg ∶= {x ∈ X; (X, D) is log smooth at x}: 
Proof of the Main Theorem
Recall that we want to prove the following result:
Theorem 3.1. -Let X be a projective manifold and D = ∑(1−βi)Di a divisor with coefficients β i ∈ (0, 1) and normal crossing support. Then any Kähler-Einstein metric for (X, D) has conic singularities along D.
Recall that a Kähler-Einstein metric for (X, D) is a closed positive current ω living in a Kähler cohomology class which is smooth on X ∖ Supp(D), had bounded local potentials, and satisfies:
for some real number µ, and where Ric ω ∶= −dd c log ω n as long as log ω
Proof. -We already know the result on the simple normal crossing locus of (X, D), so we are going to work in near a point x where the divisor does not have simple normal crossings. By Proposition 1.2, there exists a Zariski neighborhood V of x and anétale map g ∶ U → V such that:
• g(u) = x for some u ∈ U • g * D has simple normal crossing support on U .
We consider a compactification U of U ; the map g ∶ U → X induces a rational map g rat ∶ U ⇢ X. If we denote byX a desingularization of the closure of the graph of g rat , then X is equipped with a proper mapḡ ∶ X → X that coincides with g on U . Let us now consider the Stein factorization ofḡ:
where Y ∶= Specḡ * OX ; hereḡ automatically factors through a map h ∶ X → Y satisfying h * OX = O Y and we denoted by f ∶ Y → X the canonical map coming along with Y . It is finite sinceḡ * OX is a coherent O X -module.
In the following lemma, we gathered all the information we need in order to complete the proof of the Main Theorem: If we prove Lemma 3.2 above, we will be done with the proof of the Theorem. Indeed, by a., f * D is snc on W ∶= h(U ) and f isétale over W . As f * ω is a Kähler-Einstein metric for the klt pair (Y, ∆), Theorem 2.2 guarantees that f * ω has conic singularities along ∆ on W (where ∆ coincides with f * D). As f isétale on W , it is, in particular, a local biholomorphism, and therefore ω has conic singularities along D on f (W ) = g(U ) = V .
We are now left to prove the lemma above:
Proof of Lemma 3.2. -Let us take things in order.
a. By Zariski's Main Theorem, h ∶ X → Y has connected fibers, and therefore so has h U ∶ U → Y as U is connected. If h U is not an isomorphism onto its image, it means that there exists y ∈ h(U ) such that U ∩ h −1 (y) has positive dimension, and therefore we can find at least a curve C ⊂ U such thatḡ(C) = f (h(C)) = pt. This contradicts the fact thatḡ isétale over U . is an integrally closed ring asX is normal. Indeed, we claim that for any normal variety Z, the ring B ∶= O Z (Z) is normal. First, it is obviously integral. Now, choose a monic polynomial P with coefficients in B and f ∈ Frac B satisfying P (f ) = 0. We cover Z by affine varieties Spec A i ; the restriction map induces injections B ↪ A i . So we can view f ∈ Frac A i for all i, and by normality of A i , we find that f ∈ ⋂ A i , therefore f ∈ B and B is integrally closed. Another way to obtain normality of Y is the following: let ν ∶Ỹ → Y be the normalization map; by the universal property of ν (as X is normal) the map h factors through ν, i.e. h = ν ○h for someh ∶ X →Ỹ . The maph induces an injection OỸ ↪h * OX ; as ν is left exact, we get
that we can precompose with the natural injection O Y ↪ ν * OỸ to see that we actually have an isomorphism O Y ≃ ν * OỸ . Therefore the conductor of ν is trivial and ν is an isomorphism so that Y is normal. Now, writing ∆ ∶= f
, and by [Kol97, Proposition 3.16], the pair (Y, ∆) is klt as (X, D) is -recall that having klt singularities is local in the analytic topology, and from that perspective, (X, D) is analytically log smooth even it isn't in the algebraic sense.
c. To lighten notation, let us writeω ∶= f * ω. This is a positive current on Y with bounded potentials, so in particular its Monge-Ampèreω n is well-defined as a non-pluripolar measure. To see thatω is a Kähler-Einstein metric for (Y, ∆), we can use the convenient characterization given in [BBE + 11, Proposition 3.8] (cf [BG14, Proposition 3.3] for an analogue in the negative curvature case, the zero curvature case being very similar) that breaks down the problem to show that the following two conditions are satisfied:
The second point is straightforward asω has bounded potentials so that its volume on any Zariski open set computes the top intersection of its cohomology class. As for the first point, we first work locally near a point y ∈ Y reg . Using holomorphic coordinates (z i ) (resp (w i )) on X (resp. Y ) centered at f (y) (resp. y), one can write ω
loc . Pulling this back to Y by f , we find:
Therefore, the identity:
is valid on Y reg . As ω is a Kähler-Einstein metric for (X, D) and ∆ = f * D − K Y X , we end up with:
on Y reg , which had to be proved.
The example of the nodal cubic
Let us give a comprehensive example in the case of the nodal cubic C = (y 2 z = x 2 (x + z)) ⊂ P 2 . The curve C is a member of O P 2 (−3) ; for any β ∈ (0, 1), the pair (P 2 , (1 − β)C) is klt and we know from [Ber13, BBE
+ 11] that for β small enough, there exists a unique Kähler-Einstein metric ω β satisfying Ric ω β = βω β + (1 − β) [C] . We know from [Gue13] that this metric has conic singularities outside of the node, but in order to understand what happens at the node, we would for instance need as before a finite map π ∶ S → P 2 from a smooth surface S to P 2 such that there exists x ∈ S with π(x) = [0 ∶ 0 ∶ 1] satisfying:
• π induces a biholomorphism between a neighborhood of x and a neighborhood of [0 ∶ 0 ∶ 1];
• As a divisor, π * C has simple normal crossing support near x. Once such a morphism is found, one can argue using [Gue13] in the same way as in the previous section.
We claim that the following morphism suits the requirements:
First, it is easy to check that π is a well-defined degree 9 morphism, and the preimages of the singular point are given by: π How can one find such a morphism? One starts with the normalization of the affine cubic A 1 → A 2 , x ↦ (x 2 − 1, x(x 2 − 1)) that we can compactify as the normalization of C:
Then, one tries to extends this morphism to a finite endomorphism of P 2 . So, this amounts to adding a polynomial divisible by z to each component of π 0 and making sure that this gives a well-defined morphism. By construction, the pull-back of C will contain P 1 ⊂ P 2 .
We now aim to prove that π satisfies the two conditions stated in the previous bullet points. We choose to work near the point P = [1 ∶ 1 ∶ 0]. Therefore, one can use the chart x = 1 at the source, and the chart z = 1 at the target.
• Let us show that π is a local biholomorphism near P . In the above chosen coordinates, π can be written as: which is invertible, so that the claim is proved.
• The global equation of π * C is zf (x, y, z) = 0. We are going to show that E = (f = 0) is smooth at P and that it meets H = (z = 0) transversely at this point. This will show that P belongs to the snc locus of H + E. So we set g(y, z) ∶= f (1, y, z), and we compute: Therefore, E is smooth at P ; moreover, ∇z = (0, 1) is not collinear with ∇g(1, 0). Thus, H and E meet transversely at this point, and the holomorphic implicit function theorem guarantees that H + E has normal crossings at P .
