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1. INTRODUCTION 
Let CoR[u, b] (COc[u, b]) denote the set of all continuous real-valued (complex- 
valued) functionsfon [a, b] which vanish at x = a. (We suppress the superscript 
when there is no confusion.) Let A = {A,)& be a sequence of complex numbers 
with positive real parts which satisfy the properties 
and 
g Re X,/l A, I2 = CO 
k=l 
(l-1) 
I~k+,I-l~kldL ~Imh,~QMReh, k = 1, 2,..., (1.2) 
where M is a fixed nonnegative constant and where Re Ak and Im A, denote 
the real and imaginary parts of hk , respectively. If A is real, then we may 
obviously choose M = 0. 
Remark. Under assumption (1.2), condition (1.1) is equivalent to one of 
the following: 
* The first author was supported by Deutsche Forschungsgemeinschaft Grant No. 
GO 27011. 
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or (S&z’s condition) 
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f Re A,/(1 + 1 A, 1’) = co. 
k=l 
For A = {A,}, a sequence of nonnegative real numbers, let 
P, = PC,,) = 
I 
p: p(x) = f a@ , n = 1, 2 ,..., 
k=l 
The purpose of this work is to find necessary and sufficient conditions foi 
PA to be dense in either CoR[a, ZJ] or C,,C[a, b]. In Section 2 we discuss the case 
of real-valued functions. The proofs in Section 2 are constructive in naturr 
and involve the generalized Bernstein polynomials; also, they are relatively 
easy. In Section 3 we deal with the case of complex-valued functions, bu tthe 
proofs are much more involved, so although the complex case contains the real 
one we choose to separate them. 
2. THE REAL CASE: CONSTRUCTION OF APPROXIMATING POLYNOMIALS 
WITH RESTRICTED COEFFICIENTS 
Here we take the sequence A to be the natural numbers, namely, hk = k. 
Thus PA = {p: p(x) = ~~-, a,xk n = 1, 2,..., 1 ak 1 < Akk}. We first prove a 
theorem that improves a result of Roulier [7] and provides an easy and 
constructive proof of a result of Golitschek [3]. 
THEOREM 1. Given a sequence A = {Ak} of nonnegative real numbers, tht 
set of polynomials PA is dense in C,,[O, l] ( =CoRIO, 11) if and only if there exists 
a subsequence (A,,} such that Cj”=, I/k, = co and lim+, Aki = CO. 
Proof. The necessity part has been proven by Roulier [7]; therefore, we 
proceed to prove sufficiency. To this end, let f E C,,[O, ‘I] and E > 0 be given. 
We construct a polynomialp E Pa such that (1 f-p 11 = max,gs<l (f (x)-p(x)) < E. 
The integers {&} may be assumed to be in increasing order, that is, {&} ha 
the properties 
O<k,<h,<*-<h,+m, f l/k, = co. (2.11 
j=l 
With f E C,[O, l] we associate the generalized Bernstein polynomials defined 
by (see M) 
&if, 4 = f f (%i) P?ziWl n = 1, 2,..., 
h-1 
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where 
and 
o&j = [( 1 - K,/k,+l) ... (1 - Kl/k,)]l’lel, 1 <j<?z (2.2) 
&(X) = (-l)“-’ Kj+l **. k, [XQ,..., xkq, 1 bj<:n, (2.3) 
where [x~J,..., &] denotes the divided difference of the function x2 at z = ki ,..,, 
K, . Explicitly, 
[x”j ,...) X”“] = i xk’/t.&(kJ, 
i-j 
where w,Jx) = (X - Ki) ... (X - K,). Empty products are taken to equal 1; 
thus, cznn = 1 and &(x) = xk=. 
It is well known (see [6, p. 471) that (2.1) implies that for any f E C,,[O, 11, 
&(f, X) +f(~), as n --f co, uniformly in 0 < x < 1. Also, estimates on the 
rate of approximation to f by B,(f, -) are known (see [5]). Hence, given E > 0, 
there exists an N such that for all n > N 
Ilf - &L(fv .>I1 < 4. (24 
Sincef(0) = 0 there is a 6 > 0 such that 
If (%)I < 42 for all ffnj < 6. (2.5) 
Now define 
PCx) = C f(%) PAX). 
a,,>8 
Then it follows by (2.4) and (2.5) that 
llf - P II G Ilf - Bn(f, ‘>I + // C f(%i> Pnj(-)II 
tTnj<8 
For by [6, p. 461, A&> 2 0 and xj”=Ip,i(~) < 1, 0 < x < 1. Thus, our 
construction is complete once we prove p E PA for sufficiently large n. 
To this end, denote by m = m(n) the smallest j so that ani > 6, i.e., 
%,?a-1 -= 6 < %m and note that m(n) +~asn-+co.Rewritepas 
PC4 = f f(%zr) A&> = : wki 
j--m i=m 
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(Empty products are taken to be 1.) Then 
I ai I G llfll i kj+l **’ k/l 4i(4l 
i . . . . . . = llfll (k,,, “z. . . fin _ ki) j;m (Ai -2; .. . h - kiml) ’ (*@ 
Now 
j+ (Ai - 
k . . . ki i ‘. 
‘+l k,) *** (ki - ki-1) Gj&& 
< ek’ 
(2.7) 
and one can readily see (see also the proof of Lemma 1 in Section 3) that for 
integers {k,} 
. . . 
(k,+l Bk;; . . . Fin _ k,) ’ ek’ exp j$+l ““j - [ 1 
Therefore, it follows by (2.6) that 
IaiI <llflle2k*exp i h/h [ 1 j&+1 
G II f II (e2P)“‘. 
For we have i > m and so 
(2.8) 
Since lim,,, Ak, = co, then Akj 2 llfll I 1 kj e2/b for j > J. Choose n > iV so 
large that m(n) > J; then it follows by (2.9) that for all i > m(n) 
This completes the proof. 
Remarks. 1. Roulier [7] used the same method to obtain a similar result 
under the additional assumption that X7-i l/5 + 00 as ki/k, + 0. This assump- 
tion is seen to be unnecessary. 
2. The same construction holds if the ki’s are not necessarily integers but 
satisfy k,+l - ki > a > 0, j = I,2 ,... . 
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Next we discuss the same problem in C,[u, b] (=CoR[a, b]) where 0 < a < b. 
Keeping away from zero alters the situation significantly. The following theorem 
extends a result of Golitschek that was stated (without proof) in [3, Theorem 31. 
THEOREM 2. Let the sequence {kj} of natural numbers satisfr (2.1) and let 
f E C,[u, b] where 0 < a < b. Then there exist polynomials p,(x) = Cy=, ainxki, 
n = 1,2,..., such that 
limllf -Pp,II = 0 (2.10) n-+x 
and 
I ai, I < Ilf llapk*, 1 < i < 12, n = 1, 2 ,... . (2.11) 
Proof. Let c > 0 be given. Since f(a) = 0, there exists a 6 = B(E) > 0 
such that 1 f (x)1 < l /2 for a < x < a + 6. Now there is a function g E CJa, b] 
suchthatg(x) =Ofora~x,(a+6,Ilgll~Ilfll,andilf -gll<E/2. 
Let p = P(E) be a positive integer to be chosen later, and let GE C,,[O, l] 
be defined by 
G(x) = g(bxl/p), R,(x<l, 
= 0, O<x<R, 
where R = ((a + iS)/b}p. 
Now set qi = k,,/p and let c+ and p,j(X) be given by (2.2) and (2.3) 
respectively, with qj replacing kj . Then it follows by [6, p. 471 that 
BAG, X) = f G(W) PdX> 4 G(x) as n--too, 
j=l 
uniformly in 0 < x < 1, and this in turn implies 
q!!(x) = fl G(anj) Pnj((xlb)‘) + g(x) as n--tco, 
uniformly in a < x < b. This proves that for n > N(E), 
Ilf - !k) II < Ilf - g II + II g - Q??/I G 6. (2.12) 
We now show that (2.11) holds for the coefficients of q:‘(x). Rewriting q:‘(x) as 
before we get 
q:)(x) = i (X/l+ i (- l)n-jqj+r ... qnG(~nj)l4j(qi) 
i=l j=l 
= f q&‘, 
i=m 
409/6011-9 
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where m = m(n) is defined by ar,,,,-r < R < or,, . Thus, 
i = m, m + l,... 
and since qj+l - qj 3 1, it follows by virtue of (2.6) through (2.8) that 
j ai 1 < llfll e2Qi exp 
’ bbi [ 1 i Q./q. t ,, i = m, m + l,... . (2.13) j=i++l 
Here again, OL,~ > R and so 
exp ,$‘i l/q, G R-l. [ 1 
Hence (2.13) implies 
jai/ QG 
DI 9, 
= llfll (&)““’ 
= llfll (-$Jk? 
Now we choose p so big that e2/p/(a + 6) < a-1 and (2.11) is satisfied. Finally, 
let l k JO and let Nk = N(Q) be such that Nk < N,,, and that for n > Nk (2.12) 
holds for E = Q . If we choose P,(X) = 0 for 1 < n < Nr and p,(x) = q>‘(x) 
forN,<n<N,+,, then evidently {p,} satisfies (2.10) and (2.11). This completes 
the proof. 
COROLLARY. Let the sequence {kj} of natural numbers satisfy (2.1) and let 
1 < a < b. Let PI denote the set PA where A, = 1, k = 1, 2 ,.... Then if a = 1, 
the set PI is dense in the unit ball of C,[a, b] and if a > 1, the set PI is dense in 
G[a, 4. 
3. THE COMPLEX CASE: STATEMENT OF MAIN RESULTS 
Let (1 = {hk}& be a sequence of complex numbers with positive real parts 
satisfying (1.1) and (1.2). In this section we extend the results of [2, 31 to poly- 
nomials with complex exponents. Again let PA = {p: p(x) = XI==, a,g&, 
n = 1, 2,..., 1 ak 1 < API}. First we have 
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THEOREM 3. Let A satisfy (1.1) and (1.2) and let a real sequence A = {Ak)Tzl 
be giwen. The set PA is dense in C,[O, I] (=COCIO, 11) ;f and only if there exists a 
subsequence {Akj} such that (hk,} satisfies (1 .I) and lim,,, A,, = cc. 
If we keep away from x = 0, we have the following. 
THEOREM 4. Let A satisfy (1.1) and (1.2) and let f E C,,[u, b] where 0 < a < b. 
Then there exist polynomials ps(x) = xi=, a,SxAi, s = 1, 2,..., such that 
and 
(3.1) 
1 ai, j < 11 f 1) (b/a)“+Ma’1’2’~i’b-Re’i, i = l,..., s, s = 1, 2 ,... . (3.2) 
In the case where A is real, Theorems 3 and 4 reduce to Theorems 1 and 2, 
respectively. 
We use a method similar to that in [3] and thus we need a few lemmas. The 
first lemma is proved in [2]; we give its proof here for the sake of completeness. 
LEMMA I. Let {mk}& be a sequence of positive real numbers atisbing mkfl - 
m,>l. Thenforanyr,j,s,O<r<j<s, 
where&r, s) = expEi=, I/m,]. 
Proof. First, it is straightforward that 
and 
Now for p 
Hence 
ii 
k=j+l 
llzj +m”,” + ’ < #(j + 1, S)l+mj 
j-l mj + mk + 1 
IJ mj 
< c$(Y, j - 1)“‘. 
k=r 
,$+, h/mkP G W zl (k + mj)kp < mj/(p - 1). 
P 
I-I 
mk 
kcitl mk - mi 
= exp [ i f i (m,/mk)p] 
I;++1 p=1 
(3-3) 
(3.4) 
(3.5) 
(3.6) 
< emj+(j + 1, Sjrnj. 
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Also forp = 1, 2,..., 
5-1 j-1 
& (mk)P G IEr h - j + k)* 
G q+l/(p + 1) 
and for k < j - I, rnklrnj < mj/mk: . Hence 
i-l 
n 
m5 
k=r mj - mk 
= exp [ ‘2 f i (m&Zj)*] 
hkr *=1 
< cP’~c$(Y, j - 1)“‘. 
Combining (3.4) through (3.7), inequality (3.3) follows. 
Our second lemma is an easy extension of [3, Lemma 11. 
(3.7) 
LEMMA 2. Let A be any complex sequence with positive real parts with 
1 Ak+1 ) - ) Ak 1 > 1. Then for any complex numbers c, ,..., c, we have 
1 c5 1 < (1 + 2Re hi)1’2e3iA~“2 @(r, s)‘+“‘j 
C[O.ll 
(3.8) 
where @(Y, s) = exp[& l/l A, I]. 
Proof. It is well known (cf. [8, Sect. 141) that 
i;ffll x’j - i a& I(L2Lo l, = W 
k#i 
where 
This, in turn, implies 
and our proof follows by Lemma 1 and the inequality 
fl, < (1 + 2Re 4)112 fI I ‘j 1 + 1 ‘k 1 + ’ . 
k-7 11’51 - IhkII 
k#5 
Next we prove 
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LEMMA 3. Let q, r, s, Y < s be positive integers such that 1 + q < / h, 1. 
If A satisjies (1.2), then there exists a A-polynomial Qa(x) = x;-, b,$t for which 
II XQ - Qq(x)llc[o.l~ < eq exp -2q i Re M A, I2 . 
k=r 1 (3.9) 
Proof. Extending [I, Lemma 21 to complex X’s it can easily be shown that 
there exists a A-polynomial Q, such that 
II xq - Q&)llcto.ll G fi ' ' - A, ' 
k-T 1 q + 1, 1 = ” say- 
Setting rxk = Re A, and applying the inequality (1 - x)/( 1 + X) < e-z2 for 
x = 2qo(,/(q2 + 1 A, 12), we obtain 
’ q2 + 1 h, I2 - +, 1’2 
’ = (kc q2 + 1 xk I2 + 2qak ) 
whence (3.9) follows immediately. 
Our last lemma is the complex analog of Jackson’s theorem (cf. [3, Lemma 31) 
and follows immediately from it. 
LEMMA 4. There exists a constant K such that for any f E C,[O, I] there exist 
ordimuy polynomials R,(x) = & a,,@, n = 1, 2,..., for which 
and 
llf - 4 Ilcrc~~ < K-W (f, ;) (3.10) 
I aqn I < Knqw (f, $/q! q = 1, 2 ,..., n, (3.11) 
where w(f, *) denotes the mod&s of continuity off, 
4. PROOF OF THEOREM 3 
We start with the sufficiency part. We may assume without loss of genrality 
that kj = j, j = 1, 2 ,..., that is, lim,,, A, = CO. Let E > 0 and f E C,[O, I] be 
given. Following [3], we construct a A-polynomial p E PA such that 11 f - p 11 < E. 
Let II, I, s, Y < s be positive integers satisfying 
n+l <l&I, 1 < 1z exp -2 f: Re x,/l A, 1’ 
I 
< 2. (4.1) 
k=s 
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Such integers with arbitrary large rr exist by virtue of (1.1) and (1.2). Let us 
define the A-polynomial p by 
~(4 = il aanQa(4 = i cd53 
j=T 
where uGn are the coefficients of the polynomial R, of Lemma 4 and IQ, are the 
A-polynomials of Lemma 3. Then it follows easily by (4.1) and (3.9) through 
(3.11) that 
II f - P II d Ilf - R, II + $J I aa, 1 II xa - Qq(x)ll 
a=1 
< Ke% f, k . ( 1 
(4.2) 
Consequently, for sufficiently large n, 
II P II d 2 Ilf II- (4.3) 
Therefore, applying Lemma 2 for p we obtain for all sufficiently large n, 
1 cj 1 < 2 11 f Ij (1 + 2 Re Aj)1’2e3’Aj”2@(r, s)‘~“*~‘, j = Y,..., s. (4.4) 
Condition (4.1) together with the inequality I A, 1 < (1 + &.P)l/s Re A, implies 
@(I, s) < n(1+Me)1’e’2. (4.5) 
And since n < e(n+l)P < elW12 and (1 + 2 Re Aj)l/s < elAjl, it follows by (4.4) 
and (4.5) that 
I ci I < 2 Ilf II [e 5/2+(1+M*)"a/4n(l+M2)1'a iA51 * 1 J = Y,..., 5. (4.6) 
Now we are almost done. First, we choose n so large that the right-hand side 
of (4.2) is less than E and (4.3) holds. Then, we choose Y and s so that (4.1) is 
valid and 
(2 11 f /I)“‘^” 5’2 1’4 (l+Ma)l’z < Aj 
e (e 4 
j = r,..., s. 
It follows now by (4.6) that p E PA and this concludes the sufficiency part. 
In order to prove necessity we prove the following (compare [7, Theorem 2 
and the following remark]). 
PROPOSITION. Let A satisfy (1 .I) and (1.2) and let the nonnegative sequence A 
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of real numbers be given. Suppose that there exists a subsequence A’ of A such that 
1 Re X,/l A, I2 = C < co (4.7) 
A,@ 
and A is bounded on the set of all indices k for which h, $ A’, i.e., 
A, < K for all k such that h, 6 A’. (4.8) 
Then any function f in the unzform closure of PA is analytic on some subinterval 
of LO, 11. 
Proof. We begin with an auxiliary lemma. 
LEMMA 5. If a sequence p$(x) = xi=, clegAk, s = 1, 2 ,..., exists such that 
km,,, 11 f-p, 11 = 0 and such that 1 cLs ( < H, k = l,..., s, s = 1, 2 ,..., thm 
f is analytic in (0, 1). 
Proof of Lemma 5. We construct a decreasing sequence [A’,} of subsets of 
the natural numbers such that lims+m,sE9, cks = ck for all 1 < k < m, m =: 
1, 2 ,... . Let m 3 1 be fixed and let 0 < a < 1. Then for every N E [0, a], 
) f (x) - 2 ctxAk ) < Ilf - p, II + 2 I cks - ck I + f I cks I aReAk. 
Is=1 I;=1 k=rn+l 
Letting s + co while s E S, and using Re Ar > k/(1 + M2)1’2, we obtain 
( f(x) - il ckdk 1 < HcF+‘/(l - a), 
where (y = al/(l+M2)1’*. Now letting m + 03, it follows that 
The series & ckz’\k, z = reie, is uniformly convergent in 0 < re~~flel < a for 
each 0 < a < 1 and since .& is analytic in (0, l), so is f (x). 
Returning to the proof of the proposition, let ps(x) = XL=, clisxAk, s = 1, 2,..., 
belong to PA and lim,,, 11 f - ps II = 0. S’ mce / cks / < Kirk1 for all k such that 
A, $ A’, we have 
1 i ccsxAk 1 < II f II + Ilf - p, II + il K’A”‘.~ReXk < G (4.9) 
k=l 
A@' 
for all x E [0, b] where b is any positive number <K-(1+-\‘2)1’1 and C, is a constant 
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depending only on b. Applying Lemma 2 to the (i’-polynomial in (4.9) we obtain 
1 cj, 1 < b--Re%(l + 2Re ~J)1~z~31nJ~~2~D(l+211J1)~b , hj E A', 
where D = C(l + Ms)1/2. This in turn implies 
1 cj, 1 < C,,eDKpaj j = l,..., s, s = 1, 2 ,... (4.10) 
for K, = mm{K, (~-le~/2+2~)}(1+~P)“*. 
Now set g(x) = f(x/K,,) and qs(x) = ps(x/Kb), 0 < x Q 1. Then 
lim,,, Jig - q8 IJc[o,ll = 0 and by (4.10) the coefficients dj, of q1 satisfy 
I dj8 I = l CjsKP’ I < C~F D j = l,..., s. 
Hence, it follows by Lemma 5 that g is analytic in (0, l), whence f is analytic 
in (0, l/K,). This concludes the proof of the proposition and thus the proof of 
the necessity part. 
5. PROOF OF THEOREM 4 
The proof here is similar to that of the sufficiency part of Theorem 3, but 
here we use the ordinary Bernstein polynomials rather than the polynomials R,, 
of Lemma 4. Recall that the ordinary Bernstein polynomials (obtained from 
the polynomials in Section 2 by specializing Ki = i, i = 1,2,...) of F E C,,[O, l] 
are 
B,(~, x> = z$l (;) xy 1 - x)++~ F (3 = i uunX*- 
P-1 
If F(x) = 0 for 0 < x < R for some 0 < R < 1, then by virtue of (2.9), 
1 a,, 1 < l]Fll ($)” q = m + l,..., n, up, = 0, q = l,..., m, (5.1) 
where m = m(n) is defined by m < Rn < m + 1. Also it is well known [6, 
Theorem 1.6.11 that 
IIF- hII <Am (F, A) n = 1, 2 ,..., (5.2) 
where A is an absolute constant independent of F and n. Now given f E C,[u, b] 
and E > 0 we define the functions g and G as in the proof of Theorem 2. Again, 
we can still choose p and we take p so big that 
(eS/2(4e3)('+M')1'8)1/9 < (u + ~)'1+Ms"lijuht~a)LJ8~ 
(5.3) 
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Finally, define the sequence r = {3/,}& by yj = X,j/p, j = 1,2,.... Evidently, 
r satisfies (1.1) and (1.2). F or any positive integers n, T, s, r < s for which 
n-t1 <IYTl> & < t?R-l exp 
[ 
-2 i Reykll Yk 1’ 1 < i (5.4) k=r 
(such triples exist for arbitrarily large rr by virtue of (1.2)) define the r-polynomial 
p bY 
P(x) = gl ~nQ,(x) = i v”j, 
,=7 
where a,, are the coefficients of the Bernstein polynomial B,(G, .) and Q, are 
the r-polynomials of Lemma 3. Applying (5.1), (5.2), (5.4), and (3.9), it follows 
that 
II G - P Ilcm < II G - B, Ilcro,l~ + i I aam I II x4 - Q&)llcro.~~ 
9=m+1 
< Aw G, -$ + 11 G 11 21-Rn. 
( 1 
This implies that (1 P(I < 2 11 GII f or n sufficiently large, so that by Lemma 2 
we have for all sufficiently large n 
Hence, by (5.4) and the inequality I yk I < (1 + Ma)r/a Re yk , we have 
1 cj 1 < (1 G 11 C{e”‘K[b/(a + 8)]p(1+Ms)1’)‘yj’ 
where K = (493(1+~*)“* and C = 2Kl/2[b/(a + S)]P(~+M~)“~/~. 
Finally, define the cl-polynomial T,, by 
(5.5) 
T,,(x) = P((x/b)“) = f dkxAk, 
l+PT 
where dk = 0 if k/p is not an integer and dk = cjb+ if k = pj, j : r,..., s. 
Then T,,(x) -+g( x as S- 00 so that for s > S(E), (/ T,, -f/l < l i in the ) 
proof of Theorem 2. Also, since X, = prj for k = pj and ) b-A* ) = b-Red* it 
follows by (5.3) and (5.5) that 
1 dk 1 < II G I/ C rg (b/a)(l+M*)“*)‘Ak’ b-ReAk, k = pr,..., ps. 
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Now for any n choose Y and s such that (5.4) holds and such that 
{(a + s/2)/@ + 6p < c-l \ . 
Since 11 G IjC[O,ll < Ilfllc~a,bl , the coefficients of Tp8 satisfy (3.2) and we conclude 
the proof as in the proof of Theorem 2. 
Remark. Theorems 3 and 4 remain true if we replace condition (1.2) by 
I &+I I - I f&c I 3 a > 0, IImhhI<IMReh, k = 1, 2,... . 
Remark. Theorems 3 and 4 also remain valid if we replace (1.2) by (the 
entirely different condition if the h’s are complex) 
Re hk+l - Re h, > 1 (or OL > 0), 1 Imhk) < MReh,, k = I,2 ,... (5.6) 
and in Theorem 4 we replace (3.2) by 
1 ai, ( < [lf[l (b/u)(l+“*)‘A4-ReA~, i = I,..., s, s = 1) 2 )... . 
It should be noted that condition (5.6) is independent of condition (1.2). 
The following examples were suggested to us by the referee (and are better 
than the examples we had). If A, = 2” + i(k2 - 41a)i/a, n = [log2 k], then (1.2) 
is satisfied but (5.6) is not. If, on the other hand, A, = k + i(4” - kz)1/2, 
n = 1 + [log, k], then (5.6) is satisfied but (1.2) is not. Here [ ] is the greatest 
integer function. Notice that in none of the above A has a subsequence which 
both satisfies (1.2) and (5.6) as well as (1.1). 
It should also be noted that under condition (5.6), (1.1) is equivalent to any 
one of the following conditions 
g l/Re A, = co, 
k=l 
or 
5 Re X,/(1 + 1 A, 1”) = co. 
k=l 
The proof follows the same lines with the only significant difference being 
that the proof of (3.8) with (1.2) is replaced by (5.6) namely: 
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LEMMA 2’. Let A be any complex sequence with positive real parts satisfying 
(5.6). Then for any complex numbers c, ,..., c, we have 
1 cj 1 < (1 + 2 Re hj)1/2e31Aj1/2 @(r, s)(1+21~~l)(l+~2)“* . 
cto.11 
(5.7) 
Proof. As in the proof of Lemma 2, we have 
where 
Put 0~~ = Re & and PI, = Im h, . Then 
which by (5.6) and (3.3) 
[ 
.* 
< e3’j12 exp (1 + 24 C l/Olk 
I;=r I 
This completes the proof. 
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