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The quantum phase transition in iron-based superconductors with ’half-Dirac’ node at the electron
Fermi surface as a T = 0 structural phase transition described in terms of nematic order is discussed.
An effective low energy theory that describes half-Dirac nodal Fermions and their coupling to Ising
nematic order that describes the phase transition is derived and analyzed using renormalization
group (RG) study of the large-Nf version of the theory. The inherent absence of Lorentz invariance
of the theory leads to RG flow structure where the velocities vF and v∆ at the paired half-Dirac
nodes (11 and 22) in general flow differently under RG, implying that the nodal electron gap is
deformed and the C4 symmetry is broken, explaining the structural (orthogonal to orthorhombic)
phase transition at the quantum critical point (QCP). The theory is found to have Gaussian fixed
point λ∗ = 0, (v∆/vF )∗ = 0 with stable flow lines toward it, suggesting a second order nematic
phase transition. Interpreting the fermion-Ising nematic boson interaction as a decay process of
nematic Ising order parameter scalar field fluctuations into half-Dirac nodal fermions, I find that the
theory surprisingly behaves as systems with dynamical critical exponent z = 1, reflecting undamped
quantum critical dynamics and emergent fully relativistic field theory arising from the non(fully)-
relativistic field theory and is direct consequence of (v∆/vF )
∗ = 0 fixed point. The nematic critical
fluctuations lead to remarkable change to the spectral function peak where at a critical point λc,
directly related to nematic QCP, the central spectral peak collapses and splits into satellite spectral
peaks around nodal point. The vanishing of the zero modes density of states leads to the undamped
z = 1 quantum critical dynamics.
I. INTRODUCTION
Quantum phase transition in strongly correlated sys-
tems such as high Tc superconductors is one of the most
active topics in condensed matter physics. In cuprates
and several families of the recently discovered iron-based
family of high Tc superconductors, there exists a quan-
tum critical point at T = 0 deep inside the superconduct-
ing dome that represents such quantum phase transition
(Fig. 1a),b)). This QCP also separates tetragonal and or-
thorhombic crystal structures and thus represents struc-
tural phase transition at zero temperature. It has been
argued that the orthorhombic state is described by the
so-called Ising nematic order [1][2][3] and such structural
transition in cuprates [4][5] and iron-based superconduc-
tors [6][7][8] (where d-wave symmetry was assumed) is
nematic transition.
The general phase diagram of several families of iron-
based superconductors [9] illustrated in Fig.1b) shows
that there is a tetragonal to orthorhombic structural
phase transition at some finite temperature in the un-
doped case down to T = 0 at a critical doping xc deep
inside the dome where the Ising nematic order coexists
with the superconducting state. At T = 0 this critical
doping is a quantum critical point between Ising ordered
state and Ising disordered state. The theory of quantum
phase transition at this quantum critical point is the fo-
cus of this work.
The quantum phase transition in cuprates that relates
structural phase transition with nematic order was first
studied using renormalization group approach [10][11]
which showed using perturbative RG calculation at fixed
Nf with  expansion around 3 + 1 dimensions that the
velocity anisotropy in the nodal fermion action and the
anisotropic coupling between nodal fermion and Ising
nematic order leads to a fluctuation-induced first order
phase transition, as indicated by the runaway RG flows.
A large-Nf study of the same system but in 2 + 1
dimensions [4] however found a second order quantum
phase transition and has finite renormalized velocity
anisotropy as compared to Dirac-like theory such as
QED3 which found velocity anisotropy to be irrelevant.
Another RG study on the same system in 2 + 1 dimen-
sions [5] found vanishing velocity ratio (v∆/vF )
∗ = 0 as
the fixed point.
The coupling between nodal quasiparticles to the ne-
matic order was argued to be the most effective driv-
ing force of the structural transition. The presence of
nodes and the resulting nodal quasiparticles in d-wave
cuprates is therefore of crucial importance here. On the
other hand, from the aspect of gap symmetry, iron-based
family was originally thought to have isotropic s± wave
symmetry, thus ruling out the presence of nodes. How-
ever it was found later that the electron Fermi pocket in
iron-based superconductors admits anisotropic gap and
thus permits existence of nodes.
In a related development, it has been shown recently
that iron-based superconductors can have the so-called
accidental (’zero’) node (Fig. 2) at the electron pocket
[12][13] due to the gap anisotropy where the gap just
touches the Fermi surface, that is, it is right at the onset
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2FIG. 1. a) Quantum phase transition in cuprates with the
quantum critical point and quantum critical region nearby.
b) Typical phase diagram of iron-based superconductors with
similar quantum critical point. In both a) and b), the pa-
rameter x is defined as xc = −r and x = −r(λ) as given in
Eqs. (2) and (55). Physically, x may represent doping level,
pressure, or other appropriate experimental quantities.
of being gapless. In the simplest model, we can represent
it by ∆(θ) = ∆0(1 − cos 4θ) (Fig. 2). Such accidental
zero has anisotropic dispersion which in linear in px di-
rection and quadratic in py direction or vice versa. One
can therefore interpret such zero as ”half-Dirac” node,
because it has Dirac spectrum in one direction but has
parabolic dispersion in the perpendicular direction as
that for free particle.
This accidental node is robust and persists to zero tem-
perature where we can have a quantum phase transition
between fully gapped (nodeless), zero and nodal states
by tuning appropriate parameters, e.g. the coupling con-
stants in the Hamiltonian [12]. Such gapless point is
accidental because it does not arise from or protected
by symmetry. This kind of nodes however has recently
been shown to exist within finite regime of microscopic
parameter space (the strength λh of the inter-electron
pockets hybridization) [14] and so this makes it interest-
ing to study the nature of quantum phase transition in
iron-based superconductor compounds with such pecu-
liar gapless point. This is the purpose of this work.
I summarize my main results as follows. First, the
quantum phase transition in iron-based superconductors
with half-Dirac node described by half-Dirac fermion-
Ising nematic field theory has stable fixed point λ∗ =
FIG. 2. a) Iron-based superconductors’(reduced) Brillouin
zone and the electron Fermi surfaces (’pockets’) at (±pi,±pi)
and hole pockets at Γ = (0, 0). The electron pocket has
anisotropic gap and its critical half-Dirac nodes paired as 11
and 22. b) The profile of a half-Dirac node. Energy E ∼ kx
in x direction but E ∼ k2y in y direction.
0, (v∆/vF )
∗ = 0 with no relevant interaction away from it
in the λ−v∆/vF parameter space and no nontrivial inter-
acting fixed point. Second, on the dynamical properties
of the quantum phase transition characterized in terms of
response function describing quasiparticle-nematic cou-
pling, I find that the system response effectively has dy-
namical critical exponent z = 1. The nematic critical
fluctuations lead to the splitting of the single quasiparti-
cle spectral peak for small Yukawa coupling λ < λc into
two satellite spectral peaks for λ > λc, without affecting
much the degree of spectral peak anisotropy. The cen-
tral spectral peak collapses right at the nematic QCP,
marking the vanishing of density of states at the nodal
point, the gapping out of fermionic quasiparticles, and
the emergence of fully relativistic effective field theory
with the z = 1 undamped quantum critical dynamics.
The spectral peaks are however well defined away from
QCP, both in ordered and disordered phases of nematic
order. These latter results on spectral function are con-
sistent with fixed point results as the z = 1 field theory
arises from the (v∆/vF )
∗ = 0 fixed point and the λc
reduces to λ∗ = 0 fixed point at the decoupled theory
3nematic QCP where the scalar field turns massless. This
signifies novel quantum critical behavior of high Tc su-
perconductors with such half-Dirac nodes.
I begin the formulation of the theory that gives the
above results in Section II by giving the low energy ef-
fective action for this problem, considering the large-Nf
version and computing the needed field theoretical quan-
tities to proceed with the RG. Then I derive the RG
fixed point structure and deduce the λ − (v∆/vF ) RG
phase diagram in Section III. I then discuss the nature
of the quantum critical dynamics in terms of quasiparti-
cle response and spectral functions in Section IV. I end
with discussion of the results and connection with exper-
iments.
II. LOW ENERGY EFFECTIVE FIELD THEORY
To describe half-Dirac nodes, we can start with
standard Bogoliubov-de Gennes Hamiltonian describing
nodal quasiparticles and approximate the Hamiltonian
around the nodes in momentum space [12]. I then con-
struct the effective low energy field theory action for the
superconducting state - Ising nematic order phase tran-
sition which consists of the action for half-Dirac nodal
fermionic quasiparticles part, scalar Ising (nematic) order
part and the fermionic quasiparticle-Ising order interac-
tion part. The fermions describe fermionic quasiparticles
Ψ,Ψ living in the vicinity of half-Dirac nodes in elec-
tron Fermi surface while the Ising nematic scalar field
φ describes the degree of lattice distortion from tetrago-
nal lattice where 〈φ〉 = 0 to orthorhombic lattice where
〈φ〉 6= 0. The coupling between such nodal fermions with
nematic order has been argued to be the most relevant
coupling, i.e., the most effective process by which the ne-
matic order field scatters the fermions around the nodes
[10].
In the actual physical situation, we have four fermion
species for each of the pairs of (half-Dirac) nodes (11 and
22), where we have spin up and down quasiparticles at
one node and another set of spin up and down electrons
at the partner node. In the 1/Nf technique, we gen-
eralize the spin up and down species into Nf ”flavors”
of fermions. The phenomenological field theory for this
problem is then described by the following action
SΨ =
∫
d2k
(2pi)2
T
∑
ωm
Nf∑
a=1
Ψ1,a(−iωmγ0 + vF kxγ1 + 8v∆
kF
k2yγ2)Ψ1,a + Ψ2,a(−iωmγ0 + vF kyγ1 +
8v∆
kF
k2xγ2)Ψ2,a (1)
Sφ =
∫
d2xdτ(
1
2
(∇φ)2 + 1
2
c2(∂τφ)
2 +
1
2
rφ2 +
u
4!
φ4) (2)
SΨφ = λ
∫
d2x
∫
dτφ
Nf∑
n=1,2,a=1
Ψn,aγ0Ψn,a (3)
where
Ψn,a(k
′, ωn) =
(
cn,a,+(k
′, ωm), c
†
n,a,−(−k′,−ωm), cn,a,+(k′ − 2Q, ωm), c†n,a,−(−k′ + 2Q,−ωm)
)T
(4)
Ψn,a = Ψ
†
n,aγ0
and
γ0 = τ1
⊗
σ3, γ1 = iτ2
⊗
σ0, γ2 = τ1
⊗
iσ2 (5)
where τ is Pauli matrix in ’node space’ (1 and 1 or 2 and
2 as the basis states) while σ is Pauli matrix in particle-
hole (Nambu) space, with index n = 1, 2 representing the
11, 22 pairs of nodes respectively, while a = 1, 2, 3, .., Nf
is the fermion flavor index. In Eq. (4), cn,a,+ for example
represents annihilation operator for fermion from node n
with flavor a,+ where the + represents analog of spin
up while c†n,a,− represents creation operator for fermion
from node n with flavor a,− analog of spin down. The
γ matrices satisfy Dirac algebra {γµ, γν} = 2gµν with
metric gµν = diag(1,−1,−1,−1). The momenta k′,Q =
kF xˆ (for 11 pair) or Q = kF yˆ (for 22 pair), k
′ = k +
Q are as defined in Fig. 2. The details to obtain the
fermion action are given in Appendix A. It is necessary to
emphasize that Nf flavors do not imply spin Nf quantum
number. The 4 × 1 Nambu spinor defined in Eq. (4)
contains the two Nf = 2 flavors from the two nodes in
11 or 22.
4A. Symmetry Consideration and Character of
Nematic Order
Nematic order is basically a Q = 0 order that we have
implicitly assumed to couple to spin singlet fermion bi-
linear. It can be characterized in terms of particle-hole
and particle-particle pairing correlators,
〈c†k′αck′α〉 = Ak′
〈ck′↑c−k′↓〉 = (∆s0(−(cos k′x+cos k′y)+(1+cos kF ))+Bk′)eiϕ
(6)
where I have represented the half-Dirac nodal anisotropic
s-wave gap as ∆(k′x, k
′
y) = ∆
s
0(−(cos k′x + cos k′y) + (1 +
cos kF )). Here ϕ is the overall superconducting phase
and we assume superconducting background through the
entire order-disordered phases of the nematic order pa-
rameter. An ideal electron Fermi surface of iron-based
superconductors with square lattice, without any symme-
try breaking interactions, has C4 (or C4v, which has ex-
tra symmetry of reflection with respect to vertical planes
passing the central axis) symmetry.
It is to be noted that both charge neutral (ones that
do not depend on the sign of the gap) and charged
(ones that do) observables have this symmetry group,
unlike in d-wave superconductors where only charge neu-
tral observables have C4v whereas charged ones have
only C2v. This symmetry group has four 1d irreducible
representations (s-wave with basis function f(k′) =
1, dx2−y2 (cos k′x − cos k′y), dxy (sin k′x sin k′y), and g
(sin k′x sin k
′
y(cos k
′
x− cos k′y)) and one 2d irreducible rep-
resentations p(sin k′x, sin k
′
y) [10]. With d-wave pairing
gap, it is clear that Ak′ = 0, Bk′ = φ (where φ is real
field) breaks C4v symmetry to C2v. This is nematic or-
der. So, symmetry arguments that characterize how ne-
matic order couples to d-wave superconducting state sug-
gest that nematic order parameter has s-wave symmetry
where time-reversal symmetry is unbroken but the point
group symmetry is reduced from C4v to C2v with basis
function simply a unity function [10]. The nematic order
can be polarized along x or y direction.
This extra s-wave component φ however will eliminate
the half-Dirac nodes for φ > 0 or change each of the half-
Dirac nodes to two full Dirac nodes for φ < 0. We can
however have order parameter which breaks C4v to C2v
while keeping the half-Dirac nodes intact which clearly
must be higher order modes. From the 5 irreducible rep-
resentations of C4v point group symmetry, dxy wave with
basis function sin k′x sin k
′
y in addition to an appropriate
value of chosen constant can deliver such half-Dirac node-
preserving C4v-to-C2v symmetry breaking order param-
eter. To be precise, we can add on top of the anisotropic
gap ∆(k′x, k
′
y) = ∆
s
0(1 + cos kF − (cos k′x + cos k′y)) an
order parameter Bk′ = φ0 + φ sin(k
′
x) sin(k
′
y) where the
gap will have half Dirac nodes shifted in its kx, ky by
0 ≤ kc ≤ kF /
√
2. The resulting gap for φ < 0 is shown
in Fig. 3 while for φ > 0 the gap is Fig. 3 rotated by pi/2.
FIG. 3. C4v to C2v symmetric breaking of electron Fermi
pocket gap with half-Dirac nodes.
The structural tetragonal to orthorhombic phase transi-
tion can easily be seen by rotating the gap function by
pi/4 to align with the lattice x and y axes.
The order parameter fluctuations when coupled to
fermions will be relevant only when the wavevector Q
carried by the order parameter is also the wavevector Q
that connects the two nodes between which the fermions
are scattered, by momentum conservation [10]. That
is, the order parameter will scatter the fermions effec-
tively and efficiently only when the momentum it carries
is transferred entirely to the fermions. Otherwise the
scattering is a virtual process which merely renormal-
izes the coupling constant without making a fundamental
change in low energy theory. In this case, nematic order
corresponds to Q = 0 which means my theory consider
scattering of fermions living in the vicinity of the same
half-Dirac node by the nematic order fluctuations.
Scattering by Q = (2kF , 0) or Q = (0, 2kF ) should
be described by some type of density wave but if we
want to couple this density wave with fermions, the the-
ory should describe coexisting superconducting and den-
sity wave phases. I however would like to focus more
on the interplay between nematic order and supercon-
ducting state described by Eqs. (1-3), which would be
appropriate picture in several families of iron-based su-
perconductor compounds [9][16] where density wave state
does not coexist with superconducting state but nematic
order does. I therefore essentially consider Ising-nematic
quantum phase transition within the background super-
conductivity.
B. The Effective Action of Ising Nematic Order
Parameter
In the large-Nf expansion, with the physical case
Nf = 2 corresponds to spins up and down, we gener-
alize the two spin polarizations of S = 1/2 fermions into
5Nf ”flavors” of fermions. I compute the effective action
for bosonic nematic order parameter field Seff [φ] by for-
mally integrating out the fermion ψ,ψ from the original
full action S[ψ, φ]. This will give rise to nonlocal loga-
rithmic term containing the fermion-nematic order field
coupling constant λ and can thus be expanded pertur-
batively in powers of λ, corresponding to the number of
Yukawa vertices. The large Nf expansion itself corre-
sponds to expansion in number of loops.
Seff [φ] = Sφ −Nf
∑
n=1,2
∫
k,ωm
log(Det[−iωmγ0 + vnF · kγ1 +
8
v∆kF
(vn∆ · k)2γ2 + λφγ0]) (7)
Rescaling φ → φλ and r → rNfλ2 [17] and retaining the
surviving terms, we have
Seff [φ] = NfS
1
eff [φ]
where
S1eff [φ] =
∫
d3x
1
2
rφ2 −
∑
n=1,2
∫
k,ωm
log(Det[−iωmγ0 + vnF · kγ1 +
8
v∆kF
(vn∆ · k)2γ2 + φγ0]) (8)
FIG. 4. The Feynman diagram for polarization function which
contributes correction to quadratic part of φ effective action.
where the (∂τφ)
2, (∇φ)2, uφ4 terms vanish as we take the
Nf → ∞ limit. I will only consider the quadratic cor-
rection terms in φ while assuming that the renormalized
quartic terms will remain sufficient to stabilize the effec-
tive Ginzburg-Landau type effective theory for φ without
explicitly considering its renormalization. The effective
action to quadratic order for φ can be written as
S1eff [φ] =
1
2
∫
d3k
(2pi)3
(r + Γ2(k))|φ(k)|2 (9)
where
Γ2(k) = Π2(kx, ky, ω) + Π2(ky, kx, ω) (10)
leading to scalar field propagator D(k) = 1/ (r + Γ2(k)).
The polarization function Π2(kx, ky, ω) is given by the
Feynman diagram in Fig. 4.
Using the representation (5) for Dirac γ matrices, the
expression for the polarization function which is the cor-
rection to the boson propagator due to fermion is given
by
Π2(kx, ky, ω) =
∫
d3p
(2pi)3
Tr[γ0GΨ0(p)γ0GΨ0(p+k)] (11)
with
G−1Ψ0(p) = −iωγ0 + vF pxγ1 +
8v∆
kF
p2yγ2 (12)
where we have focused only on node 1 as example.
Despite its lengthy form, this polarization function is
still even under time reversal of external momenta
(kx, ky, ω) → (−kx,−ky,−ω) which can be verified by
direct inspection. Also, by power counting, this ex-
pression must have dimension one in external momenta
[Π2(k)] = k
1 but is an even function of k = (kx, ky, ω).
I compute numerically the value of Γ2(k) in Eq. (10) as
function of the two external momenta at a fixed external
frequency and the result is shown in Fig. 5, which gives us
some rough idea of how this quantity varies as function of
momenta. The most important observation from Fig. 5
is that the polarization function profile has C4 symmetry
and that it is peaked around k′ = (0, 0) with respect to
the center of electron pocket. I also compute the 1/Nf
fermion self-energy and vertex corrections shown in Fig. 6
to nematic scalar field action needed for the following
sections, the details of which are given in Appendix B.
Self-energy renormalizes the fermion propagator,
G−1Ψ (p) = G
−1
Ψ0(p)− ΣΨ(p) (13)
with
ΣΨ(p) =
λ2
Nf
∫
d3k
(2pi)3
γ0GΨ(p+ k)γ0D(k) (14)
6FIG. 5. The profile of polarization function Γ2(kx, ky, ω =
−0.001∆ω) computed numerically with vF = v∆ =
0.067eV(a/pi) where a = 0.1 is the lattice spacing, with
one unit of length = 100 Ao. One unit of momentum
∆k = 2pi/10a and frequency ∆ω = 0.271meV. Here we chop
off the tip to show the symmetry of the profile. The function
has even parity in (k, ω) and C4 symmetry.
FIG. 6. Feynman diagrams for a) fermion self-energy ΣΨ(p)
and b) Yukawa vertex Ξ(p).
Regarding the nature of quantum phase transition, I
will show that the quantum phase transition between
Ising nematic ordered and disordered phases, in the pres-
ence of half-Dirac fermions in the background supercon-
ducting state, is second order phase transition with the
non-interacting fixed point of Dirac fermions.
III. RENORMALIZATION GROUP OF THE
THEORY
I will mainly be interested in the renormalization of
the following two quantities: 1. The ratio of Fermi veloc-
ity vF and the ’gap velocity’ v∆. 2. The fermion-boson
Yukawa coupling λ. For the renormalization of velocities,
the fixed point structure is deduced from the RG equa-
tions derived from logarithmic derivative of fermion self-
energy [5]. For Yukawa coupling renormalization, two
different methods are employed and shown to agree with
each other. One is from RG equation derived from loga-
rithmic derivative of Yukawa interaction vertex and the
other is based on field theorist renormalization [18]. A
λ− (v∆/vF ) RG phase diagram is proposed at the end.
To begin, we consider scaling renormalization of
fermion and boson fields and coupling constants at tree
level. One thing that can be noticed from fermion action
(1) is that the momentum is linear in kx but quadratic in
ky. If we want this action to be invariant under rescaling
of momenta and frequency, the scaling dimension for kx
must be twice of that of ky. But here for the purpose
of RG calculations we choose to use the same scaling di-
mension for kx and ky. Further, rather than using a dy-
namical critical exponent z for the scaling of frequency,
we use the same scaling dimension for ω as that for kx
and ky. The reason is RG will naturally fix the scaling
dimension for ω implicitly inside the coefficients of RG
equations. Therefore, we write the scaling of momenta,
frequency as follows;
kx = k
′
xe
−l
ky = k
′
ye
−l
ω = ω′e−l (15)
The scaling of bosonic and fermionic scalar fields is ob-
tained by considering renormalization of the time deriva-
tive term in Sφ and Sψ respectively which gives scaling
dimensions dim[Φ(k)] = −5/2 and dim[Ψ(k)] = −2. This
suggests field scaling of the form
Φ(kx, ky, ω) = Φ
′(k′x, k
′
y, ω
′)e
∫ l
0
dl′( 52−
ηb
2 )
Ψ(kx, ky, ω) = Ψ
′(k′x, k
′
y, ω
′)e
∫ l
0
dl′(2− ηf2 ) (16)
where ηb and ηf are boson scalar field and fermion field
anomalous dimensions respectively. By similar simple
power counting at tree level, where interaction is assumed
to be nonsingular, as is the case here with Yukawa type
of coupling, it can be easily checked that the scaling di-
mension of Yukawa coupling constant is dim[λ] = 1/2,
leading to tree-level RG equation
dλ
dl
= (
1
2
− ηf − ηb
2
)λ (17)
with possibly nonzero fermion and boson anomalous di-
mensions included, which suggests that the coupling to
nematic order parameter is most likely a relevant per-
turbation to a fixed point associated with the half-Dirac
nodal fermions. The mass r term on the other hand has
scaling dimension dim[r] = 1/ν = 2 at tree level which
shows it is also relevant parameter, the RG flow equation
of which can in general be written as
dr
dl
=
1
ν
r = (2− ηb)r (18)
7where the generally nonvanishing anomalous dimension
ηb of bosonic scalar field φ enters. Considering nematic
criticality however, we eventually tune and fix it r = 0 to
investigate the RG flow of other parameters and coupling
constants of interest in nematic critical regime.
As a comparison, one may prefer to use a rescaling of
momenta and frequency that leaves the fermion action
invariant,
kx = k
′
xe
−l
ky = k
′
ye
− l2
ω = ω′e−l (19)
Again considering renormalization of the time deriva-
tive term in Sφ and Sψ respectively gives scaling dimen-
sions dim[Φ(k)] = −9/4 and dim[Ψ(k)] = −7/4. This
gives field scaling of the form
Φ(kx, ky, ω) = Φ
′(k′x, k
′
y, ω
′)e
∫ l
0
dl′( 94−
ηb
2 )
Ψ(kx, ky, ω) = Ψ
′(k′x, k
′
y, ω
′)e
∫ l
0
dl′( 74−
ηf
2 ) (20)
We will still arrive at the same conclusion that the
Yukawa coupling is relevant perturbation away from a
fixed point with tree-level scaling dimension of dim[λ] =
3/4. I will consider the renormalization of Fermi and
gap velocities as well as the renormalization of Yukawa
coupling in the following subsections.
A. Renormalization of Fermi and Gap Velocities
For velocity renormalization, I will prove that the
field theory given by equations (1,2,3) has fixed point
at (v∆/vF )
∗ = 0. I deduce this by considering RG equa-
tions derived from the logarithm of cutoff Λ derivative
of fermion self-energy and Yukawa vertex, which (for
fermions from 11 pair of nodes as example) take the form
dΣ
dlogΛ
= (C00γ0 + C
0
1γ1)(−iω) + (C10γ0 + C11γ1)vF kx
+ (C02γ0 + C
1
2γ1)
8v∆
kF
k2y (21)
dΞ
dlogΛ
= C3γ0 (22)
Before proceeding further, we first find the relations be-
tween the C’s coefficients and the anomalous dimensions
ηf and ηb [19].
The relation involving ηf is obtained by fixing the ki-
netic time derivative part in Sψ while that for ηb is ob-
tained by fixing the Yukawa coupling term. The latter is
done because the nematic order action Sφ does not have
kinetic term upon integrating out the fermions, as can
be seen in Eq. (8) which has a non-local term given by
the logarithmic part. This non-local term will overpower
the local terms of Sφ except the rφ
2 term. This can
be seen by considering the scaling dimensions of each of
the terms in Sφ. Earlier we obtained dim[Φ(k)] = −5/2
or dim[φ(x, y, t)] = 5/2 and this gives dim[r] = 2 and
dim[u] = 1. We see that the quartic coupling u is less
relevant than the quadratic coupling r and so the for-
mer can be omitted. The derivative terms on the other
hand will also have diminishing effect because they are
marginal terms. We are therefore allowed to retain only
the rφ2 and omit the other terms in Sφ.
To find the relations between the C’s coefficients and
the anomalous dimensions ηf and ηb, we consider rescal-
ing of appropriate terms in the actions Eqs. (1)(2)(3).
I consider physical case with Nf = 2 corresponding to
spins up and down states where the 4 × 1 spinor in Eq.
(4) reads symbolically as Ψ1 =
(
c1↑, c
†
1↓, c1↑, c
†
1↓
)T
for 11
pair and similarly for 22 pair. Fixing the kinetic time
derivative part in SΨ, we have
ηf = −γ−10
(
C00γ0 + C
0
1γ1
)
= −
 C
0
0 − C01 0 0 0
0 C00 + C
0
1 0 0
0 0 C00 + C
0
1 0
0 0 0 C00 − C01
 (23)
which demonstrates a ”pair-wise” pattern associating
fermions living at the same nodes (fermions 1 ↑ and 1 ↓
at node 1 (or fermions 2 ↑ and 2 ↓ at node 2) and fermions
1 ↓ and 1 ↑ at node 1 (or fermions 2 ↓ and 2 ↑ at node
2). It is clear that the fermion anomalous dimension ηf
is a universal character which should be independent of
the where the fermion lives in momentum space. With
this, we then have
C00 − C01 = C00 + C01 = −ηf
and therefore
C00 = −ηf , C01 = 0 (24)
Following similar procedure to ηb by fixing the Yukawa
coupling, we have
C3 = −
(
1
2
− ηf − 1
2
ηb
)
(25)
8One expects that 0 ≤ C ′s, ηf  1 as the C ′s ∼ O (1/Nf )
but as a result ηb ∼ 1. We will discuss at the end of this
subsection the RG flows of the C00 and C3 and consider
first now the RG flows of the velocities, which are of
immediate interest.
The RG equations for Fermi and gap velocities are de-
rived by considering the renormalization of terms that
contain these velocities in the fermion action SΨ. Fixing
the vF kx term, we have
dvF
dl
=
(−ηf + (C10γ−11 γ0 + C11)) vF (26)
where vF = (vF1↑, vF1↓, vF1↑, vF1↓)
T , whereas from
renormalization of
8v∆p
2
y
kF
term we have
dv∆
dl
=
(−ηf + (C2γ−12 γ0 + C2γ−12 γ1)) v∆ (27)
where l = −logΛ [21], v∆ = (v∆1↑, v∆1↓, v∆1↑, v∆1↓)T ,
in accordance to the 4 × 1 spinor defined in Eq. (4)
and without loss of generality, I have taken C02 = C
1
2 =
C2. I only consider the leading linear order terms for the
RG equations here. The RG flow parameter l is defined
in accordance with the Wilsonian RG philosophy where
one incrementally integrates out momentum shell e−lΛ <
k < Λ so that as l goes to infinity, Λ′ = e−lΛ goes to zero.
Using the γ matrices as defined in (5), we obtain

dvF1↑
dl
dvF1↓
dl
dvF1↑
dl
dvF1↓
dl
 =
 Mα 0 0 00 Mβ 0 00 0 Mβ 0
0 0 0 Mα


vF1↑
vF1↓
vF1↑
vF1↓
 (28)
where
Mα = −ηf + C11 − C10 ,Mβ = −ηf + C11 + C10

dv∆1↑
dl
dv∆1↓
dl
dv∆1↑
dl
dv∆1↓
dl
 =
 −ηf 2C2 0 00 −ηf 0 00 0 −ηf 0
0 0 2C2 −ηf


v∆1↑
v∆1↓
v∆1↑
v∆1↓

(29)
We have RG flow equations for vF and v∆ involving co-
efficients C’s that are themselves functions of vF and v∆.
We can see here that each of the four fermion components
of the 4×1 Nambu spinor has its own RG equations for vF
and v∆. This means that in general vF and v∆ will flow
differently between these four fermion components under
RG. This feature arises purely from the symmetry prop-
erty of anisotropic gap of electron pocket which is clearly
different from d-wave cuprates case where one RG equa-
tion for vF and another RG equation for v∆ are sufficient.
If we consider the hypothesized fixed point (v∆/vF )
∗ = 0,
which necessarily requires (v∆)
∗ = 0 but (vF )∗ 6= 0, from
dvF /dl = 0 we will have C
1
0 = 0 and C
1
1 = ηf at the fixed
point which set the final condition for the RG flow equa-
tion for the coefficients C10 as C
1
0 (v
∗
∆ = 0, v
∗
F 6= 0) = 0
and C11 as C
1
1 (v
∗
∆ = 0, v
∗
F 6= 0) = ηf . This fixes the fi-
nal condition for both coefficients in the RG flow for vF .
Considering the dv∆/dl = 0 at fixed point, we obtain no
new information but the confirmation that the RG flow
equation dv∆/dl is consistent at the fixed point. This
consistency at least offers some posteriori justification of
my fixed point assumption.
Now I present a more rigorous derivation of this fixed
point result [20]. Eqs. (28) and (29) can be combined
(relabeling (n ↑, n ↓, n ↑, n ↓) , n = 1, 2 as m = (1, 2, 3, 4))
to give
d
(
v∆m
vFm
)
dl
= − 1
vFm
[−2C2
(
v∆m
vFm
)
smv∆m+tm
+ v∆m
(
C11 (
v∆m
vFm
) + rmC
1
0 (
v∆m
vFm
)
)
] (30)
where sm = 1, rm = −1 for n ↑, ↓ (or m = 1 and 4)
fermions and sm = 0, rm = 1 for n ↑, ↓ (or m = 2 and
3) fermions while tm = +1,−1 for n ↑, ↓ fermions respec-
tively and tm = 0 for n ↑, ↓ fermions. By comparing Eq.
(21) and the explicit integral for self-energy Eq. (B1)
given in the Appendix, it can be seen that we must have
C10 = 0. This simplifies the final RG equations to as
follows.
d
(
v∆1
vF1
)
dl
= − 1
vF1
[−2C2
(
v∆1
vF1
)
v∆2 + v∆1C
1
1 (
v∆1
vF1
))]
(31)
d
(
v∆2
vF2
)
dl
= −v∆2
vF2
C11 (
v∆2
vF2
) (32)
d
(
v∆3
vF3
)
dl
= −v∆3
vF3
C11 (
v∆3
vF3
) (33)
d
(
v∆4
vF4
)
dl
= − 1
vF4
[−2C2
(
v∆4
vF4
)
v∆3 + v∆4C
1
1 (
v∆4
vF4
))]
(34)
By directly comparing Eq. (21) and Eq. (B1), we obtain
9C11 =
λ2
Nf
d
dlogΛ
∫
d3p
(2pi)3
1
[(ω + Ω)2 + v2F (kx + px)
2 + ξ2(ky + py)4]Γ2(p)
(35)
which is positive definite because the logarithmic cutoff
derivative of the integral on the right hand side is positive
since the integral is logarithmically divergent increasing
function of cuttoff momenta Λ (Note: ξ = 8v∆/kF ). This
can be seen most easily by power counting of momenta
in the numerator and denominator of the integral. In the
UV limit p = Λ→∞, as to be shown in the next subsec-
tion, the Γ2(p) ∼ 1/p and as the leading behavior in the
denominator of the integral in Eq. (35) is dominated by
the p4y term, the net power of momenta-frequency of the
integral is zero, corresponding to logarithmic divergence,
with positive overall sign. Here, we consider the vicinity
of QCP by setting r = 0 and Γ2(p) is given by expression
similar to Eq. (B2). The RG equations (32) and (33)
therefore flow to zero for arbitrarily small v∆2/vF2 and
v∆3/vF3 respectively.
For Eqs. (31) and (34), there are two terms which com-
pete with each other. The terms with C2 couple the two
equations with others so as to prevent simple inspection.
However, again based on comparing Eq. (21) and Eq.
(B1), the C2 is of relative order of magnitude O(v∆/vF )
whereas C11 as we note above is of relative order of mag-
nitude O(vF /vF ) ≡ O(1). Therefore, the terms with C11
in Eqs. (31) and (34) should dominate over terms with
C2, for arbitrarily small v∆/vF . This suggests that the
right hand sides of Eqs. (31) and (34) are also nega-
tive definite and hence these RG equations also flow to
zero for arbitrarily small v∆1/vF1 and v∆4/vF4 respec-
tively. In conclusion, we have shown that the RG equa-
tions for the ratio of velocities v∆/vF have fixed point at
(v∆/vF )
∗ = 0.
Looking at the structure of the flow equations given
in equations (28) and (29), we can see that the RG flow
associated with the spin up nodal fermion at (kF , 0) is
the same as that of spin down nodal fermion at (kF , 0).
Likewise, the RG flow of the spin up nodal fermion at
(−kF , 0) is identical to that of spin down nodal fermion
at (−kF , 0). This agrees with the expectation that the
Fermi velocity of two fermions living at the same half-
Dirac node must flow identically but this also shows a
new important observation that the Fermi velocity at
the two half-Dirac nodes can in general flow differently
under RG. One direct physical implication of Fermi ve-
locity flowing to different values between fermions at
different nodes is that, since k = vF kx + O(k
2) and
v∆ = ∇k∆(k)|k=(kF ,0) = ∆0/kF , the originally C4 sym-
metric electron pocket gap is deformed under RG flows
(where nematic order comes into play implicitly via its
coupling to nodal Fermions) and thus the C4 is broken
(Fig. 3)).
For the completeness of results, now I discuss the RG
flows of the coefficients C00 which gives the flow of fermion
anomalous dimension ηf and C3 which gives the Yukawa
vertex RG equation in Eq. (22). I will show that both
C’s have the correct definite sign that makes the ηf and
λ themselves flow to zero at fixed point. This remark-
able result can be deduced from the explicit expressions
of the fermion self-energy and Yukawa vertex correction
computed in the Appendix C in Eq. (B1) and Appendix
B Eq. (B3) respectively, which when combined with Eqs.
(21) and (22) give
C00 = −ηf = −
λ2
Nf
d
dlogΛ
∫
d3p
(2pi)3
1
[(ω + Ω)2 + v2F (kx + px)
2 + ξ2(ky + py)4]
1
Γ2(p)
(36)
dλ
dl
= − dλ
dlogΛ
= −C3λ = − λ
3
Nf
d
dlogΛ
∫
d3p
(2pi)3
ξ2p4y − (Ω2m − v2F p2x)
(ξ2p4y + (Ω
2
m + v
2
F p
2
x))
2
1
Γ2(p)
(37)
with ξ = 8v∆/kF , where I also have used Eqs. (17) and
(25) to get Eq. (37). The integrals appearing in Eqs.
(36) and (37) can be easily checked to be logarithmically
divergent by power counting in the limit p = Λ → ∞
where the py terms dominate with Γ2(p) ∼ 1/p and where
again considering quantum criticality, r = 0. The right
hand side of the RG Eq. (36) for fermionic field Ψ scaling
is negative definite whereas that of Eq. (37) for λ is
zero to linear order in λ. This suggests marginal scaling
behavior for λ to linear order in λ but the hypothesis that
will be proven is that λ is actually marginally irrelevant
and that ηf and λ will flow to the fixed point η
∗
f = 0, λ
∗ =
0 where C00 and C3 precisely vanish there. We see from
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Eqs. (35), (36), (37) that the C’s coefficients all vanish at
the fixed point defined by λ∗ = 0. This, combined with
Eqs. (24) and (25), thus predicts that η∗f = 0, η
∗
b = 1 at
such fixed point.
To corroborate on this prediction, I present in the
next subsection an equally powerful analysis using dif-
ferent method. To be precise, for this Yukawa coupling
renormalization, I will show using field theorist renor-
malization scheme that the field theory given by equa-
tions (1, 2, 3) has a stable fixed point at λ∗ = 0 with
the Yukawa coupling being a (marginally) irrelevant in-
teraction, indicating that we have a second order phase
transition. It will be demonstrated how these different
calculations and analyses agree with each other so ele-
gantly.
B. Renormalization of the Yukawa Coupling
In d-wave Cuprates, the relevance of nematic-
quasiparticle Yukawa coupling at tree level led to the
suggestion of the existence of a non-trivial fixed point
λ∗ 6= 0 along the coupling λ axis [4]. I have shown earlier
that with half-Dirac spectrum, Yukawa coupling to ne-
matic order is apparently also relevant coupling at tree
level with both choices of field rescaling. Therefore at
tree level one would naively expect that λ will flow away
from the noninteracting Gaussian fixed point λ∗ = 0.
However, we find that the theory for half-Dirac fermions
has λ∗ = 0 fixed point at all orders in the number of
loops, corresponding to orders in 1/Nf . To show this, we
use field theorist renormalization where we have to derive
the β function, which is nothing but (minus of) the right
hand side of the usual Wilsonian RG equation, in the
spirit of large-Nf expansion, by considering all diagrams
that give rise to divergence [22].
Here we describe the details of renormalization of
Yukawa coupling term SΨφ using dimensional regulariza-
tion with minimal subtraction scheme [18]. For a theory
involving fermions and boson as we have in Eqs. (1, 2,
3), rewritten here for convenience in slightly different but
equivalent form, the bare action is
Sb =
∫
k
Ψ1,aG
−1
Ψ (kx, ky, ω)Ψ1,a + (1↔ 2, kx ↔ ky)
+
∫
x
[
1
2
(∇φ)2 + 1
2
c2(∂τφ)
2 +
1
2
r0φ
2] +
u0
4!
φ4
+ λ0φΨn,aγ0Ψn,a (38)
and we define the field rescaling as follows,
Ψ→√ZψΨ, φ→√Zφφ
I rewrite the renormalized action as
Sr =
∫
k
ZψΨ1,aG
−1
Ψ (kx, ky, ω)Ψ1,a + (1↔ 2, kx ↔ ky)
+
∫
x
Zφ[
1
2
(∇φ)2 + 1
2
c2(∂τφ)
2 +
1
2
r0φ
2] +
u0
4!
Z2φφ
4
+λ0ZψZ
1/2
φ φΨn,aγ0Ψn,a
= Stree−level + δS (39)
where
Stree−level =
∫
k
Ψ1,aG
−1
Ψ (kx, ky, ω)Ψ1,a+(1↔ 2, kx ↔ ky)
+
∫
x
[
1
2
(∇φ)2 + 1
2
c2(∂τφ)
2 +
1
2
r0φ
2] +
u0
4!
φ4
+λ0φΨn,aγ0Ψn,a
δS =
∫
k
δZψΨ1,aG
−1
Ψ (kx, ky, ω)Ψ1,a + (1↔ 2, kx ↔ ky)
+
∫
x
δZr[
1
2
(∇φ)2 + 1
2
c2(∂τφ)
2 +
1
2
r0φ
2] +
u0
4!
δZuφ
4
+ λ0δZλφΨn,aγ0Ψn,a (40)
where we have defined δZψ = Zψ−1, δZr = Zφ−1, δZu =
Z2φ − 1, δZλ = ZψZ1/2φ − 1. I have divided the renormal-
ized action into ’tree-level’ action Stree−level and ’counter
term’ action δS. The latter provides the renormalization
corrections to the former. The need for renormalization
arises because the interaction between fields operators
and among themselves will modify (’renormalize’) the
coupling constant of the interactions and the fields them-
selves. In most cases the interactions lead to divergent
renormalization of those couplings and the fields. Since
we start from field theory with finite coupling constants
when they are noninteracting, the renormalized action is
supposed to be also finite. To get such finite renormal-
ized action, we just have to subtract off the infinities in
the renormalized S precisely with δS.
The change in coupling constant with the scale of
renormalization is described by renomalization equation
the most standard form of which is referred to as Callan-
Symanzik equation [18]. It is well understood in QFT
that only when the coupling constant correction ∼ δZg
has UV divergence in the renormalization scale, the cor-
responding coupling constant g where g = r, u, λ, will
’flow’ (in condensed matter physics terminology, or ’run’
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in particle physics terminology) under renormalization
to its low energy value. Under certain conditions, it will
flow to some fixed point value. The renormalization scale
to be used here is the momentum cutoff Λ normally used
regularize that UV divergence in the integral expression
for Feynman diagrams that contribute to the renormal-
ization. The renormalization equation takes the form
dg
dlogΛ
= β(g) ∼ d(Zg − 1)
dlogΛ
(41)
where the flow of the coupling is represented by ’beta
function’ β(g). The renormalization degree ∼ δZg =
Zg−1 is given by the sum of all diagrams that contribute
to the renormalization of coupling g. It is clear from the
equation above that in order to get nonvanishing β(g),
the δZg must be logarithmically divergent in Λ. Conver-
gent δZg ∼ Λ−n, n > 0 will vanish as we take Λ → ∞
and so will have no effect. Divergent δZg by higher than
logarithmic divergent will give infinite β function which
means the coupling constant either runs away to infin-
ity when β(g) ∼ αΛn, α > 0, n > 0, β(g) → +∞ as
Λ → ∞, which is not physical, or quickly flows to zero
when β(g) ∼ αΛn, α < 0, n > 0, β(g) → −∞ as Λ → ∞,
implying vanishing coupling (decoupled) fixed point.
To find the flow of a coupling constant, we therefore
just have to evaluate all diagrams that contribute the
renormalization of the corresponding coupling term in
the action. For completeness, we will eventually consider
all (lowest order) diagrams that contribute to the renor-
malization of all the coupling constants appearing in the
action (39) as we go along, but we will finally be most
interested in the renormalization of Yukawa coupling rep-
resented by λφΨγ1Ψ term. I will show that for half-Dirac
fermion interacting with bosonic scalar field via Yukawa
coupling, this Yukawa coupling renormalization has no
logarithmic divergence at all orders in loop expansion
(using diagrams all with bare rather than dressed propa-
gators).
To begin the calculation, we start at one loop level
where the Feynman diagrams in Fig. 4 (Γ2(k)) con-
tributes to renormalization factor δZr, Fig. 6 (ΣΨ(p))
contributes to renormalization factor δZψ and (Ξ(k))
contributes to renormalization factor δZλ, and Fig. 7
(Γ4(k)) contributes to renormalization factor δZu.
To show the nondivergence of diagrams at all orders in
1/Nf (corresponding to number of loops), it suffices to
consider the most potentially divergent diagrams. I start
at one loop diagrams by considering the fermion self-
energy ΣΨ(p) as the most potentially divergent diagram
because it only contains one fermion propagator in the
loop. Since we are mainly looking for divergence, we
need only look at the relative power of the momenta in
numerator and denominator. The integral expression for
ΣΨ(p) in Eq. (14) is given in Eq. (B1), rewritten here
for convenience.
ΣΨ(kx, ky, ω) =
λ2
Nf
∫
d3p
(2pi)3
i(ω + Ω)γ0 + vF (kx + px)γ1 + ξ(ky + py)
2γ2
[(ω + Ω)2 + v2F (kx + px)
2 + ξ2(ky + py)4]
1
r
(42)
where for consistency, we use bare propagator for both
fermion and boson (that is, Γ2(k) is not included) so that
the diagram is truly one loop diagram with unrenormal-
ized internal propagators. The divergence or nondiver-
gence of this diagram can be determined by computing
the relative power of momenta and frequency in the nu-
merator and denominator. It is to be noted that for
quantum phase transition, which is a T = 0 transition,
we integrate the frequency p0 ≡ ω from −∞ to∞ and as-
suming continuum system, valid when correlation length
is much larger than lattice spacing, which is valid in the
vicinity of quantum phase transition, we also integrate
the momenta p1 ≡ px, p2 ≡ py from −∞ to ∞. In the
presence of divergence, we will impose hard cutoff with
UV cutoff Λ which physically will be of the order of in-
verse microscopic lattice spacing of the system.
The integrand in ΣΨ(p) is dominated by py term in
the limit px, py,Ω → Λ → ∞ with net power for py is
−2. The result of integral will be of the form Σ(p) ∼∫ Λ
−Λ dω
∫ Λ
−Λ dkx
∫ Λ
−Λ dky/k
2
y ∼ O(Λ) which suggests lin-
early divergent integral as Λ → ∞. This however does
not contribute to renormalization in minimal subtrac-
FIG. 7. The Feynman diagram for 4-point correlation func-
tion Γ4(k) which contributes correction to quartic part of φ
effective action.
tion+dimensional regularization scheme, which relies on
logarithmic divergence. We can actually interpret this as
suggesting that the diagram has logarithmic divergence
in 1+1 dimensional theory. In other words, we are above
the upper critical dimension, as the system is 2+1 dimen-
sional and that means the perturbation or fluctuations
are irrelevant and we have stable fixed point.
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Another diagram a must to consider in search of di-
vergence is the polarization propagator Γ(k)(commonly
referred to as 2-point function in QFT). Its expression is
rewritten here for convenience.
Γ2(k) = 4
∫
d3p
(2pi)3
−Ω(Ω + ω) + v2F px(px + kx) + ξ2p2y(py + ky)2
((Ω + ω)2 + v2F (px + kx)
2 + ξ2(py + ky)4)(Ω2 + v2F p
2
x + ξ
2p4y)
+ (x↔ y) (43)
I consider the integrand of Eq. (43) in the limit
px, py,Ω = Λ → ∞. The numerator and denomi-
nator will be both dominated by the py term where
the net relative power of py of the integrand is −4.
The result of integral will be of the form Γ2(k) ∼∫ Λ
−Λ dΩ
∫ Λ
−Λ dpx
∫ Λ
−Λ dpy/p
4
y ∼ 1/Λ which suggests con-
vergent integral as Λ → ∞. Also, Γ2(k) ∼ 1/k in the
k = Λ → ∞ limit. I used this result to argue for the
negative definiteness of the function C11 in Eq. (35). I
also would like to stress that Γ2(k) has overall positive
sign because it is dominated by the the ξ2p2y(py + ky)
2
which of course has overall positive sign.
The remaining potentially divergent diagrams will be
lower in power of momentum by 2 orders. Such dia-
gram would be Yukawa vertex correction Ξ(p) shown in
Fig. 6 b) given by Eq. (B3) because it has one more
fermion propagator than self-energy diagram. In fact,
since we are interested in the relevance or irrelevance of
Yukawa coupling, this vertex correction is supposed to
be the main diagram of interest. At one loop level with
bare boson (Γ2(k) not included) and fermions propaga-
tors in the loop, the diagram will be convergent because
the integral has net power of momentum of −1. All other
diagrams at one loop and higher loop orders have more
fermion propagators and are thus even more convergent.
Since each fermion propagator asymptotically behaves as
∼ 1/p2y ∼ 1/Λ2 in the limit px, py,Ω→ Λ→∞, all other
diagrams with more than one internal fermion propaga-
tors will have no divergence.
If however we reconsider Yukawa vertex correction
Ξ(p) and also self-energy ΣΨ(p) expression Eq. (14)
and use one-loop level dressed boson propagator D(k) =
1/(r + Γ2(k)) ∼ 1/(r + α/k) in the k →∞ limit, we see
that these two quantities have logarithmic divergences in
quantum critical regime where the scalar field is mass-
less (r = 0). In fact, I used precisely these logarithmic
divergences to obtain the results in Eqs. (35), (36), and
(37). These will be the only present logarithmic diver-
gences if we replace all bare boson propagator with one-
loop dressed boson propagator. It is therefore instructive
to check what nontrivial renormalization would arise for
a fermion-boson field theory with one logarithmic diver-
gence in 2 + 1 dimensional system. If we dimensionally
regularize a logarithmically divergent integral in 2 + 1
dimensions to general d+ 1-dimensions, we will have sin-
gularity in  = 2 − d and the result for logarithmically
divergent diagram is C/ where C ≥ 0 a positive con-
stant. This gives rise to the following renormalization
equations,
Zφ = 1, ZψZ
1/2
φ λ0 = λ, ZψG
−1
Ψ (p)−G−1Ψ (p)(1−C ′
λ2

) = 0
(44)
for some constant C ′ = αC,α > 0 proportional to C,
which gives
Zψ = 1− C ′λ
2

, λ = λ0(1− C ′λ
2

) (45)
During RG flow, the UV cutoff Λ will flow to smaller
and smaller value, towards IR regime. I introduce a
mass term µ to make the renormalized Yukawa cou-
pling constant λ dimensionless in d dimensions by setting
λ0 = µ
f(λ) where λ0, λ represent bare and renormalized
Yukawa coupling constants, respectively. We can use the
UV cutoff Λ as mass parameter µ to conform with the
discussion in Subsection III.A and the β(λ) function is
given by [18]
β(λ) = −f(λ)
∂f(λ)
∂λ
= −λ1− C
′ λ2

1 + C ′ λ2
(46)
To lowest orders in , this suggests RG equation of the
form
dλ
dl
= − dλ
dlogΛ
= −β(λ) = λ− 2C ′λ3 +O(λ5) (47)
where the RG flow parameter is defined as l = −logΛ.
This Eq. (47) matches precisely with Eq. (37) for d = 2
( = 0) and 2C ′ = C3 and gives fixed point at λ∗1 = 0 or
λ∗2 =
√
/
√
2C ′. The former is stable fixed point while
the latter is unstable one for  < 0 and conversely for
 > 0.
Now we make a more physical consideration. High
Tc superconductors such as iron-based superconductors
are of course 3-d but which are normally layered mate-
rials. This suggests that, they must be associated with
an ’effective spatial dimension’ 2 ≤ d < 3, which means
 = 2 − d < 0. As we take  → 0, λ∗2 approaches λ∗1.
The stability of λ∗1 = 0 fixed point and the unstability
of λ∗2 =
√
/
√
2C ′ for  < 0 suggests that this λ∗ = 0
really prevails since intuitively, RG will flow away from
λ∗2 to λ
∗
1. Besides, as we have seen in the Subsection
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FIG. 8. The RG β function −β(λ) vs. λ of fermion-boson
Yukawa coupling for a (d = 2 −  > 2)-dimensional system
with one logarithmic divergence.
IIIA. and will stress again here, λ∗ = 0 fixed point fits
consistently with the RG flows of the C’s coefficients,
anomalous dimensions, and the velocity ratio. There-
fore, eventually we will have λ∗ = 0 as the prevailing and
stable fixed point. Also, λ∗ =∞ possibility is automati-
cally ruled out by this argument since such runaway flow
will give similar runaway flows for the C ′s and anoma-
lous dimensions ηf , ηb (they will go to infinity) which
will violate the equations relating them given in Subsec-
tion IIIA. To conclude, while Eq. (46) says at precisely
d = 2 ( = 0), the β function precisely vanishes and thus
suggests marginal coupling, but instead of this unphys-
ical strictly 2-d system conclusion, the physical realistic
system consideration suggests that the Yukawa coupling
should have tendency to flow towards noninteracting de-
coupled fixed point, rather than not flowing at all. To
make this more discernible, a plot of β(λ) vs. λ is shown
in Fig. 8, for  = −0.1, C ′ = 1.0 as example. Fig. 8
clearly shows the presence of stable fixed point at λ∗ = 0.
We note from the arguments in this subsection that
this result on the irrelevance of Yukawa coupling and
the stability of the Gaussian fixed point λ∗ = 0 holds
at all orders in loop expansion, that is, at all orders
in 1/Nf . From the perspective of field theory renor-
malization, this is interesting result when compared to
renormalization of Lorentz-invariant Dirac fermion the-
ory of QED3 with relativistic spectrum such as that in
graphene [39] which normally has a critical number of
fermion flavors Nc which separates N ’s which give first
order phase transition and N ’s which give second order
phase transition. We can also compare it with other
work describing nematic order in iron-based supercon-
ductors involving band fermions with quadratic disper-
sion in both x and y directions [40], which similarly shows
the presence of critical Nc. Half-Dirac fermions studied
in this work thus behave differently compared to fully
relativistic Dirac fermions or nonrelativistic fermions.
I will now show how we reconcile my field theorist
renormalization result obtained earlier with the tree-level
scaling result from Eq. (17) for half-Dirac fermion, which
suggests tree-level RG equation for Yukawa coupling of
the form
dλ
dl
= (
1
2
− ηf − ηb
2
)λ (48)
According to the large-Nf effective action in Eqs. (7)
and (8), we should evaluate the RG flow of boson mass
parameter r and Yukawa coupling λ. It is known [18]
that for theory of fermion coupled to boson via Yukawa
coupling, the RG equation for the Yukawa coupling con-
stant λ does not have dependance on the boson mass pa-
rameter r. We note that in Subsection III.A we obtained
ηf = C
0
0 , ηb = 1+2C3−2ηf where the C’s are coefficients
appearing in RG equations of Fermi and gap velocities.
The actual evaluation for these anomalous dimensions
which requires explicit calculation of Feynman diagrams
becomes prohibitive due to the non-Lorentz invariance
of the field theory. However, we can readily see that for
half-Dirac fermions, since the C’s coefficients must come
from the large Nf renormalization corrections to fermion
and boson actions, but since both fermion self-energy
ΣΨ(p)(which contributes to correction to fermion kinetic
energy) and polarization bubble Γ2(k)(which contributes
to the correction to boson kinetic energy) have no loga-
rithmic divergence, the C’s coefficients will vanish. This
vanishing of C’s is precisely what we obtained from the
RG analysis in Subsection III.A! Therefore the fermion
and boson anomalous dimensions should precisely take
value η∗f = 0, η
∗
b = 1.0 at the fixed point, which makes
the right hand side of Eq. (48) equals to zero exactly.
Any small positive ηf and ηb ≥ 1 will bring the sys-
tem to flow towards decoupled fixed point. This suggests
that a weak Yukawa coupling is (marginally) irrelevant,
in complete agreement with the renormalization result
obtained earlier.
This completes my proof that a weak Yukawa cou-
pling between half-Dirac fermion and bosonic nematic
order is not relevant perturbation with respect to the
stable Gaussian fixed point at λ∗ = 0 and thus nematic
quantum phase transition is second order phase transi-
tion. We arrive at the conclusion that with such acciden-
tal nodal non-Lorentzian fermion action, we have stable
Gaussian fixed point, no matter what Nf is, as the diver-
gence is determined by the relative power of momenta in
numerator and denominator, while power of 1/Nf enters
as overall prefactor in front of integrals of n-point Feyn-
man diagrams. Thus the field theory has λ∗ = 0 fixed
point for all Nf and at all orders in 1/Nf which means all
orders in number of loops, including at one loop order.
The result of this Section III can be summarized in an RG
phase diagram in λ− (v∆/vF ) plane Fig. 9. The diagram
shows that we have fixed point at λ∗ = 0, (v∆/vF )∗ = 0
and stable flow lines toward it.
One of the signatures of the proposed Ising nematic
phase is its effect on the superconductor quasiparticle
spectral function. In particular, quantum critical ne-
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FIG. 9. The RG phase diagram of the half-Dirac fermion-
scalar field theory in the λ− (v∆/vF ) plane for small enough
λ, (v∆/vF ). The λ axis refers to appropriately normalized
dimensionless Yukawa coupling λ.
matic fluctuations are expected to damp the quasipar-
ticle spectral function, resulting in significant change in
the spectra. In d-wave superconductor, it was shown
[4] that quantum critical nematic fluctuations overdamps
the quasiparticles in direction normal to the Fermi sur-
face while weakly damps them in direction tangential to
the Fermi surface around the node, resulting in highly
anisotropic spectral function in the form of very narrow
wedge. It is found in this work that in the case of iron-
based superconductors with anisotropic gap in electron
pocket, the situation is rather different.
IV. THE NATURE OF QUANTUM CRITICAL
DYNAMICS OF THE THEORY
In this section, I investigate the nature of this quantum
phase transition [23][24] from the system’s critical dy-
namics. The interaction between half-Dirac nodal quasi-
particle and nematic Ising order field can be interpreted
as damping process where Ising order parameter φ de-
cays into half-Dirac nodal quasiparticles Ψ. One can then
write a phenomenological field theory characterized by a
dynamical critical exponent z that measures the degree of
the damping of the half-Dirac nodal quasiparticles by the
nematic order parameter fluctuations. To quantify this
dynamical process, I consider the finite temperature ver-
sion of polarization function Γ2(k, ωm) in Eq. (10). Since
polarization function can also be interpreted as suscepti-
bility χ0(k, ωm) describing the system response, we can
also use it to understand the nature of quantum criti-
cal phenomena from this dynamical property around the
quantum critical point [25][26] at optimal doping level
x = xc, assuming that the half-Dirac node is kept intact
by control of appropriate microscopic parameters. The
susceptibility function χ0(k, ωm) applicable to the finite
temperature crossover around QCP is given by
χ0(k, ωm) = T
∑
Ωm
∫
d2p
(2pi)2
Tr[γ0G(p,Ωm)γ0G(p+k,Ωm+ωm)]
(49)
where according to Eq. (10) we have to include the con-
tribution of both pairs 11 and 22 of nodes. The quantum
critical behavior is obtained by taking the T → 0 limit
of Eq. (49). The explicit expression for χ0(k) is identical
to that for Γ2(k) given in Eq. (B2). The emphasis here
is placed not on the explicit form of the above expression
but rather, in its form upon lowest order expansion in
powers of kx, ky and ωm where kx, ky are measured from
the node as shown in Fig. 2. By straightforward Taylor
expansion of Eq. (B2),
χ0(kx, ky, ωm) ≡ χ0(k)
= χ0(0, 0, 0) + [k
µ ∂χ0(k)
∂kµ
]kx=ky=ωm=0
+
1
2
[kµkν
∂2χ0(k)
∂kµ∂kν
]kx=ky=ωm=0 + ... (50)
we obtain
χ0(kx, ky, ωm) = χ0(0, 0, 0)+aω
2
m+b(k
2
x+k
2
y)+ .... (51)
where the vanishing of linear in kx, ky, ωm terms oc-
curs because the resulting integrands obtained from tak-
ing [kµ∂χ0(k)/∂kµ]kx=ky=ωm=0 in Eq. (B2) are odd
in px, py,Ω. Eq. (51) shows the presence of kinetic
term ω2m versus k
2
x, k
2
y and thus implies dynamical crit-
ical exponent z = 1. We can contrast this with the
Fermi liquid-spin density wave transition [24] for ex-
ample which has low energy susceptibility of the form
χ0(k, ωm) = χ0(0, 0) − c1|ωm| − c2k2 + .... where the
|ωm| indicates the damping of order parameter fluctua-
tions due to the coupling to nodal fermions at the nodes
connected by the spin density wave ordering wavevec-
tor. It is to be noted that I obtain the above result Eq.
(51) even without taking the asymptotic limit v∆ → 0 or
making a priori assumption that we have fixed point at
(v∆/vF )
∗ = 0. This therefore independently agrees with
my earlier result that the field theory Eqs. (1,2,3) has
fixed point at (v∆/vF )
∗ = 0 because then the fermions
behave like those described by action ∼ Ψ1,a(−iωmγ0 +
vF kxγ1)Ψ1,a + Ψ2,a(−iωmγ0 + vF kyγ1)Ψ2,a asymptoti-
cally in the limit v∆ → 0 which has z = 1. This is a
crucial result of this work.
We observe here that despite having Lorentz-symmetry
breaking anisotropic dispersion, in the low energy limit
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the Ising nematic field theory behaves as fully relativistic
(i.e. with linear dispersion) undamped critical system
characterized by z = 1. This suggests the Ising nematic
field fluctuations are effectively undamped by its coupling
to half-Dirac nodal fermions. This is only possible if (or
rather, this implies that), at nemating quantum critical
point, the quasiparticle density of states is very low or
actually vanishes. I will show quantitatively that this is
indeed the case by directly computing the quasiparticle
spectral function, which can be considered as generalized
density of states. The spectral function is given by
A(k, ω) = −2sgn(ω)Im[GΨ,ab(k, ω)] (52)
where GΨ,ab(k, ω) is the nonvanishing (a, b)
th element
of the renormalized single quasiparticle Green’s function
given by G−1Ψ (k, ω) = G
−1
Ψ,0(k, ω) − ΣΨ(k, ω). The GΨ,0
is given in Eq. (12) and the self-energy ΣΨ(k, ω) can
be decomposed as ΣΨ(k, ω) = Σ
aγ0 + Σ
bγ1 + Σ
cγ2, the
details of which are given in Appendix C. The resulting
expression for quasiparticle spectral function is
A(k, ω) = 2sgn(ω)
ω + Im(Σa(k, ω))
(Im (Σa (k, ω)) + ω)
2
+ (Σb (k, ω)− vF kx)2 +
(
Σc (k, ω)− ξk2y
)2 (53)
(ξ = 8v∆/kF ) which for decoupled fermion-scalar field
theory, obtained by setting the Yukawa coupling λ to
zero gives
Aλ=0(k, ω) = 2sgn(ω)
ω
ω2 + v2F k
2
x + ξ
2k4y
(54)
giving a spectral peak in (kx, ky) plane at (0, 0) for fixed
energy ω. This fermion spectral function is modified by
the coupling to nematic fluctuations as described by Eq.
(53). The extent of the effect of nematic critical fluctua-
tions on quasiparticles is best investigated by considering
the dependence of spectral function on the strength of
quasiparticle-nematic Yukawa coupling λ. The effect of
nematic order on the fermions manifests itself in terms
of the magnitude of spectral peak or the overall shape
of A(k, ω) and one expects that there could be nontriv-
ial change in the profile of spectral function near some
critical value λ = λc with regard to the presence or ab-
sence of Fermi arc. This can readily be expected from
the fact that the effective action S1eff [φ] in Eq. (8), up
to order O(λ2) in expansion of the logarithmic term, can
eventually be written as
S1eff [φ] =
1
2
∫
d3k
(2pi)3
(r − r(λ))|φk|2 + . . .
∼ 1
2
∫
d3k
(2pi)3
(λ2c − λ2)|φk|2 + . . . (55)
where the mass parameter r ∼ λ2c corresponds to the crit-
ical coupling while r(λ) ∼ λ2 comes from the the Yukawa
nematic-quasiparticle coupling. Intuitively speaking, for
λ  λc (deep inside disordered state of φ), we have
〈φ〉 = 0 and so that in computing the renormalized
fermionic quasiparticle propagator we can simply sub-
stitute 〈φ〉 = 0 for φ. Likewise, for λ  λc (deep inside
ordered state), we have 〈φ〉 6= 0 and we can simply sub-
stitute this 〈φ〉 for φ. In both cases, the quasiparticle
spectral ridge is well defined.
The physics is more curious in the intermediate region
near λc as to what happens to the spectral peak and it
expected that the decoupled theory central peak of spec-
tral function may actually vanish. What this vanishing
of spectral peak means will turn out that the single spec-
tral peak in the decoupled λ = 0 and weakly coupled
λ < λc cases splits into two (or perhaps more) spectral
peaks. The spectral peak right at the half-Dirac node it-
self precisely vanishes and the spectral weight shifts to its
surrounding points. One can get a hint on this behavior
by analytically checking the expressions of Feynman di-
agrams contributing to renormalization. From Eqs. (53)
and (C1) in Appendix C, it is clear that A(k, ω) vanishes
at a critical value λc, which in the limit of λ
4/r  1 and
to order O(λ2), is approximately given by
λ2c =
r|ω|∫
d3p
(2pi)3
(ω+Ω)
[(ω+Ω)2+v2F p
2
x+ξ
2p4y ]
(56)
where I have focused on the nodal point (kx = ky = 0) at
which the peak is centered. At the next leading order in
expansion in λ, we have r(λ) containing λ4 in Eq. (55)
and λ4c term on the left hand side of Eq. (56), as can
be deduced from Eqs. (53) and (C1), where Γ2(k) ∼
O(λ2) at one loop. Right at the nematic critical point of
decoupled fermion-scalar field theory at which r = 0, Eq.
(56) gives us λc = 0, which is nothing but the λ
∗ = 0
fixed point we concluded in Section III. This is another
point of consistency of the results.
Before going into numerics, to verify this intuitive pic-
ture on the physics in the λ ≈ λc and also in deep or-
dered and disordered phases, I consider the crude de-
pendence of spectral function A(k, ω) on Yukawa cou-
pling λ. From the expressions of self-energy compo-
nents in Eqs. (C1),(C2),(C3), we see that while their
analytical closed forms are hard to obtain, for large
r, they are all of O(λ2) as the leading λ dependance
(since they are obtained from one-loop Feynman di-
agram) plus subleading higher order λ dependences,
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coming from the Γ2(p). So, to leading order in λ,
we can write Im[Σa(k, ω)] = λ2fa(k, ω),Σb(k, ω) =
λ2f b(k, ω),Σc(k, ω) = λ2f c(k, ω). With this, the spec-
tral function becomes
A(k, ω) = 2sgn(ω)
ω + λ2fa(k, ω))
(λ2fa (k, ω) + ω)
2
+ (λ2f b (k, ω)− vF kx)2 +
(
λ2f c (k, ω)− ξk2y
)2 (57)
We can already see from Eq. (57), small λ (φ-disordered
state) will recover the sharp spectral function peak of
decoupled half-Dirac fermion-scalar field theory of Eq.
(54) shown in Fig. 10, while large λ (φ-ordered state)
will broaden away this decoupled theory’s sharp spectral
peak, change its magnitude, or produce more nontrivial
change as mentioned above.
To get explicit numerical result to support this an-
alytical prediction, I compute numerically the spectral
function as function of Yukawa nematic-fermion coupling
strength λ. To appreciate the effect of such coupling, the
spectral functions with and without such coupling are
compared in Fig. 10. We observe that the spectral func-
tion has one sharp spectral peak in the φ-disordered state
(λ < λc) but which separates into subpeaks in the φ or-
dered state (λ > λc), corresponding to massive fermions.
The central spectral peak collapses in the intermediate
region, which directly corresponds to critical point λc in
S1eff [φ]. It splits into two descendent satellite peaks that
sit in the vicinity of the nodal point. This surprising
behavior is one of the main results of this paper.
This T = 0 critical point shows different behavior
with regard to spectral peak than what occurs in ther-
mal phase transition in cuprates where Fermi arc emerges
as the temperature (here the Yukawa coupling λ acts as
temperature with λ2c −λ2 ∼ T −TKT ) is increased above
TKT in a Kosterlitz-Thouless type of transition when an-
alyzed with XY model [15]. In the QPT described by Eq.
(55), in both deep ordered and disordered regions of φ
field, the fermionic quasiparticles behave as free fermions
(but being massive and massless respectively) and are
well defined in these two. Right at the vicinity of the ne-
matic quantum critical point, the quasiparticle density
of states at the nodal point collapses and the quasipar-
ticles are gapped, so that the zero energy quasiparticles
vanish. This vanishing of zero energy density of states is
also very reasonable to coincide with the transition into
nematic ordered state since such order requires nonzero
density of states of fermions with small but nonzero mo-
mentum transfer ∆k for the fermions to be scattered,
which is provided by the satellite spectral peaks.
This vanishing of zero modes is also precisely what
is responsible for the ineffectiveness of Landau-damping
mechanism, which results in an undamped quantum crit-
ical dynamics characterized by z = 1 as predicted pre-
viously in Eq. (51). This gives rise to emergent fully
relativistic field theory out of the originally non(fully)-
relativistic field theory, as concluded earlier in this Sec-
tion. This agreement is well-expected noting that the
susceptibility function χ0(k) ≡ Γ2(k) given in Eq.(49)
enters the definition of self-energy ΣΨ(k) and thus the
spectral function A(k), where k = (k, ωm). This result
underlines the difference of the physics of quantum and
thermal phase transitions in these high Tc superconduc-
tors and at the same time provides validity check to my
theory.
Nematic critical fluctuations do not necessarily change
much the degree of anisotropy of quasiparticle spectrum,
but rather, the quasiparticle spectral weight itself, as
we have just concluded. This is to be compared with
the result for the d-wave case [4] which found a very
strong damping of nematic order parameter by quasi-
particle excitations in such a way that the spectral func-
tion of the quasiparticle is significantly broadened every-
where in Brillouin zone except at narrow ’wedges’ around
Dirac nodes where the spectral function acquires a very
anisotropic Fermi arc shape, being very narrow in direc-
tion perpendicular to the Fermi surface and very long in
direction tangential to it. In other words, nematic criti-
cal fluctuations strongly enhance the velocity anisotropy
of the d-wave nodal fermions. This later conclusion is
however, as pointed out in [28], very dependent on the
use of nematic scalar field and tree level power counting
result which casts the Yukawa coupling between nematic
order and nodal quasiparticle as relevant.
I present here the dependence of quasiparticle spectral
function on velocity ratio v∆/vF shown in Fig. 11. It is
to be noted that in the limit of vF  v∆, we have ex-
tremely anisotropic spectral weight along one of the two
(e.g. x) orthogonal axes. As the ratio between the two
velocities is tuned to order of unity, the anisotropy de-
creases but we still have relatively anisotropic spectral
function. At vF ≈ v∆ the spectral peak is actually still
very anisotropic with ’Fermi arc’-like shape rather than
round one. At the other limit of the anisotropy where
v∆  vF , we have extremely anisotropic ridge perpen-
dicular to the ridge in the opposite limit. This behavior
clearly derives from the non-Lorentz symmetric form of
fermion action. The spectral peak discussed in this Sec-
tion will really take the shape of ’Fermi arc’ for the highly
anisotropic case (v∆/vF ) → 0, which was concluded in
Section III to be the fixed point of the theory.
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FIG. 10. The quasiparticle spectral function
A(k, ω0)(meV)
−1 centered at the node 1 (Fig. 2) as function
of λ where the λ increases from a) to d). To get these plots
I have used ω0 = −1.54meV, T = 0.01meV, a = 10.0A0, r =
1000.0(meV)2, vF = 4v∆ = 0.75eV(a/pi),Λ = pi/a with λ in
unit of
√
meV [27]. The central spectral peak for λ < λc splits
into satellite spectral peaks for λ > λc at λc ≈ 700
√
meV.
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FIG. 11. The quasiparticle spectral function
A(k, ω0)(meV)
−1 centered at the node 1 (Fig. 2) as
function of velocity anisotropy v∆/vF where v∆/vF
increases from a) to d). To get these plots I have
used ω0 = −1.54meV, T = 0.01meV, a = 10.0A0, r =
1000.0(meV)2, λ = 1.0
√
meV, vF = 0.1875eV(a/pi),Λ = pi/a
[27].
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V. DISCUSSION AND SUMMARY
I have determined the RG fixed point structure of the
low energy effective theory of half-Dirac iron-based su-
perconductors to deduce its nematic quantum critical
properties. By analyzing the RG equations for Fermi
and gap velocities using symmetry arguments, I have
shown that the field theory (1, 2, 3) has fixed point at
(v∆/vF )
∗ = 0. This result is shown to be independently
supported by analysis of the effect of critical nematic fluc-
tuations on quasiparticle spectral function which reveals
that the critical behavior has effective dynamical criti-
cal exponent z = 1 which suggests precisely the same
fixed point mentioned above. On the renormalization of
Yukawa coupling, simple power counting at tree level ap-
parently suggests that nematic order is relevant perturba-
tion away from the decoupled fixed point of the half-Dirac
fermion-nematic order field theory. However, all one-loop
diagrams (with bare rather than dressed propagators) in
the context of dimensional regularization plus minimal
subtraction scheme of field theorist renormalization have
no logarithmic divergence, and this extends to all orders
in loop expansion. Eventually, the anomalous dimensions
make the Yukawa coupling to be (marginally) irrelevant
coupling that flows under renormalization towards non-
interacting fixed point λ∗ = 0, suggesting second order
structural quantum phase transition.
The Fermi and gap velocities at the four half-Dirac
nodes around the electron Fermi pocket in general flow
differently under RG. The kx ↔ ky equivalence of C4
symmetry is broken by this anisotropy and this suggests
that the gap deformation instability associated with ne-
matic order is the phenomenological physical picture of
structural phase transition in half Dirac nodal iron-based
superconductors. The whole analysis assumed that the
half-Dirac nodes remain intact all along during RG flow.
The possibility for this to be the real situation is strongly
supported by recent work in Ref. [14] where it was shown
the such kind of nodes is guaranteed to exist as long as
the strength λh of hybridization between the two electron
pockets (the interpocket hopping term with momentum
(pi, pi, pi)) is less than some critical value λhc . My the-
ory is therefore valid within finite regime in parameter
space rather than only at a critical point that can only
be achieved by fine tuning.
In describing the physical mechanism of structural
phase transition in high Tc superconductors, the nematic
phase couples most relevantly to the quasiparticles while
at the same time couples to lattice distortion which mea-
sures the degree of structural deformation. The nematic
phase can be electronic (charge) or spin nematic phase,
which is an intensively studied theoretical question [29]
and is also currently actively investigated experimentally
[30]. The gap anisotropy in iron-based superconductors
is believed to be determined by orbital content [31] of
the electron Fermi pocket and this directly suggests con-
nection of structural phase transition to orbital order-
ing as orbital ordering is driven by redistribution of oc-
cupation density of dxz and dyz orbitals in (pi, 0) and
(0, pi) electron pockets (in extended Brillouin zone). We
see therefore a self-consistency of picture of the physics
of structural phase transition as related to the symme-
try breaking of anisotropic gap on the electron pocket
with the proposal of orbital ordering-driven structural
phase transition. It was also shown that in orbital order-
ing picture [32] the structural phase transition is in the
Ising universality class and can be described by effective
Hamiltonian
HSPT = −JSPT
∑
〈i,j〉
MiMj (58)
which is consistent with my Ising nematic ordering pic-
ture and idea that nematic ordering can be related to
orbital ordering.
Universality of properties of iron-based superconduc-
tors has been an important issue. Some properties are
specific to certain families of iron-based compounds and
not applicable to others. This consequently has im-
portant implications to the applicability of theoretical
works on iron-based superconductivity. My theory here
is therefore not expected to be applicable to all types of
iron-based superconductors, but only to certain families
of compounds satisfying particular requirements. I there-
fore would like to give precise details on what conditions
and to which families of iron-based superconductors my
theory are useful the most.
My theory is directly relevant to families of compounds
where there is a structural tetragonal to orthorhombic
phase transition that goes well into the superconducting
dome, irrespective of the presence or absence of closely-
following magnetic ordering transition. This condition
turns out to occur precisely in the 122 family such as
Be(Fe1−xCox)2As2, as reported in Refs. [33] and [34]
where the phase diagram shows the same global features
as we assumed in this work. This also occurs in 1111
family as published in Ref. [35] which reported the struc-
tural phase transition in 1111 iron-pnictide family where
upon doping, the magnetic ordered phase vanishes before
superconductivity emerges and there is thus no coexis-
tence and we can forget about antiferromagnetic state
once we are inside superconducting state. However, the
structural phase transition penetrates into superconduct-
ing dome precisely as we assumed, and the paper argued
that the perfection of tetrahedron in the atomic configu-
ration is important for superconductivity. This provides
hint that structural distortion is against superconductiv-
ity and this suggests coupling between superconductivity
and structural distortion. This clearly supports my idea
of coupling superconductivity and nematic order. This
pattern of phase transition also occurs in 11 family as
reported in Ref. [36] which demonstrated that structural
phase transition occurs in 11 iron-chalcogenide Fe1.01Se
compound within superconducting state. Also the paper
argued that magnetism is not the driver of structural
phase transition and this suggests the presence of in-
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trinsic nematic order that interacts with superconducting
state in producing the observed structural deformation.
Another condition for the relevance of my theory is
that the electron gap must necessarily be anisotropic.
As mentioned, while it was originally thought that iron-
based superconductors were isotropic s±, it became evi-
dent from later experiments that the electron gap is ac-
tually anisotropic; function of angle around the circu-
lar Fermi surface. This turns out to be the case in 122
family of compounds such as that in Ref. [37] which
reported anisotropy in in-plane resistivity of BaFe2As2
and argued that this cannot derive from the too weak
effect of spin order or lattice distortion but rather, this
must come from gap anisotropy, precisely the hypoth-
esis of my work. Even better is if we have 4-fold gap
anisotropy. This is precisely the case in iron-chalcogenide
compound FeTe0.6Se0.6 studied in Ref. [38] which re-
ported anisotropic gap symmetry with precisely the same
form as assumed in this paper although in their case the
gap is nodeless.
The main results of this work can be directly exper-
imentally tested. The main challenge is of course to
find iron-based superconducting compounds that have
the electron gap with the structure assumed in this work.
The next step is to make sure that the compounds dis-
play structural phase transition that occurs all the way
inside the superconducting dome up to a critical dop-
ing at T = 0. Once these situations are established, the
quantum critical and quasiparticle properties predicted
in this work can be directly verified.
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FIG. 12. Electron Fermi surface with critical half-Dirac node
Appendix A: Details on the Fermion Action
I will give the details here the construction of fermionic
quasiparticles action. I consider electron pocket with
anisotropic gap associated with the fermionic quasiparti-
cles, as illustrated in Fig. 12. The ’nesting wavevector’
in this case is Q = (kF , 0) or Q = (0, kF ), corresponding
to 11 and 22 pairs of nodes respectively. The kinetic en-
ergy is measured relative to Fermi energy; ζk = εk′ −εkF
where k′ = Q + k. Simple inspection on the geome-
try of the gap suggests that we have ζk−2Q = −ζk and
∆k−2Q = ∆k = ∆−k. I assume that the theory has
standard BCS phenomenology with anisotropic gap sym-
metry at the electron Fermi surface with well defined,
long-lived fermionic quasiparticles. I aim to write the
fermion action as
S =
∫
d2k
(2pi)2
T
∑
ωm
Nf∑
n=1,2,a=1
Ψn,a(k, ωm)MΨn,a(k, ωm)
(A1)
where Ψ(k′, ωm) ≡ Ψ(k + Q, ωm) is as given in Eq.(4).
The general quasiparticle action at T 6= 0 takes the form
S =
∫
d2k
(2pi)2
T
∑
σ,ωm
[(iωm − ζk)c†σ(k, ωm)cσ(k, ωm)
− σ
2
∆kc
†
σ(k, ωm)c
†
σ(−k,−ωm) + h.c.+O(c4) (A2)
We thus just have to find the elements of matrix M by
matching the corresponding terms in the two forms of
action where in the physical case we have spins up and
down σ =↑, ↓ corresponding to Nf = 2. Before doing
that, we need to separate the sum over momenta into
those over k′ and those over k′ − 2Q. Doing this, it can
be checked that the action takes the form
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S =
∫
d2k
(2pi)2
T
∑
ωm
Nf∑
n=1,2,a=1
Ψn,a(k, ωm)(iωm − ζkM1 −∆kM2)Ψn,a(k, ωm) (A3)
where
M1 =
 i 0 0 00 −i 0 00 0 i 0
0 0 0 −i
 ,M2 =
 0 1 0 01 0 0 00 0 0 1
0 0 1 0
 (A4)
It is to be noted that the form of M1 and M2 is fixed by
the form of kinetic energy ζk and the gap symmetry ∆k
respectively, and is therefore unique. These are expanded
to lowest order as ζk ' vF kx and ∆k ' 8∆k2y/kF for
node 1 as example. The resulting effective action is not
Lorentz invariant even if we try to rescale the coefficients
in front of the operators in the bracketed terms. The first
two terms in the bracket can however be treated as if they
form a half-Dirac action and we can thus write the Dirac
representation for these two terms which demands us to
construct two anti-commutating 4× 4 Dirac γ matrices.
We can of course define another γ matrix, call it γ2, for
the third term but that is not bound to satisfying anti-
commutation relation with the first two γ matrices. I
choose the following representation;
γ0 =
 0 0 1 00 0 0 −11 0 0 0
0 −1 0 0
 , γ1 =
 0 0 1 00 0 0 1−1 0 0 0
0 −1 0 0

γ2 =
 0 0 0 10 0 −1 00 1 0 0
−1 0 0 0
 (A5)
which can be checked to satisfy Dirac algebra {γµ, γν} =
2gµν with metric gµν = diag(1,−1,−1,−1).
For the Yukawa coupling, while one may consider any-
one of the three γ matrices, from symmetry considera-
tion, it turns out that Yukawa coupling with γ0 has the
highest degree of symmetries under point group C4 op-
erations.
Appendix B: 1
Nf
Self-energy Correction to Fermion
Propagator and Yukawa Vertex Correction
Let us consider the zero temperature T = 0 version
of the field theory Eqs. (1),(2), and (3). The Feynman
diagram for fermion self-energy represented in Fig. 6 is
given by,
ΣΨ(kx, ky, ω) =
λ2
Nf
∫
d3p
(2pi)3
i(ω + Ω)γ0 + vF (kx + px)γ1 + ξ(ky + py)
2γ2
[(ω + Ω)2 + v2F (kx + px)
2 + ξ2(ky + py)4](r + Γ2(p))
(B1)
where ξ = 8v∆/kF . I have used one-loop level dressed
boson propagator D(k) = 1/ (r + Γ2(k)) where Γ2(k) is
the two-point function given in Eq.(10).
Γ2(k) = 4λ
2
∫
d3p
(2pi)3
−Ω(Ω + ω) + v2F px(px + kx) + ξ2p2y(py + ky)2
((Ω + ω)2 + v2F (px + kx)
2 + ξ2(py + ky)4)(Ω2 + v2F p
2
x + ξ
2p4y)
+ (x↔ y) (B2)
The Yukawa vertex correction at zero external momenta-
frequency is given by
Ξ(0) = γ0
λ2
Nf
∫
d3p
(2pi)3
(
GΨ(p)γ0GΨ(p)γ0
1
r + Γ2(p)
)
= γ0
λ2
Nf
∫
d3p
(2pi)3
64v2∆k
2
F p
4
y − k4F (Ω2m − v2F p2x)
(64v2∆p
4
y + k
2
F (Ω
2
m + v
2
F p
2
x))
2
1
r + Γ2(p)
(B3)
These expressions were used to analyze quantitatively the
structure of RG equations of the theory (equations 1, 2
and 3) in Section III.
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Appendix C: Details on Quasiparticle Spectral
Function Calculation
Here we give the expression for the elements of quasi-
particle self-energy needed for the calculation of its spec-
tral function in in Section IV. The spectral function
is computed from order 1/Nf self-energy correction to
quasiparticle inverse propagator given in Eq. (B1). Us-
ing representation (5), we have
Σa(kx, ky, ω) =
λ2
Nf
∫
d3p
(2pi)3
i(ω + Ω)
[(ω + Ω)2 + v2F (kx + px)
2 + ξ2(ky + py)4](r + Γ2(p))
(C1)
Σb(kx, ky, ω) =
λ2
Nf
∫
d3p
(2pi)3
vF (kx + px)
[(ω + Ω)2 + v2F (kx + px)
2 + ξ2(ky + py)4](r + Γ2(p))
(C2)
Σc(kx, ky, ω) =
λ2
Nf
∫
d3p
(2pi)3
ξ(ky + py)
2
[(ω + Ω)2 + v2F (kx + px)
2 + ξ2(ky + py)4](r + Γ2(p))
(C3)
These expressions were used to obtain the quasiparti-
cle spectral function profiles shown in Figs. 10 and 11.
For this purpose of illustrating the dependence of spectral
function on λ at fixed Nf , we can absorb Nf altogether
into λ and so we effectively work at coupling strength
λ′ = λ/
√
Nf without any qualitative change in the re-
sult.
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