The classification of small cell lung cancer (SCLC) and non-small cell lung cancer (NSCLC) can pose diagnostic problems due to inter-observer variability and other limitations of histopathology. There is an interest in developing classificatory models of lung neoplasms based on the analysis of multivariate molecular data with statistical methods and/or neural networks. DNA methylation levels at 20 loci were measured in 41 SCLC and 46 NSCLC cell lines with the quantitative real-time PCR method MethyLight. The data were analyzed with artificial neural networks (ANN) and linear discriminant analysis (LDA) to classify the cell lines into SCLC or into NSCLC. Models used either data from all 20 loci, or from five significant DNA methylation loci that were selected by a step-wise back-propagation procedure (PTGS2, CALCA, MTHFR, ESR1, and CDKN2A). The data were sorted randomly by cell line into 10 different data sets, each with training and testing subsets composed of 71 and 16 of the cases, respectively. Ten ANN models were trained using the 10 data sets: five using 20 variables, and five using the five variables selected by step-wise back-propagation. The ANN models with 20 input variables correctly classified 100% of the cell lines, while the models with only five variables correctly classified 87 to 100% of cases. For comparison, 10 different LDA models were trained and tested using the same data sets with either the original data or with logarithmically transformed data. Again, half of the models used all 20 variables while the others used only the five significant variables. LDA models provided correct classifications in 62.5% to 87.5% of cases There is an increasing interest in the use of molecular data from human neoplasms for diagnostic and prognostic purposes.
There is an increasing interest in the use of molecular data from human neoplasms for diagnostic and prognostic purposes. 1 A prodigious amount of data regarding the molecular composition of a variety of neoplasms is being collected from tissue samples. To our knowledge, it is not yet clear how to analyze and interpret molecular data to yield diagnostic and prognostic information that will complement or replace the experience acquired over many years from the study of neoplasms with microscopy and other morphology-based methods. This problem is not entirely new to pathologists, as similar questions were faced in the past after the development of computerized image analysis systems that could process a large number of spatial and photometric features from neoplastic cells. [2] [3] [4] Various algorithms have been developed to accurately classify tumors based on morphometric and cytometric features. 2, 3, [5] [6] [7] [8] [9] [10] Although most of these methods are not used in current pathology practice, as they are time consuming and difficult to standardize, they have led to the development of analytical instruments that are currently approved by the Food and Drug Administration for the routine screening of gynecologic smears. [11] [12] [13] The World Health Organization and the International Association for the Study of Lung Cancer (World Health Organization/IASLC) recognize a large variety of malignant epithelial neoplasms of the lung. 14 The histopathological classification of some of these tumors is subject to considerable inter-observer variability. Indeed, inter-observer variability can be as high as 50% among expert pathologists classifying poorly differentiated lung neoplasms. 15 Malignant lung neoplasms are currently clustered in practice into two groups with distinct clinicopathological features: small cell carcinoma (SCLC) and non-small cell carcinoma (NSCLC). The classification of lung neoplasms into these two major groups is reproducible in approximately 90% of cases but the distinction between SCLC and NSCLC can be difficult when limited diagnostic material is available (eg, from a fine needle aspirate). 16 Diagnostic problems include the differential diagnosis between SCLC and the small cell variant of squamous cell carcinoma, atypical carcinoid tumors, and large cell neuroendocrine carcinoma. 17, 18 Because of these problems, molecular markers specific for the various types of lung cancer would be very valuable. Molecular markers based on DNA have the advantage of allowing signal amplification by polymerase chain reaction (PCR), so that only limited material is required. 19 A very promising alteration of DNA that is commonly found in cancer is DNA methylation. 20 -22 DNA methylation is an epigenetic modification of DNA occurring in most living organisms. [23] [24] [25] In mammals, it consists of the addition of a methyl group to the carbon-5 position of cytosine and occurs primarily in palindromic CpG dinucleotides. DNA methylation is essential for mammalian development and plays a significant role in genomic imprinting, modulation of chromatin structure, and X-chromosome inactivation. CpG dinucleotides are frequently found in clusters called CpG islands in the promoter regions of genes, and these CpG islands are usually not methylated in normal cells. The unmethylated state of promoter CpG islands is associated with transcriptional activity. However, in cancer cells, certain promoter CpG islands exhibit increased methylation (hypermethylation). This local hypermethylation is associated with gene silencing, and can contribute to carcinogenesis when it occurs in the promoter regions of genes that regulate cell growth or other cellular functions associated with cell survival. [25] [26] [27] [28] DNA methylation profiles can vary between cancers from different organs, suggesting that such profiles could be useful diagnostic tools. 24,29 -31 Hypermethylation of a variety of genes in lung neoplasms has been reported (reviewed in 22 ) . APC, CDKN2A/ p16 INK4A, CDH13, RARB, and RASSF1A have been found to be frequently hypermethylated in lung cancer by at least two independent studies (reviewed in 22 ). In contrast, certain genes commonly methylated in other types of cancer, such as ARF and CDKN2B, are infrequently hypermethylated in lung neoplasms (reviewed in 22 ). Besides showing differences between cancers from different organs, methylation profiles are also thought to be distinct in different histological subtypes of cancer from the same organ. This is supported by our recent analysis of the methylation status of 23 loci in 47 NSCLC and 44 SCLC cell lines. 20 The methylation levels of 7 of 23 genes analyzed (PTGS2, CALCA, MTHFR, ESR1, MGMT, MYOD1, and APC) differed significantly between SCLC and NSCLC cell lines, supporting the idea that it may be possible to accurately distinguish SCLC from NSCLC using DNA methylation profiles.
To our knowledge, there is no current consensus on how to analyze multivariate molecular data for the identification of specific tumor cell types. Multiple studies done during the past four decades have developed objective diagnostic methods based on multivariate analysis of morphometric and densitometric data from neoplastic cells. [2] [3] [4] [5] [6] [7] [8] [9] [32] [33] [34] [35] [36] [37] [38] Such classificatory methods can be based on supervised or non-supervised paradigms. 4 "Unsupervised" methods attempt to explore or "mine" the data to detect relationships without any a priori information regarding the classification of the data. They identify groups of data elements that are highly correlated with each other and are more frequent in a particular group of a data set. These groups are subsequently compared with the diagnoses to explore whether a significant subset of variables correlates with a particular group of neoplasms. Studies of molecular data collected with highthroughput systems have mostly applied unsupervised methods such as hierarchical cluster analysis. 20 We previously used hierarchical clustering to analyze the data set used in the current study; this approach was able to correctly group SCLC with a specificity and sensitivity of 78%. 20 This percentage it is not sufficiently high to justify use of the tested DNA methylation markers in the clinical setting. However, the method used (hierarchical clustering) may not be optimal for the analysis of DNA methylation data, which is not normally distributed. We therefore undertook an exploration of alternative methods of classification.
In contrast to unsupervised methods, "supervised" methods are trained using data that is labeled with the correct answer. The trained models are thereafter tested with data that were not used during training. Most studies of morphometric and photometric data of neoplastic cells have used supervised methods, such as ad-hoc algorithms, linear discriminant analysis (LDA), logistic regression, artificial neural networks (ANN), rule-based expert systems, Bayesian belief networks, and others. 4 One of the important strengths of the "supervised" approach is that the trained function can be applied to classify unknown cases, as would occur when making a diagnosis of a new sample. [5] [6] [7] 10, 32 ANN trained with molecular data have been recently used by Khan and associates 39 in a study of classification of small round blue-cell tumors. These models classified correctly all their test cases into four diagnostic categories. Here we explore how supervised classification methods might be applied to lung cancer diagnosis based on DNA methylation profiles, using the previously obtained methylation data from 87 lung cancer cell lines as a model system. We compare the utility of linear discriminant analysis and artificial neural networks as classificatory tools of DNA methylation profiles, in an effort to develop diagnostic models that could distinguish SCLC from NSCLC.
Materials and Methods

Detection and Quantitation of CpG Island DNA Hypermethylation Profiles in SCLC and NSCLC Cell Lines
The tumor cell lines used in this study have been well characterized and were initiated by Gazdar and co-workers 20, 40 at the National Cancer Institute and Hamon Cancer Center. DNA from 47 NSCLC and 44 SCLC cell lines was subjected to bisulfite conversion, which embeds methylation data into the DNA sequence by converting unmethylated Cs to U. 41 Methylation analysis was performed for 23 loci using the fluorescence-based, realtime PCR assay MethyLight, which utilizes primers and probes specifically designed to hybridize to fully methylated sequences. 42, 43 The percentage methylated reference (PMR) for each locus was calculated by dividing the GENE:reference ratio of a sample by the GENE:reference ratio of highly methylated SssI-treated human sperm DNA and multiplying by 100. 42, 43 GENE methylation levels were normalized independently using each of the two reference reactions [one with ␤-actin (ACTB) and one with type 2 collagen (COL2A1)], and the mean of the resulting PMR was used as the final PMR value. The analysis resulted in over 2200 data points, representing DNA methylation levels at the 23 loci in the cell lines. These data, sorted into selected classes, was previously used for a study of hierarchical cluster analysis, which allowed classification of the cell lines into SCLC and NSCLC with 78% sensitivity and specificity. 20 For this study, loci that were uniformly negative (a PMR value of 0.00000) were removed from the data set, leaving 20 loci (TYMS, TGFBR2, THBS1, CDKN2B, TIMP3, PTGS2, CALCA, MGMT E/I, MTHFR, ESR2, CDH1, HIC1, GSTP1, PGR, AR1, APC, MGMTPRO, MYOD1, CDKN2A, and ESR1). Cell lines for which methylation information was incomplete were also excluded, leaving 87 cell lines (Table 1).
Selection of Significant Variables and Establishment of Data Sets
The PMR data from 20 loci was subjected to backward step-wise analysis to eliminate the variables that did not contribute to classification. Using automated step-wise backward elimination, a model with five independent variables (ESR1, MTHFR, PTGS2, CDKN2A, and CALCA) was selected. The data were next sorted randomly by cell line into 10 different data sets (numbered 1 to 10), each with training and testing subsets composed of 71 and 16 of the cases, respectively. SCLC and NSCLC cell lines were distributed in training and test sets at ϳ80% and ϳ20%, respectively.
Analysis with Artificial Neural Networks and Cross-Validation of Results
Artificial neural networks (ANN) are computerized mathematical models designed to emulate the architecture of the brain. 44 Data are divided into processing units or neurons. Neurons are organized in parallel layers: input, hidden (single or multiple), and output. Each neuron connects to all neurons of another layer but not to those in the same layer. Neurons process the data using a variety of mathematical functions; a probabilistic function with genetic algorithms was selected for this study, as previously reported. 5, [32] [33] [34] All values are normalized to numbers ranging from 0 to 1. ANN were designed according to the number of variables being analyzed, with either 20 or five input neurons. Each input neuron processes the data from a DNA methylation locus. The hidden layer contained 89 neurons, the default value selected automatically by the software. The output layer consisted of two output neurons, one to classify the SCLC category and the other for the NSCLC category. The neurons in the input layer process the normalized values of each variable using a function. The values generated by each input neuron are "transmitted" to each hidden layer neuron. Each hidden layer neuron receives the numerical input from each of the input layer neurons and calculates two outputs. Each of the two output neurons "receives" one of the two outputs generated by each hidden layer neurons and calculates output values ranging from 0 to 1. If the value generated by an output neuron is larger than 0.5, the neuron is "activated" to yield its classification. Only one of the output neurons is "activated" during each training or testing cycle, resulting in the classification of a sample as NSCLC or SCLC.
The 10 training/testing sets were analyzed with ANN (NeuroShell2, Ward Systems, Frederick, MD). The ANN were trained using each of the 10 data sets, in an effort to emulate at a cross-validation procedure. 5, 34, 35 The test data were not used during ANN training. Five ANN models used all 20 variables as input neurons. The other five ANN used PTGS2, CALCA, MTHFR, ESR1, and CDKN2A as input neurons.
Analysis of the Data with Linear Discriminant Analysis
The data were analyzed with multivariate linear discriminant analysis (LDA) (Systat 10.0 SPSS, Chicago, IL) using the cell type (SCLC and NSCLC) as the dependent variable and the methylation levels as independent variables. 45 Prior probabilities were 0.50 for each group. The same 10 data sets used for ANN were used for the LDA.
To address possible problems with non-linearity of the methylation data (loci can be very highly methylated in some cell lines, and unmethylated in others), the PMR values for the same 10 sets described above were also transformed logarithmically, using the formula log(1ϩvariable), and analyzed with LDA. Linear discriminant functions were derived. A classification matrix in- cluding the percentage of cases correctly classified by the models was generated.
Comparison of the Classifications Obtained by the 30 Classificatory Models: Kappa Statistics
The analysis of the test cases by the 10 ANN models and the 20 LDA models resulted in 30 test case classifications. The classifications provided by each model were compared with the true classification of cell type (known from the well-characterized cell lines) using kappa statistics. 46, 47 This is a method that has been widely used for assessing intra-observer and inter-observer agreement for diagnoses provided by various observers. The kappa values allow for classification of agreements as: poor (Ͻ 0.41), moderate (0.41 to 0.6), substantial (0.6 to 0.8), and almost perfect (0.81 to 1.00). Table 1 shows the DNA methylation analysis data, given as the percentage methylated reference (PMR) values for 20 loci in 87 cell lines (three uniformly negative loci and cell lines for which methylation data were incomplete were excluded from the original data set 20 ). Using these 20 variables, a step-wise backward procedure selected a five significant-variable model with PTGS2, CALCA, MTHFR, ESR1, and CDKN2A. In the previously published hierarchical clustering study, 20 all 91 cell lines and all loci (even those with incomplete methylation data) were used to determine the significant variables. The four most significant loci found in the previous analysis (P Ͻ 0.003) were identical to four of the five loci selected here (PTGS2, CALCA, MTHFR, and ESR1). The difference in the other variable (CDKN2A) likely lies in the data set used, and in the fact that all of the loci were evaluated individually for statistically significant differences in methylation levels in the previous analysis, whereas they were evaluated en bloc here.
Results and Discussion
The data were next sorted randomly by cell line into 10 different data sets (numbered 1 to 10), each with training and testing subsets composed of 71 and 16 of the cases, respectively. SCLC and NSCLC cell lines were equally represented in training and test sets. The 10 training/ testing models were analyzed with ANN, resulting in the classifications shown in Table 2 . Models 1 to 5 used all 20 variables, while models 6 to 10 used the five variables selected by statistical analysis. In the latter five ANN models, two SCLC cell lines (NCI-H0069 and NCI-H0249) were classified incorrectly as NSCLC by some of the ANN. The results, summarized in Table 2 , indicate that ANN can be trained to correctly classify up to 100% of the cell lines, based on the current methylation data set. Comparison of the 10 ANN models using kappa statistics indicates that the ANN using all variables was more accurate than the ANN using the five significant variables.
Next, LDA was used to analyze the same 10 data sets, using regular or log-transformed PMR values (see methods). The results of these analyses, with the kappa coefficients, are given in Table 2 . Correct classification rates provided by the LDA models were variable and less accurate than those provided by ANN, ranging from 62.5% to 87.5%. Considerable variability based on the choice of training set was evident in the LDA using five genes. Indeed, four of the 10 LDA classificatory models yielded only poor kappa values. The comparison shown in Table 2 emphasizes the importance of performing cross-validation studies to analyze the accuracy of various supervised classificatory methods.
Our analyses demonstrate that it is possible to classify individual lung cancer cell lines into SCLC and NSCLC based on the analysis of DNA methylation markers using multivariate ANN. The ANN models using five genes correctly classified 87% or more of all test cases, while the ANN models using 20 input neurons were able to cor- rectly classify all test cases. This is a substantial improvement over the 78% correct classification observed using hierarchical clustering, and is also markedly better than the results obtained using LDA analysis (only 62 to 87% correct classifications, and substantial variability between models). The LDA models described in this study were developed using multivariate data from only 87 cell lines. When these data are randomly subdivided into training and testing sets, certain models are more likely to use cell lines that could not be classified with LDA as test subjects, while others may include them as part of the training set, resulting in variable correct classification rates for the test cases. Some of the variability may also be related to non-normality of the data in multivariate space, as the logarithmic transformation of the data slightly improved the accuracy of the LDA models using 20 variables. ANN models appear to handle these classification problems with less variability and misclassified only two cell lines. These two cell lines (H0069 and H0249) were also misclassified by most of the LDA models and by the previously carried out hierarchical clustering. 20 Our results were attained with a modest set of methylation loci: 20 of the ϳ12,000 CpG islands present in the human genome. They compare favorably with studies of clinical inter-observer variability for the diagnosis of SCLC in biopsy materials and cytologic samples, where concordance rates of approximately 90% have been reported. 16 While it will be critical to verify our observations using human lung cancer tissue, the recent finding that methylation profiles in cell lines specifically resemble those found in tumors derived from the same organ suggests that analyses of lung tumor material will yield similar results. 48 Our recent comparison of lung adenocarcinoma and malignant mesothelioma cell lines and tumors indicates that methylation profiles in cell lines strongly resemble those in the corresponding tumors (Tsou JA, Shen LYC, Siegmund KP, Long TJ, Laird PW, Seneviratne CK, Koss MN, Pass HI, Laird-Offringa IA, manuscript submitted for publication). Future studies using a larger set of methylation markers, in combination with human lung cancer tissue samples, will be important to validate and extend our observations. The availability of highthroughput methods such as MethyLight, which allows the rapid processing of hundreds of samples, 42, 43 will stimulate rapid progress in this area. Once optimal accuracy in diagnosis using tumor material is achieved, the same approaches can be used to develop non-invasive methods to detect lung cancer, such as the analysis of methylation profiles in the serum or sputum of subjects at risk for lung cancer. 22 The development of methods, such as those described here, to process complex molecular data and translate it into clinically meaningful information is crucial to realize the potential of DNA methylation analysis as a powerful molecular diagnostic tool.
