Abstract-The comparison of partition and random sampling methods for software testing has received considerable attention in the literature. A standard criterion for comparisons between random and partition testing based on their expected efficacy in program debugging is the probability of detecting at least one failure causing input in the program's domain. We investigate the relative effectiveness of partition testing versus random testing through the powerful mathematical technique of majorization, which was introduced by Hardy et al. The tools of majorization and the concepts of Schur (convex and concave) functions enable us to derive general conditions under which partition testing is superior to random testing and, consequently, to give further insights into the value of partition testing strategies.
total number of inputs in program's input domain d i number of inputs in ith subdomain of program F number of failure causing inputs in program's input domain F i number of failure causing inputs in ith subdomain ¼ F =d failure rate for the program i ¼ F i =d i failure rate in ith subdomain arithmetic average of subdomain failure rates n sample size for random testing n i sample size for testing in ith subdomain P p probability of finding at least one fault with partition testing P r probability of finding at least one fault with random testing A problem of considerable interest in software debugging is to determine under what conditions partition testing is more beneficial than random sampling as a testing method of choice. Random testing implies that program inputs are selected randomly from the entire input domain, while partition testing assumes the existence of subdomains in the input space. Subdomains guide the selection of test cases and at least one test is chosen from each subdomain. If the testing domain of a program is divided (partitioned) into k nonoverlapping subdomains, we use d i (respectively, F i ) to denote the size of (the number of failure causing inputs in) the ith subdomain. Hence,
is the total number of inputs (failure causing inputs) in the program's input domain. For any such subdomain, we use i ¼ F i =d i to denote the failure rate in the ith subdomain ði ¼ 1; . . . ; kÞ and ¼ F =d to represent the overall failure rate for the program. The use of the term failure rate is somewhat misleading in this context since it usually implies the operational estimate of reliability, which depends on the program's usage profile too. Of course, if the usage profile is the uniform distribution, then this definition of failure rate coincides with that normally used in software reliability. In this paper and other related papers [4] , [25] , the term failure rate represents the proportion of failure causing inputs in the program's input domain/subdomain.
In partition testing, a random sample of size n i is selected from the ith subdomain for i ¼ 1; . . . ; k. Random sampling with replacement is assumed. Therefore, the probability of finding at least one failure causing input by partition testing is given by
(It is perhaps worth noting that this expression is similar to the reliability of a parallel system of k independent subsystems, where the ith subsystem has n i independent and identically distributed components also arranged in parallel and where P k 1 n i ¼ n). The corresponding probability of finding at least one failure causing input by random sampling from the input domain of the entire program (with a sample taken with replacement from the domain of total size n ¼ P k 1 n i ) is
The comparison of the probabilities of detecting at least one failure is a commonly used criterion for selecting the most appropriate software testing design. This criterion has practical implications for program debugging, where the goal is to identify as many failure causing inputs as possible and fix code segments determined to be responsible for the failures. Of course, it has been argued that the probability of finding at least one failure does not completely capture the process of software testing, and that other measures should be considered (Hierons and Wiper [14] , Jeng and Weyuker [15] , Chen and Yu [5] , Frankl et. al. [9] ). For example, if high severity failures are the primary concern in an application, one should be testing to find most of these. Another criterion would be to use a testing procedure which maximizes the expected number of faults found (Chen and Yu [5] compared partition and random sampling using this criterion). Hierons and Wiper [14] analyze estimating operational reliability using partition and random sampling. Duran and Ntafos [6] and Hamlet and Taylor [13] conducted simulation experiments for comparing the efficacy of partition and random testing strategies. Frankl et al. [9] extended the "random vs. partition" studies by evaluating these (and some other) testing methods with respect to the delivered reliability. Weyuker and Jeng [25] and Chen and Yu [4] compared the two strategies from an analytical point of view. Gutjahr [11] compared partition testing with random testing assuming that the F i s are random variables. An interesting and significant observation of Weyuker and Jeng [25] , frequently reported in the software engineering literature, is that partition testing is effective when the subdomain definitions are based on their failure content. This was also independently observed by Hamlet and Taylor [13] , where an attempt was made to explicitly link the subdomain definition to failure. Such subdomains should [2] and error crystals [8] . Empirical data gathered by Hecht and Crane [17] , [18] lead to the conclusion that code segments which are rarely executed exhibit a much higher failure rate than frequently executed code. It is important to note that fault density in code segments does not directly translate into failure density in an input subdomain. However, based on the evidence, it does seem reasonable to assume that failure content in subdomains of the input space varies. Another assumption made in this and related papers is the deterministic nature of software testing. In other words, whenever a failure causing input is selected, program execution results in a failure, meaning that program state variables must be accounted for in the input space.
In this paper, we study partition testing using the mathematical concepts of majorization (introduced by Hardy et al. [12] ) and Schur-convexity (introduced by Schur [23] ). Majorization ordering provides a natural order for comparing different subdomains with respect to the diversity in the number of failure causing inputs in the subdomains. The Schur-Convexity of the probability of detecting at least one failure in partition testing as a function of subdomain failure rates gives further insight into partition testing strategies and how they compare with random testing. Moreover, this approach leads to the derivation of more general conditions under which partition testing is superior to random testing with respect to the probability of detecting faults. The concepts of majorization and Schur functions introduced in this paper are novel to the software engineering literature, although these concepts have been used in engineering reliability for studying k-out-of-n systems and optimal allocation of resources (Proschan [21] , Boland et al. [3] , Prasad and Raghavachari [20] , Shaked and Shanthikumar [24] , and Nicol et al. [19] ).
In Section 2, we introduce the concepts of majorization and Schur-Convexity. In Section 3, we use these concepts to investigate how diversification (in the sense of majorization) in the number of failure causing inputs in the subdomains affects the probability of finding at least one failure by partition testing. We also establish a general result that states that, for equal sample sizes from all the subdomains, partition testing is superior to random testing if the average of the subdomain failure rates is larger than the overall failure rate of the program. This general result helps in identifying many situations where partition testing will be more effective than random testing, giving strength to the partition testing approach. Furthermore, this result generalizes that of Weyuker and Jeng [25] which states that partition testing is superior if all subdomain sizes are the same and samples of equal sizes are chosen from the subdomains. In Section 4, we use the ideas of majorization and Schur-Convexity to compare partition and random testing when the number of failure causing inputs in different subdomains are assumed to be random variables. We show that, for samples of size one from each subdomain, partition testing is better or the same as random testing if the average of expected subdomain failure rates is larger than the expected failure rate of the software. This generalizes the result established by Gutjahr [11] , which states that, for samples of size one from each subdomain, partition testing is better or same as random testing if all subdomain failure rates have the same expected value.
MAJORIZATION AND SCHUR-CONVEX FUNCTIONS
This section introduces the general concepts of majorization and Schur-Convexity. Their applicability to software testing domain is described later.
For any A R ¼ ðÀ1; 1Þ, we let
. . . ; x k Þ; x i 2 A for all ig:
. . ! x ½k denote the components of x arranged in decreasing order and write x # ¼ ðx ½1 ; x ½2 ; . . . ; x ½k Þ to denote the decreasing rearrangement of x. Definition 2.1. For x; y 2 A k , x is said to be majorized by y (we say that y majorizes x and write x " y) if
and
This partial ordering of vectors was introduced by Hardy et al. [12] and has proven very useful in establishing many inequalities. Note that, although the definition of majorization is given in terms of the decreasing rearrangement of a vector, it is actually independent of the order of the components in a vector. In fact, any rearrangement of the components in a vector yields another vector which is equivalent in the sense of majorization. If y majorizes x, then the components of y are more spread out or dispersed than those of x, even though they have the same total or mean. Another way to put it is to say that the components of x are more homogeneous or concentrated than those of y around their common mean. Consider for example the two vectors x¼ ð1; 3; 2Þ and y¼ ð0; 2; 4Þ. First, we arrange the components of these two vectors in decreasing order. This gives x # ¼ ð3; 2; 1Þ and y # ¼ ð4; 2; 0Þ. Since
it follows that x is majorized by y or x " y. In the sense of majorization, the components of y are more dispersed than those of x about their common mean of 2.
In a similar fashion, one may easily establish for example that ð2; 2; 2Þ " ð1; 2; 3Þ " ð1; 3; 2Þ " ð1; 2; 3Þ " ð1; 1; 4Þ " ð0; 2; 4Þ " ð0; 1; 5Þ " ð0; 0; 6Þ:
Note that majorization is not a complete or total ordering on vectors with the same mean. For example, the vectors u ¼ ð0; 3; 3Þ and v ¼ ð4; 1; 1Þ are not comparable in the sense of majorization, even though they have the same mean 2. This can be seen since [23] is useful in generating many examples of Schur-Convex (concave) functions. In particular, many such functions may be generated by using sums and products of convex (concave) functions. There are many equivalent definitions of a convex (concave) function. One such definition is that g : I ! R is a convex (concave) function of x 2 I if gðx þ ð1 À ÞyÞ ð!ÞgðxÞ þ ð1 À ÞgðyÞ for all x; y 2 I and for all 2 ½0; 1. A convex function is one which is always turning upwards, although it is not necessarily increasing. A sufficient condition for g to be convex is that g 00 ! 0 and a function g is concave if and only if Àg is convex. 
MAJORIZATION AND SCHUR-CONVEXITY CONCEPTS IN PARTITION AND RANDOM TESTING
In this section, we study how the concepts of majorization and Schur-Convexity help in understanding situations where partition testing is more effective than random testing. First, we discuss the case when sample sizes from all the subdomains are the same.
Equal Subdomain Sample Sizes
In this section, we assume that all the n i are the same, i.e., n i ¼ n 1 for all i ¼ 1; 2; . . . ; k. In the following theorem, we establish that the probability of detecting at least one failure by partition testing is a Schur-Convex function of the subdomain failure rates ð 1 ; . . . ; k Þ.
Theorem 3.1. In partition testing, let i denote the failure rate in the ith subdomain and assume that the sample sizes n i are the same for all i ¼ 1; 2; . . . ; k. Then, the probability P p of detecting at least one failure by partition testing is a Schur-Convex function of ð 1 ; 2 ; . . . ; k Þ.
Note that, if the subdomain sizes are also the same, then it follows from Theorem 3.1 that P p is a Schur-Convex function of the vector ðF 1 ; F 2 ; . . . ; F k Þ representing the number of failure causing inputs in the different subdomains. Therefore, in this situation, the probability of observing at least one failure in any one of k subdomains becomes larger the more dispersed the F i are in terms of the majorization ordering. In particular, since ðF 1 ; F 2 ; . . . ; F k Þ " ðF ; 0; . . . ; 0Þ for any F 1 ; F 2 ; . . . ; F k with P k i¼1 F i ¼ F , one can see that P p achieves a maximum when all of the failure causing inputs are included in one subdomain.
In the situation where the subdomain sizes are different, we may, without loss of generality, assume that subdomain sizes d i can be ordered as d 1 d 2 . . . d k for any partition of the domain space by appropriate labeling of the subdomains. Then, by Theorem 2.2(a), it follows that
is a Schur-convex function of ðF 1 ; . . . ; F k Þ in the region where
Suppose there are a fixed total number of failure causing inputs and that the smaller the size of the domain, the larger the number of failure causing inputs. Then, the more dispersed they (the failure causing inputs) are among the subdomains in terms of majorization order, the higher the probability of detecting at least one failure under partition testing. This is illustrated with Table 1 , where we assume there are four domains of respective sizes
the total number of failure causing inputs is F ¼ 16, and sample sizes are the same and equal to one. The same ordering is preserved for larger (> 1) sample sizes. The vectors ðF 1 ; F 2 ; . . . ; F k Þ increase in diversity with respect to the majorization ordering as we go down the rows of Table 1 .
The above results give a rigorous and general framework for the observation of Weyuker and Jeng [25] that partition testing is successful when the subdomain definitions are failure based.
We now let ¼ P k 1 i =k be the arithmetic mean of the (subdomain failure rates) i for i ¼ 1; . . . ; k. We note that the failure rate over the entire input domain, ¼ F =d, can be expressed as a weighted average of the subdomain failure rates as follows:
It is worth reminding the reader (refer to the introduction and preliminary notation) that our definition of failure rate is in terms of the ratio of failure causing inputs to total inputs instead of the often used operational failure probability. In the following theorem, we establish a sufficient condition in terms of and under which partition testing is better than random testing with the same total number of test cases and when the subdomain sample sizes are all equal.
Theorem 3.2. In partition testing of a program, assume that a sample of constant size n 1 is taken from each subdomain in the input space. Then, partition testing is better than random testing with the same number of test cases if ! .
The above theorem identifies many situations where partition testing is superior to random testing, and thus reinforces the strength of the partition testing approach. As an illustration, let there be three subdomains with sizes
Since > , the implication of the above theorem is that here partition testing is better than random testing for the same number of test cases. Table 2 gives values for P p and P r in this situation when the sample size in each subdomain is n 1 2 f1; 2; 3; 4; 5g.
The sufficient condition ! given in Theorem 3.2 ensuring that partition testing is superior to random testing is certainly of theoretical interest, but additional research is needed to develop the techniques that actually verify that it holds. On the other hand, there certainly will be situations where it may be reasonable to assume it holds and, hence, proceed to use partition testing. Remember that is the simple arithmetic mean of the subdomain failure rates i ; i ¼ 1; . . . ; k , while is a weighted average where the weight on i is d i =d (and, hence, is proportional to the size d i of the ith subdomain). Hence, ! may often be valid if the failure rates in some of the relatively smaller subdomains are relatively high (and, consequently, the failure rates in some of the larger subdomains are relatively low). Perhaps one should bring a Bayesian approach into any practical decision about when to proceed with partition testing, where prior information on subdomain failure rates is taken account of. A candidate approach is the analysis of fault proneness frequently applied as a guide to unit testing [7] of software modules. In our case, rather than to modules, the analysis of fault proneness should be applied to program partitions corresponding to subdomains in the input space.
The following two corollaries follow from Theorem 3.2 and give specific cases where partition testing is superior to random testing. Now, we consider the case where the failure rates are increasing in proportion to domain size ( i ¼ d i for i ¼ 1; . . . ; k). This might be the case if say the size of a subdomain is a surrogate for its inherent complexity (the bigger it is, the more complex and likely to have faults it is) and fault proneness. In this situation,
In this case, by Theorem 2.1, the difference À is a Schur-Convex function of ðd 1 ; . . . ; d k Þ. Hence, the more diverse the domain sizes d i are (or in this case equivalently the i ), the bigger the gap between and . Note that À > 0 does not necessarily imply that random testing is superior to partition testing because P p ! 1 À ð1 À Þ k and P r 1 À ð1 À Þ k . However, Table 3 gives an indication of the differences that exist between failure detection probabilities for partition (P p ) and random testing (P r ) in this type of situation and how the difference varies with the diversity of the subdomain sizes. We assume the total domain size is d ¼ 160; 000 (the subdomain sizes in Table 3 are expressed in units of 1; 000) and that i ¼ d i =10 7 and n i ¼ 1 for all i. Note that as ðd 1 ; . . . ; d k Þ (equivalently, the ð 1 ; . . . ; k Þ) become more dispersed in the sense of majorization, the probability of failure detection in random testing, P r , increases significantly (and exceeds P p ). On the other hand, P p changes very little (not surprisingly since in fact is constant). Random testing would have the greatest advantage over partition testing in this situation if
, and all of the failure causing inputs lie in the largest domain. In this very hypothetical extreme case, P p ¼ 0:016000 and P r ¼ 0:062479. In summary, if one can assume that the domain failure rates are roughly proportional to domain sizes, then random testing is probably to be preferred. The relative advantage of random over partition testing is all the greater the more diverse the subdomain sizes being considered are. This example helps in giving the basis and further insight into observation 3 of Weyuker and Jeng [25] .
Variable Subdomain Sample Sizes
Another question is how does partition testing compare with random testing when the number of test cases n i in a subdomain varies? Weyuker and Jeng [25] note (observation 6) that partition testing can be better, worse, or the same as random testing for this case. However, if sample sizes are ordered,
and À lnð1 À xÞ is an increasing convex function of x. Consequently, since P p is an increasing function of À lnð1 À P p Þ, we may conclude that P p is also a Schur-Convex function of ð 1 ; 2 ; . . . ; k Þ in D. Assume then that the subdomain sizes are the same, while n 1 ! n 2 ! . . . ! n k and F 1 ! F 2 . . . ! F k . Then, partition testing is either better or the same as random testing because, in this case, ¼ ¼ ð1=kÞ P k i¼1 i and, hence, ð; ; . . . ; Þ " ð 1 ; 2 ; . . . ; k Þ. If the subdomain sizes are not the same, but n 1 ! n 2 . . . ! n k and 1 ! 2 . . . ! k , then a sufficient condition for partition testing to be at least as good as random testing is that ¼ ð1=kÞ
This follows from the fact that ð; ; . . . ; Þ " ð 1 ; 2 ; . . . ; k Þ and, since P p is a Schur-Convex function ð 1 ; 2 ; . . . ; k Þ in the region 1 ! 2 . . . ! k , we have P p ! 1 À ð1 À Þ n which is larger than P r if ! . Chen and Yu [4] show that partition testing is guaranteed to perform at least as well as random testing so long as the number of test cases selected is in proportion to the size of the subdomain. We give a simple proof of this result using the fact that lnð1 À xÞ is a concave function of x. One of the properties of a concave function f is that P k 1 w i fðx i Þ fð P k 1 w i x i Þ for any nonnegative weights w i (an integral version of this inequality is known as Jensen's inequality-see [16] ). If the number of test cases n i is selected in proportion to the size d i of the ith subdomain, then for each i ¼ 1; . . . ; k, it follows that d i =d ¼ n i =n w i and ¼ F =d
The inequality holds by the concavity of lnð1 À xÞ.
PARTITION AND RANDOM TESTING WHEN THE F i ARE RANDOM
Following the approach of Gutjahr [11] , we assume in this section that the number of failure causing inputs in the subdomains (F i ) are independent random variables (although Gutjahr [11] also considered certain cases of dependent failure rates). This assumption of independence is a strong one to make, particularly because of the possibility of blob effects crossing subdomains. Our motivation here however is based on the fact that we never know domain/subdomain failure rates with certainty. In this case, we let ¼ EðF =dÞ (expected failure rate of the entire program), i ¼ EðF i =d i Þ (expected failure rate for the ith subdomain), and ¼ P k 1 i =k be the arithmetic mean of the i , where i ¼ 1; . . . ; k. We use P p and P r to denote the expected values of P p and P r , respectively. We note that
Gutjahr [11] showed that, when a sample of size one is taken from each subdomain, equality of the expected failure rates i is sufficient for partition testing to be better or the same as random testing (P p ! P r ). In the following theorem, we establish under the assumption of independent F i , a more general sufficient condition under which partition testing is better or the same as random testing.
Theorem 4.1. In partition testing of a program assume that a sample of size 1 is taken from each subdomain. If ! , then partition testing is better or the same as random testing, i.e., P p ! P r .
In other words, using the criterion of maximizing the expected probability of detecting at least one failure when one test is selected in each subdomain, partition testing is superior to random testing if ! . We note that, if the i are all equal, then ¼ and, hence, from the above theorem, EðP p Þ ! EðP r Þ from which Theorem 1 of Gutjahr [11] follows.
SUMMARY
A comparison between partition and random testing with respect to their ability to detect failures has attracted significant attention in the literature. Specific contributions have been made by Duran and Ntafos [6] , Hamlet and Taylor [13] , Weyuker and Jeng [25] , Chen and Yu [4] , Gutjahr [11] , and Frankl et al. [9] , leading to a better understanding of these methods. A new perspective of viewing partition testing strategies through majorization, novel to software engineering, is provided in this paper. In addition, we have generalized some of the previous results and established more precise conditions under which partition testing outperforms random testing. The most important results of our analysis are the following:
.
For equal sample sizes from all the subdomains, partition testing outperforms random testing if the average of the subdomain failure rates is larger than the overall failure rate of the program. Throughout this paper, the (sub)-domain failure rate is defined as the ratio of the number of failure causing inputs in the (sub)domain to the size of the (sub)domain. .
For equal sample sizes from all the subdomains, partition testing is superior if the subdomain failure rates are inversely proportional to subdomain size. .
For unequal sample sizes, if n 1 ! n 2 . . . ! n k and 1 ! 2 . . . ! k , then partition testing is superior to random testing if the average of the subdomain failure rates is larger than the overall failure rate of the program. .
In cases when the number of failure causing inputs in subdomains are assumed to be random variables (as in [11] ) and samples of size one from each subdomain are taken, partition testing is better or the same as random testing if the average of expected subdomain failure rates is larger than the expected failure rate of the program. These results follow from the study of testing methodologies using the mathematical concepts of majorization and Schur-Convexity, although in some cases they may be established via more traditional approaches (see for example the proof of Theorem 3.2). More research is needed on the comparison of partition and random sampling and, in particular, this could benefit from a large scale Monte-Carlo simulation study (which would take account of the simulation experiments already undertaken by Duran and Ntafos [6] and Hamlet and Taylor [13] ). In many situations, partition testing is described as subdomain testing, since most of the intuitive decompositions in testing (e.g., statement testing, branch testing) are not partitions (as they give rise to overlapping subdomains), and future research should address this aspect. Testing methods based on set and subset inclusion (see Rapps and Weyuker [22] and Frankl and Weyuker [10] ) are another example of subdomain testing which might benefit from the tools of majorization and Schur functions. The use of a Bayesian approach to the uncertainty attached to subdomain failure rates may also yield interesting and useful comparisons of partition and random testing.
APPENDIX
Proof of Theorem 3.1. We have
where gðxÞ ¼ ð1 À xÞ n1 ; 0 x 1. Since gðxÞ is nonnegative continuous and logconcave (that is ln gðxÞ is concave), it follows from Theorem 2. 
On the other hand, since ! ,
and, consequently, it follows that P p ! P r . As has been indicated by an anonymous referee, Theorem 3.2 can also be proved directly (without using the ideas of majorization and SchurConvexity) by means of for example Hö lder's inequality. 
On the other hand, using Jensen's inequality and, the fact that ð1 À xÞ k is a convex function of x, it follows that
Therefore, a sufficient condition for P p ! P r is that ! . t u
