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We study the crossover from classical to quantum phase transitions at zero temperature within
the framework of φ4 theory. The classical transition at zero temperature can be described by the
Landau theory, turning into a quantum Ising transition with the addition of quantum fluctuations.
We perform a calculation of the transition line in the regime where the quantum fluctuations are
weak. The calculation is based on a renormalization group analysis of the crossover between classical
and quantum transitions, and is well controlled even for space-time dimensionality D below 4. In
particular, for D = 2 we obtain an analytic expression for the transition line which is valid for
a wide range of parameters, as confirmed by numerical calculations based on the Density Matrix
Renormalization Group. This behavior could be tested by measuring the phase diagram of the
linear-zigzag instability in systems of trapped ions or repulsively-interacting dipoles.
I. INTRODUCTION
One of the fascinating aspects of critical phenomena in
statistical mechanics is the universality that characterizes
the behavior of thermodynamic functions close to a sec-
ond order phase transition1–3. This behavior was first
modeled phenomenologically by Landau, whose theory
can be microscopically derived using a mean-field theo-
retical approach4. The classical mean-field theory pre-
dicts the critical exponents of thermodynamic quantities
for several systems undergoing a second-order phase tran-
sition. It predicts, however, wrong exponents and scaling
functions for dimensions D lower than 4 due to the en-
hanced role of fluctuations at lower dimensionality. The
renormalization group is required to find their correct
values for5 D < 4. At T = 0, in particular, quantum fluc-
tuations become relevant near quantum critical points at
low dimensions. Here, the critical behavior is usually de-
scribed in a field theoretical framework whose dimension
D is related to the spatial dimension d by D = d + z,
where z is the dynamical critical exponent6. Existing
studies of quantum phase transitions in D = 1+1 dimen-
sions are usually either based on mapping to well-known
critical models that can be performed by employing con-
formal field theory, and/or analyzed with full numerical
simulations3,6,7.
In this paper we connect classical mean-field and quan-
tum critical behaviors in D = d+ 1 in a systematic fash-
ion (i.e. we restrict ourselves to models with z = 1).
To this end we introduce a dimensionless parameter ~˜,
which quantifies the strength of quantum fluctuations.
Quite generally, the strength of quantum fluctuations ~˜
can be expressed in terms of a ratio between typical ki-
netic and potential energy scales, respectively UK and
UP , such that
8,9
~˜ ∼
√
UK
UP
. (1.1)
We then analyze how the location of the critical point in
parameter space varies when we smoothly tune ~˜ from
~˜ = 0, where the classical mean-field description holds,
to a small finite value. This tuning may be performed by
changing physical parameters, e.g. the linear density in
a chain of interacting particles such as trapped ions10.
The theory is captured by the zero temperature parti-
tion function Z, which can be expressed in the form of a
path integral6:
Z =
∫
Dφ e−S˜[φ]/~˜ , (1.2)
where φ is a real field and S˜ is the dimensionless action,
which is defined on the D-dimensional Euclidean space-
time (D = d+ 1) as
S˜ =
∫
dDr
[
1
2
(∂µφ)
2 − ε
2
φ2 + gφ4
]
. (1.3)
Here µ ∈ {1 . . . D} and g > 0. Moreover, the components
of the space-time vector r have been rescaled in order to
make the action dimensionless and to fix the speed of
sound to unity. The action is defined with an implicit
cutoff at short distances corresponding to an ultraviolet
cutoff Λ in momentum space. For an array of interacting
particles with inter-particle distance a, for instance, Λ =
pi/a.
The action Eq. (1.3) undergoes an Ising phase transi-
tion at a critical value εc
6,8,11. For ε < εc the system
is disordered, 〈φ〉 = 0, corresponding to a paramagnetic
phase, whereas for ε > εc the system orders and 〈φ〉 6= 0,
corresponding to a ferromagnetic phase. The value of
εc depends on the strength of the quantum fluctuations:
For ~˜ = 0 the partition function Eq. (1.2) is solved ex-
actly by a saddle-point evaluation, yielding a classical
mean-field transition at εc = 0. For ~˜ > 0, on the other
hand, the transition is shifted to εc > 0, and becomes of
the quantum Ising universality class. Our purpose is to
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2study the crossover between classical and quantum phase
transitions for small values of ~˜.
This paper is organized as follows. In Sec. II we
present the derivation of a scaling relation for εc(~) em-
ploying a renormalization group (RG) procedure. The re-
sult is verified numerically for D = 2 in Sec. III by means
of a Density Matrix Renormalization Group (DMRG)
calculation. In Sec. IV we summarize our main results
and conclusions. In particular, we discuss possible ex-
perimental systems, which can serve as testbeds for these
predictions.
II. DEPENDENCE OF THE CRITICAL POINT
ON QUANTUM FLUCTUATIONS
Our aim is to determine the boundary between the
disordered and the ordered phase in parameter space for
the model described by Eq. (1.3) and at T = 0, as
the effect of quantum fluctuations, ~˜, is increased from
zero. In this section we calculate εc(~˜) as a function
of ~˜. We first obtain a crude result using naive scaling
and then obtain a more accurate result with the help
of the Renormalization Group (RG), using Wilson’s mo-
mentum shell integration2,5. This is a standard problem
of crossover12,13, but our problem is simple enough that
it can be analyzed in more detail.
For any space-time dimensionality D = d + 1, the
model in Eq. (1.3) has a fixed point at ~˜ = 0 and ε = 0.
This fixed point leads to scaling that is mean-field in na-
ture. To see this, consider a generalization of the model
to include high order anharmonicities, such as φ6, φ8, etc,
which were implicitly ignored in Eq. (1.3) and which are
present in realistic systems (e.g. for chains of interacting
particles14):
1
~˜
S˜ =
1
~˜
∫
dDr
[
1
2
(∂µφ)
2 − ε
2
φ2 + gφ4
+g6φ
6 + g8φ
8 + . . .
]
. (2.1)
As ~˜ → 0, the partition function can be evaluated using
a saddle-point approximation. Then, the phase transi-
tion occurs at ε = 0, and near the phase transition the
value of the order parameter is small, of order
√|ε|, such
that high anharmonicities such as φ6 and higher can be
neglected (provided that g > 0). This can also be seen
by introducing a rescaled field ϕ ≡ φ/
√
~˜,
1
~˜
S˜ =
∫
dDr
[
1
2
(∂µϕ)
2 − ε
2
ϕ2 + g~˜ϕ4
+g6~˜2ϕ6 + g8~˜3ϕ8 + . . .
]
. (2.2)
In this form it is clear that all anharmonicities rescale
to zero in the limit ~˜ → 0, with higher anharmonicities
more strongly suppressed. Therefore, for small but pos-
itive ~˜ (and g > 0), it is sufficient to consider quartic
anharmonicities only, as done in Eq. (1.3) and through
the rest of this paper. This is in contrast with scaling
near the tricritical point, where the quartic term strictly
vanishes and one must keep the sixth order term3.
For positive ~˜, fluctuations tend to extend the size of
the disordered phase, thus shifting the phase transition
to positive values of ε. Provided 2 ≤ D < 4 the resulting
fixed point is in the Ising universality class. However, for
small ~˜ the shape of the phase transition line, εc(~˜), is
expected to be controlled by scaling near the mean-field
fixed point at ~˜ = 0 = ε. We will use this fact to first
give a naive derivation of εc(~˜) and then improve on this
estimate using the RG.
A. Naive scaling and fluctuation corrections
We proceed with a simple analysis based on spatial
rescaling. For this purpose we introduce the scaling fac-
tor b > 1 and perform the following rescaling of the space-
time coordinate r as
r′ = r/b , (2.3)
which leads to the rescaling of the correlation length
ξ′ = ξ/b . (2.4)
Using the critical scaling of the correlation length ξ and
of the order parameter φ near the mean-field fixed point
at ~˜ = 0 and ε = 0,
ξ ∼ ε−ν , (2.5)
φ ∼ εβ , (2.6)
one obtains
ε′ = ε b1/ν , φ′ = φ bβ/ν , (2.7)
where the second equality directly follows from the first.
The critical exponents appearing in these expressions are
the mean field exponents β = ν = 12 . Then, all terms in
the action [Eq. (1.3)] are rescaled by the factor bD−4,
S˜ = bD−4S˜′ , (2.8)
where S˜′ is obtained from S˜ by replacing the various vari-
ables with the corresponding primed ones. In the rescal-
ing process, the expression for the partition function is
unaffected, only the overall value of the action is changed.
This can be summarized by rescaling the effective ~˜,
~˜′ = ~˜b4−D , (2.9)
and shows that, by continuing the process, one moves far-
ther away from the mean-field critical point. (As a side
remark, note that D = 4 is a marginal case of the rescal-
ing and that for D > 4 quantum fluctuations become
irrelevant.)
Let us consider a reference point (ε∗, ~˜∗) lying on the
phase transition line. We can then locate other points
on the transition line that lie closer to the mean-field
critical point and which reach the reference point after
an iterative repetition of this rescaling. Let (ε, ~˜) be one
3such point. Assuming that it takes l rescaling steps to
reach the reference point, this yields ~˜∗ = ~˜b(4−D)l and
ε∗ = εb2l, where in the last equation we used Eq. (2.5)
with ν = 1/2. This implies that
~˜ ∼ ε(4−D)/2 . (2.10)
Let us now explore the effects of fluctuations. For small
values of ~˜, the leading correction to equation Eq. (2.10)
comes from the diagram in Fig. 1.(a), which leads to a
self-consistent equation for the renormalization of ε:
εren = ε− 12g~˜
∫
|q|<Λ
dDq
(2pi)D
1
q2 − εren , (2.11)
where q is the modulus of the Euclidean momentum D-
vector q. Although the physical cutoff only applies to
the space-like components of the momentum, we have
simplified the integral by taking a space-time symmetric
cutoff |q| < Λ. This is expected not to affect any uni-
versal properties arising from the infrared divergences2,5.
The critical value εc is then found by setting εren = 0.
For D > 2, the integral above is convergent at εren=0,
giving
εc = 12g~˜
∫
|q|<Λ
dDq
(2pi)D
1
q2
=
AD
D − 2g~˜ (2.12)
where
AD =
12SD−1ΛD−2
(2pi)D
(2.13)
and Sd is the area of a d-sphere of unit radius (S1 = 2pi,
S2 = 4pi, and S3 = 2pi
2). Hence, for D > 2, εc is linear in
~˜. This result seems to contradict Eq. (2.10). This can be
understood from the fact that the critical value εc itself
is not a universal number – the correction in Eq. (2.12)
constitutes an analytic shift in the critical point by a
non-universal amount. However, as we will show in the
following, if we introduce a shifted variable R, defined by
R ≡ ε− AD
D − 2g~˜ (2.14)
then R and ~˜ satisfy the naive scaling for 2 < D < 4,
namely,
Rc ∼ ~˜2/(4−D) . (2.15)
On the other hand, for D = 2 the integral in Eq. (2.11)
is logarithmically divergent as εren → 0. In this case the
infrared fluctuations renormalize ε in a more fundamental
way, requiring a more careful treatment.
B. Renormalization group
In the following fluctuations will be taken into account
using the Renormalization Group (RG), by implement-
ing a momentum-shell integration2,5. For this purpose,
(a) (b) 
(c) 
FIG. 1. (a) and (c) Lowest order Feynman diagrams con-
tributing to the renormalization of ε and (b) to the renormal-
ization of g.
we introduce the Fourier transform φ(q) of the real field
φ(r), such that
φ(r) =
∫
|q|<Λ
dDq
(2pi)D
φ(q) exp(−i(q · r)) . (2.16)
Then Eq. (1.3) can be recast in the form
S˜ =
1
2
∫
q
(
q2 − ε)φ(q)φ(−q) + (2.17)
g
∫
q1
∫
q2
∫
q3
φ(q1)φ(q2)φ(q3)φ(−q1 − q2 − q3) ,
where
∫
q
:=
∫
|q|<Λ d
Dq/(2pi)D .
We now define a momentum shell [Λ/b,Λ], with b > 1.
This momentum shell identifies a partition, so that we
write φ(q) = φ<(q) +φ>(q), where φ< and φ> only have
support outside the shell (for small momenta) and within
the momentum shell (for large momenta), respectively.
In detail,
φ<(q) =
{
φ(q) for |q| < Λ/b
0 otherwise
(2.18)
and
φ>(q) =
{
φ(q) for Λ/b < |q| < Λ
0 otherwise
(2.19)
In terms of these fields, the partition function can be
written schematically as
Z =
∫
Dφ<Dφ> e−S˜[φ<,φ>]/~˜ (2.20)
S˜ =
1
2
∫
q
(q2 − ε) [φ2< + φ2>] (2.21)
+g
∫
q1,q2,q3
[
φ4< + 4φ
3
<φ> + 6φ
2
<φ
2
> + 4φ<φ
3
> + φ
4
>
]
.
4where the cross term φ<φ> vanishes due to momentum
conservation since the two fields do not have common
support in the Fourier domain.
The RG procedure consists of two steps. In the first
step, the high-frequency field φ> is integrated out, yield-
ing an effective action S˜eff [φ<] involving only the small
momentum field, which is defined by the equation
e−S˜eff [φ<]/~˜ =
∫
Dφ>e−S˜[φ<,φ>]/~˜ . (2.22)
The resulting field theory has a reduced cutoff Λ/b. In
the second step, all length scales are rescaled by a factor
of b following Eq. (2.3), such that the cutoff is returned
to its original value Λ.
For small ~˜ the RG is controlled by Feynman diagrams
with few loops. We will work to one loop order, taking
into account the diagrams in Fig. 1.(a) and (b). These
diagrams lead to renormalization of ε and g, respectively.
The diagram in Fig. 1.(c), contributing to the field renor-
malization, is of higher order in ~˜ and will not be taken
into account in this analysis.
Let us first consider diagram 1.(a). It describes fluc-
tuations that originate from the φ2<φ
2
> interaction. Upon
integrating out φ>, this leads to a renormalization of ε,
εeff = ε− 12g~˜
∫
Λ/b<|q|<Λ
dDq
(2pi)D
1
q2 − ε (2.23)
= ε− ~˜g AD
1− ε/Λ2 d`
where we have taken the limit of a thin momentum shell,
b = 1 + d`. Similarly, diagram 1(b) (together with two
additional diagrams related to it by crossing symmetry)
leads to a renormalization of g,
geff = g − 36g2~˜
∫
Λ/b<|q|<Λ
dDq
(2pi)D
1
(q2 − ε)2 (2.24)
= g − ~˜g2 BD
(1− ε/Λ2)2 d`
where BD = 3AD/Λ
2.
We now perform a rescaling of distances and fields,
according to Eq. (2.3). This yields an action with the
same form as the original, including the same cutoff, but
with the rescaled parameters,
ε′ = b2εeff , (2.25)
~˜′ = b4−D~˜ , (2.26)
g′ = geff . (2.27)
The corresponding differential flow equations read
dε
d`
= 2ε− ~˜g AD
1− ε/Λ2 , (2.28)
d~˜
d`
= (4−D)~˜ , (2.29)
dg
d`
= −~˜g2 BD
(1− ε/Λ2)2 . (2.30)
Note that at this order in the RG, the flow equation for
~˜ is trivial (this would no longer be the case after the in-
clusion of diagram 1.(c)). Thus, it is useful to reduce the
number of flow equations by introducing the parameter
u ≡ ~˜g ,
dε
d`
= 2ε− u AD
1− ε/Λ2 , (2.31)
du
d`
= (4−D)u− u2 BD
(1− ε/Λ2)2 . (2.32)
These equations are exact for small values of ε and u.
Hence, the initial RG flow near the mean-field fixed
point is captured by these equations, regardless of di-
mensionality. For 2 ≤ D < 4, these equations predict
an additional, Ising, fixed point at εI = Λ
2 4−D
10−D and
uI =
4−D
BD
(
6
10−D
)2
. The location of this fixed point is
not reliable, except for the special case in which D is
close to four dimensions. Then, εI and uI are small and
the entire RG flow is well controlled by these equations.
The phase transition line is given by the set of points
that flows to the Ising critical point. Suppose (ε∗, u∗) is
one such point, but which lies close enough to the mean-
field point that non-linear terms such as (u∗)2 are small.
Then, for regions of the phase transition closer to the
mean-field fixed point than (ε∗, u∗), we can find the phase
transition line by solving the linearized equations,
dε
d`
= 2ε− uAD , (2.33)
du
d`
= (4−D)u , (2.34)
and searching for the set of points that reach the reference
point (ε∗, u∗). These equations are readily solved to yield
`-dependent coupling constants. In what follows, we will
consider the cases D = 2 and 2 < D < 4 separately.
1. Two dimensions
For D = 2, the solution to the linearized equations is
ε` =
(
ε− 6u
pi
`
)
e2` , (2.35)
u` = u e
2` , (2.36)
where we used A2 = 6/pi, and where the variables ε and
u without subscript denote the physical (bare) values.
Let us suppose that ε and u are points on the transition
line, but which lie much closer to the mean-field point
than the reference point. Then the flow runs for a long
RG time `∗ before the renormalized parameters reach the
reference point, ε`∗ = ε
∗ and u`∗ = u∗. This gives
`∗ =
1
2
ln
u∗
u
, (2.37)
ε∗e−2`
∗
= ε− 3u
pi
ln
u∗
u
. (2.38)
5In particular, as (ε, u) approach the mean-field point, cor-
responding to the limit `∗ →∞, the left-hand side of Eq.
(2.38) tends to zero. Thus, near the mean-field point the
bare values of ε and u satisfy the relation
εc =
3u
pi
∣∣∣ln u
u∗
∣∣∣ (2.39)
that is asymptotically exact and universal as u→ 0. This
formula shows that there are logarithmic corrections to
the linear dependence, which we obtained through naive
scaling in Eq. (2.10). Note that the value of u∗ in this
result is ambiguous and non-universal. Using the relation
u = ~˜g in Eq. (2.39), delivers the relation between εc and
~˜,
εc ∼ 3g~˜
pi
(∣∣∣ln ~˜∣∣∣− ∣∣∣ln ~˜∗∣∣∣) (2.40)
which is asymptotically exact in the limit of small ~˜.
Here, ~˜∗ is a system-dependent parameter. Note that
the leading term in Eq. (2.40) is universal, and that it is
dominant as ~˜→ 0.
2. Dimension 2 < D < 4
For 2 < D < 4 dimensions, the solutions of the lin-
earized equations (2.33) and (2.34) are
ε` − AD
D − 2u` =
(
ε− AD
D − 2u
)
e2` , (2.41)
u` = ue
(4−D)` . (2.42)
As before, we consider bare parameters ε and u lying on
the transition line. If these are small, it takes a long RG
time `∗ to reach the reference point (ε∗, u∗). This yields,
R∗ = Re2`
∗
, (2.43)
u∗ = u e(4−D)`
∗
, (2.44)
where the shifted parameter R was defined in Eq. (2.14).
Solving for `∗ yields a direct relation between R and u
at the transition line,
Rc = k u
2/(4−D) (2.45)
where k = R∗/(u∗)2/(4−D) is a non-universal constant.
Hence, we see that the shifted parameter R satisfies the
naive scaling, as expected. In terms of ε and ~˜, this result
reads,
εc =
AD
D − 2g~˜ + k(g~˜)
2/(4−D) . (2.46)
This is shown schematically in Fig. 2.
Finally, in order to fix the sign of the coefficient k, we
must determine whether the Ising fixed point lies above
or below the line R = 0. This can be determined by
computing εc to order u
2, thus including the diagram
in Fig. 1.(c). This gives a negative contribution to εc,
implying that k < 0.15
εc
~˜
FIG. 2. Phase diagram for D = 3 in the case k < 0, see
Eq. (2.46). The solid line denotes the transition line, whereas
the dashed line corresponds to R = 0. The classical critical
point is located at the origin.
In summary, we analyzed the crossover from mean-field
behavior to quantum critical behavior at the fixed point
ε = 0 and ~˜ = 0. Both ε and ~˜ are relevant variables
with stability exponents
λε = 2 , (2.47)
λ~˜ = 4−D , (2.48)
resulting in the crossover exponent Φ = (4 − D)/2.12,13
Within the standard theory the transition line is
Rc ∼ ~˜1/Φ . (2.49)
For D = 2, this simplistic scaling fails and Eq. (2.40)
holds instead, which involves a logarithmic correction to
the standard result.
III. NUMERICAL ANALYSIS
In order to check these predictions numerically, we re-
sort to simulations based on the DMRG16, a numeri-
cal technique designed for studying quantum many-body
systems in one-dimensional lattices17. We employ a
DMRG algorithm developed to simulate a lattice version
of Eq. (1.3) for D = 1 + 1, defined by the Hamiltonian
H = 1
2
L∑
j=1
[
pi2j − εφ2j + (φj − φj+1)2 + 2gφ4j
]
, (3.1)
with L the number of lattice sites and φj , pij conjugate
variables satisfying the commutation relation
[φj , pi`] = i~˜δj,` . (3.2)
By means of this algorithm it was verified that the transi-
tion described by the Hamiltonian (3.1) is in theD = 1+1
Ising universality class9,18.
In the algorithm, we adopt a local space truncation
approach that first appeared in Ref. 19. In this ap-
proach, we define a related single-particle quantum prob-
lem for the local Hamiltonian and find its d¯ lowest-
energy eigenfunctions |ψq〉, which then form a local basis
6{|ψq〉}q=1,...,d¯ for the many-body problem. In order to
keep track of the error generated by truncating the ba-
sis, we perform several trials of the same problem for
various values of d¯ = 2 . . . 100, and check convergence of
the outcomes. Furthermore, we keep track of the pop-
ulations of the local basis levels on each site and verify
that the occupation probabilities in the one-site reduced
density matrix decrease exponentially with the level in-
dex q. Via a standard DMRG procedure16 we search
for the ground state of the Hamiltonian (3.1), expressed
in the local basis, for finite system size L with Open
Boundary Conditions (OBC). The latter choice is due to
a natural aptitude of DMRG towards OBC: in this sce-
nario it converges faster, and has enhanced precision and
stability. In the various simulation runs that we consid-
ered, we found that a local basis dimension d¯ = 30 and
a DMRG bondlink D¯ = 50 were sufficient to guarantee
convergence of the results within our precision threshold
(typically 10−10).
In order to determine the transition line, we compute
the ground state for a set of points (~˜, ε). This is per-
formed for a variety of system sizes L, typically pushing
up to L = 3000 sites. For each simulation, we obtain the
order parameter 〈φ〉L(~˜, ε) using a procedure outlined in
Ref. 9. Finally, we extrapolate to the thermodynamic
limit 〈φ〉∞ = limL→∞〈φ〉L using finite size scaling and
discriminate whether its value is zero or not, allowing us
to determine the phase boundary. The order parameter is
typically a very smooth function of the size, and we find
the procedure of locating the transition to be robust. The
error bars were fixed conservatively, and are dominated
by the limitations in determining the vanishing point of
the order parameter.
The value εc(~˜) at which the phase transition occurs
has been located for several ~˜ in the range 10−5 ≤ ~˜ ≤
0.2. The results are shown in Fig. 3. A critical curve
separates the ordered phase (white area), from the dis-
ordered phase (grey area). As expected, as ~˜ increases,
the magnitude of quantum fluctuations increases as well,
and as a result the order is destroyed. Hence, εc(~˜) is
a monotonically increasing function of ~˜. Within a very
narrow range ~˜ ∈ [10−5, 3× 10−4], the data can be fit to
a power law
εc ∼ |~˜|ζ , (3.3)
as shown by the dashed violet line. The fitted exponent
ζ = 0.97 ± 0.05 is consistent with the naive scaling in
Eq. (2.10). However, an excellent fit to a much wider
range ~˜ ∈ [10−5, 0.2] is obtained by fitting to Eq. (2.40)
(solid orange curve). Note that the fit involves only one
free parameter, ~˜∗, which is found to be ~˜∗ ≈ 0.07. As
a consistency check of the formalism, one can verify that
the value of g~∗ ≈ 0.4 is sufficiently small for the lin-
earized RG equations, Eqs. (2.33) and (2.34), to be jus-
tified, assuming Λ ≈ pi.
10-4
10-3
10-2
10-1
100
101
10-5 10-4 10-3 10-2 10-1
ε
~˜
〈φ〉 6= 0
〈φ〉 = 0
FIG. 3. (color online) Phase diagram in the (~˜, ε) parameter
space for g ' 6.027. The black dots are the critical points
εc(~˜) calculated via DMRG. The solid orange curve is a fit
to Eq. (2.40) with | ln ~˜∗| = 2.632± 0.008. The dashed violet
curve is a power-law fit to Eq. (3.3) restricted to data in the
interval [10−5, 3×10−4], with fitted exponent ζ = 0.97±0.05.
IV. DISCUSSION
We have shown that the crossover from classical to
quantum phase transitions, described by a φ4 model, can
be studied using Wilson’s renormalization group around
the fixed point of mean-field theory. This results in the
prediction of the transition line at weak quantum fluc-
tuations, ~ → 0, which contains a universal feature that
can be calculated even for dimensions well below 4. In
particular, for D = 2 (corresponding to one space dimen-
sion) we derive an expression relating the transition point
εc to the effective strength of the quantum fluctuations ~˜
[Eq. (2.40)] which is asymptotically exact in the limit of
small ~˜. This analytical prediction is confirmed over four
orders of magnitude by a DMRG numerical calculation.
A physical problem described by this theory is the
structural transition of repulsively interacting particles
from a linear chain to a zigzag structure. Examples
include electrons in nanowires20,21, ultracold dipolar
gases in elongated traps18,23–25, vortex lines in Bose-
Einstein condensates18,26,27, and ion Coulomb crystals
in traps10,11,14,18,28,29. These different physical systems
correspond to different strengths of the potential energy
UP relative to quantum fluctuations provided by the ki-
netic energy UK , and thus to different values of ~˜ [Eq.
(1.1)]. In particular, due to the large particle mass and
the strong repulsive Coulomb interaction, ion Coulomb
crystals are characterized by values ~˜  1, namely, the
effect of quantum fluctuations is typically very small.
The transition they undergo from a linear to a zigzag
structure can thus be a setting for experimentally char-
acterizing the crossover from classical to quantum phase
7transitions. Here, ~˜ is tuned by the linear inter-particle
distance a, the ion mass m, and its charge Q by deter-
mining the kinetic energy UK = ~2/(2ma2) and the po-
tential energy UP = Q
2/a. The transition from a linear
to a zigzag structure can be tuned by continuously vary-
ing either the ion density (1/a) or the frequency of the
transverse harmonic trap νt, which dictate the parameter
ε in Eq. (1.3) via8,11
ε =
ma2(ν2c − ν2t )
UP
(4.1)
with ν2c =
7
2
Q2
ma3 ζ(3). In this system, the determination
of the transition point εc could be performed by means
of Bragg spectroscopy; estimates of the experimental pa-
rameter regimes can be found in Ref. 11.
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