Interfaz de control para un robot manipulador mediante realidad virtual by Peña-Tapia, Elena et al.
INTERFAZ DE CONTROL PARA UN ROBOT
MANIPULADOR MEDIANTE REALIDAD VIRTUAL
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Resumen
Las tecnoloǵıas inmersivas como la Realidad Vir-
tual tienen potencial para mejorar la teleoperación
de los robots. Estas tecnoloǵıas transportan al op-
erador al espacio de trabajo, le proporcionan in-
formación sobre la misión y le permiten comandar
los robots de manera intuitiva. En este trabajo se
ha integrado un robot manipulador Kinova Jaco2
en un entorno de realidad virtual visualizado con
las gafas de realidad virtual HTC Vive. La in-
terfaz permite tanto la monitorización del brazo
robótico (estado de las articulaciones, localización
del efector, acciones sobre su entorno...) como el
comandado del mismo (mediante el env́ıo de metas
al efector). Además, el trabajo aborda con éxito
la conexión entre el mundo de los robots, dom-
inado por Robot Operating System (ROS), y el
mundo de la realidad virtual, recreado mediante
Unity y Steam VR. Las primeras pruebas con op-
eradores muestran el potencial de esta interfaz: la
transmisión de información espacial, el sistema
de comandado intuitivo y la operación en condi-
ciones de seguridad. En trabajos futuros se abor-
dará la integración de información sobre el en-
torno obtenida mediante cámaras 3D, aśı como la
visualización de las trayectorias del robot manip-
ulador hacia sus metas.




En los últimos años las misiones robóticas han ex-
perimentado un gran desarrollo y se han aplicado
en múltiples campos como la protección de in-
fraestructuras [4], monitorización ambiental [11],
etc. Estas misiones presentan dificultades ligadas
a la utilización de múltiples robots, la realización
de tareas complejas o el despliegue en escenarios
desestructurados.
Algunos de los problemas de factores humanos en
las misiones robóticas son el exceso de carga de
trabajo, la falta de conciencia de situación, un in-
adecuado nivel de estrés que pueda dar lugar a
estados de ansiedad o aburrimiento y una falta o
exceso de confianza en la automatización. Estos
problemas pueden provocar que las decisiones del
operador sean incorrectas y sus acciones de con-
trol provoquen desde pérdidas de eficiencia hasta
accidentes con los robots.
Estos retos pueden ser abordados mediante el de-
sarrollo de interfaces que asuman algunas fun-
ciones del operador, transmitan la información
adecuada de la forma adecuada, mantengan su
atención durante la misión y favorezcan la toma
de decisiones. En particular, estas interfaces ex-
ploran posibilidades como las interacciones mul-
timodales, las tecnoloǵıas inmersivas, los compo-
nentes predictivos y los paneles adaptativos.
En este trabajo se ha desarrollado una interfaz me-
diante realidad virtual para la monitorización y el
control de un robot manipulador. Esta interfaz
emplea tecnoloǵıas inmersivas (realidad virtual)
para introducir al operador en el entorno de tra-
bajo y mejorar su percepción sobre las acciones del
robot, aśı como interacciones multimodales (man-
dos con vibración) para reforzar la información vi-
sual y facilitar el comandado del robot.
El resto de esta comunicación está organizada de
la siguiente manera: La sección 2 recopila algunos
desarrollos actuales de interfaces inmersivas para
misiones robóticas. La sección 3 presenta el sis-
tema formado por el robot manipulador y la in-
terfaz en realidad virtual. La sección 4 describe el
robot manipulador, aśı como su sistema de plan-
ificación y control de trayectorias. La sección 5
describe la interfaz de realidad virtual y aborda
tanto la visualización de la información como la
generación de los comandos. Por último, la sección
6 resume los principales resultados del trabajo y
las posibles continuaciones del mismo.
2 ESTADO DEL ARTE
Las interfaces de operador para robots deben in-
tegrar estas informaciones [1]: las medidas de los
sensores de los robots, los comandos enviados a los
robots, el estado actual de los robots (por ejemplo,
el nivel de bateŕıa), el estado actual de las tareas
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(por ejemplo, el porcentaje de realización) y los
mapas necesarios para la navegación.
El rendimiento de estas interfaces puede verse
afectado por los problemas que se presentan en la
tabla 1. Factores como la limitación del campo vi-
sual, la pérdida de la orientación o la degradación
de la percepción de la profundidad han de tenerse
en cuenta en su diseño. El desarrollo de interfaces
inmersivas es una de las estrategias más promete-
doras para abordar estos problemas.
Tabla 1: Problemas en la teleoperación.
Problema Posible solución
Limitación del Inmersión
campo visual Múltiples cámaras
Desorientación Mapas





A d́ıa de hoy existen tres tipos de tecnoloǵıas in-
mersivas: la realidad aumentada (RA), la realidad
virtual (RV) y la realidad mixta (RM).
La realidad aumentada superpone elementos vir-
tuales sobre los v́ıdeos de los robots. Estos elemen-
tos virtuales pueden incluir mapas, elevación del
terreno, obstáculos, rutas de los robots, posiciones
de los objetivos y otros datos relevantes. La liter-
atura contiene ejemplos de interfaces de realidad
aumentada para robots manipuladores [5], robots
quirúrgicos [15] y flotas con múltiples robots [6].
La realidad virtual recrea escenarios combinando
representaciones de elementos reales (por ejemplo,
robots y obstáculos) y elementos virtuales (por
ejemplo, rutas y objetivos). En la literatura se
pueden encontrar desarrollos de interfaces de re-
alidad virtual para robots móviles [9] y manip-
uladores industriales [10]. Algunos estudios em-
piezan a demostrar el potencial de estas inter-
faces para mejorar la conciencia de la situación
de los operadores sin incrementar sustancialmente
su carga de trabajo [12].
Por último, la realidad mixta combina aumentada
y virtual, generando escenarios en los que los oper-
adores pueden interactuar con objetos tanto reales
como virtuales. Esta tecnoloǵıa es reciente y ape-
nas se ha implementado en interfaces, pero ex-
iste algún desarrollo para robots industriales [3] y
móviles [7].
Figura 2: Brazo robótico Jaco2 de Kinova.
3 DESCRIPCIÓN DEL SISTEMA
La integración del robot manipulador en la real-
idad virtual requiere la conexión entre el mundo
real y el mundo virtual, tal y como se muestra en
la figura 1. El mundo real (descrito en la sección
4) está formado por el robot manipulador y su es-
pacio de trabajo y está dominado por Robot Op-
erating System (ROS), dado que este sistema se
emplea tanto para la planificación como para el
control de este robot. Por su parte, el mundo vir-
tual (descrito en la sección 5) contiene la interfaz
de operador y está controlado por Unity y Steam
VR, ya que estas herramientas son utilizadas para
la reproducción y la visualización de la realidad
virtual.
4 ROBOT MANIPULADOR
Para el desarrollo de este trabajo se ha utilizado
un robot manipulador Jaco2 fabricado por Kinova
Robotics. Se trata de un brazo robótico de seis
grados de libertad que incluye un efector final for-
mado por tres dedos plásticos flexibles. Soporta
una carga de pago de 1,6 kg y consigue un alcance
de 900 mm. Este brazo permite también realizar
control de fuerza, haciendo que sea seguro para
trabajar de forma colaborativa con personas. El
robot manipulador formado por el brazo y su efec-
tor pueden observarse en la figura 2.
El control del robot se realiza a través de una
conexión USB o Ethernet entre un ordenador, en
el que se ejecuta la planificación de trayectorias y
demás tareas de alto nivel, y un controlador em-
bebido en el brazo, en el que se ejecuta el control
de las articulaciones y, en caso de ser necesaria, la
cinemática inversa.
La planificación de los movimientos del brazo uti-
liza como herramienta principal la Open Motion
Planning Library(OMPL) [13], que es una libreŕıa
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Figura 1: Esquema del sistema formado por el robot manipulador y la realidad virtual.
de código abierto que implementa varios algorit-
mos de planificación basados en muestreo: algunos
ejemplos son PRM, RRT, EST, SBL, KPIECE
y SyCLOP. Esta libreŕıa está integrada en el
software de manipulación móvil MoveIt! , que
provee funcionalidades cinemáticas como la com-
probación de colisiones, la percepción 3D y otras
herramientas.
Para los experimentos realizados, se utilizó el plan-
ificador RRT-connect [8]. Primero, este planifi-
cador obtiene un estado aleatorio qr en el espacio
articular. Luego busca entre los estados previa-
mente observados el más cercano a qr y lo denota
como qc. Finalmente expande el árbol, teniendo
en cuenta las capacidades cinemáticas del robot,
desde el estado qc en dirección a qr hasta llegar a
un estado válido qm, el cual es añadido al árbol de
exploración. La figura 3 muestra un caso de uso
de esta herramienta en el que el robot manipu-
lador alcanza las metas enviadas desde la realidad
virtual.
La configuración del robot en MoveIt! se real-
iza mediante un fichero Unified Robot Descrip-
tion Format (URDF), que utiliza un formato XML
para representar el modelo del robot, sus sensores
y la escena en la que se encuentra. El modelo uti-
lizado parte de un fichero básico proporcionado
por el fabricante, al cual se agrega la descripción
de la escena y los sensores adicionales que se uti-
lizan. A partir de este modelo URDF, MoveIt! ob-
tiene la información necesaria para el verificador
de colisiones y los demás elementos necesarios para
la planificación del movimiento.
Una vez realizada la configuración inicial, MoveIt!
se comunica con el driver del robot para obtener la
posición de cada articulación y demás parámetros
necesarios para conocer es estado actual del robot.
La configuración final o la posición del robot puede
ser enviada a MoveIt! mediante una interfaz de
control o a través de un mensaje de ROS. Una
vez recibida la meta, se realiza la planificación y
se obtiene la trayectoria de cada articulación, que
es enviada de vuelta al driver del robot, que se
encarga de comunicarse con el brazo y controlar
los movimientos del mismo.
Para poder controlar el manipulador desde la in-
terfaz de realidad virtual es necesario establecer
una comunicación bidireccional entre el entorno
Unity y los componentes de software del robot, los
cuales trabajan bajo ROS. Para esto se utiliza el
componente RosBridge 1, que permite comunicar
nodos de ROS con programas externos, convir-
tiendo los mensajes estándar de ROS en mensajes
JSON, que pueden ser enviados a través de una in-
terfaz web. RosBridge establece un protocolo para
el establecimiento de las comunicaciones, es decir,
para subscribirse o publicar en un tópico de ROS.
Además, este paquete posee una implementación
que permite el env́ıo de mensajes utilizando web-
sockets.
Como se mencionó anteriormente, la comunicación
entre RosBridge y Unity es bidireccional. Ros-
Bridge recibe de Unity los mensajes de control,
formados por comandos de movimiento y otras
señales que controlan la ejecución de la misión.
Por otra parte, RosBridge env́ıa de vuelta el es-
tado del robot, que consiste en la posición de
cada una de las articulaciones, y en caso de estar
disponibles, las medidas de los sensores y cualquier
otra información que permita al operador tener un
conocimiento adecuado de la situación.
La figura 4 muestra un esquema general de las
comunicaciones entre el robot y Unity. Como
se puede observar, una vez recibidos los coman-
dos desde RosBridge, un nodo intermedio se en-
carga de procesarlos y convertirlos en mensajes
que puedes ser interpretados como órdenes de con-
1http://wiki.ros.org/rosbridge suite
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Figura 3: Planificación de los movimientos del robot manipulador.
trol válidas para MoveIt!, este nodo env́ıa también
las señales necesarias para iniciar, detener o reini-
ciar el movimiento del brazo. MoveIt! procesa es-
tos mensajes, realiza la planificación de movimien-
tos y env́ıa las trayectorias articulares al contro-
lador del robot. Este último se encarga de la co-
municación con el controlador embebido del robot
y env́ıa de vuelta mensajes con el estado de las
articulaciones. RosBridge env́ıa este mensaje di-
rectamente a Unity, donde se procesa para ser pre-
sentado al operador.
5 REALIDAD VIRTUAL
Para el desarrollo de la interfaz por realidad vir-
tual se ha utilizado el entorno Unity y para su
visualización se han empleado las gafas de reali-
dad virtual HTC Vive y el programa Steam VR.
Unity es un entorno de desarrollo de videojuegos
que proporciona multitud de recursos como esce-
narios realistas, modelos dinámicos y cinemáticos,
personajes con inteligencia artificial, etc. El con-
junto HTC Vive incluye un casco con gafas de
realidad virtual y auriculares, dos controladores
con botones y vibración y dos estaciones base para
posicionar estos elementos en la habitación. Por
último, Steam VR es un complemento para Unity
necesario para compilar y ejecutar los programas
en la realidad virtual.
El modelo del robot se ha introducido en Unity
descompuesto en ocho eslabones: base, hombro,
brazo, antebrazo, muñeca 1, muñeca 2, mano y de-
dos. Cada eslabón se ha implementado mediante
dos objetos: uno para ensamblarlo con el anterior
con la posición y la orientación adecuadas y otro
para permitir el movimiento de su articulación.
El resultado es un robot virtual con posiciones y
movimientos que coinciden con los del robot real.
Además, se han diseñado dos escenarios para el
robot manipulador: uno para pruebas en el que el
robot virtual se encuentra en un escenario vaćıo y
otro para demostraciones que reproduce el labora-
torio del robot real. La herramienta Unity y, sobre
todo, la amplia gama de recursos disponibles en
internet permite el modelado de todo tipo de esce-
narios interiores o exteriores: por ejemplo, casas,
oficinas, industrias, cultivos, bosques...
Para el comandado del manipulador se plantearon
varios sistemas intuitivos y finalmente se optó por
una esfera con tres ejes. La esfera representa
la posición que tiene que alcanzar el efector del
robot, mientras que los tres ejes definen la ori-
entación que debe adquirir el mismo. Cuando
la esfera está en el efector, el robot permanece
en reposo. En cualquier momento, el operador
puede agarrar la esfera, desplazarla por la escena
y soltarla en otra localización. Cuando el oper-
ador suelta la esfera, el robot se desplaza hasta
esta localización.
Además, se ha introducido un sistema de tele-
transporte que permite al operador escoger el
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Figura 4: Esquema de comunicaciones del robot con el entorno Unity.
punto de vista desde el que observar la escena
y comandar el robot. Para teletransportarse, el
usuario sólo tiene que presionar un botón en el
mando y dirigir la parábola hacia el punto deseado
del suelo (ver figura 5). Este sistema es especial-
mente útil para tener una visión adecuada de las
tareas de manipulación y enviar las metas del efec-
tor de forma precisa.
En el comandado del manipulador intervienen var-
ios scripts. El primero de ellos (Interactable)
se desarrolló tomando como base un ejemplo de
Steam VR y controla los movimientos de la esfera
de comandado, permitiendo al usuario cogerla,
desplazarla y soltarla. El resto de los scripts
pertenecen a la libreŕıa ROSBridgeLib [2] y han
sido adaptados para trabajar con los mensajes que
emplea el robot manipulador.
El script RealSenseViewer establece la comuni-
cación por socket con el paquete RosBridge y crea
los suscriptores y publicadores pertinentes. En
este caso, el programa desarrollado en Unity se
suscribe a un mensaje con las posiciones de las
articulaciones (sensor msgs/JointState) y publica
otro mensaje con las metas para el efector (geom-
etry msgs/Pose).
Cada mensaje que se desee intercambiar entre
Unity y ROS se debe implementar mediante dos
scripts. El primero tiene que definir la estructura
del mensaje, proporcionar constructores a partir
de un JSONNode (mensaje recibido por el socket)
y de cada una de las variables del mensaje y pro-
porcionar métodos para acceder a dichas variables.
El segundo se ocupa de establecer el tipo de men-
saje y el tópico en el que se debe recibir.
6 RESULTADOS Y
CONCLUSIONES
Los resultados de las primeras pruebas con op-
eradores indican que la interfaz aporta beneficios
relacionados con el conocimiento de la situación y
el comandado intuitivo del robot. Los operadores
valoran positivamente la libertad para elegir el
punto de vista desde el que observan el robot, aśı
como la facilidad de comandar el robot moviendo
la meta de su efector.
En trabajos futuros se reforzará la información vi-
sual del robot y su entorno, mostrando el espacio
de trabajo, la manipulabilidad y las trayectorias
planificadas. Además, se prevé el desarrollo de un
método de comandado directo que permita modi-
ficar modificar una a una las orientaciones de las
articulaciones. Por último, se estudiará el mode-
lado automático del entorno del robot, empleando
cámaras 3D y mostrando las nubes de puntos.
Agradecimientos
La investigación que ha llevado a estos resultados
ha recibido fondos de los proyectos RoboCity2030-
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