I. INTRODUCTION
T HE STANDARD approach to torque/speed/position control of an induction motor has been the method of fieldoriented control [11] . In this approach, the dynamic equations of the induction motor are written in terms of a coordinate system that rotates with the rotor flux "vector." Rewriting the system equations in terms of these new coordinates, one observes that, by holding the magnitude of the flux constant, there is a linear relationship between a control variable and the speed, thus making the speed/position control design straightforward. The requirement that the flux be held constant has been eliminated by the use of the so-called input-output linearization controller [2] , [10] , [13] or by a sliding mode controller [17] . The input-output linearization controller can be viewed as a modification to field-oriented control where the field-oriented coordinates are transformed to a new coordinate system in which, upon using state feedback, it is straightforward to decouple the speed dynamics from the flux dynamics [2] . Experimental results have been reported that demonstrate the increase in performance attained using this methodology. For example, Kim et al. [9] presented experimental results showing that speed regulation could be maintained while the flux was varied to minimize power usage. In [2] , experimental results were presented to show that highperformance motion (servo) control of an induction motor can be achieved. These results would not have been achievable with the standard field-oriented controller.
The field-oriented and input-output linearization control algorithms are model-based, specifically, on a model of the induction motor where the magnetic material in the machine is assumed to be linear [11] . It is well-known that, as the currents in the machine increase, the iron making up the flux paths will begin to saturate. This is turn prevents the machine from achieving the torque levels predicted by a linear magnetic model. As a result, it is quite desirable to have a dynamic model of the induction motor which includes magnetic saturation from which the control design can be based. However, the modeling of saturation is by no means obvious and is still an active area of research. Recent progress in this area has been reported in [8] , [14] , and [20] - [22] . In [20] and [21] , a unique approach to modeling saturation is taken where a -model of the magnetic circuit is used rather than the standard -model. However, the determination of the saturation curves for this model requires measurements of the rotor currents which is not available on squirrel cage induction machines. In [14] , saturation is modeled using an air gap length that varies as a function of both position and level of air gap flux as well as by the addition of some fictitious windings in order to generate the third harmonic components. Experimental results are given showing the model predicts spatial saturation effects with good accuracy. However, this model is somewhat complex which in turn makes the resulting nonlinear input-output linearization controller complex.
Here we continue our investigation into the effects of saturation (see [3] and [4] ) where a model of saturation is taken from Heinemann and Leonhard [8] . This model uses a simple nonlinearity that manages to capture the main effects of magnetic saturation. Using this saturation model, we modify our previous approaches to both input-output control [2] and to the determination of optimal flux references [1] , [5] to show experimentally that high-performance control can still be achieved. Specifically, the optimal flux reference is the flux required to achieve the optimal torque (maximum positive for acceleration/motoring or minimum negative for deceleration/generating) at any given speed without violating voltage or current constraints.
Experimental results are given to demonstrate the input-output controller's effectiveness in providing the tracking of a given position and speed trajectory while simultaneously tracking the optimal flux reference. The set of experiments are fast point-to-point moves with an inertial load. This paper is organized as follows: A saturation model along with a corresponding input-output controller is presented in Section II. Our approach to determining the flux reference which optimizes the torque at any given speed using this saturation model is presented in Section III. (This is done by modifying the results in [1] and [5] to account for saturation.) Experimental results of controlling a 1 Hp induction motor in saturation are reported in Section IV. Finally, the paper ends with some conclusions in Section V. An Appendix summarizing the experimental methodology to determine the saturation curve is given in Section VI.
II. MATHEMATICAL MODEL OF THE INDUCTION MOTOR
The induction machine under consideration is a balanced three-phase motor with a squirrel cage rotor. The field-oriented model of a three-phase pole-pair induction motor, assuming linear magnetics, is given by [2] , [11] , and [13] (1) where is the rotor speed, is the rotor flux magnitude, is the rotor flux angle, is the direct current, and is the quadrature current. Further is the stator phase resistance, is the stator phase inductance, is the rotor phase resistance, is the rotor phase inductance, is the coefficient of mutual inductance, is the rotor moment of inertia, is the load-torque, is the leakage factor, is the rotor time constant, , is the number of pole-pairs, , , is the number of phases, and . A standard approach for simplifying the dynamics (1) for the design of the position and speed control loops is to use inner proportional plus integral (PI) current loops to achieve current-command. That is, choose the inputs as where and are the reference (desired) currents for and , respectively. Proper choice of the gains (specifically, high-gain feedback) results in and fast enough that the current dynamics can be ignored [2] , [12] . That is, the system (1) can then be replaced (approximated) by the following reduced-order model: (2) where , are now the inputs. These two inputs are then used to control and . Simply using feedback to define new inputs by , , results in a linear system from the inputs , to the outputs , . That is, input-output linearization has been achieved with the boundedness of (i.e., the zero-dynamics) guaranteed as it is restricted between 0 and 2 . Although the angle is not controlled, it must be estimated to implement thetransformation. The flux must also be estimated for use in the feedback controller.
The model (1) of the induction motor is derived assuming a linear magnetic model [11] for the iron, i.e., no saturation. To go back to a "first-principles" derivation as in [11] and modify it to include a saturation model of the iron would lead to a complicated model with questionable usefulness as far as the control design (see, e.g., [16] where the machine is decomposed in flux tubes or paths). This has led researchers to instead just add on (in a somewhat ad hoc manner) a model of magnetic saturation to the existing models (1) (see, e.g., [8] , [14] , [20] , and [21] ). Here, the following model proposed by Heinemann and Leonhard [8] is chosen: (3) where , are at their nominal (below saturation) values. In steady state, it follows that , which is just the saturation curve for the machine and is given in Fig. 2 . If saturation is not present, then , so that (3) reduces to the linear case. It is important that any model for saturation lend itself to direct laboratory measurements to determine the model. The methodology to determine the saturation curve given in Fig. 2 is given in the Appendix.
The reduced-order -saturation model is then (4) As in [2] , the inputs are chosen as (5) where , , is the reference trajectory. An estimator for and is defined by (6) where i.e., these currents are estimates as is an estimate. A speed observer given by
For simplicity of notation, we now drop the " " on and , i.e., , . A block diagram of this control scheme can be found in Fig. 1 . We do point out at this juncture that we are basing this design assuming that the estimates , , can be replaced by their actual values. A rigorous proof of this is not yet available.
III. OPTIMAL FLUX REFERENCE
The input-output linearization controller (5) decouples the flux control from the speed control so that both an arbitrary speed reference and an arbitrary flux reference can be simultaneously tracked. However, in practice, the references cannot be completely arbitrary since they must not lead to the system violating the voltage or current constraints. Typically, the mechanical reference trajectory , , is chosen on the basis of a particular task to be accomplished. As the input-output controller allows the simultaneous tracking of a flux reference
, there is then an extra degree of freedom for the design. A natural question is how to use this extra degree of freedom, i.e., how to choose the flux reference . As our interest is in high-performance motion control, the goal here is to choose so as to maximize the torque without violating the voltage and current constraints.
Previous work in the area of flux selection includes [18] , [23] , and [25] . The work [18] addresses the problem of torque maximization. Unfortunately, details omitted in the paper (e.g., the saturation model, current limits) as well as a lack of experimental results make a comparison difficult. In contrast to [18] , this work takes into account both voltage and current limits as well as presenting experimental results. The flux reference problem for obtaining maximum torque has also been addressed in [25] . Only positive torque production was considered and the problem was addressed by analyzing approximate equivalent circuits corresponding to three regions of operation referred to as constant torque (low-speed), constant power (midrange speed), and torque breakdown (high-speed). In contrast, this paper considers the optimization of both positive and negative torque production with bounded constraints on both current and voltage. This formulation leads naturally to three regions of operation in which the motor is at either the current constraint, the voltage constraint or at both simultaneously. As in [25] , our formulation shows that during motoring (positive torque), the standard flux reference can achieve nearly optimal torque capability over the entire speed range. However, it is shown here that there is a significant difference in the case when the machine is generating (negative torque). Specifically, at higher speeds, the optimal flux reference results in significantly larger (in magnitude) torques than when using the standard flux reference. In [23] , a method of generating large transient torques was presented. The procedure involves putting the available current into the direct axis to build up the rotor flux and then rapidly switching the available current from the direct axis to the quadrature axis to produce a large torque. This is possible for only short periods of time determined by the rotor time constant (i.e., before the rotor flux decays). Though this might have applicability to the starting of a traction drive with large static friction to overcome, it appears to have little relevance to motion control type applications considered here. Further, although saturation was considered in [23] , voltage limits were not addressed. Another criteria that has been considered for choosing the flux reference is the minimization of the required input power. In [9] , this was accomplished by measuring the input power and changing the flux so as to minimize this power.
In the -coordinate system, the electromagnetic torque produced by the motor is given by . In the case where the motor is assumed to have linear magnetics, the determination of the flux reference which optimizes the torque can be found in [1] , [3] , and [5] . Here, the extension of this problem to the case where magnetic saturation of the main flux path occurs is considered. To do so, consider the system in steady state 1 so that and model the saturation of the inductances (cf. [22, p. 269 
where , are the leakage parameters as defined in Leonhard [11] . In this formulation [22] , saturation in the leakage parameters is neglected so that is constant. The main effect of saturation on the system dynamics is accounted for by the saturation in . The saturation of the leakage parameters are a secondary effect [22] . With these definitions, the third and fourth equations of (1) describing the currents in steady state are then (8) The identification procedure [19] used to determine the motor parameters (linear magnetics) requires setting , that is, and with . Doing this and making the substitutions and (note that these constants are independent of saturation) into (8), the optimal flux reference problem with saturation reduces to the following.
Maximize (for acceleration/motoring) or minimize (for deceleration/generating) the torque (9) subject to the two equality constraints (10) and the two inequality constraints (11) 1 In order to obtain a numerically tractable solution, the optimization is solved in steady state (constant speed) as in [5] . On the other hand, if the problem had been formulated without such an assumption, it would not only be trajectory dependent but it would be numerically difficult to solve this two-point boundary value optimal control problem.
This formulation reduces to that of [1] and [5] if with constant. As in most optimization problems, it often difficult to find an analytical solution. There exist several software packages (e.g., [7] ) to solve such problems numerically. While they will often find some solution, it may be a local minimum (or maximum) instead of a global minimum (or maximum). The solution the algorithm converges to is often influenced by the choice of initial conditions. The optimization problem (9)-(11) was initially attacked using MATLAB's optimization toolbox [7] . However, it was found to give different answers depending on how the algorithm was initialized. That is, it sometimes only found a local optimal solution rather than the global optimal solution. As a result, it was necessary to develop a specific approach for the problem (9)- (11) that guarantees the global maximum or global minimum.
The approach used is based on the one developed by the authors in [1] and [5] involving a model with linear magnetics. The problem is broken down into three different cases involving only equality constraints. Specifically, for any given fixed speed : 1) Optimize subject to . 2) Optimize subject to . 3) Optimize subject to and . In other words, at the optimal torque (maximum for acceleration/motoring and minimum for deceleration/generating), the motor is either at the current constraint, the voltage constraint or both. While these cases are similar to those formulated for linear magnetics case (see [5] ), the manner in which they are solved is quite different. With a linear magnetics model, the solution was ultimately found by solving for the roots of polynomials and determining the solution which maximized or minimized the torque without violating the constraints. However, with saturation, the extraction of the solution requires more effort. The procedure here [15] results in a tractable numerical solution. Whereas an optimization routine guarantees only a local minimum or local maximum, the algorithm described in [15] guarantees that the optimal solution is found.
A. Case I-Bounded Current
In this case, the system is assumed to be at the current constraint, that is, with the corresponding voltages satisfying . Solving for results in where positive is used for motoring and negative for generating. Substituting into (9) gives the torque as a function of as . It is easy to see that has a unique solution for which is easily found by setting resulting in and where the superscript denotes that this is the solution for the system at the current constraint. This solution must be checked to ensure that the corresponding voltages required to produce the currents do not violate the constraint . The condition is checked by substituting for the given motor speed into the steady-state equations (10) for the currents and , that is, computing (12) and checking that the voltage constraint is satisfied. Doing so, results in
As long as (13) is satisfied, the currents will produce maximum torque. The speed at which (13) is violated is straightforwardly found by making (13) an equality and solving for . With (motoring), it is easy to see that there is exactly one positive root and with (generating) there is also exactly one positive root . In summary, for , the voltage constraints are satisfied so that the maximum torque (motoring/acceleration) is achieved with , . On the other hand, for , the minimum torque (generating/deceleration) is achieved with ,
. The corresponding optimal torque is denoted as .
B. Case II-Bounded Voltage
The second case involves the problem of optimizing the torque, subject to the constraint assuming that holds. That is, for any given speed , one optimizes the torque subject to (14) To find the pair that solves (14) and optimizes the torque without violating the current constraint, set to eliminate in (14) to get or (15) with the obvious definitions for , , . Implicitly differentiating with respect to , and setting gives a second independent equation (16) For any given speed , and with , (15) and (16) are two polynomial equations in the two unknowns and . This problem can now be solved with the theory of resultants (see [6, pp. 580-583] ) by letting
With the speed fixed, the resultant of and with respect to is a polynomial of 28th order in . It is well known that solving such high-order polynomials numerically can lead to incorrect answers. In fact, this polynomial was solved at with the roots command in MATLAB [7] and with the Solve command in Mathematica [24] . The solutions in each case were quite different with the Mathematica solutions found to be much closer to the true answers. Due to this issue of numerical uncertainty, an alternative approach was taken.
The solution was found using a numerical search algorithm that simply searched through the specified range of currents to determine the one which optimizes the torque. Specifically, this was done by first specifying the speed and then increasing in 0.01 A increments from zero to . For each in this range, (14) was solved for and the torque computed from . This results in four values of torque since, for each , (14) has four solutions. The maximum torque for each value of was stored. The value of was then incremented and the procedure repeated resulting in a torque curve as a function of . Finally, a search was done to find the that maximizes the torque. This procedure was carried out for the entire speed range.
Although this case is computationally intensive, the search for and can be narrowed down to help reduce the computational effort. First, the maximum torque for speeds below and will result in case I (bounded current). Consequently, instead of letting range from zero to , the range becomes either or depending on whether, respectively, motoring or generating torque is sought. Second, can be no larger than given in Case I. This allows the initial search for to be from instead of . Furthermore, the fact that must decrease (and consequently so must ) as increases (field-weakening) can be used to decrease the search even more. That is, the search on is reduced from to where is the value of at the previous (lesser) speed. The solution in this case is denoted as ( where the superscript refers to the bounded-voltage case and the resulting torque is denoted as .
C. Case III-Bounded Voltage and Bounded Current
Last, the case of optimizing the torque when both the voltage and current constraints are in effect is considered. That is, optimize the torque subject to the equality constraints Substitution of into the second constraint reduces the problem to two equations in the two unknowns . This is then reduced to a single equation in by solving the first constraint for and substituting this into the second constraint. The resulting expression can then be rearranged to be of the form (17) Next, substituting the piecewise linear representation for , i.e., , makes and polynomials in and squaring (17) removes the radical sign resulting in (18) which turns out to be an eighth-order polynomial in . As the saturation curve has six piecewise linear segments, there are six of these eighth-order polynomial that must be solved at each speed. The solutions to each eighth-order polynomial are first checked that they lie in the appropriate segment and, if so, the corresponding torque is computed. This is done for all six polynomials with the optimum found by simply determining the maximum or minimum (depending on whether the machine is motoring or generating, respectively) torque among the finite set ( 48) of candidates. Note that the solution to (18) need be found only for for the maximum torque and for the minimum torque. The solutions for this case are denoted as , with corresponding torque denoted .
D. Determining the Maximum Torque and the Optimal Flux Reference
Using , , and from Sections III-A-C, the optimal torque, , can be found for the speed range by finding the maximum or minimum of at each speed . In pseudocode this becomes the following. These plots show that for most of the speed range, the maximum torque is higher with linear magnetics. Surprisingly, as seen in Fig. 3 for the speed range and in Fig. 4 for the speed range the torque is actually slightly higher with saturation. The point that one must keep in mind is that the induction motor with the linear magnetics model must still not violate the current or voltage constraints. So, although such a motor with linear magnetics can produce much higher flux for a given direct current , the higher flux would lead to a much higher "back emf" requiring much more source voltage. On the other hand, if the direct current is lowered in the machine with linear magnetics say to produce the same flux as the saturated machine [i. a result of the algorithm switching from the direct current of Case II to the direct current of Case III (a bifurcation in the solution). While this curve for is discontinuous, the resulting torque curve, Fig. 4 , is continuous. Fig. 7 is the quadrature current . Again, note the discontinuity of for the generating case as seen in Fig. 7 . The optimal flux reference trajectory is found as in [1] and [5] , with the exception that saturation is now included. That is, , the optimal flux reference is defined as the solution to (19) where A plot of the flux reference for a move in which the motor was accelerated to a speed of 170 rad/s and back down to zero is the dashed curve in Fig. 9 .
IV. EXPERIMENTAL RESULTS

A. Experimental Setup and Reference Trajectory
The experimental setup used in this work consisted of a three-phase six-pole 1-Hp squirrel cage induction motor with a 2880 pulse/rev encoder, a Motorola DSP96002 Advanced Development System to execute the control algorithms, a data acquisition board to collect data from the motor and command the voltages to the amplifier, three independent 20-kHz PWM amplifiers with a 150-V Bus and 10-A current limit. For the two-phase equivalent system, this translates into a 225-V voltage limit and 15-A current limit for each phase. The parameters of the induction motor (below saturation) were found using the method developed in [19] and were found to be H, , H, , H, and N-ms .
A common use of motors in the motion control industry are for point-to-point moves. In this type of motion, the motor is commanded to move from (angular) point A to (angular) point B with the performance criteria being to do this as fast as possible. When these types of moves are carried out, the system is operating close to its physical limits, i.e., close to the voltage and/or current constraints. To make a fast move with our experimental setup, a torque reference trajectory (solid line in Fig. 8 ) that was 90% of the optimal torque (dashed line in Fig. 8 ) during the acceleration phase was chosen. (Recall the torque was optimized subject to and/or .) Using this torque reference, one can straightforwardly derive the acceleration reference , speed reference and position reference. The acceleration reference is , and , rads/s, and , . Note that for the motor is just holding its final position. The solid line in Fig. 8 is a plot with the corresponding reference and position reference given by Figs. 10 and 11, respectively. Note the closeness of during acceleration to the maximum torque (dashed line in Fig. 8 ) available.
For comparison purposes, two different experiments were run for the reference trajectories given in Figs. 8, 10 (dashed) , and 11 (dashed). The comparison was between choosing the linear magnetics model (2) as in [1] and [5] and the saturated magnetics model (3) for the controller (5), flux estimator (6), and flux reference (19) . In the first set of experiments, the flux reference, controller and observer based on the saturated magnetics model was used. In the second set of experiments, the flux reference, controller, and observer based on the linear magnetics model was used.
B. Experimental Set 1-Flux Reference and Flux Observer Based on the Saturated Magnetics Model
In this first set of experiments, the optimal flux reference, controller, and observer based on the saturation model was used. That is, the flux reference is the solution to where is the solution to the saturated magnetics optimal torque problem as given in Section III. The flux observer is given by where is the inverse of the saturation curve. To achieve the maximum torque at the beginning of the run (when the speed is zero), the flux must be built up to its maximum value as given in Fig. 9 . The rotor time constant is about 0.1 s which limits the rate at which the flux can be built up. To get around this problem, for ( s), the flux is ramped up from zero to its maximum value of 1.1 Weber while the motor is held in place by the controller (see the solid line in Fig. 9 ). As a result, when the motor is commanded to move at s, the flux is at the level required to obtain maximum torque from the motor. Fig. 9 shows the tracking of to along with a plot of . Note that in Fig. 9 , as would be expected, (dashed line) is very close to (dotted line) during that part of the acceleration trajectory when the motor is close to requiring the maximum possible torque. During the deceleration part of the trajectory, the motor is not requesting the minimum (negative) possible torque and correspondingly, is less than . The gains for the current controller were set as , , , . The gains for the flux regulator were set as , while the gains for the position and speeds regulator were set as , , placing the closed-loop poles of the mechanical subsystem at , . Finally, the speed observer gains were set as , . Fig. 10 shows the close tracking of the speed to its reference while Fig. 11 shows similarly close tracking of to its reference . Fig. 12 is a plot of the position error in encoder counts for the entire move. From this figure, it is seen that the maximum error is 64 counts which corresponds to rads. Note that the maximum errors occur during the regions of maximum acceleration and maximum deceleration. While not included here, the last 100 points of Fig. 12 show that the final error is one count, that is, within the encoder resolution. Fig. 13 is a plot of the quadrature current and Fig. 14 is a plot of the direct current.
C. Experimental Set 2-Flux Reference and Flux Observer Based on the Linear Magnetics Model
For comparison, the input-output controller [2] based on the linear magnetics model (2), was used to control the above motor along the same mechanical trajectory as in experiment 1. That is, the flux reference is the solution to (20) where is the solution to the linear magnetics optimal torque problem as given in [1] and [5] . The flux observer is given by (21) The speed response can be found in Fig. 15 where it is seen that tracking was not satisfactory. The resulting position error (in encoder counts) can be found in Fig. 20 . For this experiment, the maximum position error is 320 counts. The final position error is 35 counts, which is unacceptable for a point-to-point move. Note that this trajectory requires close to the maximum torque of the motor. Thus, while the controller based on the saturated magnetic model (Section IV-B) is able to allocate the voltage and currents without violating their limits (so as to achieve close to maximum torque), the input-output controller based on the linear magnetics model is unable to do so. Even with extensive tuning of the controller gains, it was not possible to improve the tracking. Fig. 16 is a plot of the flux reference [from (20) ] and estimated flux [based on (21) ]. Up to about s, Fig. 16 shows the estimated flux to be closely tracking the flux reference while Fig. 15 shows that the controller begins to lose speed tracking before this at . Insight into the reason why this controller fails to provide tracking can be found by reconstructing the flux and currents , based on the saturated magnetics model. Specifically, the saturated variables are reconstructed for this experiment by solving (off-line in MATLAB) (22) using , , collected from the experiment. Then and are found from (23) As pointed out above, Fig. 16 shows the optimal flux reference along with the estimate of the flux for this experimental run both of which are based on the linear magnetics model. In contrast, Fig. 17 shows the optimal flux reference based on the saturated magnetics model, the flux (21) based on the linear magnetics model (which is the flux used by controller) and the reconstructed flux (22) based on the saturated magnetics model. Note that is the "best" estimate of the actual flux for this experimental run ("best" in the sense that it uses all of the available information). This figure is quite revealing since it is now seen that the flux is actually going well above the optimal (saturation model) flux reference. This in turn requires more voltage and current than is available. Specifically, Fig. 18 is a plot of the estimated direct current based on the linear magnetics model (used for feedback by the controller in this experiment), and a plot of the (reconstructed) estimated direct current based on the saturated magnetics model. Note that is quite large compared to its counterpart in Fig. 14. Similarly, Fig. 19 is a plot of the estimated quadrature current based on the linear magnetics model and the (reconstructed) estimated quadrature current based on the saturated magnetics model (interestingly, the two are quite close). Note that the amount of quadrature current needed to make this experimental run is quite large compared to its counterpart in Fig. 13 .
The gains for the current controller were set as , , , . The gains for the flux regulator were set as , . The gains for the position and speeds regulator were set as , , placing the closed-loop poles of the mechanical subsystem at . Finally, the speed observer gains were set as , . It was necessary to set the integrator gain to zero to even get the (poor) tracking performance given in Fig. 15 for this move, that is, if this gain is not zero, the tracking performance of the controller would have degraded even more.
V. CONCLUSIONS
In this work, a model of magnetic saturation was used in conjunction with an input-output linearization controller to provide close tracking of a demanding point to point trajectory by an induction machine, that is, high-performance control of an induction motor was achieved. In order to achieve this performance, a systematic approach was developed for the selection of a flux reference (taking into account magnetic saturation) that allows the machine to achieve optimum torque for both the motoring and generating modes.
A comparison was done between a controller based on a magnetic saturation model of the machine and that based on a linear magnetics model. As is well-known, the actual torque produced by a machine is significantly reduced due to saturation of the main flux path making the torque predicted by a linear magnetics model much higher than the machine could ever achieve. Consequently, the comparison was done with both controllers required to track the same torque/speed/position references. However, it was also shown in this work that if the flux reference and flux estimator were based on a linear magnetics model, there is an unacceptable deterioration in the tracking performance of the speed and position trajectories.
APPENDIX DETERMINATION OF THE SATURATION CURVE
The induction machine under consideration is a balanced three-phase motor with a squirrel cage rotor. The equivalent two-phase ( ) model of a three-phase pole-pair induction motor, assuming linear magnetics, is given by [2] , [11] , and [13] : (24) where are the stator two-phase equivalent voltages, are the stator two-phase equivalent currents, are the rotor two-phase equivalent fluxes, and is the rotor speed. As in [13] , the direct-quadrature model (1) can be found using the direct-quadrature or -transformation on the system (24) Tan (25) The saturation curve in Fig. 2 was determined experimentally by measuring the (stator) voltage to frequency ratio as a function of the current. Specifically, let the fluxes in the stator phases of the two-phase equivalent model be denoted as so that, by Faraday's Law
These relations hold in general, that is, whether or not saturation is present. Now, consider the system (26) in sinusoidal steady state with no load so that . Then, applying the inputs , and neglecting higher-order harmonics, it follows that , , ,
. In particular, is the magnitude of the stator flux pair ( ) in steady-state. The relationship between and is found by, first, substituting these sinusoidal voltages, currents, and fluxes into (26), then squaring both sides and adding to get where at no load (zero slip), the phase angle between the voltages and currents is given by (27) Solving for one obtains
Equations (27) and (28) are then used to determine by measuring for a given and . However, the objective here is to determine , the magnitude of the rotor fluxes, as a function of . Assuming the rotor and stator leakage inductances are small, then (see [3] and [11] ) where is the magnitude of the rotor fluxes in steady-state. Furthermore, as it follows that in steady state. As a result, the saturation curve is found experimentally by applying the sinusoidal voltages , to the motor with no load so that (as with no load). The steady-state relationship is then found using (27) and (28). One then varies and to obtain enough values of in the range of interest. This procedure was carried out to collect the data for and a piecewise linear fit was then made to this data to define for all resulting in the saturation curve given in Fig. 2 .
Remark: Of course, there must be a small nonzero quadrature current to provide the torque to overcome friction on the motor shaft. One could possibly drive the motor shaft at synchronous speed to ensure is zero. However, as in [19] , our intent here is a methodology that does not require special setups or attachments to the motor. That is, the parameters [19] and saturation curve are to be determined with the motor in an industrial setting.
