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Abstract 
It is shown that the problem of finding a maximal set of paths in a given (undirected or 
directed) graph is in NC. This result is then used to obtain three parallel approximation algorithms 
for the shortest superstring problem. The first is an NC algorithm achieving a compression ratio 
of & for any E > 0. The second is an RNC algorithm achieving a compression ratio of 
38 M 0.603. The third is an RNC algorithm achieving an approximation ratio of 2% M 2.793. 
gll the results significantly improve on the best previous ones. 
1. Introduction 
Let S = {sl,..., s,} be a set of n strings over an alphabet C. A super-string of S 
is a string s over C such that s contains each string si E S as a substring, i.e., s can 
be written as UisiVi for some strings Ui and Vi over C. A shortest superstring of S is 
a superstring of S that has minimum length over all superstrings of S. The shortest 
superstring problem (SSP) is to find a shortest superstring of a given set of strings. 
SSP has many important applications [l 1,13,15] but is unfortunately NP-hard [5,6]. 
This has motivated many researchers to find approximation algorithms with good per- 
formance guarantees for SSP [2,4,14,16,18]. To evaluate the quality of an approxi- 
mation algorithm A for SSP, two measures are usually used. One is the approximation 
ratio, defined to be max{ oprCSj !!QY : S is a set of strings}, where IA(S)1 is the length of 
the superstring found by algorithm A and opt(S) is the length of a shortest superstring 
of S. The other is the compression ratio, defined to be min{&$# : S is a set of 
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strings}, where (S( is the total length of the strings in S. The best known approximation 
(resp., compression) ratio achieved by a polynomial-time approximation algorithm is 
2: [l] (resp., g [14]). Our objective here is to design efficient parallel approximation 
algorithms for SSP with a good approximation or compression ratio. 
Parallel approximation algorithms for SSP were first studied by Czumaj et al. [4]. 
In [4], they gave an NC approximation algorithm for SSP that achieves a compression 
ratio of & for any E > 0. They also gave an RNC approximation algorithm for SSP 
that achieves an approximation ratio of $ M 2.833 [4]. In this paper, we present better 
parallel approximation algorithms for SSP. The first is an RNC algorithm achieving 
a compression ratio of 28 M 0.603. This algorithm is obtained by (very) nontrivially 
modifying and parallelizi6n3g the approximation algorithm of Rao Kosaraju et al. for SSP 
that achieves a compression ratio of g [14]. At the heart of our algorithm is a slightly 
modified version of the path-coloring lemma [14, Lemma 21, of Rao Kosaraju et al. 
The modified version states that there is a nearly optimal NC algorithm for partitioning 
the arc set of a given digraph D into two sets of vertex-disjoint directed paths provided 
that D satisfies the following three conditions: 
(1) Each vertex in D has indegree at most 2, outdegree at most 2, and total degree 
at most 3; 
(2) D contains no 2-cycle; 
(3) D contains no arc (u, u) such that u has indegree 2 and v has outdegree 2. 
Note that the original path-coloring lemma of Rao Kosaraju et al. does not include 
the condition (3) above. 
Our second approximation algorithm for SSP is an NC algorithm achieving a com- 
pression ratio of & for any E > 0. Similar to that in [4], the idea behind this algorithm 
is to parallelize GREEDY using the geometric grouping technique of Karmarkar and 
Karp [9] (with a small decrease of the compression ratio). Here, GREEDY denotes the 
well-known simple approximation algorithm for SSP which repeatedly merges the pair 
of (distinct) strings with maximum overlap until only one string remains. However, 
our algorithm contains a nontrivial subroutine, namely, an NC algorithm for finding a 
maximal set of directed paths in a given digraph. 
In [2], Blum et al. showed that if SSP has an approximation algorithm achieving a 
compression ratio of k +a, then it has another one achieving an approximation ratio of 
3 - 2s. Combining this fact with our first approximation algorithm for SSP, we obtain 
our final RNC approximation algorithm for SSP that achieves an approximation ratio 
of20 = 2.793. 
2: model of parallel computation we use is the concurrent read concurrent write 
parallel random access machine (CRCW PRAM). The model consists of a number 
of identical processors and a common memory. The concurrent reads and concurrent 
writes of the same memory location by different processors are both allowed. In the 
latter case, we do not care which processor actually writes. (See [lo] for a discussion 
of the PRAh4 models.) The rest of the paper is organized as follows. In Section 2, 
we present NC algorithms for finding a maximal set of paths in a given (undirected 
or directed) graph. In Section 3, we prove the modified version of the path-coloring 
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Table 1 
Main results and their comparison with the best previous ones 
Type of Compression ratio Approximation ratio 
approximation Previous ours Previous ours 
Polynomial-time g v41 2: PI 
RNC : [Folklore] 63 38 2; [41 20 63 
NC & [41 1 3+e (2 + s)log n [4] 
lemma. Section 4 contains the two RNC approximation algorithms for SSP. The NC 
approximation algorithm for SSP is given in Section 5. The results in this paper and 
their comparison with the best previous ones are shown in Table 1. 
2. Finding a maximal set of paths in parallel 
In this section, we only prove that a maximal set of paths in a given undirected 
graph can be found in NC. However, at the end of this section, we will point out that 
this result can be easily extended to digraphs. 
Throughout this section, unless stated otherwise, a graph is always undirected and 
simple. By a path, we always mean a simple path. Note that a single vertex is con- 
sidered as a path (of length 0). Let G = (V,E) be a graph. A set M of edges in G is 
called a matching if no two edges in M share an endpoint. A matching in G is said 
to be maximal if it is not a proper subset of another matching. For F C E, let G[F] 
denote the graph (V, F). A set F of edges in G is called a path set if G[F] is a forest 
in which each connected component is a path. A maximal path set (MPS) in G is a 
path set that is not properly contained in another path set. 
Our main result in this section is an NC algorithm for finding an MPS F in a 
given graph G. Let us explain how the algorithm works. Given a graph G = (I’, E), 
the algorithm starts by setting F = 0. Then, it proceeds in stages. At each stage, a 
matching M’ such that FUM’ is a path set is computed and the edges of M’ are added 
to F. The main point in the construction of M’ is that the size of M’ is a constant 
fraction of the size of a maximum subset A,,, of E - F such that F U A,, is a path 
set. This guarantees that the algorithm has only O(log n) stages. 
Algorithm 1 
Input: An n-vertex graph G = (V, E). 
Output: An MPS F in G. 
1. Initialize F to be the empty set. 
2. While E # 0, perform the following steps: 
2.1. Construct a new graph H as follows. Corresponding to each connected com- 
ponent P in G[F], H contains a vertex wp. For two connected components 
PI and P2 in G[F], H contains the edge {wp,, wp,} iff E contains some edge 
{ui,v2} such that vi is contained in PI and v2 is contained in Pz. 
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2.2. Find a matching A4 in H whose size is at least a constant fraction of the size 
of a maximum matching in H. 
2.3. In parallel, for each edge {wp,,wp,} E M, add to F the smallest edge 
{q,v~} E E such that VI is contained in PI and v2 is contained in P2, 
and then remove the edge {VI, UZ} from E. 
(Comment: We are assuming that the edges in the input graph are linearly 
ordered, say, by indexing them with numbers between 1 through m, where m 
is the number of edges in the input graph. This assumption is not essential 
to our result.) 
2.4. Remove from E all edges e such that F U {e} is not a path set in G. 
3. Output F. 
Let t be the number of executions of the while-loop in Algorithm 1. In case t = 0, 
the input graph G contains no edge and so Algorithm 1 is clearly correct and takes 
constant time. Thus, we may assume that ta 1. For 1 <i < t, let Ei, Fi, Hi, and A4i 
denote the contents of the variables E, F, H, and A4 after the ith execution of the 
while-loop, respectively. For convenience, let FO = 0 and EO be the edge set of the 
input graph G. For 1 <i <t, let Mi = Fi - Fi- 1. Note that E1 = 0 and (Mil = IMij 
for 1 < i < t. Let 0 <i < t - 1. An augmentation of Fi is a set of some edges in Ei. An 
augmentation A of Fi is said to be valid if Fi U A is a path set in G. 
Lemma 2.1. Ft is an MPS. 
Proof. Let us first prove that Fi is a path set in G for 1 <i < t. This is done by 
induction on i. Clearly, F1 is a matching in G and is hence a path set in G. Let 
2 <i < t and assume that Fi_1 is a path set in G. We want to show that Fi is also 
a path set in G. Let C be an arbitrary connected component of G[Fi]. It suffices to 
show that C is a path. To this end, first recall that Fi = Fi-1 U M/. By Algorithm 1, 
C contains at most one edge of M;. Thus, there must exist some edge e E iM/ such 
that C is a subgraph of G[Fi-1 U {e}]. S. mce e was not removed in step 2.4 during the 
(i - 1)th execution of the while-loop, Fi-1 U {e} must be a path set in G. Therefore, 
C is a path. Now, it follows that Ft is a path set in G. To see the maximality of F,, 
let e be an arbitrary edge in EO - F1. By Algorithm 1, e must be removed in step 2.4 
during the ith execution of the while-loop for some 1 Q i <t. This implies that Fi U {e} 
is not a path set in G. Since Fi &F,, FI U {e} is also not a path set in G. Hence, Ft 
is maximal. 0 
Lemma 2.2. t = O(log n). 
Proof. For O<i < t - 1, let Mi be the size of a maximum valid augmentation of Fi. 
Let us first prove that IMi’,, 1 is at least a constant fraction of Ui. Fix an integer i with 
0 <i < t - 1. Let p be the size of a maximum matching in the graph Hi+l. We want 
to show that Ui <2j. Let A be a maximum valid augmentation of Fi. Since A is valid, 
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each connected component of G[Fi U A] must be a path. For each connected component 
P of G[Fi U A] that contains at least one edge of A, we start at an endpoint of P and 
traverse P toward the other endpoint while labeling the edges of A on P by 0 and 1 
alternately (the first edge of A on P is labeled 0). Let B be the set of those edges of 
A labeled 0. Clearly, jB\ 2 !$ = 2. Moreover, it is easy to see that corresponding to 
B, there is a matching of size IBI in Hi+i . This implies that IBI <p and in turn that 
Xi <2p. On the other hand, by step 2.2, In/r,+, 1 >cfl for some constant c > 0. Using 
Q <2p, we now have ]M:+, [ = IMi+lI2 fui. 
By the proof of Lemma 2.1, A4/+, is a valid augmentation of Fi for 0 6 i < t - 1. Thus, 
cCi+l+111/1+J&cti for O<i<t-1. Since IM/+,I>fai, we now have that ai+i<(l-$)Ori 
for 0 <i < t - 1. Combining this with the fact that x0 is no more than the number of 
edges in G, we obtain t = O(log n). 0 
Theorem 2.3. Given an n-vertex m-edge graph G, an MPS of G can be found in 
0(log3 n) time or in 0(log2 n) expected time with n + m processors. 
Proof. By Lemma 2.1, we only need to analyze the complexity of Algorithm 1. By 
Algorithm 1 and Lemma 2.2, it suffices to show that steps 2.1-2.4 can be implemented 
in 0(log2 n) time or in O(log n) expected time with n + m processors. Steps 2.1 and 
2.3 can be done in O(log n) time with n + m processors by employing Cole’s sorting 
algorithm [3]. Implementing step 2.4 in the desired complexity bounds is trivial. 
We next consider how to implement step 2.2. Recall that there is an NC algorithm for 
maximal matching due to Israeli and Shiloach [8]. This algorithm consists of a number 
of phases. Each phase computes a matching in the input graph. Our first implementation 
of step 2.2 is to set M to be the matching computed in the first phase of the Israeli 
and Itai algorithm on input H. According to [8], the matching M can be computed in 
O(log’ n) time using n + m processors. Moreover, by Theorem 3.3 and 3.4 in [8], at 
least half of the vertices of some vertex cover C of H are incident with edges of M. 
This implies that fM\ >, fCj/4. Note that the size of a maximum matching in H cannot 
exceed ICI. Thus, IMI is at least a quarter of the size of a maximum matching in H. 
The second implementation of step 2.2 is to find a maximal matching in H using 
the RNC algorithm of Israeli and Itai [7]. Their algorithm runs in O(log n) expected 
time with n + m processors. Note that the size of an arbitrary maximal matching in H 
is at least half of the size of a maximum matching in H. This completes the proof. 
0 
The following corollary will be used in Section 3. 
Corollary 2.4. Given an n-vertex m-edge graph G and a path set F’ in G, an MPS 
F in G with F’ &F can be found in 0(log3 n) time or in 0(log2 n) expected time 
with n + m processors. 
Proof. We modify Algorithm 1 as follows. The input to the new version of Algorithm 
1 is a graph G = (V, E) and a path set F’ in G. In step 1, instead of initializing F 
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to be the empty set, the new version initializes F to be F’ and then removes from 
E all edges e such that F’ U {e} is not a path set in G. The other steps remain un- 
changed. It is straightforward to modify the proofs of the above lemmas and theorem 
to show that the new version of Algorithm 1 finds an MPS F in G with F’ 5 F. 
Below, we point out that Theorem 2.3 can be extended to digraphs. This exten- 
sion will be used in Section 4. Let D = (V,A) be a digraph. Hereafter, a path 
(resp., cycle) in D always means a simple directed path (resp., cycle) in D. If P 
is a path or cycle in D, then the length of P is the number of arcs on P and is 
denoted by [PI. For FL A, let D[F] denote the digraph (V,F). A directed path set 
(DPS) in D is a subset B of A such that D[B] is an acyclic digraph in which the 
indegree and outdegree of each vertex are both at most 1. Intuitively speaking, if B 
is a DPS in D, then D[B] is a collection of vertex-disjoint paths. A maximal di- 
rected path set (MDPS) in D is a DPS that is not properly contained in another 
DPS. 
Corollary 2.5. Given an n-vertex m-arc digraph D = (V, A) and a DPS B in D, an 
MDPS F in D with B L F can be found in O(log3 n) time or in O(log’ n) expected 
time with n + m processors. 
Proof. Consider the following algorithm: 
Algorithm 2 
Input: A digraph D = (V,A) and a DPS B in D. 
Output: An MDPS F in D with B 2 F. 
1. Initialize F to be B and then remove from A all arcs e such that F U {e} is not 
a DPS in D. 




Construct an undirected graph H as follows. Corresponding to each connected 
component P of the underlying graph of D[F], H contains a vertex wp. For 
two connected components PI and P2 of the underlying graph of D[F], H 
contains the edge {wp,, wp,} iff there is some arc (vt,vz) E A such that vt is 
contained in PI and v2 is contained in P2. 
Find a matching M in H whose size is at least a constant fraction of the size 
of a maximum matching in H. 
In parallel, for each edge {wp,, wp,} E M, add to F the smallest arc (vI,v~) E 
A such that vt is contained in PI and v2 is contained in P2, and then remove 
the arc (ut,vz) from A. 
2.4. Remove from A all arcs e such that F U {e} is not a DPS. 
It is straightforward to modify the proofs of the above lemmas and theorem to show 
that Algorithm 2 finds an MDPS F in D with B 5 F. 0 
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3. A parallelizable path-coloring lemma 
Hereafter, a 2-path-coloring of a digraph always mean a two-coloring of the arcs in 
the digraph such that the arcs in each color class form a set of vertex-disjoint paths. 
(Recall that a path always means a simple directed path.) In [14], Rao Kosaraju et al. 
claimed the following lemma. 
Lemma 3.1 (Rao Kosaraju et al. [14]). Let D = (V,A) be a directed graph such that 
(1) each vertex has indegree at most 2, outdegree at most 2, and total degree at most 
3, and (2) the graph contains no cycle of length 2. Then D has a 2-path-coloring. 
We here slightly modify Lemma 3.1 as follows: 
Lemma 3.2. Same as Lemma 3.1 except that D is required to satisfy the following 
additional condition: (3) the graph contains no arc (u,v) such that u has indegree 2 
and v has outdegree 2. 
Lemma 3.2 immediately follows from Lemma 3.1. However, we give below an NC 
algorithm for finding a 2-path-coloring of D. Let us say that two arcs in D conJlict 
if either both enter or both leave the same vertex. An arc in D is said to be free 
if it does not conflict with any other arc; otherwise, it is said to be nonfree. Let Af 
be the set of the free arcs in D and set A, = A - Af. The following lemma is very 
useful. 
Lemma 3.3. Let C be a cycle in D[A,]. Then, the arcs conjlicting with the arcs on 
C must either all enter or all leave C in D[A,]. 
Proof. Assume that the lemma does not hold. Let us say that a cycle C in D[A,] is 
bad if there are two arcs ei and e2 in A, - C such that ei enters C but e2 leaves C. 
Consider a shortest bad cycle C in D[A,]. Then, there is no arc in A, - C whose head 
and tail are both on C; otherwise, D[A,] would contain a shorter bad cycle than C. 
This implies that every arc in A, - C can conflict with at most one arc on C. Let the 
vertices on C be vi, 02, . . ., ok and assume that they appear on C cyclically in this 
order. Since C is bad, there are two arcs ei and e2 in A, - C such that ei enters C but 
e2 leaves C. Let the head of ei be ai and the tail of e2 be Vj. Since the total degree 
of a vertex in G is at most 3, it is impossible that vi = Uj. Without loss of generality, 
we may assume i < j. For each i + 1 < 1 d j, since the arc (~1-1, VI) is nonfree, there 
is at least one arc, say ei, in A, - C conflicting with it. Because every arc in A, - C 
can conflict with at most one arc on C, no two of ei+,, ei+2, . . ., e$ are equal. Since ei 
enters ai and ai has total degree at most 3, ei+l must enter vi+i. Similarly, ei+2 must 
enter Vi+2. Inferring repeatedly in this way, we see that eJ must enter Vj. Now, noting 
that e2 # e$ we have that vj has total degree at least 4 in D[A,] (and thus in D), a 
contradiction. 0 
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Corollary 3.4. All the cycles in D[A,] are vertex-disjoint. Moreover, for every cycle 
C in D[A,], either the vertices on C all have indegree 1 and outdegree 2 or the 
vertices on C all have indegree 2 and outdegree 1. 
Proof. The first assertion immediately follows from Lemma 3.3. To see the second 
assertion, let C be a cycle in D[A,]. Since each arc on C is nonti-ee, there is an arc in 
A, - C entering its head or leaving its tail. Now, by Lemma 3.3, either there is an arc 
entering the head of each arc on C or there is an arc leaving the tail of each arc on 
C. Thus, either the vertices on C all have indegree 1 and outdegree 2 or the vertices 
on C all have indegree 2 and outdegree 1. 0 
Let G, be an undirected graph obtained from D as follows. Corresponding to each 
arc e E A,, there is exactly one vertex u, in G,. For every two arcs e and e’ in 
A,, the edge {ue,ue)} is in G, if and only if e and e’ conflict in D. We call 
G, the conJEict graph of D. A cycle in G, is said to be even if its length is 
even. 
Lemma 3.5. Each connected component of G, is either a path or an even cycle. 
Proof. First note that the maximum degree of G, is at most 2 by the condition (1) 
in Lemma 3.2. This implies that each connected component of G, is either a path or 
a cycle. Let C be a cycle in G,, and denote by A’ the arcs in D corresponding to 
the vertices on C. Note that the underlying graph of D[A’] is a cycle. The vertices 
in D[A’] can be classified into two types. A vertex v is of the first type if two arcs 
enter it in D[A’]; v is of the second type if two arcs leave it in D[A’]. Clearly, no two 
adjacent vertices in D[A’] are of the same type. This implies that D[A’] contains an 
even number of vertices and so contains an even number of arcs. Thus, C is an even 
cycle. 0 
Let P(G,) denote the set of those connected components of G, that are paths. 
Lemma 3.6. Let C be a cycle in D[A,] and let e be an arc on C. Then, the vertex 
u, has degree I in G,, that is, u, is an endpoint of some path in P(G,). 
Proof. Immediate from the second assertion in Corollary 3.4. 0 
Let H be the undirected graph constructed from P(G,) as follows. Initially, set H 
to be P(G,). Next, for every cycle C in D[A,] and every two consecutive arcs e and 
e’ on C, add the edge {ue,uej} to H. By the first assertion in Corollary 3.4, H is 
well-defined. 
Lemma 3.7. Suppose S is an MPS of H such that S contains all the edges in P(G,). 
Then, for every cycle C in D[A,], there are at least two arcs e and e’ on C such 
that {ue,ue/} is an edge in S. 
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Proof. Let C be an arbitrary cycle in D[A,]. By Lemma 3.6, for each arc e on C, U, 
is an endpoint of some path in P(G,). By this fact and the construction of H, we only 
need to show that C has at least one arc e such that U, has degree 2 in the graph H[S]. 
Assume, on the contrary, that C has no arc e such that u, has degree 2 in the graph 
H[S]. Let e be an arbitrary arc on C. Then, since C has at least 3 arcs by the condition 
(2) on D in Lemma 3.2, there is an arc et on C such that e and e’ are consecutive arcs 
on C and u, and u,r appear in distinct connected components (indeed paths) of H[S]. 
Recalling that U, and U,I both have degree 1 in H[S] by our assumption, we see that 
S U {{u,, u,~}} is still a path set of H. However, this contradicts the maximality of S. 
Hence, C has at least one arc e such that U, has degree 2 in H[S]. This establishes 
the lemma. 0 
Lemma 3.8. Each vertex in D[Af] is of indegree at most 1 and outdegree at most 
1. Moreover, a vertex of total degree 2 in D[Af] is not incident on any arc of A,. 
Proof. Immediate from the definition of free arcs. 0 
By Lemma 3.8, D[Af] is a collection of vertex-disjoint paths and cycles. Hereafter, 
we view D[Af] as a set of these paths and cycles. 
Now, we are ready to state our NC algorithm for finding a 2-path-coloring. One 
idea behind the algorithm is that nonfree arcs can be colored independently of free 
arcs (cf. Lemma 3.8). That is, an arbitrary 2-path-coloring of D[A,] can be extended 
to a 2-path-coloring of D. So, the main job of the algorithm is to find a 2-path-coloring 
of D[A,]. To find a 2-path-coloring of D[A,], the algorithm constructs a bipartite graph 
K such that the vertex set of K is A, and an arbitrary 2-coloring of the vertices of K 
is also a 2-path-coloring of D[A,]. Let us explain the construction of K. If two arcs 
el and e2 conflict, then we cannot color them with the same color and so we include 
an edge {el,ez} in K to reflect this conflict. Also, if C is a directed cycle in D[A,], 
then we compute two suitable arcs el and e2 on C and include the edge {el, e2) in K. 
Constructing K in this way, we have that an arbitrary 2-coloring of the vertices of K 
is also a 2-path-coloring of D[A,]. The precise specification of the algorithm follows. 
Algorithm 3 
Input: An n-vertex digraph D = (V, A) satisfying the conditions in Lemma 3.2. 
Output: A 2-path-coloring of D. 
1. Compute the set A, of nonfree arcs in D and find all the cycles in D[A,]. 
2. Construct an undirected graph G, as follows. Corresponding to each arc e E A,, 
there is exactly one vertex u, in G,. For every two arcs e and e’ in A,, the edge 
{ue,uef } is in G, if and only if e and e’ conflict in D. 
3. Compute P(G,), the set of connected components of G, that are paths. 
4. Construct an undirected graph H from P(G,) as follows. Initially, set H to be 
P(G,). Next, for every cycle C in D[A,] and every two consecutive arcs e and e’ on 
C, add the edge {u,,u,~} to H. 
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5. Compute an MPS S of H such that S contains all the edges in P(G,). 
6. Let K be the undirected graph obtained by adding the cycles in G, to H[S]. 
Two-color the vertices in K in a way that no two adjacent vertices receive the same 
color. 
7. Two-color the arcs in A, as indicated by the coloring obtained in step 6. That is, 
color each arc e E A, with the color that was used to color ue. 
8. Let Af = A - A,. For each path of length 22 and each cycle in the set D[Af], 
choose an arbitrary arc on it, color this arc with one of the two colors, and color the 
rest of the arcs on it with the other color. 
9. For each path of length 1 in the set D[Af], choose an endpoint of this path that 
has total degree at most 2 in D, color the unique arc on it with a color that was not 
used to color any arc incident to this endpoint in step 7. 
Lemma 3.9. The cycles in D[A,] can be computed in O(log n) time with n processors. 
Proof. By the second assertion of Corollary 3.4, each cycle in D[A,] can be classified 
into two types. The first type is those cycles whose vertices each have indegree 2 
and outdegree 1; the second type is those cycles whose vertices each have outdegree 
2 and indegree 1. Let D1 be the digraph obtained from D[A,] by removing all the 
vertices of outdegree 2, and let 02 be the digraph obtained from D[A,] by removing 
all the vertices of indegree 2. Clearly, the cycles in D1 (resp., 02) are exactly those 
cycles of the first (resp., second) type in D[A,]. The key point is that each cycle in 
the underlying graph of D1 (resp., 02) must be the undirected counterpart of some 
directed cycle in D1 (resp., 02). This can be seen by noting that if C is a cycle in 
the underlying graph of D[A,] but not a directed cycle in D[A,], then C must contain 
two vertices 01 and v2 such that vt has outdegree 2 and v2 has indegree 2 in D[A,] by 
the condition (1) in Lemma 3.2. Also, by Corollary 3.4, the cycles in the underlying 
graph of D1 (resp., 02) are vertex-disjoint. Therefore, they can be easily computed in 
O(logn) time with n processors. Given the cycles in the underlying graph of D1 (resp., 
D2), the cycles of the first (resp., second) type in D[A,] can be simply computed. q 
Theorem 3.10. Algorithm 3 is correct and runs in 0(log3 n) time or in O(log2 n) 
expected time with n processors. 
Proof. Let us first prove the correctness of Algorithm 3. By Lemma 3.5 and the con- 
struction of K, it is easy to see that K is a bipartite graph (indeed a collection of vertex- 
disjoint paths and even cycles). Thus, the coloring in step 6 is possible. By Lemma 3.5, 
K is a supergraph of G,. Hence, by the construction of G,, the algorithm does not color 
two conflict arcs in A, with the same color in step 7. Moreover, by Lemma 3.7, there are 
at least two arcs e and e’ on each cycle in D[A,] with {u,,u,r} E S. Since {ue,uej} E S, 
{ue, uel} is an edge in K and ue and U,I are colored with different colors in step 6. 
Therefore, e and e’ are colored with different colors in step 7, and so there is no cycle 
in D whose arcs are all in A, and are all colored with the same color. By Lemma 3.8, 
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after step 8, there is no cycle in D whose arcs are all colored with the same color. The 
condition (3) in Lemma 3.2 guarantees that the coloring in step 9 is possible. Clearly, 
after step 9, there is no cycle in D whose arcs are all colored with the same color. 
Since the color of each arc in A, is not changed in steps 8 and 9, no two conflict arcs 
in D have the same color. This completes the proof of the correctness of Algorithm 3. 
We next analyze the complexity of Algorithm 3. A, can be computed in 0( 1) time 
with n processors. Since D has O(n) arcs, D[A,] can be constructed in O(1) time 
with n processors. By Lemma 3.9, the cycles in D[A,] can be computed in O(log n) 
time with n processors. The conflict graph G, can be constructed in 0( 1) time with 
n processors. Since G, has O(n) edges, its connected components can be computed 
in O(log n) time with n processors. Given the connected components of G, and the 
cycles in D[A,], the graph H can be constructed in 0( 1) time with n processors. Note 
that H has O(n) vertices and O(n) edges. Thus, by Theorem 2.3, an MPS S of H can 
be computed in 0(log3 n) time or in O(log’ n) expected time with n processors. The 
graph K can be constructed from S and G, in O(1) time with n processors. Since K is 
a collection of vertex-disjoint paths and even cycles, its vertices can be two-colored in 
O(log n) time with n processors. From this two-coloring, step 7 can be done in 0( 1) 
time with n processors. From D and A,, Af and D[Af] can be computed in 0( 1) time 
with n processors. Since D[Af] is a collection of vertex-disjoint paths and cycles, steps 
8 and 9 can be done in O(log n) time with n processors. Therefore, Algorithm 3 takes 
O(log3 n) time or in O(log2 n) expected time using n processors. 0 
4. RNC-approximation of shortest superstrings 
For a string s, let Js( denote the length of s. Let s and t be two strings, and let v be 
the longest string such that s = uv and t = VW for some nonempty strings u and w. 1~1 
is called the overlap between s and t and is denoted by ou(s, t). By s o t, we denote 
the string UVW. 
Let S = {st,sz,..., s,} be a set of strings. As in previous studies, we assume that 
S is substring free, i.e., no string in S is a substring of any other. By opt(S), we 
denote the length of a shortest superstring of S. Define ]S( = ~~=, ISi]. The overlap 
graph of S is the arc-weighted digraph OG(S) = (V,A, ov), where V = { 1,2,. . . , n}, 
A = {(Jk) : 1 <j # k <n}, and ov(Jk) = ov(sj,sk). For a subgraph D of OG(S), the 
weight of D is the total weight of the arcs in D and is denoted by ov(D). Let P = jo, 
el,jl, . . . . el, jr be a path in OG(S). We call sjO osj, 0. . -osj, the string associated with 
P. Note that the string associated with P is a superstring of the strings SjO, Sj,, . . ., 
sj, and has length cf=, ]sjZ (- OV(P). Let Pm,, denote a maximum-weight Hamiltonian 
path in OG(S). 
Fact 1 (Turner [18]). The string associated with a Hamiltonian path P in OG(S) 
has length ISI - ov(P). Especially, the string associated with ov(P,,) is a shortest 
superstring of S. 
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By Fact 1, we can find a shortest superstring of S by computing a maximum-weight 
Hamiltonian path in OG(S). Unfortunately, it does not seem that there is an efficient 
algorithm for computing a maximum-weight Hamiltonian path in OG(S). In [ 141, Rao 
Kosaraju et al. describes a polynomial-time algorithm for finding a Hamiltonian path 
in OG(S) with weight at least $ .ou(P,,,). Their algorithm uses the following general 
framework. 
Algorithm 4 
Input: OG(S) = (V,A,ov). 
1. Compute a maximum-weight cycle cover C of OG(S). (Remark: A cycle couer 
of OG(S) is a collection of cycles in OG(S) such that each vertex is in exactly one 
cycle.) 
2. Use C to obtain a set P of vertex-disjoint paths in OG(S). 
3. Construct a Hamiltonian path in OG(S) by patching together the paths in P, and 
then output the string associated with the Hamiltonian path. 
In [14], Rao Kosaraju et al. gave three different implementations of step 2. Based 
on two of them, we will obtain two new implementations of step 2. Before describing 
our implementations, we need several definitions and notations. A cycle in C with 
exactly two arcs is called a 2-cycle. The other cycles in C are called 3+-cycles. Let 
Cl, c2, ..., C, be the 2-cycles in C, and let bi (resp., ci) be the weight of the heavier 
(resp., lighter) arc on Ci. A 2-cycle C’i is unbalanced if bi > 2ci; otherwise, it is bal- 
anced. Suppose that Ci, . . ., C,. are the balanced 2-cycles in C. Let b = CL=, bi/ov(C) 
and c = C;=, cJou(C). Clearly, c < b <2c. Let C’ = C - { Ci, Cl,. . . , Cr}. For con- 
venience, we give another (nonstandard) definition. A matching in a digraph is a set 
M of arcs in the digraph such that no two arcs of M are incident on a common 
vertex. 
Our first implementation of step 2 is a slight modification of the second implemen- 
tation of step 2 given in [ 141. For intuitions of the implementation(s), we refer the 
reader to [14]. The details follow: 
2.1. Construct a weighted digraph D’ from OG(S) as follows. For each balanced 
2-cycle Ci E C, redefine the weight on each arc of Ci to be 2(bi - ci). The 
weight on each of the rest arcs remains unchanged. 
2.2. Find a maximum-weight matching M in D’. 
2.3. Let D” be the digraph (V,M U C’) in which there are two different copies of 
each e E M fl C’ (one in M and the other in C’). Find a subset R of the arcs 
in C’ such that (i) ov(R) < i . ov(C’) and (ii) after removing the arcs of R from 
D”, the resulting digraph contains no arc (jt, j2) such that jt has indegree 2 and 
j2 has outdegree 2. 
2.4. Let D be the digraph obtained from D” by first removing the arcs of R and then 
contracting the two vertices on each balanced 2-cycle of C. (Note: Hereafter, 
contracting a set U of vertices in a digraph means replacing the vertices of U 
by a (single) new vertex without creating any self-loop.) 
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2.5. Find a 2-path-coloring of D and set P to be the color class with more weight, 
together with one arc from each balanced 2-cycle of C. 
Our implementation above differs from the second implementation given by Rao 
Kosaraju et al. only in step 2.3 [14]. However, this difference is essential as it enables 
us to parallelize Algorithm 4 without altering its compression ratio. To see this, let us 
first show that the subset R in step 2.3 exists. The following technical lemma is very 
useful. 
Lemma 4.1. Let G = (X, Y, E) be a simple bipartite undirected graph in which every 
vertex x E X has degree 2 and every vertex y E Y has degree at most 2. Then, 
X U Y can be partitioned into three subsets Uo, VI, and U2 such that for each 
0 <i <2, no vertex x E X has degree 2 in the subgraph of G induced by (X U Y) - 
U. Moreover, the partition can be done in O(log( IX + IY])) time with 1x1 + 1 Yl 
processors. 
Proof. Without loss of generality, we may assume that G is connected. Since every 
vertex in G has degree at most 2, G is either a path or an even cycle. 
Case 1. G is a path. Then, the two endpoints of G are both in Y. We start at 
one of them and traverse G toward the other while labeling the vertices of Y by 
0 and 1 alternately. Set Ue (resp., Ur ) to be the set of vertices of Y with label 0 
(resp., l), and set U2 = X. Clearly, UO, U,, and U2 satisfy the condition in the 
lemma. 
Case 2. G is an even cycle. Then, IX] = IY(. Let 2p be the number of vertices 
in G. Without loss of generality, we may assume that X = {0,2,...,2p - 2}, Y = 
{1,3,..., 2p - l}, and the two neighbors of vertex i in G are i - 1 (modulo 2p) 
and i + 1 (modulo 2~). In case p is even, we set UO = {i E Y 1 i E 1 (mod 4)}, 
U1 = {i E Y Ii = -1 (mod 4)}, and U2 = X; clearly, UC,, VI, and U2 satisfy the 
condition in the lemma. Thus, we are done if p is even. Let us now suppose that p 
is odd. Then, one of the following three subcases must occur. 
Subcase 2.1: 2p = 3h for some h>2. Then, we set UO = {O<i<2p - 3 1 i E 
0 (mod 3)}, U, = {l<i62p - 2 I i = 1 (mod 3)}, and U2 = {2di<2p - 1 1 i = 
2 (mod 3)). Clearly, UO, U,, and U2 satisfy the condition in the lemma. 
Subcase 2.2: 2p = 3h + 1 for some ha3. Then, we set Uo = (3 <i<2p - 1 j i = 
0 (mod 3)}, U, = {l<i<2p-3 I i = 1 (mod 3)}, and UZ = {O}U{2<iQ2p-2 I i = 
2 (mod 3)). In the subgraph of G induced by UO U U, , every connected component 
contains at most two vertices. In the subgraph of G induced by UO U U2, only one 
connected component contains more than 2 vertices. This connected component consists 
of the three vertices 0, 2p - 1, and 2p - 2. Note that 2p - 1 is a vertex in Y. In 
the subgraph of G induced by VI U U2, only one connected component contains more 
than 2 vertices. This connected component consists of the three vertices 0, 1, and 
2. Note that 1 is a vertex in Y. Thus, UO, U,, and U2 satisfy the condition in the 
lemma. 
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Subcase 2.3: 2p = 3h + 2 for some h>4. Then, we set Uo = {O<i<2p - 2 1 i = 
0 (mod 3)}, l_Ji = {l<i<2p-7 1 i = 1 (mod 3)}~{2p-3}, and U, = {2<i<2p- 
6 1 i 3 2 (mod 3)) u (2p - 4,2p - I}. Neither the subgraph of G induced by Us U Ul 
nor the subgraph of G induced by G[U, U UJ contains a connected component with 
more than two vertices. In the subgraph of G induced by Uo U Uz, there are only 
two connected components containing more than 2 vertices. One of the two connected 
components consists of the three vertices 0, 2p- 1, and 2p -2, while the other consists 
of the three vertices 2p - 4, 2p - 5, and 2p - 6. Note that both 2p - 1 and 2p - 5 
are vertices in Y. Thus, Uo, U1, and Uz satisfy the condition in the lemma. 
The connected components of G can be found in 0( log( 1X1+ (Y I)) time with JX( + I Y I 
processors. The partition in each of the above cases can be found in O(log( [XI+ IYl)) 
time with 1x1 + IYI processors. 0 
Lemma 4.2. The subset R in step 2.3 exists and can be found in O(logn) time with 
n processors. 
Proof. Consider the digraph D” in step 2.3. First observe that each vertex in D” has 
indegree at most 2, outdegree at most 2, and total degree at most 3. Let 2 be the set 
of the lighter arcs on the unbalanced 2-cycles of C’. That is, 2 = {e E Ci I Y + 1 Q i 6 q 
and ov(e) = ci}. By the definition of an unbalanced 2-cycle, au(Z) < i C:=,+, oU(Ci). 
Consider D” - Z, the digraph obtained from D” by removing the arcs of Z. An arc 
(jt, j2) in D” - Z is said to be bad if jl has indegree 2 and j, has outdegree 2 in 
D” - Z; otherwise, it is said to be good. If D” - Z contains no bad arc, then we set 
R = Z and we are done. So, we may assume that D” - Z contains at least one bad 
arc. Let e = (jt, jz) be a bad arc in D” - Z. Then, e must be an arc on a 3+-cycle 
C of C’ because M is a matching, C’ is a collection of vertex-disjoint cycles, and 
D” - Z contains no 2-cycle of C’. Moreover, exactly one of the two arcs entering jt 
in D” - Z must appear on C and exactly one of the two arcs leaving jz in D” - Z 
must appear on C. We call the two arcs the rivals of e. Since C is a 3+-cycle, the 
two rivals of e cannot be equal. Furthermore, the two rivals of e are both good arcs. 
Obviously, if we delete at least one of the two rivals of e from D” - Z, then e will 
become good. 
Let X be the set of the bad arcs in D” - Z, and let Y be the rivals of the bad 
arcs in D” - Z. Note that X O Y = 0. Let G be the simple bipartite undirected graph 
(X, Y,E), where E = {{x, y} ( x E X, y E Y, and y is a rival of x}. Each vertex 
n E X must have degree 2 in G since the two rivals of x are not equal. Also observe 
that in D” - Z, a good arc can be a rival of at most two bad arcs. From these, it is 
easy to see that G satisfies the condition in Lemma 4.1. Thus, by Lemma 4.1, we can 
partition X U Y into three subsets Uo, U,, and U2 such that for each 0 <i < 2, no vertex 
x E X has degree 2 in the subgraph of G induced by (X U Y) - Ui. Clearly, for each 
0 <i 62, if we delete all the arcs in Ui from D” - Z, then D” - Z will not contain 
any bad arc. We find a Vi (0 <i < 2) with OU( Vi) = min{ou( UO), ov( Ul ), ov( Uz)}, and 
set R = Z U Ui. Obviously, in the digraph D” - R, there is no arc (~‘1, j2) such that 
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jl has indegree 2 and jz has outdegree 2. Recall that none of the bad arcs and their 
rivals appears on an unbalanced 2-cycle of C’. From this, it is not difficult to see that 
ov(R) d f ou(C’). 
The bad arcs in D” - 2 and their rivals can be found in 0( 1) time with n processors. 
Given them, the graph G can be constructed in 0( 1) time with n processors. By 
Lemma 4.1, the partition Uc, Ut, UZ of X U Y can be found in O(log n) time with II 
processors. From this partition, R can be computed in O(logn) time with n processors. 
0 
The coloring in step 2.5 is also possible. This immediately follows from Lemma 3 
in [14] but we here give a new proof, which leads to an NC algorithm for finding a 
2-path-coloring. 
Lemma 4.3. D has a 2-path-coloring. Moreover, a 2-path-coloring of D can be found 
in 0(log3 n) time or in 0(log2 n) expected time with n processors. 
Proof. As observed in the proof of Lemma 3 in [14], D satisfies the condition (1) 
in Lemma 3.2. By step 2.3, the digraph D” - R contains no arc (jt, jz) such that 
jr has indegree 2 and j2 has outdegree 2. Also note that each vertex on a balanced 
2-cycle can have total degree at most 1 in D” - R. Thus, contracting the two vertices 
on each balanced 2-cycle does not cause D” - R to contain an arc (jt, j2) such that 
jl has indegree 2 and j2 has outdegree 2. Thus, D also satisfies the condition (3) in 
Lemma 3.2. 
2-cycles may exist in D. However, as shown in the proof of Lemma 3 in [ 141, 
we can use the special structure of D to construct a new graph H such that (a) H 
satisfies the three conditions in Lemma 3.2 and (b) a 2-path-coloring of D can be 
easily computed from a 2-path-coloring of H. Moreover, H can be easily constructed 
from D and does not contain more vertices or arcs than D. Note that D has n vertices 
and O(n) arcs. Thus, by Theorem 3.10, a 2-path-coloring of H can be computed 
in O(log3 n) time or in 0(log2 n) expected time with n processors. Given such a 
coloring of H, a 2-path-coloring of D can be computed in 0( 1) time with n processors 
[14]. 0 
Let us now analyze the compression ratio achieved by the first version of 
Algorithm 4. 
Lemma 4.4. The first version of Algorithm 4 achieves a compression ratio of & - 
&(b - 2~). 
Proof. Let d = ov(C’ - R)/ov(C). Recall that our first implementation of step 2 above 
is a slight modification of the second implementation of step 2 given in [14]. Actually, 
our implementation above differs from that of Rao Kosaraju et al. only in step 2.3. 
From the analysis in Section 2.2 of [14], it is not difficult to see that o,(P) 3 i( v+ 
9 . au(C) + d . au(C)) + c . ov(C) = v + F . au(C). Noting that the weight 
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of C’ is (1 - b - c) . ov(C), we see that d k t( 1 - b - c) by step 2.3. Combining this 
with au(C) 2 OV(P,,,~~), we now have o,(P) 3 (A - &(b - 2~)). ou(P,,). This together 
with Fact 1 establishes the lemma. 0 
Our second implementation of step 2 is the same as the third implementation of 
step 2 in [14]. To be self-contained, we include it here. 
2.1’. Break each cycle C of C with ICI > 7 into [ICI/71 paths all but at most one 
of length 6, by deleting a set of r/C//71 arcs with total weight < w . au(C). 
Let C” denote the set of the resulting paths together with the cycles of length 
<6 in C. 
2.2’. Construct a weighted digraph D’ from D and C” as follows. Initially, set D’ = 
D. Next, for each arc e = (ji,jz) in D’ such that jt and j2 appear on different 
cycles or paths (say C and C’) of C”, redefine the weight on e to be ov(e) + 
ou(Pj, ) + ou(Pi, ), where Pi, (resp., Pj,) is a maximum-weight Hamiltonian 
path on the vertices of C (resp., C’) ending at ji (resp., starting at j2). Finally, 
contract the vertices on each C E C”. 
2.3’. Find a maximum-weight matching M in D’. Let P be the set of paths in D 
corresponding to the arcs in M. That is, for each arc (jt, j-2) E M, add (jt,j,) 
and the arcs in Pj,, Pjl to P. 
We next analyze the compression ratio achieved by the second version of 
Algorithm 4. 
Lemma 4.5. The second version of Algorithm 4 achieves a compression ratio of f + 
$(b - 2~). 
Proof. The analysis in [14] shows that ov(P)>h(ou(P,,) + ClGiGq(13bi + ci) + 
LX-{c,,...,c,] 9 . ov(C)). F or an unbalanced 2-cycle Ci, we have bi > 2ci and so 
13bi + Ci 29(bi + Ci) = 9 . OV(Ci). Thus, OV(P)> k(oV(Pm,,) + C, <iG,.( 13bi + Ci) + 
CcEc_~c,,...,cr> 9.on(C)). Recall that Ci<i$rbi = b*ov(C) and Ci<iGrci = c.MC). 
Also note that &EC-{C,,...,C,l ov(C) = (1 -b-c).ou(C). Hence, ov(P)a &(ov(P,,,)+ 
(13b + c + 9( 1 - b - c)) . au(C)) = &(ou(PmaX) + (9 + 4b - 8~) . ov(C)). Using that 
on(C) 2 ov(P,,,,,), we now have ov(P) 3 ($ + $(b - 2~)). ou(P,,,). This together with 
Fact 1 establishes the lemma. 0 
Theorem 4.6. There is an RNC approximation algorithm for SSP achieving a com- 
pression ratio of g. It runs in 0(log2 IS]) expected time using )S13.376 processors. 
Proof. By Lemma 4.4, the first implementation of step 2 yields a compression ratio 
of $ - h(b - 2~). By Lemma 4.5, the second implementation of step 2 yields a 
compression ratio of 5 + &(b - 2~). Thus, the best of the two always achieves a 
compression ratio of g. 
Let T,,(i) and P,,(i) denote the time and processor complexities for computing a 
maximum-weight matching in an i-vertex (undirected or directed) graph with an integer 
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weight of at most i on each arc. Currently, Z’,,(i) = .sO(log’ i) and P,,&i) = i3.376 
[12]. It is well known that the problem of finding a maximum-weight cycle cover in 
an i-vertex digraph can be easily reduced to the problem of finding a maximum-weight 
matching in a 2i-vertex bipartite undirected graph. Thus, step 1 of Algorithm 4 can be 
done in r,,(]S]) time with P,,(]S]) p rocessors. Since we assume that S is substring 
free, the operator o is associative over S and so step 3 can be done in O(log IS]) time 
with ISI processors. It remains to analyze the complexity of step 2. 
We showed two implementations of step 2 above. Let us first consider the first 
implementation. Step 2.1 can be done in 0( 1) time with n2 processors. Step 2.2 can 
be done in r,,(jSl) time with P,,(]S]) p rocessors. By Lemma 4.2, steps 2.3 and 2.4 
can be done in O(log n) time with n processors. By Lemma 4.3, step 2.5 can be done 
in O(log2 n) expected time with n processors. Thus, the first implementation of step 2 
takes T,,(jS/) + 0(log2 n) expected time using P,,(IS/) + n2 processors. Let us next 
consider the second implementation of step 2. By Lemma 5 in [14], step 2.1’ can be 
done in O(log n) time with n2 processors. Step 2.2’ can be done in O(log n) time with 
n2 processors. Step 2.3’ can be done in r,,(lS]) time with P,,(]Sl) processors. Thus, 
the second implementation of step 2 takes r,,(]S()+O(log n) time using P,,( ISJ)+n2 
processors. 
Summing up, the two versions of Algorithm 4 take O(log ISI + T,,(lSl) + log2 n) 
expected time using ISI + Z’,,( ISI) + n2 p rocessors. Before invoking Algorithm 4, we 
need to construct GG(S). The overlap between two strings si and Sj can be com- 
puted in O(log ]siI + log ]sjl) time with ]siI(sjl p rocessors. Thus, GG(S) can be con- 
structed in O(log IS]) time with x1 <+_ ISiJISjl processors. Since xi”=, JSiI = ISI, 
Cl<iz#j<n billsjl = o(ls12). Th ere ore, OG(S) can be constructed in O(log IS]) time f 
with lSl2 processors. Hence, we have an approximation algorithm for SSP that achieves 
a compression ratio of g and runs in 0(log2 ISI) expected time using lS13.376 proces- 
sors. 0 
Theorem 4.7. There is an RNC approximation algorithm for SSP achieving an ap- 
proximation ratio of 2%. It runs in O(log’ ISI) expected time using lS13.376 processors. 
Proof. In [2], Blum et al. describe the following approximation algorithm for SSP. 
Given a set S of strings, the algorithm first finds a maximum-weight cycle cover C 
of OG(S). Next, for each cycle C E C, it deletes an arbitrary arc from C to obtain a 
path and then sets t(C) to be the string associated with this path. Finally, it calls an 
algorithm to find a superstring of the strings t(C). 
In [2], Blum et al. show that the above algorithm achieves an approximation ratio 
of 3 - 2.5, provided that it calls an algorithm with a compression ratio of i + E to find 
a superstring of the strings t(C). On the other hand, by Theorem 4.6, the best of the 
two versions of Algorithm 4 always achieves a compression ratio of i + I!$. Thus, the 
Blum et al. algorithm can be implemented to achieve an approximation ratio of 2$. 
Moreover, it is easy to see that this implementation takes 0(log2 IS]) expected time 
using lS]3”76 processors. q 
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5. NC-approximation of shortest superstrings 
We adopt the notations and definitions in the last section. Recall that a directed 
path set (DPS) in a digraph D is a set B of arcs in D such that D[B] is an acyclic 
digraph in which the indegree and outdegree of each vertex are both at most 1. In [ 181, 
Turner showed that the following simple sequential algorithm finds a Hamiltonian path 
with weight at least v in OG(S). (Recall that P,,, denotes a maximum-weight 
Hamiltonian path in OG(S).) 
Algorithm GREEDY 
Input: OG(S) = (V,A, OV). 
1. Initialize B to be the empty set. 
2. While the digraph (V,B) is not a Hamiltonian path in OG(S), perform the fol- 
lowing: Add to B the largest arc e such that B U {e} is a DPS in OG(S) but B U {e’} 
is not a DPS in OG(S) for all arcs e’ with au(e) < ov(e’). (Note: We here assume 
that the arcs of equal weights in OG(S) are linearly ordered.) 
3. Output the digraph (V, B). 
Fact 1 (Turner [IS]). GREEDY finds a Hamiltonian path in OG(S) with weight at 
least 4pfnCl* ) 
2 
Fact 2 (Turner [ 181). Even if the input to GREEDY is changed to an arbitrary 
weighted complete digraph D, GREEDYJinds a Hamiltonian path in D whose weight 
is at least one-third of the maximum weight of a Hamiltonian path in D. 
By Fact 1, GREEDY achieves a compression ratio of i. To design an NC approx- 
imation algorithm for SSP, one way is to parallelize GREEDY. However, Czumaj et 
al. [4] proved that computing the output of GREEDY is hard for P. Consequently, a 
completely different approach seems to be necessary. In [4], Czumaj et al. gave an NC 
approximation algorithm for SSP with a compression ratio of & for any E > 0. 
Below, we present an NC approximation algorithm for SSP with a compression 
ratio of & for any E > 0. Let us explain how the algorithm works. Given OG(S) = 
(V,A, ou), the algorithm tries to find a subset B of A such that the digraph (I’, B) is a 
Hamiltonian path in OG(S) with large weight. To this end, it starts by setting B = 0 
and putting the arcs of OG(S) into several levels according to their weights as follows: 
the higher the level is, the heavier the arcs in it are. Then, starting at the highest level, 
it proceeds level by level. At level L, it (ignores the weights on the arcs in L and) 
adds a maximal set of arcs in L to B while keeping B being a DPS in OG(S). At the 
end of the algorithm, (V,B) will be a Hamiltonian path in OG(S) since OG(S) is a 
complete digraph. Moreover, there is an interesting similarity between our algorithm 
and GREEDY: if the weights of the arcs in OG(S) are modified in a way that the arcs 
in each level L have the same weight WL and WL is larger than WL~ for all lower levels 
L’, then the outputs of our algorithm and GREEDY on the modified OG(S) must be 
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the same. So, if our algorithm puts only those arcs whose weights are very close into 
the same level, then the weight of the Hamiltonian path output by our algorithm will 
be close to that of the Hamiltonian path output by GREEDY. 
Algorithm 5 
Input: OG(S) = (V,A, OU). 
1. Let c = 1 + f. In parallel, for each arc e E A, set Zeu(e) = [log, au(e)] if 
au(e) > 1, and set Zeu(e) = 0 otherwise. 
2. Compute MaxLen = max{Zev(e) : e E A}. 
3. Set B = 8 and CurLev = MaxLev. 
4. While CurLeu 20, perform the following steps: 
4.1. Construct an unweighted digraph D = (V,E) by setting E =BU{eEA: 
lev(e) = CurLeu}. 
4.2. Use Algorithm 2 to compute an MDPS F in D with B s F and then update 
B to be F. 
4.3. Decrease CurLev by 1. 
5. Output the digraph (V, B). 
Lemma 5.1. Algorithm 5 finds a Hamiltonian path in UG(S) with weight at least 
O@In,X ) 
3+c 
Proof. The proof is very similar to that of Lemma 3 in [4]. Let Pout be the output 
of Algorithm 5. Since OG(S) is a complete (weighted) digraph, Pout is certainly a 
Hamiltonian path in OG(S). We next show that ou(Pout)> w. 
Define a weighted digraph H = ( V, A, WH ) by setting wH(e) = cle”@). Let + be a total 
order satisfying the following condition: if either wH(e) > wH(e’), or wH(e) = wH(e’) 
and e is contained in Pout but et is not contained in Pout, then e + e’. When e t e’, 
we say that e is larger than e’. 
Let W be the maximum weight of a Hamiltonian path in H. Obviously, if the arcs 
in H are sorted in nonincreasing order using +, then given H as input to GREEDY (in 
place of OG(S)), GREEDY will output Pout. Thus, by Fact 2, WH(P~~~) Z y. On the 
other hand, WH(P~~~) < c .ou(P,,~~) because wH(e) < c. au(e) for all e E A. Therefore, 
c.ou(PO,,) > J@v since wH(e)>ou(e) for all e E A. Recall that c = 1 + J. We 
now have ou(P,,,) > T = w. 0 
Theorem 5.2. There is an NC approximation algorithm for SSP with a compres- 
sion ratio of & for any E > 0. It runs in 0(log3 n ’ log,+,,3 IS]) time with ISI* 
processors. 
Proof. To find a superstring of S, we first construct OG(S), next invoke Algorithm 
5 to find a Hamiltonian path Pout in OG(S) with weight at least w, and finally 
output the string associated with Pout. By Fact 1, we achieve a compression ratio of 
1 
3fC’ 
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Recall that OG(S) can be constructed from S in O(log ISI) time with JSl2 proces- 
sors. Let us analyze the complexity of Algorithm 5. Clearly, steps 1, 2, and 3 of 
Algorithm 5 can be done in 0( 1) time with n2 processors. By Corollary 2.5, steps 4.1, 
4.2, and 4.3 can be done in 0(log3 n) time using n2 processors. Thus, step 4 takes 
O(k&Leu . log3 n) time using n2 processors. Note that MaxLev = O(log,+,,, ISI). 
Therefore, Algorithm 5 runs in O(log3 n . log,+,,3 ISI) time using n2 processors. The 
string associated with Pout can be computed in O(log ISI) time with ISI processors. 
Therefore, we have an NC algorithm for SSP with a compression ratio of &. It runs 
in O(log 3 n . log,+,,3 ISI) time with ISI processors. 0 
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