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For both scenario and real earthquakes, it is important to estimate the resulting shak-
ing intensity in the near-epicentral region. These estimates can be constrained with ground
motion recordings from real earthquakes, as is currently done in near-real-time by the United
States Geological Survey (USGS) ShakeMap software. For scenario earthquakes, the ground
motions are only estimated by the application of empirical models. The ground motion esti-
mates are expressed as maps of the mean and standard deviation of the estimated intensity,
but the consequences of the shaking on society and the built environment depend critically
on the spatially correlated aleatory variability of the ground motions. This variability has
been accounted for by generating random, spatially correlated realizations of the ground mo-
tions. Methods for generating these realizations, however, are computationally demanding,
especially when the estimates are conditioned on numerous observed intensity values. In this
presentation, a new and approximate conditional simulation approach is applied for use in
ShakeMap. This approach, termed circulant embedding (CE), builds on a fast method for
simulating Gaussian processes. However, standard CE is restricted to simulating stationary
Gaussian processes (possibly anisotropic) on regularly spaced grids. It is also known that if
the range parameter of a spatial process is large relative to the domain, this method fails. In
this work we explore new algorithms that adapt CE for (a) irregularly spaced data points,
and (b) methods for working with large range parameters in order for CE to be widely appli-
cable. It is found that one method provides better accuracy and efficiency, and the solution
iii
to failure of CE results in manageable error for an exponential covariance function. How-
ever this error increases for larger shape parameters. We also illustrate the computational
efficiency of this approach relative to previous methods. These ideas are illustrated with
ground motion intensity measures and also validated through simulation studies.
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In any given year, thousands of earthquakes occur. The National Earthquake In-
formation Center estimates 20,000 earthquakes occur annually, averaging out to about 55
per day. However, only an estimated 16 of annual earthquakes are expected to be major
earthquakes, being above a magnitude of 7.0 on the Richter scale [1]. After significant earth-
quakes, economic and fatality loss estimates are extremely important for local government
officials to work to provide aid. Depending on the magnitude and location of the earthquake,
these estimates can drastically change. To help prepare local governments, first responders,
or utility companies, for example, near-real time estimates for the intensity of shaking at
specific locations are needed. Such estimates are produced by the software ShakeMap (see
[20]), operated by the United States Geological Survey (USGS), shortly after a significant
earthquake.
Often, ground motion sensors, and therefore recorded IMs, are not available at lo-
cations where an IM prediction is needed. There are typically a limited number of IM
measurements available after an earthquake which can be used to estimate IMs at locations
that do not coincide with observations. DYFI reports can be converted to IMs, with some
amount of uncertainty, to add to the pool of available data for estimation. Depending on
the number of available observations and the domain size for which predictions are desired,
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Figure 1.1: A ShakeMap showing shaking intensity in the area surrounding an earthquake
with an epicenter south of Napa, CA in August 2014. Triangles represent seismic instruments
which record ground motion IMs. Circles show results from DFYI reports, aggregated to a
1km square.
prediction can be computationally expensive. Therefore, improving the speed and accuracy
of simulating IMs across an area affected by an earthquake is of utmost importance. This
results in the need to adapt algorithms that are fast to be useful in the context of predicting
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a field of correlated IMs.
Prior research has shown that ground motion IMs are spatially correlated and thus
suitable for spatial modelling [11]. Accurately estimating this correlation is one of the first
steps in eventually producing loss estimates and several correlation functions have been
developed empirically in the past [10]. It has also been shown that it is reasonable to assume
that log IMs are normally distributed, allowing correlation functions to make use of the
multivariate normal distribution [4]. Currently, ShakeMap retrieves means and standard
deviations from available IMs and macroseismic intensity (MI) measures to create maps of
predicted shaking intensity using the multivariate normal distribution [21]. However, these
methods do not simulate additional variability that may occur in the field after an earthquake
as resulting fields are smoothed estimates of the observed shaking intensity and aggregated
damage reports. Further, studies have shown that incorporating spatial variability resulting
from simulations using station data into loss modelling results in higher and more accurate
economic loss estimates, particularly for extreme earthquakes [14, 18].
Conditional simulation of IMs is an ideal technique for retrieving an accurate estimate
of IMs at new locations. That is, one can condition predictions at new and observed locations
based on available IMs observed after an earthquake. Various techniques are available for
conditional simulation, each with associated efficiency and computational costs. A popular
modern method for simulation is the circulant embedding (CE) method. CE is a fast and
exact method for simulation of Gaussian random fields. For example, CE uses 40m2 log2 2m
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floating point operations per second (flops), compared to 6m5 flops on an m × m lattice
for the Cholesky simulation method. This reduced operation count translates to significant
speedup in simulation time and reduction in memory. Given that identifying areas in danger
of extreme IMs needs to be done quickly, CE could be an extremely useful technique in
developing accurate ShakeMaps. However, there are several restrictions to CE that require
additional work for adapting it for use in a platform such as ShakeMap.
CE is restricted to use with stationary covariance functions and to simulation on
regularly spaced grids. However, ground motion sensors are randomly placed in a given
area. Therefore, in order for CE to be useful for ShakeMap, it must be adapted to work with
irregularly spaced data. To work with irregular grids, a block circulant embedding method
has been proposed [13]. However, this method focuses specifically on data that has a block
circulant structure and takes an approach that is less applicable to the ShakeMap situation.
A second workaround currently used in the R package fields is bilinear interpolation, an
extension to linear interpolation for use with two functions on a rectangular grid [8]. While
this adaption is very quick, it does not preserve the covariance structure of the spatial data.
The first part of this work will present two algorithms that adapt CE for irregularly spaced
observational grids. They are referred to throughout this work as local kriging and nearest
neighbor kriging. Both methods are implemented for various use cases and compared against
one another for timing and accuracy. These methods could be used for many other situations
where predictions on a regular grid are needed but data is observed in an irregularly space
fashion. In summary, the goal of this development is to study the two proposed adaptations
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of conditional simulation by analyzing their theoretical variance for a multitude of parameter
choices.
Further, CE is known to fail when the range parameter is large relative to the domain
to be simulated [9, 19]. This failure primarily results from attempting to take the square
root of the diagonal matrix resulting from the eigendecomposition in which negative values
occur. The second part of this work analyzes a technique to adapt CE to work with range
parameters that are large relative to the domain. The method truncates any negative val-
ues to zero so that the square root may be calculated. This simple adaptation results in
an approximation to the desired covariance function. Despite this approximation, results
show that the truncation method still performs well for our purposes and this finding is
corroborated by numerical results.
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CHAPTER 2
EXTENDING CIRCULANT EMBEDDING OVER IRREGULAR GRIDS
2.1 Background and Motivation
This chapter presents methods for adapting the unconditional simulation method
known as circulant embedding (CE) for use in conditional simulation. Because of CE’s
speed and exactness, its adaptation for use with irregularly spaced data within the context
of conditional simulation is desirable. In particular, this chapter explores two conditional
simulation methods using CE and assesses how well the methods perform according to the-
oretical and numerical results.
The conditional simulation method draws from the conditional distribution of a spa-
tial process by making use of the conditional multivariate normal (MVN) distribution. Note
that, a random vector X = [X1, . . . , Xn]








(x − µ)TΣ−1(x − µ)
)
.
This can be written succinctly as X ∼ MN(µ,Σ). The MVN distribution provides a frame-
work for predicting a Gaussian process at new locations conditioned on the given data as
well as equations for predicted uncertainty.









Then the mean vector and the covariance matrix can be partitioned in a similar manner (see
[2] for more details). The conditional covariance matrix contains the covariance matrices of














Then the conditional distribution of X 2 given X 1 is given by:
X 2|X 1 ∼ MN(µ2 + Σ21Σ−111 (X 1 − µ1),Σ22 − Σ21Σ−111 Σ12). (2.1)
Several nice properties result from Eqn. (2.1). For example,
(i) the conditional MVN distribution is again MVN,
(ii) the conditional mean is a linear function on the given data, and
(iii) the conditional covariance does not depend on any data, only on the sub-covariance
and cross covariance matrices.
Note that, the conditional mean and variance do depend on Σ−111 and so if X 1 is large, this
computation can be expensive, and may become infeasible.
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In the conditional simulation approach, given a set of observations from a spatial
process, such as IMs after an earthquake, we wish to simulate a field of observations condi-
tioned on the given data, the idea being that the simulated field is consistent with observed
measurements and could have been a plausible set of data from the observed process. Condi-
tional simulation is an interpolation method, or close to depending on any measurement error
associated with observations. It is worth mentioning that although spatial prediction using
kriging is also an interpolation method and produces optimal unbiased linear predictions,
conditional simulation achieves several ends that kriging does not. Conditional simulation
captures heterogeneity and variability that is often observed in data, unlike kriging predictors
which provide smoothed mean estimates of the field. Additionally, conditional simulation
can be used to honor and analyze multiple types of data and, finally, can be used to quantify
the uncertainty in the predictions.
Put simply, observations from a physical process that are close to one another in
space will be similar and will become less similar with distance. This dependence can be
described through the covariance function of the underlying spatial process y(s). Let’s define
the covariance function of y(s) as
C(s,s∗) = Cov(y(s), y(s∗)),
Also, if we assume y(s) to be a (weak) stationary process then the correlation between two
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points is a function of only distance and therefore, can be written as
Cov(y(s), y(s+ h)) = C(s, s+ h) = C̃(h),
for some function C̃(·) and where h is the Euclidean distance between two points.




, . . . , s∗
m
} be a grid of locations where predictions for a spatial process
z(·) (e.g., PGA or PGV) are desired. In particular, suppose given observations z(S) ≡
{z(s);s ∈ S} (hereafter, in general, for any A = {l1, . . . , lk}, we will use z(A) = {z(l) : l ∈
A} to denote the collection of z variables over the set A), at possibly irregular locations
S = {s1, . . . , sn}, we wish to simulate observations at S∗ conditioned on S. It is assumed
that some or all of the observation locations S are distinct from the regularly spaced grid, S∗.
The observations z(si) are assumed to follow the following standard additive geostatistical
model:
z(si) = µ(si) + y(si) + ε(si), (2.2)
where µ(si) is the mean function, y(si) is a mean zero stochastic process with variance σ
2,
and ε is a mean zero, Gaussian white noise process with variance τ 2 and is assumed to be
uncorrelated with y(si). In geostatistics, τ
2 is often referred to as the nugget effect.
The right-hand side of the Eqn. (2.2) can further be written as
z(si) = f(si) + ε(si),
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where f(si) = µ(si) + y(si). The mean function is commonly written as µ(si) = x(si)
Tβ,
where x(s) = [x1(s), . . . , xn(s)]
T and the parameters β are typically estimated using gener-
alized least-squares (see [5]). In the following work, for simplicity, it is assumed that µ(si) is
constant. Typically it is assumed that µ = 0. However, in this work we asuume µ = −1, for
ease of comparison to previous simulation studies done within the ShakeMap context [21].
It is also assumed that the variance of the stochastic process, also known as the “sill” of the
process, Var(y(si)) = σ
2 = 1. While the sill is assumed to be constant, examining various
values for τ 2 (or τ) will give a sense for how the method performs according to a diverse set
of ratios between the sill, σ2, and the nugget variance, τ 2. This relationship can be thought
of through the parameter λ = τ 2/σ2, called the smoothing parameter. Moreover, 1/λ can
be recognized as the more conventional signal-to-noise ratio common in signal processing.
We now return to the setup of the problem: to simulate values for S∗ conditioned on
a spatial process observed at S. In general, conditional simulation takes the following steps:
1. Calculate the spatial prediction of the process at S∗ using kriging. Call the result
f̂ ∗ ≡ f̂ (S∗).
2. Unconditionally simulate the spatial process at the full set of locations S = S∗ ∪ S
resulting in y(S).
3. Create simulated observational data z(si) = y(si) + ε(si), where si ∈ S and ε(si) is
generated according to the assumed distribution of the errors. Using z(S), predict at
S∗ resulting in f̃(S∗).
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4. Add the spatial error to f̂
∗
to get the conditionally simulated vector vk = f̂ (S∗) +
(y(S∗)− f̃(S∗)).
The resulting vector vk has the correct covariance structure, and can be interpreted as a
field of “data” that are consistent with the observations. Note that, the resulting vector vk
is a draw from the conditional distribution and will have more variability than the kriging
predictor, i.e., the conditional mean. There are many unconditional simulation methods
available, which is needed for step 2 in the algorithm above. One of the most widely known
and a classical approach is the Cholesky decomposition, an exact but expensive method,
which we describe next.
Cholesky Decomposition
A covariance matrix, Σ, of size n × n can be decomposed into the product of two lower
triangular matrices such that LLT = Σ, where L is the lower triangular Cholesky factor
with positive diagonal values if Σ is positive definite.
The vector Lε, with ε a vector of normal random variables, results in a simulated
data set of length n with the covariance structure equal to Σ. While this method is exact
and can work with irregularly spaced data, it is computationally expensive for large grids.
Remark. There are other methods available, such as turning bands or random coins, which
are no more efficient than the Cholesky factor.
11
One of the more popular modern methods is CE, for its ability to handle large sim-
ulations for grids at sizes an order magnitude or more compared to Cholesky. This work
utilizes CE for its efficiency in producing exact simulations of Guassian random fields, that
is, the simulated process has the exact covariance structure desired. CE is fast because of
its use of the fast Fourier transform (FFT), performed on an embedded covariance matrix.
The FFT algorithm computes the discrete Fourier Transform (DFT) of a sequence, convert-
ing the signal from its original domain to the frequency domain. Morevover, the FFT can
compute the inverse DFT (IDFT) as well. Next, we will present some definitions and results
related to circulant matrices and the embedding method.




c0 c1 c2 · · · cn−1
cn−1 c0 c1 · · · cn−2










where the diagonal elements are the repeated throughout the matrix. Note that the matrix
M can be entirely defined by the first row vector c = [c0, . . . , cn−1]
T . The following lemma
is also necessary for CE.
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Lemma: If a matrix M is circulant, it admits an eigendecomposition M = UDU∗
where D is diagonal and positive. D contains the eigenvalues that are the DFT of the first
row vector of M . U∗ denotes the complex conjugate transpose of U and Ujk = e
2πijk/n.
To simulate a 1-dimensional process y(t), t = 1, . . . ,m, at equally spaced locations
with stationary covariance function C(·), the covariance matrix, Σ, is first embedded into a








where M1,M2, and M3 are specified so that M is circulant as in Eqn. (2.3). The algorithm
for simulation of Y ∼ MN(0,Σ) is:
1. Calculate the eigenvalues of M using the FFT
2. Simulate a set of (2m− 1) iid normal variables, call the resulting vector w
3. Compute the FFT of w, F(w), with length (2m− 1)
4. Form D1/2F(w)
5. Compute the inverse FFT: F−1(D1/2F(w))= Y
6. The first m entries of the resulting vector, Y , are an exact mean zero Gaussian simu-
lation whose covariance matrix is Σ.
Thus, the benefit of CE is the square root of M is found efficiently using the FFT. This is
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accomplished by taking the square root of the diagonal matrix, D, whose diagonals are the
eigenvalues of the circulant matrix. Also note that the multiplication of U is achieved by
the DFT and that of U∗ is the IDFT. Both of these multiplications are substantially more
efficient than a direct algorithm using the matrix U . Therefore, the exact simulation can be
written as taking the first n entries of
W = UD1/2U∗w,
where w is a vector of normal random variables of length (2m − 1) for a 1-dimensional
process.
Note that, the required flops is much less than that of the Cholesky factor. Simulation
using CE requires 40n2log2n flops compared to 6n5 for the Cholesky for a grid of size n×n.
However, CE also has a severe limitation. It is restricted to uniform grids and to stationary
processes. In practice, data collected in the field are often not distributed over a regular grid.
For example, IMs recorded after an earthquake are located wherever a ground motion sensor
is placed, there is often no uniformity to this placement. In the next section, we discuss two
methods which are designed to take care of this limitation of CE.
2.2 Methods
In this section we will focus on the development and implementation of two methods,
namely local kriging and nearest neighborhood kriging. The steps to these approximate
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conditional simulation methods will be outlined for the one and two dimensional case, fol-
lowed by derivations for the standard errors for both algorithms. The primary goal of this
exploration is determine an “optimal” number of points to use for these methods to obtain
“close enough” standard error calculations.
The simulation methods will be evaluated based on their respective approximate
standard errors, derived using linear algebra and properties of the MVN distribution. Note
that, these prediction standard errors for the spatial field are approximations to the exact


















where Γ is the gamma function, Kν the modified Bessel function of the second kind, ν the
smoothness parameter, and θ the range or scale parameter.
Throughout this work, two cases for ν are considered: (i) Exponential covariance
with ν = 1/2 and (ii) Matérn covariance with ν = 3/2. The exact form of these covariance























These ν values have been chosen for their closed form representation in the Matérn covariance
family, as the 1/2 cases do not require the use of the Bessel function within the general Matérn
family.
Three range parameters are considered for each case of smoothness so that θ could
be a short, medium or longer range parameter relative to the domain. Specifically, the range
parameters are set so that for a given smoothness, the correlation between two observations
falls to 5% at a distance of 20, 45, or 70 units. These values are used for their applicability to
earthquake IM ranges, as seen in [12]. For each covariance function, we also consider three
nugget values τ 2 = 0.12, 0.22, 0.32. The numerical design has three factors each with three
levels resulting in 18 separate cases.
2.2.1 Local Kriging
The method of local kriging approximates the second step of the conditional simula-
tion process which is to unconditionally simulate the spatial process at the full set of locations
S = S∗ ∪ S, resulting in y(S). The standard error resulting from this approximation is the
main focus of this section. Several matrices will be used throughout the presentation of this
error and are defined next to be referenced throughout this chapter. As a reminder, it is
assumed the length of S∗ is m and that of S is n. Next, we define the following matrices
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which will play crucial roles in the development of the methodologies.
K11
(m×m)
= Cov(y(S∗), y(S∗)) = C(S∗,S∗),
K12
(m×n)
= Cov(y(S∗), y(S)) = C(S∗,S),
K21
(n×m)
= KT12 = C(S,S∗), and
K22
(n×n)
= Cov(y(S), y(S)) = C(S,S). (2.4)
The approximation made by local kriging starts with an unconditional simulation over the
grid S∗ using CE and results in the simulation y(S∗) of length m (note the regular grid is
also of length m). These results are used to predict at the locations of off-grid observations,
S. Here, the goal is to optimize the number of on-grid unconditionally simulated values from
y(S∗) to use for prediction at the off grid locations, S. Let np denote the order neighborhood
being used: first, second, third and so on up to using the full vector y(S∗) for prediction at
S. This equates to 2np points around an off-grid observation in 1-dimension and (2np)2 in
2-dimensions. Visual representations of these points can be seen in Figures 2.1 and 2.2.
Let y(S∗j ) be the subset of on-grid observations chosen according to the order neigh-
borhood, np. The off-grid values are calculated as follows:
ŷ(S) = K∗12K∗−122 y(S∗j )
where K∗12 = Cov(S,S∗j ), the covariance between the off-grid observation locations and the
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Figure 2.1: Top: the resulting field from an unconditional simulation using CE and a second
order neighborhood of points from that field used for the approximate methods. Bottom:
estimates of the true field from conditional simulation using local kriging and simple kriging.
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Figure 2.2: An example of the local kriging setup in 2-dimensions, with the points used for
an order neighborhood of one to three around the observation location.
nearest neighbors according to the chosen order neighborhood and K∗22 = Cov(S∗j ,S∗j ). This
is an essential step in the proposed method. The goal is to optimize the order neighborhood,
np, by using the least number of points possible while maintaining a low standard error for
an estimate at the off-grid locations. The approximation made by local kriging explained
above can be succinctly summarized in the following steps:
(a) Unconditionally simulate the process at the prediction locations, S∗, using CE.
(b) Using an order neighborhood of size np of the simulated values at S∗ around observation
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locations, S, predict at the off-grid observations using kriging. Add the error associated
with this calculation to ŷ(S) to create the simulated data at the off-grid locations
resulting in ẑ(S). The off-grid estimates along with the full vector y(S∗) can now be
used as the full set of simulated values for conditional simulation.
Local Kriging Example in 1-Dimension
In 1-dimension, a given spatial process could be thought of as taking place along one
axis as in Figure 2.1. As an example, suppose that for {si}, i = 1, . . . , 20, we wish to predict
at {s∗j} for j = 1, . . . , 201. We start by first predicting the field using kriging, resulting in
a smoothed estimate for the field, f̂
∗
. This is seen by the dashed line in the bottom plot
of Figure 2.1. The primary issue here is to quantify the uncertainty of these predictions. A
subset of these points, according to an np order neighborhood, will be used for predicting the
off-grid observations. For example, if a second order neighborhood is used, 4 points on either
side of an off-grid point will be used for prediction to observation locations. These points
are represented by the blue-filled dots in Figure 2.1. The remaining points are also results
from CE but not used for the local kriging step. In the bottom plot, we see the true field
(grey line), and the conditional simulation of the field (blue line) based on the observations
(orange points). Note that, the additional variance achieved by conditional simulation is
clear in this plot, where the grey and the blue lines have similar variability while the simple
kriging estimate is a smooth estimation of the field.
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Local Kriging Example in 2-Dimensions
The algorithm in 2-dimensions is very similar to that in one dimension. A distinct
difference, however, is that the order neighborhood will take points in increasing sized circles
or squares surrounding the off-grid observation. An order neighborhood of one will result in
using 4 points around an off-grid observation, a second in 16 points, a third in 36 points and so
on. The nearest neighbors at the uncondtional simulation locations around the observation
locations are plotted in Figure 2.2. It can be assumed that the points representing the
prediction locations on the grid have the same covariance structure as is used in estimating
the field using simple kriging. With estimates at the off-grid observation locations, the full
set of simulated values can be used to continue with the final steps of conditional simulation.
2.2.2 Nearest Neighbor Kriging
A second method to adapt CE for use with off-grid points will be termed nearest
neighbor kriging. In this method, observation locations are associated with the nearest grid
locations. The observation itself is modified to be used through the rest of the conditional
simulation process as actual data. The first step can be written as:
ŷ∗ = K∗12(K22 + τ
2)−1(z − µ) + µ,
where ŷ∗ is a l × 1 vector, with l being the total number of points on the grid surrounding
an off-grid observation according to a chosen order neighborhood. The uncertainty associ-
ated with this calculation is added to the on-grid “observations” to maintain an accurate
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prediction at these points.
The goal here is similar, i.e., we would like to choose the optimal number of nearest
neighbor grid points to off-grid locations to use as artificial data. The steps to nearest
neighbor kriging can be succinctly described in the following steps:
(a) Modify observed data off-grid to be associated with the nearest neighbors according to
the order neighborhood desired (i.e., np = 1, 2, 3, etc.).
(b) Incorporating calculation error from step 1 as measurement error at the on-grid loca-
tions and additional nugget variance, treat results from the previous step as observa-
tions on the grid.
(c) Continue with the conditional simulation algorithm using CE as provided in Section 2.1.
An obvious benefit to this proposition is its simplicity. However, artificially increasing the
number of observations can be computationally expensive depending on the size of the grid
and the number of observed values. This can be imagined by looking again to Figure 2.2.
The symbols can be thought of as the new “observations” which will be used in place of
the original spatial observation locations, with additional error. In subsequent sections a
comparison will be made against the simple kriging solution using derived approximate
standard errors for nearest neighbor kriging.
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2.3 Theory Section
In practice, several hundred conditional simulations of the field will be generated,
resulting in an ensemble of realizations over which the sample standard deviation can be
used as a Monte Carlo estimate of the prediction standard error. However, for the pur-
poses of this research, standard errors for the exact standard error and for local and nearest
neighbor kriging have a closed form. These exact expressions avoid the additional compli-
cation of a simulation study to assess the accuracy of the local and nearest neighbor kriging
approximations.
2.3.1 Local Kriging Approximate Conditional Variance
To derive the approximate conditional variance for local kriging, the first step is to
identify the weights to go from {s∗k} to {si}, with {s∗k} ∈ S∗ and {si} ∈ S. The matrices
defined in Eqn. (2.4) are used throughout this section. The weight matrices derived below
are based on the mean of the conditional multivariate normal distribution and are the same










= diag(K22 −K12K−111 KT12). (2.6)
The vector σ2W1 is of length n× 1 and takes the diagonal elements of the matrix calculation
on the right side of Eqn. (2.6). The weights from the observation locations to the grid
observations are calculated next. Assume each observation location has measurement error,
εi, where εi ∼ N(0, τ 2). The weights for calculating the on-grid points from the off grid only






where K12 and K22 are defined as in Eqn. 2.4. We can now define the composition of these





Finally, we can define the predicted values on the grid as f̂
S∗
= Λy(S∗) +W2(εW1 + ετ ) and
f S∗ = y(S∗) as the “true” process from CE. We can write:
f̂
S∗ − f S∗ = Λy(S∗)− y(S∗) +W2(εW1 + ετ )
= (Λ− I)y(S∗) +W2e,
where e ∼ N(0, φI), with φ = τ 2 + σ2W1 . Finally, the approximate prediction error implied
by local kriging is:
Var(f̂
S∗ − f S∗) = (Λ− I) Cov(y(S∗))(Λ− I)T +W2 Cov(e)W T2
= (Λ− I)K11(Λ− I)T +W2(φI)W T2 (2.9)
This should be compared to the standard errors of the simple kriging estimate:
K11 −K12(K22 + τ 2I)−1KT12 (2.10)
Eqn. (2.9) acts as the best possible outcome for the local kriging approach because the
mapping from S∗ to S uses the full grid of locations to form ẑ(S) for conditional simulation.
However, using the full grid is impractical in practice and so a fixed neighborhood around the
off-grid locations will be used, reducing the number of on-grid points necessary significantly
saving computational costs. Specifically, second and third order neighborhoods around off-
grid points will be examined. The weight matrix, Λ, will change according to the order
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neighborhood used through the calculation of the weights, W1.
Suppose k of the m prediction points on the grid are used, where k < m. Given the
unconditional realization, a subset of simulated values of size k from y(S∗j ) is used instead.
The only difference in using a subset of the on grid locations for the local kriging step is
the first weight matrix to go to the off grid locations from the on grid. This weight matrix
becomes:
W ∗1 = K12K
∗−1
11 (2.11)
The matrix W ∗1 will be used for calculating Λ in Eqn. (2.9).
2.3.2 Nearest Neighbor Approximate Conditional Variance
This method differs in that the first step is to artificially create data on the grid
by first predicting to the nearest on-grid locations from observation points. Thus, the first
weight matrix takes off-grid observations to the grid. We define K∗12 = Cov(y(S∗k), y(S)) due





Eqn. (2.12) represents the weights applied to the observation data to get an estimate at on-
grid locations that will be used as the “observations” with associated uncertainty. Let K∗11 =





11 −K∗12(K22 + τ 2I)−1K∗T12 (2.13)













1 . The final on-grid estimates are
f̂
S∗
= ΛNNz and the “true” process is f S∗, where z are the original observations. The
uncertainty is:
Var(f̂
S∗ − f S∗) = Var(ΛNNz − y(S∗)) = Cov(ΛNNz − y(S∗),ΛNNz − y(S∗))
= Cov(ΛNNz,ΛNNz)− Cov(ΛNNz, y(S∗))− Cov(y(S∗),ΛNNz)+
Cov(y(S∗), y(S∗))
= ΛNN Cov(y(S) + ε)ΛTNN − ΛNN Cov(z, y(S∗))− Cov(y(S∗), z)ΛNNT+
Cov(y(S∗), y(S∗))
= ΛNN(K22 + τ




The accuracy of both methods when compared to the exact spatial standard error as
the order neighborhood is varied depends heavily on the covariance function chosen. For an
exponential covariance function in 1-dimension, there is little difference in choosing a first
or third order neighborhood and a full grid for local kriging. The order neighborhood does
make a difference for nearest neighbor kriging, however. We can see this in Figures 2.3 and
2.4.
These figures show the log10 ratio comparing both approximate method standard
errors to the exact spatial prediction standard errors. Points that have a log10 ratio close to
zero are ideal, as this means that the method is close to converging to the exact standard
error. Points that are further from a log10 ratio of zero indicate that convergence is not as
close. This is seen by the blue points representing nearest neighbor kriging in Figures 2.4
and 2.3. However, the local kriging method, shown by the red and salmon points, are much
closer to the exact prediction standard errors. An important aspect of these plots is the grey
line showing the simple kriging standard error of the process and the rug plot, indicating
the location of the 15 observation points for these calculations. This helps visualize that
the difference between the exact simple kriging prediction standard errors and the adapted
approaches increases close to observation locations and decreases further from observation
location.
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For an exponential covariance function seen in Figure 2.3, the increase in order neigh-
borhood from one (top left) to three (top right) produces no differences in the log10 ratio
for local kriging but does reduce the difference by about .02 for the nearest neighbor kriging
approach. This is also represented by the relative error plot, showing the 95th percentile
of the relative error across 50 configurations of the grid. The yellow boxes, representing
nearest neighbor kriging, consistently show that the relative error at the 95th percentile is,
at best, around .07. We see similar patterns for other values of τ and θ when considering an
exponential covariance function, as seen in appendix A.
In 1-dimension for a Matérn covariance function with ν = 1.5, optimal order neigh-
borhoods need to be determined more carefully as the change in this value does have an
effect on the convergence of the prediction standard errors, particularly for local kriging. As
seen in Figure 2.4, an increase from a first order neighborhood (top left) to a third order
neighborhood (top right) affects both the local kriging with a truncated grid and the nearest
neighbor kriging method. For a first order neighborhood, the local kriging standard errors
slightly underestimate the simple kriging method. The gap is closed by increasing to just a
second order neighborhood, though here a third is shown to demonstrate the effect of using
a higher order neighborhood. For nearest neighbor kriging, the difference between the log10
ratio for nearest neighbor kriging and simple kriging is halved by increasing to using a third
order neighborhood. A similar pattern for the 95th percentile of the relative error across 50
configurations of the grid, as is seen in Figure 2.3, is again seen for this value of ν.
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Figure 2.3: Top: Log ratio plot for ν = .5 with θ = 6.68 for a first order neighborhood (left)
and third order neighborhood (right) used for local and nearest neighbor kriging. Bottom:
95th percentile of relative error across 50 configurations when compared to the exact spatial
standard error.
2.4.2 2-Dimensional Results
There is little distinction between the distribution of the standard errors in 2-
dimensions. Therefore, to better understand the difference between using a first up to a
fourth order neighborhood, the relative percent error between the adapted methods - local
and nearest neighbor kriging - and simple kriging is considered. For 2-dimensions, the loca-
tion of the observations is chosen randomly using the runif() command so that both the x
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Figure 2.4: Matern Covariance with ν = 1.5 for θ = 14.76 with first order neighbor (top)
and third order neighborhood (bottom) used for local and nearest neighborhood kriging.
and y coordinates are randomly distributed on the interval [0, 60]. For the numerical analysis
in this section, there are 35 observations on a grid size of 61 × 61. The ratio of number of
observations to the size of the grid is chosen to reflect the density of observations after an
earthquake in a given domain.
The results for this comparison can be seen in Figure 2.5, where the 95th percentile of
the relative percent error for both methods is plotted across 100 configurations of observations
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in the simulated domain. This is done to ensure that the relative errors analyzed are not due
to chance from a single configuration. The dashed red line represents the 1% relative error
line. The figure shows the 95th percentile of the relative percent difference for an exponential
covariance function. As the order neighborhood increases, the relative percent error continues
to drop or reach an asymptote. It is clear from this graph that nearest neighbor kriging tends
to be more consistent at the 95th percentile after an order neighborhood of 2 is used. On the
other hand, local kriging has a more variable 95th percentile and the middle 50% of the data
has a wider spread as the order neighborhood increases. Regardless of these differences, it is
important to note that both methods’ higher values for relative error tend to remain under
1% for exact errors. This accuracy is encouraging as a practical method for larger data sets.
Additional plots for each parameter value considered can be seen Appendix B.
A second method to consider the closeness of the approximations to the simple kriging
errors is to calculate exactness to a number of significant figures. For example, if the standard
error value for simple kriging is equal to 0.853 when rounded to 3 significant digits, we can
say that the value 0.855 given by local kriging of for np = 1 is not correct to 3 significant
digits. However, for np = 2, the given value from local kriging is 0.853 which is correct. Table
2.1 shows the percent of local kriging standard errors that are correct to three significant
figures when compared to simple kriging for an exponential covariance. Table 2.2 shows
the same but for nearest neighbor kriging. Note that, even when using a full grid for local
kriging, there is still 1 value that is not correct to three significant figures, resulting in just
over 99% of the values converging the 3 significant figures. Table 2.2 shows that nearest
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Figure 2.5: Relative percent difference between local kriging, nearest neighbor kriging and
simple kriging for ν = 0.5 and θ = 6.68.
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Figure 2.6: Relative percent difference between local kriging, nearest neighbor kriging and
simple kriging for ν = 1.5 and θ = 14.76.
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Table 2.1: Portion of standard errors resulting from local kriging correct to 3 significant
figures when compared to simple kriging error for an exponential covariance function across
50 configurations of the grid.
θ τ
np = 1 np = 2 np = 3 Full
Mean Sd Mean Sd Mean Sd Mean Sd
6.68
.1 .115 .034 .736 .02 .974 .009 .994 .009
.2 .117 .035 .746 .02 .974 .012 .993 .012
.3 .123 .037 .759 .019 .974 .013 .993 .013
15.02
.1 .066 .019 .741 .018 .97 .01 .994 .01
.2 .07 .021 .756 .018 .97 .013 .993 .013
.3 .074 .022 .773 .019 .972 .014 .993 .013
23.37
.1 .069 .019 .777 .015 .973 .01 .995 .01
.2 .075 .022 .791 .017 .973 .013 .994 .012
.3 .085 .025 .812 .017 .974 .014 .993 .013
neighbor kriging has a smaller proportion of standard errors that are exact to 3 significant
figures, even when a full grid is used. Ideally, the approximate methods will get as close to
the percentage for the full column as possible without sacrificing computational cost.
A timing analysis suggests that for larger order neighborhoods, np = 2 or larger,
local kriging performs better than nearest neighbor kriging. Timing was done on a personal
MacBook Pro with 2.6 GHz 6-Core Intel Core i7 with 16GB of memory. Figure 2.7 shows
results from a timing test for each algorithm to create 10 simulations. Each method was
timed for a first and second order neighborhood for a varying number of observations, n =
11, 21, 31, 41, 51, 101, 201, 301, 401, 501, 1001. For a first order neighborhood, both methods
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Table 2.2: Portion of standard errors resulting from nearest neighbor kriging correct to
3 significant figures when compared to simple kriging error for an exponential covariance
function across 50 configurations of the grid.
θ τ
np = 1 np = 2 np = 3 Full
Mean Sd Mean Sd Mean Sd Mean Sd
6.68
.1 .228 .036 .896 .003 .917 .003 .918 .003
.2 .215 .035 .895 .003 .915 .003 .918 .003
.3 .211 .036 .896 .004 .916 .003 .919 .003
15.02
.1 .006 .024 .84 .006 .901 .003 .904 .004
.2 .003 .019 .83 .006 .90 .004 .902 .003
.3 .074 .016 .773 .007 .972 .004 .993 .004
23.37
.1 .019 .015 .785 .009 .889 .004 .894 .004
.2 .007 .009 .759 .01 .884 .005 .89 .005
.3 .004 .006 .738 .009 .882 .004 .89 .004
seem to time about the same. However, for the second order neighborhood, there is a clear
difference between the two, with the nearest neighbor kriging method taking 1.6 times longer,
on average. In summary, it seems that for larger order neighborhoods greater than or equal
to 2, the local kriging method is faster.
For a single realization using local kriging and a 575 × 575 grid with 301 off-grid
observations, the total simulation time is 65.5 seconds. Only 11.8 seconds is used for both
setting up the circulant matrix and performing a single unconditional simulation. A majority
of the 65.5 seconds is spent predicting the field using kriging. In total, about 53 seconds is
used predicting the at the regularly spaced locations. This includes step one for predicting a
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mean estimate of the field and the step for predicting at the grid locations when simulating
the correct error. In sum, just over 80% of the time is spent on methods besides CE while
just under 20% of the total time is spent on the unconditional simulation using CE.
As a comparison, the nearest neighbor kriging method for the same setup takes 72.8
seconds. Again, the CE step for this problem is only a small portion of the time: ∼ 8
seconds. However, a significant portion of the total time (66.3 seconds) is spent predicting
the spatial field with the nearest neighbors to the observations locations. This result is due
to an increase in the number of observations from the first step in the nearest neighbor
algorithm.
Based on this analysis, it is recommended that an order neighborhood of at least
2 is used for local kriging for both an exponential and Matérn with ν = 1.5. This order
neighborhood tends to do well for all error values considered. Additionally, it is recommended
that the local kriging method be used over the nearest neighbor kriging method for its
efficiency when compared to nearest neighbor kriging.
2.5 Future Work
Future research into these methods could include doing a direct comparison of the
methods derived in this work to existing methods in efficiently modeling irregularly spaced
data, as adapting CE using the local kriging and nearest neighbor methods are not the only
routes. Comparisons could be made to bilinear interpolation or block circulant embedding,
37
Figure 2.7: Timing to run through 10 simulations on a 575 × 575 fixed grid
11, 21, 31, 41, 51, 101, 201, 301, 401, 501, 1001 and np = 1, 2, 3.
mentioned previously, and could include analyzing the methods for various sized grids, num-
ber of observations and grid spacing in terms of exactness to simple kriging in addition to
timing for each method. If this method proves to be useful in practice, an additional step
could be to implement this method in 3 dimensions for use in atmospheric or subsurface
modeling.
A second area of further research is to extend this analysis to anisotropic trends.
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Figure 1.1 suggests some anisotropy and CE can be used for anisotropic simulation, which is
not explored in this analysis. Extending this analysis to consider anisotropic processes could
improve estimation where earthquake wave propagation is not uniform. Finally, while it is
beneficial to use CE for its speed, the added kriging steps involved in both adapted methods
when working with large sets of observations tend to slow the process down, as both methods
still require solving linear systems based on the covariance matrix for observations. While
this method overall is still rather quick, working to find alternatives or improvements to
these steps, potentially in the form of parallel algorithms, could also be valuable.
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CHAPTER 3
EXPLORING ADAPTATION OF CIRCULANT EMBEDDING FOR LONG RANGE
PARAMETERS
3.1 Background and Motivation
A key assumption for the use of CE is that the embedding of the original covariance
matrix into a larger periodic domain be nonnegative definite. However, if the range parameter
for the underlying spatial process is large relative to the domain, the standard CE method
is known to fail [9, 19]. That is, when forming
M = UDU∗, (3.1)
one or more of the resulting eigenvalues in the diagonal matrix D may be negative. Recall






j , j = 0, . . . , n− 1
where ωj = exp(2πij/n) and i is
√
−1. If any of the resulting dj are negative, then forming
D1/2 and hence M1/2 as a real valued matrix is not possible. In order to work around
this issue, other methods must be considered. There are currently multiple proposals to
circumnavigate this [9]. One solution is increasing the size of the embedding domain by
a factor c so that the embedded matrix of dimension 2cn × 2cn is positive definite [19].
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However, the computational requirements for CE grow quadratically with c, and this method
can become expensive quickly [9]. [19] proposed an approximate method by truncating
negative eigenvalues to zero, which does not require the embedded matrix to be nonnegative
definite but results in simulations that no longer have the exact covariance structure desired.
However, little has been published on the practical use of this method.
This section will focus on analyzing the appropriateness of truncating eigenvalues
to zero for varying values of θ and ν for the Matérn covariance family. The analysis done
in [19] only focused on a powered exponential covariance function and the accuracy of the
approximation has not been quantified in ways that relate to practical issues of conditional
simulation. We test this method on Matérn covariance functions with smoothness parameters
ν = 0.5 and 1.5. In particular, the exponential covariance function has been preferred in
spatial correlation models of ground motion intensity measures and so is included for analysis
to determine appropriateness with this application focus [11, 17]. The range parameters
studied in Chapter 2 will be used again here.
3.2 Method Overview
An embedded covariance matrix that is not nonnegative definite results in negative
eigenvalues upon taking the DFT through matrix multiplication with U . Truncating these
values to zero in order to create a covariance matrix in the embedded domain results in an










j dj ≥ 0
0 dj < 0
and results in an approximate covariance structure post truncation not equal to the original
and reduces the rank of the matrix. This approximation can be visualized by the plots
in Figure 3.1. In this figure, the diagonal elements of the matrix D are plotted according
to their index. The top plot shows the original values for D, where some are negative,
and the bottom shows the truncated version of those values. It is also important to note
that once this truncation is done, the eigenvalues are normalized by the maximum value for
C(·) to be a correlation function. One of the desirable properties of CE is that it is exact
for the simulation of Gaussian processes and so an approximation is not ideal. However,
the closeness of the approximation to the exact structure may result in a simulation with
negligible difference and still leverage the computation efficiency of CE.
Let CE(·) denote the exact covariance function to be used for creating the covariance
matrix and let ME be the resulting circulant matrix. For large range parameters, taking
M1/2 is not possible and truncating the eigenvalues results in MA. The square root of MA
implies an approximate covariance function CA(·) that is distinct from CE(·). Therefore,
we are interested in comparing the covariance functions CA(·) and CE(·) and the resulting
covariance matrices.
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Figure 3.1: Visualization of truncating diagonal values of the matrix D. The plot limits the
y-axis in order to better see where negative eigenvalues occur.
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Let f = Σ1/2e, e ∼ N(0, 1), be the exact simulation using the correct covariance matrix
resulting from CE(·) and fA = Σ1/2A e be the approximate simulation, resulting from using
CA(·). Assume e is the same for both simulations. The difference between the two can be
written:
f − fA = (Σ1/2e − Σ1/2A e) = (Σ1/2 − Σ
1/2
A )e = Ωe,
where Ω = (Σ1/2−Σ1/2A ). Then the root mean squared error (RMSE) between the exact and
the approximate simulation is:































The RMSE derived above can be used to assess the performance of truncating negative




Empirically it was found that once the range parameter reaches a certain percent
of the size of the domain, resulting eigenvalues of the covariance function become negative.
Our simulation study suggests that as the range parameter increases relative to the size of
the domain, the error between the true covariance and the truncated covariance begins to
differ by a higher amount and this change also depends on the smoothness parameter. For
ν = 0.5, CE first fails when θ is approximately 25% the size of the domain. For a domain
grid of 61 × 61, a range parameter of 15 and above fails. For ν = 1.5, a range parameter
that is above approximately 10% of the domain fails. Using the range parameters from the
previous chapters, two of the three range parameters considered for each ν result in negative
eigenvalues for the domain size of 61 × 61. These range parameters are considered in this
section and the corresponding RMSE values, as derived in Eqn. (3.2) are reported.
3.3.2 Results
Results from analyzing the exact and approximate covariance matrices from CE(·)
and CA(·) can be seen in Table 3.1. This table shows the range parameters analyzed in
Chapter 2. Here, the RMSE, equivalent to the Frobenius norm normalized by
√
n where
the domain is n × n, between the exact and approximate covariance matrix square roots is
shown in column three. For the exponential covariance functions, with a medium (15.02) and
long (23.37) range parameter, the RMSE between the exact the approximate simulations is
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Figure 3.2: For 20 range parameters, the Frobenius norm between the exact and the approx-
imate matrix square root is the calculated for a grid of size 61× 61. The x-axis indicates the
distance at which the correlation falls to 5% so that the range parameters are comparable
across values of ν.
very small. The approximation for a Matern covariance function with ν = 1.5 results in the
highest RMSE between the exact and approximate simulations, seen in the final two rows of
Table 3.1.
To understand how quickly the errors grow as a function of the range parameter, Fig-
ure 3.2 shows the Frobenius norm, as the does the third column of Table 3.1, but for 20 range
parameter values. The x-axis indicates the distance at which the correlation between two
points drops to 5%. This is done to ensure an accurate comparison between the two ν values
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Table 3.1: For two values of ν and range parameters that cause failure in CE, the RMSE
between the symmetric square root matrices and the Frobenius norm of the difference.









chosen since the range parameter is not comparable across values of ν. The graph indicates
that as the range parameter increases for ν = 1.5, the error between exact and approximate
simulations grows much quicker than for exponential correlation functions. However, the
error remains relatively small, particularly for the exponential correlation function, which
does not fail until a distance of close to 50 while the Matérn with ν = 1.5 first fails at a
distance of close to 25.
3.4 Conclusion and Future Work
As seen in Table 3.1, the truncation to zero does well for the exponential covariance
function for both range parameters considered but trends towards a poorer approximation
for larger range parameters when ν = 1.5. For the purposes of ground motion modelling,
which tend to prefer the exponential covariance function, this approximate method works
well and could be considered when a simple solution is needed for longer range parameters.
For ν = 1.5, the approximation works okay though not as well for ν = 0.5, as seen by the
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higher RMSE values Table 3.1. In this case, for larger ν values, other methods may need to
be considered if a simulation that is closer to the exact covariance structure is desired.
In relation to the approximation errors made by local and nearest neighbor kriging
in Chapter 2, the errors incurred by the methods presented in this chapter are also small.
They can be thought of as extra error added to a realization. When working with these
errors, it is important to consider the desired outcome and whether the additional errors are
reasonable for modelling, particularly loss modelling after an earthquake.
As mentioned in this chapter, truncating the eigenvalues to zero results in a correlation
function that is not exact to the original. While it is possible to find the approximate
covariance between on grid points, it is not yet clear how to approximate the covariance
to off-grid points, which is needed for implementing local and nearest neighbor kriging in
Chapter 2. Future research could explore methods for connecting these two methods by
approximating the covariance for off-grid locations.
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Figure A.1: Matern Covariance with ν = 0.5 for θ = 6.68.
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Figure A.2: Matern Covariance with ν = 0.5 for θ = 15.02.
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Figure A.3: Matern Covariance with ν = 0.5 for θ = 23.37.
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Figure A.4: Matern Covariance with ν = 1.5 for θ = 4.22.
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Figure A.5: Matern Covariance with ν = 1.5 for θ = 9.49.
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Table B.1: Portion of standard errors resulting from local kriging correct to 3 significant
figures when compared to simple kriging error for a Matern covariance function, ν = 1.5,
across 50 configurations of the grid.
θ τ
np = 1 np = 2 np = 3 Full
Mean Sd Mean Sd Mean Sd Mean Sd
4.22
.1 .127 .037 .771 .02 .971 .006 .996 .004
.2 .133 .04 .791 .019 .975 .003 .999 .001
.3 .144 .04 .813 .017 .978 .003 .999 .001
9.49
.1 .254 .052 .923 .01 .991 .002 .991 .001
.2 .352 .052 .941 .008 .993 .002 1 .002
.3 .459 .05 .952 .007 .994 .001 1 .001
14.76
.1 .566 .04 .964 .005 .996 .001 .999 5e-04
.2 .727 .031 .978 .004 .997 .001 1 1e-04
.3 .801 .022 .983 .003 .998 .001 1 .001
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Table B.2: Portion of standard errors resulting from nearest neighbor kriging correct to 3
significant figures when compared to simple kriging error for a Matern covariance function,
ν = 1.5, across 50 configurations of the grid.
θ τ
np = 1 np = 2 np = 3 Full
Mean Sd Mean Sd Mean Sd Mean Sd
4.22
.1 .301 .04 .861 .01 .888 .006 .908 .004
.2 .208 .04 .847 .008 .88 .005 .902 .004
.3 .177 .035 .85 .007 .884 .006 .907 .005
9.49
.1 .008 .01 .535 .04 .824 .012 .867 .008
.2 .002 .004 .432 .038 .815 .1 .873 .007
.3 .002 .003 .409 .035 .831 .007 .895 .005
14.76
.1 4e-04 .0003 .205 .047 .687 .018 .824 .01
.2 0 NA .116 .033 .689 .014 .871 .008
.3 0 NA .111 .029 .722 .014 .901 .005
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B.2 Boxplots
Figure B.1: 95th percentile of the relative percent error between the exact spatial prediction
standard error and the two approximate methods. Here ν = 0.5 and θ = 15.02.
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Figure B.2: 95th percentile of the relative percent error between the exact spatial prediction
standard error and the two approximate methods. Here ν = 0.5 and θ = 23.37.
60
Figure B.3: 95th percentile of the relative percent error between the exact spatial prediction
standard error and the two approximate methods. Here ν = 1.5 and θ = 4.22.
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Figure B.4: 95th percentile of the relative percent error between the exact spatial prediction
standard error and the two approximate methods. Here ν = 1.5 and θ = 9.49.
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