In this paper, we propose a bimodal 3D facial recognition method aimed at increasing the recognition rate and reducing the effect of illumination, pose, expression, ages, and occlusion on facial recognition. There are two features extracted from the multiscale sub-blocks in both the 3D mode depth map and 2D mode intensity map, which are the local gradient pattern (LGP) feature and the weighted histogram of gradient orientation (WHGO) feature.
Introduction
With the rapid development of technology and societal progress, efficient authentication is needed in many fields, e.g., surveillance, human-computer interaction, and biometric identification. The face, as a unique personal identity, has many advantages: it allows for good interaction and is stable, difficult to counterfeit, and cannot be lost, etc., has been widely used in authentication. In recent years, the improvement of 3D data acquisition on devices and computer processing capabilities make a rapid development of the 3D facial recognition technology. Compared with a 2D face, which is easily affected by external factors, such as facial expression, pose, illumination, and age variations, 3D data can express facial information more comprehensively and richly, and better reflect the geometric structure of the human face. Even though there is some loss of information caused by external conditions, it is still much smaller than with 2D data, so more and more researchers are focusing on the 3D field.
The existing 3D facial recognition techniques can be roughly classified into three categories: globally based, locally based, and multimodal hybrid methods. Global feature-based methods often extract statistical features from depth images [1] . Thakare et al. [2] used the principal component analysis (PCA) components of the normalized depth image and moment invariants on mesh images to implement an automatic 3D facial recognition system based on the fuzzy neural network (FNN). Independent component analysis (ICA) [3] , linear discriminant analysis (LDA) [4] , and sparse preserving projection (SPP) [5] are also used to extract global facial features. The global features mainly describe the properties of the whole face, and have rotation invariance, simple calculation, and intuitive representation; however, they have high dimensional features, and cannot describe detailed changes of the face.
The local feature-based methods use stable local invariance features, such as facial curves, local descriptors, and curvature to match and identify faces, which can be applied to both the depth the iterative closest point (ICP). Some other methods, i.e., convolutional neural networks, are commonly used to process human face images for recognition [23] [24] [25] .
To extract facial information comprehensively and avoid a complex process of 3D point cloud data, this paper proposes a bimodal 3D facial recognition method, which can reduce the time cost and space complexity, as well as improving recognition efficiency. There are two kind of features extracted from the multiscale sub-block's 3D mode depth map and 2D mode intensity map, which are the local gradient pattern (LGP) feature and the weighted histogram of gradient orientation (WHGO) feature [26] . The gradient is robust for illumination transformation, and reflects the local region information contained in the image; thus, by calculating the gradient edge response, relative gradients, and the occurrence frequency of those gradients in different directions, these two features efficiently express the human face. The proposed multimodal fusion method reduces complexity and improves recognition speed and efficiency.
The contributions of this paper:
i Describe a method which can automatically recognize human faces by using depth and intensity maps converted from 3D point cloud data, which are used to provide structural and texture information. ii
Extract features from multiscale sub-blocks' bimodal maps for mining essential facial features. iii
Propose the feature of the local gradient pattern (LGP), and combine LGP with the weighted histogram of gradient orientation (WHGO) to constitute the LGP-WHGO descriptor for extracting the texture and structural features.
The remainder of the paper is organized as follows. In Section 2, the whole theoretical method of 3D face recognition is given in detail, and the pre-process of 3D facial data is introduced. Section 3 introduces the specific process of weighted multiscale sub-blocks. In Section 3, the experiments and analysis are presented. Conclusions and future developments end the paper.
Weighted Gradient Feature Extraction Based on Multi-Scale Sub-Blocks for 3D Facial Recognition in Bimodal Images
The proposed framework consists of five main phases, including preprocessing, operation of weighted multiscale sub-blocks (on both the depth and intensity map), feature extraction, dimension reduction, and the validation process. In each stage, several algorithms are applied, and the result of each stage is the input for the next stage. The complete process is depicted in Procedure 1.
1.
Pre-process 3D point cloud data to obtain the depth map and the intensity map.
2.
Perform weighted multiscale sub-block operation on the depth and intensity maps.
3.
Use local gradient pattern (LGP) and weighted histogram of gradient orientation (WHGO) [25] descriptors extract features from the depth and intensity maps, then cascade these two features together.
4.
Reduce the dimensionality of the cascaded features to remove redundant information and obtain the ultimate LGP-WHGO feature vector, to represent face identity.
5.
Validation of the LGP-WHGO feature vectors by support vector machine (SVM) to compute the recognition rate.
Three-Dimensional Facial Pre-Processing
The amount of face point cloud data acquired by 3D laser scanner is usually huge. Besides facial data, it also contains the hair, neck, shoulders, and other useless information, even interference factors such as holes, spikes, and different postures, which bring significant challenges for 3D facial Information 2018, 9, 48 4 of 16 recognition. Therefore, it is necessary to transform the 3D facial point cloud data to the depth and intensity images, which only contain the facial features. Depth maps contain facial structure features, which are characterized by high computational speed and classification accuracy, but these features can only describe the general structure of different faces, and cannot overcome the subtle textural changes of the same face. Therefore, the recognition rate is not very accurate when distinguishing similar categories. The intensity maps contain precisely the characteristics of the human facial texture. In this paper, the depth map and the intensity map are combined and complemented, in order to improve the recognition performance.
Face point cloud data contains the spatial geometry information and color texture information, which is useful to get the depth and intensity maps. There are four steps to transform face point cloud data into a depth map. First, extract the geometric coordinate information and RGB color information of the 3D sampling point. Second, calculate the position of the nose tip, which is the highest point in the central face axis with constant rigid characteristics. Third, use the nose tip as the center of the sphere for face cutting, which removes the hair, shoulders, neck and other redundant information, and only retains the area of the face. Finally, the obtained geometry data and color texture data are normalized, including smoothing, de-noising, hole filling, attitude correction, histogram equalization, and other operations. The normalized data is projected onto the two-dimensional planar grid, and the average of the z coordinates of the point cloud in the grid is calculated as the pixel value of the depth map.
Similarly, the intensity image is obtained by converting the RGB color information of each face point cloud in the facial region into intensity value information.
The 3D face pre-processing flow diagram is shown in Figure 1 , and an example of 3D point cloud face data transformed into the depth image and the intensity image is shown in Figure 2 .
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Weighted Multiscale Sub-Block Partitions
To mine more essential features of images, multiscale sub-block partition is performed before extracting facial structural and texture features. The multiscale approach is inspired by the construction of the Gaussian scale space in the SIFT [6] . The scale space of an image is denoted as the function L(x, y, σ), which is produced from the convolution of a variable-scale Gaussian function G(x, y, σ), with an input image of I(x, y):
L(x, y, σ) = G(x, y, σ) * I(x, y)
where "*" is the convolution operation, and
The larger the value of σ, the lower the resolution of the image and the rougher the scale; conversely, the finer the detail the image contains. In this paper, only three scales in the Gaussian space are considered. Otherwise, the excessive number of pictures will affect the experimental results. Gaussian scale space is assigned different weights, while weighted multiscale space is defined as:
where W r,c is weight matrix of the multiscale space, the coefficient k c−1 controls the magnitude of σ, and the coefficient 2 r−1 controls the size of the image in different octaves, which means that size of the first octave of the image is 2 r−1 times that of the rth octave. The result of the weighted multiscale operation is shown in Figure 3 ; these nine images are generated after the operation, so there are three octaves produced, each with three images. In this paper, k = 2 1/3 , σ = 1.6 (refer to Lowe's literature [6] ), ω 1 = 0.5, ω 2 = 0.3, and ω 3 = 0.2.
To mine more essential features of images, multiscale sub-block partition is performed before extracting facial structural and texture features. The multiscale approach is inspired by the construction of the Gaussian scale space in the SIFT [6] . The scale space of an image is denoted as the function ( ) s L x,y, , which is produced from the convolution of a variable-scale Gaussian function ( ) s G x,y, , with an input image of ( ) I x,y :
The larger the value of s , the lower the resolution of the image and the rougher the scale;
conversely, the finer the detail the image contains. In this paper, only three scales in the Gaussian space are considered. Otherwise, the excessive number of pictures will affect the experimental results. Gaussian scale space is assigned different weights, while weighted multiscale space is defined as:
where , r c W is weight matrix of the multiscale space, the coefficient -1 c k controls the magnitude of s , and the coefficient -1 2 r controls the size of the image in different octaves, which means that size of the first octave of the image is -1 2 r times that of the rth octave. The result of the weighted multiscale operation is shown in Figure 3 ; these nine images are generated after the operation, so there are three octaves produced, each with three images. In this paper, k = 2 1/3 , s = 1.6 (refer to Lowe's literature [6] ), w 1 = 0.5, w 2 = 0.3, and w 3 = 0.2. Sub-block partitioning means segmenting the image into sub-blocks based on the multiscale, then the features of each sub-block are extracted in a certain sequence, and all of the sub-block features of the entire image are cascaded together. The size of sub-blocks also affects the recognition accuracy. If the sub-block is too large, the details cannot be well represented. Conversely, the characteristics of important parts, such as eyes, nose, and mouth will be ignored. In this paper, subblocks are weighted and cascaded as follows: Sub-block partitioning means segmenting the image into sub-blocks based on the multiscale, then the features of each sub-block are extracted in a certain sequence, and all of the sub-block features of the entire image are cascaded together. The size of sub-blocks also affects the recognition accuracy. If the sub-block is too large, the details cannot be well represented. Conversely, the characteristics of important parts, such as eyes, nose, and mouth will be ignored. In this paper, sub-blocks are weighted and cascaded as follows:
where B I(x, y), 2 ψ × 2 ψ is the sub-blocks' function, and the input image I(x, y) is divided into 2 ψ × 2 ψ sub-blocks, while b ψ is weight coefficient. In this paper, b 1 = 0.1, b 2 = 0.2, b 3 = 0.3, and b 4 = 0.4. The sub-blocks' operation is shown in Figure 4 . The sub-blocks' operation is shown in Figure 4 . 
Local Gradient Pattern and Weighted Histogram of Gradient Orientation
Based on the benefits of the gradient feature and inspired by Zhou [26] , the method of weighted gradient feature extraction in the bimodal image for 3D facial recognition is proposed in this paper. This method uses two descriptors, local gradient pattern (LGP) and weighted histogram of gradient orientation (WHGO), and cascades them to be LGP-WHGO, which can extract both the structural and the texture features of face images.
The LGP descriptor is improved by local directional pattern (LDP) [27] and gradient binary pattern (GBP) [26] .
LGP not only uses the advantages of two descriptors, but also overcomes the disadvantage that LDP does not take negative values into account, and the number of gradient directions of GBP is not rich enough. The relative gradients are made full use of with LGP to express the characteristics of each pixel, so that the gradient value is more stable than the intensity value.
LGP takes edge response values and relative gradients going in different directions into account; thus, the extracted features from the LGP descriptor are more abundant, and the LGP descriptor is robust to non-monotonic lighting and randomly generated noise.
Local Directional Pattern
The local directional pattern [27] of each pixel is an eight-bit binary code calculated by comparing the edge response values (m0, …, m7) of different directions in a 3 × 3 neighborhood. The edge response values are obtained by convolving the 3 × 3 neighborhood with eight Kirsch masks. Kirsch masks M0 to M7 are shown in Figure 5 . Then, the top k response values |mi| (i = 0, …, 7) are selected, and the corresponding directional bits are set to 1. The remaining (8 − k) bits are set to 0, and the binary expression of a local directional pattern is as follows:
where k m is the k-th largest response value. 
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The GBP [26] was inspired by the local binary pattern (LBP) [28] . Unlike the LBP operator, which describes each pixel by the relative intensity values of its neighboring pixels, the GBP operator describes each pixel by the relative gradient on different directions of the pixel. Two simple one-dimensional masks [−1 0 1] and [−1 0 1] T were adopted to convolute with the 3 × 3 neighborhood, centered with pixel ( , )
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Local Gradient Pattern
The LGP combines LDP [27] and GBP [26] . To calculate the LGP operator, firstly, the eight edge response values m0 to m7 are calculated by convolving the 3 × 3 neighborhood of each pixel with Kirsch masks; then, the relative gradients of each pixel in eight directions are calculated by the edge response values and eight direction masks.
To calculate the relative gradients of each pixel in eight directions, four non-diagonal directions need to be added to enrich the four directions (D1, D2, D3, D4) used the GBP descriptor. We 
Gradient Binary Pattern
The GBP [26] was inspired by the local binary pattern (LBP) [28] . Unlike the LBP operator, which describes each pixel by the relative intensity values of its neighboring pixels, the GBP operator describes each pixel by the relative gradient on different directions of the pixel. Two simple one-dimensional masks [−1 0 1] and [−1 0 1] T were adopted to convolute with the 3 × 3 neighborhood, centered with pixel (x, y), and the gradients were calculated in the horizontal and vertical directions, respectively, i.e., D 2 and D 4 . Gradients on the diagonal directions (i.e., D 1 and D 3 ) are calculated by two two-dimensional masks [0 0 1; 0 0 0; −1 0 0] and [−1 0 0; 0 0 0; 0 0 1], which is also convoluted with a 3 × 3 neighborhood centered with pixel (x, y). The relative gradient in four different directions is shown in Figure 6a . The GBP value of the pixel (x, y) can be calculated as follows:
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The LGP combines LDP [27] and GBP [26] . To calculate the LGP operator, firstly, the eight edge response values m 0 to m 7 are calculated by convolving the 3 × 3 neighborhood of each pixel with Kirsch masks; then, the relative gradients of each pixel in eight directions are calculated by the edge response values and eight direction masks.
To calculate the relative gradients of each pixel in eight directions, four non-diagonal directions need to be added to enrich the four directions (D 1 , D 2 , D 3 , D 4 ) used the GBP descriptor. We adopted [0 1 0; 0 0 0; −1 0 0] to calculate the four additional directions, i.e., D 1 , D 2 , D 3 , and D 4 , as shown in Figure 6b . Eight directional masks, T 0 to T 7 , are shown in Figure 7 .
Information 2018, 9, x FOR PEER REVIEW 8 of 16 0 0; −1 0 0] to calculate the four additional directions, i.e., D1′, D2′, D3′, and D4′, as shown in Figure 6b . Eight directional masks, T0 to T7, are shown in Figure 7 . The corresponding relationships between the direction and the magnitude of the relative gradients of the edge response value and the calculation process can also be expressed as follows: 
Then the top k values are selected, and the corresponding directional bits are set to 1, the remaining bits are set to 0. The LGP value of a pixel at the position ( , )
x y can be calculated as follows:
where k g is the kth value in i g ; in this paper, k = 3. The complete process is shown in Figure 8 . An example of LGP code at k = 3 is shown in Figure 9 . LGP encoding example with k = 3.
Weighted Histogram of Gradient Orientation
The WHGO [26] descriptor uses the gradient magnitude as the weight of the histogram of gradient orientation. The detailed description and the calculation of the descriptor are as follows.
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The WHGO [26] descriptor uses the gradient magnitude as the weight of the histogram of gradient orientation. The detailed description and the calculation of the descriptor are as follows. The original gradient orientations are spaced over; the gradient orientation is quantized into discrete orientation bins using the following equation:
where O xy ∈ Z (1 ≤ O xy ≤ B is the orientation bin for pixel (x, y), and θ xy ∈ R (−π < θ xy ≤ π) is the corresponding gradient orientation for the pixel (x, y) , B is the number of orientation bins, and the function ceil(m) is a top integral function. Once this calculation is complete, the value of the pixel (x, y) in the image is replaced by the value of its discrete orientation bin b k O xy . Furthermore, to increase the spatial attributes, more image details are stored to deal with the rotation displacement of facial images, as with the sub-block operation illustrated in Section 2.2. There are also four types of block methods used here, which are 2 × 2, 4 × 4, 8 × 8, and 16 × 16-therefore, n ∈ {4, 16, 64, 256}. In each sub-block, the pixel gradient magnitude is used to as its weight of orientation, and the weight of the sub-block is defined as
where δ ∈ Z (1 ≤ δ ≤ n) indicates which sub-block the pixel belongs to, k ∈ {a ∈ Z|1 ≤ a ≤ B } is the k-th dimension of the histogram, and m O xy is the gradient magnitude of the pixel (x, y). The final WHGO descriptor is calculated as 12) where N δ is the number of pixels of the sub-block δ.
Dimension Reduction Processing
The LGP-WHGO is obtained by cascading the LGP and WHGO features extracted from both the depth map and the intensity map, but there is a redundant feature dimension that needs to be removed, due to the facial cutting or the high-similarity features among all of the faces in the databases. This paper defines a similarity threshold Th to remove the redundant features. The similarity of jth dimension feature is defined as
where N is the number of database samples, the matrix A represents the feature matrix extracted by the entire sample dataset, A i is the feature vector of the ith sample, and µ is the sample mean of all feature vectors. The final LGP-WHGO feature vector to represent face identity is obtained after dimension reduction processing.
Experiments and Results
The experimental environment was a PC, with Inter(R) Core(TM) i5-3210M CPU 2.50 GHz, 4GB RAM, and a Microsoft Windows 7 operating system; the programming platform was MATLAB R2014a. To verify the proposed method, experiments were carried on three public 3D datasets: CASIA, FRGC v2.0, and Bosphorus.
The CASIA database contains 123 subjects, each subject having 37 or 38 images with individual variations of poses, expression, illumination, combined changes in expression under illumination, and poses as expressions. The FRGC v2.0 dataset consists of 4950 3D scans (557 subjects) along with their texture images (2D), in the presence of significant variations in facial expressions, illumination conditions, age, hairstyle, and limited pose variations. The Bosphorus database consists of 4666 3D scans (105 subjects), and each face scan has four files (coordinate file, color image file, 2D landmark file, and 3D landmark file) with neutral poses and expressions, lower face action units, upper face action units, action unit combinations, emotional expressions, yaw rotations, pitch rotations, cross rotations, and occlusions. These three databases are the most widely used in the field of facial recognition.
This paper uses the k-fold cross-validation. The selected dataset is equally divided into nine sub-datasets. The data of each sub-dataset is randomly but uniformly selected. One sub-dataset is used as the testing set, and the remaining are used as training sets, and each experiment will obtain the corresponding recognition rate, which is the average recognition rate of k experiments as a k-fold cross-validation rate of recognition. According to the number of images involved in the training sets and the testing set, the experiments on the CASIA and FRGC v2.0 databases used a nine-fold cross-validation, and the experiments on Bosphorus database used a 10-fold cross-validation.
Each database has been experimenting with two groups of images. For the CASIA database, the first group includes 40 people selected, with 36 pictures randomly selected for each person. An example is shown in Figure 10 . In Figure 10a ,b, there are 18 samples of the depth and intensity maps, respectively, and these samples involve illumination, expressions, and pose variations. The second group is based on the previous increase of 40 people's data. For the FRGC v2.0 database, the first group selected 80 people (18 pictures per person) in the database randomly, and an example is shown in Figure 11 . In Figure 11a ,b there are nine samples of the depth and intensity maps, respectively, and these samples involve illumination, expressions, and age variations. The second group is based on the previous increase of 80 people's data. For the Bosphorus database, the first group includes 40 people selected, with 80 pictures per person, and an example is shown in Figure 12 . In Figure 12a ,b, there are 40 samples of the depth and intensity maps, and these samples involve expressions, occlusion (eye occlusion, mouth occlusion, eyeglasses occlusion, and hair occlusion), and pose variations (yaw 10, 20, 30, 45 degrees). The second group is based on the previous increase of 40 people's data. This paper uses the k-fold cross-validation. The selected dataset is equally divided into nine subdatasets. The data of each sub-dataset is randomly but uniformly selected. One sub-dataset is used as the testing set, and the remaining are used as training sets, and each experiment will obtain the corresponding recognition rate, which is the average recognition rate of k experiments as a k-fold cross-validation rate of recognition. According to the number of images involved in the training sets and the testing set, the experiments on the CASIA and FRGC v2.0 databases used a nine-fold crossvalidation, and the experiments on Bosphorus database used a 10-fold cross-validation.
Each database has been experimenting with two groups of images. For the CASIA database, the first group includes 40 people selected, with 36 pictures randomly selected for each person. An example is shown in Figure 10 . In Figure 10a ,b, there are 18 samples of the depth and intensity maps, respectively, and these samples involve illumination, expressions, and pose variations. The second group is based on the previous increase of 40 people's data. For the FRGC v2.0 database, the first group selected 80 people (18 pictures per person) in the database randomly, and an example is shown in Figure  11 . In Figure 11a ,b there are nine samples of the depth and intensity maps, respectively, and these samples involve illumination, expressions, and age variations. The second group is based on the previous increase of 80 people's data. For the Bosphorus database, the first group includes 40 people selected, with 80 pictures per person, and an example is shown in Figure 12 . In Figure 12a ,b, there are 40 samples of the depth and intensity maps, and these samples involve expressions, occlusion (eye occlusion, mouth occlusion, eyeglasses occlusion, and hair occlusion), and pose variations (yaw 10, 20, 30, 45 degrees). The second group is based on the previous increase of 40 people's data. This paper uses the k-fold cross-validation. The selected dataset is equally divided into nine subdatasets. The data of each sub-dataset is randomly but uniformly selected. One sub-dataset is used as the testing set, and the remaining are used as training sets, and each experiment will obtain the corresponding recognition rate, which is the average recognition rate of k experiments as a k-fold cross-validation rate of recognition. According to the number of images involved in the training sets and the testing set, the experiments on the CASIA and FRGC v2.0 databases used a nine-fold crossvalidation, and the experiments on Bosphorus database used a 10-fold cross-validation.
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Experiments with Different Descriptors on Recognition Rate
In this section, the five descriptors, including LGP, WHGO [26] , LBP [28] , LDP [27] , and GBP [26] are extracted from both the depth map (DM) and intensity map (IM), and the obtained maps are shown in Figure 13 . The feature histograms are shown in Figure 14 . The LGP maps in Figure 14e and the WHGO images in Figure 14f show that both descriptors retain facial structural and texture properties effectively, but LGP maps represent the features of the human face better than LBP, LDP, and GBP descriptors. 
In this section, the five descriptors, including LGP, WHGO [26] , LBP [28] , LDP [27] , and GBP [26] are extracted from both the depth map (DM) and intensity map (IM), and the obtained maps are shown in Figure 13 . The feature histograms are shown in Figure 14 . The LGP maps in Figure 13e and the WHGO images in Figure 13f show that both descriptors retain facial structural and texture properties effectively, but LGP maps represent the features of the human face better than LBP, LDP, and GBP descriptors. 
In this section, the five descriptors, including LGP, WHGO [26] , LBP [28] , LDP [27] , and GBP [26] are extracted from both the depth map (DM) and intensity map (IM), and the obtained maps are shown in Figure 13 . The feature histograms are shown in Figure 14 . The LGP maps in Figure 14e and the WHGO images in Figure 14f show that both descriptors retain facial structural and texture properties effectively, but LGP maps represent the features of the human face better than LBP, LDP, and GBP descriptors. Figure 14 shows feature histograms of the five descriptors. The first line is the five different feature histograms of the depth map, and the second line shows the five different feature histograms of the intensity map. The abscissa of each feature histogram is the gradient orientation after being quantized, and the ordinate is the weighted frequency value. As can be seen from Figure 14 , the trend of the distribution of the histograms for each column of features is roughly the same, but there are subtle differences because the depth and intensity maps contain different information, even when they are converted from the same face image. From each row of the five histograms on view, the LBP and LDP histogram distributions are the most uniform. There are fewer features in the GBP feature histogram distribution. The performance of LGP is better than GBP, and the peak and valley values are visible, so the feature histogram distribution is more abundant. Although the histogram of GBP has noticeable peaks and valleys, the characteristics are scarce, and the peak-valley distribution by LGP is more visibly abundant. The results of the WHGO descriptor are very good. The performance of each descriptor needs to be displayed in combination with the recognition rate of each group of experiments.
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LGP improved on LBP [28] and GBP [26] , so its recognition rate has been improved.
Experiments with Different Combination of Descriptors
Here, WHGO descriptors were cascaded with LBP [28] , LDP [27] , GBP [26] , and LGP, respectively, to extract facial features. RRs are shown in Tables 4-6 for the CASIA, FRGC v2.0, and Bosphorus databases, respectively. As can be seen from Tables 4-6 , the proposed LGP-WHGO in this paper has the highest recognition rate. Experimental results show that the LGP-WHGO descriptor extracted from DM and IM can better represent face identification information and achieve better recognition accuracy.
Comparison with State-of-the-Art Methods
The proposed LGP-WHGO method was compared with the state-of-art facial recognition methods in two databases. The method in [2] is the global feature-based method, the method in [13] is the local feature-based method, and the methods in [15] [16] [17] [18] [19] are multimodal hybrid methods. Tables 7 and 8 are RR comparisons with state-of-art methods on the CASIA and FRGC v2.0 databases, respectively. As can be seen from Tables 7-9, compared with facial recognition methods in recent years, the RR of this paper is quite encouraging. When the CASIA experimental dataset contained facial images which deflected 20-30 degrees, the RR rises to 98.61%. For the FRGC database, the RR of the proposed method reaches 98.06% when involving illumination, expressions, and age variations. The Bosphorus experimental dataset contains not only yaw rotation face images (yaw 10, 20, 30, and 45 degrees), but also occlusion face images (eye, mouth, eyeglasses, hair occlusion)-with that dataset, the RR reached 96.75%. Methods in [2, 17] used the trained advantages of neural networks to extract features and classification. The method in [18] used different combinations of features, including MSLBP, SLF, Gabor wavelets, and SIFT for classification. The method in [19] not only directly used the point cloud data for calculation, but also used multiple features and subspace combinations, especially in the Bosphorus database experiments. The training and testing sets contained only neutral face and basic expressions, and did not consider occlusion faces. The method in [16] directly used 3D models for detecting key points, and the Bosphorus database experiments did not contain occlusion faces. The method in [17] used three 3D databases (BU3D, Bosphorus, and CASIA) to train the model, and the authors' experiments demonstrate the method's interesting performance. Regarding time cost, the disadvantage of these methods is that they are complicated and time-consuming. The method of this paper uses structural features of the depth map and texture features of the intensity map extracted by the LGP-WHGO descriptor for recognition. As a result, this method saves time and has a high practicality compared with other algorithms, primarily through use the 3D point cloud data for calculation directly.
Discussion
We have presented a 3D facial recognition method. To reduce the effect of illumination, pose, expression, ages, and occlusion on facial recognition, our method transforms 3D point cloud data to depth and intensity maps. The depth map contains face structure features, and the intensity map contains the characteristics of the human face texture. On multiscale sub-blocks, the proposed LGP-WHGO, combined with the LGP and WHGO descriptors, can capture more structural features and texture features, and improve the recognition performance. Experimental results show that the recognition rates of LGP-WHGO are higher than that using single image information. Using the CASIA database with non-frontal pose images deflected 20-30 degrees, the recognition rate reached 98.61%, which is a very significant result. In the FRGC v2.0 database experiments, the highest recognition rate also reached 98.06%. With the Bosphorus database, the experimental dataset contains not only yaw rotation of face images (yaw 10, 20, 30, and 45 degrees), but also occlusion variations of face images (eye, mouth, eyeglasses, hair occlusion), still the RR comes up to 96.75%.
In this paper, the proposed algorithm is meant mainly to identify faces that have a small area of the face occlusion or poses between 10 and 45 degrees of deflection. However, how to efficiently improve the recognition rate of the non-frontal face with apparent obstructions or changes in the angles of the video surveillance is work to be further studied. In the meantime, constant optimization of features extracted from facial images and integration with deep learning methods are also great options.
