Abstract
I. Introduction
Software development processes for distributed real-time and embedded (DRE) systems found in a variety of domains such as avionics, automotive, financial, healthcare and defense are increasingly moving away from the "build from scratch" approach to a "build by composition and configuration" approach. The technology enablers fostering this new approach are contemporary component middleware solutions, such as the CORBA Component Model (CCM), Enterprise Java Beans (EJB) and .NET Web services. Since these middleware solutions are developed to support a large class of DRE systems occurring in multiple domains, they are designed to be highly configurable and flexible.
This high degree of configurability and flexibility of component middleware technologies, however, becomes a source of significant challenges for system developers since they are now responsible for configuring the middleware platforms effectively for their domains. In order to achieve the desired Quality of Service (QoS) characteristics for DRE systems, domain-specific QoS requirements must be mapped onto middleware configuration space, i.e. right set of configuration optionsmechanisms of the underlying middleware. Such a mapping requires a comprehensive knowledge of configuration space, impact of individual configuration options on system QoS, and their inter-dependencies. Incorrectly mapped system QoS requirements can lead to a suboptimal middleware configuration, thus degrading the overall system performance. In the worst case it can cause runtime errors that are costly and difficult to debug.
System developers are domain experts who understand issues pertaining to their individual domains but often lack a thorough understanding of the middleware configuration space. There is a significant need, therefore, for research and development in automating the mapping from domain-specific, system-level QoS requirements onto the right set of configurations of the hosting middleware platform(s).
Solution Approach → Applying Model Transformation to Middleware QoS Configuration. In order to address the challenges described above, we have developed QUality of service pICKER (QUICKER) model transformation toolchain 1 for system developers. QUICKER automates the following QoS configuration activities:
• Specifying system QoS requirements -QUICKER uses model driven engineering (MDE) to enable developers to specify system QoS requirements in terms of intuitive modeling artifacts.
• Identifying subset of configuration space for satisfying system QoS requirements -QUICKER automates the process of identifying the right set of options of middleware configuration space corresponding to the system QoS requirements thereby relieving developers from requiring a detailed knowledge of the middleware configuration mechanisms.
• Modeling Language (PICML) [2] used for modeling component assemblies, inter-and intra-assembly interactions and interfaces, and simplifying various activities of component-based system development such as packaging and deployment, and (2) Component QoS Modeling Language (CQML) [11] , used to express QoS configurations at different levels of granularity using intuitive, visual representations.
The remainder of this paper is organized as follows: Section II describes the challenges in QoS mapping; Section III describes the QUICKER toolchain and how it addresses the challenges outlined in Section II; Section IV describes related research; and Section V describes concluding remarks outlining lessons learned and future work.
II. Challenges in Middleware QoS Configuration
Although QoS-enabled component middleware and existing MDE tools provide several advantages in software development, several key challenges need to be resolved in order to effectively enable QoS configuration of the middleware platforms hosting the different software components of a DRE system. We focus our discussion on CCM though these challenges manifest themselves in any other highly-configurable component middleware such as EJB and .NET Web Services. We list middleware QoS configuration challenges below. Challenge 1: Specifying domain-specific QoS requirements -System developers are domain experts who can understand and reason about various domain-level issues. In order to specify DRE system QoS, platform-specific configuration mechanisms is a wrong level of abstraction for system developers -rather, it must be expressible in terms of domain-level abstractions that are well understood by these developers.
Addressing this challenge requires tool support for intuitive modeling capabilities that capture QoS concerns of a system using semantics and notations that are closer to the domain. Section III-A illustrates how our QUICKER toolchain addresses this challenge.
Challenge 2: Identifying the middlewarespecific QoS configuration options for satisfying QoS requirements -Although a tool may provide modeling capabilities to specify system QoS requirements, there remains the need to identify the right middleware-specific QoS configuration options that will satisfy these system QoS requirements. Manually identifying these options may be too time consuming, and in case of large-scale DRE systems, infeasible. Further, systems evolve either as part of the software development lifecycle, or modified domain requirements/end-goals. Naturally, middleware configurations that satisfy these modified requirements would have to be re-identified.
An automated QoS configuration tool should be able to correctly identify the QoS options necessary to achieve desired system QoS from its requirements. Section III-B illustrates how QUICKER addresses this requirement.
Challenge 3: Mapping the QoS requirements onto QoS configuration options -Finally, after identifying QoS options, appropriate values for each of these options must be chosen in order to correctly configure the middleware and realize desired system QoS. Such a step would have to potentially be performed several times during the development cycle of a system and thus should be easily (and relatively quickly) repeatable.
Depending on the individual QoS requirements, one or more alternative QoS options may be identified in the previous step. A QoS configuration tool should not only choose suitable values for each of these QoS options but also ensure that these QoS options values are valid, both for the association entity (in the context of component middleware, an association entity would be, for example, a component, a connection between components, or an assembly to which a QoS configuration is associated), as well as for the entire component-based application. Section III-B illustrates how QUICKER addresses this requirement.
III. Design of QUICKER
QUICKER uses MDE for the description of high-level, domain-specific QoS requirements that enable capturing the (platform-independent) system requirements across various QoS dimensions. Additionally, QUICKER uses model transformations for translation of these QoS requirements into (individual) platform-specific QoS configuration options necessary to satisfy these requirements. Figure 1 shows the overall QUICKER toolchain. QUICKER transformation have been defined using Graph Rewriting And Transformation (GReAT) [5] language. DRE system developers use the Requirements meta-model in PICML to specify the system QoS policies. Models defined in PICML act as source models of QUICKER transformation. Similarly, middleware-specific QoS configuration options are captured as models using the QoS Configurations meta-model in CQML, which serve as the target models in the transformation process. The graph rewriting rules are defined in GReAT in terms of source and target typed graph (i.e., meta-models). These rules are used by the GREngine in order to create the QoS options model of a DRE system from its QoS requirements model. Although we have superimposed the Requirements meta-model on PICML, it is not tied to PICML 2 alone and can be associated with any other platform-independent modeling language that provides capabilities for modeling structural units (for example, a component, an assembly, or connections thereof) of a component-based system.
A. Modeling QoS Requirements in PICML
In this section, we describe the modeling capabilities in PICML that can be used to capture QoS requirements of DRE systems. Although other QoS dimensions are currently supported in QUICKER, for lack of space we only discuss the modeling capabilities in the context of a publish/subscribe-based DRE system. The reader is referred to [6] for a detailed discussion of other supported QoS dimensions.
PICML defines the Requirement element as a generalization of QoS requirements. As can be seen in Figure 2 (a), a unary association is defined from source element (which can be a Component, ComponentAssembly or Port connections between Components) to destination element (a Requirement). Multiple source elements of the same type can be associated with the same Requirement. Moreover a ComponentAssembly's Requirement is also associated with all the components contained in that ComponentAssembly. Such associations provide significant benefits in terms of flexibility in the creation of QoS requirements models and scalability of the models.
Figure 2(b) shows how the publish/subscribe service QoS requirements can be modeled using PICML. This figure is representative of a publish/subscribe service, such as the CORBA Realtime event service, which supports asynchronous and anonymous interactions in component-based DRE systems. A Subscriber component subscribes to receive events from a Publisher component that generates events. Publisher (subscriber) component connects to a mediator entity, an Event Channel, to publish (subscribe to) events. 2 Unless stated otherwise, our use of the term PICML refers to its QoS requirements modeling capabilities. The publish/subscribe service requirements have port-level granularity, specifically for the asynchronous ports (i.e., event sources and event sinks). The ECBehavior element which models the properties of the event channel can be used to specify the following QoS requirements: (1) the policy used to manage components that can no longer be accessed using their references, (2) publisher and subscriber-based filtering of events, (3) whether publisher(subscriber) components access the connected event channel(s) from single or multiple threads of execution, and (4) whether event dispatch mechanism prioritizes the events for forwarding various events received by the event channel (from publishers) to the respective subscribers. These modeling capabilities are at a sufficiently high level of abstraction and are intuitive to be applied to a variety of publish/subscribe mechanisms such as, for example, Data Distribution Service [10] . Resolving Challenge 1: Specifying domainspecific QoS requirements. By providing platform-independent modeling abstractions in PICML and defining representational semantics that closely follow those of the system requirements, QUICKER allows system developers to describe system QoS using simple, intuitive notation. Table I captures quantitative modeling effort involved in specifying QoS requirements of DRE systems in PICML. We chose two existing DRE systems for assessing the modeling effort: (1) NASA's MMS mission 3 which has a total of 14 components and 13 asynchronous connections, and (2) SLICE [4] which has 8 components and 4 asynchronous connections. As can be seen in Table I , modeling effort for both SLICE and MMS mission is reduced by more than 50% compared to the corresponding publish/subscribe configuration space size.
Further, we argue that for specifying DRE system QoS, modeling in Modeling at a platformindependent level is qualitatively better than using platform-specific configuration mechanisms due to the following: (1) Since 8 out of 10 attributes in ECRequirement are boolean type, creating models in PICML is tantamount to answering questions about the modeled system, and (2) use of domain-level abstractions in PICML naturally lends itself to rapid and easier modeling of the DRE system. B. Automated QoS mapping using QUICKER Challenge 2 and 3 in Section II motivated the need for an automated toolchain for performing QoS configuration of the underlying middleware platform. In this section, we first describe the QoS Configuration meta-model in CQML that defines middleware-specific QoS options. We also briefly outline our transformation algorithm 3 NASA STP Magnetospheric MultiScale Mission, http://stp.gsfc.nasa.gov/missions/mms/mms.htm/.
that transforms system requirements (in terms of PICML models) into middleware-specific QoS options (in terms of CQML models).
Rather than directly transforming PICML models of DRE system into deployment descriptors, we chose to generate (CQML) models of middleware-specific QoS options from these PICML models. Model interpreters defined in QUICKER, in turn, operate on these CQML models and generate the necessary descriptors which are used by the middleware platform to configure and host the DRE system on target environment. Such an approach has the following advantages: (a) (generated) CQML models can be used for further analysis such as, for example, model-checking QoS properties of the DRE system, (b) using models of application at each step of software development increases traceability as QoS requirements are translated to low-level QoS options, to middleware descriptors required for deploying the DRE system, and (c) CQML models are closed in terms of modification by system developers, and can only be (re-)generated by applying QUICKER model transformations on PICML models. Such a design choice simplifies software development and addresses the productivity problem [7] at the middleware level.
1) Modeling Middleware QoS options in CQML:
In order to explain our ideas, we describe the QoS Configuration meta-model for publish/subscribe QoS dimension. As shown in Figure 3 , RTECConfiguration is a concrete implementation of QoSCharacteristic. Some of the publish/subscribe service settings are given below: (1) Publisher and Subscriber modeling element contains all the event source and sink configuration settings, respectively. These include, for example, thread locks management mechanisms for publisher (subscriber) components that are accessed by multi-threaded systems, and types of event filtering used. (2) RTECFactory element contains configurations specific to the event channel itself. These include, event dispatching method that controls how events from publisher component(s) are forwarded to the respective sub-scribers, scheduling of events for delivery and other scheduler-related coordination, and handling of timeout events in order to forward them to respective subscribers. (3) FilterGroup element that specifies strategies to group more than one filters together for publisher (subscriber) components. 
2) QUICKER
Transformations for Publish/subscribe services: QUICKER model transformations codify best practices in using real-time publish/subscribe service for DRE systems. These transformations are applicable to any system model that conforms to the PICML meta-model, and thus can be used by developers repeatedly during development and/or maintenance phase(s). QUICKER model transformations preserve the granularity specified in the input PICML models, i.e., the concrete QoSCharacteristic elements in output CQML models shown in Figure 3 have the same granularity as the corresponding concrete Requirement element in input PICML models as shown in Figure 2 .
The transformation algorithm for mapping publish/subscribe QoS requirement is given below:
• For a ECPublisher (ECSubscriber) element in PICML model, create a Publisher (Subscriber) element in RTECConfiguration of CQML model, which will contain all the publisher (subscriber)-related configuration options. If a filter type is configured for a ECPublisher (ECSubscriber), create the same filter type for the corresponding Publisher (Subscriber).
• If disconnect_dangling_conne-ctions is set to TRUE in ECRequirement, configure the control policy (that handles invalid object reference(s)) in both Publisher and Subscriber to REAC-TIVE. The REACTIVE control policy at components ensures validity of their object references through polling at regular intervals.
• If publisher_filtering is set in ECRequirement, in the CQML model configure the filtering in Publisher to per_publisher. Otherwise, configure filtering to NULL. Similarly, if subscriber_filteting is set, following two choices are available: (1) if configure_rt_sched is set to TRUE for the corresonding ECSubscriber indicating that Real-time scheduling is being used, in the CQML model configure the filtering in RTECFactory to PRIOR-ITY such that subscriber filtering honors priorities of events being filtered, (2) otherwise, configure the filtering to BASIC.
• If multithreaded access is configured for ECPublisher (ECSubscriber), in the CQML model configure the lock in Publisher (Subscriber) to REAC-TIVE ensuring that the access to the event channel is thread safe, i.e., the shared data (here, event channel) is not accessed by more than one threads in ECPublisher (ECSubscriber) components. Otherwise, configure lock to NULL.
• If prioritize_event_dispatch is set to TRUE, configure dispatching in RTECFactory as follows: (1) 
IV. Related Work
Model Driven Architecture (MDA) [9] development process centers around defining platform-independent models (PIMs) of an application and applying (typed, and attribute augmented) transformations to PIMs to obtain platform-specific models (PSMs). Authors in [1] attempt to clearly define platform-independent modeling in MDA development by introducing an important architectural notion of Abstract Platform that captures an abstraction of infrastructure characteristics for models of an application at some platform-independent level in its design process. An important observation of the authors is that design languages should allow for appropriate levels of platform-independence to be defined at each development step. QUICKER deals with mechanisms to translate QoS requirements that a system places on the implementation platform onto QoS configuration space of that platform. Output models of QUICKER can be treated as read only models. System developers model and modify the high-level PICML models only, and are thus shielded from the low-level details about the middleware platform.
The Adaptive Quality Modeling Language (AQML) [8] provides QoS adaption policy modeling artifacts. AQML generators can (1) translate the QoS adaption policies (specified in AQML) into Matlab Simulink/Stateflow models for simulations using a control-centric view of QoS adaptation and (2) generate Contract Definition Language (CDL) specifications used in QuO [12] from AQML models. QUICKER models the configuration of standards-based QoS-enabled component middleware technologies, whereas AQML targets QuO. Moreover, QUICKER's middleware model precisely abstracts the implementation so it does not need a two-level declarative translation (from AQML to CDL to potentially CCM using QuO delegates) to achieve QoS adaptation.
Work discussed in [3] uses an aspect-oriented specification technique for component-based distributed systems in order to specify the system, e.g., real-time temporal logic and timed automata notations are used to describe the application requirements and QoS management policies, respectively. In contrast, QUICKER focuses on automating the error-prone activity of middleware QoS configuration, i.e., mapping QoS requirements to QoS configuration options. An interesting side-effect of using model transformations for QoS configuration is that since the changes to application QoS are made only at QoS requirement specification time, the implementation platform details (i.e., middleware QoS options) always remain in-sync with the application QoS requirements, thereby addressing the productivity problem [7] at the middleware level. Finally, since the specification of the QoS requirements itself is platform-independent, it allows for re-configuring the QoS mappings to suit other middleware platforms.
V. Concluding Remarks
In this paper, we discussed the challenges associated with correctly configuring QoS-enabled component middleware for DRE systems. We presented an automated, model-driven QoS mapping toolchain that correctly maps QoS policy specifications to middleware-specific QoS configuration options. We showed the use of the toolchain for correctly translating real-time publish/subscribe QoS requirements onto corresponding QoS options. The next steps in QUICKER project are extensive user studies to measure the qualitative aspects of its modeling capabilities. We also plan to extend our toolchain for other QoS dimensions and middleware technologies, such as EJB and Web Services.
