We present an extension of Jaynes' maximum entropy principle to handle latent variables. We use an EM algorithm that incorporates nested iterative scaling to approximately calculate maximum entropy solutions for this principle, and give a proof of its convergence.
I. INTRODUCTION
Learning about the world requires a system to extract useful sensory features and then form a model for how they interact, perhaps by using abstract concepts. The maximum entropy (ME) principle [l] is an effective method for combining sources of evidence from complex but structured natural systems. However, many of the natural patterns that we wish to classify are the result of causal processes that have hidden hierarchical structure; yielding data that does not report the value of latent variables. Unfortunately, the standard ME principle only models observed data and ignores possible latent variable structure. In this paper, we propose a latent maximum entropy principle (LME) that explicitly handles latent variables and yields more expressive power than the standard maximum entropy principle of Jaynes. 11. LME AND A TRAINING ALGORITHM encode the constraints that we would like to match from the data (e.g. corresponding to the sufficient statistics in exponential models). That is, we require that the expectations of f , ( X ) in the complete model match their empirical expectations on the incomplete data Y, taking into account the structure of the dependence of X on Y.
Note that due to the nonlinear mapping p(zlY = y), Eqs. (2) are nonlinear constraints of p(x) and the feasible set is no longer convex. Therefore, even though the objective function (1) is concave, no unique maximum can be guaranteed to exist.
To solve this problem, we restrict p x to have the form of a log-linear model with incomplete data, px(x) = and the loglikelihood function for the observed incomplete data will be 2;' exp(CL,Aifi(x)). In this case,
We use the EM algorithm [2] to solve the problem of maxFor this particular log-linear model, we have imizing the likelihood of the observed incomplete data (2) .
Surprisingly, maximizing &(A, A ( j j )
is equivalent to maximizing the dual function of the complete data entropy:
In the case where the feature functions f,(x) are all nonnegative, the generalized iterative scaling algorithm (GIS) [3] or improved iterative scaling algorithm (11s) [4] can be used to maximize & (A, A') .
Thus the proposed EM algorithm for maximum entropy with latent variables (LME-EM) is the following:
dx, for i = l...N; M step, perform K iterations of full parallel update of parameter values A,, i = l...N, by GIS or 11s. The convergence result of LME-EM is stated in the following theorem: Theorem: The LME-EM algorithm gives a feature solution, and it monotonically increases the likelihood function L ( A ) .
All limit points of any LME-EM sequence {A(j), j 2 0} belong ( 5 )
