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Résumé
Les terminaux mobiles oﬀrent à ce jour des performances de plus en plus élevées
(CPU, résolution de l'écran, capteurs optiques, etc.) Cela rehausse la qualité vidéo
des services média, que ce soit pour le visionnage de contenu vidéo (streaming, TV,
etc.) ou pour des applications interactives telles que le jeu vidéo. Mais cette évolution
concernant l'image n'est pas ou peu suivie par l'intégration de systèmes de restitution
audio de haute qualité dans ce type de terminal. Or, parallèlement à ces évolutions
concernant l'image, des solutions de son spatialisé sur casque, à travers notamment la
technique de restitution binaurale basée sur l'utilisation de ﬁltres HRTF (Head Related
Transfer Functions) voient le jour.
Dans ce travail de thèse, nous nous proposons d'évaluer l'intérêt que peut présenter
le son binaural lorsqu'il est utilisé sur une application mobile audiovisuelle. Une partie
de notre travail a consisté à déterminer les diﬀérents sens que l'on pouvait donner au
terme  application mobile audiovisuelle  et parmi ces sens ceux qui d'une part
étaient pertinents et d'autre part pouvaient donner lieu à une évaluation comparative
avec ou sans son binaural.
Le couplage entre son binaural et visuel sur mobile occasionne en premier lieu
une question d'ordre perceptive : comment peut-on organiser spatialement une scène
virtuelle dont le son peut se déployer tout autour de l'utilisateur, et dont le visuel est
restreint à un si petit écran ? La première partie de cette thèse est consacrée à cette
question. Nous menons une expérience visant à étudier le découplage spatial possible
entre un son binaural et un visuel rendus sur smartphone. Cette expérience révèle
une forte tolérance de l'être humain face aux dégradations spatiales pouvant survenir
entre les deux modalités. En particulier, l'absence d'individualisation des HRTF, ainsi
qu'un très grand découplage en élévation ne semblent pas aﬀecter la perception. Par
ailleurs, les sujets semblent envisager la scène  comme si  ils y étaient eux-mêmes
directement projetés, à la place de la caméra, et cela indépendamment de leur propre
distance à l'écran. Tous ces résultats suggèrent la possibilité d'une association entre
son binaural et visuel sur mobile dans des conditions d'utilisation proches du grand
public.
Dans la seconde partie de la thèse, nous tentons de répondre à la question de
l'apport du binaural en déployant une expérience  hors les murs , dans un contexte
plausible d'utilisation grand public. Trente sujets jouent dans leur vie quotidienne à
un jeu vidéo de type Iniﬁnite Runner, développé pour l'occasion en deux versions,
une avec du son binaural, et l'autre avec du son monophonique. L'expérience dure
cinq semaines, à raison de deux sessions par jour. Ce protocole procède de la méthode
dite Experience Sampling Method, sur l'état de l'art de laquelle nous nous sommes
appuyés. Nous calculons à chaque session des notes d'immersion, de mémorisation et
de performance, et nous comparons les notes obtenues entre les deux versions sonores.
Les résultats indiquent une immersion signiﬁcativement meilleure pour le binaural.
La mémorisation et la performance ne sont en revanche pas soumises à un eﬀet sta-
tistiquement signiﬁcatif du rendu sonore. Au-delà des résultats, cette expérience nous
permet de discuter de la question de la validité des données en fonction de la méthode
de déploiement, en confrontant notamment bienfondé théorique et faisabilité pratique.
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Mots clés : Binaural, smartphone, qualité d'expérience, expérience utilisateur, per-
ception audiovisuelle, eﬀet ventriloque, point d'alignement spatial subjectif, méthode
d'échantillonnage de l'expérience, contexte, attribut sonore, jeu vidéo
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In recent years, smartphone and tablet global performances have been increased
signiﬁcantly (CPU, screen resolution, webcams, etc.). This can be particularly obser-
ved with video quality of mobile media services, such as video streaming applications,
or interactive applications (e.g., video games). However, these evolutions barely go
with the integration of high quality sound restitution systems. Beside these evolutions
though, new technologies related to spatialized sound on headphones have been de-
veloped, namely the binaural restitution model, using HRTF (Head Related Transfer
Functions) ﬁlters.
In this thesis, we study the potential contribution of the binaural technology to
enhance the quality of experience of an audiovisual mobile application. A part of our
work has been dedicated to deﬁne what is an audiovisual mobile application, what
kind of application could be fruitfully experienced with a binaural sound, and among
those applications which one could lead to a comparative experiment with and without
binaural.
In a ﬁrst place, the coupling of a binaural sound with a mobile-rendered visual
tackles a question related to perception : how to spatially arrange a virtual scene whose
sound can be spread all around the user, while its visual is limited to a very small
space ? We propose an experiment in these conditions to study how far a sound and a
visual can be moved apart without breaking their perceptual fusion. The results reveal
a strong tolerance of subjects to spatial discrepancies between the two modalities.
Notably, the absence or presence of individualization for the HRTF ﬁlters, and a large
separation in elevation between sound and visual don't seem to aﬀect the perception.
Besides, subjects consider the virtual scene as if they were projected inside, at the
camera's position, no matter what distance to the phone they sit. All these results
suggest that an association between a binaural sound and a visual on a smartphone
could be used by the general public.
In the second part, we address the main question of the thesis, i.e., the contribution
of binaural, and we conduct an experiment in a realistic context of use. Thirty subjects
play an Inﬁnite Runner video game in their daily lives. The game was developed for
the occasion in two versions, a monophonic one and a binaural one. The experiment
lasts ﬁve weeks, at a rate of two sessions per day, which relates to a protocol known
as the Experience Sampling Method. We collect at each session notes of immersion,
memorization and performance, and compare the notes between the monophonic ses-
sions and the binaural ones. Results indicate a signiﬁcantly better immersion in the
binaural sessions. No eﬀect of sound rendering was found for memorization and per-
formance. Beyond the contribution of the binaural, we discuss about the protocol,
the validity of the collected data, and oppose theoretical considerations to practical
feasibility.
Keywords : Binaural sound, smartphone, quality of experience, user experience,
audiovisual perception, ventriloquist eﬀect, point of subjective spatial alignment, ex-
perience sampling method, context, sound attribute, video game
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Avant-propos
Le titre est le tout premier contact que l'on a avec le sujet d'une thèse. Il concentre en
quelques mots l'étendue de la problématique, et c'est à partir de lui que se construisent
les premières réﬂexions. Ainsi, il n'est pas inutile de s'y attarder quelque peu. En guise
d'avant-propos, et pour aider le lecteur à mieux cerner le sujet, nous proposons un petit
jeu consistant à décortiquer le titre de cette thèse au travers de quelques variations
oulipiennes :
0. Original : Évaluer l'apport du binaural dans une application mobile audiovisuelle.
1. Lipogramme en E : Savoir l'apport du binaural sur un Android pourvu d'appli-
cations aux stimuli bimodaux.
2. Lipogramme en A : Circonscrire l'intérêt d'un son en trois dimensions sur un
logiciel mobile pour les oreilles et les yeux.
3. Lipogramme en I : Évaluer l'apport d'un son à deux espaces plus un sur un
software de smartphone à entendre et à regarder.
4. Lipogramme en O : Évaluer l'intérêt du binaural sur un jeu de cellulaire auditif
et visuel.
5. Lipogramme en A, I, O, U : Déceler l'excellence de l'entente (celle désenchevêtrée
en dextre et en senestre, les percepts semblent excentrés de tête) en présence de
systèmes de télé-hèlement (genres de télex en externe). Ces systèmes permettent
d'entendre, certes, et de présenter en même temps jpeg, etc.
6. Déﬁnitionnel : Estimer quant à son prix, à sa valeur, à sa quantité, à sa durée la
contribution de la technologie qui concerne l'audition par les deux oreilles dans
un programme informatique utilisant des fonctionnalités d'une certaine plate-
forme, comme un système d'exploitation, et opérant sur celle-ci, conçu pour les
appareils mobiles, qui regroupe le son et l'image.
7. Translation +8 : Évertuer l'apprenti de la binouze dans un appontage modéré
augustinien.
8. Palindrome strict : Elle. Usi : void ua, Eli bom ? No, it, à cilp, Pa en us n'ad
là. Rua ni bu d, trop pal. Reu lavé !
9. Négation : Ne pas évaluer l'apport du binaural dans une application mobile.
10. Ablation : L'apport du binaural dans une application mobile audiovisuelle.
11. Double ablation : L'apport du binaural dans une application mobile.
12. Triple ablation : Le binaural dans une application mobile.
13. Ajout malheureux : Dévaluer l'apport du binaural dans une application mobile.
14. Antonymie : Ignorer l'inutilité de la monophonie en dehors de plusieurs logiciels
PC statiques sans son ni image.
15. Trop explicite : Évaluer, c'est-à-dire mettre au point une méthode de mesure
aboutissant à une note quantitative ou un avis qualitatif (via des données récol-
tées de façons diverses auprès de sujets), évaluer, disais-je, l'apport, ou l'intérêt,
xou même plus précisément la qualité d'expérience, qu'on peut envisager globa-
lement ou via des attributs spéciﬁques (par exemple l'immersion, mais n'anti-
cipons pas), du binaural, ce type de rendu sonore spatialisé, dit  son 3D ,
qui s'écoute par les deux oreilles (ni plus ni moins) sur un casque, dans une
application (ici en l'occurrence un jeu vidéo de type Inﬁnite Runner, qui pré-
sente un intérêt du point de vue de son utilisation répandue auprès du grand
public et des possibilités de spatialisation sonore) mobile, autrement dit une ap-
plication installée sur un téléphone mobile, impliquant de prendre en ligne de
compte la question des contextes d'utilisation et de leur inﬂuence sur l'apport
susmentionné, et audiovisuelle, c'est-à-dire, mais dites moi si j'en fais trop, une
application qui s'entend et qui se voit, impliquant d'étudier la perception spatiale
conjointe des deux modalités, étude pour laquelle nous utiliserons plus à propos
l'adjectif auditivo-visuel, voire visuo-auditif.
16. Réorganisation alphabétique : aaaaaaa bb c ddd eeeeee iiiiii lllllll m nnnn oooo
pppp rrr ss tt uuuuuu vv
17. Anagramme : Abracadabra ! Ma nouvelle oreille dupa la vieille : nu poupon dû
puis instit.
18. Défaitiste : Tenter de dire un mot sur l'intérêt tout relatif du son binaural (encore
faut-il qu'il soit perçu) dans une application, mais seulement sur Android, et ne
sollicitant pas d'autre modalité que la vue et l'audition...
19. Ambitieux : Connaître tout de la perception et de la qualité d'expérience sur la
totalité des systèmes de restitution sonore dans l'ensemble des terminaux audio-
visuels, olfactifs, gustatifs, haptiques et proprioceptifs.
20. Jargonneux : Mesuration du contribuement sonoritale du duoaural dans un sof-
ticiel mobiliaire à caractère auriculo-÷illatoire.
21. Alexandrin : L'apport du binaural / dans une application
22. Alexandrins ×2 :
Évaluer l'apport / du rendu binaural
Dans une application / mobile et bimodale
23. Boule de neige :
d'
un
son,
dont
duale
écoute
aboutit
binaural,
voudrions
quantiﬁer
potentielle
contribution
audiovisuelle,
multi-attributs,
non-immobilement,
contextuellement,
expérimentalement.
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24. Fine déduction : L'apport du binaural est une aﬀaire de perception et de contexte
d'utilisation.
25. Autre point de vue : Et ton manuscrit ça avance ?
26. Hétérosyntaxisme : Que le binaural améliore l'expérience mobile audiovisuelle
requiert une étude.
27. Isoconsonnantisme : Enviant le léopard, de bonne heure allant, deux ânes pleins
cassaient ma belle Honda en visant l'aile.
28. Isovocalisme : Récap du met : d'abord, du riz au lard, en cubes larges (six ra-
tions), rôti. Broccio minute. Prêt !
29. Isophonisme : Eve a lu et lappe, hors débine orale, dans Sue ; n'a pli qu'à scier
mots. Bile au dit ! Ô visu, hais-le !
30. Quadruple contresens : Évaluer la participation ﬁnancière des deux oreilles dans
une assiduité gigotante audiovisuelle.
31. Sonore :
32. Interrogation : Le binaural apporte-t-il à l'expérience mobile audiovisuelle ?
Nous laisserons ici le lecteur en proie à cette douloureuse question.
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1Chapitre 1
Introduction et problématique
1.1 Introduction
1.1.1 Le terminal mobile et le rendu sonore
Les terminaux mobiles représentent aujourd'hui un marché mondial de grande am-
pleur. Des centaines de millions d'unités vendues chaque année 1, avec une quantité
de marques et de modèles toujours grandissante 2. Ce gigantisme et cette diversité de
produits se traduisent techniquement par de nombreuses variations matérielles, per-
mettant à tout utilisateur de choisir son téléphone en passant par tous les stades de
la personnalisation. Pour autant, et malgré la diversiﬁcation conjointe des contenus
audiovisuels (ﬁlms, musiques, jeux vidéo, etc.), l'évolution du rendu sonore se fait
plus discret. Encore aujourd'hui, la plupart des smartphones sont monophoniques (ils
n'ont qu'une enceinte), ou plus rarement stéréophoniques, pour un rendu relativement
peu apprécié (voir par exemple [McMullin et al., 2018]). Certains cas d'utilisation
permettent alors d'envisager un raccordement du téléphone à un système d'enceintes
plus élaboré, par exemple aux haut-parleurs d'un habitacle de voiture, ou à un réseau
d'enceintes bluetooth. Néanmoins, la pluralité des contextes rencontrés par un utilisa-
teur de smartphone ne permet pas toujours cette extension : milieu en extérieur, avec
du bruit ambiant, en présence de personnes susceptibles de la percevoir comme une
nuisance sonore, ou de capter des informations personnelles, contexte impliquant un
déplacement physique de l'utilisateur, etc. Cette question des contextes, variés, dyna-
miques et imprévisibles, constitue dès lors une pierre d'achoppement à une écoute de
qualité.
Dans ces conditions, l'utilisation d'un casque (ou d'écouteurs) semble être une solu-
tion pour remédier à ces problèmes : non seulement elle isole l'utilisateur du contexte
extérieur (et inversement, elle soulage l'entourage des sons indésirables émis par le
téléphone), mais elle est aussi une façon d'accéder à un rendu de meilleure qualité,
selon le casque, et indépendamment du téléphone. Si l'écoute sur casque induit intuiti-
vement un rendu au mieux stéréophonique (1 canal pour chaque oreille), des solutions
1. https://www.zdnet.fr/actualites/chiffres-cles-les-ventes-de-mobiles-et-de-
smartphones-39789928.htm
2. 86 marques recensées par https://www.gsm55.com/liste-marques-mobile, et plusieurs cen-
taines de modèles
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d'écoute spatialisée adaptées à ce support ont vu le jour depuis quelques décennies.
Le rendu en binaural en fait partie, qui permet de spatialiser un son n'importe où à
l'extérieur de la tête de l'utilisateur, tout autour de lui.
1.1.2 Le binaural peut-il améliorer l'expérience audiovisuelle ?
Le binaural est une technologie de rendu qui se déploie sur deux canaux, un pour
l'oreille droite, un pour l'oreille gauche. Il s'appuie sur l'écoute naturelle de l'être hu-
main pour imprimer au son les indices de localisations nous permettant d'identiﬁer sa
provenance spatiale [Blauert, 1997]. Grâce à ce principe, le binaural peut spatialiser
un son n'importe où autour de l'auditeur avec un simple casque. Pas besoin donc de
matériel coûteux dans sa mise en ÷uvre, argument qui plaide de surcroît en faveur
d'une diﬀusion grand public.
Mais indépendamment de ces qualités sonores propres se pose aussi la question de
l'association avec un visuel lors d'une utilisation sur smartphone. Malgré la qualité des
écrans toujours plus grande, notamment leur résolution, la nécessité de les transporter
partout contraint leur taille à une certaine limite (les plus grands écrans ne dépassent
pas les 16cm de diagonale). Le binaural oﬀre l'opportunité de déployer la scène au delà
de cet écran, non seulement en spatialisant des éléments hors-champ, mais aussi en
ampliﬁant par le son les éléments présents à l'écran. Intuitivement, cette association
pourrait aussi bien enrichir la qualité d'expérience de l'utilisateur (notamment en
termes d'immersion) que la dégrader (susciter un certain inconfort, par exemple par
la dissociation entre son et image, à l'image du virtual motion sickness en contexte
de réalité virtuelle, provoqué par la perception d'un mouvement du la scène visuelle
alors que la personne est immobile, ou par un retard entre ses propres mouvements et
ceux du visuel [Hettinger et Riccio, 1992]).
Au delà de l'intuition, l'objectif principal de ce travail est d'identiﬁer les apports po-
tentiellement multiples du binaural, puis de mesurer leurs conditions d'apparition.
Néanmoins, le fait que les terminaux mobiles s'utilisent dans de multiples contextes
nécessite de se pencher sur la méthode expérimentale. Une simple expérience en la-
boratoire prendrait le risque de ne pas représenter suﬃsamment la diversité de ces
contextes et leur inﬂuence sur la qualité d'expérience. L'élaboration et la mise en
÷uvre du protocole constituent donc également une étape importante du travail de
recherche.
Enﬁn, avant d'entrer dans le vif du sujet, une étape préliminaire du travail sera d'étu-
dier le lien perceptif qui unit un son binaural à un visuel sur mobile. En eﬀet, pour
mesurer l'apport du binaural, encore faut-il s'assurer de proposer une expérience dans
laquelle le son et image sont correctement associés.
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1.1.3 La perception spatiale d'un son binaural couplé à un visuel sur
terminal mobile
Dans la vie quotidienne, nous sommes peu habitués à visualiser des contenus sur un
petit écran et entendre en même temps des sons avec un tel niveau de spatialisation.
La question qui d'emblée peut frapper le lecteur est celle de la coïncidence spatiale
entre le son et l'image. Où se trouve la bonne position pour un son dont le corres-
pondant visuel ne dépasse pas les quelques centimètres ? Imaginons par exemple un
visuel spectaculaire, une explosion, ou un véhicule allant à toute vitesse, faut-il placer
la source sonore en face de l'utilisateur à 30cm, à l'endroit même du visuel ? Ou dé-
corréler complètement les deux modalités, et le plonger au c÷ur d'une scène sonore,
disproportionnée par rapport au visuel ? Notons bien que la question n'est pas de
savoir si une solution est artistiquement meilleure qu'une autre, car tout type d'agen-
cement spatial pourrait trouver sa justiﬁcation selon l'application. Il s'agit plutôt de
savoir si, pour un rapport de position donné, son et image sont correctement associés
d'un point de vue perceptif par l'utilisateur.
Quoi qu'il en soit, avant même de mesurer l'apport potentiel du binaural, il convient
donc de répondre à cette question, au moins partiellement, aﬁn de savoir le niveau
d'inconfort perceptif qu'engendre une présentation donnée.
1.2 Problématique
L'objectif général de cette thèse est de déterminer l'apport du binaural dans une ap-
plication mobile audiovisuelle. Néanmoins, nous voyons avec ce qui précède qu'il ne
peut pas être atteint sans passer par des étapes intermédiaires de réﬂexion. Plusieurs
problèmes ont été soulevés, qui méritent d'être traités indépendamment et de façon
successive. Si l'on reprend simplement ce sujet  Évaluer l'apport du binaural dans
une application mobile audiovisuelle , on recense les six mots à partir desquels la pro-
blématique va ﬁnalement se construire. Une partie importante de ce travail de thèse
a consisté à articuler des axes de réﬂexion à partir de ces mots, et à en dégager une
problématique cohérente et ordonnée. Nous épargnons au lecteur ici le cheminement
quelque peu chaotique qui y a mené, et présentons de façon succincte ces mots remis
dans l'ordre logique qui présidera à la suite du texte : il y a tout d'abord  binaural ,
la technologie à laquelle on s'intéresse, et  audiovisuelle , qui insiste sur le couplage
bimodal entre son et image, et la composante perceptive qui s'y rattache. Vient en-
suite  apport , qui évoque la notion générale de qualité d'expérience et rattache
la perception du contenu audiovisuel à un ressenti utilisateur.  Évaluer , le verbe,
introduit la méthode pour caractériser cette qualité d'expérience, et déﬁnit donc la
tâche à accomplir.  Mobile  introduit la dépendance de la qualité d'expérience et
de la méthode d'évaluation au contexte. Enﬁn, le terme  application  est le support
concret de notre investigation, qui permet aussi de délimiter son champ d'action.
Le découpage qui suit en cinq sous-parties reprend ce cheminement, les quatre pre-
mières associant une question spéciﬁque à chaque mot ou groupe de mots évoqués, et
la cinquième reprenant la question principale de la problématique.
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1.2.1 Question préliminaire : quelle perception spatiale a-t-on d'un
son binaural lorsqu'il est couplé à une image ?
La conception d'une application audiovisuelle implique une mise en scène des sources
sonores et visuels qui la composent. Son premier objectif, avant toute visée artistique,
est que l'utilisateur perçoive les objets audiovisuels selon la volonté initiale du concep-
teur, en associant avec succès chaque son et chaque image qui vont ensemble. Pour
que cette mise en scène soit perceptivement cohérente, il faut donc se pencher sur la
relation spatiale entre les deux modalités et comprendre un peu mieux la façon dont
l'être humain les perçoit conjointement. Néanmoins, le sujet est vaste et pourrait à
lui seul remplir plusieurs manuscrits de thèse. Il nous faut nous concentrer sur ceux
de ces aspects perceptifs qui peuvent avoir une inﬂuence sur le couplage son binaural-
visuel sur mobile. Notons bien ici que nous nous intéressons exclusivement au rapport
qu'entretiennent le son et l'image d'un point de vue spatial. D'autres études seraient
possibles (notamment sur leur relation sémantique). Cette limitation est motivée par
le fait que le binaural nous intéresse ici en sa qualité de rendu sonore spatialisé.
Par ailleurs, le rendu binaural a pour particularité d'être individualisé, c'est-à-dire
adapté à un seul et unique utilisateur, en se basant sur les indices de localisation
déterminés par sa morphologie. Pour les autres, le rendu peut être altéré et provoquer
des défauts de localisation dans certaines directions. Idéalement, il faudrait donc que
tous les contenus binauraux produits, qu'ils soient audiovisuels ou non, soient per-
sonnalisables pour que chaque utilisateur vienne y greﬀer quand il veut ses propres
indices de localisation. Or le processus d'acquisition de ces indices, comme nous al-
lons le voir par la suite, est coûteux et inaccessible au grand public. Pour répondre
pleinement à la question de l'interaction son-image dans la perception spatiale, il faut
donc également s'intéresser à l'inﬂuence de l'individualisation.
Enﬁn, concernant la perception spatiale, une autre piste de réﬂexion possible est tracée
par les pratiques les plus usitées actuellement. Des contenus audiovisuels avec binaural
sont déjà produits depuis plusieurs années. Les techniciens en charge de ces contenus
(ingénieurs du son, monteurs, etc.), sans pour autant avoir théorisé leurs pratiques,
ont adopté des solutions qu'il sera intéressant d'analyser à la lumière de nos propres
réponses expérimentales.
1.2.2 Quels types d'apports possibles pour le binaural ?
Le binaural ajouté à un contenu audiovisuel sur mobile est susceptible d'enrichir l'ex-
périence de l'utilisateur. Voilà l'hypothèse sur laquelle se fonde ce travail de thèse. Mais
de quelle façon l'enrichit-elle ? Les attributs visés peuvent être d'ordre psychologique
(e.g., l'immersion) ou physiologique (e.g., les réﬂexes). Pour les identiﬁer précisément,
on s'appuiera sur les travaux déjà menés sur le binaural, et plus généralement dans
le domaine du son spatialisé. Les apports identiﬁés conditionneront le protocole ex-
périmental et les supports audiovisuels utilisés (la ou les applications), mais seront
aussi conditionnés par l'équipement à disposition (par exemple, diﬃcile de tester la
capacité d'un sujet à naviguer dans un espace grâce au son binaural si on ne dispose
pas d'une salle prévue à cet eﬀet).
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1.2.3 Quelle méthodologie pour mesurer ces apports dans le contexte
d'utilisation d'un terminal mobile ?
Les contextes multiples d'utilisation des applications mobiles requièrent de se pencher
sur la question méthodologique. La plupart des expériences d'évaluation de qualité
d'expérience se passent en laboratoire, milieu peu représentatif des contextes d'utili-
sation d'un mobile, de leur diversité et de leur dynamisme. Nous souhaitons à l'inverse
que notre cadre expérimental se rapproche d'une utilisation réelle. Dans un premier
temps, il faut déﬁnir la notion de contexte dans son acception la plus générale, puis
concentrer le champ de recherche sur les contextes mobiles en particulier. La notion
de mobilité (i.e., le déplacement de l'utilisateur), spéciﬁque à l'utilisation d'un smart-
phone, doit retenir l'attention.
Par la suite, le protocole expérimental doit tenir compte de ces aspects contextuels
potentiellement inﬂuant sur la perception du binaural. L'élaboration de ce protocole, la
réﬂexion dont il procède, s'ils n'apportent pas directement d'information sur l'apport
du binaural, n'en restent pas moins de première importance dans le cadre de ce travail.
Ils sont une façon d'approfondir la facette méthodologique de la problématique. De ce
point de vue, l'inclusion du contexte à l'expérience peut se révéler d'un intérêt double :
elle permet d'obtenir des informations a priori plus représentatives d'une utilisation
réelle du smartphone, mais aussi de mesurer la relation entre contexte et qualité
d'expérience. La confrontation entre les méthodes traditionnelles en laboratoire et les
solutions proposées ici, non seulement d'un point de vue théorique, mais également
dans leurs aspects les plus concrets, a pour but d'apporter quelques lumières aux
futurs expérimentateurs du domaine de la qualité d'expérience sur mobile.
1.2.4 La mise en ÷uvre : sur quelle application ?
Une fois les apports potentiels du binaural identiﬁés et la méthode expérimentale choi-
sie, il s'agit de déployer l'expérience. Ici se pose une dernière question d'importance,
celle du choix de l'application sur laquelle mener les expériences. Une question à la
croisée des chemins entre la réﬂexion sur les applications utilisées par le grand public,
leurs potentiels enrichissements par le binaural, leurs rapports au contexte, et d'autre
part des considérations pratiques guidées par les contraintes de temps imparti par la
thèse.
1.2.5 Question ﬁnale : quel est l'apport du binaural dans une appli-
cation mobile audiovisuelle ?
La réponse à cette question ﬁnale constitue bien évidemment la ligne d'arrivée. Notons
d'ores et déjà sur ce point qu'avec tout ce qui a été évoqué, les diﬀérents types d'ap-
ports possibles du binaural, les inﬂuences potentielles diverses et variées du contexte,
l'interaction perceptive entre son et image, le nombre faramineux d'applications diﬀé-
rentes sur lesquelles déployer l'expérience, il faudra nécessairement se restreindre non
seulement sur les choix expérimentaux, mais aussi probablement dans l'analyse des
données. Ce travail constitue donc avant tout un défrichage de ce qui nous aura paru
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le plus pertinent dans un premier temps, et fournit des pistes de réﬂexions pour des
approfondissements futurs.
1.3 Plan du manuscrit : deux parties, l'état de l'art divisé
en deux
Nous présentons ici le plan du manuscrit qui découle des cinq questions de la problé-
matique. Nous proposons un découpage en deux parties, aﬁn de séparer les aspects
de perception à proprement parler de l'évaluation du binaural sur mobile. Dans la
première partie, le chapitre 2 propose un premier état de l'art consacré d'une part au
rendu binaural, sa déﬁnition, son enregistrement et sa reproduction, la notion d'indivi-
dualisation, et d'autre part à la perception auditivo-visuelle. Il s'agira principalement
de se concentrer sur la perception spatiale. Le chapitre 3 présente une expérience vi-
sant à mieux comprendre la perception spatiale d'un son binaural couplé à un visuel
sur mobile. Le choix de la méthode y est discuté, puis l'expérience est présentée, son
protocole, son déroulement, les résultats obtenus et l'analyse qui en découle.
Dans la seconde partie, le chapitre 4 développe un nouvel état de l'art portant sur
la qualité sonore et la qualité d'expérience, leurs déﬁnitions et leurs méthodes d'éva-
luation. La notion de contexte est ensuite introduite comme élément à prendre en
compte dans l'évaluation de la qualité d'expérience, en particulier via la méthode de
déploiement. Le chapitre 5 est une transition permettant de synthétiser et justiﬁer les
éléments retenus dans l'état de l'art pour l'expérience à suivre. Il est l'occasion aussi
d'aborder le choix de l'application, dont la scène virtuelle, avec notamment la relation
spatiale entre objets sonores et visuels, sera construite à la lumière des conclusions
tirées au chapitre 3. Le chapitre 6 est une présentation de l'expérience, son protocole,
son déroulement, les résultats et l'analyse qui en découle. Les données aussi bien que
la méthodologie sont discutées. Enﬁn, la Conclusion, chapitre 7, est l'occasion de re-
venir sur la problématique générale de la thèse, tenter d'y répondre et de proposer des
pistes de réﬂexion pour de futures recherches.
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Binaural et perception
auditivo-visuelle
2.1 Le binaural, déﬁnition
Les systèmes de reproduction sonore spatialisée sont des technologies permettant de
simuler à l'écoute humaine la présence de sources sonores virtuelles localisées dans
l'espace. Quand un son monophonique est émis par une enceinte, la position de la
source sonore identiﬁée par l'auditeur est l'enceinte elle-même. Avec les techniques
de rendu spatialisé, à commencer par la stéréo [Blumlein, 1958], il est possible de
simuler un emplacement diﬀérent du système lui-même, et de créer ainsi des sources
virtuelles. Si la stéréo permet de créer une source sonore positionnée sur un plan ho-
rizontal entre deux enceintes émettrices, d'autres techniques plus récentes permettent
d'élargir le champ sonore, comme par exemple le rendu 5.1 avec cinq enceintes, une
frontale, deux latérales avant et deux latérales arrière, plus un caisson de basses (une
enceinte dédiée aux basses fréquences), permettant de positionner une source tout
autour de l'utilisateur sur un plan horizontal [ITU-R, 2012]. En multipliant ainsi les
enceintes autour de l'utilisateur, au-dessus, en dessous, etc., on multiplie les posi-
tions possibles pour une source sonore donnée, jusqu'à atteindre la sphère d'enceintes
entourant complètement l'utilisateur (comme par exemple le système de restitution
Ambisonic Figure 2.1, développé par le laboratoire d'acoustique du CNAM, à Paris,
avec 50 enceintes [Lecomte et al., 2015]).
Plus le système est sophistiqué, plus il peut d'une part favoriser l'eﬃcacité à localiser
les sources, et d'autre part potentiellement renforcer la crédibilité ou le réalisme de
la scène sonore, sa lisibilité, et amener à une sensation d'immersion plus intense de
la part de l'auditeur. Dans [Pulkki et Hirvonen, 2005] par exemple, les auteurs
comparent la capacité à localiser avec des systèmes à 5 ou 8 canaux. Ils montrent que
le système à 5 canaux (identique à un système 5.1 privé de son caisson de basses), à
l'inverse du système à 8 canaux, est incapable de simuler des sources virtuelles dans
certaines directions (au delà de 70 du plan médian, avec les systèmes de reproduction
spéciﬁques testés par les auteurs). [Hamasaki, Nishiguchi et al., 2004] et [Hama-
saki, Y. Nakayama et al., 2007] présentent tous les deux un système de reproduction
sonore en 22.2 et le comparent avec des systèmes stéréo et 5.1, le premier en termes
de sentiment de présence, et le second selon divers attributs spatiaux ( profondeur ,
 caractère dynamique ,  ampleur ,  naturel , etc.). Les résultats indiquent de
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Figure 2.1  Une installation sonore au Cnam de Paris avec 50 en-
ceintes distribuées sur une sphère pour la restitution Ambisonic
meilleures performances du système 22.2 pour les deux publications. Cependant, si
certains systèmes ont su se faire une place dans les foyers, la plupart d'entre eux ont
l'inconvénient de nécessiter un matériel cher, pour une mise en place encombrante, et
sont par conséquent inaccessibles au grand public.
Sur smartphone, le problème est d'autant plus marqué à cause de son caractère por-
tatif. Les appareils ne possèdent en général qu'une seule enceinte (quelques modèles
comportent deux enceintes, mais très rapprochées l'une de l'autre), privant de la pos-
sibilité de spatialiser un son, même a minima. La seule solution serait un raccordement
à un groupe d'enceintes externes, opération rendue fastidieuse par la multiplicité des
contextes d'utilisation et leurs changements fréquents, en particulier lorsqu'ils im-
pliquent un mouvement de l'utilisateur 1. On privilégie alors plutôt le casque audio,
accessoire adéquat dans tous les contextes, en intérieur ou extérieur, en transport,
en déplacement physique ou immobile, etc. Non seulement il permet de restreindre
la zone d'écoute à l'utilisateur (évitant de déranger les personnes alentour), mais il
permet en plus le déploiement d'une technologie de son spatialisé qui lui est propre :
le rendu binaural.
Le binaural est la seule technique de restitution sonore spatialisée qui ne nécessite
pas de matériel supplémentaire. Avec un casque, un signal monophonique ou stéréo-
phonique placerait la source sonore dans la tête de l'auditeur. Le binaural permet
d'externaliser cette source n'importe où autour de lui [Blauert, 2013]. Il reproduit
1. Pour autant il y a des solutions aujourd'hui qui se développent, enceintes connectées, multi-
room, sound zones, etc., plutôt adaptées à une utilisation sédentaire du téléphone
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la transformation qu'un signal subit dans l'interaction de l'onde acoustique avec la
morphologie de l'auditeur. Plus précisément, c'est la distance qui sépare les deux
oreilles, la forme des pavillons auriculaires et l'écran acoustique constitué par la tête
et le torse qui sont à l'origine de cette transformation. Techniquement, le binaural
peut être considéré comme un enrichissement de la stéréo en ce qu'il ne nécessite que
deux signaux, un pour chaque oreille, et qu'il intègre des indices de localisation simi-
laires : la diﬀérence de temps interaurale (ou ITD pour Interaural Time Diﬀerence)
et la diﬀérence de niveau interaurale (ou ILD pour Interaural Level Diﬀerence). Ces
deux indices traduisent le fait qu'une onde sonore émise par une source placée à un
endroit donné de l'espace n'arrive pas en même temps aux deux oreilles, ni au même
niveau sonore. Ils facilitent principalement la localisation en azimut (i.e., diﬀérencier
la gauche de la droite, voir à ce propos [Wightman et Kistler, 1992]). Cependant, à
la diﬀérence de la stéréo, le binaural cherche à reproduire l'ITD et l'ILD  naturelles 
d'un auditeur, alors que la stéréo s'appuie sur des diﬀérences de temps et d'amplitude
non-personnalisées. Par ailleurs, le binaural intègre en plus un autre indice de locali-
sation, le ﬁltrage spectral que subit le son en interagissant avec le pavillon d'oreille,
organe fait de cavités et de bosses qui déforment le son diﬀéremment selon la prove-
nance de la source ([Spagnol, Geronazzo et Avanzini, 2013], voir aussi [Algazi,
Duda, Duraiswami et al., 2002] sur le rôle du torse et de la tête). Ce ﬁltrage, diﬀé-
rent pour l'oreille droite et l'oreille gauche, favorise principalement la localisation en
élévation (au-dessus, en dessous) et en profondeur (devant, derrière) [Asano, Yoiti
Suzuki et Sone, 1990 ; Langendijk et Bronkhorst, 2002 ; Zhang et Hartmann,
2010]). On le déﬁnit comme une fonction de transfert du son allant d'un point d'émis-
sion donné jusqu'à l'entrée du conduit auditif de l'auditeur, qu'on appelle couramment
HRTF, pour Head-Related Transfer Function. Le binaural consiste donc à reproduire
une scène auditive de la façon la plus réaliste possible spatialement, en ﬁltrant chaque
source sonore par le couple de HRTF qui correspond à sa position.
Il existe deux façons de créer un son binaural. La première consiste à enregistrer
naturellement une scène sonore en binaural, et à la restituer telle quelle au casque.
L'acquisition se fait en insérant deux microphones de petite taille dans le creux des
oreilles qui capturent le son déjà enrichi de tous ses indices de localisation. On peut
aussi enregistrer le son à l'aide d'une tête artiﬁcielle dans laquelle est embarqué un
système d'enregistrement plus sophistiqué (voir la Figure 2.2).
L'autre solution consiste à créer un eﬀet binaural de toute pièce à partir d'un son
monophonique, en lui appliquant artiﬁciellement les ﬁltres HRTF correspondant à
une direction de l'espace. Cette technique s'appelle la synthèse binaurale. L'avantage
est qu'elle permet de construire une scène sonore spatialisée ﬁctive, par exemple une
scène de jeu vidéo ou de ﬁlm, quand le binaural naturel ne peut capturer que des
scènes sonores réelles.
Les performances du binaural en termes de spatialisation ont été examinées à plu-
sieurs reprises. Dans son état de l'art, [Bahu, 2016, p. 27] résume les tests menés qui
comparent la localisation de sources rendues en binaural avec celle de sources réelles
en champ libre (c'est-à-dire dont les ondes émises ne subissent aucun eﬀet de salle,
pas de réverbération ou de diﬀraction). La majorité des études reportent une précision
identique pour les deux [Wightman et Kistler, 1989 ; Møller, Sørensen, Jen-
sen et al., 1996 ; Langendijk et Bronkhorst, 2000 ; R. L. Martin, McAnally
et Senova, 2001]. Parmi les quelques défauts toutefois observés, quelques études
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Figure 2.2  Un exemple de tête artiﬁcielle, la KU 100 de chez Neu-
mann.
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rapportent une augmentation des confusions avant-arrière [Wightman et Kistler,
1989 ; Bronkhorst, 1995 ; Kim et Choi, 2005]. Cette confusion est expliquée par
le fait que l'écoute naturelle s'accompagne généralement de petits mouvements de la
tête, conscients ou non, qui facilitent la localisation, tandis que le binaural n'en tient
généralement pas compte 2. Un autre défaut reporté est une légère dégradation de loca-
lisation en élévation [Wightman et Kistler, 1989 ; Bronkhorst, 1995], attribuée
à l'existence de distorsion dans les HRTF mesurées. Quoi qu'il en soit, et malgré ces
quelques défauts, les résultats témoignent de la qualité de spatialisation du binaural.
Néanmoins, une des particularités du rendu binaural est son caractère individualisé.
Non seulement les indices de localisation dépendent de la position de la source sonore,
mais ils dépendent aussi de la morphologie de l'auditeur. Une scène sonore binau-
rale présentée à un auditeur est donc faite sur mesure pour lui. Tout autre écoutant,
réceptionnant en quelque sorte les sons avec d'autres oreilles que les siennes, loca-
lisera potentiellement moins bien les sources. [Mrsic-Flogel et al., 2001] mettent
en évidence cette diﬀérence de perception au niveau neuronal en montrant la diﬀé-
rence d'activité cérébrale d'un auditeur entre des stimuli binauraux individualisés et
non-individualisés. Par ailleurs, sur le plan comportemental, [Møller, Sørensen,
Jensen et al., 1996] font par exemple état d'erreurs dans le plan médian et de davan-
tage de confusions avant-arrière. Si ce processus d'individualisation semble nécessaire
à une écoute optimale, il pose le problème de la distribution d'une telle technologie
auprès du grand public.
Dans le cas du binaural naturel, le problème est diﬃcile car une scène enregistrée par
une paire d'oreilles ne peut plus être réajustée a posteriori pour un autre auditeur.
Pour contourner ce problème, la tête artiﬁcielle est censée incarner une morpholo-
gie moyenne pour convenir à une majorité d'auditeurs. Néanmoins, des recherches
montrent que cette solution n'égale pas l'enregistrement individualisé en termes de
localisation [Møller, Hammershøi et al., 1999 ;Minnaar et al., 2001]. Des conclu-
sions similaires sont formulées dans [Møller, Jensen et al., 1996], qui cherchent à
sélectionner un proﬁl  type  permettant aux membres d'un petit groupe d'individus
de localiser eﬃcacement les éléments d'une scène sonore. Ces résultats sont proba-
blement dus en partie à une disparité morphologique importante entre les individus
[Møller, Sørensen, Hammershøi et al., 1995] qu'un unique représentant ne sera
pas apte à couvrir.
Pour la synthèse binaurale en revanche, il est possible d'adapter le jeu de HRTF
à son auditeur. Néanmoins, le processus d'acquisition des HRTF est fastidieux et
coûteux [Algazi, Duda, Thompson et al., 2001 ; Warusfel, 2003 ; Carpentier
et al., 2014 ; Rugeles Ospina, Emerit et Daniel, 2015]. En eﬀet, dans les tech-
niques actuelles de mesure, le matériel requis inclut des microphones à insérer dans
les conduits auditifs (voir Figure 2.3, ce qui nécessite parfois de faire en amont un
moulage du conduit auditif chez un audioprothésiste), un système d'enceintes per-
mettant d'émettre tout autour de l'utilisateur (pour mesurer les HRTF dans toutes
les directions de l'espace, y compris en dessous), un système de head tracking pour
2. Il existe des systèmes de head tracking qui, ﬁxés à la tête, permettent une synthèse binaurale qui
s'adapte en temps réel à ses mouvements. Grâce à ce système, la localisation s'en retrouve grandement
améliorée [Faure et PALLONE, 2005], proche même d'un espace réel en termes de navigation
[Picinali et al., 2014]. Mais étant donnée la singularité du matériel requis, nous n'envisageons pas
son emploi dans cette thèse.
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Figure 2.3  Un exemple de microphone inséré dans un conduit au-
ditif. Photo prise lors d'une campagne de mesures de HRTF menée par
l'IRCAM.
tenir compte des mouvements intempestifs du sujet pendant la mesure, etc. De plus,
les HRTF doivent être indépendantes de tout eﬀet de réverbération de salle, impli-
quant d'exécuter la man÷uvre en salle anéchoïque (voir Figure 2.4). Enﬁn, le temps
de mesure peut être long (allant de 2h à une vingtaine de minutes) selon le matériel,
notamment le nombre d'enceintes à disposition, et la méthode utilisée.
Diﬀérentes solutions ont été examinées pour pallier ce problème, à commencer par
l'utilisation de HRTF standard mesurées sur des têtes artiﬁcielles. Sans surprise, on
retrouve les mêmes problèmes de localisation que pour l'écoute d'un son binaural na-
turel enregistré avec une tête artiﬁcielle [Wenzel et al., 1993]. L'utilisation d'un jeu
préféré de HRTF non-individuelles, commun à un groupe de personnes et sélectionné
dans une base de données déjà établie, n'est pas non plus idéale ; [Schönstein et
Katz, 2012] en font l'expérience et montrent une trop forte variabilité inter-sujets
(cependant moins prononcée pour des auditeurs experts). Dans la vue d'ensemble ré-
cente qu'ils proposent, [Guezenoc et Seguier, 2018] font état de nombreuses autres
solutions, séparées en quatre catégories :
 améliorer les conditions de la mesure acoustique : réduction du temps et du
coût matériel, précision accrue des mesures en tenant compte notamment des
mouvements indésirables du sujet pendant la session, etc. ;
 calculer les HRTF individuelles par une simulation numérique : on modélise la
propagation des ondes acoustiques aux abords du sujet représenté en 3D ;
 calculer les HRTF individuelles en faisant mathématiquement le lien entre la
morphologie d'un sujet, modélisée grâce à des mesures anthropométriques, et
les HRTF ;
 sélectionner un jeu de HRTF non-individuelles dans une base de données en se
basant sur des retours perceptifs du sujet, ou calculer les HRTF individuelles
en partant d'un jeu de HRTF non-individuelles pré-sélectionné, grâce à une
succession de retours perceptifs du sujet.
Néanmoins, l'amélioration des conditions de la mesure acoustique ne permet pas en-
core de s'aﬀranchir d'une salle anéchoïque et d'un matériel toujours coûteux. La simu-
lation numérique a toujours ce désavantage d'être coûteuse en temps (temps de calcul
long) et en matériel (nécessité d'avoir un scanner 3D). De plus cette méthode, malgré
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Figure 2.4  Le système d'enceintes utilisées à Orange Labs Lan-
nion pour mesurer les HRTF en salle anéchoïque. Pendant la mesure
l'utilisateur, assis sur une table tournante, fait un tour complet sur lui-
même, de façon à ce que les demi-cercles d'enceintes puissent émettre
tout autour de lui.
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des résultats prometteurs, manque encore d'études perceptives pour être validée. Il en
va de même pour les deux suivantes, pour lesquelles les performances de localisation
sont de surcroît toujours en deçà de celles obtenues avec des HRTF individuelles.
Une autre piste consisterait à simplement se passer d'individualisation. Plusieurs re-
cherches font état de la capacité d'un sujet à apprendre à localiser avec d'autres oreilles
que les siennes. Dans [Hofman, Van Riswick et Van Opstal, 1998], les auteurs
changent physiquement la forme des oreilles de sujets, en faisant porter aux sujets
des moules en cire sur leurs pavillons auriculaires. Cette modiﬁcation provoque dans
un premier temps des diﬃcultés à localiser les sons, mais après une période d'ac-
coutumance, ceux-ci réapprennent à localiser aussi eﬃcacement qu'avec leurs oreilles
normales. Chose intéressante, après cet apprentissage les sujets conservent la capa-
cité à localiser avec leurs oreilles normales une fois les moules ôtés, sans nécessité
de ré-entraînement. De façon analogue, cet apprentissage semble possible avec des
jeux de HRTF standard [Balan et al., 2015]. L'entrainement se fonde alors sur une
tâche de localisation immédiatement suivi d'une indication visuelle [Zahorik et al.,
2001 ; Shinn-Cunningham, Streeter et Gyss, 2005] ou proprioceptive [Parsei-
hian et Katz, 2012 ; Honda, Shibata, Hidaka et al., 2013] sur l'erreur commise.
Dans [Honda, Shibata, Gyoba et al., 2007], les auteurs testent les capacités de loca-
lisation de sujets après avoir joué à un jeu vidéo, et obtiennent des résultats de même
teneur pour tous les sujets, avec ou sans HRTF individuelles. Ces études mettent en
avant les interactions multisensorielles qui régissent notre perception spatiale au quo-
tidien. Elles suggèrent que dans une tâche multisensorielle incluant du son binaural,
le repérage spatial peut se faire sans indices de localisation individualisés, à partir du
moment où un apprentissage multisensoriel et reposant sur l'action est autorisé. Dans
l'étude récente [Nicol, Emerit et Gros, 2018], les auteurs évaluent la performance
de localisation de sujets selon diﬀérents jeux de HRTF incluant les leurs dans un
contexte de réalité virtuelle. Les résultats indiquent que moins d'un tiers des sujets
localisent mieux avec leurs propres HRTF.
Pour ce qui concerne directement le sujet de cette thèse, dans le contexte d'une appli-
cation audiovisuelle, quel que soit le type de binaural utilisé, il faut tenir compte de
l'interaction des modalités sensorielles entre elles. Notre volonté étant bien de mesu-
rer l'apport du binaural tel qu'il se présenterait dans une utilisation quotidienne d'un
smartphone, la question de l'individualisation du binaural, des diﬃcultés techniques
qu'elle pose et de la possibilité de s'en aﬀranchir est donc importante. Dans la section
qui suit, nous nous penchons plus en détail sur la relation multisensorielle entretenue
entre vision et audition.
2.2 La perception auditivo-visuelle
Bien qu'il existe des exemples d'applications purement auditives, la majorité des ap-
plications possèdent un visuel, que celui-ci soit animé ou non, en relation sémantique
avec l'audio ou non. La modiﬁcation de la modalité sonore par ajout du binaural peut
avoir des répercussions sur la perception de ce visuel. L'objectif de cette section est
de mettre en lumière les interactions entre modalités sensorielles visuelle et auditive,
en particulier celles qui peuvent apparaître avec l'ajout du binaural. Nous présentons
en premier lieu ces interactions telles qu'elles se produisent au niveau neuronal, pour
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 remonter  jusqu'au niveau comportemental, aﬁn de nous focaliser sur l'eﬀet qui
nous paraît déterminant pour notre sujet, l'eﬀet ventriloque. Introduisons en premier
lieu la notion d'intégration sensorielle, notion cruciale pour décrire notre perception
uniﬁée, mais néanmoins multisensorielle, du monde.
2.2.1 Du point de vue neuronal au comportemental, présentation
succincte
L'intégration sensorielle est cette capacité que nous avons de percevoir le monde de
façon uniﬁée, bien qu'il nous parvienne par de multiples informations sensorielles
(visuelles, auditives, proprioceptives, olfactives, gustatives, vestibulaires, etc.) Dans
[Ernst et Bülthoff, 2004], les auteurs nous disent que cette intégration décrit au
niveau perceptif les interactions entre les signaux redondants du monde extérieur,
c'est-à-dire par exemple les signaux qui sollicitent notre perception auditive, visuelle
ou haptique et qui proviennent d'un même objet ou d'un même événement extérieur.
Si ces interactions font état d'une collaboration entre les diﬀérentes modalités senso-
rielles à un niveau supérieur de l'activité cérébrale, il a été découvert depuis plusieurs
décennies que des mécanismes d'intégration multisensorielle existent aussi dès le ni-
veau neuronal. [Meredith et Stein, 1983 ; King et Palmer, 1985] montrent que
certains neurones chez les mammifères, situés dans une région du cerveau appelée
colliculus supérieur, et aptes à répondre aussi bien à des stimuli auditifs que visuels,
ont une activité diﬀérente quand les deux modalités leur sont présentées en même
temps. Ce phénomène est appelé  renforcement  ou  aﬀaiblissement multisenso-
riel , selon que la réponse de la cellule nerveuse s'accroît ou s'atténue avec l'ajout
d'une modalité (nous empruntons le terme français de renforcement multisensoriel à
[Gueguen, 2011], pour traduire de l'anglais  crossmodal enhancement ). En parti-
culier, il a été montré que quand un des stimuli, ou même les deux stimuli, ne sont
pas assez saillants pour assurer leur détection de manière unimodale (image ﬂoutée,
ou signal sonore bruité par exemple), le renforcement est alors accru et facilite la
détection (voir Figure 2.5). Si ce renforcement a lieu en particulier quand les sti-
muli sont localisés au même endroit de l'espace, l'aﬀaiblissement apparaît quant à lui
quand ils proviennent de positions diﬀérentes. Dans [Bell et al., 2005], les auteurs
font également état d'une vitesse de réponse neuronale accrue dans le cas des stimuli
audiovisuels spatialement alignés, par rapport au visuel seul. Tous ces résultats in-
diquent que les neurones multisensoriels participent à notre représentation de l'espace
[Alais, Newell et Mamassian, 2010].
Par la suite, ces neurones multisensoriels ont été identiﬁés dans d'autres zones du cer-
veau [Alais,Newell etMamassian, 2010]. Dans le cortex par exemple, l'intégration
multisensorielle est favorisée lorsque les signaux proviennent de stimuli familiers et sé-
mantiquement cohérents (un visuel de chien avec un son d'aboiement plutôt qu'un
son de miaulement par exemple). On associerait alors ici ce renforcement au décodage
sémantique des objets perçus, plutôt qu'au repérage spatial [Barraclough et al.,
2005].
Cette réponse neuronale multisensorielle, qu'elle soit renforcement ou aﬀaiblissement,
est elle-même sujette à des variations. Selon [Meredith et Stein, 1983], la raison de
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Figure 2.5  Une illustration du renforcement multisensoriel. Dans
trois situations, la femme et le chat entendent et voient un chien par la
fenêtre. Dans la première, le chien est loin, les informations auditives et
visuelles sont faibles. Le renforcement est par conséquent très fort ; la
réponse neuronale bimodale dépasse la somme des deux réponses uni-
modales prises séparément (comportement super-additif ). Au fur et à
mesure que le chien se rapproche, le son et l'image deviennent facile-
ment identiﬁables, jusqu'à la troisième situation parfaitement claire.
Le renforcement s'aﬀaiblit ; la réponse bimodale, bien que toujours plus
forte que chacune des réponses unimodales séparées (i.e., il y a toujours
renforcement), est néanmoins inférieure à leur somme (comportement
sous-additif ). Image empruntée à [Stein et Stanford, 2008].
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ces variations tient au type de stimuli, à leur combinaison, à l'impact de leurs pro-
priétés physiques sur l'organisme, et à leur temps d'apparition. [Meredith, Nemitz
et Stein, 1987] insiste particulièrement sur la synchronisation temporelle des stimuli.
L'attention du sujet serait aussi déterminante (voir [Wright et Ward, 2008] pour
une revue complète de la question). Mais si ces considérations permettent de mieux
comprendre nos mécanismes d'intégration sensorielle au plus bas niveau de la percep-
tion, il est encore diﬃcile de quantiﬁer précisément dans quelle mesure audition et
vision contribuent à former le percept auditivo-visuel.
Plusieurs études ont tenté de formaliser cette contribution, en s'appuyant particuliè-
rement sur la perception d'incohérences que l'on observe au niveau comportemental.
L'incohérence peut être de plusieurs types : spatiale (e.g., un son et une image synchro-
nisés et sémantiquement cohérents mais localisés à des endroits diﬀérents), temporelle
(e.g., un son et une image localisés au même endroit et sémantiquement cohérents
mais désynchronisés temporellement), ou sémantique (e.g., un son et une image coïn-
cidents dans l'espace et le temps mais sans lien sémantique l'un avec l'autre), ou un
mélange des trois. Lorsqu'elle engendre une interprétation déformée de la réalité, elle
est souvent réiﬁée comme une illusion perceptive, ou  eﬀet . Nous en donnons trois
exemples ici. L'eﬀet ventriloque est le premier, résultat de la perception d'une discon-
gruence spatiale entre un son et une image [Howard et Templeton, 1966 ; Chen et
Vroomen, 2013]. Il décrit la tendance à percevoir deux stimuli proches dans l'espace,
mais distincts, comme localisés au même endroit. Un autre exemple, lié cette fois à
une incohérence temporelle entre son et image, est l'eﬀet double-ﬂash [Shams, Kami-
tani et Shimojo, 2000] selon lequel un sujet qui se voit présenter un ﬂash lumineux
accompagné de deux clics sonores rapporte avoir vu deux ﬂashs lumineux. Enﬁn, un
dernier exemple lié à l'incohérence sémantique entre son et image est l'eﬀet McGurk
[McGurk et MacDonald, 1976] : lorsqu'on présente à un sujet un interlocuteur
dont la voix émet le son  ba  avec ses lèvres qui prononcent  ga , il perçoit l'objet
audiovisuel  da .
À l'inverse, l'interprétation d'un percept auditivo-visuel peut être renforcé dans une
direction par une des deux modalités quand l'autre prête à confusion, comme par
exemple avec l'eﬀet rebond, introduit par [R. Sekuler, A. B. Sekuler et Lau,
1997]. Dans leur expérience, deux disques visuels suivent deux trajectoires rectilignes
opposées, amenées à se rencontrer. Le moment du croisement peut s'interpréter de
deux façons : soit les disques se traversent et continuent leur chemin, soit ils se cognent
et repartent dans la direction opposée. Dans un cas purement visuel, la majorité
des sujets voient des disques qui se traversent. Mais en ajoutant un clic sonore au
moment de croisement, la tendance s'inverse et les sujets voient alors des disques qui
rebondissent.
Pour en revenir à la formalisation, dans tous ces cas évoqués, comment se combinent
nos perceptions auditive et visuelle ? Dans [Welch et Warren, 1980], les auteurs
évoquent une hypothèse de pertinence de la modalité (modality appropriateness hypo-
thesis) qui soutient que les incohérences multisensorielles sont résolues à la faveur de
la modalité dominante selon la dimension étudiée : la vision domine l'audition pour
des tâches spatiales, tandis que l'audition domine la vision pour des tâches tempo-
relles. Mais si cette règle capture sans doute l'essentiel des mécanismes perceptifs,
elle n'est pourtant pas toujours valable. Par exemple dans [Alais et Burr, 2004], les
auteurs montrent que lorsque la qualité de l'image est dégradée, l'attraction spatiale
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de l'eﬀet ventriloque peut être renversée, exercée par le stimulus auditif sur le visuel.
Pour quantiﬁer et formaliser davantage ces subtilités, des modèles mathématiques plus
récents présentent la perception d'un objet multimodal comme une somme pondérée
des signaux unimodaux. Cette pondération se fait essentiellement via des modèles de
probabilité bayésiens et des méthodes d'estimation de paramètres [Ernst et Banks,
2002 ; Ernst et Bülthoff, 2004 ; Kersten, Mamassian et Yuille, 2004 ; Burr
et Alais, 2006]. Ils permettent alors de mieux décrire notre perception telle qu'elle
semble fonctionner dès le niveau neuronal, en intégrant les variations dues au contexte,
aux types de stimuli, à l'attention du sujet, etc.
2.2.2 Le cas de l'eﬀet ventriloque, méthodes de mesure et résultats
Dans notre cas, nous ne cherchons pas à modéliser les mécanismes d'intégration mul-
tisensorielle mais à cerner les eﬀets perceptifs qui peuvent intervenir à l'utilisation
d'une application audiovisuelle sur mobile. En particulier, nous nous intéressons à
ceux qui peuvent émerger par l'ajout du binaural, dont la particularité est d'enrichir
la représentation spatiale de la scène sonore. L'eﬀet ventriloque nous paraît être l'eﬀet
principal répondant à ce critère de sélection.
En eﬀet, l'eﬀet ventriloque nous permet de questionner l'importance de la coïncidence
spatiale entre son et image. Du point de vue applicatif, il n'est pas nécessairement
considéré comme indésirable. En témoignent [Moeck et al., 2007], qui l'utilisent pour
alléger le calcul de positionnement de sources auditives dans un jeu vidéo en les grou-
pant dans une scène virtuelle. Les imprécisions spatiales qui en résultent sont com-
pensées perceptivement par l'eﬀet ventriloque. Dans le même ordre d'idée, [Bruijn et
Boone, 2003] et [André et al., 2014 ; Mannerheim, 2011] évoquent l'exploitation
de cet eﬀet, le premier dans un contexte de vidéoconférence avec un écran 2D, les
seconds avec une image 3D stéréoscopique (typique de celles utilisées dans certaines
salles de cinéma), et les deux avec un système de rendu audio spatialisé WFS. Dans
une application mobile, la localisation du visuel se limite à l'écran, de taille réduite.
Un signal rendu en mono ou en stéréo sur casque étant localisé à l'intérieur de la
tête, l'association entre son et image introduit déjà une décorrélation spatiale (consti-
tuée par la distance allant de la tête au smartphone). Pour autant elle ne pose pas
de problèmes en termes d'acceptation dans une utilisation quotidienne d'un téléphone
mobile. Peut-être la raison tient au fait que la localisation à l'intérieur de la tête corres-
pond à une non-spatialisation du point de vue de l'auditeur, comme le mentionne par
exemple [Van der Burg, Olivers et al., 2008], et qu'une synchronisation temporelle
eﬃcace suﬃt à intégrer les deux modalités ([Van der Burg, Cass et al., 2010], syn-
chronisation dont l'importance était déjà suggérée par [Meredith, Nemitz et Stein,
1987] au niveau neuronal). L'ajout du binaural constitue alors l'ajout d'une dimension
spatiale pour le son, qui n'existait pas jusqu'alors au casque, et par conséquent une
dissociation entre son et image compensée ou non par l'eﬀet ventriloque.
Les premières observations scientiﬁques de l'eﬀet ventriloque datent de la ﬁn du xixe et
du début du xxe siècle. Des expériences consistant à porter un dispositif pour inverser
la vision de l'÷il droit avec celle de l'÷il gauche [Stratton, 1897 ; Ewert, 1930], ou
l'audition de l'oreille droite avec celle de l'oreille gauche (le pseudophone, voir Figure
2.6) [Young, 1928 ; Willey, Inglis et Pearce, 1937] ont été menées dans le but
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Figure 2.6  Le pseudophone de Young, un dispositif permettant
d'inverser l'audition de l'oreille droite avec celle de l'oreille gauche.
Image tirée de [Vurpillot, 1963].
d'observer leurs eﬀets sur la perception. Des observations ont été rapportées de sujets
percevant certaines sources auditives comme localisées à l'endroit du visuel, malgré
l'inversion. Cet eﬀet, d'abord observé de façon qualitative, a depuis fait l'objet de
nombreuses mesures quantitatives, dans le but de mettre en lumière son inﬂuence sur
notre perception. Nous en présentons ici quelques unes, classées par ordre chronolo-
gique.
Une des premières études sur la question est présentée dans [Witkin,Wapner et Le-
venthal, 1952], dans laquelle le sujet se trouve dans une cabine insonorisée, face à un
interlocuteur qui lui parle à travers une fenêtre. Le son lui parvient aux oreilles par des
écouteurs reliés à des tuyaux en laiton dont les expérimentateurs font progressivement
varier la taille pour faire varier son ITD, simulant ainsi au sujet un mouvement de la
source sonore sur le plan horizontal (mouvement en azimut). Les sujets doivent lever
la main dès qu'ils perçoivent un déplacement du son au delà du centre. Les résultats
révèlent la présence d'un eﬀet ventriloque pour un décalage du son allant en moyenne
jusqu'à 33.
Dans une autre expérience [Jackson, 1953], les sujets sont installés face à un mur en
arc de cercle sur lequel ont été ﬁxées sept bouilloires, réparties à intervalles ﬁxes, des-
quelles s'échappe silencieusement de la fumée. Derrière le mur, sept autres bouilloires
siantes sont cachées à la même position. À chaque session est présentée une bouilloire
 auditive  qui sie en même temps qu'une bouilloire  visuelle  qui fume. Le sujet
doit identiﬁer à chaque fois de quelle bouilloire il entend le son et de quelle bouilloire
il voit la fumée. Ici, l'eﬀet ventriloque en horizontal, testé pour des positions discrètes
des stimuli, avoisine également les 30.
Dans [Choe et al., 1975], de façon analogue à [Jackson, 1953], les auteurs proposent
une expérience dans laquelle le sujet fait face à des sources visuelles (des diodes lu-
mineuses) accrochées à un mur derrière lequel sont aussi ﬁxées des sources auditives
(des haut-parleurs). La diﬀérence avec [Jackson, 1953] réside dans le fait que le sujet
ne doit pas localiser une source, mais simplement dire si oui ou non il perçoit une
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discordance spatiale entre la diode qui s'allume et le son qu'il entend. Le décalage du
son par rapport au visuel est soit de 0, soit de 11 en azimut à gauche ou à droite.
Les résultats indiquent une forte propension à considérer les stimuli alignés dans tous
les cas. Mais plutôt que de l'interpréter comme un eﬀet perceptif, les auteurs utilisent
un modèle de décision statistique pour statuer que cela est davantage dû à un biais de
décision, causé par la synchronisation temporelle du son et de l'image. Cette assertion
est toutefois critiquée plus tard par [Bertelson et Radeau, 1976].
Dans [Thurlow et Jack, 1973], l'eﬀet est mesuré sur une télévision couplée à un
haut-parleur caché, les deux à une position ﬁxe. Les sujets doivent indiquer avec un
chronomètre le temps pendant lequel ils perçoivent un alignement spatial entre son
et image. Les auteurs s'appuient donc davantage sur la durée de coïncidence spatiale
perçue que sur une détection ponctuelle. Les résultats montrent une perception d'ali-
gnement la majorité du temps pour la plupart des sujets, pour un décalage spatial
en élévation allant jusqu'à 195 entre le son et l'image (le haut parleur étant placé
derrière le sujet et la télévision devant), alors que le son est pourtant correctement
localisé en l'absence d'image. Avec un haut-parleur décalé horizontalement, l'aligne-
ment est ressenti par une majorité de sujets et la majorité du temps pour un décalage
de 20, mais il n'est presque pas ressenti à 60. Ces résultats indiquent une nette
diﬀérence de notre capacité à localiser entre le plan horizontal et le plan vertical. Dans
[Jack et Thurlow, 1973], les mêmes auteurs montrent dans des conditions expéri-
mentales similaires que l'eﬀet ventriloque agit toujours pour un décalage angulaire de
30 en azimut entre son et image, mais décroît signiﬁcativement à 40 et au delà.
Par ailleurs, une source sonore placée exactement derrière le sujet (angle d'azimut égal
à 180) est également fortement perçue comme corrélée avec le visuel placé devant,
alors que c'est moins le cas pour des sources auditives placées à 160 ou 140. Ces
résultats en élévation suggèrent que l'eﬀet ventriloque peut être facilement provoqué
dans le plan médian, probablement à cause de l'absence d'ITD et d'ILD.
De la même façon dans [Radeau et Bertelson, 1977], le sujet doit indiquer le temps
pendant lequel il perçoit une fusion entre son et image, le son étant retransmis sur un
haut-parleur parmi trois situés à 0, 20 à gauche et 20 à droite du sujet, légèrement
en contrebas (sous une table), et l'image étant retransmise sur un écran aligné avec
un des deux haut-parleurs à 20. Plusieurs types de stimuli sont présentés, et les
résultats indiquent une fusion perçue en moyenne jusqu'à 77% du temps d'exposition
pour les stimuli sémantiquement cohérents et temporellement synchronisés.
Dans [Komiyama, 1989], les sujets délivrent leur sentiment d'incohérence spatiale
ressenti en étant exposés à un visuel retransmis sur une télévision face à eux, et à un
stimulus auditif retransmis sur une des dix enceintes qui ﬂanquent la télévision à sa
droite (décalage en azimut). Sept sont réparties entre 0 et 45, une est positionnée à
90, une à 135 et une à 180. Dans une première version de l'expérience, le stimulus
est constitué d'une femme qui lit un journal à voix haute, puis dans un second temps
c'est un programme de télévision réel, une chanson pop interprétée en concert par
une femme. Pour noter son sentiment d'incohérence, le sujet doit utiliser l'échelle de
notation tirée des recommandations de l'Union Internationales de Télécommunications
(UIT) [ITU-R, 2002] : A. Imperceptible - B. Perceptible mais non dérangeant - C.
Légèrement dérangeant - D. Dérangeant - E. Très dérangeant. Les résultats indiquent
pour les deux types de contenu que plus le décalage spatial entre son et image est
élevé, moins les scores sont bons, à l'exception de l'enceinte à 180 (arrière du sujet
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dans le plan médian). En moyenne, un décalage allant jusqu'à 20 est accepté par des
sujets non-experts.
Dans [Lewald, Ehrenstein et Guski, 2001], les auteurs introduisent le mouvement.
L'eﬀet ventriloque est mesuré dans le cas d'un visuel qui se déplace en azimut. Ce visuel
est la lumière d'un laser projeté sur un écran incurvé en demi-cercle face au sujet. Le
son est quant à lui un train de sinus retransmis sur une enceinte parmi trois, placées à
10, 12 et 14 à droite du plan médian, et cachées au sujet. Le laser se déplace d'un
mouvement continu, partant d'une position en périphérie de l'écran, croise les haut-
parleurs, puis les dépasse. Selon la méthode présentée, appelée point d'alignement
spatial subjectif (ou PSSA pour Point of Subjective Spatial Alignment), le sujet doit
presser un bouton au moment où il perçoit un alignement entre son et image. Les
résultats indiquent un point d'alignement d'environ 3 avant l'alignement réel. Par la
suite [Lewald et Guski, 2003], les auteurs trouveront des résultats similaires avec un
protocole très diﬀérent impliquant des stimuli ﬁxes : un sinus rendu sur haut-parleur
(parmi 11, placés sur un demi-cercle faisant face au sujet) et un ﬂash lumineux émis par
une diode, positionnée en dessous du haut-parleur central. Les sujets doivent évaluer
la  vraisemblance selon laquelle son et image sont alignés spatialement , en utilisant
une échelle de notation à 9 valeurs. Les résultats montrent une chute signiﬁcative
des notes au-delà d'un décalage de 4 à gauche ou à droite entre le son et l'image.
Pour autant, la sensation d'alignement spatial obtient des notes correctes jusqu'à 11.
Fait intéressant, avec le même protocole, mais en demandant au sujet d'évaluer  la
vraisemblance selon laquelle son et image partagent une cause commune  (i.e., s'il y a
un phénomène de causalité qui relie les stimuli visuel et auditif), la tolérance s'élargit
à 14.
Dans [Bruijn et Boone, 2003], les auteurs évaluent l'écart spatial en azimut accep-
table pour un visuel rendu sur un écran couplé à un rendu sonore en WFS, dans
un contexte de vidéoconférence. Le sujet observe trois hommes debout, statiques, re-
présentés à l'échelle 1 :1 sur l'écran et positionnés à des profondeurs diﬀérentes de
l'image. Les stimuli auditifs sont des voix d'homme qui lisent un texte en continu,
positionnées chacune à l'endroit d'un des visuels, en respectant leur profondeur réelle
(et malgré la mise à plat sur l'écran de l'image), ce qui crée un décalage perceptif entre
son et image, essentiellement en azimut. Le sujet écoute une des trois voix choisie au
hasard, doit identiﬁer de quel visuel elle provient et noter son degré de gêne ressenti
en utilisant l'échelle de notation UIT. Les auteurs estiment que dans ces conditions
expérimentales, l'eﬀet ventriloque est eﬃcace jusqu'à 11 de décalage entre son et
image. Dans des conditions expérimentales quasiment identiques, [Melchior, Brix
et al., 2003] trouvent un décalage acceptable entre 5 et 7.
Dans la continuité de ces deux dernières expériences, [Melchior, Fischer et Vries,
2006] évaluent l'écart spatial accepté en azimut entre un son rendu en WFS et une
image 3D projetée via des lunettes de réalité augmentée. Toujours avec le même
protocole d'évaluation (noter le niveau de gêne du décalage perçu avec une échelle de
notation UIT), les auteurs évaluent l'eﬀet ventriloque eﬃcace jusqu'à 8.
Dans [Nguyen et al., 2010], les auteurs reprennent le protocole du PSSA introduit par
[Lewald, Ehrenstein etGuski, 2001] dans un contexte de réalité virtuelle (scène 3D
visionnée sur un écran avec des lunettes 3D) couplée à du son binaural. C'est à notre
connaissance la première étude à mesurer l'eﬀet ventriloque avec du son binaural. Ici
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les HRTF sont systématiquement individualisées. Dans une première occurrence de
l'expérience, les stimuli sont composés d'un visuel d'hélicoptère qui bouge (allant du
centre vers la périphérie du champ de vision et inversement), et d'un son de rotor ﬁxe
décalé de 12 en azimut par rapport à la position centrale. Les sujets doivent presser
un bouton dès qu'ils perçoivent un alignement entre le son et l'image. Les résultats
indiquent une perception d'alignement décalée par rapport à l'alignement objectif.
Mais pour les deux types de trajectoires, l'alignement est perçu au delà des 12. Pour
les trajectoires de la périphérie vers le centre, ce résultat est intuitif : le sujet perçoit
un alignement légèrement avant que l'image ne croise eﬀectivement le son. Mais pour
les trajectoires du centre vers la périphérie, cela signiﬁe que l'alignement est perçu en
retard, après seulement que les deux sources se soient croisées. Aucune interprétation
n'est fournie concernant cette diﬀérence entre les trajectoires. En revanche, l'étroitesse
de la fenêtre d'intégration (environ 2.5, entre 14.1 et 16.6) obtenue est expliquée
par la complexité des stimuli comparée aux autres expériences, ainsi que leur caractère
continu. Dans une deuxième version de l'expérience, c'est le son qui bouge et le visuel
qui est statique. Les résultats donnent une fenêtre d'intégration de taille similaire
(2.5, entre 9.1 et 11.6), mais cette fois-ci décalée vers le centre par rapport au
visuel (ce qui est considéré comme un résultat similaire à l'expérience d'avant, les
deux modalités étant en situation inversée).
Dans [Werner, Liebetrau et Sporer, 2013], les auteurs se focalisent sur le déca-
lage spatial en élévation entre un son rendu en binaural individualisé et une diode
lumineuse. Le stimulus auditif est un son de saxophone ou un bruit blanc, placé à 0
ou 25 d'élévation en face du sujet (0 d'azimut). La diode lumineuse est sélection-
née parmi 10 diodes espacées régulièrement de -10 à 35, sur un demi-cercle vertical
face au sujet. La même conﬁguration décalée à 30 en azimut est également testée.
Toutes les combinaisons son-image sont présentées au sujet, qui doit dire s'il perçoit
le son au dessus, en dessous ou dans le plan du visuel. Les résultats indiquent une
tolérance du sujet à des décalages entre 8 et 9 lorsque la source sonore est à élé-
vation 0, et jusqu'à 17 lorsque la source sonore est élevée à 25. Ces résultats sur
l'eﬀet ventriloque en élévation, nettement plus faibles que dans [Thurlow et Jack,
1973], peuvent en partie s'expliquer par le fait que les sujets sont présentés comme
très accoutumés aux tests d'écoute.
Dans [André et al., 2014], l'eﬀet ventriloque est mesuré sur un système de rendu
sonore WFS allié à une image projetée en 3D sur un écran (visionnée avec des lunettes
passives), pour plusieurs positions du sujet (variation de la localisation de la source
visuelle en azimut) et un son projeté à diﬀérentes positions (variation de la localisation
de la source auditive en azimut). Le stimulus est constitué d'un homme dans un
appartement, rendu à l'échelle 1 :1 via l'écran 3D, qui prononce des phrases. Les sujets
passent l'expérience par trois, chacun alternativement placé à un endroit diﬀérent.
Pour chaque position du son, les sujets doivent indiquer en pressant un bouton si oui
ou non ils perçoivent la voix comme cohérente avec le positionnement de l'homme. Les
résultats révèlent une intégration auditivo-visuelle signiﬁcative jusqu'aux alentours de
19 de décalage perçu entre son et image.
Enﬁn dans [Hendrickx et al., 2015], les auteurs mesurent l'eﬀet ventriloque pour des
décalages simultanés en azimut et en élévation. Le stimulus visuel est un visage qui
prononce une phrase, rendu en 3D sur l'écran d'un vidéoprojecteur face au sujet qui
porte des lunettes 3D actives. Le son est la phrase qui correspond au visuel, rendue
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sur une des 28 enceintes réparties sur un quart de sphère (supérieur droit) centré
sur le sujet. À chaque essai, le sujet doit indiquer si oui ou non la voix et la bouche
de l'acteur lui paraissent provenir de la même direction. Les résultats indiquent une
forte disparité entre les sujets : pour une variation en azimut uniquement, un eﬀet
ventriloque qui opère pour des décalages allant de 7 à 21 ; pour des variations en
élévation uniquement (sur le plan médian), un eﬀet ventriloque plus large en moyenne,
mais également plus disparate, qui varie pour un décalage allant de 19 à 137. Pour
des décalages conjoints en azimut et en élévation, les valeurs sont intermédiaires, et
le pouvoir d'attraction de l'image sur le son augmente d'autant plus qu'on s'approche
du plan médian. Par ailleurs, les variations d'élévation semblent avoir moins d'impact
sur l'eﬀet ventriloque que les variations d'azimut, et ce même pour des trajectoires
essentiellement verticales.
Pour résumer ce tour d'horizon chronologique, nous pouvons dire que l'eﬀet ventri-
loque a été mis en évidence dans des situations variées. Nous ajoutons sans rentrer
dans les détails que d'autres études avec des méthodes d'évaluation similaires font
également état d'un eﬀet ventriloque en profondeur, sous l'appellation de proximity
image eﬀect [Gardner, 1968 ; Mershon et al., 1980 ; Pavel Zahorik, 2003 ; Agga-
nis, Muday et Schirillo, 2010 ; Bowen et al., 2011 ; Hládek et al., 2013]. Dans le
cadre de cette thèse, nous mettons volontairement de côté cette question de profon-
deur et en particulier celle de la perception acoustique en champ proche (distance de
la source à l'auditeur inférieure à 1 m). Elle nécessiterait de faire intervenir un cadre
théorique à part entière et un déploiement technique (moteur de synthèse binaurale
en champ proche, jeux de HRTF enregistrés en champ proche) dont nous ne disposons
pas. Il conviendra cependant de l'aborder dans une étude ultérieure.
Pour le reste, la tendance principale qui émerge est que l'eﬀet ventriloque agit quand
les stimuli auditifs et visuels entretiennent une certaine relation spatiale (en étant
proches l'un de l'autre principalement, ou en étant tous deux sur le plan médian),
et décroît au fur et à mesure qu'on brise cette proximité. Les limites de l'attraction
d'une modalité sur l'autre varient beaucoup d'une publication à l'autre (des déca-
lages acceptés entre son et image allant de 2 à plus de 30 en azimut, selon les
publications !). De nombreux facteurs d'inﬂuence ont été montrés comme étant déter-
minants pour mesurer l'eﬀet ventriloque et entrent probablement en ligne de compte :
la synchronisation temporelle entre les deux stimuli [Choe et al., 1975 ; Radeau et
Bertelson, 1977 ; Lewald, Ehrenstein etGuski, 2001 ; Slutsky etRecanzone,
2001 ;Wallace et al., 2004], leur cohérence sémantique [Jackson, 1953 ; Thurlow
et Jack, 1973 ; Radeau et Bertelson, 1977 ; Warren, Welch et McCarthy,
1981], leur qualité [Alais et Burr, 2004], l'attention du sujet [Spence et Driver,
2000 ; Talsma et al., 2010 ; Hendrickx et al., 2015] (mais pas l'attention visuelle
selon [Bertelson, Vroomen et al., 2000 ; Vroomen, Bertelson et De Gelder,
2001 ; Lewald, Ehrenstein et Guski, 2001]), l'expérience d'écoute du sujet [Ko-
miyama, 1989], l'acoustique de la salle [Jackson, 1953 ; Thurlow et Jack, 1973],
et sans doute d'autres encore (par exemple l'inﬂuence du niveau de bruit ambiant est
discutée par [André et al., 2014], bien que non-signiﬁcative dans leur étude).
Toutefois, dans la mesure du possible, lorsque les expériences étaient déclinées selon
divers paramètres, nous avons essayé de toujours présenter les résultats obtenus dans
des conditions expérimentales les plus similaires possibles les unes aux autres : sti-
muli synchronisés, sémantiquement cohérents, de bonne qualité, attention du sujet
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maximum, et expérience d'écoute non experte.
Peut-être qu'un autre facteur d'inﬂuence explique en partie ces diﬀérences de résultats,
c'est la nature du protocole. Au-delà des disparités de matériel dues aux grands écarts
de temps qui séparent parfois les expériences, nous dégageons quatre grands types de
protocoles expérimentaux, que nous résumons de la façon suivante :
 le sujet doit identiﬁer parmi plusieurs choix la source visuelle correspondant au
son entendu ([Jackson, 1953]) ;
 le sujet doit rapporter le temps pendant lequel il perçoit une fusion entre un
son et une image décalés spatialement ([Thurlow et Jack, 1973 ; Jack et
Thurlow, 1973 ; Radeau et Bertelson, 1977]) ;
 le sujet doit dire si oui ou non il perçoit une fusion pour des décalages variés
entre son et image [Choe et al., 1975 ; Hendrickx et al., 2015]. Dans une
version plus sophistiquée, le oui/non est remplacé par une échelle de notation
issue de l'UIT [Komiyama, 1989 ; Bruijn et Boone, 2003 ; Melchior, Brix
et al., 2003 ; André et al., 2014] ou personnalisée [Lewald et Guski, 2003 ;
Werner, Liebetrau et Sporer, 2013] ;
 le sujet doit indiquer le moment où il perçoit le point d'alignement ou le point de
rupture spatial entre un son et une image lorsqu'un des deux se déplace et l'autre
reste ﬁxe [Witkin, Wapner et Leventhal, 1952 ; Lewald, Ehrenstein et
Guski, 2001 ; Nguyen et al., 2010].
Remarquons que dans tous les cas, les protocoles expérimentaux reposent sur la per-
ception du sujet et le sentiment d'unicité spatiale qu'il ressent alors même que son et
image sont décalés dans l'espace. D'autres expériences existent, impliquant des tâches
de localisation pour lesquelles le sujet doit indiquer précisément où il perçoit un son,
alors que l'image correspondante est décalée. Ces expériences montrent en général
qu'il y a un eﬀet d'attraction spatiale de l'image sur le son [Pick, Warren et Hay,
1969 ; Bertelson et Radeau, 1981 ; Bertelson et Aschersleben, 1998 ; Alais
et Burr, 2004 ; Wallace et al., 2004]. Pour autant, si cette attraction fait état d'un
décalage perceptif du son, elle n'implique pas nécessairement un sentiment de fusion
entre les deux stimuli. En ce sens, [Bertelson et Radeau, 1981] énoncent que cet
eﬀet ne correspond pas tout à fait à l'eﬀet ventriloque, et s'y réfèrent comme d'un
biais inter-sensoriel. Lui-même et d'autres [Wallace et al., 2004] analysent d'ailleurs
la relation qu'entretiennent les deux, relation proche malgré des diﬀérences. À no-
ter enﬁn que plusieurs travaux utilisent le terme de ventriloquisme indiﬀéremment
pour l'un ou l'autre eﬀet (à commencer par Berteslon lui-même dans [Bertelson
et Aschersleben, 1998], mais aussi dans [Alais et Burr, 2004 ; Wallace et al.,
2004] par exemple).
2.2.3 Conclusion
Dans ce chapitre, l'état de l'art nous montre que la perception spatiale d'un son bi-
naural n'est pas univoque : d'une part elle est soumise à l'inﬂuence des paramètres
du système de rendu, en particulier le caractère individualisé ou non des HRTF, et
d'autre part elle est liée à son association avec la scène visuelle et au potentiel eﬀet
ventriloque qui en résulte. Par conséquent, à la question apparemment simple  où
puis-je placer une source auditive binaurale pour qu'elle soit perceptivement associée
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à son correspondant visuel ? , la réponse n'est en fait pas immédiate. De plus, malgré
de nombreuses pistes de réﬂexion, cet état de l'art ne nous fournit pas de résultats
explicites 1) sur la possibilité de se passer de HRTF individuelles dans un cadre audio-
visuel, ni 2) sur l'intégration auditivo-visuelle spatiale, dont les expériences mènent à
des résultats très disparates, tandis qu'aucune ne porte spéciﬁquement sur un son bi-
naural couplé à un visuel sur terminal mobile. Pourtant, nous réaﬃrmons l'importance
de ces deux points dans le cadre de notre thèse.
Dans le chapitre suivant, nous présentons une expérience dont le but est de nous
fournir des éléments de réponse sur ces questions perceptives. Le choix de la méthode
est discuté, puis nous présentons les détails de l'expérience, son déroulement et les
résultats obtenus.
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Chapitre 3
Mesure de la fenêtre d'intégration
auditivo-visuelle entre son binaural
et visuel sur mobile
3.1 Introduction
Dans le chapitre précédent, nous avons recensé les travaux menés sur l'individualisa-
tion du binaural et sur l'intégration spatiale auditivo-visuelle. Nous avons également
exposé en conclusion certains manquements de cet état de l'art. Nous présentons ici
une expérience dont le but est de nous informer sur notre perception spatiale d'un son
binaural couplé à un visuel sur terminal mobile.
3.1.1 Enjeux de l'expérience
Dans un scénario typique d'utilisation grand public du binaural avec un smartphone,
nous avons vu que l'individualisation des HRTF n'est pas envisageable en l'état. Mais
alors, dans le cas non-individualisé, y a-t-il plus de diﬃcultés à intégrer sensorielle-
ment un visuel avec une source sonore décorrélée spatialement ? Aucune publication
présentée dans le chapitre précédent ne répond à la question. Certains travaux sug-
gèrent que l'ajout du visuel pourrait gommer la diﬀérence de perception entre des
HRTF individualisées et des HRTF standard. Par ailleurs, dans la continuité de ce
raisonnement, nous avons présenté l'eﬀet ventriloque qui décrit l'inﬂuence réciproque
qu'entretiennent des sources sonores et visuelles sur la perception de leurs positions
respectives. Il pourrait donc être un de ces facteurs propres à relativiser l'impact de
l'un ou l'autre type d'HRTF.
Mesurer l'eﬀet ventriloque nous permet de connaître le découplage spatial possible
entre une image de taille réduite et un son binaural  en dehors  de l'écran, sans
pour autant troubler leur fusion perçue. Nous envisageons deux avantages possibles à
utiliser ce découplage : premièrement, agrandir spatialement la scène sonore, au-delà
de la scène visuelle, dans le but d'améliorer l'expérience utilisateur ; deuxièmement,
s'aﬀranchir du problème de la disparité spatiale entre la scène visuelle dont on ne
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connait pas l'emplacement (on ne sait pas comment l'utilisateur tient le téléphone
dans ses mains) et une scène sonore dont les sources sont placées à l'avance.
La mesure des capacités d'intégration auditivo-visuelle sur mobile dans le cas du bi-
naural et l'évaluation de l'inﬂuence de l'individualisation des HRTF s'imposent donc
comme préalable à toute considération sur l'apport du binaural à l'expérience utili-
sateur, ayant pour objectif de nous informer sur la perception d'un individu. Notons
bien que nous ne cherchons pas à répondre déﬁnitivement aux questions de l'indivi-
dualisation et de l'eﬀet ventriloque. Cette expérience se limite bien évidemment au
contexte du son binaural sur mobile.
3.1.2 Choix de la méthode de mesure : le PSSA
Nous souhaitons mettre au point une expérience pour mesurer les limites de l'intégra-
tion auditivo-visuelle lorsqu'une source binaurale est décorrélée spatialement de son
correspondant visuel sur mobile. Nous voulons également savoir si cette intégration a
pour facteur d'inﬂuence le type des HRTF, individualisées ou non. Dans cette sous-
section nous allons discuter du protocole qui nous semble le plus adapté pour procéder
à cette mesure. En guise d'avant-propos, rappelons qu'un des points importants de
cette thèse (discuté dans l'introduction) est de mettre les sujets dans une situation
la plus proche possible d'une utilisation réelle et quotidienne d'un smartphone. Cette
volonté peut néanmoins être contrebalancée par la nécessité d'avoir un protocole repro-
ductible d'un sujet à l'autre, pour obtenir des résultats agrégeables et statistiquement
exploitables. Cette double préoccupation dictera certains choix expérimentaux, dont
nous discuterons au cas par cas lorsqu'ils se présenteront dans ce chapitre.
Comme point de départ, l'état de l'art oﬀre plusieurs pistes de réﬂexion. Nous nous
inspirons de la section sur l'eﬀet ventriloque du chapitre précédent, dont les mesures
perceptives impliquent systématiquement des sources auditives et visuelles décorrélées
spatialement. Nous avons déjà distingué quatre catégories de protocoles : 1) le sujet
identiﬁe celle des sources visuelles qui correspond spatialement au son entendu ; 2) le
sujet reporte le temps pendant lequel il perçoit une fusion entre un son et une image
statiques, décalés spatialement ; 3) le sujet indique si oui ou non il perçoit une fusion
pour des décalages variés entre son et image ; et enﬁn 4) le sujet indique le moment
où il perçoit le point d'alignement ou le point de rupture spatial entre un son et une
image avec un des deux stimuli en mouvement et l'autre statique.
La première catégorie, essentiellement utilisée par [Jackson, 1953], est discutée par
[Radeau et Bertelson, 1977]. Pour rappel, il s'agissait de montrer au sujet un
ensemble de bouilloires dont une seule fumait et une autre (cachée) siait. Le sujet
devait identiﬁer de quelle bouilloire provenait le siement. [Radeau et Bertelson,
1977] argumentent qu'un tel procédé incite le sujet à choisir la bouilloire qui fume,
quand bien même il n'y aurait pas de sentiment de fusion. Savoir simplement que,
dans la vie de tous les jours, la bouilloire qui fume est aussi censée sier suﬃt à
orienter son choix, et ce même en dépit d'une information sensorielle contradictoire.
Ce biais de décision est appuyé par une expérience de [Choe et al., 1975], qui ajoute
que la simple synchronisation temporelle des deux stimuli, au-delà de leur cohérence
sémantique, suﬃt à biaiser le choix du sujet, y compris pour la troisième catégorie de
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protocoles. Toutefois, [Bertelson et Radeau, 1976] remettront méthodiquement en
cause cette dernière aﬃrmation. Par ailleurs, [Radeau et Bertelson, 1977] montrent
plus d'indulgence pour le deuxième type de protocole, intronisé par [Thurlow et
Jack, 1973], qui mesure le temps de fusion perçue. La quatrième catégorie quant à
elle n'a pas fait l'objet de discussion à notre connaissance.
Cependant, un élément déterminant nous fait pencher pour cette dernière, c'est le fait
qu'un des deux stimuli soit en mouvement. Dans les applications mobiles susceptibles
d'être rendues en binaural (ﬁlms, jeux vidéo, applications de vidéoconférence, etc.),
les sources auditives et visuelles sont souvent amenées à bouger. Dans un souci de
vraisemblance, il serait intéressant d'introduire ce mouvement dans notre expérience.
En outre, [Wightman et Kistler, 1999] ont montré que la localisation auditive est
favorisée par les indices dynamiques, en particulier pour la synthèse binaurale. Ce
caractère dynamique peut être obtenu de deux façons, par le mouvement de la tête
du sujet ou en faisant bouger les sources. C'est ce dernier cas qui nous intéresse.
Les mouvements permettent notamment de résoudre les confusions avant-arrière, cou-
rantes avec le binaural. Dans leurs expériences, [Wightman etKistler, 1999] testent
la localisation de sources réelles (des haut-parleurs placés autour du sujet) et virtuelles
(rendues sur casque en binaural avec des HRTF individualisées). Ils montrent dans les
deux cas que lorsque la source sonore est en mouvement, les confusions ne peuvent se
résoudre que si le sujet est informé de la direction de la trajectoire. Il apparaît donc
important d'être explicite sur cette information dans les instructions fournies au sujet.
Par ailleurs, dans les diﬀérentes expériences sur l'eﬀet ventriloque avec mouvement
d'un stimulus, seuls [Witkin,Wapner et Leventhal, 1952] et [Nguyen et al., 2010]
font bouger le stimulus auditif. Nguyen présente aussi une version de l'expérience où le
visuel est en mouvement avec une source sonore ﬁxe, pour des résultats comparables.
Néanmoins, dans son manuscrit de thèse [Nguyen, 2012, p. 219], Nguyen revient sur
les deux résultats pour préciser que 90% des sujets ont trouvé la tâche d'alignement
plus simple lorsque le son est en mouvement, plutôt que le visuel : suivre le mouvement
du visuel tout en se concentrant sur la position statique de la source sonore semble
plus diﬃcile que de se concentrer sur le mouvement sonore avec le regard ﬁxe. Dans
notre cas, le mouvement du visuel plutôt que de la source sonore est de toute façon
diﬃcilement envisageable, à cause de la petite taille de l'écran.
Enﬁn, une des plus grosses diﬀérences entre l'expérience présentée par [Witkin,Wap-
ner et Leventhal, 1952] et celle de [Nguyen et al., 2010] réside dans l'état initial
des stimuli et la tâche demandée au sujet. Dans la première, le stimulus sonore est en
premier lieu aligné avec le visuel, s'en éloigne progressivement, et le sujet doit indiquer
à quel moment il perçoit la rupture entre les deux. Dans la seconde, c'est l'inverse,
la trajectoire commence alors que le stimulus sonore est explicitement décorrélé du
visuel, et le sujet doit indiquer quand il perçoit un alignement (méthode du point d'ali-
gnement spatial subjectif, ou PSSA). Cette diﬀérence, en plus de celles importantes
de matériel, contribue peut-être à expliquer le grand écart entre les deux résultats :
une fenêtre d'intégration de 66 pour la première, de 2.5 pour la seconde. Il est
possible que démarrer par des stimuli déjà séparés rende plus diﬃcile la perception
d'une fusion. À l'inverse, partir dès le départ avec la perception d'une fusion favorise
peut-être une détection de rupture plus tardive. Ainsi, et eu égard au caractère plus
récent de l'expérience de Nguyen, à la proximité de certaines caractéristiques, comme
l'emploi du binaural, et de ce fait à la possibilité de comparer qualitativement les
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résultats, nous choisissons d'adopter la méthode PSSA.
Notre expérience consiste donc à proposer à des sujets un stimulus visuel ﬁxe sur un
écran de smartphone, et un stimulus sonore en mouvement horizontal, dont la position
initiale est décorrélée du visuel. Le sujet doit indiquer le point où il perçoit un aligne-
ment ou une fusion entre les deux. Deux mouvements sonores opposés permettent de
collecter deux PSSA et de déﬁnir ainsi les limites de la fenêtre d'intégration auditivo-
visuelle, à l'intérieur de laquelle les sujets considèrent que les deux stimuli sont perçus
comme confondus (autrement dit à l'intérieur de laquelle l'eﬀet ventriloque est opé-
rant). Plusieurs paramètres viennent faire varier ce protocole initial pour répondre
aux questions amenées par le chapitre précédent (notamment celles de l'inﬂuence de
l'individualisation des HRTF et de la diﬀérence de position en élévation entre l'écran
et le stimulus auditif). Cette section n'a toutefois pas pour but de pousser plus en
avant la présentation du protocole. Nous justiﬁons simplement ici du choix général
de la méthode à la lumière de l'état de l'art. Les détails de l'expérience, matériel,
procédure, etc. seront exposés dans les sections suivantes.
3.1.3 Facteurs d'inﬂuence de l'eﬀet ventriloque
Ajoutons un dernier point sur les facteurs d'inﬂuence de l'eﬀet ventriloque. Nous avons
vu dans le chapitre précédent qu'ils étaient nombreux, et tous les inclure comme para-
mètres rendrait l'expérience longue et fastidieuse. Encore une fois nous nous appuyons
sur une utilisation vraisemblable du smartphone dans notre contexte d'application
pour nous aﬀranchir de la plupart d'entre eux. On suppose donc une synchronisation
temporelle entre le son et l'image, une bonne qualité des stimuli (pas de dégradation
volontaire) et une cohérence sémantique entre le visuel et l'auditif. En ce qui concerne
le sujet, il aura une expérience d'écoute variable (non contrôlée), et une attention por-
tée sur l'expérience (pas de détournement d'attention volontaire). Ce dernier point
pourrait prêter à discussion, étant donné l'aspect perturbant de certains contextes
d'utilisation d'un smartphone. Néanmoins, l'attention est elle-même sujette à des pa-
ramètres multiples (elle peut être sollicitée par l'une ou l'autre modalité sensorielle,
délibérée ou automatique, via des stimuli simples ou complexes), pour des résultats
variables sur l'intégration multisensorielle et l'eﬀet ventriloque [Bertelson, Vroo-
men et al., 2000 ; Spence et Driver, 2000 ; Vroomen, Bertelson et De Gelder,
2001 ; Lewald, Ehrenstein et Guski, 2001 ; Talsma et al., 2010 ; Hendrickx et
al., 2015]. Nous intéresser à l'eﬀet de l'attention sur la fenêtre d'intégration constitue-
rait une tâche à part entière. Nous prenons donc le parti de ne pas l'intégrer comme
critère de variation, et de considérer uniquement une attention  optimale  du sujet.
3.2 Description de l'expérience et hypothèses
3.2.1 Matériel et logiciel
Nous utilisons un téléphone Motorola Nexus 6 XT1100 (Figure 3.1), dont l'écran
mesure 5,96 pouces de diagonale, soit une taille de 132x74mm (ratio 16/9), pour une
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Figure 3.1  Le matériel utilisé : en haut à gauche le smartphone
Motorola Nexus 6 ; en haut à droite le contrôleur bluetooth universel ;
en bas le casque Sennheiser HD650.
résolution de 1440x2560px. L'écran est de grande taille par rapport à la moyenne 1,
pour nous assurer de la bonne visibilité du stimulus visuel. Le système d'exploitation
utilisé est Android 7.1.1.
Le son est retransmis via un casque Sennheiser HD650 (Figure 3.1), casque circum-
aural (c'est-à-dire qui englobe complètement l'oreille). Nous avons opté pour un casque
ouvert car il permet une circulation libre de l'air entre l'intérieur et l'extérieur des
coques qui entourent les haut-parleurs, réduisant la sensation de fatigue sur une
longue durée d'écoute (en comparaison d'un casque fermé, dont l'emprisonnement
des membranes à l'intérieur des coques peut engendrer des surpressions de l'air). Un
désavantage du casque ouvert est son absence d'isolation phonique, mais dans notre
cas l'expérience se déroule dans une salle acoustiquement isolée. Par ailleurs, le choix
du modèle HD650 s'appuie sur une décision consensuelle d'experts l'ayant utilisé lors
du projet BiLi 2.
Le sujet indique l'alignement des deux stimuli à l'aide d'un contrôleur bluetooth uni-
versel (Figure 3.1), dont la latence a été testée pour ne pas excéder celle d'un clavier
d'ordinateur classique.
Les stimuli auditifs et visuels sont présentés au sujet via une application développée
avec le logiciel Unity, version 5.4.2f2 Personal, logiciel adapté au développement de
jeu vidéo, idéal pour construire une scène audiovisuelle 3D avec un déplacement des
objets.
1. La taille moyenne d'un écran de smartphone étant de 4,9, calcul basé sur 113 modèles, à l'aide
du site http://screensiz.es/phone
2. un projet de recherche collaboratif, impliquant entre autres partenaires Orange, et dont les
objectifs sont liés à l'acquisition, la restitution, la diﬀusion et l'évaluation du binaural http://www.
bili-project.org/
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Figure 3.2  Les stimuli visuels : un halo lumineux à gauche ; un
modèle 3D d'hélicoptère à droite.
3.2.2 Stimuli et organisation de la scène virtuelle
Présentation des stimuli audiovisuels
Dans le but de vériﬁer que la fenêtre d'intégration n'est pas trop sujette à l'inﬂuence
du contenu sémantique du stimulus, nous choisissons de la mesurer pour deux types
de stimuli audiovisuels : des stimuli sémantiquement neutres et des stimuli porteurs
de sens. Dans ce dernier cas, en plus d'être porteurs de sens, notons bien qu'ils sont
également sémantiquement cohérents, tels que l'avons déjà discuté. Par ailleurs, nous
nous inspirons ici des travaux de Nguyen [Nguyen, 2012] sur le choix des stimuli,
toujours dans le but de comparer les résultats.
Les stimuli sémantiquement neutres sont composés d'un halo lumineux, généré directe-
ment sur le logiciel Unity (voir Figure 3.2), et d'une salve de bruits blancs, c'est-à-dire
une série de bruits blancs de 50ms séparés par des silences de 10ms, généré via Matlab.
Les stimuli porteurs de sens et sémantiquement cohérents sont composés pour le visuel
d'un modèle 3D d'hélicoptère (modèle d'un HH-65C Dauphin 3, voir Figure 3.2), dont
les pales sont animées et tournent à vitesse constante. Le stimulus audio est un son de
rotor d'hélicoptère, synthétisé avec le logiciel Ableton Live, échantillonné à 44100Hz 4.
Le son d'hélicoptère possède l'avantage d'être relativement riche sur le plan fréquentiel
et de faciliter ainsi sa localisation [Blauert, 1997].
La scène virtuelle
Les positions des stimuli sonores et visuels sont ajustés dans Unity, dans une repré-
sentation 3D de la scène. En plus de ces objets, une caméra virtuelle est ﬁgurée. Elle
est chargée de capturer l'image et de la retransmettre sur l'écran du téléphone.
Nous insistons ici sur la distinction entre la représentation de la scène visuelle dans
Unity, la position relative des objets, les distances et les angles qui les séparent, et sa
représentation  aplatie  à l'écran. Unity modélise le fonctionnement de la caméra de
3. téléchargé gratuitement sur la boutique en ligne de Unity, l'Asset Store : https://assetstore.
unity.com/packages/3d/vehicles/air/hh-65c-dauphin-8128
4. téléchargé gratuitement sur la banque de sons Freesound : http://freesound.org/people/
fridobeck/sounds/194250/
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Figure 3.3  Schéma du processus de représentation de la scène vi-
suelle, de l'espace virtuel (à gauche, telle que représentée dans Unity)
au monde réel (à droite, observée par le sujet).
façon réaliste, en restituant la déformation induite par les propriétés de sa lentille, qui
permet de conserver un sens de la perspective et de la profondeur sur l'image aplatie (à
noter que la caméra Unity aurait pu aussi capturer l'image de façon orthographique,
c'est-à-dire sans conserver aucun sens de la perspective). Il est donc important de
noter que les distances et angles entre les objets visuels dans la scène virtuelle ne
sont pas conservés à l'identique à l'écran : ils subissent non seulement la déformation
de la caméra, mais sont aussi transformés selon la taille et la résolution de l'écran du
téléphone. Enﬁn, la perception de cette retransmission par le sujet dépendra également
de sa distance au téléphone (voir Figure 3.3).
À partir de la position d'un objet visuel dans la scène virtuelle, nous calculons son
angle en azimut observé par l'utilisateur par rapport au centre de l'écran. La première
étape consiste à convertir la position de la source dans la scène virtuelle (fournie en
coordonnées cartésiennes [x; y; z]), en position en pixels sur l'écran. Sans rentrer dans
les détails, Unity utilise l'équation suivante, qui tient compte des caractéristiques de
la caméra :
phpx = 0.5 ∗Rh ∗ (
0.97428x
z
) + 1,
avec Rh la résolution horizontale de l'écran en pixels. Le résultat obtenu est la position
phpx en pixels par rapport au bord supérieur gauche de l'écran. Pour avoir la position
par rapport au centre de l'écran :
p′hpx = phpx −
Rh
2
La position en centimètres est donnée grâce au ratio r du nombre de pixels par cen-
timètre à l'écran :
pcm =
p′hpx
r
Enﬁn, l'angle d'azimut β de la source visuelle perçu par l'utilisateur dépendra non
seulement de cette position, mais aussi de la distance d de l'utilisateur au centre de
l'écran du téléphone. Pour l'obtenir directement en degrés :
β =
180
pi
∗ atan(pcm
d
)
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Position du visuel
La position du stimulus visuel est conditionnée par celle de l'écran. Nous adoptons
l'hypothèse raisonnable qu'un utilisateur, lorsqu'il consomme du contenu audiovisuel,
tient le téléphone en face de lui, c'est-à-dire dans le plan médian, à l'azimut 0. Quant
à l'élévation, nous avons déjà évoqué le fait qu'elle était variable. Néanmoins, pour
l'expérience nous nous appuyons sur la publication de [S. Lee, Kang et Shin, 2015]
qui nous dit que la ﬂexion moyenne de la tête lors de l'utilisation d'un smartphone
est de 39. Notre téléphone sera donc placé à 0 en azimut, dans le plan médian du
sujet, et à -39 en élévation par rapport à ses yeux.
Par ailleurs, dans la scène virtuelle, les stimuli visuels sont positionnés à 12 d'azimut
par rapport à la caméra (l'angle α dans la Figure 3.3), induisant un décalage en azimut
par rapport au plan médian du sujet (l'angle β dans la Figure 3.3) qui variera selon sa
distance à l'écran (la distance du sujet au téléphone est laissée à sa libre appréciation,
voir la Section 3.2.3 pour plus de détails). En pratique dans notre expérience, l'angle
β est compris entre 1,17 et 2 pour une distance au téléphone allant respectivement
de 39 à 67cm. Le même décalage est opéré symétriquement dans l'hemi-espace gauche,
à -12 dans la scène virtuelle, résultant par rapport au plan médian du sujet en un
angle en azimut compris entre -1.17 et -2 sur l'écran.
En résumé, le stimulus visuel sera placé à une position entre 1.17 et 2 en azimut
(et symétriquement entre -1.17 et -2), et à une élévation de -39 par rapport au
plan médian du sujet.
Enﬁn, il faut préciser que le stimulus de l'hélicoptère est orienté de façon à toujours
avoir l'avant tourné vers le centre de l'écran (peu importe la trajectoire sonore corres-
pondante). La question ne se pose pas pour le halo, qui est sphérique.
Trajectoires binaurales dans le plan du téléphone
Les trajectoires sonores sont générées à l'aide d'un plugin Unity développé en interne,
qui permet de faire de la synthèse binaurale en temps réel à partir d'un ﬁchier mo-
nophonique et d'un jeu de HRTF donné. Pour chaque sujet, le volume sonore des
trajectoires est calibré de sorte qu'un son statique placé en élévation 0 et azimut 0
soit perçu à 65dB SPL.
Une première série de trajectoires se situe dans le plan horizontal du centre du télé-
phone, à -39 d'élévation par rapport au regard du sujet, avec une amplitude angulaire
en azimut de 30. Les trajectoires vont par paire, une qui démarre face au sujet et va
vers sa périphérie, et la trajectoire inverse, de la périphérie vers le centre. La détermi-
nation de chaque PSSA nous permet ainsi de délimiter la fenêtre d'intégration. Pour
s'aﬀranchir d'un éventuel eﬀet d'accoutumance du sujet aux trajectoires, les deux ne
sont pas parfaitement symétriques. Celle qui part du centre vers la périphérie va de
-5 à 25, et celle qui va de la périphérie vers le centre va de 30 à 0 (et la paire
de trajectoires dans l'hemi-espace gauche, de 5 à -25 et de -30 à 0). La vitesse
des trajectoires étant de 2.5 par seconde, chaque trajectoire dure 12s.
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Trajectoires binaurales en élévation
Nous souhaitons aussi savoir si la décorrélation spatiale entre son et image en éléva-
tion, due à un changement de tenue du téléphone par le sujet, inﬂuence la fenêtre
d'intégration. D'après l'état de l'art qui nous indique une forte tolérance de la per-
ception à des décalages importants en élévation [Thurlow et Jack, 1973 ; Jack et
Thurlow, 1973 ; Hendrickx et al., 2015], nous souhaitons essentiellement contrôler
non seulement qu'un eﬀet ventriloque a bien lieu en élévation (la tâche d'alignement
est toujours faisable par les sujets), mais aussi que l'eﬀet ventriloque en azimut n'en est
pas aﬀecté (fenêtre d'intégration identique pour les deux élévations). Nous ajoutons 4
paires de trajectoires, situées au dessus du sujet, à une élévation de 70. Cette valeur
est choisie expérimentalement et nous paraît être un bon compromis pour oﬀrir à la fois
une sensation de hauteur et une sensation de frontalité. Ces trajectoires partagent les
mêmes propriétés et variations en azimut que celles dans le plan du téléphone (même
amplitude angulaire, même vitesse, mêmes angles de départ et d'arrivée).
Nous sommes par ailleurs confrontés à un problème technique associé au choix de
2 élévations diﬀérentes des trajectoires. En eﬀet, chaque trajectoire est générée à
distance ﬁxe du sujet, sur une sphère centrée sur sa tête. Cela vient du fait que
les HRTF sont mesurées pour chaque direction de l'espace à une distance ﬁxe de
l'utilisateur. Or, deux trajectoires horizontales à niveau d'élévation -39 et 70, si
elles parcourent le même angle azimutal, ne parcourent pas du tout la même distance
(voir Figure 3.4). En résulte une sensation de  sur-place  pour la trajectoire à 70,
rendant très diﬃcile la tâche d'alignement demandée. Pour résoudre ce problème,
nous générons des trajectoires légèrement diﬀérentes. Pour chaque élévation, nous
considérons une sphère qui partage son centre avec celui de la section plane à la
même élévation sur l'ancienne sphère (voir Figure 3.5). De cette façon, toutes les
trajectoires parcourent la même distance. Cette manière de procéder implique que
chaque trajectoire, bien que toujours placée à l'azimut et à l'élévation souhaitées, varie
légèrement de distance à l'utilisateur durant son parcours, mais nous considérons cette
variation comme négligeable.
Pour s'assurer que les deux élévations sont bien diﬀérenciées indépendamment de tout
stimulus visuel, nous avons procédé à un test informel. Vingt trajectoires sonores,
sans visuel, choisies aléatoirement parmi les 8 possibles (2 directions, 2 élévations,
2 hemi-espaces) sont présentées à une dizaine de sujets, qui doivent à chaque fois
dire si la trajectoire entendue est au-dessus de la tête ou non. Sur les 10 sujets, 9
d'entre eux répondent correctement pour la totalité des trajectoires. Le dernier sujet
fait seulement 3 erreurs, et de surcroît parmi les premières trajectoires qui lui sont
présentées. Nous considérons donc que la diﬀérence d'élévation entre les trajectoires
sonores est eﬀectivement perçue.
En résumé, pour cette expérience du PSSA nous avons 8 trajectoires binaurales, dont
chacune est présentée huit fois à chaque sujet, donc 64 trajectoires par type de stimulus
(bruit blanc ou bruit d'hélicoptère). Au total donc, 128 trajectoires sont à évaluer pour
chaque sujet.
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Figure 3.4  Deux trajectoires horizontales, l'une générée à élévation
70, l'autre à élévation -39, qui parcourent le même angle en azimut,
ne parcourent pas la même distance.
Figure 3.5  Pour chaque élévation, nous générons les trajectoires à
partir d'une nouvelle sphère. Ainsi toutes les trajectoires parcourent
la même distance.
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3.2.3 Dispositif
Le dispositif a été déployé en deux endroits, dans une salle d'expérimentation d'Orange
Lannion, et reproduit à l'identique dans une salle d'expérimentation d'Orange Rennes
(voir Figure 3.6).
Le téléphone qui sert à l'expérience est posé sur un support inclinable, lui-même posé
sur une table. Le sujet est assis sur une chaise à hauteur ajustable face à la table.
Il a pour consigne de ne pas toucher au téléphone et de n'interagir avec lui que par
l'intermédiaire du contrôleur bluetooth, présenté en section 3.2.1. Malgré son manque
de vraisemblance, le choix de ne pas laisser le sujet toucher le téléphone s'impose,
aﬁn que le téléphone ne soit pas déplacé de façon intempestive pendant l'expérience,
déréglant ainsi le positionnement relatif des stimuli visuels et auditifs.
Par ailleurs, nous avons constaté que dans ce cas, il était beaucoup plus confortable
pour le sujet d'ajuster lui-même sa distance au téléphone. Aﬁn de s'assurer que le
regard du sujet posé sur le téléphone forme bien un angle de -39 avec l'horizontale,
nous avons tendu un ﬁl, ﬁxé derrière le sujet (sur le mur pour l'expérience à Lannion,
sur une barre verticale pour l'expérience à Rennes) et allant jusqu'à la table devant.
Ainsi, après que le sujet a ajusté sa distance, nous réglons la hauteur du siège pour
que le ﬁl soit à hauteur des yeux.
Luminosité et volume sonore du téléphone sont d'avance réglés au maximum. Le vo-
lume sonore des trajectoires est calibré dans Unity par rapport à ce volume du télé-
phone. La luminosité générale de la pièce est calibrée à 20 lx (valeur recommandée
par l'Union Internationale des Télécommunications pour des expériences perceptives
avec contenu audiovisuel [ITU-T, 1998]). La pièce est suﬃsamment insonorisée pour
qu'aucun son extérieur ne soit perçu.
3.2.4 Sujets et déroulement de l'expérience
Trente-quatre sujets participent à l'expérience (de 18 à 58 ans, âge moyen 39,4 ans,
12 femmes). La totalité des participants possèdent une audition normale et une vue
normale ou corrigée, à l'exception d'un sujet atteint d'amblyopie unilatérale. Ses ré-
sultats étant parfaitement comparables aux autres, nous décidons de conserver ses
données. Dix-sept des participants possèdent leurs propres HRTF (mesurées lors du
projet BiLi [Rugeles Ospina, Emerit et Daniel, 2015]). Pour les 17 autres, les
HRTF d'une tête artiﬁcielle Neumann KU 100 sont utilisées. Ceci nous permettra de
mesurer l'inﬂuence de l'individualisation sur la fenêtre d'intégration. 20 sujets sont
des volontaires bénévoles du laboratoire ; les 14 restants sont recrutés via une base de
données de volontaires d'Orange, et défrayés par un bon d'achat de 20e.
L'expérience dure au total environ 45 minutes. À son arrivée, le sujet est invité à lire
les instructions relatives à l'expérience (disponible en Annexe A.1). Il est informé du
but de l'expérience, de la tâche à accomplir, et en particulier des types de trajectoires
sonores qu'il aura à écouter (directions centre vers la périphérie, ou périphérie vers
le centre, élévations au dessus de sa tête ou au niveau du téléphone). Quelques
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Figure 3.6  Dispositifs expérimentaux, en haut celui de Lannion,
en bas celui de Rennes.
3.2. Description de l'expérience et hypothèses 41
questions générales lui sont ensuite posées : âge, préférence manuelle (droitier ou
gaucher), éventuels problèmes d'audition ou de vision. Puis il est installé face au
dispositif, d'où il règle sa distance, sa hauteur, et enﬁle le casque audio. Le sujet a
pour instruction de garder le contrôleur bluetooth dans la main droite s'il est droitier,
gauche s'il est gaucher.
Le sujet se voit présenter deux sessions successives de stimuli, l'une consacrée à l'hélico-
ptère, l'autre au ﬂash et au bruit blanc. L'ordre des sessions est déterminé de manière
à ce que la moitié des sujets commence par l'hélicoptère, l'autre par le bruit blanc.
Au sein de chaque session, les trajectoires sont présentées dans un ordre aléatoire.
Pour chaque trajectoire, un bip sonore avertit le sujet de son départ, correspondant
également à l'apparition du visuel. Le sujet a pour consigne de ﬁxer des yeux le
stimulus visuel (axe du rotor de l'hélicoptère ou centre du halo) et d'indiquer via le
contrôleur Bluetooth l'instant dès lequel il perçoit celui-ci aligné (i.e., sur le même
axe vertical), voire confondu avec le stimulus auditif. Dès cet instant, le stimulus
visuel disparaît et le stimulus auditif s'interrompt. La trajectoire suivante démarre
automatiquement, dans un temps aléatoire compris entre 1 et 2 secondes. Si le sujet
ne formule aucune réponse pendant une trajectoire, un message s'aﬃche à l'écran,
attendant une validation du sujet pour passer à la session suivante. Une pause est
proposée toutes les 8 trajectoires. Néanmoins, à l'exception d'une personne, aucun
sujet ne l'a utilisée.
Pour se familiariser avec le protocole, le sujet commence chaque session par une sé-
quence d'entraînement de 8 trajectoires choisies au hasard. Les résultats obtenus pen-
dant l'entraînement ne sont pas retenus pour l'analyse des résultats.
Tous les éléments scénarisés (temps de transition entre deux sessions, déclenchement
des bip sonores et trajectoires, mélange aléatoire des stimuli, temps de pause, etc.)
sont développés en C# sous forme de scripts dans Unity. L'interface utilisateur est
également développée à l'aide des outils intégrés par Unity.
Après les deux sessions, le sujet se voit poser quelques questions relatives au dérou-
lement de l'expérience (disponibles en Annexe A.2). Elles ont pour but de servir à
l'appréciation qualitative des résultats.
3.2.5 Hypothèses
Compte tenu des diﬀérents résultats exposés dans l'état de l'art, nous formulons les
hypothèses suivantes :
 Premièrement, il existe une fenêtre d'intégration en azimut et cette fenêtre en-
toure la position du visuel telle qu'elle est observée par le sujet sur l'écran.
 Deuxièmement, cette fenêtre d'intégration est la même pour les sujets avec et
sans HRTF individualisées.
 Troisièmement, un écart d'élévation entre stimuli visuels et auditifs n'empêche
pas la fusion en azimut, du moins dans certaines limites qui restent à quantiﬁer
plus précisément.
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 Quatrièmement, la cohérence sémantique renforce le lien d'association entre son
et image, ce qui implique que la fenêtre d'intégration en azimut est plus large
pour des stimuli cohérents sémantiquement.
3.3 Résultats
Des 34 sujets, à raison de 128 trajectoires par sujet, nous collectons 4352 PSSA sous
la forme d'un angle en azimut par rapport au centre du sujet (l'angle β, en se référant
à la Figure 3.3). Sur ceux-ci, 131 sont retirés des données car provenant de trajectoires
ratées pour lesquelles les sujets n'ont pas répondu. Toutes les valeurs de l'hemi-espace
gauche sont rapportées à l'hemi-espace droit, aﬁn de pouvoir analyser l'eﬀet de l'hemi-
espace sur le PSSA.
Nous supprimons ensuite les valeurs qui sont considérées comme aberrantes (c'est-à-
dire qui sont en dehors de l'intervalle de conﬁance à 95% sur l'ensemble des données).
Nous remarquons cependant deux sujets qui ont respectivement 45% et 35% de valeurs
aberrantes. Ces deux sujets sont écartés de l'analyse. Nous nous retrouvons avec 3869
valeurs pour 32 sujets.
La moyenne des PSSA par type de stimulus et par direction est représentée en Figure
3.7. On observe que les trajectoires allant du centre vers la périphérie obtiennent un
PSSA en moyenne plus bas que pour celles allant de la périphérie vers le centre. En
revanche, il y a peu de diﬀérence entre les trajectoires de l'hélicoptère et celles du bruit
blanc. Une ANOVA à mesures répétées est eﬀectuée en prenant la valeur du PSSA
comme variable dépendante. La direction des trajectoires (centre vers périphérie ou
périphérie vers centre), l'hemi-espace (gauche ou droite) et l'élévation (-39 ou 70)
sont des facteurs intra-classes, tandis que le type de HRTF (indivualisées ou non) et
la rétribution du sujet (payé ou bénévole) sont intégrés à l'analyse comme des facteurs
inter-classes. Nous opérons deux analyses séparées pour les stimuli d'hélicoptères et
les bruits blancs présentés dans des sessions diﬀérentes.
Les résultats suggèrent qu'aucun des facteurs inter-classes n'a d'eﬀet signiﬁcatif sur le
PSSA : ni le type d'HRTF (F(1, 10)=0.43, p=0.52 pour les stimuli de bruits blancs,
F(1, 8)=0.75, p=0.41 pour les stimuli d'hélicoptères), ni la rétribution (F(1,10)=0.12,
p=0.73 pour les bruits blancs, F(1,8)=0.13, p=0.72 pour l'hélicoptère).
En ce qui concerne les facteurs intra-classes, la direction de la trajectoire inﬂuence si-
gniﬁcativement le PSSA (F(1, 10)=13.81, p<0.01 pour les bruits blancs, F(1, 8)=17.49,
p<0.01 pour l'hélicoptère). Les trajectoires  centre vers périphérie  obtiennent des
PSSA signiﬁcativement plus proches du centre que les trajectoires  périphérie vers
centre . Les PSSA moyens des deux types de trajectoires constituent les bornes de
notre fenêtre d'intégration.
L'hemi-espace a également un eﬀet signiﬁcatif, mais uniquement sur les PSSA des
stimuli d'hélicoptères (F(1, 8)=10.78, p<0.05), et pas pour les PSSA des stimuli de
bruits blancs (F(1,10)=1.43, p=0.26). Quand les stimuli d'hélicoptères sont situés
dans l'hemi-espace gauche, la fenêtre d'intégration est décalée d'environ 1.7 vers la
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Figure 3.7  PSSA moyen par direction, pour chaque type de stimuli.
Les barres verticales sont les intervalles de conﬁance à 95%.
Figure 3.8  PSSA moyen par direction et pour chaque élévation,
à gauche pour les stimuli de bruits blancs et ﬂash lumineux, à droite
pour les stimuli d'hélicoptères. Les barres verticales sont les intervalles
de conﬁance à 95%.
périphérie comparé à l'hemi-espace droit. En revanche, la taille de la fenêtre ne change
pas.
Enﬁn, l'élévation a un eﬀet signiﬁcatif, cette fois sur les PSSA des stimuli de bruits
blancs (F(1, 10)=7.50, p<0.05), mais pas d'eﬀet signiﬁcatif sur les PSSA des stimuli
d'hélicoptères (F(1, 8)=0.11, p=0.75). De plus, il n'y a aucun d'eﬀet croisé entre
élévation et direction sur le PSSA, aussi bien pour les stimuli de bruits blancs (F(1,
10)=0.55, p=0.48) que pour les stimuli d'hélicoptères (F(1, 8)=2.50, p=0.15). Ces
résultats sur l'élévation peuvent être observés sur la Figure 3.8. La fenêtre d'intégration
est légèrement, mais signiﬁcativement décalée vers la périphérie pour les stimuli de
bruits blancs élevés.
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Figure 3.9  Représentation schématique de la fenêtre d'intégration
moyenne pour les stimuli de bruits blancs (à gauche) et d'hélicoptères
(à droite). Les fenêtre d'intégrations sont décalées en périphérie par
rapport au visuel tel qu'il est perçu par le sujet (angle β). Néanmoins,
elles encadrent la position du stimulus visuel tel qu'il est placé dans la
scène virtuelle (angle α).
3.4 Discussion
3.4.1 Taille et position de la fenêtre d'intégration moyenne
L'eﬀet signiﬁcatif de la direction des trajectoires sur le PSSA conﬁrme l'existence
d'une fenêtre d'intégration, d'une largeur en moyenne de 6.6 pour les stimuli de
bruit blanc et ﬂash lumineux, et 8.4 pour les stimuli d'hélicoptère. Ces valeurs nous
semblent être du même ordre de grandeur, quoiqu'un peu plus grandes, que les fenêtres
d'intégration trouvées par [Nguyen, 2012] (qui pour rappel étaient de 2.5). Nos
résultats sont aussi très proches de ceux de [Lewald, Ehrenstein et Guski, 2001],
puisque leur fenêtre d'intégration moyenne vaut environ 6 (en se souvenant toutefois
que leur protocole est légèrement diﬀérent, puisque c'est le stimulus visuel qui bouge
et le stimulus auditif qui est statique).
Cependant, contrairement à notre première hypothèse, nos fenêtres n'entourent pas
le stimulus visuel présenté sur l'écran (voir Figure 3.9). Nous l'avons dit, en fonction
de la distance du sujet au téléphone, le visuel est positionné sur l'écran à un angle en
azimut compris entre 1.5 et 2 par rapport au plan médian du sujet. En moyenne,
les bornes inférieures et supérieures des fenêtres sont respectivement de 5.4 et 12
pour le bruit blanc, et 5.7 et 14.1 pour l'hélicoptère. Les fenêtres sont donc décalées
vers la périphérie. [Nguyen, 2012] avait également un décalage de ses fenêtres par
rapport au visuel, mais vers le centre (dans les conditions expérimentales similaires
aux nôtres). Dans notre cas, nous constatons que ce décalage coïncide avec la position
du stimulus visuel dans la scène virtuelle. Autrement dit, en reprenant les notations
de la Figure 3.3, la fenêtre d'intégration encadre α au lieu de β.
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Dans son manuscrit de thèse sur la perception et l'attention au cinéma, Claude Bailblé
évoque un mécanisme d'attention permettant d'interpréter le décalage obtenu dans
nos résultats [Bailblé, 1999] :
 Lorsque la lumière s'éteint, l'espace de la salle est comme scotomisé : la
surface lumineuse de l'écran attire les regards et empêche toute errance
de l'÷il. La salle est alors rejetée dans l'oubli, seul l'espace scénique est
investi [...]
En multiphonie, à chaque fois que la source sonore ne s'ajuste plus à
l'image, le spectateur reprend conscience de l'espace physique tridimen-
sionnel de la salle et éprouve une gêne. L'espace de la salle ne devrait pas
faire partie de l'espace scénique, aussi le va-et-vient entre ces deux espaces
perturbe-t-il la plongée imaginaire dans la ﬁction. 
Selon Baiblé, l'espace réel qui entoure le sujet, considéré comme gênant, serait comme
évacué par le sujet ( scotomisé ), qui ne considèrerait alors plus que l'espace virtuel.
D'un point de vue spatial, le spectateur se projetterait alors à la place de la caméra.
Si cette théorie s'est construite sur l'analyse de l'attention et la perception au cinéma,
nous pensons qu'elle peut être valable dans notre cas, et qu'elle peut être à l'origine
du décalage de la fenêtre d'intégration. Ce résultat est particulièrement intéressant
dans la mesure où il est déjà une marque d'immersion du sujet. Si nous n'avons
aucune indication sur le fait que le binaural soit à l'origine de ce qui paraît être une
immersion dans la scène (le sujet pourrait très bien percevoir le visuel à l'angle α
indépendamment de tout stimulus sonore), nous savons au moins que sa présence
ne la détériore pas. Une expérience purement visuelle, où l'on demanderait au sujet
de reporter la position à laquelle il perçoit un objet dans une scène virtuelle, nous
permettrait d'en apprendre plus sur cette question.
Quoi qu'il en soit, le fait que le sujet considère la scène virtuelle du point de vue de
la caméra serait un atout dans la construction d'une scène audiovisuelle à destination
du grand public : il ne serait pas nécessaire de se préoccuper de la position relative
de l'utilisateur par rapport au téléphone, il suﬃrait simplement de considérer le point
d'écoute de la caméra.
Cette conclusion va dans le sens de plusieurs conversations informelles tenues au cours
de la thèse avec des professionnels de l'audiovisuel, du jeu vidéo et du son binaural.
Ceux-ci doivent déjà considérer concrètement la question du point d'écoute lorsqu'ils
élaborent des contenus audiovisuels avec du son binaural. Dans l'état actuel des choses,
ils adoptent tous tacitement cette règle : le point d'écoute est placé à l'endroit de la
caméra. Nos résultats corroborent et appuient cette pratique déjà en vogue.
3.4.2 Eﬀet de l'individualisation des HRTF
Un autre résultat important de cette expérience est l'absence d'eﬀet signiﬁcatif de
l'individualisation des HRTF sur le PSSA. Les sujets avec des HRTF individualisées
ont une perception spatiale relative du son et de l'image comparable à celle des su-
jets avec des HRTF standard. Là aussi, le résultat est important pour l'utilisation de
la technologie binaurale dans des applications audiovisuelles destinées au grand pu-
blic, puisqu'il indiquerait que l'absence d'individualisation n'impacte pas l'intégration
spatiale auditivo-visuelle.
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3.4.3 Eﬀet de l'hemi-espace
L'inﬂuence signiﬁcative de l'hemi-espace sur le PSSA pour les stimuli d'hélicoptère
va à l'encontre de tous les résultats trouvés dans la littérature. Plusieurs expériences
vont même jusqu'à négliger un des deux hemi-espaces, en partant du principe que l'ef-
fet ventriloque est symétrique [Komiyama, 1989 ; Lewald, Ehrenstein et Guski,
2001 ; Hendrickx et al., 2015 ; André et al., 2014]. D'autres publications comme
[Jackson, 1953 ; Jack et Thurlow, 1973] montrent un eﬀet de l'hemi-espace, mais
toujours attribué à des réverbérations de la salle, et non symétrique. Dans notre
cas cette interprétation n'est pas valable, puisque les stimuli sonores sont rendus sur
casque. Nous n'avons pas d'explication solide qui pourrait étayer cet eﬀet signiﬁcatif.
Certaines études dans le domaine de la communication suggèrent que la perception
d'un stimulus en mouvement peut être aﬀectée selon que sa direction soit concordante
ou non avec le sens de lecture (voir par exemple [E. Li et Briley, 2011]). Ici cepen-
dant les stimuli en mouvement sont uniquement auditifs. Une étude complémentaire
nécessite d'être menée pour conclure sur ce résultat inattendu.
3.4.4 Eﬀet de l'élévation
L'inﬂuence de l'élévation sur le PSSA obtenu avec les stimuli de bruits blancs révèle
que la fenêtre d'intégration pour les trajectoires élevées est décalée en périphérie par
rapport à celle des trajectoires dans le plan du téléphone. Pour autant, si ce décalage
est signiﬁcatif d'un point de vue statistique, il n'est numériquement que de 0.8,
en dessous des seuils de perception auditive angulaire habituellement considérés aux
abords du plan médian [Woodworth et Schlosberg, 1954]. Pour cette raison,
il nous est diﬃcile d'interpréter ce résultat. Là encore, une étude plus poussée est
nécessaire.
Quoi qu'il en soit, cette similitude de taille entre les fenêtres d'intégration indique un
eﬀet ventriloque en azimut aussi eﬃcace quelle que soit l'élévation. Ce résultat est
cohérent avec celui trouvé notamment par [Jack et Thurlow, 1973], et cité dans le
chapitre 2, qui présentaient un visuel devant le sujet avec une source sonore placée
derrière (élévation 180) et des angles en azimut variables. Ils montraient que la
perception de cohérence entre son et image décroît à mesure que le stimulus sonore
s'écarte en azimut du plan médian, dans les mêmes proportions qu'un stimulus sonore
s'écartant en azimut de la position frontale.
Pour résumer, ces résultats suggèrent qu'une diﬀérence de position verticale du té-
léphone dans les mains de l'utilisateur ne devrait pas dégrader la cohérence spatiale
perçue d'un objet audiovisuel. Toutefois, dans l'optique de se rapprocher davantage
d'une utilisation réelle de smartphone, il serait intéressant de tester la perception du
sujet dans le cas où l'élévation relative entre le son et l'image change au cours de
la trajectoire sonore, pour simuler un changement de position du téléphone au cours
d'une même utilisation.
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3.5 Conclusion : les réponses utiles à la suite de la thèse
Un des objectifs de cette thèse est d'évaluer l'apport du binaural sur smartphone dans
un contexte proche d'une utilisation grand public. Les résultats obtenus avec cette
première expérimentation y semblent favorables : absence de dégradation de la fenêtre
d'intégration auditivo-visuelle par l'utilisation de HRTF non individuelles, possibilité
de considérer le point d'écoute de l'utilisateur comme s'il était plongé directement dans
la scène virtuelle (sans tenir compte de sa distance à l'écran dans l'environnement réel),
et possibilité enﬁn de s'aﬀranchir de la position verticale incertaine du téléphone dans
les mains de son utilisateur.
Dans les prochains chapitres, nous abordons le point central de notre problématique.
Les résultats obtenus seront utilisés lors de la conception de l'application mobile qui
servira de support à nos expérimentations.
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Chapitre 4
Qualité sonore, qualité
d'expérience et contexte
4.1 Introduction
La plupart des tests d'évaluation du binaural que nous avons vus dans le chapitre
2 se basent sur les performances de localisation. Mais quelle est la pertinence de
la tâche de localisation au regard de l'utilisation du binaural dans une expérience
audiovisuelle telle que le visionnage d'un ﬁlm, la participation à une visioconférence
ou une partie de jeu vidéo ? Il est peu courant dans ce type d'applications de se voir
attribuer une tâche explicite de localisation de sources sonores ou audiovisuelles. Par
ailleurs, quand bien même cette tâche surviendrait, par exemple dans un jeu vidéo, les
performances, conditionnées ou non par la présence du binaural, ne reﬂèteraient pas
nécessairement un ressenti positif de l'expérience vécue par l'utilisateur. Il apparaît
dès lors que la notion subjective de ressenti est de première importance pour évaluer
l'apport du binaural dans une application mobile. Plusieurs domaines de recherche
s'accordent pour désigner le niveau d'appréciation ressenti par l'utilisateur par le
terme de  qualité . D'une certaine façon, elle est un moyen de quantiﬁer la distance
qui sépare un concepteur, dans la façon dont il prévoit les fonctionnalités de son
application, de l'utilisateur, dans la façon dont il les utilise [De Moor, 2012].
Pour commencer nous déﬁnissons dans la section 4.2 la qualité dans son acception
générale. Dans la section 4.3, nous nous penchons sur la qualité sonore, ses déﬁnitions,
ses attributs, ses méthodes d'évaluation et les expériences ayant déjà mesuré l'apport
du binaural par rapport à d'autres systèmes de sonorisation. Dans la section 4.4, nous
présentons la notion plus vaste de qualité d'expérience, concept utilisé pour déﬁnir
et quantiﬁer l'appréciation globale d'une expérience par un utilisateur. Cette section
sera l'occasion de concevoir le binaural comme un élément parmi d'autres intégré au
sein d'une expérience d'application audiovisuelle. Enﬁn, la qualité d'expérience étant
fortement sujette à variations selon le contexte d'utilisation, nous passons en revue
dans la section 4.5 la déﬁnition du contexte et des facteurs d'inﬂuence de la qualité
d'expérience. Nous nous focaliserons en particulier sur l'inﬂuence de ces facteurs dans
des contextes mobiles. Enﬁn, la question de la validité écologique des données liée à
la méthode de déploiement est évoquée, pour laquelle on envisage généralement de
replacer l'expérience dans un contexte d'utilisation réaliste.
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4.2 La qualité
4.2.1 Déﬁnitions de la qualité
La déﬁnition de la qualité, indépendamment de son rattachement au son, a été discu-
tée par [S.Möller et Raake, 2014]. Ils observent que le terme a radicalement évolué
depuis le début des années 2000 [H.Martens et M.Martens, 2001]. Avant, elle était
par exemple déﬁnie par [ISO, 1994] comme  la totalité des caractéristiques d'une en-
tité qui portent sur ses capacités à satisfaire des besoins déclarés ou implicites  1. Cette
 totalité des caractéristiques  ferait référence à l'origine latine  qualitas , qu'on
traduirait aujourd'hui par  caractère  [Blauert et Jekosch, 2003] 2. La déﬁnition
a été ensuite modiﬁée en 2000 par l'ISO pour :  aptitude d'un ensemble de caracté-
ristiques [...] intrinsèques à satisfaire des exigences , où une caractéristique est ici un
 trait distinctif , et le terme  intrinsèque , opposé au terme  attribué , signiﬁe
 présent dans quelque chose, notamment en tant que caractéristique permanente  3
[ISO, 2000]. La qualité, qui décrivait au départ un ensemble de caractéristiques et ne
dépendait en cela que de l'entité en question, se rapproche désormais de l'utilisateur
et devient un niveau de satisfaction par rapport à des exigences exprimées. Depuis,
la déﬁnition de l'ISO n'a pour ainsi dire pas changé dans la dernière occurrence de la
norme en 2015 :  l'aptitude d'un ensemble de caractéristiques [...] intrinsèques à un
objet [...] à satisfaire des exigences  4, l'objet pouvant être  n'importe quoi qui soit
perceptible ou concevable. ,  matériel [...], immatériel [...] ou imaginaire  5 [ISO,
2015].
Dans [Jekosch, 2006, p.15], une autre déﬁnition est donnée (également adoptée par
[Raake et Egger, 2014]) :  le résultat d'un jugement sur la composition d'une entité
telle qu'elle est perçue, en comparaison de la composition qui était désirée  6. Ici la
qualité se rapproche encore davantage de l'utilisateur, puisqu'elle dépend désormais
de ses attentes, c'est-à-dire de la façon dont le besoin exprimé aurait pu, dans son
imagination, être assouvi grâce à l'entité. L'introduction de la perception est également
très importante, car elle exprime le fait que la qualité peut varier selon les conditions
dans lesquelles l'entité est présentée. La qualité devient donc relative à un point de
vue.
Dans [Le Callet et al., 2013], une déﬁnition de la qualité est formulée par le Réseau
Européen sur la Qualité d'Expérience dans les systèmes et services multimédias :
 l'aboutissement d'un processus de comparaison et de jugement chez un individu.
Cela inclut la perception, la réﬂexion sur cette perception et la description de ce qui en
découle. À l'opposé des déﬁnitions qui voient la qualité comme "qualitas", i.e., comme
un ensemble de caractéristiques intrinsèques, nous considérons la qualité en termes de
valeur ou d'excellence évaluée, de degré d'accomplissement d'un besoin, et en termes
1. totality of characteristics of an entity that bear on its ability to satisfy stated and implied needs.
2. acception qu'on peut d'ailleurs retrouver dans le mot qualité en français
3. traduction française oﬃcielle
4. degree to which a set of inherent characteristics [...] of an object [...] fulﬁls requirements
5. anything perceivable or conceivable [...] material [...], immaterial [...] or imagined
6. results from the "judgment of the perceived composition of an entity with respect to its desired
composition".
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d'"événement qualité"  7. Cette déﬁnition, dans la continuité de la précédente, appuie
l'aspect éphémère de la qualité, avec notamment cette notion d'événement qualité, qui
replace le jugement dans un endroit et à un moment précis.
4.2.2 Processus de formation du jugement de qualité
N'importe quel utilisateur est capable de formuler un jugement de qualité à propos
d'une entité qui lui est présentée. Mais quel est le processus interne qui lui permet de
le former ? [Le Callet et al., 2013] en proposent une conceptualisation. Ils identi-
ﬁent deux chemins par lesquels le processus se construit : le chemin de perception et
le chemin de référence. La Figure 4.1 présente un schéma de ce processus complexe.
Le chemin de perception considère le passage d'une entité depuis le monde physique
jusqu'au domaine de la perception, par le biais des signaux physiques émis par l'entité
qui atteignent les organes sensoriels de l'utilisateur. En termes de qualité, l'entité est
d'abord décrite dans le monde physique comme un ensemble d' éléments de qualité ,
ou qualitas si l'on reprend le terme de la section précédente, et dans le domaine de
la perception comme un ensemble de  caractéristiques de qualité  (voir [Raake et
Egger, 2014] pour les déﬁnitions détaillées de ces deux termes). Le signal physique
est traité via des processus bas niveau de la perception, pour devenir un percept sou-
mis aux contraintes du chemin de référence. Celui-ci reﬂète la nature temporelle et
contextuelle du processus de formation du jugement, qui permet de comparer le per-
cept à une référence interne, dépendante de la mémoire des expériences précédentes
de l'utilisateur. En d'autres termes, la qualité perçue est ici comparée à la qualité dé-
sirée. À l'issue de ces deux chemins, l'entité, décrite intérieurement de façon complète,
éventuellement quantiﬁée sous plusieurs aspects, peut susciter un jugement de qualité.
Pour un approfondissement sur la formation du jugement de qualité, notamment d'un
point de vue cognitif, voir [Jekosch, 2006 ; Raake, 2007 ; Raake et Egger, 2014]).
4.3 La qualité sonore
4.3.1 Déﬁnitions
Lorsque l'entité perçue par l'utilisateur est un événement sonore, on parle de qualité
sonore [Raake, 2016]. La norme [ITU-R, 2015b] parle aussi de  qualité audio de
base  pour les systèmes mono, stéréo et multicanal, qui est déﬁnie comme un attribut
unique et global utilisé pour juger de toute diﬀérence perçue entre deux objets sonores.
D'une façon plus élaborée, [Letowski, 1989] nous donne la déﬁnition suivante :  La
qualité sonore est cette évaluation d'une image auditive exprimée par l'auditeur en
termes de satisfaction ou d'insatisfaction. La qualité sonore peut être jugée en compa-
rant des images produites par plusieurs stimuli externes, ou en référant l'image perçue
7. the outcome of an individual's comparison and judgment process. It includes perception, re-
ﬂection about the perception, and the description of the outcome. In contrast to deﬁnitions which
see quality as "qualitas", i.e., a set of inherent characteristics, we consider quality in terms of the
evaluated excellence or goodness, of the degree of need fulﬁllment, and in terms of a "quality event".
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Figure 4.1  Schéma du processus de formation de la qualité d'après
[Le Callet et al., 2013]. À droite le chemin de perception, et à gauche
le chemin de référence, qui mènent tous deux à la comparaison et au
jugement, pour aboutir à une évaluation de la qualité.
au concept résidant dans la mémoire de l'auditeur  8. Cette déﬁnition correspond à
celles sur la qualité : un jugement subjectif qui peut reposer sur une référence interne
de l'auditeur.
Tout comme les entités de la section précédente, un son peut s'envisager par le prisme
du monde physique ou de la perception (voir par exemple [Letowski, 1989 ; W.
Martens, 2001 ; Blauert et Jekosch, 2003 ; Spors et al., 2013]). Là aussi, la
qualité sonore ne porte pas la même déﬁnition selon qu'elle soit considérée de l'un
ou l'autre point de vue. Comme dans la section précédente, on a d'un côté l'élément
de qualité, propre à l'entité sonore, indépendante de tout jugement de valeur, et de
l'autre la caractéristique perceptive de qualité, ancrée dans l'espace et dans le temps
par un avis de l'utilisateur.
Pour aller plus loin, et dans la continuité du modèle de formation du jugement de
qualité présenté dans la section précédente, [Blauert et Jekosch, 2012] répartissent
diﬀérents attributs de la qualité sonore selon le niveau perceptif auquel ils sont solli-
cités :
 la qualité auditive ;
 la qualité de la scène auditive ;
8. Sound quality is that assessment of auditory image in terms of which the listener can express
satisfaction or dissatisfaction with that image. Sound quality can be judged by comparing images
produced by several external stimuli or by referencing a perceived image to the concept residing in the
listener's memory.
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 la qualité acoustique ;
 la qualité de communication auditive.
Le tableau 4.1 résume le contenu de chacune d'entre elles. La qualité auditive émane du
plus bas niveau d'abstraction de l'individu. Elle permet de juger des attributs sonores
tels que l'intensité, la hauteur, la rugosité d'un son, son timbre, etc., indépendamment
de toute interprétation cognitive. Cette première couche fait état d'une écoute discré-
tisante (ou analytique, destinée à évaluer seulement certaines composantes sonores,
indépendamment de leur appartenance à un objet) plutôt que syncrétique, qui est
pourtant le mode d'écoute habituel de la vie quotidienne.
L'écoute syncrétique implique le groupement mental des attributs en objets sonores,
eux-mêmes intégrés dans une scène auditive uniﬁée, et nécessite un niveau d'abs-
traction supplémentaire. On parle alors de qualité de la scène auditive. À ce stade,
on retrouve des eﬀets tels que l'eﬀet de précédence, l'eﬀet cocktail party, des eﬀets
d'attention contrôlée, etc. [Blauert et Jekosch, 2012] argumentent que c'est à ce ni-
veau que les ingénieurs du son travaillent : faciliter la localisation et l'identiﬁcation des
sources sonores, l'intelligibilité des voix, favoriser une balance des timbres équilibrée,
etc. Les caractéristiques propres à la qualité sonore mobilisées ici sont donc l'impres-
sion de spatialité, l'immersion, le sentiment de présence, la plausibilité perceptive,
etc.
La qualité acoustique concerne les caractéristiques physiques (i.e., acoustiques) d'un
signal et la façon dont elles sont perçues par l'être humain. Ces caractéristiques, pour
être reliées à un jugement de la part de l'auditeur, requièrent une abstraction mathé-
matique de haut niveau. La qualité associée aux propriétés acoustiques d'un signal
peut servir à décrire par exemple la validité d'un signal à l'issue d'une chaîne de
transmission (e.g., un convertisseur analogique numérique, ou même un système pure-
ment acoustique comme une salle réverbérante). De nombreux systèmes existent qui
infèrent automatiquement une note de qualité acoustique fondée uniquement sur les
propriétés physiques du signal. Les caractéristiques propres à ce niveau de qualité sont
le niveau de pression acoustique, la réponse impulsionnelle, le temps de réverbération,
la fonction de transmission, etc.
Enﬁn, la qualité de communication auditive mobilise un niveau d'abstraction encore
plus important. Elle s'applique au signe, c'est-à-dire à l'unité de sens véhiculée par
l'événement auditif. [Blauert et Jekosch, 2012] font état de trois éléments essentiels
pour que ce signe soit correctement compris : un événement auditif porteur de sens, un
auditeur, et que cet auditeur porte en lui un concept de l'objet qui lui serve de référence
cognitive. La réception d'un son demande alors un certain travail d'interprétation,
d'analogie, de connotations pour que lui soit attribuée une signiﬁcation. Ce niveau est
de première importance, par exemple pour les sound designers, qui doivent concevoir
des sons chargés d'un sens bien précis. La pertinence d'un son à communiquer ce sens
fait donc partie des caractéristiques propres à ce niveau de qualité.
4.3.2 Attributs sonores
La proposition de découpage de [Blauert et Jekosch, 2012] nous permet de mettre
en évidence le caractère protéiforme d'une entité sonore perçue par un auditeur, et de
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Conceptual Aspect Example of Issues Suitable Measuring Methods
Auditive quality
Classical Psychoacoustics
Perceptual properties such as
loudness, roughness, sharp-
ness, pitch, timbre, spacious-
ness
Indirect scaling : thresholds,
diﬀerence limens, points of
subjective equality
Direct scaling : category sca-
ling, ratio scaling, direct ma-
gnitude estimation
Aural-scene Quality
Perceptual Psychology
Identiﬁcation and localization
of sounds in a mixture, speech
intelligibility, audio perspec-
tive incl. distance cues, scenic
arrangement, tonal balance,
aural transparency
Discretic : semantic diﬀeren-
tial, multi-dimensional scaling.
Syncretic : scaling of prefe-
rence, suitability, and/or ap-
propriateness, benchmarking
against target sounds
Acoustic Quality
Physics
Sound-pressure level, im-
pulse response, transmissions
function, reverberation time,
sound-source position, lateral-
energy fraction, inter-aural
cross correlation
Instrumental measurements
with physical equipment for
the measurement of elasto-
dynamic vibrations and waves,
including appropriate signal
processing
Aural-communication
Quality
Communication Sciences
Product-sound quality, com-
prehensibility, usability,
content quality, immersion,
assignment of meaning,
dialogue quality
Psychological (cognitive) tests,
particularly in realistic use
cases, e.g., the product in use,
the audience in concert, etc.,
questionnaires, dialogue tests,
comprehension test, usability
tests, market surveys
Table 4.1  Un résumé des catégories de la qualité sonore telles que
présentées par [Blauert et Jekosch, 2012]. Notons que l'immersion
est incluse dans la dernière catégorie, alors que le texte de [Blauert
et Jekosch, 2012] y fait explicitement référence comme faisant partie
de la deuxième. Il s'agit peut-être d'une erreur, à moins que les auteurs
l'incluent dans les deux.
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la multiplicité des points de vue possibles pour évaluer sa qualité. [Letowski, 1989]
explique l'intérêt d'évaluer des attributs séparément plutôt que tous ensemble : le trai-
tement auditif des événements par l'être humain est limité en capacité et éprouve des
diﬃcultés à comparer plusieurs attributs en même temps. Plus encore, les diﬀérences
entre les attributs les plus sensibles peuvent masquer les diﬀérences entre les autres
attributs. Il vaut mieux donc limiter les attributs que l'on veut comparer, et maintenir
à l'identique ceux dont on ne souhaite aucun jugement.
Dans ce cas, le choix des attributs constitue un problème complexe. [Berg et Rum-
sey, 1999] avancent que les attributs ne doivent pas seulement décrire correctement
les aspects du son qu'on veut mesurer, mais également être compréhensibles pour tous
les sujets de la même façon. Ils recensent les diﬀérentes méthodes pour déterminer les
attributs sonores. Ils considèrent deux catégories principales : les attributs directe-
ment fournis aux sujets par l'expérimentateur (attributs  pourvus ), et les attributs
élaborés par les sujets eux-mêmes (attributs  extraits ).
Attributs  pourvus 
Un des avantages de l'expérimentateur qui fournit lui-même les attributs est la rapi-
dité de mise en ÷uvre. Par ailleurs, avec cette façon de procéder, l'expérimentateur
peut attirer l'attention du sujet sur des attributs qui ont déjà été éprouvés par le passé
(possiblement même des attributs  extraits  lors de précédentes recherches). On en
trouve un exemple chez [Toole, 1985], qui reprend les attributs obtenus par [Ga-
brielsson, 1979], eux-mêmes en partie extraits auprès de sujets, puis ﬁltrés par des
experts. Dans [Staffeldt, 1974], les participants doivent comparer des stimuli so-
nores selon 35 attributs diﬀérents, élaborés sur la base de précédents tests d'écoutes,
d'interviews et d'expériences pilotes. Autre exemple enﬁn dans [Berg et Rumsey,
2002], qui reprennent des attributs de leur précédente expérience [Berg et Rumsey,
2001], mélangés à des attributs résultant d'une nouvelle expérience.
Dans cette même logique, s'appuyer sur des experts pour déﬁnir les attributs peut
s'avérer pertinent. Par exemple dans [Gabrielsson et Sjögren, 1979], 6 expériences
sont présentées, où des attributs sonores, préalablement sélectionnés par des experts du
domaine de l'audio, sont soumis à des sujets pour émettre un jugement de préférence
sur des systèmes de reproduction sonore. Les auteurs utilisent ensuite une analyse en
composantes principales pour extraire à partir des résultats les attributs principaux
qui ont guidé leurs réponses.
L'inconvénient de fournir des attributs reste bien sûr le biais potentiel introduit par
une présélection arbitraire, qui peut orienter le sujet sur des aspects qui ne lui auraient
pas semblé pertinents autrement, et le danger potentiel de mettre le sujet face à un
attribut qu'il ne comprend pas.
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Attributs  extraits 
À l'inverse, les attributs  extraits  ont pour avantage d'être accessibles à la com-
préhension des sujets et conformes à leur point de vue. L'inconvénient reste une mise
en ÷uvre longue, qui peut s'étirer sur plusieurs semaines pour certaines méthodes.
[Berg et Rumsey, 1999] subdivisent ces méthodes en trois sous-catégories : 1) celles
pour lesquelles un groupe de sujets se met d'accord sur une liste commune d'attributs ;
2) celles pour lesquelles les sujets élaborent individuellement les attributs ; et enﬁn 3)
celles qui utilisent d'une façon ou d'une autre une analyse multidimensionnelle fondée
sur des similarités ou diﬀérences entre les stimuli.
Dans la première catégorie, on trouve par exemple [Stone et al., 1974], qui présentent
la méthode QDA (Quantitative Descriptive Analysis), utilisée initialement dans le do-
maine alimentaire. Un panel d'individus est entraîné pour sélectionner les attributs
qui correspondront le mieux à un produit, sur la base de discussions dirigées par un
chef de panel. À l'issue de cette sélection, les sujets notent diﬀérents produits au
travers de ces attributs, via des échelles de notation. Une série d'analyses (ANOVA,
calcul de coeﬃcients de corrélation, analyse en composantes principales) permet en-
ﬁn de mettre en lumière les attributs principaux et d'éliminer les redondances. Cette
méthode de QDA a été reprise dans le domaine de la qualité sonore, e.g., [Mattila,
2001 ; Zacharov et Koivuniemi, 2001b ; Zacharov et Koivuniemi, 2001a ; Bech
et G. Martin, 2005 ; Lorho, 2005a ; Francombe, Brookes, Mason et Wood-
cock, 2016 ; Francombe, Brookes et Mason, 2017].
Dans la seconde catégorie, les sujets élaborent leurs attributs individuellement, sans
être inﬂuencés par l'intervention des autres sujets. La technique de Free-Choice Proﬁ-
ling est une de ces méthodes, et possède l'avantage de ne pas forcer l'accommodement
des sujets à un vocabulaire technique, ni de devoir faire appel à des sujets experts.
Après l'écoute des stimuli à comparer, le sujet peut exprimer librement les impressions
qui lui viennent à l'esprit. À l'issue de l'expérience, l'expérimentateur doit analyser
les verbatims récoltés. Il peut le faire manuellement, selon le niveau de complexité des
paroles recueillies, comme dans [Guastavino et Katz, 2004], ce qui exige un travail
de regroupement et de réduction syntaxiques (rassembler les synonymes, rapporter les
phrases sémantiquement similaires à des lemmes communs). Cela constitue sans doute
la partie la plus longue, comme en témoignent [Dubois, 2000 ; Guastavino et Che-
miliée, 2003]. À l'issue de cette phase, une analyse statistique permet de regrouper
les attributs et d'en déterminer les éléments principaux. La même méthode est utilisée
par [Lorho, 2005b], dans laquelle les sujets doivent toutefois parvenir eux-mêmes à
l'énonciation d'attributs précis, à l'issue d'une phase de discussion de 3 à 4 heures.
Les expérimentateurs sélectionnent dans ce cas par des tests préliminaires les sujets
les plus aptes à décrire eﬃcacement les stimuli. Dans la même catégorie de méthodes,
la technique de Repertory Grid est amenée dans le domaine de la qualité sonore par
[Kjeldsen, 1998], et utilisée pour la première fois par [Berg et Rumsey, 1999] dans
le champ du son spatialisé. Elle propose au sujet de construire son propre lexique,
en comparant les stimuli par groupe de trois. À chaque fois, le sujet doit expliciter
en quoi deux des stimuli sont diﬀérents du troisième. Une fois toutes les combinai-
sons de stimuli présentées, le sujet doit les noter un par un sur des échelles bipolaires
reprenant les termes élaborés. La diﬃculté de cette méthode, rapportée par [Berg
et Rumsey, 1999], concerne l'analyse statistique, puisque chaque sujet possède ses
propres termes. Plusieurs solutions sont possibles, comme par exemple une analyse de
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corrélation sémantique entre les attributs des diﬀérents sujets. En plus de l'expérience
de [Berg et Rumsey, 1999], développée plus tard dans [Berg et Rumsey, 2000 ;
Berg et Rumsey, 2001], d'autres travaux dans le domaine sonore ont utilisé cette
technique, comme [Berg et Rumsey, 2002 ; Berg, 2005 ; Choisel etWickelmaier,
2006 ; Geier et al., 2010].
Dans les deux catégories précédentes, on supposait que l'auditeur est capable d'évaluer
un son sur la base de descripteurs verbaux. Le principe général des méthodes indi-
rectes d'extraction d'attributs consiste à demander au sujet une évaluation non-verbale
de stimuli. Les résultats de cette évaluation permettent alors une représentation des
données dans un espace multidimensionnel, qui requiert un travail complémentaire
d'interprétation de la part des expérimentateurs (accompagné ou non d'analyses sta-
tistiques additionnelles, d'une tâche d'énonciation verbale d'attributs par les sujets ou
par des experts, etc.) pour comprendre quels sont les principaux attributs qui sous-
tendent cette organisation. Dans [Eisler, 1966] par exemple, le sujet doit attribuer
une note de qualité globale à plusieurs stimuli, à l'issue de quoi l'expérimentateur
applique une analyse factorielle aux données pour mettre en lumière les principaux
attributs. Dans [B. J. McDermott, 1969 ; T. Nakayama et al., 1971 ; Gabriels-
son, 1979 ; W. L. Martens et Zacharov, 2000], le sujet doit évaluer la similarité
entre des stimuli présentés par paires. Une analyse par positionnement multidimen-
sionnel (multidimensional scaling) permet alors de représenter les stimuli dans un
espace perceptif, organisés selon les similarités obtenues. Plutôt que par paires, les
stimuli peuvent aussi être comparés par groupe de trois, comme dans l'analyse dite
Perceptual Structure Analysis de [Choisel et Wickelmaier, 2006], ou même plus,
comme avec la méthode de Similarity Picking with Permutation of References (SPPR)
de [Michaud et al., 2013], où le sujet doit comparer un sous-ensemble des stimuli ac-
compagnés d'une référence. Enﬁn, dans [Giacalone et al., 2017], la méthode de
Projective Mapping consiste à directement répartir les stimuli sur un espace en 2D
(sur une feuille de papier ou un écran), en fonction de leurs similarités perçues. Les
résultats sont récoltés sous forme de coordonnées cartésiennes et servent à une Ana-
lyse Factorielle Multiple (Multiple Factor Analysis), pour extraire encore une fois les
attributs propres à justiﬁer cette cartographie. En résumé, l'avantage de cette dernière
catégorie de méthodes réside dans la possibilité de mettre à jour des facteurs qui ne
pourraient être que diﬃcilement révélés par des évaluations verbales, permettant de
positionner les stimuli dans un espace perceptif qui a du sens pour les sujets. Néan-
moins, la diﬃculté d'interpréter ces espaces et les axes qui les constituent constitue la
limite principale de ces méthodes.
Des listes d'attributs sonores
[Berg et Rumsey, 1999] discutent de la possibilité de sélectionner les attributs né-
cessaires et suﬃsants pour couvrir la totalité des caractéristiques d'un son ou d'un
système de reproduction. Il semblerait que le problème soit particulièrement diﬃcile.
Certains attributs seraient pertinents dans un cas, mais pas dans un autre. Nous re-
prenons à notre compte la citation que les auteurs font de [Plomp, 1976] à ce sujet,
qui s'exprime sur une expérience ayant utilisé 9 stimuli :  Dans cet exemple, basé sur
un ensemble spéciﬁque de stimuli, trois attributs seuls semblent avoir été suﬃsants
pour décrire les diﬀérences de façon satisfaisante. Mais ce chiﬀre ne doit pas être gé-
néralisé...il est possible qu'une autre sélection de 9 stimuli ait nécessité, par exemple,
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5 dimensions pour représenter leurs timbres de façon précise.  9. Le même problème
est aussi évoqué et expérimentalement étudié par [Guastavino et Katz, 2004].
Des tentatives ont cependant été menées pour mettre au point des listes d'attributs
exhaustives dans le domaine de la qualité sonore. Elles ne prétendent toutefois pas
nécessairement au caractère univoque de leurs attributs (i.e., le fait que chaque at-
tribut ait un sens unique), ni à leur orthogonalité (i.e., le fait qu'aucun attribut ne
puisse avoir un sens qui se recoupe avec un autre). [Berg et Rumsey, 1999] évoquent
même l'utilité d'avoir plusieurs attributs proches de sens, aﬁn de se débarrasser d'er-
reurs de notation aléatoires localisées sur un ou deux attributs, et d'accéder à ce
qu'ils appellent une  variable latente . Notons toutefois qu'à l'inverse, [Pedersen
et Zacharov, 2015], revenant sur les caractéristiques désirables pour un attribut, y
évoquent précisément l'indépendance et l'unicité. Pour aller plus loin sur le caractère
équivoque de certains attributs, on peut se référer par exemple à [Berg, 2009], qui
montre que le mot  enveloppement  (envelopment) change de signiﬁcation entre
diﬀérentes expériences. Sur la non-orthogonalité des attributs, on peut également se
référer à [Guastavino et Katz, 2004], qui recensent plusieurs travaux traitant de
l'interdépendance d'attributs.
Parmi les tentatives pour répertorier les attributs, [Letowski, 1989] propose le sys-
tème MURAL (MUltilevel auditoRy Assessment Language), fondé sur des travaux
antérieurs. Il s'agit d'une représentation des attributs sur un disque (voir Figure 4.2).
Les attributs sont divisés en deux catégories principales, les attributs timbraux et les
attributs spatiaux, avec une sous catégorie à cheval sur les deux. Plus récemment, [Le
Bagousse, Paquier et Colomes, 2014] proposent également une liste d'attributs
fondée sur un choix d'experts, puis raﬃnée par positionnement multidimensionnel
d'une part, et par un classement libre suivi d'un partitionnement de données d'autre
part. De même que pour Letowski, les catégories timbrale et spatiale sont constituées,
en plus d'une troisième relative aux défauts de signal. Enﬁn, les travaux initiés par
[Pedersen, 2005] et poursuivis à travers plusieurs publications [Pedersen et Za-
charov, 2008 ; Pedersen et Zacharov, 2015 ; Zacharov, Pedersen et Pike,
2016], s'appuient sur plusieurs centaines d'attributs pour proposer une  roue des
sons  (voir Figure 4.3) qui réunit 43 attributs, divisés en 8 catégories : attributs de
timbre, attributs spatiaux, liés aux artefacts, de balance timbrale, de dynamique, d'in-
tensité et de transparence (avec une huitième catégorie contenant le seul attribut de
clarté, déjà présent chez Letowski, à mi-chemin entre un attribut timbral et spatial).
On constate ici aussi l'importance accordée au timbre, à l'espace et aux artefacts, qui
englobent à eux seuls une trentaine d'attributs.
Attributs du son spatialisé
Nous nous intéressons maintenant au domaine plus circonscrit du son spatialisé. L'ITU
recommande, en plus de son unique attribut de qualité audio de base, deux attributs
propres à décrire les  systèmes multivoies  [ITU-R, 2015a ; ITU-R, 2015b] 10 : la
9. In this example, based upon a speciﬁc set of stimuli, three factors alone appeared to be suﬃcient
to describe the diﬀerences satisfactorily. This number cannot be generalised...it is also possible to select
nine stimuli which would require, for example, ﬁve dimensions to represent their timbres accurately.
10. se référer aux versions françaises pour le vocabulaire
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Figure 4.2  Représentation MURAL de [Letowski, 1989]. Les at-
tributs en périphérie sont indépendants mais complémentaires, et sont
hiérarchiquement reliés aux catégories sur le même rayon. Plus on s'ap-
proche du centre, plus la catégorie est générale.
62 Chapitre 4. Qualité sonore, qualité d'expérience et contexte
Figure 4.3  Représentation de la roue sonore de [Zacharov, Pe-
dersen et Pike, 2016]. De la même façon que pour la roue de la Figure
4.2, les attributs sont en périphérie. Les attributs proches partagent un
sens proche. Chaque attribut est hiérarchiquement lié aux catégories
qui sont sur le même rayon que lui. Plus on s'approche du centre, plus
la catégorie est générale.
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qualité frontale de l'image, associée donc à la localisation des sources sonores frontales,
et qui porte sur la qualité de l'image stéréophonique (précédemment déﬁnie comme
relative à l'emplacement des images sonores et aux sensations de profondeur et de
réalité de l'événement audio) et les pertes de déﬁnition ; et la qualité de la sensation
ambiophonique, associés à une sensation spatiale, à l'ambiance ou à des eﬀets am-
biophoniques directionnels particuliers. Pour des systèmes sonores évolués (incluant
également des systèmes de reproduction sonore spatialisée [ITU-R, 2018]), sont tou-
tefois évoquées :
 la qualité du timbre, décrite par deux ensemble de propriétés, la couleur sonore
(e.g., l'éclat, le timbre musical, la coloration, la clarté, la dureté, l'égalisation ou
la richesse) et l'homogénéité sonore (e.g., la stabilité, la pureté, le réalisme, la
ﬁdélité et les nuances) ;
 la qualité de localisation, qui peut être divisée en qualité de localisation hori-
zontale, qualité de localisation verticale et qualité de localisation distance, et
éventuellement qualité de localisation sur l'écran et autour de l'auditeur si les
sons sont accompagnés d'images ;
 la qualité de l'environnement, considérée comme une extension de la qualité
ambiophonique, qui correspond à l'impression d'espace, à l'enveloppement, à
l'ambiance, à la diﬀusivité ou aux eﬀets spatiaux directionnels d'immersion.
Elle-même est divisée en qualités horizontale, verticale et distante.
On constate que même pour les sons spatialisés, les attributs sonores sont divisés
ici en qualités timbrales et spatiales, comme on l'a vu dans la section précédente.
[Letowski, 1989] a proposé une déﬁnition de ces deux types d'attributs : le timbre
correspond à cette image auditive par laquelle un auditeur juge du caractère spectral
du son. Il permet de distinguer deux sons ayant les mêmes hauteur, intensité, durée
et représentation spatiale. L'espace correspond à l'image par laquelle il juge de la
distribution des sources sonores et de la taille de l'espace acoustique. Il permet de
distinguer deux sons ayant les mêmes hauteur, intensité, durée et timbre, et provenant
de deux positions diﬀérentes. Fait intéressant, [Rumsey et al., 2005], qui comparent
des systèmes de reproduction multicanal, vont même jusqu'à évaluer que leur qualité
globale est pour 70% expliquée par leur ﬁdélité timbrale, et pour 30% pour leur ﬁdélité
spatiale.
Nous proposons un recensement de travaux qui ont étudié les attributs du son spa-
tialisé, sous la forme d'un tableau (voir les Tables 4.2 et 4.3). La colonne  Publica-
tion  renvoie à la ou les publications qui ont participé à l'élaboration des attributs.
La colonne  Système de reproduction sonore  énumère les systèmes étudiés.  Mé-
thode d'extraction  résume la méthode employée. Enﬁn,  Attributs ou catégories
d'attributs  répertorie les attributs extraits. Certains travaux utilisent une méthode
d'extraction indirecte aboutissant à des catégories sans attributs verbaux précis, ou
des catégories élaborées à partir d'un très grand nombre d'attributs. Dans ces cas là,
nous signalons simplement les catégories identiﬁées.
On observe des points communs entre plusieurs publications. En particulier la division
générale entre attributs timbraux et attributs spatiaux est récurrente, avec une pré-
pondérance d'attributs spatiaux. Ce consensus relatif est remarquable, dans la mesure
où chaque expérience s'attarde sur des systèmes de son spatialisé diﬀérents (de quali-
tés probablement diﬀérentes), présentés avec des stimuli sonores très variés (extraits
musicaux, sons d'ambiance, etc.). Néanmoins, comme le mentionnent [Francombe,
Brookes et Mason, 2015], ce n'est encore qu'un consensus relatif. Il y a aussi des
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Publication Système de
reproduction
sonore
Méthode
d'extraction
Attributs ou catégories d'attributs
[T. Na-
kayama et
al., 1971]
multicanal,
allant de 1 à
8 canaux
Jugement de
préférence
et analyse
par posi-
tionnement
multidimen-
sionnel
Attribut timbral : clarté (clearness)
Attributs spatiaux : plénitude de l'espace (fullness),
profondeur des images source (depth of image
sources)
[Berg et
Rumsey,
1999]
multicanal,
allant de 1 à
5 canaux
Repertory
Grid Tech-
nique
authenticité/naturel (authenticity/naturalness),
positionnement latéral/taille de la source
(lateral positioning/source size), enveloppement
(envelopment) et profondeur (depth)
[Zacharov
et Koivu-
niemi, 2001c ;
Zacharov et
Koivuniemi,
2001b ; Za-
charov et
Koivuniemi,
2001a]
multicanal
avec ou sans
élévation,
allant de 1
à 8 canaux,
transaural
Quantitative
Descriptive
Analysis
Attributs timbraux : richesse (richness), dureté
(hardness), emphase (emphasis), couleur de ton
(tone color)
Attributs spatiaux : sensation de direction (sens
of direction), sensation de profondeur (sense of
depth), sensation d'espace (sense of space), sensa-
tion de mouvement (sense of movement), pénétra-
tion (penetration), distance aux événements (dis-
tance to events), largeur (broadness), naturel (natu-
ralness)
[Berg et
Rumsey,
2002]
multicanal
5.0
Attributs
pourvus (de
[Berg et
Rumsey,
1999]) et
extraits par
Repertory
Grid Tech-
nique
Attributs généraux : contenu basse fréquence (low
frequency content), naturel (naturalness), préfé-
rence (preference), présence (presence)
Attributs liés à la source : largeur d'ensemble (en-
semble width), localisation (localisation), envelop-
pement de la source (source envelopment), largeur
de la source (source width), distance de la source
(source distance)
Attributs liés à la salle : enveloppement de la salle
(room envelopment), taille de la salle (room size),
niveau de la salle (room level), largeur de la salle
(room width)
[Guastavino
et Katz,
2004]
Expérience
1 : multicanal
6.0, 6.1, 12.0
et 12.1
Expérience
2 : multicanal
2.1, 6.1 et
12.1
Free Choice
Proﬁling
Expérience 1 : lisibilité (readability), présence (pre-
sence), distance (distance), localisation (localiza-
tion), coloration (coloration) et stabilité de l'image
(stability of the image)
Expérience 2 : présence (presence), lisibilité (rea-
dability), son arrière (rear sound) et distance (dis-
tance)
[Lorho,
2005a]
amélioration
spatiale de
la stéréo sur
casque
Quantitative
Descriptive
Analysis
Attributs de localisation : sensation de distance
(sense of distance), sensation de direction (sense
of direction), sensation de mouvement (sense of
movement), ratio de localisabilité (ratio of locali-
zability)
Attributs spatiaux : qualité d'écho (quality of echo),
quantité d'écho (amount of echo), sensation d'es-
pace (sense of space), équilibre de l'espace (balance
of space), largeur (broadness)
Attributs timbraux : séparabilité (separability), cou-
leur de ton (tone color), richesse (richness), distor-
sion (distortion), perturbation (disruption), clarté
(clarity), équilibre des sons (balance of sounds)
[Lorho,
2005b]
amélioration
spatiale de
la stéréo sur
casque
Free-Choice
Proﬁling
Attributs timbraux
Attributs spatiaux
Attributs liés aux basses fréquences
[Choisel
et Wickel-
maier, 2006]
multicanal,
allant de 1 à
5 canaux
Repertory
Grid Tech-
nique et
Perceptual
Structure
Analysis
Attributs spatiaux : largeur (width), enveloppement
(envelopment), élévation (elevation), distance (dis-
tance), spaciosité (spaciousness)
Attribut timbral : éclat (brightness)
Attributs reliés ni au timbre ni à l'espace : naturel
(naturalness), clarté (clarity)
[Geier et al.,
2010]
système WFS
synthétisé sur
casque en bi-
naural
Repertory
Grid Tech-
nique
Attributs de localisation
Attributs timbraux
Table 4.2  Vue d'ensemble de diﬀérentes études relatives à l'élabo-
ration d'attributs du son spatialisé.
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Publication Système de
reproduction
sonore
Méthode
d'extraction
Attributs ou catégories d'attributs
[Spors et al.,
2013]
divers sys-
tèmes multi-
canaux
Attributs
pourvus
(synthèse
d'attributs
de l'état de
l'art)
Attributs timbraux : ﬁdélité timbrale (timbral ﬁ-
delity), coloration (coloration), timbre/couleur de
ton (timbre/color of ton), volume/richesse (vo-
lume/richness), éclat (brightness), clarté (clarity),
distorsion/artefacts (distorsion/artifacts)
Attributs spatiaux : ﬁdélité spatiale (spatial ﬁde-
lity), spaciosité (spaciousness), largeur (width), lar-
geur d'ensemble (ensemble width), enveloppement
(envelopment), profondeur (depth), distance (dis-
tance), externalisation (externalization), localisa-
tion (localization), robustesse (robustness), stabilité
(stability)
[Lindau et
al., 2014]
Aucun (uni-
quement
fondé sur le
vocabulaire)
Quantitative
Descriptive
Analysis
et Reper-
tory Grid
Technique
Attributs timbraux
Attributs sur le caractère tonal
Attributs sur la géométrie
Attributs sur la pièce
Attributs sur le comportement temporel
Attributs de dynamique
Attributs sur les artefacts
Attributs généraux
[Francombe,
Brookes,
Mason et
Wood-
cock, 2016 ;
Francombe,
Brookes
et Ma-
son, 2017 ;
Francombe,
Brookes,
Mason et
Woodcock,
2017]
multicanal
allant de
1 à 22 ca-
naux, mono
basse qua-
lité, mélange
de stéréo
et binaural
sur casque,
Ambisonic
mélange de
Free Choice
Proﬁling et
de Repertory
Grid Tech-
nique, puis
Quantitative
Descriptive
Analysis,
puis Internal
Preference
Mapping
Attributs de large eﬀet : quantité de distorsion
(amount of distorsion), bande passante (bandwidth),
qualité de sortie (output quality), enveloppe-
ment (envelopment), largeur horizontale (horizon-
tal width)
Attributs d'eﬀet subtil : profondeur de champ
(depth of ﬁeld), phasiness, basse (bass), équilibre
spatial (spatial balance), niveau de réverbération
(level of reverb), résonances spectrales (spectral re-
sonances)
Table 4.3  Vue d'ensemble de diﬀérentes études relatives à l'élabo-
ration d'attributs du son spatialisé (suite).
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diﬀérences : certains attributs apparaissent ou disparaissent selon les publications ;
d'autres changent parfois de catégorie. Par exemple, la plupart du temps, clarté et
naturel sont respectivement classés comme attribut timbral et attribut spatial, mais
rangés dans une catégorie à mi-chemin entre timbral et spatial chez [Choisel et
Wickelmaier, 2006] (ce qui au passage était déjà le cas pour la clarté dans la roue
des sons Figure 4.3). Autre exemple de changement, celui obtenu par [Guastavino et
Katz, 2004], qui proposent deux expériences au protocole identique, mais qui changent
les systèmes de restitution et les stimuli, et en extraient des attributs légèrement dif-
férents. Un travail d'agrégation de tous ces travaux serait intéressant, permettant de
réunir les attributs, d'éliminer les redondances entre les termes qui se recouvrent, et
de déterminer le caractère contextuel de certains d'entre eux (par exemple un attribut
associé à un système de reproduction précis, ou à un certain type d'auditeurs). C'est
le travail que semblent avoir entrepris [Zacharov, Pedersen et Pike, 2016], qui
font cependant état d'une recherche encore en cours.
Enﬁn, en guise de conclusion, on peut remarquer la singularité des catégories de [Berg
et Rumsey, 2002]. Les attributs ne sont plus propres à l'ensemble de la scène, mais
peuvent être spéciﬁques aux éléments qui la composent (la source ou la salle). C'est
dans la continuité de ces travaux que [Rumsey, 2002] propose sa conception orien-
tée objet de la scène sonore. Les sources peuvent être considérées individuellement,
groupées à diﬀérentes échelles, jusqu'à la scène jugée dans son entièreté (avec aussi
l'environnement indépendamment des source sonores). Les attributs sont alors distri-
buées aux objets, et sont distingués les micro-attributs (pour les sources individuelles)
et macro-attributs (pour un groupe de sources ou la scène entière), permettant d'éviter
les confusions quant à leurs sens. Il s'agit sans doute là d'une conception intéressante
pour évaluer une scène sonore, car elle permettrait de prendre en compte son caractère
évolutif, avec l'arrivée et le départ de certains objets. Elle serait une façon de replacer
la scène dans un contexte temporel, première étape vers sa contextualisation, que nous
aborderons dans la section 4.4 sur la qualité d'expérience.
Attributs du son binaural
Jusqu'ici nous n'avons pas recensé de travaux qui traiteraient spéciﬁquement des at-
tributs du son binaural. [Katz et Nicol, 2018] soulignent la diﬃculté de les lister
exhaustivement, en particulier en procédant par une méthode d'analyse dimension-
nelle. Cette méthode consisterait à proposer à des sujets de comparer des stimuli entre
eux, puis d'analyser statistiquement les comparaisons. Or cela nécessiterait de générer
un large ensemble de stimuli capable de représenter une variété de situations audi-
tives. Mais dans le contexte du binaural, les HRTF étant propres à un individu, cette
tâche serait particulièrement ardue : un même contenu sonore, ﬁltré par des HRTF
individuelles, aboutirait à des stimuli diﬀérents pour chaque sujet. Par ailleurs, les
HRTF non-individuelles étant perçues de façon diﬀérente par chaque sujet, leur utili-
sation aboutirait à des constructions mentales de l'espace sonore également diﬀérentes,
rendant l'analyse des résultats particulièrement complexe.
Malgré ces barrières théoriques, [Katz et Nicol, 2018] décrivent un cas d'étude (déjà
évoqué dans [Nicol, Emerit, Edwige Roncière et al., 2016]) utilisant précisément
une méthode de positionnement multidimensionnel. Le but est de sélectionner des
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attributs propres à décrire la qualité de 46 jeux de HRTF non-individuelles (issus de
la base LISTEN [Warusfel, 2003]). Le contenu audio utilisé est un extrait en bi-
naural synthétisé à partir d'un enregistrement en 5.1, une émission de Radio France
qui consiste en une interview d'un chef de restaurant au milieu d'une cuisine en eﬀer-
vescence. En accord avec ce qui a été présenté dans la sous-section sur les attributs
extraits, la méthode consiste en premier lieu à demander aux sujets de juger la dissi-
milarité entre les stimuli présentés successivement. Plutôt que de présenter les stimuli
par paires, la méthode de Similarity Picking with Permutation of References est utili-
sée [Michaud et al., 2013]. Les stimuli sont ici présentés par groupe de 4, 1 référence
et 3 stimuli à juger. Le sujet doit sélectionner celui qu'il perçoit comme étant le plus
proche de la référence. En présentant successivement toutes les combinaisons de sti-
muli possibles, chaque stimulus sert à un moment ou à un autre de référence. À l'issue
de cette phase, une matrice de dissimilarité est calculée et utilisée pour construire un
espace de données, dans lequel les stimuli sont placés en accord avec les jugements des
sujets. L'analyse multidimensionnelle révèle qu'un espace à quatre dimensions permet
une représentation correcte des stimuli. Quatre experts sont alors recrutés pour in-
terpréter les attributs qui décrivent le mieux ces dimensions. De cette interprétation
ressortent les quatre attributs suivants : la quantité de contenu en haute-fréquence, la
perception de l'espace (i.e., le volume et l'ampleur de la scène sonore), l'équilibre spa-
tial (ou plus précisément le sentiment qu'une scène sonore est ou n'est pas équilibrée
entre la gauche et la droite), et la profondeur ou la distance des sources sonores.
Dans une autre étude, [Simon, Zacharov et Katz, 2016] présentent également une
sélection d'attributs adaptée spéciﬁquement aux HRTF non-individuelles. Pour l'éla-
borer ils emploient une méthode faisant intervenir des sujets par groupe, et se dé-
roulant selon les trois étapes suivantes : 1) chaque participant sélectionne d'abord
individuellement une liste d'attributs après avoir écouté les stimuli par paires ; 2) les
listes agrégées sont ensuite discutées par les participants regroupés, avec l'objectif de
réduire le nombre d'attributs sur la base d'un consensus ; enﬁn 3) un test d'évalua-
tion des stimuli à l'aune des attributs est mené, aboutissant à un dernier ﬁltrage.
Les contenus audio utilisés sont choisis pour être représentatifs d'une utilisation éco-
logique du binaural (écartant par là les traditionnelles salves de bruits blancs) : un
documentaire radio, une musique électronique et une ﬁction radio. Sept jeux de HRTF
sont soigneusement sélectionnés dans la base de données LISTEN [Warusfel, 2003],
aboutissant à un total de 21 stimuli, correspondant à 63 paires de stimuli à comparer
lors de la première étape de sélection. Cette première étape aboutit à l'évocation de
162 attributs, réduite à la deuxième étape à 12 attributs. Enﬁn, la dernière étape
permet de réduire encore à 8 attributs 11 : modiﬁcations spectrales (correspondant à
la richesse spectrale du son), élévation, externalisation (perception du son localisé à
l'extérieur de la tête), immersion (sentiment d'être localisé à l'intérieur de la scène
audio), position avant arrière, position latérale, réalisme (sentiment que les sons pro-
viennent de sources réelles positionnées autour de soi), profondeur du champ sonore
(distance entre le son le plus proche et le plus éloigné).
Pour ﬁnir, nous pouvons citer de nouveau [Katz et Nicol, 2018], qui donnent à la
volée et à l'appui de la littérature quelques pistes sur des attributs propres à qualiﬁer
pertinemment le binaural. Ils évoquent par exemple toute propriété physique ou ma-
thématique permettant de décrire la source sonore, sa localisation ou sa localisabilité,
sa largeur, l'espace acoustique ou le système de reproduction. De façon intéressante, ils
11. en français dans l'étude
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élargissent également à d'autres types d'attributs, qui ne représentent plus seulement
des informations purement acoustiques, mais la façon dont l'état psychologique de
l'auditeur est aﬀecté par le son. [Nicol, Gros, Colomes, Noisternig et al., 2014],
qui évoquent les mêmes attributs, forment justement deux catégories : les attributs
physiques d'un côté (physical-related attributes), et les attributs psychiques et aﬀectifs
de l'autre (psychic and aﬀective attributes). Si l'on se réfère aux couches d'abstraction
cognitive telles qu'évoquées par [Blauert et Jekosch, 2012] (et ici en Section 4.3.1),
tous ces attributs sortiraient donc de la catégorie de la qualité auditive, majoritaire-
ment représentée jusqu'ici. [Katz et Nicol, 2018] évoquent le naturel d'une scène,
déjà mentionné à plusieurs reprises plus haut, mais dont il est dit qu'il doit être consi-
déré avec prudence, puisqu'il repose sur une référence interne du sujet, inaccessible à
l'expérimentateur. D'autres attributs sont proposés, comme la ﬁdélité, la plausibilité
d'un stimulus, sa lisibilité, le sentiment de présence, l'immersion ou même l'émotion
qu'il suscite (on note d'ailleurs que l'immersion et le réalisme sont deux des attributs
trouvés par l'étude de [Simon, Zacharov et Katz, 2016]). Néanmoins, nombre de
ces attributs ne seraient plus seulement dépendants du stimuli et du sujet, mais égale-
ment du contexte qui les environne. Cet aspect de dépendance sera notamment abordé
dans la section 4.5, consacrée aux facteurs d'inﬂuence de la qualité d'expérience.
4.3.3 Les méthodes d'évaluation
Il existe deux façons possibles d'évaluer la qualité sonore : globalement ou par attribut
[Blauert et Jekosch, 2012]. Dans les deux cas, que l'objet du jugement soit le
stimulus dans son entièreté ou un seul attribut, les méthodes d'évaluation employées
semblent être les mêmes. Vraisemblablement, établir une passerelle entre une note
globale et une série de notes d'attributs n'est pas simple. [Blauert et Jekosch, 2012]
nous disent qu'il faut être prudent avec l'hypothèse qu'une somme pondérée des notes
par attribut permettrait d'obtenir l'équivalent d'une note globale, et qu' un jugement
syncrétique pourrait embrasser plus que la somme des composantes discrètes . Il vaut
mieux donc considérer ces deux méthodes comme servant des objectifs distincts.
[Letowski, 1989] dit à propos des méthodes globales qu'elles peuvent servir à évaluer
trois critères : la ﬁdélité d'un son, en comparaison d'un autre, le naturel d'un son, en
comparaison d'une référence interne, ou le caractère plaisant d'un son, en comparaison
de plusieurs références internes. Mais ces méthodes pourraient tout aussi bien être
appliquées directement aux attributs, pour en évaluer les trois mêmes critères. C'est
d'ailleurs ce qu'il se passe dans de très nombreuses publications.
Ces méthodes sont largement documentées par l'Union Internationale des Télécom-
munications (abrégé en ITU en anglais). Celle-ci en recommande plusieurs, selon le
type de stimulus et le contexte d'évaluation, et recommande en général de recourir à
des échelles de notation. Dans [ITU-R, 2015a], on propose une méthode pour évaluer
les petites détériorations de qualité dues à l'encodage d'un échantillon sonore, en le
comparant à d'autres via la méthode double-blind triple-stimulus with hidden reference
(triple stimuli en double aveugle avec une référence cachée) : un échantillon A qui est
l'échantillon de référence explicite, et deux échantillons B et C, présentés dans un
ordre aléatoire, dont un est la référence cachée et l'autre est l'échantillon dont on sou-
haite évaluer la qualité. Le sujet, dont on recommande qu'il soit expert, doit évaluer
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les dégradations perçues de B et C par rapport à A, via une échelle de notation à 5
degrés (échelle de Likert), allant de  1 - très ennuyeux  à  5 - imperceptible .
Dans la recommandation [ITU-R, 2015b], dédiée à l'évaluation de systèmes audio de
qualité intermédiaire, la méthode MUSHRA est introduite, ou méthode dite double-
blind multi-stimulus with hidden reference and hidden anchors (méthode multi-stimuli
en double aveugle avec une référence cachée et des ancres cachées). On recommande ici
toujours des sujets avec une bonne expertise d'écoute. À côté d'une référence explicite,
des échantillons sont à noter sur des échelles de notations entre 0 et 100, avec 5 paliers
allant de  1 - mauvais  à  100 - excellent . Parmi les échantillons se trouvent une
référence cachée et deux ancres, l'une basse (i.e., échantillon fortement dégradé) et
l'autre moyenne (i.e., échantillon moyennement dégradé).
De façon alternative, [Le Bagousse, Paquier et Colomes, 2012] proposent un test
MUSHRA adapté à l'évaluation d'attributs. L'expérience est menée ici sur un sys-
tème de reproduction 5.1. L'absence de référence explicite permet d'évaluer la qualité
plutôt que la ﬁdélité, et les ancres sont dégradées spéciﬁquement pour chaque attri-
but. Dans leur expérience, les attributs évalués sont le timbre, l'espace et la présence
d'artefacts. L'ancre du timbre est un ﬁltre passe-bas à 3.5 kHz ; l'ancre de l'espace
correspond à l'inversion du canal avant droit avec le canal arrière gauche ; et l'ancre
des artefacts correspond à l'ajout de bruit rose sur chacun des canaux. À chaque éva-
luation d'attribut, les 3 ancres sont présentées. Le même test est proposé pour du
contenu binaural dans [Le Bagousse, Paquier, Colomes et Moulin, 2011], où
l'ancre spatiale correspond à un inversement des canaux gauche et droite par portion,
et quelques passages en mono.
Dans [ITU-T, 1996], des méthodes de notation plus simples sont proposées à l'atten-
tion de sujets naïfs pour évaluer la qualité de transmission d'un son sur téléphone.
La méthode Absolute Category Rating (ACR) tout d'abord, qui propose au sujet une
note d'opinion moyenne (MOS) sur la qualité perçue d'un son immédiatement après
l'avoir écouté, sur une échelle discrète à 5 échelons, allant de  1 - mauvais  à  5
- excellent . La méthode Degradation Category Rating (DCR) propose de comparer
deux stimuli A et B, A étant toujours la référence explicite, et B l'échantillon à évaluer
en comparaison. Une échelle de notation discrète à 5 échelons est proposée, allant de
 1 - la dégradation est très ennuyeuse  à  5 - la dégradation est imperceptible .
Enﬁn la méthode Comparison Category Rating (CCR) est identique à ceci près que
A n'est plus systématiquement la référence : les deux échantillons sont présentés dans
un ordre aléatoire. Il faut toujours noter B par rapport à A, mais l'échelle de nota-
tion change alors et passe de 5 à 7 échelons, allant de  -3 - bien pire  à  3 - bien
meilleure .
Chaque type d'échelle est présentée comme étant adaptée à des paramètres expérimen-
taux diﬀérents (sujets experts ou naïfs, diﬀérences plus ou moins perceptibles entre les
stimuli, etc.) [Zielinski, Brooks et Rumsey, 2007] mettent cependant en garde sur
l'utilisation d'échelles avec des échelons purement verbaux. En eﬀet, la distance qui
sépare les mots n'est pas toujours uniforme d'un échelon à l'autre, et peut même varier
d'une langue à l'autre. Une expérience menée par [Zielinski, Brooks et Rumsey,
2007] démontre cet état de fait, dont la Figure 4.4 illustre les résultats.
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Figure 4.4  Illustration des distances qui séparent les échelons ver-
baux de l'échelle de notation recommandée par l'ITU, dans diﬀérentes
langues. Figure tirée de [Zielinski, Brooks et Rumsey, 2007].
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Pour un récapitulatif sur les échelles de notation, il convient de se reporter à la re-
commandation [ITU-R, 2019], qui en résume les diﬀérents types (discret ou continu,
avec ou sans échelons, échelons numériques, verbaux ou les deux, échelles bipolaires,
etc.) et leurs emplois dans les autres recommandations.
4.3.4 Le binaural améliore-il la qualité sonore ?
Une fois les attributs et les méthodes d'évaluation passés en revue, nous nous inté-
ressons maintenant aux résultats. À notre connaissance, peu de travaux sur la qualité
sonore ont été consacrés au binaural. Plus encore, il est diﬃcile d'en trouver qui com-
parent le binaural à d'autres systèmes de reproduction, dans le but d'évaluer son
apport en termes de qualité ou d'attributs de la qualité. Nous présentons cependant
quelques travaux qui s'approchent peu ou prou de cette problématique.
Modalité auditive seule
Dans [Le Bagousse, Paquier, Colomes etMoulin, 2011], une expérience consiste
à évaluer des extraits en binaural non-individualisé traités par diﬀérents codecs. Les
sujets doivent d'abord fournir une note de qualité globale, puis une note de qualité
à trois attributs, le timbre, l'espace et le caractère défectueux du son (attribut  dé-
faut ). La procédure consiste en un MUSHRA légèrement modiﬁé (décrit dans la
section 4.3.3). 7 extraits sonores sont utilisés, 3 en binaural natif et 4 issus d'une
synthèse binaurale d'un son 5.1. Chaque extrait est décliné en 8 versions : le ﬁchier
original, le ﬁchier dégradé timbralement, dégradé spatialement, dégradé par ajout de
bruit blanc (ces 3 dernières constituent les ancres), et le ﬁchier encodé via 4 codecs
diﬀérents. Les résultats révèlent une qualité sonore plus élevée pour les ﬁchiers ori-
ginaux que pour les autres versions. Fait intéressant, les notes attribuées à l'ancre
spatiale sont nettement moins bonnes pour les stimuli en binaural natif que pour les
stimuli en binaural synthétisés depuis le 5.1. C'est un signe positif pour le binaural
natif, puisque l'ancre étant conçue pour susciter un jugement négatif, elle joue alors
pleinement son rôle, indiquant une impression de spatialité mieux perçue par les sujets
avec ces stimuli. La même expérience est menée sur un système 5.1, mais l'ancrage
spatial n'étant pas fait de la même façon, et surtout les codecs testés étant diﬀérents,
il est diﬃcile de comparer les résultats.
[Nicol,Gros, Colomes, Roncière et al., 2016] comparent diﬀérents systèmes d'en-
registrements sonores (couples stéréophoniques, six arbres multicanaux (4.0, 5.0, 8.0,
etc.), microphones Ambisonics d'ordre 1 et 4, microphones d'appoint spatialisés ar-
tiﬁciellement et trois têtes artiﬁcielles) tous rendus en binaural non-individualisé. Ici
ce sont donc les méthodes d'enregistrement plutôt que les systèmes de restitution qui
sont évaluées. Dans un premier test, les sujets doivent reproduire sur une feuille de
papier millimétré les sources sonores. Dans le second test, les sujets doivent faire part
de leur préférence entre les diﬀérents systèmes. Les stimuli sont présentés par paires,
tour à tour chaque système présenté avec le stimuli correspondant à la tête artiﬁcielle
KU100, qui sert de référence. Le sujet donne sa préférence sur une échelle à 7 degrés.
Associé à ce jugement, 10 attributs lui sont soumis (crédibilité/réalisme, immersion
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sonore, ampleur de la scène sonore, équilibre spatial, externalisation, précision spa-
tiale, coloration, transparence/respect du timbre, eﬀet de salle/réverbération, relief),
pour chacun desquels il doit dire si oui ou non il a guidé son choix. Pour les résul-
tats du premier test, les dessins des sujets sont comparés avec un dessin de référence.
Les micros d'appoint spatialisés par synthèse binaurale rencontrent le consensus, ainsi
qu'un mélange arbre multicanal + micros d'appoint et deux têtes artiﬁcielles sur trois,
dont la localisation est la plus précise. Pour le second test, la tête artiﬁcielle KU100
est majoritairement et signiﬁcativement préférée, alors qu'elle était dans le bas du
classement du premier test. La diﬀérence de résultats entre les deux tests conﬁrme
que l'eﬃcacité à localiser d'un système n'est pas nécessairement représentatif de sa
qualité. En ce qui concerne les attributs pour la préférence, l'immersion sonore, la
précision spatiale et le respect du timbre sont les plus mis en avant.
Modalité audiovisuelle
Quelques travaux s'intéressent aussi à l'apport du binaural dans un contexte audiovi-
suel. Dans [Larsson, Vastfjall et Kleiner, 2002], deux expériences sont menées,
mêlant son binaural et casque de réalité virtuelle. Le son binaural est synthétisé en
temps-réel et s'adapte aux mouvements de la tête du sujet. Celui-ci doit accomplir
une tâche de localisation (trouver des balles dans un environnement d'église) et de
mémorisation (retenir des phrases prononcées à chaque fois qu'une balle est trou-
vée). À l'issue de chaque expérience, le sujet doit remplir un questionnaire relatif à
son sentiment d'immersion et à sa mémorisation. Dans la première expérience, sont
comparées une scène purement visuelle et la même scène avec du son binaural. Les
résultats montrent un sentiment de présence et une mémorisation signiﬁcativement
meilleurs pour la scène avec binaural. La performance de localisation (mesurée par
la durée de recherche des balles) n'a pas montré de diﬀérence signiﬁcative entre les
deux conditions. Dans la seconde expérience, sont comparées une scène audiovisuelle
avec du son stéréo et la même scène avec du son binaural. Les résultats montrent un
meilleur sentiment d'immersion avec le binaural, mais pas de meilleure mémorisation,
ni de meilleure performance de localisation. Il est intéressant de noter que [Larsson,
Vastfjall et Kleiner, 2002] mesurent ici la mémorisation du sujet. Si l'on se resitue
dans la perspective de la déﬁnition de la qualité sonore selon [Blauert et Jekosch,
2012], citée en section 4.3.1, les attributs énoncés jusqu'à maintenant étaient toujours
rangés dans la première ou deuxième couche d'abstraction. La mémorisation, puis-
qu'elle demande une attention portée sur la sémantique du stimulus, constituerait un
attribut de la qualité sonore appartenant à la dernière couche d'abstraction.
Dans [Gonot, Emerit et Château, 2006], des sujets doivent naviguer dans une
ville virtuelle à la recherche de neuf sources sonores à collecter. Quatre conﬁgurations
sont testées, combinant alternativement un son rendu en stéréo ou un son rendu en
binaural non individualisé, et une présentation décontextualisée ou contextualisée de
l'information (i.e., la distance séparant le sujet de la source est présentée respective-
ment en coordonnées polaires, ou en  longueur de chemin , tenant compte des routes
praticables dans la ville, à la manière d'un GPS). Plusieurs informations sont enregis-
trées, comme le temps passé par le sujet à un croisement, la distance parcourue ou les
changements d'orientation. À la ﬁn de la tâche, le sujet remplit un questionnaire où il
évalue une série d'attributs sur une échelle bipolaire graduée (allant d' absolument 
à  pas du tout  en 7 intervalles), relatifs à la qualité sonore, la facilité à utiliser le
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son pour naviguer, l'engagement, l'amusement, l'immersion, la cohérence du son avec
l'environnement, la facilité à localiser les sons, la facilité de la tâche, l'appréciation
générale, l'eﬀet sonore 3D et l'appréciation de cet eﬀet. Les résultats indiquent que
pour de nombreux critères, aussi bien enregistrés pendant la tâche que récoltés par
questionnaire, la condition de binaural avec contextualisation de l'information est la
plus favorable. En particulier, le temps de décision des sujets est plus court en binaural
qu'en stéréo.
[Moulin, Nicol et Gros, 2012] évaluent et comparent la qualité ressentie par un
sujet face à divers stimuli audiovisuels dont le visuel est rendu en 3D stéréoscopique
et dont le son est retransmis en 5.1 via diﬀérents systèmes de restitution : un système
de 6 enceintes, une barre sonore et un casque ouvert avec reproduction en binaural
non-individuel. Les stimuli sont diﬀérents extraits d'un documentaire, choisis pour
couvrir une variétés de situations sonores (sons environnementaux d'intérieur, d'ex-
térieur, dialogues, musique de fond, etc.) Trois sessions permettent aux sujets de se
concentrer successivement sur l'évaluation de la qualité vidéo (degré de profondeur
visuelle, confort de visionnage), de la qualité sonore (degré de spatialisation sonore,
confort d'écoute) et de la qualité audiovisuelle (degré de cohérence entre son et image
et degré d'immersion dans la scène audiovisuelle). L'évaluation se fait sur une échelle à
5 degrés dont seules les extrémités sont labellisées. Les résultats montrent que le degré
de spatialisation ressenti est signiﬁcativement favorisé par la restitution sur casque,
devant le système d'enceintes 5.1, tandis que la barre sonore est systématiquement en
dernière position. Le confort d'écoute est similaire pour tous les systèmes. L'immer-
sion (rangée ici dans la catégorie des attributs audiovisuels) ne paraît pas non plus
impactée par le système de restitution, tandis que le degré de cohérence entre son et
image ne l'est que faiblement. Par ailleurs, les attributs vidéos ne présentent pas de
changement signiﬁcatif selon le système de restitution.
Dans [Grani et al., 2014], un système CAVE (une salle sur les murs de laquelle sont
projetées des vidéos, de façon à donner l'impression d'être plongé dans un environ-
nement de réalité virtuelle) est accompagné alternativement de trois types de stimuli
audio : rendus en stéréo, en binaural, et en binaural spatialement incohérent avec le
visuel (décalage constant en position et rotation entre les deux). Les sujets doivent
faire un aller-retour dans la salle, chaque traversée étant accompagnée d'un rendu
sonore diﬀérent. À l'issu de chaque session, le sujet doit donner sur une échelle à 7
degrés son appréciation et la cohérence ressentie. Les résultats montrent une appré-
ciation signiﬁcativement plus grande pour le binaural par rapport à la stéréo et au
binaural incohérent.
Dans [Cobos et al., 2015], les recommandations de l'ITU sont scrupuleusement res-
pectées pour évaluer la qualité sonore de systèmes de reproduction (stéréo, 5.1, 7.1,
10.1 et binaural). Les stimuli sont ici encore une fois audiovisuels, le visuel étant pré-
senté sur une télévision HD. Les attributs évalués sont ceux recommandés par l'ITU,
et dont nous avons déjà parlé en section 4.3.2, ainsi que des attributs relatifs au son
et à l'image provenant d'autres recommandations : la corrélation entre la position
perçue du visuel et celle du son et la corrélation entre l'impression spatiale provoquée
par l'image et celle du son. Quatre extraits sont notés par les sujets (ﬁlm, match de
foot, ﬁlm d'animation, clip musical) en utilisant une échelle ACR dans une première
session, puis DCR dans une seconde session, où les stimuli sont comparés deux par
deux. Les résultats des deux tests montrent que le binaural est un des systèmes de
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reproduction les moins appréciés sur l'ensemble des attributs et des contenus (à peu
près au même niveau que la stéréo), à l'exception du ﬁlm d'animation qui suscite
une bonne appréciation, probablement grâce à la profusion d'eﬀets sonores localisés.
Les auteurs concluent en argumentant que cette mauvaise notation du binaural est
probablement due à l'inconfort relatif engendré par le port du casque obligatoire, à
la sensation d'un son parfois localisé à l'intérieur de la tête, ainsi qu'au manque de
basses par rapport aux autres systèmes avec caisson de basse. Il semble en tout cas
que le type de contenu inﬂuence fortement la qualité perçue.
En résumé, ces études envisagent diﬀérents aspects possibles de l'apport du binaural
(performance de localisation  en termes de temps ou de précision , préférence, im-
mersion, mémorisation), pour des résultats variés selon les stimuli et les systèmes avec
lesquels on le compare (purement visuelle, avec du son mono, stéréo, etc.) Toutefois,
les études qui établissent l'apport du binaural concernent souvent des applications
interactives, impliquant un rapport direct du sujet à l'espace virtuel. Par ailleurs, cer-
tains attributs présentent des résultats divergents : un niveau de préférence marquée
mais une performance de localisation moins bonne, une meilleure immersion mais une
tâche de mémorisation ou de performance non signiﬁcative. Tout cela nous montre
l'intérêt de considérer une évaluation par attributs plutôt que globalement.
4.3.5 Conclusion sur la qualité sonore
Nous avons exposé le concept de qualité, puis celui de qualité sonore. Nous avons vu
celle-ci déclinée en divers attributs au ﬁl de l'état de l'art, permettant de se focaliser
sur tel ou tel aspect du son. Il serait néanmoins diﬃcile de déﬁnir l'ensemble des attri-
buts nécessaires et suﬃsants pour décrire la qualité sonore. Les attributs doivent être
choisis judicieusement en fonction du sujet d'intérêt choisi par les expérimentateurs.
En ce qui concerne le binaural, peu de travaux se sont intéressés à son apport à la
qualité sonore, notamment par rapport à d'autres systèmes de restitution sur casque
(stéréo et mono). Et pour ceux qui ont abordé la question, les résultats sont variés.
La raison tient peut-être au fait que les expériences ont placé à chaque fois les sujets
dans des contextes audiovisuels diﬀérents, avec écran TV, salle ou casque de réalité
virtuelle, et des contenus diﬀérents. Nous avons considéré que ces expériences étaient
pertinentes dans la section sur la qualité sonore, malgré la présence de visuel, dans
la mesure où les seules variables étaient précisément les systèmes de reproduction so-
nore. Toutefois, gardons à l'esprit que la qualité sonore évaluée en présence d'un ﬂux
vidéo n'est potentiellement pas la même que pour un stimulus audio seul (voir par
exemple [Beerends et De Caluwe, 1999 ; Hollier et al., 1999 ; Rummukainen
et al., 2018]). Cela met en lumière le fait que pour évaluer l'apport du binaural dans
une application mobile, il est diﬃcile de se contenter de considérer l'aspect sonore
uniquement. Pour cette raison, nous présentons dans la section suivante la notion
plus vaste de qualité d'expérience, qui a pour ambition de considérer l'ensemble des
éléments intervenant lors d'une expérience.
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4.4 La qualité d'expérience
4.4.1 Déﬁnitions
[Raake et Egger, 2014] donnent la déﬁnition de la qualité d'expérience suivante, en
s'appuyant notamment sur les travaux menés par [Le Callet et al., 2013] :  degré de
délectation ou d'agacement d'une personne au cours d'une expérience impliquant une
application, un service ou un système. Il résulte d'une évaluation de la satisfaction de
ses attentes et de ses besoins, formulée au regard d'une utilité ou d'un plaisir présumé,
conçu à la lumière du contexte, de sa personnalité et de son état actuel  12. Cette
déﬁnition apporte deux nouveaux éléments par rapport aux déﬁnitions sur la qualité de
la section 4.2 : la qualité est ici formée au cours de l'expérience, et surtout elle dépend
du contexte, de la personnalité et de l'état actuel de la personne. Non seulement donc
la qualité est rattachée temporellement à l'expérience (impliquant qu'une évaluation
trop diﬀérée n'aboutirait plus à la qualité d'expérience mais à autre chose), mais elle
n'est aussi valable que pour cette unique expérience (impliquant que l'évaluation de
la même expérience réitérée pourrait aboutir à une qualité d'expérience diﬀérente).
[Weiss et al., 2014] approfondissent cette réﬂexion en distinguant trois types de qua-
lités d'expérience :
1. une qualité d'expérience instantanée, évaluée pendant l'expérience même. Ce
terme inclurait aussi l'évaluation de stimuli de très courtes durées, permettant
au sujet de se concentrer sur des variations microscopiques des stimuli ;
2. une qualité rétrospective, évaluée à l'issue de l'expérience ;
3. une qualité cumulative, évaluée à l'issue d'une série d'expériences.
La qualité d'expérience instantanée permet de mesurer le sentiment d'un utilisateur
à divers moments de l'expérience, et de recueillir à chaud des impressions face à
des événements inattendus pour lui, éventuellement prévus par l'expérimentateur (un
changement de débit dans le ﬂux audio ou vidéo, un retournement scénaristique d'une
séquence, etc.). La qualité rétrospective s'appuie sur la mémoire de l'utilisateur et
permet d'apprécier l'expérience dans son ensemble, bien qu'elle soit assujettie à l'in-
ﬂuence des eﬀets de primauté et de récence (faisant que les informations reçues en
premier et en dernier au cours de l'expérience marquent davantage la mémoire). En-
ﬁn, la qualité cumulative permet de synthétiser la qualité ressentie sur plusieurs expé-
riences. Elle est aussi marquée par les eﬀets de récence et de primauté, nécessite plus
de temps pour être évaluée, et est potentiellement soumise à des facteurs d'inﬂuence
entre les sessions, mais a l'avantage d'être rattachée davantage aux caractéristiques
réelles de l'entité plutôt qu'à des ﬂuctuations aléatoires liées à une instance unique ou
au contexte environnant. Chacun des trois types de qualité d'expérience permet donc
de capturer des informations diﬀérentes mais complémentaires, avec des biais et des
spéciﬁcités de mesure qu'il convient de prendre en compte.
Il est à noter que l'ITU propose aussi une déﬁnition de la qualité d'expérience. Alors
qu'une ancienne déﬁnition est encore en vigueur dans certaines recommandations (par
12. the degree of delight or annoyance of a person whose experiencing involves an application,
service, or system. It results from the person's evaluation of the fulﬁllment of his or her expectations
and needs with respect to the utility and/or enjoyment in the light of the person's context, personality
and current state.
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exemple dans [ITU-T, 2008]), une nouvelle version s'appuyant aussi sur [Le Callet
et al., 2013] a récemment été proposé dans [ITU-T, 2017] :  degré de délectation ou
d'agacement d'un utilisateur d'application ou de service  13. Il est par ailleurs ajouté
que, compte tenu du caractère mouvant de la recherche actuelle sur le sujet, cette
déﬁnition serait probablement amenée à évoluer. Si on la compare à celle de [Raake
et Egger, 2014], elle correspond presque mot pour mot à sa première partie, à ceci
prêt que la  personne  devient ici un utilisateur, et que l'entité évaluée peut être
une application ou un service, mais plus un système. Pour compléter cette déﬁnition,
et venir corroborer davantage celle de [Raake et Egger, 2014], une déﬁnition sur les
facteurs d'inﬂuence de la qualité d'expérience est proposée, qui  incluent le type et les
caractéristiques de l'application ou du service, du contexte d'utilisation, des attentes
de l'utilisateur vis-à-vis de l'application ou du service et de leur satisfaction, de l'ar-
rière plan culturel de l'utilisateur, de ses problèmes socio-économiques, de son proﬁl
psychologique, de son état émotionnel, et d'autres facteurs dont le nombre grandira
probablement au ﬁl des recherches futures  14. On le voit ici, les aspects de contexte,
de personnalité et d'état actuel de la personne évoqués dans la déﬁnition de [Raake
et Egger, 2014] sont explicités à un niveau plus poussé.
Toutes ces déﬁnitions de la qualité d'expérience, telles qu'elles ont été présentées ici,
tendent à se rapprocher toujours plus de la notion d'expérience utilisateur [Wech-
sung et De Moor, 2014]. Bien qu'il ne relève pas de cette thèse de brosser un portrait
historique des deux termes, ou d'en dresser toutes les diﬀérences, rappelons simple-
ment que la qualité d'expérience s'est construite à l'origine sur la qualité de service
[Martín Varela, Skorin-Kapov et Ebrahimi, 2014], née dans le domaine des té-
lécommunications, et axée primitivement sur la qualité en tant que  caractéristique
d'un système  (voir Section 4.2.1). De façon analogue, la notion d'expérience utili-
sateur est plutôt le produit du domaine de l'interface homme-machine, s'attachant à
mesurer l'appréciation d'un utilisateur face à un système interactif, et reposant sur le
terme plus ancien et plus prosaïque d'utilisabilité. L'une pour les télécommunications,
l'autre pour l'interface homme-machine, chacune axée sur des systèmes diﬀérents,
tendent à se rapprocher de plus en plus. La raison tient sans doute à l'accrétion pro-
gressive des technologies jusqu'alors séparées (d'un côté les outils de communication,
les téléphones, la radio, etc. et de l'autre les outils interactifs, avec en tête de ligne les
ordinateurs, dépourvus d'internet à l'époque, ou les consoles de jeu) en machines de
plus en plus polyvalentes et de plus en plus connectées. À tel point qu'aujourd'hui,
les deux disciplines vont parfois jusqu'à se fondre en une seule et même entité [Ham-
mer, Egger-Lampl et S.Möller, 2018]. Bien que dans la suite de cet état de l'art,
nos recherches se soient davantage focalisées sur la qualité d'expérience, nous ne nous
interdisons donc pas de les étendre aux autres domaines sus-cités.
4.4.2 Les attributs de la qualité d'expérience
De la même façon que la qualité sonore, la qualité d'expérience peut être considérée
comme un agglomérat d'attributs [S. Möller,Wältermann et Garcia, 2014]. Les
13. The degree of delight or annoyance of the user of an application or service.
14. Include the type and characteristics of the application or service, context of use, the user's
expectations with respect to the application or service and their fulﬁlment, the user's cultural back-
ground, socio-economic issues, psychological proﬁles, emotional state of the user, and other factors
whose number will likely expand with further research.
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méthodes d'extractions ou de sélection sont similaires, ainsi que les questionnements
sur la possibilité de constituer un ensemble d'attributs nécessaires et suﬃsants pour
décrire la qualité d'expérience de façon complète. Il est toutefois intéressant de noter
qu'il n'existe que peu d'auteurs qui s'intéressent aux attributs de la qualité d'expé-
rience en tant que telle. [S. Möller, Wältermann et Garcia, 2014] en font partie
et s'appuient sur [Le Callet et al., 2013] et diﬀérents travaux dans le domaine des
télécommunications pour proposer une catégorisation des attributs par niveau (voir
Figure 4.5) :
 le niveau de perception directe. Il concerne tous les attributs propres à qualiﬁer
sur le moment les ﬂux d'information qui nous parviennent par voies sensorielles.
Nombre des attributs de la qualité sonore rentreraient donc dans cette caté-
gorie. Il peut concerner aussi la relation entre diﬀérentes modalités, comme la
synchronisation entre une image et un son par exemple.
 le niveau de l'action. Il inclut les attributs reliés à la perception de l'utilisateur
de ses propres actions. Cela peut inclure des attributs relatifs à l'espace, pourvu
qu'ils soient liés à la perception de l'utilisateur de ses propres mouvements. Dans
le cas d'un service de communication par exemple, cela inclut les attributs liés
à la parole de l'utilisateur, comme l'écho, ou l'eﬀet local (sidetone), i.e., le fait
de s'entendre soi-même avec un décalage temporel substantiel.
 le niveau de l'interaction. Il est relatif aux allers-retours entre le système et
l'utilisateur, ou entre l'utilisateur et un autre utilisateur (pour des services de
communication par exemple). Cela inclut des attributs comme la réactivité du
système, le caractère naturel de l'interaction, ou l'eﬃcacité à communiquer ou
à converser.
 le niveau d'une instance particulière du service. Il comprend également la situa-
tion sociale et physique d'utilisation. Il concerne donc une instance d'utilisation
précise, et inclut des attributs tels que l'intuitivité du système, sa facilité d'ap-
prentissage, et l'eﬃcacité à atteindre un but précis lors de cette utilisation. Ce
niveau inclut également des attributs non-fonctionnels, comme la  personna-
lité  du partenaire d'interaction (humain ou machine), ou son esthétique. À ce
niveau, on distingue les attributs hédoniques (liés aux sentiments de l'utilisa-
teur) des attributs pragmatiques (liés aux propriétés et à l'ergonomie du service)
(voir par exemple à ce sujet [Hassenzahl et al., 2000]).
 le niveau du service. Il est relié aux utilisations successives d'un même service.
Il comprend donc des attributs plus globaux, tels que l'utilité du service dans
son entièreté (plutôt que d'une fonctionnalité précise) ou sa praticité.
La diversité des attributs présentés (attributs sur la perception, sur le service, sur
l'utilisateur, sur l'interaction, etc.), tout autant qu'une certaine uniformité (plusieurs
attributs paraissent proches de sens) montrent la diﬃculté de proposer un cadre théo-
rique propre à englober n'importe quelle expérience dont on voudrait évaluer la qua-
lité. C'est sans doute la raison pour laquelle il y a peu de travaux qui s'intéressent
aux attributs de la qualité d'expérience en général (alors qu'à l'inverse, il y a pléthore
d'études sur les attributs de la qualité sonore). Certains attributs sont pertinents dans
un cas, d'autres non, et [S.Möller,Wältermann et Garcia, 2014] ajoutent même
que certains peuvent n'apparaître que sous certaines conditions temporelles (comme
la disponibilité ou l'interruption d'une fonctionnalité par exemple).
Pour étayer leur modèle, [S.Möller,Wältermann et Garcia, 2014] donnent deux
exemples de domaine d'application et les attributs qui vont avec. Le premier concerne
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Figure 4.5  Les diﬀérents niveaux d'attributs de la qualité d'expé-
rience. Illustration tirée de [S. Möller, Wältermann et Garcia,
2014].
les services vocaux, qui ont fait l'objet d'une étude par [Wältermann, 2013]. À la
suite d'une sélection d'attributs fondés sur la littérature, de leur notation par des su-
jets et d'une analyse statistique, les attributs suivants sont identiﬁés : la discontinuité
(due par exemple à une perte de paquet lors de la transmission de données), le carac-
tère bruité et la coloration du timbre de la voix retransmise. Dans le second exemple,
en s'appuyant sur trois études diﬀérentes, les attributs de qualité d'expérience pour
des services vidéos sont énoncés, à savoir le naturel des couleurs et la netteté perçue
[Teunissen et Westerink, 1996], la fragmentation, décrivant un certain type de
détérioration de l'image [Tucker, 2011], le sentiment esthétique et le sentiment d'ac-
tivité [Yamagishi et Hayashi, 2005]. [S. Möller, Wältermann et Garcia, 2014]
précisent enﬁn que tous ces attributs appartiennent au niveau de perception directe,
et que des méthodes d'identiﬁcation des attributs des autres niveaux restaient encore
à mettre au point.
Peu de travaux s'attachent à recenser les attributs de la qualité d'une expérience sur
mobile. La plupart se consacrent davantage aux facteurs d'inﬂuence de la qualité d'ex-
périence (voir Section 4.5.1). Les quelques études que nous avons trouvées sont plutôt
ciblées sur un type d'application et se concentrent sur les attributs du domaine associé,
comme par exemple le visionnage de contenu vidéo [Strohmeier, Jumisko-Pyykkö
et Kunze, 2010 ; Jumisko-Pyykkö, Strohmeier et al., 2010 ; Cheon et al., 2015].
Dans cette optique, nous pouvons aussi citer d'autres domaines applicables au support
mobile, comme par exemple le jeu vidéo, dont [Beyer et S. Möller, 2014b] listent
les catégories principales d'attributs : qualité d'interaction (liée au plaisir de jouer, à
la jouabilité, c'est-à-dire à l'eﬃcacité et l'ergonomie du jeu face aux sollicitations du
joueur), qualité de jeu (liée à la capacité du joueur à apprendre, contrôler et com-
prendre le jeu), aspects esthétiques, expérience du joueur (impliquant notamment les
notions d'immersion et de ﬂow  sensation positive provoquée par un équilibre entre
les capacités du joueur et la diﬃculté du jeu [Csikszentmihalyi, Abuhamdeh et
Nakamura, 2014] ), et acceptabilité (selon sa déﬁnition générale, la facilité avec la-
quelle un utilisateur va utiliser un système ; elle peut être représentée par une mesure
purement économique).
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Figure 4.6  Les deux dimensions de la qualité d'expérience selon
[ITU-T, 2008]. Les données objectives reposent uniquement sur le ser-
vice, elles sont indépendantes de l'utilisateur. Les données subjectives
concernent le jugement et les émotions de l'utilisateur.
La diversité des applications est telle qu'il serait fastidieux et peu pertinent d'inter-
roger l'état de l'art dans tous les domaines. Gardons simplement à l'esprit que les
attributs déjà énoncés dans les Sections 4.3.2 et 4.3.2 sont également ceux considé-
rés du point de vue de la qualité d'expérience lorsqu'on envisage un système sonore
spatialisé [Frank et al., 2014]. Ils garderont donc tout leur intérêt dans un contexte
mobile.
4.4.3 Les méthodes d'évaluation de la qualité d'expérience
Les méthodes d'évaluation de la qualité d'expérience sont généralement divisées en
deux catégories, qui reposent à l'origine sur la duplicité du terme qualité, telle que
nous l'avons exposée en Section 4.2.1. On peut retrouver cette dichotomie par exemple
dans l'ancienne déﬁnition de la qualité d'expérience donnée par l'ITU [ITU-T, 2008],
voir la Figure 4.6. D'un côté, la qualité comprise comme caractéristique d'une entité,
à laquelle correspond un ensemble de données indépendantes de l'opinion de l'utilisa-
teur. La première catégorie de méthodes, les méthodes dites objectives, repose sur la
collecte et l'interprétation de ces données. De l'autre côté la qualité comprise comme
l'expression d'un degré de satisfaction de l'utilisateur. La seconde catégorie de mé-
thodes, les méthodes dites subjectives, repose sur un jugement qu'on aura sollicité
de l'utilisateur. Notons que les termes d'objectif et de subjectif sont sujets à débat 15.
[Raake et Egger, 2014] préfèrent parler de méthodes instrumentales et de méthodes
basées sur la perception.
Méthodes dites subjectives
Les méthodes subjectives ou fondées sur la perception correspondent aux méthodes
déjà présentées dans la Section 4.3.3. Elles font intervenir le jugement de l'utilisateur.
Comme pour la qualité sonore, l'évaluation de la qualité d'expérience peut se faire
15. Sur le terme subjectif, [Bech et G. Martin, 2005] font par exemple la remarque qu'un sujet
à qui on demande de comparer deux cafés, un avec 5 sucres et un sans sucre, percevra certainement
que le premier est plus sucré. Les auteurs assignent alors ce jugement à la catégorie des mesures
objectives. Sur le terme objectif, le débat est encore plus intense, car l'interprétation des données
repose généralement sur des modèles de perception, et sont donc sujets à variation selon les conditions
expérimentales.
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Figure 4.7  Les trois échelles de la méthodes d'évaluation Self-
Assessment Manikin (SAM) [Bradley et Lang, 1994]. La première
représente la valence, la deuxième l'excitation et la troisième la domi-
nance.
globalement ou par attribut. On retrouve par exemple les échelles de notation recom-
mandées par l'ITU pour évaluer des stimuli audiovisuels [ITU-T, 1998]. En plus des
échelles numériques et verbales, [Bradley et Lang, 1994] ont développé un système
d'échelles picturales à trois dimensions (voir Figure 4.7), à même de recueillir l'état
émotionnel général d'un sujet. Ce système a par exemple été utilisé sur mobile pour
mesurer la qualité émotionnelle de rétroactions auditives dans diﬀérents contextes
[Seebode, Schleicher et S. Möller, 2012].
Dans [Schöffler, 2017], la notion d'expérience globale d'écoute (Overall Listening
Experience, OLE) est introduite, pour désigner une qualité d'expérience appliquée
au domaine audio. L'OLE consiste à demander au sujet :  à quel point avez-vous
apprécié écouter cet extrait audio ? , question censée inclure l'ensemble des éléments
qui sont rentrés en ligne de compte pour lui, puis de le laisser répondre sur une échelle
discrète à 5 degrés, où chaque degré est représenté par une étoile. Le déroulement
de l'expérience se divise en deux étapes. Le sujet note d'abord des  items audio
basiques , qui représentent les stimuli de référence de chaque extrait utilisé (i.e., les
stimuli qui n'ont pas été modiﬁés par le système de restitution ou le codec à évaluer).
De cette façon, ces notes sont censées reﬂéter majoritairement l'appréciation du sujet
face au contenu. Tous les stimuli sont présentés sur une même page, à la manière
d'un MUSHRA, permettant de revenir sur les notes déjà attribuées, et éviter ainsi
des eﬀets de plancher ou de plafond (ﬂoor or ceiling eﬀect). Ensuite, les conditions
à tester sont notées, les stimuli étant désignés comme  items audio . Une analyse
statistique est enﬁn menée pour comparer les résultats obtenus entre les stimuli de
référence et les stimuli à évaluer. Cette méthode récente, employée à plusieurs reprises
par son auteur, a aussi été expérimentée ailleurs, par exemple dans [Tim Walton et
Evans, 2018], que nous détaillons plus bas dans la Section 4.5.2.
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Pour noter en particulier la qualité d'expérience instantanée, l'ITU recommande d'uti-
liser une échelle numérique allant de 0 à 100 [ITU-T, 1998]. Mais lorsque les stimuli
engagent la modalité visuelle, le fait de noter en même temps que de visionner peut
détourner l'attention du sujet [Pinson et Wolf, 2003]. Ce problème est encore ac-
centué sur un terminal mobile, dont la petite taille empêche de réserver une partie
de l'écran à un curseur. [Winkler et Dufaux, 2003] illustrent cette situation, où
les auteurs choisissent la couleur du curseur avec soin pour permettre plus facilement
aux sujets de l'apercevoir  du coin de l'÷il  sur un écran d'ordinateur séparé. [Na-
gel et al., 2007] proposent pour y remédier une interface de notation sur l'espace des
émotions valence-excitation, qui permet de superposer l'aﬃchage du stimulus visuel et
de l'échelle de notation. Dans la même idée, [Robotham et al., 2018] intègrent dans
un environnement de réalité virtuelle une interface d'évaluation MUSHRA pour éva-
luer des stimuli audiovisuels rendus en binaural. Ils montrent qu'en comparaison d'un
MUSHRA classique post-session, seule leur interface permet aux sujets de détecter
des dégradations appliquées aux stimuli. D'autres solutions ont été proposées pour se
passer purement et simplement d'interface graphique, par exemple [Buchinger et al.,
2010], qui présentent un gant pourvu de capteurs de mouvement. Le sujet ferme ou
ouvre alors son poing pour aller d'un extrême à l'autre de la notation. [T. Liu et al.,
2012] proposent eux d'utiliser un volant de jeu vidéo, que le sujet fait tourner d'un
bout à l'autre de sa course pour attribuer une note. Des études complémentaires sont
cependant encore nécessaires pour prouver l'eﬃcacité de ces méthodes par rapport
au curseur traditionnel et tester la fatigue du sujet sur une utilisation longue durée
[Weiss et al., 2014].
Enﬁn, une autre approche de notation subjective consiste non pas à interroger le sujet
sur son ressenti face à un stimulus doté de telle ou telle valeur d'attribut, mais plutôt de
le laisser modiﬁer le stimulus en ajustant la valeur à sa convenance. L'analyse consiste
ensuite à déceler les diﬀérences d'attribution en fonction des sujets, des extraits, des
systèmes de restitutions utilisés, etc. On trouve des exemples d'une telle approche dans
un nombre grandissant d'études, par exemple dans [Torcoli et al., 2017 ; Shirley et
al., 2017 ; TimWalton, Evans et al., 2018]. Cette méthode convient particulièrement
à des scènes audio utilisant le paradigme d'audio orienté objet (object-based audio,
appelé aussi scene-based paradigm dans [Rumsey, 2002], déjà évoqué ici en Section
4.3.2), modèle de représentation de la scène sonore où chaque source est considérée
comme un objet, dont les propriétés sont personnalisables indépendamment du reste.
Cette représentation est aujourd'hui largement utilisée dans les logiciels de création
de jeu vidéo par exemple, où les sources sonores sont placées dans une scène en 3D de
façon équivalente à des objets visuels.
Que ce soit pour la qualité d'expérience recueillie au cours de l'expérience ou après, les
méthodes subjectives ont la particularité d'exiger de l'utilisateur que le processus de
formation de qualité s'opère consciemment. En cela elles sont intrusives et constituent
une tâche en soi, qui prend pleinement part à l'expérience. Les méthodes objectives
ou instrumentales ne font quant à elle pas intervenir le jugement de l'utilisateur.
À ce sujet, [Raake, 2016] confrontent la qualité sonore à la qualité d'expérience
en remarquant qu'il est naturel pour la première de faire intervenir une évaluation
directe de l'utilisateur, par exemple lorsqu'on compare plusieurs systèmes en vue d'un
achat, ou quand on veut explicitement qualiﬁer des systèmes dans un test d'écoute,
alors que pour la seconde l'utilisateur est généralement concentré sur le contenu, sans
nécessairement en envisager consciemment une évaluation à la ﬁn ([Mausfeld, 2003]
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fait référence à ces deux types d'écoute, l'une portée sur le contenu, l'autre sur le
contenant  le système de restitution , comme de la nature duale de la perception).
Idéalement, l'évaluation de la qualité d'expérience devrait donc se faire sans interférer
avec l'expérience.
Méthodes dites objectives
Les méthodes objectives consistent en la collecte de données relatives à l'utilisation du
service, via une tâche explicite ou implicite à accomplir par l'utilisateur, puis à l'inter-
prétation de ces données en termes de qualité d'expérience, en s'appuyant éventuelle-
ment sur un modèle de prédiction, permettant de convertir ces données en une valeur
de qualité. Les données peuvent être directement issues du service [Rubino, Tirilly
et Martn Varela, 2006 ; Wu et al., 2009 ; Menkovski et al., 2009 ; Khan, Sun et
Ifeachor, 2012 ; ITU-T, 2015] (ratio signal sur bruit du signal audiovisuel, nombre
d'images par seconde, bande passante du réseau, etc.), ou relatives au contexte d'utili-
sation [Mitra, Zaslavsky et Ahlund, 2015] (température, luminosité, localisation,
etc.). L'interaction avec l'utilisateur est aussi source de données utiles à la construc-
tion d'un modèle (nombre d'activations des éléments de l'interface, temps de réponse
à une sollicitation, temps total d'utilisation, etc.), et particulièrement présente dans
le cas d'une application mobile. Si le sujet de l'interaction est maintenant abordé par
la communauté de la qualité d'expérience (e.g., [Egger, Reichl et Schoenenberg,
2014]), peu de modèles incluent concrètement ce genre de données (voir néanmoins
[Wu et al., 2009] pour un exemple). Enﬁn notons que les données physiologiques du
sujet (rythme cardiaque, sudation, mouvement de l'÷il, activité cérébrale, etc.) font
également partie des données objectives collectables, et bien qu'encore peu exploitées
pour l'élaboration d'un modèle de prédiction de la qualité d'expérience, elles consti-
tuent un sujet actif de recherche [Lassalle, 2013 ; Engelke et al., 2016].
Quant au modèle de prédiction de qualité, il s'appuie généralement sur des modèles
comportementaux [Wu et al., 2009], des résultats obtenus par méthodes subjectives
[Khan, Sun et Ifeachor, 2012], et des algorithmes d'apprentissage automatique
[Rubino, Tirilly et Martn Varela, 2006 ; Menkovski et al., 2009].
Dans ces conditions, la collecte de données se fait sans que l'utilisateur n'exprime son
opinion quant à la qualité, ce qui place l'évaluation sur une utilisation non-biaisée
du service. Cette approche possède également l'avantage de pouvoir être testée dans
un contexte hors laboratoire. Néanmoins, son eﬃcacité repose entièrement sur la va-
lidité du modèle. Son élaboration nécessitera donc d'une part des validations par des
expériences préliminaires, en tenant compte des paramètres de l'application, des po-
tentielles données relatives au contexte, et d'autre part d'une mise à jour à chaque
modiﬁcation de service ou de contexte, opérations coûteuses en temps et en ressources
[Brooks et Hestnes, 2010].
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Méthodes mixtes
Enﬁn, notons que quelques expériences combinent les deux types de méthodes. La
plupart étudient précisément la corrélation entre les données obtenues par méthode
subjective et celles obtenues par méthode objective. [Mauss et al., 2005] par exemple
enregistrent des données expérimentales, comportementales et physiologiques mesu-
rant l'émotion de sujets au visionnage d'un ﬁlm. Le but est de vériﬁer la cohérence des
données entre elles. Premièrement, les sujets doivent reporter continument leur état
émotionnel (triste ou amusé) sur une jauge semi-circulaire. Deuxièmement, deux juges
mesurent l'expression faciale des sujets, en notant indépendamment l'un de l'autre l'in-
tensité de leurs émotions (amusement  sourire ou rire  ou tristesse  froncement de
sourcils, abaissement des lèvres ou pleurs ) moment après moment. Troisièmement,
le rythme cardiovasculaire, les activités électrodermale et somatique (i.e., les mouve-
ments du sujet sur sa chaise) sont enregistrés en temps réel. Les résultats indiquent
une corrélation signiﬁcative entre les données des diﬀérentes méthodes.
[Jennett et al., 2008] présentent trois expériences visant à mesurer quantitativement
l'immersion ressenti par un joueur dans un jeu vidéo. Dans la première, on compare le
temps passé par des sujets à compléter un tangram avant et après une session de jeu
vidéo. L'hypothèse est que plus les sujets sont immergés dans le jeu vidéo, plus il leur
sera diﬃcile d'en  sortir , et plus ils seront lents à résoudre le tangram post-session.
La moitié des sujets est confrontée à un jeu considéré comme non-immersif (cliquer
sur des cases à cocher qui apparaissent régulièrement à l'écran), et l'autre moitié
doit jouer au jeu vidéo Half-Life [Valve Corporation, 1998], considéré comme
immersif. En toute ﬁn de session, le sujet doit remplir un questionnaire relatif à
son sentiment d'immersion. Les résultats montrent une immersion signiﬁcativement
meilleure et un temps de résolution du tangram signiﬁcativement plus lent pour le jeu
immersif. En revanche, l'analyse de corrélation entre les données du questionnaire et
celles du tangram est plus incertaine. Une seconde expérience est alors envisagée, où
la tâche de tangram est remplacée par une mesure continue du mouvement des yeux
(le nombre de ﬁxations des yeux par seconde). Une fois de plus, les résultats montrent
des réponses au questionnaire signiﬁcativement meilleures pour le jeu immersif. Le
nombre de ﬁxations par seconde diminue signiﬁcativement au cours du temps pour le
jeu immersif (indiquant la concentration progressive du sujet sur les éléments visuels
importants du jeu), tandis qu'il augmente signiﬁcativement pour le jeu non-immersif
(indiquant une perte d'attention progressive). Mais encore une fois, la corrélation entre
réponses au questionnaire et mouvement des yeux est plus diﬃcile à établir. Enﬁn,
une dernière expérience évalue par questionnaire l'immersion du joueur uniquement
sur le jeu non-immersif, en faisant varier les paramètres d'apparition de la case à
cocher. En plus de l'immersion, l'aﬀect émotionnel est recueilli par questionnaire.
Les résultats montrent de façon intéressante que les sujets ressentent une immersion
relativement haute dans toutes les conditions, bien que certaines déclenchent un aﬀect
négatif. Ce résultat met alors en évidence la diﬃculté de calculer une note de qualité
d'expérience globale sur la base d'attributs ciblés, en particulier lorsqu'ils renvoient
des informations opposées.
[N. Liu, Y. Liu et X. Wang, 2010] évaluent la qualité d'expérience d'une applica-
tion de recherche d'emploi en combinant des informations données par l'utilisateur
dans un journal de bord (informations contextuelles, fonctionnalités utilisées et retour
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utilisateur) et des données d'interaction récupérées via le téléphone (e.g., l'heure d'uti-
lisation ou la liste des icônes sur lesquelles a cliqué l'utilisateur). Si aucune note de
qualité d'expérience n'est calculée sur la base des données accumulées, celles-ci servent
tout de même de support à une discussion informelle sur les améliorations à apporter
à l'application. En particulier, les deux types de données, objectives ou subjectives,
fournissent des informations complémentaires : les données d'interaction permettent
de reporter certains comportements inattendus ou indésirables, et le journal de bord
d'en expliquer en partie les raisons.
[Lassalle, Gros et Coppin, 2011] mesurent quant à eux la qualité d'expérience de
contenus audiovisuels à l'aide d'une échelle de notation issue de l'ITU (échelle ACR)
et de diverses mesures physiologiques (pouls, température, conductance de la peau,
suivi de l'÷il). Trois contenus sont testés, un clip musical, un documentaire et un
extrait de match sportif, chacun présenté dans une version non dégradée, une version
dégradée temporellement (désynchronisations momentanées du son et de l'image) ou
une version dégradée par des baisses de débit audio ou vidéo. Si les résultats des tests
subjectifs vont dans le sens attendu (meilleure note pour les stimuli non dégradés),
aucune concordance n'est trouvée avec les données physiologiques. Étant donnée la
diﬃculté à interpréter de tels signaux, et leur potentielle sensibilité à certains facteurs
(eﬀet de nouveauté d'un stimulus, type de contenu, etc.), les auteurs enjoignent à
concevoir une expérience de ce type avec le plus grand soin, de façon notamment à ce
que les participants soient les plus sensibles possibles à l'eﬀet de la dégradation.
Toutes ces expériences mettent en avant la diﬃculté à construire un modèle ﬁable
fondé sur des données objectives. Cette diﬃculté est sans doute en grande partie due
aux nombreux facteurs d'inﬂuence contextuels. Pour conclure cette section, nous pou-
vons à nouveau citer l'ITU, qui, dans sa mise à jour récente, évoque également ce point
en proposant une déﬁnition de l'évaluation de la qualité d'expérience [ITU-T, 2017] :
il s'agit du  processus de mesure ou d'estimation de la qualité d'expérience pour un
ensemble d'utilisateurs d'une application ou d'un service, au moyen d'une procédure
dédiée, et en tenant compte des facteurs d'inﬂuence (possiblement contrôlés, mesurés
ou simplement collectés et reportés). L'aboutissement de ce processus peut être une
valeur scalaire, une représentation multidimensionnelle des résultats, ou des descrip-
teurs verbaux. Toute évaluation de la qualité d'expérience devrait être accompagnée
d'une description des facteurs d'inﬂuence qui sont inclus. L'évaluation de la qualité
d'expérience peut être décrite comme complète lorsqu'elle inclut de nombreux facteurs
spéciﬁques, par exemple une majorité des facteurs connus. En conséquence, une éva-
luation limitée de la qualité d'expérience ne devrait inclure qu'un seul ou un nombre
réduit de facteurs.  16. On voit bien ici l'importance soulignée des facteurs d'inﬂuence,
à l'inverse de l'ancienne déﬁnition qui recommande explicitement de ne pas en tenir
compte [ITU-T, 2008]. Cette évolution radicale est la preuve d'un changement gran-
dissant à cet endroit depuis plusieurs années, sans doute en partie lié à l'utilisation
massive des terminaux mobiles, qui rend les contextes d'expérience multiples et hété-
rogènes. La section suivante aborde plus en détails les facteurs d'inﬂuence de la qualité
16. The process of measuring or estimating the QoE for a set of users of an application or a service
with a dedicated procedure, and considering the inﬂuencing factors (possibly controlled, measured, or
simply collected and reported). The output of the process may be a scalar value, multi-dimensional
representation of the results, and/or verbal descriptors. All assessments of QoE should be accompanied
by the description of the inﬂuencing factors that are included. The assessment of QoE can be described
as comprehensive when it includes many of the speciﬁc factors, for example a majority of the known
factors. Therefore, a limited QoE assessment would include only one or a small number of factors.
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d'expérience, d'abord d'un point de vue général, puis spéciﬁque au support mobile.
4.5 Le contexte de l'expérience
4.5.1 Contexte et facteurs d'inﬂuence de la qualité d'expérience
Les facteurs d'inﬂuence de la qualité d'expérience regroupent tout élément qui pour-
rait intervenir dans l'interaction d'un utilisateur avec un service. Ils sont déﬁnis de la
façon suivante par [Reiter et al., 2014] (qui reprennent la déﬁnition de [Le Callet
et al., 2013]) :  toute caractéristique d'un utilisateur, d'un système, d'un service, d'une
application ou du contexte dont l'état ou la conﬁguration actuels peuvent inﬂuencer
la qualité d'expérience de l'utilisateur  17. Dans une étude antérieure, [A. K. Dey,
Abowd et Salber, 2001] proposent la déﬁnition suivante du contexte, très similaire :
 toutes les informations pouvant être utilisées pour caractériser la situation d'entités
(i.e., une personne, un lieu, ou un objet) et qui peuvent être considérées comme per-
tinentes par rapport à l'interaction entre un utilisateur et une application, utilisateur
et application compris. Le contexte est typiquement le lieu, l'identité et l'état des
personnes, groupes et objets informatiques et physiques.  18. En regroupant les deux
déﬁnitions, on peut donc dire que l'ensemble des facteurs d'inﬂuence constituent le
contexte.
De plus, [Reiter et al., 2014] regroupent les facteurs d'inﬂuence en trois catégories :
facteurs humains, facteurs système et facteurs contextuels, en précisant toutefois que
ces catégories ne sont pas nécessairement exclusives, un facteur pouvant être à cheval
sur deux catégories en même temps. Le tableau 4.4 propose un récapitulatif de ces
catégories. Par ailleurs, il nous faut bien distinguer le terme de contexte en tant
que regroupement de tous les facteurs d'inﬂuence de celui de facteur contextuel, qui
désigne un facteur qui ne serait ni humain, ni système. À l'exception du terme précis
de  facteur contextuel  que nous présentons dans la sous-section ci-dessous, nous
emploierons plutôt le mot  contexte  dans son sens le plus englobant, en accord avec
la déﬁnition de [A. K. Dey, Abowd et Salber, 2001].
Les facteurs d'inﬂuence système
Toujours s'appuyant sur [Le Callet et al., 2013] (eux-mêmes inspirés de [Jumisko-
Pyykkö, 2011]), [Reiter et al., 2014] proposent la déﬁnition suivante :  les pro-
priétés ou caractéristiques qui déterminent la qualité produite techniquement d'une
application ou d'un service  19. Il s'agit donc de tous les facteurs d'inﬂuence liés à
17. Any characteristic of a user, system, service, application, or context whose actual state or
setting may have inﬂuence on the Quality of Experience for the user
18. Any information that can be used to characterize the situation of entities (i.e., whether a person,
place, or object) that are considered relevant to the interaction between a user and an application,
including the user and the application themselves. Context is typically the location, identity, and state
of people, groups, and computational and physical objects
19. Properties and characteristics that determine the technically produced quality of an application
or service
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Inﬂuence Factors Type Examples
System Content-related
Media-related
Network-related
Device-related
Audio bandwidth, dynamic range ; vi-
deo motion and detail
Encoding, resolution, sampling rate,
frame rate ; synchronization
Bandwidth, delay, jitter, loss, error
rate, throughput ; transmission pro-
tocol
Display resolution, colors, brightness ;
audio channel count
Human Low-level : physical, emotional,
mental constitution
High-level : understanding, in-
terpretation, evaluation
Visual / auditory acuity and sen-
sitivity ; gender, age ; lower-order
emotions ; mood ; attention level
Socio-cultural background ; socio-
economic position ; values ; goals ;
motivation ; aﬀective states ; previous
experiences ; prior knowledge ; skills
Context Physical context
Temporal Context
Social Context
Economic Context
Task context
Technical/informational Context
Location and space ; environmental
attributes ; motion
Time, duration and frequency of use
Inter-personal relations
Costs, subscription type, brand
Nature of experience ; task type, in-
terruptions, parallelism
Compatibility, interoperability ; addi-
tional informational artifacts
Table 4.4  Vue d'ensemble et exemples des facteurs d'inﬂuence po-
tentiels de la qualité d'expérience, selon [Reiter et al., 2014].
l'entité utilisée, circonscrite ici à une application ou un service. Quatre sous-catégories
sont encore distinguées : les facteurs d'inﬂuence système liés au contenu ; ceux liés au
média ; ceux liés au réseau ; et ceux liés au matériel. Le premier fait référence au type
de contenu, ses caractéristiques, à sa ﬁabilité et à d'autres attributs indirectement
liés. Par exemple, s'il s'agit de données auditives, la bande passante audio et la plage
dynamique peuvent être inclus, car elles dépendent fortement du type de contenu
véhiculé (e.g., contenu vocal ou musical). Pour des données visuelles, la quantité de
détails, la quantité de mouvements, la profondeur des couleurs ou le format (2D ou
3D) sont des exemples typiques de facteurs liés au contenu. Les facteurs liés au mé-
dia concernent la conﬁguration du média lui-même, son encodage, sa résolution, son
taux d'échantillonnage, la fréquence d'images par seconde, la synchronisation entre
son et image, etc. Ils sont donc interconnectés avec les facteurs liés au contenu, et
peuvent changer en cours d'expérience en fonction des variations des facteurs liés au
réseau. La cohérence spatiale entre son et image, telle que nous l'avons étudiée dans
la première partie de cette thèse, pourrait sans doute être rangée dans cette catégorie.
Les facteurs liés au réseau incluent la bande passante du réseau, le délai, la gigue, le
débit, les taux d'erreur et de pertes, etc. Ces facteurs peuvent varier en fonction de la
localisation de l'utilisateur, du nombre de personnes sur le même réseau par exemple.
Enﬁn les facteurs liés au matériel font référence au terminal utilisé par l'utilisateur
aussi bien qu'au matériel intervenant dans la chaîne de communication (notamment
le système de reproduction sonore). Ils désignent l'inﬂuence exercée par les avantages
et les limitations techniques des appareils, comme la taille de l'écran, sa résolution
et la profondeur des couleurs qu'il autorise, la mémoire ou la batterie de l'appareil,
la performance des serveurs, etc. Il peut y avoir une forte interaction de ces facteurs
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avec ceux liés au contenu : si une image en haute résolution est rendu sur un écran
basse résolution avec peu de couleurs par exemple, la qualité d'expérience peut s'en
retrouver amoindrie.
Les facteurs d'inﬂuence humains
[Reiter et al., 2014] donnent la déﬁnition des facteurs d'inﬂuence humains :  toute
propriété ou caractéristique, variante ou invariante, d'un utilisateur humain. La carac-
téristique peut décrire son arrière-plan démographique ou socio-économique, sa consti-
tution physique ou mentale, ou son état émotionnel.  20. Étant reliés à des processus
internes à l'utilisateur et à sa subjectivité, il peut être en eﬀet diﬃcile de les qualiﬁer
de façon exhaustive et de les quantiﬁer. Dans la pratique, ils ne peuvent donc qu'être
pris en compte jusqu'à une certaine limite. Ici encore, les facteurs sont considérés se-
lon deux catégories, intervenant soit à un bas niveau du traitement de l'information
chez l'être humain, ou à un haut niveau. Au bas niveau, on considère les disposi-
tions physiques de l'utilisateur (son acuité visuelle ou auditive, son genre, son âge)
et des caractéristiques plus variables comme la motivation (au sens d'engouement),
l'attention, l'humeur ou les émotions basiques. Les facteurs de plus haut niveau se
rapportent à la compréhension des stimuli et aux processus d'interprétation et d'éva-
luation associés. Ils sont en lien avec les références internes de l'utilisateur, comme
par exemple le cadre socio-culturel et éducationnel, la position socio-économique ac-
tuelle, ou les croyances. Ces facteurs prennent de l'importance lorsque par exemple la
dimension monétaire d'un service est étudiée. Cette catégorie inclut aussi des facteurs
plus variables dans le temps, comme les motivations (au sens d'aspiration), les be-
soins, les préférences, les traits de personnalité, etc. Certains de ces facteurs peuvent
notamment être intrinsèques au service, comme par exemple la motivation dans un
jeu vidéo.
Il serait intéressant de croiser ces facteurs bas ou haut niveaux avec les attributs de la
qualité sonore organisés par couche d'abstraction, selon [Blauert et Jekosch, 2012]
(résumé en section 4.3.1).
Les facteurs d'inﬂuence contextuels
Ici encore, [Reiter et al., 2014] nous donnent la déﬁnition suivante :  les facteurs qui
englobent toute propriété sur la situation qui serait propre à décrire l'environnement
de l'utilisateur  21. En s'appuyant sur [Jumisko-Pyykkö et Vainio, 2010], qui s'in-
téressent précisément aux contextes d'utilisation d'un terminal mobile, cinq nouvelles
sous-catégories de facteurs sont envisagées :
 Les facteurs physiques se rapportent au lieu où se trouve l'utilisateur, son type
(intérieur ou extérieur, lieu de travail, de divertissement, foyer, etc.), à l'or-
ganisation de l'espace (taille de lieu, présence d'objets ou d'obstacles, etc.),
20. Any variant or invariant property or characteristic of a human user. The characteristic can
describe the demographic and socio-economic back-ground, the physical and mental constitution, or
the user's emotional state
21. Factors that embrace any situational property to describe the user's environment
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à des considérations environnementales (place calme ou bruyante, luminosité,
température), à leur caractère dynamique (notamment dû aux déplacements de
l'utilisateur) et à la mobilité de l'utilisateur (assis, debout, en marche, etc.) ;
 Les facteurs temporels incluent l'heure qu'il est, le moment de la journée (matin,
après-midi, soir, moment de travail, moment de pause, moment de repas, etc.), le
jour de la semaine, le mois de l'année, la saison, l'année, etc., mais aussi la durée
d'utilisation du service, de l'application, ou d'une fonctionnalité, la durée d'un
contenu, la fréquence d'utilisation ou la synchronisation entre les événements.
Les facteurs physiques et temporels sont souvent associés, correspondant à un
contexte spatio-temporel.
 Les facteurs sociaux impliquent la relation aux autres personnes pendant l'ex-
périence. Est-ce que l'utilisateur est seul, accompagné de personnes connues,
entouré d'inconnus, en quelle quantité, etc. ? Un autre point est la façon dont
l'entourage est impliqué dans l'expérience, y compris à distance. Les relations
sociales, culturelles ou professionnelles (relation hiérarchique par exemple) sont
également des facteurs importants.
 Les facteurs économiques correspondent au fait que l'application soit payante ou
non, et au modèle économique le cas échéant (par exemple un jeu vidéo peut être
gratuit ou payant à l'achat, proposer des achats plus ou moins nécessaires en
cours de partie, proposer un système d'abonnement, etc.) Cette catégorie peut
à l'inverse inclure les modalités et le montant des rémunérations de participants
à une expérience de recherche.
 Les facteurs de tâche sont déterminés par la nature de l'expérience. Ils peuvent
se référer au caractère multi-tâche d'une expérience (e.g., des activités parallèles
à l'utilisation du service qui parasitent l'utilisateur), à l'interruption de tâche
ou au type de tâche en question.
 Les facteurs techniques font référence à la relation du matériel à l'environne-
ment, comme le fait que l'appareil utilisé soit connecté à d'autres équipements
via Bluetooth, NFC ou Wiﬁ. Un autre facteur serait lié à la disponibilité d'autres
services que celui qu'on utilise actuellement (e.g., disponibilité de l'application
mobile d'un service pendant qu'on utilise la version sur navigateur web, ou d'un
réseau pendant qu'on en utilise un autre), ou la disponibilité de services ou d'ou-
tils complémentaires (e.g., accès à un papier et un crayon en complément pour
la prise de note en complément du service). L'interopérabilité ou l'adaptation
d'un service à diﬀérents supports sont également à prendre en compte.
4.5.2 Facteurs d'inﬂuence et son binaural
Plusieurs études s'attachent à mesurer l'eﬀet des facteurs d'inﬂuence sur la qualité
d'expérience dans le domaine de l'évaluation du son binaural. Les travaux présentés
dans la section 4.3.4, qui comparent l'avantage de la technologie binaurale par rapport
à d'autres systèmes d'enregistrement ou de restitution, ainsi que ceux du chapitre 2 sur
l'inﬂuence de l'individualisation des HRTF sur les performances de localisation, s'inté-
ressent ﬁnalement déjà à ce qu'on vient de décrire comme facteurs d'inﬂuence systèmes
ou humains. D'autres facteurs systèmes qui inﬂuencent signiﬁcativement la perception
du binaural sont la présence de réverbération et de head-tracking [Begault,Wenzel
et Anderson, 2001]. De même, les comparaisons entre sujets experts et sujets naïfs
peuvent être considérées comme des études d'un facteur d'inﬂuence d'humain. Dans
4.5. Le contexte de l'expérience 89
[Guastavino, 2003] (étude décrite dans [Guastavino etKatz, 2004]), les sujets sont
divisés en ingénieurs du son, acousticiens et sujets naïfs, et se voient présenter des en-
registrements d'ambiances sonores enregistrées soit avec un microphone Ambisonic,
soit une tête artiﬁcielle, ou 5 microphones positionnés à des endroits diﬀérents. L'étude
montre que selon son niveau d'expertise, le sujet n'oriente pas sa préférence selon les
mêmes critères : l'ingénieur du son favorise la localisation et la précision des sources,
tandis que les autres mettent en avant la distribution spatiale des sources. À noter
que l'ITU propose une méthode de sélection des sujets selon leur niveau d'expertise
[ITU-R, 2014].
Un autre sujet étudié en rapport avec la restitution sur casque, en particulier dans une
utilisation nomade, est celui de l'inﬂuence du bruit ambiant sur la qualité. Une solu-
tion largement répandue auprès du grand public est celle des casques audio à réduction
de bruit active, qui continuent à faire l'objet d'expériences, comme par exemple dans
[Ang, Koh et H. P. Lee, 2017] où leurs performances sont montrées comme forte-
ment dépendantes des conditions environnementales d'écoute. Sur ce même thème du
bruit ambiant, [TimWalton, Evans et al., 2018] s'intéressent à l'audio orienté objet
(déjà présenté en section 4.3.2 page 66) dans une optique d'utilisation sur mobile.
Dans son expérience, le sujet se voit proposer des extraits sonores rendus sur casque,
en même temps qu'un bruit ambiant est rendu sur des enceintes extérieures autour
de lui (l'expérience se déroule dans une salle de laboratoire). Le sujet peut ajuster
deux paramètres sur un écran d'ordinateur : le niveau sonore général de l'extrait et
la balance de volume entre les sources sonores considérées à l'arrière-plan de la scène
diﬀusée sur le casque et celles considérées au premier plan. Le but est de savoir si la
présence et le type du bruit ambiant inﬂuencent ses réglages. Deux bruits environ-
nementaux sont testés, une ambiance de café et une ambiance de station de métro,
aboutissant à quatre conditions : pas de bruit, café calme, café fort et métro. Trois
extraits sonores sont proposés, un extrait de match de football (foule en arrière-plan,
commentaires sportifs au premier plan), un documentaire radio (musique et atmo-
sphère en arrière-plan, narration au premier plan) et un documentaire TV (musique
orchestrale et eﬀets d'arrière-plan, narration et eﬀets saillants au premier plan). Les
extraits sont rendus sur un casque ouvert, soit en stéréo, soit sur 5 enceintes virtuelles
rendues en binaural, combinées avec la réponse impulsionnelle de la salle et un sys-
tème de head-tracking, permettant donc au sujet une exploration active de la scène
sonore, avec la possibilité de focaliser son écoute frontale (acuité d'écoute renforcée)
sur les sources d'intérêt. Il n'est pas précisé si le binaural est individualisé ou non.
Les résultats révèlent une inﬂuence signiﬁcative du type de bruit ambiant, du type
de reproduction sur casque et du type d'extrait sur le niveau sonore général et sur la
balance arrière-plan/premier plan. En particulier, plus l'ambiance sonore est élevée,
plus les sujets augmentent la proportion d'arrière-plan des extraits, révélant une vo-
lonté de masquer les bruits ambiants indésirables par les bruits ambiants de l'extrait.
L'inﬂuence du degré de similarité spectrale des deux est en conséquence discutée. Par
ailleurs, des diﬀérences inter-individuelles sont constatées, indiquant la nécessité de
tenir compte, en plus des paramètres de l'expérience, des préférences des sujets (et
sans doute d'autres facteurs). Deux autres expériences sont menées dans la même
étude ; elles examinent plus avant les diﬀérences inter-individuelles, mais seulement
avec des extraits audio rendus en stéréo.
Sur un autre sujet, [Werner et Klein, 2014] évaluent l'inﬂuence de la congruence
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des propriétés réverbérantes d'une salle avec un son binaural sur le sentiment d'ex-
ternalisation et la direction perçue des sources sonores. Alors que le test se déroule
dans une salle de test donnée, le sujet se voit présenter des stimuli synthétisés en
binaural intégrant soit les propriétés de la salle, soit les propriétés d'une autre salle.
L'individualisation du binaural est aussi testée (le sujet possède ou non ses propres
HRTF), ainsi que la présence visuelle de la salle d'écoute (avec ou sans lumière). Les
résultats montrent une inﬂuence signiﬁcative de la congruence entre les propriétés de
la salle et du son binaural, indiquant qu'un meilleur sentiment d'externalisation est
ressenti lorsque les deux sont corrélés. Il en va de même pour la visibilité de la salle
et l'individualisation des HRTF, qui favorisent aussi le sentiment d'externalisation.
Dans une série de deux expériences, [Fiebig, 2015] évalue l'inﬂuence du type d'en-
vironnement (environnement apparenté au foyer ou salle de laboratoire) sur la per-
ception d'un bruit d'aspirateur. Dans l'environnement apparenté au foyer, le sujet
doit regarder la télévision pendant qu'un autre sujet passe l'aspirateur (cette mise
en conditions vise à crédibiliser davantage la scène). En laboratoire, le son d'aspira-
tion seul est présenté via un enregistrement binaural sur casque (enregistré dans la
pièce de type foyer, dans des conditions similaires à l'autre version  mêmes distances,
mêmes opérations eﬀectuées avec l'appareil . Aucune précision n'est donnée sur le
caractère individualisé ou non de la restitution). L'évaluation du son se fait selon une
variété d'attributs, relatifs à l'émotion du sujet ou au caractère du son, et tous notés
sur une échelle bipolaire à 7 degrés. Les résultats révèlent une inﬂuence notable du
contexte de présentation sur certains attributs, comme la netteté du son, le caractère
terne, et un eﬀet à la limite de la signiﬁcativité sur l'acceptabilité ou la puissance du
son. Les attributs sont mieux notés dans le contexte de foyer. Au-delà des résultats
statistiques, une tendance générale est observée dans ce sens. Dans une seconde expé-
rience, on demande à des sujets d'évaluer un son de bouilloire rendu en binaural (là
encore sans précision sur son caractère individualisé ou non), sur une échelle ACR à
10 degrés, allant d' excellent  à  insupportable . Le son peut être accompagné ou
non d'un visuel. La présence du visuel n'inﬂuence pas les réponses des sujets de façon
signiﬁcative, mais un eﬀet croisé entre le type de bouilloire et la présence ou non du
visuel indiquerait que l'eﬀet pourrait diﬀérer selon le type de produit présenté.
Enﬁn, [TimWalton et Evans, 2018] ont souhaité évaluer le rôle des facteurs humains
sur l'écoute du binaural. Les facteurs humains sont d'ordre démographique (âge, genre,
niveau d'éducation), relatifs à leur expérience audio (utilisation du casque, rapport
professionnel au son, connaissance du binaural, participation à d'autres expériences
d'écoute) et relatifs à leur attitude vis à vis des technologies audio (compétence, en-
thousiasme, tendance à se diriger vers des technologies innovantes). Dix extraits musi-
caux sont utilisés, représentatifs d'une large variété de genres, et rendus en stéréo, en
synthèse binaurale (dépendant des conditions d'enregistrement des extraits, et sans
précision sur le caractère individualisé ou non), en mono (condition de dégradation
spatiale), et en stéréo ﬁltrée avec un passe-bas à 3,5kHz (condition de dégradation
timbrale). Les sujets procèdent au test à distance via une interface web, dans leur
propre environnement et avec leur propre matériel (avec la préconisation de faire le
test dans un environnement calme, avec le même matériel du début à la ﬁn). La pro-
cédure consiste à donner les informations relatives aux facteurs humains, puis écouter
et évaluer les stimuli, en attribuant à chacun une note d'expérience d'écoute globale
(Overall Listening Experience, OLE, voir Section 4.4.3), mesurée ici avec la question
 à quel point appréciez-vous d'écouter l'extrait musical suivant ? . La réponse se fait
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sur une échelle à 5 degrés allant de  pas du tout  à  beaucoup . Les stimuli sont
présentés par groupe, en concordance avec le protocole d'OLE intronisé par [Schöf-
fler, 2017]. Les résultats montrent en premier lieu une préférence signiﬁcative de la
stéréo sur le binaural, le mono et le ﬁltre à 3,5kHz étant en bas du classement. Les
auteurs établissent ensuite quatre types d'auditeurs, selon la corrélation des notes à la
qualité spatiale des stimuli, à la qualité timbrale, au contenu ou à la qualité générale.
Ils montrent que les facteurs humains ont tous une corrélation signiﬁcative au type
d'auditeur, à l'exception de l'âge, du niveau d'éducation et de l'habitude d'utilisa-
tion du casque. En particulier, le facteur compétence (compréhension et connaissance
des technologies audio) montre le plus grand niveau de corrélation. Cependant, cette
dernière étape sur l'étude de l'inﬂuence des facteurs humains exclut le binaural de
l'analyse.
Ces quelques études conﬁrment l'intuition que les conditions de présentation d'un
stimulus en binaural sont sujettes à modiﬁer la façon dont on le perçoit. De nombreux
facteurs d'inﬂuence existent ; seuls certains ont été étudiés ici. Ces mêmes facteurs
auront peut-être une inﬂuence diﬀérente dans le cadre d'une expérience sur mobile, et
bien sûr, d'autres facteurs interviendront aussi fort probablement. Il s'agira d'identiﬁer
dans la suite de ce travail ceux dont il nous faudra tenir compte. Dans la section
suivante, nous nous intéressons précisément à diﬀérentes expériences relatives aux
contextes d'utilisation des terminaux mobiles.
4.5.3 Facteurs d'inﬂuence et terminaux mobiles
Les facteurs d'inﬂuence revêtent une importance particulière dans le cas des termi-
naux mobiles, ceux-ci étant conçus pour être utilisés dans des contextes divers et
variés [Schleicher, Westermann et Reichmuth, 2014]. Plus encore que les fac-
teurs humains ou systèmes, ce sont les facteurs contextuels qui sont concernés par ce
dynamisme (sans toutefois écarter les deux premiers et leurs interactions, e.g., la per-
formance réseau ou l'humeur d'une personne peuvent évoluer avec ses déplacements
physiques). Rappelons que la nomenclature des facteurs contextuels proposés ci-dessus
par [Reiter et al., 2014] repose sur une publication antérieure, [Jumisko-Pyykkö
et Vainio, 2010], qui s'axe précisément sur les contextes d'utilisation d'un terminal
mobile.
Si la caractéristique propre aux contextes d'utilisation d'un mobile est la diversité des
facteurs d'inﬂuence possibles, [Schleicher, Westermann et Reichmuth, 2014]
montrent toutefois qu'à l'inverse, d'autres facteurs se retrouvent ﬁgés par l'exigence
de mobilité : taille de l'objet et poids qui doivent rester bas pour permettre le trans-
port (limitant par la même occasion la taille de l'écran et le nombre d'informations
aﬃchables) ; temps d'utilisation limité par la batterie ; recherche de robustesse pous-
sant à réduire les points de fragilité de l'objet, comme par exemple les contrôles
physiques (boutons ou roues, dont la suppression est aussi commandée par la volonté
de réserver le plus d'espace possible à l'écran) ; restriction d'accès au réseau et à la
bande passante. De ce fait, la déﬁnition d'un contexte mobile inclurait l'assujettis-
sement de certains facteurs d'inﬂuence à des valeurs ﬁxes. Dans la continuité de ces
restrictions, une question qu'on peut légitimement se poser concerne les facteurs de
localisation et de mobilité. Peut-on considérer des situations d'immobilité, comme le
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fait d'être assis ou allongé, et des lieux comme sa maison ou son lieu de travail, comme
des contextes mobiles valides ? [Schleicher, Westermann et Reichmuth, 2014]
répondent par la positive et établissent par là la déﬁnition suivante du contexte mo-
bile : un contexte dans lequel un terminal mobile est utilisé. Cette déﬁnition nous
semble faire sens, dans la mesure où de très nombreuses situations d'utilisation d'un
mobile surviennent quand l'utilisateur ne bouge pas. Les exclure serait sans doute
trop limitant dans notre cas. Nous adoptons donc la déﬁnition proposée par [Schlei-
cher, Westermann et Reichmuth, 2014] et distinguons par la même occasion le
 contexte mobile  du  contexte de mobilité , impliquant lui un rapport au dépla-
cement physique de l'utilisateur (déplacement actif, e.g., la marche, et déplacement
passif, e.g., dans un transport en commun).
De nombreux travaux ont tenté d'établir la liste des facteurs d'inﬂuence propres aux
mobiles, certains plus descriptifs (quels usages, quels facteurs d'inﬂuences), et d'autres
plus liés à des interactions (quel lien entre la qualité d'expérience et les facteurs d'in-
ﬂuence) [Schleicher,Westermann etReichmuth, 2014]. La majorité se concentre
en général sur un type d'expérience ou d'application précis, par exemple la naviga-
tion web [Roto et al., 2006], l'utilisation professionnelle du mobile [Wigelius et
Väätäjä, 2009], ou les applications grand public [Ickin et al., 2012], tandis que
d'autres sont plus généralistes [Korhonen, Arrasvuori et Väänänen-Vainio-
Mattila, 2010]. Il a été dit dans la Section 4.4.2 à propos des attributs de la qualité
d'expérience qu'il serait long et fastidieux de recenser tous les attributs tant la diver-
sité des expériences était importante. Il en va de même pour les facteurs d'inﬂuence sur
mobile. D'une certaine façon, tous ceux qui ont été répertoriés dans la Section 4.5.1
pourraient sans doute être pertinents pour un certain type d'application ou d'uti-
lisation. Il serait donc fastidieux d'en faire une liste exhaustive, et cela dépasserait
sans doute le cadre de cette thèse. Nous proposons de nous focaliser succinctement
sur deux types d'applications possibles, pour lesquelles l'ajout du binaural nous pa-
raît prometteur : le jeu vidéo et l'expérience passive de contenu audiovisuel (ﬁlm,
télévision, etc.)
Dans le domaine du jeu, un sujet qui a particulièrement mobilisé l'attention des cher-
cheurs est celui du cloud gaming, permettant de jouer à un jeu vidéo  à distance 
depuis n'importe quel mobile, indépendamment de ses performances matérielles 22.
Le principe consiste à faire tourner un jeu sur un serveur distant, de façon à ce que
le joueur muni d'une connexion puisse recevoir d'une part les informations du jeu
(son et image) et envoyer d'autre part les données d'interaction en temps-réel via le
réseau. [Hoßfeld, Metzger et Jarschel, 2015] proposent de passer en revue les
facteurs d'inﬂuence possibles de la qualité d'expérience relative au cloud gaming. Ils
en distinguent quatre niveaux :
 le niveau du joueur, expert ou naïf (transposé dans le langage usité dans le jeu
vidéo en hardcore gamer et casual gamer). En reprenant la nomenclature de
4.5.1, il s'agit d'un facteur d'inﬂuence humain ;
 le niveau du système, avec la latence notamment, induit par la qualité du réseau
et l'implémentation du jeu ;
 le niveau du contenu, déterminé en première instance par le genre de jeu, mais
aussi par des variables plus bas niveau comme le nombre de décisions ou d'actions
22. Les annonces récentes de Stadia par Google et de Project xCloud par Microsoft (et dans une
moindre mesure d'Apple Arcade par Apple), des oﬀres de cloud gaming compatibles avec les appareils
mobiles, constituent sans doute l'aboutissement le plus éclatant de cette tendance.
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requises sur une durée donnée, le temps maximum pour réagir avec succès à des
actions dans le jeu, la prévisibilité des actions (un jeu très prévisible sera sans
doute moins inﬂuencé par la latence par exemple), et l'eﬃcacité et la précision
des actions du joueur (aussi bien temporelles que spatiales). Ces deux derniers
niveaux concernent des facteurs d'inﬂuence systèmes ;
 le niveau du contexte, qui concerne le lieu d'utilisation, le prix du jeu (facteurs
d'inﬂuence contextuels), mais aussi le cadre socio-culturel du joueur (facteur
d'inﬂuence humain).
Nombre d'études proposent des expériences pour évaluer l'inﬂuence de ces facteurs
sur la qualité d'expérience du cloud gaming, parmi les plus notables desquelles nous
pouvons citer [Jarschel et al., 2011 ; S. Wang et S. Dey, 2012 ; Y.-T. Lee et al.,
2012 ; S. Möller, Pommer et al., 2013 ; Beyer et S. Möller, 2014a ; Zadtoota-
ghaj, Schmidt et S. Möller, 2018]. Dans un autre registre, [Pappas et al., 2019]
proposent un modèle pour expliquer de quelle façon se combinent diﬀérents facteurs
d'inﬂuence (incluant notamment la qualité du jeu) pour agir sur l'intention d'achat
d'un jeu mobile (notion sans doute à rapprocher de la déﬁnition de la qualité présu-
mée, présentée en Section 4.4.1). Cependant, à notre connaissance, aucune ne s'est
penchée sur l'inﬂuence du son dans un jeu vidéo mobile ou sur les facteurs d'inﬂuence
d'une expérience de jeu vidéo utilisant du binaural.
Dans le domaine de la consommation de contenu audiovisuel, des études montrent
également l'importance des facteurs d'inﬂuence sur la qualité d'expérience. [Jumisko-
Pyykkö et Häkkinen, 2008] évaluent à travers deux expériences l'inﬂuence de divers
facteurs humains sur la qualité d'expérience pour divers contenus télévisuels visionnés
sur mobile (dessin animé, clips musicaux, informations, séries et sport). Les résultats
montrent un eﬀet signiﬁcatif de la plupart des facteurs, en particulier de l'âge et du
niveau de relation vis à vis des technologies (situation professionnelle, connaissance des
terminaux existants, intérêt pour les nouveautés). [Jumisko-Pyykkö, 2008] montrent
quant à eux l'inﬂuence signiﬁcative du débit vidéo, du débit audiovisuel et du ratio de
l'image sur la qualité d'expérience du même genre de contenus télévisuels retransmis
sur mobile. Ils montrent en particulier l'importance que revêt la qualité audio lorsque
les sujets sont confrontés à des débits audiovisuels bas, conﬁrmant des résultats trouvés
ailleurs [Winkler et Faller, 2006]. [Catellier et al., 2012] montrent à des sujets
des extraits audiovisuels en faisant varier les terminaux mobiles (smartphone, tablette,
iPods, et une télévision en tant que référence), impliquant des variations sur la taille de
l'écran, la résolution et la distance à l'écran. Les sujets évaluent la qualité sous la forme
d'une note d'opinion moyenne. Les résultats indiquent un eﬀet signiﬁcatif de chaque
facteur sur la note obtenue. En particulier, les auteurs concluent qu'une connaissance
a priori de l'appareil de diﬀusion permettrait d'optimiser la bande passante utilisée.
L'expérience s'est déroulée dans deux lieux diﬀérents, un laboratoire et un simili de
pièce à vivre, sans pour autant révéler de diﬀérence de résultat entre les deux. [De
Pessemier et al., 2012] évaluent de même les facteurs d'inﬂuence de la qualité de
visionnage de vidéos sur mobile retransmises par ﬂux continu (i.e., en streaming).
L'expérience se déroule en Living Lab, contexte semi-réaliste (voir Section 4.5.4 pour
plus de détails), où les participants peuvent regarder les vidéos quand ils veulent
et où ils veulent. Deux résolutions vidéos (haute et basse) ainsi que deux transferts
de protocoles (via RTP, i.e., un protocole de communication en temps réel et en
téléchargement progressif) sont testés, ainsi que divers facteurs d'inﬂuence contextuels.
Les résultats montrent que les sujets regardent les vidéos majoritairement l'après-midi
et le soir, chez eux, et que la présence d'autres personnes dans l'entourage du sujet
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ne gêne pas le visionnage. La conﬁguration préférée est la haute résolution alliée
au téléchargement progressif, avec une baisse variable de la qualité d'expérience en
fonction des dégradations engendrées par le protocole de transfert. De la même façon
que pour le jeu mobile, d'autres études récentes s'intéressent au streaming [Staelens
et al., 2014 ; Hong et Zhu, 2017 ; J. Li et al., 2018]. Ici encore, nous n'avons pas trouvé
d'étude plus tournée vers la qualité sonore de contenus audiovisuels sur mobile.
Il semble donc que sur mobile, la tendance générale de la recherche ne s'oriente pas par-
ticulièrement vers les technologies de restitution sonore. Malgré tout, les publications
évoquées conﬁrment la quantité importante des facteurs d'inﬂuence, et l'impossibilité
de concevoir une expérience où ils seraient tous maîtrisés. Dans la suite de cette thèse,
un travail préalable à toute expérience sera donc de relever les facteurs que nous ju-
gerons les plus saillants, puis de discuter de la possibilité d'en tenir compte, voire de
les contrôler. Cette discussion sera l'objet d'une section dans le chapitre suivant.
4.5.4 Évaluation de qualité et contexte, ou la  méthode de déploie-
ment 
Validité interne et validité externe des données
Dans cette section, nous discutons de la notion de validité des données et de la méthode
de déploiement d'une expérience de mesure de qualité. Comme il l'est mentionné dans
[Scriven, 2005], la validité des données correspond au fait que les résultats d'une
expérience permettent de répondre à la question posée initialement par la probléma-
tique. Cette notion ne doit pas être confondue avec l'exactitude des données, relative
au caractère reproductible d'une expérience. Par exemple, trois expériences successives
peuvent reproduire trois fois les mêmes résultats, ce qui leur confère un haut degré
d'exactitude. Pour autant leur validité n'est pas assurée. Selon [Scriven, 2005], deux
types de validité sont à distinguer : la validité interne, qui reﬂète le contrôle des fac-
teurs d'inﬂuence pouvant biaiser les résultats, et la validité externe, qui représente la
mesure dans laquelle le test est représentatif d'un cas d'utilisation réel. La Figure 4.8
schématise les conditions expérimentales requises en fonction du niveau de validité.
Lorsqu'on aborde la qualité d'expérience et les contexte mobiles du point de vue ex-
périmental, la méthode de déploiement et la validité externe des résultats associés
sont de première importance. En eﬀet, quelle serait la validité externe d'une expé-
rience mobile menée en contexte de laboratoire ? Tout dépendra de ce qu'on souhaite
mesurer. Toutefois, les contextes mobiles étant variés et dynamiques, il y a de fortes
chances qu'elle soit faible. [Scriven, 2005] indique qu'un équilibre doit être trouvé
entre validités interne et externe selon ce qu'on voudra favoriser, mais qu'un proto-
cole impliquant des sujets conscients de participer à une expérience introduit de facto
une situation invalide. D'une certaine façon, en rentrant dans l'expérience, le sujet
sort du monde réel pour se placer mentalement dans une situation qui ne le fera plus
agir d'une façon totalement naturelle, de la même manière qu'on rentre dans le cercle
magique d'un jeu [Huizinga et Seresia, 1952].
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Figure 4.8  Le niveau de validité (interne et externe) en fonction
des conditions expérimentales, selon [Scriven, 2005]. Plus la validité
externe augmente, plus la validité interne diminue, et inversement.
Le déploiement en milieu contrôlé
Les méthodes de déploiement sont très variées et s'étendent en continu sur le long
de l'axe de la Figure 4.8. Au niveau le plus bas de l'axe, il y a les méthodes en
laboratoire, qui se déroulent dans une salle de test calibrée, à la façon de ce qui est
décrit dans [ITU-T, 2014], où éclairage, humidité, température, réverbération, bruit
ambiant, disposition des sièges, etc. doivent être méthodiquement choisis ou réglés.
Nombre des expériences décrites dans ce chapitre satisfont en partie ou en totalité à
ces critères.
D'autres expériences se déroulent dans des salles de test qui simulent des conditions de
vie normale. Nous avons déjà évoqué quelques travaux [Catellier et al., 2012 ; Fie-
big, 2015], les seconds montrant d'ailleurs que ce changement de condition inﬂuence
les données obtenues. Dans le même ordre d'idée, le Living Lab est un environnement
de test conçu pour simuler une situation de vie semi-réaliste [De Moor et al., 2010 ;
De Masi et al., 2016]. Il se déﬁnit comme  un environnement pour l'innovation et
le développement où des utilisateurs sont exposés à de nouvelles solutions de TIC
(Technologies de l'Information et de la Communication) dans des conditions (semi-
)réalistes, pour des études moyen ou long terme visant à l'évaluation de nouvelles
solutions de TIC et à la découverte d'opportunités innovantes  [Følstad, 2008] 23.
Il y a donc cette notion importante de conditions semi-réalistes, explicitée davantage
dans cette déﬁnition de [Schuurman, De Moor et al., 2011] :  une vraie maison
où les activités routinières et les interactions de la vie de tous les jours peuvent être
observées, enregistrées pour de futures analyses et manipulées expérimentalement, et
où les participants, sujets volontaires de recherche, vivent individuellement, traitant
23. Environments for innovation and development where users are exposed to new ICT solutions
in (semi)realistic contexts, as part of medium- or long-term studies targeting evaluation of new ICT
solutions and discovery of innovation opportunities
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le lieu comme leur lieu d'habitation temporaire  24. [De Moor et al., 2010] indiquent
par ailleurs que le Living Lab pour mesurer la qualité d'expérience doit permettre de
récolter une variété de données, par l'installation dans les lieux d'outils divers (cap-
teurs, caméras, microphones, etc.), mais qu'il doit aussi respecter quelques contraintes,
à commencer par le fait que ces outils ne doivent pas perturber les sujets. Les outils
doivent également permettre des mesures à plusieurs niveaux (contexte, social, ap-
plication, réseau, etc.), doivent être modulaires et permettre l'installation de mises à
jour si nécessaire, et doivent fonctionner par protocole IP et être gérables à distance.
Si les Living Lab oﬀrent des conditions expérimentales rares, alliant le contrôle des
conditions expérimentales et la liberté des sujets, ils nécessitent néanmoins d'avoir à
disposition des locaux aménagés, disposition particulièrement coûteuse. Pour une vue
d'ensemble complète des expériences menées en Living Labs, se référer à [Schuurman,
De Marez et Ballon, 2015].
Une alternative au Living Lab, dont l'intérêt va grandissant, est l'exploitation de la
réalité virtuelle, que ce soit dans des systèmes CAVE, déjà évoqués ici dans [Grani
et al., 2014], ou via un casque de réalité virtuelle, pour lesquels des études récentes
montrent même l'intérêt d'y intégrer directement une interface d'évaluation de type
MUSHRA, par rapport à une évaluation plus classique post-session [Robotham et
al., 2018].
Le déploiement  hors les murs 
Au-delà des environnements  réels ou virtuels  aménagés pour des expériences, il y
a le déploiement en environnement réel. Celui-ci peut être limité, dans la mesure où
l'utilisation du service ou du produit est ciblée à un contexte spéciﬁque. Par exemple
dans [Shively, 1998 ; K. Beresford et al., 2006], où des tests d'écoute sont menés
pour évaluer un système de reproduction sonore en voiture, ou dans [Staelens et al.,
2014] où les tests se déroulent d'une façon plus extensive  à la maison , pour mesurer
la qualité de contenus audiovisuels délivrés en streaming sur tablette. [Schöffler,
2017] développe et propose une interface web de MUSHRA permettant à des sujets de
participer à des tests d'écoute depuis n'importe quel ordinateur. L'expérimentateur
prend alors bien soin d'adjoindre à son test une ﬁche d'instruction avec des recomman-
dations sur le contexte idéal, le niveau de bruit ambiant, le type de casque à utiliser,
le temps disponible, etc.
Dans des contextes encore plus libres, diverses méthodes existent pour collecter les
données. Dans [Jacucci et al., 2007] par exemple, les sujets, successivement spec-
tateurs d'un rallye et d'un festival, sont suivis à la trace par des observateurs qui
notent leurs faits et gestes. Bien qu'elle soit un moyen eﬃcace de prendre en compte
un grand nombre de facteurs d'inﬂuence, cette méthode nécessite un nombre de res-
sources supplémentaires potentiellement coûteuses. Autres inconvénients : non seule-
ment la simple présence des observateurs peut altérer le comportement des sujets,
mais les observateurs eux-mêmes peuvent être sources de biais, ne serait-ce que par la
diﬃculté de bien voir ce qui se passe sur le petit écran mobile des sujets. Pour remédier
24. A real home where the routine activities and interactions of everyday home life can be observed,
recorded for later analysis, and experimentally manipulated, and where volunteer research participants
individually live in, treating it as a temporary home
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à ce problème, [Brown,McGregor et Laurier, 2013] remplacent l'observateur hu-
main par une capture continue d'écran, pré-installée sur le téléphone du sujet, doublée
d'une caméra portative accrochée sur le sujet. Ainsi, les erreurs de l'observateur et son
caractère intrusif sont atténués, mais par pour autant supprimés, la caméra accrochée
étant potentiellement très embarrassante sur la durée. [Froehlich et al., 2007] pro-
posent un système permettant de capturer des données d'interaction et de recueillir
des informations par questionnaire sur le téléphone. Nous rapprochons cette méthode
de celle présentée dans [N. Liu, Y. Liu et X. Wang, 2010], déjà mentionnée dans la
Section 4.4.3, mélangeant informations d'interaction directement récoltées depuis le
téléphone et journal de bord numérique.
Avec ces dernières méthodes, où le sujet est  lâché dans la nature , la validité externe
est aussi conditionnée par la façon dont celui-ci prendra part à l'expérience. Dans le
genre d'études qu'on vient de mentionner, les sujets viennent au laboratoire se faire
installer une application, ou l'installent à distance via un face-à-face par vidéo interpo-
sée avec l'expérimentateur, ou se font même prêter un téléphone qui ne leur appartient
pas. Cette étape préalable, qui fait partie intégrante de l'expérience, conditionne le
comportement des sujets a priori. D'autres études, mentionnées par [Schleicher,
Westermann et Reichmuth, 2014] comme des études à grande échelle, rendent
leur application de test téléchargeable directement via une boutique d'application
grand public comme le Google Play Store ou l'App Store. Dans ces conditions, on
a l'avantage certain de pouvoir recruter un nombre signiﬁcativement plus grand de
sujets. En revanche, la collecte des données est plus limitée, car davantage soumise à
des considération de respect de la vie privée, et anonyme. [Gonzalez, Hidalgo et
Barabasi, 2008] et [Henze, Rukzio et Boll, 2011] en proposent deux exemples, les
premiers en étudiant les trajectoires de 100 000 téléphones sur une durée de 6 mois,
les seconds en analysant la précision des interactions tactiles avec l'écran sur plus de
120 millions de données recueillies auprès de plus de 90 000 téléphones. Des outils
d'aide au déploiement et à la collecte de données à grande échelle sont proposés par
des API telles que celle proposée par [Wagner, Rice et A. R. Beresford, 2013],
ou celle utilisée par [Böhmer et al., 2011].
Dans les expériences consistant à observer les usages quotidiens d'un smartphone,
les sujets ont pour mission de l'utiliser normalement, sans se poser les questions de
quand, de combien de fois, ou de la durée d'utilisation. Mais dans des expériences
qui requièrent l'utilisation d'une application dédiée, ou des retours subjectifs réguliers
du sujet, ces trois questions sont encore une fois d'importance vis-à-vis de la vali-
dité externe. Une expérience proposant des sessions trop longues risquent d'eﬀriter la
motivation des sujets ; une expérience avec trop peu de sessions pourrait fournir des
résultats limités, etc. Une méthode qui intègre ces aspects au c÷ur de son protocole
est la méthode dite Experience Sampling Method (ESM, ou méthode d'expérience par
échantillons) [Larson et Csikszentmihalyi, 2014]. La méthode émane du domaine
de la psychologie qui a pour sujet d'étude le bien-être dans la vie de tous les jours.
Fondée initialement sur le principe du journal intime (catégorie de méthodes dont une
présentation générale peut être trouvée dans [Bolger, Davis et Rafaeli, 2003]), la
procédure consiste à demander au sujet de reporter lui-même diverses informations
relatives à son état, son contexte et ses activités, à des moments aléatoires de la jour-
née et plusieurs fois par jour, aﬁn d'obtenir un ensemble d'échantillons représentatifs
de son quotidien. Chaque session ne doit pas prendre plus de quelques minutes, pour
minimiser son caractère intrusif. [Larson et Csikszentmihalyi, 2014] proposent une
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répartition idéale des sessions : une session aléatoire par bloc de 2h, en commençant
la journée à 8h et en allant jusqu'à 22h, pendant une semaine. Mais ils ajoutent qu'il
est possible de varier, diminuer le nombre de sessions par jour et augmenter la durée
totale de l'expérience par exemple. Une discussion des divers paramètres et de leurs
variations peut être consultée dans [Consolvo et Walker, 2003]. Ce protocole sied
particulièrement bien aux expériences menées sur mobile, dans la mesure où la tota-
lité du déroulé peut se faire sur le terminal (notiﬁcations, utilisation d'applications et
réponses aux questionnaires, dont les données peuvent être transmises par le réseau).
Cette méthode a par exemple été utilisée par [Traer et J. H. McDermott, 2016],
qui récoltent les coordonnées GPS de sujets et leur demandent par SMS des informa-
tions subjectives sur l'endroit où ils sont. Ils utilisent ensuite ces informations pour
aller mesurer la réponse impulsionnelle des lieux, et analyser le lien entre proﬁl de ré-
verbération de la salle et perception des sujets. Un détail intéressant de leur protocole
est que les sujets sont payés à chaque SMS envoyé. Cette façon de faire permet de
maintenir la motivation du sujet tout au long de l'expérience.
Dans une autre version, [Ickin et al., 2012] récoltent diverses informations pour analy-
ser les facteurs d'inﬂuence de la qualité d'expérience sur des applications grand public.
Les informations sont issues à la fois de données du téléphone envoyées automatique-
ment (force du signal  réseau téléphonique, Wiﬁ ou Bluetooth , quantité de données
transmises et envoyées, nombre d'appels et de messages, luminosité de l'écran, vitesse
de réponse d'un serveur via le réseau, etc.), et via un questionnaire sur la qualité d'ex-
périence ressentie et sur le contexte du sujet (lieu, contexte social, niveau de mobilité).
Le questionnaire est conçu pour ne pas prendre plus de quelques secondes à répondre.
Un point important est qu'il n'est pas proposé systématiquement, aﬁn de ne pas biai-
ser l'utilisation d'une application par eﬀet d'anticipation. D'autres informations sont
collectées en complément une fois par semaine, dans un dialogue direct entre le sujet
et l'expérimentateur, pour éventuellement écarter les données aberrantes, établir des
relations de causalité entre les diﬀérentes données, et de ce fait identiﬁer les facteurs
de la qualité d'expérience prépondérants pour chaque sujet.
La méthode ESM convient aux expériences dans lesquelles le moment de l'interaction
ou du questionnaire peut être décidé par les expérimentateurs. Mais elle ne convient
pas dans le cas où l'interaction survient d'un besoin inopiné du sujet. Dans [Sohn
et al., 2008] par exemple, on veut étudier le lien entre le besoin d'une information sur
mobile et l'interaction qui en résulte. Étant donné que le besoin d'information ne se
commande pas et dépend entièrement du contexte du sujet, la méthode ESM, bien
que mentionnée par les auteurs, est écartée au proﬁt d'une méthode où le sujet reporte
les informations et données de façon autonome. Cette méthode souﬀre cependant du
fait que les sujets peuvent oublier de reporter. Dans [A. Möller et al., 2013], on
compare les données d'interaction d'utilisation d'un smartphone (quelles applications,
quelle durée, etc.) avec les données reportées directement par l'utilisateur dans une
application dédiée. Le but est de mesurer concrètement la véracité des propos reportés
par des utilisateurs dans ces méthodes de type journal de bord. Ils trouvent qu'il y
a une diﬀérence signiﬁcative entre les éléments reportés par les sujets et les données
d'interaction : les sujets ne reportent en général pas plus de 70% de leur utilisation,
et jusqu'à moins de 40%. Ils surestiment aussi signiﬁcativement la durée d'utilisation
d'une application, et oublient fréquemment de reporter l'utilisation s'ils n'ont pas
de rappel. Plus important encore, l'auto-report change même l'utilisation qu'ont les
sujets de leurs applications. Cette étude montre donc la faiblesse de ces méthodes, de
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la nécessité de notiﬁer le sujet quand c'est possible, et de la conﬁance prudente qu'il
faut accorder à leur jugement sur leurs propres utilisations.
Les sujets non consentants et les données déjà existantes
La méthode dont la validité externe serait maximum serait une méthode dans laquelle
le sujet n'est pas au courant qu'il participe à une expérience, ou dont les données
sont récoltées sans son consentement préalable. Une telle pratique peut évidemment
poser des questions juridiques en termes de respect de la vie privée, évoquées non sans
ironie par [Schleicher, Westermann et Reichmuth, 2014] à propos des aﬀaires
régulières sur la collecte de données gouvernementales ou par de grandes entreprises
internationales. Une autre solution simple serait d'analyser des données existantes déjà
publiquement accessibles. Par exemple, [Golder etMacy, 2011] utilisent les millions
de messages disponibles sur Twitter à travers le monde pour analyser les humeurs à
travers les changements quotidiens, hebdomadaires ou saisonniers. Il faut dans ce cas
que l'objet d'étude soit compatible avec le genre de données auxquelles on a accès.
Conclusion sur la méthode de déploiement
Plusieurs études mesurent l'inﬂuence de la méthode de déploiement sur la qualité
d'expérience. Quand diﬀérences il y a, elles montrent en général une qualité d'expé-
rience et une tolérance accrue des sujets dans les contextes réalistes. Mais ces études
semblent encore isolées et appliquées à des cas d'utilisation de services très précis (voir
par exemple [Kaikkonen et al., 2005 ; Barnard et al., 2007 ; Jumisko-Pyykkö et
Hannuksela, 2008 ; Liang et Yeh, 2011 ; Jumisko-Pyykkö et Utriainen, 2011 ;
Catellier et al., 2012] sur le déploiement en contextes mobiles). Au delà donc de
la proposition théorique de [Scriven, 2005] sur la validité externe des données, cette
question reste encore largement ouverte. Un double travail à la fois quantitatif et quali-
tatif sera nécessaire pour lever progressivement le voile sur la pertinence des méthodes
de déploiement : d'une part une étude systématique de l'état de l'art, permettant
de glaner l'ensemble des méthodes et des résultats obtenus, et dont le recoupement
pourra donner des indications, et d'autre part bien sûr d'autres expériences, mettant
en concurrence directe plusieurs méthodes pour en comparer les résultats.
4.6 Conclusion sur l'état de l'art
Nous avons présenté un état de l'art sur l'évaluation de qualité. Nous l'avons orga-
nisé d'une façon hiérarchique, considérant dans un premier temps l'expérience sonore
seule. Nous avons pu présenter la qualité sonore associée, ses attributs, ses méthodes
d'évaluation, et les résultats quant à l'apport du binaural. Nous avons ensuite élargi
en considérant la qualité d'expérience, qui considère non plus seulement le son, mais
la totalité des éléments inhérents à l'interaction d'un utilisation avec un service. Là
encore, nous avons considéré les attributs et les méthodes d'évaluation de la qua-
lité d'expérience. Nous nous sommes ensuite penchés sur la question foisonnante du
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contexte et des facteurs d'inﬂuence de qualité, en nous focalisant plus particulière-
ment sur l'expérience mobile. Enﬁn, nous avons abordé les méthodes de déploiement
de l'expérience, permettant de rendre compte du contrôle que les expérimentateurs
peuvent exercer sur les facteurs d'inﬂuence, à la faveur ou au détriment du caractère
réaliste des résultats.
Aucun travail ne s'est proposé jusqu'à maintenant d'aborder l'apport du binaural
sur mobile. Si la problématique de cette thèse reste donc entière, les sections de ce
chapitre nous permettent d'éclairer d'une lumière nouvelle certaines questions posées
dans le Chapitre 1. La question des apports possibles du binaural peut maintenant être
observée du point de vue des attributs de la qualité sonore, de la qualité d'expérience
et de leurs méthodes d'évaluations. Par ailleurs, la question de la méthodologie pour
mesurer ces apports dans un contexte mobile est à relier à la méthode de déploiement
et aux facteurs d'inﬂuence. Le chapitre suivant est l'objet de ce travail. L'objectif sera
de dégager les grands axes d'une expérience pour mesurer de l'apport du binaural sur
mobile.
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Chapitre 5
Vers une expérience sur
l'évaluation de l'apport du
binaural dans une application
mobile audiovisuelle
5.1 Introduction
Ce chapitre a pour objectif de présenter les diﬀérentes problématiques de recherche
auxquelles nous sommes confrontés dans cette thèse, et d'exposer les solutions que
nous envisageons. Dans le chapitre 4, nous avons proposé un état de l'art qui permet
d'envisager l'expérience du binaural, d'abord en ne considérant que le son lui-même,
et la qualité sonore associée ; puis en replaçant le son au sein d'une expérience mobile
audiovisuelle, et en considérant alors la qualité d'expérience ; puis enﬁn en contex-
tualisant cette expérience et en prenant compte les facteurs d'inﬂuence susceptibles
d'agir sur la qualité d'expérience.
Aucune expérience ne s'est intéressée jusqu'à maintenant au cas du binaural dans une
application mobile audiovisuelle en contexte écologique. Les récents changements de
déﬁnitions de l'ITU à propos de la qualité d'expérience [ITU-T, 2017] montrent bien
qu'on ne peut plus simplement s'appuyer sur leurs anciennes recommandations en
termes de méthode, qu'il faut en expérimenter de nouvelles. Aucune recommandation
ne propose par exemple de méthode adaptée exclusivement aux tests sur mobile. Du
côté du binaural, et plus généralement du son spatialisé, la tendance à considérer le
son comme intégré à une expérience globale se fait pourtant de plus en plus présente ;
en témoignent par exemple les deux thèse récentes de Michael Schöer [Schöffler,
2017] et de Timothy Walton [Timothy Walton, 2018]. En particulier, Walton s'in-
téresse à l'eﬀet du bruit ambiant sur la perception d'une scène sonore rendue en
binaural. Il est dit que le but de cette expérience est de se placer dans les conditions
d'utilisation d'un terminal mobile. Or l'expérience se passe sur un ordinateur ﬁxe, et
le sujet contrôle une interface à l'écran pour évaluer les sons, situation encore loin
de représenter l'usage réel. Par ailleurs, les extraits utilisés sont purement sonores et
en majorité extraits de contenus audiovisuels dépourvus de leur visuel (extrait audio
de match sportif ou extrait de documentaire TV). On sait pourtant l'inﬂuence que
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peut avoir le visuel sur le ressenti de la qualité audio [Beerends et De Caluwe,
1999 ; Hollier et al., 1999 ; Rummukainen et al., 2018]. Il y a donc une nécessité
à envisager des protocoles expérimentaux plus proches de conditions réalistes, pour
conférer aux données cette validité écologique mentionnée par [Scriven, 2005] et dis-
cutée dans le chapitre précédent. Pour ce faire, notre ambition est de nous inspirer de
cette autre partie de l'état de l'art, consacrée aux usages mobiles et aux méthodes de
déploiement qui permettent leur observation.
En nous appuyant sur ces trois niveaux d'étude de la qualité  son, expérience, contexte
, le présent chapitre a pour but d'argumenter les axes de recherche vers lesquels
nous nous orientons, au travers de trois questions : quel type d'apport du binaural
souhaitons-nous évaluer ? Dans quelle expérience mobile, c'est-à-dire sur quelle appli-
cation ? Et dans quel contexte, c'est-à-dire avec quelle méthode de déploiement ? Tout
l'objet de ce chapitre sera de répondre par des choix à ces trois questions et, en ça,
de préciser les modalités selon lesquelles nous traiterons via l'expérience du chapitre
6 la quatrième et dernière question, problématique principale de la thèse : quel est
l'apport du binaural dans une application mobile audiovisuelle ?
Nous nous proposons de traiter ces questions en discutant d'abord de ce qui condi-
tionne l'expérience dans ses aspects les plus globaux (à l'inverse de l'état de l'art).
Nous commençons par la méthode de déploiement et les facteurs d'inﬂuence dans la
section 5.2, sur laquelle nous nous appuierons pour proposer une application en section
5.3, pour enﬁn nous pencher sur les attributs du son binaural en section 5.4. Enﬁn,
un bref récapitulatif en section 5.5 nous permettra de peindre une vue d'ensemble de
l'expérience présentée dans le chapitre 6.
5.2 Quel rapport au contexte ?
5.2.1 La méthode de déploiement
Le parti pris de cette thèse est de connaître l'apport du binaural tel qu'il serait perçu
par le grand public. Selon [Scriven, 2005], nous avantageons donc la validité ex-
terne sur la validité interne, i.e., la validité écologique des données, à défaut d'un
contrôle total sur les facteurs d'inﬂuence. Dans les méthodes qui ont été exposées
dans l'état de l'art, les méthodes de type journal intime ont attiré notre attention.
S'appuyant directement sur les retours du sujet, en complément d'autres données col-
lectées par le téléphone, elles présentent l'avantage de ne pas nécessiter de mise en
place lourde et intrusive, comme des expérimentateurs qui suivraient à la trace leurs
sujets, ou du matériel supplémentaire qui leur serait harnaché, comme une caméra
ou un microphone. De cette façon, des conditions écologiques plausibles sont conser-
vées, permettant de faire durer l'expérience aussi longtemps que voulu. Par ailleurs,
ces méthodes consistent à solliciter le sujet régulièrement, sur de courtes sessions,
pendant une longue échelle de temps. Elles permettent ainsi d'accéder à ce que nous
avons appelé la qualité d'expérience cumulative (voir Section 4.4.1 du chapitre 4),
c'est-à-dire une qualité d'expérience représentative d'une utilisation consistante de
l'application, moins soumise aux aléas d'une utilisation particulière. Ici donc, nous
sommes certes soumis à des facteurs d'inﬂuence divers, sur lesquels nous n'avons pas
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de contrôle, et par lesquels la qualité d'expérience sera conditionnée. Cependant, la
durée de l'expérience et la juste répartition des sessions doivent nous permettre de ren-
contrer suﬃsamment de situations (inter- et intra-sujets) pour dégager une tendance
générale.
Parmi les méthodes de type journal intime, la méthode dite Experience Sampling
Method (ESM) apparaît comme la plus adaptée à nos besoins. Elle ne requiert pas
d'attendre que l'utilisateur utilise son téléphone de lui-même. On peut donc décider
de quand, combien de fois et pendant combien de temps l'expérience se déroulera.
Dans ce protocole, il faudra particulièrement être attentif à l'équilibre entre tous ces
éléments, tout en évitant que le sujet se sente submergé. En particulier, pour l'ESM
il est recommandé d'accomplir des sessions de courte durée. Cela aura une consé-
quence non seulement sur l'expérience en elle-même, sachant qu'une exposition à du
contenu audiovisuel devra sans doute prendre quelques minutes pour revêtir un carac-
tère réaliste, mais aussi sur la collecte des données subjectives (quantité d'informations
demandées, type d'échelle le cas échéant, etc.), le questionnaire ne devant pas prendre
trop de temps. Il faudra également prendre soin de notiﬁer le sujet des sessions à
accomplir, en vertu des résultats montrés par [A. Möller et al., 2013], où les sujets
ne reportent pas plus de 70% de leur activité lorsqu'ils sont livrés à eux-mêmes.
5.2.2 Les facteurs d'inﬂuence
En choisissant la méthode ESM, le sujet peut eﬀectuer ses sessions dans n'importe quel
contexte. Si nous n'avons aucun contrôle dessus, il est toutefois judicieux de collecter
des informations sur les facteurs d'inﬂuence pertinents à l'expérience. Toutefois, la di-
versité et la quantité de ces facteurs est telle qu'il serait impossible de tous les prendre
en compte. Il faut donc se concentrer sur ceux pouvant inﬂuencer notre perception
du binaural d'une part, et qui sont accessibles à la mesure d'autre part. L'inférence
du contexte peut se faire de plusieurs façons : par une analyse de données récoltées
par les capteurs de l'appareil (gyroscope, microphone, capteur de luminosité, etc.),
par une analyse des données d'interaction entre l'utilisateur et le service, ou encore
simplement en demandant à l'utilisateur. Les données récupérées automatiquement
posent le problème qu'elles requièrent un modèle solide pour être interprétées, mo-
dèle susceptible de varier d'un contexte à l'autre. Cela constituerait une étude à part
entière. Par ailleurs, récupérer des données de capteurs, tels que le microphone par
exemple, pourrait poser de sérieux problèmes d'atteinte à la vie privée, même dans le
cadre consenti d'une expérience. Pour cette raison, dans un souci de simplicité et d'ef-
ﬁcacité, nous choisissons plutôt d'interroger directement l'utilisateur. Nous orientons
alors notre choix sur des questions factuelles qui ne sont pas soumises à l'interpréta-
tion du sujet (nous permettant de tirer nous-même les conclusions de l'inﬂuence des
facteurs), ou des informations perceptives qui seraient diﬃcilement accessibles par un
autre moyen.
La question maintenant qui se pose est celle du choix des facteurs d'inﬂuence. Le
binaural étant une technique de rendu sonore spatialisée, trois facteurs d'inﬂuence
importants peuvent constituer des sources possibles d'interférence : le niveau de bruit
ambiant, la charge mentale du sujet et son rapport à l'espace environnant. Pour le
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bruit ambiant, puisque nous faisons le choix de nous appuyer uniquement sur des in-
formations fournies par le sujet, les plus factuelles possibles, nous nous appuyons sur
le lieu dans lequel il se trouve (à la maison, au travail/à l'école, dans la rue, en trans-
port, autre intérieur, autre extérieur), et son entourage (seul(e), avec une ou plusieurs
personnes connues, entouré(e) d'une ou plusieurs personnes inconnues). L'entourage
peut également servir à évaluer sa charge mentale. Pour en apprendre plus à ce sujet,
nous lui demandons également son niveau de mobilité (assis(e)/allongé(e), debout, en
train de marcher) et une évaluation subjective de sa charge mentale (avec une échelle
discrète allant de  0-complètement libre d'esprit  à  5-très occupé(e) , avec des
intermédiaires purement numériques). Cette dernière valeur subjective nous semble
indispensable car diﬃcile d'accès autrement. Des tests préliminaires nous poussent
à limiter les questions au nombre de quatre, pour ne pas donner un sentiment de
lourdeur au sujet, et maintenir la session dans une durée raisonnable.
Une combinaison astucieuse de ces valeurs peut nous aider à former les contours de
contextes mobiles qu'il sera intéressant de comparer : par exemple  seul chez soi, assis
ou allongé, avec un faible niveau d'occupation , contexte mobile calme par excellence,
et  debout ou en train de marcher, en extérieur, avec un fort niveau d'occupation
avec des personnes connues , qui représenterait un contexte hautement perturbant.
D'autres données contextuelles sont collectées au moyen d'un questionnaire de début
d'expérience : la marque, le modèle du téléphone et le système d'exploitation, qui
peuvent avoir une conséquence sur les performances de l'application, le modèle du
casque audio, le genre du sujet, son âge ou ses habitudes d'utilisation de smartphone.
Comme ces données ne sont pas propres à chaque session, mais propres à chaque sujet,
nous ne pourrons pas les envisager de la même façon que les autres pour une analyse
statistique (seulement comme un facteur aléatoire  sujet , global à tous les facteurs).
Elles pourront cependant servir à l'observation qualitative des données.
En résumé donc, si on reprend la nomenclature des facteurs d'inﬂuence présentée dans
la Section 4.5.1 du chapitre précédent, on cumule des facteurs d'inﬂuence systèmes
(type de téléphone, type de casque, système d'exploitation), humains (âge, genre,
habitude d'utilisation du smartphone) et contextuels (deux facteurs physiques avec le
lieu et le niveau de mobilité ; un facteur social avec l'entourage ; et un facteur de tâche
avec le niveau d'occupation).
De nombreux autres facteurs auraient sans doute été pertinents. Nous l'avons déjà
dit : il n'est pas possible de tous les prendre en compte dans une seule expérience.
Seule l'accumulation d'études, indépendantes et connexes, dans la continuité de ce
que proposent par exemple [Tim Walton, Evans et al., 2018], permettrait de carto-
graphier petit à petit l'inﬂuence du contexte sur l'expérience du binaural lorsqu'il est
couplé à un terminal mobile.
5.3 Quelle application ?
Le choix de l'application doit être guidé par de nombreuses considérations, parfois
théoriques, parfois pratiques, parfois complémentaires et parfois contradictoires. Dans
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la section qui suit, nous nous intéressons au domaine de la taxonomie, utile pour
catégoriser les applications selon des critères précis.
5.3.1 Une taxonomie des applications
Taxonomie et applications mobiles, déﬁnition
La taxonomie est un domaine qui consiste à décrire des objets pour les classiﬁer [Ni-
ckerson et al., 2009]. Deux approches existent pour procéder à la classiﬁcation : la
phénétique, lorsqu'on regroupe les objets selon leurs similarités apparentes, et la cla-
distique, si on les regroupe en regardant leurs processus de construction. En ce qui nous
concerne, nous voulons classiﬁer les applications selon certains critères apparents (phé-
nétique), plutôt qu'en fonction de la façon dont elles ont été conçues ou programmées.
[Nickerson et al., 2009] séparent les critères de classiﬁcation en dimensions, chacune
faite de caractéristiques  mutuellement exclusives et collectivement exhaustives .
Dans cette publication, les dimensions et caractéristiques suivantes sont proposées :
 Dimension temporelle : l'application propose des interactions en temps-réel ou
asynchrone ;
 Sens de communication : application d'information (de l'application vers l'utili-
sateur), de report (utilisateur vers application), ou d'interaction (dans les deux
sens) ;
 Transaction : l'utilisateur peut procéder à des transactions ﬁnancières via l'ap-
plication ou non ;
 Dimension publique : application disponible pour tout le monde ou pour cer-
taines personnes seulement (application d'entreprise par exemple) ;
 Multiplicité : l'utilisateur utilise l'application seul ou participe à l'utilisation au
sein d'un groupe (jeux multijoueurs par exemple) ;
 Localisation : l'application propose un service qui dépend de la localisation de
l'utilisateur ou non ;
 Identité : l'application personnalise son service en fonction de l'identité de l'uti-
lisateur ou non.
Cette taxonomie est conçue pour classiﬁer un grand nombre d'applications selon des
modalités de fonctionnement très variées. Plus communément, les classiﬁcations utili-
sées par les magasins d'application (e.g., le Google Play Store, l'App Store ou le Win-
dows Phone Store) permettent de distinguer les applications selon leur thématique
principale (Business, Éducation, Jeux, Réseaux Sociaux, etc.), ou d'autres critères
comme les plus téléchargées, l'âge recommandé, les applications recommandées sur la
base d'anciens achats, etc. Dans le cas de notre recherche cependant, toutes ces classi-
ﬁcations sont sans doute trop généralistes (des dimensions qui ne nous concernent pas,
comme l'identité ou la transaction chez [Nickerson et al., 2009] par exemple), et à
l'inverse pas assez précises, en omettant par exemple le rapport entre son et image,
le rapport au contexte, etc. [Nickerson et al., 2009] évoquent le fait que plusieurs
travaux procèdent à des taxonomies de façon ad hoc, sans nécessairement rechercher
l'exhaustivité des dimensions. On en trouve des exemples chez [Kennedy-Eden et
Gretzel, 2012] pour les applications de tourisme, chez [Brockmann, Stieglitz et
Lattemann, 2014] pour les applications liées au monde de l'entreprise, chez [Gibbs,
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Gretzel et Saltzman, 2016] pour les applications dédiées aux hôtels de marque, ou
encore chez [Riggs et Gordon, 2017] pour les applications de planiﬁcation urbaine.
Le travail que nous proposons dans la section suivante se situe en quelque sorte dans
le sillage de ces taxonomies à usage plus circonscrit.
Proposition de taxonomie
Trois dimensions nous importent pour sélectionner notre application : le rapport de
l'application au contexte, le rapport qu'entretiennent le son et l'image au sein de
l'application et le mode d'interaction entre l'utilisateur et l'application.
Le rapport au contexte nous intéresse car notre méthode expérimentale a pour par-
ticularité de se dérouler dans la vie de tous les jours. Nous distinguons trois types
(ou caractéristiques, au sens de [Nickerson et al., 2009]) d'applications au regard
de ce critère : les applications context-aware, les applications context-driven et les ap-
plications context-passive. Une application context-aware adapte son interaction avec
l'utilisateur en inférant le contexte qui l'environne. C'est un sujet largement étudié
par la recherche [Schilit, Adams et Want, 1994 ; A. K. Dey, Abowd et Salber,
2001 ; Tamminen et al., 2004 ; Adomavicius, 2011 ; Zheng et Jose, 2019]. Les don-
nées récoltées servent à adapter les caractéristiques de l'application en fonction de
ce contexte déduit, un exemple typique étant d'augmenter la luminosité de l'écran si
l'utilisateur est dans un endroit sombre, ou de réduire le bruit ambiant avec un casque
à réduction de bruit actif. Un autre exemple peut être consulté dans [Smith, Ma et
Ryan, 2006], où l'application interagit avec l'utilisateur par messages textes plutôt
que par synthèse vocale si le bruit ambiant est trop important, ou inversement s'il
est en voiture. Les applications context-driven sont celles dont l'utilisation n'a de sens
que pour un contexte précis. Un exemple d'une telle application serait une application
de GPS, adaptée uniquement à une utilisation en voiture (pas de sens à l'utiliser hors
déplacement, et une précision de géolocalisation, un mode de guidage et une carte
pas forcément adaptés à un déplacement à pied ou en transport en commun). Néan-
moins, ces applications ne sont pas non plus adaptées à la méthode ESM. Enﬁn la
dernière catégorie concerne toutes les autres applications, dites context-passive, qui
sont accessibles et fonctionnent de façon équivalente dans tous les contextes.
Les applications context-driven ne sont pas adaptées à notre protocole utilisant l'ESM.
En ce qui concerne les applications context-aware, nous remarquons que le mapping
entre données de contexte et perception de qualité constitue un problème de grande
envergure. Chaque contexte (identiﬁé par les facteurs d'inﬂuence que nous récoltons)
nécessiterait une étude de qualité permettant de le relier à des paramètres d'applica-
tion optimaux. Nous percevons la diﬃculté et la fragilité d'une telle entreprise (repo-
sant dans notre cas sur des informations contextuelles malgré tout limitées), et nous
écartons également cette catégorie. En conséquence donc, nous nous intéressons aux
applications context-passive.
Le rapport entre son et image nous intéresse car il va nous guider dans la façon dont on
mettra le binaural en scène. Nous identiﬁons trois types d'association son/image sur
terminal mobile. Dès maintenant, notons que ces comportements peuvent se retrouver
mélangés au sein d'une seule et même application.
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1. D'une part il y a les sons corrélés sémantiquement au rendu visuel : les dia-
logues, bruitages et musiques lors du visionnage d'un ﬁlm, les bruits d'interac-
tion avec le menu d'un jeu vidéo, etc. Ces sons peuvent être à leur tour de deux
sous-catégories : diégétique et non-diégétique. Diégétique, dit d'un son intégré à
l'action, auquel on peut associer une position dans l'espace. Par exemple les voix
de personnages qui dialoguent dans un ﬁlm. Notons que la position spatiale as-
sociée au son diégétique n'est pas forcément visible à l'écran. Par exemple, dans
un dialogue, la caméra étant ﬁxée sur un seul des protagonistes, on entend à la
fois la personne face caméra et la personne hors-champ. Bien que la personne
hors-champ soit invisible à l'écran, on lui associe quand même une position dans
l'espace, par rapport à la caméra. Ce son est donc diégétique. La musique d'un
ﬁlm est elle un bon exemple de son non-diégétique, car elle ne peut pas être
entendue par les protagonistes du ﬁlm ; elle ne fait donc pas partie de l'action ;
elle n'a pas de position spatiale prédéﬁnie. Elle n'en reste pas moins associée
au rendu visuel. Toujours dans cette catégorie de sons associés au visuel, nous
pouvons ajouter les sons de navigation dans une interface, comme ceux d'un
menu de jeu vidéo par exemple.
2. D'autre part, il y a les sons décorrélés sémantiquement du visuel, une situation
particulièrement courante sur mobile : par exemple lorsqu'on écoute une mu-
sique, tout en naviguant dans le menu de l'application pour choisir la suivante.
La musique n'a pas de lien avec le menu. Ce cas apparaît aussi lors d'une uti-
lisation multi-tâche du mobile, quand par exemple on superpose conversation
téléphonique et navigation internet.
3. Enﬁn, ajoutons la catégorie des applications sans rendu visuel du tout. Caracté-
ristique plus minoritaire, nous la mentionnons néanmoins dans un but d'exhaus-
tivité. Le jeu vidéo A Blind Legend [DOWINO, 2015] en est un exemple, dans
lequel on dirige un personnage aveugle grâce aux sons qu'il entend. Le jeu utilise
le binaural, et si le rendu visuel est absent, il est néanmoins possible d'interagir
avec l'écran.
Si chaque catégorie peut contenir des applications susceptibles d'être enrichies par du
son binaural, la première retient notre attention, celle du son diégétique sémantique-
ment cohérent avec le visuel. La raison tient au fait que dans les autres cas, spatialiser
le son reviendrait à créer une scène virtuelle sonore spatialement indépendante de la
scène virtuelle visuelle. Or ici, nous nous sommes jusqu'ici intéressés à la coexistence
du son et de l'image au sein de la même scène, comme dans notre expérience du cha-
pitre 3. Nous pourrons à ce titre utiliser les résultats et les conclusions que nous en
avons tirés, notamment sur le point d'écoute à placer à la position de la caméra.
Enﬁn, nous considérons le rapport à l'interaction. Notre intérêt pour cette dimension
est motivé par le large panel d'interactions possibles sur terminal mobile, qui peuvent
potentiellement inﬂuencer la qualité d'expérience [Egger, Reichl et Schoenen-
berg, 2014]. Cette diversité se matérialise par le grand nombre de capteurs embar-
qués (capteur de pression pour l'écran tactile, microphones, gyroscope, accéléromètre,
caméras, capteur de luminosité, récepteur GPS, magnétomètre, thermomètre, etc.),
et s'explique sans doute d'une part par l'absence des modes d'interaction classiques
du numérique (clavier et souris) et d'autre part par la volonté de s'adapter aux aléas
contextuels. [Moller et al., 2009] proposent déjà une taxonomie de l'interaction
homme-machine orientée vers la qualité d'expérience. Cependant, les catégories pré-
sentées permettent précisément de déterminer si une interaction va aller dans le sens
d'une bonne qualité d'expérience ou non, ce qui n'est pas notre but ici. Dans notre
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Rapport au contexte context-aware context-driven passif
Relation entre son et
image
son et image corrélés
& son diégétique
son et image corrélés
& son non-diégétique
son et image non-
corrélés
Rapport à l'interac-
tion
pas d'interaction interaction simple interaction complexe
Table 5.1  Proposition de taxonomie des applications selon les trois
dimensions que nous avons élaborées. En vert, les catégories retenues
pour notre choix d'application.
taxonomie, nous cherchons selon quels critères une interaction pourrait inﬂuencer la
qualité d'expérience du son spatialisé. L'interaction étant une série d'actions et de ré-
actions physiques de l'utilisateur, son aspect gestuel nous intéresse, car il questionne
le rapport de l'utilisateur à son propre corps, à l'espace qui l'entoure. Dans cette
perspective, nous distinguons les catégories suivantes : absence d'interaction (e.g.,
application de visionnage de contenu audiovisuel par exemple), interaction simple
(utilisant la mobilité tactile uniquement) et interaction complexe (faisant intervenir
d'autres modalités d'interaction, la voix, le déplacement physique du corps, etc.).
D'autres catégories pourraient être envisagées (relatives par exemple à la durée de
l'interaction, ou au type de réponse de l'interlocuteur, qu'il soit humain ou système),
mais elles ne seraient pas particulièrement pertinentes vis-à-vis du binaural. Pour en
revenir aux catégories retenues, celle de l'interaction simple, avec la modalité tactile,
retient notre attention. Elle est pleinement associée au terminal mobile, idiosyncra-
tique pourrions-nous dire, à l'inverse de l'absence d'interaction (qu'on peut retrouver
sur tous les terminaux audiovisuels), et sans doute plus répandue auprès du grand
public que l'une ou l'autre interaction complexe.
Nous récapitulons les trois dimensions énoncées dans la Table 5.1. Pour chacune
d'entre elles, nous avons tenté de fournir des caractéristiques  mutuellement exclu-
sives et collectivement exhaustives , comme le préconisaient [Nickerson et al., 2009].
Nous avons également discuté pour chaque dimension de la caractéristique que nous
avons jugée comme étant la plus pertinente pour notre expérience, la plus représen-
tative de l'utilisation grand public, ou la plus abordable techniquement. Il aurait été
intéressant de combiner ces catégories de diverses façons aﬁn d'imaginer plusieurs ap-
plications sur lesquelles mesurer l'apport du binaural. Mais les contraintes de ce travail
de thèse en temps et en ressources ne nous le permettent pas. Pour cette raison, notre
intérêt s'est exclusivement tourné vers le choix suivant : une application utilisable
partout, dont le comportement est le même quel que soit le contexte ; audiovisuelle,
où le son et l'image sont en relation sémantique directe, avec du son diégétique, c'est-
à-dire intégré dans la même scène virtuelle que l'image ; et interactive, via le mode
d'interaction principal des terminaux mobiles d'aujourd'hui, à savoir l'écran tactile.
La sous-section suivante concrétise ces catégories par un choix d'application.
5.3.2 Choix d'une application
Dans les grandes lignes, notre expérience doit permettre de mesurer l'apport du binau-
ral, c'est-à-dire de comparer une version binaurale de l'application avec une version
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non-binaurale (le choix de cette version de référence est discuté dans la section sui-
vante). En plus de la taxonomie, cela implique une contrainte forte sur l'application
qui doit donc exister en deux versions. Un type d'applications qui correspond à ces
critères est le jeu vidéo, dont le rapprochement avec le son spatialisé se fait de surcroît
du plus en plus insistant (en témoignent les nombreuses solutions de spatialisation so-
nore compatibles avec, voire pensées pour le jeu vidéo, qui émergent depuis quelques
années, comme l'Oculus Spatializer de Facebook/Oculus, Resonance Audio de Google
ou Steam Audio de Valve 1). Le jeu vidéo met en scène des sons et des images fa-
briqués de toutes pièces et agencés artiﬁciellement dans un espace virtuel. Le joueur
navigue dans cet espace de façon plus ou moins libre et imprévisible, obligeant à adap-
ter en temps réel le rendu des sources sonores en fonction de son point d'écoute du
moment. Ce constat, valable pour un grand nombre de jeux, nécessite l'emploi de la
synthèse binaurale, dans une conception de la scène sonore orientée objet, où chaque
source est sonorisée indépendamment des autres (conception évoquée par [Rumsey,
2002] notamment, et à plusieurs reprises dans le chapitre 4). L'avantage de la syn-
thèse binaurale pour nous est qu'elle est produite à partir d'un ﬁchier mono d'origine.
Par conséquent, grâce à son procédé de production même, la synthèse binaurale nous
donne directement accès aux deux versions dont nous avons besoin pour l'expérience.
Plusieurs jeux vidéo accessibles au grand public permettent déjà de vivre une ex-
périence en binaural sur mobile (voir par exemple [Somethin'Else, 2011a ; Some-
thin'Else, 2011b ; Somethin'Else, 2013 ; DOWINO, 2015]). Néanmoins, ils sont
tous purement sonores, ou simplement pourvus d'une interface visuelle de navigation
dans l'espace sonore (voir Figure 5.1). À notre connaissance donc, il n'existe pas de
jeu vidéo audiovisuel sur mobile en binaural. Il est donc diﬃcile d'envisager de réuti-
liser un jeu déjà existant. Cette constatation nous pousse à envisager de développer
notre propre application. Nous seulement cette solution nous permet d'imaginer le jeu
que nous voulons, mais également d'intégrer la collecte des facteurs d'inﬂuence et des
méthodes d'évaluation directement dans l'application.
La question qui se pose alors est : quel genre de jeu mobile serait le mieux placé pour
cette expérience ? Il existe sans doute plusieurs réponses. Nous proposons de nous
intéresser au genre de l'Inﬁnite Runner (ou Endless Runner). Il s'agit d'un type de
jeu dans lequel le joueur incarne un personnage qui avance automatiquement, et de
plus en plus vite, dans un couloir sans ﬁn. Le but du jeu est d'aller le plus loin possible
en esquivant les obstacles et en amassant le plus de bonus possibles. Pour ça, le joueur
dispose d'une palette de mouvements qui varie selon les mécaniques du jeu, comme
sauter, glisser, se déplacer latéralement, etc. Parmi les titres les plus connus du genre,
nous pouvons citer Canabalt [Semi-Secret Software, 2009], Temple Run [Imangi
Studios, 2011], Jetpack Joyride [Halfbrick Studios, 2011] ou Subway Surfers
[Kiloo & Sybo Games, 2012] (voir Figure 5.2). Ces quatre exemples permettent
d'illustrer les deux déclinaisons du genre qu'on peut trouver : le personnage vu de
côté en 2D qui progresse de droite à gauche, et le personnage vu de derrière en 3D.
C'est plutôt cette seconde version qui nous intéresse, dans la mesure où c'est en 3D,
là où les obstacles, objets du décors, etc. passent de part et d'autre de la caméra, que
le binaural pourra être utilisé le plus eﬃcacement.
1. http://designingsound.org/2018/03/29/lets-test-3d-audio-spatialization-plugins/
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Figure 5.1  Aperçu des interfaces graphiques qui accompagnent
le joueur tout au long de son aventure dans trois jeux mobiles en
binaural : Papa Sangre (en haut à gauche), Papa Sangre II (en haut à
droite) et The Nightjar (en bas).
Les Inﬁnite Runners nous intéressent particulièrement pour quatre raisons. Premiè-
rement, c'est un genre de jeu qui est né sur smartphone, conçu pour être en adé-
quation avec le paradigme de l'interaction tactile (à l'inverse de nombreux genres
adaptés d'autres plateformes, console ou PC, qui tentent avec plus ou moins de succès
de mimer leur fonctionnement, en émulant par exemple des croix directionnelles ou
des touches tactiles). Il oﬀre donc une interaction simple, telle que déﬁnie dans notre
taxonomie, mais plus encore, une interaction ergonomique. Deuxièmement, les Inﬁnite
Runners sont particulièrement répandus auprès du grand public (à titre d'exemple,
Subway Surfers cumule à lui tout seul plus d'un milliard d'installations rien que sur les
plateformes Android 2 !). Si donc ce genre ne représente pas à lui tout seul l'ensemble
des jeux sur smartphone, il est tout de même représentatif d'une certaine utilisation
grand public, ce qui légitimise son utilisation dans notre expérience. Troisièmement,
c'est un genre de jeu qui favorise les parties courtes : le joueur voit ses réﬂexes mis
à rude épreuve, avec une courbe de progression qui mise sur la répétition des parties
et l'amélioration par les bonus débloqués, plutôt que sur le développement au cours
d'une même partie. De ce fait, c'est un mode de fonctionnement parfaitement adapté
à notre protocole expérimentale fondé sur l'ESM. Enﬁn quatrièmement, le développe-
ment de ce genre de jeu est relativement aisé et limité dans la quantité de matériaux
graphiques et sonores à produire, car à chaque partie le joueur repart de zéro. Il se-
rait donc envisageable d'en produire un prototype suﬃsamment avancé pour notre
expérience.
Avant de poursuivre cependant, il faut discuter d'un point important concernant la
2. https://play.google.com/store/apps/details?id=com.kiloo.subwaysurf&hl=fr
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Figure 5.2  Captures d'écran de quatre jeux vidéo de type Inﬁnite
Runner : Canabalt (en haut à gauche), Jetpack Joyride (en haut à
droite), Temple Run (en bas à gauche) et Subway Surfers (en bas à
droite).
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validité des données. Nous avons adopté l'ESM à la faveur de la validité externe
des données, mais qui soumet l'expérience à l'inﬂuence de facteurs contextuels, impli-
quant une baisse de validité interne. Un autre aspect de la validité interne des données
concerne la répétabilité des parties. Dans un Inﬁnite Runner, les niveaux sont générés
procéduralement, c'est-à-dire que les obstacles, les ennemis, les bonus, les embranche-
ments, les virages, tout est en partie ou en totalité sélectionnés et placés sur la route
du joueur dans un ordre aléatoire (ou pseudo aléatoire). En principe donc, deux par-
ties ont très peu de chance d'être identiques. Cela se traduit dans notre expérience par
le fait que deux sujets, sur le même numéro de session, vont nécessairement accomplir
deux parties diﬀérentes, dont une sera potentiellement plus diﬃcile que l'autre, avec
plus d'obstacles, un environnement moins apprécié du sujet, etc., amenant une source
de biais dans les données. Cependant, contrôler ces variations serait extrêmement diﬃ-
cile, posant des problèmes de conception de niveau pour ainsi dire insolubles. D'abord,
puisque la partie se poursuit tant que le joueur ne meurt pas, il est impossible de s'as-
surer que deux parties sont de même durée. La limiter artiﬁciellement reviendrait à
modiﬁer radicalement les mécaniques du jeu (le jeu ne serait plus un Inﬁnite Run-
ner par déﬁnition), aﬀectant en cela le ressenti du joueur et la validité externe des
données. Nous pourrions envisager des solutions d'atténuation des biais en concevant
par exemple des niveaux ﬁnis qui bouclent sur eux-mêmes, aﬁn que le joueur reste
dans un cadre contrôlé. Mais là aussi, cela pose problème. Il faudrait d'une part que
chaque niveau soit suﬃsamment grand pour que le joueur n'ait pas l'impression de
tourner en rond, et d'autre part produire autant de ces niveaux qu'il y a de sessions
de jeu. Non seulement le travail de conception serait quantitativement faramineux
(allant bien au-delà du délai permis dans cette thèse), mais aussi qualitativement très
diﬃcile : il faudrait s'assurer que chaque niveau propose une diﬃculté progressive et
équilibrée, avec un placement de tous les éléments du jeu mûrement réﬂéchi. Dans une
telle étape de conception, les studios de développement de jeux vidéo ont coutume de
faire appel à de nombreux testeurs, dans une démarche d'allers-retours longue et coû-
teuse en ressources que nous ne pouvons pas nous permettre. La solution que nous
proposons donc est de s'en remettre au hasard, c'est-à-dire à la variabilité des niveaux
générés aléatoirement. Nous faisons donc l'hypothèse que, sur la totalité des sessions,
chaque joueur aura rencontré en moyenne les mêmes diﬃcultés que les autres. Nous
considérons cette hypothèse raisonnable dans la mesure où c'est celle qui est adoptée
en pratique dans les Inﬁnite Runner publiés sur le marché.
Le jeu développé pour l'expérience sera présenté en détails dans le chapitre 6. Il
nous faut avant aborder le dernier point de la problématique, sur les types d'apports
possibles du binaural, ceux que nous retenons, et la façon dont ils peuvent se mesurer
dans un Inﬁnite Runner.
5.4 Quel apport du binaural mesure-t-on ?
5.4.1 Le choix d'une version de référence avec laquelle comparer le
binaural
Nous voulons évaluer l'apport du binaural dans un jeu vidéo en comparant une ver-
sion binaurale de ce jeu à une autre version de référence, sonorisée diﬀéremment. Nous
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voyons trois possibilités pour cette référence : une version muette, une version mo-
nophonique ou une version stéréophonique. Nous nous contentons d'une comparaison
avec un seul système de référence pour éviter de surcharger l'expérience. À première
vue, les trois pourraient prétendre à une comparaison légitime avec le binaural : la
stéréo est le mode de restitution sonore sur casque grand public le plus élaboré du
point de vue de la spatialisation ; la mono est le mode de restitution privilégié (voire
exclusif) dans les Inﬁnite Runners présents sur le marché ; tandis que l'absence de son
est sans doute un mode d'utilisation largement répandu auprès du grand public. En
revanche, si l'on ne considère la comparaison qu'en termes purement acoustiques, une
hiérarchie s'installe : un son stéréo permettrait de mettre en avant l'apport propre du
binaural, tandis qu'un son mono ne permettrait de mettre en avant que l'apport de
la spatialisation dans son ensemble, et une version muette ne permettrait de conclure
que sur l'intérêt ou non de la présence de son, quel qu'il soit, indépendamment de son
niveau de spatialisation. Dans l'idéal donc, pour mesurer l'apport du binaural en tant
que tel, il faudrait le comparer avec de la stéréo. Toutefois, un autre argument nous
fait pencher en faveur de la monophonie. De par l'utilisation de la méthode ESM, nous
savons que nous allons mesurer l'apport du binaural dans des contextes potentielle-
ment perturbants, aussi variés qu'incontrôlables. L'objectif de cette expérience sera
donc de voir si, malgré tout le bruit induit, un eﬀet signiﬁcatif du binaural peut tout
de même être observé. L'ESM étant encore relativement peu usitée dans l'état de l'art,
il nous semble important, dans la perspective de valider l'aspect méthodologique de
cette expérience, d'ajuster les quelques paramètres sur lesquels nous avons le contrôle
de façon à faire émerger au mieux des informations saillantes. En cela, la monophonie
comme version de référence nous semble un bon compromis : elle est suﬃsamment
diﬀérente du binaural pour permettre une comparaison malgré les contextes bruyants,
et permet en même temps de mettre en avant les bénéﬁces de la spatialisation sonore.
5.4.2 Des attributs pour évaluer le binaural
Il nous faut maintenant choisir selon quels critères nous allons comparer ces deux ver-
sions. Dans la section 4.3.2 du chapitre 4, nous avons présenté de nombreux attributs
selon lesquels le son spatialisé serait à même d'être évalué. Toutefois, il serait sans
doute peu pertinent ici de mesurer l'apport du binaural dans des termes purement
auditifs. En eﬀet, notre but n'est pas tant d'accéder directement à la qualité sonore
du binaural que de mesurer son apport à la qualité d'expérience générale.
De ce fait, il nous faut choisir des attributs d'expérience plus généraux que ceux de
la qualité sonore, mais en même temps des attributs susceptibles d'être aﬀectés par
le son. Parmi tous les attributs passés en revue dans le Chapitre 4, trois retiennent
notre attention : le sentiment d'immersion, la mémorisation et la performance. Ils
nous intéressent particulièrement car non seulement ils font partie de ces attributs
évoqués par l'état de l'art qui ne sont pas circonscrits au domaine du son, mais aussi
parce qu'ils sont évalués via des méthodes de mesure diﬀérentes : l'immersion par une
méthode subjective (un questionnaire), la mémorisation par l'accomplissement d'une
tâche après la session (méthode objective), et la performance par une récupération
des données d'interaction pendant la session (autre méthode objective). Dans notre
expérience où nous privilégions la validité externe des données à leur validité interne,
il peut être judicieux de multiplier les méthodes d'évaluation, une façon pour nous de
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recouper les informations et de compenser les biais intempestifs qu'une méthode peut
subir à cause de tel ou tel facteur d'inﬂuence.
Immersion et mémorisation sont toutes les deux évaluées en sollicitant le sujet. Pour
éviter un eﬀet d'anticipation du sujet sur les questions à venir, nous envisageons d'al-
terner entre questionnaire sur l'immersion, tâche de mémorisation et absence de tâche.
Cette répartition des tâches impliquera un nombre moindre d'informations recueillies
à chaque session, mais permettra, en plus de gommer l'eﬀet d'anticipation, de rac-
courcir la tâche post-session, pour coller au mieux avec la courte durée imposée par
l'ESM.
Immersion
L'immersion (et les notions associées comme le sentiment de présence ou l'engagement)
fait partie de ces attributs largement identiﬁés à la fois dans le domaine du jeu vidéo
(voir par exemple l'état de l'art de [Soriano, 2016]) et dans celui du son spatialisé
[Berg etRumsey, 2002 ;Hamasaki,Nishiguchi et al., 2004 ;Guastavino etKatz,
2004 ; Blauert et Jekosch, 2012 ; Nicol, Gros, Colomes, Roncière et al., 2016 ;
Simon, Zacharov et Katz, 2016 ; Katz et Nicol, 2018]. En particulier, des études
se sont attachées à mettre au point des questionnaires permettant de la mesurer
au mieux, à la fois dans le jeu vidéo [Brockmyer et al., 2009], pour l'expérience
d'environnements virtuels [Witmer et Singer, 1998] et pour évaluer du son spatialisé
[Nicol,Gros,Colomes,Roncière et al., 2016]. Nous nous en inspirons pour mettre
au point nos questions, toujours avec le souci de limiter la durée des sessions et donc
des questionnaires :
1.  Dans le monde généré par le jeu, vous avez eu le sentiment "d'y être"  : par
cette assertion, nous questionnons davantage le sentiment de présence, plutôt que
l'immersion, car c'est l'attribut qui semble être le plus revenu dans les études
sur le son spatialisé.
2.  Avez-vous ressenti un eﬀet "son 3D" ?  : on s'assure ici que le son binaural
est bien détecté comme tel. Par ailleurs, le sentiment de présence induit par
un jeu vidéo avec des graphismes en 3D étant potentiellement fort, il pourrait
favoriser une perception de son 3D même quand il n'y en a pas. De ce fait, cette
question est aussi une façon de s'assurer que le son monophonique est aussi bien
perçu comme tel. Avec cette question nous avons quatre réponses possibles : son
3D détecté dans les sessions binaurales (vrai positif), son 3D non-détecté dans
les sessions mono (vrai négatif), son 3D détecté dans les sessions mono (faux
positif), son 3D non-détecté dans les sessions binaurales (faux négatif).
3.  Le son a contribué à votre sentiment d'immersion  : cette assertion permet
de savoir dans quelle mesure le son participe au sentiment général d'immersion.
Ici aussi, l'idée est de comparer binaural et monophonie, savoir si le premier
contribue davantage au sentiment d'immersion que le second, et dans quelle
mesure.
4.  Le contexte extérieur (bruit ambiant, tâches menées en parallèle, etc.) a gêné
votre immersion  : cette question est à recouper d'une part avec les questions
contextuelles, pour voir quels sont les contextes les plus perturbants. Mais sur-
tout, elle nous permet de mesurer le pouvoir isolant du binaural par rapport à
la monophonie.
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À l'exception de la deuxième question, qui oﬀrira un simple  Oui  ou  Non  comme
choix de réponse, les réponses seront fournies sur un échelle de notation numérique,
discrète, à quatre degrés, dont les extrémités seront annotées par  Tout à fait  et Pas
du tout . Ce choix d'un nombre pair d'échelons nous permet de contraindre le sujet
à une réponse tranchée (un nombre impair autorisant à l'inverse une position centrale
neutre), alors que des contextes d'utilisation perturbants l'auraient peut-être incité à
une prudence pas nécessairement représentative de sa perception.
Mémorisation
La mémorisation est un autre de ces attributs susceptibles d'être améliorés par la
spatialisation sonore. La relation entre mémoire et espace existe depuis l'Antiquité
[Yates et Arasse, 1987]. Elle émane de la volonté de l'être humain à organiser sa
pensée au moyen de l'imagination. L'art de la mémoire est une technique qui consiste
à se représenter mentalement un lieu dans lequel on place des images marquantes, qui
servent à se souvenir d'éléments précis (des choses ou des mots, selon la catégorisation
primitive). Une promenade mentale dans ce lieu aidera à convoquer ces images dans
un ordre précis, et à se remémorer les éléments associés. Si cette technique de mé-
morisation a traversé l'histoire sous diverses formes pour nous atteindre aujourd'hui
(utilisée notamment par les champions du monde de la mémoire 3), elle a également
fait l'objet d'études intéressantes sur sa relation à l'informatique. Dans sa thèse ré-
cente, [Aubert, 2019] montre que, dès le milieu du XXe siècle, une passerelle était
établie par certains entre espace mental et cyberespace, ce dernier étant vu comme
une opportunité d'étendre les capacités mémorielles de l'être humain via les nouveaux
outils de représentation et de stockage de données. L'arrivée des espaces virtuels re-
transmis en audiovisuel a encore renforcé cette analogie, déjà existante par ailleurs
au cinéma. Dès le début des années 90, des jeux vidéo, comme par exemple le très
populaire Myst [Cyan World, 1993], exigeaient une connaissance parfaite de la géo-
graphie des lieux dans lesquels on se déplaçait pour résoudre des énigmes, nécessitant
de se constituer un double intérieur de cet espace, comme le commande précisément
l'antique art de la mémoire.
Notre postulat est que le binaural peut être un moyen intéressant d'approfondir le
lien entre scène virtuelle et scène mentale, en facilitant l'impression de spatialité chez
le joueur. Dans l'expérience de [Larsson, Vastfjall et Kleiner, 2002], la mémo-
risation a été montrée comme étant meilleure pour des stimuli avec son que pour
les stimuli sans son, mais aucune diﬀérence signiﬁcative n'a été révélée entre la ver-
sion stéréo et la version binaurale. Cependant, comme nous l'avons déjà exposé, pour
connaître l'apport de la spatialisation sonore, nous choisissons ici de comparer binaural
et monophonie.
L'art de la mémoire traditionnelle recommande de poster des images marquantes le
long d'un chemin qu'on est amené à parcourir autant de fois que nécessaire pour les
imprimer dans le souvenir. Dans un Inﬁnite Runner, la scène virtuelle est eﬀective-
ment composée d'un chemin, mais celui-ci diﬀère systématiquement d'une partie à
l'autre, puisqu'il est généré aléatoirement. Il ne nous est donc pas possible de mesurer
le résultat d'un apprentissage mnémotechnique sur plusieurs sessions. En revanche,
3. Voir par exemple le site http://www.artdelamemoire.org/, tenu par l'ex-champion du Canada
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nous pouvons mesurer la mémoire à court terme, pour laquelle l'art de la mémoire a
également fait ses preuves. Nous proposons donc la tâche de mémorisation suivante :
pendant sa session de jeu, le joueur croise diﬀérents objets audiovisuels qui jalonnent
le bord du chemin. À la ﬁn de la session, il doit se rappeler l'ordre des objets qu'il
aura croisés. Comme on ne connait pas à l'avance la durée de sa session, nous ne l'in-
terrogeons que sur les sept derniers objets croisés (l'empan mnésique de la mémoire
à court terme, en dehors de toute technique de mémorisation, ayant été identiﬁée
comme avoisinant le chiﬀre sept [Miller, 1956]).
Une attention particulière devra être portée sur le choix des objets : les traités sur
la mémoire précisent bien que seules des images marquantes peuvent facilement se
rappeler à la mémoire. Cette précision impliquera sans doute des contraintes sur la
conception graphique : des objets qui dénotent de l'environnement, soit par leur type,
soit par leur forme, et les répercussions sur le rendu général.
Pour évaluer la mémorisation du sujet, la tâche de restitution de l'ordre des objets
devra suivre la session. On présentera une liste des sept derniers objets croisés dans le
désordre ; le sujet devra les remettre dans le bon ordre. En supplément, nous souhai-
tons avoir une idée du rôle que le son a joué dans cette tâche (toujours pour comparer
bien sûr entre le binaural et la monophonie). Pour cette raison, nous ajoutons deux
assertions que le sujet devra noter :  Le positionnement sonore de ces objets vous
a aidé à les classer  et  Le positionnement visuel de ces objets vous a aidé à les
classer , accompagnées de la même échelle à quatre degrés que pour l'immersion.
Performance
La performance est un attribut très couramment évalué dans les jeux vidéo au moyen
d'un score. C'est une mécanique qui concrétise une progression ou un accomplissement
du joueur, souvent utilisée pour des jeux ou parties de jeux sans jalon scénaristique.
Dans les Inﬁnite Runners, le score combine la distance parcourue et les bonus amassés.
D'une certaine façon, il symbolise la capacité du joueur à avoir su se frayer un chemin
à travers les obstacles, et s'apparente de ce fait aux tâches de navigation qu'on utilise
régulièrement pour évaluer des scènes sonores spatialisées [Larsson, Vastfjall et
Kleiner, 2002 ; Gonot, Emerit et Château, 2006]. Nous relèverons donc cette
information naturellement présente dans le jeu, pour comparer les scores obtenus en
mono avec ceux du binaural.
Remarques sur les attributs et la qualité d'expérience
Quelles relations entretiennent ces trois attributs ? C'est une question que nous lais-
sons délibérément de côté, et sur laquelle nous reviendrons ou non en fonction des
résultats de l'expérience. Par conséquent, nous ne nous préoccupons pas ici de leur or-
thogonalité. Il est possible qu'ils soient indépendants, ou liés entre eux d'une manière
ou d'une autre (par exemple [Aubert, 2019] relie informellement la mémorisation
spatialisée au sentiment de présence). Comme nous l'avons déjà dit, la diversité des
méthodes d'évaluation a davantage guidé notre réﬂexion sur le choix des attributs.
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Par ailleurs, est-ce qu'en mesurant l'apport du binaural en termes d'immersion, de
mémorisation et de performance, on mesure un apport du binaural en termes de qualité
d'expérience ? Ce n'est pas sûr. De par la complexité des rapports entre les attributs,
une amélioration de l'un ou l'autre pourrait très bien être contrebalancée par une
baisse ailleurs, débouchant sur une qualité globale neutre. Par exemple, une hausse
de performance, mais une baisse de mémorisation. Nous citions dans la section 4.4.3
du chapitre 4 l'expérience de [Jennett et al., 2008], dans laquelle les sujets jouent
à un jeu et ressentent une forte immersion en même temps qu'un aﬀect émotionnel
négatif. Diﬃcile de conclure dans ces conditions sur une valeur de qualité d'expérience
générale. Étant donné le peu de place que nous laisse la méthode ESM pour solliciter
le sujet à chaque session, nous préférons nous concentrer sur nos attributs, plutôt
que de réserver une place supplémentaire à une évaluation globale. À notre charge
donc d'analyser et d'interpréter les résultats à l'issue de l'expérience pour conclure
sur l'apport global du binaural.
5.5 En résumé, une expérience entre bien-fondé théorique
et faisabilité pratique
Ce chapitre a été l'occasion d'exposer les diﬀérents aspects de la problématique de
l'évaluation de l'apport du binaural dans une application mobile audiovisuelle. L'ex-
périence que nous présentons peut se résumer de la façon suivante : une mesure de
l'apport du binaural en termes d'immersion, de mémorisation et de performance sur
un jeu vidéo mobile de type Inﬁnite Runner, menée grâce à la méthode ESM qui frac-
tionne l'expérience en une multitude de petites sessions, replacées dans le contexte
d'utilisation quotidien des sujets. Les réﬂexions exposées dans ce chapitre nous ont
permis de situer nos choix au sein d'un état de l'art qui, nous l'espérons, leur confère
une certaine validité théorique. Malgré tout, nous gardons à l'esprit que certaines
restrictions d'ordre pratique (une seule application utilisée, seulement trois attributs
évalués), en même temps que des absences de restriction (contexte d'expérimentation
écologique, donc non contrôlé), donnent à cette expérience et à ses résultats une por-
tée limitée. D'une certaine façon, l'orientation  validité externe  qui nous a guidés
dans ce chapitre, et qui va dans le même sens que d'autres études récentes, accorde
à cette étude un caractère méthodologique exploratoire qui nous semble faire pleine-
ment partie de la problématique de cette thèse, tout autant que l'apport du binaural
en lui-même.
Dans le chapitre suivant, nous présentons l'expérience qui découle de ces choix, en
commençant par le développement de l'application, le déroulement de l'expérience
avec le passage des sujets, l'observation, l'analyse et l'interprétation des résultats. Une
attention sera portée non seulement sur les données en elles-mêmes, mais également
sur les détails de déploiement de l'expérience, leurs avantages et leurs inconvénients.
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Chapitre 6
Mesure de l'apport du binaural
dans un Inﬁnite Runner
6.1 Introduction
Dans ce chapitre nous présentons l'expérience qui fait suite aux choix du chapitre
précédent. La section 6.2 commence par présenter le jeu qui a été développé pour l'oc-
casion. La section 6.3 présente le protocole, la section 6.4 les résultats et la section 6.5
une discussion sur l'expérience. Cette dernière permettra non seulement d'interpréter
les résultats, mais de discuter également de la méthode de déploiement, l'Experience
Sampling Method (ESM). La section 6.6 concluera ce chapitre.
6.2 Le jeu vidéo
Le jeu vidéo est conçu avec l'aide de prestataires extérieurs : Polymorph Studio 1 pour
le développement et Studio Anatole 2 pour l'intégration audio. Le jeu est intégralement
développé avec le moteur de jeu vidéo Unity. En guise de cahier des charges fonctionnel,
un prototype est développé par nos soins (jusqu'à un stade trop peu avancé pour
constituer un jeu déﬁnitif) pour déﬁnir les principales mécaniques de jeu que nous
souhaitons retrouver dans l'Inﬁnite Runner : un jeu en 3D, avec une caméra placée
derrière l'avatar du joueur ; un chemin séparé en trois parties  couloirs de gauche,
central et de droite  ; avec des bonus ou des obstacles distribués aléatoirement sur
ces parties ; la possibilité pour le joueur de se déplacer latéralement sur une partie,
de sauter par dessus ou de glisser en-dessous d'obstacles, et enﬁn surtout la présence
de virages, pour créer des changements d'orientation spatiale et favoriser des eﬀets
sonores spatialisés. Quelques-uns de ces prérequis sont illustrés dans la Figure 6.1.
Dans la version ﬁnale, le joueur possède trois vies, lui permettant de perdre sans
mettre ﬁn immédiatement à la session. Le jeu possède par ailleurs un aﬃchage tête
haute (Head-up display, ou HUD), une interface graphique superposée à l'écran de jeu
qui aﬃche diverses informations (nombre de vies restantes, score actuel, etc.)
1. https://www.polymorph.fr/
2. http://studio-anatole.com/
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Figure 6.1  Illustrations du prototype au-dessus, et de la version
ﬁnale en dessous. De gauche à droite on peut observer : les collectables,
disséminés ici sur la partie droite du chemin ; un obstacle à éviter ; un
obstacle par dessus lequel sauter ; et un virage à venir, qui modiﬁe
l'orientation spatiale du joueur et donc sa perception des sons.
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Pour le contenu graphique, le prestataire s'est appuyé sur des ressources gratuites
disponibles sur la boutique en ligne de Unity, l'Asset Store 3. Le style graphique cartoon
(voir Figure 6.1), correspond bien à l'exigence de placer des images de mémoire qui
dénotent sémantiquement de l'environnement, sans pour autant altérer la crédibilité
de la scène virtuelle (le cartoon étant propice à ce genre de fantaisie). Vingt-trois
objets de mémoire sont modélisés, répertoriés dans la Figure 6.2. En plus de leur
caractère sémantiquement inattendu, ils sont aussi choisis pour leurs sons marqués et
facilement identiﬁables.
Pour apporter de la diversité au jeu, trois décors sont implémentés (environnements
forestier, urbain et vénitien), chacun décliné en deux versions (forêt printanière ou
automnale, ville normale ou enneigée, ville vénitienne normale ou en carnaval), et
deux modes (jour ou nuit). L'intérêt d'une telle variété est de minimiser la lassitude
du joueur au ﬁl de l'expérience.
Par ailleurs, le son binaural est intégré à l'aide d'un plugin Unity, développé en in-
terne par Marc Émerit (chercheur à Orange Labs), autorisant la synthèse binaurale
en temps-réel avec des HRTF individualisées ou non au format SOFA [Majdak et
al., 2013]. L'intégration sonore en binaural suit nos recommandations issues de l'ex-
périence présentée au chapitre 3 : point d'écoute placé sur la caméra et HRTF non-
individualisées (issues de la base de données de HRTF d'Orange, mesurées sur une
tête artiﬁcielle KU100 de Neumann).
Les sons binauraux sont de deux types : des sources ponctuelles associées à des ob-
jets précis (obstacles, objets de mémoire, bonus), ou des sons d'ambiance, sources
ambisoniques binauralisées, pour retranscrire l'environnement plus lointain. Tous ces
sons existent aussi en version mono. Par ailleurs, tous les sons d'interface sont rendus
uniquement en mono, car non-diégétiques.
6.3 Protocole
6.3.1 Déroulement global de l'expérience, plan des sessions
L'expérience dure au total pour chaque sujet 5 semaines, pour 70 sessions, à raison
de 2 sessions par jour. Aﬁn de diversiﬁer les contextes d'utilisation, une session a lieu
le matin, l'autre l'après-midi, à des heures aléatoires respectivement comprises entre
8h et 13h et 13h et 18h. Le sujet n'est pas informé à l'avance de ses heures de session.
Il reçoit une notiﬁcation par SMS de l'expérimentateur le moment venu, et a pour
instruction d'accomplir sa session dès que possible. S'il rate une session, l'ensemble
de la journée est reportée, rallongeant la durée totale de l'expérience d'un jour (si le
sujet rate le matin, le matin et l'après-midi sont reportés ; si le sujet rate l'après-midi,
seul l'après-midi est reporté, mais le lendemain ne comporte pas de session le matin).
De cette façon, les sessions restent réparties équitablement entre matin et après-midi.
3. https://assetstore.unity.com/packages/essentials/tutorial-projects/endless-
runner-sample-game-87901
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Figure 6.2 Modèles 3D des objets de mémorisation. Avec, de gauche
à droite et de haut en bas : un aspirateur, une cloche, une corne de
brume, une crécelle, un ghetto-blaster, un gramophone, une guitare,
un klaxon, une machine à laver, une maraca, un marteau-piqueur,
un mixeur, un pétard, un piano, un réveil, un robot, une roulette de
dentiste, un sèche-cheveux, un tambour, un téléphone, une tondeuse à
gazon, une trompette et une tronçonneuse.
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Sur les 70 sessions, 35 sont en binaural et 35 en mono. Par ailleurs, sur les 70 sessions,
30 proposent un questionnaire relatif à l'immersion, 30 demandent au sujet d'accomplir
la tâche de mémorisation, et 10 sont dépourvues de questionnaire de ﬁn. En combinant
type de rendu sonore, type de questionnaire de ﬁn, et moment de la journée, on obtient
la répartition suivante :
 7 sessions en binaural le matin avec questions sur l'immersion ;
 8 sessions en binaural l'après-midi avec questions sur l'immersion ;
 8 sessions en binaural le matin avec questions sur la mémorisation ;
 7 sessions en binaural l'après-midi avec questions sur la mémorisation ;
 2 sessions en binaural le matin sans question ;
 3 sessions en binaural l'après-midi sans question ;
 8 sessions en mono le matin avec questions sur l'immersion ;
 7 sessions en mono l'après-midi avec questions sur l'immersion ;
 7 sessions en mono le matin avec questions sur la mémorisation ;
 8 sessions en mono l'après-midi avec questions sur la mémorisation ;
 3 sessions en mono le matin sans question ;
 2 sessions en mono l'après-midi sans question.
Ces sessions sont présentées dans un ordre aléatoire diﬀérent pour chaque sujet.
Lorsque le sujet a accompli une session, le bouton de lancement du jeu se grise et
devient inaccessible jusqu'à la tranche horaire de la session suivante. Si malgré tout le
sujet souhaite jouer davantage, un mode de jeu appelé  Session libre  est disponible
sur la page d'accueil, parfaitement identique à l'autre mode (appelé par opposition
 Session de test ), mais qui ne fait l'objet d'aucune restriction temporelle. Pour ce
mode, le type de spatialisation est choisi aléatoirement, ainsi que la présence ou non
d'un questionnaire de ﬁn. Les données des sessions libres sont également récoltées.
Pour entretenir la motivation des sujets au cours de l'expérience, les notiﬁcations SMS
annoncent progressivement l'argent gagné en cours d'expérience (uniquement pour les
sujets payés, voir section 6.3.3 à ce sujet). Au bout des 20 premières sessions, le SMS
annonce que le sujet a déjà gagné 10 euros grâce à son assiduité. Au bout de 40
sessions, le message annonce 20 euros gagnés au total. Enﬁn, à l'issue des 70 sessions,
50 euros reviennent au sujet.
6.3.2 Déroulement d'une session
Une session se déroule en quatre phases : questionnaire de contexte, calibration sonore,
phase de jeu et questionnaire de ﬁn. Le questionnaire sur le contexte a été détaillé
dans le chapitre précédent, section 5.2.2. La Figure 6.3 montre son intégration dans
l'application.
Après le contexte, un panneau sur la calibration sonore arrive. Cette étape sert à
contrôler le volume sonore utilisé pendant le jeu. On rappelle d'abord au sujet de
bien brancher son casque, puis on lui demande de régler le volume du téléphone au
maximum. Enﬁn, un son est joué pendant lequel le sujet peut ajuster un curseur pour
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Figure 6.3  Le questionnaire contextuel intégré dans l'application.
régler le volume sonore de l'application selon son confort. Nous récupérons la valeur
de ce curseur à chaque session.
La phase de jeu est bien sûr l'étape principale de la session. En plus de la tâche
principale  parcourir la plus grande distance possible , le joueur croise des objets
de mémorisation audiovisuels disséminés aléatoirement sur le bord du chemin (voir
Figure 6.4 pour un exemple). Comme le joueur est interrogé sur les 7 derniers croisés
(voir section 5.4.2 du chapitre précédent sur ce chiﬀre), il doit en avoir croisé au moins
7. Dans le cas où il échouerait avant, un texte s'aﬃche expliquant que la session ne
peut pas encore être validée, puis le jeu redémarre au même point, les trois c÷urs
remplis à nouveau (à noter qu'en session libre, le sujet n'a pas cette restriction des 7
objets, et ne se voit par conséquent jamais proposer de questionnaire de mémorisation
dans la dernière phase).
Enﬁn, la dernière phase est celle des questionnaires. De même que pour le contexte, les
questions d'immersion et de mémorisation ont aussi déjà été détaillées dans le chapitre
précédent, section 5.4.2. Les Figures 6.5 et 6.6 illustrent la façon dont ces questions
sont intégrées dans le jeu.
Toutes les données du jeu sont envoyées à l'issue de la session sur un serveur distant
du prestataire Polymorph, qui nous a gracieusement octroyé une base de données
avec un accès total durant notre expérience. Les sujets doivent donc avoir accès à un
réseau mobile ou au Wiﬁ à chaque session. Dans le cas contraire, les données sont
sauvegardées en local sur leur téléphone et envoyées à leur prochaine session.
6.3.3 Participants et accueil
Trente sujets participent à l'expérience (de 16 à 67 ans, moyenne de 28,1 ans, 8
femmes). Parmi eux, cinq travaillent à Orange et ne peuvent pas être défrayés. Les
vingt-cinq autres sont recrutés à l'extérieur et défrayés par un bon d'achat de 50 euros.
Comme l'expérience se déroule avec le matériel des sujets, la campagne de recrutement
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Figure 6.4  Ici entouré en rouge, un aspirateur, exemple d'objet
de mémorisation qu'on peut croiser dans le jeu. Pour être plus vi-
sibles dans le jeu, les objets tournent sur eux-mêmes et grossissent-
rétrécissent périodiquement.
Figure 6.5  Le questionnaire d'immersion intégré dans l'application.
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Figure 6.6  Le questionnaire de mémorisation intégré dans l'appli-
cation.
spéciﬁe comme prérequis la possession d'un smartphone Android (le jeu ne fonctionne
que sous ce système d'exploitation) et d'un casque audio, à l'exclusion d'écouteurs
intra-auriculaires, qui peuvent bouger en cours d'utilisation. Cette dernière exigence
nous assure un minimum de stabilité de la scène binaurale au cours d'une même
session. Par ailleurs, il est demandé aux sujets d'avoir une expérience minimum de jeu
sur terminal mobile.
L'expérience commence par une rencontre en laboratoire (pour 5 sujets cette phase
préliminaire est faite à distance par visioconférence). À leur accueil par l'expérimen-
tateur, 20 sujets déclarent jouer plusieurs fois par semaine sur terminal mobile, 7
plusieurs fois par mois, 1 moins d'une fois par mois et 2 jamais. Ces trois derniers ont
néanmoins déjà joué à des jeux mobiles, et connaissent en principe le fonctionnement
d'un Inﬁnite Runner. D'autres informations sont récoltées, comme le modèle du té-
léphone, la version d'Android et le modèle du casque, reportées ici dans le tableau
6.1. On constate qu'à l'exception du sujet 13, toutes les versions d'Android sont su-
périeures ou égales à la 6.0.0, assurant une certaine stabilité du jeu. Plusieurs essais
infructueux ont été menés sur des versions plus anciennes, voir la section 6.5.2 pour
une discussion sur ce sujet.
Avant de prendre part à l'expérience, chaque sujet est invité à signer une décharge
autorisant l'installation de l'application sur son téléphone et détaillant le type des
données collectées. L'application est ensuite installée et son bon fonctionnement vériﬁé
(notamment la communication avec le serveur).
Une feuille d'instruction est remise au sujet, avec un résumé sur le déroulement des
opérations (nombre total de sessions, rémunération le cas échéant, déroulement d'une
session, retard et rattrapage des sessions, etc. Voir le document complet en annexe
B.1). Une session libre est eﬀectuée en présence de l'expérimentateur pour vériﬁer que
chaque étape est bien comprise. L'expérimentateur s'assure par ailleurs que le sujet
comprend la signiﬁcation du terme  son 3D , présent dans les questions d'immersion.
Cette précision, en plus du port obligatoire du casque, révèle au sujet l'importance
du son dans cette expérience. Toutefois, rien ne lui est dit sur la présence des deux
types de rendus sonores, ni sur le fait que du son 3D est eﬀectivement utilisé pendant
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Sujet Modèle de téléphone Version d'Android Modèle de casque
1 Samsung Galaxy S8 8.0.0 Sony MDR XB450
2 Sony Xperia XZ 8.1.0 Sony MDR ZX660
3 Huawei P8 6.0.0 Sennheiser MM400X
4 Samsung Galaxy A5 6.0.1 Silvercrest
5 Samsung Galaxy A5 2017 8.0.0 Sony MDR ZX770
6 Huawei Ale L21 6.0.0 Silvercrest
7 Samsung Galaxy S8 8.0.0 Philips SHL3665
8 Samsung Galaxy S8 8.0.0 Sony MDR ZX310
9 Meizu MX-5 6.0.0 Gamecom
10 One Plus 6 8.1.0 Sony MDR ZX310
11 Honor View 10 8.0.0 Sony MDR ZX110
12 Samsung Galaxy J7 7.0.0 Philips
13 Samsung Galaxy Tab2 5.1.1 SuperLux HD681
14 Samsung Galaxy A5 7.0.0 Sennheiser HD280 Pro
15 Samsung Galaxy S9+ 8.0.0 AKG NG60 NC
16 Honor 7X 8.0.0 JBL T450BT
17 Honor 9 8.0.0 Sony MDR ZX310
18 Samsung Galaxy S9 8.0.0 AKG K845
19 Homtom HT20Pro 6.0.0 Sony MRX 1000
20 Alcatel Idol4 6.0.1 -
21 Thor E 7.0.0 Razer Kraken
22 Asus Zenfone 3 Max 7.0.0 Razer
23 Asus Zenfone 4 Max Plus 7.1.1 Beats By Dre
24 Samsung Galaxy S6 Edge 7.0.0 Sog
25 Huawei P8 Lite 2017 8.0.0 New One HD65
26 Samsung Galaxy S5 7.0.0 Grundig
27 Vivo Y55A 6.0.1 Sennheiser
28 Samsung Galaxy J3 7.0.0 Gamecom 388 Plantronics
29 LG G5 SE 7.0.0 AKG Y50 BT
30 Honor 9 Lite 8.0.0 Audio Technica ATH-M50X
Table 6.1  Liste des téléphones, des versions d'Android et des
casques utilisés par les sujets. Certains sujets n'ont donné que la
marque du casque, sans le modèle. Le sujet 20 n'a pas donné sa marque
de casque.
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l'expérience.
Enﬁn, l'expérimentateur recommande au sujet d'accomplir ses sessions tant que faire
se peut au moment où il reçoit la notiﬁcation par SMS. Cependant, pour anticiper les
moments d'indisponibilité, il est aussi indiqué qu'il est possible de diﬀérer sa session
dans la demi-journée, voire même de l'anticiper si besoin (faire sa session avant d'avoir
reçu le SMS). Dans ce cas, dans la mesure du possible, l'expérimentateur demande
au sujet de ne pas installer une routine de report à une heure qui serait toujours la
même et dans le même contexte.
6.3.4 Débrieﬁng
À l'issue de l'expérience, les sujets sont invités de nouveau à se rendre au laboratoire
pour faire un bilan de l'expérience et recevoir leur défraiement. Le bilan se fait en
deux étapes, d'abord en répondant à un questionnaire par écrit (disponible en annexe
B.2), et ensuite en discutant oralement sur la base du questionnaire. Pour les échelles
de notation du questionnaire écrit, les sujets ont pour instruction de les annoter avec
un simple trait, sans mettre de chiﬀre. Enﬁn, les sujets reçoivent le cas échéant leur
défraiement.
6.3.5 Hypothèses
Compte tenu de la diﬃculté d'émettre un jugement prédictif sur l'inﬂuence du contexte,
nous formulons les hypothèses suivantes, relatives à l'inﬂuence du son binaural sur
l'immersion, la mémorisation et la performance. Dans le cas des sessions binaurales
donc, par rapport aux sessions mono, nous supposons obtenir :
 pour l'immersion, une réponse plus favorable aux quatre questions posées (meilleur
sentiment de présence, son 3D plus souvent entendu, son qui contribue davantage
au sentiment d'immersion et un contexte ressenti comme moins gênant) ;
 pour la mémorisation, un ordre de restitution des objets de mémoire plus ﬁdèle
à l'ordre des objets croisés et un son jugé plus utile pour ordonner ;
 pour la performance, un score global (distance parcourue et bonus collectés)
supérieur.
6.4 Résultats
6.4.1 Introduction
Les résultats présentés dans cette section correspondent aux 70 sessions de tests eﬀec-
tuées par les 30 participants. Au total donc nous récoltons les informations de 2100
sessions. Pour des raisons techniques (problèmes de communication avec le serveur),
les 12 premières sessions du sujet 2 sont perdues, réduisant les données à 2088 points.
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Si les données contextuelles sont récoltées à chaque fois, les questionnaires d'immer-
sion et de mémorisation n'apparaissent pas systématiquement (voir section 6.3.1).
Nous avons pour chacun d'eux 896 et 894 entrées, et 298 entrées sans questionnaire.
Une session dure en moyenne 3min2s, dont 2min21s de jeu, 18s de réponse au question-
naire de contexte, et 23s de réponse au questionnaire de ﬁn (immersion, mémorisation
ou rien). En 70 sessions, les sujets auront donc passé en moyenne 3h33min sur l'ap-
plication.
6.4.2 Observation du contexte
Les données contextuelles sont représentées sur des diagrammes circulaires en Figure
6.7. On observe d'emblée la prépondérance de certaines composantes contextuelles par
rapport à d'autres. Pour le lieu,  À la maison  recueille 52% des réponses, tandis
que  Au travail/À l'école  en recueille 27%. Pour le contexte social,  Seul(e) 
et  Entouré(e) d'une ou plusieurs personnes connues  rassemblent respectivement
49% et 45% des réponses. Le contexte de mobilité voit  Assis(e)/Allongé(e)  réunir
78% des réponses. Pour le niveau d'occupation, les réponses sont plus équilibrées, on
constate tout de même 26% et 21% pour les niveaux 2 et 3. Par ailleurs, 634 sessions
(i.e., 30% des cas) se sont déroulées en étant seul, à la maison et assis ou allongé (avec
des niveaux d'occupation divers). On constate donc que nombre de ces contextes ne
sont pas spéciﬁques aux terminaux mobiles, en particulier pour le niveau de mobilité.
Les résultats de localisation concordent par ailleurs avec ceux de [N. Liu, Y. Liu et X.
Wang, 2010], i.e., 68,56% d'utilisation à la maison/dans un lieu pour dormir, 22,35%
au travail/à l'école/dans un lieu de restauration et 9,09% dehors/dans le bus/sur la
route.
6.4.3 Réponses au questionnaire d'immersion
Pour des raisons de lisibilité, les résultats des échelles à 4 degrés sont ramenés à une
note entre 0 et 3, 0 correspondant à  Pas du tout  et 3 à  Tout à fait . Les réponses
aux questions relatives à l'immersion sont visibles sur la Figure 6.8. Aux première,
troisième et quatrième questions les réponses vont dans le même sens : un meilleur
sentiment de présence, une contribution du son plus importante à l'immersion et une
gêne moins ressentie du contexte extérieur dans le cas des sessions binaurales. Les
réponses à la deuxième question révèlent que les sujets ressentent du son 3D dans la
majorité des cas, que le son soit rendu en binaural ou non.
Des ANOVA sont réalisées successivement sur les réponses aux questions 1, 3 et 4 avec
le type de rendu sonore comme facteur intra-classe. Les résultats indiquent un eﬀet
signiﬁcatif du type de rendu sur le sentiment de présence (F(1, 29.03)=6.31, p<0.05)
et sur la contribution du son à l'immersion (F(1, 29.04)=5.05, p<0.05), mais pas sur
la gêne ressentie du contexte extérieur (F(1, 29.06)=1.09, p=0.30).
Les notes obtenues sur la gêne ont un intervalle de conﬁance plus large que les autres.
Il est intéressant d'observer sur la Figure 6.9 que les valeurs varient sensiblement avec
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Figure 6.7  Nombre d'occurrences des réponses aux quatre questions
contextuelles, relatives au lieu (en haut à gauche) à l'entourage (en
haut à droite), au niveau de mobilité (en bas à gauche%.) et au niveau
d'occupation (en bas à droite).
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Figure 6.8  Réponses moyennes obtenues aux questions sur l'im-
mersion : a) le sentiment de présence (en haut à gauche), b) le ressenti
du son 3D (en haut à droite), c) la contribution du son à l'immersion
(en bas à gauche) et d) la gêne du contexte sur l'immersion (en bas à
droite). Les barres noires verticales de a), b) et d) sont les intervalles
de conﬁance à 95%.
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Figure 6.9  Notes moyennes obtenues à l'assertion  Le contexte
extérieur a gêné votre immersion  en fonction du contexte. Les barres
verticales sont les intervalles de conﬁance à 95%.
le contexte. Le  bruit  introduit par ces facteurs d'inﬂuence sur les données peut
être une des raisons expliquant l'absence de signiﬁcativité du rendu sonore, malgré
une amélioration des notes du même ordre de grandeur que pour les autres questions
dans le cas des sessions binaurales. Par ailleurs, on remarque que les variations sont
cohérentes avec le contexte : faible gêne ressentie lorsque le sujet est à la maison,
seul, assis ou allongé, et l'esprit faiblement occupé ; à l'inverse, forte gêne lorsqu'il est
dans la rue, entouré de personnes inconnues, en train de marcher, et l'esprit fortement
occupé. Gardons à l'esprit que ces observations ne sont faites qu'à titre indicatif, dans
la mesure où le contexte n'est pas un paramètre contrôlé et uniformément distribué
au travers des sessions.
Enﬁn, un test du χ2 est mené sur les réponses à la question  Avez-vous ressenti un
eﬀet "son 3D" ?  (réponses considérées comme variable dépendante, le type de rendu
sonore étant la variable indépendante). Les résultats révèlent une forte présomption
contre l'hypothèse nulle, avec une valeur de χ2=6.81 et p<0.01. Il y a donc un eﬀet
statistiquement signiﬁcatif du type de rendu sonore sur la réponse des sujets, i.e., les
sujets semblent percevoir sensiblement plus du son 3D dans les sessions en binaural.
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6.4.4 Résultats de la tâche de mémorisation
Calcul de distance ou de similarité entre deux séquences d'objets
Pour la tâche de mémorisation, le sujet fournit la liste des 7 derniers objets de mémoire,
dans l'ordre où il se rappelle les avoir croisés. Notre objectif est de la comparer à celle
des objets croisés dans le bon ordre. Il existe de nombreuses méthodes pour calculer
la distance entre deux séquences. La plupart d'entre elles sont utilisées pour mesurer
la similarité entre des chaînes de caractères (pour les auto-corrections de SMS sur
smartphone par exemple). Nous identiﬁons cinq calculs de distance ou de similarité
qui peuvent être pertinents.
Le premier est la distance de Hamming : elle comptabilise simplement les éléments
qui ne sont pas positionnés au même endroit entre les deux séquences. Dans notre
cas, avec des séquences de 7 objets, elle renvoie une valeur comprise entre 0 (les deux
séquences identiques) et 7 (aucun objet à la même place). C'est un calcul intuitif,
mais il ne tient pas compte de l'ordre des objets ni de la distance qui les sépare. Par
exemple, les séquences  trompette - machine à laver - piano - réveil  et  réveil -
trompette - machine à laver - piano  donneraient une distance maximum, car aucun
objet n'est à la même place. Pourtant, la trompette, la machine à laver et le piano
sont restitués dans le bon ordre et à une faible distance de leurs positions d'origine.
Étant donné que notre tâche de mémorisation est une tâche d'ordonnancement, il nous
semble important de proposer des calculs qui tiennent aussi compte de ces critères.
La longueur de la plus grande sous-séquence commune permet de tenir compte de
l'ordre. À l'inverse de la distance de Hamming elle mesure une similarité, et renvoie
dans notre cas une valeur comprise entre 1 et 7. Elle néglige cependant la bonne ou
mauvaise position de cette sous-séquence.
La distance de Levenshtein comptabilise le nombres d'opérations (substitution, in-
sertion, suppression) nécessaires pour transformer une séquence en une autre. Par
exemple, pour passer de  trompette - machine à laver - piano - réveil  à  réveil -
trompette - machine à laver - piano , la distance sera de 2, car 2 opérations sont
nécessaires :
 la suppression du réveil, pour passer de  trompette - machine à laver - piano -
réveil  à  trompette - machine à laver - piano  ;
 puis l'insertion du réveil à la bonne place, pour passer de  trompette - machine
à laver - piano  à  réveil - trompette - machine à laver - piano .
Comme pour la plus petite sous-séquence commune, ce calcul favorise les séquences
déjà proches dans leur ordre, mais néglige la proximité spatiale d'un élément par
rapport à sa position d'origine. De même que pour Hamming, cette valeur est comprise
entre 0 et 7 dans notre cas.
La distance de Damerau-Levenshtein intègre ce critère. Il s'agit du même calcul que
Levenshtein, avec une opération supplémentaire autorisée : l'échange de deux éléments
adjacents (la transposition). Par exemple, considérons la séquence originale  trom-
pette - machine à laver - piano - réveil  et la séquence restituée par le sujet  trompette
- piano - machine à laver - réveil . Tandis que la distance de Levenshtein est de 2
134 Chapitre 6. Expérience sur l'apport du binaural dans un Inﬁnite Runner
(suppression de la machine à laver, puis insertion à la bonne place), la distance de
Damerau-Levenshtein réduit cette distance à 1, car elle autorise à échanger le piano et
la machine à laver. Si en revanche on considère une séquence restituée  trompette -
piano - réveil - machine à laver , où la machine à laver a été décalée encore d'un cran
vers la ﬁn, bien que la distance de Levenshtein ne change pas, celle de Dameareau-
Levenshtein augmente à 2, car une transposition simple ne permet plus d'obtenir la
séquence d'origine. On favorise donc les éléments proches, mais seulement lorsqu'ils
sont côte à côte.
La similarité de Jaro est une valeur comprise entre 0 (séquences très diﬀérentes) et 1
(séquences identiques). Le calcul combine le nombres de correspondances m entre les
deux séquences et le nombre de transpositions t. Une correspondance est établie entre
deux éléments identiques des deux séquences si leur éloignement est inférieur ou égal
à : ⌊
max(| s1 | , | s2 | )
2
⌋
− 1
où | si | est la longueur de la séquence i.
On compare ensuite deux à deux les i-èmes éléments correspondants de s1 et de s2.
Le nombre de transpositions correspond aux total de diﬀérences comptabilisées, divisé
par 2.
Finalement, la distance de Jaro dj entre deux séquences s1 et s2 est déﬁnie par :
dj =
1
3
(
m
| s1 | +
m
| s2 | +
m− t
| s1 |
)
Comparaison des distances entre sessions binaurales et sessions mono
La Figure 6.10 présente les distances moyennes obtenues pour toutes les sessions avec
questionnaire de mémorisation, puis pour celles rendues en binaurales et celles rendues
en mono. On observe que pour chaque type de distance, les valeurs sont toutes très
proches et relativement hautes. Seules les distances représentées par la plus longue
sous-séquence commune et Jaro présentent des valeurs relativement basses. Gardons
cependant à l'esprit que la plus longue sous-séquence commune est un critère moins
restrictif que les autres, puisqu'il favorise uniquement les suites d'objets identiques,
indépendamment de leurs positions dans la liste. Par ailleurs, la distance de Jaro avan-
tage fortement le fait que les deux listes possèdent les mêmes objets (impliquant un
nombre de correspondances plus élevé). On remarque cependant que toutes les sessions
binaurales ont une distance plus grandes que les sessions mono (ou à l'inverse une si-
milarité plus faible), ce qui indiquerait une mémorisation moins bonne des objets dans
le cas du binaural. Des ANOVA sont menées, avec chacune pour variable dépendante
une des distances, et le type de rendu sonore comme variable intra-classe. Les résultats
ne révèlent pas d'eﬀet signiﬁcatif du rendu sonore, quelle que soit la distance : Ham-
ming (F(1, 29.24)=0.10, p=0.76), Levenshtein (F(1, 29.22)=0.71, p=0.41), Damerau-
Levenhstein (F(1, 29.21)=0.45, p=0.51), plus longue sous-séquence commune (F(1,
29.28)=2.89, p=0.10) ou similarité de Jaro (F(1, 29.21)=0.34, p=0.56).
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Figure 6.10  Distances moyennes entre la séquence d'objets croisés
par les sujets pendant la phase de jeu et la séquence restituée pendant
le questionnaire de mémorisation, selon le type de rendu sonore. Pour
faciliter la visualisation, les valeurs sont normalisées. La plus longue
sous séquence commune et la similarité de Jaro ont été inversées, de
façon à n'avoir que des représentations de distance. De ce fait, pour
l'ensemble des critères observés, plus la valeur est basse, plus la mémo-
risation est bonne. Les barres verticales sont les intervalles de conﬁance
à 95%.
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Figure 6.11  La distance de Damerau-Levenshtein calculée sur les
séquences de mémorisation, par sujet. Les barres verticales sont les
intervalles de conﬁance à 95%.
Contrairement à la gêne du contexte extérieur ressentie par le sujet, qui montre des
diﬀérences notables d'un contexte à l'autre, la mémorisation ne varie pas beaucoup
en fonction du lieu, de l'entourage, de la mobilité ou de l'occupation du sujet. En
revanche, nous remarquons une disparité entre les sujets. La Figure 6.11 montre la
distance de Damerau-Levenshtein. Nous choisissons cet indicateur car il nous semble
plus complet, mais des observations similaires ont été constatées avec les autres dis-
tances. On observe qu'en moyenne la moitié des sujets mémorisent mieux les séquences
lors des sessions binaurales par rapport aux sessions mono. Cependant, l'importance
des intervalles de conﬁance ne nous permet pas d'aller au delà de cette simple obser-
vation.
Contribution de l'auditif et du visuel à la mémorisation
La Figure 6.12 permet d'observer, selon le type de rendu sonore, les réponses moyennes
aux deux assertions ( Le positionnement sonore des objets vous a aidé à classer les
objets  et  Le positionnement visuel des objets vous a aidé à classer les objets ) sur
l'aide des positions sonores ou visuelle des objets pour mémoriser. On remarque dans
un premier temps que le son aide beaucoup plus les sujets à mémoriser que le visuel.
Par ailleurs, pour la modalité sonore, les réponses n'augmentent que très légèrement
dans les sessions en binaural et augmentent plus visiblement pour la modalité visuelle.
Cependant, une ANOVA menée sur les données, considérant successivement les ré-
ponses aux deux questions, avec le type de rendu sonore comme variable intra-classe,
ne révèle aucun eﬀet signiﬁcatif du type de rendu sonore sur les réponses, modalité
visuelle (F(1, 29.19)=2.9, p=0.09 comme sonore (F(1, 29.18)=0.39, p=0.54).
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Figure 6.12  Réponses moyennes données par les sujets aux asser-
tions  Le positionnement sonore de ces objets vous a aidé à classer
les objets  et  Le positionnement visuel de ces objets vous a aidé à
classer les objets , ici présentées selon le type de rendu sonore de la
session. Les barres verticales sont les intervalles de conﬁance à 95%.
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Figure 6.13  Score moyen de performance obtenu selon le type de
rendu sonore des sessions. Les barres verticales sont les intervalles de
conﬁance à 95%.
6.4.5 Observation du score
Les scores moyens obtenus sont représentés selon le type de rendu sonore des sessions
dans la Figure 6.13. On observe ici un score moyen meilleur pour les sessions en
binaurales. Par ailleurs, la Figure 6.14 permet d'observer les scores obtenus par sujet
selon le type de rendu sonore. On s'aperçoit que le sujet 8 (et dans une moindre
mesure le sujet 19) possède un score moyen bien au dessus de tous les autres sur
les sessions en binaural. Celui-ci détient en eﬀet les trois scores les plus élevés de
l'expérience (le premier dépassant les 660000 points, soit un facteur 100 par rapport
à la moyenne), obtenus sur des sessions en binaural. Indépendamment du sujet 8,
l'ensemble des autres sujets cumulent à eux tous une meilleure moyenne en mono
qu'en binaural. Une nouvelle fois, une ANOVA sur les données, avec le type de rendu
sonore en variable intra-classe, suggère l'absence d'eﬀet signiﬁcatif du rendu sonore
sur le score (F(1, 28.05)=0.18, p=0.68).
La Figure 6.15 représente les scores par contexte. Comme pour l'immersion, les scores
varient sensiblement et sont plus élevés dans des situations propices à la concentration :
à la maison, assis ou allongé, seul, à un niveau d'occupation bas. Les scores élevés en
transport et au niveau d'occupation 4 s'expliquent en partie par le fait que les plus
hauts scores détenus par les sujets 8 et 19 ont été faits dans ces contextes.
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Figure 6.14  Score moyen de performance obtenu pour chaque sujet
selon le type de rendu sonore des sessions. Les barres verticales sont
les intervalles de conﬁance à 95%.
Figure 6.15  Score moyen de performance obtenu selon le type de
contexte. Les barres verticales sont les intervalles de conﬁance à 95%.
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6.5 Discussion
6.5.1 Sur les résultats
Les résultats sur l'immersion, la mémorisation et le score sont disparates. Sur les quatre
questions du questionnaire de l'immersion, trois ont vu leurs réponses signiﬁcative-
ment inﬂuencées par le binaural. Il semble que le son binaural renforce le sentiment
de présence du joueur et qu'il contribue davantage à son immersion que le son mono.
Par ailleurs, le son 3D est ressenti plus souvent lors des sessions binaurales, indiquant
que les sujets perçoivent consciemment la spatialisation sonore. En revanche, les su-
jets ne perçoivent pas le contexte extérieur comme moins gênant grâce au binaural.
Nous avons montré que les diﬀérents contextes représentés modiﬁaient cette sensation
de gêne, et que les variations induites pouvaient diluer l'eﬀet du binaural. Gardons
cependant à l'esprit que le pouvoir isolant du binaural sur le contexte extérieur est
sans doute dû en premier lieu à l'utilisation du casque, qui était aussi utilisé dans les
sessions mono de notre expérience.
En ce qui concerne la mémorisation, les réponses des sujets suggèrent que le son est
plus utile que le visuel pour mémoriser. Cela s'explique sans doute par le fait que dans
un Inﬁnite Runner, le décor déﬁlant vite, le temps d'apparition des objets à l'écran
est court. Dans ces conditions, une fois l'objet passé hors-champ, le fait d'entendre
encore un moment le son passé derrière soi devient probablement un atout pour la
mémorisation. Cependant, le binaural ne renforce signiﬁcativement pas cette aide. De
même concernant la tâche de mémorisation elle-même, le rendu sonore n'inﬂuence
pas signiﬁcativement les résultats. Les diﬀérentes valeurs de distance calculées nous
laissent à penser que la tâche de mémorisation était particulièrement diﬃcile, obser-
vation conﬁrmée par les témoignages oraux de plusieurs sujets lors du bilan : retenir
l'ordre des 7 derniers objets croisés avait été une tâche diﬃcile en soi, rendue d'au-
tant plus ardue par le fait que ces 7 objets venaient parfois compléter une liste totale
beaucoup plus longue. Pour cette raison, certains sujets ont même annoncé avoir régu-
lièrement fait exprès de perdre une fois les 7 premiers objets croisés, pour leur éviter
de compliquer davantage la tâche.
Au delà de cette question de diﬃculté, il pourrait être intéressant dans une étude
ultérieure de mettre en relation les résultats de mémorisation avec l'attention portée
à la tâche : dans le débrieﬁng, certains sujets ont reporté oralement avoir focalisé
leur attention sur la tâche de mémorisation plutôt que sur le but du jeu (montrant
au passage que notre eﬀort à gommer l'eﬀet d'anticipation des sujets en alternant les
questionnaires n'a pas toujours fonctionné). L'attention des sujets a certainement joué
un rôle majeur dans la réussite de cette tâche, et a peut-être un eﬀet croisé avec le
type de rendu sonore.
Pour ﬁnir sur la mémorisation, notons que les objets étaient répartis sur la route,
seulement à droite ou à gauche du sujet. On sait que le binaural non-individualisé
favorise surtout la spatialisation latérale, raison qui nous a poussés à limiter les posi-
tions, pour mettre en avant sa spéciﬁcité et son eﬃcacité de spatialisation. Cependant
cette volonté rentre quelque peu en conﬂit avec le principe de l'art de la mémoire
(voir Section 5.4.2), qui réclame de se représenter l'objet mentalement à une position
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unique. Un sujet nous a même explicitement dit avoir utilisé l'art de la mémoire pour
cette tâche, mais en plaçant les objets à des positions complètement indépendantes de
celles rencontrées dans le jeu. Placer les objets en des endroits plus variés, tout autour
de l'avatar, aurait peut-être permis une meilleure association entre objet et position.
Enﬁn, concernant les scores, aucun eﬀet signiﬁcatif du rendu sonore n'a été révélé sta-
tistiquement. Les facteurs d'inﬂuence semblent trop nombreux dans notre expérience :
contextes variables et distribués aléatoirement, ne nous permettant pas d'approfondir
l'étude des scores au cas par cas, en comparant par exemple les sessions binaurales
dans la rue avec les sessions mono dans la rue. En plus de ça, plusieurs parties ont
été interrompues volontairement, rendant le score non représentatif de l'aptitude du
joueur : jeu parfois jugé trop facile par certains sujets, qui mettaient ﬁn à leur partie
pour éviter d'y passer trop de temps ; ou partie limitée dans le temps à cause des
conditions extérieures (trajet dans un transport arrivant à son terme, pause au travail
limitée, etc.) ; ou encore interruption volontaire une fois les 7 objets de mémorisation
croisés. Dans ces conditions, il est diﬃcile de conclure sur nos résultats.
6.5.2 Sur la méthodologie, les problèmes de mise en ÷uvre
La mise en ÷uvre concerne le déroulement concret de l'expérience. Dans un travail
qui expose une hypothèse scientiﬁque à vériﬁer, elle ne fait pas toujours, voire ra-
rement, l'objet d'une discussion. Pourtant, la recherche étant limitée dans le temps
et les moyens, les limitations pratiques sont aussi une façon de justiﬁer le choix de
la méthode. Plus encore, dans notre cas, l'expérience a été menée avec l'intention de
conférer aux résultats une validité externe la plus grande possible. Pour cette raison, la
méthode ESM a été choisie, et les sessions des sujets ont été soumises à de nombreux
facteurs d'inﬂuence non récoltés dans cette expérience, potentiellement impactant sur
la validité interne des données. Dans la section qui suit, nous esquissons les principaux
aspects des diﬃcultés techniques rencontrées, liées à l'ESM, et des quelques facteurs
d'inﬂuence possibles résultant.
Sélection des sujets
Une diﬃculté rencontrée dans cette expérience concerne la sélection des sujets et
l'utilisation de leur téléphone personnel. Notre application n'ayant pas été testée sur
l'ensemble des marques et modèles de téléphone existants, des problèmes récurrents
nous ont privé de plusieurs volontaires, sur le téléphone desquels l'application ne
fonctionnait pas, n'envoyait pas correctement les données sur le serveur (problème
d'identiﬁcation), cessait de fonctionner dès le lancement, ou après quelques secondes
de jeu. Au total, 10 sujets sont venus se faire installer l'application sans succès.
Motivation et interruptions des sujets
Par ailleurs, la disponibilité et la motivation des sujets sont aussi un problème de taille
dans ce genre de protocole. Sur les 30 sujets qui sont allés au bout des 70 sessions,
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seulement 2 ont terminé dans les 35 jours impartis. Le nombre moyen de jours de retard
est de 14,7 jours. Étant donné la disparité des retards entre les sujets, il est diﬃcile
d'analyser les répercussions de ces rallonges de temps, entrecoupées d'interruptions,
sur les résultats. Par ailleurs, ces retards ont entrainé des diﬃcultés d'ordre logistique,
nécessitant de prolonger manuellement et individuellement les envois de SMS. Un
système de notiﬁcation automatique tenant compte de cet aspect est donc plus que
recommandé avant le déploiement d'une telle expérience.
Malgré l'envoi de SMS journaliers, 7 autres sujets ont abandonné l'expérience en cours
de route. Le paiement échelonné est censé constituer un moteur dans ces cas là, mais
il doit alors être suﬃsamment élevé et réparti tout au long de l'expérience, ce qui
n'était sans doute pas assez le cas ici. Par ailleurs, 2 sujets supplémentaires ont dû
interrompre leur expérience après avoir cassé leur téléphone, et 1 autre pour avoir
modiﬁé les paramètres de son téléphone à plusieurs reprises pendant l'expérience,
eﬀaçant les ﬁchiers de sauvegarde de l'application.
6.5.3 Contrôle des sujets
Une autre diﬃculté concerne le contrôle des sujets. Il est en eﬀet impossible de vériﬁer
que les sujets font leurs sessions comme il leur a été demandé. Pendant le bilan, et
malgré les instructions insistantes données à ce sujet (à l'écrit via l'application et à
l'oral), 9 sujets ont avoué avoir accompli quelques sessions sans casque (avec le son
du téléphone ou sans son), 9 autres (dont certains se recoupent avec les précédents)
avec des écouteurs intra-auriculaires, et 1 sujet a déclaré n'avoir pas fait attention au
sens du casque dans les premières sessions (sans mentionner les possibles inversions
de casque non détectées). Il nous est évidemment impossible d'identiﬁer les sessions
concernées.
De même, nous ne pouvons nous assurer que le sujet a bien accompli lui-même toutes
ses sessions (néanmoins aucun cas de ce genre ne nous a été reporté). La session libre
était également prévue pour permettre de faire jouer d'autres personnes (à la demande
de certains sujets), quoique très peu de sessions libres ont été eﬀectuées (aucune la
plupart du temps).
Quoi qu'il en soit, toutes ces données aberrantes constituent un bruit de fond inévitable
dont nous ne pouvons qu'espérer qu'il n'aﬀecte pas les eﬀets substantielles. À l'avenir,
des mécanismes doivent être envisagés pour limiter au mieux ce genre d'entorse au
protocole (par exemple, pour empêcher les problèmes de casque, un verrou auditif
avant chaque session, qui se débloque après une tâche de localisation auditive simple,
où le sujet indique dans quelle direction, gauche, droite ou centrale, il entend une
succession de bips sonores).
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6.6 Conclusion
Dans cette expérience, nous avons mesuré l'apport du binaural à une expérience de jeu
vidéo mobile de type Inﬁnite Runner. Des sessions de jeu avec binaural ont été compa-
rées à des sessions de jeu en mono selon trois critères : le sentiment d'immersion, la mé-
morisation d'objets et la performance de jeu. Les résultats ont révélé une amélioration
signiﬁcative de l'immersion grâce au binaural, mais un apport plus indécis concernant
la mémorisation et la performance. À tout le moins, aucune contre-indication n'a été
trouvée concernant l'utilisation du binaural. Cette expérience suggère donc un apport
positif du binaural à la qualité d'expérience, justiﬁant son emploi dans un jeu vidéo
de ce type.
Plusieurs perspectives sont envisageables, du point de vue de l'apport du binaural
d'abord. La comparaison avec un rendu monophonique a sans doute permis de mettre
en avant les spéciﬁcités du son spatialisé, mais peut-être au détriment des propriétés
particulières du binaural. Par exemple, les avantages liés à la latéralisation sont peut-
être tout autant valables avec de la stéréophonie. Il serait par conséquent intéressant
de prolonger l'expérience en ajoutant une comparaison avec d'autres rendus sonores,
en particulier la stéréophonie.
Une autre perspective, plus générale, serait bien sûr de mener l'expérience avec d'autres
applications, voire même de décliner la même application sur d'autres supports (e.g.,
ordinateur ou télévision). Cela permettrait de mesurer encore davantage la pertinence
des trois critères, immersion, mémorisation et performance et éventuellement de les
adapter selon le type d'application. Par exemple, la performance, ici diﬃcile à exploi-
ter, pourrait se révéler autrement plus parlante dans le cas d'un jeu où la localisation
d'objets fait partie intégrante des mécaniques de jeu.
Enﬁn, du point de vue méthodologique, la méthode ESM nous a permis de mener une
expérience hors les murs et de collecter des données proches d'une utilisation réelle de
smartphone, bien que soumises à de nombreux facteurs d'inﬂuence non-contrôlés. Les
expériences à suivre, fondées sur celle-ci, devront utiliser ce défrichage expérimental
en renforçant les points positifs (e.g., la diversité des contextes, la possibilité de col-
lecter plus de données) et en atténuer au mieux les eﬀets indésirables (e.g., réduire les
diﬃcultés logistiques, en préparant plus en amont le déploiement, ou réduire la distri-
bution erratique des contextes, en intégrant par exemple des modules context-aware).
Une suite intéressante à cette expérience serait également de la reproduire, mutatis
mutandis, dans des conditions expérimentales de laboratoire, et de comparer les ré-
sultats, de façon à confronter les deux approches, entre validité externe et validité
interne. Nous signalons que cette expérience a déjà été menée, mais non incluse dans
cette thèse par manque de temps. Elle fera cependant l'objet d'une publication indé-
pendante.
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7.1 Contributions
L'objectif initial de cette thèse était de mesurer l'apport du binaural dans les applica-
tions mobiles audiovisuelles. Au vu de l'ampleur de la tâche, notre approche a consisté
à circonscrire petit à petit la problématique pour aboutir à une expérience réalisable
dans le temps imparti et avec les moyens disponibles. Pour ce faire, un des ﬁls conduc-
teurs a été de considérer l'expérience binaurale sur mobile telle qu'elle pourrait être
vécue dans une application audiovisuelle déployée auprès du grand public. En cela, ce
travail s'inscrit dans la tendance actuelle visant à traiter l'expérience non plus comme
un système isolé, déplacé dans un contexte idéal de laboratoire, mais comme réinsérée
au c÷ur des facteurs d'inﬂuence susceptibles de l'altérer, et pourvue des attributs
auxquels un utilisateur lambda aurait accès.
Nous avons considéré dans un premier temps l'objet audiovisuel seul, dépourvu de
contexte applicatif et de contexte d'utilisation précis, pour nous permettre d'étudier
la façon dont il est perçu par l'être humain. Nous avons proposé un tour d'horizon
de la technologie binaurale, en envisageant en particulier le problème de l'individua-
lisation, son inaccessibilité auprès du grand public dans l'état actuel des choses et
l'éventualité de s'en passer dans un contexte audiovisuel. Nous avons ensuite évoqué
l'association d'un son spatialisé avec un visuel, l'eﬀet ventriloque qu'elle engendrait,
en le considérant non pas comme un eﬀet indésirable, mais au contraire comme une
opportunité de déployer la scène auditive en dehors de l'écran, sans briser ses liens
avec la scène visuelle. Tous ces éléments ont été exposés dans le chapitre 2.
L'état de l'art sur l'eﬀet ventriloque ne traitant pas spéciﬁquement le cas du son binau-
ral couplé à un visuel sur mobile, nous avons proposé une expérience dans le chapitre
3, dans laquelle on détermine la fenêtre d'intégration auditivo-visuelle horizontale en
utilisant la méthode du PSSA. Les résultats ont montré que l'individualisation des
HRTF n'avait pas d'eﬀet signiﬁcatif sur la fenêtre, suggérant la possibilité de s'en
aﬀranchir, dans le cas où son et image sont associés de façon diégétique et univoque.
Un large décalage en élévation entre son et image n'altère pas non plus signiﬁcative-
ment sa taille, nous permettant d'envisager sereinement les variations imprévisibles
de hauteur du téléphone lorsque l'utilisateur le tient face à lui dans ses mains. Enﬁn,
un décalage systématique de la fenêtre par rapport à la position du visuel nous laisse
penser que les sujets adoptent un point d'écoute déplacé sur la caméra de la scène
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virtuelle, attitude que nous avons qualiﬁée de processus de projection.
Dans le chapitre 4, nous nous sommes penchés sur la qualité sonore, la qualité d'ex-
périence et les facteurs d'inﬂuence du contexte dans l'état de l'art. Cette partie a été
l'occasion de replacer l'objet audiovisuel au sein de l'expérience mobile, et de mettre
en lumière toute la complexité du domaine de l'évaluation de qualité, allant de la
sélection d'attributs propres à représenter correctement ce qu'on veut évaluer de l'ob-
jet aux méthodes d'évaluation en elles-mêmes. En particulier, nous avons confronté
deux approches du déploiement expérimental, une orientée validité interne (contrôle
des facteurs d'inﬂuence et des biais expérimentaux) et l'autre orientée validité externe
(résultats pertinents au delà de l'expérience).
Les chapitres 5 et 6 présentent l'expérience visant à mesurer l'apport du binaural. Le
premier redéﬁnit la problématique de la thèse à la lumière de l'état de l'art et oriente
les choix expérimentaux. Ainsi, dans le second, nous avons restreint l'étude à une
application unique, un jeu vidéo de type Inﬁnite Runner, et nous avons mesuré l'apport
du binaural selon trois attributs, l'immersion, la mémorisation et la performance du
sujet. Nous avons proposé un protocole expérimental fondé sur la méthode ESM,
permettant de mener notre expérience au plus proche des cas d'utilisation réels. Malgré
le bruit engendré par les nombreux facteurs d'inﬂuence sur les données collectées,
les résultats ont révélé un apport signiﬁcatif du binaural en termes d'immersion par
rapport à une version de référence monophonique de l'application, justiﬁant l'emploi
de cette technologie dans des conditions plausibles d'utilisation par le grand public
(absence d'individualisation des HRTF, casques audio et smartphones de gammes
variées, contextes multiples, etc.)
7.2 Perspectives
Ce travail de thèse oﬀre de nombreuses perspectives. Parmi les choix tranchés que
nous avons faits, et qui appellent à une étude plus poussée, il y a celui de l'association
entre les sources sonores et les sources visuelles de la scène. Dès le chapitre 2, nous
nous sommes contentés d'envisager un son associé à une image visible à l'écran, les
deux étant temporellement synchronisés et sémantiquement cohérents. Pourtant, de
nombreux autres situations auraient pu être envisagées, sans doute même certaines qui
auraient pu bénéﬁcier du binaural d'une façon diﬀérente (nous évoquions par exemple
dans le chapitre 5 la spatialisation d'un son non-diégétique, créant un nouvel espace
virtuel coexistant avec l'espace audiovisuel de la scène) et entraîner une réﬂexion nou-
velle sur la perception de l'espace et des sources qui le compose. Un approfondissement
de l'étude de la scène audiovisuelle et de ses possibilités, telles qu'elles ont été exposées
par exemple dans [Chion, 2013] ou [Farnell, 2010], gagnerait donc à être fait.
Une autre ouverture possible concerne la variation des diﬀérents paramètres de l'expé-
rience ESM. Changement d'application, mesure de l'apport du binaural selon d'autres
termes (avec la possibilité de mener une étude pour déterminer les attributs propres
à qualiﬁer l'expérience audiovisuelle sur mobile avec du binaural), comparaison avec
d'autres systèmes de restitution sonore, ou avec d'autres supports que le mobile (la
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même application sur ordinateur par exemple), une mesure d'autres facteurs d'in-
ﬂuence, etc., toutes ces possibilités participeraient à construire progressivement la
validité interne de ces méthodes expérimentales hors les murs, tout en maintenant
leur validité externe.
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Annexe A
Documents de l'expérience PSSA
A.1 Instructions d'accueil
Notice d’information 
Objectif et description de la recherche 
 
 
L’expérience à laquelle vous allez participer est destinée à l’étude de la perception simultanée de 
stimuli visuels et auditifs. Les résultats recueillis seront analysés statistiquement. 
 
Vous arriverez dans une pièce dans laquelle on vous demandera de vous asseoir sur une chaise, 
en face d’un téléphone mobile dont la position est fixe. Nous vous demanderons ensuite de régler 
votre distance au téléphone, puis votre élévation de manière à ce que l’inclinaison de votre regard 
forme un angle de 39° avec l’horizontale. Un fil tendu à 39° entre le téléphone et le mur vous 
aidera à vous positionner. 
 
L’expérimentateur vous remet alors un contrôleur bluetooth qui vous permettra d’agir avec le 
téléphone. L’expérimentateur vous indiquera le bouton sur lequel appuyer. En aucun cas vous ne 
devrez toucher l’écran du téléphone. 
 
Description du test : 
 
Le test comprend deux blocs de séquences composées d’un stimulus sonore spatialisé diffusé sur 
casque d’écoute simultanément à un stimulus visuel projeté sur l’écran du téléphone. Dans les 
deux blocs, le stimulus auditif se déplace horizontalement, soit du centre vers la périphérie (droite 
ou gauche), soit de la périphérie vers le centre, tandis que le stimulus visuel est placé de manière 
fixe sur le téléphone, soit à droite soit à gauche. Chaque trajectoire peut avoir lieu dans le plan 
horizontal du téléphone (-39° par rapport à votre tête), soit dans un plan horizontal au-dessus de 
votre tête, à 70°. 
 
Dans un bloc, le stimulus visuel est un hélicoptère dont les pales sont en mouvement, et le 
stimulus auditif est un bruit de rotor. 
 
Dans un autre bloc, le stimulus visuel est un halo lumineux, et le stimulus auditif est un train de 
bruits blancs. 
 
Chaque séquence est précédée d’un bip sonore indicatif. 
 
Consigne : 
 
Pour chaque séquence, votre tâche consiste à fixer des yeux le stimulus visuel (axe du rotor de 
l’hélicoptère, ou centre du halo) et à indiquer l’instant dès lequel vous percevez celui-ci 
aligné (même direction), voire confondu (formant un unique événement) avec le stimulus 
auditif. 
 
Pour indiquer l’instant où vous percevez les 2 stimuli alignés, il vous suffit d’appuyer aussitôt 
sur le bouton du contrôleur bluetooth. Dès cet instant, le stimulus visuel disparaît et le 
stimulus auditif s’interrompt. La séquence suivante démarre automatiquement quelques secondes 
plus tard. Il vous est demandé de toujours garder le contrôleur dans la même main. 
 
  
Déroulement du test : 
 
Le test se déroule en deux blocs dont l’ordre vous sera spécifié au dernier moment par 
l’expérimentateur : 
Bloc A : visuel d’hélicoptère fixe et bruit de rotor en déplacement (droite ou gauche) 
 
Bloc B : visuel d’halo lumineux fixe et train de bruits blancs en déplacement (droite ou 
gauche) 
 
Chacun des deux blocs du test est précédé d’une session d’apprentissage, constituée de 8 
séquences (environ 2 minutes). Le bloc proprement dit comprend 64 séquences et dure environ 
13 minutes. Une pause vous sera proposée tous les 20 stimuli environ. 
 
Au total, le test dure donc 30 minutes, sans compter les pauses.  
 
Nous vous remercions de votre participation. 
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A.2 Questionnaire de débrieﬁng
Date :     Session : Bruit blanc / Hélico en premier 
Sujet id :     Age :  Sexe :    
Droitier ou Gaucher ? 
Lunettes / lentilles :     correction : 
Problèmes d’audition ?  
Distance au téléphone :  
 
 
 
1) Quelle session vous a semblé la plus difficile, l’hélicoptère ou le bruit blanc ? 
 
Pourquoi? 
............................................................................................................................................... 
............................................................................................................................................... 
............................................................................................................................................... 
 
2) Pour chacune des sessions, pouvez-vous évaluer la difficulté globale de la tâche 
sur l’échelle ci-dessous : 
 
Hélicoptère : 
 
Facile            Difficile 
 
1   2   3   4   5 
 
 
Bruit blanc : 
 
Facile            Difficile 
 
1   2   3   4   5 
 
       
 
3) Sur une échelle de 1 à 5, à combien évaluez-vous la synchronisation entre votre 
perception du point d'alignement et votre geste de validation ? 
 
1 -> Geste très en avance sur la perception (forte anticipation) 
2 -> Geste légèrement en avance sur la perception (légère anticipation) 
3 -> Geste parfaitement synchronisée avec la perception 
4 -> Geste légèrement en retard sur la perception 
5 -> Geste très en retard sur la perception 
 
4) Avez-vous bien perçu le son à l’extérieur de votre tête et devant vous ? 
............................................................................................................................................... 
............................................................................................................................................... 
 
 
5) La distance du son vous paraissait-elle en adéquation avec la distance du 
téléphone ? 
............................................................................................................................................... 
............................................................................................................................................... 
 
6) Avez-vous perçu les deux niveaux d’élévation des stimuli sonores ? 
 
............................................................................................................................................... 
............................................................................................................................................... 
 
 
7) Avez-vous ressenti une gêne à indiquer un point d’alignement lorsque les stimuli 
sonores étaient au-dessus de vous ? 
 
............................................................................................................................................... 
............................................................................................................................................... 
 
 
8) Avez-vous d’autres remarques ? 
  
............................................................................................................................................... 
............................................................................................................................................... 
............................................................................................................................................... 
............................................................................................................................................... 
............................................................................................................................................... 
............................................................................................................................................... 
............................................................................................................................................... 
............................................................................................................................................... 
 
 
Merci pour votre participation ! 
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Annexe B
Documents de l'expérience ESM
B.1 Instructions d'accueil
Nous présentons ci-dessous les instructions lues par le sujet avant de démarrer l'expé-
rience. Après l'installation de l'application, le sujet repartait avec les instructions, lui
permettant de les consulter à tout moment si nécessaire.
Notice d’information 
Objectif et description de la recherche 
 
Introduction 
 
Dans cette expérience, vous allez jouer à un jeu vidéo mobile. L’expérience se déroule sur 5 
semaines (35 jours), pendant lesquelles vous exécuterez au total 70 sessions de jeu, à raison 
de 2 par jour. Les résultats seront envoyés au fur et à mesure sur une base de données distante, 
puis analysés statistiquement. 
 
Accueil au laboratoire 
 
Aujourd’hui, l’expérimentateur va installer le jeu sur votre téléphone. Il collectera également 
des informations générales vous concernant (âge, habitudes de jeu, etc.) et répondra à vos 
éventuelles questions. 
 
Organisation des sessions de jeu 
 
Les sessions commenceront dès le lendemain. Chacune des deux sessions aura lieu à une 
heure aléatoire, une le matin entre 8h et 13h, et l’autre l’après-midi entre 14h et 18h.  Vous 
recevrez à chaque fois un sms pour vous notifier du début de la session. Dans la mesure du 
possible, votre tâche sera de jouer dès sa réception. Si vous ne pouvez pas (à cause d’un 
empêchement quelconque), il vous est demandé alors de jouer dès que possible dans la 
tranche horaire correspondante (avant 13h pour une session le matin, avant 18h pour une 
session l’après-midi). 
 
Si malgré tout vous ne parvenez pas à accomplir votre session dans la demi-journée impartie, 
celle-ci sera reportée à un jour ultérieur. Si vous avez manqué une session du matin, la session 
de l’après-midi est également reportée. Chaque session manquée rallonge donc d’une journée 
la durée totale de l’expérience. 
 
Lorsque vous lancez l’application, vous arrivez sur l’écran ci-dessous. Deux types de sessions 
s’offrent à vous, la session de test et la session libre. 
 
  
Écran d’accueil de l’application. À gauche la session de test est disponible. À droite elle est 
indisponible. 
 
La session de test 
 
C’est le type principal de session de l’expérience, celui que vous devez accomplir deux fois 
par jour. Une fois que la session de la demi-journée est exécutée, le bouton se grise et devient 
indisponible jusqu’à la prochaine session (à la date indiquée en dessous). 
 
Une session se déroule en trois phases : un premier questionnaire sur votre contexte 
d’utilisation (durée moyenne estimée à 10 secondes), une phase de jeu (durée moyenne 
estimée à 4 minutes) et un second questionnaire sur différents aspects du jeu (objets 
rencontrés et immersion, durée moyenne estimée à 30 secondes). 
 
Le premier questionnaire porte sur votre contexte d’utilisation. Quatre questions vous sont 
posées, toujours les mêmes, et concernent votre contexte au début de la session. 
 
Vient ensuite la phase de jeu. Vous incarnez un personnage qui avance automatiquement sur 
un chemin tout tracé. Votre objectif est d’aller le plus loin possible en accumulant un 
maximum de bonus, et en esquivant au mieux les obstacles. Glissez votre doigt vers la droite 
ou la gauche sur l’écran pour déplacer le personnage latéralement, glissez votre doigt vers le 
haut pour le faire sauter, ou vers le bas pour le faire glisser. 
  
 
 
L’image ci-dessus est une capture d’écran de l’application pendant la phase de jeu. Outre le 
personnage en bas de l’écran, on peut voir l’affichage de différentes informations, de gauche à 
droite et de haut en bas : 
- le bouton de pause du jeu ; 
- trois cœurs qui représentent vos vies. Si vous touchez un obstacle, vous perdez un 
cœur, et reprenez votre course au même endroit. Si vous perdez les trois, la phase de 
jeu prend fin ; 
- le nombre d’arrêtes de poisson (bonus) collectées pendant la session ; 
- le score (un calcul entre la distance parcourue et les bonus collectés) ; 
- la distance parcourue en mètres ; 
- le nombre d’objets que vous aurez croisés qui seront utilisés pour le questionnaire de 
mémorisation en phase 3. Tant que vous n’en aurez pas croisé au moins 7, la partie 
continuera (même si vous n’avez plus de cœurs). L’aspirateur rouge visible ci-dessus 
est un exemple de ces objets. 
 
Le questionnaire de fin change d’une session à l’autre. Il alterne entre des questions sur votre 
sentiment d’immersion, et des questions sur votre capacité à mémoriser des objets spécifiques 
que vous aurez croisés pendant la phase de jeu. Il arrive aussi parfois qu’aucune question ne 
vous soit posée. 
 
Avant chaque session, un écran vous rappelle de brancher votre casque audio, de mettre le 
niveau sonore de votre téléphone au maximum, et de régler le niveau sonore du jeu à l’aide du 
curseur qui s’affiche. 
 
Une compensation financière est prévue, sous forme de bons d’achat, 10€ à l’issue des 20 
premières sessions accomplies, encore 10€ après les 20 suivantes, et enfin 30€ après les 30 
dernières, pour un total de 50€. 
 
La session libre 
 
La session libre est identique à la session de test, à l’exception que vous pouvez y jouer de 
façon illimitée. Les informations issues des questionnaires de début et de fin (sans tâche de 
mémorisation toutefois) sont récoltées de la même manière. Aucune compensation financière 
n’est prévue pour les sessions accomplies dans ce mode. 
 
Nous vous remercions pour votre participation. 
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B.2 Questionnaire de débrieﬁng
B.2.1 Questions
Ci-dessous, le questionnaire de ﬁn rempli par chaque sujet à l'issue de ses sessions.
Après l’expérience : 
Aimez-vous ce genre de jeu en général ? 
 
 
 
Avez-vous apprécié le jeu ? 
 
 
 
 
 
 
5 - Tout à fait 
1 - Pas du tout 
5 - Tout à fait 
1 - Pas du tout 
Avez-vous ressenti une gêne particulière à jouer dans l’environnement « forêt » (graphismes trop 
chargés, incohérences, bugs, etc.) ? 
 
 
 
 
Avez-vous ressenti une gêne particulière à jouer dans l’environnement « ville » (graphismes trop 
chargés, incohérences, bugs, etc.) ? 
 
 
 
 
 
5 - Tout à fait 
1 - Pas du tout 
5 - Tout à fait 
1 - Pas du tout 
Avez-vous ressenti une gêne particulière à jouer dans l’environnement « ville 
vénitienne » (graphismes trop chargés, incohérences, bugs, etc.) ? 
 
 
 
 
 
 
Commentaires sur le jeu : 
 
 
 
 
 
 
 
 
 
 
 
5 - Tout à fait 
1 - Pas du tout 
  
Commentaires sur l’expérience : 
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Figure B.1  Représentation de l'appréciation des sujets du genre
de jeu en général (en bleu) et de ce jeu en particulier (en rouge). Les
données du sujet 16 n'ont pu être récoltées, pour des raisons techniques
et de distance (sujet devenu injoignable après l'expérience).
B.3 Réponses
La Figure B.1 combine les résultats obtenus aux deux premières questions du question-
naire, à savoir l'appréciation générale du genre de jeu, et l'appréciation particulière
de ce jeu. On constate une note moyenne meilleure pour ce jeu par rapport au genre :
18 sujets ont préféré le jeu, seulement 9 le genre, et 1 a noté les deux à l'identique.
Un de nos objectifs était de proposer un jeu suﬃsamment abouti pour donner l'im-
pression au sujet de jouer à un vrai jeu. Ces notes suggèrent que l'objectif est atteint.
La Figure B.2 combine quant à elle les niveaux de gêne ressentie pour la forêt, la
ville et la ville vénitienne. La quatrième valeur représente la gêne totale, moyenne des
trois précédentes. Ici on observe une gêne moyenne plus importante ressentie pour la
ville vénitienne. Cependant, le détail des notes par sujet est plus partagé : 11 sujets
ont attribué une note de gêne plus importante à la ville vénitienne, contre 10 pour la
forêt, 5 pour la ville et 3 au moins deux environnements à égalité. Cependant, quand
elle est devant les autres, la ville vénitienne semble avoir particulièrement plus gêné.
La raison tient sans doute au faut que ce niveau a été développé pour l'occasion par
le prestataire Polymorph, et que son équilibrage n'a pas pu être testé dans les temps
impartis. Quelques bugs reportés par les sujets dans ce niveau spéciﬁque (notamment
l'apparition parfois brusque d'un mur sur le chemin, obstruant la vue mais permettant
le passage) peuvent aussi expliquer ce résultat. Une autre gêne reportée oralement est
celle ressentie pendant les niveaux de nuit, en particulier dans la forêt, rendant la
visibilité des obstacles moins bonne et expliquant sans doute la deuxième position de
cet environnement dans les reports.
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Figure B.2  Représentation de la gêne des sujets ressentie pour
chaque environnement. En jaune, la gêne totale, moyenne des trois
précédentes. Les données du sujet 16 n'ont pu être récoltées, pour
des raisons techniques et de distance (sujet devenu injoignable après
l'expérience).
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Évaluer l'apport du binaural dans une
application mobile audiovisuelle
Résumé
Dans ce travail de thèse, nous nous proposons d'évaluer l'intérêt que peut présenter le son
binaural lorsqu'il est utilisé dans une application mobile audiovisuelle. Dans une première
partie, nous nous intéressons à la perception spatiale d'un son binaural associé à un visuel
rendu sur un petit écran. Notre expérience révèle une forte tolérance de l'être humain face
aux dégradations spatiales pouvant survenir entre les deux modalités. Dans la seconde partie,
nous répondons à la question de l'apport du binaural en termes d'immersion, de mémorisa-
tion et de performance, dans un jeu vidéo mobile de type Inﬁnite Runner. Nous déployons
une expérience  hors les murs , dans un contexte plausible d'utilisation grand public. Les
résultats indiquent une immersion signiﬁcativement meilleure pour le binaural, comparée à un
rendu monophonique. La mémorisation et la performance ne sont en revanche pas soumises à
un eﬀet statistiquement signiﬁcatif du rendu sonore. Au-delà des résultats, cette expérience
nous permet de discuter de la question de la validité des données en fonction de la méthode
de déploiement, en confrontant notamment bienfondé théorique et faisabilité pratique.
Mots clés : Binaural, smartphone, qualité d'expérience, expérience utilisateur, perception
audiovisuelle, eﬀet ventriloque, point d'alignement spatial subjectif, méthode d'échantillon-
nage de l'expérience, contexte, attribut sonore, jeu vidéo
Abstract
In this thesis, we study the potential contribution of the binaural technology to enhance the
quality of experience of an audiovisual mobile application. In the ﬁrst part, we address the
question of the spatial perception of a binaural sound associated to a visual rendered on a
small screen. The results of our experiment reveal a strong tolerance of subjects to spatial
discrepancies between the two modalities. In the second part, we address the contribution of
the binaural rendering in terms of immersion, memorization and performance, in an Inﬁnite
Runner, a widespread smartphone video game type. In particular, we conduct the experiment
in a realistic context of use. Results indicate a signiﬁcantly better immersion with the binaural
rendering, compared to the monophonic one. No eﬀect of sound rendering was found for
memorization and performance. Beyond the contribution of the binaural, we discuss about the
protocol, the validity of the collected data, and oppose theoretical considerations to practical
feasibility.
Keywords : Binaural sound, smartphone, quality of experience, user experience, audiovisual
perception, ventriloquist eﬀect, point of subjective spatial alignment, experience sampling
method, context, sound attribute, video game
