Optimal binary preÿx-free codes for inÿnite sources with geometrically distributed frequencies, e.g., P = {p
Introduction
Consider an information source P with probability distribution P = {p i } n−1 i=0 ; p 0 ¿p 1 ¿p 2 ¿ · · · ¿p n−1 on a set of n letters. The Hu man Encoding problem is to associate a preÿx-free set of n binary words {w i } n i=0 ⊂{0; 1} * with P such that the expected word length n i=0 p i length(w i ) is minimized, where length(w i ) is the number of bits in w i ; e.g., length (0110) = 4: A preÿx-free set is one in which ∀i = j; w i is not a preÿx of w j :
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It is well known (see e.g., [14] ), that ÿnding such a code is equivalent to ÿnding a tree with n leaves such that when l i is the length of the ith highest leaf in the tree then the expected external path length n i=0 p i l i (achieved by placing the ith letter (p i ) at the ith highest leaf ) is minimized. Such a tree may easily be found using the well-known Hu man Encoding Algorithm [6] .
Suppose now that the situation is modiÿed slightly to permit inÿnite sources, i.e.,
In this case the problem of ÿnding a preÿx-free code, or equivalently, an inÿnite tree labeled with the p i , with minimum weighted external path length, is not nearly as well understood. It has been proven [11] that optimal trees (codes) exist if and only if the entropy − i p i log p i , of P is bounded 1 but there still does not exist any algorithm for ÿnding optimal codes that works for all such P with bounded entropy.
Special cases are better understood, though. The best known and earliest such case is that of the inÿnite binary codes (e.g., using only 0-s and 1-s) for the inÿnite geometric source. This is the source that ÿxes some p; 0¡p¡1, and then deÿnes
. Such a source arises, for example, in the description of runlength encoding as was noted by Golomb [4] . Suppose we have a string of As and Bs in which each character occurs independently of every other one; Bs occurring with probability p and As with probability 1−p. Now, for i = 0; 1; 2; : : : set X i = BB : : : BB i times
A.
Every inÿnite string can be written uniquely as the concatenation of di erent X i s with the probability of X i occurring being (1 − p)p i . We thus, have a situation in which strings are composed of words from an inÿnite source with given distribution P p : Other problems that can be recast as ÿnding a min-cost inÿnite tree with distribution P p arise in operations research [5] and group testing [8, 15] .
This special case of P = P p was studied by Gallager and Van Voorhis [3] who exhibited an optimal tree 2 for every p. Their technique was to 'guess' a countable sequence of ÿnite sources P 0 p ; P 1 p ; P 2 p ; P 3 p ; : : :, that were better and better approximations to P p , use the Hu man algorithm to derive the optimal trees for these ÿnite sources and then show that these codes "converge" to an inÿnite tree that is optimal for the inÿnite source. Their result can be stated as:
Theorem 1 (Gallager and Van Voorhis [3] ). Given p; let m be the unique integer that satisÿes Let a tree T be described as a sequence I i ; i = 0; 1; 2; 3; : : : ; where I i is the number of internal nodes on level i. Then the tree described by I 0 ; I 1 ; I 2 ; I 3 ; : : : ; = 1; 2; 4; : : : ; 2 log 2 m ; m; m; m; : : :
is optimal for P p .
If we use M m to denote the mth such tree, then Fig. 1 contains the tops of M 1 ; M 2 ; M 3 ; M 4 and M 5 : In this ÿgure, as in all the others in this paper, a ÿlled-in circle represents an internal node while a square represents a leaf.
Gallager and Van Voorhis' basic technique was later expanded upon and extended by Abrahams [1] and Kato et al. [10] who showed that it could be applied to other families of inÿnite sources. Abrahams [1] also showed how to extend the theorem to cover the ternary case in which every parent can have three children rather than two. There are also some very new results that describe how to extend the results to two-sided geometric distributions [12, 13] . A comprehensive survey of the latest results may be found in [2] .
All of these papers share the same basic approach, in that they construct an optimal code=tree for the inÿnite source by using the Hu man encoding algorithm to construct optimal trees=codes for a sequence of special ÿnite sources and then showing that these ÿnite trees=codes "converge" in a nice fashion to an inÿnite one which must be an optimal tree=code for the inÿnite source.
In this paper, we return to the original Gallager and Van Voorhis problem of the geometric source and provide a new derivation of optimal binary trees=codes for geometric sources by deriving the structure of all optimal forests. This new derivation does not use the Hu man algorithm to build ÿnite trees or forests. It instead treats an optimal inÿnite forest as an inÿnite sequence of integers (that represent the number of leaves=internal-nodes on each level of the forest) and proves combinatorial properties of such sequences, e.g., their elements are bounded, after some point the sequence must cycle, etc. These properties will permit a complete description of the structure of optimal trees (as opposed to the old proofs which exhibited only one optimal tree but said nothing about the existence or nonexistence of any others). It will also permit generalizing the results in [3] from binary trees to d-ary forests, 3 where the generalization is both from binary to d-ary and from trees to forests.
The rest of this paper is structured as follows. Section 2 introduces some basic deÿnitions, translating problems on trees and forests into problems on equivalent inÿnite sequences. Section 3 presents the main theorem which completely characterizes the structure of optimal trees for geometric sources. Section 4 introduces some basic combinatorial operations on the tree sequences and shows that many of them preserve optimality. Section 5 pulls everything together and proves the main theorem. Section 6 discusses an interesting related problem left open.
Deÿnitions
We start by noting that as far as our problem is concerned the actual topological structure of a tree is not important; for calculating costs the only important quantities in a tree are the numbers of leaves at each of its levels. Any two trees that have identical numbers of leaves at all levels will have the same cost. For our purposes it will also be convenient to know the number of internal nodes at each level and to be able to represent forests (collections of trees).
Also, for reasons to be discussed later in this section, this paper will only be concerned with full forests, forests in which each internal node has a full complement of d children. Therefore, for all l¿0; E l+1 + I l+1 = dI l . We thus deÿne:
is an inÿnite sequence of pairs of nonnegative integers satisfying ∀l¿0; E l+1 + I l+1 = dI l :
The I l are called internal nodes while the E l are called external or leaf nodes. Given a forest F we deÿne ∀l¿0; I l (F) = I l and E l (F) = E l : For pedagogical reasons, we also deÿne A l (F) = j6l E j (F) where A l (F) is the number of leaves on or above level l. When F is understood we will simply write A l . Finally, a tree T is a forest with (I 0 (T ); E 0 (T )) = (1; 0).
Since E l+1 + I l+1 = dI l a forest is fully determined by knowing just the number of leaves on its top level and the number of internal nodes on all levels. Thus, we will usually write a forest as a sequence: F = E 0 ; I 0 ; I 1 ; I 2 ; I 3 ; : : : :
For example the forests F 2 ; F 1 and F 0 in Fig. 2 have initial sequences F 2 = 2; 1; 2; 3; 3; 3; 3; : : : ; F 1 = 1; 2; 3; 3; 3; 3; 3; : : : and F 0 = 0; 3; 3; 3; 3; 3; 3; : : : :
We now deÿne Cost(· ; ·) in a way that corresponds to the natural cost of a tree given a source. Deÿnition 2. Let F be a forest and d i (F); i = 0; 1; 2; : : : be the depth of the ith leaf in F, breaking ties arbitrarily. Thus,
be a nonincreasing sequence of nonnegative reals. The cost of F labeled by P is the external path length of forest F when its leaves, sorted by increasing depth, are labeled with the p i ; i.e.,
Note: if l E l (F) is bounded then set Cost(F; P) = ∞ (this describes the degenerate case in which all but a ÿnite number of nodes in the forest are internal. Such a forest obviously cannot be labeled with an inÿnite number of leaves).
As an example, the forest F 1 in the diagram has Cost(F 1 ; P) = 0p 0 + 1p 1 + 2p 2 + 2p 3 + 2p 4 + 3p 5 + 3p 6 + · · · : Deÿnition 3. A forest F is optimal for P if it has minimal cost among all forests with the same number of nodes on their top levels, i.e., it is optimal if ∀Forests F such that I 0 (F ) + E 0 (F ) = I 0 (F) + E 0 (F); Cost(F; P)6Cost(F ; P):
Similarly, A tree T is optimal for P if ∀Trees T ; Cost(T; P)6Cost(T ; P):
As previously mentioned it is known [11] that optimal trees (and, by slightly modifying their proof, optimal forests as well) actually do exist for every P with ÿnite entropy
We note that an optimal forest must be full because, if it was not, adding the "missing" node(s) as a leaf (leaves) would result in a forest with lesser cost. For the rest of this paper we will, therefore, always assume that forests are full and, in particular, obey the equations, E l+1 + I l+1 = dI l .
We also note that, given a ÿxed forest F; it is impossible to permute the elements of P to create a new sequence P containing the same elements in a di erent order such that Cost(F ; P) 6Cost(F ; P). This follows directly from the fact that the elements in P are sorted in nonincreasing order with p 0 ¿p 1 ¿p 2 ¿ · · · . Thus, the optimality of a forest is not only over all forests with the same number of nodes on their top level but also over all permutations of P:
It is quite easy to see that scaling P by a constant does not change optimality: for every ¿0, F is optimal for P if and only if F is optimal for P = p 0 ; p 1 ; p 2 ; : : : :
We, therefore, will not restrict ourselves to P for which i p = 1 because after ÿnding an optimal tree for any general P, we can always go back and scale it so that its elements sum to 1. In what follows, we will always assume that 0¡p¡1 is ÿxed and
, is the geometric sequence it generates. We will thus abbreviate Cost(F ; P) to Cost(F).
Finally, note that for geometric series the cost has a particularly simple form:
As an example note that in Fig. 2 , if all levels in F 1 below the second level have three leaves, then
The main result
As previously mentioned, the main result of this note is a combinatorial derivation of the structure of optimal codes for geometric sources. An advantage of this new derivation (as opposed to the existing ones) is that it permits the identiÿcation of all of the optimal Hu man trees. In particular, it shows that for all but a countable number of ps there is a unique optimal tree, while for each of that countable number of ps there are an uncountable but, still easily describable, set of optimal trees. More speciÿcally: 
m then let S = {m; m + 1} N be the set of all inÿnite tuples that can be written using integers m and m + 1. For S ∈ S we write S = (S 0 ; S 1 ; S 2 ; : : :) and deÿne F S to be the forest Then; the set of optimal forests for p is exactly equal to {F S : S ∈ S}.
This theorem says that, given p and the number of nodes on the top level of the forest, then if p = The rest of this paper is dedicated in proving this theorem using combinatorial tools. Before continuing, we note that when d = 2 the trees (I = 1) deÿned in Eq. (2) are what are called M -codes in [1] . Also note that the (2) m are the roots of 1
5 then the forests U 2 ; U 3 and U 7 are the only optimal forests with, respectively, 2, 3 and 7 nodes on the top level. Note that the unshown levels of the forests all have exactly ÿve internal nodes and 5 leaves.
This in turn implies that (2) m−1 ¡ p6
Thus Theorem 2 implies Theorem 1.
For other examples of the applications of the theorem we refer the reader to where each successive 'run' of 3s is one longer than its predecessor.
Combinatorial operations on forests
In this section we deÿne some basic combinatorial operations that can be performed on forests and state facts about them.
In what follows we assume that p is ÿxed and that F = E 0 ; I 0 ; I 1 ; I 2 ; I 3 ; : : : and F = E 0 ; I 0 ; I 1 ; I 2 ; I 3 ; : : :
are forests. Recall that, by deÿnition, E l+1 + I l+1 = dI l and E l+1 + I l+1 = dI l : Deÿnition 5. Let i; j¿0 and m¿0 be integers. Suppose further that for some j; I 0 + E 0 = I j + E j : Then Replace (F; F ; j) is deÿned so that ∀i ¡ j; I i (Replace(F; F ; j)) = I i ; E i (Replace(F; F ; j)) = E i ; ∀i¿j; I i (Replace(F; F ; j)) = I i−j ; E i (Replace(F; F ; j)) = E i−j ; i.e.,
Replace(F; F ; j) = E 0 ; I 0 ; I 1 ; I 2 ; : : : ; I j−2 ; I j−1 ; I 0 ; I 1 ; I 2 ; I 3 ; : : : : F i is Forest F with i instead of E 0 leaves on its top level. Trunc(F; j) is F starting at level j: Repeat(F; j) is F with I j repeated once. Cycle(F; j) is the top j levels of F and then I j repeated forever. C m is just the forest with m internal nodes on every level. Note that, by deÿnition, C Ij = Trunc(Cycle(F; j); j) 0 : Replace(F; F ; j) starts with F, keeps its top j levels, and replaces everything on level j and below with forest F : Examples of these operations can be found in Figs. 6 -8. Also C 1 is just tree M 1 from Fig. 1 and C 4 can be found in Fig. 7 .
Many of these operations preserve optimality of forests.
Lemma 2. If F and F are optimal for p then (1) ∀j¿0; Trunc(F; j) is optimal.
(2) If E 0 + I 0 = E j + I j then Replace(F; F ; j) is optimal.
Before proving this lemma we describe a typical application. Referring to Fig. 6 suppose that both M 2 and M 3 are optimal. From Lemma 2(1) we have that both is also optimal. Note that Lemma 2(3) cannot be used to prove this fact. Fig. 8 . The tree S seen previously and Repeat(S ; 4): Note that the four internal nodes on level 4 of S are repeated on level 5 of Repeat(S ; 4) after which the remainder of the levels of S are continued. F = Trunc(M 3 ; 3) and Trunc(M 2 ; 4) are optimal. Since F is optimal, from Lemma 2(3) we have that F 1 is also optimal. Since both Trunc(M 2 ; 4) and F 1 have exactly the same number (four) of nodes on their top level we have from Lemma 2(2) that Replace(M 2 ; F 1 ; 4) is also optimal.
Proof. F can be thought of as having two parts; a top part consisting of levels 0; 1; : : : ; j − 1, and a bottom part consisting of Trunc(F; j): Replace(F; F ; j) is constructed by keeping the top part of F but replacing the bottom part with F : thus,
Now suppose that Lemma 2(1) is not true and that, for some j; Trunc(F; j) is not optimal. Let F be any optimal forest with E 0 + I 0 = E j + I j . Then Cost(F )¡ Cost(Trunc(F; j)) so Eq. (3) implies Cost(Replace(F; F ; j)) ¡ Cost(F) contradicting the optimality of F: This proves Lemma 2(1).
To prove Lemma 2(2) note that if F is optimal with E 0 + I 0 = E j + I j then the optimality of Trunc(F; j) from Lemma 2(1) implies that Cost(F ) = Cost(Trunc (F; j) ) so Eq. (3) implies Cost(Replace(F; F ; j)) = Cost(F) and the optimality of Replace(F; F ; j).
We will now prove that if E 0 ¿0 then F E0−1 is optimal. The proof of Lemma 2(3) will follow by iterating this fact to show that F E0−2 ; F E0−3 ; : : : ; F 0 are all optimal as well.
So assume, by contradiction, that F E0−1 is not optimal and let F be some optimal forest with I 0 +E 0 = I 0 +E 0 −1 nodes on its top level. Then Cost(F )¡Cost(F E0−1 ) = p −1 Cost(F): Now add one new leaf to the top level of F to ÿnd
But, since F E 0 +1 has the same number of nodes on its top level as F does this contradicts the optimality of F. Thus, F E0−1 is optimal and Lemma 2(3) follows. To prove Lemma 2(4) ÿrst note that from Lemma 2(3) both F 0 and F I0−I 0 are optimal forests with I 0 nodes on their top levels. Then,
Cost(F
Since F is optimal so is F I 0 +E 0 −I0 : Another application of Lemma 2(3) shows that for every i6I 0 + E 0 − I 0 ; F i is also an optimal forest, proving Lemma 2(4).
The last lemma provides us with tools for manipulating optimal trees. For example, Lemma 3. Let F = E 0 ; I 0 ; I 1 ; I 2 ; I 3 ; : : : be an optimal forest for p such that; for some j; I j+1 6I j : Then both Repeat(F; j) and Repeat(F; j +1) are also optimal forests.
Proof. Set F j = Trunc(F; j) and F j+1 = Trunc(F; j + 1): From Lemma 2(1) we have that both F j and F j+1 are optimal forests. Note that
In particular, since
we have
Thus, by Lemma 2(4)
is also an optimal forest. Finally, applying Lemma 2 (2) shows that Repeat(F; j) = Replace(F; F is also optimal. To prove Repeat(F; j + 1) simply note that
is an optimal forest and thus Repeat(F; j + 1) = Replace(F;
is also optimal.
As a concrete application, refer back to Fig. 8 . In that ÿgure the tree S has I 4 = 4¡3 = I 3 : Thus, if S is optimal then Repeat(S ; 4) is also optimal.
Actually, we can prove a much stronger result, speciÿcally, that if I j ¿I j+1 then Cycle(F; j) and Cycle(F; j + 1) are both optimal.
First note the following lemma which says that if a sequence of optimal forests 'converges' level-by-level to some forest F then F is also optimal.
Lemma 4 (Convergence Lemma). Let F be a forest and F j ; j = 0; 1; 2; : : : ; be some sequence of optimal forests such that F j is identical to F on its ÿrst j levels; i.e.; ∀j; E 0 (F j ) = E 0 and ∀l¡j; I l (F j ) = I l : Then F is also an optimal forest.
Proof. Let C be the cost of an optimal forest with E 0 + I 0 nodes on its top level. Then ∀j; Cost(F j ) = C: The conditions of the lemma imply that ∀i¡A j (F);
Thus, by the deÿnition of cost, we also have
where C j is the cost contributed by the leaves on the ÿrst j levels of F j . But, again by the deÿnition of cost,
Since Cost(F)¿C (deÿnition of optimal cost C) this implies Cost(F) = C and the optimality of F:
Corollary 5. Let F be an optimal forest for p and j such that I j+1 6I j : Then the forests C Ij and C Ij+1 are both optimal.
Proof. Iteratively deÿne F i as follows: F 0 = F and ∀i¿0; F i = Repeat(F i−1 ; j), e.g., F 0 = E 0 ; I 0 ; I 1 ; I 2 ; : : : ; I j−1 ; I j ; I j+1 ; I j+2 ; : : : ; F 1 = E 0 ; I 0 ; I 1 ; I 2 ; : : : ; I j−1 ; I j ; I j ; I j+1 ; I j+2 ; : : : ; F 2 = E 0 ; I 0 ; I 1 ; I 2 ; : : : ; I j−1 ; I j ; I j ; I j ; I j+1 ; I j+2 ; : : : ; F 3 = E 0 ; I 0 ; I 1 ; I 2 ; : : : ; I j−1 ; I j ; I j ; I j ; I j ; I j+1 ; I j+2 ; : : : :
By Lemma 3, all of the F i are optimal. The proof that Cycle(F; j) is an optimal that follows from Lemma 4. Since C Ij = Trunc(F; j) 0 the optimality of C Ij then follows from Lemma 2(1) and (3) .
The proof that Cycle(F; j + 1) and thus, C Ij+1 = Trunc(F; j + 1) 0 are optimal is similar.
Proof of the main theorem
Corollary 5 says that if F is optimal and, for some j; I j+1 6I j then Cycle(F; j) and Cycle(F; j + 1) are both optimal trees. A priori, there is no reason to expect that such a j exists, though; perhaps the I j are monotonically increasing. The next lemma implies that such a j always exists.
Lemma 6 (Optimal forests have bounded width). Let p be ÿxed and B = min{k:p k ¡1 − p}: Then; if F is any optimal forest; ∀l; I l (F)6B:
Proof. Suppose by contradiction that F is optimal and I l (F)¿B for some l: Without loss of generality we may assume that l = 0 and E l = 0: Otherwise, replace F by the optimal forest Trunc(F; l) 0 : Now note that since all leaves of F are below level 0; 1=(1 − p)¡Cost(F): But then
contradicting the optimality of F:
Recall the deÿnition of the Cyclic Forest 
Note that if F is optimal for some P there must always exist some j such that I j+1 6I j . Otherwise the I i are a monotonically increasing sequence, contradicting Lemma 6. For this j both Cycle(F; j) and Cycle(F; j + 1) are optimal and thus C Ij = Trunc(F; j) 0 and C Ij+1 = Trunc(F; j + 1) 0 are also both optimal. Since the C m have such special forms we can actually calculate for which p they are optimal. Lemma 7. Let C m be as deÿned above. Then
if and only if
with equality in (5) if and only if there is equality in (6).
Proof. Refer to Fig. 9 . From Lemma 1 we ÿnd that
Thus,
The proof of the lemma follows from Deÿnition 4 in which (d) m is deÿned to be the unique positive real root of 1 − p
Corollary 8. C m is optimal if and only if
Proof. From the discussion preceding Lemma 5 we know that for any ÿxed p there must exist at least one m such that C m is optimal for p (e.g., m = I j where j is such that I j+1 6I j ). We now use Lemma 5 to discover what the possible values of m are. First suppose that p¡
is not optimal. But if C k was optimal then from Lemma 2 C
1 is also optimal. We can condense the above paragraphs into two statements:
We now prove the lemma. First suppose that p is such that
for some t: From (7) we have that t − 1¡m while from (8) we have that m¡t + 1: In other words, C m is optimal for m = t and no other m:
Now suppose that p = (d) t for some t: Then the same reasoning shows that t − 1¡m¡t + 2 or that m ∈ {t; t + 1} so at least one of C t and C t+1 must be optimal but if m = ∈ {t; t + 1} then C m is not optimal. Suppose ÿrst that C t+1 is optimal. From Lemma 7, Cost(C
is optimal and thus, from Lemma 2, C t itself is also optimal. Now suppose that C t is optimal. Then from Lemma 2,
1 is also optimal. From Lemma 7, Cost(C t+1 ) = Cost(C 1 t ) and thus C t+1 is also optimal. We have just seen that if p = (d) t then C t is optimal if and only if C t+1 is optimal. Thus, they are both optimal, completing the proof of the corollary.
We need one more corollary before proceeding. It says that if p = (d) m then there are an uncountable number of optimal forests:
N be the set of all inÿnite tuples that can be written using integers m and m+1. For S ∈ S we write S = (S 0 ; S 1 ; S 2 ; : : :): Then; ∀S ∈ S deÿne U S = 0; S 0 ; S 1 ; S 2 ; S 3 ; : : : :
Then ∀S ∈ S; U S is optimal for p = are also both optimal. Now recursively deÿne Note that, again from Lemma 2 we ÿnd that all of the F i are optimal forests. Setting F = U S and applying Lemma 4 proves that U S = F is also optimal.
To prove that U i S is optimal for i6(d − 1)(m + 1) note that the proof above also shows that U (m+1; S) = 0; m + 1; S 0 ; S 1 ; S 2 ; S 3 ; : : : is also optimal. Then Lemma 2 shows that
We can now almost prove the main theorem. Speciÿcally, we can prove:
Lemma 10. Let F = E 0 ; I 0 ; I 1 ; I 2 ; I 3 ; : : : be an optimal forest. Let k be the smallest value for which I k 6I k+1 ; i.e;
Proof. Let j be any value such that I j+1 6I j . From Lemma 6 we know that such a j exists. From Corollary 5 we have that forests C Ij and C Ij+1 are both optimal. But from Corollary 8 we see that only this can happen • if We now know that I 0 ¡I 1 ¡I 2 ¡ · · · ¡I k ¿I k+1 and how I j behaves for j¿k. We require one more technical lemma that will be used to derive how I j grows when j¡k.
If F is a forest with E 0 = 1 and I 0 ¡m then F is not optimal for p. Proof. We will assume that such an F is optimal and show a contradiction.
We will also assume that F satisÿes
for some k. If m then it is possible that F might not satisfy the condition. Lemma 10 says that F still must be of the form
with ∀j¿k; I j ∈ {m; m + 1} and that the forest with the same E 0 value and
is also optimal. We can then take this new optimal forest as our F.
So now assume that we have an optimal F = 1; I 0 ; I 1 ; I 2 ; I 3 ; : : : satisfying (9) with E 0 = 1 and I 0 ¡m. Let F = 0; I 0 +1; I 1 ; I 2 ; I 3 ; : : : be the forest resulting from transforming the highest leaf of F into an internal node all of whose d children are leaves (see for, example, Fig. 10 ). We will now show that Cost(F )¡Cost(F) contradicting the optimality of F and completing the proof.
Recall that A i (F) is the number of leaves in F on or above level i and that Cost(F) = 1=(1 − p) 06l p A l (F) . Note that A 0 (F) = 1; and A 0 (F ) = 0. Also,
Now note that I 0 ¡I 1 6m so I 0 6m − 1. Therefore,
Since E 0 = 1 this implies that
Also note that since ∀i¿0 we have I i 6I i+1 and I i 6m,
Summing over i gives
Plugging back into our cost equations yields
But, since Proof. To prove (1) note that if I 0 ¡m but E 0 ¿0 then, by Lemma 2 F 1 is optimal contradicting Lemma 11.
To prove (2) note that if, for some i; I i+1 ¡ min{dI i ; m} then E i+1 = dI i − I i+1 ¿ 0. Thus Lemma 2 says that Trunc(F; i) 1 is optimal. But since I i+1 ¡m Lemma 11 says that Trunc(F; i) 1 is not optimal, leading to a contradiction.
We can now prove Theorem 2. In what follows, we assume that F = E 0 ; I 0 ; I 1 ; I 2 ; I 3 ; : : : is an optimal tree for p and examine its possible structures.
We examine the theorem's two cases of is also optimal. In other words, we have just shown that a tree F is optimal if and only if F = F S for some S ∈ S.
Suppose then that I¿m. We have just seen that I 0 ¿m; I 0 ∈ {m; m + 1}. Lemma 10 then tells us that ∀i¿0; I i ∈ m; m + 1. Thus, F = F S = I − S 0 ; S 0 ; S 1 ; S 2 ; S 3 ; : : :
for some S = (S 0 ; S 1 ; S 2 ; : : :) ∈ S. Note that in the notation of Corollary 9 F = F S = U I −S0 S . We now show that F S = I − S 0 ; S 0 ; S 1 ; S 2 ; S 3 ; : : :
is optimal for all S = (S 0 ; S 1 ; S 2 ; : : :) ∈ S.
First note that if S 0 = S 0 then, by Corollary 9 both U S and U S are optimal. Since they both have the same number (S 0 = S 0 ) of nodes on their top level this implies Cost(U S ) = Cost(U S ) so But, since F S = U I −S 0 S this says Cost(F S ) = Cost(F S ) so F S is also optimal. Now suppose that S 0 = S 0 . Without loss of generality we will assume that S 0 = m and S 0 = m + 1 (the other case is symmetric). From Corollary 9 both U S and U But, since F S = U I −S 0 S this says Cost(F S ) = Cost(F S ) so F S is also optimal. In other words we have just shown that a tree F is optimal if and only if F = F S for some S ∈ S completing the proof of Theorem 2.
Conclusion
In this paper we derived combinatorial properties of optimal (minimum-external path length) forests for distributions P p = {p i (1 − p)} ∞ i=0 . These combinatorial properties permitted us to exactly derive the form of these optimal forests.
One very interesting open question would be the construction of such trees for other distributions. At the moment the only distributions for which optimal trees are known seem to be the geometric ones, some of its variations [12, 13] and the (tails of ) Poisson distributions [7] . Others have not been addressed. It would, for example, be quite interesting to know the optimal tree for the Zeta-distributions
where ¿1. We note that one complication that arises in the optimal trees for these derivations is that their width, i.e., the maximum number of nodes that can appear on any level is unbounded. This is in sharp contrast to the situation in the geometric case in which Lemma 6 bounds (as a function of p) the number of nodes that can appear on any level.
