In many application in VLSI CAD, a given netlist has to be partitioned into smaller sub-designs which can be handled much better. In this paper we present a new recursive bi-partitioning algorithm that is especially applicable, if a large number of final partitions, e.g. more than 1000, has to be computed. The algorithm consists of two steps. Based on recursive splits the problem is divided into several sub-problems, but with increasing recursion depth more run time is invested. By this an initial solution is determined very fast. The core of the method is a second step, where a very powerful greedy algorithm is applied to refine the partitions. Experimental results are given that compare the new approach to state-of-the-art tools. The experiments show that the new approach outperforms the standard techniques with respect to run time and quality. Furthermore, the memory usage is very low and is reduced in comparison to other methods by more than a factor of four.
Introduction
Netlist partitioning is very important in many applications in VLSI CAD. Since modern designs may contain several million gates, it is often necessary to partition the netlist into small parts which can be handled efficiently, for instance to optimize the netlist or to do the routing. The problem of partitioning also occurs is FPGA design, where designs have to be split into parts that fit into one FPGA, while the number of connections between these parts should be minimal.
Another application is visualization of netlists. The problem of drawing a netlist usually is divided into several subproblems [17, 9] , like partitioning [10, 13] , crossing minimization [11, 18, 19] , and level assignment [6] . In most cases only a small fraction of the complete design is shown on the screen. E.g. of a multi-million gate ASIC only up to 100 gates are visible at a time.
In these cases much more than
partitions of the netlist are necessary. At a first glance, this number seems to be too extreme, however, if an error in a design has to be found which is either on the top level or at an unknown location of the design, it is necessary for the drawing algorithms to partition a multi-million gate netlist within a reasonable amount of time. Both memory usage and run time are important here, since the user neither wants to wait for hours before he can trace some signals in the design, nor does he want to buy a lot of main memory for this application. Last but not least, the quality of the partitioning is also important to obtain an easy-to-read drawing.
Previous Work
Most partitioning algorithms use an iterative improvement method, which was already introduced in 1970 [15] . In the meantime it has been improved in several ways [8, 5, 7] . All these approaches split the netlist into two partitions, and therefore they are called bi-partitioning.
To obtain more than two partitions, there are two major approaches:
gates each. This is the reason why we restrict ourselves to the approach based on recursive bi-partitioning.
The most successful approaches have been obtained so far using multi-level techniques [12, 2, 14] and these are also applicable for larger © . However, we only consider these techniques for comparison in the following, using the implementation of hMETIS.
For an excellent overview on different graph partitioning algorithms and their applications see [3] .
New Algorithm
In this paper we present an algorithm that is dedicated to large number of partitions ¡ . The algorithm consists of two main steps. Firstly, an initial solution is computed based on an improved move-based method. Instead of spending the same effort by using the same number of runs at each recursive level, our algorithm starts with a very simple solution and with increasing recursion depth, more and more starting solutions are considered. This has the effect that less effort is spent on the complete netlist, but more and more computation time is invested on smaller graphs. This results in a very fast algorithm. At each level a KLFMlike [15, 8, 16 ] approach is applied. In a second step a very powerful greedy algorithm is started that moves nodes across partitions, but in contrast to the classical © -way approaches only local gain values are computed and by this the memory consumption remains linear in the number of ¢ A similar technique has been applied to graphs instead of netlists in [4] .
partitions. Another benefit of this technique is that it can easily be integrated in existing recursive bi-partitioning algorithms based on KLFM.
We give comparisons on benchmarks versus the state-ofthe-art techniques that are based on multi-level structures [12, 2, 14] . It is shown that the new approach outperforms these algorithms for large numbers of partitions with respect to run time and quality.
The paper is structured as follows: In Section 2 the detailed problem formulation is given and a small example is presented. The new algorithm is described in Section 3. In Section 4 experiments are given and finally the main results are summarized.
Problem Formulation
Before we discuss the new algorithm, we formally describe the problem.
Min-Cut 
has to be minimized such that 
Partitioning Algorithm

Basic Idea
The main components of the algorithm are brie y described before the details are given.
1. First the set of nodes is divided into two balanced partitions, using a KLFM-like algorithm ( bipartitioning ). Then, this algorithm is called recursively for both partitions, until the desired number of partitions is reached. A. Bi-partitioning is based on the following two steps. First, an initial balanced partition is generated using a BFS oriented heuristic: a node is selected at random, and some neighboring nodes are added until the partition is balanced. Then, a KLFM-like algorithm is used to iteratively improve this first partition.
B. It has already been observed by several authors (see e.g. [14] ) that several runs have to be carried out to determine a good (and robust) solution. Thus, step A. is repeated and the best cut is taken. Here it should be noted that especially during the first few partitions computed in the recursion, this can become very expensive, since the whole graph has to be traversed several times. For this, we start with only one or two runs, but during the recursion this number is increased (see Section 3.3).
If
© partitions have been obtained, a greedy algorithms starts to move nodes around to guarantee that the final solution is a (local) minima.
The first step is used to find a reasonable good starting point, while the quality of the overall algorithm mainly results from the second part . In the following these main components are described in more detail.
KLFM-like Algorithm
The basic bi-partitioning algorithm is a KLFM-like [15, 8] iterative improvement algorithm that is based on a greedy strategy: nodes are selected iteratively and moved to the best partition.
¡
If the greedy algorithm is used as a post-processing to the solution determined by hMETIS, significant improvements can be observed, too.
To
Dynamic Parameter Selection
For one bi-partitioning step, several starting partitions can be chosen. Then KLFM is used to improve each of them, and the best cut is chosen. When using several starting partitions, the resulting cuts are usually much better and the algorithm becomes more robust. We will refer to the number of starting partitions as #start in the following.
The choice of the parameter #start has a direct impact on the run time, since KLFM has to be carried out #start times more often. Instead of fixing the parameter globally to a constant value (as it has been done in previous approaches), the choice of this number is based on the recursion number in our algorithm. This is due to the following reasons:
¢
The first bi-partitioning step is the most expensive one, because the full set of nodes has to be considered. Further bi-partitioning steps have to deal with a rapidly decreasing number of nodes. 
Experimental Results
The algorithm described above has been implemented in C. All experiments have been carried out on a 550 MHz PentiumII PC running Linux. All run times are given in CPU seconds. The experiments are run on the same machine and in the same software environment. Some statistics about the ISPD98 benchmarks [1] are given in Table 2 .
In a first series of experiments we compare the results of our algorithm to hMETIS [14, 13] . Each benchmark is partitioned in such a way that each final partition has 100 nodes. Thus up to 2000 partitions have to be computed.
The final results and the corresponding run times are given in Table 3 and Table 4 , respectively. In the first three rows the results for hMETIS using 4, 5, and 10 runs per recursive split are reported. In the last three rows the results obtained by the new algorithm are shown. In row N10 we give (for comparison reasons) the results obtained by our algorithm, if at each level 10 runs are carried out. In rows N+1 and N+2 starting with only 1 or 2 runs, the number is increased in each recursive split by 1 or 2, respectively. As can be seen all variants of our new algorithm constantly outperform hMETIS with respect to quality of the results (see Table 3 ). N+1 is the fastest algorithm of the ones proposed and even though it has better run time behavior than M4, it still outperforms M10 regarding quality. This mainly results from the powerful greedy algorithm as will be shown below. The KLFM-based first step is mainly used to avoid that the starting point is too bad, since this would increase run time. But also the hMETIS results can be further improved, by our greedy algorithm resulting in cuts of similar quality as our approach.
Next, we show that the memory consumption can be further reduced, if we simplify the algorithm in the following way: We determine a starting point using a BFS algorithm and then directly apply the greedy refinement technique, i.e. we do not use the KLFM approach any more. The results for the final cut, the run times and the memory consumption (in MByte) for the greedy algorithm (denoted as GRE) in comparison to M4 and N+2 are given in Table  5 . As can be seen the memory needed is reduced significantly. Furthermore, the quality can often be improved, but The experiments shown above give the impression that it was the best strategy to use GRE only, since it produces the best results using the smallest amount of memory. In the following we show that when using a small number of partitions only, it does make sense to use a KLFM-like algorithm first. In Figure 3 , for benchmark ibm18 and a variety of partition numbers a comparison of M10, N+2, and GRE is given. Relative numbers compared to M10 are used. Thus, a value larger than ¤ ¥ means that the method is worse than M10, while it is better for a value less than ¤ ¥
. For a small number of partitions, M10 produces much better results than GRE, while N+2 takes an intermediate place.
However, for a growing number of partitions GRE also improves, and it is better than M10 for more than 500 partitions. To obtain a stable algorithm, i.e. a method that performs well independent of the number of partitions, it does make sense to use a combination of both approaches, i.e. to run the greedy algorithm after recursive bi-partitioning.
Conclusions
We presented a new method to improve recursive bipartitioning of netlists for a very large number of partitions. The parameters for bi-partitioning are chosen dependent on the recursion level, since the quality of the cut is not very much of importance for the first cuts, while it has a large impact on the result for later cuts. Therefore, it is possible to speed up the algorithm for the first cuts where the number of nodes that have to be considered is still large. When the quality of the cuts becomes more important, much fewer nodes have to be considered and more iterations can be processed. The algorithm is further improved by using a post-processing step that allows to move nodes from one partition to another in a greedy fashion.
Using this post-processing step directly for the initial partitioning, i.e. without carrying out recursive bipartitioning first, the memory can be further reduced, since no information for bi-partitioning has to be stored. Since more time can be spent for the greedy algorithm, also the quality of the results improves, if the number of partitions is large enough. 
