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Abstract— Numerical experiments for the two-dimensional 
(2D) shallow water equations (SWEs) are used to study the 
HLLC scheme of TELEMAC-2D (v6p3r2). The correct 
implementation of the friction term and boundary conditions is 
tested against two analytical examples for one-dimensional 
shallow water flow. A 2D example of a curved channel is used 
to study two-dimensional flow over variable topography. The 
results of the vertex-centered implementation of the 
TELEMAC-2D HLLC scheme (HLLC-T2D) are compared 
with the N-TF advection scheme (N scheme adapted for tidal 
flats) in combination with the PSI scheme of TELEMAC-2D 
(TELEMAC-2D 14;5). Further a cell-centered implementation 
of the HLLC scheme (Camelet) was developed in C++ for 
comparison. We observed small differences between the 
specified inflow and the simulated boundary flux for HLLC-
2D. A variation of the time step for TELEMAC-2D 14;5 shows 
that the scheme strongly depends on the chosen time-step, even 
when the CFL condition is fulfilled.   
I. INTRODUCTION 
Finite volume methods are very popular in computational 
fluid mechanics. In the last decade numerous finite volume 
schemes and models have been developed to solve the 2D 
shallow water equations (SWEs). The HLLC (Harten-Lax-
van Leer-Contact) scheme is actually one of the most popular 
schemes. Details on the implementation of the HLLC scheme 
as it is implemented in TELEMAC-2D are given in [1] and 
[2]. It is important to mention, that different variants of the 
HLLC scheme exist. For example there are different ways to 
approximate the intermediate wave inside the HLLC solver. 
The scheme must be also extended to be able to handle 
wetting and drying fronts and varying topography. The 
differences in the implementation of these features will 
influence the numerical results [3]. In this paper we will not 
discuss numerical details of the HLLC scheme as it is already 
implemented and documented [2].   
We believe that the application of the HLLC scheme is 
not limited to dam break or tsunami modelling. Even though 
the scheme is explicit in time and restricted by a strict CFL 
condition, it has some advantages: It is able to handle the 
transition between supercritical and subcritical flow, the 
implementation of a HLLC scheme is simple and the 
application is user friendly since the only numerical 
parameter to be chosen by the user is the maximum allowed 
CFL number.   
In the present paper we first compare 1D analytical 
solutions of the SWEs with numerical results. In order to 
study the different schemes for more complex 2D flows, we 
designed a small test case of a curved channel. The example 
is also used to study the dependency of the schemes on the 
chosen time step.  
II. ANALYTICAL TEST CASES (1D) 
Usually the numerical solution is compared to an 
analytical solution to test the accuracy and correctness of 
numerical models. The library SWASHES [4] provides a 
collection of such analytical solutions for the SWEs. Two of 
these test cases are used to study HLLC-T2D. Details for the 
analytical solutions used for our study may be found in [5] 
and [4]. We passed the computation of error norms since we 
observed small differences between the specified inflow and 
the inflow simulated with HLLC-T2D.  
A. Example 1 - Mac Donald’s type 1D solution 
In the first test case we consider subcritical flow in a 
1000 m long rectangular channel. The channel width is 10 m. 
The constant inflow rate at the inflow boundary (x = 0) is Q 
= 20 m3/s. A constant water depth (h = 0.748324 m) is 
prescribed at the outflow boundary (x = 1000 m). Manning’s 
friction coefficient is set to 0.033 m-1/3 s. We set the initial 
condition to a constant water depth of 0.74 m. The simulation 
time was set to 3600 s to make sure that a steady state 
solution is reached.  
The longitudinal varying bed level and the analytical 
solution for the water level of SWASHES are shown in 
Fig. [1]. The numerical solutions of all three models show a 
good agreement with the analytic solution (Fig. [1]). 
However, the HLLC schemes overestimated the water depth 
at the inflow boundary. We observed a difference of about 3 
cm for Camelet (cell-centred implementation of the HLLC 
scheme) and 5 cm for the HLLC-T2D. One reason for this 
may be that the varying topography at the boundary was not 
considered. We further observed that the error in the 
boundary flux was around 0.3 % for HLLC-T2D. An 
important finding of the test case is that the semi-implicit 
discretization of the friction term works very well for the 
HLLC scheme. The step-wise approximation of the bottom 
topography in the HLLC schemes introduces no significant 
errors. Kesserwani [3] reported that the simple hydrostatic 
approximation can be inaccurate when simulating flow over 
a complex varying topography.   
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Figure 1.  Analytical solution and topography (top), comparison of 
analytical and numerical solution for Mac Donald’s problem (bottom). 
B. Example 2 - Mac Donald’s type 1D solution with smooth 
transition and a shock 
The second test case considers subcritical and 
supercritical flow in a short rectangular channel with a length 
of 100 m and a width of 10 m. The constant inflow rate at the 
inflow boundary (x = 0) is Q = 20 m3/s. The water depth at 
the outflow is h = 2.87871 m. The Manning coefficient was 
set to 0.03 m-1/3 s. We used a constant water depth of 0.74 m 
as initial condition. The simulation time was set to 3600 s. 
Fig. [2] shows the bed level as well as the analytic and 
numerical solutions for the water levels.   
All three numerical models are able to capture the shock 
and the transition. As in the previous example, both HLLC 
schemes slightly overestimated the water depth near the 
inflow boundary. For this example, the error in the discharge 
was around 0.2 % for the HLLC-T2D.  It is interesting to see 
that TELEMAC-2D 14;5 was able to capture the shock and 
the transition without oscillations. Such oscillations were 
observed for the wet dam break problem (not shown here).   
 
Figure 2.  Analytical and numerical solution for Mac Donald’s type 
problem with smooth transition. 
C. Boundary Conditions 
As mentioned above, we observed small differences 
between the specified inflow rate and the boundary flux for 
HLLC-T2D.  The implementation of boundary conditions for 
HLLC schemes can be carried out by using ghost cells and 
the Riemann invariants [6]. Details about a correct 
implementation are given in [7] and [8]. The implementation 
of an inflow boundary with a given discharge requires an 
iterative procedure to compute the correct water depth and 
velocity. Hence, the correct implementation of ghost cells for 
the boundary conditions is not trivial.  
Vertex-centred methods like HLLC-T2D cause problems 
when the inflow boundary elements are not on a straight line. 
For this case, the flow velocity is not vertical to the 
boundary. The same problem occurs on a solid wall 
boundary when a slip condition is applied. The procedure for 
the slip condition of the HLLC-T2D may not be momentum 
conservative [2]. However, the errors due to the loss of 
momentum can be often negligible, compared to the error 
due to the numerical diffusion of a first order scheme.  
In general it would be preferable to have a no-slip 
boundary condition at solid walls. Such a condition allows 
the simulation of boundary layers at a solid boundary. As 
discussed in [6] this boundary condition can only be 
implemented for viscous fluids. Following findings of [6] we 
can conclude that in cases where a large boundary layer 
exists close to a solid wall or when the viscous effects at the 
boundary have a significant influence on the global solution, 
the viscosity can not be neglected.   
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III. FLOW IN A CURVED CHANNEL (2D) 
The numerical experiment was designed to simulate the 
water flow over a variable topography (see Fig. [3]). The 
channel was discretized with 11998 nodes and 23140 
triangular elements.  The inflow rate at the left boundary was 
set to 0.01 m3/s. At the right boundary the water elevation 
was set to 0.9746 m. The difference between the given 
discharge and the boundary flux was negligible small for 
HLLC-T2D.   
A. Water depth 
Figure [4] shows the computed water depths for all three 
models. The model Camelet uses a cell centred discretization, 
so that a direct node by node comparison of the water depths 
between Camelet and the two TELEMAC-2D schemes is 
impossible. All three schemes provide plausible water 
depths. The water depths in Camelet are higher near the 
contractions. Figure [5] shows the differences between 
HLLC-T2D and TELEMAC-2D 14;5. We observed that the 
HLLC scheme of TELEMAC-2D tends to overestimate the 
water depth. This behaviour was also observed in other 
studies (not presented here). One reason might be the 
implementation of the slip boundary condition. In general the 
results of HLLC-T2D seems to be more diffusive (see also 
Fig [8]).  
In a second step we investigated the dependency of the 
schemes on the chosen time step. The numerical results of 
HLLC-T2D do not significantly change when the CFL 
number is reduced from 0.95 to 0.5. This is not the case for 
TELEMAC-2D 14;5. We used the following time steps (dt): 
 dt = 0.05 with a maximum CFL number of 0.21 
 dt = 0.2 with a maximum CFL number of 0.86 
 dt = 0.5 with a maximum CFL number of 2.1 
 dt = 1.0 with a maximum CFL number of 4.0 
One may expect that the results (see Fig [5]) should not 
significantly differ when the CFL number is smaller than 1. 
However this is not the case. A detailed investigation of this 
phenomena is complex and out of the scope of this work. We 
can conclude that the maximum differences for the water 
depth in TELEMAC-2D 14;5 were between 0.002 and 
0.004 m, depending on the chosen time step. For HLLC-T2D 
the largest difference was 2.0·10-6 m. 
B. Scalar Velocity 
Figure [6] shows the scalar velocity for all three schemes. 
The highest velocities occur near the smallest channel width 
(8 m < x < 10 m and 15 m < x < 20 m). All three models 
show feasible results: e.g. lower water depths lead to higher 
velocities.  
Figure [7] shows the differences in the scalar velocity 
between the two schemes of TELEMAC-2D. There are large 
differences between TELEMAC-2D and HLLC-T2D. We 
conclude from this figure, that there are strong differences in 
the implementation of the slip boundary condition in HLLC-
T2D, since there are significant differences along the entire 
boundary. 
The results of TELEMAC-2D 14;5 depend strongly upon 
the chosen time step. We observed differences up to 0.07 m/s 
for the v-velocity and 0.04 m/s for the u-velocity.  The 
maximum difference for HLLC-T2D in the velocity was 
around 4.4·10-4 m/s (CFL number reduced from 0.9 to 0.5).   
C. Velocity field 
Figure [7] shows the velocity fields of all three schemes. 
Camelet and TELEMAC-14;5 produce a more complex flow 
system with a vortex near x = 11.0 m, y = -1.8 m. The 
comparison between Camelet and the other schemes is 
difficult due to the different spatial discretization. The wet 
area near x = 11 m and y = 0.2 m is much larger for Camelet.  
IV. CONCLUSIONS  
Two analytical examples and an example of a curved 
channel with a variable topography were used to study the 
HLLC scheme of TELEMAC-2D. We observed that the 
correct implementation of boundary conditions is more 
complex for a vertex-centred discretization (HLLC-T2D) 
than for a cell-centred discretization (Camelet). The results 
suggest that the cell-centred discretization is less diffusive. 
Nevertheless the results of all three schemes were very 
similar.  
Finally our studies have shown that the results of 
TELEMAC-2D 14;5 depend strongly on the chosen time 
step. This influence does not significantly decrease with a 
decreasing CFL number (CFL < 1). The dependence on the 
time step is not the result of round-off errors. It is unclear 
how the dependence of TELEMAC 14;5 on the time step will 
behave for unsteady flows or flow in a complex domain with 
varying velocities and water depths. Maybe the settings for 
the solver can be improved to reduce the problem. One may 
argue that the observed differences are small, but they may 
have strong influences on the sediment transport when 
TELEMAC-2D is coupled to SISYPHE. However as shown 
in [9] such a splitting method for the coupling can sometimes 
fail. So we can conclude, that the user must take care when 
choosing the time step for TELEMAC 14;5. The HLLC 
scheme has the main advantage that the results only slightly 
change when the maximum allowed CFL number is reduced 
form 0.95 to 0.5. 
The main disadvantage of the HLLC scheme is its strict 
restriction by the CFL condition and the resulting computing 
time. However this restriction is a physical one and 
corresponds to transport of information between the finite 
volume cells. From this point of view all schemes that do not 
account for the hyperbolic properties of the SWEs may lead 
to some loss of information. In the best case this only leads to 
an increased diffusion, in the worst case the scheme may be 
become unstable. 
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Figure 3.  Topography for the curved channel example. 
 
Figure 4.  Water depth distribution for the curved channel example.  
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Figure 5.  Comparison of water depths between TELEMAC-2D 14;5 and HLLC-T2D and the dependency on the time step size for TELEMAC-2D 14;5. 
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Figure 6.  Comparison of the scalar velocity for the curved channel example.
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Figure 7.  Differences in the scalar velocity between the TELEMAC-2D models for the curved channel example. 
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Figure 8.  Velocity fields for the curved channel example.
 
