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Abstract 
The work in this thesis uses geometric dynamical systems methods to derive phase 
equations for networks of weakly connected McKean relaxation oscillators. Im-
portantly, this particular single neuron model, with appropriate modifications, is 
shown to mimic very closely the behaviour of the more bioPhysically complicated 
Hodgkin-Huxley model, whilst remaining analytically tractable (albeit in some 
singular limit). We consider realistic forms ofaxo-dendritic synaptic coupling with 
chemical synapses modelled as the convolution of some input spike train with an 
appropriate temporal kernel. Using explicit forms for the phase response curves 
(PRCs), for a range of single neuron models, we are able to derive explicit for-
mulas for the phase interaction function in an arbitrary synaptically interacting 
network of neural oscillators. The PRC for the McKean model is calculated ex-
actly, whilst those for other models is found numerically. In both cases we make 
extensive use of Fourier representations for synaptic currents, to investigate the 
effects of axonal, synaptic and dep.dritic delays on the existence and stability of 
phase-locked states. Results are obtained for both discrete networks and a one 
dimensional continuum with space-dependent axonal delays using the theory of 
weakly coupled oscillators. Moreover, we show how strongly coupled inhibitory 
neurons, with an underlying excitable structure, can interact to produce a robust 
anti-phase rhythm. We describe this process exactly for the McKean model, and 
are thus able to quantify the process of anode break excitation for this model. We 
investigate in some detail the dynamics of so-called half-center oscillators, built 
out of reciprocally interacting inhibitory non-oscillatory neurons. Importantly this 
forms the basis for the study of the central pattern generator (CPG) underlying 
swimming in the Xenopus tadpole. A model is developed based around weakly 
interacting half-center osdllators, themselves built from non-oscillatory modified 
McKean neurons. This latter model is a natural extension of the McKean model 
that more closely reproduces neuronal output from neurons within the ePG of 
the tadpole swimming drcuit. The theory of weakly coupled chains is generalised 
to incorporate the important distinction between left and right sides of the spinal 
cord, and shown to yield patterns consistent with those observed during fictive 
swimming. Throughout the thesis results from any exact mathematical analysis 
are always compared to both direct numerical simulations of the McKean model 
and the more biologically complicated Hodgkin-Huxley model. There is always 
excellent agreement between theory and numerical experiment in the weak cou-
pling regime, as expected. Moreover, results from the weak-coupling theory are 
found to have good predictive power even for moderately strong forms of cou-
pling. 
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Introduction 
1.1 Biological Qscillators 
Oscillator : A device or mechanism for producing or controlling oscillations. 
Oscillation : To vary or fluctuate between fixed limits. 
Oscillations can be observed everywhere, whether they are the celestial oscilla-
tions of planets orbiting stars, simple oscillations like the pendulum of a clock or 
even the biological oscillations of a beating heart. Such biological oscillators have 
existed for as long as life has. From the chemical oscillations in simple celled or-
ganisms to the locomotion of large mammals, all are fundamentally created by an 
oscillator. The most obvious biological oscillations are circadian, i.e. based around 
the oscillation of day to night and night to day. It is easy to understand that life 
would come rely on this regular pattern of light and dark. One example is the 
metabolic cycle of animals, which is based on the day-night cycle and indeed re-
moving this stimuli can completely stop the circadian rhythm of simple organisms. 
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There are however many more biological oscillations than just circadian ones. 
The heart is one such oscillator, it beats rhythmically pumping oxygenated and de-
oxygenated blood through the body. The rhythms can be altered and even stopped 
and restarted by electrical signals. This is a clue to the fact that electrical systems 
underly these oscillations. These electrical oscillators, which stimulate the muscles 
to contract, can be reasonably modelled by simple mathematical systems such as 
the Bonhoeffer Van-Der-Pol equation [1) [2) [3). The calcium dynamics of cells is 
another example of biological oscillations that can be modelled with oscillatory 
systems [4) [5). 
The work in this thesis looks at a particular area of biological oscillation, that of 
the oscillations in the brain. From the first electroencephalograph of a human, it 
was clear that the brain generated rhythmic patterns. These observed oscillations, 
taken from scalp recordings, showed various oscillatory patterns both in rest and 
sleep. Synchronisation of such oscillations across the brain were even observed in 
loss of consciousness states such are during epileptic fits. The difficult task was 
how to model this system, after all the brain is the most complicated organ in the 
body. Modelling large portions of the brain can be done using so called 'black 
box' models which help to understand psychological phenomena [6). But like the 
'spherical cow', this does not give any major insight into the underlying dynamicS 
causing the oscillations. There is also the other end of the scale with very detailed 
single-ion channel models [7), which use large numbers of equations to model 
very small parts of a single neuron. Between these two extremes lies the use of low 
dimensional models to represent individual neurons. 
It is well established that there are a large number of neurons in the brain, esti-
mated at around 1010 neurons and 1015 synapses. It is interesting that as well as 
there being a large quantity of neurons, they are also densely packed. In just lrnm3 
of cortical tissue there are about 105 neurons. Whilst it maybe impractical to con-
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sider such large systems, insight can be got by looking at the individual neurons 
themselves. For the work in this thesis we consider three fundamental components 
of the single neuron: 
The DENDRITIC TREE : A branched structure that forms the main input path-
way of a neuron receiving signals from other neurons [8]. It sums the output 
signals received from surrounding neurons in the form of an electrical poten-
tial, which diffuses along the tree to the SOMA. 
The SOMA : The main body of the neuron. If the total potential at the soma 
exceeds a certain threshold value, the neuron produces a short electrical spike 
or action potential, which is then conducted along the AXON. 
The AXON : When the soma fires it causes a potential difference in an area called 
the axon hillock. This causes the action potential to travel down the axon 
and terminate in a regions called synaptic terminals. This potential causes 
neurotransmitters (chemicals) to be released which bind to the dendritic tree 
and cause a change in potential of the target neuron. 
The detailed electrophysiological understanding of neurons allowed the creation 
of realistic mathematical models that could mimic experimental data. In the 1950's 
A.L. Hodgkin and A.F. Huxley constructed the first bio-physical model of a neuron 
and this is the starting point for chapter 2. 
3 
DENDRITIC 
TREE 
SOMA 
AXON 
Figure 1.1.1: Caricature of a Neuron. 
1.2 Coupled Oscillators 
Coupling : A method of linking objects together. 
In 1665 Dutch astronomer and physicist Christiaan Huygen was recovering from 
illness when he noticed something odd about the two pendulum clocks on his wall. 
Huygen noticed that the pendulums were perfectly synchronised and so he started 
to experiment. He perturbed both pendulums in various ways and found that the 
regardless of the disturbance, the pendulums would always synchronise after a 
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while. He came to the conclusion that there were imperceptibly small vibrations 
that were 'coupling' the motion of the pendulums. 
After this discovery there was very little scientific investigation into the field of 
coupled oscillators for 300 years. In the 1960's biologist Arthur Winfree worked on 
the proposal that coupled oscillators were not a curiosity of limited interest, but 
were in fact prevalent in the natural world [9] [10]. The most famous example of 
these coupled biological oscillators is of the Malaysian fireflies. It was seen that in a 
large population, what started as random flashing eventually became synchronous 
as the night-time progressed [11, 12] [13]. This implied that the fireflies were being 
influenced by each other, only by a small amount, but it was enough to cause the 
synchronisation of their flashing. He discovered that, in a population of oscillators 
with a distribution of natural frequencies, at some critical level as the variance is 
reduced, the oscillators will synchronise spontaneously. Winfree noted that this 
behaviour was reminiscent of a thermodynamic phase transition and this is still 
an active research area [14]. Winfree also suggested that in limit of weak coupling, 
amplitude variations could be neglected. This meant that oscillators could be de-
scribed simply by a phase along their limit cycle. It is the theory of coupled phase 
oscillators that provides a substantial framework for understanding the emergent 
properties of such oscillator networks and of particular interest neural networks 
[15]. 
1.3 Review Of Chapters 
In this thesis we derive phase equations for networks of weakly connected McKean 
relaxation oscillators. This model is both analytically tractable and mimics the 
more detailed Hodgkin-Huxley model. 
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We calculate the explicit form of the phase response curves (PRC) for the McK-
ean model using geometric techniques. For other single neuron models we do this 
numerically. These are used to derive explicit formulae for the phase interaction 
functions in networks of synaptically interacting neural oscillators. In all cases 
we will show that Fourier representations are useful for performing network cal-
culations. This allows the investigation of how axonal, as well as synaptic and 
dendritic delays effect the existence and stability of phase-locked states. We use 
the theory of weak coupling to obtain results for both discrete networks and a one 
dimensional continuum. 
We also investigate strongly coupled inhibitory neurons, possessing an underlying 
excitable structure, and show how these can interact to produce a robust anti-phase 
rhythm. We describe this process exactly for the McKean model, and thus are able 
to quantify the process of anode break excitation for this model. We investigate the 
dynamics of so-called half-center oscillators, and build our own out of reciprocally 
interacting inhibitory non-oscillatory neurons. Importantly this forms the basis 
for a study of the central pattern generator (CPG) underlying swimming in the 
Xenopus tadpole. A model is developed based around weakly interacting half-
center oscillators, themselves built from modified McKean neurons. This latter 
model is a natural extension of the McKean model. It more closely reproduces 
neuronal output from neurons within the CPG of the tadpole swimming circuit. 
The theory of weakly coupled chains is generalised to incorporate the significant 
distinction between left and right sides of the spinal cord. We apply our abstract 
formalism to the concrete example of swimming in the Xenopus tadpole. 
Next we give a more detailed overview of the content of each chapter 
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1.3.1 Chapter 2: Single Neuron Models 
In this chapter we introduce and investigate the properties of several oscillatory 
models. Starting with the classic Hodgkin-Huxley model, we show how the FitzHugh-
Nagumo, Integrate-and-Fire and McKean models can all be seen to be obtained by 
logical reductions of the Hodgkin-Huxley model. For each model we look at the 
effect of applied input and how the all models have the ability to produce spikes 
or 'action potentials'. We introduce the notion of the response function and dis-
cuss how, for every oscillatory model, one can be calculated either numerically or 
analytically. 
1.3.2 Chapter 3: Small Discrete Networks 
In this chapter we start with a review of coupled oscillator theory in the weak 
coupling limit. We show that Fourier transforms are a powerful tool with which to 
solve the synaptically coupled network equations of any oscillatory neuron model. 
We go on to show that, for certain models such as the Integrate-and-Fire and McK-
ean models, the network equations can be solved explicitly for phase-locked states. 
For these two models we simulate networks of 2 and 3 neurons and in the case of 
the McKean model we look at the effect of discrete delays. 
1.3.3 Chapter 4 : Continuum Networks and Dendrites 
In this chapter we examine the logical extension of large networks, namely a con-
tinuum description of neural tissue. We look at the stability of travelling waves for 
the parameter space of the wave speed and phase gradient. We then look at the 
dendritic tree and simplify the complicate notion of the dendritic tree to a single 
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dendritic coordinate. We look at the effects of dendrites on small discrete networks 
and then on continuous networks. 
1.3.4 Chapter 5 : Half-Center 
In this chapter we define a haJf-center oscillator and show how to construct one for 
both the McKean and Hodgkin-Huxley models. We describe how an anti-phase 
rhythm is generated through the mechanism of post inhibitory rebound. We show 
that phase response curve of the McKean haJf-center can be calculated explicitly 
in the Singular limit. We then propose a small network of haIf-centers and try to 
reproduce behaviour that is seen in a similarly constructed but biologically realistic 
network. 
1.3.5 Chapter 6: Locomotion In The Embryonic Xenopus Tadpole 
In this chapter we look at the simplest vertebrate, the tadpole. We review the 
current biological knowledge of the anatomical and chemical mechanisms for lo-
comotion. We propose a new two variable model of an excitable neuron which 
more closely matches the Hodgkin-Huxley behaviour than the McKean model. We 
then construct a haJf-center using this new model and show that, unlike the orig-
inal McKean model, it can reproduce biologically realistic behaviour. We bring 
together the work of the previous chapters to the task of modelling the tadpole 
with a chain of half-centers, with both explicit solutions and brute force simula-
lions. We investigate travelling waves and how a frequency gradient effects the 
solutions. 
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1.3.6 Chapter 7: Conclusions and Further Work 
In this chapter we review the previous chapters. We highlight several interesting 
results and conclusions, and suggest how they can be investigated in further work. 
9 
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Single Neuron Models 
When studying the dynamics of excitable or oscillatory neural processes there are 
a myriad of models that one can choose from. The choice of model depends largely 
on the behaviour one wishes to investigate, such as excitability, bursting and bista-
bility. In this chapter we focus on four particular models, three of which can be 
seen as reductions of the Hodgkin-Huxley model. Each model has its own benefits 
and drawbacks, 
• Hodgkin-Huxley Model: A good choice for biological realism with the abil-
ity to fit variables to experimental data [16] [17]. However it is a four dimen-
sional non-linear ODE system and as such is not very analytically tractable. 
• FitzHugh-Nagumo: A more simple two dimensional ODE model that allows 
a geometric interpretation of dynamics (firing) in the phase plane [18] [19] 
[20]. It is versatile in the sense that as well as neurons it has also been used 
to model cells including those in the heart [21]. Unfortunately parameters of 
the model cannot be directly linked to biophysical experiments. As such the 
results are not as similar to experiments as with the Hodgkin-Huxley model. 
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• Integrate and Fire: A one dimensional ODE model that is useful to simulate 
large networks [22J. It has no innate ability to spike, instead it has a threshold 
and reset condition. It has the disadvantage that it is quite abstract from the 
biology it is representing . 
• McKean : A piece-wise linear version of the FitzHugh-Nagumo model that 
has the benefit of being analytically tractable [23J. However it suffers from 
the same drawbacks as the FitzHugh-Nagumo model. 
Each of these models will be studied under the conditions where it oscillates in 
isolation. As such it is natural to compare the Phase Response Curve (PRC) of 
each. The PRC provides a measure of the response of a system to pulsatile input 
and is described below. 
The Phase Response Curve 
For every oscillatory model the periodic phase response curve can be calculated. 
The PRC of an oscillatory model describes how the system responds to pulsatile 
input at a fixed point of its limit cycle [24]. It is calculated by perturbing the os-
cillator with a brief depolarising infinitesimally small (in duration and amplitude) 
stimulus at different times in its cycle and measuring the resulting phase shift from 
the unperturbed system. The PRC has the same period as the periodic oscillator. 
There are two types [24], 
Type I Phase Response: An all positive curve, indicating that any input will advance 
the next firing event. 
Type 11 Phase Response: Both a positive and negative curve, indicating that any in-
put may advance or retard the next firing event. (Depending upon where it occurs 
in the cycle). 
For a phase variable O(t) in a periodic system, there is freedom to choose the origin 
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where 8(0) = O. In this work we will always have the origin of the response func-
tion as the pOint when the model starts to spike. In models such as the integrate 
and fire model this onset point is easily defined as the threshold value. For other 
models we will define the point of onset of a spike to occur at the maximum of the 
PRC. In cases where the explicit calculation of the PRC is not possible we calcu-
late it numerically using XPP [25J. A full discussion discussion of the numerical 
techniques for computing PRCs for limit cycle oscillators is given in [24J [26J. 
2.1 The Hodgkin-Huxley Model 
Accredited as the first bio-physical model of a neuron, the Hodgkin and Huxley 
model was engineered by A. 1. Hodgkin and A. F. Huxley to match experimen-
tal results the pair had observed whilst working on the squid giant axon [27, 28) 
[29, 3~). This Nobel prize winning research has established their model as the 
most widely used for neuron modelling when biological realism is needed. The 
Hodgkin-Huxley model is also often modified with extra dynamical expressions 
to elicit various real-world behaviour such as bursting, not naturally seen in the 
original model (i.e. with other ionic currents [31]). 
The form of the Hodgkin-Huxley inodel can be seen to be based on the conserva-
tion of electrical charge. It describes a neuron as a spatially isopotential cell with 
membrane potential v and has the form 
(2.1) 
where C is the cell capacitance, F the membrane current, I, the sum of external 
synaptic currents entering the cell and I describes any external injected currents. 
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The membrane current arises mainly through the conduction of sodium and potas-
sium ions through voltage dependent channels in the membrane and the contribu-
tion form other ionic currents is assumed to obey Ohm's and Kirchoff's laws. F is 
function of v and of three time and voltage dependent conductance variables m, n 
andh: 
With the experimentally determined constants 9L, 9K, 9Na in (mmho/cm2) and 
VL, VK, VNa in mvolt, VL, VK and VNa represent the membrane reversal potentials 
associated with the leakage, potassium and sodium channels respectively. The 
values of these constants are given in Appendix A. 
The conductance variables m, nand h take values between 0 and 1 and approach 
the asymptotic valuesm",,(v), n",,(v) and h",,(v) with time constants Tm(V), Tn(V) and 
Th(V) respectively. The six functions TX(V) and Xoo(v), X E {m, n, h}, are obtained 
from fits with experimental data: 
where 
1 
7X(V) = ax(v) + ,Bx(v)' 
ax(v) 
Xoo(V) = ax(v) + ,Bx(v)' 
where X E {m,n, h}. The functionsax(v) and ,Bx(v) are given by 
ax(v) = (axA + axBv)/(axC + e((V+axD)/axF), 
,Bx(v) = (bxA + bxBv)/(bxC + e«v+bxD)/bxF»). 
One of the important contributions of Hodgkin-Huxley was to obtain the coeffi-
cients experimentally. 
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ThevaluesofaxA, axE,axC, ax D, axF and bxA, bxB, bxC,bxD, bxFused are given 
in Appendix A. 
The Hodgkin-Huxley model is an excitable model, Le. when there is a sufficiently 
large transient input the system will produce action potentials. These can be seen 
in figure (2.1.1). 
Depending on the value of a constant external input the stable state of the Hodgkin-
, 
...................................................... ,.,. 
30 40 50 60 70 so 90 
Time (ms) 
Figure 2.1.1: The action potentials created by the Hodgkin-Huxley model when 
1=20. 
Huxley model is either a fixed pOint or a limit cycle. Bifurcation diagram (2.1.2) 
shows that there is a critical or threshold value I. at which the system undergoes a 
Andronov-Hopf bifurcation. The stable fixed point solution becomes unstable and 
stable limit cycles are created. These stable limit cycles persist as I increases until 
the value 1* at which point they cease causing the fixed point solution to become 
stable again. 1n the bifurcation diagram, the circles at high and low values for any 
I give the minima and maxima of the limit cycles. One thing to note is that at the 
onset of spikes there is an instantaneous jump to a non-zero frequency shown in 
figure (2.1.3), this is an example of Class II neural excitability [32). There are other os-
14 
40 
v 
20 
0 ....................... , 
. 
-20 0 0 
-40 
!. 
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0 20 40 60 80 I 100 120 140 160 
Figure 2.1.2: Bifurcation diagram of the Hodgkin-Huxley model as a function of 
the external drive I. Black circles and open circles denote stable and unstable 
limit cycles respectively. Thick (thin) lines show stable (unstable) fixed point 
behaviour. The onset of oscillations start at the input value I. and stop at 1'. 
dIlatory models such as the Moris-Lecar model [33] for which there are arbitrarily 
low frequency oscillations in the neighbourhood of the bifurcation point. This is 
known as Class I neural excitability and is common to many cortical neuron models. 
The PRC of the Hodgkin-Huxley model in its oscillatory regime (Le_ I. < I < 1') 
cannot be calculated analytically_ However it can calculated numerically. In figure 
(2_1.4) it can be seen that the Hodgkin-Huxley model has a Type II PRC because 
it has both positive and negative values_ Directly as the spike starts the PRC is 
positive, going negative as the spike dies away and the system relaxes. This shows 
that if a Hodgkin-Huxley neuron is given a stimulus just before it spikes it will 
hasten the spike. If the stimulus is applied just after the spike it will take longer to 
spike again than if no stimulus was applied so it in effect impedes the oscillations. 
Biologically this implies that the effect of input to a neuron is dependant on when 
the input is administered. 
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Figure 2.1.3: Diagram showing the effect of constant external drive on the fre-
quency of a Hodgkin-Huxley neuron. 
0.2 \ 
\ 
:: \ 
....••. _ •• -.", ·"'''"·''::;;::'~~·······················T··· 
'" 
o 
-0.05 
20 
10 
o 
·10 
·20 
V 
·30 
40 
·50 
L_~ __ ~.1-_=::::~""':'''''!''--:---1·70 
o 4 6 10 
Time (ms) 
Figure 2.1.4: The numerically calculated PRC of the Hodgkin-Huxley with a 
spike superimposed onto the diagram for I = 20. The PRC was calculated us-
ing XPP [25]. 
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2.1.1 Reduction Of The Model 
Whilst the Hodgkin-Huxley model is a good choice of model when a balance be-
tween biological realism and simplicity of form is needed, its number of degrees 
of freedom are a drawback. 
Reducing the model is clearly advantageous to facilitate both analytical progress 
and large network simulations. A look at the dynamics of the m, nand h variables 
suggests a first reduction_ The m, hand n time derivatives have voltage dependent 
time constants Tm(V), Th(V) and Tn(V) respectively. These have the effect of scaling 
the rate at which the variables m, nand h approach their asymptotic values. The 
smaller this value the faster the convergence. This prompts a look at how the dy-
namics of the T'S vary with v. This is shown in Figure (2.1.5),where it is illustrated 
that T m (v) is significantly smaller over the range of v compared to hand n, causing 
m to reach its asymptotic value more more rapidly than hand n. This prompts 
25,---~-~--~-~--~-..., 
0_100 -80 -60 -40 
V 
-20 o 20 
\ Figure 2.1.5: The T'S vary in value with voltage. It is clear that the T m curve is 
significantly lower in magnitude over the whole range. 
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the simplification of replacing m by its asymptotic value moo. This is a reasonable 
since it reaches its asymptotic value over a much shorter time scale than n or h. 
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Figure 2.1.6: The comparison between the action potentials produced by the full 
Hodgkin-Huxley model (HH) and the first reduction made where m --> moo(v) 
(HHR). 
In figure (2.1.6) it can be seen that replacing m by moo(v) has little effect on the 
dynamics of the system. The period of the orbits is slightly effected but the spiking 
nature behaviour itself persists. So under this simplification, (2.2) now becomes 
F(v,m,n,h) = F(v,n,h) = gdv - VL) + gKn4 (v - VK) + gNahm~(v) (v - VNa)' 
(2.3) 
Our next reduction is motivated by noting the similar nature of nand h. 
It can be seen from figure (2.1.7) that there is an approximately linear relation be-
tween nand h. The simplest approximation to this relationship is an equation of 
the form 
h = cm +/3. (2.4) 
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The value of a and f3 can be determined using a method such as least squares, 
which minimises the error between the actual and approximate solutions over one 
period. 
It follows from (2.3) that 
This new form for the equations now involves only two variables v and n. This ap-
proximation with a linear relationship is simple but not very accurate. There is a 
more rigorous method of reducing the three variable system [34) that is more gen-
eral than the above approach and is motivated by noting that the system effectively 
work on two time scales. Having nand hreplaced by asymptotic formsnoc(v) and 
hoc (v) would stop the generation action potentials, so we define a new variable u 
as an auxiliary potential on a different time scale to that of v. Introducing this new 
potential u and making the replacement 
X E {n,h}, 
it is possible to simplify the equations. Note that the functions Xoo are monotonic 
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- I 
I 
and can therefore have a unique inverse. We now define f such that 
f(v,u) = F(v,moo(v),noo(u),hoo(u)). 
To find an equation for u we assume that the time dependence of f follows that of 
F at fixed v. That is we choose 
8F of 
8t 8t· 
This is equivalent to 
8Fdh + 8Fdn = [ 8f dhoo(u) + 8f dnoo(u)] du 
8h dt 8n dt 8h
oo 
du 8noo du dt· (2.6) 
Where the partial derivatives on the right hand side are evaluated at X = Xoo(u). 
Now 
8F 3 
8h = 9N.m (v - VN.), 
similarly for n 
and 
So we have that 
dTh d ( 1) (dah d,Bh)·· 1 
du = du ah+,Bh =- du + du (ah+,Bh)" 
and by the same reduction 
dTn (dan d,Bn) 1 
du =- du + du (an+,Bn)2· 
where 
dax axB (axC +e(v+.xD)/.xF) - (axA + axBv)e(v+.xD)/axF /ax F 
du = (ax C + e(v+.x D)/axF)2 
d,Bx bxB(bxC+e(v+bxD)/bxF) - (bxA+bxBv)e(v+bxD)/bxF/bxF 
--= (bxC + e(v+bx D)/bxF)2 du 
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Rearranging (2.6) gives 
du A(u,v) 
where 
and 
dt = g(u,v) = B(u,v)' 
B( ) _ af dh",,(u) af dn",,(u) u,v - ahoo du + an"" du . 
Hence the reduced Hodgkin-Huxley model has the form 
dv 
C dt =-f(v,u)+I,+I, 
du 
dt = g(v,u). 
(2.7) 
(2.8) 
This system still produces action potentials and the comparison in figure (2.1.8) 
shows that there is still a reasonable quantitative similarity between the four and 
two dimensional models. Moreover, it is better than the previous approximation 
h = an + {3. 
2nd reduction __ 1st rcducticm ________ Full HH ........... ~ ••..• 
I ~: 
, , 
j I 
-4<J : 
. , 
-ro Jj-~!', 
o 10 20 30 40 50 
Time (ms) 
70 ,., 90 
Figure 2.1.8: A comparison of all three reductions. 
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Being that the model is now a two variable system, it is appropriate to consider the 
dynamics in the phase plane. The nullc1ines have the form of a cubic and a straight 
line as shown in figure (2.1.9). 
·so 
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·54 
." 
V 
·58 
·GO 
." 
." 
·80 .w -40 .20 0 20 4() 
U 
Figure 2.1.9: The nullc1ines of the reduced HH model for I = 20. This shows 
there is no stable equilibrium and hence why the system oscillates. 
As with the Hodgkin-Huxley model, the PRC of this system may be calculated 
numerically. This can be seen in figure (2.1.10) and it is clear that it is a Type Il 
PRC. One natural consequence of (2.7) -is that the nullcline for u is simply v = u. 
Just as with the full Hodgkin-Huxley model, as the spike starts the PRC is positive 
going negative as the spike dies away and the system relaxes. This suggests that 
the reduction keeps many of the same traits as the full model. These oscillations 
can be interpreted on the phase plane in figure (2.1.9), as I is increased its has 
the effect of moving the cubic v nullcline up, this moves the equilibrium point 
to the right. When the equilibrium point is on the left or right branch' of the 
nullcline there are stable fixed point solutions, but on the middle section there are 
periodic orbits. This is because there is no stable equilibrium there is instead a 
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Figure 2.1.10: The numerically calculated PRC of the reduced Hodgkin-Huxley 
with a spike superimposed onto the diagram for J = 20. 
stable periodic orbit. Figure (2.1.2) of the full Hodgkin-Huxley shows this window 
of oscillations between J* and J*. The analogous figure can be produced for the 
reduced model but it has qualitatively the same behaviour so is not shown here. 
It can be seen from the action potentials that motion in v happens on a fast time 
scale, so this system can be thought of as comprising of the fast variable v, and a 
slow variable u. The variable v has a cubic nullcline and u has a nullcline that is 
monotonically increasing. These two variables are both needed for the generation 
of an action potential. The variable v can be considered as the capacitance of the 
cell whilst u can be regarded as responsible for the refractory period due to the 
period of oscillation being dominated by the time scale of u. The notion that v acts 
on a much shorter time scale than u intimates to the fact that v creates the sudden 
excursion of the spike while u contributes more to the shape. The spike occurs 
when the initial conditions are such that u is below its nullcline and when v has 
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a sufficient value so that it can not reach the steady state without performing an 
excursion (action potential). 
Even in this reduced system there is scope for more reduction. The function f(v, u) 
is cumbersome, but from (2.1.9) it can be seen that it has an approximately cubic 
shape. This cubic can be fitted by a function using any method such as method of 
least-squares, and is then analogous to the FitzHugh-Nagumo model [18]. 
2.2 The FitzHugh-Nagumo model 
The FitzHugh-Nagumo model is a versatile model not only well used in neuro-
science, but because it is a simple form for an excitable system, it is also used in 
other areas such as heart dynamicS [35], calcium oscillations [4] and even the pul-
satile release of luteinizing hormone releasing hormone (36). The simplicity of this 
model does, however, mean that all quantitative links to biological data are lost. 
The model is given by 
pv=f(v)-w-wo+I, 
w = v - "(W - vo, 
(2.9) 
(2.10) 
where f(v) = Cv(v - a)(l- v). The variable v corresponds to membrane potential 
whilst w is associated with the refractory properties of a neuron. The parameters 
C, a, p, Wo, Vo and"( may be considered as combinations of the membrane reversal 
potentials and conductance properties whilst I is any externally injected current. 
All of the parameters used for the FHN model, unless otherwise stated, are given 
in the Appendix A. This model still has the ability to generate action potentials, as 
seen in figure (2.2.1). Comparing the v nullclines in figures (2.1.9) and (2.2.2) shows 
the similarities of shape between the HHR and FHN models. This illustrates the 
fact that spikes in both models are generated by the same mechanism. 
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Figure 2.2.1: The action potentials created by the FitzHugh-Nagumo model for 
1=1. 
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Figure 2.2.2: The nullcIines of the FitzHugh-Nagumo model for 1=1 
It can be seen in figure (2.2.3) that the oscillations occur in a window of external 
input between I, and I'. As for with the HH model the circles denote the maxima 
and minima of the limit cycles. It can be seen that there are two Andronov-Hopf 
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bifurcations at I "" 0.25 and I "" 1. In figure (2.2.4) the model can be seen to have 
Class II neural excitability, we can expect the frequency to be finite, predicted by 
the (supercritical) Hopf bifurcation theorem. 
1.5 
v 
·0.5 
I, I' 
_lL-~~_~~_~~_~~~---' 
o 0.2 0.4 0.6 0.8 I 1 1.2 1.4 1.6 1.8 2 
Figure 2.2.3: Bifurcation diagram of the FitzHugh-Nagumo model as a function 
of the external drive I. Circles denote stable limit cycles, thick (thin) lines show 
stable (unstable) fixed point behaviour. The onset of oscillations start at the 
input value I. and stop at 1'. 
Figure (2.2.4) shows the effect of external drive on the frequency of the FHN model, 
it can be seen that the maximum frequency occurs at I, and I'. The PRC of the 
FHN model is numerically calculated in Figure (2.2.5). It can be seen that, like the 
Hodgkin-Huxley model, the FHN model has a type II response function. 
2.3 The Integrate and Fire model 
It is desirable to reduce the system further, a simple method is to eliminate one 
of the variables. Setting w to the equilibrium point w', eliminates the w variable 
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Figure 2.2.4: Diagram showing the effect of the external drive on the frequency 
of oscillations of the FitzHugh-N agumo model. 
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Figure 2.2.5: The numerically calculated PRC of the FitzHugh-Nagumo model 
with a spike superimposed onto the diagram. 
giving a single equation of the form 
Ji-v=f(v)-w*+I, 
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where w* = Wo + (v - vo)h. If the w variable is removed then there is no way to 
determine the critical transition value of v which marks the onset of spikes. It is 
therefore an necessary to introduce an artificial threshold h, for which v must ex-
ceed to illicit an action potential. This threshold can be calculated by taking the 
largest value of v for which w = w* and v = 0, since dv / dt > 0 for larger values of v 
and so force the system to spike in order to return to the equilibrium point. How-
ever this reduced system will not produce spikes themselves so a reset condition 
must be introduced so that the system is reset back to initial conditions after reach-
ing h. What in higher dimensional models is the characteristic large excursion of 
the spike does not occur in this model, effectively it is replaced by a delta Dirac 
function. The reset condition has the form 
(2.11) 
where T n are the times at which the system reaches h. This means that yn is effec-
tively the definition of the nth firing time, defined by 
(2.12) 
The quantity rR represents the absolute refractory period of the neuron and effects 
the duration of the spikes. It can be calculated from any of the higher dimensional 
models by calculating the period of oscillation for constant external drive. Another 
popular way that the lost refractory properties are re-introduced is by having a 
time dependant threshold function h = h(t) [37]. This function typically has a large 
positive value after an action potential which decays at a rate Th· 
Using the more simple notion of a constant threshold and linearising the cubic 
form of the function f(v) about the threshold value (for even more simplicity), 
gives a linearIF model with f(v) ofthe form f(v) = etV where et < O. 
The standard linear integrate and fire model is defined as 
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dv v 
-=--+1 dt T ' 
(2.13) 
where T is the membrane time constant and the system is subject to the restraints 
of spiking at the threshold value then resetting to the rest value. 
2.3.1 The Driven Integrate and Fire Model 
Here we consider driving (2.13) with input I(t) = 1+ EX(t). To calculate the firing 
times we multiply (2.13) by the integrating factor etlT to obtain 
etlTv = _etlT v(t) + etlT I(t) 
T ' 
which may be re-arranged to give 
Integrating between firing times Tn and Tn+1 gives 
Evaluating this integral gives 
where we have chosen Vreset = O. This gives an implicit map for the firing times. 
For the case where E = 0 we have a simple oscillator with period T = Tn+1 - Tn = 
constant V n where 
IT> h. 
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We therefore have the condition that I'/"> h for an oscillation to exist. Note that 
. between firing events the general solution of the IF model is given by 
("(t) dv _ r'dt 
10 f(v)+I-lo ' 
with f(v) = -v/rior the JinearIF model. 
Assuming that the model oscillates, this suggests a change of variables. Introduce 
1 ("(t) dv 
e(t) = T lo f(v) + I = w(v). (2.14) 
When v(t) < h it means that () < 1 for 0 < t < T and so can be though of as on a 
circle providing we restrict () to the circle for t > T. Differentiating (2.14) gives 
. v[ 1 ] 1 (}=T f(v)+I =T· 
By definition of v == f( v) + I, a constant input will yield a linear rise to fire time. 
Suppose now that E # 0 the change of variables (2.14) gives 
. i; [ 1 ] 1 [f(V) + I +EX(t)] 1 EX(t) 
(J=T f(v)+I =T f(v)+I =r+T(f(v)+I)· (2.15) 
This enables the calculation of 
v = w-1 «(J(t». 
We have to assume that w-1 is single valued. The calculation of w-1 is needed to 
be able to resolve the phase equations for v. For a general f( v) this calculation may 
not be possible but in the linear integrate and fire case it is. Let f(v) be as (2.13) Le. 
_.!.. r*) dv = -'/" . [-v/T + I] = _::.. [-v + Ir] ()( t) - T 10 -v I'/"+ I T In I T In !T . 
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Which gives 
vet) = -rI (e- T8(t)/r -1). 
So replacing this in (2.15) gives 
Ii(t) = 1~ [1 + £X(t)eT8(t)/T]. 
This gives the equation for 0, 
dB 1 
dt = T [1+ £X(t)R(8)], 
where 
eT8/r 
R(B) = -1-' (2.16) 
R(B) is the response function of the IF model, and it is clear from the form of (2.16) 
that it is always positive and hence a type I phase response function. 
2.4 The McKean Model 
As stated in the last section the response of the IF model is type 1. However as seen 
in section (2.1), the Hodgkin-Huxley model is type n. This poses the question of 
whether the IF is a good single neuron model and whether it would be better to 
find a model that has more commonalities with HR but that still has an analytically 
solvable form. With this in mind we consider a different simplification of the FHN 
model, obtained by a piecewise linear approximation of the cubic nullcline. The 
McKean model has the same form as the FHN model (2.9) and (2.10), except that 
I
-v v < Ot/2, 
f(v) = v - Ot Ot/2 < v < (1 + Ot)/2, 
I-v v> (1 + Ot)/2. 
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(2.17) 
This new form for the model will still generate spikes, and again it does so between 
I. and I'. This is shown in figure (2.4.1) 
a) b) 
I 
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0,6 0.6 
v v 
0.4 0.4 
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0 
0 
-0.2 
0 2 4 6 8 10 0 2 4 6 8 10 12 14 
Time Time 
Figure 2.4.1: This shows the spike shapes generated by the piece-wise linear 
McKean model with I = O.S. a) f.l = 0.01 near singular limit, b) f.l = 0.2 away from 
singular limit . 
Looking at the phase plane and nullclines of the reduced system can be useful to 
interpret the dynamiCS in a geometric way. It can be seen in figure (2.4.2) that the 
v nullcline allows the generation of spikes in the same way as described earlier in 
this chapter. 
As before figure (2.4.3) shows that the oscillations occur in a window of external 
input I. Just as with the Hodgkin-Huxley model and FHN figure (2.4.4) shows 
that the McKean model has Class II neural excitability and has similar properties 
to that of the FHN model. 
If there is no other input the system has nullclines defined by f (v) = w + Wo - I and 
W = (v - vo)h. When the fixed point of this piecewise linear function is such that 
v < a/2, then this is said to define the excitable regime. If we take the singular limit 
f.l ..... 0, the system is restricted to the left and right branches of the cubic nullcline. 
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Figure 2.4.2: The phase plane v against W showing the limit cycle and the nul-
clines of the system. There is the clearly the N shape Iinearisation of the cubic 
FHN v = 0 nuIIcline. 
In Abbot [34] a binary variable is introduced for this system 
s= {I, v> (1+0<)/2, 
0, v < 0</2, 
to label the left and right branches. Assuming the time scale for the v dynamics is 
fast compared to the w dynamics, i.e. J1. -> O. We may write I(v) = S - v (that is we 
assume c« J1. -> 0). Introducing S+(t) = limo~o+ S(t + 8), it is possible to write the 
dynamics for S(t) in the form 
S+ = 8(I -Wo+(S-a)/2-w). (2.18) 
where 8(x) is a heaviside function such that e(x) = 1 if x;:::: 0 and 0 otherwise. To 
check the validity of (2.18).The variable S can be seen to change from 0 to 1 as w 
decreases through Wv and this is reversed as w increases through W2' The points Wl 
and W2 are shown in figure (2.4.2) and can easily be calculated as I - Wo - a/2 and 
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Figure 2.4.3: Bifurcation diagram of the McKean model as a function of the exter-
nal drive I. Circles denote stable limit cycles, thick (thin) lines show stable (un-
stable) fixed point behaviour. The onset of oscillations start at the input value l, 
and stop at l'. 
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Figure 2.4.4: Diagram showing the effect of the external drive on the frequency 
of oscillations of the McKean model. The oscillations start at the input value I, 
and stop at I'. The circles denote the maxima and minima of the limit cycles. 
I - Wo - a/2 + 1/2 respectively. They are the w values at which the left and middle, 
middle and right branches meet. On the branches S = 0 and S = 1 v evolves as 
v = S -W-Wo +l. (2.19) 
Using this we can write 
w == G(w;s) = .,-.Bw + A + S, (2.20) 
with .B = 1 + 7. and A = I - Wo - VD. When f1 = 0 there is an invariant manifold, 
which can be written v = m( w) with 
m(w) = { 
m( w; 0), v < 01./2, 
vc(w) , 01./2 < v < (1 + 01.)/2, 
m(w;1),v> (1+01.)/2. 
(2.21) 
Where m(w;S) = S - w - Wo + I and vc(w) = w + a + Wo - I. It should be noted 
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that for J1. = 0 the two branches defined by S = 0 and S = 1 are attracting, whilst 
the branch defined by v == vc(w) is repelling. 
In the singular limit the period of oscillation can be calculated explicitly as 
T = T, +T2 where 
T,=lWl 1 dw=~[(-,8W2+A)], 
W2 G(w;O) ,8 (-,8wd A) 
T2 _lw2 1 dw _ ~ [(-,8WdA+ 1)] 
- Wl G(w;1) -,8 (-,8wdA+1) . 
There is the obvious condition that the value of I has to be between I. and I' as 
in figure (2.4.3). Without any extra input the model with J1 = 0 will evolve on the 
invariant manifolds. When looked at in the oscillatory regime the equations take 
the simple form 
w(t) = { 
W2exp(-,8t) + ~[1- exp(-,8t)], 
WI exp( -,8(t - TI» + Atl [1- exp( -,8(t - T,»], 
(2.22) 
vet) = S - wet) - Wo + I. (2.23) 
Here the functions vet) and wet) are periodically extended such that vet + T) = vet) 
and wet + T) = wet). Being periodic, it is possible to rewrite the trajectory in terms 
of a phase variable 0 E [0,1) such that O(t) = flt with fl = T- I. So therefore for a 
particular T and some periodic functions r v and r w, it is possible to write 
wet) = r w(O(t», 
vet) = rv(O(t)) = -r w(O(t» + S - Wo + I. 
Differentiating we get 
. ,... dr w ( ) 
w =" dO = G 0; S , 
. drv dS 
v = fl dO = -G(O; S) + dO· 
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(2.24) 
This system will instantaneously jump between slow manifolds when S changes 
value. This effectively means, the problem is now an algebraic-differential system 
which is given by (2.19) and (2.20). For an input with small but non zero E, we 
would expect the persistence of the limit cycles. A co-ordinate system is needed 
that comprises a phase on the limit cycle (e E [0,1)) and some normal co-ordinate 
b E R (which needs to vanish on the limit cycle) Following [38] [39], we introduce 
the change of variables (v, w) --+ (e, b) (discussed more generally in chapter 3). Us-
ing this change of variables we have 
.. 
[ : ] = [ ~:~:) ] + [ ~:~:) ] b+ [ ~ ] OWl (2.25) 
• 
Subject to the constraints M~ + M;' = 1 and f~Mv + f~Mw = 0 ('= 10)' Evaluating 
the Jacobian of transformation and its inverse in the case of small b shows that 
[ (2.26) 
With p(lI) = f~(e)2 + f~(e)2. It can be checked that e = n. For c: of 0 v evolves with 
the X(t) term so v = S - w - Wo + I + c:X(t) and tU --+ tU + c:X(t) which then means 
v --+ iJ - eXit). Thus 
dll dt = n + c:R(II)X(t). 
Where R( (1) is the response function and is given by 
1 d 
R(e) = p(lI) de[f w(O) - fv(II)] 
=0 [G(~;S) +1«0)8(e) + 1«IIT)8(O-IIT)] . 
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Using the notation G(e; 8) = G(f w(e); 8) and eT = T,fT. The I<'S can be calculated 
by the stipulation that O(t) must evolve smoothly when S changes from 0 to 1 and 
1 to O. This can be assured by choosing 
/«0) = [G(~;O) - G(~;l)]' 
I«e,) = [G(e~;o) - G(e~;l)]' 
From the periodic solution (2.22), r w = w(8T) so we have 
G(e;8) = { 
e-~BT [A - i3W2J 
e-fiT(B-BT)[A + 1- i3W1J 
8=0; 
8=1. 
So we have that 8 = 0 for e E [0, eT) and 8 = lif e E (eT, 1). 
The response function of the McKean model shown in figure (2.4.5) 
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Figure 2.4.5: The exact PRC of the McKean model in the singular limit f1. « 1 
with a spike superimposed onto the diagram. 
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The PRC of the non singular limit can be seen in figure (2.4.6) and the differences 
between the response function in the singular and non-singular limit are clearly 
visible. 
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Figure 2.4.6: The numerically calculated PRC of the McKean model away from 
the singular limit. The corresponding spike is superimposed onto the diagram. 
Here p, = 0.2 and I = 0.8. 
It can be seen that whilst the PRC of the McKean model has a very different form 
than both the Hodgkin-Huxley and FitzHugh-Nagumo models, all models are pos-
itive for the beginning part of the spike and are negative after the spike. This is 
one more example that shows that even though the spikes of the Hodgkin-Huxley, 
FitzHugh-Nagumo and McKean models look different, their PRCs all behave in 
qualitatively the same way. 
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2.5 Periodic Forcing 
In the previous sections of this chapter we looked at the systems with a general 
input let). However the pictures produced were all with constant input. Looking 
to next chapters' work on networks it is worth focussing on the subset of periodic 
inputs of the form let) = l(t + 6..) for some constant 6... 
2.5.1 Simple Example 
From [40] consider an limit cycle oscillator of the periodic form 
~~ = rl.+ ER(</»l(t), 
where n is the uncoupled (E = 0) period of oscillations. Consider the instantaneous 
input let) to have the form 
let) = b L a(t - n6..). 
n 
The resulting new phase on the limit cycle is a function of the phase at the time 
(</>(Tn», and magnitude (b) of, the perturbation. This is illustrated in figure (2.5.1) 
So we have a function f that gives the change in phase between just before (</>(Tn» 
and just after (</>(T;;» the instantaneous periodic input, it is the response function 
of the system. We can write 
and because between inputs there are no other inputs (Le. the systems evolves as 
if E = 0) we have that 
We therefore have a map of the form 
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b 
<I>('1;,+)=f C<I>CTn), b) 
""'---'-'---1<1>=0 
Figure 2.5.1: An illustration of the effect an instantaneous input with magnitude 
b has on a limit cycle oscillator. 
For illustration consider the simple case of the Poincare section of the flow on a 
Torus where the function g( 1>n , b) is given by 
g(1),b) = 1>+ bsin27f</>. 
stimulus period 
Figure 2.5.2: Illustration showing flow on torus 
Obviously for b < 1/27r the map is invertible and it can be seen that even in this sim-
ple example Amol'd tongues exist in the (6, b). Inside the N: M Amol'd tongue 
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all orbits asymptotically approach a stable N : M mode-locking pattern. 
For each such orbit there is a rotation number: 
1 N 
P = Hm N L rpn+1 - rpn N_oo 
n=l 
which measures the average rotation between stimuli. The stability of fixed point 
rp* can be calculated from 
(2.28) 
If (2.28) is ±1 we have a stability border (1 gives tangent bifurcation and -1 gives 
a period doubling bifurcation). The construction of the Arnol'd tongues [41], is 
given by p = 1 (so that rpn+1 - rpn = 1). This gives 
~:'.', 
'--.. 1-6 
1 + rp* = g(8*, b) + 6, or -b- = sin(271"rp*). 
Substituting this into the border conditions (tangent bifurcation: cos 271"rp = 0 or 
VI -.sin2 271"rp - 0 so sin271"rp = ±I, doubling bifurcation: 1 - sin2 271"rp = 7I"-2b-2) to 
give 
b= ±(6-I), 
2.5.2 1:1 mode-locking of the periodically forced IF neuron 
Consider an IF neuron as in section (2.3) with threshold at 1 and reset level set to 0 
being driven by a 6 periodic signal l(t) = l(t + 6); 
v = -:: + l(t), 
r 
42 
0.6 .... . ...... . 
b······......... " ........ .. 
. , .. ,...... period doubling , .......... , 
0.4 , .. ,., .......................................... , .............. . 
0.2 1:1 
0.6 O.B 1 Ll 1.2 1.4 
Figure 2.5.3: Amol'd tongue structure for 1:1 mOde-locking. 
As before an implicit map of the firing times may be obtained by integrating be-
tween reset and threshold, 
Introducing the function 
G(t) = 1: e'/TI(t+s)ds, 
gives from (2.29) 
Defining the function 
with 
pet) = et/T[G(t) -1], 
we obtain from (2.30) 
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(2.29) 
G(t) = G(t + 6), 
(2.30) 
If F is invertible (F'(t) # 0 for all t) and F-l is defined on the range of F(t) + etlT 
then we have an explicit map of the form 
Since 
G'(t) = I(t) _ G, then F'(t) = etIT[I(t) - 1/7]' 
7 
so that F'(t) # 0 if A(t) # 1/7. A 1:1 mode-locked solution is defined by Tn = 
(n + <f;)t:.., giving a fixed point equation 
1 
G(<f;t:..) = 1- e t;jT' 
Stability is examined by considering perturbations of the form Tn -> Tn + On, giving 
When F'(Tn+1) # 0 (i.e. the firing map is explicit) 
So we have 
Solutions are stable if 
The borders of the regions where 1:1 solutions become unstable are defined by 
K(<f;) = 1 (tangent bifurcation) and K(<P) = -1 (period doubling bifurcation). 
When the firing map is only available implicitly solutions may lose stability in a 
non-smooth fashion. (a) There is a tangential intersection of the trajectory with 
the threshold value such that upon variation of the bifurcation parameter the local 
maxima of the IF trajectory passes through threshold from above. They are defined 
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by V = -vir + 1= 0, so that I(Tn) = l/r or equivalently F'(Tn) = o. (b) A sub-
threshold local maxima increases through threshold leading to the creation of a 
new firing event at some earlier time than usual. They are defined by F(T') = 
F(Tn) + eTn / T and F'(T*) = 0 with T* < Tn+1 and Tn+1 is the solution to F(Tn+1) = 
F(Tn) + eTn / T • 
As an example consider the case 
{
+€ 
I(t) = I + _€ 
Os t < /)./2, 
/)./2 < t < /).. 
The firing map is explicit when I(t) '" l/r, which is guaranteed upon choosing 
I(t) > liT, ie 1- € > liT. Conveniently the border condition I,,(.p)l = 1 becomes 
independent of.p, since A(.p) = I ± Eo A tangent bifurcation occurs when the map 
is explicit and" = 1: 
l/T 
±€=-I+ 1 _ e A/T' € < I -l/T. 
The boundaries calculated can be seen in figure (2.5.4). 
It can be seen from the tongue structure in figure (2.5.4) that the 1:1 solution is 
enhanced with increasing coupling. Although the IF model is not as sophisticated 
as the RH model, we shall show in the next section that the same mode-locking 
trends are seen for the RH and McKean models. Further discussion to be found in 
the papers of Coombes [42, 43, 44, 45). 
2.5.3 Simulations of periodic forcing 
For the more complex models it is not generally possible to calculate the Amol'd 
tongues analytically. However the behaviour exhibited by the simple examples 
can be seen in simulations of more complex models. Figures (2.5.5) and (2.5.6) are 
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Figure 2.5.4: A close up of the 1:1 Amol'd tongue solution of the integrate and 
fire model. It can be seen that the larger the coupling the wider the window of 
the 1:1 solution. 
examples of 1 to 1 solutions, the periodic forcing (in this case sinusoidal) has the 
same period as the period of the oscillations. As predicted by the theory, the 1 to 1 
solution exists over a progressively larger window as the amplitude of the forcing 
increases. 
The observed behaviour of these two models to periodic inputs is also consistent 
with what is seen in figure (2.5.4). However unlike for the Hodgkin-Huxley and 
McKean models, the theory of mode-locking for the Integrate and Fire model is an 
area in which much progress has already been made [46]. 
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Figure 2.5.5: A illustration showing periodic sinusoidal forcing of the HH model 
overlaid with the resulting spikes. This is an example of a 1 : 1 solution. 
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Figure 2.5.6: A illustration showing periodic sinusoidal forcing of the McKean 
model overlaid with the resulting spikes. This is an example of a 1 : 1 solution. 
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2.6 Conclusions 
In this chapter we examined the standard result of input induced oscillations in 
the Hodgkin-Huxley, FitzHugh-Nagumo, Integrate and Fire and McKean models. 
However we calculated the response function for each and showed that, in the case 
of HH, FHN and McKean, they share the same behavioural characteristics. We sug-
gested that these models have the same fundamental mechanism for producing ac-
tion potentials. This showed that although the oscillatory subset of neuron models 
may seem diverse, there are some significant similarities. As it was constructed to, 
the Hodgkin-Huxley model gives biologically realistic action potentials. However 
there are more simple models that qualitatively capture this oscillatory nature. Of 
particular interest is the McKean model as it is the simplest model that can gener-
ate action potentials. The similar nature of these models poses the question, does 
the McKean model always qualitatively replicate the Hodgkin-Huxley model for 
different situations, such as in a synaptically interacting network? The results ob-
tained with periodic forcing suggest that we might expect to see synchrony in both 
HH and McKean networks. Exploring the properties of small weakly coupled net-
works of both of these models is the focus of the next chapter. 
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~~----------------------------------~ 
Small Discrete Networks 
In the previous chapter, single neuron models were examined. It can be seen that 
under constant input, these models produce oscillatory or fixed pOint behaviour 
depending on the magnitude of the constant input. It was also shown that this 
behaviour persisted even when the input was periodic. Such a periodic signal can 
be thought of as the input from other neurons in a network. To model the input 
from other neurons one must understand the method of neural signal transference, 
which is illustrated in figure (3.0.1). When a neuron 'fires' a voltage spike is gen-
erated at the axon hillock and propagates along the axon to the synapse where the 
voltage displaces neuro-transmitters. These neuro-transmitters diffuse across the 
synaptic deft and bind to the dendritic tree of another neuron. This accumula-
tion neuro-transmitters induces a voltage in the post-synaptic dendritic tree and 
the voltage 'signal' is either passively or actively transported to the soma of the 
post-synaptic neuron. There are a few things that effect the signal when it travels 
between the soma of one neuron to that of another. Firstly there can be a delay 
because the signal travels down the axon of the neuron at a finite speed. The mag-
nitude of this delay is simply a function of the length of the axon. The lengths 
ofaxons can range in length from much less than a millimeter to several hun-
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Figure 3.0.1: Caricature neural signal transference. 
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dred millimeters and is dependent on the type and location of the neuron, so the 
magnitude of this delay can vary significantly. Secondly the transfer of the signal 
via neuro-transmitters causes the signal to become 'smoothed out' and depending 
on the size of the synaptic cleft and the neuro-transmitters involved, the relative 
amplitudes and durations of signals can be substantially different relative to the 
incoming action potential. We shall term this a distributed 'delay'. Finally, the 
dendritic tree is a complicated structure in its own right and can contribute a delay 
of its own. However we reserve discussion of this to the next chapter. Ignoring the 
dendritic structure for the moment progress can be made modelling the synaptic 
effects with the use of a synaptic kernel. Simple discrete delays can also be in-
troduced to model axonal delays. The first problem is how to model networks of 
neurons. In biological neural networks the number of neurons can be up to the or-
der of 1010. These systems can only be studied analytically in slightly more abstract 
ways, looking at neural field models of populations of neurons and average firing 
times [47, 48] [49,50] [51J [52J. In contrast understanding the dynamics of small 
oscillatory networks can give insight into systems such as the stomatogastric gan-
glion circuit [53]. The coupled equations for small networks can often be solved 
however, when restricting attention to weak coupling. In this case the powerful 
tool of averaging can be brought to bear [54) [55). That is the focus of this chapter. 
3.1 General Theory Of Coupled Oscillators 
Before moving on to the specific coupled oscillator networks it is useful looking at 
the general case (discussed in [38] and [54]). 
Consider a set of N first order non-linear differential equations 
k = 0, l, ... ,N. 
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Let there be a periodic solution such that 
k = O,l, ... ,N. 
Where T is the period of the periodic solution. The above N + 1 equations give a 
periodic orbit in (N + l)m dimensions. Now assume there is some form commu-
nication between the N + 1 systems: 
Xk = Fk(X) + E:E Gk(Xh,Xj ), 
j 
kfj, (3.1) 
and assume that E is sufficiently small so that the limit cycles persist. For this 
system of coupled oscillators it is possible to perform a change of variables into a 
phase variable and e E § and a set of of variables normal to the limit cycle b E jRm-l, 
as follows 
Figure 3.1.1: Illustration of principle in 2-d. 
Using the coordinate transform X -> (e,b). We may write 
Here Mk E jRm-l and satisfies 
Mk(e)TMk(e) = 1, 
U~(elMk(e) = 0, 
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(3.2) 
(3.3) 
where' == d~' It is clear that the lower the dimension of the normal coordinates, 
the more complex the calculations become. When b = 0, Jk is simply an orthogonal 
matrix and its inverse is a simple calculation. The Jacobian J of this transformation 
is 
If a matrix B is small, the inverse of (A + B) is (I - A-I B)A-I. Assuming that b is 
small, J can be inverted using this identity. 
Also note that 
Fk(Uk + Mkbk) = Fk(Uk) + DkMkbk + O(lbkI2) 
= U~ + DkMkbk + O(lbkI2 ), 
where Dk is the Jacobian of Fk at Uk, to lowest order Mk, Dk and U~ are periodic in 
e and also independent of bk to lowest order. 
Differentiating (3.2) w.r.t. 0 and using the fact that U~ = DkU~, gives 
u~(e)T M~(e) + Uf(ef Mk(e) 
=U~(efM~(e) + (U~f(DkfMk = O. 
Re-arranging the above gives 
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and similarly from differentiating (3.2) we have that 
In the last chapter these expression were calculated for the McKean model (in that 
case N = 2). Substituting the above equations into (3.1) gives 
(3.4) 
(3.5) 
In the limit b --> 0, which is equivalent to "infinite attraction" to the limit cycle, we 
can ignore the dynamics of bk and so simply have that 
(3.6) 
with 
which is clearly of lower dimension than (3.1). 
So far the theory is valid for all limit cycle oscillators. In the case where neural 
systems are the focus, further progress can be made. Motivated by the notion of 
the response function in chapter 2, and other work on coupled neurons [56],[57], 
we consider the function hk to have the structure 
where Wjk is some 'weight' or 'connection' matrix between two neurons j and k. 
Consider PtO) as a periodic function such that P(t + T) = P(t). As in chapter 2 we 
consider R( B) as the response function, which is therefore also periodic such that 
R(O+ 1) = R(e). 
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For the weakly coupled case 0 < f « I, [54] shows that a method of averaging 
can be used on system of the form (3.6), and there exists a change of variables 
Bj = tiT + (PJ + fg (1)j , t, E) (see [58] for a discussion of coupled oscillators without 
averaging). Applying this theorem gives 
d1>j ~ ( ) 2) dt = f L..- WjkH 1>k -1>j + OrE , 
k 
where H (1)) is known as the interaction function and has the form 
H(1)) = ~ lT R(t/T)P(t + 1>T)dt. 
(3.7) 
(3.8) 
The error between the true solution and the solution obtained from the averaging 
theorem is of order E for a time scale t ~ 1/ E. 
Phase Locked States 
A major feature of coupled oscillatory systems is their ability to phase lock. For 
a network of N oscillators we can define 1:1 phase locked solutions of (3.6) to be 
of the form Bj(t) = 1>j + tit!,., where 1>j is a constant phase and t!,. is the collective 
period of the phase locked state. Substituting this into (3.7) and working to O( f) 
gives 
Vj. (3.9) 
Choosing a reference oscillator, the N equations of (3.9) determine the collective 
period t!,. and N - 1 relative phases. To analyse the local stability of a phase locked 
solution <I> = (1)1> ... , 1>N ), we linearise (3.9) by setting Bj (t) = 1>j + t /T + B, (t) and 
expand to first order in ifj to obtain 
(3.10) 
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where 
m 
and H'(q,) = dH(q,)/dq,. One of the eigenvalues of the Jacobian jj is always zero, 
and the corresponding eigenvector points in the direction of the flow, that is (1, 1, ... ,1). 
The phase locked solution will be stable provided all other eigenvalues have neg-
ative real parts. In any network a common phase locked solution is synchrony, 
where there is no phase difference between phase locked oscillators. Another so-
lution we might expect to see is the 'splay' solution, where the phase locked oscil-
lators have the same phase difference between each one. For N oscillators we have 
the condition for a splay state 
This principle is illustrated in figure (3.1.2). 
• 
• 
• 
n=I, ... ,N. 
Figure 3.1.2: Illustration of the principle of splay state phase locked solution. 
Take an example of two oscillators (N = 2) and choose the relative weighting be-
tween the neurons to be simply W12 = W21 = 1. 
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el = liT + <H(1J2 -IJI ), 
e2 = liT + <H(IJI -1J2 ). 
Define q, = 1J2 - IJI and construct the equation 
(3.11) 
A constant phase difference of the phase locked solution is a zero of the function 
K(q,) = H(q,) - H( -q,). A given phase locked state is stable provided 
dK(q,) 
< dq, > O. 
By the symmetry of the equations, there will be guaranteed solutions at q, = 0 (the 
synchronous solution) and at q, = 0.5 (the anti-synchronous solution). 
Using the same simple coupling of Wnm = 1 n f m, the equations for three oscil-
lators (N = 3) can be constructed 
~I = < [H( -q,I) + H( q,2 - q,1) - H( q,1) - H( q,2)J 
~2 = <[H(q,1 - q,2) + H( -q,2) - H(q,I) - H(q,2)] 
(3.12) 
(3.13) 
where q,1 = 1J2 -IJI and q,2 = 1J3 -IJI • By symmetry we expect a splay solution of the 
form q,1 = 1/3, q,2 = 2/3 as well as the synchronous solution q,1 = q,2 = O. 
Focus On Synaptic Coupling 
In neural systems P( IJkT) can be considered to be the signal from neuron k which 
we may write as P«()k) = pet + q,kT). This can be modelled by a series of signals 
convoluted with some form of synaptic kernel. The synaptic kernel represents 
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synaptic processing and can be thought of as the convolution of a temporal kernel 
with an incoming action potential. Consider the form for the output P( t) from any 
neuron 
P(t) = L 1)(t - mT). (3.14) 
m 
This is a compact notation for the synaptic kernel function. 
3.2 Fourier Representations 
For a general neuron model and hence a general response function R( 0) and a 
general synaptic kernel P(t) we need to be able to calculate the interaction H(</». 
This can be difficult depending on the form of these functions. However if we are 
in the weak coupling regime we know that the functions are periodic and have the 
same period. This suggests that using the Fourier transformation of these functions 
may allow progress for the general case. 
3.2.1 Solution Of General Network Equations Using Fourier Trans-
fonus 
Perhaps the most versatile forms for the functions R(t) and P(t) is their Fourier 
representations. For any model the response function can either be calculated an-
alytically or numerically and under Fourier transformation 
00 
R(t/T) = L Rkeiwkt 
k=-oo 
1 rT 
where Rk = T lo R(t/T)e-iwktdt, 
where we define Wk = 21fk/T, The function P(t) can be calculated similarly 
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00 
P(t) = L Pkeiwkt 
k==-oo 
1 (T . 
where H = T iD P(t)e-,wktdt. 
For P(t) given by (3.14) we have 
Pk = ~ L (T 'f/(t _ jT)e-iwktdt. 
jEZ iD 
Shifting the time variable t = t - jT we get 
where 1)( w) = fooo 'f/(t)e-iwtdt and we have the fact that eiWkjT = ei2• kj = 1. 
This enables the calculation of the function H(t) from (3.8) as 
We have from (3.16) the structure of the fourier expression 
00 
H(</.» = L Hkeiwk~ 
k=-oo 
where 
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(3.15) 
(3.16) 
(3.17) 
3.2.2 Alpha Function Coupling 
A common choice for a synaptic kernel is the alpha function, it has a good resem-
blance to experimental observations of post synaptic response but has a simple 
form 
(3.18) 
where S( T) is the step function and a is some constant. 
An illustration of the post synaptic response shapes the alpha function produces 
for two different values of alpha is shown in figure (3.2.1) 
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Figure 3.2.1: The post synaptic response shapes produced by the alpha function 
for two different values of alpha, a = 0.5 (left) and a = 10 (right). 
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The Fourier form of this kernel is 
(3.19) 
3.2.3 Small Hodgkin-Huxley Network 
In the last chapter it was mentioned that it was possible to numerically calculate 
the response function for the Hodgkin-Huxley model. Using this response func-
tion in Fourier form it is therefore possible (using the methods above) to construct 
a Fourier expression for the interaction function. It is therefore possible to simulate 
a network of weakly coupled HH neurons. From the theory of phase-locked states 
presented in section (3.1), it is also possible to construct bifurcation diagrams for 
the HH model without resorting to brute force numerical simulations. A simple 
example is two identical neurons coupled with alpha function coupling. We have 
an equation of the form (3.17). 
Plotting phase locked states where ~ = 0 with varying alpha gives a bifurcation di-
agram, shown in figure (3.2.2). This shows the solutions guaranteed by symmetry 
(0,0.5), but also at a ;::j 1 the system undergoes a pitchfork bifurcation. The two 
solutions created are stable and anti-synchronous solution because unstable. This 
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Figure 3.2.2: A bifurcation diagram of varying a for a HH network, the sys-
tem undergoes a pitchfork bifurcation as the system goes from 2 (</>=0,0.5) to 
4 (</>=0,0.5,</>',1 - </>') solutions. The solution</> = 0 is unstable for all a. Thick 
(thin) lines are stable (unstable). 
that the value of a and therefore the shape of synaptic kernel effects the solutions 
seen. 
The RH model can be considered the progenitor of the other neuron models seen 
in the last chapter. Using the same network construction with different neuron 
models should give a way of comparing the different models. 
3.2.4 Simple Response Functions 
Motivated by the piecewise exponential shaped response functions of the McK-
ean and the integrate and fire models, we can take a generic form for a response 
function, 
N 
R(t/T) = L Cjeb;t E (aj-I, aj) tE(O,T), (3.20) 
j=l 
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where there are N - 1 discontinuities in R(t/T) over (0, T) and aa = 0 and aN = T. 
The aj in between are determined by the value of t /T at the discontinuities of 
R(t/T). 
This makes the calculation of the interaction function more simple. Using equa-
tions (3.8),(3.19) and (3.20), 
TN 00 
H(</J) = ~1 L Cjebjt L PkeiWk(tHT)dt 
o )=1 k=-oo 
= ~ t Cj [j ebjt (Po + L PkeiWk(tHTl) dt 
)=1 aj-l k;lO 
The McKean Model is a model that can be written in this form, there is one discon-
tinuity so N = 2, with 
C BR G - R e-P(I-8TlT 1= " 2- I , 
bl,2 = {J, ao = 0, al = (1- ()T)T, a2 = T, 
where 
RI = O/(A - {JW2), 
B", (A - j3w2)/(A + 1 - j3WI). 
The integrate and fire model is another that can be written in this form, there are 
no discontinuities so N = 1, with 
CI =l, bl=T/r, ao=O, al=T. 
In chapter 5 a model using a three piece phase response curve will be defined. This 
method can be used for that case as. well. 
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3.3 Networks 
Although the use of Fourier transforms is a powerful method calculating the in-
teraction function, it is not always necessary. For certain choices of model and 
synaptic kernel it is possible to calculate the interaction function explici tly. 
3.3.1 Explicit Alpha Function Solution 
It is possible to calculate synaptic function P(t) explicitly for certain choices of 
synaptic kernel. This has the advantage of not having to its fourier transforms. 
The alpha function is one such synaptic kernel which can be solved explicitly 
P(t) = L c;(t - mT) ; P(t + T) = P(t), 
m 
so we have 
-00 
P(t) = L a?(t-mT)e-a(t-mTJ8(t_mT), 
m=oo 
which can be written as 
00 
P(t) = L C;2 (t + mT) e-a(t+mTJ, 
m=O 
because the step function causes the summation limits to be restricted. Note 
00 
P(t) = c;2e-at L [te-amT - me-amT] 
m=O 
= c;2e-at [t ~ me-amT] 1-e aT L.. 
m=O 
2 -at [t ~ d ( -amT)] 
=C; e 1-e aT - ~d(c;T) -e 
2 -at [t d ( 1 )] =ae +-_ 
1- e aT d(c;T) 1- e-aT 
= a?e-at + e . [ t -aT] 1 - e aT (1 :- e-aT)2 
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So we have 
(3.21) 
For this special case we have an explicit solution and there is no need to use Fourier 
transformations. This is an advantage because for practicality there will be a trun-
cation error using a Fourier series. 
3.3.2 Integrate and Fire Network 
A network of integrate and fire neurons has been widely investigated [59, 60, 61] 
[62,63]. As described in the general theory at the beginning of this chapter we can 
explicitly calculate the interaction function for the case of alpha function synapses. 
Suppose there is a network of N identical linear integrate and fire neurons. We can 
weakly couple them in the same way as (3.11). From (3.21) we have the explicit 
form of the function P(t) for an alpha function and, using the a simple response 
function R( tiT) = e' from chapter 2, we can calculate the interaction function, 
_ liT ,cx2Te-Q'HT [ e-QT ] H(rfJ)- -T e 1 - T t+rfJ+ 1 _ T dt, o -ea ~eO: 
= K(rfJ) + rfJT + t e'(l-Q)dt iT [ Te-QT ] o 1- e-aT l 
where 
and note that there is a discontinuity on the interval [0, T) when the neuron fires 
and resets so we have to split the integral over this discontinuity. We can assume 
that there is only one instance of firing on this i~terval as we are restricted to the 
weakly coupled regime and so the period of oscillation is effectively T. So we have 
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Using 
and 
l btet(l-a)dt= _1_ [eb(l-a) (b- _1_) _ea(l-a) (a __ 1_)] , a I-a I-a I-a 
and defining 
gives 
Te-aT 
'Y(ep) = epT + 1-e-aT ' 
rM) = T(l- ep)(l- a), 
(3(ep) = e"(~) (T(l- ep) __ 1_), 
I-a 
H(ep) = K(ep) ['Y(ep) (e"(f) _ 1) + (3(ep) + _1_] 
I-a I-a 
+ K( ep - 1) ["I ( </> _ 1) (eT(I-a) - e"(~») + eT(I-a) (T __ 1_) _ (3( ep)]. (3.22) 
I-a I-a 
This is the explicit interaction f1U1ction of the integrate and fire model with alpha 
f1U1ction coupling. Using this it is possible to look at phase locked behaviour of a 
network of IF neurons. Phase locked states can be f01U1d simply by the zeros of 
the interaction f1U1ction and their stability is simply the sign of the derivative at 
these zeros, stable when negative and 1U1stable when positive as discussed earlier. 
Provided that a is kept small compared to lie the weak coupling arguments are 
still valid. 
Using the 2 oscillator network equations as set out earlier in (3.11) we can examine 
the interaction f1U1ction by plotting it for different values of a. This can be seen in 
66 
figures (3.3.1) and (3.3.2), and it is clear that the system has undergone a bifurcation 
as the number of solution changes from 2 to 4. 
0.04 
H(~) 0 I--------..::"'-____ ~---_j 
-0.04 
-0.08 
o 0.2 0.4 0.6 0.' 
Figure 3.3.1: The interaction function of the IF model with Cl< = 4.5, there is an 
unstable solution at <p = 0, and a stable solution at <p = 0.5. 
Plotting a bifurcation diagram is of interest to see the nature of the evolution of 
solutions with varying a. This can be seen in figure (3.3.3). Here we see at Cl< "" 5, 
a change of stability via a pitchfork bifurcation with increasing alpha. This is the 
qualitatively behaviour seen in the HR model. 
Using (3.12) and (3.13) it is possible to to look at a network of three identical IF 
neurons. This can be seen in figure (3.3.4). The stable splay state solutions (labelled 
2) lose their stability via super critical Hopfbifurcation at a "" 8 where a stable limit 
cycle is created (labelled 3). The amplitude of these limit cycles grow until they are 
destroyed at Cl< "" 12.2. The death of the limit-cycle occurs exactly at the point at 
which saddle-node bifurcations are created. This is due to a saddle node on an 
invariant circle bifurcation. 
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Figure 3.3.2: The interaction function of the IF model with a = 5.7, there are two 
unstable solutions at 1> = 0 and 1> = 0.5, and two stable solutions now exist a on 
either of 1> = 0.5. 
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Figure 3.3.3: This shows a pitchfork bifurcation generated by the IF model, the 
anti-phase solution changes stability from stable to unstable at the bifurcation 
point and creates two new stable solutions. The solution 1> = 0 is unstable for 
all a. Solid (dashed) lines are stable (unstable). 
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20 
Figure 3.3.4: Bifurcation Diagram for <I> = 1>1 and 1>2 showing Hopf bifurcations 
and saddle node bifurcations for the three neuron network. Solid (dashed) lines 
are stable (unstable). 
3.3.3 McKean Network 
The McKean model is another model that has been widely studied [64]. It is also 
possible to calculate the explicit interaction function for this model. The form of 
the interaction function has to be slightly altered from before, 
1 rT 
H(1))=Tio R(t/THT )P(t+1>T)dt, (3.23) 
where eT is a phase shift to account for the fact that the response function is not 
defined with its origin at the jump between S = 0 and S = 1 (Le. the start of the 
action potential). If we choose pet) as (3.21) it is possible to obtain an explicit form 
for H(1)). 
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The response function as calculated before (for () 'i 0, ()T) has the form 
where B = (A - (3w2)/(A + 1 - (3Wl). Using the periodicity properties of pet) and 
R(t) it is possible to write 
H(cp) - H(cp) = 
where 
and 
BF(cp;O, 1- cp,O) + BF(cp; 1 - cp, 1- ()T, -1) 
+ell(BT-l)TF(cp;1_ ()T,1,-1),cp > eT; 
BF( cp; 0,1 - eT, 0) + ell(BT-l)T F( </>; 1 - eT, 1 - </>,0) 
+eIl(BT-l)T F( cp; 1 - cp, 1, -1), </> < eT; 
lib F(cp; a, b, c) = T a RI (t)P(t + </>T+ cT)dt, 
(3.24) 
(3.25) 
Note that H( cp) is a discontinuous function at cp = 0 and </> = ()T, since PtO) 'i peT). 
Choosing the alpha function synaptic as before, so using the form (3.21) the calcu-
lation of the interaction function is straightforward. Using this, the calculation of 
(3.25) is again straight forward 
a2e-a(Hc)T 
F(cp; a, b, c) = T2(1- e-aT)«(3 _ a)(A _ (3W2) M(cp; aT, bT, c), (3.26) 
with 
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M("" a b c) = [('" + c)T + Te-aT _ 1 ] (eb(f3-a) _ ea(li-a») 
'1-', , , 'f' (1 _ eaT) (/3 _ a) 
+ (beb(li-a) _ aea(li-a») . (3.27) 
Two McKean Neuron Networks 
In a system of two neurons we have the coupled equations as in (3.11). As with 
the integrate and fire model we can look at the bifurcation diagram. Varying al-
pha simulates having fast or slow spikes for synaptic communication as seen in 
experiments. 
0.8 C 0.8 
0 .• 0 .• 
$ ~ 
0.4 \ 0.4 
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00 00 5 10 IS 20 10 15 20 a. a 
Figure 3.3.5: Bifurcation diagram showing how solutions for 2 neurons change 
with a for the McKean model with a = 0.25 (left) and a = 0.32 (right). The solu-
tion <p = 0 is stable for all a in both figures. Thick (thin) lines are stable (unsta-
ble). 
In figure (3.3.5) there are two different bifurcation diagrams for the McKean model 
with a = 0.25 and a = 0.32. It shows that the changing of this parameter changes 
solutions one finds. Although the solutions obtained with a = 0.32 are consistent 
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with those seen in the Hodgkin-Huxley model, a = 0.25 is the standard parameter 
value and it is interesting to investigate this solution. It can be seen that for small 
a there are just two solutions the synchronous and anti-synchronous solution. The 
anti-synchronous solution is unstable, as a increases there is a pitchfork bifurcation 
and also for slightly higher a there are saddle node bifurcations as well. This shows 
that as a is increased the system exhibits more solutions and there are several stable 
solutions which persist for a significant range of a. This shows that this model of 
the neuron can have different solutions than some of the other models such as the 
integrate and fire model. 
Delays 
Axonal delays introduce a discrete delay r, the magnitude of which depends on 
the length of the axon. This delay can be introduced into the alpha function a(t) -> 
a(t - r), for some constant r > 0 [65]. This effectively results in a phase shift in the 
interaction function. To see whether this would have an effect on the fixed points 
of the system, it is of interest to simulate this delay. For 2 neurons in place of (3.11) 
we have 
E [H(q, - rlT) - H(l- q,- rIT»), (3.28) 
where r is the delay of communication. Using this simple simulation of a delay 
in communication, gives a feel of how a delay effects the system. In figure (3.3.6) 
a small delay is introduced, it shows the difference it can make to the solutions of 
the system, there is now a new solution appearing for q, "" 1. 
Increasing the delay in figure (3.3.7) shows that the delay is beginning to effect the 
saddle node bifurcations. 
In figure (3.3.8) the delay increases in magnitude and the new solution begins to 
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Figure 3.3.6: Bifurcation diagram for the McKean model with changing a and a 
delay of T = 0.1 (2 neurons). The solution </J = 0 is unstable for all a. 
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Figure 3.3.7: Bifurcation diagram for the McKean model with changing a and a 
delay of T = 0.2 (2 neurons). The solution </J = 0 is unstable for all a. 
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restrict the saddle nodes, and begins to deform the shape of the pitchfork. 
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Figure 3.3.8: Bifurcation diagram for the McKean model with changing a and a 
delay of r = 0.3 (2 neurons). The solution <p = 0 is unstable for all a. 
In figure (3.3.9) the delay is increased more, it has destroyed the saddle nodes and 
has restricted the pitchfork even more. 
It is clear that having a delay changes the phase locked states. Another way to 
examine the changes the delays can cause is to vary r for a constant a. 
In figure (3.3.10) the bifurcation in r for small a = 0.75 shows there are just the 
anti-synchronous and synchronous solutions, and as r increases the synchronous 
solution collides with the solution which grows. 
In figure (3.3.11) the bifurcation in r for a = 10 shows the the anti-synchronous and 
synchronous solution colliding, the. pitchfork solution is now visible also, it too is 
destroyed as r is increased 
In figure (3.3.12) the bifurcations are the same as for smaller a except that the sad-
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Figure 3.3.9: Bifurcation diagram for the McKean model with changing a and a 
delay of T = 0.5 (2 neurons). The solution <p = 0 is unstable for all a. 
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Figure 3.3.10: Bifurcation diagram for the McKean model with changing delay T 
for 01 = 0.75. The solution <p = 0 is unstable for all 01. 
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Figure 3.3.11: Bifurcation diagram for the McKean model with changing delay 1" 
for a = 10. The solution <p = 0 is unstable for all a. 
dIe nodes are now solutions as well. As with the other solutions the saddle nodes 
are destroyed as the delay is increased. 
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Figure 3.3.12: Bifurcation diagram for the McKean model with changing delay 1" 
for a = 15. The solution <p = 0 is unstable for all a. 
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Conclusions For Two McKean Neuron Networks 
It is clear from the various diagrams that there are many phase locked solutions 
which persist through both varying Q and T, this shows that these solutions are 
fairly robust. The saddle node solutions are quickly effected by the onset of a 
delay and are eventually destroyed as the delay increases. In fact all solutions 
except the anti-synchronous and synchronous solutions (which are guaranteed by 
the symmetry of the network equations) are destroyed for large delays. This is 
important to note, all biologically realistic systems have some intrinsic delay in 
them, so the magnitude of any delay would have a significant effect on the number 
and nature of solutions. 
3.3.4 Three McKean Neurons 
To examine the behaviour of three neurons we can use the set of equations as seen 
earlier (3.12) and (3.13). A bifurcation diagram can be made of the network results 
using the same parameter sets as for the 2 neuron solution (which are given in 
Appendix A). However the bifurcation diagram has two parts as the variables are 
defined in terms of each other. 
The numbers represent the corresponding solutions for figures (3.3.13) and (3.3.14), 
i.e. the l's are the splay solution. There are several solutions with bifurcations in 
these diagrams 
1 The splay solution, which is at q,1 = 2/3, q,2 = 1/3 
2 A solution where q,1 = h 
5 A saddle node bifurcation in q,2 at Q "" 6 
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Figure 3.3.13: Bifurcation diagram of </12 showing the solutions for a 3 McKean 
neuron network. 
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Figure 3.3.14: Bifurcation diagram of <p, showing the solutions for a 3 McKean 
neuron network. 
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6 A saddle node bifurcation in <PI at 0< '" 6 
13 An Andronov-Hopf bifurcation with limit cycles persisting for a significant du-
ration 
14 An Andronov-Hopfbifurcation with limit cycles persisting for a significant du-
ration 
The stabilities of the other solutions are not effected by 0<. The splay solution un-
dergoes a Andronov-Hopf bifurcation, but the limit cycles do not persist for in-
creasing Ci. There are other Andronov-Hopf bifurcations which create limit cycles, 
marked as (13) and (14), which do persist for increasing alpha, and these are shown 
in figure (3.3.15). 
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Figure 3.3.15: Both Andronov-Hopf bifurcations for <P2 for the McKean model. 
It is clear to see in figures (3.3.16) and (3.3.17) that the limit cycles are destroyed. 
The cause of the destruction of the limit cycles is the collision with the same branch 
structure. As these limit cycles seem to be destroyed by the same structure they 
originate from, this suggests a homoclinic bifurcation. 
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Figure 3.3.16: The destruction of the limit cycles (13) in <P2 for the McKean model . 
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Figure 3.3.17: The destruction of the limit cycles (14) in <PI for the McKean model. 
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The period of the oscillations created from the Andronov-Hopfbifurcation is shown 
in figure (3.3.18) it shows how the period of the limit cycles behave as Cl< increases. 
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Figure 3.3.18: The change in limit cycle (13) period with Cl< for the McKean model. 
Though not shown, an almost identical picture exists for the other Andronov-Hopf 
bifurcation. 
Both limit cycles have a period which shoots off to infinity as Cl< increases, this 
implies both are homoclinic bifurcations. 
3.4 Conclusions 
The aim of this chapter was to investigate whether weakly interacting McKean re-
laxation oscillators captured the types of phase-locked behaviour found in similar 
Hodgkin-Huxley networks. We looked at existing theory on weakly coupled oscil-
lators and applied it to a network of McKean neurons. We saw that in a 2 neuron 
network the McKean model did indeed replicate the behaviour seen in the HH 
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model. However it was also shown that the more simple integrate and fire model 
produced similar results. It was observed that simply increasing the network size 
by one neuron gives different results than for 2 neurons. However some results 
do seem to persist namely the splay state (anti-synchronous for 2 neurons), this is 
due to the symmetries in the network equations. Between a network of 2 and 3 
neurons there is an increase in the number of solution and the types of solution 
seen. This change in the number and type of solutions poses the question of how 
the solutions alter as network size increases further, as for even just an increase of 
1 neuron we see non-trivial changes (for example Hopf bifurcations appear). We 
also furthered the investigation by considering delays and showed that they sig-
nificantly affect the solutions seen in a two neuron McKean network. This may 
bean interesting area to investigate further. 
One should note the major assumptions of strong relaxation and weak coupling. 
However this restriction still leads to a useful caricature of the far more compli-
cated Hodgkin-Huxley model. Moreover, by the Fenichel persistence theorem [66t 
results obtained in the singular limit (p, = 0) are expected to extend to the non-
singular limit (p, small). The assumption of weak coupling has further allowed us 
to bring to bear the powerful machinery of coupled oscillator theory. In strongly 
coupled networks however phase-locked states are known to give rise to phenom-
ena such as frequency plateaus, oscillator death and pattern formation (see [67] for 
further discussion). Thus, insight into the dynamics of strongly coupled spiking 
biophysical neural models may gain significantly from a study of more tractable 
McKean networks. The development of such a theory is an open challenge, al-
though some initial progress has already been made for the case of instantaneous 
synapses [56]. This challenge could be addressed in future work using recent tech-
niques developed for the numerical bifurcation study of synaptically interacting 
Hodgkin-Huxley neurons [68]. 
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Another issue that was not fully explored was the connectivity between neurons. 
For two neurons the choices of connectivity are limited but in larger networks the 
notion of organisation of connections is an open question. Using the theory out-
lined it would be possible to examine increasingly larger networks and examine 
what other phase locked states exist. However solving large numbers of equations 
becomes analytically more challenging and computationally impractical because 
to define a generic phase-locked state in a network of N oscillators requires the 
simultaneous solution of N algebraic equations. Clearly for large N this is practi-
cally unfavourable and so will not be focused on here. However it is worth looking 
at the limit of increasing network size, i.e. a continuum of neurons. This will al-
low the ability to focus on the large network properties without having to solve an 
impractical number of equations. One question that arises is whether the McKean 
model will replicate the HH model in a continuum framework as it did in the dis-
crete one. A continuum description of neural tissue for both the McKean and HH 
models is the focus of the next chapter. 
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~ ~------------------------------------~ 
Continuum Networks And Dendrites 
In the last chapter it was mentioned that large populations were difficult to analyse 
in a practical way. This is because as the network size increases, so does the num-
ber of equations that need to be solved. It is however possible to make progress 
by considering a large dense network to be in fact a continuum. The study of a 
continuum network is a logical extension of the discrete network work and it is 
the focus of this chapter. 
w(Jyl) 
I 
e(x,t) e(X+y,t) 
Figure 4.0.1: Illustration of the construction of a continuum network, two points 
x and x + y are connected with the spatial weight function w(y). 
Figure (4.0.1) shows the principle of the continuum network. Two densities of neu-
rons at x and x + y have distance y between them, the nature of the connection is 
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determined by w(y). The function w(y) is a spatial weight function that gives the 
connection distribution along the continuum of neurons. It can be thought of as the 
analogue of the weight matrix Wij for discrete networks. In particular the notion 
of synchrony and splay states from discrete networks carry over to the continuum 
case. In a continuum of oscillators one can expect to find phase wave solutions 
(which can be thought of as analogous to the splay state) and these are seen when 
simulating ID and 20 neuronal oscillator networks [69J. The nature of the connec-
tions in these systems widely effects the synchronous and phase wave solutions. 
Indeed a cont~nuum model of weakly interacting phase oscillators has recently 
been used to explain the seemingly contradictory result in which synchrony is sta-
ble for localised excitatory coupling, but long range excitatory coupling leads to 
an unstable synchronous state [70, 71J. However the work by Crook et al ignores 
the effects of any form of synaptic or dendritic processing. 
Extending the Fourier constructions of the previous chapter allows us 10 pursue 
a similar analysis, paying close attention to the contributions from distributed de-
lays. Following [71J we allow for the finite propagation speed of signals (action po-
tentials) between neurons and introduce a space dependent delay into the model. 
In this chapter there are zero initial and boundary conditions unless otherwise 
stated. 
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4.1 Continuous Networks 
4.1.1 Space Dependent Delays 
Taking the continuum limit of the discrete network equations seen in the last chap-
ter gives 
M(x, t) 1 100 
a = T + E w(y)H(IJ(x + y, t) - IJ(x, t) - D(y»dy. t -00 
This is an integral equation for the evolution of phase IJ(x,t), with some space 
dependant delay D(y) (over a distance y). The space dependant delay function 
D(y) represents the delay caused by a signal travelling along the network and as 
such is a function of the separation distance y. This delay function can have many 
forms to encompass different forms of delay. For reasons of simplicity we will 
choose D(y) = Iyl/v, where v represents the signal velocity relative to the natural 
frequency of oscillation. This gives a simple form of axonal delay which increases 
linearly with the separation between neurons [70]. 
In this case equation (4.1) becomes 
aIJ(x, t) 1 (00 
at = T + E Loo w(y)H(IJ(x + y, t) - IJ(x, t) -Iyl/v)dy. (4.1) 
For travelling wave solutions of the form 
IJ(x,t) = Dt + f3x, (mod 1), (4.2) 
we obtain the dispersion relation U = U(f3) where 
1 (00 . 
D(f3) = T + E i-oo w(Y)H(f3y -IYllv)dy. 
87 
4.1.2 Stability Of Solutions 
Assuming a solution exists we establish the stability of the solution by adding a 
small perturbation tjJ « 1, to the system and write 
8(x, t) = nt + (3x + tjJ(x, t). 
Substitution into (4.1) gives 
8tjJ 1 100 
n + 7) = T + € w(Y)H«(3y - Iyl/v + </>(x + y, t) - </>(x, t))dy. 
t -00 
If we expand the interaction function as a Taylor series we have 
H(f)(x + y, t) - 8(x,t) -Iyl/v) "'" H({3y -Iyl/v) + H'«(3y -Iyl/v)[</>(x + y,t) - tjJ(x,t)] 
yielding 
otjJ(x, t) 100 
8 = E w(y)H'({3y -lyl/v)[tjJ(x + y, t) - tjJ(x,t)]dy. 
t -00 (4.3) 
We take </> to be separable, periodic in space, and of the form 
so that 
This generates the eigenvalue equation 
>.(p) = El: w(y)H'({3y -IYI/v)[eipy - l]dy. (4.4) 
Solutions are stable if 
Re(>.(p)) < 0 lip i- o. 
Note that translation invariance guarantees the eigenvalue >'(0) = o. 
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4.1.3 Fourier Series Of The H Function 
As seen in the previous chapter we can write the H function as a Fourier series, 
H(</» = LHkei2~k4>, 
k 
so we get 
H'(</» = L i27rkHkei2~k4> == L H£ei2~k4>. 
k k 
From (4.4) we have the alternative representation 
A(p) = €loo w(y) LH£ei2~kfIJY-IYI/vJ (eiPY -1) dy. 
-00 k 
For even synaptic footprint kernels wry) = w(lyJ), we also have that 
A(P) = € L HI. 1'" w(y)e-i2~kIYI/v {eiM~Y(eipy -1) + e-i2~k~Y(e-ipy -I)} dy. (4.5) 
k 0 
Introducing the half Fourier transform 
allows us to write (jI.5) in the form 
where 
A(P) = € LHJ,Qk(P). 
k 
Qk(P) = {w(27rk(1/v - (3) - p) - w(27rk(1/v - (3)) 
+ w(2rrk(1/v + (3) + p) - w(27rk(1/v + (3))}. 
This is a usefully compact representation . 
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(4.6) 
(4.7) 
4.1.4 Synaptic Footprint Functions 
From the previous section it is necessary to calculate the Fourier form for the 
synaptic footprint kernel (4.6). Up to now the weight function has not been spec-
ified. For simplicity we shall restrict attention to the class of symmetric functions 
w(y) = w(lyJ)· Two such examples are seen in figure (4.1.1). 
0.9 1\ 0.8 0.7 0.6 ! 1 
'w(y)=-(o-Ixl 0.5 20 
0.4 
DJ 
0.2 
0.1 
0_2 
-1.5 -I ·0.5 0 Y 0.5 1.5 2 
Figure 4.1.1: w functions, in this case a = 1 
These w functions are normalised so the area under them is 1. One advantage of 
these two weight functions is that their Fourier forms can be easily calculated. 
For the exponential weight function w(y) = e-Iyl/~ /2a 
Ui(p) =..!. ("" e-YliP+I/~Jdy = 1 
2a Jo 2a[ip + 1/ aJ' 
1-ipa 
= :::2""(1-+""p-';Z;-a""Z) . (4.8) 
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For the square weight function w(y) = 8(0" -[Y[)/20" 
ill(p) = - e-'PYdy = - __ ,___ , , 1 la, 1 [e-iPa 1] 
20" 0 20" -lP -lP 
= _l_' [e-ipa -1J. 
2pO" 
The factor of 20" in the above weight functions ensure the normalisation 
fr ... w(x)dx= 1. 
4.1.5 Continuous McKean and Hodgkin-Huxley Networks 
(4.9) 
Using the method outlined above it is possible to construct travelling waves and 
analyse their stability. Having chosen the weight function, a Fourier form for an in-
teraction function H(1)) is needed. In the last chapter these were calculated for the 
McKean and Hodgkin-Huxley models with alpha function coupling. This enables 
the comparison of the two models in a continuum network. There is the practi-
cal problem that the condition of stability (IRe .\(p) < 0) of any point (xo, Yo) has to 
be checked for all values of p. To numerically check this stability some choice of 
step size (between pOints in the parameter plane of choice ego ({3, v» and range 
of p must be made. Programs written in C were written which allowed control 
over the range of p and step size. All model parameters used are the ones given 
in Appendix A. Simulations to establish the stability of solutions for the Hodgkin-
Huxley and McKean models can be seen in figures (4.1.2) and (4.1.3) where we 
present the stability regions of the travelling wave solutions in the ({3, v) param-
eter plane. There are distinct boundaries between stable and unstable travelling 
wave solutions. Biologically this implies that observable travelling waves should 
occur for certain ranges of the phase gradient and signal velocity and not arbitrary 
values. For fast rise times, in the sense that a/r! -+ 00, we find that for both models 
the synchronous state ({3 = 0) is unstable for small v and stable travelling waves 
appear. 
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Figure 4.1.2: Region of stability (black) for the travelling wave solution in the 
((3, v) parameter plane for the continuum Hodgkin-Huxley model with an expo-
nential synaptic footprint and an alpha function synaptic response with Cl< = 20. 
v is the velocity of an action potential and (3 is the phase gradient of a travelling 
wave: dB(x, t}Jdx = (3. For low v the synchronous solution ((3 = 0) is unstable 
and a stable travelling wave «(3 oJ 0) can be found. A grid of 250 x 250 points is 
used. 
92 
8 
6 
v 
4 
2 
o~--__ ~~ __ ~~ ____ ~~ ____ ~ ____ ~ 
o 0.2 0.4 0.6 0.8 
J3 
Figure 4.1.3: Region of stability (black) for the travelling wave solution in the 
(,8,v) parameter plane for the continuum McKean model with an exponential 
synaptic footprint and an alpha function synaptic response with a = 20. v is the 
velocity of an action potential and ,8 is the phase gradient of a travelling wave: 
d8(x, t)/dx =,8. For Iow v the synchronous solution (,8 = 0) is unstable and a 
stable travelling wave (,8 # 0) can be found. A grid of 250 x 250 points is used. 
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The discrepancy between the value of v for which the synchronous solution changes 
stability in figures (4.1.2) and (4.1.3) for HH and McKean respectively can be at-
tributed to the fact that the relative duration of action potentials between the two 
models is s1ightly different. Although the duration of the action potential in the 
McKean model can be adjusted by varying a, this is found not to lead to signifi-
cant increased agreement. This is because, unlike the Hodgkin-Huxley model, we 
have restricted the McKean model to some singular limit (p = 0) where the rise 
and fall times of the action potential are instantaneous. Crook et al. [71] have sug-
gested that the change in stability of the synchronous solution as the propagation 
delay grows is consistent with the oscillatory behaviour observed in both visual 
cortex, showing a tendency towards synchrony, and olfactory cortex, tending to 
produce travelling oscillatory waves; the latter has long-range connections and 
hence longer axonal delays. 
The stability diagrams for much slower synapses are produced in figures (4.1.4) 
and (4.1.5). 
Here, we see that both models once again give qualitatively similar predictions: 
namely that for slow synapses it is even easier to destabilise a synchronous so-
lution in favour of a travelling wave, giving further weight to the suggestions of 
Crook et al .. We note that the value of vat which the synchronous solution changes 
from unstable to stable increases with decreasing a. For these results we are us-
ing an exponential weight function, results for square weight kernels have been 
produced and figure (4.1.6) shows the stability diagram for HH with a = 30. The 
square weight function for the McKean model (not shown) also matches the expo-
nential weight function results. 
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Figure 4.1.4: Region of stability (black) for the travelling wave solution in the 
({3, v) parameter plane for the continuum Hodgkin-Huxley model with an expo-
nential synaptic footprint and an alpha function synaptic response with a = 1. 
The value of v at which the synchronous solution changes from unstable to sta-
ble increases with decreasing a. A grid of 250 x 250 points is used. 
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Figure 4.1.5: Region of stability (black) for the travelling wave solution in the 
((3, V) parameter plane for the continuum McKean model with an exponential 
synaptic footprint and an alpha function synaptic response with a = 1. The 
value of v at which the synchronous solution changes from unstable to stable 
increases with decreasing a. A grid of 250 x 250 points is used. 
4.2 Dendrites 
Up to now the network simulations have taken into account axonal effects (with 
space dependent delays) and the signal distortion associated synaptic effects (with 
the use of the alpha function synaptic kernel). However the dendritic tree has been 
ignored. The dendritic tree is a large branched spatio-temporal structure that his-
torically has been associated with purely information gathering. The tree structure 
can take up a large area relative to the other parts of the neuron, in many cases 
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Figure 4.1.6: Region of stability (black) for the travelling wave solution in the 
((3, v) parameter plane for the continuum Hodgkin-Huxley model with a square 
synaptic footprint and an alpha function synaptic response with Q = 20. v is the 
velocity of an action potential and (3 is the phase gradient of a travelling wave: 
d8(x, t)/dx = (3. For low v the synchronous solution «(3 = 0) is unstable and a 
stable travelling wave «(3 # 0) can be found. A grid of 250 x 250 points is used. 
making up 99% of the surface area. With the advent of more high powered mi-
croscopy the detail of this structure has been examined more closely and there are 
thorn like projections called spines that can be seen whose function is unknown. 
It is also believed that the whole structure could also be excitable. These details 
would be interesting to investigate to see how they might effect solutions. As the 
detailed dendritic structure is not the main focus of this work these details will not 
be considered here. They are however a possible avenue for future work and for 
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further discussion see [72]. 
Modelling such a large structure with the level of spatial complexity that would 
entail is not practical for network simulations, so some simplifications have to be 
made. 
4.2.1 Cable Equation 
The dendritic structure is often complicated (highly branched) and as such practi-
cally difficult to model. One simplification that can be made is to model the den-
dritic tree as a one dimensional spatial structure where the effect of the synapse 
location on the dendritic tree is decribed by a cable equation with just one variable 
E· The variable E can be considered as a dendritic coordinate, and the point Eo as a 
point of synaptic input. 
Dendrite 
Soma 
Figure 4.2.1: The idea of the idealised dendritic structure. The neuron receives 
signals at point eo. 
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Starting from the fundamental cable equation [73] 
aV(~,t) V«) Tm a2V(~,t) 
TmCm at = - " t + Ti a~2 ' (4.10) 
Here V«(, t) denotes the membrane potential at time t and position ( along the 
cable relative to the resting potential of the membrane. Also T m, Ti and Cm are 
membrane resistance, intracellular resistance and the membrane capacitance re-
spectively. 
4.2.2 Passive Dendrites 
It is useful to reformulate (4.10) to incorporate the neurobiological parameters of 
space (A) and time (7), representing the space and time over which the membrane 
potential decays to lie of its original value. Setting 7 = TmCm , A = VTm/Ti, and 
D = A 2 / 7 (Diffusion coefficient). We get 
aV(~,t) __ V(~,t) Da2v(~,t) I «) 
at - T + ae + EXT "t , (4.11) 
where IExT(~' t) is an external source term [74]. We can use Green's functions to 
help solve this as it is well suited for linear PDEs of this form. The Green's function 
of (4.11) satisfies 
ac c a2c Ft + -:;: - D ae = 8(~)8(t). (4.12) 
The solution can be written in the form 
V(~,t) = l1'''' C(~ - (',t - s)IExT(~',s)dsd( + 1'''' C(~ - (',t)V«(, O)d(. 
Taking the Fourier transform in space of (4.12) gives 
dO - -Tt" + C/T + Dk2C = 8(t), 
where 
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Define A(k) = (l/T + Dk2), this gives 
dG -(It - AC = o(t). 
which implies 
Taking the inverse transform 
C(f., t) = ~ 100 eik'e-~(k)tdk = ~ 100 e-Dt(k-i},)' e*e-t/ T dk. 
21f -00 21f -00 
So the integral is now of the form 
which gives 
~ -tIT 00 
e 4Dte 1 _Dt(k_...iL)2 e 20< dk 
21T -00 ' 
C(~, t) = 1 e-t/Te-e/4Dt 
v'41f Dt 
The temporal Fourier transform of the Greens function is 
G(~ w) = 1 e->(w), 
, D'Y(w) , 
where 
'Y(W) = "/(l+iwT/DT), 
which is a frequency dependent impedance. We can make the simplification that 
the connection point is at constant distance along the dendritic tree (i.e. ~ = ~o). 
This approach can easily be generalised to cover a so-called quasi-active mem-
brane by the replacement of 1'( w) with the function defined in [75]. A quasi-active 
membrane is a description of neural tissue that describes resonances associated 
with the linearisation of the sodium and potassium currents in the HH model. Us-
ing the constant connection point, it is possible to calculate the function 
Pit) = I:G(~o,wk)eiwkt, 
kEZ 
where 
where Pit), like the last chapter, is the function that represents the external input 
to a neuron (i.e. from other neurons). As before the function is also periodic in T. 
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Figure 4.2.2: A network with the idealised dendritic structure. Each neuron re-
ceives signals at constant point ~o. 
4.2.3 Discrete Network With Dendritic Synaptic Kernel 
Using the dendritic synaptic kernel in place of the alpha function kernel it is also 
possible to re-visit the earlier work and look at a small discrete network. Using 
a simple two McKean neuron network with identical coupling we can construct 
a bifurcation diagram of phase locked solutions with varying synaptic connection 
point ';0: In figure (4.2.3) we show a pattern of stability exchange. As in the previ-
ous chapter, when looking at a discrete delay, we see an exchange and re-exchange 
of stability of solutions, in this case with increasing dendritic contact point ~o. Bio-
logically this implies that a connection far along the dendritic tree could have the 
same effect as one close to the soma. In some sense it would seem that delays aris-
ing from diffusion along the dendritic tree can give rise to effects similar to those of 
discrete communication delays. In figure (4.2.4), produced using the same C pro-
grams used in the last section, we show a corresponding plot for the stability of the 
synchronous solution in the (I,~) parameter plane. Since the period of oscillation 
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Figure 4.2.3: Relative phase bifurcation diagram for two coupled McKean neu-
rons, with idealised dendritic structure. Excitatory synaptic input occurs at a dis-
tance ~o from the soma. Note the exchange of stability of the anti-synchronous 
states as a function of the dendritic contact distance. The was produced using 
xpp [25]. 
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is a monotonicalIy decreasing function of I this checkerboard pattern of stability is 
also expected to hold in the (fl, €) parameter plane. 
25,..--.......... 
20 
~ 15 
o 
10 
Figure 4.2.4: Stability (black) of the synchronous state for two coupled Mckean 
neurons in the (I,~o) parameter plane for D = 1 (diffusion coefficient of den-
dritic cable) and T = 1 (dendrite cell membrane time constant). eo represents 
the distance along the dendrite of the synapse from the soma and I is the input 
current. Note the periodicity of the stability diagram as a function of dendritic 
interaction distance. 
4.3 Continuous Networks With Dendritic Effects 
It is possible to introduce further dendritic effects into the continuum framework. 
In the presence of dendrites the distance between pre and post synaptic neurons 
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will be a function of the dendritic contact point eo as well as the separation distance 
y. The actual length of the distance between two points is v'lyl2 + d. However this 
I~O 
i 
IR 
S(x,t) Iyl S(x+y,t) 
Figure 4.3.1: More complex notion of neuron interaction. 
can make the calculation of the integrals difficult. In the interest of simplicity there-
fore we take D(y) = (Iyl + IEoD/v. Dendritic processing then introduces a further 
discrete delay into the interaction form and shifts the phase interaction function by 
an amount I~ollv. 
As before the model has a one parameter family of travelling wave solutions de-
fined by O(x, t) = nt + (3x, where 
n({3) = n + € 1: w(y)H(f3y - (Iyl + IEo/)/v)dy, (4.13) 
where w = liT. A linear stability analysis shows that these solutions are stable if 
Re>-(p) < 0, where 
>.(p) = € 1: w(y)H'(f3y - (Iyl + IEo/)/v) [eipy -1]dy. (4.14) 
As before the neutrally stable mode >'(0) = ° exists, and is associated with per-
turbations by constant phase-shifts and so is excluded in the definition of linear 
stability. 
For convenience we now write H(O) = Ek Hke2nik(9-I'ol/v). 
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When w(y) = w(lyi) it is simple to show that 
),(p) = E L H~e-2~il<olk/V[w(p+ 27rk/3+) - w(27rk/3+) + w( -p + 27rkfL) - w(27rk/3_)], 
k 
(4.15) 
where rh = ±/3 - l/v, Hk = 27rikHk and w(P) is as in equation (4.6). 
We will choose the exponential weight distribution used earlier. Due to the fact 
that the larger the dendritic coordinate ~o the larger the delay in the system, we 
would expect to see a periodic exchange of stability in the solution. This is because 
as ~o increases the delay will reach the period of the travelling waves T and as the 
waves are periodic, the solutions would then repeat. Indeed just such a scenario is 
depicted in figure (4.3.2), where we plot the stability of the synchronous solution 
in the (/3,~) plane for the Hodgkin-Huxley model. These areas of stability suggest 
that there are stable travelling waves solutions for only a small range of /3 values 
but, due to its repeating nature, for infinitely many ~o values. Once again qualita-
tively similar periodic behaviour is found for the McKean model and so it is not 
shown. 
4.4 Conclusions 
Phase interaction functions have been calculated explicitly for McKean networks 
and numerically for Hodgkin-Huxley networks. In both cases we have made use 
of Fourier techniques for the practical calculation of the stability of travelling wave 
solutions in the continuum limit. We showed that an exponential or square synap-
tic weight function gave us the same travelling wave stability pictures for both the 
McKean and Hodgkin-Huxley models. This has more readily allowed us to estab-
lish that the nature of stability for these travelling waves in McKean and Hodgkin-
Huxley networks is entirely consistent. 
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Figure 4.3.2: Region of stability (black) for the travelling wave solution in 
the «(3,E,) parameter plane, for a continuum Hodgkin-Huxley model with axo-
dendritic interactions and an exponential synaptic footprint. Here excitatory 
synaptic inputs occur at a distance E, from the soma and the velocity of action 
potential propagation is taken as v = 2. Note the periodicity of the stability dia-
gram as a function of the dendritic contact point. 
We also looked at the complicated structure of the dendritic tree. We had to sim-
plify the structure to enable the solution of the wave stability equations. It was 
shown that a dendrite in this simplification, acts like a discrete delay. This idea 
makes logical sense as the delay will have the same effect if it arrives one period 
later due to the periodicity of the equations. This periodicity was illustrated by the 
checkerboard patterns observed. As stated this implies that a connection far along 
the dendritic tree could have the same effect as one close to the soma. 
The limitation of this chapter is that all the results are in the weak coupling regime. 
Although weak coupling theory can shed light on the role of synaptic and den-
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dritic processing on issues such as synchrony, it cannot answer questions about 
instabilities arising in the strong coupling regime. 
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Half-Centers 
In biology there are many examples of rhythm generating networks. These net-
works or Central Pattern Generators (CPG) are used widely to model rhythmic 
behaviour such as heartbeats [76) and locomotion [77]. One way in which these 
rhythms can be generated is by the use of reciprocal inhibition using a mechanism 
known as post inhibitory rebound (PIR) [78, 79). The definition of post inhibitory 
rebound is an active process in which the excitability of a neuron is enhanced tem-
porarily following a period of voltage depression (hyper-polarisation). If a model 
with PIR can also fire by anode break excitation [80), it can generate an action po-
tential. In fact any excitable model with a generic cubic nulldine (eg. reduced RH, 
FHN, McKean) can fire this way. Firing by anode break excitation can be explained 
in the McKean case using geometric ideas and is illustrated in figure (5.0.1). The 
system is stable at equilibrium point A. If the system receives a constant inhibitory 
signal the v nulldine will effectively be shifted and the equilibrium point will be-
come point C. In the limit J1 -+ 0 the system will instantaneously move to point 
B and evolve toward the equilibrium point C. If the inhibitory signal lasts suffi-
ciently that the system has evolved below Wmin then when the inhibition is released 
the system can only evolve back to equilibrium (A) by a large excursion (action po-
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Figure 5.0.1: Phase plane of the McKean model showing the principle of anode 
break excitation. After inhibition the system can only reach equilibrium again 
if it makes a large excursion (action potential). In this diagram the fast variable 
is the voltage and the slow is the gating variable. 
tential). 
In the previous chapters the models discussed have been oscillatory and only 
weakly coupled. However, it is possible to create a self-sustained anti-synchronous 
rhythm using two excitable neurons with strong inhibitory coupling, illustrated in 
figure (5.0.2). This two neuron network can be constructed in such a way that an 
inhibitory signal is generated when one neuron fires such that it inhibits the other 
and with sufficient strength and duration that the second neuron will fire as the 
inhibition is released. This construction is known as a Half-Center and will fire ad 
infinitum once one neuron fires. 
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Figure 5.0.2: Illustration of the half-center construction. 
5.1 Half-Center McKean 
In the case of the McKean model in the limit f-! -; 0 as in chapter 2, it is possible to 
calculate the conditions for a half-center rhythm to exist. If we take two McKean 
neurons, in the absence of coupling, each neuron has the equation 
j = 1,2. 
We introduce external signals Xj(t) which as before we take to be of the form 
00 
Xj(t) = L 7](t - Tj). (5.1) 
m=O 
For clarity, in this section we choose to work with Heaviside or on/off synapses of 
the form 7](t) = g8(t)8(r - t), where 9 is some constant. In this case the synapse 
has a zero rise and fall time with amplitude 9 < O. It effectively shifts the v nullcline 
by 9 on the time interval (Tm,rm + r). Using this simple form for the synapse has 
the advantage that we can describe the state of neuron j by using the labels Sj (as 
done in chapter 3) and Xj' We introduce a binary variable Xj which takes the value 
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1, while there is an inhibitory signal, or 0 when there is no signal. This means that 
we can write dynamics in the form 
Wj = -j3Wj +A+Bj +9Xj, 
Vj = Bj + A + Vo - 9Xj - wj, 
(5.2) 
(5.3) 
where Xj = 1 if TT < t < Tt + r. If we just consider one of the neurons, the index 
notation can be ignored. Assuming that there is no change in the state (i.e. (B, X) 
remains fixed) the equations of motion can easily be integrated 
t - to = .!.In [-j3w(to) + A + S + 9X] (5.4) 
j3 -j3w(t)+A+B+gX' 
w(t; w(to), to, S, X) = w(to)e-~(t-to) + A + ~ + 9X [1 - e-~(t-to)l. (5.5) 
In the excitable state, the fixed pOint (v'(X),w'(X)) lies on a branch with B = 0 and 
1 
w'(X) == :a [A + 9X]· (5.6) 
If the system is inhibited whilst in the state (B, X) = (0,0), it will only rebound if 
it is inhibited with a strong enough current for sufficient duration. The strength 
of the inhibition must be large enough to ensure that w'(l) < Wmin = A + Vo - a/2 
where Wmin is as in figure (5.1). From (5.6) we obtain the condition 
Igl > j3wmin + A. (5.7) 
Moreover for an initial state (v,w) with (B,x) = (0,0), we must have that the du-
ration of the inhibition r greater than the time it takes to evolve to less than Wmin' 
That is r > T(w), where 
T(w)==.!.ln[ -j3w+A+g J. 
j3 -j3wmin + A + 9 (5.8) 
Assuming the conditions for rebound are met, it is possible to calculate the time 
spent in the state (B,X) = (1,0), after the inhibition is released. Under the assump-
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Figure 5.1.1: Nulldine structure of the McKean model showing the construction 
of a half-center. Neuron 1, heading toward w'(I), is released from inhibition 
at point w'*(I) and is fires due to anode break excitation. This in turn inhibits 
neuron 2 which is heading toward point w'(O), at point w'*(O) and then heads 
toward wOe!). This process then repeats ad infinitum. 
tion that no other inhibitory signal is received and that it starts with initial condi-
tions (v, w), the rebound time on S = 1 is given by 
TR(W)=..!.ln[ -,6w+A+1 ], (5.9) 
,6 - ,6wmaz + A + 1 
where Wmax = Wmin + 1/2 is the maximum value of the of the voltage nulIdine in 
the state (S, X) = (1,0). We now calculate the response of the system initially in the 
state Wo E [wma .. w*(O)] at t = 0 with (S,X) = (0,0) for a L\ periodic train of square 
pulses (rm = mL\), assuming that the system relaxes back to the state (S, X) = (0,0) 
in a time L\. It will relax in this time if L\ > r + T R. Moreover it is guaranteed if 
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t. > T + Tn(w'(I)), no matter what the initial conditions on (S,X) = (0,0). Recall 
(6.16), starting at t = 0, W = Wo, after time T then W = WiT; Wo, 0, 0, 1). The rebound 
time is given by TR = TR(w(T;wo,O,I» and the value after a period t. is simply 
given by 
(5.10) 
This is allows the calculation of Wm+l = w«m+ l)t.;wm ,mt.,O,O) which is effec-
tively a map of the form 
where 
Al = (A - (3)A3, 
A2= (A+l)(f3- A)A3+ A 
f3wmax f3' 
A3 = wmaxe-~(ll.-T) . 
-f3wmax + A + 1 
(5.11) 
From the above it is clear that there is a fixed point at A,/(l + Al) and it is stable if 
IAII < 1. This gives a condition on t. as 
(5.12) 
If we consider that the times T m correspond to those at which a McKean neu-
ron makes the transition from S = ° to S = 1, signalling the onset of a synaptic 
pulse, then it is possible for two McKean neurons coupled via reciprocal inhibitory 
synapses (of the type just discussed) to generate a robust anti-phase rhythm. We 
shall assume T > T(wmax ) and Igl > f3wmin + A, so that rebound firing is always 
possible. Imagine a system of two McKean neurons such that neuron 1 makes a 
transition to S = 1 whilst the other is in state (S,X) = (0,0). If Tn(w'(l» < T then 
neuron 1 will reach the state (S,x) = (0,0), before it receives the inhibitory input 
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following the rebound firing of 2. The process may then repeat ad-infinitum, so 
that an asymptotically stable periodic limit cycle of period D. = 2T is expected. The 
point at which the transition (8, X) = (0,1) -> (1,0) happens is easily calculated as 
w*'(l) = WeT; w*'(O), 0, 0, 1) to give 
w*'(l) = w'(l) + e'h [w" (0) - w'(1)J. (5.13) 
We may now write the orbit for neuron 1 in the form Wj (t) = wet). For neuron 2 
W2(t) = wit - T) (i.e. Phase shifted by 1/2) 
wit; w*'(O) , 0, 0, 1), 
wet) = w(t;w"(l),T,l,O), 
0< t < T, 
(5.14) 
For convenience we have chosen the origin ofthe time such that w(O) = w*' (0). The 
geometric interpretation of wmauwm in,W'(O),w'(l),w*'(O) and w*'(l) can be seen in 
figure (5.1). The half-center trajectory may be parameterised by a phase variable 
o E [0,1) such that O(t) = t/ D. = t/2T. Hence, for some D. periodic function r we 
may write 
Hence 
wet) = r w(O(t», 
v(t) = r.(O(t)) = Aw(O(t» + 8 + A + Vo - gx. 
wet) = !l~w = G(O) == G(A(O);S,x), 
.( ) dr. (0) dS "dx 
v t =!l dO = -G + n dO + g" dO . 
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(5.15) 
(5.16) 
(5.17) 
(5.18) 
Using (5.14) and proceeding as in chapter 2, we find 
Where the introduced vales O.,d are the points on the periodic orbit where jumps 
in the value of S occur, i.e. B. = 1/2 and Bd = B .. + TR (r(B.»/2r. 
For later convenience we switch to using L(eft) and R(ight) labels and write WL = 
Wl and WR = W2 In the same way that a weak external input was applied to the 
McKean model in chapter 2, we can apply one to the half-center McKean network 
such that VL -> VL +tXL(t) and VR -> VR + tXR(t). This leads to the system given by 
tilL = G(WL;S,X) + €XL(t), WR = G(WR;S,X) + ,XR(t). Since (WL,VL) and (WR,VR) 
are the same exceptfor a phase shift of 1/2 it is natural to work with just (WL, VL)' 
Proceeding as in chapter 2 we can calculate the response function R( B) 
where 0 = 0 L The last three terms in (5.20) represent the contributions arising from 
jumps in the value of v. The constants Kd, K., KO may be calculated by demanding 
that Ott) evolve smoothly even when jumps in v occur. This is guaranteed upon 
choosing 
As before in chapter 2 we can calculate the response function 
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R(tjt::.) = R2 (t) = BR,(t)e-f3BuA 
R3(t) = CR,(t)e-f3BdA 
tj t::. mod 1 E (B., Bd) 
tjt::. modI E (Bd,l) 
where 
B= A+g-,8w'*(O) 
. A + 1- ,8(w'*(l»' 
C = A + 9 - ,8w'*(O). 
A - ,8wmax 
The response function is plotted in figure (5.1.2). 
1 
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Figure 5.1.2: The three piece response function of the half-center McKean model. 
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It is worth noting that this form for the response function can be put into the 
Fourier form used in chapter 3. 
5.2 Half-Cenler Simulations 
It is possible to explore half-center systems for Hodgkin-Huxley and McKean neu-
rons (p, ft 0, € ft 0) and compare their behaviour with our theory. We choose 
to consider on/off synapses for McKean as above and difference of exponential 
synapses for Hodgkin-Huxley. In this way we can compare a mathematically sim-
ple half-center (McKean) and a biologically realistic half-center (Hodgkin-Huxley). 
The reason for choosing the difference of exponential synaptic kernel rather than 
the alpha function as before is because it gives the ability to control the rise and 
fall time of the synapse separately. This allows more control when changing the 
duration of the inhibitory signal. 
The difference of exponential synaptic kernel has the form 
(1 1)-1 '1(t) = a - fj [exp( -at) - exp( -,et)]. (5.24) 
Here a «(3) is the inverse rise (fall) time of the synapse. As in chapter 3 may write 
the input in the form 
I,(t) = g L'I(t - Tm) == gs, 
m 
where 
S=X 
x = -(a + (3)x - a(3s + 0'.(3 L 8(t - Tm ), s(O) "" 0, x(O) = a(3. 
m 
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(5.25) 
(5.26) 
(5.27) 
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Figure 5.2.1: A comparison of the synaptic shapes made by choosing different a 
and f3 values. 
In figure (5.2.1) there is a comparison of the alpha function and difference of expo-
nentials synaptic kernels. It shows that it enables greater control over the shape, 
this is useful for matching experimental post synaptic potentials. It has the disad-
vantage that it is not as simple and as such can not be easily solved explicitly. 
Figures (5.2.2) and (5.2.3) show the anti-synchronous rhythm of the half-centers. 
The anti-synchronous solutions are robust to both system perturbations and pa-
rameter changes (apart from changing the synaptic properties too far from the al-
ready defined strength and duration requirements). This stable half-center rhythm 
persists for a substantial region of parameter space and whilst it is impractical 
to track the boundaries certain qualitative conditions can be given. To obtain this 
half-center rhythm the individual models have to be able to fire due to anode break 
excitation, and the inhibitory signals have to be strong (proportional to the spike 
amplitude) and have sufficient duration (proportional to the uncoupled period of 
the model in its OScillatory regime). The half-center rhythm with the inhibition 
superimposed over it can be seen in figure (5.2.4). This shows the relative strength 
and duration of the inhibition to that of the resulting action potentials. It is clear 
118 
40 '-'---T"I--.--.".~--.--r--'-~'---n 
20 ,i.l .••......•.•..... ,.,·1.~_ . . ,;,.. !\ 
o 'rl -. . ........... -:.;\ ..... . 
" 1 
-80 / .. ~\.,/ . 
)i 
o 20 40 60 80 100 
Time (ms) 
Figure 5.2.2: The half-center rhythm for two Hodgkin-Huxley neurons with only 
strong mutual inhibition. The inhibitory synapses are modelled with difference 
of exponentials synaptic kernel. Here", = 10, j3 = 0.5 and I = 0. 
that this meets the conditions outlined above. 
Figures (5.2.3) and (5.2.5) show that onloff and difference of exponentials synaptic 
kernels give qualitatively the same behaviour for the McKean model. The action 
potentials have different voltage magnitudes due to the difference in synaptic ker-
nel between the two. However the characteristic shape is maintained and this 
suggests that making the simplification of onloff synapses is reasonable. More-
over since the McKean half-center with on loff synapses can be solved explicitly, 
it gives a way of predicting behaviour in the biologically realistic model. 
119 
1.5r:7'~---'!\-'\ ~-'-~--'r'-\ -""'--~f'-\ ~--;-~--:J 
1\ 1\ 1\ 0.' \ 
v i ! 
f 1. , 
o .................. f····· .. ·f···· .. ···· ................. i ...... .; ............................ : ........ 1 ......................... . 
. ' / i/" / !/' / i// / 
.O·,!//"···lrk/·····lrl/i···:··lrV .... ··· 
o 2 4 6 8 10 12 14 16 18 
Time 
Figure 5.2.3: The half-center rhythm for two McKean neurons with only strong 
mutual inhibition. The inhibitory synapses are modelled with on/off synapses. 
Here r = 2.5, the strength 9 = 1 and I = O. 
5.2.1 Voltage Dependant Synapses 
Another common way to represent synaptic interactions is through a system of 
differential equations based on the presynaptic potential [811. In this case if vp" is 
the potential of the presynaptic cell then set) from (5.25) satisfies an ODE such that 
ds 
dt = a(l - s )h( vpre - Vthr) - (3s, (5.28) 
or 
ds . 
dt = a(l- s)h(vpre - Vthr) - (3h(vthr - vpre)s. 
Here a and j3 are constants and h( v) is a saturating threshold function such as 
1 h( v) - .,-----.:;..-,.---,-
- 1 + exp( -v/vs)' 
As Vs -> 0, h(v) approximates a Heaviside step function. The above model is often 
referred to as a direct synapse since it is activated as soon as a membrane potential 
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Figure 5.2.4: A comparison of the spikes of the half-center McKean model and 
the inhibitory on/off synapses that facilitate the half-center rhythm. 
crosses the threshold Vthr (at least for the case Vs -> 0). To better represent the range 
of synapse dynamics observed biologically it is sometimes necessary to consider 
models of the form 
dx 
dt = a.(l- x)h(vpre - Vthr) - /3.x, 
ds 
dt = a(l- s)h(x - Xthr) - /3s. 
The effect of such an indirect synapse is to introduce a delay in the onset of re' 
sponse, determined by the time it takes for the x variable to cross Xthr after vpre 
crosses Vthr· Another example of an indirect synapse is the phenomenological 
model of slow GABAB inhibition [82). Synaptic gating is described with a pair 
of differential equations 
dx 
dt = a.(l- x)h(vpre - Vthr) - /3.h(vthr - vpre)x, 
ds 4 dt = a(l- s)x - /3S. 
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Figure 5,2.5: The half-center rhythm for two McKean neurons with only strong 
mutual inhibition. The inhibitory synapses are modelled with difference of 
exponentials synaptic kernel. Here a = 3, (3 = 1 and I = O. 
Here x represents the activation level of some G-protein. 
the synaptic response is dominated by the action potential time threshold). One 
final voltage gated synapse that can mimic an alpha-function is given by 
1 dx 
;:; dt = -x + h(vpre - vtru), 
1 ds 
-- = -s+x. 
adt 
Simulations With Voltage Dependant Synapses 
We choose to use the voltage dependant synapse as defined in (5.28). This can . 
be seen as analogous to the difference of exponentials synaptic kernel seen earlier. 
Figure (5.2.6) shows the half-center rhythm generated with voltage gated synapses, 
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the action potential shape is very similar to that of figure (5.2.2). A comparison of 
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Figure 5.2.6: The half-center rhythm for two Hodgkin-Huxley neurons with only 
strong mutual inhibition. The inhibitory synapses are modelled with difference 
of exponentials voltage dependant synapses. Here a = 10, (3 = 0.5 and I = O. 
the action potentials can be seen in figure (5.2.7). It can be seen that the period 
varies slightly however the shape and magnitude is consistent. This shows that 
there is very little difference between the two choices of synapse type. 
The McKean half-center with voltage dependent synapses is shown in figure (5.2.8) 
These figures show that the haIf-center rhythm still exists with voltage dependent 
synapses. 
Conclusions About Half-Centers 
It has been shown that the half-center rhythm exists independently of the model 
and the type of synapse. It is a system that can be constructed for any model that 
can fire by anode break excitation. It is also a system that is robust to small voltage 
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Figure 5.2.7: A comparison of the action potential of the HH half-center with a 
DOE voltage dependant synapses. Here a = 10, (3 = 0.5 and I = ° for both. 
perturbations. Considering a half-center as a single unit is therefore reasonable. 
5.3 A Network Of Half-Centers 
Consider two half-centers coupled with weak coupling as shown in figure (5.3.1). 
There is more complexity in considering coupling in the half-center 'unit' than 
for considering that of a neuron. With the half-center we have the notion of left 
and right, this increases the possible number of connections. We shall adopt the 
notation from figure (5.3.1) that is L(R) for the left (right) side of the half-center 
and A(B) for the half-center above (below). There are obviously many choices of 
connection even for a two half-center network and it is not practical to investigate 
every type. With an eye on future work we shall consider connections as illustrated 
in figure (5.3.2) 
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Figure 5.2.8: The half-center rhythm for two McKean neurons with only strong 
mutual inhibition. The inhibitory synapses are modelled with difference of 
exponentials voltage dependent synapses. Here Cl' = 3, fJ = 1 and I = O. 
Here the connections are uni-directional and the synapses are a combination of in-
hibitory (for diagonal connections) and excitatory (for straight connections). Work 
done on a similar structure by Roberts et al. [83], used detailed biological models, 
Hodgkin-Huxley with four types of DOE synapses. This work showed that this 
structure produced phase locking. For weak coupling there is a phase locked state 
with a small phase difference b~tween the top and the bottom half centers. 
5.3.1 McKean Half-Center Network 
It is a simple task to simulate this network, figure (5.3.3) shows a McKean half-
center network exhibiting phase locked state with a small phase difference be-
tween half-centers. It is also obviously possible to simulate this construction with 
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L R 
L R 
Figure 5.3.1: An illustration of the possible connections for a two half-center 
network. With ipsi-Iateral (same side) coupling £2) and contra-lateral (opposite 
side) coupling Et. 
a Hodgkin-Huxley half center as seen in figure (5.3.4). So we have uni-directional 
coupling with left (right) to left (right) coupling being eXcitatory and left (right) 
to right (left) coupling being inhibitory. We will couple with DOE synapses. This 
also shows that there is a small phase difference across the network. However in 
the biologically realistic simulations by Roberts et ai, it was seen that the phase 
difference between half centers becomes smaller as the coupling is increased. For a 
critical strength of the coupling the system becomes synchronous and as coupling 
strength is increased further the phase locked state is destroyed. This behaviour 
is seen in the Hodgkin-Huxley model but it is not evident in the McKean model. 
This suggests that the McKean model does not produce all of the behaviour of the 
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Figure 5.3.2: Connections for a two haIf-center network. 
Hodgkin-Huxley model. 
5.4 Conclusions 
In this chapter we showed that it was possible to create an oscillatory network with 
non-oscillatory neurons using only inhibitory synapses and with no external input. 
We showed that this structure is robust to voltage and parameter perturbation. 
These half-center structures can be thought of as a robust anti-synchronous rhytlun 
generator. The rhythm relies on reciprocal inhibition and anode break excitation. 
It was shown that in a uni-directional weakly coupled network of half-centers, 
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Figure 5.3.3: The phase locked solution of the left side of the McKean half center 
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Figure 5.3.4: The phase locked solution of the left side of the HH half center 
network. There is a small phase difference between A left and B left. 
there was a phase locked state. This phase locked state had a small phase differ-
ence between half-centers. This suggests that in a chain of uni-directionally cou-
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pled neurons would exhibit a phase difference between each half-center, generat-
ing a wave across the chain. However when the McKean haJf-center network was 
simulated it was shown that it did not respond to changing of coupling strength 
in the same way as either the RH half-center or the simulations by Roberts et al. 
This shows that the McKean model does not match the Hodgkin-Huxley model in 
this respect. This discrepancy prompts the construction of a new model in the next 
chapter, which more closely mimics the RH model. 
The swimming motion generated in spinal cord of small swimming vertebrates is 
one area that could benefit from a network of haJf-center models. This is because 
the two sides of the spinal cord exhibit such an anti-synchronous rhythm. Mod-
elling of the spinal cord using a network of half-centers is the focus of the next 
chapter. 
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~ ~------------------------------------~ 
Locomotion In The Embryonic 
Xenopus Tadpole 
6.1 Background 
The study of neural systems that arise in biology is an inherently complicated un-
dertaking. Nervous systems such as those seen in mammals and other large an-
imals are so massive as to be experimentally and mathematically hard to study. 
Progress can be made if the focus is changed to simple animals. Locomotion in 
walking animals is studied [84] but much more is done looking at locomotion in 
animals such as the lamprey [85] [86] and the tadpole [87] [88] [89]. The tadpole 
is of particular interest because it is the simplest vertebrate, but conclusions about 
the mechanisms for locomotion in larger vertebrates such as humans can be made. 
With modem equipment such as the patch clamp, detailed voltage readings can be 
taken from motor neurons during fictive swimming. Extensive biological experi-
ments and numerical simulations as well as anatomical and immunocytochemical 
analysis, have been performed by Professor A.Roberts and his colleagues in the 
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biology department at Bristol university [90], [83],(77). They study the Xenopus 
hatchling "clawed toad" tadpole, an example of which is shown in figure (6.1.1). 
Figure 6.1.1: A caricature of the Xenopus hatchling tadpole, reproduced with 
permission from A.Roberts [90). 
When the tadpole is touched on any part of its body, it responds by swimming 
away from the point of contact as in figure (6.1.2). Swimming can also be initiated 
by a rapid changing of the light levels over the tadpole, which can be sensed by the 
tadpoles pineal eye. This swimming motion can stop on its own but more often 
than not the tadpole stops when it comes in contact with the surface of the water or 
the side' of the tank. In this case it attaches itself using mucus excreted by a cement 
gland on the front of its head. Once attached it stays there for around a day while 
its body matures further. 
The frequency of swimming tends to be around 10 - 20Hz and passes down the 
body at about 5cms-l. This ability to swim when first hatched is interesting but 
more surprising is that the animal can still swim even if its brain is removed. This 
suggests that swimming is an innate ability of the spinal column and not controlled 
by the brain. Moreover, this swimming motion has a wavelength approximately 
equal to that of the body length. 
From the late 1970's it was discovered that horseradish peroxidase [91) [92] [93], 
when applied to a neurons axon, would be transported throughout the neuron. 
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Figure 6.1.2: The tadpole will swim away from the contact point even if that 
means reversing the direction of swimming. 
This allows the anatomy of neuronal structures to be studied in detail, enabling the 
identification of both neuron type and connections within the spinal cord. Using 
this method Roberts et al. [94] have been able to identify eight distinct neuron 
classes in the hatchling tadpole. These include the Rohon-Beard neurons (which 
innervate the skins nerve endings) and the motor neurons (which innervate the 
swimming muscles). Neither of these can generate the swimming motion of the 
tadpole. The other neurons, known as interneurons are thought to be responsible 
for generating the swimming rhythm. 
To study the anatomy in better detail the tadpoles are immobilised with a toxin 
such as a-bungarotoxin which blocks the synapses between the nerves and the 
muscles. This allows the tadpole to be dissected and its spinal cord to be exposed. 
Electrodes can then be placed to record the discharge from the axons of the mo-
tor neurons. When the tadpole is stimulated directly in the spinal cord it can be 
seen that there is an anti-synchronous rhythm generated contra-laterally (across 
the spinal cord). Figure (6.1.3) shows actual voltage recordings from motor neu-
rons on either side of the cord during swimming. It can also be observed that the 
spikes occur at slightly different times rostra-caudally (head to tail), specifically at 
later times in the caudal (tailward) direction. The anti-synchronous rhythm and 
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Figure 6.1.3: Voltage trace of the motor neuron output from the 'swimming' 
Xenopus hatchJing tadpole, reproduced with permission from A.Roberts [83). 
the slight phase difference down the tadpoles length seem to match those seem in 
actual swimming and so it is known as 'fictive' swimming. 
In many vertebrates neurons in the central nervous systems tend to fire bursts of 
inputs. However the tadpole only fires a single impulse even after being depo-
larised for a long time. So that an insight into the behaviour of the spinal cord can 
be obtained, it is useful to model the whole cord using neuron models with simple 
spiking (non-bursting) behaviour. 
As well as the types of neurons as mentioned above, the anatomical structure of 
the Xenopus tadpole has been identified [95]. The intemeurons which generate the 
anti-synchronous rhythm run the length of the spinal cord. The connections can be 
ascending or descending and figure (6.1.4) shows soma positions and axon projec-
tions of neurobiotin-filled intemeurons in the tadpole. This shows that across the 
tadpole the axons of both ascending and descending intemeurons project far away 
from the soma. This indicates that connections between quite distant intemeu-
rons exist and their could be many connections between them with en passent 
synapses. This means that when creating a realistic biological simulation, the cou-
pling should be non nearest neighbour coupling. It also means that, as discussed in 
chapter 3, the delays incurred by signals travelling down axons is not insignificant 
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Figure 6.1.4: Soma positions and axonal projections for neurobiotin-filled in-
temeurons in the Xenopus hatchling tadpole. Distances are measured from 
hindbrain. Reproduced with permission from A.Roberts [95). 
for these intemeurons. 
This does present the important question, how many of these properties are es-
sential for this very specific form of motion. Numerical simulations by Roberts et 
al. [83] use various types of synapses with anatomically realistic connections. The 
neuron models they use are in fact various parameter regimes of the Hodgkin-
Huxley model. For these simulations the network and model properties are as-
signed with the use of the anatomical and experimental data that the group gath-
ers from their experiments. For example, it is known that synaptic excitation in 
the tadpole, as well as in other vertebrates, is mediated by glutamate. It has two 
components, a fast component mediated by non-NMDA (AMPA/kainate) recep-
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tors and a slow component mediated by NMDA receptors [96]. Synaptic recipro-
cal inhibition between the left and right sides of the spinal cord is mediated by 
glycine [97]. It has also been shown that when the cement gland is stimulated the 
swimming can be stopped by the release of GABA which inhibits the spinal motor 
neurons [98,99]. 
A lot of insight into the basic mechanisms for locomotion in small vertebrates has 
been made using mathematical analysis of chains of simple oscillators [100] (where 
waves are interpreted as swimming). Numerical simulations using biophysical 
models and structures matching those seen in the biology [83], give insight into 
neuron and synapse effects. It is clearly desirable to simplify both the model and 
the construction used in detailed biological simulations but maintain more biolog-
ical realism than the mathematically tractable simple chains. The aim is to iden-
tify the critical conditions required to produce the swimming behaviour observed, 
whilst maintaining as many links to the biology as possible. This prompts the work 
in this chapter, to try to simulate chains and find the balance between simplicity 
and biological realism. It should enable a better understanding of the mechanisms 
for the swimming motion. The first place to start is to choose a model for the 
neurons of the chains. 
6.2 New 2 Variable Model Of An Excitable Neuron 
The McKean model captures many of the qualitative features of more biophysi-
cal models, like reduced Hodgkin-Huxley in chapter 2, but not the quantitative 
ones. For this reason it is worthwhile constructing a new model that better matches 
some of the behaviour seen in the HH model. The most obvious way in which the 
McKean model does not match the biologically realistic HH model (or its reduced 
form, see chapter 2), is that the voltages and timescales are not of comparable mag-
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nitudes. A way to address this is to fit a piecewise linear voltage nullc1ine to the 
cubic one of the reduced HH model. This fitting can be seen in figure (6.2.1). When 
fitting the nullcIine a choice of input must be made. Looking to the next section, 
where we use the model in its excitable regime, we choose zero input. 
a+b 
w 
·--::<t------
. ...' ........ ~educed HR 
", 
""""\ 
Figure 6.2.1: It is possible fit the nulIcIine structure using 4 points 
(ao, w2),(a,w,),(a + b,W2) and (bo, Wl)' I = 0 for the fitting process. 
Another difference between the McKean model and the (reduced) Hodgkin-Huxley 
model is in their response to input. When current is added to the HH model as 
illustrated in figure (6.2.2), the v nu\lcline does not shift evenly for all v. If we in-
terpret the v nullcline as three branches of a cubic, we can see that the left branch 
moves when some current is applied whereas the right branch is almost invariant. 
This behaviour is not seen in the McKean model but can be incorporated into a new 
model by constructing a piecewise linear nullcline for which the right branch is 
unaffected by input. This structure can be seen in figure (6.3.7). We have equations 
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Figure 6.2.2: Under current injection some parts of the nullc1ine alter substan-
tially, whilst others are almost invariant. 
of the form, 
It,V = f(V,IT) - W - Wo, 
1t2W = V - "(W - vo, 
(6.1) 
(6.2) 
where IT = (I + EX(t)). The time scales It, and 1t2 can be altered to fit the timescale 
of the reduced HH model for a specific value of I. The function f( v) is given by 
w2+pIT-(v-ao)m" v<aj 
f(V,IT) = gv+c, a<v<a+bj (6.3) 
W2 - (v - (a + b))m2, v> a+b. 
This leaves the right branch invariant under input as desired. The gradients of the 
left (right) branch m, (m2) are given by 
m, = (w2 - w1)/(a - ao) and m2 = (W2 - w,)/(bo - (a + b)). 
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Figure 6.2.3: Construction of the new piece-wise linear model also showing the 
effect of constant input pI to the nulIcIine branches. 
The magnitude of the input is controlled by p. It is calculated from the Hopf bifur-
cation point I. (as defined in chapter 2). This means that this new model and the 
reduced HH have the same I. value. Also 1"1 and 1"2 are fitted from the period of 
the action potentials at I. because in the next section the model will be used in the 
excitable regime (i.e. IT < I.). We also have the condition that the center branch 
connects the left and right branches which is guaranteed upon choosing 
9 = (102 - (Wl + pIT»/b, 
c = O.5(Wl + W2 + p/r - (2a + b)g). 
We shall call this model the modified McKean (MM) model. A comparison of the 
action potentials produced by the modified McKean model and Hodgkin-Huxley 
model is shown in figures (6.2.4) and (6.2.5). 
The action potentials of the modified McKean model mimic those of the Hodgkin-
Huxley model. There is one limitation of this modified model, namely that the 
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Figure 6.2.4: A comparison of the spike trains produced by the modified McKean 
model and the Hodgkin-Huxley model, input I = I. for both. 
input IT must not be sufficient to make the left branch of the v nullcline at v = a 
higher than the right branch at v = a + b, which gives the physiologically realistic 
condition IT < (Wl - W2)! p. 
As with the normal McKean model in chapter 2 we consider the singular limit 
/11 «/12' We label the nullclines as S = 1 (2) for the left (right) branches, so that the 
voltages Vi (V2) on these branches are given by 
1 
VI = - [pJr + W2 + aoml - W - wo] , 
ml 
1 
V2 = - [W2 + (a + b)m2 -w -wo]. 
m2 
The slow dynamics take the usual form 
Ws == G(w; S) == -Psw + As, 
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(6.4) 
(6.5) 
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Figure 6.2.5: An action potential comparison of the modified McKean model and 
the Hodgkin-Huxley model, input I = I. for both. 
where 
Al = ([ply + Wz + aOml - woJ!ml - Vo)! /1-2, 
Az = ([wz + (a + b)m2 - woJ!mz - Vo)! /1-z. 
In the oscillatory regime the period of oscillation is T = Tl + n, where 
T, _JWl 1 d _ 11 [(-,61WZ+ Al)] 
1- W, G(w;l) w- ,61 n (-,61Wl+Al) , 
T _lw2 1 d _ 1 I [( -,6ZWl + Az)] 
z - Wl G(w;2) w - ,6z n (-,6zwz+Az) . 
Without any input (e = 0) the oscillatory solution is 
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(6.6) 
(6.7) 
(6.8) 
(6.9) 
w(t) = { 
v(t) = { 
W2 exp( -!3lt) + *[1- exp( -!3lt)], t E [0, TI); 
WI exp( -!32(t - T I )) + *"[1 - exp( -!32(t - TI »], 
-w(t)/ml + FI , t E [0, Td; 
-w(t)/m2 + F2, t E (TI , T), 
t E (TI,T), 
where (v(t), w(t» = (v(t + T), w(t + T)) and FI = Al + Vo ,F2 = A2 + vo. 
This system can be parameterised by a phase variable in the same way as chapter 
2. The response function can therefore be calculated and is given by 
where 
and 
and 
C _1+m} 
s - l+ms' 
[ Cl C2] ",(0) = G(O; 1) - G(1; 2) , 
[ C2 Cl] ",(et) = G(eT;2) - G(eT; 1) , 
S= 1; G(e;s) = { 
e-!12T(B-BT) [A2 - !32WJ] S = 2. 
(6.10) 
(6.11) 
(6.12) 
(6.13) 
We have that S = 1 for e E [0, eT) and S = 2 if e E (eT, 1) (where eT = TJ/T as in 
chapter 2). The response function of the modified McKean model is plotted in 
figure (6.2.6). Note that the major difference to chapter 2 is the presence of the 
coefficients Cs in the equations for R(e). 
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Figure 6.2.6: Response function of the modified McKean model. 
6.3 Modified McKean Half-Center Model 
It is interesting to revisit the half-center discussion of chapter 5 for this new model. 
The half center rhythm can be seen in figure (6.3.1). The half-center rhythm (not in 
singular limit) generated in figure (6.3.1) is obtained using onloff synapses. How-
ever, the action potentials generated are similar to those of the HH half-center seen 
in chapter 5 which used a difference of exponential synaptic kernel. 
6.3.1 Feedback and Shunts 
In biological simulations it is common to use voltage shunts, of the form 
X(t) = g(v - v.) L 1)(t - 7"") 
m 
where v, is the reversal potential. The sign of the reversal potential relative to the 
steady state v' determines whether the synapse is excitatory (vs> v*) or inhibitory 
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Figure 6.3.1: Half-center rhythm generated by the modified McKean model with 
on/off inhibitory coupling. 
(Vs < v*). Shunts give more biologically realistic synaptic effects and so we use 
them in Hodgkin-Huxley simulations from now on. 
The HH model with shunts can be seen in figure (6.3.2). 
In the work by A Roberts and his colleagues it is clear that many 'populations' 
of neurons in the Xenopus tadpole have self feedback. Moreover this feedback is 
nearly always slow (compared to inhibition) and excitatory. As we are using one 
neuron to simulate one of these 'populations' we will therefore utilise the biolog-
ically unrealistic notion that each neuron has slow excitatory self feedback from 
now on. 
In their work they have simulated voltage traces for a sophisticated half-center 
structure with a combination of excitatory and inhibitory synapses. The trace can 
be seen in figure (6.3.4). 
To keep a simple form for the modified McKean half-center we make the approx-
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Figure 6.3.2: The half-center rhythm for two Hodgkin-Huxley neurons with only 
strong mutual inhibition. The inhibitory synapses are modelled with difference 
of exponentials synaptic kernel. Here a = 10, f3 = 0.5 and I = O. 
Excitation --+-
Inhibition • 
Figure 6.3.3: Two neurons connected with either inhibitory or excitatory 
synapses. 
imation that in a stable spiking rhythm the slow excitation can be modelled as a 
positive constant. The affect of adding feedback to a half center construction can 
be seen in simulations of both Hodgkin-Huxley and modified McKean Models in 
figures (6.3.5) and (6.3.6). 
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Figure 6.3.4: Simulated voltage trace by A Roberts and colleagues using four 
neurons with a combination of excitatory and inhibitory synapses (reproduced 
with permission from A. Roberts [83]). 
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Figure 6.3.5: Half-center rhythm generated by the modified McKean model with 
on/off inhibitory coupling and constant excitatory feedback. 
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Figure 6.3.6: Half-center rhythm generated by the Hodgkin-Huxley model with 
inhibitory coupling and slow excitatory feedback (both using difference of ex-
ponential synaptic kernel and shunts). 
It is clear that slow feedback changes the shape of the post-synaptic voltage giving 
more defined plateaus. This gives a much better agreement with the experimental 
results seen in figure (6.3.4). With an investigation into changing the parameters 
it would also seem that feedback makes the rhythm more robust to voltage and 
parameter perturbation than with only inhibition. 
6.3.2 Exact Solution Of Half-Center 
As mentioned above the idea of feedback can be taken as a constant background 
excitation E. When the opposing neuron fires there is a constant inhibition I for 
time T. This means for this system the total input term IT has the form IT = E + IX 
where X is 1 during the inhibition and 0 otherwise. There are therefore three states 
defined by (S,X). In effect this means that As from the single neuron model (6.6) 
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and (6.7), becomes As,x = {(1, 0), (1, 1), (2, O)}. 
~ _______ Wmin 
a a b 
Figure 6.3.7: Construction of the modified McKean half-center. The system un-
dergoes inhibition at point w"(O) on branch (1,0) and the system moves to 
branch (1,1) the system evolves toward the new equilibrium and but at some 
point w*'(l) the inhibition is released and the system moves to branch (2,0). 
Hence, as in chapter 5, we write 
ws:=G(w;S;X)=-,Bsw+As,x' (6.14) 
Assuming there is no change in the state «(S,X) remains fixed) then 
t - to - ..!..In [-,Bsw(to) + As,x] (6.15) 
- (3s -(3sw(t) + As,x ' 
wet; w(to), to, S,x) = w(to)e-f3s (Hol + A;;x [1- e-f3s (t-tol]. (6.16) 
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Generalising the approach of chapter 5 it is possible to the calculate the response 
function. Without loss of generality we choose (31 = (32 = (3), this gives 
R(O) = n [G~O) + I<dO(O - Od) + l<uo(O - Ou) + 1<00(0)] 
where 
and 
As in chapter 5 we define 
t/ Ll mod 1 E lOA), 
R(t/ Ll) = R2(t) = ne"'e-139uA / [A2,0 - (3w"(l)J, t/ Ll mod 1 E (Ou, Od), (6.17) 
R3(t) = ne"'e-139dt. / [Al,o - (3wmaxJ, t/ Ll mod 1 E (Od, 1). 
The response function of the modified McKean half-center model is plotted in fig-
ure (6.3.8). 
Using this response function it it possible, using the same method of chapter 3, to 
calculate the interaction function for the half-center network proposed in chapter 
5 explicitly. It was shown in chapter 5 that the McKean model did not reproduce 
the biologically realistic simulations by Roberts et al. 
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Figure 6.3.8: Response function of the modified McKean half-center model. 
6.3.3 Modified McKean Half-Center Network 
It is possible to calculate the explicit interaction function in the same way in chapter 
3. Using the setup as shown in (5.3.2) two half center oscillators have the form 
(6.18) 
(6.19) 
Here XL and X R represent the synaptic inputs to the effective left and right side of 
the couple from neuron 1. If we assume that these synaptic inputs can be modelled 
as a convolution of incoming spike train with some synaptic response kernel. 
(6.20) 
m 
(6.21) 
m 
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As before T,;, represents the time of the mth spike from oscillator 1 and 1)1 ('Is) are 
the inhibitory (excitatory) synapses. Introduce the phase en = cPn + !It, we have 
that T,;, = (m - <Pl)il. We can use the theory of averaging to give 
The interaction function has four parts, one for each synapse. 
H(cf;) = ~[' R(t/ il)PE(t + cf;il) + R(t/il)P1(t + (cf; + 1/2)il), 
+ R(t/ il + 1/2)P1(t+ <pil) + R(t/ il + 1/2)Ps(t + (cf; + 1/2)il)dt. 
Using the alpha function coupling we can calculate this function explicitly 
(6.22) 
(6.23) 
(6.24) 
(6.25) 
Using the explicit form for the interaction function we can explore the relation-
ship between the strength of coupling. Figure (6.3.9) shows the variation of the 
phase locked solution with the strength of combined ipsi-Iateral and contra lateral 
coupling. It also shows that the network predicts the behaviour seen in the sim-
ulations. The discrepancy between the results as coupling increases is due to the 
explicit results bcing in the regime of Jt -> 0 and of weak coupling. This agrees 
with the results seen by Roberts et al. [83] that the phase locked solution has a 
small phase difference that decreases to zero at a critical value and then the solu-
tion is lost as coupling strength increases. Although the solution shown in figure 
(6.3.9) tends to zero, it does so away from the weak coupling regime and as such 
the solution is no longer valid. 
150 
0.1 ,--_--~-~--_--_, 
0.08 
x 
0.G6 X 
$ X 
0.D4 X 
x solution 
x 
0.G2 x destros, 
o~--7.~-~-~7--~--~U 
o 0.2 OA 0.6 0.8 
Strength of Coupling e 
Figure 6.3.9: The effect of strength of combined ipsi-Iateral and contra lateral 
coupling on the phase locked solution. The solid line shows the solution pre-
dicted by the explicit half-center network equations, the crosses mark results 
obtained by simulations of the same system. 
6.4 Chain Of Oscillators 
Weakly coupled oscillator arrays can be used to model many physical and bio-
logical systems [101] [59] [102,103, 104, 105, 106]. Systems such as swimming in 
the Xenopus tadpole discussed earlier, and are often modelled using a one dimen-
sional chain. This is illustrated in figure (6.4.2). 
These chains can produce travelling wave solutions which can be interpreted as 
the swimming motion that these animals exhibit. These travelling waves can be 
shown to exist even with only nearest neighbour coupling (although in the real 
animals the connections tend to be far from nearest neighbour). Work with non-
nearest neighbour coupling shows travelling wave solutions exist [107], as well as 
more advanced behaviour such as S-waves. An S-wave is where the front section 
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Figure 6.4.1: Notion of a simple N neuron chain with bi-directional coupling. 
of a body contracts on one side, whilst the back contracts on the other. It is asso-
ciated with later stages of animal development in animals such as the salamander 
[100). Under the assumption of weak coupling and limiting the focus to nearest 
neighbour coupling, each oscillator can be reduced to a one dimensional phase 
variable. Consider a chain of size n + 1, general phase equation that can be written 
in the form 
i= 1, ... ,n+ 1 (6.26) 
Where the functions H± are 271" periodic, Wi are the uncoupled frequencies and 
E « 1. We also have the boundary condition 
(6.27) 
Under the assumption of weak coupling we can apply the theory of averaging as 
in chapter 3. Therefore H±(Oi, OJ) can be written as H±(Oj - Oil. Using the identity 
</>i = OH1 - Oi' (6.26) can be written as 
i = 1, ... , n (6.28) 
Here lli = Wi+1 - Wi are variations in frequencies between oscillators and the bound-
ary conditions (6.27) become 
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For large n it is possible to approximate (6.28) by a partial differential equation 
(P.D.E.), which can be considered as a continuum limit. It can be shown that this 
continuum limit behaves like the original system. The PD.E. predicts that phase 
locking is not sustained for arbitrarily large frequency gradients and this can lead 
to frequency plateaus [108] [59]. Critical points of (6.28) are associated with time 
independent solutions to this P.D.E., which is a nonlinear singularly perturbed 
two-point boundary value problem. For certain H± this can be solved uniquely 
and an extensive review is given in [102]. In this section all initial phases are ran-
dom. 
6.4.1 Simple Example 
Following the example in [109], we can choose a simple H±. It is then possible to 
simulate (6.28) which can give and idea of what to expect from more complicated 
H± functions. Imagine a chain of n + 1 neurons, From (6.28), we can consider the 
equations to have the form. 
Where, 
. + + 
,Pt=wl+H (<P2)-H (<pl)+H-(-<Pl), 
~i = Wi + H+(<Pi+l) - H+(<Pi) + H-( -<Pi) - H-(-<Pi-tl, 
~n = Wn - H+(<Pn) + W(-<Pn) - W(-<Pn-l), 
(6.29) 
It has been seen already in chapter 3 that the interaction function can be written as 
a Fourier series. Hence (6.29) can be considered as a first approximation to a more 
complicated interaction function. First consider the simple case where there is no 
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frequency gradient across the chain (Le. Wi constant for all i), figure (6.4.2) shows 
the solution with n = 36. This shows the that the phase differences 1>i spread across 
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Figure 6.4.2: Relative phases of the phase locked solution of 37 oscillators. 
the chain. If the chain is modelling a tadpole it implies a body wave pivoted about 
the middle of the tadpole. However it is common to have a frequency gradient in 
a chain of oscillators and much work is performed in this area [1101. 
If we give this simple system a frequency gradient we can see in figure (6.4.3) that 
it results in a significant boundary effect. This characteristic shape is widely seen in 
chains with a frequency gradient across it, and for simple systems these boundary 
layers can be explicitly calculated [109]. There is a limitation of this chain theory; 
there is no idea of sides (left I right) in such a chain. It is desirable to re-examine 
this theory with a notion of left and right. 
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Figure 6.4.3: Relative phases of the phase locked solution of 37 oscilIators with 
a frequency gradient. 
6.5 Travelling Waves In A Half-Center Chain 
In order to model the spinal cord of the tadpole we must get our queues from bio-
logical experiments. In systems such as that of the spinal cord of tadpoles the mo-
tor neurons on opposite sides of the cord which oscillate with a robust anti-phase 
rhythm during swimming. This suggests that using the half-center construction 
to model the two distinct sides of the spinal cord may be a useful alternative to a 
single neuron model or single pool of neurons. 
Mimicking the real neuronal connections and network construction seen in the 
tadpole is a difficult undertaking, even using the simple models we have. The 
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approximate connections, axon lengths and neuron density for the length of the 
body are roughly known from experimental work [95]. However trying to ascer-
tain what information is critical, so that it is possible to simplify the connections, 
is a real challenge. Simulating a chain of neurons with all the different connection 
possibilities would be useful to find how simple the model can get, but would be 
a mammoth undertaking. The investigation will therefore be focused on the con-
struction of vertical connections being excitatory and diagonal connections being 
inhibitory, the form chosen in chapter 5 for a small network. This limitation is rea-
sonable as there is some biological evidence for this choice [77]. We would expect 
to see travelling wave solutions for this form. 
6.5.1 Chain Of Half-Centers 
In the tadpole there are distinct left and right sides to the spinal cord. There is 
motivation therefore to construct a chain of half-centers as this would allow the 
retention of the notion of a left and a right side. This construction is illustrated in 
figure (6.5.1). 
2 
Figure 6.5.1: Illustration of a hi-directional coupling in a chain of half-centers. 
In the last chapter we saw that for a network of two half-centers, the interaction 
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function could be calculated. Moreover the interaction function can be split into 
sub functions for each direction of connection. We also only have to regard one side 
of the cord if we assume weak coupling between half-centers because one side will 
be exactly out of phase with the other (i.e. HL(<p) = HR(<p - 1/2». Considering just 
the left side, we can write from equation (6.27) 
. + + 
<PI = H (<P2) - H (<PI) +W(-<PI)' 
;Pi = n+(<Pi+I) - H+(<Pi) + W (-<Pi) - H-( -<Pi-I), (6.30) 
;PN-I = -H+(<PN-I) + H-(-<PN-I) - W(-<PN-2), 
where each function H± = Ht + H~ can be thought of as the input from the above 
left (Ht), above right (Ht,), below left (Hi,) and below right (HR). These interac-
tion functions can either be calculated explicitly (such as in the case of the modified 
McKean model with alpha function coupling), or we can use a Fourier expansion 
(such as was shown for the Hodgkin-Huxley model in chapter 3). 
All of the mathematical tools are now in place to make a model of the tadpole. 
6.5.2 Results Of Half-Center Chains 
From (6.30) we have a set of equations and using the method in chapter 3 with 
the response function (6.17) we can calculate the interaction function for the half-
center MM. We can also use brute force simulations for both a Hodgkin-Huxley 
and MM half-center chain. From the results obtained in sub-section (6.17) with a 
simple interaction function, we would expect to see a travelling wave solutions. 
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Exact Results 
Using the interaction function for the modified McKean model we can simulate 
a bi-directional chain with excitatory ipsi-lateral and inhibitory coupling contra-
lateral, nearest-neighbour coupling. The relative phases of the phase locked so-
lution of 36 half centers can be seen in figure (6.5.2). This shows that a chain of 
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Figure 6.5.2: Relative phases of the phase locked solution of a chain of 37 MM 
half-centers. 
haIf-centers produces a travelling wave solution. 
It is possible to introduce a small frequency gradient into this system as in section 
(6.4.1). As the gradient is small (in magnitude and gradient) then it doesn't in-
validate the assumptions made in the calculation of the interaction function. The 
relative phases of the phase locked solution of 36 half centers with a small fre-
quency gradient can be seen in figure (6.5.3). This shows a similar boundary effect 
as with the simple example, except that the boundary effect is less pronounced. 
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Figure 6.5.3: Relative phases of the phase locked solution of a chain of 37 MM 
half-centers with a small frequency gradient. 
The subtlety of the boundary effect is in part down to the small size of the fre-
quency gradient. 
Simulation Results 
As well as the exact solution it is also possible to simulate chains. We have writ-
ten a MATLAB program to simulate a half-center chain with modified McKean 
or Hodgkin-Huxley models. We chose initial conditions that give random phases 
between elements of the chain. The simulations use shunts and differential of ex-
ponential synapses. We now can compare this biologically realistic chain with 
the mathematically tractable exact solution. The simulations were performed with 
MATLAB's internal integration algOrithm to an accuracy of 10-5. Figures (6.5.4) 
and (6.5.5) show the simulation results of Hodgkin-Huxley and McKean half cen-
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Figure 6.5.4: Relative phases of the phase locked solution of a simulated chain 
of 36 Hodgkin-Huxley half-centers. Contra-lateral and ipsi-Iateral coupling 
strengths = 0.5. 
MM are consistent with each other in the sense that q, < 0 for N < 18 and q, > 0 for 
N > 18. This correlation is expected as the MM model was constructed to mimic 
the HH model and all of the connection and synaptic parameters are the same for 
both simuIations. The MM and HH results are also similar to those of the exact 
solution for MM. 
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Figure 6.5.5: Relative phases of the phase locked solution of a simulated chain 
of 36 MM half-centers. Contra-lateral and ipsi-Iateral coupling strengths = 0.5. 
There are two reasons why there is a small disagreement between the exact solu-
tion of MM and the simulations of MM. Firstly the exact solution has onloff in-
hibitory synapses and a constant background excitation whereas the simulations 
have both excitatory and inhibitory difference of exponentials synapses. Secondly 
the coupling strengths in the simulaticms are large but by assumption they are not 
for the explicit solution. These results do show however, that the simplifications 
made to the half-center chain to enable the calculation of the interaction function 
have not drastically changed the resulting travelling wave behaviour. 
In these simulations it is possible to create the property of the wavelength being 
equal to the bodylength. This can be achieved by adjusting the frequency of the 
top and bottom oscillators [111J [106J. 
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6.5.3 Frequency Gradient 
For the Modified McKean model, one method of slightly changing the period of the 
oscillations is to change the value of the parameter /12 by some small amount (see 
equations (6.8) and (6.9». If the amount of this variable is changed too much then it 
moves away from the HH like behaviour. This is a simple way of exploring what 
happens if there is some small frequency gradient in the system. Figure (6.5.6) 
shows the effect of a small frequency gradient on the relative phase distribution of 
a MM half-center chain. 
·0.2 
·0.4 
·0.6 
q, 
·0.8 
la 11 10 9 8 7 6 5 4 3 2 
Half-Center 
Figure 6.5.6: The effect of a small frequency gradient on the relative phase dis-
tribution of a MM half-center chain with 12 half-centers. 
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6.5.4 Oscillator Death 
It is clear from the assumptions made to calculate the interaction function that the 
exact solution cannot tell us anything about the behaviour away from the weak 
coupling regime. However it is possible using the brute force simulations to in-
vestigate what happens as the strength of coupling is increased. It has been shown 
that under strong coupling, a chain can exhibit oscillator death [38] [112]. This 
is where large interactions cause the cessation of oscillations. This was seen in 
the simulations of both HH and MM models when the excitatory ipsi-lateral cou-
pling was increased to the magnitude of the coupling within the haIf-center. This 
does not happen when increasing the inhibitory contra-lateral coupling. Oscillator 
death in the HH case can be seen in figure (6.5.7) where the system started in a 
robust haIf-center rhythm with strong ipsi-lateral coupling. The system began to 
oscillate but due to the strength of coupling, the rhythm was not sustainable. This 
is therefore one method that could be used to stop the oscillation of the chain of 
haIf-centers. This implies that a large signal propagating the whole spinal cord of 
the tadpole, could be one method of stopping the swimming motion. 
6.6 Conclusions 
In this chapter the neuro-chemistry and anatomy of the hatchling Xenopus tadpole 
was reviewed. A new model was then defined, one that had the advantage of being 
mathematically tractable but that was fitted to the phase plane and timescales of 
the reduced HR model. The model was named the modified McKean model. This 
MM model was then used to create a haIf-center oscillator and it was shown that 
this construction was also analytically tractable under the assumption of on/off 
synapses. This allowed the explicit calculation of the interaction function for the 
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Figure 6.5.7: Death of oscillations in one segment of a chain caused by increasing 
the strength of ipsi-Iateral coupling in a chain of Hodgkin-Huxley half-centers. 
weakly coupled half-center network proposed in chapter 5. It was shown that the 
MM model was consistent with the results of Roberts et ai, where the McKean 
model had not been. 
A chain of oscillators was then proposed and a review of simple oscillator chains 
results was given. We then proposed a half-center chain as a useful model of the 
tadpole spinal cord. With a wealth of biological data, the construction of the chain 
was limited to an anatomically motivated simplification. With this construction the 
phase dynamics were solved explicitly for the MM model in the weak coupling 
limit. It was then shown that direct simulations for MM and HH with the same 
network construction but away from the weak coupling limit yielded results con-
sistent with the exact solution. This approach was a combination of a new model 
of a spiking neuron, a simple half-center construction (with onloff synapses) and 
the theory of coupled oscillator chains. 
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Conclusions and Further Work 
7.1 Conclusions 
In this thesis the focus of the work has been on investigating the necessity of using 
a realistic, albeit complicated, system such as Hodgkin-Huxley to model biological 
systems. Whilst there is no doubt that if quantifiable biological data is needed the 
Hodgkin-Huxley model is best, in a lot of situations it is the qualitative behaviour 
that is of interest. The work in this thesis has illustrated the fact that more simple 
models can replicate the behaviour seen in more complicated models. Of particular 
interest has been the McKean model as it is the simplest model that can generate 
action potentials. 
For small networks the McKean model has been shown to accurately replicate the 
behaviour of the Hodgkin-Huxley model. With the restriction of strong relaxation 
and weak coupling, it was shown that the powerful machinery of coupled oscil-
lator theory could be used to study phase-locked states in synaptically coupled 
McKean networks. 
165 
'----------------------------- - - -
The study of real neural networks, which typically possess thousands of neurons, 
presents a highly non-trivial challenge. To make progress in this direction a contin-
uum description was adopted. This allowed the study of large network properties 
without having to solve an impractical number of equations. Phase interaction 
functions for McKean and Hodgkin-Huxley networks were calculated. The use of 
Fourier techniques further enabled the practical calculation of the stability of trav-
elling wave solutions in the continuum limit. We showed that an exponential or 
square synaptic weight function gave us the same travelling wave stability pictures 
for both the McKean and Hodgkin-Huxley models. This has more readily allowed 
us to establish that the nature of stability for these travelling waves in McKean and 
Hodgkin-Huxley networks is entirely consistent. We also looked at the dynamics 
of the dendritic tree. It was shown that a simplified notion of a dendrite acts like 
a discrete delay. This was attributed to the periodicity of the equations defining a 
phase-locked state. 
Next we showed that it was possible to create an oscillatory network with non-
oscillatory neurons using only inhibitory synapses and with no external input. 
Moreover this was found to be robust to noise and parameter perturbation. We 
explained that the rhythm relies on reciprocal inhibition and anode break excita-
tion. It was shown analytically that in a uni-directional weakly coupled network 
of half-centers, there was a phase locked state with a small phase difference be-
tween half-centers. Interestingly this was in agreement with results of simulations 
by Roberts et al [83]. 
This suggested that a chain of uni-directionally coupled neurons would exhibit 
a phase difference between each half-center, generating a wave across the chain. 
Unfortunately the McKean half-center network was shown not to match the be-
haviour of the Hodgkin-Huxley half-center network. This discrepancy prompted 
the construction of a new model to more closely mimic the Hodgkin-Huxley model. 
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This modified McKean model was shown to mimic the Hodgkin-Huxley model 
very closely, both quantitatively and qualitatively. 
We then focussed on the work of Roberts et al. [96, 90, 88], on the modelling of 
the spatially extended tadpole. In their work they simulate sections of the spinal 
cord in great detail using the Hodgkin-Huxley model. It was shown in the last 
chapter that the modified McKean model could replicate much of the behaviour 
of the Hodgkin-Huxley model when in chains of half-centers. They both exhibit a 
small delay between each half-center, something which the McKean model did not. 
Importantly the network equations for the modified McKean model were found to 
generate swimming waves consistent with those seen in fictive swimming. The 
fact that this model successfully mimics the Hodgkin-Huxley model whilst being 
mathematically tractable is a great benefit. 
7.2 Future Work 
There are several areas that could be continued in further work. One obvious place 
to start would be to investigate the new model that was described in the last chap-
ter in greater detail. It would be of interest to investigate the small network and 
continuum behaviour of this model along the lines of chapters 3 and 4. 
There is increasing interest in networks with strong coupling [75, 57] [2] [113]. It 
would be interesting to see what progress could be made with this new model 
even if purely by simulation, since there is no general theory for strongly coupled 
oscillators. 
Looking at non-nearest neighbour coupling would be of interest as it can be seen 
that the axon projections in the tadpole can be of significant length [95]. In this case 
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the use of techniques in chapter 4, where we explicitly incorporated axonal delays, 
might be useful. 
Finally we are in an ideal position to study further aspects of tadpole dynamics, 
not just the swimming motion. In particular the onset of bursting behaviour seen 
during struggling [89]. This is clearly a driven system that could easily be treated 
with the modelling framework that has been developed in this thesis. There is now 
an extensive suite of MATLAB programs (which were in development for several 
months) available for just such a purpose and it is planed that these will be used 
by members of Alan Roberts group at the university of Bristol. This code will also 
be freely available on the world wide web. 
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Appendices 
8.1 Appendix A - Model Parameters 
Hodgkin-Huxley 
In chapters 2-5 Hodgkin-Huxley parameters, unless otherwise stated, are :-
C = 1, gL = 0.3, gK = 36, gNa = 120, VL = -54.402, VK = -77, VNa = 50 
amA = -4, amB = -0.1, a",C == -1, amD == 40, amF = -10 
ahA == 0.07, ahB == 0, ahC == 0, ahD == 65, ahF == 20 
anA == -0.55, anB == -0.01, anC = -1, anD = 55, anF ==-10 
bmA = 4, bmB == 0, bmC == 0, bmD == 65, bmF == 18 
bhA == 1, bhB = 0, bhC == 1, bhD == 35, bhF == -10 
bnA = 0.125, bnB = 0, bnG = 0, bnD = 65, bnF = 80 
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In chapter 6 the Hodgkin-Huxley parameters, unless otherwise stated, are :-
G = 1, gL = 0.3, gK = 36, gNa = 120, VL = -74.48, VK = -79.755, VNa = 50 
amA = -5, amB = -0.1, amG = -1, amD = 50, amF = -10 
ahA = 0.07, ahB = 0, ahG = 0, ahD = 75, ahF = 20 
anA = -0.1625, anB = -0.0025, anG = -1, anD = 65, anF =-10 
bmA = 4, bmB = 0, bmG = 0, bmD = 75, bmF = 18 
bhA = 1, bhB = 0, bhG = 1, bhD = 45, bhF = -10 
bnA = 0.03125, bnB = 0, bnG = 0, bnD = 75, bnF = 80 
FitzHugh-Nagumo 
Unless otherwise stated the FitzHugh-Nagumo model parameters are :-
a = 0.25, J.L = 0.005, / = 0.5, Vo = 0, Wo = ° 
McKean 
Unless otherwise stated the McKean model parameters are :-
a = 0.25, J.L = 0.01, / = 0.5, Vo = 0, Wo = ° 
Modified McKean 
Unless otherwise stated the McKean model parameters are :-
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a = -74.2, b = 44.45, ao = -80, bo = 48.96, WI = -75.8, W2 = -51.1 
'Y = 0.5, J.!I = 0.1, J.!2 = 11.2818, p = 0.68, Vo = 0, Wo = 0 
8.2 Appendix B - XPP Code 
########################################################### 
# Hodgkin-Huxley model with chapter 6 parameters. 
par C=1,gL=O.3,gK=36,gNa=120,VL=-74.48,VK=-79.755,VNa=50 
par J=20 
par amA=-5, amB=-O.l, amC=-l, amD=50, amF=-10, 
par ahA=O.07, ahB=O, ahC=O, ahD=75 , ahF=20 
par anA=-O.1625, anB=-O.0025, anC=-l, anD=65 , anF=-10 
par bmA=4, bmB=O, bmC=O, bmD=75 , bmF=18 
par bhA=l, bhB=O, bhC=l, bhD=45, bhF=-10 
par bnA=O.03125, bnB=O, bnC=O, bnD=75, bnF=80 
alpham(x)=(amA+amB*x)/(amC+exp«x+amD)/amF» 
alphah(x)=(ahA+ahB*x)/(ahC+exp«x+ahD)/ahF» 
alphan(x)=(anA+anB*x)/(anC+exp«x+anD)/anF» 
betam(x)=(bmA+bmB*x)/(bmC+exp«x+bmD)/bmF» 
betah(x)=(bhA+bhB*x)/(bhC+exp«x+bhD)/bhF» 
betan(x)=(bnA+bnB*x)/(bnC+exp«x+bnD)/bnF» 
taum(x)=1.0/(alpham(x)+betam(x» 
171 
taun(x)=1.0/(alphan(x)+betan(x» 
tauh(x)=1.0/(alphah(x)+betah(x» 
minfty(x)=alpham(x)*taum(x) 
ninfty(x)=alphan(x)*taun(x) 
hinfty(x)=alphah(x)*tauh(x) 
v'=1.0/C*(-gL*(v-VL)-gK*n*n*n*n*(v-VK)-gNa*h*m*m*m*(v-VNa)+J) 
m'=1.0/(taum(v»*(minfty(v)-m) 
n'=1.0/(taun(v»*(ninfty(v)-n) 
h'=1.0/(tauh(v»*(hinfty(v)-h) 
@meth=rungekutta,dt=O.Ol,total=50,maxstore=10000000 
@done 
########################################################### 
# McKean Model 
par a=O.25,mu=O.Ol,I=O.O,gamma=O.5, wO=O, vO=O 
f(x)=heav(a/2-x)*(-x)+heav(x-a/2)*heav«1+a)/2-x)*(x-a)+heav(x-(1+a)/2)*(1-x) 
v'=1.0/mu*(f(v)- w-wO +1 ) 
w'=v-gamma*w -vO 
@ meth=rungekutta,dt=O.Ol,total=20 
@ done 
########################################################### 
#McKean Half-Center Model 
#Simulation of two square-pulse coupled McKean neurons with reciprocal inhibition 
#tau is duration of IPSP 
par 1=O.O,wO=O,vO=O,gamma=O.5,a=O.25,epsilon=l,mu=O.Ol,tau=2.5 
beta=l+gamma 
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vl(O)=O 
v2(O)=1 
wl(O)=-l 
w2(O)=O 
X[l .. 2](O)=O 
global 1 {vl-(1+a)!2}{Xl=1} 
global 1 {v2-(1+a)!2}{X2=1} 
f(x)=-x*heav(a/2-x) + (x-a)*heav(x-a/2)*heav«1+a)!2-x) +(1-x)*heav(x-(1+a)/2) 
vl'=1.0!mu*(f(vl)-wl-wO+I-epsilon*heav(X2)) 
v2'=1.0/mu*(f(v2)-w2-wO+I-epsilon*heav(Xl)) 
w1'=vl-gamma*wl-vO 
w2'=v2-gamma*w2-vO 
X[l .. 2]'=-heav(X[j])/tau 
@meth=stiff,dt=O.Ol,total=20 
@done 
########################################################### 
#Modified McKean Model 
# all pars in the first line are fitted to HHR (chapter 6 figure (6.2.1)) 
par a=-74.2,b=44.45,aO=-80,bO=48.96,w1=-75.8,w2=-51.1 
par mul=O.l,mu2=11.2818,I=2.6,rho=O.68,wO=O,vO=O 
#rho is a input scaling constant to better match the 
#effect of current on the nullclines of HHR 
par thr=-35,dl=O,d2=O 
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global 1 {v-thr}{dl=d2;d2=t} 
aux period=d2-dl 
# simple period of oscillation calculator 
g=(w2-(wl+rho*I»/b 
c=O.5*(wl+w2+rho*I-(2*a+b)*gl) 
gamma=! 
ml=(w2-wl)/(a-aO) 
m2=(w2-wl)/(bO-(a+b» 
f(x)=(w2+rho*I-(x-aO)*ml)*heav(a-x) + (g*x+c)*heav(x-a)*heav(a+b-x) 
+(w2-(x-(a+b»*m2)*heav(x-b-a) 
v'=(l/mul)*(f(v) - w-wO) 
w'=(1/mu2) * (v-gamma*w-vO) 
@ meth=rungekutta,dt=O.Ol,total=100,maxstore=1000000 
@ done 
########################################################### 
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