Abstract. In this paper we define a weak (n + 1, ε)−strainer on an Alexandrov space with curvature≥ 1, and prove an almost isometric sphere theorem in the setting of a weak strainer, making use of a rigidity theorem for round spheres. To prove the rigidity theorem we investigate several properties of weak strainers, e.g. the maximality property, the covering property of the balls centered at strainer points, and an equilibrium property of a maximally separated weak strainer. At last we study several properties of regular points related to weak strainers, and prove the openness of a tight map.
Introduction
Alexandrov geometry was introduced by Burago-Gromov-Perelman in the seminal paper [2] , which studies length metric spaces on which Toponov's comparison theorem holds. Many results in Riemannian geometry has found counterparts in Aexandrov geometry. In [2] , Burago-Gromov-Perelamn proved the following almost isometric sphere theorem for Alexandrov spaces ( [2] 9.5) Theorem 1.1. Let X be a complete (n − 1)−dimensional space with curvature ≥ 1 which has an (n, δ )−strainer (A i , B i ), i.e. n pairs of compact subsets (A i , B i ), 1 ≤ i ≤ n, which satisfy
Then X is χ(δ )-almost isometric to the unit sphere S n−1 . That is, for small δ > 0, there is a map f : X → S n−1 such that || f (p) f (q)| − |pq|| < χ(δ )|pq| for all p, q ∈ X.
Here we use notations |pq| = d(p, q), |AB| = min{|pq||p ∈ A, q ∈ B}, and use χ(δ ), χ n−1 (δ ) for positive functions which converges to 0 as δ → 0 + . We call a map f as in the above theorem a χ(δ )-almost isometry ( [2] 9.9). This subject is supported by the National Natural Science Foundation of China (Grant No. 11301383).
In this paper we aim to extend the above theorem to the setting of weak strainers on X which is defined as follows. Definition 1.2. Let X n−1 be an Alexandrov space with curvature≥ 1. We call compact subsets A i ⊂ X, i = 1, 2, · · · , n + 1, which satisfies |A i A j | ≥ π 2 + ε, ∀i = j, a weak (n + 1, ε)− strainer of X.
For X = S n−1 , a weak (n + 1, ε)-strainer is a maximal number of unit vectors which pairwisely form an obtuse angle.
Our main result is the following almost isometry theorem
Theorem 1.3.
There is a constant δ n−1 > 0 such that for any Alexandrov space X n−1 with curvature ≥ 1 which admits a weak (n + 1, ε n−1 − δ )−strainer with δ < δ n−1 , is χ(δ )−almost isometric to S n−1 .
Here ε n−1 is the maximal ε that some Alexandrov space X with curvature≥ 1 admits a weak (n + 1, ε)−strainer, i.e.
ε n−1 = sup{ε : ∃ Alexandrov space X n−1 with curvature ≥ 1 and a weak (n + 1, ε) − strainer on it}.
As a direct consequence, we have the following criterion for a space without boundary. Recall that the boundary of X is defined inductively as the collection of points p ∈ X, for which Σ p is an Alexandrov space with boundary ( [2] 7.19).
Corollary 1.4.
There is a δ n−1 > 0, such that if X n−1 has curvature ≥ 1, and there is a weak (n + 1, ε n−1 − δ )−strainer of X for some δ < δ n−1 , then X has no boundary points.
The main tool in the proof of Theorem 1.3 is the following rigidity theorem, which is an isometric sphere criterion for an (n − 1)-dimensional Alexandrov space carrying an (n + 1, ε n−1 )-weak strainer, and whose proof is delivered to section 3. Theorem 1.5. Let X be an (n − 1)−dimensional Alexandrov space with curvature ≥ 1 which admits a weak (n + 1, ε n−1 )−strainer. Then X is isometric to S n−1 .
Assume the rigidity theorem, using Gromov-Hausdorff convergence to transfer the strong strainer on the limit sphere to Alexandrov spaces in the converging series, and using Theorem 1.1, we then prove the isometric sphere Theorem 1.3. Our proof goes as follows. To avoid confusion we call the strainer as stated in Theorem 1.1 a strong strainer.
Proof of Theorem 1.3 Suppose the contrary. Then there is a sequence of Alexandrov spaces X i of dimension n−1 and with curvature≥ 1, which admits a weak (n+1, ε n−1 −δ i )−strainer A i j , 1 ≤ j ≤ n + 1, with δ i converging to 0. Passing to a subsequence we may suppose
Then X is also an Alexandrov space with curvature≥ 1 and dimension≤ n − 1, and A j , 1 ≤ j ≤ n + 1, is a weak (n + 1, ε n−1 )−strainer on X. By Prop. 3.4 dim(X) = n − 1, and by Theorem 1.5, X is isometric to S n−1 . Hence there is a strong (n, 0)−strainer on X. Thus given any small ε > 0, for large i, there is a strong (n, ε)−strainer on X i . By Theorem 1.1, X i is χ(ε)−almost isometric to S n−1 . A contradiction. This proves our theorem.
£
To prove the rigidity theorem 1.5, we need to investigate the basic properties of weak strainers.
First, using construction method, we prove a maximality property (Prop. 3.4) for weak strainers on X n−1 , which says that after removing n balls centered at each strainer point and with radius> π 2 , there only left a subset with diameter< π 2 . In particular, n + 1 is the maximal number of weak strainer subsets.
The noncontraction property of Alexandrov spaces with respect to the modal space S n−1 reduces the proof of the Prop. 3.4 to the corresponding property of S n−1 . The proof for the case of S n−1 (Lemma 3.1) make use of the join structure of the sphere, by which we subsequently constructing join spaces which contain the complementary of the family of balls with radius> π 2 and centered at strainer points. The construction method of proof also provide an explicit expression of the diameter of the complementary set of n such balls (Remark 3.3).
Secondly, using the above property we also prove a covering property (Prop. 3.5), which states that given a weak (n + 1, ε)-strainer in X, there exists a δ > 0, such that a collection of ( π 2 − δ )-balls centered at (n + 1) points, each in one strainer subset, will cover X.
Thirdly we study the extreme case when an Alexandrov spaces X n−1 carries a maximally separated, i.e. a weak (n + 1, ε n−1 )-strainer. We show an equilibrium property for this case (Prop. 3.7). It says that a maximally separated strained subsets must be equidistant, and each consists of only one point. The proof of Prop. 3.7 make use of a first variation formula Corollary 2.6, as well as the maximality property. As a by-product, we also give the recursive formula for the maximal value ε n (Prop.
3.8).
Based on the equilibrium property of weak strainers, the idea of the proof of Theorem 1.5 goes as follows. We comparing the simplexes, which are convex hull of the strainer points on X, with simplexes on the model space S n−1 . By induction we show that (making use of the covering property) the barycenters and the strainer points on X are isometric to the corresponding barycenters and strainer points on the model space. Particularly we have that the barycenter of the n-simplex has distance π to its opposite vertex. This implies the suspension structure of X, and an induction argument proves the rigidity theorem.
In the last part of the paper we investigate the regularity of a point in an Alexandrov space. We list four conditions of regularity. Conditions (I) and (II) are related to weak strainers in the space of directions of that point. Condition (III) is given by DER functions [3] on Σ p . Condition (IV) appears in the definition of tight maps ([5] 8.1.1) The first three conditions are shown to be equaivalent, and are stronger than condition (IV) (Prop. 5.1, Example 2). We also study the property of a regular point of a tight map and prove that a tight map is open.
The construction of the paper is as follows.
In section 2, we recall the definition and some basic properties of Alexandrov spaces X with curvature≥ 1, as well as semiconcave functions on it. We also prove several tools for later use. For example we derive a form of the first variation formula (Lemma 2.2) for an Alexandrov space, and some consequences of it.
In section 3 we investigate several properties of a weak strainer on an Alexandrov space X n−1 with curvature≥ 1. We prove the maximality property of a weak strainer (Prop. 3.4), based on the property for the modal space, using a noncontraction property. We also get a covering property (Prop. 3.5) of weak strainers, using which and also tools developed in section 2 we prove the equilibrium property (Prop. 3.7) for a maximally separated weak strainer.
In section 4, based on the above properties of weak strainers, we prove the rigidity theorem 1.5. We also give a proof for Corollary 1.4.
In section 5 we prove the equivalence of regularity conditions (I)-(III), and show by example a weaker regularity condition (IV). Using a property of regular point (Lemma 5.2) and also the method of successive approximation ( [2] 11.5), we prove the openness of a tight map.
We need the following notations. By B R (x) we mean the open R-ball centered at x. Denote by rad x (X) = max{|xy||y ∈ X} the radius of X at x. Without specification we use pq for any minimal segment from p to q.
We write ⇑ q p for the collection of initial tangent vectors of all geodesic segments from p to q. For fixed x, without confusion, we also use p ′ for ⇑ p x . Without specification we also use ℄qpr for the angle between any two segments pq and pr.
Without confusion we abbreviate |·, ·| for distance functions on X and on the tangent cone T x X, and use |·, ·| 1 for distance function on the space of directions, which is the angle metric.
For any u, v ∈ T x X, we write u, v = |u| · |v| · cos |ξ η| Σ x X , where u = |u|ξ , v = |v|η for ξ , η ∈ Σ x X. Here we use | · | for norms of vectors in T x X. For any u ∈ T x X and A ⊂ T x X, we write ξ , A = max{ u, v |v ∈ A}.
Preliminaries
First we recall some basic elements of Alexandrov geometry. Note that in (B) if γ (resp. η) is a segment from x to y (resp. z), then the limit angle is called the angle between the segment γ and η, denoted by ℄yxz. This gives the metric on Σ x X.
Under the assumptions about X, local properties (A)-(D) implies the global versions ([2] Theorem 3.2).
We give a proof of the following form of the first variation formula for Alexandrov spaces, which is a strengthened version of [1] Exercise 4.5.10. Lemma 2.2. Let X be an Alexandrov space, and p, q ∈ X. Suppose γ 1 (t), γ 2 (t) are geodesics (not necessarily unit speed) emitting from p and q resp. Let γ : [0, l] → X be a limit of the sequence of unit speed minimal geodesics from γ 1 (t i ) to γ 2 (t i ) where 
the unit right and left tangent vectors of γ at p and q. Then it holds
Also we prove the following result related to convergence of geodesics. Proof. Suppose the contrary. Passing to a subsequence we may assume lim
is sufficiently small we havẽ
Hence
Here C depends only on κ. Contradicting to that γ i (s) converges to γ(s).
£

Proof of Lemma 2.2
Denote by ξ i = 1 |γ i (0)|γ i (0), i = 1, 2. Fix a small ε > 0, by Sublemma 2.3, there is a δ > 0 such that if we fix inner points p 1 , q 1 of pq with 0
Taking square root in both sides we get estimate
Using expansion series for trigonometric functions, neglecting higher order terms on t, we also get the same estimate as (2.2). The same estimate also holds for κ < 0. So we may assume κ = 0 in the following proof.) Similarly we get
Here C depends linearly on |γ i (0)|. Thus we have
Since ε is arbitrary, replacing t by t i , we get the ≤ part of equation (2.1).
Next we prove the ≥ part. Fix a small ε > 0, and let δ > 0 be such that Sublemma 2.3 holds in B δ (p) and B δ (q). 
As in the first step we can estimate
.
Thus we have
Let ε → 0+, combining with the above we get the sequential derivative
Since the ≤ part of the above proof also applies to any minimal geodesic σ between p, q, we get 
In particular if γ i are unit speed geodesics, and there is an ε > 0 with |γ
Proof. Given any sequential limit γ of the segments γ 1 (t i )γ 2 (t i ), for a sequence t i → 0 + . Let v + , v − , ξ 1 , ξ 2 be as the above. Using Lemma 2.2 we have
. The first result follows by arbitrariness of the sequence t i .
For the second part, we see that by c := γ 1 (0),
This gives our result. £ Example 1. In general we do not have equality in (2.3), even for a Riemannian manifolds. For an example, let p, q ∈ S n be antipodal points, and γ 1 , γ 2 are geodesics emitting from p, q resp. of length π, which comprise a whole great circle. Then 
Without loss of generality we may assume p = p 1 . Applying Corollary 2.5 by setting γ 1 to be a unit speed minimal geodesic pr, and γ 2 to be a minimal geodesic qr ′ with speed A locally Lipschitz function f on X is called semiconcave if for any x ∈ X there is a neighborhood U x such that for any unit speed geodesic γ in U x , f • γ(t) is λ -concave for some λ depending on x.
Here ι : X → tX is the identity map, and tX is the space X with matric scaled by t.
A vector v ∈ T x X is called a supporting vector of f at x if for any w ∈ T x X it holds d f x (w) ≤ − v, w . All supporting vectors make up to a convex subset of X, since the function w → − v, w is concave on T x X.
Two vectors w, w ′ ∈ T x X are called polar to each other if it holds w, u + w ′ , u ≥ 0 for all u ∈ T x X. Given any ξ ∈ Σ x . Let η be the point with |ξ η| 1 = rad ξ (Σ x ). Then a polar vector to ξ can be chosen as v = − cos |ξ η| 1 η. Given polar vectors w, w, ∈ T x X. For any semiconcave function f it holds
We recall some basic elements of DER functions( [3] ). Let Σ be an Alexandrov space of curvature≥ 1. A function f : Σ → R is said to be of class DER if it is of the following form
Here α runs over a finite index set. Given
Properties of the Weak (n + 1, ε)−Strainer
We give a constructive proof of the following result which implies that n + 1 is the maximal number such that S n−1 admits so many points with pairwise distances> π 2 . Lemma 3.1. Given n points p i ∈ S n−1 with Denote by (X * Y ) ε ( ε (X * Y ) resp.) the subset of X * Y consisting of points [x 1 , x 2 , a] with a ≤ π 2 − ε(a ≥ ε resp.) We also have, for any x ∈ X(y ∈ Y resp.),
First we prove the following
Sublemma 3.2. Using notations as above. (i) For any p
In particular, for any q
Hence it holds a < π 2 − ε and |xx ′ | > π 2 + ε. As desired.
Hence it holds a, a ′ > ε and |yy ′ | > π 2 + ε. As desired.
£
Proof of Lemma 3.1
For n = 1, 2, the result is obvious. So we may suppose n ≥ 3. First decompose S n−1 = S 1 * S n−3 , where S 1 is the great circle passing through
By Sublemma 3.2(i) we have
Since p j ∈ C 2 * S n−3 for all j > 2, by (3.2) and using Sublemma 3.2(ii) inductively we get
Also by Sublemma 3.2(ii) we have |y i y j | > π 2 + ε. Using induction hypothesis, there is a δ 1 > 0 such that the set C 3 : 
Using the above and (3.1) we have the following recursive formula of
Thus δ in Prop. 3.1 can be chosen to satisfy sin δ > sin 3 ε.
We show the same result holds for Alexandrov spaces with curvature≥ 1.
Recall that given an (n−1)−dimensional Alexandrov space X with curvature≥ K, there is a noncontraction map F :
, where p ∈ X, and F Σ p is a noncontraction map from Σ p to Σ F(p) ∼ = S n−2 . Here [t, ξ ], ξ ∈ Σ p stand for the point γ ξ (t), where γ ξ is the geodesic segment with initial velocity ξ . 
Passing to a subsequence we may suppose a i j converges to a j ∈ A j and p i converges to p. Thus we have |pa j | ≥ π 2 for each 1 ≤ j ≤ n + 1. By comparison we have for any 1 ≤ i, j ≤ n + 1, i = j,
Thence ⇑ a i p , 1 ≤ i ≤ n + 1, is a weak (n + 1)−strainer in Σ p . A contradiction to the above proposition, since dim(Σ p ) = n − 2.
£ Remark 3.6. The above proposition can be viewed as a generalization of Lemma 3.1, except that its proof does not provide an explicit relation between ε and δ .
Also as a preparation for the proof of Lemma 1.5, we need to study a maximally separated weak strainer, which has an equilibrium property as stated below. Proposition 3.7. Let X be an (n−1)−dimensional Alexandrov space with curvature ≥ 1, and ε = max{ε ′ : ∃ a weak (n + 1, ε ′ ) − strainer on X}.
Then for any weak (n + 1, ε)−strainer 
Therefore we have℄
We will show the following assertion: for any weak (n+1, ε)−strainer p 1 , · · · , p n+1 in X with |p i p j | = |p k p l | for some i, j, k, l, there is another weak (n + 1, ε ′ )−strainer q 1 , · · · , q n+1 with ε ′ > ε. This contradiction implies the first part of the lemma.
Without loss of generality we may suppose |p 1 p 2 | > π 2 + ε. Let q 1 be a point on the minimal geodesic from p 1 to p 2 with distance t from p 1 . By Corollary 2.6 we get
By (3.3) we have cos℄p i p 1 p 2 < 0 for all i > 2. Hence for t small enough we have |q 1 p i | > |p 1 p i |, ∀i > 2, while we still have |q 1 p 2 | > π 2 + ε. Thus we have
Replacing p 1 by q 1 we get a new weak (n + 1, ε)-strainer, which still satisfies (3.3). Next we move all along geodesics from p i to q 1 simultaneously a small distance s to get points q i , i > 1. By Corollary 2.6 we get for all i, j > 1, i = j,
for s small enough. Thus we get
Hence (3.4),(3.5) implies our assertion. We prove the second part by contradiction. Suppose p i ∈ A i , i = 1, 2, · · · , n + 1, and q 1 ∈ A 1 , q 1 = p 1 . Then the above implies
Also we have for all i > 1,
. This implies that, in addition to (3.6),
Hence there is a weak (n + 1, ε ′ )−strainer on Σ p 1 for some ε ′ > 0. But dim(Σ p 1 ) = n − 2. Contradicting Prop. 3.4.
£
By the noncontraction property, we have ε n−1 = sup{ε : ∃ a weak (n + 1, ε) − strainer on S n−1 }.
We now prove the recursive relations for ε n .
Proposition 3.8. ε n satisfies the following equation
7)
and ε 1 = π 6 . Proof. Denote by F the expression on the right hand of (3.7). Since F(x) is increasing for x ∈ (0, 
Hence |p
To show the opposite side, fix any p n+2 ∈ S n , and let ξ 1 , · · · , ξ n+1 be a weak
, for each i = 1, · · · , n + 1. Then be Cosine formula we get
The right hand equals − sin ε, By Prop. 3.7, we may suppose p i , 1 ≤ i ≤ n+1, is a weak (n+1, ε n−1 )−strainer on X and |p i p j | = π 2 + ε n−1 for all 1 ≤ i, j ≤ n + 1, i = j. Letp i be any weak (n + 1, ε n−1 )−strainer on S n−1 . For each i ≤ n, denote byq i ∈ S n−1 the barycenter of the convex hull of {p 1 ,p 2 , · · · ,p i }. We call the latter an (i − 1)-simplex. We will successively find points q i ∈ X, i ≤ n, corresponding to the simplex {p 1 
By comparison we have for any j = i + 1,
We assert that the equality holds. Otherwise, we have
S n−2 resp.) the direction from p to p i+1 (p top i+1 resp.) By induction hypothesis, p ′ j (p ′ j resp.) j = i + 1, is a weak (n, ε n−2 )−strainer in Σ p i+1 (S n−2 resp.), and Σ p i+1 is isometric to S n−2 . There is a linear mapping G sending p ′ j top ′ j which is an isometry of T p i+1 X with Tp i+1 S n−1 , both isometric to E n−1 . Thus G| Σ p i+1 X is an isometry of S n−2 . Hence (4.3) implies that for any j = i + 1,
has distance≥ π 2 to all n strainer points on S n−2 . A contradiction to Prop. 3.5. Hence our assertion holds.
Let γ(γ resp.) be a minimal geodesic from q i to p i+1 (q i top i+1 resp.) The above assertion implies that for any j = i + 1 and 0 < t < |q i p i+1 |, |γ(t)p j | = |γ(t)p j |. Hence there is a t 0 which satisfies, if we denote q i+1 = γ(t 0 ), that
, which is a convex subset. Hence we also have |p m q i+1 | < π. Exchanging the role of m and s also gives |p s q i+1 | < π. Thus (4.1) holds for all i < n.
For i + 1 = n, the above argument also goes through, and equality in (4.2) also holds. Thus the n-th barycenter q n satisifes (4.4). This completes our construction of barycenters q 1 , · · · , q n .
By definition ofq n we haveq n = −p n+1 . Thus |q n p n+1 | = π. Thus X is a suspension. If we denote by X 1 = {x : x ∈ X, |xq n | = |xp n+1 |} and S 0 = {q n , p n+1 }, then X is isometric to S 0 * X 1 . Because X 1 is isometric to Σ p n+1 , thus to S n−2 by induction. Thus X is isometric to S n−1 . As desired.
£
Proof of Corollary 1.4
Suppose the contrary. Then there is a sequence of Alexandrov spaces X i of dimension n−1 and with curvature≥ 1, which admits a weak (n+1, ε n−1 −δ i )−strainer A i j , 1 ≤ j ≤ n + 1, δ i converging to 0, and has boundary point p i . Arguing as the proof of Theorem 1.3, passing to a subsequence we may suppose that the sequence X i GH-converges to S n−1 . Again passing to subsequence we may assume p i converges to p ∈ S n−1 . Let p, p j , 2 ≤ j ≤ n + 1, be a weak (n + 1, ε n−1 )-strainer on S n−1 . Choose points p i j ∈ X i , 2 ≤ j ≤ n + 1, such that p i j converges to p j . Then for fixed δ > 0 and i sufficiently large, p i , p i j , j = 2, · · · , n + 1, is a weak (n + 1, ε n−1 − δ )-strainer on X i . By Cosine formula and Prop. 3.8, ⇑ p i j p i , 2 ≤ j ≤ n + 2, form a weak (n, ε n−2 − χ(δ ))-strainer in Σ p i . Thus p i / ∈ ∂ X i for δ small enough so that χ(δ ) < δ n−2 . A contradiction by induction hypothesis.
£
Weak Strainer and Regular Point
In this section X is an Alexandrov space with curvature bounded below.
We call a point p ∈ X n−regular if one of the following conditions (I)-(III) holds (Here ε's may be different from each other). Let ξ i ∈ A ′ i , ξ ∈ B ′ . We move from ξ i along minimal geodesics ξ i ξ by a small distance t to get points η i . By Cosine formula we have cos℄ξ j ξ i ξ < 0, ∀i = j, i = j.
Hence | ⇑ 
£
We give a proof of the following(See [5] 8.1.3.5), which is also an application of the method of successive approximation. 
