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Изменившиеся экономические условия в республике требуют 
совершенствования подготовки высококвалифицированных специа-
листов для народного хозяйства. Задачи, выдвигаемые ныне произ-
водством и практикой, предполагают наличие исследовательских 
навыков и творческого подхода к их решениям. В связи с этим важ-
ное место занимает владение будущими специалистами различными 
математическими методами для решения инженерных задач. В 
настоящее время ощущается недостаток в литературе, в которой 
компактно приводились бы математические методы, наиболее часто 
используемые при решении прикладных математических задач. В 
данном учебном пособии рассматриваются и излагаются: линейное 
и нелинейное программирование, транспортная задача, методы дис-
кретной оптимизации. 
Наряду с изложением теоретического материала приводится до-
статочное количество примеров решения задач с реальным содер-
жанием. Большое внимание уделено практической направленности 
рассматриваемых математических методов. Пособие написано для 
читателей, которые уже изучили общий курс математики в техниче-
ском высшем учебном заведении и владеют необходимым матема-
тическим аппаратом для понимания излагаемых методов и их при-
менения для решения прикладных задач. Изложение материала ве-
дется на уровне, доступном широкому кругу читателей. В конце 
каждого раздела даны упражнения для самостоятельного решения. 
Упражнения нумеруются отдельно в каждой главе. Нумерация фор-
мул, рисунков и примеров приведена также по главам. 
У старших курсов машиностроительных, приборостроительных, 
технологических и экономических специальностей вузов, а также 
будет полезно инженерно-техническим работникам, занимающимся 
прикладными задачами. 
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ГЛАВА 1. ЛИНЕЙНОЕ ПРОГРАММИРОВАНИЕ 
1.1. Общие сведения о задачах линейного программирования 
Линейное программирование – это раздел математики, изучаю-
щий методы определения условных экстремумов линейных функ-
ций. Экстремум называется условным, если на переменные накла-
дываются дополнительные ограничения. Обязательным условием 
для применения методов линейного программирования является 
линейность исследуемой функции и ограничений. 
Математическая постановка задачи линейного программирова-
ния (ЛП) имеет вид 
































njx j ,1;0  . (1.5) 
Функция (1.1) называется целевой. Она отражает тот эффект, ко-
торый должен быть получен в результате решения задачи. Напри-
мер, минимум суммарных затрат времени населения на передвиже-
ния в задаче составления рациональной маршрутной сети, или мак-
симальная прибыль автопредприятия, организующего перевозки 
грузов и населения, и т.п. 
В каждом конкретном случае целевая функция имеет свое выра-
жение в зависимости от целей исследования. Вектор X, удовлетво-
ряющий ограничениям задачи, называется планом. Множество пла-
нов  nxxxX ,,, 21  , удовлетворяющих системе ограничений (1.2)–
(1.5), называется множеством допустимых планов. А допустимый 
план *X , при котором достигается экстремальное значение целевой 
функции, называется оптимальным. 


















 называется вектором ресурсов (ограничений) 





























 называется матрицей условий 
(затрат). 
Ограничения (1.2)–(1.4) называются основными, а ограничение 
(1.5) – прямым. Указанные ограничения (1.2)–(1.5) определяют об-
ласть допустимых планов задачи линейного программирования. 
Например, на автомобильном транспорте линейное программиро-
вание применяется для решения задач: составления рациональных 
маршрутных систем, оптимального распределения подвижного соста-
ва по грузоотправителям, для определения оптимального плана раз-
мещения подвижного состава и т.д. 
Составление математических моделей задач линейного програм-
мирования осуществляется по следующей схеме. 
1. Выбираются переменные. В качестве переменных следует
принимать величины, которые при известных их значениях одно-
значно определяют одно из возможных состояний исследуемого 
процесса. 
2. Составляются ограничения, выражающие взаимосвязи иссле-
дуемого процесса. 
3. Записывается целевая функция.
Ниже приводятся примеры составления экономико-математических 
моделей задач. 
Пример 1.1. Автотранспортное предприятие (АТП), обслуживаю-
щее два района (А и В), имеет 900 автомобилей, 20 передвижных ма-
стерских и 10 автомобилей технической помощи. Вывоз грузов из 
районов осуществляется специально сформированными автоко-
лоннами. В каждую автоколонну из 100 автомобилей, направляе-
мую в район А, входят еще одна передвижная мастерская и 2 ав-
томобиля технической помощи. Для района В в колонну из 100 
автомобилей включают 2 передвижные мастерские и один авто-
мобиль технической помощи. Требуется так распределить транс-
портные средства между районами, чтобы максимально были удо-
влетворены потребности районов в перевозках при условии, что 
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ежедневно автоколонна из района А вывозит 2500 т груза, а из 
района В – 3800 т. 
Р е ш е н и е . 1. Для составления математической модели задачи 
введем переменные: 1x  – количество автоколонн, направляемых в 
район А, 2x  – количество автоколонн, направляемых в район В. 
2. Строим систему ограничений. Ограничения должны отражать 
особенности исследуемого объекта. Из условия задачи известно, 
что каждая автоколонна включает 100 автомобилей. Всего на АТП 
900 автомобилей. Следовательно, количество распределяемых по 
районам автомобилей не должно превышать их количества на АТП. 
Этот факт выражается неравенством 900100100 21  xx . На каж-
дую автоколонну, направляемую в район А, выделяется одна пере-
движная мастерская, для района В – две передвижные мастерские. 
Всего у АТП имеется 20 передвижных мастерских. Естественно, 
количество распределяемых передвижных мастерских не должно 
превосходить их количества у АТП: 
2021 21  xx . 
Аналогично для автомобилей технической помощи: 
1012 21  xx . 
Значения 1x  и 2x  не могут быть отрицательными числами, так 
как это противоречило бы экономическому смыслу задачи: 
0,0 21  xx . 
3. Строим целевую функцию. Автоколонны распределяются по 
районам с таким расчетом, чтобы обеспечить максимальный вывоз 
грузов. Этот факт выражается следующей целевой функцией: 
max8,35,2 21  xxf . 
Таким образом, получили задачу линейного программирова-
ния: 



















Пример 1.2. Автотранспортное предприятие, обслуживающее 
некоторые города области, имеет 8 автомобилей первого типа, 15 
автомобилей второго типа, 12 автомобилей третьего типа. Гру-
зоподъемность автомобилей известна: т4,т7,т5,4 321  qqq . 
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АТП должно обслужить два города: А и В. Городу А требуется 
тоннаж в 200 т, а городу В – в 300 т. Избыточный тоннаж не 
оплачивается. Каждый автомобиль в течение дня может выпол-
нить только один рейс. Расходы (в условных единицах), связанные 




Расходы по типам автомобилей 










Требуется так распределить подвижной состав, чтобы при ми-
нимальных затратах были вывезены все грузы из городов А и В. 
Р е ш е н и е . 1. В качестве переменных выбираем количество ав-
томобилей, выделяемых на перевозки грузов: 11x  – количество 
автомобилей первого типа, выделяемых для города А; 12x  – ко-
личество автомобилей второго типа, выделяемых для города А; 
13x  – количество автомобилей третьего типа, выделяемых для 
города А; 21x  – количество автомобилей первого типа, выделяе-
мых для города В; 22x  – количество автомобилей второго типа, 
выделяемых для города В; 23x  – количество автомобилей третьего 
типа, выделяемых для города В. 
2. Составляем систему ограничений: 
а) тоннаж, выделяемый для городов А и В, не должен быть 










б) количество автомобилей, направляемых в города А и В, не 















в) количество распределяемых автомобилей является величи-
ной неотрицательной: 
3,1,2,1,0  jixij . 
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3. Целевая функция, отражающая суммарные затраты на пере-
возки, будет иметь вид 
min8,310405,2520 232221131211  xxxxxxf . 
В итоге получили задачу линейного программирования: 



























Пример 1.3. Фирма выпускает два вида продукции, на производ-
ство которых используется сырье трех видов. Затраты сырья на еди-
ницу продукции и доход, получаемый фирмой от реализации едини-











A 4 2 100 
B 2 3 400 
C 3 1 300 
Доход на единицу продукции 8 9  
 
Требуется так организовать работу фирмы, чтобы доход ее был 
максимальным. 
Р е ш е н и е . 1. В качестве переменных примем: 1x  – количество 
продукции первого вида, выпускаемой фирмой; 2x  – количество 
продукции второго вида, выпускаемой фирмой. 
2. Составляем систему ограничений. На производство продукции 





















3. Целевая функция должна отражать максимальный доход, по-
лучаемый фирмой: 
max98 21  xxf . 
Таким образом, получим задачу: 



















Пример 1.4. Птицефабрика выращивает кур, гусей и уток, ис-
пользуя корм двух видов А и В. Затраты корма на одну птицу, его 
количество на фабрике и доход птицефабрики от реализации одной 







гуси утки куры  
A 0,6 0,2 0,15 120 
B 0,3 0,4 0,15 400 
Стоимость одной птицы 12 8 6  
 
Требуется так организовать работу птицефабрики, чтобы ее до-
ход был максимальным. 
Р е ш е н и е . 1. В качестве переменных принимаем количество 
разводимых птиц: 1x  – количество гусей; 2x  – количество уток; 3x  
– количество кур. 

















Количество выращиваемых птиц есть величина неотрицательная. 
3. Целевая функция отражает максимальный доход птицефабри-
ки: 
max6812 321  xxxf . 
Таким образом, математическая модель рассматриваемой задачи 
будет иметь вид: 















1.2. Каноническая форма задачи линейного программирования 
Задача линейного программирования, если все основные огра-
ничения заданы в виде строгих равенств, свободные члены поло-
жительные и на все переменные наложено условие неотрица-
тельности, называется канонической. 
Рассмотрим следующую задачу: 















Это каноническая задача линейного программирования. В ней 
все основные ограничения имеют знак равенства, свободные чле-
ны уравнений – положительные, и на все переменные наложено 
условие неотрицательности. 
Приведение задач к каноническому виду осуществляется сле-
дующим образом. В левые части ограничения (1.3) вводятся неот-
рицательные дополнительные переменные со знаком плюс. Для 
ограничений, имеющих знак «≥» (1.4) неотрицательные пере-
менные вычитаются из левых частей неравенств. В целевую 
функцию (1.1) дополнительные переменные вводятся с нулевыми 
коэффициентами. 
Если в исходной общей постановке задачи на некоторую пере-
менную kx  не наложено условие неотрицательности, то ее пред-
ставляют в виде разности двух неотрицательных переменных 
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0;0; 2121  kkkkk xxxxx . 
Если в основных ограничениях ib  отрицателен, то i-е огра-
ничение умножается на ( 1 ). 
Пример 1.5. Привести к каноническому виду следующую зада-
чу линейного программирования: 



















Р е ш е н и е . На переменную 2x  не наложено условие неотрица-
тельности. Поэтому представляем ее в виде разности двух неот-









22  xxxxx . 
Знак неравенства имеют первое и третье ограничение. Для 
приведения их к равенствам введем неотрицательные переменные 
3x  и 4x . Переменная 3x  вводится в первое ограничение со знаком 
плюс, переменная 4x  вводится в третье ограничение со знаком ми-
нус. Второе ограничение переписываем без изменения, так как 























    max008 43221  xxxxxxf . 
Каноническая форма модели оказывается удобной при приме-
нении основного вычислительного метода – симплекс-метода. Вве-
дение дополнительных неотрицательных переменных в ограниче-
ния при приведении к каноническому виду не влияет на результат 
решения исходной задачи. Решение задачи зависит от ранга (r) 
матрицы системы ограничений, который представляет собой чис-
ло линейно независимых уравнений. Система имеет единствен-
ное решение, если ранг ее матрицы равен числу неизвестных. 
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1.3. Свойства решений задачи линейного программирования 
Итак, мы определили, что задача линейного программирования 
состоит из целевой функции и системы ограничений. Система 
ограничений определяет область допустимых решений. Из линей-
ной алгебры известно, что областью решений системы линейных 
уравнений и неравенств является выпуклая область. Поэтому 
множество планов задачи линейного программирования является 
выпуклым. 
Допустимые планы задачи линейного программирования под-
разделяются на базисные и опорные. Допустимый план будет ба-
зисным, если в области допустимых решений (многограннике) ему 
соответствует угловая (крайняя) точка. Опорным является базисный 
план с неотрицательными компонентами (координатами), имеющий 
меньше, чем m отличных от нуля координат. В противном случае 
план будет вырожденным. 
Важное значение имеют следующие теоремы. 
Теорема 1.1. Если задача линейного программирования име-
ет оптимальное решение, то оно совпадает, по крайней мере, с 
одним из опорных решений системы ограничительных уравне-
ний. 
Эта теорема является фундаментальной. Она указывает принци-
пиальный путь решения задач линейного программирования. 
Теорема 1.2. Целевая функция f задачи линейного программиро-
вания, имеющей решение, достигает своего экстремального значе-
ния хотя бы в одной вершине области допустимых решений. Если 
линейная функция принимает экстремальное значение более чем в 
одной вершине, то она достигает того же значения в любой точ-
ке, являющейся выпуклой линейной комбинацией этих вершин. 
Докажем первую часть теоремы 1.2. Пусть *X  — точка обла-
сти допустимых решений, в которой целевая функция  *Xf  до-
стигает экстремального значения, например, наибольшее F: 
  FXf * . 
Такое утверждение верно, так как функция непрерывна на за-
мкнутом ограниченном множестве, каким является область допу-
стимых решений. Тогда для любых точек X выпуклого многогран-
ника    XfXf * . Если *X  — вершина, то теорема доказана. 
Предположим, что *X  не является вершиной, а вершинами яв-
ляются точки kXXX ,,, 21  . Покажем, что среди этих вершин 
найдется такая, в которой значение  Xf  будет равно F. Так как 
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*X  – точка выпуклого многогранника, то ее можно представить в 
виде выпуклой линейной комбинации вершин этого многогранника: 







ii ki . 
Значение функции в точке *X  будет равно 
   











(по свойствам линейных функций). 
Обозначим через lX  ту из вершин, в которой функция f прини-
мает наибольшее значение. Очевидно, для всех остальных вершин 
многогранника будет выполняться условие 
    kiXfXf il ,1,  . (1.8) 
Тогда с учетом неравенства (1.8) соотношение (1.7) примет вид не-
равенства 
       lkll XfXfXfXf  21* . 
Учитывая условие выпуклости (1.6), получим 







ilkl XfXfXfXf  , 
т.е. 
   lXfXf * , 
а это противоречит предположению, что *X  – точка, в которой 
целевая функция достигает наибольшего значения. Следовательно, 
   lXfXf * . Значит, действительно существует точка, в которой 
функция достигает своего наибольшего значения. 
Докажем вторую часть теоремы 1.2. 
Пусть функция  Xf  достигает своего наибольшего значения в 
нескольких вершинах: kXXX ,,, 21  , т.е. 
      FXfXfXf k  21 . 
Рассмотрим точку X, являющуюся выпуклой линейной комбина-







iikk kiXXXX  . 
Значение функции в этой точке X будет равно 
        kk XfXfXfXf 2211  
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  FFFFFF kk  12121  . 
1.4. Графический метод решения задач линейного програм-
мирования 
Графическое решение задач линейного программирования отли-
чается хорошей наглядностью. Однако, широкого распространения 
этот метод не имеет. На практике большее предпочтение отдается 
аналитическому решению. Тем не менее, знать графические методы 
решения задач линейного программирования необходимо. Выделя-
ются два случая графического решения рассматриваемых задач: с 
двумя переменными и со многими переменными. 
Рассмотрим решение задач с двумя переменными. 
Решим графическим методом следующую задачу линейного про-
граммирования: 



















Р е ш е н и е .  Данная задача является задачей линейного про-
граммирования с двумя переменными. Строим координатную плос-
кость 21Oxx  и наносим на нее прямые ограничения (рис. 1.1). Полу-
ченный многогранник ONMLK является областью допустимых ре-
шений для рассматриваемой задачи. Точки О, К, L, М, N называются 
угловыми (крайними). Отрезки [ОК], [КL], [LМ], [МN], [ОN] назы-
ваются ребрами многогранника. Множество точек х, удовлетворя-
ющих уравнению   xf  при заданном , называется множе-
ством уровня целевой функции. Для нашей задачи множества уров-
ня – это прямые  21 53 xx . Нормалью к этим прямым является 





Как известно, любая функция  xf  возрастает в направлении 
градиента  






















. Для целевой 
функции задачи линейного программирования градиентом является 
вектор c , т.е., целевая функция возрастает в направлении вектора 
c

. Поэтому в направлении вектора c

 двигаемся до тех пор, пока 
линия уровня не коснется множества X в последний раз. Эта точка и 
будет точкой максимума на рис. 1.1 такой точкой является точка 
 40,20* *2*1  xxMx . Координаты точки М определяются либо 
путем опускания перпендикуляров на координатные оси (если по-
строение осуществлялось на миллиметровой бумаге), либо решени-
ем системы уравнений, соответствующих прямым, на пересечении 
которых находится точка экстремума М. В данном случае точка М 
находится на пересечении прямых 402 x  и 802 21  xx . 
Максимальное значение функции 260max f . Мы получили оп-
тимальный план и, причем, единственный. 
Возможны следующие случаи: 
1) если экстремальное значение f достигается в двух вершинах, 
то то же экстремальное значение достигается в любой точке, лежа-




2) если область допустимых решений не ограничена сверху (рис. 
1.3), то экстремальное значение функции f зависит от гиперплоско-
сти, вводимой в ограничения; 
 
3) если область допустимых решений – пустое множество, то за-




На основании изложенного можно сделать вывод, что если оп-
тимальное решение задачи существует, то оно достигается, по 
крайней мере, в одной из вершин области допустимых решений. 
З а м е ч а н и е .  При решении задачи на минимум опорная прямая перемещается в 
антиградиентном направлении, т.е. в направлении, противоположном вектору c

. Вер-
шина, в которой опорная прямая в последующий раз касается области допустимых реше-
ний, будет соответствовать минимуму исследуемой функции. Если область допустимых 
решений не включает начало координат, то при движении в направлении вектора-
градиента точкой минимума будет точка, в которой опорная прямая первый раз коснется 
области допустимых решений. 
Пример 1.6. Найти минимальное значение функции 



















Р е ш е н и е .  Приведенная задача является задачей линейного 
программирования с двумя переменными. Графическое решение ее 
возможно. Рисуем координатные оси и область допустимых реше-




Областью допустимых решений является треугольник КLМ. Ри-
суем опорную прямую 0f . Вектор-градиент  1,2grad  fc . 
Так как находится минимальное значение функции, то движемся в 
антиградиентном направлении. Точка, в которой опорная прямая в 
последний раз коснется области допустимых решений, является 
точкой минимума. В нашем случае такой точкой является вершина 










Решая систему, получаем 0;2 *2
*
1  xx . Минимальное значе-
ние функции 
4022min f . 
 
Пример 1.7. Найти минимальное и максимальное значение 
функции 



















Р е ш е н и е .  Область допустимых решений рассматриваемой за-




Вектор-градиент  2,1c . В данном примере область допусти-
мых решений удалена от начала координат. Поэтому опорную пря-
мую будем перемещать параллельно самой себе в направлении век-
тора c . Первая точка, в которой опорная прямая коснется области 
допустимых решений будет точкой минимума. В данном примере 
это точка  2,1;2,1A . 
Минимальное значение функции 
6,322,12,11min f . 
Точкой максимума будет точка, в которой опорная прямая в по-
следний раз коснется области допустимых решений. В нашем слу-
чае это точка  7;4C . Максимальное значение функции 
182741max f . 
Графический метод решения задач линейного программирования 
со многими переменными имеет место только в том случае, если 
между числом ее неизвестных (n) в канонической форме записи и 











  ипеременным с задачи (для
 (1.9) 
Если условие (1.9) не выполняется, то задача неразрешима гра-
фически. При выполнении условия (1.9) графическое решение зада-
чи осуществляется в следующей последовательности. 
1. Выбираем в качестве свободных две переменные. 
2. Выражаем все остальные переменные через выбранные сво-
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бодные, то есть, решаем систему ограничений заданной задачи. 
3. Выражаем целевую функцию через свободные переменные. 
4. Полученную двухмерную задачу решаем обычным графиче-
ским методом. 
5. Найдя координаты оптимального решения двухмерной задачи, 
подставляем их в ограничения исходной задачи и определяем 
остальные координаты оптимального решения. 
Пример 1.8. Решить графическим методом задачу: 



























Р е ш е н и е .  Всего неизвестных величин в задаче mn  . Значит, 
    2132321  mnmn . Следовательно, задача может 
быть решена графически. Выберем две свободные переменные, 












Подставим значения 2221, xx  и 23x , выраженные через свобод-
ные переменные, в функцию цели:    12112310 xxxf  . Из тре-
бования неотрицательности всех переменных имеем: 
10;20;25;15 121112111211  xxxxxx . 
Целевая функция    12112310 xxxf   достигает минимума, 
если 12112 xxf   достигает максимума. Функция f   достигает 
максимума при 5;15 *12
*
11  xx  в точке A (рис. 1.7). Далее находим: 










Пример 1.9. Найти максимум функции 























Р е ш е н и е .  В качестве свободных переменных примем, напри-
мер, 1x  и 2x . Из ограничений уравнений выразим переменные 


















Выразим целевую функцию f через свободные переменные 1x  и 
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2x : 21221 48824 xxxxxf  . Опуская неотрицательные 
переменные 6543 ;;; xxxx , получаем задачу с двумя переменными: 























Графическое решение задачи показано на рис. 1.8. Видим, что 
2,6 *2
*
1  xx . При этом 26max f . Значения других переменных 







3  xxxx . 
 
1.5. Аналитическое решение задач линейного программиро-
вания 
Аналитическое решение задач линейного программирования 
осуществляется в следующей последовательности. 
1. Задачу приводим к каноническому виду. 
2. Выбираем базисные и свободные переменные. Переменные 
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nn xx   
Другими словами, базисная переменная входит в одно ограниче-
ние с коэффициентом единица, а в остальные ограничения – с ко-
эффициентом, равным нулю. Матрица базисных переменных – еди-



















. Переменные 1x  и 2x  будут свободными. 
Если в исходных ограничениях нет базиса, то он получается пу-
тем введения в ограничения-неравенства дополнительных неотри-










нет базисных переменных. Введем их путем прибавления в ограни-










3. Выражаем целевую функцию через свободные переменные. 
4. Проверяем, достигла ли экстремума целевая функция или нет. 
Смотрим, можно ли увеличить (уменьшить) целевую функцию при 
решении задачи на максимум (минимум). 
Если экстремум не достигнут, то одна из базисных переменных 
переводится в свободные, а вместо нее вводится переменная из чис-
ла прежних свободных. Получаем новый базис. 
Переходим к пункту 2. И так вычисления ведем до тех пор, пока 
не получим оптимальное решение (если оно существует). Описан-
ный алгоритм рассмотрим на примере. 
Пример 1.10. Найти максимальное значение функции 





















Р е ш е н и е .  1. Заданная система ограничений не содержит ба-
зиса. Поэтому вводим в нее дополнительные переменные 

















































































 xxxx  






















2. Выразим базисные переменные 6543 ,,, xxxx  через свободные 


















3. Приравняв свободные переменные к нулю, получим значения 
базисных переменных: 8;10;8;10 6543  xxxx . Базисным ре-
шением будет  8,10,8,10,0,01 X . 
4. Так как целевая функция уже выражена через свободные пе-
ременные, то находим ее значение 001208 f . 
5. Функцию f можно увеличивать путем увеличения значений 
1x , или 2x . Увеличим, например, 2x . 
Из системы пункта 2 видно, что наибольшее значение, которое 
может принять 2x , равно 8. 
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6. Перейдем к новому базису, состоящему из 2543 ;;; xxxx , т.е. из 
предыдущего базиса выведем переменную 6x , а переменную 2x  
введем в базис. 
Перед выполнением следующего шага выразим эти переменные 
и целевую функцию f через свободные переменные 1x  и 6x . Это 






















  616121 129688128128 xxxxxxf  . 
Базисное решение  0,10,8,10,8,02 X . Значение целевой 
функции на новом базисе равно 96. 
7. Дальнейшее увеличение f возможно только за счет 1x . Анализ 
системы из пункта 6 показывает, что 1x  может быть не более 1 
(иначе 03 x ). 
































Значение целевой функции на новом базисе равно 104: 104f . 
9. Значение целевой функции снова можно увеличить и только за 
счет переменной 6x . 
Из системы пункта 8 видим, что 6x  может быть не более 8 (ина-
че 02 x ). 

























  .341283244104834104 232323 xxxxxxf   
Значение целевой функции на новом базисе равно 128, т.е., целе-
вая функция снова возросла. Дальнейшее увеличение f невозможно, 
так как 3x  и 2x  входят в выражение целевой функции с отрица-
тельными коэффициентами. 
Итак, 128max f . Оптимальное решение достигается при 
0;5 *2
*
1  xx . 
1.6. Симплексный метод 
Наиболее широко применяется метод при решении задач линей-
ного программирования симплексный метод (симплекс-метод). 
Впервые он был предложен американским ученым Дж. Данцигом 
(1949). 
Основан симплекс-метод на идее последовательного улучшения 
плана. При реализации симплекс-метода осуществляется переход от 
одной вершины многогранника, являющегося областью допусти-
мых решений задачи линейного программирования, к другой. При 
этом для задач на максимум перемещение ведется вдоль тех ребер, 
где целевая функция возрастает. Для задач на минимум перемеще-
ние осуществляется вдоль ребер, в направлении которых целевая 
функция убывает. При достижении оптимальной вершины движе-
ние прекращается. 
Как отмечалось ранее, если линейная (целевая) функция прини-
мает максимальное (минимальное) значение более чем в одной 
вершине, то она достигает того же значения в любой точке, являю-
щейся выпуклой линейной комбинацией этих вершин. 
Решение задачи симплекс-методом начинается с приведения ее к 
каноническому виду, исключения из целевой функции базисных 
переменных и определения начального опорного плана. 
Нахождение опорного плана в симплекс-методе чаще осуществ-







1x  2x   nx  
1nx  1b  11a    na1  
2nx  2b  21a    na2  
      
mnx   mb  1ma    mna  
f 0b  1c  2c   nc  
 
В первом столбце таблицы приводятся базисные переменные 
(БП). Вторым столбцом является столбец свободных членов. Далее 
в таблице следуют столбцы со свободными переменными (СП). ija  
– коэффициенты системы ограничений исходной задачи. Последняя 
строка таблицы называется f-строкой. В ней в столбце свободных 
членов указывается значение целевой функции, а в столбцах, соот-
ветствующих свободным переменным, – коэффициенты целевой 
функции. Для заполнения таблицы из системы ограничений задан-
ной задачи, имеющей канонической вид, выражаем базисные пере-
менные через свободные. Так как свободные переменные записаны 
со знаком минус, то коэффициенты ija  берем из полученных урав-
нений (для базисных переменных) с противоположным знаком. Ко-
эффициенты целевой функции записываем в f-строку также с про-
тивоположным знаком. 
Возможны два случая. 
С л у ч а й  1 .  В столбце свободных членов все элементы поло-
жительные, т.е. начальный опорный план есть. Он получается при-
равниванием базисных переменных соответствующим элементам 
столбца свободных членов, а свободных переменных – к нулю. 
Затем просматриваем элементы f-строки и выбираем наиболь-
ший по абсолютной величине отрицательный элемент jc ( если за-
дача на max). Можно брать и любой из отрицательных элементов в 
f-строке. Столбец j, соответствующий выбранному отрицательному 
элементу jc , будет разрешающим. 
Затем находим отношение элементов столбца свободных членов 
к элементам разрешающего столбца (только для элементов одина-
кового знака). Наименьшее частное будет определять разрешаю-
щую строку. Элемент, стоящий на пересечении разрешающей стро-
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ки и разрешающего столбца, называется разрешающим. 
Далее с разрешающим элементом делаем шаг обычных сим-
плексных преобразований: 
 разрешающий элемент заменяем обратной величиной; 
 остальные элементы разрешающей строки и разрешающего 
столбца делим на разрешающий элемент. При этом знак меняется 
либо для элементов строки, либо для элементов столбца; 
 другие элементы таблицы находим по правилу прямоугольни-
ка: разность произведений элементов, расположенных на главной и 














где 1ma  – разрешающий элемент.  
Главной называется диагональ, содержащая разрешающий эле-
мент. Прямоугольник образуется путем опускания перпендикуляров 
из рассматриваемого элемента на разрешающую строку и разреша-
ющий столбец. В новой заполняемой таблице из базисных перемен-
ных выводится переменная, соответствующая разрешающей строке, 
а на ее место записывается переменная, соответствующая разреша-
ющему столбцу, и наоборот: из свободных переменных выводится 
переменная, соответствующая разрешающему столбцу, а на ее ме-
сто вводится переменная, соответствующая разрешающей строке. 
В результате выполненных вычислений получаем новый опор-
ный план. 
С л у ч а й  2 .  В столбце свободных членов есть отрицательные 
числа, т.е. начальный опорный план отсутствует. Разрешающий 
элемент в этом случае выбирается следующим образом: 
 просматриваем строку, соответствующую отрицательному сво-
бодному члену, и выбираем в ней какой-либо отрицательный эле-
мент. Если отрицательных элементов в выбранной строке нет, то 
решения не существует; 
 столбец, содержащий выбранный отрицательный элемент, 
принимаем за разрешающий; 
 находим отношение элементов столбца свободных членов к со-
ответствующим элементам разрешающего столбца и выбираем из 
полученных частных наименьшее. Наименьшее частное будет опре-
делять разрешающую строку и разрешающий элемент; 




Пример 1.11. Найти какой-нибудь опорный план задачи 















Р е ш е н и е .  Введем в систему ограничений неотрицательные 
























1x  2x  
3x  6 1 1 
4x  8 2 4 
f 0 – 4 – 6 
 
Из таблицы видно, что начальный опорный план есть (в столбце 
свободных членов все элементы положительные)  8,6,0,0*X . 
Если посмотреть на график (рис. 1.9), то видим, что опорная 
прямая проходит через вершину области допустимых решений. 
Для построения другого опорного плана в f-строке выбираем 
элемент (– 6), соответствующий переменной 2x . Столбец 2x  будет 
разрешающим. Затем находим минимальное отношение элементов 














т.е. строка, содержащая базисную переменную 4x , является разре-
шающей. Элемент (4), стоящий на пересечении разрешающей стро-
ки и разрешающего столбца, является разрешающим. С этим эле-


























































































































































Опорный план  0,4,2,0X . 
Пример 1.12. Найти опорный план задачи 















Р е ш е н и е .  Введем в систему ограничений неотрицательные 
























1x  2x  
3x  3 1 – 3 
4x  8 – 4 2 
f 0 2 – 1 
  
В данной задаче также уже имеется начальный опорный план 
 8,3,0,0*X . Опорная прямая проходит через вершину области 




Для построения другого опорного плана в f-строке выбираем 
элемент (-1). Столбец 2x , соответствующий этому выбранному 
элементу, будет разрешающим. Находим минимальное отношение 
элементов столбца свободных членов к элементам разрешающего 




Следовательно, разрешающей будет строка, соответствующая пере-
менной 4x , а элемент (2) будет разрешающим. 
С полученным разрешающим элементом делаем шаг симплекс-




1x  4x  
3x  15 – 5 3/2 
2x  4 – 2 1/2 
f 4 0 1/2 
 Получили опорный план    0,15,4,0,,,* 4321  xxxxX , кото-
рый является оптимальным, так как в f-строке все элементы – поло-
жительные. 
Пример 1.13. Найти начальный опорный план задачи 

















Р е ш е н и е .  Введем в систему ограничений неотрицательные 
























1x  2x  
3x  8 1 – 2 
4x  – 10 – 2 3 
f 0 – 6 – 5 
 В столбце свободных членов есть отрицательный элемент. Сле-
довательно, начальный опорный план отсутствует. Если посмотреть 
на график (рис. 1.11), то видим, что опорная прямая не касается об-
ласти допустимых решений. 
 
Поэтому для построения начального опорного плана разрешаю-
щий элемент выбираем следующим образом. Рассматриваем строку, 
содержащую в столбце свободных членов отрицательный элемент  
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(– 10). Видим, что в ней есть отрицательный элемент (– 2). Следова-
тельно, столбец, соответствующий этому отрицательному элементу 
(– 2) будет разрешающим. 
Затем находим минимальное отношение элементов столбца сво-







 и соответствует строке, содержащей переменную 4x . 
Строка ( 4x ) будет разрешающей, а разрешающим элементом – (– 2). 
С полученным разрешающим элементом делаем шаг симплекс-




4x  2x  
3x  3 – 1/2 – 1/2 
1x  5 – 1/2 – 3/2 
f 30 3 – 14 
Получили опорный план    0,3,0,5,,, 4321  xxxxx , который 
не является оптимальным, так как в f-строке есть отрицательные 
элементы. 
Оптимальное решение задачи линейного программирования по-
лучается последовательным улучшением опорного плана. Призна-
ком оптимальности построенного опорного плана является положи-
тельность оценок j  в f-строке симплексной таблицы для задач на 
максимум, для задач на минимум оценки j  должны быть отрица-
тельными. Положительность (отрицательность) оценок в f-строке 
является достаточным, а в случае невырожденности опорного плана 
(когда ни одна из базисных переменных не равна нулю), и необхо-
димым условием для оптимальности базисного опорного плана (для 
задачи на максимум (минимум)). 
Приведем алгоритм определения оптимального плана (для зада-
чи на максимум) 
1. Рассматриваем оценки f-строки симплексной таблицы. Если 
среди них нет отрицательных, то построенный опорный план явля-
ется оптимальным. 
Если среди оценок имеется хотя бы одна отрицательная, то план 
не оптимальный и требует улучшения. 
2. Из отрицательных оценок выбираем любую. Столбец, содер-
жащий выбранную отрицательную оценку, будет разрешающим. 
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3. Рассматриваем элементы разрешающего столбца. Если среди 
его элементов нет положительных, то задача неразрешима, так как 
целевая функция не ограничена в области допустимых решений. 
Если среди элементов разрешающего столбца есть положительные, 
то решение существует. 
4. Находим отношение элементов столбца свободных членов к 
соответствующим элементам разрешающего столбца (соотносятся 
элементы с одинаковыми знаками) и выбираем наименьшее част-
ное. Строка, соответствующая выбранному наименьшему частному, 
будет разрешающей. Элемент, стоящий на пересечении выбранных 
разрешающей строки и разрешающего столбца, будет разрешаю-
щим. 
5. С выбранным разрешающим элементом делаем шаг симплекс-
ных преобразований и переходим к пункту 1. 
З а м е ч а н и я :  1. Если среди оценок f-строки в последней симплексной таблице 
есть нуль, то полученное оптимальное решение не является единственным. 
2. Связь между задачами на минимум и максимум выражается соотношением 
 ff  maxmin . 
3. Минимальное значение целевой функции можно находить и непосредственно с 
помощью симплексной таблицы. В этом случае из f-строки исключаем оценки с положи-
тельным знаком. 
Рассмотрим примеры решения задач с помощью табличного симплекс-метода. 
Пример 1.14. Найти максимальное значение функции 



































Составим симплексную таблицу (табл. 1). Построим начальный 






1x  2x  
3x  10 4 1 
4x  12 6 2 





4x  2x  
3x  2 – 2/3 – 1/3 
1x  2 1/6 1/3 
f 16 4/3 – 10/3 
Начальный опорный план равен:    0,2,0,2,,, 4321  xxxxX . 
Значение функции на этом плане равно   16Xf . 
Так как в f-строке есть отрицательная оценка 
3
10
2  , то по-
строенный план не является оптимальным. Улучшим построенный 
опорный план. 
1. Для этого выбираем отрицательный элемент .
3
10
2   
Следовательно, столбец, соответствующий 2 , является разре-
шающим. 
2. Рассматриваем элементы разрешающего столбца. Среди них 
есть положительный. Следовательно, решение задачи существует. 
3. Находим отношение элементов столбца свободных членов к 
соответствующим элементам разрешающего столбца. У нас воз-









. Следовательно, элемент 
3
1
 есть разрешающий, а строка, содержащая переменную 1x , – раз-
решающей. 






4x  2x  
3x  4 – 1/2 1 
2x  6 1/2 3 
f 36 3 10 
Полученный опорный план является оптимальным, так как все 
оценки в f-строке положительные. 
    36*;0,4,6,0* max  XffX . 
Пример 1.15. Найти минимальное значение функции 


















Р е ш е н и е .  Решим задачу, используя соотношение: 
 ,maxmin ff   т.е. 212 xxf  . 
Так как в заданных условиях нет базиса, введем в качестве ба-
































1x  2x  
3x  – 2 – 1 – 2 
4x  10 5 2 
5x  3 2 0 




1. Так как в столбце свободных членов есть отрицательный эле-
мент (– 2), то начального опорного плана нет и опорная прямая не 
касается вершины области допустимых решений (рис. 1.12). 
 
Рассматриваем строку, содержащую этот отрицательный эле-
мент (– 2). Выбираем в ней элемент (– 1). Столбец ( 1x ), содержа-
щий выбранный отрицательный элемент принимаем за разрешаю-
щий. 
2. Находим минимальное отношение элементов столбца свобод-




















Минимальное отношение соответствует третьей строке ( 5x ), ко-
торую принимаем за разрешающую. Разрешающий элемент равен 2. 
3. С полученным разрешающим элементом делаем шаг сим-




5x  2x  
3x  – 1/2 1/2 – 2 
4x  2,5 – 5/2 2 
1x  3/2 1/2 0 




Получили начальный опорный план 
   0;5,2;2/1;0;2/3,,,, 54321  xxxxxX . 
Так как в столбце свободных членов есть отрицательный эле-
мент, построенный план не оптимальный. Улучшаем построенный 
опорный план. 
Фиксируем строку, содержащую отрицательный элемент в 
столбце свободных членов и выбираем в ней отрицательный эле-
мент (– 2). Столбец ( 2x ) будет разрешающим. 
Минимальное отношение элементов столбца свободных членов к 



















Оно соответствует строке 3x . Следовательно, строка 3x  будет 
разрешающей. Разрешающий элемент равен (– 2). С ним делаем шаг 
симплексных преобразований (табл. 3). 
 
Таблица 3 





5x  3x  
2x  1/4 – 1/4 – 1/2 
4x  2,25 – 2 1 
1x  3/2 1/2 0 
f 11/4 5/4 1/2 




























2maxmin  ff . 
Пример 1.16. Решить задачу из примера 1.15 непосредственным 
симплекс-методом. 
Р е ш е н и е .  Запишем исходную симплексную таблицу (табл. 1). 






1x  2x  
3x  – 2 –1 –2 
4x  10 5 2 
5x  3 2 0 





5x  2x  
3x  – 1/2 1/2 – 2 
4x  2,5 – 5/2 2 
1x  3/2 1/2 0 
f – 3 – 1 – 1 
 
Полученный план не является опорным, так как в столбце сво-
бодных членов есть отрицательные элементы. 
Оценки в f-строке по знаку соответствуют оптимальному значе-
нию задачи на минимум. 
Улучшаем имеющийся в табл. 2 план (табл. 3). 
 
Таблица 3 





5x  3x  
2x  1/4 1/4 – 1/2 
4x  2 – 2 1 
1x  3/2 1/2 0 
f – 11/4 – 5/4 – 1/2 
 
Построенный план – оптимальный, так как в столбце свободных 





























Согласно основной теореме линейного программирования ис-
ходная задача может иметь несколько опорных решений. Призна-
ком неоднозначного существования опорного решения при расчете 
по симплексной таблице является наличие хотя бы одной нулевой 
оценки свободной переменной. В таком случае любая выпуклая ли-















Наличие неединственного оптимального решения удобно с прак-
тической точки зрения. Варьируя параметрами  kii ,1,  , мож-
но выбрать оптимальный план, который по другим показателям, не 
учтенным целевой функцией, будет наилучшим. 
При решении задач симплекс-методом возможен случай вырож-
дения. Опорное решение, в котором хотя бы одна из базисных пе-
ременных принимает нулевое значение, называется вырожденным 
решением, а задача линейного программирования, имеющая хотя бы 
одно вырожденное решение, – вырожденной задачей. 
Наличие вырожденного решения может привести к «зациклива-
нию» процесса вычислений, т.е., после нескольких операций можно 
вернуться к ранее встречающемуся набору базисных и свободных 
переменных. Особенно опасно «зацикливание» при автоматизации 
процесса вычислений. 
Устранение «зацикливания» возможно с помощью следующего 
правила. Если на каком-то этапе расчета при выполнении 4-го пунк-
та алгоритма возникает неопределенность в выборе разрешающей 






, то следует выбирать ту строку, для которой будет 
наименьшим отношение элементов следующего столбца к разре-
шающему. Если при этом снова окажутся равные минимальные от-
43 
 
ношения, необходимо перейти к рассмотрению следующего столб-
ца, и так поступаем до тех пор, пока разрешающая строка не опре-
делится однозначно. 
1.7. Метод искусственного базиса 
Метод искусственного базиса также используется для определе-















jij xmibbxa . 
Он особенно удобен, когда число переменных значительно пре-
восходит число уравнений. 
Суть метода состоит в том, что в ограничения исходной задачи 
вводятся некоторые искусственные переменные. В целевую функ-
цию эти искусственные переменные входят с коэффициентом М (М 
– некоторое число). При этом для задачи на максимум искусствен-
ные переменные входят в целевую функцию со знаком минус, для 
задачи на минимум – со знаком плюс. 
В общем виде математическая модель рассматриваемой задачи 






















mnjx j  ,1,0 , 
где inx   – искусственные неотрицательные переменные; М – неко-
торое число. 
Составленная задача называется М-задачей. Для задачи на ми-












jj xMxcF . 
Заметим, что искусственные переменные могут вводиться не во 
все ограничения. Например, в случае, когда система исходных 
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ограничений является заданной в виде, приведенном к единичному 
базису, искусственные переменные дополнительно не вводятся. 
Может оказаться, что искусственные переменные требуется вве-
сти только в некоторые из неравенств системы ограничений, а в 
остальные, разрешенные относительно естественных базисных пе-
ременных, введение искусственных переменных не требуется. 
Решение М-задачи осуществляется симплексным методом. При 
этом через конечное число итераций будет либо найдено ее опти-
мальное решение, либо установлено, что функция F не ограничена. 
Между оптимальными решениями М-задачи и исходной существует 
связь, устанавливаемая следующей теоремой: 
Теорема 1.3. 1. Если в оптимальном плане М-задачи все искус-
ственные переменные равны нулю, то соответствующее решение 
является оптимальным планом исходной задачи. 
2. Если в оптимальном плане М-задачи хотя бы одна искус-
ственная переменная отлична от нуля, то система ограничений 
исходной задачи несовместна в области допустимых решений. 
3. Если М-задача неразрешима, то исходная задача также не-
разрешима либо по причине несовместности системы ограничений, 
либо по причине неограниченности функции. 










то при решении табличным симплекс-методом после f-строки необ-
ходимо ввести М-строку. Решение сначала осуществляется по М-
строке. Выводимые из базиса переменные можно опускать, так как 
вводить их снова в базис нецелесообразно. Процесс симплексных 
преобразований продолжается до тех пор, пока из базиса не будут 
исключены все искусственные переменные. Дальнейшие вычисле-
ния ведутся по f-строке, а М-строка опускается. 
Первоначальную симплексную таблицу для М-задачи (табл.1.2) 






1x  2x   nx  
1nx  1b  11a    na1  
2nx  2b  21a    na2  
      
mnx   mb  1ma    mna  
f  1c  2c   nc  
M  1  2   n  
 
В таблице i  – коэффициенты при переменных М-слагаемого целе-
вой функции. 




















Р е ш е н и е .  1. Составляем М-задачу. Уравнения системы огра-
ничений не разрешимы относительно естественных базисных пере-
менных. Поэтому вводим в них искусственные переменные: 5x  – в 
первое уравнение и 6x  – во второе уравнение. В результате полу-































Подставляя выражения для базисных переменных в целевую 






















1x  2x  3x  4x  
5x  2 1 1 – 1 1 
6x  24 1 14 10 – 10 
f 0 – 1 – 2 – 3 4 
M – 26 – 2 – 15 – 9 9 
4. Расчет ведем по М-строке. Сделав шаг симплексных преобра-




1x  3x  4x  
5x  2/14 13/14 – 24/14 24/14 
2x  24/14 1/14 10/14 – 10/14 
f 48/14 – 12/14 – 22/14 66/14 
M – 4/14 – 13/14 24/14 – 24/14 
 
Переменную 6x  после вывода из базиса мы исключили из даль-
нейшего рассмотрения (соответствующий ей столбец опустили). В 
этой таблице еще содержится решение М-задачи 
 0;14/2;0;0;14/24;0X . 
5. Фиксируем столбец, соответствующий 4x , и снова делаем шаг 




1x  3x  
4x  2/24 13/24 –1 
2x  596/336 154/336 0 
f 1020/336 – 370/336 1056/336 
M – 2/14 0 0 
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Полученное решение X (0; 596/336; 0; 2/24; 0; 0) является оп-
тимальным для М-задачи. Для исходной задачи это решение еще не 
является оптимальным, так как в f-строке есть отрицательная оцен-
ка. Поэтому продолжаем решение. 
6. Отбрасываем М-строку и по f-строке фиксируем первый стол-
бец. В качестве разрешающего элемента принимаем 13/24. Делаем 






1x  2/13 3x  
2x  596/182 620/39 
f 875/273 1413/273 
 
Получили оптимальный план исходной задачи 
X (2/13; 596/182; 0; 0); 273/875max f . 
Упражнения 
1. Составить математические модели задач и привести их к ка-
нонической форме (где возможно). 
1.1–1.2. Автотранспортное предприятие, обслуживающее неко-
торые районы области, располагает 18 автомобилями первого типа, 
15 автомобилями второго типа, 30 автомобилями третьего типа, ко-
торые оно может использовать для выполнения рейсов в течение 
ближайших суток. Грузоподъемность (в тоннах) известна: 4,5 – для 
автомобилей первого типа; 7 – для автомобилей второго типа; 4 – 
для автомобилей третьего типа. АТП обслуживает районы А и В. 
Району А требуется тоннаж в 800 т, а району В – в 900 т; избыточ-
ный тоннаж не оплачивается. Каждый автомобиль в течение дня 
может выполнять только три рейса. Расходы, связанные с движени-













А 23/25 5/8 1,4/2,0 
B 38/65 10/12 3,8/4,0 
П р и м е ч а н и е .  Числитель – для варианта 1, знаменатель – для варианта 2. 
1.3. Автотранспортное предприятие обслуживает один промыш-
ленный район. Объем перевозок грузов в этом районе Q. Этот объем 
по номенклатуре состоит из 4 классов грузов. Объем грузов каждого 
класса следующий: 4321 ,,, QQQQ . 
АТП имеет два типа универсального подвижного состава (т.е. 
способного осуществлять перевозки любого класса груза, но с раз-
ной эффективностью). Доход, получаемый АТП при перевозках на 
j-м типе подвижного состава груза i-го класса, равен ijP . Найти оп-
тимальное закрепление автомобилей за каждым из классов груза. 
1.4.–1.10. Сельскохозяйственное объединение «Волна» имеет 
следующие минимальные потребности в количестве самосвалов для 







Число самосвалов, требуемых в ука-





4 5 6 7 8 9 10 
2–5 1 28 25 30 26 33 40 35 
5–8 2 38 35 40 44 43 50 45 
8–11 3 70 75 90 100 95 110 105 
11–14 4 100 110 120 100 110 120 130 
14–17 5 110 120 130 120 115 135 140 
17–2 6 70 80 90 100 115 120 130 
 
При этом надо иметь в виду, что период 1 следует сразу за пери-
одом 6. Каждый автомобиль работает 6 ч. без перерыва. Обозначим 
через номер 2 число самосвалов, ежедневно приступающих к работе 
в период t. Служба эксплуатации пытается составить расписание 
выезда автомобилей таким образом, чтобы обойтись минимальным 
числом автомобилей, но не нарушая оговоренных выше условий. 
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1.11. В город ежедневно автомобильным транспортом поставля-
ется не менее 200 т картофеля из четырех колхозов. Из одного кол-
хоза картофель поставляется по цене 4 ед. за 1 т, из второго колхоза 
– по 3 ед. за 1 т, из третьего – по 2 ед. за 1 т и из четвертого – по 5 
ед. за 1 т. На погрузку 1 т картофеля тратится: в первом колхозе 3 
мин., во втором – 4 мин., в третьем – 5 мин. и в четвертом – 6 мин. 
Для своевременности поставки картофеля необходимо, чтобы сум-
марные затраты на погрузку требуемого количества картофеля не 
превышали 40 мин. Возможные поставки из колхозов составляют 
60 т, 40 т, 30 т и 50 т соответственно. Требуется так распределить 
заказы на поставку 200 т картофеля между колхозами, чтобы общая 
стоимость привозимого в город картофеля была минимальной. 
1.12. Автотранспортное предприятие, обслуживающее k фирм, 
располагает автомобилями грузоподъемностью iq . Количество по-
движного состава по их типам, объемы ожидаемых перевозок, за-
траты АТП на перевозку 1 т груза по соответствующим грузоотпра-
вителям приведены в табл. 3. Принятые в таблице обозначения: 
iq  – грузоподъемность автомобиля i -го типа, т; 
id  – количество автомобилей i-го типа на автопредприятии, ед.; 
ib  – объем перевозок j-го грузоотправителя, т; 
ijC  – затраты на перевозку 1 т груза автомобилем i -го типа от j-
го грузоотправителя, у. е.; l – количество рейсов, которое каждый 






1 2 3 4 5 6 7 8 9 10 11 12 13 
1q  5 0 8 0 7 7 0 7 7 0 7 7 6 
2q  6 6 8 6 0 8 6 6 0 6 6 8 6 
3q  8 8 8 0 8 6 8 0 8 8 8 0 6 
4q  8 8 0 8 9 9 0 9 9 9 9 0 9 
1d  18 0 12 0 20 18 0 10 12 0 30 20 14 
2d  20 12 20 30 0 16 30 12 0 10 12 12 15 
3d  15 12 10 0 10 18 20 0 16 20 18 0 16 
4d  16 12 20  20 12 0 18 18 30 20 18 13 
1b  3 1 2 1 3 1 2 2 4 3 5 2 1 
2b  2 5 2 3 1 2 3 1 3 2 1 4 5 
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3b  4 3 0 4 0 3 0 0 1 0 1 2 3 
11C  4 4 2 4 1 3 2 1 3 1 1 1 2 
12C  2 2 1 2 2 1 2 1 1 3 2 2 1 
13C  4 5 2 1 1 3 7 2 1 4 4 4 2 
21C  3 2 1 2 2 1 2 3 2 2 3 1 1 
22C  2 4 3 1 2 2 4 1 3 4 2 4 4 
23C  4 2 1 3 1 1 5 1 4 3 1 2 1 
31C  4 2 3 1 3 5 6 2 1 1 1 2 3 
32C  2 1 3 2 4 1 1 1 1 2 3 3 4 
33C  3 1 4 1 4 6 3 1 2 3 1 4 4 
l 2 1 2 3 4 3 2 2 1 5 2 3 4 
 




14 15 16 17 18 19 20 21 22 23 24 25 26 
1q  0 7 7 7 0 7 6 6 7 7 0 0 0 
2q  6 6 8 0 6 6 8 6 0 6 6 6 0 
3q  8 8 8 0 8 8 8 0 8 8 8 8 8 
4q  9 9 9 9 9 0 9 9 9 9 9 9 9 
1d  0 14 10 18 0 13 14 14 20 20 0 0 0 
2d  18 15 15 0 12 17 15 16 0 10 18 12 0 
3d  12 16 15 0 18 15 18 0 10 10 12 18 20 
4d  15 17 16 20 20 12 17 20 10 20 14 16 30 
1b  3 2 1 2 3 1 2 3 4 5 1 2 1 
2b  2 3 4 4 1 5 3 1 0 6 7 2 5 
3b  5 1 0 0 7 8 1 0 9 0 4 0 2 
11C  4 3 1 2 4 2 2 2 1 1 2 2 1 
12C  2 1 3 1 3 1 1 1 2 3 1 1 2 
13C  4 2 4 3 4 4 3 2 1 4 5 1 3 
21C  2 1 2 2 3 4 3 2 1 4 5 1 3 
22C  2 4 2 1 3 4 3 1 1 2 1 1 1 
23C  1 2 3 1 2 1 2 1 2 1 1 3 1 
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31C  3 4 3 2 1 3 2 1 3 1 2 3 4 
32C  1 4 3 1 3 1 2 3 1 4 3 2 1 
33C  2 3 1 3 1 3 2 1 3 2 1 4 1 
l 3 1 2 2 3 2 1 3 4 3 2 1 5 
 
Требуется так распределить подвижной состав, чтобы при ми-
нимальных транспортных расходах были вывезены все грузы от 
грузоотправителей. Лишний тоннаж не оплачивается. 
1.13. Фирма производит товар. Затраты на единицу товара, объ-
ем сырья на фирме, доход фирмы от реализации единицы товара 
приведены в табл. 4. 
Принятые в таблице обозначения: 
ijd  – затраты сырья i-го вида, идущие на производство товара j-
го вида, у.е.; 
ia  – объемы сырья i-го вида на фирме, у.е.; 







1 2 3 4 5 6 7 8 9 10 11 12 13 
11d  4 2 4 3 3 2 4 3 2 1 4 3 1 
12d  2 1 2 2 1 3 2 1 3 4 5 1 3 
13d  3 2 4 4 3 2 3 4 3 2 2 2 3 
21d  2 4 2 3 2 1 2 3 3 2 4 5 3 
22d  5 2 4 8 5 4 3 5 2 1 5 4 3 
23d  4 3 5 6 2 4 3 4 3 4 0 3 2 
31d  3 4 2 4 1 1 4 2 3 0 4 1 1 
32d  4 2 3 4 2 3 2 4 3 1 1 2 3 
33d  3 4 1 3 2 4 1 1 1 2 2 1 1 
1a  40 50 50 20 80 30 20 50 40 30 20 25 40 
2a  80 90 40 70 40 30 60 80 80 40 80 70 80 
3a  40 50 50 60 80 40 60 70 80 90 50 80 30 
1C  1 2 3 1 4 5 1 2 1 1 2 3 4 
2C  2 1 1 2 1 2 3 1 4 5 3 1 5 
3C  1 3 1 1 3 6 1 1 2 2 2 3 1 
 
Требуется так организовать производство, чтобы доход фирмы 
был максимальным. 
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4. Решить симплекс-методом задачи 2.1-2.44. 
 




















































































































































































ГЛАВА 2. ТЕОРИЯ ДВОЙСТВЕННОСТИ  
В ЛИНЕЙНОМ ПРОГРАММИРОВАНИИ 
2.1. Основные понятия 
Каждой задаче линейного программирования можно поставить в 
соответствие задачу, двойственную по отношению к ней. При этом 
указанные задачи будут образовывать пару взаимно двойственных 
задач. Решая одну из них, мы получаем решение и второй задачи. 
Теория двойственности расширяет область применения линейного 
программирования. 
Пусть мы имеем задачу линейного программирования вида (в 
матричной форме) 
maxCXf ; (2.1) 
BAX  ; (2.2) 
0X , (2.3) 
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где f – целевая функция, (2.2) и (2.3) – ограничения, накладываемые 
на нее. 
Тогда двойственной к ней задачей будет 
min YB ; (2.4) 
CYA  . (2.5) 
Вектор  myyyY ,,, 21  , удовлетворяющий ограничению (2.5), 
называется двойственным планом задачи (2.4)–(2.5). 


















































0iy . (2.8) 
Переменные miyi ,1,   называются двойственными оценками. 
Сопоставим модели рассматриваемых задач. 
1. Если прямая задача решается на максимум, то двойственная к 
ней – на минимум и наоборот. 
2. Коэффициенты целевой функции прямой задачи jc  становят-
ся свободными членами для ограничения двойственной задачи. 
3. Свободные члены прямой задачи ib  становятся коэффициен-
тами двойственной целевой функции. 
4. Матрица ограничений двойственной задачи является транспо-
нированной по отношению к матрице ограничений прямой задачи. 
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5. Если прямая задача решается на максимум, то ее система 
ограничений представляется неравенствами вида «меньше или рав-
но». Двойственная к ней задача решается на минимум, и ее система 
ограничений имеет вид неравенств типа «больше или равно». 
6. Число ограничений прямой (исходной) задачи равно числу пе-
ременных двойственной, а число ограничений двойственной – чис-
лу переменных прямой. 
З а м е ч а н и я .  1. В теории двойственности исходная задача предполагается упоря-
доченной, т.е. если целевая функция задачи максимизируется, то ограничения-
неравенства должны быть вида «меньше или равно», если минимизируется, то вида 
«больше или равно». Выполнение этих условий достигается умножением соответствую-
щих ограничений на (–1). 
2. Если на j-ю переменную исходной задачи не наложено условие неотрицательно-
сти, то j-е ограничение двойственной задачи будет равенством. В противном случае j-е 
ограничение будет неравенством. 
3. В двойственной задаче условие неотрицательности накладывается на те перемен-
ные, которым в исходной задаче соответствовали ограничения со знаком неравенства. 
























Р е ш е н и е .  Упорядочиваем запись исходной задачи. Так как 
решается задача на минимум, неравенства в ограничениях должны 
иметь вид «больше или равно». Умножаем первое и третье ограни-














Двойственная задача имеет три переменные, так как исходная 




























Второе и третье ограничения двойственной задачи записаны в 
виде равенства, так как в исходной задаче на соответствующие пе-
ременные 2x  и 3x  не наложено условие неотрицательности. На пе-
ременные 1y  и 3y  накладываем условие неотрицательности, так как 
в исходной задаче им соответствуют ограничения в виде нера-
венств. 
Рассмотрим некоторые частные случаи теории двойственности. 





























































Приведенные задачи образовывают пару не симметричных двой-
ственных задач. 






























































Эти задачи будут образовывать уже пару симметричных двой-
ственных задач. 
2.2. Основные теоремы двойственности 
Для удобства все рассмотрения будем вести для пары несиммет-
ричных двойственных задач. 
Лемма. 1. Для любых планов  **1 ,, nxxX   и  **1 ,, myyY   со-
ответствующих задач (*) и (**) выполняется условие 
   ** YXf  . 
2. Если для некоторых планов X* и Y* выполняется условие 
   ** YXf  , 
то планы X* и Y* являются оптимальными решениями соответ-
ствующих задач. 
1. Так как X* является планом для исходной задачи, то спра-
ведливо равенство 
BAX * . (2.8) 
Для Y, являющегося планом двойственной задачи, имеем 
CAY * . (2.9) 
Умножим равенство (2.8) слева на Y*, а равенство (2.9) – справа 
на X*: 
 **** YBYAXY  . 
Отсюда следует, что    ** XfY  . 
2. Докажем от противного. Докажем, что X* является оптималь-
ным планом исходной задачи. 
Предположим, что существует некоторый план X   такой, что 
   ** YXf  . Тогда      ** YXfXf  . А это противоречит 
первой части леммы. Следовательно, X* – оптимальный план ис-
ходной задачи. 
Теорема 2.1. (Первая теорема двойственности). 1. Если одна 
из задач (*) и (**) обладает оптимальным планом, то и другая за-
дача обладает оптимальным планом, причем 
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maxmin f , 
т.е., оптимальные значения целевых функций совпадают. 
2. Если целевая функция одной из задач двойственной пары не 
ограничена на множестве планов, то система условий другой – 
противоречива. 
1. Пусть X* – оптимальный план задачи (*). Это значит, что 
относительные оценки 
0 jj cf . 
Пусть lB  – базисная матрица, т.е. матрица, состоящая из столб-
цов, входящих в базис. Тогда 
bBX l
1*  ; 
  jlBjj PBCxff 1 , 
где jP  – единичный вектор. 
Следовательно, 
01   jjlBjj CPBCCf . 
Откуда 




Так как *1 YBC lB 
 , из последнего неравенства (2.24) имеем: 
CAY * . 
Y* удовлетворяет ограничениям функции , т.е. является реше-
нием двойственной задачи. 
Докажем, что Y* – оптимальный план. Значение  на этом плане: 
     **** 1 XfXCbBCBYY BlB   . 
Получим, что    ** XfY  . Из второй части леммы следует, 
что Y* – оптимальный план. 
2. Вторую часть теоремы докажем от противного. Пусть вторая 
задача (**) обладает планом Y*. Нам дано, что функция F неограни-
ченная. Рассмотрим ограниченную функцию   MY  * , где М – 
число. Следовательно, для функции f существует план X   такой, 
что 
   *YMXf  , 
а это противоречит первой части леммы. 
Теорема 2.2. (Вторая теорема двойственности). Если для оп-
тимального решения одной из задач какое-либо неравенство удо-
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влетворяется как строгое неравенство (т.е. 0inx  или 0kmy ), 
то соответствующая ему переменная в каждом оптимальном ре-
шении двойственной задачи ( iy  или kx ) равна нулю. Наоборот, 
если какая-то переменная ( iy  или kx ) в оптимальном решении по-
ложительна, то соответствующее ей неравенство двойственной 
задачи любым ее оптимальным решением обращается в равенство. 
Кратко: планы X* и Y* являются оптимальными тогда и только 
тогда, когда для соответствующих двойственных задач выполняют-
ся условия 
  njxcyaya jjmmjj ,1,0***11  ; 
  mybxaxa iinini ,11,0***11  . 
Н е о б х о д и м о с т ь .  Пусть X* и Y* – оптимальные планы 
двойственных задач. Следовательно, значения целевых функций для 









































    .***11*1*1*111**11 mnmnmnnnn yxaxayxaxaxcxc  
 
Перегруппируем члены: 




















jiijj cyax . 







jiij cya , то следует, что любое слагае-

















jiijj cyax . 
















ijiji bxay . 
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Д о с т а т о ч н о с т ь .  Пусть выполняется условие 
  njxcyaya jjmmjj ,1,0***11  . 
Докажем, что X* и Y* – оптимальные планы. Рассмотрим 
  **22
*
11 nnxcxcxcXf   . 
Вместо jc  напишем 
**
11 mmjj yaya   из формул (2.6), (2.7): 
   
































   ** YXf  . 
По лемме следует, что планы X*, Y* оптимальные. 
Для пары симметричных двойственных задач вторая теорема 
двойственности формулируется следующим образом: планы 
 **1 ,, nxxX   и  **1 ,, myyY   являются оптимальными тогда и 
только тогда, когда выполняются условия: 
  njxcyaya jjmmjj ,1,0***11  ; (2.10) 
  miybxaxa iinini ,1,0***11  . (2.11) 
Условия (2.10), (2.11) называются условиями, дополняющими 
нежесткости. Доказательство осуществляется аналогично преды-
дущей теореме. 
2.3. Геометрическая интерпретация двойственных задач 
Рассмотрим пару взаимно двойственных задач: 




































Обе задачи содержат по две переменные. Следовательно, они 
легко разрешимы. По системе ограничений исходной задачи строим 
область допустимых решений (рис. 2.1). Затем строим опорную 
прямую 0f . Для получения точки максимума перемещаем по-
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строенную опорную прямую f параллельно самой себе в направле-
нии вектора c . Точкой максимума будет вершина, в которой опор-
ная прямая в последний раз коснется области своего определения. В 










1max  xxf . 
 
Теперь найдем графическое решение для двойственной задачи. 
Так же, как и в исходной задаче, строим область допустимых реше-
ний (рис. 2.2). Область строится по системе ограничений двой-
ственной задачи. Затем строим опорную прямую 0  и перемеща-
ем ее параллельно самой себе. Точка, в которой опорная прямая при 
перемещении в направлении вектора c  в первый раз коснется об-
ласти допустимых решений, будет точкой минимума. Для нашего 







Между переменными пары взаимно двойственных задач суще-



























т.е. базисным переменным исходной задачи соответствуют свобод-



























базисным переменным двойственной задачи соответствуют свобод-
ные переменные исходной задачи. Следовательно, по решению ис-



















































1y  2y  
3y  4 6 3 
4y  2 5 4 
5y  6 1 2 





1y  4y  
3y  2,5   
2y  0,5   
5y  5   
 3 3,5 1,5 









1  yyyyy . 
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Для определения решения исходной задачи из полученной таб-
лицы выпишем план    0;5,1;0;0;5,3,,,, 54321  yyyyyY . Тогда, 
на основании соответствия между переменными, получим: 
 























2.4. Двойственный симплекс-метод 
Помимо прямого симплекс-метода для решения задач линейного 
программирования используется так называемый двойственный 
симплекс-метод. При нем решение задачи распадается на два этапа. 
На первом этапе исключаем отрицательные оценки (для задачи на 
минимум). На втором этапе избавляемся от отрицательных элемен-
тов в столбце свободных членов. 
Приведем алгоритм двойственного симплекс-метода. 
1-й э т а п : 1. Просматриваются коэффициенты -строки сим-
плексной таблицы. Если среди них нет отрицательных, переходим к 
пункту 1 2-го этапа. 
2. Если в -строке имеется отрицательная оценка, то выделяем 
столбец, содержащий этот элемент, 
3. В выделенном столбце отыскиваем отрицательный элемент и 
содержащую его строку берем разрешающей. Если в выделенном 
столбце нет отрицательных чисел, то задача не имеет решения. 
4. Определяем отношения элементов -строки к соответствую-
щим элементам разрешающей строки и по наименьшему из этих 
отношений определяем разрешающий столбец. Элемент, стоящий 
на пересечении выделенной строки и столбца, будет разрешающим. 
5. По найденному разрешающему элементу делаем шаг сим-
плексных преобразований и переходим к шагу 1. 
2-й э т а п : 1. Просматриваем столбец свободных членов. Если 
среди его элементов нет отрицательных – оптимальное решение 
достигнуто. 
2. Если в столбце свободных членов есть отрицательные элемен-
ты, то среди них выбираем наименьший. Этот элемент определяет 
разрешающую строку. 
3. Определяем отношения элементов -строки к элементам вы-
деленной разрешающей строки. Выбираем наименьшее отношение. 
Оно будет определять разрешающий столбец и, следовательно, раз-
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решающий элемент. Если в разрешающей строке нет положитель-
ных элементов, то задача не имеет решения. 
4. С найденным разрешающим элементом делаем шаг симплекс-
ных преобразований. Переходим к пункту 1. 
З а м е ч а н и е .  При решении задачи на максимум необходимо сделать замену 
   XX   и найти минимум полученной функции. Искомый максимум будет 
равен минимуму функции  X , взятому со знаком минус. 
Пример 2.3. Двойственным симплекс-методом найти минимум 
функции 
























1x  2x  
3x  8 2 – 2 
4x  10 – 1 4 
5x  – 12 2 2 
 0 4 – 4 
 
Так как в -строке имеется отрицательная оценка (–4), то второй 
столбец считаем выделенным. В нем содержится единственное от-
рицательное число (–2). Строку, содержащую этот элемент, выделя-






























Из двух одинаковых отношений выбираем любое. Для примера 







1x  3x  
2x  4 1 – 1/2 
4x  26 3 – 2 
5x  – 4 4 – 1 
 – 16 0 2 
  
Смотрим элементы -строки (табл. 2). Среди них нет отрица-
тельных. Поэтому переходим ко второму этапу алгоритма. Про-
сматриваем элементы столбца свободных членов. Среди них есть 
( 4 ). Следовательно, полученный план не является оптимальным. 
Принимаем строку, содержащую этот элемент (третью), за разре-
шающую. Так как в -строке есть нуль, имеет место случай вырож-
дения. Над нулем имеется число (4). Следовательно, разрешающим 
будет первый столбец. С разрешающим элементом (4) делаем шаг 





5x  3x  
2x  5   
4x  29   
1x  1   
 – 16 0 2 
 
Найденный план – оптимальный. 
      16*min;0;29;0;5;1,,,, 54321   XXXXXXX . 












































































1y  2y  
3y  5 – 1 – 2 
4y  1 – 1 – 1 
5y  3 – 2 – 1 
 0 – 1 – 2 
 
В -строке выделяем отрицательную оценку (– 2). Столбец (–
2y ) будет выделенным. В нем есть отрицательные элементы. Сле-
довательно, задача имеет решение. Фиксируем в столбце (– 2y ) эле-
мент  

















Из двух одинаковых отношений берем, например, первое. Стол-
бец (– 2y ) будет разрешающим. С разрешающим элементом (– 2) 










1y  3y  
2y  5/2 – 1/2 – 1/2 
4y  – 3/2 – 1/2 1/2 
5y  1/2 – 3/2 1/2 
 – 5 0 1 
 
В полученной таблице нет оптимального решения, так как в 
столбце свободных членов есть отрицательный. Фиксируем этот 










. Столбец (– 3y ) будет разрешающим, а 
элемент (1/2) – разрешающим. С этим элементом делаем шаг сим-
плексных преобразований (табл. 3). 
 
Таблица 3 





1y  4y  
2y  1 – 1 – 1 
3y  3 1 2 
5y  2 – 2 1 
 – 2 1 2 
 
Среди элементов столбца свободных членов нет отрицательных. 
Следовательно, полученное решение является оптимальным. 
      2*min;0;0;3;1;0,,,, 54321   YYYYYYY . 
Приведем анализ решения задач линейного программирования. 
Теорема 2.3. В оптимальном решении двойственной задачи зна-




 max  
для исходной задачи. *iy  является мерой чувствительности, к при-
меру, максимальной прибыли к изменению объема i-го ресурса. В 
этом заключается физический смысл двойственных переменных. 
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Если 0* iy , то увеличение объема i -го ресурса ведет к увели-
чению максимальной прибыли и тем эффективнее, чем больше *iy . 
При 0* iy  к увеличению максимальной прибыли ведет уменьше-
ние объема i-го ресурса. 
Оптимальный двойственный план Y* можно извлечь из послед-
ней таблицы прямого симплекс-метода, соответствующей опти-
мальному прямому плану X*, на основе соответствия между пере-
менными двойственных задач. 
Упражнения 




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Глава 3. НЕЛИНЕЙНОЕ ПРОГРАММИРОВАНИЕ 
3.1. Общие сведения о задачах нелинейного программирования 
Нелинейное программирование применяется для решения задач, 
в которых либо целевая функция, либо система ограничений (либо и 
та и другая) содержат выражения, нелинейные относительно пере-
менных. В общем виде такая задача записывается следующим обра-
зом: 
   minmax,,, 21  nxxxff   (3.1) 
при условии, что 
    mibxxx inii ,1,,,,,, 21   ; (3.2) 
njx j ,1,0  . (3.3) 
Целевая функция, представимая в виде суммы n функций, каж-
дая из которых является функцией только одной переменной, назы-
вается сепарабельной. 
В зависимости от наличия или отсутствия ограничений, накла-
дываемых на переменные njx j ,1,  , а также от особенностей це-
левой функции  Xff   различают: 
а) безусловный абсолютный (глобальный) максимум (минимум); 
б) безусловный относительный (локальный) максимум (мини-
мум); 
в) условный абсолютный максимум (минимум); 
г) условный относительный максимум (минимум). 
1. Если в задаче отсутствуют ограничения, то говорят, что 
    n
ii
xXXf
1  в точке X* имеет безусловный абсолютный (гло-
бальный) максимум, если    XfXf *  для любых X. 
2. Если    XfXf * , то в точке X* имеется абсолютный (гло-
бальный) минимум. 
3. Если неравенство    XfXf *  выполняется не для всех X, а 
только для точек, лежащих в некоторой 0  окрестности ( 0 ) 
точки X*, то X* является точкой относительного (локального) мак-
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симума. Аналогично для минимума. 
Локальный максимум может быть существенно меньше глобаль-
ного. С другой стороны, глобальный максимум является, конечно, и 
локальным. Для решения задач нелинейного программирования 
может использоваться симплексный алгоритм. Его применение свя-
зано с соответствующим преобразованием исходной задачи. Другим 
методом является динамическое программирование, градиентные 
методы. Чаще всего указанные методы используются при решении 
задачи с выпуклыми функциями  Xf  и  X . 
Определение 1. Функция  Xf , определенная на выпуклом мно-
жестве X, называется выпуклой, если для любых точек X   и X   из 
этого множества и любого 10   справедливо неравенство 
        XfXfXXf  11 . 
Определение 2. Функция  Xf , определенная на выпуклом мно-
жестве X, называется вогнутой, если для любых точек X   и X   из 
этого множества и любого 10   справедливо неравенство 
        XfXfXXf  11 . 
График вогнутой функции приведен на рис. 3.1, а, график вы-
пуклой функции приведен на рис. 3.1, б. 
 
Рассмотрим свойства выпуклых и вогнутых функций. 
1. Если функции  Xfi  являются выпуклыми на некотором вы-
пуклом множестве X, то линейная комбинация этих функций на 
множестве X тоже будет выпуклой. 
2. Если  X  – выпуклая функция при всех 0X , то выпуклым 
будет и множество решений системы   0,  XBX . 
3. Выпуклая функция  Xf , определенная на выпуклом множе-
стве X, непрерывна в любой внутренней точке этого множества. 
4. Если выпуклая функция дифференцируема во внутренних 
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точках множества X, то для любых внутренних точек 1X  и 2X  мо-
жет иметь место неравенство 
       12112 XXXfXfXf  , 
где f  – градиент функции  Xf . 
5. Если выпуклая функция  Xf , определенная на выпуклом 
множестве X, достигает своего глобального минимума в точке 
XX i , то градиент функции в этой точке 
  0 iXf . 
6. Локальный минимум выпуклой функции  Xf , определенной 
на выпуклом множестве X, совпадает с ее глобальным минимумом 
на этом множестве. 
7. Функция  Xf  будет выпуклой, если ее вторые частные про-
изводные образуют матрицу, в которой все главные миноры (мино-
ры, расположенные в ее левом верхнем углу) неотрицательны. 
Рассмотрим особенности решения задач нелинейного програм-
мирования. 
1. Множество допустимых решений, удовлетворяющих услови-
ям (3.1)–(3.3), является выпуклым. 
2. При нелинейной целевой функции экстремум может дости-
гаться не только на границе, но и внутри области допустимых ре-
шений. В области допустимых решений может быть несколько ло-
кальных экстремумов. 
3. Если в задачах линейного программирования (рис. 3.2, а) ги-
перплоскости, соответствующие различным значениям целевой 
функции, параллельны, то в нелинейном программировании они 
имеют вид эллипса (рис. 3.2, б). 
 
Для задач нелинейного программирования, имеющих отличные 
от глобального локальные оптимумы, большинство вычислитель-
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ных методов позволяют найти именно локальный оптимум. Един-
ственный вычислительный метод, приводящий к глобальному оп-
тимуму независимо от числа локальных экстремумов, – динамиче-
ское программирование. 
3.2. Задачи на безусловный экстремум 
3.2.1. Общие сведения. Рассмотрим задачу   nXXf Rmin, , 
где скалярная дифференцируемая функция  Xf  определена и не-
прерывна в каждой точке nR . Точка X* называется оптимальным 
планом или точкой глобального минимума, если 
    nXXfXf R ,min* . 
Необходимым условием существования экстремума у рассмат-











Точки X*, удовлетворяющие системе (3.4), называются стацио-
нарными или точками, подозреваемыми на экстремум. 
Достаточным условием для оптимальности стационарной точки 
X* является положительность матрицы  *XG  (для задачи на ми-



















Матрица G называется положительной, если для 
0,  XX nR , выполняется неравенство 0GXX . 
Приведем аналитическое решение такой задачи: 









2. Решается составленная система, и находятся все стационарные 
точки. 
3. Для каждой стационарной точки *iX  составляется матрица 














XG ii  и проверяется на знакоопределенность. Если 
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 *iXG  положительна, то *iX  – точка локального минимума. 
Знакоопределенность матрицы  *XG  может быть проверена с 
помощью критерия Сильвестра: для того чтобы матрица 
 njnigG ij ,1,,1,   была положительна, необходимо и доста-
точно, чтобы все ее главные миноры были положительны. 
Пример 3.1. Найти все точки безусловного экстремума у функ-
ции 
     221
2
2121 11,  xxxxxxf . 
Р е ш е н и е . 1. Определяем производные от заданной функции и 
приравниваем их к нулю: 
 
   
 
































2. Решаем полученную систему уравнений и определяем коор-










Стационарная точка имеет координаты  1,0* X . 
3. Вычисляем производные 2-го порядка: 


































4. Составляем матрицу  *XG , где X* — стационарная точка: 
 
   





























































5. Проверяем знакоопределенность матрицы с помощью крите-
рия Сильвестра: 
016;04 21  GG , 
где 21,GG  – главные миноры. 
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Так как оба главных минора положительные, то матрица поло-
жительная. Следовательно, точка  1,0*X  является точкой мини-
мума, а исследуемая функция в этой точке будет иметь минималь-
ное значение   4, 21min xxf . 
Другими наиболее простыми методами для решения указанных 
задач являются: метод деления пополам и метод золотого сечения. 
3.2.2. Метод деления пополам. В основе метода деления попо-
лам лежит поиск экстремума функции путем последовательного 
деления отрезка пополам. Суть метода состоит в следующем. Пусть 
функция  Xf  определена и непрерывна на отрезке  ba, . Требует-
ся на данном отрезке найти экстремум функции. Приведем алго-
ритм рассматриваемого метода. 
1. Вычисляем значения целевой функции  Xf  в точках ax 1  
и bx 2 . 
2. Делим отрезок  ba,  точками 43, xx  и 5x  на четыре равные 
части. 
3. Находим значения целевой функции в точках 543 ,, xxx : 
     543 ,, xfxfxf . 
4. Среди чисел  ixf  выбираем экстремальное. Пусть 
       5,4,3,2,1,minmax1  ixfxf ik . В силу унимодальности 
функции  Xf  точка экстремума находится на отрезке  11,  kk xx , 
длина которого по построению равна половине длины исходного 
отрезка  ba, . 
5. Отрезок  11,  kk xx  точками 876 ,, xxx  делим на четыре рав-
ные части. 
6. Вычисляем      876 ,, xfxfxf  и 
       1,7,6,1,minmax2  kkixfxf ik . Точка экстремума 
должна попасть на отрезок  2 12 1,  kk xx  и т.д. Процесс деления про-
должается до тех пор, пока значения границ локализации экстрему-
ма nkx 1  и 
n
kx 1  не совпадут с заданной точностью 0 : 
  11 kk xx . 
Тогда в качестве экстремального значения можно принять 









Пример 3.2. С помощью метода деления пополам найти мини-
мальное значение функции   1882  xxXf  на отрезке  11,3 . 
Точку X* определить с точностью 4,0 . 
Р е ш е н и е . 1. а)    11;3, ba ; 
б) делим отрезок [3, 11] на 4 равные части (рис. 3.3) и обозначаем 
точки: 11,9,7,5,3 25431  xxxxx ; 
 
 































г) выбираем     3min 3  xfxf i  и обозначаем точку, в которой 
функция имеет минимальное значение kx : 53  xxk ; 
д) берем отрезок      7,3,, 4111  xxxx kk . 
2. а) обозначаем    7,3, 11 ba : 
1111 ;   kk xbxa ; 
б) делим отрезок  ii ba ,  и обозначаем: 
6,5,4,3 7361  xxxx , 74 x ; 
в)       3;218484;3 3
2
61  xfxfxf ; 
    11;618686 4
2
7  xfxf ; 
г)     4;2min 66  xxxfxf ki ; 
д) берем отрезок      5,3,, 3111  xxxx kk ; 
е) проверяем условие 4,023511   kk xx . 
3. а) Обозначаем    5,3, 22 ba : 
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5;3 3212  xbxa ; 
б) делим  22 ,ba  и обозначаем: 
5;5,4;4;5,3;3 39681  xxxxx ; 
в)       2;25,2185,385,3;3 6
2
81  xfxfxf ; 
    3;25,2185,485,4 3
2
9  xfxf ; 
г)     4;2min 66  xxxfxf ki ; 
д)      5,4;5,3,, 9811  xxxx kk ; 
е) проверяем 4,015,35,411   kk xx . 
4. а) Обозначаем    5,4;5,3, 33 ba : 
5,4;5,3 33  ba ; 
б) 5,4;25,4;4;75,3;5,3 9116108  xxxxx ; 
в)       2;06,21875,3875,3;25,2 6
2
108  xfxfxf ; 
    25,2;06,21825,4825,4 9
2
11  xfxf ; 
г)     4;2min 66  xxxfxf ki ; 
д)      25,4;75,3,, 111011  xxxx kk ; 
е) 4,05,075,325,411   kk xx . 
5. а)    25,4;75,3, 44 ba : 
25,4;75,3 113103  xbxa ; 
б) 25,4;125,4;4;875,3;75,3 111361210  xxxxx ; 
в)       2;06,218875,38875,3;06,2 6
2
1210  xfxfxf ; 
    06,2;01,218125,48125,4 11
2
13  xfxf ; 
г)     4;2min 66  xxxfxf ki ; 
д)      125,4;875,3,, 131211  xxxx kk ; 
е) 4,025,0875,3125,411   kk xx . 
В связи с тем, что 
  11 kk xx , 












и   2* Xf . 
3.2.2. Метод золотого сечения. Метод золотого сечения приме-
няется для отыскания экстремума унимодальной функции на задан-
ном отрезке  ba,  с заданной точностью. Функция называется уни-
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модальной, если существует точка  bax ,*  такая, что с одной сто-
роны от нее функция убывает, а с другой – возрастает. Унимодаль-
ная функция может быть непрерывной, ломаной, разрывной. 
В методе золотого сечения деление отрезка осуществляется та-
ким образом, что большая его часть является средней пропорцио-
нальной величиной между всем отрезком и его меньшей частью. 








т.е., X находится из квадратного уравнения 022  LLXX . 
Рассмотрим последовательность решения задачи на минимум с 
использованием рассматриваемого метода. 
1. Вычисляем значения целевой функции на концах отрезка 
 ba, : в точках x1 = a и bx 2 . 
2. Сравниваем вычисленные значения: а) если )()( 21 xfxf   при 
21 xx  , то точка минимума функции находится на отрезке ],[ 1 bx  
(рис. 3.4); если )()( 21 xfxf   при 12 xx  , точка минимума находит-
ся на отрезке ],[ 2xa  (рис. 3.5); в) если )()( 21 xfxf   при 21 xx  , то 
],[* 21 xxX  . 





























Далее процесс повторяется. Для отрезка [a1, b1], где a1 совпадает 
с точкой x1 либо b1 совпадает с точкой x2, снова выбираются точки 
деления, удовлетворяющие условиям а) и б), и т.д. Пусть [an, bn] – 


















Новый отрезок локализации имеет вид  nn xa 2, , если    nn xfxf 21  , 
либо  nn bx ,1 , если    nn xfxf 21  . Процесс вычислений повторяется 
до тех пор, пока не выполнится условие 
 nn xx 21 , где   – заданная точность. 
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Пример 3.3. С помощью метода золотого сечения на отрезке 
]11,3[  найти минимальное значение функции 188)( 2  xxxf . 
Точка X* определяется с точностью 4,0 . 
Р е ш е н и е . 1. а) 3a , 11b ; 
04,638,0)311(338,0)(11  abax ; 
96,738,0)311(1138,0)(12  abbx ; 
б)   1616,61804,6804,6188 2211  xxxf ; 
  6816,171896,7896,7188 2212  xxxf ; 
в) так как    1211 xxf  , следует, что  12,* xaX  ; 
г) переобозначаем 31 a ; 96,7
1
21  xb . 
2. а) 88,438,0)396,7(338,0)( 111
2
1  abax ; 
07,638,0)396,7(96,738,0)( 111
2
2  abbx ; 
б)   77,21888,4888,4 221 xf ; 
  28,61807,6807,6 222 xf ; 
в) так как      1212221 , xaXxxf  ; 
г) переобозначаем 32 a ; 07,6
2
22  xb ; 
д) проверяем 4,019,188,407,621
2
2  xx . 
3. а) 16,438,0)307,6(338,0)( 222
3
1  abax ; 
90,438,0)307,6(07,638,0)( 222
3
2  abbx ; 
б) проверяем 4,074,016,490,431
3
2  xx ; 
в)   02,21816,4816,4 231 xf ; 
  81,2189,489,4 232 xf ; 
г) так как      3223231 ,* xaXxfxf  ; 
д) переобозначаем: 33 a ; 9,4
3
23  xb . 
4. а) 72,338,0)39,4(338,0)( 333
4
1  abax ; 
17,438,0)390,4(90,438,0)( 333
4
2  abax ; 
б)   0784,21872,3872,3 241 xf ; 





2  xx ; 
г) так как      3414241 ,* bxXxfxf  ; 
д) переобозначаем: 72,34 a ; 90,44 b . 
5. а) 16,438,0)72,39,4(72,338,0)( 444
5
1  abax ; 
16,438,0)72,39,4(9,438,0)( 444
5
2  abbx ; 
б) проверяем 4,029,016,445,451
5
2  xx . 







В точке 133,4)305,4(;45,4*  fX . Это наименьшее значение 
функции на рассматриваемом отрезке [3, 11] с точностью 4,0 . 
3.3. Задачи с ограничениями типа равенств 
Задача нелинейного программирования, содержащая целевую 
функцию и ограничения, называется задачей на условный экстре-
мум. В общем виде она записывается следующим образом: 
  max(min),...,, 21  nxxxff  
при ограничениях: 
    mibxxx inii ,1,,,,...,, 21  . 
Это классическая задача оптимизации. 
Рассмотрим случай, когда ограничения имеют знак равенства: 
  max(min),...,, 21  nxxxff  
при ограничениях: 
  mibxxx inii ,1,,...,, 21  . (3.5) 
Функции  nxxxff ,...,, 21  и  nxxx ,...,, 21  являются непре-
рывными вместе с частными производными. 
Для определения условного экстремума в этом случае широко 
используется функция Лагранжа 
   )()(, xBXfXF  , 
где   – постоянный множитель (множитель Лагранжа); X – вектор 
переменных. 
Для функции двух переменных при двух ограничениях функция 
Лагранжа имеет вид 
         2122221111212121 ,,,,,, xxbxxbxxfxxF  . 
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Для случая n переменных и m ограничений 








 nxxxX ,...,, 21 ,  m ,...,, 21 . 
В функцию Лагранжа вводится столько неопределенных множи-
телей, сколько имеется дополнительных уравнений связи (ограни-
чений). 
Для того чтобы функция  nxxxf ,...,, 21  имела в точке X* 














































Эти необходимые условия получаются приравниванием к нулю 






















, mi ,1 . 
З а м е ч а н и я . При вычислении частных производных все переменные считаются 
независимыми. 
Для того чтобы функция f(X) в точке X* имела условный макси-
мум, д о с т а т о ч н о , чтобы второй дифференциал функции Ла-
гранжа был меньше нуля   0*2 XFd . Для существования услов-
ного минимума достаточно, чтобы   0*2 XFd . Для функции двух 

































Рассматриваемый метод называется методом множителей Ла-
гранжа. 
Приведем алгоритм метода множителей Лагранжа. 
1. Составляем функцию Лагранжа –  ,XF . 






























, mi ,1 . 
3. По стационарным точкам с помощью второго дифференциала 
определяем точки, в которых функция f достигает экстремума при 
наличии ограничений типа равенства. 
В случае трех и более переменных экстремум лучше определять 
по квадратичной форме с помощью критерия Сильвестра. Если в 
данной точке квадратичная форма положительно определена, то эта 
точка является точкой локального условного минимума. 
Если в данной точке квадратичная форма неотрицательно опре-
делена, то эта точка остается подозреваемой на условный минимум. 
В остальных случаях рассматриваемая точка не является точкой 
локального условного минимума. 
Примеры матриц квадратичных форм функций: 












































































































































































































Рассмотренный метод имеет недостатки. 
1. Он не позволяет непосредственно получать точки глобального 
экстремума функции. 
2. Применение дифференциального исчисления может привести 
к системе нелинейных уравнений, вызывающих трудности при их 
решении. 
Множители Лагранжа имеют экономическую интерпретацию. 
Если f представляет собой доход или затраты, а bi – объемы не-
которых ресурсов, то множители Лагранжа i  будут показывать, 
как изменится доход или затраты, если количество ресурсов i-го 
вида увеличится на единицу. 
Пример 3.4. Найти экстремум функции 21 268 xxf  , если 
12 22
2
1  xx . 
Р е ш е н и е . 1. Составляем функцию Лагранжа 
     22212121 21268,, xxxxxxF  . 
















































382  ; 
2
19
1  ; 
2
19




1 x ; 
192
2/
2 x ; 
19
23//
1 x ; 
192
2//
2 x . 
































1  Fd . 































2   0















имеется условный минимум: 4,1min f . 
Пример 3.5. Решить задачу min)4()2( 22  yx  при усло-
вии, что 
052  yx ; 
142  yx ; 
0,0  yx , 
используя метод неопределенных множителей Лагранжа. 
Р е ш е н и е . 1. Составляем функцию Лагранжа. Так как у нас 
имеется два ограничения, то функция Лагранжа примет вид 
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     























2. Находим частные производные от функции Лагранжа и при-































3. Решаем полученную систему уравнений и определяем стацио-
нарную точку. Для этого: 










































































































































21  ; 











































































































5. Так как дифференциал 2-го порядка от функции Лагранжа 













*X  будет иметь минимум. Значение функции в этой 
точке будет равно 




















































3.4. Задачи с ограничениями типа неравенств 
Метод множителей Лагранжа распространяется и на случай, ко-
гда переменные неотрицательны и некоторые ограничения заданы в 
форме неравенств. 
Рассмотрим три характерных типа задач рассматриваемого клас-
са. 
I. Начнем с задачи определения глобального экстремума функ-
ции 
max(min))(  Xff  
при условиях, что 
ibX  )( , mi ,1 , nm   и 0x . 
Экстремум целевой функции такой задачи может достигаться 
либо внутри области допустимых решений, где все 0ix , либо на 
границе, когда хотя бы одна из ix  равна нулю. Если экстремум до-
стигается во внутренней точке области допустимых решений, то эта 
точка удовлетворяет задаче 
max(min))(  Xff ; 
  ii bX  , mi ,1 . (3.6) 
Первый шаг включает определение всех решений системы (3.6) и 
целевой функции f для каждого из этих решений. Исследование ве-
дется в следующей последовательности. 
1. Приравниваем к нулю одну из переменных. 






























j  (3.7) 
Так как одна переменная приравнена к нулю, полученная систе-
ма будет содержать )1( n  переменную и m ограничений. 
3. Находим все решения системы (3.7), лежащие внутри области 
допустимых решений. 
4. Определяем значение f для каждого из этих решений. 
5. Приравниваем к нулю следующую переменную и переходим к 
шагу 2. Шаги 2 – 5 повторяем до тех пор, пока не будут рассмотре-
ны все переменные. Заметим, что очередность приравнивания к ну-
лю переменных не имеет никакого значения. 
6. Затем приравниваем к нулю две переменные. Система (3.7) в 
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этом случае будет содержать n минус 2 переменные и m ограниче-
ний. 
7. Находим все решения составленной задачи, лежащие внутри 
области допустимых решений. 
8. Вычисляем значения f для каждого полученного решения. 
9. Приравниваем к нулю следующие две переменные, и перехо-
дим к шагу 6. Шаги 6 – 9 повторяем до тех пор, пока не будут рас-
смотрены все возможные сочетания двух переменных. 
10. Аналогичным образом поступаем с тремя переменными 
(приравниваем к нулю три переменные). И так далее. 
Абсолютным максимумом является наибольшее значение из всех 
f, абсолютным минимумом – наименьшее значение из всех f. Про-
цесс вычислений продолжается до тех пор, пока число ограничений 
не станет равным числу переменных, т.е. одновременно приравни-
вать к нулю можно не более n минус m переменных. Если не все 
переменные подчинены требованию неотрицательности, то к нулю 
в этом случае приравниваются лишь те переменные, которые под-
чинены этому требованию. 
II. Задача нелинейного программирования, когда ограничения 
неотрицательности переменных сняты, но некоторые из основных 
ограничений имеют форму неравенств: 
 minmax)(  Xff ; 
ii bX  )( , si ,1 ; (3.8) 
ii bX  )( , csi ,1 ; (3.9) 
ii bX  )(  mci ,1 . (3.10) 
Введя неотрицательные вспомогательные переменные xsi и xci в 
ограничениях (3.8) и (3.9), сведем рассматриваемую задачу к слу-
чаю, когда ограничения – строгие равенства, но наложено требова-
ние неотрицательности переменных. Дополнительные переменные 
xsi и xci не входят в выражение целевой функции f. 
Определение глобального экстремума функции f осуществляется 
внутри области допустимых решений, где все дополнительные пе-
ременные 0tix , и на границе, где все 0tix . 
III. Если 0tix , функция Лагранжа имеет вид 
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, nj ,1  
следует, что все частные производные от F по всем переменным, 
включая xsi и xci, должны быть равны нулю. Приравнивая к нулю 














, csj ,1 . 
Следовательно, если экстремум достигается при 0six , 0cix , то 
ограничения-неравенства (3.8) – (3.9) можно не учитывать, так как 
соответствующие множители i  тождественно обращаются в нуль. 
Если предположить, что какая-то из переменных xsi или xci равна 
нулю, то это говорит о том, что соответствующее ограничение вы-
полняется как строгое равенство. Для них 0i . Таким образом, в 
точке экстремума или дополнительные переменные или соответ-
ствующие множители Лагранжа i  равны нулю. Следовательно, 
для того чтобы найти глобальный экстремум функции f при нали-
чии ограничений, необходимо: 
1. Найти все решения системы уравнений для случая, когда от-
брошены ограничения в форме неравенства и для каждого из них 
вычислить значение f. 
2. К системе исходных ограничений – равенств добавить одно 
неравенство, затем другое и т.д. 
3. Шаг 2 повторить для случаев подключения по два неравен-
ства. Процесс продолжить до тех пор, пока не будут подключены 
все неравенства. Экстремальное значение f равно наибольшему или 
наименьшему из полученных значений f, если рассматривать лишь 
те решения, которые удовлетворяют всем ограничениям. 
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3.5. Градиентные методы 
Если система уравнений (3.5) не может быть решена аналитиче-
ски, то для решения задачи применяются численные методы, 
наиболее распространенными из которых являются градиентные. 
Сущность градиентных методов заключается в следующем. Допу-
стим, требуется найти )((min)max Xf . 
Решение осуществляем в последовательности: 
1. Выбираем произвольную начальную точку 0x , принадлежа-
щую области определения функции. 
2. Выясняем направление градиента функции в точке 0x . 
3. Осуществляем перемещение из точки 0x  на величину, равную 
некоторому шагу, в точку 1x . Перемещение ведется в направлении 
вектора градиента, если определяется )(max Xf , и в направлении 
антиградиента, если определяется )(min Xf . В точке 1x  устанавли-
ваем новое градиентное направление и процесс вычислений повто-
ряем. Признаком достижения экстремума служит обращение в нуль 
градиента 0f . Таким образом, строится последовательность 
точек nxxx ,...,, 10 , сходящаяся к точке максимума (минимума) X*. 
Эти методы позволяют получать точное решение за бесконечное 
число шагов и в редких случаях – за конечное. Поэтому они отно-
сятся к приближенным методам решения. На рис. 3.6 показано дви-
жение в направлении вектора градиента до получения решения за-
дачи. 






Знак плюс – для определения максимума функции, знак минус –
минимума,   – шаг перехода из одной точки 
 kx








Одним из преимуществ градиентных методов является то, что 
итерационный процесс может быть начат с любого допустимого 
решения, т.е. нет необходимости в какой-либо специальной форме 
начального допустимого решения (например, базисной). 
Среди градиентных методов выделяются: метод градиентного 
спуска (подъема) и метод наискорейшего спуска (подъема). В осно-
ве отличия указанных методов лежит различный способ выбора ве-
личины шага  . Рассмотрим простейшие градиентные методы. 
I. Метод градиентного спуска (подъема). Применяется для ре-






Знак минус относится к задаче на минимум, знак плюс – к задаче 
на максимум. 
Направление спуска из точки x
k



















 )( . Очередное приближение 
 kkk xfxx 1 . После определения очередного приближения 
x
k+1
 проверяется неравенство (для задачи на min):    kk xfxf 1 . 
Если это условие выполняется, итерация закончена. Увеличиваем 
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шаг на единицу и процесс вычисления повторяем снова. Если же 
   kk xfxf 1 , то величина k  уменьшается (обычно делится по-
полам) и производится вычисление очередного приближения. Для 
задачи на максимум проверяется, соответственно, условие 
   kk xfxf 1 . 
Первоначальное значение k  задается произвольно. 
Пример 3.6. Решить методом градиентного спуска следующую 
задачу нелинейного программирования: 




121  xxxxxxf . 
Решение начать от точки  8,20 x . 




11682228222)( 220 xf . 
























Следовательно,  30;6)( 0  xf . 
3. Определяем координаты точки х
1
, куда мы придем, двигаясь в 

































2 xxfxx . 


































Находим, что    0,01  xf . 
Так как координаты вектора градиента, выходящего из точки 1x  
равны нулю, дальнейшие вычисления прекращаем. Точка 1x  явля-
ется точкой минимума для рассматриваемой функции. Минималь-
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ное значение функции в этой точке равно   1, 1211min  xxff . 
В решении таких задач сложным является выбор длины шага. 
Если длина шага большая, то есть опасность зацикливания. При ма-
лом шаге сходимость может оказаться очень медленной. 
Трудности, связанные с выбором длины шага, преодолеваются в  
методе наискорейшего спуска (подъема) Коши. 
II. Метод наискорейшего спуска (подъема). После выбора 
начальной точки x
0
 находится  0grad xf . В направлении градиента 
(антиградиента) делается шаг. Если значение целевой функции в 
результате шага увеличилось (уменьшилось) для задачи на макси-
мум (минимум), то делается еще один шаг и т.д. Движение вдоль 
этого направления идет до тех пор, пока функция не перестанет 
возрастать (убывать). Находим точку, в которой в заданном направ-
лении функция достигает максимума (минимума). Пусть это точка 
x
1
. Для нее вычисляем новое градиентное направление  1xf . 
Вдоль него перемещаемся до тех пор, пока целевая функция не пе-
рестанет возрастать (убывать) и т.д. (рис. 3.7). 
 
В общем виде 
)(1 kk
kk xfxx  . 
Величина шага k  выбирается из условия 











Направление вектора градиента f  в точке kx  является касатель-
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ным к линии уровня поверхности )(xf  в точке 1kx . Градиент в 
точке 1kx  ортогонален градиенту  kxf . Перемещение из точки xk 
в точку 1kx  сопровождается изменением функции )(xf  на вели-
чину 
   






































Величина k , при которой достигается наибольшее (наименьшее) 
















 1 . 
Следовательно,  
    01   kk xfxf , 
т.е. градиенты ортогональны. 
Процесс вычисления ведется до тех пор, пока либо градиент не 
станет равен нулю, либо значения функций на двух шагах не совпа-
дут с заданной точностью 
     kk xfxf 1 . 
Пример 3.7. Решить задачу примера 3.6 методом наискорейшего 
спуска. 










































  )30;6(0  xf . 
3. Составляем уравнение для координат точки, в которую мы 
105 
 
придем, двигаясь в антиградиентном направлении: 
  10110111 62  xfxx ; 
  20220212 308  xfxx . 
4. Подставляем выражения координат точки x
0
 в исходную 
функцию: 




































































2 xx . 
7. Значение функции в точке x
1
 равно: 
  15,025,02)5,0(2)5,0(2 221 xf ;    01 xfxf  . 
8. Определяем координаты нового вектора градиента, выходяще-







































  )0,0(1  xf . 
Так как координаты вектора градиента равны нулю, получено 
решение исходной задачи. Точка х
1
 является точкой минимума. Ми-
нимальное значение функции 1min f . 
Градиентные методы можно также применять при отыскании 
экстремумов нелинейной целевой функции при ограничениях. 
Начальная точка берется в этом случае из ограничений. После по-
лучения очередной точки идет проверка по ограничениям. 
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Рассмотрим задачу с ограничениями. Если известно, что целевая 
функция f(x) в данном случае имеет единственный экстремум и он 
находится внутри области допустимых решений, то рассмотренная 
методика применяется без изменения. Пусть дана задача с ограни-
чениями (рис. 3.8). 
 
  max,...,, 21  nxxxff ; 
  ini bxxx  ,...,, 21 ; 0jx , nj ,1 , mi ,1 . 
Пусть начальная точка расположена внутри области допустимых 
решений. Из точки 0x  можно двигаться в направлении  0xf  до 
тех пор, пока )(xf  не достигнет максимума. В нашем случае функ-
ция возрастает до граничной прямой. Из рисунка видно, что дви-
гаться в направлении  0xf  дальше нельзя, так как выйдем из об-
ласти допустимых решений. Поэтому выбирается другое направле-
ние движения. При этом помним, что функция должна максимально 
возрастать. Такое направление дает вектор 1 , составляющий с век-
тором  1xf  наименьший острый угол по сравнению с любым дру-
гим вектором, выходящим из точки 1x  и лежащим в области допу-
стимых решений. Вектор 1  определяется из условия максимизации 
скалярного произведения 
   011  xf . 
Снова движемся до граничной прямой и так далее до локального 
максимума. Градиент в точке максимума составляет тупой угол с 
любым вектором rk из допустимой области, проходящим и через 
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точку *3 xx  . Поэтому   03  krxf  для любого rk, кроме 3r . Для 
0)( 33  krxfr . 
Аналитическое решение начинается с выбора параметра k  ко-





















Получаем область допустимых значений параметра 
 21 , kkk  . Значение *k , определяемое в результате решения 
уравнения      0 kkkk xfxfxf , должно принадлежать про-
межутку  21 , kk  . Если найденное k  выходит за пределы указан-
ного промежутка, то 2* kk  . 
Если оптимизационный поиск начат с точки, лежащей на гра-
ничной гиперплоскости, то для продолжения движения к точке мак-
симума необходимо найти наилучшее движение. Для этого решает-





















i bxb  ; (3.11) 









Решая, получим вектор kr , имеющий с градиентом наименьший 
острый угол. Условие (3.61) говорит о том, что точка принадлежит 
границе; условие (3.62) – что перемещение из kx  по kr  будет 
направлено во внутрь области допустимых решений или по ее гра-
нице. После определения kr  находится значение 
*
k  для следующей 
точки kk





1. Используя методы деления пополам и золотого сечения, вы-
числить указанные минимальные или максимальные значения 
функции )(xf  на отрезке [a, b]. Точку x* определить с точностью 
до 210 . 
1.1. min4321)( 42  xxxxf , ]2,1[],[ ba . 
1.2. min241)( 42  xxxxf , ]0,1[],[ ba . 
1.3. max51052)( 532  xxxxxf , ]2,3[],[ ba . 
























2)( 432  xxxxxf , ]1,0[],[ ba . 








2)( 42  xxxxf ]2,1[],[ ba . 
1.12. max361)( 62  xxxxf , ]0,1[],[ ba . 
1.13.   min532)( 3/42  xxxf , ]2;5,1[],[ ba . 















lg10)( 2  x
x













xxxf , ]2;5,1[],[ ba . 
1.19.   min1ln
3
1
)( 2  xxxxf , ]1;5,0[],[ ba . 
1.20.      max11ln1
3
1
)( 3  xxxxf , ]5,0;5,0[],[ ba . 
2. Найти все точки локального безусловного минимума. 




2121 21, xxxxxxf  . 
2.2      221
2
2121 11,  xxxxxxf . 




121 2, xxxxxf  . 
2.4.     1
22
2121 1, xxxxxf  . 




121 2, xxxxxxf  . 




121 4, xxxxxf  . 




121 412, xxxxxf  . 
2.8.     221
2
2121 23, xxxxxxf  . 




321321 52,,  xxxxxxxxxf . 




21321 42,,  xxxxxxxxf . 






21321 1222,,  xxxxxxxxxxf . 




321321 1142,,  xxxxxxxxxxf . 




121 22, xxxxxxxxf  . 




121 432, xxxxxxxxf  . 




121 485, xxxxxxxxf   
3. Найти точки условного экстремума. 




1  xx . 
3.2. 22
2




1  xx . 
3.3. 21xxf  , если 121  xx . 
3.4. 33
2
21 xxxf  , если 12321  xxx . 
3.5. 212 xxf  , если 12
2





21 xxf  , если 122
2
1  xx . 




1  xx ; 232  xx . 
3.8. 21 xxf  , если 82
2
1  xx . 
3.9. 32
2
1 xxxf  , если 12 32
2
1  xxx . 






1  xxx . 
3.11.    231
2
21 xxxxf  , если 432  xx . 




1  xxx . 
3.13.    221
2
31 xxxxf  , если 42 31  xx , 62 32  xx . 
3.14.   1
2
31 6 xxxf  , если 021  xx . 
3.15.    221
2
31 1 xxxxf  , если 1321  xxx . 
4. В области решений системы неравенств определить экстрему-
мы функций. 
4.1.    22 84  yxf ; 3052  yx ; 142  yx , 0,0  yx . 
4.2.    22 42  yxf ; 052  yx ; 142  yx , 0,0  yx . 
4.3.    22 77  yxf ; 3052  yx ; 142  yx , 0,0  yx . 
4.4.    22 26  yxf ; 2052  yx ; 122  yx , 0,0  yx . 
4.5. yxf  2 ; 3622  yx , 0,0  yx . 
4.6. yxf 2 ; 3622  yx , 0,0  yx . 
4.7.    22 23  yxf ; 3622  yx , 0,0  yx . 
4.8.    22 64  yxf ; 3622  yx , 0,0  yx . 
4.9.    22 11  yxf ;     1612  yx , 0,0  yx . 
4.10.    22 44  yxf ;     1612  yx , 0,0  yx . 
4.11.    22 44  yxf ; 2453  yx , 0,3  yx . 
4.12.    22 643  yxf ; 2453  yx , 0,3  yx . 
4.13.    22 62  yxf ; 122  yx , 0,0  yx . 
4.14.    22 43  yxf ;     1213  yx , 0,0  yx . 
4.15.    22 22  yxf ; 2522  yx , 0,0  yx . 
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5. Решить задачи градиентным методом (методом градиентного 
спуска (подъема)), начиная оптимизационный процесс с указанной 















1  xxxxf ,  1,10 x . 
5.4. max51010 2221  xxxf ,  0,00 x . 
5.5. max55 22
2
121  xxxxf ,  0,00 x . 
5.6. max1364 2121  xxxf ,  2,10 x . 
5.7. max2285 22
2





1  xxxf ,  0,00 x . 
5.9. max268 22
2





1  xxxxf ,  1,10 x . 
5.11. max48 22
2










1  xxxxf ,  0,00 x . 
5.14. max51010 2221  xxxf ,  1,10 x . 
5.15. min55 22
2
121  xxxxf ,  0,10 x . 
6. Решить задачи 5.1–5.15 методом наискорейшего подъема (спуска). 
ГЛАВА 4. ТРАНСПОРТНАЯ ЗАДАЧА 
4.1. Общая постановка транспортной задачи 
Транспортная задача является частным случаем общей задачи 
линейного программирования. Она широко используется при опре-
делении рациональных перевозок грузов и пассажиров, для опти-
мального закрепления потребителей за поставщиками, в производ-
ственном планировании и т.д. Формулировать ее можно следующим 
образом. Пусть имеется m поставщиков  mi ,1  и n потребителей 
 nj ,1 . Объемы поставок грузов у i-го грузоотправителя равны 
miai ,1,  . Объемы потребления грузополучателей равны 
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njb j ,1,  . Известны также затраты на перевозку единицы продук-
ции от каждого грузоотправителя к каждому грузополучателю – ijc . 
Требуется так организовать перевозочный процесс, чтобы при ми-
нимальных транспортных расходах были вывезены все грузы от 
грузоотправителей и были удовлетворены все потребности грузопо-


























, nj ,1 ; (4.3) 
0ijx , (4.4) 
где f – целевая функция; (4.2) – (4.4) – ограничения. 
Ограничение (4.2) означает, что все грузы от поставщиков долж-
ны быть вывезены. Ограничение (4.3) показывает, что запросы по-
требителей должны быть полностью удовлетворены. Ограничение 
(4.4) является условием неотрицательности, исключающим обрат-
ные перевозки. 
Целевой функцией в транспортной задаче можно считать сум-
марную стоимость всех перевозок, выполненную транспортную ра-
боту, затраты времени населения на передвижения и т.д. В каждом 
конкретном случае целевая функция выбирается в зависимости от 
целей исследования. В зависимости от соотношения объемов поста-
вок и объемов потребления следует различать закрытую и откры-
тую модель транспортной задачи. 













В противном случае задача является закрытой. Матрица ijxX  , 
удовлетворяющая условиям (4.2) – (4.4), называется допустимым 
планом перевозок, а переменные ijx  – допустимыми перевозками. 
Допустимый план X, удовлетворяющий целевой функции (4.1), 
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называется оптимальным. ijcC   – матрица тарифов или матрица 
транспортных издержек. 
Приведем пример составления математической модели транс-
портной задачи. 
Например, на трех складах ( 21, AA  и 3A ) имеется груз в следу-
ющих количествах: 90, 60 и 40 т соответственно. Этот груз требует-
ся перевезти в четыре магазина: 1B , 2B , 3B  и 4B . Потребности ма-
газинов соответственно равны 60, 50, 40 и 40 т. Затраты на перевоз-
ку 1 т груза в магазины с первого склада равны 2, 2, 5 и 4 ед. соот-
ветственно; со второго склада — 2, 3, 3, 4 ед.; с третьего склада – 3, 
3, 2, 1 ед. Требуется составить такой план перевозок, чтобы транс-
портные расходы были минимальными. 
Обозначим через ijx  объем перевозок в тоннах из i-го склада в j-
й магазин. Из каждого склада перевозки возможны в каждый из че-
тырех магазинов. Весь груз со складов должен быть вывезен. Мате-
матически это выражается следующей системой уравнений: 
9014131211  xxxx ; 
6024232221  xxxx ; 
4034333231  xxxx . 
Далее. В каждый магазин возможен завоз груза из каждого скла-
да. Количество ввозимого груза в каждом магазине должно быть 
равно потребности магазина в этом грузе, т.е. 
60312111  xxx ; 
50322212  xxx ; 
40332313  xxx ; 
40342414  xxx . 
Груз из магазинов не вывозится. Этот факт отражается условием 
неотрицательности переменных 
0ijx , 3,1i , 4,1j . 



















где ijc  — затраты на перевозку 1 т груза с i-го склада в j-й магазин. 
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Полученная математическая модель является моделью транс-
портной задачи. 
Если запасы поставщиков больше потребностей получателя, в 
задачу вводится 1n  фиктивный потребитель, запросы которого 












Тарифы 1, nic  считают равными нулю. Оптимальный план такой 
расширенной закрытой задачи даст оптимальный план исходной 
задачи. Поставки 1, nix  в оптимальном плане расширенной задачи 
покажут остатки продукции на складах поставщиков. 
Существуют транспортные задачи в сетевой и матричной фор-
ме. Матричная форма позволяет существенно сократить трудоем-
кость расчетов. Сетевая форма в наглядном виде дает решение зада-
чи. 
Модель транспортной задачи – модель линейного программиро-
вания. Ее оптимальный план всегда можно найти симплексным ме-
тодом. Однако матрица системы ограничений специфична (ее эле-
ментами являются единицы и нули), что позволяет значительно 
упростить решение задачи. 
В целом методы решения транспортной задачи можно разбить на 
две группы: 1) последовательного улучшения опорного плана; 
2) последовательного сокращения невязок. К первой группе отно-
сятся распределительный метод, метод потенциалов и его модифи-
кации. Ко второй группе относятся методы дифференциальных 
рент, разрешающих слагаемых, венгерский метод и др. 
Геометрически методы последовательного улучшения плана со-
ответствуют процессу направленного перемещения по вершинам 
выпуклого многогранника решений до той вершины, в которой 
функция цели достигает экстремального значения. В методах по-
следовательного сокращения невязок сначала выявляют условно 
оптимальный план, лежащий вне многогранника решений. Затем от 
итерации к итерации он перемещается по кратчайшему пути к вер-
шине многогранника, в которой функция цели достигает экстре-
мального значения. 
При любом методе решение задачи начинается с определения 
начального опорного плана. Согласно теореме о структуре коорди-
нат опорного плана задачи линейного программирования, в невы-
рожденном опорном плане должно содержаться r  отличных от ну-
ля координат, где r  – ранг системы ограничений (4.2) – (4.4), рав-
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ный 1 nm . Причем в любом опорном решении транспортной 
задачи значение любой базисной переменной есть линейная комби-
нация величин a и b с коэффициентами 0,1 или –1. 
4.2. Методы построения начального опорного плана 
4.2.1. Основные положения. Определение. Допустимый план 
транспортной задачи в матричном виде является опорным тогда и 
только тогда, когда: 1) по заполненным этим планом клеткам 
нельзя построить замкнутый контур (цикл); 2) число заполненных 
клеток равно 1 nm . 
Циклом в матрице называется непрерывная замкнутая ломаная 
линия, вершины которой находятся в клетках матрицы, а звенья 
расположены вдоль строк и столбцов (рис. 4.1, а, в). Цикл может 
образовывать и самопересекающаяся ломаная линия (рис. 4.1, б). 
 
 
В данном случае точка ее самопересечения не образует вершину. 
Нумеруются вершины цикла как по ходу часовой стрелки, так и 
против хода. Цикл берет начало обязательно от той свободной клет-
ки, для которой он строится. 
Назовем свойства цикла. 
1. Число вершин в каждом цикле четно. 
2. Цикл, у которого помечены вершины, называется означенным. 
В означенном цикле число положительных вершин равно числу от-
рицательных. 
















Р е ш е н и е . Нет, так как существует замкнутый цикл. Цикл 
строится ходом шахматной ладьи по заполненным клеткам. 


















Р е ш е н и е . Да, приведенный план является опорным. Его за-
полненные клетки не образуют замкнутых контуров, и число этих 
клеток равно 61431  nm . 
Если в матрице перевозок содержится опорный план, то для 
каждой свободной клетки можно образовать, и притом только один, 
замкнутый цикл, содержащий эту свободную клетку и некоторую 















Наиболее простыми методами построения начального опорного 
плана являются: метод северо-западного угла, метод минимального 
элемента и метод Фогеля. 
4.2.2. Метод северо-западного угла. Заполнение таблицы осу-
ществляют, начиная с левого верхнего («северо-западного») угла, 
двигаясь либо по строке вправо, либо по столбцу вниз. 
Приведем алгоритм метода северо-западного угла. 
1. Рассматриваем клетку (1, 1). Находим  11,min ba . Если 
11 ab  , то в клетку (1, 1) записываем поставку 111 ax   и вычерки-
ваем из рассмотрения первую строку, как удовлетворенную. По 
первому столбцу опускаемся вниз и рассматриваем клетку (2, 1). В 
нее помещаем поставку   21121 ;min aabx  . Если 11 ab   в клет-
ку (1,1) записываем поставку, равную 1b . 
2. По первой строке движемся вправо. Для второй клетки вычис-
ляем 
  211 ;min bba  . 
Если   211 bba  , то во вторую клетку записываем поставку, 
равную  11 ba  , и проверяем условие   1111 abab  . Если 
  1111 abab  , то переходим на вторую клетку второй строки, а 
первую строку, как удовлетворенную, вычеркиваем. 
3. Для второй клетки второй строки вычисляем 
  2112 ;min abab  . Если    2112 abab  , то во вторую клетку 
второй строки записываем поставку   112 bab  . 
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4. Движемся вправо по второй строке. Для третьей клетки вы-
числяем 
   11223;min babab  . 
Если   11223 babab  , то в третью клетку записываем по-
ставку, равную 3b , и проверяем условие    21123 ababb  . Если 
да, то движемся вправо по строке к следующей клетке. Если нет, 
переходим по столбцу, соответствующему только что заполненной 
клетке, на следующую строку и т.д. 
Последней заполняется клетка  nm, , находящаяся в правом 
нижнем углу. 
Замечание. Если на каком-либо промежуточном шаге одновременно закроются j-й 
столбец и i-я строка, то переход может осуществляться либо по строке, либо по столбцу 
путем помещения нулевой поставки ( 01, ijx  или 0,1  ijx ). Данные нули, в отли-
чие от значений jix  для свободных клеток, называются базисными. Они соответствуют 
нулевым значениям базисных переменных, т.е. указывают на вырожденное решение. 
Недостатком метода северо-западного угла является то, что по-
строенный опорный план, как правило, является далеким от опти-
мального, так как при его построении игнорируются тарифы jic . 
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Р е ш е н и е . Данная задача является закрытой моделью транс-










i ba . 
Построение начального опорного плана начинаем с клетки (1, 1). 
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    8080,100min,min 11 ba . Поэтому в клетку (1, 1) помещаем 
поставку 8011 x . Первая строка не является удовлетворенной, так 
как 10080 111  ax . Движемся вправо по первой строке. 
Рассматриваем клетку (1, 2). Для нее максимальная поставка 
      20120,80100min,min 211112  bxax . 
Первая строка получается удовлетворенной. Переходим ко вто-
рой строке. Переход осуществляется по столбцу, соответствующему 
последней заполненной клетке. В данном случае – по второму 
столбцу. 
Рассматриваем клетку (2, 2). Максимальная поставка для нее 
равна 
      100160,20120min,min 211222  axbx . 
Записываем в клетку (2, 2) поставку 10022 x . Вторая строка 
еще не полностью удовлетворена, так как сумма поставок на ней 
равна 160100 2  a . Двигаясь вправо по рассматриваемой второй 
строке, переходим к клетке (2, 3). Для нее находим 
      60100160,60min,min 222323  axbx . 
Помещаем в клетку (2, 3) 60 единиц. Вторая строка получается удо-
влетворенной  160160601030 22322  axx . По третьему 
столбцу переходим на третью строку. Рассматриваем клетку (3, 3). 
Для нее 
      040,6060min,min 323333  axbx . 
Записываем в клетку (3, 3) поставку х33 = 0. Двигаемся вправо по 
третьей строке. Переходим к клетке (3, 4). Для нее поставка 
     4040,40min,min 3434  abx . 
Полученный план является опорным, так как ни с одной запол-
ненной клеткой не существует замкнутых циклов и число заполнен-
ных клеток удовлетворяет условию 61431  nmr . И 
этот опорный план является вырожденным, так как базисная пере-
менная 033 x . 
4.2.3. Метод минимального элемента. Сущность метода состо-
ит в том, что на каждом шаге осуществляется переход в клетку, 
имеющую наименьший из нерассмотренных тарифов, и в выбран-
ную клетку заносится максимальная поставка. При этом величина 
поставки определяется по методу, описанному в методе северо-
западного угла. Если окажется два и более одинаковых минималь-
ных тарифа, то в рассмотрение включается любой из них. 
Найденный план обязательно проверяется на опорность. Если 
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число заполненных клеток меньше, чем 1 nm , то вводится недо-
стающее количество нулевых поставок. Нулевые поставки вводятся 
в свободные клетки (желательно с наименьшим тарифом) с таким 
расчетом, чтобы по заполненным клеткам не строился замкнутый 
контур. 
Пример 4.4. Найти начальный опорный план задачи (табл. 1) ме-
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Р е ш е н и е . 1. Выбираем клетку (2, 1), имеющую наименьший 
тариф, равный 1. В нее помещаем максимальную поставку, равную 
  60150,60min  . Дальше переходим по строке к клетке (2, 2), 
имеющей следующую за единицей наименьшую величину тарифа 
(2). Заносим в клетку (2, 2) поставку   9060150,90min  . По-
требности второго столбца и второй строки полностью удовлетво-
рены, и поэтому их исключаем из рассмотрения. Из нерассмотрен-
ных тарифов снова выбираем наименьший (–1), соответствующий 
клетке (3, 4). Заносим в него поставку   6060,100min  . Получаем, 
что строка 3A  удовлетворена, и мы ее вычеркиваем. Снова выбира-
ем из нерассмотренных тарифов наименьший. Он находится в клет-
ке (1, 3) и равен 3. Помещаем в фиксированную клетку поставку, 
равную   5090,50min  , и переходим к клетке (2, 4). В нее поме-
щаем      1060100;5090min  . Число полученных заполнен-
ных клеток равно 615  nm . Поэтому включаем нулевую по-
ставку (0*), например, в клетку (3, 2), имеющую минимальный та-

















Он является опорным, так как заполненные клетки не образуют за-
мкнутых циклов и их число 61431  nmr . 
Значение функции на этом плане равно  160540350f  
650160290  . 
В случае большой размерности матрицы при описанном методе 
тратится много времени на пересмотр всех тарифов (даже при ма-
шинной реализации). Поэтому Мюллер и Мербах предложили ре-
шение осуществлять либо по строкам, либо по столбцам. При этом в 
просмотр включаются в первую очередь строки (столбцы), имею-
щие максимальную поставку (потребление). 
2. Найдем опорный план исходной задачи, рассматривая по 
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Решение осуществляем с первого столбца. Минимальный тариф 
в нем равен 1 и находится в клетке (2, 1). Заполняем эту клетку (по-
мещаем в нее поставку, равную 60)150;60(min  ). Первый столбец 
оказывается заполненным. Мы его исключаем из дальнейшего рас-
смотрения. 
Переходим ко второму столбцу. Минимальный тариф в нем ра-
вен 2 и находится в клетке (2, 2). Загружаем эту клетку поставкой 
90)60150;90(min Q . Второй столбец и вторая строка оказы-




Рассматриваем третий столбец. Минимальный тариф в нем среди 
свободных клеток равен 3 и находится в клетке (1, 3). Заполняем эту 
клетку поставкой 50)90;50(min Q . Третий столбец заполнен. 
Мы его исключаем из рассмотрения. 
Переходим к четвертому столбцу. Минимальный тариф в нем 
равен 1 и находится в клетке (3, 1). Загружаем эту клетку поставкой 
60)60;100(min Q . Третья строка заполняется, а четвертый 
столбец еще нет. В нем осталась единственная свободная клетка 
(1, 4). Помещаем в нее поставку   405090;60100min Q . 
Четвертый столбец и первая строка заполняются. 
Таким образом, мы получаем план, в котором число заполнен-
ных клеток равно 5 и не равно 61431  nm . 
Вводим нулевую поставку (0*) так, чтобы по заполненным клет-
кам не было циклов, например, в клетку (3, 1). Окончательно опор-















Значение функции на этом плане равно 
650160290160540350 S . 
4.2.4. Метод Фогеля. Метод Фогеля дает опорный план, более 
близкий к оптимальному. Процедура построения начального опор-
ного плана начинается с определения наибольшей разности между 
двумя наименьшими тарифами каждых строки и столбца. В ряду, 
соответствующем наибольшей разности всех строк и столбцов, 
находится клетка с минимальным тарифом. В нее записывается по-
ставка  jiij bax ,min . Заполненный ряд, соответствующий 
 ji ba ,min , вычеркивается. С оставшейся матрицей поступают 
аналогично предыдущему шагу и т.д. 
Построенный план проверяется на опорность: заполненные 
клетки не должны образовывать замкнутых циклов, и их число 
должно быть равно 1 nm . Если число заполненных клеток ока-
жется меньше 1 nm , то вводятся нулевые поставки с условием, 
чтобы не образовывались замкнутые контуры. 
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Разность минимальных 
тарифов по ходам 
1A    40 10 50 100 1 2 1   
2A   0  50  50 1 1 1 1 2 
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1. Находим разность между двумя минимальными тарифами по 
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столбцам и записываем в строку, соответствующую первому ходу 
(внизу таблицы). Для первого столбца минимальные тарифы равны 
1 и 2. Разность между ними равна 112  . Для второго столбца ми-
нимальными тарифами являются 3 и 4. Разность между ними также 
равна единице. И так производим вычисления по всем столбцам. 
2. Аналогично первому шагу находим разности между мини-
мальными тарифами по строкам и записываем их в столбце, распо-
ложенном правее таблицы. Для первой строки минимальными яв-
ляются тарифы 1 и 2. Их разность равна 1, и так вычисляем по всем 
строкам. 
3. Из элементов полученных строки и столбца разностей выби-
раем наибольший. В рассматриваемом примере максимальный эле-
мент равен 6. Он соответствует пятому столбцу  5B . (В таблице 
максимальный элемент обведен кружком). 
4. В пятом столбце, соответствующем выбранному максималь-
ному элементу, среди разностей минимальных тарифов помещаем 
поставку в клетку, соответствующую минимальному тарифу. Ми-
нимальный тариф в нашем случае 15c . Объем помещаемой в вы-
бранную клетку поставки определяем, как в методе северо-
западного угла: 
    50100,50min,min 1515  abx . 
Смотрим, что у нас заполнилось. Заполнился пятый столбец. Ис-
ключаем его из дальнейшего рассмотрения (в табл. 2 заштриховы-
ваем клетки, соответствующие пятому столбцу по последующим 
шагам). 
5. С оставшейся таблицей поступаем аналогичным образом, т.е. 
переходим к пункту 1. 
Из табл. 2 видим, что максимальная разность на втором шаге 
равна 4 и соответствует третьему столбцу  3B , на третьем шаге – 
равна 3 и соответствует четвертому столбцу, на четвертом шаге 
максимальная разность равна 3 и соответствует четвертой строке 
 4A , на пятом шаге равна 6 и соответствует третьей строке  3A . 
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После второго хода рассматриваем табл. 4, а после третьего хода 
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На пятом ходе заполняем клетку (2, 4). Помещаем в нее поставку 
5024 x . Полученный в процессе решения план показан в табл. 2. 
Получили, что число заполненных клеток равно 816  nm . 
Поэтому вводим две нулевые поставки: *031 x , *022 x . Нуле-
вые поставки введены с условием, что в плане не будет замкнутых 
контуров. 






















Количество вычислений значительно сокращается при использо-
вании модифицированного метода Фогеля. В этом методе разности 
выбираются обычным методом Фогеля. А вот в рассмотрение вклю-
чаются строки или столбцы, имеющие наибольшее значение произ-
ведения разности на объем потребления или производства. Так для 
рассмотренного примера на первом шаге необходимо включить пя-
тый столбец ( 30506  ), на втором – третий столбец ( 404max f ) 
и т.д. 
4.3. Распределительный метод 
Одним из методов решения транспортной задачи является рас-
пределительный метод. В основе его лежит последовательное при-
ближение начального опорного плана к оптимальному. Приближе-
ние осуществляется путем перемещения грузов по замкнутым кон-
турам, построенным для свободных клеток, имеющих отрицатель-
ные значения оценок (для задачи на минимум). 
Оценки ijs  для свободных клеток определяются по формуле 


 ijijij ccs , 
где 

ijc – сумма тарифов в нечетных вершинах контура; 

ijc  – 
сумма тарифов в четных вершинах контура. 
Если для всех свободных клеток оценки 0ijs , то полученный 
план является оптимальным. Если хотя бы одна из оценок ijs  ока-
жется отрицательной, то построенный план не будет оптимальным. 
Его улучшение возможно за счет перемещения груза по замкнутому 
контуру любой из клеток, для которой 0ijs . Величина перемеща-
емого по контуру груза равна наименьшей из поставок, располо-
женных в четных клетках цикла. 
Приведем алгоритм распределительного метода. 
1. Располагаем исходные данные задачи в таблице матричного 
типа. 
2. Строим исходный опорный план по методу северо-западного 
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угла, минимального элемента или Фогеля. Число заполненных кле-
ток должно быть равно 1 nmr . 
3. Производим оценку первой свободной клетки путем построе-
ния для нее цикла и вычисления по этому циклу величины ijs . Если 
0ijs , то переходим к пункту 4. Если 0ijs , то оцениваем следу-
ющую свободную клетку и так далее пока обнаружим клетку с от-
рицательной оценкой. Если оценки всех свободных клеток окажутся 
положительными, решение заканчивается. Полученное решение 
будет оптимальным. 
4. По циклу, имеющему 0ijs , перемещаем груз, равный 
наименьшей из поставок, размещенных в четных клетках цикла, т.е. 
в клетках, имеющих нечетные номера, груз увеличивается на мини-
мальную поставку, а в четных – уменьшается. Клетка, по которой 
выбиралась минимальная перемещаемая поставка, остается свобод-
ной. Далее возвращаемся к пункту 3. 
З а м е ч а н и я . 1. Если число занятых клеток не равно 1 nm  вводится 0, и эта 
клетка будет считаться заполненной. 2. Для оценок в первую очередь следует выбирать 
клетки, имеющие наименьшие тарифы. 
К недостаткам распределительного метода относится то, что в 
одной и той же таблице осуществляется определение оценок не-
скольких свободных клеток, при вычислении которых приходится  
строить много различных циклов, что создает громоздкость постро-
ения. 
Пример 4.6. Найти распределительным методом оптимальный 





20 20 30 15 
30  3  1  4  2 
        
30  2  4  3  6 
        
25  7  5  8  4 
        
 
Р е ш е н и е . Начальный опорный план 1X , построенный с по-
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20 20 30 15 
30 1 3  1  4 2 2 
  20     10 
30 6 2  4 5 3  6 
 20    10   
25  7  5 4 8 3 4 
     20  5 
Значение функции на этом плане 290)( 1 Xf . 
Число заполненных клеток 61431  nm . Проверим этот 
план на оптимальность. Для этого среди свободных клеток находим 
клетку с минимальным тарифом – (1, 1). Для нее в табл. 2 строим 
цикл пересчета. Находим оценку 11s :     28234311s  
02  . Следовательно, план не оптимальный. Улучшим его за 
счет перемещений по построенному контуру поставки 
  1010,20,20min Q . Перемещение осуществляем путем при-
бавления к нечетным вершинам 10Q  и вычитанием из четных 
вершин 10Q . Сделав сдвиг по циклу на величину 10Q , придем 




20 20 30 15 
30 
4 3  1 1 4  2 
 10 20      
30  2  4  3  6 
3 10   2 20   
25  7  5  8  4 
    10  15  
 
Значение функции на этом плане 290)( 2 Xf . 
Расположим свободные клетки в порядке возрастания тарифов: 
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(1, 4), (2, 2), (1, 3), (3, 2), (2, 4), (3, 1). Находим 
    233428214 s ;     4124322 s ; 
    0334213 s ;     012833532 s ; 
    7348624 s ;     1821731 s . 
Так как для всех свободных клеток 0ijs , то найденный в 
табл. 3 план оптимален. Но, так как 013 s  и 032 s , то для этих 
клеток можно пересчетом построить новые опорные планы. 
Общее оптимальное решение находится как выпуклая линейная 
комбинация планов 1X  и 2X , т.е.   21 1* XXX  , 10  . 
Задавая численные значения   из интервала  1,0 , будем полу-
чать различные оптимальные планы, для которых   270* Xf . Во-
обще распределительный метод имеет несколько разновидностей, 
которые отличаются в основном способом выявления оптимального 
решения (метод Хичкока, метод Креко, модифицированный распре-
делительный метод – МОДИ). Для сокращения количества проме-
жуточных решений широко применяются: метод аппроксимации 
Фогеля, метод «стрелок» и метод двойного предпочтения. 
Пример 4.7. Решить распределительным методом транспортную 





30 40 20 
20  7  5  3 
10  10    
40  4  6  1 
20    20  
30  3  2  4 
  30    
 
Р е ш е н и е . 1. Пусть опорный план 1x  получен методом мини-
мального элемента (табл. 1). 
2. Выписываем свободные клетки в порядке возрастания их та-
рифов: (1, 3), (3, 1), (3, 3), (2, 2). 
3. Для клетки (1, 3) строим замкнутый контур (табл. 2) и прове-
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30 40 20 
20 
4 7  5 1 3 
10  10    
40  4  6  1 
3 20   2 20 
30  3  2  4 
  30    
 
Оценка клетки (1, 3): 
01)17()73(13  

ijij ccs . 
Условие оптимальности не выполняется. Следовательно, рас-
сматриваемый план не оптимальный. Улучшим его за счет клетки 
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Для этого по контуру клетки (1, 3) переместим поставку 
10)10,20(min Q . Полученный план оптимальный. Число запол-
ненных клеток равно 15  nm . По заполненным клеткам нет 
замкнутых контуров. Значение функции на этом плане 




Проверим этот план на оптимальность. Выпишем свободные 
клетки в порядке возрастания тарифов: (3, 1), (3, 3), (2, 2), (1, 1). Их 
оценки: 
    043215331 c ;     04325433 c ; 
    03513622 c ;      01431711 c . 
Получили, что все оценки свободных клеток положительные, 
т.е., удовлетворяют условию оптимальности. 
Следовательно, найденный план – оптимальный. 
4.4. Метод потенциалов 
Метод потенциалов – первый и точный метод решения транс-
портной задачи. Он был предложен Л. В. Канторовичем и М. К. 
Гавуриным в 1949 г. Практически этот метод является детализацией 
метода последовательного улучшения плана применительно к 
транспортной задаче. 
Метод потенциалов состоит из конечного числа однотипных 
итераций. Каждая итерация разбивается на два этапа. На первом 
этапе проверяется на оптимальность план, полученный на преды-
дущем шаге. Если план оказывается оптимальным, процесс вычис-
лений заканчивается. Если план не оптимальный – переходим ко 
второму этапу. На втором этапе строится новый план перевозок, 
который в невырожденном случае связан с меньшими транспорт-
ными издержками. 
В основе метода лежит использование потенциалов. Потенциа-
лами называются числа, присвоенные соответственно каждому по-
ставщику  iu  и каждому потребителю  jv . Это своего рода услов-
ные цены перевозимого груза соответственно в пункте отправления 
 iu  и в пункте потребления  jv . 
Решение транспортной задачи заключается в определении такой 
системы потенциалов, для которой выполняются условия 
ijij cuv   для свободных клеток; (4.5) 
ijij cuv   для заполненных клеток. (4.6) 
Если условия (4.5), (4.6) выполняются, то вектор *X , соответ-
ствующий полученной системе потенциалов, является оптималь-
ным. В данном случае для любой пары пунктов iA  и jB , имеющих 
транспортные связи, разность потенциалов равна стоимости перево-
зок единицы продукции между этими пунктами. Вектор *X  назы-
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вают потенциальным, а условия (4.5) и (4.6) – условиями потенци-
альности. Для того чтобы допустимый опорный план был опти-
мальным, необходимо и достаточно, чтобы он удовлетворял усло-
виям потенциальности. 
Приведем алгоритм метода потенциалов. 
1. Определяем начальный опорный план. Решение может осу-
ществляться любым из рассмотренных ранее методов (северо-
западного угла, минимального элемента, Фогеля и др.). Полученный 
план обязательно должен быть проверен на оптимальность. 
2. Составляем систему потенциалов по формуле (4.6) для запол-
ненных клеток. 
3. Вычисляем систему потенциалов. Так как всех потенциалов 
nm , а заполненных клеток 1 nmr , то полученная система 
уравнений будет иметь бесчисленное множество решений, любое из 
которых составит искомую систему потенциалов. Решение осу-
ществляется путем придания одной из неизвестных произвольного 
значения, тогда все остальные неизвестные полученной системы 
определятся однозначно. 
Для уменьшения числа отрицательных чисел нулевой потенциал 
лучше присваивать строке с большей стоимостью перевозок в заня-
тых клетках. 
4. Для небазисных (свободных) клеток определяем оценки 
  0 ijijij uvc  (4.7) 
или 
0 ijijij cuv . (4.8) 
Соотношения 0ij  небазuji ,  (для оценки 4.7) или 0ij  
(для оценки 4.8) являются достаточными, а в случае невырожденно-
сти необходимыми для оптимальности базисного плана перевозок 
(задача на минимум). Оценки свободных клеток соответствуют 
оценкам небазисных переменных индексной строки симплексного 
метода. Если имеется хотя бы одна положительная оценка свобод-
ных клеток (по формуле 4.7) или отрицательная (по формуле 4.8), то 
опорный план не является оптимальным. Поэтому переходим к по-
следующему его улучшению. 
5. Выбираем перспективную клетку. Перспективной называется 
клетка, имеющая наибольшее значение оценки, не удовлетворяю-
щее условию оптимальности. Перспективная клетка вводится в ба-











Клетку  00, ji  включаем в набор заполненных клеток. 
6. Строим замкнутый контур, начиная с выбранной клетки 
 00, ji , двигаясь ходом шахматной ладьи по занятым клеткам с та-
ким расчетом, чтобы снова возвратиться в клетку  00, ji . 
7. Нумеруем концы полученного контура (опять начиная с клет-
ки  00, ji ). Нумерация возможна как по ходу, так и против хода ча-
совой стрелки. Определяем минимальную поставку Q в четных 
клетках контура. 
8. Улучшаем план перевозок. Для этого во всех нечетных клет-
ках контура увеличиваем поставки на Q, а в четных – уменьшаем на 
Q. 
Остальные перевозки не изменяются. За итерацию целевая 
функция уменьшится на Qji  00 . Снова идем к пункту 2 и так до 
получения оптимального решения. 
Следует отметить, что на каждой итерации потенциалы связан-
ных замкнутым контуром строк и столбцов изменяются на величи-
ну, равную нарушению 
00 ji
  в выбранной клетке. Если за исходный 
потенциал принят не равный нулю, то потенциалы связанных строк 
и столбцов увеличиваются на величину нарушения выделенной 
клетки. Если за исходный принят потенциал, равный нулю, то по-
тенциалы связанных строк и столбцов уменьшаются на величину 
нарушения в выбранной клетке. 
Окончательный оптимальный опорный план проверяется по 
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З а м е ч а н и е . Переходя к новому плану перевозок, не надо забывать о его провер-
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ке на опорность. Если число заполненных клеток окажется меньше 1 nm , то в 
вершинах полученного контура ставится требуемое количество нулевых поставок. 
Пример 4.8. Решить методом потенциалов транспортную задачу 
(табл. 1). 







1B  2B  3B  4B  
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2A   2  3  1  5  
        60 
3A   3  2  4  4  
        40 
jb  30 35 35 40 140 
 
Р е ш е н и е . 1. Строим опорный план методом минимального 












 3  2  4  1  
    0  40  40 
1 
2A   2 4 3 1 1  5  
30  30      60 
0 
3A   3  2  4  4  
  3 5 2 35   40 
jb  30 35 35 40  
 
jv  1 2 4 1  
 
Число занятых клеток равно 5, т.е. условие спорности не выпол-
няется. Получили вырожденный план. В клетку (1.3) записываем 0. 
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2. Определяем потенциалы. Для занятых клеток записываем си-
стему: 
433 uv ; 232 uv ; 221 uv ;  
114 uv ; 322 uv ; 413 uv . 
Присваиваем третьей строке 03 u . Тогда остальные потенциа-
лы будут равны: 43 v ; 22 v ; 12 u ; 11 v ; 01 u ; 14 v . 
3. Определяем оценки для свободных клеток (например, по фор-
муле (4.8)): 
02301111111  cuv ; 
0202121212  cuv ; 
04114232323  cuv ; 
03511242424  cuv ; 
02301313131  cuv ; 
03401343434  cuv . 
Получили, что часть оценок имеют положительное значение. 
Следовательно, полученный план не является оптимальным. Его 
можно улучшить, например, за счет клетки (2, 3), которая является 
перспективной. 
4. Строим для клетки (2, 3) замкнутый контур (см. табл. 2). Вер-
шины контура обозначаем, начиная с рассматриваемой клетки 
(2, 3). 
5. Находим минимальную поставку, которую надо переместить 
по построенному контуру: 
  3035;30min Q . 
6. Полученную минимальную поставку перемещаем по постро-














1 3  2 4 4  1  
     0 40  40 
1 
2A   2  3  1  5  
2 30   3 30   60 
0 
3A   3  2  4  4  
   35  5   40 
jb  30 35 35 40  
 
jv  5 2 4 1  
7. Вычисляем потенциалы измененных строк и столбцов: 
221 uv ;  01 u ; 14 v ; 
232 uv ;  32 u ; 43 v ; 
433 uv ;   03 u ; 22 v ; 
123 uv ;   51 v . 
413 uv ;    
114 uv ;    
 
8. Проверяем свободные клетки 
02305111111  cuv ; 
0202121212  cuv ; 
04332222222  cuv ; 
07531242424  cuv ; 
02305313131  cuv ; 
03401343434  cuv . 
У нас снова не оптимальный план, так как есть оценки больше 
нуля. 
9. В перспективные включим клетку(1, 1). Для нее строим за-
мкнутый контур (см. табл. 3). Минимальная перемещаемая поставка 
равна нулю. Перемещая ее по контуру, получим следующий опор-














 3  2  4  1  
0      40  40 
1 
2A   2  3  1  5  
30    30    60 
2 
3A   3  2  4  4  
  35  5    40 
jb  30 35 35 40  
 
jv  3 0 2 1  
 
10. Снова определяем потенциалы для полученного плана: 
311 uv ;  01 u ; 31 v ; 
221 uv ;  12 u ; 23 v ; 
233 uv ;   23 u ; 14 v ; 
123 uv ;   22 v . 
433 uv ;    
114 uv ;    
11. Для свободных клеток определяем оценки: 
0220012  ; 
0240213  ; 
0431022  ; 
0551124  ; 
0232331  ; 
0542134  . 




















Суммарные затраты на перевозки будут равны: 
26040145130235230 f  ед. 
Пример 4.9. Найти оптимальное решение транспортной задачи 




30 40 20 1u  
20 2 7 3 5  3  
 10  10   0 
40  4  6  1  
20   20  3 
30  3  2  4  
1  4 30   3 
jv  7 5 4 90 
Р е ш е н и е . 1. Пусть опорный план получен методом мини-
мального элемента (табл. 1). Значение функции 280f . 
2. Для всех заполненных клеток составляем систему потенциа-
лов (4.6): 
711 uv ; 512 uv ; 421 uv ; 123 uv ; 232 uv . 
3. Первой строке, соответствующей клетке (1, 1), имеющей 
наибольший тариф, присваиваем нулевой потенциал, т.е. 01 u . 
Тогда потенциалы других строк и столбцов определяются одно-
значно: 71 v ; 52 v ; 43 v ; 32 u ; 33 u . 
4. Для всех свободных клеток определяем оценки ij  и проверя-
ем выполнение условия оптимальности при решении задачи на ми-
нимум: 
    01304131313  cuv  – условие (4.11) не выпол-
няется; 
    04635222222  cuv  – выполняется; 
    01337313131  cuv  – не выполняется; 
    03434333333  cuv  выполняется. 
5. Из всех полученных оценок, имеющих нарушение условия 
(4.8), ( 13  и 31 ) выбираем клетку с наибольшим значением вели-
чины нарушения, т.е.     11;1max,max 3113  . Следовательно, 
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выбираем любую оценку, например – 31 . Клетка, соответствую-
щая этому нарушению, будет перспективной. 
6. Для выбранной перспективной клетки строим замкнутый кон-
тур (табл. 1). Делаем сдвиг по циклу на величину 
  1030,10min Q . 




30 40 20 1u  
20  7  5  3  
  20   0 
40  4  6  1  
20   20  2 
30  3  2  4  
10  20   3 
jv  6 5 3 90 
8. Для полученного опорного плана составляем новую систему 
потенциалов: 511 uv ; 421 uv ; 123 uv ; 331 uv ; 
232 uv . 
9. Для первой строки, соответствующей клетке (1, 2), имеющей 
наибольший тариф, присваиваем нулевой потенциал, т.е. 01 u . 
Тогда, решая составленную систему, получим 
52 v ; 325223 vu ; 633331 uv ; 
216412 vu ; 312123 uv . 
10. Оценки свободных клеток: 
    01706111113  cuv  – условие оптимальности 
выполняется; 
    0303111113  cuv  выполняется; 
    03625222222  cuv  выполняется; 
    04433333333  cuv  – выполняется. 




1. С помощью методов северо-западного угла, минимального 




25 10 13 
18 4 1 5 
10 2 3 6 




30 40 20 
20 7 5 3 
40 4 6 1 




20 25 30 25 
40 4 2 5 7 
30 6 0 3 1 




20 30 20 20 
20 4 1 5 3 
30 2 6 4 7 




60 40 40 30 30 
60 5 2 0 7 3 
40 6 1 4 2 8 
70 7 4 3 6 1 







50 40 10 15 25 30 
70 6 3 1 5 7 4 
50 8 4 2 4 3 6 
20 3 5 5 6 2 4 




30 40 20 
20 4 5 3 
40 2 7 1 




25 10 13 
18 1 3 5 
10 6 3 6 




20 30 20 20 
20 1 1 5 3 
30 2 7 4 7 




20 25 30 25 
40 3 2 8 7 
30 6 0 3 1 




50 40 10 15 25 30 
70 1 3 1 5 7 4 
50 8 4 8 4 3 6 
20 3 5 5 6 2 4 







60 40 40 30 30 
60 5 2 0 7 3 
40 3 1 6 2 8 
70 7 4 3 6 1 




60 60 140 140 100 
200 5 4 3 4 5 
140 3 2 1 3 2 
60 2 3 2 3 1 




80 80 60 180 
80 3 2 1 4 
120 1 3 2 5 
100 2 3 1 4 




200 100 100 300 200 
400 5 6 7 5 6 
300 4 3 2 1 3 




120 180 60 80 60 
100 3 2 3 4 1 
200 1 3 2 3 2 




120 180 140 160 100 
200 3 2 1 1 2 
400 2 1 3 2 3 
100 3 3 2 1 1 






100 100 200 100 100 
200 3 2 1 3 2 
100 2 3 2 2 3 
200 1 2 3 3 2 




20 40 80 60 100 
20 2 3 1 4 5 
80 5 1 1 2 3 
100 1 2 1 3 1 




60 80 120 40 40 
100 2 1 3 1 1 
80 1 2 3 1 1 
100 2 3 1 3 2 
50 3 2 2 2 4 
100 2 1 4 1 5 
2. Задачи 1.1–1.20 решить распределительным методом. 




ГЛАВА 5. ТРАНСПОРТНАЯ ЗАДАЧА В СЕТЕВОЙ ФОРМЕ 
5.1. Основные понятия из теории графов 
Помимо матричной формы транспортная задача может быть 
представлена в виде схемы сети. Сетевая форма транспортной зада-
чи является более наглядной, так как хорошо отражает реальную 
картину перевозок. Кроме того, сетевой метод позволяет учесть 
пропускную способность отдельных участков транспортно-
дорожной сети, в то время как матричная форма позволяет учесть 
только пропускную способность приемных пунктов. Сетевая форма 
транспортной задачи требует и меньше подготовительных работ: 
если погрузка и выгрузка совершаются в узлах, то для решения за-
дачи требуется всего лишь раз составить макет сети с указанием 
расстояния или стоимости перевозки. 
Рассматриваемая транспортная задача непосредственно связана с 
теорией графов. 
Графом называется множество точек, соединенных отрезками. 
Обозначается граф G(I, K), где I=1, 2,..., п – множество точек. Точки, 
входящие в множество I, называются вершинами графа. К – множе-
ство отрезков, соединяющих вершины графа. Эти отрезки называ-
ются ребрами графа. Пример графа показан на рис. 5.1. Точки 1, 2, 
3, 4, 5 являются вершинами графа. Ребрами являются отрезки (1-2), 
(1-3), (1-4), (2-3), (3-4), (2-5), (3-5), (4-5). Если ребра графа ориенти-
рованы, т.е. имеют определенное направление движения, то граф 
называется ориентированным. Если ребра графа неориентированы, 
то граф называется неориентированным. Граф, в котором содержат-
ся как ориентированные, так и неориентированные ребра, называет-
ся смешанным. Примеры названных графов показаны на рис. 5.2–
5.4. 
Любые две вершины графа называются смежными, если они со-
единены ребром. Для графа, показанного на рис. 5.3, смежными яв-
ляются следующие пары вершин: (1–2), (1–3), (1–5), (2–4), (3–4),  
(4–5). Два графа называются изоморфными, если между их верши-





Пример изоморфных графов показан на рис. 5.5. 
 
Изоморфизм графов обозначает HG  . Подграфом графа G 
называется граф, у которого все вершины и ребра принадлежат гра-
фу G. Для графа, приведенного на рис. 5.6, подграф показан на 
рис. 5.7. Граф, у которого все вершины соединены между собой, 





Степенью вершины называется число ребер графа, которым 
принадлежит эта вершина. 
Для графа, показанного на рис. 5.9, степень вершины 1 равна 1, 
степень вершины 2, равна 2. Степень вершины может быть четной 
или нечетной. Число вершин нечетной степени – четно. Это утвер-
ждение справедливо для любого графа. Дугой на графе называется 
ориентированная пара (xi-хj) вершин xi и хj. Например, для графа, 
показанного на рис.5. 10, дугами являются: (1-2), (2-1), (3-4) и (4-3). 
 
 
Путем (маршрутом) на графе называется последовательность 
сцепленных дуг, позволяющих пройти из одной вершины в другую. 
Для графа, показанного на рис. 5.11, примерами пути являются:  




Маршрут называется цепью, если все его ребра различны. При-
мером цепи является рис. 5.12. На графе цепь выделена двойной 
линией. 
 
Цепь называется простой, если все ее вершины различны. На 
приведенном примере показана простая цепь. 
Замкнутая простая цепь называется циклом. Пример цикла пока-
зан на рис. 5.13. 
 
Цикл, содержащий отличные друг от друга ребра, называется 
простым и сложным в противном случае. 
Контур, образованный одной дугой, называется петлей. На 
рис. 5.13 петля показана на вершине 6. 
Гамильтоновым циклом (путем) на графе называется цикл 
(путь), проходящий через каждую вершину графа только один раз. 
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Гамильтонов цикл (путь) всегда является простым. Он может не 
содержать все ребра графа. 
Граф, обладающий гамильтоновым циклом, называется гамиль-
тоновым графом. 
Пример гамильтонова графа приведен на рис. 5.14. Гамильтонов 
цикл показан пунктирной линией. На графе может существовать 
несколько гамильтоновых циклов. 
 
Если в графе существует маршрут, соединяющий две любые его 
вершины, то граф называется связным (рис. 5.15). 
 
Связный граф, не содержащий циклов, называется деревом. Для 
графа, показанного на рис. 5.16, деревом является граф, приведен-
ный на рис. 5.17. 
 
Дерево не имеет петель и кратных ребер, и любые две вершины 
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его связаны единственной цепью. Вершина дерева, степень которой 
равна единице, называется висячей. Например, для дерева, приве-
денного на рис. 5.17, висячими будут вершины 1, 2, 5 и 6. 
Ветвями дерева являются ребра графа, входящие в дерево. Для 
рассматриваемого примера (рис. 5.17) ветвями являются ребра (1-4), 
(4-6), (3-4), (2-3) и (3-5). Граф без циклов называется лесом. Други-
ми словами: лес представляет собой объединение деревьев 
(рис. 5.18). 
 
Ориентированный граф, элементам которого поставлены в соот-
ветствие некоторые параметры, называется сетью. Параметры за-
даются для вершин и для дуг графа. Параметром вершины i являет-
ся некоторое число аi, называемое интенсивностью. Вершины, для 
которых аi > 0, называются источниками; вершины, для которых аi 
< 0, – стоками, остальные – нейтральными. 
Для транспортной сети источниками являются пункты отправле-
ния грузов и пассажиров, стоками – грузо- и пассажиропоглощаю-
щие пункты. Нейтральными являются все пункты, в которых нет ни 
производства, ни потребления. Параметром дуги является некото-
рое число dij, называемое пропускной способностью дуги (i-j). Про-
пускная способность транспортной сети определяется максималь-
ным количеством груза, которое соответствующая коммуникация 
может пропустить за единицу времени. 
Потоком на сети называется функция, сопоставляющая с каж-
дой дугой (i-j) целое число хij и обладающая следующими свойства-
ми: 





ik xx  (5.2) 







sk xx , (5.3) 
где s – источник; s' – сток. 
Условия означают: 
 поток по любому ребру не может превышать пропускную 
способность ребра (5.1); 
 для вершин, не являющихся ни источником, ни стоком, коли-
чество ввозимого груза должно равняться количеству вывозимого 
груза (5.2); 
 сколько груза вывозится от грузоотправителей, столько и вво-
зится к грузополучателям (5.3). 
Разрезом в сети, отделяющим источник s и сток s', является 
множество дуг вида ( XX  ), где ,Xs а IXXXs  , – мно-
жество вершин графа. Подмножества X и X  – не пересекаются. 
Множество X  (рис. 5.19) составляют вершины 3, 4 и 6, а мно-
жество X – вершины 1, 2 и 5. 
 
Разрез составляют дуги (1-3), (2-3), (2-4), (2-6), (5-6). Следова-
тельно, в разрез входят только те дуги, которые начинаются во 
множестве X и заканчиваются во множестве X . 
Пропускная способность разреза равна сумме пропускных спо-







ijdXXd ),( . 
Для любой сети максимально возможный поток из s в s' равен 
минимальной пропускной способности разреза, отделяющего s от s'. 
Дуга называется насыщенной, если поток на ней равен ее пропуск-
ной способности. Если поток на дуге меньше ее пропускной спо-




5.2. Математическая формулировка транспортной задачи на 
сети 
Пусть задана транспортная сеть с п вершинами и m дугами. Для 
каждой дуги (i-j) задана стоимость перевозки единицы продукции 
ijc и пропускная способность ijd . Известны мощности поставщиков 
– ia . Известны потребности потребителей – jb . Требуется так при-
крепить поставщиков к потребителям, чтобы суммарные транс-
портные расходы были минимальными. 
Математическая запись указанной задачи имеет вид: 
 
i j






ik  , , (5.5) 





ij  , , (5.6) 





ik  , , (5.7) 
где Т – множество промежуточных пунктов; 
ijij dx  ; (5.8) 







i ba . (5.10) 
В приведенной математической формулировке f – целевая функ-
ция. 
Ограничения означают: 
 количество груза, вывозимого от поставщика, должно быть 
равно его мощности (ограничение (5.5)); 
 количество груза, ввозимого к потребителю, не должно пре-
вышать его потребности (ограничение (5.6)); 
 для любой вершины, не являющейся ни поставщиком, ни по-
требителем, количество ввозимого груза должно быть равно коли-
честву вывозимого из нее груза (ограничение (5.7)); 
 количество груза, перевозимое по каждой дуге (i-j), не долж-




 количество перевозимого груза является величиной неотри-
цательной, т.е., обратные перевозки запрещены (ограничение (5.9)); 
 количество груза, вывозимого от всех поставщиков, должно 
быть равно потребностям всех потребителей (ограничение (5.10)). 
Таким образом, рассматриваемая задача является закрытой. 
Решение задачи заключается в поиске оптимального потока X* 
(потока минимальной стоимости), который удовлетворял бы усло-
виям (5.4)–(5.10). Сетевая транспортная задача относится к классу 
задач линейного программирования и является специальной. Осо-
бенность задачи связана с тем, что матрица ограничений содержит 
лишь (2m/(m n))100% = (2/п)100% ненулевых элементов (п – коли-
чество узлов; m – число дуг). Для решения такой задачи наиболее 
приемлем метод потенциалов, являющийся как бы сетевой детали-
зацией прямого симплекс-метода. 
5.3. Метод потенциалов для решения транспортной задачи на 
сети 
Пусть требуется найти оптимальный план перевозок грузов на 
сети, обеспечивающий минимум транспортных затрат. Груз являет-
ся однородным, и пропускная способность сети не ограничена. Ре-
шение задачи осуществим методом потенциалов. 
Приведем алгоритм метода потенциалов. 
1. Строим начальный опорный план. План строится по возмож-
ным маршрутам перевозок. Указанный опорный план должен удо-
влетворять следующим требованиям: 
а) все запасы грузов должны быть вывезены от поставщиков; 
б) потребности получателей должны быть полностью удовлетво-
рены; 
в) общее количество направленных дуг должно быть на единицу 
меньше числа вершин, т.е. m=n–l. В противном случае  1 nm  
вводятся дуги с нулевыми поставками; 
г) дуги не должны образовывать замкнутых контуров. 
2. Проверяем построенный опорный план на оптимальность. Для 
этого одной из вершин присваиваем произвольное значение потен-
циала iП . Затем, двигаясь по дугам, определяем потенциалы 
остальных вершин. 
Расчет ведется по правилу: а) если дуга выходит из вершины i 
(рис. 5.20 а), то к потенциалу этой вершины прибавляем величину 
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ijc , являющуюся тарифом или величиной затрат на перевозку еди-
ницы груза из вершины i в вершину j: 
ijij cПП  ; 
б) если направление стрелки (дуги) противоположное 
(рис. 5.20 б), то величину ijc  вычитаем из потенциала i-й вершины: 
ijij cПП  . 
 
После определения всех потенциалов находим оценки ребер, не 
имеющих направленных дуг. Для этого из большего потенциала 
вершин рассматриваемого ребра вычитаем меньший и полученную 
разность вычитаем из значения показателя ijc , соответствующего 
данному ребру: 
 ),(min),(max jijiijij ППППc  , 
где Пi, Пj – потенциалы соответственно для вершин i и j ребра (i-j). 
Если для всех ребер, не имеющих направленных дуг, 
0ij , 
то построенный план является оптимальным. 
Если встретится хотя бы одно ребро с оценкой 0ij , то по-
строенный план не является оптимальным и требует улучшения. 
Для улучшения опорного плана необходимо: 
а) из ребер, имеющих отрицательные оценки ij , выбираем реб-
ро с наибольшей по абсолютной величине отрицательной оценкой и 
к нему проводим дугу. Новая дуга имеет направление от вершины с 
меньшим потенциалом к вершине с большим потенциалом. Эта дуга 
соответствует ведущей переменной в симплексной таблице; 
б) по полученному замкнутому контуру перемещаем часть груза. 
Величина перемещаемого груза выбирается равной минимальной 
поставке на дугах, имеющих направление, противоположное вве-
денной новой дуге. 
Перемещение груза осуществляется по правилу: 
 на дугах, имеющих то же направление, что и новая, объем пе-
ревозок увеличивается на выбранную поставку; 
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 на дугах, имеющих противоположное направление, объем пе-
ревозок уменьшается на выбранную поставку. Дуга, соответствую-
щая минимальной поставке, аннулируется. Общее число дуг остает-
ся прежним. 
Новый опорный план снова проверяется на оптимальность, т.е. 
выполнение передается к пункту 2. 
З а м е ч а н и я . 1. С целью удобства вычислений первый потенциал лучше брать 
равным не нулю, а некоторому положительному числу. Например, 10, 20 и т.д. Тем са-
мым мы исключим появление отрицательных потенциалов, неудобных в вычислениях. 
2. Если в симплексном методе мы переходим от одной таблицы к другой, т.е. от од-
ного опорного плана к другому, то в данном сетевом методе мы переходим от одного 
дерева к другому. 
Оптимальный план перевозок однородного груза на сети без 
ограничений пропускной способности всегда образует дерево с чис-
лом звеньев m=n–l. При решении некоторых задач может на сети 
появиться два дерева, не соединенных между собой. В этом случае 
будет иметь место случай вырождения. 
Вырождение плана транспортной задачи наблюдается в том слу-
чае, если число дуг в построенном плане окажется меньше, чем п–1, 
где п – общее число вершин. Вырождение устраняется путем введе-
ния необходимого (до п–1) количества дуг с нулевыми поставками. 
Направление вводимых дуг берется произвольным, но с условием, 
что они не будут образовывать замкнутый контур с другими дугами 
сети. 
Пример 5.1. Построить начальный опорный план для транс-
портной задачи, приведенной на рис. 5.21, а. 
Р е ш е н и е . Поставщикам соответствуют вершины 1 и 2, потре-
бителям – вершины 4 и 6. 
Распределение грузов по поставщикам приведено на рис. 5.21. 
 
Распределение грузов дало два дерева, которые не связаны меж-
ду собой. Общее количество дуг равно 4<п–1=5. У нас налицо слу-
чай вырождения. Устраняем вырождение путем ввода одной дуги 
(5–4=1) с нулевой поставкой. Помним, что вводимая дуга не должна 
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образовывать замкнутый контур на сети. В нашем случае дугу мож-
но ввести либо по ребру (2-3), либо по ребру (3-5), либо по ребру (3-
6), либо по ребру (4-6). Ни в одном из указанных случаев мы не по-
лучим замкнутый контур. Возьмем дугу по ребру (3-6) (рис. 5.21, б). 
Теперь общее количество дуг равно п–1=5. Следовательно, постро-
енный план является опорным. 
Пример 5.2. Найти оптимальный план перевозок транспортной 
задачи (рис. 5.22). 
 
Р е ш е н и е . Поставщикам соответствуют вершины 1 и 4, потре-
бителям – вершины 3, 5 и 7. Объемы потребления поставлены в 
вершинах со знаком минус. Объем поставок равен 90 ед. Объем по-
требления (30+20+10+30)=90. Следовательно, у нас задана закрытая 
модель транспортной задачи.  
1. Строим опорный план (рис. 5.23). Видим, что дуги не образу-
ют замкнутый контур. Их количество равно 5<п–1=7–1=6. Следова-
тельно, это еще не опорный план. Надо ввести одну дугу с нулевой 
поставкой. Возьмем, например, дугу (2-7). Теперь число дуг равно 
п–1=6. 
2. Вычисляем потенциалы вершин графа. Для этого присвоим 
вершине 1 потенциал П1 = 0. Остальные вершины будут иметь по-
тенциалы: 
П2 = П1+ 3= 10 + 3= 13; 
П3 = П1+ 2 = 10 + 2 = 12; 
П7 = П2 + 5 = 13 + 5 = 18; 
П6 = П7–5 = 18–5 = 13; 
П4 = П5–3= 13–3= 10; 
П5 = П4+ 1 = 10+ 1 = 11. 




3. Находим оценки для ребер графа, не имеющих дуг: 
ребро (1-4): 14 = 2 – (10 – 10) = 2 > 0; 
ребро (3-7): 37 = 4 – (18 – 12) = –2 < 0; 
ребро (5-7): 57 = 3 – (18 – 11)= –4 < 0; 
ребро (5-6): 56 = 4 – (13 – 11) = 2 > 0. 
4. Не все оценки 0ij . Следовательно, у нас не оптимальный 
план. Улучшение плана перевозок произведем по ребру (5-7), име-
ющему наибольшее значение по абсолютной величине отрицатель-
ной оценки ij . Дугу (5-7) направляем от вершины 5 к вершине 7, 
т.е. от меньшего потенциала к большему. На рис. 5.23 дуга показана 
штриховой линией. 
5. В полученном цикле две дуги имеют направление, противопо-
ложное построенной дуге (5-7). Это дуги (4-6) и (6-7). Следователь-
но, величина перемещаемого груза равна min (10,10)=10. 
6. Увеличим объем поставок на дугах (4-5) и (5-7) на 10 ед. На 
дугах (4-6) и (6-7) уменьшим на эти 10 ед. и аннулируем дугу (4-6) 
как дугу, содержащую минимальную величину перемещаемой по-
ставки груза. 
Улучшенный план перевозок показан на рис. 5.24. 
 
7. Снова вычисляем потенциалы вершин графа (рис. 5.24): 
П1 = 10; 
П2 = 10 + 3= 13; 
П3 = 10 + 2 = 12; 
П7 = П2 + 5 = 13 + 5 = 18; 
П6 = П7 –5= 15 – 5 = 10; 
П5 = П7 – 3 = 18 –3 = 15; 
П4 = П5 – 1 = 15 – 1 = 14. 
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8. Оценки для ребер графа, не имеющих дуг: 
ребро (3-7): 37 = 4 – (18 – 12) = –2 < 0; 
ребро (6-5): 65 = 4 – (15 – 13) = 2 > 0; 
ребро (6-4): 64 = 3 – (14 – 13) = 2 > 0; 
ребро (1-4): 14 = 2 – (14 – 10) = –2 < 0. 
Так как есть оценки ij  < 0, то план не оптимальный. 
9. Улучшаем план перевозок за счет дуги (3-7) (рис. 5.24). Ми-
нимальная поставка из встречных дуг дуге (3-7) равна 0. Переме-




10. Вычисляем потенциалы вершин графа (см. рис. 5.25): 
П1 = 10; 
П2 = 10 + 3 = 13; 
П3 = 10 + 2 = 12; 
П7 = П3 + 4 = 12 + 4 = 16; 
П6 = 16 – 5 = 11; 
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П5  = 16 – 3 = 13; 
П4 = 13 –1=12. 
11. Находим оценки для свободных ребер графа: 
27 = 5 – (16 – 13) = 2 > 0; 
65 = 4–(13 – 11) = 2 > 0;  
64 = 3–(12 – 11) = 2 > 0; 
12 = 2– (12 – 10) = 0. 
Получили, что все оценки 0ij . Следовательно, построенный 
план – оптимальный. 
Минимальное значение целевой функции 
fmin=330+220+40+40+30+0+510=90+40+40+30+50=250. 
5.4. Определение кратчайшего пути на транспортной сети 
Задача определения кратчайшего пути на транспортной сети 
имеет важное практическое значение. Чем меньше пробег автомо-
биля при одном и том же объеме перевозок, тем меньше эксплуата-
ционные затраты и, следовательно, себестоимость перевозок. Для 
пассажирских перевозок расстояние влияет на затраты времени 
населения на передвижения. Последние приводят к транспортной 
усталости населения: чем больше затраты времени на передвиже-
ния, тем больше транспортная усталость. Поэтому при разработке 
маршрутов движения транспортных средств стремятся как можно 
больше использовать кратчайшее расстояние между тяготеющими 
узлами транспортной сети. 
Существуют различные алгоритмы решения задачи о кратчай-
шем пути на транспортной сети. Рассмотрим наиболее широко рас-
пространенный алгоритм Минта. 
1. Начальной вершине присваиваем потенциал, равный нулю, а 
остальным – равные некоторому большому числу М. 
2. Просматриваем вершины, связанные с начальной, и определя-
ем их потенциалы. Вычисления ведутся по правилу: если Пi + cij < 
Пj; где cij – расстояние между рассматриваемыми смежными вер-
шинами i и j, то вершине j присваивается потенциал, равный Пj = Пi 
+ cij; если Пi + cij > Пj, то за вершиной j сохраняется прежнее значе-
ние потенциала Пj. 
3. Выбираем любую вершину из рассмотренных, и для нее рас-
сматриваем все смежные, являющиеся конечными по отношению к 
фиксированной вершине. Вычисление потенциалов осуществляется 
по правилу, приведенному в пункте 2, и так далее. Шаг 3 повторяет-
ся до тех пор, пока не будут присвоены наименьшие потенциалы 
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всем вершинам транспортной сети. 
4. Строим сам кратчайший путь. Для этого рассматриваем 
транспортную сеть от конца к началу. Для каждого ребра определя-
ем разность потенциалов его вершин. Ребра, для которых эта раз-
ность равна расстоянию между их вершинами, включаются в крат-
чайший путь. Таким образом, определяется кратчайший путь на 
транспортной сети. 
Пример 5.3. Для транспортной сети (рис. 5.26) определить крат-
чайший путь от точки А до точки В. 
 
Р е ш е н и е . 1. Присваиваем вершине А потенциал ПА= 0, а всем 
остальным вершинам – потенциал Пi = М, 10,2i , где М – некото-
рое большое число. 
2. Рассмотрим вершины, смежные с вершиной А, и вычислим их 
потенциалы. 
В е р ш и н а  2: .220 222 MПcПП AA   
Так как вычисленное значение потенциала 2П   меньше ранее 
присвоенного вершине 2 потенциала П2 = М, то за вершиной 2 за-
крепляется наименьшее значение потенциала 2П  = 2. 
В е р ш и н а  3: .330 3133 MПcПП A   
Следовательно, за вершиной 3 закрепляем потенциал 3П  . 
Аналогично для в е р ш и н ы  4: 
.110 4144 MПcПП A   
Следовательно, за потенциал вершины 4 принимаем 4П  . Таким 
образом, мы проанализировали вершины, связанные с начальной 
вершиной А. Теперь рассматриваем любую из рассмотренных вер-
шин: 2, 3 или 4. Возьмем для примера вершину 2. Связанными с ней 
являются вершины 3 и 5. Вычислим их потенциалы: 
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.3642 32323  ПcПП  
Так как вычисленное значение потенциала 3П   больше ранее 
присвоенного вершине 3 потенциала 33 П , то за вершиной 3 со-
храняем прежнее значение потенциала 33 П . 
Для в е р ш и н ы  5: .642 52525 MПcПП   Следова-
тельно, принимаем 65 П . Теперь рассмотрим вершину 3. Связан-
ными с ней являются вершины 6 и 4. Для них имеем: 
.633 63636 MПcПП   
Принимаем .66 П  
.1523 43434  ПcПП  
Следовательно, за вершиной 4 сохраняем прежнее значение по-
тенциала 14 П . Теперь конечные рассмотренные вершины 5, 6 и 
4. Проанализируем связанные с ними вершины. Для вершины 5 – 
это будут вершины 8 и 6, для вершины 6 – 8, 10 и 7, для вершины 4 
– 7. 
В е р ш и н а  5 : .1266 85858 MПcПП   
Принимаем .128 П  .6936 65656  ПcПП  Следо-
вательно, за вершиной 6 сохраняем ранее вычисленное значение 
потенциала .66 П  
В е р ш и н а  6: .12716 86868  ПcПП   
Принимаем .78 П  
.1266 10610610 MПcПП    
Принимаем .1210 П  
.936 76767 MПcПП   
Принимаем .97 П  
В е р ш и н а  4 : .9761 74747  ПcПП  
Принимаем .77 П  
Для в е р ш и н ы  8 : .129272 10810  ППП   
Принимаем .910 П  
Для в е р ш и н ы  7: .1257 97979 MПcПП   Прини-
маем .129 П  
Для в е р ш и н ы  9: .913112 10910910  ПcПП  
Следовательно, за вершиной 10 сохраняем ранее вычисленное 
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значение потенциала .910 П  
Мы определили потенциалы всех вершин. Теперь строим сам 
кратчайший путь. Для этого для каждого ребра проверяем условие 
(*).ijji cПП   
Р е б р о  (8-10): .2297 810  c Следовательно, это ребро 
включается в кратчайший путь. 
Р е б р о  (9-10): .13 910109  cПП  Так как условие (*) не 
выполняется, ребро (9-10) в кратчайший путь не включается. 
Р е б р о  (6-10): 63 610106  cПП  – ребро не включается в 
кратчайший путь. 
Р е б р о  (5-8): 61 5885  cПП  – ребро не включается в 
кратчайший путь. 
Р е б р о  (6-8): 11 6886  cПП  – ребро включается в крат-
чайший путь. 
Р е б р о  (6-7): 6776 1 cПП   – ребро не включается в крат-
чайший путь. 
Р е б р о  (3-6): 33 3663  cПП  – ребро включается в крат-
чайший путь. 
Р е б р о  (2-3): 41 2332  cПП  – ребро не включается в 
кратчайший путь. 
Р е б р о  (1-3): 33 1331  cПП  – ребро включается в крат-
чайший путь. 
Таким образом, мы определили кратчайший путь от точки А до 
точки В. На рис. 5.26 он показан жирной линией. 
Упражнения 
1. Решить транспортные задачи на сети S={I, U}, где I = 6,1 , 
10U . Вершины 1 и 2 – источники; 3, 4 – стоки; остальные – про-
межуточные. Стоимости перевозок единицы груза по соответству-
ющим дугам и отличные от нуля интенсивности узлов имеют сле-
дующие значения. 
1.1. с23=4, с45=8, c16=10, c56=2, с35=6, с24=10, с36=8, с34=6, с12=4, 
а1=2, а2=18, а4= –20. 
1.2. с35=10, с36=7, с13=3, с45=7, с24=2, с12=2, с56=1, с18=9, с16=10, 
с26=10, а1=2, а2=18, а3= –2, а4= –18. 
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1.3. С35=10, с36=6, с13=1, с45=2, с12=9, с24=6, с16=8, c56=3, с34=4, 
а1=2, а2=18, а3= –18, а4= –2. 
1.4. с36=10, с13=1, с46=1, с14=5, с45=1, с12=1, c26=6, c56=10, с16=3, 
а1=10, а2=10, а3= –3, а4= –17. 
1.5. с35=2, с36=8, с13=1, с12=10, с15=10, с26=1, с16=4, с5б=3, с45=10, 
с14=8, а1=16, а2=4, а3= –18, а4= –2. 
1.6. с35=5, с36=3, с45=5, с14=1, с13=2, с56=5, с26=10, с12=9, с16=5, 
а1=5, а2=15, а3=–10, а4=–10. 
1.7. c35=10, с16=6, с14=8, с15=10, с25=3, с56=4, с12=1, с45=6, с13=10, 
а1=13, а2=7, а3= –7, а4= –13. 
1.8. с35=10, с36=10, с45=10, с26=6, с14=5, с15=6, с56=8, с12=1, с23=8, 
а1=5, а2=15, а3= –14, а4= –6. 
1.9. с36=8, с13=2, с46=7, с12=10, с26=10, с16=5, с56=9, с45=10, с26=8, 
а1=8, а2=12, а3= –8, а4= –12. 
1.10. с36=5, с13=5, c45=9, с14=6, с15=10, с26=10, с12=5, с56=2, а1=10, 
а2=10, а3= –10, а4= –10. 
1.11. с36=10, с35=9, с13=4, с12=6, с45=8, с65=2, с26=8, с14=5, с23=10, 
а1=2, а2=18, а3= –17, а4= –3. 
2. Построить кратчайший путь между точками А и В графа. Рас-








1 2 3 4 5 6 7 8 9 10 11 12 
1-2 4 6 8 10 6 10 12 8 4 8 6 10 
1-6 12 6 4 8 10 12 16 10 10 10 10 8 
1-8 20 16 14 8 14 16 20 12 14 16 16 16 
2-3 8 6 4 2 3 6 4 2 3 6 4 4 
2-5 8 9 10 8 6 4 6 6 4 6 8 10 
6-5 10 10 10 10 10 10 10 8 10 6 10 12 
6-7 18 10 12 10 16 14 12 10 8 10 12 14 
6-8 2 4 3 1 2 3 4 6 2 4 6 2 
3-4 10 12 10 14 16 18 16 14 10 10 12 10 
3-5 8 6 4 10 8 10 10 14 6 8 10 12 
5-4 10 12 14 10 12 10 12 10 10 10 12 14 
5-7 12 16 14 8 10 12 16 10 12 12 13 16 
4-9 8 6 8 4 6 8 10 6 8 10 8 6 
4-7 4 6 8 10 12 16 10 12 14 16 18 10 
7-9 4 6 6 4 6 6 4 6 6 6 6 4 
7-8 12 16 14 12 16 14 16 12 18 16 14 10 
8-9 16 16 18 19 20 16 18 16 20 16 20 16 
 
2. Распределить N автомобилей между М автотранспортными предприятиями так, чтобы суммарный доход 









)(1 x  )(2 x  )(3 x  )(4 x  )(5 x  )(6 x  )(7 x  )(108 x  
1 1,0 0,1 0,6 0,3 0,2 0,3 1,0 1,3 
2 0,5 0,5 1,1 0,6 0,3 0,6 1,2 1,3 
3 1,4 1,2 1,2 1,3 0,4 1,3 1,4 1,3 
4 2,0 1,8 1,4 1,4 0,5 1,4 1,4 1,3 
5 1,5 2,5 1,6 1,5 0,6 1,5 1,5 1,3 
6 1,6 2,9 1,7 1,6 0,7 1,5 1,6 1,3 
7 1,7 3,5 1,7 1,7 0,8 1,5 1,7 1,3 
8 1,3 3,5 1,8 1,8 0,8 1,5 1,7 1,3 
9 1,3 3,6 1,8 1,9 0,8 1,5 2,0 1,3 
10 3,0 3,5 1,8 1,6 0,8 1,6 2,8 1,3 
 


















)(3 x  
)(4 x
 







)(8 x  )(8 x  
1 0,3 1,1 0,2 0,1 0,1 0,6 0,6 0,3 0,5 0,3 0,3 0,3 1,0 1,0 
2 0,2 1,2 0,5 1,0 1,0 1,0 1,5 1,6 1,2 0,4 0,6 1,0 1,2 1,2 
3 0,5 1,3 1,2 1,8 3,0 1,0 1,6 1,2 1,5 0,5 0,6 1,0 1,0 1,4 
4 0,6 1,2 2,0 2,0 2,5 1,2 1,8 1,3 1,5 0,6 0,7 1,5 1,0 1,4 
5 1,2 1,3 2,5 2,0 2,5 2,5 2,0 2,0 1,5 0,7 0,7 1,5 1,5 1,4 
6 1,3 1,4 2,9 2,8 2,8 1,7 2,5 1,5 1,5 0,8 0,9 1,5 1,6 1,4 
7 1,3 1,5 3,5 3,0 3,0 1,8 2,6 1,6 1,5 0,9 1,0 1,5 1,7 1,4 
8 1,3 1,6 3,5 3,5 3,0 1,8 0,6 1,6 1,5 1,0 1,2 1,5 1,8 1,4 
9 1,3 1,6 3,6 3,5 3,5 1,8 2,6 1,6 1,5 1,1 1,2 1,5 1,8 1,4 
10 1,3 1,6 3,6 3,5 3,5 1,8 2,6 1,6 1,5 1,2 1,2 1,4 2,0 1,4 
N 10 10 8 7 10 8 10 8 8 10 10 10 8 8 




ГЛАВА 6. МЕТОДЫ ДИСКРЕТНОЙ ОПТИМИЗАЦИИ 
6.1. Общие сведения  
Дискретная оптимизация является одним из разделов математи-
ческого программирования. К нему относятся задачи, в которых 
экстремальное значение функции отыскивается на некотором дис-
кретном множестве. Примерами таких задач являются: транспортная 
задача (для случая целочисленности переменных), целочисленные 
задачи линейного программирования, задачи комбинаторного типа и 
др. 
Рассмотрим некоторые из них. Простейшей и наиболее популяр-
ной задачей планирования перевозок является транспортная задача. 
Для m поставщиков и п потребителей, объемы поставок и потребле-
ния которых соответственно равны аi и bj, математическая поста-




























Требование целочисленности здесь не наложено. Однако извест-
но, что при любых целых значениях аi и bj, mi ,1 , nj ,1 , транс-
портная задача всегда имеет целочисленный оптимальный план 
независимо от коэффициентов сij целевой функции. 
Другим примером является распределительная задача. Пусть 
имеется п маршрутов. Обслуживающее автотранспортное предприя-
тие имеет m типов транспортных средств. На каждой j-й линии 
тpeбyeтcя выполнить bj рейсов. Резервы полезного времени дня 
каждой транспортной единицы i-ro типа известны и составляют ai, 
ni ,1 . Известны также затраты времени tij на выполнение j-ro рей-
са i-м транспортным средством. Эксплуатационные затраты за рейс 
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составляют cij. Требуется так распределить транспортные средства 
по маршрутам, чтобы суммарные эксплуатационные затраты были 
минимальными. 



























;0ijx  ijx  – целые. 
Здесь ijx  – количество транспортных средств i-ro типа, направ-
ляемых на j-й маршрут. Естественно, что ijx  является только целым 
числом. 
Примером задачи дискретной оптимизации служит и задача о 
выборе подвижного состава для перевозок какого-то груза. Данная 
задача формулируется следующим образом. Пусть у нас имеется m 
грузоотправителей какого-то груза, mi ,1 . Объем отправляемого 
груза известен и равен miai ,1,  . Имеется n типов подвижного 
состава. Грузоподъемность j-ro транспортного средства равна qj. 
Общее количество единиц j-ro типа подвижного состава, имеющего-
ся у АТП, равно NJ. Затраты на транспортировку груза от пункта i до 
склада по рейсу j известны и равны cij. Требуется составить опти-
мальный план перевозок грузов. 
Обозначим ijx  – количество транспортных средств j-ro типа, от-






























;0ijx  ijx  – целые. 
Общим для всех задач является условие целочисленности пере-
менных. 
В настоящее время уже разработано достаточно большое количе-
ство методов решения рассматриваемых задач. Условно все методы 
решения задач дискретной оптимизации можно разделить на груп-
пы: 
1) метод последовательного анализа вариантов. Частным случаем 
данного метода является динамическое программирование; 
2) метод ветвей и границ; 
3) комбинаторные методы, применяемые для решения специаль-
ных задач нелинейного целочисленного программирования; 
4) приближенные методы. 
В настоящем учебном пособии рассмотрим два метода дискрет-
ной оптимизации: метод отсечения и метод ветвей и границ. 
6.2. Метод отсечения 
Метод отсечения довольно широко используется для решения 
задач дискретной оптимизации, в частности, для решения задач це-
лочисленного линейного программирования. 
Математическая постановка задачи целочисленного линейного 

















,0jx  ;,1 nj   jx  – целые. (6.3) 
От задачи простого линейного программирования приведенная 
задача отличается целочисленностью переменных. Возникает во-
прос: нельзя ли аппарат линейного программирования каким-либо 
образом применить для решения задач целочисленного линейного 
программирования? Оказывается, можно. Для любой задачи цело-




















,0jx  nj ,1 , (6.6) 
по решению которой можно определить решение соответствующей 
задачи целочисленного программирования. При этом справедлив 
ряд утверждений: 
1. Если задача линейного программирования имеет решение, то 
соответствующая ей задача целочисленного программирования так-
же имеет решение. И наоборот, если задача линейного программи-
рования не имеет решения, то и соответствующая задача целочис-
ленного программирования не имеет решения. 
2. Если вектор ),,,(* **2
*
1 nxxxX   – оптимальный опорный план 
задачи линейного программирования (6.1)–(6.3) на некотором мно-
жестве целых точек, то X* также является оптимальным планом и 
для задачи целочисленного программирования (6.4)–(6.6), опреде-
ленной на том же множестве целых точек. 
Покажем графически связь между задачами линейного и цело-
численного программирования. 
Пример 6.1. Пусть нам дана задача линейного программирова-
ния 
f = х1 + x2  max; 
при ограничениях: 
2х1 + 11x2  38; 
х1 + x2  7; 
4х1 – 5x2  5; 
х1, x2  0. 




 = х1 + x2  max; 
при ограничениях: 
2х1 + 11x2  38; 
х1 + x2  7; 
4х1 – 5x2  5; 
х1, x2  0; х1, x2 – целые.  
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Максимальное значение целевая функция достигает в точке А. На 
рисунке отмечены точки целочисленной решетки, являющейся об-
ластью допустимых решений для задачи целочисленного програм-
мирования. Оптимальное значение целевой функции f 
(ц)
 = 6. Опти-
мум достигается в точке С (3, 3). 
Данный пример показывает, что область допустимых решений 
задачи целочисленного программирования находится внутри обла-
сти допустимых решений задачи линейного программирования. От-
секая участки, не содержащие целочисленные точки, мы постепенно 
придем к области допустимых решений целочисленной задачи. А 
затем, перемещая опорную прямую в направлении вектора  f, легко 
найдем решение задачи целочисленного программирования. На ос-
новании приведенных рассуждений и основан метод отсечения. 
Приведем алгоритм метода отсечения. 
1. Решаем задачу линейного программирования (6.4)–(6.6). 
2. Полученное оптимальное решение (если оно существует), про-
веряем на целочисленность. Если условие целочисленности выпол-
няется по всем переменным, то полученное оптимальное решение 
является оптимальным решением и для задачи целочисленного про-
граммирования. Если условие целочисленности не выполняется хотя 
бы для одной переменной xj, то переходим к пункту 3. 
3. Строим дополнительное ограничение, отсекающее часть обла-
сти, в которой содержится оптимальное решение задачи (6.4)–(6.6) и 
не содержится ни одного допустимого решения задачи (6.1)–(6.3). 
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4. Решаем задачу линейного программирования с дополнитель-
ным ограничением, полученным на третьем шаге. 
5. Переходим к пункту 2. 
Главное в данном методе – правильно выбрать отсекающую ги-
перплоскость. Она должна быть линейной, отсекать найденное оп-
тимальное нецелочисленное решение задачи линейного программи-
рования (6.4)–(6.6), и не должна затрагивать ни одной целочислен-
ной точки задачи (6.1)–(6.3). 
Рассмотрим предложенный Р. Гомари алгоритм выбора отсека-
ющей гиперплоскости. Обозначим Jб – множество индексов, соот-
ветствующих базисным переменным; Jнб – множество индексов, со-
ответствующих небазисным переменным. Тогда после каждой ите-





jijii xx , 
где iji  ,  – преобразованные величины bi и ija . 
Оптимальное решение, полученное при выполнении условия 
0 jjб cc , 
имеет вид: 
;,0* нбj Jjx   
бii Jix  , . 
Если хотя бы одно из значений i , бJi , не целое, то полу-
ченное решение не будет оптимальным для задачи целочисленного 
программирования. В этом случае строится отсекающая гиперплос-
кость, и процесс решения повторяется. 
Гиперплоскость, согласно правилу отсечения Гомари, определя-
ется по формуле 
    0 
 нбJj
jiji x , 
где    iji  и  – дробная положительная часть чисел iji  и  соот-
ветственно. 
Например, β = 2,7. Тогда {β} = 0,7. Для β = – 8,3 положительная 
дробная часть будет равна {– 8,3} = 0,7. Целая часть числа обозна-
чается [βi]. Для β = 2,7 целая часть [2,7] = 2. Для β = – 8,3 целая 
часть [β] = –9. Очевидно, 
}{][  ; (6.7) 
}{][ ijijij  . 
Правило Гомари получается путем следующих рассуждений. 
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Пусть в полученном для задачи линейного программирования 
оптимальном решении некоторое 
0i
 – не целое. Составим условие 







jjiii xx 000 . (6.8) 
Затем находим целую и дробную части его коэффициентов. Со-
гласно формулам (6.7) имеем: 
}{][
000 iii




Так как по предположению 
0i




 jii . 
Подставив выражения для 
0i
  и ji0  из формулы (6.9) в формулу 
(6.8), получим 













jjiiii xxx )()]([}{][ 00000 . 























jjiii xxx )(}{)]([][ 00000 . 
Первая скобка представляет собой разность целых чисел. Следо-
вательно, она является целой. Тогда для того чтобы 
0i
x  было це-
лым, необходимо, чтобы целым была разность во второй скобке 




jjii x .)(00  
Так как 1}{0
0




jji x0  не может быть отрицатель-








ijji x 00 )( . 
Пример 6.2. Используя метод отсечения, найти максимальное 
значение целевой функции 
f=70x1 + 30x2 
при ограничениях: 
10х1 + 4х2  40; 
  6х1 + 4х2  36; 
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х1, х2  0; х1, х2 – целые. 
Р е ш е н и е . 1. Вводим базисные переменные х3 и х4: 
10х1 + 4х2 + х3 = 40; 
  6х1 + 4х2 + х4 = 36. 
Откуда 
х3 = 40 – 10х1 – 4х2; 
х4 = 36 – 6х1 – 4х2. 
2. Составляем исходную симплексную таблицу (табл.1). 
 
Таблица 1 










f 0 –70 –30 
 
3. Используя табличный симплекс-метод, находим оптимальное 
решение задачи линейного программирования (табл.2, 3). 
 
Таблица 2 










f 280 7 –2 
 
Таблица 3 










f 295 25/4 5/4 
 











4. Так как в полученном плане не все значения базисных пере-
менных целые, то найденный план не является оптимальным для 
задачи целочисленного программирования. 
5. Составляем уравнение отсекающей гиперплоскости для х2: 
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     .022 jji x  


























































43  xx  
Вводим новую базисную переменную х5, обращающую послед-








543  xxx  









435 xxx   
С учетом полученного ограничения составляем новую симплекс-
ную таблицу (табл. 4). 
 
Таблица 4 














f 295 25/4 5/4 
 
Эта таблица соответствует расширенной задаче линейного про-
граммирования. Содержащийся в ней план не является опорным, так 









































Оно соответствует элементу .
8
5
53   
С найденным разрешающим элементом делаем шаг симплексных 
преобразований (табл. 5). 
 
Таблица 5 














f 55 10 5 

























X  не является оптималь-
ным для задачи целочисленного программирования. Строим новую 
отсекающую гиперплоскость. В качестве компоненты i, i  I6, при-
нимаем i с большей дробной частью i. В нашем случае дробная 
часть {i} одинакова во всех свободных членах, поэтому выбираем 
любое i, например, i = 3. Уравнение отсекающей гиперплоскости 
будет иметь вид 
















































65  xx  






56 xx   
























f 55 10 5 
Содержащийся в таблице план не является опорным, так как в 
столбце свободных членов есть отрицательный элемент. 
Строим опорный план. 































ченным разрешающим элементом делаем шаг симплексных преоб-
разований (табл. 7). 
 
Таблица 7 


















f 8 25 5 
 
Получим план X* = (0, 0, 4, 0, 2, 0). Он является оптимальным 
как для расширенной задачи линейного программирования, так и 
для задачи целочисленного программирования, так как все элементы 





1. Решить задачи методом отсечения. 
1.1. ;min4 321  xxxf  
 ;32 321  xxx  
 ;12 21  xx  
 ;432 32  xx  
 ;3,1,0  jx j  .целыеjx  
1.2. ;max34 21  xxf  
 ;8828 21  xx  
 ;221 x  
 ;905 2 x  
 ;2,1,0  jx j  .целыеjx  
1.3. ;max90110 21  xxf  
 ;1043 21  xx  
 ;82 21  xx  
 ;52 x  
 ;2,1,0  jx j  .целыеjx  
1.4. ;min23 321  xxxf  
 ;103 321  xxx  
 ;1442 21  xx  
 ;72 32  xx  
 ;3,1,0  jx j  .целыеjx  
1.5. ;max21  xxf  
 ;12 321  xxx  
 ;33 421  xxx  
 ;4,1,0  jx j  .целыеjx  
1.6. ;max2 321  xxxf  
 ;1622 321  xxx  
 ;721  xx  
178 
 
 ;1823 31  xx  
 ;3,1,0  jx j  .целыеjx  
1.7. ;min54  xxf  
 ;124 521  xxx  
 ;22 42  xx  
 ;33 543  xxx  
 ;5,1,0  jx j  .целыеjx  
1.8. ;max32 321  xxxf  
 ;25346 321  xxx  
 ;15235 321  xxx  
 ;3,1,0  jx j  .целыеjx  
1.9. ;max3070 21  xxf  
 ;40410 21  xx  
 ;3646 21  xx  
 ;2,1,0  jx j  .целыеjx  
1.10. ;max34 21  xxf  
 ;64 21  xx  
 ;224 21  xx  
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