Abstract. Consider the dynamics of a thin film flowing down an inclined plane under the action of gravity and in the presence of a first-order exothermic chemical reaction. The heat released by the reaction induces a thermocapillary Marangoni instability on the film surface while the film evolution affects the reaction by influencing heat/mass transport through convection. The main parameter characterizing the reaction-diffusion process is the Damköhler number. We investigate the complete range of Damköhler numbers. We analyze the steady state, its linear stability and nonlinear regime. In the latter case, long-wave models are compared with integral-boundary-layer ones and bifurcation diagrams for permanent solitary wave solutions of the different models are constructed. Time-dependent computations with the integral-boundarylayer models show that the system approaches a train of coherent structures that resemble the solitary pulses obtained in the bifurcation diagrams.
Introduction
Thin liquid films on a substrate are encountered in numerous applications and problems in engineering, chemistry and biology. As a consequence, numerous studies, both experimental and theoretical, have been devoted to the dynamics of thin films in different settings and configurations for several decades; see e.g. [1] , [2] and [3] for reviews. For example, the problem of a film flowing down an inclined plane under the influence of gravity has received considerable attention since the pioneering works of [4, 5] and [6] who first provided a systematic exploration of its flow characteristics; see [7] and [8] for reviews.
In many situations of practical interest, a thin film cannot be isolated from its environment and one has to take into account the presence of additional effects and complexities such as concentration/heat effects and chemical reactions taking place in the film. For example, one of the chemical species may be a surfactant changing the surface tension of the liquid/gas interface. In that case, the dynamics of the film can be profoundly affected by the chemical reaction which can give rise to solitary pulses on the surface of the film [9] [10] [11] [12] . The influence of chemical reactions has also been investigated in the case of droplets moving in a solution [13] and on a substrate [14] . In this study, we focus on the case of a film falling down a planar substrate under the influence of gravity and in the presence of an exothermic chemical reaction taking place in the bulk. This is the typical situation encountered for example in falling film reactors. In this case, it is important for engineering purposes and process efficiency to control the film characteristics. In particular, the film surface area and the time of contact between the liquid and the gas are often key parameters for chemical reactions involving reactants from the liquid and gas phases. Also, in several industrial applications, falling films involving specific reactants facilitate the absorption of gas components. Examples are reactions between SO 2 (solute gas) and KOH (reactant in liquid), CO 2 and Hydroxides, Cl 2 and FeCl 2 [15] . In these cases, the quantity of interest is the adsorption rate which is influenced by several parameters like reaction kinetics, species diffusion and liquid density and viscosity. One of the goals of this study is to examine how the chemical reaction will affect the liquid-gas surface area mainly through the influence of temperature on the physical properties of the liquid. Two aspects, in particular, are considered: the linear stability of a film of uniform thickness and the nonlinear dynamics after destabilization, in particular the emergence and dynamics of solitary waves on the film surface.
In order to identify the basic dynamic characteristics of the coupling between the fluid flow and the reaction-diffusion process, the kinetics here is kept as simple as possible. The chemical reaction is a first-order one in which the reactant is assumed to be provided through the film surface by absorption into the liquid.
To model the nonlinear dynamics of reactive films, several approaches are possible. The first one is based on a long-wave expansion of all variables; it is valid close to criticality but fails to account for the nonlinear regime. Because of that, we favor a second approach, based on a weighted residuals technique with a Galerkin projection. As far as the chemical reaction is concerned, we consider the cases of small, moderate and large reaction rates. For large reaction rates we demonstrate the presence of a concentration boundary layer at the free surface which is resolved via matched asymptotics.
The case of a slow reaction has already been investigated in previous studies by Trevelyan and Kalliadasis [16, 17] , while in this study we examine both fast and slow reaction rates. The basic differences between these studies and the present one are: (i) in [16, 17] the different dimensionless groups, such as Reynolds, Weber and Damköhler numbers, were varied independently from each other corresponding to changing the liquid and the reaction-diffusion process. While varying independently the different parameters is something that is frequently done in the thin-films literature, it is more appropriate to introduce a parametrization that distinguishes clearly between the flow, the physical properties of the gas-liquid system and the reaction-diffusion process, as in experiments; (ii) consideration of the Orr-Sommerfeld eigenvalue problem; (iii) non-zero free-surface Biot number.
The paper is organized as follows. In § 2 we define the problem and give the governing equations and dimensionless groups. In § 3 and § 4, we examine the steady state of the system and its linear stability. In § 5 we derive the long-wave models while § 6 is devoted to the weighted residuals ones. In § 7 we present solitary wave solutions and their bifurcation diagrams and in § 8 time-dependent computations. We conclude in § 9. Figure 1 shows the problem definition. We consider a thin liquid film falling under the influence of gravity down an inclined planar substrate forming an angle β with the horizontal direction. The liquid has viscosity µ, density ρ, constant pressure heat capacity c p , thermal conductivity λ and surface tension σ. With the exception of surface tension, the liquid properties are assumed to be constant and independent of temperature (applicable if the temperature variations in the film are small). We also assume that the liquid is non-volatile so that evaporation effects can be neglected. We restrict our attention to the two-dimensional dynamics of the film. A Cartesian coordinate system (x, y) is chosen so that x is in the direction parallel to the substrate and y is the outward-pointing coordinate normal to the substrate. The wall is then located at y = 0 and the free surface at y = h(x, t). , = 0 A B + h e a t Figure 1 . Sketch of the profile geometry for an inclined falling film in the presence of a first-order exothermic chemical reaction A → B + heat. h(x, t) is the local film thickness, h N is the Nusselt flat film thickness and β is the inclination angle with respect to the horizontal direction.
Physical problem and formulation

Hydrodynamics
The governing equations for the fluid flow are the mass conservation and Navier-Stokes equations, ∇ · u = 0 (2.1a)
ρ(u t + (u · ∇)u) = −∇p + ∇ · τ + ρg (2.1b)
where ∇ = (∂/∂x, ∂/∂y) is the gradient operator on the (x, y) plane, u = (u, v) is the fluid velocity vector, g = g(sin β, − cos β) with g the magnitude of the gravitational acceleration, p is the fluid pressure and τ = µ[(∇u) + (∇u) t ] is the deviatoric stress tensor. Moreover, in equation (2.1) and throughout the paper, partial derivatives are denoted by subscripts (i.e. u t refers to ∂u/∂t).
On the wall we have the no-slip boundary condition, u = 0 on y = 0, (2.2) while on the free surface we have the kinematic boundary condition and the normal and tangential stress balances, respectively, h t + (u · ∇)(h − y) = 0 on y = h (2.3a)
where n and t are unit vectors, normal (outward pointing) and tangential to the interface, respectively, defined from n = N −1/2 (−h x , 1), t = N −1/2 (1, h x ) where N = 1 + h 2 x . K(h) = −(1/2)∇ · n is the curvature of the interface and ∇ s = (I − n ⊗ n) · ∇ is the surface gradient operator with I the 2 × 2 unitary matrix. p ∞ is the pressure of the ambient gas phase which can be absorbed into a redefined pressure and hence without loss of generality can be taken as zero.
The coupling between hydrodynamics and chemistry is achieved through the Marangoni effect in the right-hand-side of the tangential stress balance (2.3c). The Marangoni effect also influences the normal stress balance but this is typically a higher-order effect compared to the influence on the tangential stress.
The reaction-diffusion process
The ambient gas phase contains a species A that is absorbed into the liquid at the interface. Once species A enters the liquid it undergoes a simple first-order decay, A → B + heat, with both reactant A and product B assumed to be passive, i.e. they have no effect on the flow field (via e.g. changing the density and/or the surface tension). Note that although few interesting reactions are truly first order, many can appear to be so under certain circumstances, for example in the presence of an excess of one of the reactants.
The heat generated by the reaction, induces a thermocapillary Marangoni effect, which in turn, affects the free-surface, fluid flow, and hence adsorption properties of the film. The thermocapillary effect is modeled by assuming a linear dependence of the surface tension on temperature,
where σ ∞ is the surface tension at the far field gas temperature T ∞ . γ is positive in most cases corresponding to the frequently encountered property of liquids that their surface tension decreases as the temperature increases. However, there are several liquids which are known to display the opposite behavior [18] .
The governing equations for the reaction-diffusion process are the continuity of species A and the energy equation, a t + (u · ∇)a = D∇ 2 a − ak(T ) (2.4a)
4b)
where a and T denote the concentration of A and fluid temperature, respectively, D is the molecular diffusivity of A and q 0 is the heat of reaction which is assumed to be independent of temperature. k(T ) is the part of the reaction rate that depends on the temperature following the Arrhenius law, 5) where k 0 is the frequency (or pre-exponential factor), E a is the activation energy and R is the ideal gas constant. The wall is an impermeable boundary so that there is no mass flux though the wall:
The wall is also held at a constant temperature which, for simplicity, is taken to be the same as that of the far field gas temperature T ∞ :
Hence the wall is a 'cold boundary' having a cooling effect on the film. On the free surface, we assume that the concentration of A remains constant,
This is effectively the case if an unlimited supply of A is available from the gas and the mass-transport coefficient there is large so that the concentration of A in the gas is constant, and if an equilibrium relationship between the concentration of A in the gas and in the liquid near the surface (in the form of Henry's law for example) is assumed. Note, however, that the equilibrium relationship usually depends on temperature but in the present study we assume this to be a higher-order effect given the range of temperatures considered. Finally, on the free surface we have Newton's law of cooling in which the temperature difference between the interfacial fluid temperature and that of the surrounding gas is balanced by the heat flux normal to the interface,
with α s the heat transfer coefficient between the liquid and the gas. Some typical physical parameters are given in table 1 (see e.g. [19] ). To keep the problem as simple as possible this study will focus on the already established regime away from the inlet where flow, concentration and heat are fully developed, and thus periodic boundary conditions are imposed in the streamwise direction. This in turn allows for the base state solutions to be spatially uniform in the streamwise direction, which would not be valid near the inlet.
Applications
Although we shall keep this study as general as possible we note that there are several situations to which it could be applicable. As the reaction is a first-order one could consider for example the case of catalytic reactions or acid base reactions. Here we discuss the latter. More specifically, we consider two acid-base reactions, a fast one and a slow one, in which the gas contains the acid and the liquid contains the base, and then assume that the base is in excess in the liquid and the acid is in excess in the gas.
First let us take a fast acid-base reaction. Consider hydrochloric acid (HCl) in gaseous form and a diluted aqueous solution of sodium hydroxide (NaOH) falling down the wall. By assuming that the concentration of NaOH is sufficiently large compared to the concentration of HCl being absorbed at the interface, then the exothermic reaction NaOH + HCl → NaCl + H 2 O could be treated as a first order reaction, namely A → B + heat, where A represents HCl and B represents NaCl. For this to be a truly first order reaction the reaction rate should only depend on the concentration of species A. We have assumed that the concentration of NaOH is in excess in the liquid, and the concentration of HCl is in excess in the gas. Both these conditions could not be met in the same medium, but this is not a problem here as we have two different mediums and so there is no contradiction. A second problem with theses assumptions is that they becomes less valid as the length of the wall increases as more and more NaOH would be consumed and thus the reaction would then be slower further downstream and faster upstream. In addition, making the already thin film thinner would also amplify this effect. However, these problems can easily be avoided by making the ratio of the concentration of NaOH say 10 4 times larger than the anticipated level of HCl absorbed on to the interface, so that NaOH is in such excess that it is reasonable to assume that its concentration is constant. Additional concerns that one might have about this reaction is that one of the products is the salt NaCl which can act as a weak surfactant inducing a weak solutal Marangoni effect, however, we anticipate that the thermal Marangoni effect associated with the (moderate) reaction exothermicity would dominate the resulting instability. Furthermore, the presence of different species of different densities could induce a variety of buoyancy instabilities, however, as we are considering the film thickness to be thin, the presence of such buoyancy instabilities can also be reduced.
Secondly, let us take a slow acid-base reaction. Carbon dioxide sequestration is a currently a very active area of research, in which gaseous CO 2 is taken from the air, absorbed into water and then sinks under gravity. A small fraction of the aqueous CO 2 slowly reacts with the water to form carbonic acid H 2 CO 3 . This reaction is only very weakly exothermic, however, several other reactions involving H 2 CO 3 can follow from this, including exothermic reactions. If we ignore the additional reactions which may follow, then it is reasonable to consider this as a slow first-order exothermic reaction. Admittedly, such a system would be an inefficient way of removing CO 2 from a gas, however, there are some involved modifications making our system more complicated, by e.g. including additional reactants, which lead to improved efficiency. For example [20] included additional reactions involving sodium carbonate and bicarbonate, but the emphasis of this study was on buoyancy instabilities. 
Scalings and non-dimensionalization
In the absence of a reaction, i.e. if k 0 = 0, the coupled system of equations (2.1-2.7) has a trivial solution corresponding to the plane-parallel base state,
where (2.8a) is the Nusselt flat-film solution corresponding to a balance between viscous and gravitational forces. Equation (2.8b) is only valid in the absence of a chemical reaction. The flow is driven by the hydrodynamics and hence the length/time scales and therefore the velocity scales should be based on the hydrodynamics. Using both the dimensional Nusselt flat film thickness h N and the viscous-gravity length and time scales,
we employ the non-dimensionalization
where the dimensionless groups D and φ associated with the reaction-diffusion process will be defined shortly (the introduction of these parameters in the non-dimensionalization for a and T in (2.9b) is done purely on the basis that it simplifies the subsequent algebra).
The dimensionless bulk equations then in (2.1) and (2.4) are
(2.10d)
where bars have been dropped for convenience. The dimensionless wall boundary conditions in (2.2) and (2.6) are
and the dimensionless free-surface boundary conditions in (2.3) and (2.7) are:
It should be noted that with the introduction of the parameter D in (2.9b), in the absence of a chemical reaction i.e. D = 0, a = a ∞ and T = T ∞ , as expected. On the other hand, the introduction of the parameter φ in (2.9b) makes the sink/source terms of the concentration/energy equations (2.10d,e), respectively, have the same magnitude.
The system of equations in (2.10-2.12) is therefore governed by the following dimensionless groups and parameters Re =h
corresponding to the Reynolds, Weber, film Biot and film Damköhler numbers ('film parameters' are based on h N ), respectively, written explicitly in terms of the dimensionless Nusselt flat film thickness, h N = h N /l ν , a key parameter of the problem, and
corresponding to the Prandtl, Schmidt and 'composite' Marangoni numbers, respectively. The products RePr and ReSc are the heat/mass transport Péclet numbers which measure the relative importance of conduction/diffusion over convection, respectively. Finally, we have
corresponding to the Biot, Damköhler, Kapitza, Marangoni, Zeldovich (dimensionless activation energy) and reaction exothermicity (dimensionless heat of reaction) numbers, respectively (Bi, Da, and Ma are based on l ν ). Note that the Marangoni number in both normal and tangential stress boundary conditions (2.12a) and (2.12b), appears always as a product with the Damköhler number and the reaction exothermicity through the modified Marangoni number M. Hence, the Marangoni effect is absent, as expected, in the absence of a chemical reaction, i.e. Da = 0, or for an isothermal chemical reaction, i.e. φ = 0, or simply for a fluid whose surface tension is not a function of temperature, i.e. Ma = 0. The Damköhler number in (2.13c) expresses the relative importance of the diffusive time scale based on l ν , τ 
As pointed out in § 1, in the studies of [16, 17] of a vertical reactive falling film (and in the absence of interfacial heat transfer effects), the different dimensionless groups such as Re, We and D were varied independently from each other corresponding to changing the liquid and the reaction-diffusion process. On the other hand, the set of dimensionless groups and parameters in (2.13) isolates the dependence on the dimensionless Nusselt flat film thicknessh N and the physical properties of the problem. Indeed, Pr, Sc, Bi, Da, Γ , Ma, E, φ and M are all independent ofh N and they depend only on the physical properties of the liquid-gas system and the reaction-diffusion process, unlike Re, We, B and D which depend on h N -these groups have been parametrized in terms ofh N and the parameters Γ , Bi and Da which are independent ofh N . The system is, therefore, governed by the inclination angle β,h N , Pr, Sc, Bi, Da, Γ , Ma, E and φ. Hence, for a fixed β and given liquid-gas system and reaction-diffusion process, the only free parameter ish N or equivalently Re which is a flow control parameter, a rather substantial simplification. Indeed, in actual experiments it would be easier to fix the liquid-gas system and the reaction-diffusion process and vary the film thickness via changing the flow rate. On the other hand, for a fixed β and given liquid-gas system, the free parameters areh N , Da, E and φ. Hence, the parametrization employed here distinguishes clearly between the flow, the physical properties of the gas-liquid system and the reaction-diffusion parameters.
Flat-film solution
As pointed out in § 2.4, the plane-parallel base state consists of (2.8a), the Nusselt flat film solution, which in dimensionless variables is given by h ≡ 1, u ≡ y − y 2 /2, v ≡ 0, p ≡ (1 − y) cot β and (2.8b) valid only in the absence of a chemical reaction. In the presence of a chemical reaction, the flat film concentration and temperature solutions are more involved. Indeed, in this case one needs to solve the flat film concentration and energy equations,
EDφT 1+DφT (3.1a) subject to the boundary conditions a y = T = 0 on y = 0, (3.1b)
In general, system (3.1) must be solved numerically. Using finite differences the solutions to a and T can easily be obtained. In figure 2 typical flat film concentration/temperature solutions are illustrated using the parameter values Re=1 and Bi=0.1 with Da=0.1 or Da=100. For large D we find that there is a boundary layer in a near the free surface, as illustrated in figure 2(a), whilst figure 2(b) shows the existence of a boundary layer in T y near the free surface but not in T (T does not vary rapidly near the surface but T y does).
Although system (3.1) has been solved numerically, analytical solutions are possible in the limits of D → 0 and D → ∞. The same limits will also be exploited in the linear stability of the flat-film solution and the development of different models to describe the nonlinear regime. Note that due to the scaling D = τ hN D /τ c given in § 2.4, the small-D limit implies that the reaction rate is slow compared to diffusion into the film. This can be achieved either by a small k 0 or by a small h 2 N /D which for fixed D is equivalent to small h N (the rate by which species A diffuses is infinitely fast when the length over which it diffuses becomes infinitesimally small). On the other hand, the large-D limit implies that the reaction rate is fast compared to diffusion into the film. In the following we shall refer to the small/large-D limits as the 'slow/fast chemical reaction' cases, respectively (with the understanding that the reaction is slow/fast compared to diffusion).
Slow reaction
The assumption D ≪ 1 converts the highly nonlinear problem in (3.1) to solvable perturbation problems. By expanding the Arrhenius term up to and including terms of O D 2 , the equations in (3.1a) become: Expanding now a and T up to and including terms of O D 2 and equating coefficients, the above equations with the boundary conditions (3.1b,c) can be solved to yield a = a 
Fast reaction
When the reaction is fast compared to diffusion, i.e. D ≫ 1, it consumes the reactant quickly leaving no reactant below a boundary layer near the surface. The formation of this boundary layer is evident when we consider the trivial solution, a = −D −1 , of the mass transport equation: it satisfies the wall boundary condition a y = 0, but it fails to satisfy the surface boundary condition a = 0 and hence the presence of and for molecular diffusion to be of the same order with the rate of reactant consumption, the boundarylayer thickness, say δ, should be δ = O D −1/2 . Let us assume that in the boundary layer the Arrhenius term varies slowly and as a first approximation it can be treated as a constant, an assumption which allows us to make analytical progress. For convenience we let Π 2 denote the value of this constant. The validity of this assumption will be evaluated on an a posteriori basis once the temperature distribution is known.
Hence, in the boundary layer the mass transport equation is given by
which has the general solution:
This inner solution must match asymptotically the outer solution, namely,
Now a outer = 0, thus we require z 0 = 0 for the solutions to match. Hence,
The inner solution must satisfy a = 0 on the surface, i.e. a = 1 on Y = 0, thus z 1 = 1 which yields,
As the outer solution is a constant, the inner solution is a uniform approximation valid everywhere. Thus, returning to the original y coordinate and concentration a, the uniform approximation is a = a f F with
where the index f denotes 'fast reaction'. The solution in (3.3a) reveals the presence of the boundary layer for the concentration: the first term in the brackets is exponentially small for y < 1 so that the concentration is everywhere −1/D except close to the surface for y − 1 = O D −1/2 where the two terms in the brackets are of the same order and where the concentration varies rapidly to approach zero.
We now turn to the temperature field. Summing up the flat film concentration and energy equations gives, T yy + a yy = 0, and hence as a and therefore a yy vary fast in the surface boundary layer, at least T yy has a boundary layer at the surface. We shall demonstrate that T y also has a boundary layer at the surface, but not T . Indeed, the solution for T satisfies all boundary conditions without the need to introduce a boundary layer.
Consider the energy transport equation:
Outside the boundary layer the term e with solution,
We require that T = 0 on y = 0 and asymptotically we have z 3 = 0. Thus the temperature is given by:
and thus the temperature is given by T = T f F where,
In the boundary layer where can be approximated by e E . Thus, we have determined the value of Π:
The solution in (3.3b) reveals the presence of a boundary layer for T y and T yy but not for T . Indeed, for T the first term in the brackets which is of O D 1/2 dominates over the second term which is exponentially small for y < 1 and unity for y = 1. For T y , however, both terms are of the same order for y − 1 = O D −1/2 , indicating the presence of a boundary layer close to the surface for T y . For T yy we loose the first term so that T yy vanishes everywhere except for y − 1 = O D −1/2 where it is ∼ −Π 2 . Apart from obtaining the concentration and energy profiles for large D, an important result of the boundary-layer analysis presented here is that even though the Arrhenius term varies in [0, 1] (e.g. it takes on the values 1 at y = 0 and ∼ e E at y ∼ 1) but is approximately a constant in the boundary layer, it can be treated as a constant throughout. This substantially simplifies the analysis of the linear/nonlinear regimes for the large D case to be presented in subsequent sections.
In figure 2 the analytical solutions for both small D and large D are compared with the numerical solution to system (3.1) and are found to be in excellent agreement.
Linear stability analysis
The Orr-Sommerfeld eigenvalue problem
We now examine the linear stability of the flat-film solution which can be written as
where
subject to the boundary conditions:
Small disturbances to the flat film solution can be examined by introducing
where χ is a small parameter. Substituting these expressions into (2.10) and taking the limit χ → 0, yields the following linearized problem,ũ
x +ṽ y = 0 (4.2a)
subject to the boundary conditions at y = 0,
and the boundary conditions at y = 1,
A Taylor expansion was required at y = 1 since the interfacial boundary conditions (2.12) are evaluated at y = h ≡ 1 + χh. We now seek solutions of the linearized system in the form of normal modes
where k and c are the real wavenumber and complex wave velocity of the infinitesimal perturbations, respectively, with the real part c r the phase velocity. We can also define the complex angular frequency, ω = kc, whose imaginary part, ω i = ℑ(kc), is the growth rate. The pressure field is then eliminated from the problem via the two momentum equations and the normal stress condition to yield the OrrSommerfeld eigenvalue problem for a falling film in the presence of an exothermic chemical reaction,
subject to the wall boundary conditions,
and the interfacial boundary conditions,
Small-wavenumber expansion
Although a full solution to equations (4.6-4.8) can only be obtained numerically, an analytical solution is possible in the limit k → 0 for the two special cases of slow and fast reaction, i.e. D → 0 and D → ∞, respectively.
Slow reaction
The solutions to f and g up to O(D) are given by a and T in Appendix B in equation (B.1) with h = 1 substituted in. Equations (4.6b) and (4.6c) can then be expanded in small D up to O(D) to yield:
By considering k and D as two independent small parameters, we seek a solution as a double perturbation expansion in the form
where Ω = {ψ, c, a, ϑ}. Substituting these expansions into (4.6a), (4.9), (4.7) and (4.8) and expanding in powers of k and D gives a sequential solution of the Orr-Sommerfeld problem for the eigenvalue c. Due to the linearity and homogeneity of the equations, the leading-order solution ψ 00 is obtained within an arbitrary multiplicative constant that we set equal to unity so that ψ 00 is normalized. The algebra is rather tedious and we shall just list some of the more pertinent solutions: 3 .
The above expansion yields the only root c of the dispersion relation that can become unstable for moderate Reynolds numbers. There is, in fact, a countable infinite number of eigenvalues whose leadingorder terms are of the form ic −1 /k as k → 0 and which can only be destabilized for large Reynolds numbers corresponding to the Tollmien-Schlichting instability for a falling film and transition to usual turbulence. The instability onset occurs when the coefficient of k 2 in ω i vanishes, i.e. c 10 + Dc 11 = 0, which gives the critical condition, where Re c is the critical Reynolds number above which the flat film becomes unstable. This relationship between the critical Reynolds number and Da, in the slow reaction limit, is illustrated in figure 3 , where M is taken to be constant. Figure 3 (a) shows that increasing M increases the critical Reynolds number and hence the Marangoni effect induced by a slow reaction has a stabilizing influence when M > 0, (Ma > 0 due to γ > 0). The Reynolds number must be large enough so that inertial effects can overcome the damping effect of the reaction and lead to instability. This result can also be obtained by inspecting condition (4.10) which further reveals that the Marangoni effect is a destabilizing one for M < 0 (Ma < 0 due to γ < 0). Figure 3 (b) reveals that increasing Bi decreases the critical Reynolds number and hence heat losses have destabilizing influence when M > 0. Again, by inspecting condition (4.10) we see that the reverse is true when M < 0. We shall return to this point in § 5.4. We note that for the associated problem of thermocapillary Marangoni effect on a falling film due to heating the film uniformly from below [21] [22] [23] [24] , the influence of the Marangoni effect is opposite to that in the present problem: γ > 0 reduces the critical Reynolds number (by an amount proportional to the thermocapillary Marangoni number) leading to destabilization of the interface and γ < 0 increases the critical Reynolds number leading to stabilization of the interface.
Fast reaction
The boundary-layer analysis of the flat film in § 3.2 revealed that the Arrhenius term could be treated as a constant, Π 2 , and equations (4.6b) and (4.6c) reduce to
where the solutions for f and g are given by a and T in (3.3). Again we consider k small and seek a solution in the form,
where Ω = {ψ, c, a, ϑ}. Substituting these expansions into (4.6a), (4.11), (4.7) and (4.8) and expanding in powers of k gives a sequential solution for the eigenvalue c. The precedure for obtaining the solutions is similar to the one used in § 4.2.1:
Again, this expansion yields the only root c of the dispersion relation that can become unstable. The instability onset occurs at c 1 = 0 which yields the critical Reynolds number
We note that M should be of O D 1/2 for the Marangoni effect induced by the chemical reaction to remain an O(1) effect. The relationship between the critical Reynolds number and Da, in the fast reaction limit, is illustrated in figure 4 .
Figures 4(a) and (b) show that the critical Reynolds number tends to zero as Da tends to infinity. Figure 4 (a) shows that increasing M increases the critical Reynolds number and hence the Marangoni effect induced by a fast reaction also has a stabilizing influence, when M > 0. This result can also be obtained by inspecting condition (4.12) which reveals that the Marangoni effect is a destabilizing one for M < 0 (Ma < 0 due to γ < 0), like the slow-reaction case.
Figure 4(b) shows that increasing Bi decreases the critical Reynolds number and hence heat losses have destabilizing influence when M > 0, like the slow-reaction case. Again, by inspecting condition (4.12) we see that the reverse is true when M < 0.
Interestingly, figures 3 and 4 suggest the existence of an 'optimum' stabilizing reaction rate, in the sense that there should be a maximum for Re c as a function of Da, at least for sufficiently small Bi.
Finally, it is noteworthy that for M = 0 the above expressions for Re c in (4.10,4.12) reduce to the well-known critical condition for a free falling film, Re c = (5/6) cot β [25, 26] (the term 'free falling film' is used hereinafter to denote the classical case of a film falling down a planar substrate without any additional effects, e.g. Marangoni effects, chemical reactions etc.).
Long-wave expansion
By introducing a formal parameter ǫ representing a typical slope of the film, we can perform a gradient expansion for ǫ ≪ 1. This is based on the observation that because surface tension is generally large the interfacial waves are typically long compared to the film thickness. This so-called 'long-wave approximation' has been central to many thin film studies (see e.g. [1, 2] ). We note, however, that unlike the classical 'long-wave expansion' (LWE) performed initially by Benney [27] , the term 'gradient expansion' adopted here and in our previous studies on film flows [23, 24, 28, 29] refers to the particular way we do the LWE: (i) ǫ is introduced from ǫ ∼ ∂ x , ∂ t , i.e. it acts as an 'ordering parameter' instead of defining it e.g. fromh N /ℓ where ℓ an a-priori unknown long-scale in the streamwise direction; (ii) the LWE with respect to ǫ is then carried out as usual, i.e. it is a regular perturbation expansion of all pertinent variables in terms of ǫ.
We now assume that ǫ 2 We, β, E, φ, Re and B are all O(1). Under these orders-of-magnitude assignments we find that the leading-order pressure is given by:
The remaining variables shall be obtained through a gradient expansion for the two limiting cases of small and large D.
Slow reaction
For the small D case we assume that M is O(1). We also make two further assumptions, ǫSc is O(D) and ǫPr is O(D 2 ), so that the convective effects in both heat and mass transport are included at the lowest possible order without having to continue the gradient expansion up to O(ǫ 2 ). This level of truncation allows the derivation of a relatively simple long-wave evolution equation as the O(ǫ 2 ) terms are rather lengthy. The governing equations are then approximated through a double perturbation expansion (a combined gradient/small-D expansion):
where Ω = {u, v, a, T }.
As the temperature only affects the fluid flow through the tangential stress condition at O(ǫ), the temperature and concentration do not require their O(ǫ) corrections which would then introduce O(ǫ 2 ) corrections for the velocity which are rather lengthy as already pointed out above. At this level of truncation, the concentration and temperature are given by
where the subscript L is used to denote 'long-wave' and the functions a s L and T s L are given in Appendix B. The u-velocity is also given in Appendix B. Then the v-velocity can be obtained from the continuity equation in (2.10a) which by utilizing the non-slip condition can be integrated once to give,
With the introduction of the flow rate q s = h 0 udy in the streamwise direction, the kinematic boundary condition in (2.12c) can then be written as
where q s is given in Appendix B. This is the long-wave equation in the slow reaction case and it will be referred to hereinafter as LWE-S.
Fast reaction
As before, the case of large D requires special treatment. We shall assume M ∼ D 1/2 so that the Marangoni effect affects the O(ǫ) correction to the leading-order velocity field. We also consider ǫSc/D and ǫPr ∼ O(∆) with ∆ a parameter that represents the effect of convection and is such that, 0 < ǫ ≪ ∆ ≪ 1, which again allows us to include the convective effects associated with heat and mass transport at the lowest possible order without having to continue the gradient expansion up to O(ǫ 2 ).
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The governing equations can then be expanded in both small ǫ and ∆ as a double perturbation expansion (a combined gradient/small-∆-expansion)
where Ω = {u, v, a, T }. The expansion is truncated at O(ǫ∆) and higher-order terms are neglected. Once again, since the temperature only effects the fluid flow through the tangential stress condition at O(ǫ) the temperature and concentration do not require the O(ǫ) terms at the level of truncation for the above expansion. From our discussion at the start of § 3 and the boundary-layer analysis in § 3.2, the leading-order velocity, concentration and temperature solutions are given in Appendix C. Then the O(∆) terms a 0,1 and T 0,1 , the O(ǫ) u-velocity term u 1,0 and the O(ǫ∆) u-velocity term u 1,1 are also given in Appendix C. We note that u 01 ≡ 0 and u 10 and u 11 have no exponential terms as they are affected by the leading-order temperature gradient through the Marangoni effect at y = h. As with the slow reaction case, the v-velocity can be obtained from, v = − y 0 u x dy ′ , and with the introduction of the flow rate
udy in the streamwise direction, the kinematic boundary condition in (2.12c) can then be written as
2)
The function q f is given in Appendix C. This is the long-wave equation for the fast reaction case and will be referred to hereinafter as LWE-F.
Rescaling
It is now convenient to rescale the space and time coordinates for both slow and fast reaction cases as (x, t) = We 1/3 (X, Θ) to yield,
so that the coefficient of the highest derivative is independent of the parameters. The functions A, B and C are given in Appendix D for both the slow and fast reaction cases.
Linear stability of trivial solution
We now consider the stability of the trivial solution to infinitesimal disturbances in the form of the normal mode, h = 1 + H exp{iK(X − cΘ)} (KWe −1/3 = k, the wavenumber in § 4), which when substituted into the evolution equation in (5.3) and linearizing for H ≪ 1 yields
where the functions A and C are defined in § 5.3 and the overbars denote evaluation of the corresponding functions at the flat reactive film h = 1. Hence, the normal modes of the flat film represent infinitesimal disturbances traveling downstream with a phase velocity, (1 − CK 2 ). The presence of the dispersive term −CK 2 in the expression for the phase velocity implies that the convective terms of the heat/mass transport equations make the reactive falling film dispersive.
The instability onset occurs when the coefficient of K 2 in the growth rate,
, vanishes, i.e. A = 0, which yields the critical Reynolds number,
where G denotes G s (after neglecting terms of O D 2 and higher) or G f evaluated at h = 1 (see Appendix D):
Hence, the critical Reynolds numbers predicted by LWE for both the small-and large-D limits are identical to equations (4.10,4.12) obtained from the Orr-Sommerfeld analysis. This is not surprising as LWE is a regular perturbation expansion of the full Navier-Stokes/energy equations and associated wall and free-surface boundary conditions and hence it should resolve fully the linear instability threshold.
[As far as critical/interfacial quantities are concerned to be precise; clearly due to the underlying longwave assumption, LWE fails to describe accurately the dynamics within the film, e.g. the development of short-scale convection cells due to the Marangoni effect (as defined in [48] ); a nice discussion of the relation between long-and short-wave Marangoni instability is given in [49] .] We note that the expression
indicates that the band of unstable modes shrinks when M increases (for Ma > 0), a signature again of the stabilizing effect of the chemical reaction.
The expressions for the critical Reynolds numbers contain implicitly Re in their right-hand sides through the dependence of D and B onh N -recall the relations Re =h 
which in the limit Da → ∞ can be rearranged as a sixth-order polynomial inh N , so that again the critical Nusselt flat film thickness cannot be expressed explicitly.
Mechanism
As pointed out in § 4.2, the Marangoni effect induced by an exothermic chemical reaction is stabilizing for γ > 0 and destabilizing for γ < 0. This can be understood by examining the fate of an initially corrugated interface in response to the Marangoni effect induced by the reaction. By utilizing the freesurface temperature distribution obtained from the long-wave approximation in Appendix B, it can be easily shown numerically that elevated regions always have higher free-surface temperatures compared to depressed regions: physically, below the peaks of the corrugation the rate of reaction is higher as there is more reactant available there (however, the free-surface concentration remains constant due to the boundary condition in (2.7)); alternatively, elevated regions are further away from the 'cold' wall and hence are hotter than depressed ones. Consider now an elevated region with temperature T 1 and a depressed region with temperature T 2 < T 1 . Consider also four different values of γ, γ A < γ B < 0 < γ C < γ D . In cases A and B the surface tension gradient is directed from 2 to 1 so that an exothermic chemical reaction is destabilizing for γ < 0. On the contrary, in cases C and D the surface tension gradient is directed from 1 to 2 so that an exothermic chemical reaction is stabilizing for γ > 0. [As a result, for an instability the Reynolds number should not be very small so that the destabilizing inertia effect can overcome the damping effect of the chemical 
so that as γ increases the surface tension gradient σ 2 − σ 1 increases and the dampening effect of the chemical reaction increases leading to reduction of the perturbation. On the other hand, for cases A and B we have σ
) and the surface tension gradient increases as |γ| increases so that the destabilizing effect of the chemical reaction increases leading to amplification of the perturbation.
Regarding the influence of the modified Biot number, clearly for γ > 0 increasing B reduces the stabilization induced by the Marangoni effect (e.g. in the fast reaction case increasing B reduces G f ).
Physically, as B increases more heat is transferred to the ambient gas phase which then reduces the interfacial temperature and hence its gradient so that the stabilizing effect of the chemical reaction decreases (this can be easily seen numerically by considering e.g. the flat film interfacial temperature distribution T s F y=h from Appendix A: this function increases monotonically when B increases). The opposite is true for γ < 0.
Mass transport across the interface
An important measure of the efficiency of the system is the mass transport across the interface. Let us consider a solution of period L. In dimensionless variables the total flux across the interface is given by,
Taking the case of a slow reaction and using the LWE solution for a in Appendix B, to first order in D we obtain:
We note that to leading order this quantity is the average film height and mass transport is proportional to the average film thickness. As the average film thickness being proportional to the cube root of the fluid rate when the film is flat, to a first approximation the mass transport is also approximately proportional to the cube root of the fluid rate, and increasing the flow rate increases mass transport. In dimensional quantities this becomes:
Although it first appears that the total mass transport is proportional to the reaction rate D, however, the integral of the film thickness will depend on D. In fact, this integral changes dynamically and naturally, the more unstable the system, the greater this value and so the greater the mass transport rate. For the fast reaction rate case, using the LWE solution for a given in Appendix C we obtain:
Thus in dimensional variables we have
which reveals that the mass flux across the interface is proportional to the square root of D. Thus, the faster the reaction, the larger the mass transport across the interface. Surprisingly, this result is independent of all flow parameters implying that convection beneath a wave is not affecting the mass transport across the interface.
6. Integral-boundary-layer approximation
Previous studies
For a free falling film, [30] and [31] constructed numerically solitary waves of the first-order LWE and demonstrated that the solitary-wave solution branches for the speed of the waves as a function of the Reynolds number show branch multiplicity and turning points above which solitary waves do not exist. Time-dependent computations by Pumir et al. [30] revealed that LWE exhibits finite-time blow-up behavior when it is integrated in regions of the parameter space where solitary waves do not exist. The connection between the absence of solitary-wave solutions and finite-time blow up was investigated in detail by Oron and Gottlieb [32] and Scheid et al. [33] . Clearly, this behavior is unphysical and marks the failure of LWE to correctly describe nonlinear waves far from criticality: LWE is necessarily limited to a narrow range of parameters around the instability onset (as pointed out in § 5.4 it fully resolves the linear instability threshold as far as critical/interfacial quantities are concerned). The main reason behind this failure is the slaving of all variables to the free-surface height h, thus yielding a single evolution equation for h.
A way out is to introduce more degrees of freedom/independent fields and obtain models in terms of systems of coupled evolution equations for these fields. Such systems of coupled equations can be obtained by averaging the basic equations across the fluid layer. This process enables us to turn from the description of the motion of a fluid particle to the motion of a column of fluid from y = 0 to y = h. Obviously, such an approximation is valid only if a strong coherence between different layers of the fluid from y = 0 to y = h exists. As the interfacial waves are typically long compared to the film thickness, the viscosity of the fluid ensures a strong coherence of the flow across the film. The averaging process is then combined with the long-wave approximation and the resulting system of averaged equations is frequently referred to as the 'integral-boundary-layer' (IBL) approximation; for the free falling film it was introduced by Shkadov [34] , following the pioneering theoretical work by Kapitza [4] . It combines the boundary-layer approximation of the Navier-Stokes equations, assuming a self-similar parabolic velocity profile and long waves on the interface, with the Kármán-Pohlhausen averaging method in boundary-layer theory. It results in a two-equation model for the free surface and streamwise flow rate and unlike LWE, IBL has no turning points for the solitary wave solution branches and in fact it predicts the existence of solitary waves for all Reynolds numbers. However, despite its success in describing nonlinear waves far from criticality, the IBL approximation does have its shortcomings the principal one being a 20% error for the critical Reynolds number (except for film flow on the vertical plane where the critical Reynolds number vanishes).
The IBL approximation was corrected by Ruyer-Quil and Manneville [35] [36] [37] who combined a gradient expansion with a weighted residual technique using polynomial test functions for the velocity field (we know that the interface can exhibit quite complex structures in space and time, however, the fluid flow beneath the surface is much simpler). Equations for the amplitudes/coefficients of each test function are then obtained by appropriate weighted averaging of the flow equations across the film. It was shown that a simple Galerkin projection with just one test function (the self-similar parabolic profile assumed by Shkadov) and a weight function the test function itself (the Kármán-Pohlhausen averaging method employed by Shkadov can be viewed as a special weighted weighted residuals technique with a weight function equal to unity), fully corrects the critical Reynolds number.
The IBL approximation for free falling films was extended to falling films in the presence of thermocapillary Marangoni effects induced by heating the substrate either uniformly or non-uniformly by Kalliadasis et al. [21, 38] . These authors assumed a velocity profile that satisfies the free-surface boundary condition due to the Marangoni effect through a tau method. However, the resulting model still suffers from the main deficiency of IBL for the free falling film case, namely a 20% error for the critical Reynolds number. This deficiency was cured for the problem of a uniformly heated wall by Trevelyan and Kalliadasis [22] who combined the tau method of Kalliadasis et al. [21, 38] with the simple Galerkin projection for the free falling film employed by Ruyer-Quil and Manneville (that corrects the critical Reynolds number of the IBL approach), appropriately modified for the problem of a uniformly heated wall.
The studies by Ruyer-Quil et al. [23] and Scheid et al. [28] for a falling film heated uniformly from below took into account the second-order diffusive terms of the momentum and energy equations: as was shown in the studies of Ruyer-Quil and Manneville [35] [36] [37] for the free falling film, the diffusive terms of the momentum equation play an important role in the dispersion of the capillary ripples at the front of the main solitary hump and they determine the amplitude and frequency of these ripples. The procedure Ruyer-Quil et al. [23] and Scheid et al. [28] followed is effectively an extension of the methodology employed by Ruyer-Quil and Manneville to heated falling films and is based on a high-order weighted residuals approach with polynomial expansions for both the velocity and temperature fields. The problem of a film falling down a planar substrate heated with a mixed heat flux condition that takes into account the heat losses from the substrate to the ambient gas phase was considered recently by Trevelyan et al. [24] . Finally, the more recent study by Ruyer-Quil et al. [29] for the problem of a film falling down a vertical fiber combined the gradient expansion with a weighted residuals approach and demonstrated good agreement with the experimental results by Kliakhandler et al. [39] and Duprat et al. [40] .
The momentum equation
Here we adapt the aforementioned studies to falling films in the presence of chemical reactions. The starting point is to assume long waves in the streamwise direction, i.e. invoke the gradient expansion. We also assume that Re, B = O(1) and ǫ 2 We = O(1). For the modified Marangoni number we assume M = O(1) for the slow-reaction case. These orders-of-magnitude assignments are made for simplicity and in order to illustrate the main points of the derivation of the IBL equations. We shall return to this point shortly. For simplicity the governing equations are truncated at first order so that second and higher-order terms are neglected (i.e. we neglect the second-order diffusive terms u xx , a xx and T xx ).
First we consider the fluid flow. The bulk equations (2.10) become,
subject to the wall conditions (2.11), u = 0 and v = 0 on y = 0 (6.1b) and interfacial conditions (2.12),
From (6.1a) and (6.1c) the pressure distribution is readily obtained,
Substituting the expression for the pressure into the streamwise component of the momentum equation in (6.1a) yields: u yy + 1 = h x cot β − Weh xxx + 3Re(u t + uu x + vu y ). (6.3a)
Using the continuity equation in (6.1a) and the no-penetration condition on the wall (6.1b) allows for the elimination of the y-component of the velocity field, v = − y 0 u x dỹ. By introducing θ as the interfacial temperature, the tangential stress condition in (6.1c) becomes:
(6.3b)
By introducing now the streamwise flow rate,
and by integrating the continuity equation in (6.1a) across the film, the kinematic boundary condition in (6.1c) can be written as:
In the absence of the Marangoni effect, i.e. for M = 0, equations (6.3) together with the no-slip condition on the wall (6.1b) are the 'first-order boundary-layer equations' (terms of O ǫ 2 and higher have been neglected) for a free falling film. Although for M = 0 the boundary-layer equations for the fluid flow are coupled to the mass and energy transport equations subject to their associated boundary conditions, we can still examine the flow field by assuming that the function θ is known.
We now project the velocity field onto the set of polynomial test functions,
where η = y/h(x, t) is a reduced normal coordinate and the amplitudes a i have to be determined. The corresponding approximation for v is then obtained from v = − y 0 u x dy ′ . Introduction of the profile in (6.4) into (6.3a) yields the residual:
The expansion in (6.4) satisfies trivially the no-slip boundary condition in (6.1b). We also require that the integral of this expansion with respect to y (or the reduced variable η) gives the flow rate q in the streamwise direction and also satisfies the interfacial boundary condition due to the Marangoni effect induced by the chemical reaction in (6.3b). These give
and
which can be solved for a 1 and a 2 which in turn are substituted into (6.4) to yield
is the self-similar semi-parabolic profile for the free falling film introduced by Shkadov [34] and, for i = 2, 3, 4, · · · , N − 1,
Hence, by eliminating the amplitudes a 1 and a 2 we have introduced explicitly into the problem the streamwise flow rate q and we have satisfied the tangential stress boundary condition. As a consequence we have reduced the number of amplitudes by one, with q and a i , i = 3, 4, 5, · · · , N , the amplitudes for the new set of test functions. In effect the elimination of a 1 and a 2 'homogenizes' the tangential stress boundary condition, a step equivalent to a tau method. Alternatively, this approach can be viewed as a projection of the function
onto the new set of test functions φ i (η); i = 1, 2, 3, · · · , N − 1,
where a
so that the tangential stress boundary condition is homogenized. In general N must be sufficiently large to achieve convergence, however, it turns out that, much like the heated falling film problem [22] a simple Galerkin projection with just the test function φ 1 is sufficient for a satisfactory description of the behavior close to criticality and in the nonlinear regime. We shall then truncate the projection in (6.9) after the first term, 10) which is the simplest possible velocity profile that satisfies all boundary conditions and its integral with respect to y (or the reduced variable η) gives the streamwise flow rate q. Equation (6.10) coincides with the profile proposed by Kalliadasis et al. [21, 38] and Trevelyan and Kalliadasis [22] for a heated falling film when M is replaced with the Marangoni number for the thermocapillary Marangoni effect. We also note that the profile (6.10) trivially satisfies the x-component of the equation of motion for zero Reynolds and modified Marangoni numbers with q = h 3 /3 ≡ 1/3, i.e. when the interface is flat. [Shkadov's basic assumption for the profile in (6.8b) was that the parabolic velocity profile which satisfies the x-component of the equation of motion for zero Reynolds number, persists even for larger Reynolds numbers when the free surface is no longer flat.]
Introducing now the profile (6.10) into the residual (6.5) and truncating the resulting expression at O(ǫ) yields,R u = 3Re(u
x dy ′ . Indeed, the Marangoni terms in (6.10) are of O(ǫ) and can only contribute to the viscous diffusion term ∂ 2 /∂y 2 . The momentum residual in (6.11) is then made small by demanding it to be orthogonal to a weight function w 1 which provides a constraint on q and thus a closure for the system, R u , w 1 = 0, (6.12) where the inner product is defined as f, g = 1 0
f gdη for any two functions f and g in [0, 1] with appropriate boundary conditions. Specifying the weight function fixes the particular weighted residual method being used. In the case of the Galerkin method, w 1 ≡ φ 1 , which after integrations by parts, utilizing the Leibniz rule, the continuity equation in (6.1a), the no-slip boundary condition in (6.1b) and the kinematic boundary condition in (6.1c) yields: 18 5 Re q t + 17 7
This is the averaged momentum equation used in the remainder of the study. Finally, we note that as mentioned earlier, the orders-of-magnitude assignments for the different dimensionless groups in the above derivation of the averaged equations were made for simplicity and in order to fix ideas. Indeed, strict orders-of-magnitude assignments for the different groups are not required and in fact the above assignments can be relaxed. For example, let us relax the order-of-magnitude assignment for Re while keeping for the remaining groups the assignments given above. ǫRe must be at most of O(1), the maximum order in the right-hand-side of the streamwise momentum equation (2.10b), which automatically ensures that ǫ 2 Re ≪ 1 for cross-stream inertia to be negligible in the y-component of the momentum equation (2.10c) and Re ≪ We for cross-stream inertia to be negligible compared to surface tension in the pressure distribution (6.2). At the same time, for the streamwise inertia terms of (2.10b) to dominate over the neglected O ǫ 2 terms of the right-hand-side of this equation, Re ≫ ǫ. As far as the modified Marangoni number is concerned, the most general order-of-magnitude assignment is, ǫ 2 ≪ ǫM ≪ 1. The normal stress balance then (6.1c) remains unaltered as terms of O(ǫM) have been retained compared to the neglected O ǫ 2 terms. Similarly, the tangential stress balance (6.3b) remains unaltered. Finally, the Marangoni terms in (6.10) are of O(ǫM) and can only contribute to the viscous diffusion term ∂ 2 /∂y 2 . Before considering the heat/mass transport equations, it should be noted that the semi-parabolic velocity profile is not valid in the region in front of the solitary hump, where deviations to this profile due to inertia have been shown to be present (e.g. [35, 41, 42] ). However, at least for moderate Reynolds numbers as is the case here, this region is only a small part of a solitary wave and so we anticipate that most of the heat/mass transport will take place in the solitary-hump region and the associated error should be small.
The concentration and energy equations
A similar approach is now applied for the concentration and temperature fields. For simplicity we assume Re, B, ǫ 2 We, M, Pr, Sc = O(1) like at the start of § 6.2 for the momentum equation, but these orders-ofmagnitude assignments can be relaxed as we did at the end of § 6.2. The bulk equations (2.10) become, a yy = (1 + Da)e EDφT 1+DφT + 3ReSc(a t + ua x + va y ) (6.14a)
EDφT 1+DφT + 3RePr(T t + uT x + vT y ) (6.14b) with the wall conditions (2.11), a y = T = 0 on y = 0 (6.14c) and interfacial conditions (2.12),
Just as for the velocity field, we shall use a single test function to approximate each of the concentration and temperature fields. And much like with the velocity field, the test function for each of the concentration and temperature fields is based on the flat film solution. However, for the velocity field the boundary conditions are satisfied through a tau method. This is not the case with the concentration/temperature fields where the boundary conditions in (6.14c,d) are homogeneous. = θ. These are the test functions for the concentration and temperature fields in the slow reaction case. Introducing them into the bulk equations (6.14) and performing a Taylor expansion for small D yields the residuals,
Slow reaction
where terms up to and including O D 2 have been retained while for the velocity field only the leadingorder terms have been retained; indeed, if we assume for simplicity the orders-of-magnitude assignments given at the beginning of § 6.2 and § 6.3, then the O(ǫ) corrections to the velocity field would introduce O ǫ 2 corrections in the momentum equation (6.13) through θ x . By taking the weight functions equal to the test functions which corresponds to the Galerkin approach, the vanishing residuals for the concentration and energy equations are 1 − η 2 ,R a = 0, and 
with the functions J ea and J et given in Appendix E. The system of equations (6.13) and (6.18) will be referred to hereinafter as IBL s .
Fast reaction
In the case of a fast reaction, the concentration and temperature test functions are also based on the flat film solutions a 19) where
For the flat film solution we have kept exponential terms which can be of O(1) near the free surface and small everywhere else and have neglected exponential terms which are small throughout [0, 1] . Hence the flat film solution satisfies asymptotically the wall boundary conditions for D ≫ 1 and the same is true for the test functions in (6.19) .
The Arrhenius term is approximated by a constant, namely Π 2 given in (3.4), as we did for the derivation of the flat film solutions. The resulting residuals are then given by:
Using the Galerkin approach, i.e. applying the test functions as weight functions to minimize these residuals, yields,
with the functions P i given in Appendix E and where exponentially small terms have been neglected. The system of equations (6.13) and (6.21) will be referred to hereinafter as IBL f . The case of moderate reaction rates is treated in Appendix F.
Finally, for consistency with LWE, the IBL s and IBL f models are rescaled with (x, t) = We 1/3 (X, Θ) as we did in § 5.3.
Linear stability of trivial solution
The trivial solution of the IBL s model is,
along with equation (6.15), while for the IBL f model we have,
along with equation (6.19 ).
In the case of a slow reaction, only the leading-order term of the trivial solution is in agreement with the solution derived in § 3.1 while for the fast reaction we obtain the same expressions with those derived in § 3.2. The dispersion relation resulting from the linear stability analysis is a fourth-order polynomial for the complex wave velocity c. Expanding for K ≪ 1 the only root that can become unstable yields, and for the fast reaction, F = F f with:
Note that the precise orders-of-magnitude for Sc, Pr do not matter as these parameters contribute terms of O K 3 which are neglected here. The critical Reynolds number can then be obtained by setting the coefficient of K 2 in the growth rate, ω i = ℑ(Kc), equal to zero, The number of test functions depends on the level of improvement we wish to achieve. If, for example, we simply want to correct the flat film wall concentration up to and including O(D) (recall from § 3.1 that the O D 2 terms of the concentration are not required) and the flat film interfacial temperature up to and including O D 2 , the concentration and temperature must be expanded in polynomials of η up to the powers 4 and 6, respectively (see the distributions in Appendix B with h x = 0), or equivalently, 3 and 5 test functions, respectively. This would also correct Re c up to and including O D 2 . Note that Re c is not affected by convection and indeed the flat film wall concentration and interfacial temperature do not contain any convective effects: as we pointed out in § 5.4, convection affects the dispersion of the disturbances at onset but not their growth rate from which Re c is evaluated. On the other hand, if we wish to recover from a gradient expansion LWE, the concentration and temperature must be expanded in polynomials of η up to the powers 5 and 7, respectively, or equivalently, 4 and 6 test functions, respectively. This would fully resolve the behavior close to criticality but it would lead to a large-dimensionality IBL system. The IBL f model performs better than the IBL s one as it yields the correct critical Reynolds number. However, it also does not reproduce LWE with a gradient expansion. Indeed, assuming the same ordersof-magnitude assignments for the different parameters as in the derivation of LWE, a gradient expansion of IBL f yields to leading order
from which a 0,0 and T 0,0 can be obtained through the corresponding test functions for the fast reaction case. a 0,0 and T 0,0 are then identical to the a 0,0 and T 0,0 leading-order LWE distributions given in § 4.2.2. However, the terms a 0,1 and T 0,1 which contain the heat and mass transport convective effects (through the presence of RePr and ReSc) are not the same as those given in § 4.2.2 and like with IBL s more test functions would be required. These observations also imply that in the artificial case Sc = Pr = 0, a gradient expansion of IBL f will give LWE. Finally, we note that we have confirmed that with a sufficiently large number of test functions for the concentration and temperature, we do obtain IBL models whose gradient expansion close to criticality yields LWE for both slow-and fast-reaction cases. Despite the fact that the IBL s,f models do not capture fully the instability threshold, their simplicity makes them useful prototypes for numerical exploration.
Solitary waves bifurcation diagrams
In this section we investigate the solitary waves solutions of the different models presented in the previous sections. Such waves are known to exist in the case of free falling films.
Solitary waves are obtained by seeking solutions in the form, h(x, t) =ĥ(z), θ(x, t) =θ(z), and α(x, t) =α(z), where z = x − ct is the coordinate in a frame moving with the speed c of the waves, assumed to be constant. The partial differential equations of the different models are thus brought into a set of ordinary differential equations involving c as a (nonlinear) eigenvalue. Note that the resulting equation for h can be integrated once as it is a conservation equation. Only solutions that tend to the same (finite) value as z → ±∞ are retained. Such solutions correspond to homoclinic orbits in the phase plane associated with the corresponding ordinary differential system of equations. Their bifurcation diagrams are constructed numerically by using the continuation software AUTO97 by Doedel et al. [43] .
Bifurcation diagrams for the solitary waves are depicted in figure 5 . For a given Re, the wave speed decreases as M increases. This is an indication of the stabilizing influence of the exothermic chemical reaction on the free surface dynamics and is consistent with our observations in previous sections. A comparison between the curves obtained with the LWE models (figures 5a and 5b) and the IBL ones (figures 5c and 5d) confirms that, as for free falling films, the IBL models predict the continuing existence of solitary waves for all Reynolds numbers unlike the LWE models which exhibit turning points in the bifurcation diagrams. Such points are unphysical and by analogy with free falling films (recall our discussion from § 6.1), they should be responsible for finite-time blow up behavior of the LWE models in the region where solitary waves do not exist. Note also that in figure 5d, two opposite turning points appear for M = 450 and M = 500, leading to hysteretic phenomena (see § 8).
As the flow field predicted by IBL in the absence of any Marangoni effects has already been validated before [36] , in Appendix G we validate our periodic traveling wave solutions for the concentration and temperature fields obtained from IBL. More specifically, we compare them with the solutions of the first order two-dimensional concentration and temperature transport equations. The fluid flow predicted from IBL in the absence of any Marangoni effects (M = 0) is used as an input in these computations. The agreement is very good in both the small-and large-Da limits.
Waves' shapes for the film thicknessĥ, wall concentrationα and surface temperatureθ obtained with the IBL equations in the general case (M = 0) are depicted in figure 6 .
Independently of the value of Da, the free-surface profiles are found to be similar to those obtained in the case of free falling films: they consist of a main hump, a sequence of undulations ahead at its front and a smooth tail at its back. Further,α andθ exhibit a similar behavior toĥ, although concentration solitary waves are negative-hump ones. As a rule, the amplitude of all these waves increases as Re increases.
Time-dependent computations
To examine the spatio-temporal dynamics of the reactive film we solve numerically the IBL models as initial-value problems. We employ a Crank-Nicolson-type implicit scheme with the spatial derivatives approximated by central differences and with dynamic time step adjustment. We impose periodic boundary conditions over a finite domain much larger than the maximum growing wavelength predicted by linear stability. The computations are performed in the moving frame, z = x − ct, where c does not necessarily correspond to the speed of the traveling waves computed in the previous section.
Typical spatio-temporal evolutions are shown in figures 7 and 8 using as initial conditions a Gaussian distribution in the middle of the domain and random noise, respectively, added to the flat film solution h = 1. Figure 7 shows that for large times the system evolves into a single solitary pulse for each of the free surface, wall concentration and interfacial temperature, very close to the infinite-domain pulses calculated in § 7 for each of these variables from the corresponding set of ordinary differential equations in terms of z using AUTO97. The backwards traveling disturbances on the flat film free surface, wall concentration and interfacial temperature are actually an expanding radiation wave packet due to the primary flat film instability. In fact, in the laboratory frame of reference, both front and back of the wave packet travel in the downstream direction, with the front traveling faster than the back, typical of a convectively unstable system (e.g. [29] , [40] , [44] and [45] ). A general rule for the interaction between wave packets and solitary waves, that seems to be applicable for both one-dimensional and two-dimensional solitary waves, is that if the speed of a solitary pulse is smaller than the largest speed in a wave packet, the speed of its front, the solitary wave cannot escape the packet and will be destroyed. On the other hand, if the speed of a solitary wave is larger than the speed of the front of a wave packet, the solitary wave will escape the packet unscathed [46, 47] . Analysis of the convective instability of the reactive film is beyond the scope of this study.
In figure 8 , for large times the system evolves into a train of coherent structures which resemble the infinite-domain solitary pulses for the free surface, wall concentration and interfacial temperature obtained in § 7. The large-time non-stationary 'turbulent' wave dynamics observed in the figure is similar to that found in free falling films which in turn is similar to the spatio-temporal chaos observed with are to be expected for that range of parameter values. This is confirmed by solving numerically the timedependent problem. In figure 9 , we present two cases illustrating the evolution of a small perturbation of the film thickness. In both cases, all dimensionless groups are the same, only the amplitude of the initial perturbation is different. The value chosen for the Reynolds number is such that, according to the bifurcation diagram of figure 5d, three solutions co-exist. The computation reveals that, as time increases, the film surface converges indeed to different solutions depending on the amplitude of the initial perturbation, these solutions being very close both in shape and velocity to the ones obtained from 
Conclusion
We have examined the dynamics of a falling film in the presence of an exothermic chemical reaction. The reactants in the gas above the liquid film, penetrate into the film bulk through its free surface and react as they diffuse, increasing locally the temperature of the liquid. The resulting reaction-diffusion process is fully coupled to the hydrodynamics since the temperature gradients created along the film surface by the reaction generate Marangoni stresses which in turn alter the flow, while the chemical species and consequently the reaction are affected by convection.
The steady solution reveals that the behavior of the system depends strongly on the reaction rate. In particular, for fast reactions a boundary layer is formed beneath the film surface. Asymptotic expressions for the temperature and concentration profiles in the limit of low and high reaction rates are presented as well as an approximation for intermediate reaction rates. A linear stability analysis of the homogeneous steady state shows that the chemical reaction has an overall stabilizing effect on the film whilst heat losses have a destabilizing effect. Furthermore, there can exist an optimum stabilizing reaction rate, with a maximum for the critical Reynolds number as a function of the Damköhler number.
To examine the nonlinear dynamics of the film, several models are introduced. They all rely on a gradient expansion in which the spatio-temporal variation of free surface, concentration and temperature are slow. Concerning the chemical reaction, the same two limiting cases as for the steady solution are considered, namely the low and high reaction rates, as well as the moderate reaction rate. In each case, a longwave model for the free surface and an integral-boundary-layer model for the free surface, wall concentration and interfacial temperature are derived. The latter appears to be more appropriate to account for the nonlinear regime far from the instability onset. Regarding mass transport across the interface, in the slow-reaction case the long-wave approximation revealed that the larger the amplitude of a wave the greater the mass transport. For the fast-reaction case mass transport appears to depend on the film Damköhler number only, and it is hence independent of the flow conditions beneath a wave.
Solitary waves and associated bifurcation diagrams for both longwave and integral-boundary-layer models are constructed as a function of Reynolds number. Like the case of free falling films, the longwave bifurcation diagrams are typically characterized by branch multiplicity and turning points above which solitary waves do not exist. On the other hand, the integral-boundary-layer diagrams are single-valued curves without any turning points and predict the existence of solitary waves for all Reynolds numbers. Again, like the case of free falling films, the presence of turning points for the long-wave models is unphysical and marks the failure of the long-wave approximation to correctly describe the nonlinear regime of the film far from criticality.
Our integral-boundary-layer models are found to be robust in time-dependent computations. Such computations show that for large times, the free surface, wall concentration and interfacial temperature approach a train of coherent structures which resemble the infinite-domain stationary solitary pulses obtained in the bifurcation diagrams.
A. The subscript F and superscript s are used to denote 'flat film' and 'slow reaction', respectively. Indeed, h = 1 in these functions gives the flat film concentration and temperature distributions for the slow reaction case. On the other hand, for h → h(x, t) these functions appear in the LWE concentration and temperature distributions given in Appendix B. 
B. Long-wave functions -Slow reaction
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C. Long-wave functions -Fast reaction
For a fast reaction, the long wave expansion in § 5.2 yields the following solutions for the leading order velocity, concentration and temperature solutions
The first order corrections are:
The O(ǫ) u-velocity term is,
the O(ǫ∆) u-velocity term is,
Finally, the flow rate q f in the streamwise direction is given by:
D. Rescaled long-wave functions
For the slow reaction case (LWE-S) the functions A s , B s and C s are given by: For the fast reaction case (LWE-F) the functions A f , B f and C f are given by:
where,
E. Additional functions involved in IBL
The functions J ea and J et involved in the weighted integral approach for a slow chemical reaction are given by: The functions P i for i=1 to 4 involved in the weighted integral approach for a fast chemical reaction are given by:
F. Moderate reaction
The slow and fast reaction cases can be analyzed rigorously, however, this is not the case for the moderate reaction rate, i.e. when D ∼ O(1). Here we present an approximate analytical solution for the latter case. Since the resulting equations are rather involved we refrain from solving them numerically.
F.1. Padé-like approximation to the Arrhenius term
For the moderate reaction case the Arrhenius term, written as
where r = DφT , can be difficult if not impossible to deal with analytically. If r or E are small then Taylor expansions of this term yield:
However, when r and E are O(1), both of these expansions diverge.
A better approximation can be obtained by employing instead a Padé-like approximation around r = 0. If we use N = M = 1, where N and M are respectively the order of the polynomial in the numerator and denominator of the approximation, we have:
This increases the radius of convergence over the Taylor expansion about small r, when E is small, but it is clear that at Er 1+r = 2 the approximation has failed with a singularity. Notice the Padé approximation e r ≃ 2+r 2−r which has a 20% error by r = 1.2 and a singularity at r = 2. Even increasing N and M from 1 to 9 only extends the region of a 20% error up to r = 8.1 with a singularity around r = 9.1.
Since r > 0, 0 ≤ r 1+r ≤ 1, thus 1 ≤ A(r) ≤ e E . Hence, A remains bounded ∀r when E is fixed, so an attempt to increase the radius of convergence of E shall be made. In order to apply a Padé-like approximation using E as the variable we need to explicitly choose the functional form for the terms involving E. We shall continue with the expression
which was the rational form with N = M = 1 when r was employed. Noting that f is monotonically increasing in r and E, we specify the E dependence in the form:
Satisfying then equality of f and R and their first two derivatives at E = 0 we obtainp 0 = 1,p 1 =q 1 = 1, a 0 = 0, a 1 = 1/2 and b 1 = −1/2 to yield:
In the limit of small E, the maximum absolute error given by this expression is 25 
36
√ 3 E 3 %. Comparing numerically the Arrhenius term with expression (F.4) we find that for E = 0.3, 1 and 3 the approximate maximum absolute errors are 0.01%, 0.4% and 10.2%, respectively. It is important that E is at most O(1) since the expression in (F.4) very quickly becomes an inappropriate approximation as E increases.
F.2. Flat film solution
In the large-D-limit the concentration and temperature had exponential profiles whilst in the small-Dlimit they had quadratic profiles. By utilizing a cosh test function the quadratic terms can be obtained in a suitable limit. Hence, we combine a linear test function with a cosh test function in an attempt to yield both exponential and quadratic profiles in the appropriate limits of D.
We suppose that the concentration and temperature can be written in the form: a = r 0 + r 1 y + r 2 cosh(r 3 y) and T = s 0 + s 1 y + s 2 cosh(s 3 y).
The sum of the concentration and energy equations yield a yy + T yy ≡ 0, thus we require that s 2 = −r 2 and s 3 = r 3 . The four boundary conditions require that r 1 = 0, r 0 = −r 2 cosh(r 3 h), s 0 = r 2 and s 1 = r 2 [r 3 sinh(r 3 h) + B(cosh(r 3 h) − 1)]/(1 + Bh) to yield a = a These two limits are insufficient to uniquely determine r 2 . However, substituting the profiles for a and T into the concentration and energy equations and averaging across the film allows r 2 to be determined. Although a Galerkin approach could be applied here, the mass transport and heat transport equation would yield different solutions for r 2 , hence, for uniqueness, the unity weight function is applied, so that the heat and mass transport equations are equivalent. We note that we have averaged across the film thickness because the test functions defined in equation (F.5) do not satisfy the differential equations exactly. The mass transport equation is:
However, the Arrhenius term can not be integrated analytically, hence, we shall employ the Padé-like approach described in § F.1 to approximate the Arrhenius term. We then use:
This allows the mass transport equation to be written as: These integrals are evaluated to give We note that when the mass or heat transport equation is integrated using a weight function given by the concentration or the temperature test function, a quadratic equation for r 2 is still obtained and yields the same results in the extreme D-limits. Although the resulting quadratic equation obtained using non-unity weight functions yields more complicated versions of I 1 and I 2 than the ones presented here, all three methods produce very similar results for the solution r 2 .
F.3. Integral-boundary-layer model
Following the approach employed to the flat film solution we could approximate the concentration and temperature by, The Galerkin approach can then be applied, however, due to the size of the resulting equations, they are not listed here. Instead, we give the simplest averaged equation, the concentration one, obtained from a Shkadov approach, i.e. by employing a weight function of unity: The above system is solved numerically in two dimensions along with periodic boundary conditions in the z-direction using a finite-differences scheme. The film thickness h is obtained from the isothermal momentum equation (6.13) in the moving frame z with q = 1 3 +c(h−1). Profiles of the wall concentrationα and surface temperatureθ constructed this way for typical values of the dimensionless groups are depicted in figure 10 and compared to those obtained with the IBL equations (for brevity we drop the superscripts s and f corresponding to small and large Da, respectively). They show that the test functions used in the IBL models to account for the concentration and temperature fields in the film allow for an accurate description of the nonlinear regime forα andθ. The agreement is very good in both the small-and large-Da limits. In the latter case, the wall concentration depicted in figure 10d is uniform and close to zero since, as the chemical reaction is fast, the reactant is consumed before it can reach the wall. In figure 10b , the small shift observed in the profile flat region is due to the Arrhenius term approximation: finite-difference calculations with a constant Arrhenius term yield a profile closer to the one obtained with the IBL model.
