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Abstract
We prove a quenched local central limit theorem for continuous-
time random walks in a uniformly-elliptic time-dependent balanced
random environment in Zd, d ≥ 2. We also obtain Gaussian upper and
lower bounds for the transition probabilities and asymptotic estimates
for the discrete Green function.
1 Introduction
In this article we consider a random walk in a balanced uniformly-elliptic
time-dependent random environment on Zd, d ≥ 2.
For x, y ∈ Zd, we write x ∼ y if |x− y| = 1 and x 6∼ y otherwise. Denote
by P the set (of nearest-neighbor transition rates on Zd)
P :=
{
v : Zd × Zd → [0,∞)
∣∣∣∣v(x, y) = 0 if x ≁ y
}
.
Equip P with the the product topology and the corresponding Borel σ-field.
We denote by Ω ⊂ PR the set of all measurable functions ω· : R→ P and call
every element ω ∈ Ω a time-dependent environment. Given an environment
ω, we define the parabolic difference operator
Lωu(x, t) =
∑
y:y∼x
ωt(x, y)(u(y, t) − u(x, t)) + ∂tu(x, t)
∗Electronic address: deuschel@math.tu-berlin.de
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for every bounded function u : Zd × R→ R which is differentiable in t. Let
(Xˆt)t≥0 = (Xt, Tt)t≥0 denote the continuous-time Markov chain on Zd × R
with generator Lω. Note that almost surely, Tt = T0+t. We say that (Xt)t≥0
is a continuous-time random walk in the time-dependent environment ω and
denote by P x,tω the law (called the quenched law) of the process Xˆ· with
initial state (x, t) ∈ Zd×R. For any xˆ = (x, t) and yˆ = (y, s) in Zd×R with
s > t, we also write
pω(xˆ, yˆ) := P x,tω (Xs−t = y). (1)
We equip Ω ⊂ PR with the induced product topology and let P be
a probability measure on the Borel σ-field B(Ω) of Ω. We say that P is
uniformly elliptic if there exists a constant κ ∈ (0, 1) such that for any t ∈ R
and x ∼ y,
P
(
ωt(x, y) ∈ [κ, 1κ ]
)
= 1.
We say that P is balanced if P-almost surely,∑
y
ωt(x, y)(y − x) = 0, ∀t ∈ R.
For each (x, t) ∈ Zd × R we define the space-time shift θx,tω : Ω→ Ω by
(θx,tω)s(y, z) := ωs+t(y + x, z + x).
We assume that the law P of the environment is translation-invariant and
ergodic under the space-time shifts {θx,t : x ∈ Zd, t ≥ 0}. I.e, P (A) ∈ {0, 1}
for any A ∈ B(Ω) such that P(A∆θ−1xˆ A) = 0 for all xˆ ∈ Zd × [0,∞).
Given ω, the process
ω¯t := θXˆtω, t ≥ 0,
with initial state ω¯0 = ω is a Markov process on Ω, called the environment
viewed from the point of view of the particle. With abuse of notation, we
use P 0,0ω to denote the quenched law of (ω¯t)t≥0.
Note that in this paper, the environment ω is allowed to depend on
both space and time. In the special case when the environment is time-
independent, i.e, ωt = ωs for all t, s ∈ R and P-almost all ω, we say that the
environment is static.
We recall the quenched central limit theorem (QCLT) in [9].
Theorem 1. [9, Theorem 1.2] Assume that P is balanced, uniformly elliptic
and ergodic with respect to the shifts {θx,t : x ∈ Zd, t > 0}. Then
(a) there exists a unique invariant measure Q for the process (ω¯t)t≥0 such
that Q is equivalent to P and (ω¯t)t≥0 is an ergodic flow under Q×P 0,0ω .
Moreover, letting ρ(ω) := dQ/dP, we have ρ > 0, P-almost surely, and
EP[ρ
d+1
d ] <∞; 1 (2)
1At the end of the proof of [9, Theorem 1.2], it is shown that EQ[g] ≤ C‖g‖Ld+1(P) for
any bounded continuous function g, which immediately implies (2).
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(b) (QCLT) For P-almost all ω, P 0,0ω -almost surely, (Xn2t/n)t≥0 converges,
as n → ∞, weakly to a Brownian motion with a deterministic non-
degenerate covariance matrix Σ = diag{EQ[ω0(0, ei)], i = 1, . . . , d}.
Remark 2. For balanced random walks in a static, uniformly-elliptic, er-
godic random environment on Zd, the QCLT has been first shown by Lawler
[10]. It is then generalized to static random environment with weaker el-
lipticity assumptions in [17, 5]. We remark that in Rd, balanced random
walk in a static environment corresponds to the diffusion generated by non-
divergence form elliptic operators
Lωf(x) =
d∑
ij=1
aωij(x)∂ijf(x),
where (aωij(x))1≤i,j≤d is a positive-definite symmetric matrix for each x ∈ Zd.
In this setting, the QCLT is proved by Papanicoula-Varadhan [23]. For
more general fully non-linear operators on a continuous space, quantitative
homogenization estimate (which controls error between solutions of the ran-
dom operator and the deterministic limiting operator) are obtained in [3]
and [12], in the static and time-dependent settings, respectively.
Remark 3. For (x, t) ∈ Zd × R, set
ρω(x, t) := ρ(θx,tω).
Note that by the definition of Ω and that it is equipped with a product σ-field,
for any fixed ω ∈ Ω, the map R → Ω defined by t 7→ θ0,tω is measurable.
Hence for almost-all ω, the function ρω(x, t) is measurable in t.
Moreover, ρω possesses the following properties. For P-almost all ω,
(i) ρω(x, t)δxdt is an invariant measure for the process Xˆt under Pω;
(ii) ρω(x, t) > 0 is the unique density (with respect to δxdt) for an invariant
measure of Xˆ that satisfies EP[ρω(0, 0)] = 1;
(iii) for all x ∈ Zd, ρω(x, t) is weakly differentiable in t with
ρ˙ω(x, t) =
∑
y
ρω(y, t)ωt(y, x), (3)
where ρ˙ω denotes the weak derivative of ρω with respect to t and ωt(x, x) :=
−∑y:y∼x ωt(x, y).
The proof of properties (i)-(iii) is an easy exercise and will be included in
the appendix of the arXiv version.
Remark 4. The weak differentiability of ρω in t implies that it has an
absolutely continuous version (as a function of t). Since ρω(x, t) is only
used as a density, from now on, we always assume that P-almost surely,
ρω(x, ·) is continuous and almost-everywhere differentiable in t.
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As a main result of our paper, we will present the following local limit
theorem (LLT), which is a finer characterization of the local behavior of the
random walk than the QCLT in a large space-time scale.
Theorem 5 (LLT). Let K, t0 > 0. For P-almost all ω,
lim
n→∞ sup|x|≤K,t≥t0
∣∣∣ndP 0,0ω (Xn2t = ⌊nx⌋)
ρω(⌊nx⌋, n2t) − p
Σ
t (0, x)
∣∣∣= 0.
Here ⌊x⌋ := (⌊x1⌋, . . . , ⌊xd⌋) ∈ Zd for x ∈ Rd and pΣt is the transition kernel
of the Brownian motion with covariance matrix Σ and starting point 0.
Recall the definition of the transition function pω in (1). For xˆ =
(x, t), yˆ = (y, s) ∈ Zd × R, s < t, define the heat kernel
qω(yˆ, xˆ) :=
pω(yˆ, xˆ)
ρω(xˆ)
. (4)
Note that for fixed xˆ = (x, t) ∈ Zd×R, the function yˆ 7→ u(yˆ) := qω(yˆ, xˆ)
solves the parabolic equation
Lωu(yˆ) = 0 for all yˆ ∈ Zd × (−∞, t),
and regularity estimates of the function u follows from the parabolic Harnack
inequality (PHI) for the balanced operator Lω. For r > 0, let
Br = {x ∈ Zd : |x|2 ≤ r}
and write Br(x) := x+Br.
Theorem 6 (PHI for Lω). Assume ω ∈ Ωκ. Let u be a non-negative solution
of Lωu = 0 in B2R× (0, R2). Then, for any constants 0 < θ1 < θ2 < θ3 < 1,
there exists a constant C = C(κ, d, θ1, θ2, θ3) such that
sup
BR/2×(θ3R2,R2)
u ≤ C inf
BR/2×(θ1R2,θ2R2)
u. (PHI)
Theorem 6 is the lattice analogue of the classical Harnack inequality of
Krylov and Safonov [20] for parabolic differential operators of non-divergence
form. In discrete space and discrete time setting, (PHI) is obtained by Kuo
and Trudinger for the so-called parabolic difference operators of implicit
form, see [21, (1.16)]. Our proof of Theorem 6 mimics the classical proof of
the Krylov-Safonov PHI (See [11]). But for the simplicity of our presenta-
tion, we will only provide the proof of Theorem 6 in the Appendix of the
arXiv version of this paper.
In order to prove the LLT (Theorem 5), we need good regularity property
of the heat kernel xˆ 7→ vω(xˆ) := qω(0ˆ, xˆ) which solves the adjoint equation
L∗ωv(xˆ) :=
∑
y:y∼x
ω∗t (x, y)(v(y, t) − v(xˆ))− v˙(xˆ) = 0, (5)
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for all xˆ ∈ Zd × (0,∞), where v˙ denotes the weak derivative of v(x, t) with
respect to t and
ω∗t (x, y) :=
ρω(y, t)ωt(y, x)
ρω(x, t)
for x ∼ y ∈ Zd.
To this end, we need to prove, instead of PHI for Lω, the PHI for the
adjoint operator L∗ω. Note that ω∗ is not necessarily a balanced environment
anymore. Our main result is
Theorem 7 (PHI for L∗ω). Let P satisfy the same conditions as in Theo-
rem 1. Then for P-almost all ω, any non-negative solution v of the adjoint
equation
L∗ωv(x, t) = 0 ∀(x, t) ∈ B2R × (0, 4R2] (6)
satisfies
sup
BR×(R2,2R2)
v ≤ C inf
BR×(3R2,4R2]
v.
The Harnack inequality for the adjoint of non-divergence form differential
operators was first first proved by Bauman [4]for elliptic operators which are
uniformly-elliptic, and was generalized to the parabolic setting by Escauriaza
[13]. Our proof of Theorem 7 follows the main idea of [13].
For a static discrete time environment, Theorem 7 was obtained by
Mustapha [22]. His argument follows basically [13], and uses the PHI [21,
Therem 4.4] of Kuo and Trudinger for operators under explicit scheme (see
definition [21, (1.16)])
Lωf(x, n) =
∑
y:y∼x
ω(x, y)(f(y, n) − f(x, n))− (f(x, n+ 1)− f(x, n)),
∀(x, n) ∈ Zd×Z. However, Kuo and Trudinger [21, pp.607] states that their
result for the implicit scheme is not valid under the explicit scheme, so that
we believe that there is a gap in the proof of [22]. Moreover, the volume-
doubling property of the invariant distribution, which is the essential part
of the proof of Theorem 7, is much simpler in the static case, see [14]. In
our dynamical setting, a parabolic volume-doubling property (Theorem 11)
is required. To this end, we need to adapt the proofs of Safonov-Yuan [24]
and the results in the references therein [15, 4, 16] into our discrete space
setting.
The main challenge in proving Theorem 7 is that L∗ω is not balanced, and
so the classical PHI for Lω (Theorem 6) is not immediately applicable. This
is the main difference with the random conductance model with symmetric
jump rates where
ωt(x, y) = ωt(y, x) = ω
∗
t (x, y),
and thus which PHI for Lω is the same as PHI for L∗ω. See [1, 6, 7, 2], [18].
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Although our main result Theorem 5 is of probabilistic nature, our proofs
rely strongly on analylical methods. On the other hand, in our presentation
we are using probabilistic tools such as martingale, optional stopping times,
time-reversal and coupling arguments. This not only greatly simplifies some
of the crucial steps of the proof but also sheds a new light into the deep
connections between the two topics.
Let us explain the main idea for the proof of Theorem 7. An important
observation is that (by optional stopping) solutions of the adjoint equation
can be expressed in terms of boundary values and hitting probabilities of
the time-reversed process. Thus to compare values of the adjoint solution,
one only needs to estimate the hitting probability (of the reversed process)
at the boundary. In other words, we need to compare hitting probabilities of
the original process that starts from the boundary. To this end, we will use a
“boundary Harnack inequality” (Theorem 17) which compares Lω-harmonic
functions near the boundary. We will also need a volume-doubling inequality
for the invariant measure (Theorem 11) to control the change of probabilities
due to time-reversal.
Once the PHI for L∗ω is shown, by standard argument, we get the fol-
lowing Ho¨lder estimate for solutions of (6), which then yields our LLT.
Corollary 8. Let P satisfy the same conditions as in Theorem 1. Then
there exists a constant γ = γ(d, κ) > 0 such that for P-almost all ω, any
non-negative solution v of L∗ω in BR × (0, R2], R ≥ 1, satisfies
|v(x, t)− v(y, s)| ≤ C
(
|x− y|+ |s− t|1/2
R
)γ
sup
BR×(0,R2]
v
for all (x, t), (y, s) ∈ BR × (0, R2].
Heat kernel estimates (HKE) then follows from Theorem 7 and Corol-
lary 8.
Theorem 9 (HKE). Let P satisfy the same conditions as in Theorem 1.
Then P-almost every ω and all (x, t) ∈ Zd × (0,∞),
P 0,0ω (Xt = x) ≤
Cρω(x, t)
ρω(B√t(y), s)
e−c(1∧
|x|
t
)|x|
and P 0,0ω (Xt = x) ≥
cρω(x, t)
ρω(B√t(y), s)
e−C
|x|2
t
for all s ∈ [0, t] and y with |y| ≤ |x|. Here ρω(Br(y), s) :=∑x∈Br(y) ρω(x, s).
By the ergodic theorem, we can obtain Gaussian bounds for large time
t. Furthermore, we can characterize the asymptotics of the rescaled Green
function of the RWRE. Recall the definitions of Σ (in Theorem 1 (b)), pΣt ,
⌊x⌋ (in Theorem 5) and the heat kernel qω(·, ·) in (4).
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Corollary 10. Let P be as in Theorem 1. We write 0ˆ := (0, 0). The
following statements are true for P-almost every ω.
(i) There exists t0(ω) > 0 such that for any xˆ = (x, t) ∈ Zd × (t0,∞),
c
td/2
e−
C|x|2
t ≤ qω(0ˆ, xˆ) ≤ C
td/2
e−c(1∧
|x|
t
)|x|.
As a consequence, the RWRE is recurrent when d = 2 and transient
when d ≥ 3.
(ii) When d = 2, for all x ∈ Rd \ {0},
lim
n→∞
1
log n
∫ ∞
0
[
qω(0ˆ; 0, t)− qω(0ˆ; ⌊nx⌋, t)
]
dt =
1
π
√
detΣ
.
(iii) When d ≥ 3, for all x ∈ Rd \ {0},
lim
n→∞n
d−2
∫ ∞
0
qω(0ˆ; ⌊nx⌋, t)dt = gΣ(0, x),
where gΣ(0, x) :=
∫∞
0 p
Σ
t (0, x)dt.
The organization of this paper is as follows. In Section 2, we obtain a
space-time volume-doubling property for the density ρω. In Section 3, we
establish estimates of Lω-harmonic functions near the boundary, showing
both the interior elliptic-type and boundary parabolic Harnack inequalities
(PHI). With the volume-doubling property and the boundary PHI, we will
prove the PHI for the adjoint operator (Theorem 7) in Section 4. Finally,
with the adjoint PHI, we will prove Theorem 5, Theorem 9 and Corollary 10
in Section 5. Section 6 contains probability estimates that are used in the
previous sections.
Throughout this paper, we assume that P is balanced, uniformly elliptic
and ergodic with respect to the shifts {θx,t, x ∈ Zd, t > 0}. We let Ωκ ⊂ Ω
denote the set of balanced environments ω with ellipticity constant κ. We
let C, c be generic constants which depend only on the dimension d and κ,
and which may differ from line to line.
2 Volume-doubling properties
The purpose of this section is to prove a space-time volume-doubling prop-
erty for the invariant measure ρω of the process (Xˆt)t≥0.
Theorem 11. Let P satisfy the same conditions as in Theorem 1 and let
ρ(x, t) = ρω(x, t) be as in Remark 3. Then, P-almost surely, for every
r ≥ 1/2 and t ∈ [−r2, r2],
ρ(B2r, t) ≤ Cρ(Br, 0).
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For non-divergence form differential equations, this type of estimate was
first established by Fabes and Stroock [14] for the adjoint solutions of elliptic
operators, and then generalized by Escauriaza [13] to the parabolic setting.
Note that in [13], the operator is deterministic and the adjoint solutions are
constructed as re-scaled limit of the Green functions. Here in our RWRE
setting, we follow a different route. We constructed ρω as the density of the
invariant measure Q of the environmental process (ω¯t)t≥0, and we will prove
the volume-doubling properties using the ergodicity of Q.
To prove Theorem 11, a crucial estimate is the volume-doubling property
(Theorem 12) for the hitting measure of the random walk, which is of interest
in its own right. Theorem 12 is a discrete version of [24, Theorem 1.1]
established by Safonov and Yuan in the PDE setting.
Theorem 12. Assume that ω ∈ Ωκ. Let K ≥ 1 be any fixed constant. Let
(Xt) be the continuous-time random walk generated by the operator Lω with
ellipticity constant κ > 0. For any r > 0 and any (y, s) ∈ Zd × [0,∞) with
|y| ≤ K√s, we have
P y,0ω (Xs ∈ B2r) ≤ CP y,0ω (Xs ∈ Br).
Here C is a constant depending on only d, κ and K.
For a finite subgraph D ⊂ Zd, let
∂D = {y ∈ Zd \D : y ∼ x for some x ∈ D}, D¯ := D ∪ ∂D
and let ∂′D = ∂(Zd \D) denote the inner boundary of D. For an open set
D ⊂ Zd × R, define the parabolic boundary of D as
D
P := {(x, t) /∈ \D : (B1(x)× (t− ǫ, t]) ∩D 6= ∅ for all ǫ > 0}.
In the special case D = D × [0, T ) for some finite D ⊂ Zd, it is easily seen
that DP = (∂D × [0, T ]) ∪ (D¯ × {T}). See figure 1.
By the optional stopping theorem, for any (x, t) in an open set D ⊂
Zd × R and any bounded integrable function u on D ∪DP,
u(x, t) = −Ex,tω
[∫ τ
0
Lωu(Xˆr)dr
]
+ Ex,tω [u(Xˆτ )], (7)
where τ = inf{r ≥ 0 : (Xr, Tr) /∈ D}.
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Space0
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Figure 1: The parabolic boundary of D × [0, T ).
Proof of Theorem 12: Note that the case 0 < r < 1/2 is trivial. We only
consider r ≥ 1/2. Since P y,0ω = P y,sθo,−sω and ω is arbitrary in Theorem 12,
it suffices to show that for any ω and any (x, t) ∈ Zd × (−∞, 0] with |x| ≤
K
√|t|,
P x,tω (X|t| ∈ B2r) ≤ CP x,tω (X|t| ∈ Br). (8)
Note that writing τ := inf{s ≥ 0 : Ts = 0}, then we have τ = |t| when
X0 = t < 0 and so
ur(x, t) := P
x,t
ω (X|t| ∈ Br) = P x,tω (Xτ ∈ Br) (9)
is a Lω-harmonic function on Zd × (−∞, 0).
Our proof of (8) contains several steps.
Step 1. First, we show that there exists c0 = c0(d, κ) ∈ (0, 1) such that
inf
Br/2×[−c20r2,0)
ur ≥ 12 . (10)
Indeed, since (Xs)s≥0 is a martingale, by Doob’s submartingale in-
equality and uniform ellipticity, for any (x, t) ∈ Br/2 × [−ǫ2r2, 0),
ǫ ∈ (0, 1), we have
P x,·ω (X|t| /∈ Br) ≤ P x,·ω
(
sup
0≤s≤ǫ2r2
|Xs − x| ≥ r/2
)
≤ E
x,·
ω [|(Xǫ2r2 − x)|2]
r2/4
≤ ǫ
2r2/κ
r2/4
, (11)
where in the last inequality we used the optional stopping theorem
and the fact that |Xt|2 − 1κt is a super-martingale. Hence, taking
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c0 =
√
κ/4 > 0, we have
sup
(x,t)∈Br/2×[−c20r2,0)
P x,·ω (X|t| /∈ Br) ≤
1
2
and (10) follows.
Step 2. We will show that for any k ≥ 1, there exists γk = γk(d, κ, k) > 0
such that for any ρ ≥ c0r/k,
inf
Bkρ×{−ρ2}
ur ≥ 12
(
c0r
2kρ
)γk
. (12)
To this end, we let n ≥ 1 be the constant that kρ2n ≤ c0r < kρ2n−1 .
Then, by Harnack’s inequality (Theorem 6), there exists γk = γk(d, κ, k)
such that
inf
Bkρ×{−ρ2}
ur ≥ 2−γ1 sup
Bkρ
2
×{− ρ2
4
}
ur
≥ . . .
≥ 2−nγ1 sup
B kρ
2n
×{−( ρ
2n
)2}
ur
≥
(
c0r
2kρ
)γ1
· 1
2
,
where we used (10) in the last inequality. Display (12) is proved.
Setting (c.f. figure 2.)
Dk,ρ := {(x, t) ∈ Zd × (−∞, 0] : |x|/k ≤
√−t ≤ ρ}, (13)
we conclude from (10) and (12) that for ρ ≥ c0r/k,
inf
Dk,ρ
ur ≥ 12
(
c0r
2kρ
)γk
. (14)
Step 3. Next, we will define the constants k0, β, αK and c1 which will be
useful later. The reasons will be clear in the next sections. First,
let
βK :=
log 2
log[K/(K + 1− c−10 )]
. (15)
We choose a constant k0 = k0(d) > 2/c0 to be big enough such that
β := βk0 > γ1.
10
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Figure 2: The shaded region is DK,R.
It is clear that we only need to prove Theorem 12 for K ≥ 1 large
enough. In what follows we only consider K ≥ k0. By (14), there
exists a constant αK = αK(d, κ,K) such that for any ω and ρ ≥ 1,
inf
x∈B2Kρ
P x,0ω (X3ρ2 ∈ Bρ) ≥ αK . (16)
We choose a constant c1 = c1(d, κ,K) ≥ 8 to be big enough such
that
αKc
γ1
0 c
β−γ1
1 ≥ 8β .
Step 4. For K ≥ k0, setting
v = 4
(
2Kc1
c0
)γK
ur − u2r, (17)
we have by (14)
inf
DK,c1r
v ≥ 2− 1 = 1.
Moreover, infBc0r×[−c20r2,0) v ≥ 1 by (10). Put
R0 = R0(K,d, κ) = sup{ρ > 0 : inf
DK,ρ
v ≥ 0}. (18)
Clearly, R0 ≥ c1r. Since the parabolic boundary DP1,R0 is away from
DPK,R0, by the same argument as in the proof of (12) in Step 2 (I.e,
apply the Harnack inequality consecutively) we obtain
inf
Bρ×{−ρ2}
v ≥
(
c0r
2ρ
)γ1
for ρ ∈ [c0r,R0). (19)
Our goal in the next steps is to prove that R0 =∞.
Step 5. Put v− := max{0,−v}. We claim that for all ρ ∈ (2r,R0),
f(ρ) := sup
∂BKρ×[−ρ2,0]
v− ≤
(
4r
ρ
)βK
, (20)
11
where βK was defined in (15). Note that by the definition of ur
we have v− = 0 in {(x, 0) : |x| > 2r} and v− = 0 in DK,ρ by
(18). Hence, by formula (7), f(ρ) is a decreasing function of ρ for
ρ ∈ (2r,R0). Further, set
q = q(K) =
K + 1− c−10
K
.
Since v−(Xs, Ts), s ≥ 0 is a sub-martingale in Zd × (−∞, 0), by the
optional stopping lemma we have for any (x, t) ∈ ∂BKρ × [−ρ2, 0],
v−(x, t) ≤ P x,tω (X· visits ∂B(K+1−c−10 )ρ before times τ = |t|)f(qρ)
≤ P x,tω
(
sup
0≤s≤ρ2
|Xs − x| ≥ (c−10 − 1)ρ
)
f(qρ)
≤ f(qρ)/2,
where in the last inequality we used Doob’s submartingale inequality
as in (11). Let n ≥ 0 be the integer such that qn+1ρ < 2r ≤ qnρ.
We conclude that for ρ ∈ (2r,R0),
f(ρ) ≤ 2−nf(qnρ) ≤
(
4r
ρ
)− log 2/ log q
f(2r).
Inequality (20) then follows from the fact that v− ≤ 1.
Step 6. Recall DK,ρ and R0 in (13) and (18). Finally, we will prove that
R0 = ∞ for K ≥ k0. Indeed, otherwise, R0 < ∞ and there exists
(x0, ρ20) with |x0| ≤ Kρ0, ρ0 ∈ (R0, 2R0) such that v(x0, ρ20) < 0.
Define a set S = BKρ0/2 × [−ρ20/4, 0] and a stopping time
τS := inf{s ≥ 0 : (Xs, Ts) ∈ S}.
Notice that (XτS , TτS ) belongs to one of the two sets
S1 := BKρ0/2 × {−ρ20/4}, S2 := ∂′BKρ0/2 × [−ρ20/4, 0].
Note also that infS1 v ≥ 0 by the definition ofR0. Hence, forK ≥ k0,
v(x0, ρ
2
0) = E
x0,ρ20
ω [v(XτS , TτS )]
≥ P x0,ρ20ω
(
XτS ∈ Bρ0/2
)
inf
Bρ0/2×{−ρ20/4}
v + inf
S2
v
≥ αK
(
c0r
ρ0
)γ1
−
(
8r
ρ0
)β
,
where we used (16), (19), (20) and βK ≥ β in the last inequality. It
then follows from the fact that ρ0 > R0 ≥ c1r and the choice of c1 in
Step 3 that v(x0, ρ20) ≥ 0, which contradicts with our assumption.
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Therefore, v ≥ 0 holds on DK,∞ and the theorem is proved.
Corollary 13. Given K ≥ 1 and ω ∈ Ωκ. For any r ≥ 1/2, t > 0,
|x| ≤ K√t and s ∈ [0, r2], we have
(i) P x,0ω (Xt−s ∈ B2r) ≤ CP x,0ω (Xt ∈ Br) if t ≥ s.
(ii) P x,0ω (Xt+s ∈ B2r) ≤ CP x,0ω (Xt ∈ Br).
Here the constant C depends only on d, κ and K.
Proof. (i) First, by Theorem 12,
P x,0ω (Xt ∈ Br) ≥ CP x,0ω (Xt ∈ B4r).
On the other hand, notice that by (10) and (14) (and recall the defi-
nition of ur in (9)), we have
inf
(y,s)∈B2r×[0,r2]
P y,·ω (Xs ∈ B4r) ≥ C.
Hence, by the Markov property,
P x,0ω (Xt ∈ B4r) ≥
∑
y∈B2r
P x,0ω (Xt−s = y)P
y,t−s
ω (Xs ∈ B4r)
≥ CP x,0ω (Xt−s ∈ B2r).
We proved (i).
(ii) By the Markov property,
P x,0ω (Xt+s ∈ B2r) =
∑
y
P x,0ω (Xt = y)P
y,t
ω (Xs ∈ B2r)
=
∞∑
n=0
∑
y:|y|∈[2nr,2n+1r)
P x,0ω (Xt = y)P
y,t
ω (Xs ∈ B2r)
(55)
≤ C
∞∑
n=0
P x,0ω (Xt ∈ B2nr)(e−2
nr + e−c4
n
).
The second inequality then follows by observing that (cf. Theorem 12)
P x,0ω (Xt ∈ B2nr) ≤ CnP x,0ω (Xt ∈ Br).
Our proof is complete.
Proof of Theorem 11: First, we will obtain for any non-negative bounded
measurable function f ≥ 0 on Ω and t ∈ R, r ≥ 1,
EP[ρω(Br, t)f ] = lim
T→∞
∑
z
1
T
∫ T
0
EP
[
P z,0ω (Xs ∈ Br)f(θ0,s−tω)
]
ds. (21)
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Indeed, by the translation-invariance of P we have
EP[ρω(Br, t)f(ω)] =
∑
x∈Br
EP [ρ(ω)f(θx,−tω)]
= EQ

 ∑
x∈Br
f(θx,−tω)

 . (22)
Further, by the ergodic theorem and dominated convergence theorem,
EQ

 ∑
x∈Br
f(θx,−tω)

 = lim
T→∞
1
T
∫ T
0
EPE
0,0
ω

 ∑
x∈Br
f(θx,−tω¯s)

 ds. (23)
Note that
E0,0ω

 ∑
x∈Br
f(θx,−tω¯s)

 = ∑
y∈Zd,x∈Br
P 0,0ω (Xs = y)f(θx+y,−t+sω)
=
∑
y,z
P 0,0ω (Xs = y)f(θz,−t+sω)1|y−z|≤r
=
∑
z
P 0,0ω (Xs ∈ Br(z))f(θz,−t+sω). (24)
Hence (21) follows from (22), (23) and (24).
Next, from (21) we obtain
EP[ρω(Br, t)f ] = lim
T→∞
∑
z
2
T
∫ T
T/2
EP
[
P z,0ω (Xs ∈ Br)f(θ0,s−tω)
]
ds
= lim
T→∞
∑
z:|z|≤√T
2
T
∫ T
T/2
EP
[
P z,0ω (Xs ∈ Br)f(θ0,s−tω)
]
ds.
Using this formula and Corollary 13, for any t ∈ [−r2, r2] we get
EP[ρω(Br, 0)f ] ≥C lim
T→∞
∑
z:|z|≤√T
2
T
∫ T
T/2
EP
[
P z,0ω (Xs+t ∈ B2r)f(θ0,sω)
]
ds
= CEP[ρω(B2r, t)f ].
Since the measurable function f ≥ 0 is arbitrary, Theorem 11 follows.
Remark 14. By Theorem 11, for any r ≥ 1,
c
r2|Br|
∫ r2
0
ρω(Br, s)ds ≤ 1|Br|ρω(Br, 0) ≤
C
r2|Br|
∫ r2
0
ρω(Br, s)ds.
Hence, by the ergodic theorem, for P-almost every ω,
c ≤ lim
r→∞
1
|Br|ρω(Br, 0) ≤ limr→∞
1
|Br|ρω(Br, 0) ≤ C. (25)
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3 Estimates of solutions near the boundary
Throughout this section, we let
Qr := Br × [0, r2).
3.1 An elliptic-type Harnack inequality
The purpose of this subsection is to establish an elliptic-type PHI, which is a
discrete version of [16, Theorem 2.6]. Unlike the usual PHI, which compares
values in the same spatial ball but different time coordinates, the elliptic-
type PHI states that values of a Lω-harmonic function are comparable for
any space-time coordinates away from the parabolic boundary, as long as it
takes zero-value in the lateral boundary. See figure 3.
Theorem 15 (Interior elliptic-type Harnack inequality). Assume ω ∈ Ωκ.
Let R ≥ 1 and u ≥ 0 satisfies{
Lωu = 0 in QR := BR × [0, R2)
u = 0 in ∂BR × [0, R2).
Then for 0 < δ ≤ 14 , letting QδR := B(1−δ)R × [0, (1 − δ2)R2), there exists a
constant C = C(d, κ, δ) such that
sup
QδR
u ≤ C inf
QδR
u.
0 R
R2
QδR
δR
(δR)2
x
t
Figure 3: The values of u are comparable inside the region QδR.
To prove Theorem 15, we need a so-called Carlson-type estimate. For
parabolic differential operators in non-divergence form, this kind of estimate
was first proved by Garofalo [16] (see also [15, Theorem 3.3]). We use the
convention inf ∅ =∞.
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Theorem 16. Assume ω ∈ Ωκ, R ≥ 2, r ∈ [1, R/2]. Suppose 0 ∈ ∂BR(z)
for some z ∈ Zd.Then for a function u ≥ 0 that satisfies{
Lωu = 0 in D := BR(z)× [−2r2, 4r2)
u = 0 in (B2r ∩ ∂BR(z)) × [0, 4r2),
we have
sup
Qr∩D
u ≤ C inf
y∈Br/2(zr)
u(y,−r2), (26)
where zr :=
r
Rz ∈ Rd. See figure 4.
−2r2
Qr ∩D
Q2r ∩D
Br/2(zr)
4r2
0
z
−r2
x
t
Figure 4: Theorem 16. Values inQr∩D are controlled by values inBr/2(zr)×
{−r2}. Here the region D = BR(z)× [−2r2, 4r2) is the biggest box.
Proof. We will prove the theorem by showing the following stronger estimate
than (26)
sup
xˆ∈Q2r∩D
(d0(xˆ)/r)
γ u(xˆ) ≤ C inf
y∈Br/2(zr)
u(y,−r2), (27)
where d0(xˆ) := sup {ρ ≥ 0 : Qρ(xˆ) ⊂ Q2r} and γ = γ(d, κ) > 0 is a constant.
Our proof of (27) consists of two steps.
Step 1. We claim that the supremum
M := sup
xˆ∈Q2r∩D
(d0(xˆ)/r)
γ u(xˆ)
of the left side of (27) could only be achieved by those xˆ ∈ Q2r ∩D
with ǫd0(xˆ) ≤ d1(xˆ), where ǫ = ǫ(γ) ∈ (0, 13 ) is a constant to be
determined and
d1(xˆ) := sup{ρ ≥ 0 : Qρ(xˆ) ∈ Q2r ∩D}.
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(Clearly, d1 ≤ d0.) Indeed, if xˆ := (x, t) ∈ Q2r∩D satisfies ǫd0(xˆ) >
d1(xˆ), then there exists xˆ0 := (x0, t) ∈ Q2r ∩D such that x0 ∈ ∂BR
and d1(xˆ) = |x0 − x| ≥ 1. Then for any yˆ = (y, s) ∈ Q2d1(xˆ)(xˆ0),
d0(xˆ) ≤ d0(yˆ) + |x− y|+ |t− s|1/2
≤ d0(yˆ) + |x− x0|+ |x0 − y|+ |t− s|1/2
≤ d0(yˆ) + d1(xˆ) + 2d1(xˆ) + 2d1(xˆ)
≤ d0(yˆ) + 5ǫd0(xˆ).
So for any yˆ ∈ Q2d1(xˆ)(xˆ0), we have(1 − 5ǫ)d0(xˆ) ≤ d0(yˆ) and
d0(xˆ)
γu(xˆ) ≤ (1− 5ǫ)−γd0(yˆ)γ sup
Qd1(xˆ)(xˆ0)
u. (28)
Next, notice that Q2d1(xˆ)(xˆ0) ⊂ Q3d1(xˆ)(xˆ) ⊂ Qd0(xˆ)(xˆ) ⊂ Q2r, by
the boundary condition of u we get for yˆ ∈ Qd1(xˆ)(xˆ0),
u(yˆ)
(7)
≤ P yˆω(Xˆ· exits Q2d1(xˆ)(xˆ0) ∩D not from ∂BR) sup
Q2d1(xˆ)(xˆ0)∩D
u
≤
(
1− P yˆω (Xˆ· exits B2d1(xˆ)(xˆ0) ∩B2R from ∂BR before time 4d1(xˆ)2)
)
× sup
Q2d1(xˆ)(xˆ0)∩D
u (29)
By (28), (29) and Lemma 23, we have for xˆ ∈ Q2r∩D with ǫd0(xˆ) ≤
d1(xˆ),
(d0(xˆ)/r)
γ u(xˆ) ≤ (1− 5ǫ)−γ(1− θ)M,
where θ ∈ (0, 1) is the constant in Lemma 23. Now taking ǫ > 0
small enough such that (1−5ǫ)−γ(1−θ) < 1/2, our claim is proved.
Step 2. By Step 1, to prove (27) it suffices to show that
sup
xˆ∈Q2r∩D
(d1(xˆ)/r)
γ u(xˆ) ≤ C inf
y∈Br/2(zr)
u(y,−r2). (30)
We will prove (30) by consecutive applications of the parabolic Har-
nack inequality to a chain of parabolic cubes that links xˆ ∈ Q2r ∩D
to (y¯r, s+ r2). To be specific, take any fixed xˆ := (x, t) ∈ Q2r ∩D .
observe that we can construct a sequence of n ≤ c log(r/d1(xˆ)) balls
Bi := Bri(xi) ⊂ B2ri(xi) ⊂ BR(z) ∩B2r, i = 1, . . . , n, such that
• x1 = x, xn = zr;
• ri = d1(xˆ)4 (
√
2)i, and rn−1 < r2 ≤ rn, i = 1, . . . , n;
• Bi ∩Bi+1 6= ∅ for i = 1, . . . , n − 1.
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We let θ > 0 be the constant such that θ(r2n − r21) = r2 + t. Then,
applying the Harnack inequality (Theorem 6) to the pairs of cubes
Qi+ := B
i × [t− θ(r2i+1 − r21), t− θ(
5
3
r2i − r21)]
Qi− := B
i × [t− θ(4
3
r2i − r21), t− θ(r2i − r21)],
for i = 1, . . . n− 1, we get
u(xˆ) ≤ C log(r/d1(xˆ)) inf
y∈Br/2(zr)
u(y,−r2).
Display (30) is proved.
Our proof is complete.
Proof of Theorem 15: It suffices to consider the case R ≥ 4. Then
sup
Qδ
R
u
(7)
≤ sup
BR×{R2−14 (δR)2}
u
≤ C sup
B(1−δ)R×{R2−12 (δR)2}
u
≤ C(d, κ, δ) inf
Qδ
R
u,
where we applied the boundary Harnack inequality (26) and the Harnack
inequality (Theorem 6) in the second and third inequalities.
3.2 A boundary Harnack inequality
For positive harmonic functions that take value zero on the spatial bound-
ary, the following boundary Harnack inequality compares the values near
the spatial boundary and values inside the ball, with time coordinate ap-
propriately shifted.
Theorem 17 (Boundary PHI). Let R ≥ 1. Suppose u is a nonnegative
solution to Lωu = 0 in (B4R \B2R)× (−2R2, 2R2), and u|∂B4R×R = 0. Then
for any (x, t) ∈ (B4R \B3R)× (−R2, R2), we have
C
dist(x, ∂B4R)
R
sup
y∈∂B3R
u(y, t+R2) ≤ u(x, t) ≤ C dist(x, ∂B4R)
R
inf
y∈∂B3R
u(y, t−R2).
Theorem 17 is a discrete version of inequality (3.9) in [16] (for non-
divergence form parabolic differential operators). In what follows we offer a
proof with probabilistic flavor.
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Proof of Theorem 17: We only need to consider the case when R > 0 is large
enough.
For the lower bound, by the Carlson-type estimate (26), it suffices to
consider the case x ∈ B4R \ B4βR and R > (1 − β)−1, where 1 − β > 0 is
small enough so that the equality in Corollary 25 holds. Let τβ := inf{s >
0 : Xs /∈ B4R \B4βR}. Note that for t ∈ (−R2, R2),
u(x, t)
(7)
≥ sup
zˆ∈∂′B4βR×[t,t+0.5R2]
u(zˆ)P x,tω (τβ ≤ R2/2,Xτβ ∈ B4βR)
≥ C sup
y∈∂B3R
u(y, t+R2)P x,tω (τβ ≤ R2/2,Xτβ ∈ B4βR)
where we applied the Harnack principle (to a chain of balls that covers ∂B3R)
in the last inequality. By Corollary 25, the lower bound is obtained.
To obtain the upper bound, let τ = inf{s > 0 : Xs /∈ B4R \B3R}. Note
that for (x, t) ∈ (B4R \B3R)× (−R2, R2),
u(x, t)
(7)
≤
[
max
z∈B4R\B3R
u(z, t +R2/2) + max
∂′B3R×(t,t+0.5R2 ]
u
]
P x,tω (Xτ∧0.5R2 /∈ ∂B4R)
(26)
≤ C
[
max
z∈B3.5R\B3R
u(z, t−R2/2) + max
∂′B3R×(t,t+0.5R2]
u
]
P x,tω (Xτ∧0.5R2 /∈ ∂B4R)
≤ C inf
z∈∂B3R
u(z, t−R2)dist(x, ∂B4R)/R,
where we applied the Harnack inequality (to a chain of balls that covers
∂′B3R) and Lemma 26 in the last inequality.
4 Proof of PHI for the adjoint operator (Theo-
rem 7)
We define Yˆt = (Yt, St) to be the continuous-time Markov chain on Zd × R
with generator L∗ω. The process Yˆt can be interpreted as the time-reversal
of Xˆt. We denote by P
y,s
ω∗ the quenched law of Yˆ· starting from Yˆ0 = (y, s)
and by Ey,sω∗ the corresponding expectation. Note that P
·,·
ω∗ -almost surely,
St = S0 − t.
For R > 0, let
τR(Xˆ) := inf{t ≥ 0 : Xt /∈ BR} (31)
and define τR(Yˆ ) similarly. For any xˆ = (x, t) and yˆ = (y, s) in BR×R with
s > t, set
pωR(xˆ; yˆ) = P
x,t
ω (Xs−t = y, s− t < τR(Xˆ)),
p∗ωR (yˆ; xˆ) = P
y,s
ω∗ (Ys−t = x, s− t < τR(Yˆ )).
Note that
p∗ωR (yˆ; xˆ) =
ρω(xˆ)
ρω(yˆ)
pωR(xˆ; yˆ).
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First, we need a representation theorem for solutions to the adjoint equa-
tion.
Lemma 18. For any non-negative solution v to the adjoint operator L∗ω in
BR × (0, T ] and yˆ = (y, s) ∈ BR × (0, T ],
v(yˆ) =
∑
x∈∂BR,z∈BR,x∼z
∫ s
0
ρω(x, t)
ρω(yˆ)
ωt(z, x)p
ω
R(z, t; yˆ)v(x, t)dt
+
∑
x∈BR
ρ(x, 0)
ρ(y, s)
pωR(x, 0; y, s)v(x, 0).
Proof. Since (v(Yˆt))t≥0 is a martingale, by the optional stopping theorem,
v(y, s) = Ey,sω∗ [v(YˆτR∧s)] = E
y,s
ω∗ [v(YˆτR)1τR≤s] + E
y,s
ω∗ [v(Yˆs)1τR>s].
Note that
Ey,sω∗ [v(Yˆs)1τR>s] =
∑
x∈BR
p∗ωR (yˆ;x, 0)v(x, 0) =
∑
x∈BR
ρω(x, 0)
ρω(y, s)
pωR(x, 0; y, s)v(x, 0).
It remains to show that
Ey,sω∗ [v(YˆτR)1τR≤s] =
∑
x∈∂BR,z∈BR,x∼z
∫ s
0
ρω(x, t)
ρω(yˆ)
ωt(z, x)p
ω
R(z, t; yˆ)v(x, t)dt.
(32)
First, we will show that for any x ∈ ∂BR,
P yˆω∗(YτR = x, τR ∈ dt) =
∑
z∈BR,z∼x
ρω(x, s − t)
ρω(yˆ)
ωs−t(z, x)pωR(z, s − t; yˆ)dt.
(33)
Indeed, for h > 0 small enough, x ∈ ∂BR and almost every t ∈ (0, s),
P y,sω∗ (YτR = x, τR ∈ (t− h, t+ h))
=
∑
z∈BR:z∼x
P yˆω∗(Yt−h = z, τR > t− h)P z,s−t+hω∗ (Y2h = x) + o(h)
=
∑
z∈BR:z∼x
pω
∗
R (yˆ; z, s− t)
∫ h
−h
ω∗s−t+r(z, x)dr + o(h)
=
∑
z∈BR:z∼x
ρω(z, s − t)
ρω(yˆ)
pωR(z, s − t; yˆ)
∫ h
−h
ρω(x, s− t+ r)
ρω(z, s− t+ r)ωs−t+r(x, z)dr + o(h).
Dividing both sides by 2h and taking h→ 0, display (33) follows by Lebesgue’s
differentiation theorem.
Finally, display (32) is obtained by applying (33) to
Ey,sω∗ [v(YˆτR)1τR≤s] =
∑
x∈∂BR
∫ s
0
v(x, s − t)P yˆω∗(YτR = x, τR ∈ dt)
and a change of variable.
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For fixed
yˆ := (y, s) ∈ BR × R,
set uyˆ(xˆ) := pω2R(xˆ, yˆ). Then{
Lωuyˆ(x, t) = 0 for (x, t) ∈ B2R × (−∞, s) ∪ (B2R \BR)× R,
uyˆ(x, t) = 0 when x ∈ ∂B2R or t > s.
By Theorem 15, for (x, t) ∈ B3R/2 × (s − 4R2, s − R22 ), we have uyˆ(x, t) ≥
Cuyˆ(o, s−R2). Moreover, for (x, t) ∈ (B2R \B3R/2)× (s− 4R2, s− R22 ), by
Theorem 17 and Theorem 15,
uyˆ(x, t) ≥ C sup
z∈∂B3R/2
uyˆ(z, t+R
2/4)dist(x, ∂B2R)/R
≥ Cuyˆ(o, s −R2)dist(x, ∂B2R)/R.
Hence we conclude that for any (x, t) ∈ B2R × (s− 4R2, s− R22 ),
uyˆ(x, t) ≥ Cuyˆ(o, s −R2)dist(x, ∂B2R)/R. (34)
Similarly, for any (x, t) ∈ B2R × (s− 4R2, s),
uyˆ(x, t) ≤ C inf
z∈∂B3R/2
uyˆ(z, t−R2/4)dist(x, ∂B2R)/R
≤ Cuyˆ(o, s −R2)dist(x, ∂B2R)/R. (35)
Lemma 19. Let v ≥ 0 satisfies L∗ωv = 0 in B2R × (0, 4R2], then for any
Y¯ = (y¯, s¯) ∈ BR × (3R2, 4R2] and Y = (y, s) ∈ BR × (R2, 2R2), we have
v(Y¯ )
v(Y )
≥ C
∑
x∈∂B2R
∫R2
0 ρω(x, t)dt+
∑
x∈B2R ρω(x, 0)dist(x, ∂B2R)∑
x∈∂B2R
∫ 4R2
0 ρω(x, t)dt+
∑
x∈B2R ρω(x, 0)dist(x, ∂B2R)
.
Proof. Write xˆ := (x, t) and set
u¯(xˆ) := pω2R(xˆ; Y¯ ), u(xˆ) := p
ω
2R(xˆ;Y ).
By Lemma 18 and (34),
v(Y¯ ) ≥ C
∑
x∈∂B2R,z∈B2R,x∼z
∫ s
0
ρω(xˆ)
ρω(Y¯ )
u¯(z, t)v(xˆ)dt
+ C
∑
x∈B2R
ρω(x, 0)
ρω(Y¯ )
u¯(0, s¯ −R2)dist(x, ∂B2R)
R
v(x, 0)
≥ C u¯(0, s¯ −R
2)
Rρω(Y¯ )
[ ∑
x∈∂B2R
∫ s
0
ρω(xˆ)v(xˆ)dt
+
∑
x∈B2R
ρω(x, 0)dist(x, ∂B2R)v(x, 0)
]
(36)
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Similarly, by Lemma 18 and (35), we have
v(Y ) ≤ Cu(0, s −R
2)
Rρω(Y )
[ ∑
x∈∂B2R
∫ s
0
ρω(xˆ)v(xˆ)dt
+
∑
x∈B2R
ρω(x, 0)dist(x, ∂B2R)v(x, 0)
]
. (37)
Combining (36) and (37) we get
v(Y¯ )
v(Y )
≥ C u¯(o, s¯ −R
2)/ρω(Y¯ )
u(o, s −R2)/ρω(Y ) .
Next, taking v ≡ 1, by Lemma 18 and (35),
1 =
∑
x∈∂B2R,z∈B2R,z∼x
∫ s¯
0
ρω(xˆ)
ρω(Y¯ )
ωt(z, x)u¯(z, t)dt+
∑
x∈B2R
ρω(x, 0)
ρω(Y¯ )
u¯(x, 0)
≤ C u¯(o, s¯ −R
2)
Rρω(Y¯ )
[ ∑
x∈∂B2R
∫ s¯
0
ρω(xˆ)dt+
∑
x∈B2R
ρω(x, 0)dist(x, ∂B2R)
]
.
Similarly, by Lemma 18 and (34),
1 =
∑
x∈∂BR,z∈B2R,x∼z
∫ s
0
ρω(xˆ)
ρω(Y )
ωt(z, x)u(z, t)dt+
∑
x∈B2R
ρω(x, 0)
ρω(Y )
u(x, 0)
≥ Cu(o, s −R
2)
Rρω(Y )
[ ∑
x∈∂B2R
∫ s/2
0
ρω(xˆ)dt+
∑
x∈B2R
ρω(x, 0)dist(x, ∂BR)
]
.
Hence we obtain
u¯(o, s¯ −R2)/ρω(Y¯ )
u(o, s −R2)/ρω(Y ) ≥ C
∑
x∈∂B2R
∫ s/2
0 ρω(x, t)dt+
∑
x∈B2R ρω(x, 0)dist(x, ∂B2R)∑
x∈∂B2R
∫ s¯
0 ρω(x, t)dt+
∑
x∈B2R ρω(x, 0)dist(x, ∂B2R)
.
Remark 20. It is clear that for a static environment (i.e, the case consid-
ered in [22]), the conclusion of the adjoint Harnack inequality (Theorem 7)
follows immediately from Lemma 19. However, in our time-dependent case,
to prove Theorem 7 we need the space-time volume-doubing property of ad-
joint solutions.
Proof of Theorem 7. First, we will show that for all R > 0,
∑
x∈∂BR
∫ s
0
ρω(x, t)dt+
∑
x∈BR
ρω(x, 0)dist(x, ∂BR) (38)
≍ 1
R
∫ s
0
ρω(BR, t)dt+
∑
x∈BR
ρω(x, s)dist(x, ∂BR),
22
where A ≍ B means cB ≤ A ≤ CB for some constants c, C > 0. Recall the
definition of τR at (31) and set g(x, t) = Ex,tω [τR(Xˆ)]. Then g(x, ·) = 0 for
x /∈ BR and
Lωg(x, t) =


−1 if x ∈ BR∑
y∈BR ωt(x, y)g(y, t) if x ∈ ∂BR
0 if x ∈ Zd \ B¯R.
(39)
Recalling (3), we have for any s > 0,
0 =
∑
x∈Zd
∫ s
0
g(x, t)[
∑
y
ρω(y, t)ωt(y, x)− ∂tρω(x, t)]dt
=
∑
x
∫ s
0
ρω(x, t)Lωg(x, t)dt−
∑
x
[g(x, s)ρ(x, s) − g(x, 0)ρω(x, 0)] (40)
By (39) and (40), we get
∑
x∈∂BR,y∈BR
∫ s
0
ρ(x, t)ωt(x, y)g(y, t)dt +
∑
x∈BR
g(x, 0)ρ(x, 0)
=
∑
x∈BR
∫ s
0
ρ(x, t)dt+
∑
x∈BR
g(x, s)ρ(x, s). (41)
Note that |Xt|2− 1κ t and |Xt|2−κt are super-martingale and sub-martingale,
respectively. By the optional-stopping theorem, there exists a constant cκ ∈
[κ, 1/κ] such that |x|2 = Ex,tω [|XτR |2− cκτR]. Hence for any (x, t) ∈ BR×R,
g(x, t) ≍ Ex,tω [|XτR |2 − |x|2] ≍ Rdist(x, ∂BR).
This, together with (41), yields (38).
Combining (38) and Lemma 19, we obtain
v(Y¯ )
v(Y )
≥ C
∫R2
0 ρ(B2R, t)dt+R
∑
x∈B2R ρ(x,R
2)dist(x, ∂B2R)∫ 4R2
0 ρ(B2R, t)dt+R
∑
x∈B2R ρ(x, 4R
2)dist(x, ∂B2R)
.
Finally, Theorem 7 follows by Theorem 11 and the above inequality.
5 Proof of Theorem 9, Corollary 10 and Theo-
rem 5
5.1 Proof of Theorem 9
Proof. We will first prove the upper bound.
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Recall that v(xˆ) := qω(0ˆ, xˆ) satisfies L∗ωv = 0 in Zd × (0,∞). By The-
orem 7, for xˆ = (x, t) ∈ Zd × (0,∞), we have v(xˆ) ≤ C infy∈B√t(x) v(y, 3t)
and so
v(x, t) ≤ C
ρ(B√t(x), 3t)
∑
y∈B√t(x)
ρ(y, 3t)v(y, 3t)
=
C
ρ(B√t(x), 3t)
P 0,0ω (X3t ∈ B√t(x))
Hence, by (55),
v(x, t) ≤ C
ρ(B√t(x), 3t)
(e−c|x|
2/(t∨1) + e−c|x|).
Moreover, for any s ∈ [0, t], |y| ≤ |x|, by Theorem 11 and iteration we get
ρ(B√t(x), 3t) ≥ Cρ(B√t∨1(x), s) ≥ C
( |x|√
t∨1 + 1
)−c
ρ(B√t∨1(y), s).
The upper bound is proved.
To obtain the lower bound, by similar argument as above, we apply
Theorem 7 and get v(x, t) ≥ C supy∈B√t/2(x) v(y, t/4) for any (x, t) ∈ Z
d ×
(0,∞). Hence
v(x, t) ≥ C
ρ(B√t/2(x), t/4)
P 0,0ω (Xt/4 ∈ B√t/2(x)). (42)
We claim that for any (y, s) ∈ Zd × (0,∞),
P y,0ω (Xs ∈ B√s) ≥ Ce−c|y|
2/s. (43)
Indeed, when |y|/√s ≤ 1, this follows from (10) and (14). (Recall the
definition of ur in (9), where one may replace ω by θ0,−tω.) When |y|/
√
s >
1, let n ∈ N be the integer such that
n− 1 < 2|y|2/s ≤ n.
Set τ = inf{t ≥ 0 : Tt = s}, then u(x, t) := P x,tω (Xτ ∈ B√s) is a Lω-harmonic
function on Zd × (−∞, s). Taking a sequence of points yi ∈ Zd, i = 0, . . . , n
such that y0 = y, yn = 0 and |yi− yi−1| ≤ 2|y|/n, by the Harnack inequality
Theorem 6, we get
u(y, 0) ≥ Cu(y1, |y|
2
n2 )
≥ C2u(y2, 2 |y|
2
n2
)
≥ · · ·
≥ Cnu(0, |y|2n ) ≥ cC |y|
2/s.
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Inequality (43) is proved and then by (42)
v(x, t) ≥ C
ρ(B√t/2(x), t/4)
e−c|x|
2/t.
Moreover, by Theorem 11, we have for any s ∈ [0, t], |y| ≤ |x|,
ρ(B√t/2(x), t/4) ≤ Cρ(B√t/2(x), s) ≤ C( |x|√t + 1)
cρ(B√t(y), s).
The lower bound is proved.
With the heat kernel bounds, we will prove the local limit theorem.
5.2 Proof of Theorem 5:
Proof. For any xˆ = (x, t) ∈ Rd × R, define
v(xˆ) := qω(0ˆ; ⌊x⌋, t),
where ⌊x⌋ is as in Theorem 5. For ǫ > 0, let
An,ǫ(x, t) =
1
ǫ
∫ t+ǫ
t
∣∣∣P 0,0ω (Xn2s ∈ Bnǫ(nx))− ρ(Bnǫ(nx), n2s)v(nx, n2s)∣∣∣ds.
First, we will show that for any ǫ ∈ (0,√t0), t ≥ t0 and |x| ≤ K,
lim
n→∞An,ǫ(x, t) ≤ CK,t0ǫ
d+γ , (44)
where γ > 0 is the constant in Corollary 8.
By the Ho¨lder estimate in Corollary 8,
An,ǫ(x, t) ≤ 1
n2ǫ
∑
y∈Bnǫ(nx)
∫ n2(t+ǫ)
n2t
ρ(y, s)|v(y, s) − v(nx, s)|ds
≤ C
n2ǫ
∑
y∈Bnǫ(nx)
∫ n2(t+ǫ)
n2t
ρ(y, s)
(
nǫ
n
√
t
)γ
sup
Bn
√
t(nx)×[n2t/2,2n2t]
vds
≤ C
(
ǫ√
t
)γ ∫ n2(t+ǫ)
n2t ρ(Bnǫ(nx), s)ds∫ n2(t+ǫ)
n2t ρ(Bn
√
t(nx), s)ds
,
where we used Theorem 9 and Theorem 11 in the last inequality. Apply the
ergodic theorem [19, Theorem 2.8, Chapter 6], we have
lim
n→∞An,ǫ(x, t) ≤ CK
(
ǫ√
t
)γ+d
.
Display (44) is proved.
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Next, Corollary 8, Theorem 9 and Theorem 11 imply that for any s ∈
(t, t+ ǫ),
|v(nx, n2s)− v(nx, n2t)| ≤ ( nǫ
n
√
t
)γ
Cn2t∫ n2t
0 ρ(Bn
√
t(nx), s)ds
.
Then, by the ergodic theorem and EP[ρ] = 1, we conclude that
lim
n→∞
1
ǫ
∫ t+ǫ
t
∣∣∣ρ(Bnǫ(nx), n2s)v(nx, n2s)− |Bnǫ|v(nx, n2t)∣∣∣ds ≤ Ct0ǫd+γ .
This, together with (44) and Theorem 1(b) yields
lim
n→∞
∣∣∣pΣt (0,Oǫ(x))dx− |Onǫ|v(nx, n2t)∣∣∣≤ CK,t0ǫd+γ ,
where Or denotes the ball of radius r in Rd. Theorem 5 now follows.
5.3 Proof of Corollary 10
Proof. (i) This follows from Theorem 9 and (25).
(ii) For any xˆ = (x, t) ∈ Rd × [0,∞) and ω ∈ Ωκ, set
v(xˆ) = qω(0ˆ; ⌊x⌋, t) and aω(x) :=
∫ ∞
0
(v(0, t) − v(x, t))dt.
When d = 2, it suffices to consider x ∈ R2 with 0 < |x| < 1. We fix a small
number ǫ ∈ (0, 1) and split the integral aω(nx) into four parts:
aω(nx) =
∫ nǫ
0
+
∫ n2
nǫ
+
∫ ∞
n2
=: I + II + III,
where it is understood that the integrand is (v(0, t) − v(x, t))dt.
First, we will show that P-almost surely,
lim
n→∞ |I|/ log n ≤ ǫ. (45)
By Theorem 9, for any t ∈ (0, nǫ), x ∈ Z2 \ {0} and all n large enough,
v(nx, t) ≤ Ce−cn|x|/ρω(B√t, 0). Thus∫ nǫ
0
v(nx, t)dt ≤ n
ǫ
ρω(0ˆ)
e−cn|x|.
By (i), there exists t0(ω) > 0 such that for n big enough with nǫ > t0,∫ nǫ
0
v(0, t)dt ≤ Ct0
ρω(0ˆ)
+
∫ nǫ
t0
C
t
dt ≤ Ct0
ρω(0ˆ)
+ Cǫ log n,
Display (45) follows immediately.
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In the second step, we will show that (note that 2pΣ1 (0, 0) = 1/π
√
detΣ)
lim sup
n→∞
|II− 2pΣ1 (0, 0) log n|/ log n ≤ Cǫ, P-a.s. (46)
Indeed, by Theorem 5, there exists C(ω, ǫ) > 0 such that |tv(0, t)−pΣ1 (0, 0)| ≤
ǫ whenever t ≥ C(ω, ǫ). Now, taking n large enough such that nǫ > C(ω, ǫ),
∣∣∣ ∫ n2
nǫ
v(0, t)dt− (2− ǫ)pΣ1 (0, 0) log n
∣∣∣
≤
∫ n2
nǫ
∣∣∣tv(0, t) − pΣ1 (0, 0)
t
∣∣∣dt
≤ ǫ
∫ n2
nǫ
dt
t
< 2ǫ log n. (47)
On the other hand, for t ≥ nǫ > t0(ω), by (i), v(nx, t) ≤ Ct (e−cn|x| +
e−cn
2|x|2/t). Thus
∫ n2
nǫ
v(nx, t)dt ≤
∫ n2−ǫ
nǫ
C
t
e−cn
ǫ|x|2dt+
∫ n2
n2−ǫ
C
t
dt ≤ Cǫ log n. (48)
Displays (47) and (48) imply (46).
Finally, we will prove that for P-almost every ω,
lim sup
n→∞
|III|/ log n = 0. (49)
By Corollary 8, for any t ≥ n2,
∣∣∣v(0, t) − v(nx, t)∣∣∣≤ C ( |nx|√
t
)γ
sup
B√t×(
t
2 ,
3t
2 ]
v.
Further, by Theorem 9, Theorem 11 and (25), for all t > t0(ω),
sup
B√t×(
t
2 ,
3t
2 ]
v ≤ C
ρω(B√t, 0)
≤ C
t
.
Therefore, P-almost surely, when n2 > t0(ω),
∣∣∣ ∫ ∞
n2
v(0, t) − v(nx, t)dt
∣∣∣ ≤ Cnγ ∫ ∞
n2
1
tγ/2+1
dt ≤ C.
Display (49) follows. Combining (45), (46) and (49), we have for d = 2,
lim
n→∞
∣∣∣aω(nx)
log n
− 2pΣ1 (0, 0)
∣∣∣≤ Cǫ,
Noting that ǫ > 0 is arbitrary, we obtain Corollary 10(ii).
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(iii) We fix a small constant ǫ ∈ (0, 1). Note that
nd−2
∫ ∞
0
qω(0ˆ; ⌊nx⌋, t)dt =
∫ ∞
0
ndv(nx, n2s)ds.
For any fixed x ∈ Rd, write
∫ ∞
0
ndv(nx, n2s)ds =
∫ n−ǫ
0
+
∫ ǫ
n−ǫ
+
∫ 1/√ǫ
ǫ
+
∫ ∞
1/
√
ǫ
=: I + II + III + IV.
First, by Theorem 9, for s ∈ (0, n−ǫ), we have v(nx, n2s) ≤ Ce−cnǫ|x|2/ρω(0ˆ),
hence
lim
n→∞ I ≤ C limn→∞n
d−ǫe−cn
ǫ|x|2/ρω(0ˆ) = 0. (50)
Second, by (i), when n is large enough, then for all t ≥ n2−ǫ, we have
v(nx, t) ≤ Ct−d/2e−cn2|x|2/t . Hence
lim
n→∞ II ≤ limn→∞Cn
d
∫ ǫ
n−ǫ
(n2s)−d/2e−c|x|
2/sds ≤ Cǫ. (51)
Moreover, by Theorem 5, there exists N(ω, ǫ) such that for n ≥ N(ω, ǫ), we
have sup|s|≥ǫ |v(nx, n2s)− pΣs (0, x)| ≤ ǫ. Hence
lim
n→∞
∣∣∣III− ∫ 1/
√
ǫ
ǫ
pΣs (0, x)ds
∣∣∣≤ √ǫ. (52)
Further, by (i), for d ≥ 3,
lim
n→∞ IV ≤ C
∫ ∞
1/
√
ǫ
nd
(n2s)d/2
ds = Cǫ(d−2)/4. (53)
Finally, combining (50),(51), (52) and (53), we get
lim
n→∞
∣∣∣ ∫ ∞
0
ndv(nx, n2s)ds−
∫ 1/√ǫ
ǫ
pΣs (0, x)ds
∣∣∣≤ Cǫ1/4.
Letting ǫ→ 0, (iii) is proved.
6 Auxiliary probability estimates
In this section we will obtain probability estimates which are useful in the
previous sections. Recall that (Xt, Tt)t≥0 is a Markov process on Zd × R
with generator Lω.
Theorem 21. Assume ω ∈ Ωκ. Then for t > 0, r ≥ 0,
P 0,0ω ( sup
0≤s≤t
|Xs| > r) ≤ Ce−cr + Ce−cr2/t. (54)
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Proof. There is nothing to prove when r ≤ 1. When r ≥ 1 and t ∈ (0, 1), the
right side of (54) becomes Ce−cr, which should follow from the case t ≥ 1.
Hence it suffices to prove (54) for r ≥ 1 and t ≥ 1.
Let x(i), i = 1, . . . , d, denotes the i-th coordinate of x ∈ Rd. Then
P 0,0ω ( sup
0≤s≤t
|Xs| > r) ≤
d∑
i=1
P 0,0ω ( sup
0≤s≤t
|Xs(i)| > r/d).
It suffices to show that for i = 1, . . . , d and any r ≥ 1, t ≥ 1,
P 0,0ω ( sup
0≤s≤t
|Xs(i)| > r) ≤ C exp
(−cr( rt ∧ 1)) .
We will prove the statement for i = 1
Case I. When r ≥ 92dκ t, we let N˜t := #{0 ≤ s ≤ t : Xs 6= Xs−} be
the number of jumps before time t. Let (Sn) be a simple random walk on
Z and notice that Xt(1)
d
= SN˜t . On the other hand, By uniform ellipticity,
we can construct a Poisson process Nt with rate 1/(2dκ) such that N˜t is
stochastically controlled by Nt. Hence, setting θ := log(2dκr/t) ≥ log 9 ≥ 2,
P 0,0ω ( sup
0≤s≤t
|Xs(1)| > r) ≤ P (Nt ≥ r) + P 0,0ω (N˜t ≤ r, sup
0≤s≤t
|Xs(1)| ≥ r)
≤ e−θrE[exp(θNt)] + P ( max
0≤m≤r
|Sm| ≥ r)
≤ exp(−θr + re−θ(eθ − 1)) + Ce−cr
≤ Ce−cr,
where we in the second to last inequality we used the moment generating
function of a Poisson variable and applied the Azuma-Hoeffding’s inequality
to the simple random walk (Sn).
Case II. When r ≤ 92dκ t, let α := 92dκ . We claim that there exists a
constant cα > 1 such that for any β ∈ (0, α), exp(βXt(1) − cα2 β2t) is a
super-martingale. Indeed, setting u(x, t) := exp(βx(1) − cα2 β2t), then
Lωu(x, t) = u(x, t)
[
ωt(x, e1)(e
β + e−β − 2)− cα2 β2
]
≤ u(x, t)[(eβ + e−β − 2− cαβ2)/2] ≤ 0
for all β ∈ (0, α), if we take cα > 1 large enough. Hence exp(βXt(1)− cα2 β2t)
is a super-martingale. Now, taking β := rcαt < α and using the optional
stopping theorem and Doob’s inequality, we have
P 0,0ω ( sup
0≤s≤t
Xs(1) > r) ≤ e−βrE0,0ω [eβXt ]
≤ exp(−βr + cα2 β2t)
= exp(−r2/2cαt).
Our proof is complete.
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Figure 5: The shaded area is B2r(y) ∩BR.
Corollary 22. Assume ω ∈ Ωκ For any r > 0, θ ≥ 4, there exists constants
C, c depending on d, κ and θ such that for all t ∈ [0, θr2] and x ∈ Zd,
P 0,0ω (Xt ∈ Br(x)) ≤ Ce−c|x| +Ce−c|x|
2/θ(r2∨1). (55)
Proof. The inequality is trivial when |x| ≤ 2r. It suffices to consider the
case |x| > 2r and r ≥ 1. Then, by (54),
P 0,0ω (Xt ∈ Br(x)) ≤ P 0,0ω ( sup
0≤s≤θr2
|Xs| > |x|/2)
≤ Ce−c|x| + Ce−c|x|2/θr2 .
Lemma 23. Assume that ω ∈ Ωκ, R/2 > r > 1 and y ∈ ∂BR. There exists
a constant θ = θ(d, κ) ∈ (0, 1) such that for any x ∈ Br(y),
P x,0ω
(
X· exits Br(y) ∩BR from ∂BR before time 4r2
)
> θ.
Proof. By uniform ellipticity, it suffices to prove the lemma for all r ≥ 3/C1,
where C1 ∈ (0, 1) is a small constant to be determined.
As figure 5 shows, we let ℓ2 denote the hyper-plane through y which is
perpendicular to the vector y. Let ℓ1 be the tangent-plane of B2r(y) that
is to the left of ℓ2 and parallel to ℓ2. The plane ℓ2 divides the boundary
set ∂B2r(y) into the left and right parts, which we denote by S1 and S2,
respectively.
Set
v1(x, t) = P x,tω (X· visits S1 before S2 and before T· = 4r2),
v2(x, t) = P x,tω (X· exits ℓ1 before ℓ2 and before T· = 4r2).
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Since the projection of X· in the y direction is a simple random walk, by
estimates for simple random walk and uniform ellipticity, we have for any x
that lies in between ℓ1, ℓ2, there exists a constant C1 ∈ (0, 1) such that
P x,2r
2
ω (X· exits ℓ2 or ℓ1 before T· = 4r2) ≥ C1.
Moreover, letting y′ ∈ Rd be a point with |y′ − y| < 2r in the direction of y
whose distance to ℓ1 is C1r. Denote by y′′ ∈ Zd a point within distance 1
from y′ who is closer to ℓ1 than y′ is. See Figure 5. By estimate for simple
random walk, we obtain
P y
′′,·
ω (X· visits ℓ2 before ℓ1) ≤
C1r
2r
= C1/2.
Hence
v2(y
′′, 2r2) ≥ C1/2.
Note that Lωv1 = 0 in B2r(y) × (−∞, 4r2). Therefore, for any x ∈
Br(y) ∩BR and t ∈ [0, r2), letting τ denote the exit time from Br(y) ∩BR,
P x,0ω (Xτ ∈ ∂BR, τ < 4r2) ≥ v1(x, 0) ≥ Cv1(y′′, 2r2) ≥ Cv2(y′′, 2r2) ≥ C,
where we applied the parabolic Harnack inequality (to v1) in the second
inequality.
The following lemma gives a lower bound of the probability that starting
in the annulus, the random walk will exit the annulus from the outer circle.
Lemma 24. Assume ω ∈ Ωκ, β ∈ (0.5, 1) and R > (1 − β)−1. Let τβ =
τβ(R) = inf{t ≥ 0 : Xt /∈ BR \BβR}. Then, for any y ∈ BR \BβR and any
balanced environment ω,
P y,0ω (Xτβ ∈ BβR) ≥
C
e(1−β2)/κ − 1
dist(y, ∂BR)
R
. (56)
Proof. Set α = α(κ) = 3/κ and
Dβ = Dβ(R) := BR \BβR.
It suffices to prove the lemma for R > 6α2 large enough.
By uniform-ellipticity, it is enough to prove the lemma for y withR−|y| ≥√
d. Noting that in this case, R− |y| ≤ dist(y, ∂BR) ≤ C(R− |y|), we only
need to prove the inequality (56) with dist(y, ∂BR) replaced by R− |y|.
For (x, t) ∈ Rd ×R, put
g(x, t) := exp(− αR2 |x|2).
31
Note that g(x, t) is only a function of x. We claim that g(Xˆt) is a sub-
martingale for 0 ≤ t ≤ τβ. Indeed, by Taylor expansion, for any x ∈ Dβ and
|e| = 1,
∣∣∣e− αR2 (1+2x·e) − [1− αR2 (1 + 2x · e) + α22R4 (1 + 2x · e)2]
∣∣∣≤ Cα
R3
.
Hence for any (x, t) ∈ Dβ × R, when R > 0 is large enough,
Lωg(x, t) = e−
α
R2
|x|2 ∑
e:|e|=1
ωt(x, x+ e)[e
− α
R2
(1+2x·e) − 1]
≥ e−
α
R2 |x|
2

 ∑
e:|e|=1
ωt(x, x+ e)[− αR2 (1 + 2x · e) + α
2
2R4 (1 + 2x · e)2]−
Cκ
R3


=
α
R2
e−
α
R2 |x|
2

 ∑
e:|e|=1
ωt(x, x+ e)[
2α(x·e)2
R2 − 1 + 12R2 ]−
Cκ
R3


≥ α
R2
e−
α
R2 |x|
2
(2καβ2 − 1
κ
− Cκ
R3
) > 0,
which implies that g(Xˆt) is a submartingale for t ≤ τβ (for R > 0 large).
Now, setting
v(x, t) :=
g(x)− e−α
e−αβ2 − e−α and w(x, t) := P
x,t
ω (Xτβ ∈ BβR)− v(x, t),
since P Xˆtω (Xτβ ∈ BβR) is a martingale for t ≤ τβ, we obtain that the process
w(Xˆt∧τβ ) is a super-martingale. Moreover, noting that w|∂Dβ ≥ 0, by the
optional-stopping theorem, we conclude that
P x,tω (Xτβ ∈ BβR) ≥ v(x, t) on Dβ ×R.
The lemma follows by observing that
v(x, t) ≥ α(R
2 − |x|2)
[eα(1−β2) − 1]R2 for x ∈ Dβ.
Corollary 25. Let R, τβ be as in Lemma 24. Then, when 1−β > 0 is small
enough, we have for any x ∈ BR \BβR,
P x,0ω (τβ ≤ R2/32,Xτβ ∈ BβR) > C
dist(x, ∂BR)
R
.
Proof. By the previous lemma, it suffices to show that when 1 − β > 0 is
small enough,
P x,0ω (τβ > R
2/32|Xτβ ∈ BβR) ≤ 0.5.
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First, note that κt− |Xt|2 is a super-martingale. Hence
κEx,0ω [τβ ]−Ex,0[Xτβ ] ≤ −|x|2
and so
Ex,0ω [τβ ] ≤ 1κ(R2 − |x|2).
Therefore, by Lemma 24,
P x,0ω (τβ > R
2/32|Xτβ ∈ BβR) ≤
32Ex,0ω [τβ]/R
2
P x,0ω (Xτβ ∈ BβR)
≤ C[e(1−β2)/κ − 1].
Taking β so that 1− β > 0 is small enough, our proof is complete.
Lemma 26. Let θ ∈ (0, 1). Recall the definitions of τθ in Lemma 24. Let
R > 2 and τ = τθ(R). For any x ∈ BR \ BθR, there exists a constant
C = C(θ, κ, d) such that
P x,0ω (X(R2/1−θ)∧τ /∈ ∂BR) ≤ Cdist(x, ∂BR)/R.
Proof. For simplicity, we only prove the case θ = 1/2. The proof of the
general case θ ∈ (0, 1) is similar. Set D := BR \BR/2.
Noting that dist(x, ∂BR) ≥ 1 for x ∈ BR, it suffices to consider the case
R > k2, where k > 4 is a large constant to be determined. Let
h(x, t) = 2− |x|2/(R+ 1)2 + 2t/R2.
First, we will show that the process h(Xˆt)−k is a submartingale inside
D := (BR \BR/2)× [0, R2/2).
Indeed, for any i = 1, . . . , d and (x, t) ∈ D , note that 1 ≤ h ≤ 3 and (for
R > k2) by Taylor expansion,
|h−k(x+ ei, t) + h−k(x− ei, t)− 2h−k(x, t)− ∂ii(h−k)(x, t)|
≤ sup
γ∈[−1,1]
|∂iii(h−k)(x+ γei, t)|
≤ Ck3R−3h−k(x, t).
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Hence for any (x, t) ∈ D ,
Lω(h−k)(x, t)
=
d∑
i=1
ωt(x, x+ ei)[h(x + ei)
−k + h(x− ei)−k − 2h(x, t)−k] + ∂t(h−k)(x, t)
≥ C
d∑
i=1
∂ii(h
−k)(x, t) − Ck3R−3h(x, t)−k + ∂t(h−k)(x, t)
= C
d∑
i=1
[4k(k + 1)
x2i
(R+1)4h
−k−2 + 2k(R+1)2 h
−k−1]− Ck3R−3h−k − 2kR2h−k−1
≥ Ckh−kR−2[k − C − Ck2R−1] > 0
when k > 0 is sufficiently large. This implies that the process h(Xˆt)−k is a
submartingale inside the region D .
Next, set
u(x, t) = P x,tω (Xτ∧0.5R2 /∈ ∂BR).
Then u(Xˆt) + 2h(Xˆt)−k is a submartingale in D . Noticing that

h−k|x∈∂BR ≤ (2− 1 + 0)−k = 1
h−k|x∈∂′BR/2 ≤ (2− 1/4 + 0)−k < 1/2
h−k|t=R2/2 ≤ (2− 1 + 1)−k < 1/2,
by the optioning stopping theorem, we have for x ∈ BR \BR/2,
u(x, 0) + 2h(x, 0)−k ≤ sup
DP
(u+ 2h−k) ≤ 2.
Therefore, for any x ∈ BR \BR/2,
u(x, 0) ≤ 2(1− h(x, 0)−k)
≤ C(h(x, 0) − 1)
= C[1− |x|2/(R + 1)2]
≤ Cdist(x, ∂BR)/R.
Our proof of Lemma 26 is complete.
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A Appendix. Properties (i)-(iii) in Remark 3
Proof. (i)Since Q is an invariant measure for (ω¯t), we have for any bounded
measurable function f on Ω, y ∈ Zd, xˆ = (x, t) and s < t,
0 = EQE
0,0
ω [f(θ−xˆ(ω¯t−s))− f(θ−xˆω)]
= EP

ρ(ω) ∑
y∈Zd
pω(0, 0;x − y, t− s)[f(θ−y,−sω)− f(θ−xˆω)]


= EP

f(ω)[∑
y∈Zd
ρ(θyˆω)p
ω(yˆ, xˆ)− ρ(θxˆω)]

 , (57)
where yˆ = (y, s) and we used the translation-invariance of P in the last equal-
ity. Moreover, by Fubini’s theorem, for any bounded compactly-supported
continuous function φ : R→ R,
EP

f(ω) ∫ t
−∞
φ(s)[
∑
y∈Zd
ρ(θyˆω)p
ω(yˆ, xˆ)− ρ(θxˆω)]ds

 = 0
Thus we have that P-almost surely, for any such test function φ on R,
∫ t
−∞
φ(s)[
∑
y∈Zd
ρω(yˆ)p
ω(yˆ, xˆ)− ρω(xˆ)]ds = 0,
which (together with the translation-invariance of P) implies that P-almost
surely, ρω(x, t)δxdt is an invariant measure for the process (Xˆt)t≥0.
(ii) We have ρω > 0 since the measures Q and P are equivalent. The
uniqueness follows from the uniqueness of Q in [9, Theorem 1.2].
(iii) By (57) and Fubini’s theorem, we also have that P-almost surely,
for any test function φ(t) as in (a) and any h > 0, x ∈ Zd,∫ ∞
−∞
φ(t)[
∑
y∈Zd
ρω(y, t)(p
ω(y, t;x, t+h)−δx(y))− (ρω(x, t+h)−ρω(xˆ)]dt = 0.
Dividing both sides by h and letting h→ 0, we obtain (3).
B Appendix. Parabolic Harnack inequality
This section is devoted to the proof of Theorem 6.
For a function g on D ⊂ Zd ×R and p > 0, define
‖g‖D,p =

∫
R
∑
x:(x,t)∈D
|g|pdt


1/p
, |D | := ‖1‖D,1.
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B.1 Parabolic maximum principle
In what follows we will give a proof of the maximum principle for parabolic
difference operators under the discrete space and continuous time setting.
Instead of following Kuo and Trudinger [21], we mimic Lieberman’s [11]
proof for the continuous (space and time) setting.
Let a(t, x, y) be a function on R× Zd × Zd such that
• a(t, x, y) > 0 when x ∼ y, and a(x, t, y) = 0 if x ≁ y;
• a(t, x, y) is a continuous function of t for every x and y.
We say that a is balanced if∑
y:y∼x
a(x, t, y)(y − x) = 0.
We say that a is uniformly elliptic if there exists a constant κ such that
κ ≤ a(t, x, y) ≤ κ−1 whenever x ∼ y.
Define the parabolic operator
Lau(x, t) =
∑
y:y∼x
a(x, t, y)[u(y, t) − u(x, t)]− ∂tu.
Set ε(x, t) := [
∏d
i=1 a(x, t, x+ ei)]
1/(d+1) and ut := ∂tu.
Theorem 27 (Maximum principle). Let a > 0 be balanced. Assume that
D ⊂ Ω is open and D ⊂ BR × (0, T ) for some R,T > 0. Let u be a
continuous function on D¯ such that it is differentiable with respect to t in
D . Let f be a continuous function in D . If u satisfies
Lau ≥ −f inD
and u ≤ 0 in DP, then
sup
D
u ≤ CRd/(d+1)‖f/ε‖D,d+1
where C = C(d) is a constant.
Proof: Denote
sup
D
u :=M.
Without loss of generality, assume M > 0 and f ≥ 0. For any (x, t) ∈ D ,
set
Iu(x, t) := {p ∈ Rd : u(x, t)−u(y, s) ≥ p·(x−y) for all (y, s) ∈ D¯ with s ≤ t},
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Γ = Γ(u,D) := {(x, t) ∈ D : Iu(x, t) 6= ∅},
Γ+ = Γ+(u,D)
:= {(x, t) ∈ Γ : R|p| < u− p · x < M/2 for some p ∈ Iu(x, t)}.
Let
Λ = {(ξ, h) ∈ Rd+1 : R|ξ| < h < M/2}.
For (x, t) ∈ D , define a set
χ(x, t) = {(p, u(x, t) − x · p) : p ∈ Iu(x, t)} ⊂ Rd+1.
Firstly, we will show that
Λ ⊂ χ(Γ+) :=
⋃
(x,t)∈Γ+
χ(x, t). (58)
Indeed, take any (ξ, h) ∈ Λ. Fix (ξ, h) and define
φ(x, t) := u(x, t)− ξ · x− h.
It is easily seen that there exists (x0, t0) ∈ D with
u(x0, t0) > (M + 2h)/2.
Thus (by the definition of Λ), φ(x0, t0) > 0 and φ|DP < 0. We claim:
Claim 28. There exists (x1, t1) ∈ D with t1 ≤ t0 such that φ(x1, t1) = 0
and
φ(x, t) < 0 for all (x, t) ∈ D¯ with t < t1. (59)
Proof of the Claim: Since φ is continuous wrt t, it is easily seen that there
exists t′0 < t0 such that (x0, s) ∈ D for all s ∈ (t0, t′0) and (x0, t′0) ∈ DP.
Thus φ(x0, t′0) < 0 and there exists t′′0 ∈ (t′0, t0) such that
φ(x0, t
′′
0) = 0 and (x0, t
′′
0) ∈ D .
Now, for each x ∈ BR, set (We follow the convention inf ∅ = +∞.)
tx = inf{t : (x, t) ∈ D and φ(x, t) = 0} ∧ T,
t1 = min
x∈BR
tx ≤ t′′0 < T.
Then there exists x1 ∈ BR such that t1 = tx1 and hence φ(x1, t1) = 0.
Clearly (by the definition of tx1), (x1, t1) ∈ DP ∪ D . Furthermore, since
φ|DP < 0, we conclude that (x1, t1) ∈ D .
Our next step is to prove (59). For (x, t) ∈ DP, inequality (59) is trivial.
For (x, t) ∈ D , if (59) fails, then by the same argument as in the beginning
of the proof, we have t1 ≤ tx < T . Contradiction. So (59) holds in D .
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It remains to consider (x, t) ∈ D¯ \ (D ∪ DP). In this case, there exists
ǫ > 0 such that (x, s) ∈ D ∪ DP for all s ∈ (t − ǫ, t), and (59) follows from
the continuity of φ. The claim is proved.
By the Claim, ξ ∈ Iu(x1, t1) and (x1, t1) ∈ Γ+. Moreover,
(ξ, h) = (ξ, u(x1, t1)− x1 · ξ) ∈ χ(x1, t1)
Display (58) is proved.
Secondly, setting
χ(Γ+, x) :=
⋃
s:(x,s)∈Γ+
χ(x, s),
in what follows we will prove that
Vold+1(χ(Γ
+, x)) ≤ C
∫ T
0
(f(x, t)/ε)d+11(x,t)∈Γ+dt, (60)
where Vold+1 is the volume in Rd+1. To this end, for fixed x, let ρx : Rd+1 →
Rd+1 be ρx(y, s) = (y, s + y · x). Then ρx is a linear transformation that
preserves the volume. Letting
χ˜(x, t) = ρx ◦ χ(x, t) = Iu(x, t)× {u(x, t)} ⊂ Rd+1,
then (Note that by the definition of Iu, ut > 0 for (x, t) ∈ Γ.)
Vold+1(χ(Γ
+, x)) = Vold+1(χ˜(Γ
+, x))
=
∫ T
0
utVold(Iu(x, t))1(x,t)∈Γ+dt. (61)
For any (x, t) ∈ Γ+ and a fixed p ∈ I(x, t), set
w(y, s) = u(y, s)− p · y.
Then Iw(x, t) = Iu(x, t) + p. Since for any q ∈ Iw(x, t), i = 1, . . . d,
w(x, t)− w(x± ei, t) ≥ ∓qi,
we have
Vold(Iu(x, t)) = Vold(Iw(x, t)) ≤
d∏
i=1
[2w(x, t) − w(x+ ei, t)− w(x− ei, t)]
=
d∏
i=1
[2u(x, t) − u(x+ ei, t)− u(x− ei, t)]
(62)
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Combining (61) and (62),
Vold+1(χ(Γ
+, x))
≤
∫ T
0
ut
d∏
i=1
[2u(x, t) − u(x+ ei, t)− u(x− ei, t)]1(x,t)∈Γ+dt
=
∫ T
0
ε−(d+1)ut
d∏
i=1
a(x, t, ei)[2u(x, t) − u(x+ ei, t)− u(x− ei, t)]1(x,t)∈Γ+dt
≤
∫ T
0
[
ut +
∑d
i=1 a(x, t, ei)[2u(x, t) − u(x+ ei, t)− u(x− ei, t)]
(d+ 1)ε
]d+1
1(x,t)∈Γ+dt
=
∫ T
0
[
−Lau(x, t)
(d + 1)ε(x, t)
]d+11(x,t)∈Γ+dt.
Display (60) is proved.
By (58), (60) and the fact that
Vold+1(Λ) = CM
d+1/Rd,
we conclude that
CMd+1/Rd ≤
∫ T
0
∑
x∈Zd
(f/ε)d+11(x,t)∈Γ+dt.
Therefore,
sup
D
u ≤ CRd/(d+1)‖f/ε‖Γ+(u,D),d+1. (63)
The theorem follows immediately.
B.2 Mean value inequality
We denote, for X0 = (x0, t0) ∈ Zd × R and a fixed constant θ > 0, the
parabolic cubes
QR(X0) = BR(x0)× (t0 − θR2, t0),
Q+R(X0) := BR(x0)× (t0, t0 + θR2].
Theorem 29. Let u be a continuous function on Q¯R(X0). Suppose u is
differentiable with respect to t in QR(X0) and
Lau ≥ 0 in QR(X0).
Then for any ρ ∈ (0, 1) and 0 < p ≤ d+ 1,
sup
QρR(X0)
u ≤ CR−(d+2)/p‖ u
+
ε(d+1)/p
‖QR(X0),p,
where C depends on d, p, θ and ρ.
39
Proof: Without loss of generality, assume that X0 = (o, θR2). Let β ≥ 2
be a constant to be determined, and set
η(x) :=
(
1− |x|
2
R2
)β
1x∈BR , ζ(t) :=
(
1 +
t
θR2
)β
10<t<θR2 ,
and set v = ηu+, v¯ = vζ. Define an elliptic difference operator La to be
Laf(x) =
∑
y:y∼x
a(x, t, y)(f(y)− f(x)),
so that La = La − ∂t. By the same argument as in [17, displays (27),(28)
and (29)], one can show that on Γ+(v¯, QR),
Lav ≥ ηLau−Cβη1−2/βR−2u+.
Hence, for X = (x, t) ∈ Γ+(v¯, QR),
Lav¯ = ζLav − ∂t(ζηu)
≥ ζηLau− Cβζη1−2/βR−2u+ − ζtηu− ζηut
= ζηLau− Cβζη1−2/βR−2u+ − ζtηu
≥ −Cβζη1−2/βR−2u+ − ζtηu.
Noting that in QR, 1 ≤ ζ ≤ 2β , ζt ≤ CR−2 and η ≤ 1, we have
Lav¯ ≥ −Cη1−2/βR−2u+ in Γ+(v¯, QR).
Applying (63) to v¯ and taking β = 2(d+ 1)/p,
sup
QR
v¯ ≤ CRd/(d+1)−2‖η1−2/βu+/ε‖QR,d+1
= CRd/(d+1)−2‖η1−p/(d+1)u+/ε‖QR,d+1
≤ CRd/(d+1)−2(sup
QR
v¯)1−p/(d+1)‖(u+)p/(d+1)/ε‖QR,d+1.
The theorem follows.
Corollary 30. Assume a ≥ κ > 0. Let u be a non-negative continuous
function on Q¯R(X0). Suppose u is differentiable with respect to t in QR(X0)
and
Lau ≤ 0 in QR(X0).
Then there exists a constant δ = δ(d, κ, θ) ∈ (0, 1) such that if Γ := {(x, t) ∈
QR : u ≥ 1} satisfies
|Γ| ≥ δ|QR|
then
inf
QR/2
u ≥ 1/2.
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Proof: Without loss of generality, assume X0 = (o, 0). Applying the
mean value inequality to (1− u) and taking p = 1,
sup
QR/2
(1− u) ≤ CR−d−2‖(1− u)+‖QR,1
≤ C |QR \ Γ||QR| ≤ C(1− δ).
Our proof is complete by taking δ = 1− 1
2C
.
Remark 31. This Theorem needs to be reformulated in terms of boxes Kr
(see the definition in Section 4.1).
B.3 Proof of Parabolic Harnack inequality
Consider the uniformly elliptic case where a ∈ (κ, 1/κ) for some constant
κ > 0.
Lemma 32. Let θ0, θ1 be positive constants with θ0 < θ1. Let u be a non-
negative function on Zd × R that satisfies
Lau ≤ 0 in BR(x0)× (t0, t0 + θ1R2).
Then there exists a constant α = α(d, θ0, θ1, κ) ≥ 1 such that for any θ ∈
(θ0, θ1) and σ ∈ (0, 1/2),
min
x∈BR/2(x0)
u(x, t0 + θR
2) ≥ Cσα min
x∈BσR(x0)
u(x, t0).
Proof: Without loss of generality, assume x0 = o, t0 = 0 and
min
x∈BσR
u(x, 0) = 1.
It suffices to consider the case
σR ≥ 1/2, (64)
since Br = B1/2 = {o} for all r ∈ [0, 1).
Set r¯ = r¯(κ, d) = 100/κ. Our proof is divided into three parts, through
considering three cases:
(i) R ≤ 2r¯
(ii) σR ≥ r¯
(iii) R/2 > r¯ > σR.
1. Case (i) is trivial since (by iteration) for any R ≤ 2r¯,
min
x∈BR/2
u(x, θR2) ≥ C max
x∈BR/2
u(x, 0).
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2. We now consider Case (ii).
For (x, t) ∈ Rd × R, set
ψ0(t) = σ
2R2 +
1− σ2
θ
t, ψ1(x, t) = (ψ0 − |x|2)+,
and
ψ(x, t) := ψ21ψ
−q
0 for some q ≥ 2 to be chosen.
Let U˜ := {ψ1 > 0} ∩ {(x, t) ∈ Rd × R : |x| ≤ R, 0 < t ≤ θR2} and
Figure 6: The set U .
U := U˜ ∩ Ω.
We will show that ψ has the following properties:

ψ|UP ≤ (σR)4−2q1BσR×{0}(x, t)
minx∈BR/2 ψ(x, θR
2) ≥ 9R4−2q/16,
Laψ ≥ 0 in U , for q large.
(65)
Indeed, the first two properties in (65) are obvious. The third property
will be verified in the below. Computations show that,
∂iiψ = 4ψ
−q
0 (2x
2
i − ψ1),
∂iiiψ = 24xiψ
−q
0 , (66)
∂tψ =
2(1 − σ2)
θ
ψ1ψ
−q
0 −
(1− σ2)q
θ
ψ21ψ
−q−1
0 .
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Hence, letting L˜ :=∑di=1 a(x, x+ei)∂ii−∂t and noting that ψ0 ≥ σ2R2,
for (x, t) ∈ U ,
|Lψ(x, t)− L˜ψ(x, t)|
(66)
≤ 24 sup
y:|y−x|<1
|y|ψ−q0 (t)
≤ 24(|x| + 1)ψ−q0 .
Obviously, since ψ0 ≥ 1/4 by (64) and ψ0 ≥ |x|2 in U ,
|Lψ − L˜ψ| ≤ 24(2 + |x|2)ψ−q0 ≤ 300ψ1−q0 .
When |x| > σR/2 ≥ 50/κ, we have in U ,
|Lψ − L˜ψ| ≤ 48|x|ψ−q0 ≤ 48ψ1−q0 /|x| ≤ κψ1−q0 .
Thus, setting ξ := ψ1/ψ0 = (1 − |x|2/ψ0)+ and noting that ξ ≥ 3/4
for |x| ≤ σR/2, we obtain
|Lψ − L˜ψ| ≤ (κ+ 300× 1ξ≥3/4)ψ1−q0 in U. (67)
Moreover, in U˜ , taking q = q(κ, θ0, θ1) large enough (Note that σ ∈
(0, 1/2)),
L˜ψ = ψ−q0 [8
d∑
i=1
a(x, x+ ei)x
2
i − 4ψ1 −
2(1− σ2)
θ
ψ1 +
(1− σ2)q
θ
ψ21/ψ0]
a≥κ≥ ψ1−q0
[
8κ|x|2/ψ0 − (4 + 2(1− σ
2)
θ
)ξ +
(1− σ2)q
θ
ξ2
]
= ψ1−q0
[
8κ− (4 + 2(1 − σ2)
θ
+ 8κ
)
ξ +
(1− σ2)q
θ
ξ2
]
≥ (κ+ q
2θ1
ξ2)ψ1−q0 . (68)
Thus (recalling that q is large enough)
Lψ ≥ L˜ψ − |Lψ − L˜ψ|
(67),(68)
≥ ψ1−q0
[
q
2θ1
ξ2 − 300
]
1ξ≥3/4 ≥ 0 in U.
The third property in (65) is proved for case (ii).
Now set
w(x, t) = (σR)2q−4ψ − u.
Then, by (65) and by the definition of ψ,

w|UP ≤ 0,
maxx∈BR/2 w(x, θR
2) ≥ Cσ2q−4 −minx∈BR/2 u(x, θR2),
Law ≥ 0 in U.
(69)
43
Applying the maximum principle to w in U¯ ,
max
U
w ≤ 0.
By the continuity of w with respect to t, it follows that
max
x∈BR/2
w(x, θR2) ≤ 0.
The above inequality, together with (69), yields
min
x∈BR/2
u(x, θR2) ≥ Cσ2q−4.
The lemma is proved for case (ii).
3. Case (iii). By the conclusions in Step 1 and Step 2, there exists con-
stants C1, α which depend only on d, θ0, θ1, κ so that
min
x∈BR/2
u(x, θR2) ≥ C1( r¯
R
)α min
x∈Br¯
u(x, θR2/2) ≥ C( σ
R
)α min
x∈BσR
u(x, 0).
Theorem 33. Let u be a non-negative solution of Lau ≤ 0 in B2R ×
(−R2, R2) (We will see whether this region is big enough). Then there exists
a constant p > 0 such that
R−(d+2)/p‖u‖p,QR ≤ C inf
BR/2×(R2/4,R2/2)
u.
For its proof, see Section B.3.2.
Proof of the Harnack inequality (Theorem 6): Theorem 6 follows from com-
bining Theorem 29 and Theorem 33.
B.3.1 Calderon-Zygmund decomposition
Let
r := {x ∈ Rd : |x|∞ ≤ r}, Kr = r × (−r2, 0).
We say that a set A ⊂ Rd+1 is a nice cube (of radius r > 0 and centred at
X0 = (x0, t0) ∈ Rd × R) if
{x ∈ Rd : |x|∞ < r} × (−r2, 0) ⊂ A−X0 ⊂ Kr.
Set C0 = {KR}. For every k ∈ N, let Ck be a collection of disjoint nice
cubes of radius rk := R/2k such that
• every K ∈ Ck is the subset of an element, denoted by K−1, of Ck−1;
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• ⋃
K∈Ck
K = R × {t ∈ (−R2, 0) : t 6= −ir2k, i = 1, . . . , 4k}.
Set K−1R := KR. For a nice set K and i ∈ N, define recursively K−i−1 :=
(K−i)−1.
For k ≥ 1 and any K = Krk(X0) ∈ Ck, set
K∗ := 3rk(x0)× (t0, t0 + 4r2k/η),
where η ∈ (0, 3/4) is to be determined.
For any Γ ⊂ Ω and δ ∈ (0, 1), let
G0 = G0(Γ, δ) = {K ∈ ∪∞k=1Ck : |K ∩ Γ| > δ|K ∩Ω|},
G = G (Γ, δ) = {K ∈ G0 : K = KR or K−i /∈ G0 for all i ∈ N}.
Note that G is a collection of disjoint sets.
Lemma 34. For any Γ ⊂ KR, δ ∈ (0, 1), let
G1(Γ, δ) =
⋃
K∈G
K−1 ∩Ω, G2(Γ, δ) =
⋃
K∈G
K∗ ∩ Ω.
Recall that η ∈ (0, 3/4) is the constant in the definition of K∗. Then
(a) Γ ⊂ ∪K∈GK,
(b) |Γ| ≤ δ|KR| implies |Γ| ≤ δ|G1|,
(c) |G1| ≤ (1 + η)|G2|.
Proof: (a) is an easy consequence of the Lebesgue differentiation theorem:
For any (x, t) ∈ Γ, let Ki ∈ Ci be a sequence of sets such that (x, t) ∈ Ki,
then
lim
i→∞
|Γ ∩Ki|
|Ki ∩ Ω| =
1
|Ki ∩ Ω|‖1Γ‖Ki∩Ω,1 = 1Γ(x, t) = 1.
(Note that when i is sufficiently large such that ri < 1, Ki is of the form
{x} × Oi, where Oi is an interval of length r2i that contains t. In this case,
|Ki ∩ Ω| = ri and ‖1Γ‖Ki∩Ω,1 =
∫
Oi 1Γ(x, s)ds.) Hence (x, t) ∈ K for some
K ∈ G . (a) is proved.
If |Γ| ≤ δ|KR|, then KR /∈ G and for any K ∈ G , |K−1∩Γ| ≤ δ|K−1∩Ω|.
Hence, letting
G1 = {K−1 : K ∈ G },
we have
|Γ| (a)= | ∪A∈G1 A ∩ Γ|
=
∑
A∈G1
|A ∩ Γ|
≤ δ
∑
A∈G1
|A ∩ Ω| = δ|G1|,
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which is (b).
It remains to prove (c). For any x ∈ Zd and any A ⊂ Rd+1, let
Ix(A) := {t ∈ R : (x, t) ∈ A}.
For any fixed x ∈ Zd with Ix(G2) 6= ∅, then Ix(G2) is the union of countably
many disjoint intervals (tm, τm), m ≥ 1. For each m, let (Am,k)k be the
sequence of elements in G such that A∗m,k ⊂ (tm, τm). Then,
(tm, τm) =
⋃
k
Ix(A
∗
m,k).
Next, we will show that⋃
k
Ix(A
−1
m,k) ⊂
(
tm − η(τm − tm), τm
)
. (70)
Indeed, for any Ix(Am,k) = (tm,k − r2m,k, tm,k), we have
Ix(A
∗
m,k) = (tm,k, tm,k + 4r
2
m,k/η) ⊂ (tm, τm). (71)
It follows that τm − tm ≥ 4r2m,k. Note that by definition, A−1m,k satisfies
Ix(A
−1
m,k) ⊂ (tm,k − 4r2m,k, tm,k + 3r2m,k). (72)
Combining (71), (72) and using η ∈ (0, 3/4), we get that for any k,
Ix(A
−1
m,k) ⊂
(
tm − η(τm − tm), τm
)
,
finishing the proof of (70). Therefore,
|Ix(G1)| = | ∪m,k Ix(A−1m,k)| ≤
∑
m
| ∪k Ix(A−1m,k)|
(70)
≤
∑
m
(1 + η)(τm − tm)
= (1 + η)|Ix(G2)|.
Finally, (c) follows by summing the above inequality over x ∈ Zd.
B.3.2 Proof of Theorem 33
Lemma 35. Let u satisfies the same conditions as in Theorem 33. Let
δ and α be the same as in Corollary 30 and Lemma 32, respectively. For
h > 0, set
Γ(h) := {(x, t) ∈ KR : u(x, t) > h}.
There exists γ = γ(d, κ, δ) ∈ (0, 1/2) such that when |Γ(h)| ≤ δ|KR| and
|Γ(γh)| ≤ δ−1/4|Γ(h)|, then
|Γ(h)| ≤ C
(
inf
BR/2×(R2/4,R2/2)
u/h
)2/α
Rd+2.
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Proof: Let G (h) := G (Γ(h), δ) and
Gi := Gi(Γ(h), δ), i = 1, 2.
Recall that η ∈ (0, 3/4) is the constant in the definition of K∗. First, we
will show that for some γ = γ(d, η, κ) ∈ (0, 1/2),
G2 ∩KR ⊂ Γ(γh). (73)
For any nice cube K ∈ G (h) of radius r and centred at (x, t), by Lemma 32,
inf
Kr/2(x,r)
u ≥ h/2.
For any s ∈ (0, 4r2/η), set θs = s/r2 + 1/8 ∈ (18 , 4η + 18). Then
min
y∈3r(x)
u(y, s) ≥ min
y∈B
3r
√
d
u(y, s)
Lemma 32≥ C min
y∈B
r/
√
d
(x)
u(y, s − θsr2)
≥ C inf
Kr/2(x)
u ≥ γh
for some γ = γ(d, κ, η). Thus infK∗ u ≥ γh, and (73) is proved.
Further, by (73) and Lemma 34 and (assumption),
|G2 ∩KR| ≤ |Γ(γh)| ≤ δ−1/4|Γ(h)|.
On the other hand, by Lemma 34,
|G2| ≥ (1 + η)−1|G1| ≥ (1 + η)−1δ−1|Γ(h)| ≥ δ−1/2|Γ(h)|.
Therefore,
|G2 \KR| = |G2| − |G2 ∩KR| ≥ δ−1/2(1− δ1/4)|Γ(h)|.
Hence, there exists K ∈ G of radius r ∈ (0, R/2] and centred at (y, s) such
that K∗ \KR 6= ∅ and
4
η
r2(2R)d ≥ |G2 \KR| ≥ δ−1/2(1− δ1/4)|Γ(h)|.
Thus
r ≥ C |Γ(h)|
1/2
Rd/2
. (74)
By Lemma 32, for any t ∈ (R2/4, R2/3),
min
x∈2R(y)
u(x, t) ≥ C( 3r
4R
)α min
x∈3r(y)
u(x, 0)
(73)
≥ C( 3r
4R
)αhγ.
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The lemma follows by combining the above inequality and (74).
Proof of Theorem 33: Set A := BR/2 × (R2/4, R2/3). Take h0 > 0 so that
Γ(h0) ≤ δ|KR| ≤ Γ(γh0).
Then KR ∈ G (γh0) and by Corollary 30, infKR/2 u ≥ γh0/2. Moreover, by
Lemma 32, infKR/2 u ≤ C infA u. Thus
inf
A
u ≥ C1h0.
Let h1 := infA u/C1 ≥ h0. We will show that for any h ≥ h1,
|Γ(h)| ≤ C(h1/h)2/αRd+2. (75)
Indeed, take m = m(h, h0) ∈ N such that γm+1h < h0 ≤ γmh. Clearly,
h1 ≥ γm+1h. (76)
Set k := inf{n ≥ 0 : |Γ(γn+1h)| ≤ δ−1/4|Γ(γnh)|}, then
|Γ(γk+1h)| ≤ δ−1/4|Γ(γkh)|.
If k ≤ m, we have |Γ(γkh)| ≤ δ|KR| and by Lemma 35,
|Γ(γkh)| ≤ C( h1
γkh
)2/αRd+2.
Hence (by the definition of k)
|Γ(h)| ≤ (δ1/4)k|Γ(γkh)| ≤ C(h1/h)qRd+2(δ1/4/γ2/α)k.
Taking α large enough such that δ1/4 ≤ γ2/α, we get (75). When k > m,
|Γ(γm+1h)| ≥ δ−m/4|Γ(h)|
≥ γ−2m/α|Γ(h)|
(76)
≥ C(h1
h
)−2/α|Γ(h)|.
Noting that |Γ(γm+1h)| ≤ |KR| = CRd+2, display (75) follows.
Therefore, for p ∈ (0, 2α),
1
|KR|
∫ 0
−R2
∑
x∈R
updt = hp1 +
1
|KR|
∫ 0
−R2
∑
x∈R
∫ ∞
h1
php−11u≥hdh
= hp1 +
1
|KR|
∫ ∞
h1
php−1|Γ(h)|dh
(75)
≤ Chp1.
This completes our proof of Theorem 33.
48
References
[1] S. Andres, Invariance Principle for the Random Conductance Model
with dynamic bounded Conductances. Ann. Inst. Henri PoincarÃľ
Probab. Stat. 50, no. 2, 352-374 (2014).
[2] S. Andres, A. Chiarini, J.-D. Deuschel, M. Slowik, Quenched invari-
ance principle for random walks with time-dependent ergodic degenerate
weights. arXiv:1602.01760.
[3] S. Armstrong, C. Smart, Regularity and stochastic homogenization of
fully nonlinear equations without uniform ellipticity. Ann. Probab. 42
(2014), no. 6, 2558-2594.
[4] P. Bauman, Positive solutions of elliptic equations in nondivergence
form and their adjoints. Ark. Mat. 22 (1984), no. 2, 153-173.
[5] N. Berger, J.-D. Deuschel, A quenched invariance principle for non-
elliptic random walk in i.i.d. balanced random environment. Probab.
Theory Related Fields 158 (2014), no. 1-2, 91-126.
[6] T. Delmotte, Parabolic Harnack inequality and estimates of Markov
chains on graphs. Rev. Mat. Iberoam. 15 (1999), 181-232.
[7] T. Delmotte, J.-D. Deuschel, On estimating the derivatives of symmet-
ric diffusions in stationary random environment, with applications to
∇ϕ interface model. Probab. Theory Related Fields 133 (2005), no. 3,
358-390.
[8] J.-D. Deuschel, M. Slowik, Invariance Principle for the one-dimensional
dynamic Random Conductance Model under Moment Conditions. RIMS
Koˆkyuˆroku Bessatsu, preprint.
[9] J.-D. Deuschel, X. Guo, A. Ramirez, Quenched invariance principle for
random walk in time-dependent balanced random environment. Submit-
ted. Available in arXiv.
[10] G. Lawler, Weak convergence of a random walk in a random environ-
ment. Comm. Math. Phys. 87 (1982/83), no. 1, 81-87.
[11] G. M. Lieberman, Second order parabolic differential equations. World
scientific, 1996.
[12] J. Lin, On the stochastic homogenization of fully nonlinear uniformly
parabolic equations in stationary ergodic spatio-temporal media. J. Dif-
ferential Equations 258 (2015), no. 3, 796-845.
49
[13] L. Escauriaza Bounds for the fundamental solutions of elliptic and
parabolic equations: In memory of Eugene Fabes. Communications in
Partial Differential Equations 25.5-6 (2000): 821-845.
[14] E. Fabes, D. Stroock, The Lp-integrability of Green’s functions and
fundamental solutions for elliptic and parabolic equations. Duke Math.
J. 51 (1984), no. 4, 997-1016.
[15] E. Fabes, M. Safonov, Y. Yuan. Behavior near the boundary of pos-
itive solutions of second order parabolic equations.II. Transactions of
the American Mathematical Society 351.12 (1999): 4947-4961.
[16] N. Garofalo, Second order parabolic equations in nonvariational form:
boundary Harnack principle and comparison theorems for nonnegative
solutions. Annali di matematica pura ed applicata, 138.1 (1984): 267-
296.
[17] X. Guo, O. Zeitouni, Quenched invariance principle for random walks
in balanced random environment, Probab. Theory Related Fields 152
(2012), 207-230.
[18] R. Huang, T. Kumagai, Stability and instability of Gaussian heat ker-
nel estimates for random walks among time-dependent conductances,
Electron. Commun. Probab. Volume 21 (2016), paper no. 5.
[19] U. Krengel, Ergodic theorems. de Gruyter Studies in Mathematics, 6.
Walter de Gruyter & Co., Berlin, 1985. (with a supplement by Antoine
Brunel)
[20] N. Krylov, M. Safonov, A property of the solutions of parabolic equations
with measurable coefficients. Izv. Akad. Nauk SSSR Ser. Mat. 44 (1980),
no. 1, 161-175, 239.
[21] H.-J. Kuo, N. Trudinger, Evolving monotone difference operators on
general space-time meshes. Duke Math. J. 91 (1998), no. 3, 587-607.
[22] S. Mustapha, Gaussian estimates for spatially inhomogeneous random
walks on Zd. Ann. Probab. 34 (2006), no. 1, 264-283.
[23] G. Papanicolaou, S.R.S. Varadhan, Diffusions with random coefficients.
Statistics and probability: essays in honor of C. R. Rao, pp. 547–552,
North-Holland, Amsterdam, 1982.
[24] M. Safonov, Y. Yuan, Doubling properties of second order parabolic
equations, Annals of Mathematics, Second Series 150.1 (1999): 313-
328.
50
