Abstract. This paper examines the realization of acausal weighting patterns with two-point boundaryvalue descriptor systems (TPBVDSs). Attention is restricted to the subclass of TPBVDSs that are stationary, so that their input-output weighting pattern is shift-invariant, and extendible, i.e., their weighting pattern can be extended outwards indefinitely. Then, given an infinite acausal shift-invariant weighting pattern, the realization problem consists of constructing a minimal TPBVDS over a fixed interval, whose extended weighting pattern matches the given pattern. The realization method that is proposed relies on a new transform, the (s, t)-transform, which is better adapted to the analysis of descriptor dynamics than the standard z-transform, since it handles zero and infinite frequencies in a symmetric way. This new transform is used to determine the dimension of a minimal realization, and then to construct a minimal realization by obtaining state-space representations for two homogeneous rational matrices in s and obtained from the causal and anticausal components of the weighting pattern.
However, for many physical systems, in particular when the independent variable is space rather than time, the causality condition (1. The motivation for considering this class of systems is that the discrete-time descriptor dynamics (1.3) are noncausal, in the sense that they contain components which propagate in both time directions [5] . The boundary conditions (1.4) are another source of noncausality, since they are expressed symmetrically in terms of the system variables at both ends of the interval [0, N]. Thus, TPBVDSs have a totally acausal structure which is ideally suited to model noncausal systems [6] [7] [8] . Motivated by the earlier work of Krener [9] - [10] , and Gohberg, Kaashoek, and Lerer [11] [12] [13] for boundary-value systems with standard nondescriptor dynamics, a complete system theory of TPBVDSs has been developed in [14] [15] [16] [17] [18] , including concepts such as reachability, observability, and minimality. In this paper, we restrict our attention to stationary and extendible TPBVDSs, namely TPBVDSs whose weighting pattern is shift-invariant, and where the interval of definition [0, N] of the TPBVDS can be extended outwards indefinitely, without changing the weighting pattern. This extension process yields an extended weighting pattern W(k) defined for all k Z, where the weighting pattern of the original TPBVDS and of all its extensions are restrictions of W( k).
The realization problem that we consider can be stated as follows. Given a weighting pattern W(k), construct a minimal TPBVDS over a sufficiently large interval [0, N], which has W(k) as its extended weighting pattern. As for causal time-invariant systems, where the z-transform plays a useful role in transforming the realization problem into a state-space representation problem for proper rational matrix transfer functions, it is shown that the TPBVDS realization problem can be formulated in the frequency domain as a state-space representation problem for rational transfer functions. However, instead of using the z-transform, we introduce a new transform, the (s, t)-transform, which handles zero and infinite frequencies symmetrically, and is therefore well adapted to the analysis of descriptor systems. Specifically, the (s, t)-transform of a matrix sequence H(k) is defined as (1. 6) H(s, t)= _ , H(k)t'-'/sk. respectively. We alsodevelop a minimal realization procedure, which relies on constructing minimal state-space representations of the form (1.7) for both Hr(s, t) and Ho(s, t). The reason why it is necessary to construct state-space representations for two rational matrices, instead of one for the causal case, is that the TPBVDS realization problem requires finding descriptor dynamics (1.3) and boundary conditions (1.4), which together realize W(k). It is the search for boundary conditions that makes the TPBVDS realization problem significantly harder than the causal problem. This paper is organized as follows. In 2, we review several results concerning the stationarity, minimality, and extendibility of TPBVDSs that will be used later. It is shown in 3 that the effect of the boundary conditions on the extended weighting pattern of the system can be characterized completely by a single matrix, called the decomposition matrix, which appears as a parameter of both the causal and anticausal parts of W(/). This matrix simplifies significantly the presentation of our realization results. In 4, we examine a direct but naive TPBVDS realization procedure consisting in constructing separate minimal realizations of the causal and anticausal components of W(k). Although the resulting realization is generally nonminimal, it is minimal when the weighting pattern W(k) is summable. Furthermore, it yields necessary and sufficient conditions for the realizability of acausal weighting patterns. The (s, t)-transform is introduced in 5 and is used to formulate the TPBVDS realization problem in the frequency domain. A method for constructing minimal state-space representations of the form (1.7) for rational matrices in s and is also presented. Finally, 6 contains the two main results of our paper, namely the characterization (1.9) for the dimension of a minimal realization, and a minimal TPBVDS realization procedure in the frequency domain.
2. Two-point boundary-value descriptor systems. In this section, we review several properties of TPBVDSs, such as stationarity, minimality, and extendibility, that will be needed in the development of our TPBVDS realization procedure.
2.1. Model description. Consider a linear time-invariant TPBVDS of the form (1.3)-(1.5), where x and v are n-dimensional, u is m-dimensional, y is p-dimensional, and/, A, B, and C are constant matrices. We assume that the length N of the interval of definition satisfies N-> 2n, so that all modes can be excited and observed. In [14] it was shown that if the system (1.3)-(1.4) is well posed, by left multiplication of (1. consequence of (2.1) is that the space of matrices {AKEL; K, L>= 0} is spanned by the n matrices {AkE"-l-k; 0<= k <-n-1}. This last result, which was derived in [14] , is a generalization of the Cayley-Hamilton theorem to matrix pencils in the standard form (2.1). We assume throughout this paper that (2.1) and (2.2) hold. As derived in [14] , the map from {u, v} to x has the form:
where the Green function G(k, l) is given by 
The matrices Rs and Os in (2.10) are the strong reachability and strong observability matrices of the TPBVDS. If they have full rank, the triplets (E, A, B) and (C, E, A) are said, respectively, to be strongly reachable, and strongly observable (see [14] - [ 15] for a detailed study of the properties of strong and weak reachability and observability). 2.4. Extendibility. The concept of extendibility was introduced in 15] for stationary TPBVDSs. It was later extended to nonstationary TPBVDSs in [18] . In this paper, we shall consider only the stationary case. (2.19) , by using the E-, A-, E D-, and AD-invariance of im (R) [15] and the generalized Cayley-Hamilton theorem, it is easy to check that for an extendible stationary TPBVDS, the weighting pattern (2.11) Proof Given an extendible stationary TPBVDS (C, V, Vy, E, A, B, N), consider the TPBVDS (C, V, Vs, E, A, B, M) defined over an interval of length M > N, with
It is easy to check that this new TPBVDS is in normalized form, and by using the E-, A-, E -, and A-invariance of im (R), that it is stationary and extendible. According to (2.20) This implies (2.24) ff'4(k) WN(k) for 1 N <-k-< N, so that the TPBVDS (C, V, Vy, E, A, B, M) specified by (2.21) is an extension of C, V, Vy, E, A, B, N).
To prove the uniqueness of the extended weighting pattern 'ffC ( Thus, we can associate to an extendible system a sequence of extendible systems over progressively larger intervals, and with consistent weighting patterns. In this way, we can construct an infinite weighting pattern, called the extended weighting pattern of the system, which is such that the weighting pattern of the system and of all its extensions are restrictions of this extended weighting pattern.
From (2.23), the extended weighting pattern of an extendible stationary TPBVDS (1.3)-(1.5) is given by
where we have taken into account the normalization (2.2). OPRs O(ENVi)R.
The motivation for calling P a decomposition matrix is that the extended weighting pattern (2.25) can be expressed as
Thus, if the identity matrix is decomposed into P and I-P, the matrices P and I-P appear as parameters of the causal and anticausal parts of W(k). Also, by using (2.8), (2.19), (3.1), and the fact that im (Rs) and ker (Os) are E-and A-invariant, it is easy to check that a decomposition matrix P satisfies (3.3a) (3.3b 
As is clear from Definition 3.1, one particular choice of decomposition matrix is (3.4) P VE N. (2.19) for (C, V, Vy, E, A, B, N) are implied, respectively, by the relations (3.3a) and (3.3b)-(3.3c) for (C, P, E, A, B). Noting that (3.7) OsXR O, we can also verify that the extended weighting pattern (2.28) associated to (C, V, V, E, A, B, N) is equal to the weighting pattern W(k) given by (3.2) . Finally, taking (3.7) and (3.3b) into account, the matrix V given by (3.5a) satisfies (3.8) OsViENRs OpEDER OPR, so that P is a decomposition matrix of (C, V/, Vs, E, A, B, N). [15] , this TPBVDS must be extendible and has W(k) for extended weighting pattern. Then P'= VIE 'u is a decomposition matrix for this lower-dimensional realization, thus showing that the internal description (C, P, E, A, B) is not minimal. [3 Given an internal description (C, P, E, A, B) of the weighting pattern W(k), the following result shows that it is possible to characterize the minimality of this internal description directly, without invoking minimality conditions for an associated TPBVDS. THEOREM (3.9) . A similar argument shows that (3.9) implies (2.12b), thus proving the theorem. [3 In the following, by analogy with the weak reachability and observability matrices that were introduced in 14] and [15] , to characterize the concepts of weak reachability and observability for a TPBVDS (C, V/, Vy, E, A, B, N), the matrices Rw and Ow appearing in (3.9a) and (3.9b) will be called the weak reachability and weak observability matrices of the internal description (C, P, E, A, B). As will be shown below, these two matrices play a key role in the construction of a minimal internal description of the weighting pattern W(k). 
An interesting feature of this realization is that it consists of two decoupled subsystems, which propagate, respectively, in the forward and backward directions. An extendible stationary TPBVDS with this structure is called separable. Also, observe that in (4.5b) the boundary matrices satisfy V P and Vy 1-P, regardless of the interval length.
Thus, in the separable case, there is no real distinction between internal descriptions and minimal TPBVDS realizations.
Unfortunately, the separable realization (4.5) is not always minimal, as can be seen from the following example, which is an adaptation of an example presented in [20] for boundary-value systems with standard nondescriptor dynamics. (4.8a)
In this case, the reason we can realize both the causal and anticausal parts of W with a single one-dimensional system is that they have both the same mode, In general, when the causal and anticausal parts of W share a common mode, the realization approach consisting in constructing separately minimal realizations of the causal and anticausal parts of W does not yield a minimal realization. In the following, we shall restrict our attention to the case when H(z) and H(s, t) are rational Then, from (5.2), we see that the numerator and denominator polynomials of all entries of H(s, t) are homogeneous, i.e., each such polynomial has the form
where d is the degree of p. Furthermore, from (5.3), we see also that the relative degree in s and of all entries of H(s, t), i.e., the difference between the denominator and numerator degrees is exactly one. Thus, the transformation (5.2) has the effect of transforming rational matrices H(z), proper or not, into strictly proper homogeneous rational matrices in the two variables s and with relative degree one. The analysis of this paper will focus exclusively on this specific class of rational matrices. Note that the idea of studying the structure at infinity of rational matrices in z through the introduction of a homogenizing transform is not totally new. It has been considered, for example, in [22, pp. 158-162, 182-187] and [23] . 5 .1. Formulation of the realization problem. In the causal case, the z-transform plays an important role in the solution of the minimal realization problem. Specifically, Since the specification of an acausal weighting pattern W(k) is equivalent to the specification of Wy(s, t) and W(s, t), we see from (5.8)-(5.10) that the construction of an internal description (C, P, E, A, B) of W(k) can be expressed as a state-space realization problem for rational matrices in s and t. However, in contrast to the causal case, the need to specify P and to achieve minimality implies that we must, in general, obtain state-space representations for the three rational matrices W(s, t), Hr(s, t), and Hb(s, t), instead of a single rational matrix for causal systems. Furthermore, since we are considering acausal systems, the computation of any of these state-space representations requires an extension of known state-space realization techniques. We consider this problem first in the next section. Proof Consider the minimal representation (5.23) n(s, t)= K(sD-tF)-IG.
Without loss of generality, it can be assumed that the pencil sD-tF is in Weierstrass canonical form (see [24, p. Note that in the realization (6.6), the system matrices tend to oe as b 1. Thus, b 1
can be viewed as a singularity in the sense that the dimension of a minimal internal description of W is two only when b is exactly equal to one.
6.2. Minimal realization procedure. One interesting aspect of Theorem 6.1 is that as an intermediate step in the evaluation of the dimension n of a minimal internal description of W(k), we obtain w and p, which are, respectively, the ranks of the strong observability and reachability matrices of a minimal internal description. This observation leads to the following procedure for constructing a minimal internal description of W.
Step In the following, it will be assumed that the representations (6.8) and (6.9) are in the coordinate systems corresponding to (6.12) and (6.13), respectively.
Step 3. From (6.11), we find that (6.14)
W(s, t)= l(S/ tl)-ll--d2(S/ 4 t4)-12, where the representations (,/l,l,/) and (2,/4,,4,/2) are both strongly reachable and observable. This implies that they must be related by a similarity transformation, i.e., there exists a matrix T such that (6.15) 1 d:T-1, /1 T/4 T-l, l T4 T-l, BI--T/:. The matrix T is given by (6.16) T=/A/(//flr)-1, where M and M denote, respectively, the strong reachability matrices of (El, A1, B) and (E4, A,B2). Furthermore, since the representations (6.14) are minimal, the matrices El, A1, E and Aa have dimension r, where r is given by (6.2), and consequently, the blocks {E4, A}, and {El, A1} in the decompositions (6.12) and (6.13) have respective dimensions co-r and p-r.
Step 4. The matrices C, E, A, and B of a minimal internal description are now selected as (6. where R and Os denote the strong reachability and observability matrices associated respectively to (E, A, Bs) and (C, E, A).
Step 5. The matrix P is then obtained by solving the equation (6.22) OPR, O,R.
The existence of a solution is guaranteed by identity (6.21), which shows that the row and column spaces of the matrix on the right side of (6.22) i.e., the same matrices Kz and KA can be used to characterize the E-and A-invariance of the range spaces of both R and R. Similarly, the E-and A-invariance of the nullspaces of Os and O{ can be characterized by a single pair of matrices. Taking this feature into account in (6.24) , it can be checked easily that the constraints (3.3a) are satisfied. To prove relations (3.3b) and (3.3c), we use identities (5.6a)-(5.6b). Substituting (5.6a) inside (6.26) , and noting that the weighting pattern Wy(k) is causal, we find (6.28) CPAD(I EED)(EAD)kB --0 for 0_--< k =< z-1. Expressing the pencil {E, A} in Weierstrass canonical form, it is then easy to check that (6.28) is equivalent to (3.3b (S, t) ). This description will therefore be minimal if and only if (6.39) is satisfied, where n is given by (6.1). [3 7 . Conclusions. In this paper, the minimal TPBVDS realization problem for acausal shift-invariant weighting patterns has been examined. By restricting our attention to extendible stationary TPBVDSs, it was shown that the minimal TPBVDS realization problem is equivalent to the problem of finding a minimal internal description for the weighting pattern W(k) of interest. Introducing the (s, t) transform and Characterizing minimal state-space representations of homogeneous rational matrices in (s, t), a frequency-domain approach was developed for finding the dimension of a minimal internal description, and for constructing such a description.
Since the assumption that the weighting pattern W(k) is shift-invariant is restrictive, particularly for acausal systems, it would be of interest to extend the above theory to the nonstationary case. Also, we have limited our attention here to deterministic systems. Since there exists a complete and elegant stochastic realization theory for causal systems [25] [26] [27] , it is natural to ask whether a similar theory can be developed for acausal stochastic systems. For the Gaussian case, some preliminary stochastic realization results have been presented in [28] for boundary value systems with standard nondescriptor dynamics, and in [18] for TPBVDSs.
