In = fin/2j + ffn/21 + en (1) and en = 0(n) then fn = 0(n log n) while if en = 0(72 1 ') for some e > 0 then en = 0(n). However, a precise asymptotic analysis is often appreciably more delicate. At a more detailed level, divide-and-conquer recurrences tend to have solutions that involve periodicities, many of which are of a fractal nature. It is our purpose here to discuss the analysis of such periodicity phenomena while focussing on the analysis of the standard top-down recursive mergesort algorithm. We will show for example that the average number of comparisons performed by mergesort satisfies U(n) = n lg n nB(1g n) 0(n1/2), while the variance is of the form nC(1g n) 0(n' 12 ): B(u) and C(u) are both periodic functions that are fractal-like and which are everywhere continuous but not differentiable at a dense set of points on the line.
Our approach consists in introducing for this range of problems techniques -Mellin transforms, Dirichlet series, and Perron's formula -that are borrowed aks.
uuks tAtero lilt(
138 from classical analytic number theory [4] . These techniques lead to exact analyses. For example, we find exact formulas for the functions B(u) and C(u) above. They are of a very wide applicability in this range of problems, a fact that we demonstrate by applying the techniques to the analysis of a maxima finding algorithm in multidimensional space.
The general character of the results attained is attested by Theorem 9. This theorem gives the precise asymptotic form of solutions to divide and conquer recurrences of the form (1) , when the partitioning (or dually merging) cost is sublinear.
This paper is only an extended abstract of a full article [15] . Let T(n) denote the worst time cost measured in the number of comparisons that are required for sorting n elements by the MergeSort procedure, and let U(n) be the corresponding average cost. We have in the worst case and average cases respectively (see [19, p. 165 ] for a fuller description of recursive mergesort and [18, ex. 5.2.4-2] for a derivation of the average case cost of merging).
The precise behavior of T(n) is essentially known. The main term is n Ig n and T(n) also contains a simple periodic function in lgn E. log 2 n. (Recall the usual notation for fractional parts, {u} = u-Ltd .) The periodicities are apparent from Fig. 1 with "cusps" whenever lg n is an integer. For general n, no such formula is known. (See however Equation (13) at the end of Section 4 for some related analyses.) In what follows we will outline an approach that permits the analysis of mergesort type recurrences and demonstrate it by analyzing U(n).
The Mergesort Recurrences n=1
The coefficients of Dirichlet series can be recovered by an inversion formula known as the Mellin-Perron formula which belongs to the galaxy of methods relating to Mellin transform analysis. Lemma We approach the analysis of T(n) and U(n) via the computation of some associated Dirichlet series. Let {WO be a sequence of numbers. The Dirichlet generating function of wn is defined to be 00 w (s) = E Wn . 
of coefficients of a Dirichlet series is thus expressible by an integral applied to the series itself. In order to recover the mergesort quantities T(n) and U(n), we will determine the Dirichlet series of their second differences. Then we will use the Mellin-Perron formula to derive an integral representation of the given quantity. We conclude by evaluating the integral via the residue theorem. As in other Mellin type analyses, this provides an asymptotic expansion for the quantities of interest.
This technique, which is familiar from analytic number theory, is analogous to a common technique in combinatorial counting. In the latter case, generating functions are ordinary, their singularities play a crucial role, and the asymptotic bC)avior of the coefficients of the power series is found by utilizing the Cauchy integral formula.
Consider the general divide-and-conquer recurrence scheme
for n > 2, where en is a known sequence and fn is the sequence to be analyzed. An initial condition fixing the value fi is also assumed. In order to make the notation unambiguous we formally set e 0 = fo = e 1 = 0. The functions T(n) and U(n) both satisfy this scheme: for T(n), en = n -1 and for U(n), en = n --yr,.
Take the backward differences Vf n = .fnand Ven = en -e n _ i and 
Worst Case of Mergesort
As an application of Lemma 3 we quickly sketch how it can be used to derive an alternate expression involving a Fourier series for the value T(n), the worst case number of comparisons performed by mergesort. The extreme values of A(u) are 1 + log log 2
Proof. We apply Lemma 3 with fn = T(n). For this case we have e n = n -1 and = 0 so AV'e l = e2 = 1 and AVen = 0 for all n > 2. Thus ,F,(s) = 1 and
. We can evaluate this integral using residue computations. Fix a < -1. Let R > 0 and 1" be the counterclockwise contour around r1 U T2 U r3 U r4 where
r3 = + iy : lyj < r4 = X iR : a < x < 3). (We further assume that R is of the form (2j + 1)w/log 2 for integer j, so that the contour passes halfway between poles of the integrand.) Set I(s) = 21_, .0+1) be the kernel of the integral in (8) . Letting R T oo we find that fri I(s) ds becomes the integral in (8), I fr3 I(s)dsi and fr. I(s)dsi are both 0 (1/R2 ) and a-ioo
The residue theorem therefore yields that Ain equals 0(n a ) plus the sum of the residues of I(s) inside F. We can actually do better. Since I(s) is analytic for all s with 92(s) < -1 we may let a go to -oo getting progressively smaller and smaller error terms. This shows that Ain is exactly equal to the sum of the residues of I(s) inside r. The singularities of I(s) are 1. A double pole at s = 0 with residue lg n + z -lag 2 2. A simple pole at s = -1 with residue .;;. 3. Simple poles at s = 2kir I log 2, k E Z \ 101 with residues ake2ik'ign.
Thus, as promised, we have shown that T(n) = n lg n + nA(lg n) + 1. q . = -0.91392, and -1. log 2 142 We note that a computation of the Fourier series of A(u) directly from Theorem 1 is also feasible and in fact yields the Fourier series derived in the last theorem (providing a convenient check on the validity of the theorem). However, the calculations performed above are needed in the analysis of the average case behavior in the next section.
Average Case of Mergesort
We now proceed with the main purpose of this paper, the analysis of the average number of comparisons performed by mergesort, U(n). 
a2i + 1 i=o Rewriting U(a2 k ) in terms of n = a2 k , and taking care of the error terms yields for these particular values of n, From these estimates, Mergesort has been found to have an average case complexity about n lg n -(1.25 ± 0.01)n o(n). This is not far from the information theoretic lower bound, lg n! = n lg n -n Ig e o(n) = n lg n -1.44n + o(n).
Variance of Mergesort
The cost of Mergesort is the sum of the costs of the individual merges, which are independent random variables with a known distribution. Merging two files of size m and 72 costs m+ n -S, where the random variable S has distribution [18, 
Best Case of Mergesort
The best case of a merge occurs each time all elements in the larger file dominate the largest element of the smaller file. Thus, the quantity Y(n) representing the smallest number of comparisons-the best case-of mergesort satisfies the divide and conquer recurrence:
Let v(n) denote the sum of the digits of n represented in binary, for instance v(13) = v([1101] 2) = 3. Then by comparing recurrences, we find that
m<n Equation (16) has been already noticed by several authors (see, e.g., [3] ). The function Y(n) has been studied by Delange [11] using elementary real analysis. It can also be subjected to the methods of this paper (see [16] for a discussion of exact summatory formula), and one gets: 
Distribution of Mergesort
The distribution of the cost of mergesort is computable exactly, as well as numerically using the resources of computer algebra systems. The probability generating function of the single merge intervening in the sorting of n elements is found from (14) . The probability generating function of the cost of merge sort then satisfies the divide-and-conquer product recurrence, data strongly suggest convergence to a Gaussian law with matching mean and variance that is also plotted on the same diagram.
Actually, using Lyapounov's extensions of the central limit theorem [8, p. 371 ] to sums of independent-but not necessarily identically distributedrandom variables, we find: As an application of this theorem, we briefly sketch how to analyze the expected running time of a maxima-finding algorithm. The interesting feature of this analysis is that the running time will grow as n(j(lg n) where Q(u) is a continuous, fractal like function which is non differentiable. Thus here, unlike in the running time of mergesort, the periodic term appears in the highest order asymptotics.
A maximal element of a finite set {/3 1, • • . , Pn} is a point in the set which is not dominated by any other point in the set. Maximal elements are of interest for a variety of reasons and much work has therefore been done on devising algorithms to identify them, e.g. [6] [7] . One of these algorithms is the divide-and-conquer one discussed by [12] : given a set of n points, split the set into two subsets of size ini2j, 172/21, recursively find the maxima in each of the subsets and then determine the maxima of the entire set by pairwise comparisons of all the maxima in the first subset to all of the maxima in the second. It is known [9] that if n points are drawn independently identically distributed (IID) from the uniform distribution over a hypercube or, in fact, from any component-independent distribution then the expected number of the points that will be maximal is It is not difficult to see that 14d) = 0(10e-1 n) so we find automatically (as is done in [12] ) that fn = 0(n). Observe that this seemingly naive algorithm has linear expected case, and thus beats a simple sweepline algorithm already in dimension d = 2, the latter requiring sorting. Using the techniques introduced earlier in this paper, we can go much further and derive the exact asymptotics of fn. With computer algebra, the mean values can be calculated to high accuracy using relations between the Dirichlet series of generalized harmonic numbers and derivatives of the Riemann Zeta function [5] , as well as the techniques discussed previously. For example, we have (2) qo = 6.32527 ..., = 21.64397 ..., q( 04) = 76.77212 ....
Conclusion
Divide-and-conquer recurrences are naturally associated with Dirichlet series that satisfy various sorts of functional relations (see also the case of 'automatic' sequences in [1, 2, 13] ) so that they can be proven to have continuations in the whole of the complex plane. As we have seen here and as in [16] , the MellinPerron formula then allows us to recover asymptotic properties of the original sequence with great accuracy, revealing periodicities and fractal behaviour for these recurrences. 
