Abstract. We develop the theory of semisimplifications of tensor categories defined by Barrett and Westbury. In particular, we compute the semisimplification of the category of representations of a finite group in characteristic p in terms of representations of the normalizer of its Sylow p-subgroup. This allows us to compute the semisimplification of the representation category of the symmetric group S n+p in characteristic p, where 0 ≤ n ≤ p − 1, and of the Deligne category Rep ab S t , where t ∈ N. We also compute the semisimplification of the category of representations of the Kac-De Concini quantum group of the Borel subalgebra of sl 2 . We also study tensor functors between Verlinde categories of semisimple algebraic groups arising from the semisimplification construction, and objects of finite type in categories of modular representations of finite groups (i.e., objects generating a fusion category in the semisimplification). Finally, we determine the semisimplifications of the tilting categories of GL(n), SL(n) and P GL(n) in characteristic 2. In the appendix, we classify categorifications of the Grothendieck ring of representations of SO(3) and its truncations.
Introduction
The notion of the semisimplification of a spherical tensor category was introduced in [BW] , although in the context of algebraic geometry it can be traced back to the notion of numerical equivalence of cycles in the theory of motives, see e.g. [Ja] . More generally, various adequate equivalence relations in the same theory can be considered as examples of tensor ideals in the symmetric tensor category of Chow motives.
Recall that a morphism f : X → Y in a spherical tensor category C over a field k is called negligible if for any morphism g : Y → X, one has Tr(f • g) = 0. One can show that the collection N of negligible morphisms is a tensor ideal, thus one can define an additive monoidal category C := C/N . One can show that C is, in fact, semisimple abelian, with simple objects being the indecomposable objects of C of 1 nonzero dimension, and it is called the semisimplification of C. Moreover, this definition can be generalized to pivotal categories in which the left and right dimension of indecomposables vanish simultaneously, and even to Karoubian (not necessarily abelian) monoidal categories in which the trace of a nilpotent endomorphism is zero.
The semisimplification construction is a rich source of semisimple tensor categories. In the simplest cases, when the classification of indecomposables in C is tame, the semisimplification can be described explicitly. Admittedly, this happens rather rarely: most of the time the classification of indecomposables is wild, and the corresponding semisimplified category C is somewhat unmanageable, i.e., may have uncountably many simple objects even if C is finite (e.g., this happens already for C = Rep k ((Z/p)
2 ), where k is an uncountable field with char(k) = p > 2). However, in this case we may consider the tensor subcategory of C generated by a given object X, which is much more manageable (in particular, always has a finite or countable set of isomorphism classes of simple objects); in particular, it is an interesting question when this subcategory is fusion (i.e., has finitely many simple objects), and what it looks like in this case.
The goal of this paper is to develop a number of tools for studying semisimplifications of tensor categories, and to apply them to compute the semisimplifications and their tensor subcategories generated by particular objects in a number of specific examples.
Specifically, in Section 2 we review the basic theory of tensor ideals and semisimplifications.
In Section 3, we give some general results about semisimplications. In particular, we discuss semisimplifications of Tannakian categories in characteristic zero, reductive envelopes of algebraic groups and the generalized Jacobson-Morozov Lemma (following André and Kahn), compatibility of semisimplification with equivariantization and with surjective tensor functors.
In Section 4, we use classical results of modular representation theory (the Green correspondence) to show that the semisimplification of the category Rep G of representations of a finite group G in characteristic p > 0 is naturally equivalent to that of the normalizer of its p-Sylow subgroup, and compute the semisimplification of Rep G when the Sylow subgroup is cyclic of order p (in particular for G = S n+p with 0 ≤ n < p). We then use this result and the work of Harman to compute the semisimplification of the abelian envelope of the Deligne category Rep ab (S n ).
In Section 5 we compute the semisimplifications of some non-symmetric categories in characteristic zero, namely, the category of representations of the Kac-De Concini quantum group U q (b), where b is the Borel subalgebra of sl 2 when q is generic and when q is a root of unity.
In Section 6, we study surjective tensor functors between Verlinde categories attached to simple algebraic groups in characteristic p; interesting examples of such functors, which are attached to pairs of simple algebraic groups G ⊃ K where K contains a regular unipotent element of G, are obtained from the semisimplification construction.
In Section 7, we study objects of finite type in semisimplications of categories of group representations in characteristic p, i.e., objects generating fusion subcategories. We give a number of nontrivial examples of objects of finite type, and study the fusion categories they generate.
In Section 8 we determine the semisimplifications of the tilting categories of GL(n), SL(n) and P GL(n) in characteristic 2.
Finally, in the appendix we classify categorifications of the representation ring and Verlinde ring for SO(3). This is used in Section 5.
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Preliminaries
2.1. Tensor ideals. Let k be a field and let C be a k−linear monoidal category. Recall that a tensor ideal I in C is a collection of subspaces I(X, Y ) ⊂ Hom(X, Y ) for all X, Y ∈ C such that for all X, Y, Z, T ∈ C
(1) for α ∈ I(X, Y ) and β ∈ Hom(Y, Z), γ ∈ Hom(Z, X) we have α • γ ∈ I(Z, Y ) and β • α ∈ I(X, Z);
(2) for α ∈ I(X, Y ), β ∈ Hom(Z, T ) we have α ⊗β ∈ I(X ⊗Z, Y ⊗T ) and β ⊗ α ∈ I(Z ⊗ X, T ⊗ Y ).
If I is a tensor ideal in C then one can define a new k−linear monoidal category C ′ (the quotient of C by I) as follows: the objects of C ′ are the objects of C; Hom C ′ (X, Y ) := Hom C (X, Y )/I(X, Y ); the composition of morphisms is the same as in C (note that condition (1) ensures that the composition is well defined); the tensor product is the same as in C (well defined thanks to condition (2)).
Moreover, the identity map on the objects and morphisms induces a canonical quotient monoidal functor C → C ′ .
It is clear that if C is rigid, pivotal, spherical, braided, symmetric then so is C ′ .
2.2. Semisimplification of a spherical tensor category. We recall the theory of semisimplifications of spherical tensor categories, due to Barrett and Westbury, [BW] . We give proofs for reader's convenience. Let k be an algebraically closed field, and C be a spherical tensor category over k (see [EGNO] , Subsection 4.7). B2] , Exercise 3(ii), Subsection 2.18) Let X = ⊕ i X i and Y = ⊕ j Y j be decompositions of X, Y into indecomposable objects, and f = ⊕ i,j f ij be a morphism X → Y , where f ij : X i → Y j . Then f is negligible if and only if for each i, j either dim Y j = 0 or f ij is not an isomorphism (equivalently, either dim X i = 0 or f ij is not an isomorphism).
Proof. First let us prove the lemma when X, Y are indecomposable. If f : X → Y is not an isomorphism, then for any g : Y → X, the morphism f • g : Y → Y is not an isomorphism, either; otherwise f is injective (hence not surjective) and X ∼ = Imf ⊕ Kerg, with both summands nonzero, giving a contradiction. Hence, f • g is nilpotent and Tr(f • g) = 0. Also, if f is an isomorphism (so dim X = dim Y ) then for any g : Y → X, one has f • g = λId + h, where λ ∈ k and
, this is always zero, while if dim X = dim Y = 0 then we can take g = f −1 (so that λ = 1), and Tr(f • g) = dim Y = 0, as desired. Now consider the general case. Suppose the condition of the lemma is satisfied, and g :
If either dim Y j = 0 or f ij is not an isomorphism (equivalently, either dim X i = 0 or f ij is not an isomorphism) for all i, j then by the indecomposable case, Tr(f ij • g ji ) = 0 for all i, j, hence Tr(f • g) = 0. However, if for some i, j this condition is violated, then we can take g ji = f −1 ij and g pq = 0 for (p, q) = (i, j), so that Tr(f • g) = dim X i = dim Y j . This implies the lemma.
Let N (C) be the collection of negligible morphisms of C.
Proof. It is clear that a linear combination of negligible morphisms is negligible. Also, it is easy to see that f • a, b • f are negligible for any a, b (when these compositions make sense). It remains to show that the tensor products a⊗f and f ⊗b are negligible. Let us prove this for a⊗f , where a : Z → T ; the case of f ⊗ b is similar. Let g :
and a ⊗ f is negligible, as desired.
Thus we can define a spherical tensor category C := C/N (C).
Proposition 2.4. The category C is a semisimple tensor category. The simple objects of C are the indecomposable objects of C of nonzero dimension.
Proof. It is clear that indecomposable objects of C are images of indecomposable objects of C. More precisely, if X, Y ∈ C are indecomposable then by Lemma 2.2, Hom C (X, Y ) = 0 if X ≇ Y or dim X = 0 or dim Y = 0 (i.e., if dim X = 0, then X = 0 in C), and dim Hom C (X, Y ) = 1 if X ∼ = Y and dim X = 0. This implies the proposition.
Definition 2.5. The category C is called the semisimplification of C.
Note that the category C comes equipped with a natural monoidal functor S : C → C, which we call the semisimplification functor. This functor, however, is not a tensor functor, since it is not left or right exact, in general. We will denote the image S(X) of an object X under this functor by X.
2.3. Generalization to pivotal Karoubian categories. The above results generalize to pivotal tensor categories ( [EGNO] , Subsection 4.7) such that dim L X = 0 if and only if dim R X = 0 for any indecomposable object X ∈ C (an example of such a category which is not spherical is the category of representations of the Taft Hopf algebra). Namely, in such a category, for any endomorphism h : X → X of an indecomposable object X, one has Tr L (h) = 0 if and only if Tr R (h) = 0. Thus, if f : X → Y is a morphism between arbitrary objects of C, then the condition that for any g : Y → X, one has Tr L (f • g) = 0 is equivalent to the condition that for any g : Y → X, one has Tr R (f • g) = 0. One then defines f to be negligible if any of these two equivalent conditions is satisfied. Then Lemma 2.2, Lemma 2.3 and Proposition 2.4 generalize verbatim, with analogous proofs.
Moreover, the above results also extend to the case when C is a Karoubian rigid monoidal category in which the trace of a nilpotent endomorphism is zero, a necessary condition for C to be embeddable into an abelian tensor category.
1 For instance, the well-known construction of the fusion categories attached to a simple Lie algebra g (in characteristic zero or p bigger than the Coxeter number), [EGNO] , Subsection 8.18.2, starts with the category of tilting modules for the corresponding (quantum) group (which is Karoubian), and takes a quotient by the tensor ideal of negligible morphisms. Note that in this special case negligible morphisms happen to be those that factor through negligible objects (i.e., direct sums of simple objects of dimension 0); this is not the case in general (e.g., for Rep k (Z/p)).
To summarize, we have the following result. Let C be a pivotal category, let dim
Theorem 2.6. Let C be a k−linear Karoubian rigid monoidal category such that all morphisms spaces are finite dimensional.
2 Assume that C is equipped with a pivotal structure such that
(1) the left trace Tr L of any nilpotent endomorphism is zero; (2) dim L X = 0 if and only if dim R X = 0 for an indecomposable X ∈ C.
Then negligible morphisms are characterized as in Lemma 2.2 and form a tensor ideal N (C). Moreover, C/N (C) is a semisimple tensor category, whose simple objects are the indecomposable objects of C of nonzero dimension.
Proof. First of all, (1) implies that the right trace of any nilpotent endomorphism in C is zero, since Tr L (f ) = Tr R (f * ), see [EGNO] , Proposition 4.7.3.
Hence, for an endomorphism h : X → X, Tr L (h) = 0 if and only if Tr R (h) = 0. Indeed, by decomposing X into generalized eigenobjects of h, we may assume that h = λId + h 0 , where h 0 is nilpotent. Then Tr
The rest of the proof is parallel to the spherical abelian case.
Example 2.7. 1. If C is semisimple, then C ∼ = C. Moreover, in this case for any tensor category D one has C ⊠ D ∼ = C ⊠ D. Subsection 9.12) then this property holds only if t ∈ F p ⊂ k; namely, if σ is the cyclic permutation on X ⊗p , where X is the tautological object, then (1 − σ) p = 0 but Tr(1 − σ) = t p − t. 2 Note that any Karoubian linear category with finite dimensional morphism spaces satisfies the Krull-Schmidt theorem, which says that any object has a unique decomposition into a direct sum of indecomposables (up to a non-unique isomorphism); for this reason, such categories are sometimes called Krull-Schmidt categories.
2. If char(k) = p > 0 and C = Rep k (Z/p) then C is the Verlinde category Ver p introduced by Gelfand-Kazhdan and Georgiev-Mathieu, see [O] and references therein.
3. Let char(k) = 0 and C = Rep GL(n|1), n ≥ 1. Then C = Rep(GL(n − 1) × GL(1) × GL(1)) ⊠ Supervec, where Supervec is the category of supervector spaces, see [H] , Theorem 4.13.
4. Let G = (Z/2Z) 2 and char(k) = 2. Then it is well known that indecomposable representations of G over k of non-zero mod 2 (i.e. odd) dimension are precisely Ω n (1), n ∈ Z, where Ω is the Heller shift operator, see e.g. [B1, Theorem 4.3.3] . Also one deduces from [B1, Corollary 3.1.6] that
Remark 2.8. 1. It is clear that if C is symmetric or braided, then so is C and the functor S.
2. If C is finite then C may be infinite (see Example 2.7(4)), and can, in fact, be unmanageably large, since the problem of classifying indecomposable objects in finite abelian categories is often wild (in fact, this is already so for Rep k (Z/p) 2 , where char(k) = p > 2).
Remark 2.9. 1. Let C = Rep H, where H is a finite dimensional Hopf algebra over a field k of characteristic zero. Then condition (2) of Theorem 2.6 (that dim L X = 0 if and only if dim R X = 0) holds for any pivotal structure. Indeed, we may assume that k = C. A pivotal structure on Rep H is given by a grouplike element g ∈ H such that gxg
. But g has finite order, so the eigenvalues of g are roots of unity, hence dim R X = dim L X, as desired. We expect that the same holds for any finite tensor category over a field of characteristic zero. However, the above condition can be violated for categories of finite dimensional modules or comodules over an infinite dimensional Hopf algebra. For example, let C be the category of finite dimensional representations of U q (b), q ∈ C × , where b ⊂ sl 3 is a Borel subalgebra. Recall that a pivotal structure on C is defined by the element K = q 2ρ . Let X be the U q (b) subrepresentation of the adjoint representation of U q (sl 3 ) (with highest weight α 1 + α 2 ) spanned by the vectors whose weights are positive roots. Then dim L X = 2q 2 + q 4 and dim
The same happens in characteristic p, even for a finite dimensional Hopf algebra. Namely, we can take the same example. Note that q 2 = −2 is then a root of unity (or some order dividing p − 1), so one may replace U q (b) with the corresponding small quantum group u q (b). 2. Condition (1) of Theorem 2.6 holds true if C is an abelian tensor category, since the quantum trace is additive on exact sequences, see e.g. [EGNO, Proposition 4.7.5] . Moreover, assume that there exists a pivotal tensor functor C → D, where the category D satisfies condition (1) of Theorem 2.6 (e.g., D is abelian). Then obviously the category C also satisfies condition (1) of Theorem 2.6. This observation was used by U. Jannsen to prove that the category of numerical motives is semisimple, see [Ja] . Moreover, the assumption on finite dimensionality of morphism spaces in C in Theorem 2.6 can be dropped if there exists a pivotal monoidal functor F : C → D ′ , where all morphism spaces in D ′ are finite dimensional, since the tensor ideal of morphisms sent by F to zero consists of negligible morphisms, which implies finite dimensionality of morphism spaces in C/N (C).
Here is an example of such a situation. Take any collection of morphisms in a symmetric tensor category D, compute some of relations between them, and define C to be the Karoubian envelope of the universal symmetric monoidal category generated by morphisms satisfying these relations. Then we have an obvious symmetric monoidal functor C → D, hence the semisimplification of C is a semisimple symmetric tensor category.
3.
General results on semisimplification of tensor categories 3.1. Splitting of the semisimplification functor for Tannakian categories in characteristic zero, reductive envelopes, and the Jacobson-Morozov lemma. For Tannakian categories in characteristic zero, André and Kahn showed that the semisimplification functor S admits a splitting S * , and used it to show the existence and uniqueness (up to conjugation) of the reductive envelope of any affine proalgebraic group in characteristic zero. In this subsection we review this theory (cf. [AK] , [S] ).
Theorem 3.1. ( [AK] , Theorem 1, Theorem 2) If char(k) = 0 and C = Rep G is a Tannakian category over k (where G is an affine proalgebraic group over k), then the functor S : C → C admits a splitting S * : C → C, a surjective tensor functor such that S * (X) ∼ = X for each indecomposable X ∈ C, and S • S * ∼ = Id as a symmetric tensor functor.
Now let C be as above and F be the forgetful functor C → Vec. Then F • S * : C → Vec is a fiber functor, so by the Tannakian formalism ( [DM] ), we have C = Rep G, where G := Aut(F • S * ) is a reductive affine proalgebraic group, equipped with a homomorphism 
Moreover, φ is unique up to conjugation in L by elements commuting with φ(G).
Proof. The morphism φ gives rise to a symmetric tensor functor Φ :
Even though S may not be exact on any side, the functor Φ ′ is exact since the category
This functor is exact since its source is a semisimple category, so it is a symmetric tensor functor, and it is easy to see that it is naturally isomorphic to Φ as a tensor functor. This means that the homomorphisms φ and φ
Finally, let us show that the homomorphism φ in the theorem is determined uniquely up to conjugation in L (automatically by elements commuting with φ(G)). To this end, let Φ : Rep L → Rep G be the functor defined by φ. Then S * • Φ = Φ, hence, postcomposing with S, we get Φ = S • Φ. Thus, Φ is uniquely determined and hence φ is determined up to conjugation, as desired.
Remark 3.4. A geometric proof of the existence and properties of the reductive envelope is given in [S] .
Example 3.5. Consider the special case G = G a . In this case the indecomposable representations of G are unipotent Jordan blocks J n of sizes n = 1, 2, 3..., so it is easy to see that Rep G ∼ = Rep SL(2) (as the Grothendieck ring of Rep G coincides with that of Rep SL(2), and the dimensions of nonzero objects of Rep G are positive). So in this case the existence of G is easy (namely, G = SL (2)), and the existence of the splitting S * is also straightforward (namely, S * is induced by the standard inclusion ψ G : G a ֒→ SL(2) as upper triangular matrices with ones on the diagonal). Thus, Theorem 3.3 in this case tells us that any homomorphism φ : G a → L for a reductive proalgebraic group L uniquely (up to conjugacy) factors through a homomorphism φ : SL(2) → L. As pointed out in [AK, S] , this implies the celebrated Jacobson-Morozov Lemma:
Proposition 3.6. Let L be a reductive algebraic group over k, and u ∈ L a unipotent element. Then there exists a homomorphism θ :
Moreover, θ is unique up to conjugation by the centralizer Z u of u.
Proof. Let G be the 1-parameter unipotent subgroup of L generated by u, and φ : G → L be the corresponding embedding. Identify G with G a by sending u to 1. Then it remains to apply Theorem 3.3 and set θ = φ.
Note that when G is an algebraic group then G is typically only a proalgebraic group (of infinite type), which can be very large. In fact, this is already so when G = G 2 a , since the problem of classifying pairs of commuting matrices is well known to be wild; i.e., the case G = G a (leading to the Jacobson-Morozov Lemma) is a rare exception. In other words, the whole category Rep G is typically unmanageable. However, it makes sense to consider tensor subcategories of this category generated by a single object, which are more manageable. Namely, we have the following corollary.
Corollary 3.7. Let G be an affine algebraic group over k, and V ∈ Rep G a faithful representation of G (so that G ֒→ GL(V )). Then there exists a reductive algebraic group
hence we have a natural homomorphism G → G V , which is obviously injective, as desired.
Definition 3.8. We will call G V the reductive envelope of G inside GL(V ).
Remark 3.9. 1. Let C = Rep k Z/p , where char(k) = p ≥ 5. Then a tensor functor S * : C → C does not exist, since C = Ver p contains objects of non-integer Frobenius-Perron dimension. Also, if C = Rep GL(n|1) over k of characteristic zero then a symmetric functor S * as is Theorem 3.1 does not exist, either. Indeed, if V is the vector representation of GL(n|1) then ∧ n−1 S(V ) = 0 (cf. Example 2.7(3)), while ∧ n−1 V = 0 (it is a negligible but nonzero object in C). In fact, it is clear that a splitting functor S * with the properties stated in Theorem 3.1 cannot exist if C has indecomposable objects of dimension 0.
2. Note that the existence of the group G such that Rep G ∼ = Rep G follows from Deligne's theorem ( [D1] , Theorem 7.1), since Rep G is a symmetric tensor category over k in which nonzero objects have positive integer dimensions. This is, in fact, used in the proof of Theorem 3.1 in [AK] .
Moreover, using a more general version of Deligne's theorem for supergroups, [D2] , one can see that if G is an affine proalgebraic supergroup over k of characteristic zero and z ∈ G an element of order ≤ 2 acting on O(G) by parity, and Rep(G, z) is the category of representations of G on superspaces on which z acts by parity, then Rep(G, z) = Rep(G, z) for some reductive proalgebaric supergroup G, i.e., one whose representation category is semisimple, see [H] , Theorem 2.2. In particular, for each V ∈ Rep(G, z), V generates a category Rep (G V , z) , where G V is a reductive algebraic supergroup (a quotient of G). This means that the connected component of the identity
V is a usual reductive group, and LieG − V is a direct sum of Lie superalgebras of type osp(1|2n), see [W] .
In fact, as was explained to us by Thorsten Heidersdorf, the symmetric structure of the category is not essential in the André-Kahn theorem on the existence of splitting of the semisimplification functor. Namely, Theorem 12.1.1 and 13.2.1 of [AK] immediately imply the following theorem:
Theorem 3.10. Let C be a Karoubian pivotal category as in Theorem 2.6, such that the ideal N (C) of negligible morphisms in C coincides with the nilpotent radical rad(C) of C (where rad(C)(X, Y ) is the intersection of the radical of the algebra End(X ⊕ Y ) with Hom C (X, Y )); in other words, C has no nonzero indecomposable objects of zero dimension. Then the semisimplification functor S : C → C admits a monoidal splitting S * : C → C.
Corollary 3.11. Let C be a Karoubian pivotal category as in Theorem 2.6. Then following conditions are equivalent:
(i) Any indecomposable direct summand in a tensor product of two indecomposable objects of nonzero dimension also has nonzero dimension; in other words, indecomposables of nonzero dimension span a full monoidal subcategory of C.
(ii) The semisimplification functor S : C → C admits a monoidal splitting S * : C → C.
Proof. It follows from Theorem 3.10 that (i) implies (ii). To prove that (ii) implies (i), assume that (i) fails, and let X, Y be simple objects of nonzero dimension such that X ⊗ Y ∼ = Z ⊕ T where Z = 0 is indecomposable and has dimension zero. Then
So if there is a monoidal splitting S * , then applying S * to the last equality, we get X ⊗ Y ∼ = T . Thus, T ∼ = Z ⊕ T , which contradicts the Krull-Schmidt theorem.
In particular, this implies existence of reductive envelopes for quantum groups. Namely, let H be a Hopf algebra over a field k in which the squared antipode is given by conjugation by a character χ ∈ H * (thereby defining a pivotal structure on Corep(H)), with no indecomposable finite dimensional comodules M = 0 of zero dimension. Then the category Corep(H) satisfies the assumptions of Theorem 3.10. Therefore, we obtain Proposition 3.12. There exists a unique universal cosemisimple Hopf algebra H with a surjective homomorphism s : H → H (in other words, any Hopf algebra homomorphism H ′ → H from a cosemisimple Hopf algebra H ′ uniquely factors through s). Namely,
The proof is analogous to the case when H is commutative over C (i.e., the case of proalgebraic groups). Heuristically writing G = Spec(H) and G = Spec(H), we may say that the reductive quantum group G is the reductive envelope of the quantum group G.
Example 3.13. Let q be a transcendental number, or, more generally, a complex number which is not a root of any polynomial with positive integer coefficients, say a positive real number or its image under an automorphism of C. Let B q be the quantum Borel subgroup of the quantum group G q attached to a simple complex algebraic group G. The category Rep(B q ) = Corep(O(B q )) has a pivotal structure given by the element q 2ρ of the corresponding quantum enveloping algebra. Therefore, the dimension (both left and right) of any nonzero representation of B q is a Laurent polynomial in q with positive integer coefficients. Thus, this dimension is nonzero. Hence Proposition 3.12 applies, and H := O(B q ) is the quotient of some cosemisimple Hopf algebra H := O(B q ) for some reductive quantum group B q , such that every representation of B q factors canonically through B q .
3.2. Compatibility of semisimplification with equivariantization. Now let C be a tensor category and L be a finite group acting on C. Let C L be the L-equivariantization of C ( [EGNO] , Subsection 4.15). The following lemma is easy ( [EGNO] , Exercise 4.15.3).
Lemma 3.14.
Clearly, any action of L on C descends to its action on the semisimplification C.
Proposition 3.15. If |L| = 0 in k and L preserves the spherical structure of C then L-eqiuvariantization commutes with semisimplification. In other words, we have a natural equivalence of tensor categories
Proof. We have a natural forgetful functor F :
Thus, since F (f ) commutes with L and the action of L preserves traces, we have
as desired. Thus, the functor F descends to a tensor functor F : C L → C. Moreover, for any T ∈ C L the object F (T ) has a natural structure of an L-equivariant object (coming from that of T ), so the functor F factors naturally through a tensor functor E :
It remains to show that E is essentially surjective, i.e. every simple object of C L is of the form E(T ). To this end, note that every simple
, where V = X is a simple object of C and ρ is an irreducible representation of L V . Since
The proposition is proved.
Corollary 3.16. In the setup of Lemma 3.14 assume that
Proof. This follows from Proposition 3.15 and Lemma 3.14. Definition 3.19. Let us say that I is dimension-scaling if dim
Proposition 3.20. If F has a nonzero index and I is dimensionscaling then
(ii) for any negligible morphism f in C, the morphism F (f ) is negligible in D.
Proof. We have a functorial isomorphism ε Y :
Since I is dimension-scaling, we have
Since d = 0, this implies (i). Now let us prove (ii). For this, note that if
Proof. By decomposing V into generalized eigenobjects of h, we may assume that h has a single eigenvalue λ. Then h = λId + h 0 , where h 0 is nilpotent, so I(h) = λId + I(h 0 ). Since I(h 0 ) is nilpotent, the desired statement reduces to the identity dim I(V ) = d dim V for all V ∈ D, which holds since I is dimension-scaling. Now let g : F (Y ) → F (X) be a morphism. Then by Lemma 3.21,
But this is zero, since I(F (f )) is negligible. Since d = 0, this implies that Tr(F (f ) • g) = 0, i.e., F (f ) is negligible, yielding (ii).
Proposition 3.20 immediately implies
Corollary 3.22. If F has a nonzero index and I is dimension-scaling then F descends to a tensor functor F : C → D.
Now let H be an involutive finite dimensional Hopf algebra over any algebraically closed field k (i.e., S 2 = Id, where S is the antipode of H), and K be a Hopf subalgebra in H; for example, H is cocommutative (e.g., a group algebra). Then C = Rep H and D = Rep K are finite spherical tensor categories, where dimensions are the usual dimensions (projected to k). Restriction from H to K defines a surjective tensor functor F : C → D. Let I : Rep(K) → Rep(H) be the right adjoint to this functor, i.e., the induction functor, I(V ) = Hom K (H, V ).
Recall that by the Nichols-Zoeller theorem [NZ] , H is a free Kmodule, of some rank d. 
Our main result in this section is the following theorem.
Theorem 4.2. The functor F in Proposition 4.1 is an equivalence of tensor categories.
Theorem 4.2 is proved in the next subsection. Let L = N G (P )/P .
Proof. This follows from Theorem 4.2 and Corollary 3.16, since |L| = 0 in k (as P ⊂ G is a p-Sylow subgroup).
Proof of Theorem 4.2.
To prove Theorem 4.2, we will use the theory of vertices of modular representations and the Green correspondence (see e.g. [A] , Chapter III), which we will now recall. Let M be a finite dimensional representation of a finite group G over a field k of characteristic p. Let H be a subgroup of G. Proof. The result is well known, but we give a proof for reader's convenience. Let H be the vertex of M, so M is a direct summand of Ind G H V for some H−module V . For the sake of contradiction assume that H is not conjugate to P . We will prove: (a) any direct summand of Ind G H V has dimension zero. This is a contradiction with our assumption on H, since M is one of such direct summands. We deduce (a) from the following stronger statement:
(b) any direct summand of Res By the assumption P ∩ sHs −1 is strictly contained in P for any s. Since P is p−group, P ∩ sHs −1 is a subnormal subgroup of P . Thus by Green's indecomposability Theorem (see [A, III.8, Theorem 8] ) the functor Ind P P ∩sHs −1 sends indecomposable modules to indecomposable ones. In particular, any direct summand of Ind 
where N is a direct sum of indecomposable N G (P )-modules with vertices other than H.
We can now prove Theorem 4.2. Let T ∈ Rep G be a simple object. Then T = X, where X ∈ Rep G is an indecomposable module of nonzero dimension. Hence, by Proposition 4.7, the vertex of X is P . Hence, by Theorem 4.8, X| N G (P ) = X
• ⊕ N, where N is a direct sum of indecomposable N G (P )-modules whose vertices are different from P . Then by Proposition 4.7, the dimension of each of these indecomposable modules is zero, hence N is negligible. This means that F (T ) = X • , which is a simple object of Rep N G (P ). This shows that the functor F is injective. Now let Z ∈ Rep N G (P ) be a simple object. Then Z = Y for some
Thus, F is an equivalence, as claimed.
4.3.
The case of Sylow subgroup of prime order. Let us now consider the simplest nontrivial special case of Theorem 4.2, when the p-Sylow subgroup of G has order p. 
The group of tensor automorphisms of the identity functor of Supervec is Z/2. Hence, actions of L on Supervec correspond to elements H 2 (L, Z/2). Let c ∈ H 2 (L, Z/2) be the element corresponding to the action as above, and let us compute c. Since the action of L on Z/p factors through an action of Z/(p − 1), the element c is pulled back from a canonical elementc ∈ H 2 (Z/(p − 1), Z/2) = Z/2.
Proposition 4.10. The elementc is nontrivial.
Proof. It suffices to show that the pullback ofc to Z/2 ⊂ Z/(p − 1) is nontrivial. For this purpose, it suffices to consider the semisimplification of Rep k D p , where D p := Z/2 ⋉ Z/p is the dihedral group. In Rep k D p we have an invertible object X of vector space dimension p−1, which has composition series k + , k − , ..., k + , k − , where k + is the trivial representation of Z/2 and k − is the sign representation, and it suffices to show that X has order > 2. But we have X = X * ⊗ k − . Thus, X cannot have order 2, as desired.
Let L be the central extension of L by Z/2 defined by the cocycle c, and let z be the generator of the central subgroup Z/2 ⊂ L.
Corollary 4.11. If p is odd and P = Z/p then
where Rep k ( L, z) is the category of representations of L on supervector spaces, so that z acts by the parity operator.
4.4.
The case of the symmetric group S p+n , where n < p. If p = 2 then we have Rep k S 2 = Rep k S 3 = Vec k . So consider the case p > 2. Let G = S p+n , where 0 ≤ n < p. Then P = Z/p, and N G (P ) = S n × Z/(p − 1) ⋉ Z/p. Thus, by Corollary 4.11,
where z is the element of order 2 in Z/2(p − 1). In particular, for n ≥ 2 the group of invertible objects of this category is Z/2 × Z/2(p − 1).
In particular, we obtain the following proposition.
Proposition 4.12. If n < p then the restriction functor
Proof. The functor Res descends to a tensor functor Rep k S n+p → Rep k (S n × S p ) by Corollary 3.22, and this tensor functor is an equivalence since the inclusion S n × S p ֒→ S n+p induces an isomorphism of the normalizers of the Sylow p-subgroups.
Let us now describe the functor S more explicitly, in the special case n = 0, i.e., C = Rep k S p , where p > 2. It is well known that in this case we have a unique non-semisimple block B of defect 1, namely, the block of the trivial representation. The blocks of defect zero consist of objects of dimension 0, so they are killed by S. So let us first consider the images under S of the simple objects of B. These objects have the form ∧ i V p−2 , i = 0, ..., p − 2, where V p−2 is the p − 2-dimensional irreducible representation of S p which is the middle composition factor in the permutation representation. To compute the image S(V p−2 ) of V p−2 , denote by L i i = 1, 3, 5, ..., p − 2 the simple objects of Ver + p (so that L 1 = 1), and by χ the generator of Rep k (Z/2(p − 1)). The object S(V p−2 ) has to be simple and has dimension −2, so it has the form L p−2 ⊗ χ m , where m is even as dim χ = −1. Moreover, S 2 V p−2 contains 1 as a direct summand, which implies that m = 0 or m = p−1. Finally,
is nontrivial, which implies that m = p − 1. Thus,
This means that S(∧
for odd i ≤ p − 2, and
for even i ≤ p − 2. Now consider the representation V p−1 of S p on the space of functions on [1, p] modulo constants. Then S(V p−1 ) has dimension −1, so it is of the form χ m for some odd m. Moreover, it is well known that ∧ i V p−1 is indecomposable for i ≤ p−1. Since it is not invertible for 0 < i < p−1, we see that χ mi = 1, χ p−1 for any 0 < i < p − 1. Also χ m(p−1) = χ p−1 . This implies that the order of χ m is 2(p − 1), so we may assume that m = 1 by making a suitable choice of χ. Thus, for a suitable choice of χ we have
The suitable choice of χ is well defined only up to the change χ → χ p , since the group Z/2(p−1) has an automorphism of order 2 (sending 1 to p) which acts trivially on Z/(p−1) = Aut(Z/p). Thus, the well-defined question is to determine χ 2 , which is a character of Aut(Z/p), naturally identified with F × p . Then it is easy to show by a direct calculation that χ 2 is the natural inclusion F × p ֒→ k × coming from the inclusion of fields
Thus, we obtain Proposition 4.13. The category Rep k S p is generated by V p−2 and V p−1 . In other words, the simple objects of Rep k S p have the form
, where 0 ≤ m ≤ p − 2 and 0 ≤ i ≤ p − 2 (so the total number of simple objects is (p − 1)
2 ).
4.5.
Application: the semisimplification of the Deligne category Rep ab S n . Let n be a nonnegative integer, and k be a field of characteristic zero. Let RepS n denote the Karoubian Deligne category over k defined in [D3] (its main property is that it can be interpolated to non-integer values of n in k). This category has a tensor ideal I such that RepS n /I = Rep k S n . Moreover, it is known (see [D3] , [CO] ) that RepS n has an abelian envelope Rep ab S n ; in particular, the trace of any nilpotent endomorphism in RepS n vanishes. Since I consists of morphisms factoring through negligible objects (i.e., direct sums of indecomposable objects of dimension zero), and Rep k S n is semisimple, we see that I = N (C) is the full ideal of negligible morphisms (i.e., every negligible morphism factors through a negligible object), and the semisimplification RepS n coincides with Rep k S n .
The question of describing the semisimplification of the abelian envelope Rep ab S n is more interesting. The answer is given by the following theorem.
Theorem 4.14. (i) The restriction functor
induces an equivalence between the semisimplifications of these categories.
(ii) We have an equivalence of symmetric tensor categories Rep
Proof. We will use the approach of [Ha] to Deligne categories. Namely, let us take k = C. Then, according to [Ha] , Theorem 1.1(b), we have
where lim denotes an appropriate ultrafilter limit (i.e., ultraproduct). More precisely, this means that Rep ab S n is the tensor subcategory in the appropriate ultrafilter limit tensor generated by the "permutation" object P (the analog of the permutation representation). It is easy to see that the ultrafilter limit commutes with the semisimplification, so (i) follows from Proposition 4.12.
By virtue of (i), it suffices to check (ii) for n = 0. In this case, according to Subsection 4.4, Rep F p S n+p = Rep F p S p is generated by V p−2 and V p−1 . In the ultrafilter limit, the sequences of representations V p−2 and V p−1 converge to the objects V −2 and V −1 of Rep ab S 0 (of dimensions −2 and −1, respectively), defined by the (non-split) exact sequences
(in particular, V −2 is simple). Thus, by Proposition 4.13, the category Rep ab S n is generated by V −2 and V −1 . Moreover, since
we find that V −2 generates a subcategory with Grothendieck ring of Rep k SL(2). Since dim V −2 = −2, this is the category Rep k (SL(2), −1). Similarly, since V p−1 is invertible of order 2(p − 1), we see that V −1 is invertible of infinite order, so since its dimension is −1, it generates Rep k (GL(1), −1). Thus, together these two objects generate the category Rep k S n ⊠ Rep k (GL(1) × SL(2), (−1, −1)), as claimed.
Semisimplification of some non-symmetric categories
Let char(k) = 0, q ∈ k × , and H q be the Hopf algebra generated by the grouplike element g and element E with defining relation gEg −1 = qE and coproduct defined by ∆(E) = E ⊗ g + 1 ⊗ E. Then S(E) = −Eg −1 , so S 2 (E) = gEg −1 = qE. Let C q ⊂ Rep H q be the category of finite dimensional representations of H q on which g acts semisimply with eigenvalues being powers of q. This category has a pivotal structure defined by the element g.
5.
1. Generic q. First assume that q is not a root of unity. Then for any V ∈ C q , E| V is nilpotent, since E maps eigenvectors of g with eigenvalue λ to those with eigenvalue λq. Thus, the indecomposable objects of C q are V m 1 ,m 2 , where m 1 ≥ m 2 are integers, namely, Jordan blocks for E of size m 1 − m 2 + 1 containing a nonzero vector v with gv = q m 1 v, Ev = 0. Then dim V m 1 ,m 2 = q m 2 + ... + q m 1 , which is never zero, so there is no nonzero negligible objects. It is easy to see that the tensor product of V m 1 ,m 2 obeys the same fusion rules as representations of GL q (2) with highest weights (m 1 , m 2 ), where q 2 = q. From this we obtain Proposition 5.1. One has C q ∼ = Rep GL q (2).
Proof. Let us construct a tensor functor T : Rep GL q (2) → C q such that S • T is an equivalence Rep GL q (2) → C q . For this purpose, consider the Hopf algebra U q (gl 2 ) with generators g 1 , g 2 , e, f such that g 1 , g 2 are commuting grouplike elements and
Let us realize Rep GL q (2) as the category of finite dimensional representations of U q (gl 2 ) on which g 1 , g 2 act semisimply with eigenvalues being powers of q. Let J be the twist for U q (gl 2 ) which acts on v ⊗w by q −rs when g 1 v = q r v and g 2 w = q s w. Then the conjugated coproduct ∆ J (a) := J −1 ∆(a)J of the element e has the form
1 ⊗ e. Thus, settingē := g 1 e, we have
We therefore have an inclusion of Hopf algebras ψ :
given by ψ(g) = g 2 1 , ψ(E) =ē, which defines the desired tensor functor T .
5.2. Roots of unity. Now consider the case when q is a root of unity of some order n, which is more interesting. For simplicity assume that n ≥ 3 is odd, and let q be a root of unity of order 2n such that q 2 = q. In this case, by definition, C q = Rep H q /(g n − 1) is the category of finite dimensional representations of the quotient Hopf algebra H q /(g n − 1). Note that the action of E on objects of C q no longer needs to be nilpotent. Namely, E n is a central element which
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can act on a simple module by an arbitrary scalar. However, if E n = λ = 0 on some simple module V , then given an eigenvector v ∈ V of g with eigenvalue γ, the elements v, Ev, ..., E n−1 v are a basis of V , so V has dimension γ(1 + q + q 2 + ... + q n−1 ) = 0. Thus, the action of E on any non-negligible indecomposable module must be nilpotent. This shows that the non-negligible indecomposable modules are still V m 1 ,m 2 , but now d := m 1 − m 2 + 1 is not divisible by n, and also m := m 1 is defined only up to a shift by n. We will denote this module by V (m, d) . Thus, the simple objects of C q are V (m, d), where 0 ≤ m ≤ n − 1 and d ≥ 1, not divisible by n. Note that
To compute the fusion rules in C q , consider the Hopf subalgebra K q ⊂ H q generated by g and E n (this Hopf algebra is commutative and cocommutative, as E n is a primitive element). Let χ be the generating character of the cyclic group generated by g such that χ(g) = q. Then the Green ring of the category of finite dimensional representations of
, where R is the representation ring of SL(2). Moreover, if X ∈ C q is a negligible indecomposable module over H q /(g n − 1) then its restriction to K q /(g n −1) lies in the ideal of R[Z/n] generated by 1 + χ+ ... + χ n−1 . Thus we have a natural homomorphism
Let us now compute θ(V (m, d) ). First, it is clear that θ(V (m, 1)) = χ m . Also, for a simple object X ∈ C q , let ν(X) ∈ Z/2n be defined by ν (V (m, d) 
, where the order of q is 2n, and q 2m−d+1 = q m 1 +m 2 is determined by the action of the central element g 1 g 2 ). Thus, the subcategory C 0 q spanned by V (m, d) with 2m − d + 1 = 0 modulo 2n, is a tensor subcategory of C q . Moreover, it is easy to check that the restriction
is injective. Now, the basis of Gr(C 0 q ) is formed by V (m, 2rn + 2m + 1), r ≥ 0. Consider first the case r = 0, 0 ≤ m ≤ n−3 2
. In this case, we get
This means that the collection of (n − 1)/2 objects V (m, 2m + 1), 0 ≤ m ≤ (n − 3)/2 span a tensor subcategory, whose Grothendieck ring is 23 that of Ver + q , the even part of the category Ver q (the fusion category attached to U q (sl 2 )). Now, let W i ∈ R be the i + 1-dimensional irreducible representation of SL(2). Then it is easy to see (by looking at bases of representations) that
This means that the collection of objects V (0, 2rn + 1), V (−1, 2rn − 1), r ≥ 1 spans a tensor subcategory with Grothendieck ring of Rep P GL(2), with V (0, 2rn + 1) → U 4r+1 , V (−1, 2rn − 1) → U 4r−1 , with U s denoting the irreducible representation of P GL(2) of dimension s. Indeed, let us evaluate the characters of W i at the point −x. Then we have
which implies the statement. We also note that the object V (n − 1, n − 1) is invertible and has order 2.
The analysis of the case when n is even is similar, using Theorem A.3.
Thus we obtain Theorem 5.2. The Grothendieck ring of C q is isomorphic to the Grothendieck ring of the category
Corollary 5.3. (i) The category spanned by V (0, 2rn + 1), V (−1, 2rn − 1) is a tensor category equivalent to Rep OSp(1|2).
(ii) The category spanned by V (m, 2m + 1), V (m, 2m + 1)⊗V (n − 1, n − 1), 0 ≤ m ≤ (n − 3)/2 is a tensor category equivalent to Ver q . Proof. Part (i) follows fromTheorem 5.2 and Theorem A.1 (ii) (since the generating object V (−1, 2n−1) corresponding to U 3 has dimension −1).
Part (ii) follows from Theorem 5.2 and Theorem A.3, Remark A.4(iii) .
Thus we expect that there is an equivalence of tensor categories
Note that this does not immediately follow from Theorem 5.2 since the external tensor product C ⊠ D might have nontrivial associators (for instance this is the case when both categories C and D are pointed).
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6. Surjective symmetric tensor functors between Verlinde categories Ver p (G) Let G be a simple algebraic group over Z, h = h(G) the Coxeter number of G, and p ≥ h a prime. Let k be an algebraically closed field of characteristic p. Let Ver p (G) = Ver p (G, k) be the associated Verlinde category of G, i.e., the semisimplification of the category Tilt(G) of tilting modules for G over k. For example, Ver p (SL(2)) = Ver p .
Similarly one defines Ver p (G) when G is connected reductive. In this case we should require that p ≥ h i for all i, where h i are the Coxeter numbers of all simple constituents of G. Note that Ver p (G) is a fusion category (i.e., finite) if and only if G is semisimple.
We would like to construct surjective symmetric tensor functors Ver p (G) → Ver p (K) for simple G. To this end, suppose that φ : K ֒→ G is an embedding of reductive algebraic groups. In this case, we have the following proposition.
Proposition 6.1. Let p be sufficiently large, and let T be a tilting module for G. Then T | K is also a tilting module.
Proof. The module T occurs as a direct summand in V ⊗m , where V is the direct sum of the irreducible G-modules whose highest weights generate the cone of dominant weights for G. Hence T | K is a direct summand in V ⊗m | K . But V | K is a direct sum of simple K-modules with small highest weights (compared to p), which are therefore tilting. Thus, T | K is tilting.
Proposition 6.2. Let p be sufficiently large, and let K contain a regular unipotent element of G (equivalently, a principal SL(2)-subgroup of G). Then for any negligible tilting module T over G, the restriction T | K is negligible.
Proof. Let u ∈ K(k) be a regular unipotent element of G, and U ∼ = Z/p be the subgroup generated by u. Then by [J] , E13, T | U is projective, hence negligible. This implies that T | K is negligible.
Corollary 6.3. If K contains a regular unipotent element of G then for large enough p we have a surjective tensor functor F :
Proof. By Proposition 6.1, we have a monoidal functor Res : Tilt(G) → Tilt(K), and by Proposition 6.2, it maps negligible objects to negligible ones. Hence, this functor descends to a tensor functor between the semisimplifications Res : Tilt(G) → Tilt(K). This implies the required statement, since Tilt(G) ∼ = Ver p (G) (and similarly for K), so we can take F = Res, and it is clear that this functor is surjective. Corollary 6.3 raises a question of classification of pairs K ⊂ G, where G is simple, K is connected reductive, and K contains a regular unipotent element of G. Let us call such a pair a principal pair. It is clear that it suffices to classify the corresponding pairs of Lie algebras (which we also call principal); namely, a principal pair of groups K ⊂ G is determined by a principal pair of Lie algebras k ⊂ g and a central subgroup in G. The question of classification of principal pairs of Lie algebras is solved by the following theorem.
Theorem 6.4. [SS] The principal pairs of Lie algebras k ⊂ g (with a proper inclusion) are given by the following list:
(1) sp(2n) ⊂ sl(2n), n ≥ 2; (2) so(2n + 1) ⊂ sl(2n + 1), n ≥ 2; (3) so(2n + 1) ⊂ so(2n + 2), n ≥ 3; (4) G 2 ⊂ so (7); (5) G 2 ⊂ so(8); (6) G 2 ⊂ sl(7); (7) F 4 ⊂ E 6 . (8) sl 2 ⊂ g for any simple g. Namely, the subalgebras (1),(2),(3),(5),(7) are obtained as fixed points of a Dynkin diagram automorphism, (4) is obtained by composing (5) and (3), and (6) is obtained by composing (5) and (2).
Note that Theorem 6.4 holds not only in characteristic zero but also in sufficiently large characteristic (for each fixed g).
Question 6.5. Suppose that the groups K G are fixed. Is it true that for large enough p, all surjective tensor functors F : Ver p (G) → Ver p (K) are given by Corollary 6.3 (up to autoequivalences of Ver p (G) and Ver p (K))?
Objects of finite type in semisimplifications
Let D be a semisimple tensor category and X ∈ D. Let us say that X is of finite type if the number of isomorphism classes of simple objects occurring in tensor products of X and X * is finite; i.e., X generates a fusion subcategory D X ⊂ D. If C is the semisimplification of a category C, and X ∈ C, we will say that X is of finite type if so is X. It is an interesting question which objects of C are of finite type. Note that according to Example 2.7(4), X does not have to be of finite type even if C is the representation category of a finite group (e.g. C = Rep k (Z/2) 2 for char(k) = 2). Yet, a lot of interesting representations of finite groups do turn out to be of finite type, and generate interesting fusion categories. The goal of this subsection is to give some examples of such representations.
Let H be an affine algebraic group over an algebraically closed field k of characteristic zero. Let V be a rational representation of H. Let H V be the reductive envelope of H inside GL(V ) defined in Definition 3.8. Assume that H contains a regular unipotent element of H V . (e.g. H = U n , the maximal unipotent subgroup of SL(n) and V = k n ; then H V = SL(V )). Note that all this data is defined over some finitely generated subring R ⊂ k, hence can be reduced modulo p for sufficiently large p; namely, given a homomorphism ψ : R → F p , we have ψ(R) = F q , where q = p r for some r, and we have a chain of finite groups
it is a representation of these finite groups over F p . Let C := Rep Fp H(F q ).
Theorem 7.1. For large enough p, the category C V ψ generated by V ψ is a quotient of Ver p (H V ) = Ver p (H V , F p ). In particular, the object V ψ is of finite type in C.
Proof. We have an additive monoidal restriction functor
hence an additive monoidal functor
Moreover, the image of a negligible module under the functor Res is negligible, as it is already so after restricting to the group Z/p generated by a regular unipotent element of H V contained in H(F q ) ( [J] , E13). Hence the functor S • Res descends to a tensor functor F : Ver p (H V ) → Rep Fp H(F q ) (this functor is automatrically exact since the source category is semisimple). Moreover, the functor F lands in C V ψ , so we get a surjective tensor functor F : Ver p (H V ) → C V ψ . In particular, in this case C V ψ is a quotient of Ver p (H V ), thus a fusion category if H V is semisimple.
Moreover, even if H V is not semisimple but only reductive, C V ψ is still a fusion category, since 1-dimensional representations of H V obviously have finite order when restricted to the finite group H(F q ).
Conjecture 7.2. For sufficiently large p the surjective tensor functor F : Ver p (H V ) → C V ψ is an equivalence.
Remark 7.3. Let C be a symmetric tensor category over a field k of characteristic p > 0, C be its semisimplification, and X ∈ C. According to Conjecture 1.3 of [O] , there should be a Verlinde fiber functor F : C X → Ver p (this is actually a theorem if X is of finite type, see [O] ). So, in particular, assuming this conjecture, we can define the number d(X) := FPdim(F (X)), the Frobenius-Perron dimension of F (X). A more refined invariant is the full decomposition of F (X) into the simple objects
It is an interesting question how to compute these invariants for a given X (actually, this question can also be asked in characteristic zero, with Ver p replaced by Supervec). Also, one can define the affine group scheme G X = Aut(F ) in Ver p (or Supervec), and its dimension δ(X) is another interesting invariant of X. Note that X is of finite type if and only if δ(X) = 0. Also note that if X = V ψ in the setting of Theorem 7.1, then the above invariants can be easily computed using the results of [EOV] .
We also have the following proposition.
Proposition 7.4. Let G be a finite group and V a representation of G over an algebraically closed field k of characteristic p of dimension d < p. Suppose that there exists an element g ∈ G such that the restriction of V to the cyclic group generated by g is indecomposable. Then V is of finite type.
Proof. We may assume that V is faithful, i.e., G ⊂ GL(d). Let u be the unipotent part of g. Then u is a power of g and a regular unipotent element of GL(d) (as it acts indecomposably on V ). Hence the restriction functor Tilt (G) . In particular, the tensor category generated by V in the semisimplification of Rep k (G) is finite, as desired.
This proposition can be generalized as follows, with a similar proof: Proposition 7.5. Let G be a finite group and V a faithful representation of G over an algebraically closed field k of characteristic p of dimension d < p. Suppose that K ⊂ GL(d) is a reductive subgroup containing G, such that G contains a regular unipotent element of K. Then V is of finite type. In this section we describe the category C when C = Tilt(GL(n)) and char(k) = 2.
First recall Lucas' theorem in elementary number theory: Let a ∈ Z, b ∈ Z + with p-adic expansions
In particular,
is not divisible by p if and only if b i ≤ a i for all i.
Let V = k n be the tautological representation of GL(n). Recall that the indecomposable objects of the category C are the indecomposable direct summands in tensor products of the fundamental modules ∧ ℓ V , 1 ≤ ℓ ≤ n. Moreover, it is well known that we can take ℓ to be only powers of 2. Indeed, if ℓ = 2 k 1 + · · · + 2 kr with 0 ≤ k 1 < · · · < k r is the binary expansion of ℓ then by Lucas' theorem the multinomial coefficient
is odd. Now pick a subset of coset representatives C ⊂ S ℓ mapping bijectively onto the quotient S ℓ /(S 2 k 1 × · · · × S 2 kr ), and define the operator P := g∈C g on the space ∧ 2 k 1 V ⊗ · · · ⊗ ∧ 2 ks V . Since |C| = N, it is easy to see (e.g., by picking a basis of V ) that P 2 = P and Im(P ) = ∧ ℓ V , which shows that ∧ ℓ V is naturally a direct summand in ∧ 2 k 1 V ⊗ · · · ⊗ ∧ 2 ks V , as desired. This shows that the semisimplification C is generated by the objects X m := ∧ 2 m V , with 0 ≤ m ≤ log 2 n. Note that dim k X m = n 2 r , which by Lucas' theorem is odd if and only if the m-th digit (from the right) in the binary expansion of n is 1. Thus we can keep only X m with such values of m. In other words, C is generated by X m 1 , ..., X ms , where n = 2 m 1 + · · · + 2 ms , 0 ≤ m 1 < · · · < m s , is the binary expansion of n.
Proposition 8.2. Let n j = 2 m 1 + · · · + 2 m j , 1 ≤ j ≤ s, and let
, so X m j are invertible as well. Hence the category C is pointed.
Proof. To prove that Y j is invertible, it suffices to show that the module ∧ n j V ⊗ (∧ n j V ) * has a unique indecomposable direct summand of odd dimension, namely 1 (which is a direct summand using the evaluation and coevaluation maps). To this end, it suffices to show that this is so after restriction of this representation to any subgroup G ⊂ GL(n). Take G = GL(n j )×GL(n−n j ). Then V = V ′ ⊕V ′′ , where dim k V ′ = n j and dim k V ′′ = n − n j , and
Note that n − n j is divisible by 2 m j +1 > n j , hence by Lucas' theorem ∧ i V ′′ is even dimensional for any 0 < i ≤ n j . This means that any odd-dimensional indecomposable direct summand in the G-module Proposition 8.3. The objects X m j , j = 1, . . . , s are multiplicatively independent. In other words, we have C = Vec k (Z s ), where the group Z s is generated by the isomorphism classes of the objects X m j (or Y j ).
Proof. Assume the contrary, i.e., that we have a nontrivial relation , where ℓ ≤ s and p i , q i ∈ Z ≥0 with p i q i = 0 for 1 ≤ i ≤ ℓ and p ℓ = 0 (so q ℓ = 0). Let r = 2 m ℓ + · · · + 2 ms , so that n − r = 2 m 1 + · · · + 2 m ℓ−1 . Consider the subgroup G = GL(r) × GL(n − r) ⊂ GL(n). Then V = V ′ ⊕ V ′′ , where dim k V ′ = r and dim k V ′′ = n − r. For each 1 ≤ j ≤ ℓ, we have
Since r is divisible by 2 m ℓ and n − r < 2 m ℓ , all the indecomposable summands in this direct sum have even dimension except i = 0 for j < l and i = 2 m ℓ for j = ℓ. Thus, the only odd-dimensional indecomposable direct summand of ∧ 2 m j V | G is a trivial representation of GL(r) except for j = ℓ, in which case GL(r) acts on this summand by the determinant character. Thus, GL(r) acts trivially on the unique odd-dimensional indecomposable direct summand on the right hand side of (1) but by det p ℓ on such summand the left hand side, which is a contradiction. The goal of this Appendix is to deduce some classification results on categorifications of certain based rings from the results of [MPS] . We assume that the base field k is algebraically closed of characteristic zero.
A.1. We consider the based ring K ∞ (see [EGNO, Chapter 3] ) with basis X i , i ∈ Z ≥0 and with multiplication determined by
It is a classical fact that K ∞ is isomorphic to the representation ring of the group SO(3) via the map sending X i to a unique irreducible representation of dimension 2i + 1.
We will consider pivotal categorifications of K ∞ , that is, semisimple pivotal tensor categories C equipped with an isomorphism of based rings K(C) ≃ K ∞ (cf. [EGNO, 4.10] ). Any such category C is automatically spherical since every object of C is self-dual. Let X ∈ C be an object such that its class [X] corresponds to X 1 ∈ K ∞ . Let d ∈ k be the dimension of X. There exists q ∈ k such that d = [3] q = q 2 + 1 + q −2 .
Theorem A.1. (i) Assume that q 2 = 1 or that q 2 is not a root of 1. Then C is equivalent to the category Rep(SO(3) q ) (see [MPS, Section 4] ).
(ii) Assume q 2 = −1. Then C is equivalent to the category Rep(OSp(1|2)) (see [MPS, Section 4 
]).
Proof. Let C 0 be the monoidal subcategory of C generated by X and by (nonzero) morphisms 1 → X⊗X, X⊗X → 1, X → X⊗X, X⊗X → X. Thus:
objects of C 0 = X ⊗n , n ∈ Z ≥0 , morphisms of C 0 = morphisms in C which are linear combinations of tensor products and compositions of the four morphisms above.
Let N be the ideal of negligible morphisms in C 0 , and letC = C 0 /N be the quotient. Clearly dim HomC(X ⊗m , X ⊗n ) ≤ dim Hom C 0 (X ⊗m , X ⊗n ) (2) ≤ dim Hom C (X ⊗m , X ⊗n ).
The categoryC is an example of a (possibly twisted) trivalent category, as defined in [MPS, Section 7] (thusC satisfies the assumptions of [MPS, Definition 2 .1] except, possibly, the rotational invariance of the morphism X → X ⊗ X). Moreover, the numbers dim HomC(1, X ⊗k ) are bounded by the numbers d k = dim Hom C (1, X ⊗k ), which are easily computable using the isomorphism K(C) ≃ K ∞ . In particular, d k = 1, 0, 1, 1, 3 for k = 0, 1, 2, 3, 4. Since d = 2, [MPS, Proposition 7 .1] implies thatC is not twisted, that is,C is a trivalent category in the sense of [MPS, Definition 2.1] . Thus by [MPS, Theorem A] , C is equivalent to Rep(SO(3) q ) or Rep(OSp(1|2)); in particular, the Grothendieck ring K(C) of (the Karoubian envelope of)C is isomorphic to K ∞ = K(C). Thus, the inequalities in (2) are, in fact, equalities, and the category C is equivalent to the Karoubian envelope ofC. The result follows. Remark A.2. (i) We expect that the assumption on q in Theorem A.1 is automatically satisfied, i.e., there is no categorification of K ∞ where q 2 = ±1 is a root of 1. Moreover, it seems likely that the assumption on pivotality of C can also be dropped.
(ii) D. Copeland and H. Wenzl recently obtained a classification of ribbon categorifications of the based rings K(Rep(SO(n) q )) for any n. In particular this implies Theorem A.1 (and Theorem A.3 below) under an additional assumption that the category C is braided.
A.2. Fusion categories. For an integer l ≥ 2 we consider the based ring K l with basis X i , i = 0, . . . , l and with multiplication determined by X 0 = 1, X 1 X i = X i−1 + X i + X i+1 , i = 1, . . . l − 1, X 1 X l = X l−1 .
The ring K l can be considered as a truncated version of the ring K ∞ . It is well known that the ring K l has categorifications of the form Rep(SO(3) q ) = Ver
