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Abstract
This paper is concerned with the iterative solution of linear systems arising from stabilised discretisations of advection{
diusion problems on stretched nite element grids. Using nonuniform grids of this type leads, in general, to very badly
conditioned matrix problems. We therefore consider using GMRES in conjunction with a multigrid (MG) preconditioning
strategy. In particular, we show that in order to achieve the grid-size independent convergence which is characteristic of
MG methods, it is essential to use an eective stabilisation strategy at each level of the MG structure. c© 1999 Elsevier
Science B.V. All rights reserved.
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1. Introduction
The question of how to solve advection{diusion problems accurately and eciently is an impor-
tant topic of current numerical analysis research. It is well known that using standard nite element
discretisation methods can lead to oscillatory numerical solutions if the underlying grid is not suf-
ciently rened where the solution is rapidly changing [5]. Many dierent stabilisation techniques
have been proposed to try to resolve this problem. Whatever method is used, it is important for
practical reasons that, as well as providing accurate solutions, the method results in a numerical
linear algebra problem which can be eciently solved. In this paper we show that, for the particular
case of the widely used streamline diusion method, preconditioners based on multigrid methods
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can be used in conjunction with a Krylov-subspace based iterative methods such as GMRES [18] to
achieve this end.
We begin by introducing the advection{diusion problem
− 32u+ w:3u= f in 
; (1)
u= g on 

for a scalar variable u and bounded domain 
R2. The vector w=(wx; wy) is a given divergence-free
vector (i.e., 3 :w=0) representing a convecting wind and  is a small diusivity parameter. Through-
out this paper we will work with two examples of this type:
Problem I.
domain: 
 = [0; 1] [0; 1];
wind: wx =− 1p
2
; wy =
1p
2
;
right-hand side: f = 0
boundary conditions: u=
(
1 when 12<x61; y = 0 or x = 1;
0 elsewhere on 
:
Problem II.
domain: 
 = [0; 1] [0; 1];
wind: wx =2(2y − 1)(1− (2x − 1)2);
wy =−2(2x − 1)(1− (2y − 1)2);
right-hand side: f = 0
boundary conditions: u=
(
1 when y = 1;
0 elsewhere on 
:
Representative solutions on uniform grids of 64  64 elements with  = 10−2 are shown in
Fig. 1. The rst problem has a constant wind inclined at 45 to the vertical causing boundary
layers to appear on the left and top of the domain, while the second has a circulating ow which
again produces a layer along the top boundary. These are the types of feature which cause problems
for numerical solution methods in general.
Applicable nite element discretisations are well documented in the literature (see, for example,
[14,16]). Here we give only a basic outline of the particular technique considered here, namely, the
streamline diusion method (see, for example, [10,11]). The standard Galerkin weak nite element
formulation of (1) is given by
(3u;3v) + (w:3u; v) = (f; v) 8v 2 V; (2)
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Fig. 1. Sample nite element solutions.
where the test space V is the Sobolev space H10 (
) and (: ; :) denotes the standard L2 inner product.
To discretise (2), we introduce a discrete test space VhV and look for a discrete solution uh
satisfying
(3uh;3v) + (w:3uh; v) = (fh; v) 8v 2 Vh; (3)
uh = gh on 
:
Here fh is the L2(
) orthogonal projection of f into Vh; gh is an approximation to g on the boundary,
and h is a representative mesh parameter.
Applying a standard Galerkin approximation involves choosing the test functions equal to a set
of basis functions fig Ni=1 for Vh (where the grid has N degrees of freedom): here we choose each
i to be bilinear. Substitution of the discrete solution
uh =
NX
i=1
Uii(x; y); i = 1; : : : ; N (4)
into (3) then leads to a linear system of equations of the form

NX
i=1
Ui(3i;3j) +
NX
i=1
Ui(w:3i; j) = (fh; j); j = 1; : : : ; N:
The coecient matrix of this system can be written as
C = H+S; (5)
where H with entries Hij = (3i;3j) is symmetric and positive denite and S with entries
Sij = (w:3i; j) is skew-symmetric.
Unfortunately, for problems which are convection dominated, that is, which have mesh Peclet
number
Pe  hkwk
2
greater than 1, approximation (3) is unstable and oscillations are observed in solution boundary layers
if the underlying grid is not suciently ne. One option is to introduce nonuniform meshes which
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are constructed specically to capture such features accurately: these are considered in Section 2.
Alternatively, discretisation (3) can be stabilised by introducing some diusion in the direction of
the streamlines. This is done by converting to a Petrov{Galerkin nite element method; that is, we
no longer use test and trial functions which are the same. Specically, the test functions v in (2)
are replaced by new test functions
v+ w:3v; v 2 Vh;
where  is a stabilisation parameter to be chosen. Although the resulting nite element method is
nonconforming, in practice the nonconforming term disappears when it is evaluated in the standard
element-wise way as the basis functions are bilinear. The resulting discrete form is therefore
(3uh;3v) + (w:3uh; v) + (w:3uh; w:3v) = (fh; v) + (fh; w:3v); (6)
uh = gh on 

for all functions v 2 Vh.
We now comment on the choice of stabilisation parameter . It can be shown that the solution of
(6) satises the ‘best possible’ error estimate (for any degree of polynomial approximation) under
the assumption that  in (6) is of the form
 =
h
kwk (7)
for all Pe> 1, where > 0 is a tuning parameter. Note that if the discretised problem is diusion
dominated (i.e., Pe61) then the corresponding ‘best’ choice above is  = 0, in which case (6)
reduces to the standard Galerkin formulation (3).
Returning to (6), substitution of discrete solution (4) leads to a linear system of equations

NX
i=1
Ui(3i;3j) +
NX
i=1
Ui(w:3i; j) +
h
kwk
NX
i=1
Ui(w:3i;w:3j)
=(fh; j) +
h
kwk(fh;w:3j); j = 1; : : : ;
N
with coecient matrix
C = H+S+
h
kwkU: (8)
Matrices H and S are as in (5), and matrix U with entries Uij = (w:3i;w:3j) is symmetric
and positive denite. We note again that putting = 0 gives the Galerkin case.
One obvious and important question is how to choose the tuning parameter  so that solutions are
accurate and cheap to compute. In [4], the authors consider Problem I above with wind w= (0; 1).
Based on Fourier analysis of (8) in this case, they conclude that
=
1
2
− 
h
is a good choice for this model problem in terms of both solution accuracy and eciency of iterative
solution. In addition, they conjecture that for the same problem with a constant wind of unit length
in any direction, the generalised parameter
 =
1
2
− h (9)
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would be appropriate, where h is a measure of the element size in the direction of the wind. Note
that the  used in practice is always positive: if  is less than zero on any particular grid, =0 is
used instead as adding streamline diusion is not necessary.
In this paper we investigate the practical use of the above result for solution of advection{diusion
problems in more general settings. We begin by returning to the idea of modelling boundary layers
with nonuniform grids as mentioned above. The particular types of grid used here are described
in Section 2. In Section 3, we consider the use of such grids in conjunction with the streamline
diusion method and, in particular, suggest a suitable form for the stabilisation parameter (based on
(9)). Unfortunately, although nonuniform grids may enhance solution accuracy, they also introduce
diculties in terms of ill-conditioning of the underlying matrix system. A good preconditioner is
therefore required for any standard Krylov subspace iterative solver. In Section 4, we describe
the basic multigrid method used to perform this task and use numerical experiments to determine
the eect of various stabilisation strategies on the robustness and eciency of the resulting iterative
solver.
2. Nonuniform grids
As stated above, using the simple Galerkin method (=0) on a uniform grid leads to oscillations
in the nite element solution if the underlying grid is not suciently ne. Two commonly used ways
of alleviating this diculty are either to use a stabilisation technique such as streamline diusion or
to use nonuniform nite element grids which are rened within boundary layers. Here we aim to
combine the two approaches by adapting the streamline diusion technique described in [4] for use
on nonuniform grids.
We begin by describing the types of nonuniform grid we will use to model Problems I and II
above. As the aim here is to observe general eects of grid stretching, these have not been specically
tailored to the particular problems presented: indeed, the same set of grids is used for both Problems I
and II. All grids are tensor products of one-dimensional grids and are therefore topologically square:
they have regular connectivity but variable discretisation parameters. The descriptions given below
apply to the structure of the one-dimensional component grids with node points given by
0 = x0<x1<   <xn = 1:
The resulting two-dimensional grids have n elements and n^= n+ 1 nodes along each side, giving a
total of N = n^2 unknowns (before the Dirichlet boundary conditions have been applied). Note that
in this paper we do not address the diculties associated with modelling internal layers like the one
present in Problem I (see, for example, [3]).
2.1. Geometrically stretched grids
Choosing variable element lengths of the form
hi = xi − xi−1 = i−1hmin; i = 1; : : : ; n (10)
for some minimum discretisation parameter hmin and stretch factor  leads to a geometrically stretched
grid. Such grids are simple to generate and are often used in practice by engineers. The eect of
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Table 1
Automatically generated geometric grid stretch factors
No. of elements 8 8 16 16 32 32 64 64
 1.8393 1.2712 1.1149 1.0534
varying the stretch factor is clear: setting =1 gives a uniform grid and as  increases, the stretching
becomes more pronounced. To assess the performance of the proposed iterative solver, we will solve
(1) on a sequence of problems with an increasing number of degrees of freedom, so it is important
to choose the stretch factor on each grid in a reasonable way. We will therefore consider two distinct
sequences of geometrically stretched grids for each test problem. Note that, in both cases, the actual
grids used consist of one stretched grid as described in the interval [0,0.5] (with element lengths
increasing) and a reection of this grid about the line x = 0:5 in the interval [0.5,1] (with element
lengths decreasing). For the rst grid sequence, the stretch factor  is automatically calculated so
that the discretisation satises
hmax = 2hreg
on each top-level grid (of size n  n elements), where hreg = 1=n is the grid size of the uniform
grid with the same number of elements. The values of  which result are given in Table 1: these
grids will be designated by  = auto in subsequent tables of results. It is clear that as the number
of grid points increases, the automatically calculated stretch factor tends to 1 and hence the grids
become more uniform as the problem size grows. In case this introduces some ‘special’ features to
the grid sequence, we also consider a grid sequence with (arbitrary) xed .
2.2. Adaptively stretched grids
Stretched grids which are adaptively calculated to accurately capture particular features of a specic
problem are becoming increasingly common. There are many ways of calculating such grids, based
on, for example, a priori knowledge of the exact solution (see, for example, [17]). Another popular
idea is the more widely applicable one of calculating a grid adaptively based on the numerical
solution; for example, by determining grid points so that they equidistribute a positive function of
the numerical solution over the domain (see [8,9]). The resulting grids are often highly nonuniform.
Here we consider as an example the family of grids proposed in [1] obtained by equidistribution of
a monitor function over the one-dimensional domain. The monitor function in this case is given by
M (u(x); x) = +
d
2u
dx2

and is based on the derivative of the solution u(x) of a one-dimensional version of (1) with constant
wind. The constant ‘oor’ value > 0 (which is independent of n) is added to prevent over clustering
of nodes in the boundary layer. The resulting grids have two distinct regions: they are exponentially
stretched inside the boundary layer and tend to uniform outside the boundary layer. They are similar
in idea to Shishkin grids (see, for example, [13]), but the latter grids are uniform in both regions
(with a dierent discretisation parameter in each part). Again, the grids used in practice involve one
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Fig. 2. Sample 16 16 nite element grids with = 10−3.
Table 2
Minimum element size with = 10−3
No. of elements 8 8 16 16 32 32 64 64
Uniform 0.125 0.0625 0.0313 0.0156
Geometric:  = auto 0.0402 0.0233 0.0122 6:23  10−3
Geometric:  = 1:2 0.0931 0.0303 5:72  10−3 2:93  10−4
Adaptive 3:46  10−4 1:44  10−4 6:67  10−5 3:22  10−5
Table 3
Maximum element size with = 10−3
No. of elements 8 8 16 16 32 32 64 64
Uniform 0.125 0.0625 0.0313 0.0156
Geometric:  = auto 0.25 0.125 0.0625 0.0313
Geometric:  = 1:2 0.1610 0.1086 0.0881 0.0836
Adaptive 0.25 0.125 0.0625 0.0312
copy of such an adaptive grid in the interval [0,0.5] and its reection about the line x = 0:5 in the
interval [0.5,1].
2.3. Grid specications
Examples of the three grid types of size 16 16 used in the numerical experiments in Section 5
are given in Fig. 2. The diusivity parameter is  = 10−3 (relevant in the adaptive case only).
Minimum and maximum element sizes for the full grid sequences used are given in Tables 2 and 3.
The minimum element size is of particular importance as it gives an indication of how well a grid
will be able to resolve the boundary layer, which is of width O(). For Problem I above with
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Table 4
Mesh Peclet numbers for = 10−3
No. of elements 8 8 16 16 32 32 64 64
Uniform 62.5 31.25 15.625 7.8125
kwk=1, the mesh Peclet number for each uniform grid with =10−3 is also given in Table 4. Note
that these are all greater than 1 so we would expect oscillations from the Galerkin method in each
case.
3. Choice of stabilisation parameter
For stretched grids, no Fourier analysis such as that in [4] is possible (even for the pure diusion
case). We will, however, use the idea proposed in [4] of choosing  according to (9) for model
problems with constant wind, and analogously set  here to be
o =
1
2
− 
hljwlj ; (11)
where the grid parameter hl and wind wl = (Wx;Wy) are calculated locally on each element. For
nonconstant wind problems, the wind wl is calculated at the element centre. The local grid parameter
hl is then chosen as a measure of the element size in the direction of the local wind, that is,
hl =
8>>>>>>>><
>>>>>>>>:
hx if Wy = 0;
hy if Wx = 0;
hx
r
1 +

Wy
Wx
2
if jWxj>jWyj;
hy
r
1 +

Wx
Wy
2
if jWxj< jWyj;
where hx and hy are the element dimensions in the x and y directions, respectively. In practice, if
0 is less than zero on an element, = 0 is used instead. Examples of the locally calculated 0 on
a uniform and a stretched grid of size 16 16 for Problem II (with circulating wind) for = 10−3
are shown in Fig. 3. The resulting stabilisation strategy is clearly very dierent in the two cases.
We now attempt to get an indication of how solution accuracy is aected by changing  using
Problem I with = 10−3. In general, care must be taken when trying to assess the accuracy of the
solutions found on nonuniform grids, as many standard node-based measures can be misleading with
regard to the size of the error in the boundary layer. For example, a uniform grid will not have
any points in the layer if h is greater than . In addition, as stated above we have made no attempt
to nd the ‘best’ grid of each type in any sense for this particular problem: the measure described
below should not therefore be seen as fairly reecting the accuracy of the dierent grid types.
We compare solutions calculated on all grids to one chosen ‘accurate’ ne grid solution, namely
the solution on a 256256 version of the adaptive grid. Specically, we construct the vector uI (the
bilinear interpolant of this ne grid solution at the coarser grid nite element nodes) and examine
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Fig. 3. Sample plot of stabilisation parameter on 1616 grid. On the uniform grid, 0:027660:031; on the stretched
grid, 0:006660:060.
the discrete L2 norm of the error vector e = uh − uI (where uh is the nite element nodal solution
vector). This is given by8<
:
n−1X
i; j=1
1
4
(hi + hi+1)(kj + kj+1)jeijj2
9=
;
1=2
;
where hi and kj are the grid point spacings in the x and y directions, respectively and eij is the
entry of vector e corresponding to grid point (xi; yj). This measure, which is a commonly used
criterion for computing solution accuracy (see, for example, [7]), is tabulated for various values of
 in Table 5. We again stress that we are interested only in comparing the eect of changing  on
any particular grid: the errors for = o are clearly the smallest of those tabulated in each case.
4. Iterative convergence with a multigrid preconditioner
As stated in the introduction, no matter which discretisation or stabilisation method is employed,
it is important to be able to solve the underlying linear system eciently. A Krylov subspace-type
iterative method such as GMRES [18] is therefore appropriate.
Unfortunately, discretising on stretched grids adversely aects the condition of the resulting coef-
cient matrices, with a corresponding degradation in the performance of GMRES. As an example,
estimates of the 1-norm condition numbers (obtained using the MATLAB function condest [12])
and unpreconditioned GMRES iteration counts for Problem I with  = 10−3 are given in Table 6.
The situation only gets worse as  increases or as  decreases, that is, as the geometric and adaptive
grid stretching respectively become more pronounced. It is clear that some form of preconditioning
is essential.
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Table 5
L2 errors
Grid 8 8 16 16 32 32 64 64
Uniform
= 0 3.29 1.143 7:921  10−1 7:211  10−2
= o 5:957  10−2 4:406  10−2 2:316  10−2 9:815  10−3
= 0:5 7:466  10−1 7:192  10−1 7:058  10−1 6:996  10−1
Geometric: = auto
= 0 2:587 1:065 8:272  10−1 7:844  10−1
= o 2:462  10−1 1:560  10−1 9:278  10−2 6:424  10−2
= 0:5 8:858  10−1 8:305  10−1 8:029  10−1 7:782  10−1
Adaptive
= 0 1.07 1.038 1.017 1.005
= o 1:504  10−1 1:189  10−1 8:699  10−2 5:676  10−2
= 0:5 1.075 1.040 1.017 1.005
Table 6
Coecient matrix condition numbers and GMRES iteration counts
No. of elements 8 8 16 16 32 32 64 64
Condition numbers
Uniform 87.45 397.4 1:6  103 6:0  103
Geometric: =auto 83.97 386.6 1:6  103 6:0  103
Geometric:  = 1:2 81.47 387.5 2:6  103 3:0  105
Adaptive 1:3  104 8:7  104 2:8  105 7:1  105
GMRES iteration counts
Uniform 22 31 50 90
Geometric: =auto 25 47 88 167
Geometric:  = 1:2 22 42 136 612
Adaptive 38 135 387 > 1000
Multigrid (MG) methods have been used very successfully as solvers in their own right to achieve
grid-size independent convergence in many dierent areas of numerical analysis, including advection{
diusion problems. We refer the reader to the extensive MG literature for details (see, for example,
[2,6,20]) and conne ourselves to a very basic outline here. The idea of using MG as a preconditioner
is relatively recent but is increasing in popularity (see, for example, [15,21]). We aim to develop a
simple but robust MG preconditioner for advection{diusion problems on stretched grids.
The essential idea of a multigrid algorithm is straightforward. Basic iterative methods, or smoothers,
such as damped Jacobi or Gauss{Seidel (see, for example, [19]) are ecient at reducing rough or
short wavelength components of the error on a ne grid. The main MG principle is to approximate
the smooth or long wavelength part of the ne grid error on a coarser grid, so that it can in turn
be reduced via an application of the smoothing method. Here, for any particular pair of grids, we
will denote the ne grid by Gf and the related coarse grid by Gc (with associated vectors uf and
uc). We assume that each grid has an even number of elements along each side so that Gc can be
A. Ramage / Journal of Computational and Applied Mathematics 110 (1999) 187{203 197
formed by removing every second node from Gf . To specify a complete MG algorithm, we need
several components:
 a cycle structure prescribing in which order the grids will be visited;
 a smoothing technique to reduce high-frequency components on Gf ;
 a prolongation matrix P such that uf = Puc;
 a restriction matrix R such that uc = Ruf ;
 a method of approximating the ne grid coecient matrix Af on the coarse grid as Ac.
4.1. The MG preconditioner
There are various possible choices for each of the above components.
Cycle structure: As our aim is to keep things as simple as possible, we use the most basic MG
structure of a single V-cycle on a series of nested grids. That is, we begin with a top (nest) grid
of a certain size, then produce a series of coarser grids down to the coarsest (2 2 elements) level.
Information is then passed straight back up through the same sequence in reverse to the nest level.
Note that any stretching present will be more pronounced on the coarser grids: for example, a coarse
grid constructed from a geometrically stretched grid with stretch factor  will have a stretch factor
of 2, etc.
Smoother: The smoother used is line Gauss{Seidel, with one horizontal (left ! right) and one
vertical (bottom ! top) sweep per smoothing step (see, for example, [20]). One pre- and one
post-smoothing step is applied on each level.
Grid transfer operators: One of the most important parts of any multigrid algorithm is the mech-
anism by which information is passed between the coarse and ne grids. Here we compare the
performance of three types of prolongation.
 Bilinear interpolation: Standard bilinear interpolation is easily applied in both the uniform and
nonuniform grid cases.
 Operator-dependent interpolation: Many prolongation operators have been proposed which use
information from the ne grid coecient matrix Af . The idea of the rst operator-dependent
interpolation we consider here (see [20], Section 5:4) arose in the context of diusion problems
with variable coecients. Such problems are closely linked to diusion problems on nonuniform
grids.
The idea of the operator is straightforward to illustrate in one dimension. Function values at
nodes common to both ne and coarse grids are passed directly. For a ne grid mid-point node
i, the usual bilinear interpolation weights on a uniform grid (1=2; 1=2) are replaced by
−Af (i; i − 1)
Af (i; i)
; −Af (i; i + 1)
Af (i; i)
;
where Af is the ne grid coecient matrix.
In two dimensions, the idea is essentially the same. At points which are common to both grids,
function values are transferred directly. For horizontal mid-points, the ne grid value is a weighted
sum of the function value on either side, using weights which involve ‘lumping’ the entries of Af
to give a one-dimensional operator at the mid-points. Vertical mid-points have weights based on
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an analogous horizontal averaging process. Finally, the values at the remaining central points are
chosen to satisfy
AfPuc = 0: (12)
That is, all previously calculated surrounding function values are used, with the weights again
dependent on ne grid matrix Af . Note that for points where the above calculations are restricted
by boundaries, the relevant weights are replaced by the standard bilinear interpolation values of
1=2.
 De Zeeuw interpolation: A new prolongation operator was proposed by de Zeeuw [22] expressly
for advection{diusion problems. Here the weights depend not only on the ne grid matrix stencil
but also on the stencils of its symmetric and skew-symmetric parts.
The resulting prolongation matrix P is formed as follows. Function values at common coarse and
ne points are transferred directly as before. For horizontal and vertical mid-points, the weights
are based on the symmetric and skew-symmetric parts of Af (see [22] for details). The values at
the ne grid centre points are found with weights as in the operator-dependent case (that is, via
Eq. (12)). As above, bilinear interpolation is used where necessary at the boundaries.
Restriction: The restriction matrix, R, is the transpose of the prolongation matrix, P, in each case.
Coarse grid approximation: We compare two standard methods of generating coarse grid approx-
imations at each multigrid level (see, for example, [20], Chapter 6).
 Discretisation coarse grid approximation (DCA). As the name implies, this involves calculating
each coarse grid coecient matrix by direct discretisation of the PDE on that coarse grid.
 Galerkin coarse grid approximation (GCA). Here the coarse grid matrix Ac is formed algebraically
via the equation
Ac = RAfP: (13)
4.2. Iterative convergence
We now present the results of several numerical experiments which implement the algorithms
outlined in the previous section for Problems I and II. The initial guess x0 was zero in each case,
and the GMRES algorithm (with preconditioning applied on the right) was considered converged
when the residual rk satised
krkk2
kr0k2
610−6;
where r0 is the initial residual.
Results obtained by applying a MG preconditioned GMRES algorithm of the above type to Prob-
lems I and II are presented in Tables 7{12. In each case, iteration counts are given for MG precon-
ditioned GMRES on grids from size 8  8 to 64  64 elements. The four grid sequences used are
as stated in Section 2, with results given for the three types of prolongation and two coarse grid
operators described above.
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Table 7
GMRES iteration counts for Problem I with DCA and = 10−3
= 0 = 
No. of elements 8 8 16 16 32 32 64 64 8 8 16 16 32 32 64 64
Bilinear interpolation
Uniform 4 4 4 4 4 4 4 4
Geometric: =auto 4 4 4 4 9 14 33 71
Geometric:  = 1:2 4 4 4 4 4 8 66 > 100
Adaptive 3 4 4 4 11 36 > 100 > 100
Operator-dependent interpolation
Uniform 4 4 4 4 4 4 4 4
Geometric: =auto 4 4 5 4 11 24 60 > 100
Geometric:  = 1:2 4 4 5 35 5 22 > 100 > 100
Adaptive 3 13 39 86 13 > 100 > 100 > 100
De Zeeuw interpolation
Uniform 4 4 4 4 4 4 4 4
Geometric: =auto 3 4 4 4 9 19 38 86
Geometric:  = 1:2 4 4 4 4 4 13 100 > 100
Adaptive 3 4 4 4 11 35 > 100 > 100
Table 8
GMRES iteration counts for Problem I with DCA, bilinear interpolation and = 10−3
No. of elements 8 8 16 16 32 32 64 64
= 0
Uniform 50 > 100 > 100 > 100
Geometric: =auto 50 > 100 > 100 > 100
Geometric:  = 1:2 50 > 100 > 100 > 100
Adaptive 11 36 > 100 > 100
= 0:5
Uniform 4 4 4 4
Geometric: =auto 8 14 31 59
Geometric:  = 1:2 4 8 63 > 100
Adaptive 11 36 > 100 > 100
4.2.1. Problem I
Table 7 contains results for Problem I with =10−3 using discretisation coarse grid approximation.
In the left-hand columns,  has been chosen according to (11) to give an accurate approximation on
each nite element grid level. The iteration counts with bilinear and de Zeeuw interpolation show
the grid-size independent convergence expected from a MG method, even on the stretched grids. In
the right-hand columns, exactly the same MG algorithms are applied on each grid with  =  at
each level, where the value of  is given by (9) for the equivalent uniform grid at the nest level.
It is immediately clear that the convergence behaviour of all of the methods has deteriorated very
badly, with the exception of the uniform grid case. These results are typical of those obtained using
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Table 9
GMRES iteration counts for Problem I with GCA and = 10−3
= 0 = 
No. of elements 8 8 16 16 32 32 64 64 8 8 16 16 32 32 64 64
Bilinear interpolation
Uniform 4 4 6 20 4 4 6 20
Geometric: =auto 4 4 5 10 10 18 53 > 100
Geometric:  = 1:2 4 4 4 4 4 12 > 100 > 100
Adaptive 3 4 4 4 11 36 >100 > 100
Operator-dependent interpolation
Uniform 4 4 4 4 4 4 4 4
Geometric: =auto 4 4 5 5 9 15 30 57
Geometric:  = 1:2 3 4 5 5 4 10 64 > 100
Adaptive 3 3 4 5 11 35 > 100 > 100
De Zeeuw interpolation
Uniform 4 4 4 4 4 4 4 4
Geometric: =auto 3 4 4 4 9 16 31 56
Geometric:  = 1:2 3 4 4 4 4 10 66 > 100
Adaptive 3 4 4 4 11 35 > 100 > 100
Table 10
GMRES iteration counts for Problem II with DCA and = 10−2
= 0 = 
No. of elements 8 8 16 16 32 32 64 64 8 8 16 16 32 32 64 64
Bilinear interpolation
Uniform 4 4 4 3 4 4 5 > 100
Geometric: =auto 4 4 4 4 7 10 13 > 100
Adaptive 3 4 4 3 7 13 > 100 > 100
Operator-dependent interpolation
Uniform 5 4 4 4 4 5 6 > 100
Geometric: =auto 4 4 4 4 8 11 17 > 100
Adaptive 4 5 4 4 8 33 > 100 > 100
De Zeeuw interpolation
Uniform 4 4 4 3 4 4 4 > 100
Geometric: =auto 4 4 4 4 7 9 12 > 100
Adaptive 4 4 4 4 7 17 > 100 > 100
dierent values of xed , including  = 0 and 0:5. Sample results for bilinear interpolation using
these latter values are shown in Table 8.
Exactly the same pattern of results is seen when the discretisation coarse grid approximation is
replaced by a Galerkin one. Results for the same problem with MG preconditioner using GCA are
given in Table 9, again for = o and . They are very similar to those in Table 7, although we
note in passing that combining operator-dependent interpolation with DCA or bilinear interpolation
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Table 11
GMRES iteration counts for Problem II with GCA and = 10−2
= 0
No. of elements 8 8 16 16 32 32 64 64
Bilinear interpolation
Uniform 4 5 8 > 100
Geometric: =auto 4 4 6 16
Adaptive 4 4 5 7
Operator-dependent interpolation
Uniform 4 5 5 4
Geometric: =auto 3 4 4 4
Adaptive 3 4 5 4
De Zeeuw interpolation
Uniform 4 4 4 3
Geometric: =auto 3 4 3 4
Adaptive 3 4 4 3
Table 12
GMRES iteration counts for Problem II with = 0 and = 10−3
DCA GCA
No. of elements 8 8 16 16 32 32 64 64 8 8 16 16 32 32 64 64
Bilinear interpolation
Uniform 6 7 7 6 6 8 > 100 > 100
Geometric: =auto 5 7 7 6 5 8 11 > 100
Adaptive 4 6 7 7 4 6 7 > 100
Operator-dependent interpolation
Uniform 7 12 11 9 6 9 11 10
Geometric: =auto 5 7 9 6 5 8 10 10
Adaptive 4 7 12 11 3 6 9 10
De Zeeuw interpolation
Uniform 6 7 7 6 6 7 7 8
Geometric: =auto 5 7 6 5 4 6 6 6
Adaptive 4 6 6 5 3 6 7 7
with GCA seems to cause a degradation in performance. More importantly, however, results with
GCA again degrade very badly on all stretched grids for xed  exactly as in the DCA case. The
results for = 0, 0:5, etc., again follow a similar pattern to those for = .
As mentioned above, MG could also be used directly as a solver for these problems rather than as
a preconditioner. The results obtained on repeating the above experiments with a pure MG algorithm
can be summarised as follows. When MG works well as a preconditioner, for example, for the cases
with 3, 4 or 5 GMRES iterations in Table 7, pure MG also works well, converging in essentially
the same number of pure MG iterations. However, whenever the GMRES iteration count in Table 7
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is more than 5, the equivalent pure MG iteration diverges. That is, use of MG as a solver or precon-
ditioner exhibits the same trends with respect to the choice of stabilisation parameter, interpolation
and coarse grid approximation, but overall the GMRES preconditioned algorithm is more robust. We
therefore focus on the latter approach.
It is clear that the choice of = o, which gives an accurate discretisation at every MG level, is
of critical importance in obtaining grid-independent convergence on nonuniform grids.
4.2.2. Problem II
The same experiments were repeated on the more dicult Problem II with nonconstant circulating
wind. Results comparing the various MG preconditioners for Problem II are this time given for two
dierent values of : for  = 10−2 in Tables 10 and 11 and for  = 10−3 in Table 12. Because
the choice of geometric stretch factor did not have a dramatic eect on the results in the previous
example, iteration counts are shown for the grid sequence with automatically calculated stretch factor
only.
In terms of selecting the correct upwind parameter, the behaviour was qualitatively the same as
for Problem I in both cases; that is, choosing the same constant value of  for all grid levels gives
very poor convergence on the nonuniform grids no matter what actual constant value is chosen,
whereas the choice = o once again gives MG-like convergence. This is illustrated by the sample
iteration counts for  = o and  given in Table 10 (for  = 10−2). The eectiveness of o as a
stabilisation parameter is again independent of the coarse grid approximation used: analogous results
for =o with GCA are shown in Table 11. Note that here the performance with = degenerates
even on the uniform grid. This may be due to the fact that, for this more dicult problem, the wind
direction is not constant.
Although reducing  from 10−2 to 10−3 leads to an overall increase in iteration counts, convergence
is still essentially grid independent when an appropriate stabilisation parameter is used, as shown in
Table 12. Results for xed  are not shown here as they are again similar in pattern to the preceding
examples. The same trends with respect to prolongation performance as in the constant wind case
are also visible.
5. Conclusion
The aim of this study has been to construct a multigrid-preconditioned GMRES algorithm which
is eective for solving advection{diusion problems using stabilised discretisations on adaptively
stretched nite element grids. The key conclusion is that to obtain the sort of grid-size indepen-
dent convergence usually associated with multigrid methods, it is crucial to choose a stabilisation
parameter  which is appropriate to the stretched grid at each level of the multigrid structure.
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