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The operation of ideal quantum dot intermediate band solar cell requires the largest possible
reduction of carrier relaxation from the conduction band to the intermediate band (intraband
relaxation) so that it approaches the radiative limit. In this respect, we examine the contribution to
this relaxation of Auger related electron cooling non-radiative mechanisms and suggest ways of
suppressing them.VC 2011 American Institute of Physics. [doi:10.1063/1.3621876]
The intermediate band solar cell (IBSC) has been pro-
posed as a means to improve efficiency over that of a single
gap solar cell.1 The IBSC comprises the so called
“intermediate band material,” having an electronic band (in-
termediate band, IB) inside what otherwise would be a con-
ventional semiconductor bandgap (Fig. 1). We will denote
the total bandgap of the semiconductor as EG, and its two
parts, measured from the centre of the IB, as EL and EH. To
achieve its higher efficiency potential, the IB allows absorp-
tion of below-bandgap energy photons on transitions from
the valence band (VB) to the IB and from the IB to the con-
duction band (CB). These absorption processes induce the
corresponding carrier generation rates, denoted as gIV and
gCI in Fig. 1, and these add up to the conventional carrier
generation from the VB to the CB denoted as gCV. Once car-
riers have been generated, they can also recombine. These
recombination processes are denoted as rXY for recombina-
tion taking place between bands X and Y. For preserving the
output voltage of the cell (equal to the difference of electron
and hole quasi-Fermi levels, eV¼EFCEFV, where e the
electron charge),2 it is necessary that quasi-Fermi level sepa-
ration exists between the CB quasi-Fermi level (EFC) and the
IB quasi-Fermi level (EFI) and also between the VB quasi-
Fermi level (EFV) and EFI. These are increasingly difficult to
achieve as the recombination rates rIC and rIV, involving
processes other than radiative recombination increase too.
Within the quantum dot (QD) approach,3 the IB is cre-
ated from the confined electron states of the dots.4 The shape
of the QD confinement potential is schematically indicated
using dashed lines in the plot of the simplified bandgap dia-
gram in Fig. 1. Several groups have manufactured QD-
IBSCs following this approach5–9 and experimentally dem-
onstrated some of the principles of IBSC operation, such as
the production of electron-hole pairs by below-bandgap
energy photons10 or the existence of quasi-Fermi level sepa-
ration between the CB and IB.11 However, the experimental
work carried out so far has also allowed identifying the fac-
tors that prevent boosting the efficiency of realistic QD-
IBSCs above that of single gap solar cells.12 Among the fac-
tors specific to the QD-IBSC approach, we point to the fast
electron relaxation from CB to IB, associated to the recombi-
nation process rCI, which makes difficult maintaining the
separation between CB and IB quasi-Fermi levels and, there-
fore, preserving the cell output voltage. The main mecha-
nisms that increase rCI above its radiative limit, to be
discussed next, are: (a) QD interface recombination, (b)
energy transfer to lattice phonons, (c) interband Auger
recombination, and (d) intraband-Auger recombination. For
reference, the CB-IB radiative decay rate is estimated to be
around 130 ns in InAs/GaAs QDs.13 Following Shockley-
Van Roosbroeck relation,14 this relatively large lifetime is
the fundamental consequence of the weak absorption associ-
ated to the IB-CB transition. QD surface recombination
FIG. 1. (Color online) General structure of an intermediate band solar cell
showing the simplified bandgap diagram and the generation recombination
processes involved.
a)Author to whom correspondence should be addressed. Electronic mail:
s.tomic@salford.ac.uk.
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(mechanism “a”) can be diminished, in principle, when QDs
are grown in the Stransky-Krastanov or Volmer-Weber
mode since neither method leaves dangling bonds at the dot-
barrier interface.15 Energy transfer to phonons (mechanism
“b”) is unlikely when EL is several times the energy of the
lattice phonons (typically a few tens of meV). In fact, recent
theoretical considerations13 suggest that the typical decay
rate for this process is of the order of 20 ns for EL 0.120
meV in InAs/GaAs QDs. This is of the same order of magni-
tude as radiative recombination and would further increase if
devices with larger EL are manufactured (as the IBSC con-
cept demands).
In the interband Auger process, the energy of an electron
in the IB recombining with a hole in the VB is transferred to
another electron in the IB, which is promoted higher into the
CB, or to another hole in the VB, which is promoted deeper
into the VB. Taking again, as an example, the InAs/GaAs
QD case, the average decay rate calculated for these proc-
esses is in the range 3–8 ns.13 Although this decay rate can
compete with the radiative mechanisms, it is not expected to
be more detrimental for the IBSC performance than the con-
ventional Auger recombination is in silicon solar cells. In
particular, if QDs with an increased IB-CB absorption are
engineered16 so that the radiative decay time is decreased,
the IB-VB Auger process will not have a major negative
effect on IBSC efficiency.
In the InAs/GaAs, QDs electrons are thermalised to e2
or e1, i.e., the p-like orbitals, by fast electron-polaron relaxa-
tion before reaching the phonon bottleneck imposed by the
energy split E(e1)E(e0) that is of the order of 100–150
meV. Since the hole mass in InAs QDs is much larger than
electron mass, confined hole states tend to be more densely
spaced than electron states. A hole can come into h0 state
(top of VB) by fast hole-acoustic phonon thermalization.
Both processes are on ps time scale. In such a system,
the energy transfer can occur when electron relaxes to its
ground state e0 (IB) and transfers the excess energy
DE¼E(e1)E(e0) to the hole in its ground state h0, exciting
it deeper into VB. This is the intraband Auger non-radiative
recombination or electron-cooling. To describe this process,
we adopt a phenomenological formula for Auger decay rate
derived from the standard time dependent perturbation
theory and using Fermi’s golden rule,17
1
sAecool
¼ 2p
h
X
n
Jðh0; e1; hn; e0ÞdfDE ½Eðh0Þ  EðhnÞg;
(1)
where the Coulomb integral reads Jðh0; e1; hn; e0Þ
/ Ð dr1
Ð
dr2w

h0ðr1Þwe1ðr2Þwhnðr1Þwe0ðr2Þ=jr1  r2j, and
{wi} are the single-particle wave functions. The single-parti-
cle states are calculated using the 8-band k  p Hamiltonian
that takes into account the effects like band mixing, strain,
and piezoelectric field, as implemented in the kppw code.18
In Eq. (1), we have used multiple final hole states hn where
n includes spin as well, since each final state might give
some contribution to the Auger electron cooling rate. To
take into account inhomogeneous line broadening due
to size-distribution effects, as well as homogeneous line
broadening, the d function is replaced by a Gaussian
exp½ðx= ﬃﬃﬃ2p CÞ2=ð ﬃﬃﬃﬃﬃ2pp CÞ, defined by the phenomenological
broadening C¼ 5 meV.
The typical decay rate associated to electron cooling
process has been calculated to be in the range of ps (Ref. 13)
(in very good agreement with other theoretical and experi-
mental results19–22), and therefore, it is, in contrast to the
cases discussed previously, the mechanism that could jeop-
ardize the EFCEFI quasi-Fermi level separation and in turn
the voltage preservation in the IBSC. If the excitonic gap
between e0 and h0 (i.e., EH) has to be preserved to maintain
the good IBSC open circuit voltage, an alternative way to
mediate the electron cooling rate is to reduce the overlap
between the wave functions that enter Eq. (1). We further
compare the Auger electron cooling times in realistic InAs/
GaAs QDs with those in an idealised structure in which the
valence band offset (VBO) between InAs QD and GaAs bar-
rier is set to zero, i.e., in VB confinement-less structure (Fig. 2).
In Figure 3, we show the Auger electron cooling decay rates
for (a) InAs/GaAs QDs and (b) the virtual InAs/GaAs QDs
without confinement in the VB. By changing the QD base
length from b¼ 15 to 25 nm, and keeping constant the aspect
ratio between the base and height, h, in the pyramidal QDs
to b/h¼ 2, we have estimated that sAecool for InAs/GaAs QD
structures changes from 1 ps to 9.4 ps. In the same range of
QD sizes for VB confinement-less structures, this time
changes from 0.8 ns to 8.2 ns, which represents an increase
of three orders of magnitude when compared to the InAs/
GaAs QDs. This strong increase of sAecool in structures of
type (b) is attributed to the lack of any VB confinement.
Lack of the VB confinement induces the strong hole delocal-
isation and in this way significantly reduces the values of
Coulomb integrals J [in Eq. (1)] and hence decreases the Au-
ger electron cooling decay rate. Using week type-II hetero-
structures would bring about the same effect. However,
IBSC based on the type-II QDs (Refs. 13 and 23) will reduce
the absorption coefficient on VB-IB transitions as well. An
optimal balance between those two effects, the desirable
increase of electron cooling Auger time and the unwanted
reduction of the absorption coefficient, is yet to be explored
both theoretically and experimentally. The results for the
Auger time constant are presented at the single particle level
of theory, without full consideration of other electrons or
holes in the system.17 Introducing a proper configuration
interaction treatment of the correlation and exchange interac-
tion with already existing particles involved in the Auger
cooling process is likely to increase the Auger cooling time.
FIG. 2. (Color online) (a) Intraband Auger electron cooling recombination
mechanisms in InAs/GaAs QDs and (b) intraband Auger electron cooling
recombination mechanisms in virtual InAs/GaAs QDs with zero valence
band offset.
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In InAs/GaAs QDs, with much weaker state confinement than
in colloidal (for example, CdSe) QDs, the effects of correla-
tion and exchange can only be weaker. The excitonic shift
(i.e., e0 h0 Coulomb interaction energy) in InAs/GaAs QDs
is only a few tens of meV (Ref. 24) One can therefore expect
the many-body induced increase of Auger cooling time in VB
confinement-less InAs/GaAs QDs to be relatively small.
In summary, we have shown theoretically that, with
appropriate band structure engineering, it is possible to place
the intraband Auger electron cooling decay timescale in the
ns range. Such an optimised design requires a VB confine-
ment-less QD structure. The detrimental non-radiative decay
rate in the InAs/GaAs QD based IBSC would then be
increased by three orders of magnitude, i.e., in the same time
range as other radiative processes.
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FIG. 3. (Color online) Auger electron cooling times as a function of the QD
base length in InAs/GaAs QDs (open symbols) and in virtual InAs/GaAs
QDs with zero valence band offset (solid symbols).
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