One of the biggest issues in deep learning theory is the generalization ability of networks with huge model size. The classical learning theory suggests that overparameterized models cause overfitting. However, practically used large deep models avoid overfitting, which is not well explained by the classical approaches. To resolve this issue, several attempts have been made. Among them, the compression based bound is one of the promising approaches. However, the compression based bound can be applied only to a compressed network, and it is not applicable to the non-compressed original network. In this paper, we give a unified framework that can convert compression based bounds to those for non-compressed original networks. The bound gives even better rate than the one for the compressed network by improving the bias term. By establishing the unified framework, we can obtain a data dependent generalization error bound which gives a tighter evaluation than the data independent ones.
Introduction
Deep learning has shown quite successful results in wide range of machine learning applications. such as image recognition [28] , natural language processing [16] and image synthesis tasks [43] . The success of deep learning methods is mainly due to its flexibility, expression power and computational efficiency for large dataset training. Due to its significant importance in wide range of application areas, its theoretical analysis is also getting much important. For example, it has been known that the deep neural network has universal approximation capability [13, 24, 44] and its expressive power grows up in an exponential order against the number of layers [37, 8, 12, 11, 42, 47] . However, theoretical understandings are still lacking in several important issues.
Among several topics of deep learning theories, a generalization error analysis is one of the biggest issues in the machine learning literature. An important property of deep learning is that it generalizes well even though its parameter size is quite large compared with the sample size [41] . This can not be well explained by a classical learning theory which suggests that overparameterized models cause overfitting and thus result in poor generalization ability.
For this purpose, norm based bounds have been extensively studied so far [39, 6, 40, 18] . These bounds are beneficial because the bounds are not explicitly dependent on the number of parameters and thus are useful to explain the generalization error of overparameterized network [41] . However, these bounds are typically exponentially dependent on the number of layers and thus tends to be loose for deep network situations. As a result, [1] reported that a simple VC-dimension bound [32, 21] can still give sharper evaluations than these norm based bounds in some practically used deep Table 1 : Comparison of each generalization error to our bound. R F is the Frobenius norm of the weight matrix, R 2 is the operator norm of the weight matrix, R p→q is the (p, q) matrix norm, L is the depth, m is the maximum of the width, n is the sample size.R n andṘ r represent the Rademacher complexity and local Rademacher complexity respectively. κ is a Lipschitz constant between layers. α represents the eigenvalue drop rate of the weight matrix, and β represents that of the covariance matrix among the nodes in each internal layer.r is the bias induced by compression. "Original" indicates whether the bound is about the original network or not.
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Preliminaries: Problem formulation and notations
In this section, we give the problem setting and notations that will be used in the theoretical analysis. We consider the standard supervised leaning formulation where data consists of input x ∈ R d and output (or label) y ∈ R. We consider a single output setting, i.e., the output y is a 1-dimensional real value, but it is straight forward to generalize the result to a multiple output case. Suppose that we are given n i.i.d. observations D n = (x i , y i ) n i=1 distributed from a probability distribution P the marginal distribution of x is denoted by P X and the one corresponding to y is denoted by P Y . To measure the performance of a trained function f , we use a loss function ψ : R × R → R and define a training error and its expected one as
where the expectation is taken with respect to (X, Y ) ∼ P . Basically, we are interested in the generalization error Ψ( f ) − Ψ( f ) for an estimator f . We denote the empirical L 2 -norm by f n := n i=1 f (z i ) 2 /n for an empirical observation z i = (x i , y i ) (i = 1, . . . , n). The population L 2norm is denoted by f L2 := E Z∼P [f (Z) 2 ]. This paper deals with deep neural networks as a model. The activation function is denoted by η which will be assumed to be 1-Lipschitz as satisfied by ReLU (Assumption 1). Let the depth of the network be L and the width of the ℓ-th internal layer be m ℓ (ℓ = 1, . . . , L + 1) where we set m 1 = d (dimension of input) and m L+1 = 1 (dimension of output) for convention. Then, the set of networks having depth L and width m = (m 1 , . . . , m L ) with norm constraint as
where W 2 := sup u: W u =0 W u / u 1 is the operator norm (the maximum singular value),
is the Frobenius norm, and G is the "clipping" operator that is defined by G(x) = max{−M, min{x, M }} for a constant M . The reason why we put the clipping operator G on top of the last layer is because the clipping operator restricts the L ∞ -norm by a constant M and then we can avoid unrealistically loose generalization error. Note that the clipping operator does not change the classification error for binary classification. We express F to represent the "full model":
Here, we implicitly suppose that R 2 is close to 1 so that the norm of the output from internal layers is not too much amplified, while R F could be moderately large.
The Rademacher complexity is the typical tool to evaluate the generalization error on a function class
Rademacher sequence (P (ǫ i = 1) = P (ǫ i = −1) = 1/2). This is also called conditional Rademacher complexity because the expectation is taken conditioned on fixed D n . Its expectation with respect to D n is denoted byR
Roughly speaking the Rademacher complexity measures the size of the model and it gives an upper bound of the generalization error [52, 36] .
The main difficulty in generalization error analysis of deep learning is that the Rademacher complexity of the full model F is quite large. One of the successful approaches to avoid this difficulty is the compression based bound [1, 7, 48] which measures how much the trained network f can be compressed. If the network can be compressed to much smaller one, then its intrinsic dimensionality can be regarded as small. To describe it more precisely, suppose that the trained network f is included in a subset of the neural network model: f ∈ F ⊂ F . For example, F can be a set of networks with weight matrices that have bounded norms and are near low rank (Sec. 3.1 or Sec. 3.2). We do not assume a specific type of training procedure, but we give a uniform bound valid for any estimator f that falls into F and satisfies the following compressibility condition. We suppose that the network f is easy to compress, that is, f can be compressed to a smaller network g which is included in a submodel: g ∈ G. For example, G can be a set of networks with a smaller size than f . How small the trained network f can be compressed has been characterized by several notions such as "layer-cushion" [1] . Typical compression based bounds give generalization errors of the compressed model g, not the original network f . Our approach converts an error bound of g to that of f and eventually obtains a tighter evaluation.
The biggest difficulty for transforming the compression bound to that of f lies in evaluation of the population L 2 -norm between f and g. Basically, the compression based bounds are given as
for a constant C > 0 under some assumptions ( Table 1) . The term f − g n appears to adapt the empirical error of f to that of g, that is called "compression error" which can be seen as a bias term. We see that, in the right hand side, there appears the complexity of G which is assumed to be much smaller than that of the full model F . However, the left hand side is not the expected error of f but that of g. One way to transfer this bound to that of f is that we have
by assuming Lipschitz continuity of the loss function and then convert the bound (1) to
1 In this paper, · denotes the Euclidean norm: u = i u 2 i .
However, to bound the term f − g n + f − g L2 , there typically appears the complexity of the model F which is larger than the compressed model
, which results in slow convergence rate. To overcome this difficulty, we need to carefully control the difference between the training and test error of f and g by utilizing the local Rademacher complexity technique [35, 4, 27, 17] . The local Rademacher complexity of a model F ′ with radius r > 0 is defined asṘ
The main difference from the standard Rademacher complexity is that the model is localized to a set of functions satisfying f L2 ≤ r. As a result, we obtain a tighter error bound.
Throughout this paper, we always assume the following assumptions. Assumption 1 (Lipschitz continuity of loss and activation functions). The loss function ψ is 1-Lipschitz continuous with respect to the function output:
The activation function η is also 1-Lipschitz continuous: This assumption can be ensured by applying the clipping operator G to the output of the functions. In this paper, all the variables L, m ℓ , R 2 , R F , M, B x are supposed to be o(n). What we will derive in the following is a bound which has mild dependency on the depth L and depends on the width (m ℓ ) L ℓ=1 in a sub-linear order by using the compression based approach.
Existing bounds for no-compressed network Here we give a brief review of the generalization error bound for non-compressed models. (i) VC-bound: The Rademacher complexity of the full model F can be bounded by a naive VC-dimension bound [21] which is R n (F ) = O L n ℓ=1 m ℓ m ℓ+1 n log(n) . In this bound, there appears the number of parameters n ℓ=1 m ℓ m ℓ+1 in the numerator. However, the number of parameters is often larger than the sample size n in practical use. Hence, this bound is not appropriate to evaluate generalization ability of overparameterized networks. (ii) Norm-based bound: [18] showed the norm based bound which is given asR n (F ) = O LR L F n . However, this is exponentially dependent on the depth as R L F resulting in quite loose bound. [40] showed a norm based bound of
which avoids the exponential dependency. However, there is still dependency on the width, ℓ m ℓ R 2 F , which is larger than the linear order of the width since R F could be moderately large. [6] showedR
. The norm constraint on R 2→1 implicitly assumes sparsity on the weight matrix and R 2→1 typically depends on the width linearly. [56] improved the exponential dependency R L 2 appearing in this bound [6] to obtained a bound O 1 √ n 1 + Lκ where κ is the Lipschitz continuity between layers. We can see that R 2 2→1 and R 2 1→1 can depend on the width linearly and quadratically respectively even though R 2 is bounded.
Compression bound for noncompressed network
Here, we give a general theoretical tool that converts a compression based bound to that for the original network f . We suppose the model classes F and G are fixed independently on each data observation 2 . We denote the Minkowski difference of F and G by F − G := {f −g | f ∈ F, g ∈ G}.
We assume that the local Rademacher complexity of this set has a concave shape with respect to r > 0: Suppose that there exists a function φ :
This condition is not restrictive, and usual bounds for the local Rademacher complexity satisfy this condition [35, 4] . Using this notation, we define r * = r * (t) as
This is roughly given by the fixed point of a function r 2 → φ(r), and it is useful to bound the ratio of the empirical L 2 -norm and the population L 2 -norm of an element h in F − G: h 2 L2 /( h 2 n +r 2 * ) ≤ 1/2 with high probability. Then, we obtain the following theorem that gives the compression based bound for non-compressed networks.
Theorem 1. Suppose that the empirical L 2 -distance between f and g is bounded by f − g n ≤r 2 for a fixedr > 0 almost surely. Letṙ := 2(r 2 + r 2 * ), then, under Assumptions 1, 2, 3, there exists a universal constant C > 0 such that
The proof is given in Appendix A. The bound consists of two terms: "main term" and "fast term."
The main term represents the complexity of the compressed model G which could be much smaller than F . The fast term represents a sample complexity to bridge the original model and the compressed model. If we setr = o p (1), then it can be faster than the main term which is O(1/ √ n). Indeed, the fast term achieves o(1/n) in a typical situation. The termṘṙ( F − G) log(n) 3 2 can be refined by directly evaluating the covering number of the model (the poly-log(n) factor can be improved). The refined version is given in Appendix A. This bound is general, and can be combined with the compression bounds derived so far such as [1, 7, 48] where the complexity of G and the biasr are analyzed for their generalization error bounds.
The main difference from the compression bound (1) for g is that the bias termr = f − g n is replaced by 1 √ n f − g n which is √ n times smaller. Since r 2 * and Φ(ṙ) are typically o(1/ √ n), we may neglect these terms, and then the bound is informally written as
This allows us to obtain tighter bound than the compression bound for g because the bias termr/ √ n is much smaller thanr and eventually we can let the variance termR n ( G) much smaller by taking small compressed model G when we balance the bias and variance trade-off. This is an advantageous point of directly bounding the generalization error of f instead of g.
Finally, we note that some existing bounds such as [1, 6, 56] assumes a constant margin so that the bias term can be a sufficiently small constant (which does not need to converge to 0). On the other hand, our bound does not assume it and the bias term should converge to 0 so that the bias is balanced with the variance term, which is a more difficult problem setting. Example 1. In practice, a trained network can be usually compressed to one with sparse weight matrix via pruning techniques [14, 15] . Based on this observation, [7] derived a compression based bound based on a pruning procedure. In this situation, we may suppose that G is the set of networks with S non-zero parameters where S is much smaller than the total number of parameters:
0 is the number of nonzero parameters of the weight matrix W (ℓ) . In this situation, its Rademacher complexity is bounded bȳ R( G) ≤ CM L S n log(n) (see Appendix B.2 for the proof). This is much smaller than the VC-
Although our bound can be adopted to several compression based bounds, we are going to demonstrate how small the obtained bound can be through some typical situations in the following.
Compression bound with near low rank weight matrix
Here, we analyze the situation where the trained network has near low rank weight matrices (W (ℓ) ) L ℓ=1 . It has been reported that the trained network tends to have near low rank weight matrices experimentally [19, 26] . This situation has been analyzed in [1] where the low rank property is characterized by their original quantities such as layer cushion. However, we employ a much simpler and intuitive condition to highlight how the low rank property affects the generalization.
In this situation, we can see that for
Let the set of networks with exactly low rank weight matrices be NN(m, s,
then we have the following theorem.
Theorem 2. The compressed model G = NN(m, s, R 2 , R F ) has the following complexity:
n log(n).
If F satisfies Assumption 4, we can setr
n log(n) and
Bx) 1/α n , the overall generalization error is bounded by
See Appendix B.3 for the proof. This indicates that, if α > 1/2 is large (in other words, each weight matrix is close to rank 1), then we have a better generalization error bound. Note that the rank s ℓ can be arbitrary chosen andr and A 1 are in a trade-off relation. Hence, by selecting the rank appropriately so that this trade-off is balanced, then we obtain the optimal upper bound as in the following corollary. Corollary 1. Under Assumption 4, using the same notation as Theorem 2, it holds that
An important point here is that the bound is O( L L ℓ=1 m ℓ n ) which has linear dependency on the width m ℓ in the square root, but the naive VC-dimension bound has quadratic dependency
). In other words, the term in the square root has linear dependency to the number of nodes instead of the number of parameters. This is huge gap because the width can be quite large in practice. This result implies that a compressible model achieves much better generalization than the naive VC-bound.
In the generalization error bound, there appears R L 2 . Even though R 2 can be much smaller than R F , the exponential dependency R L 2 can give loose bound as pointed out in [1] . This is due to a rough evaluation of the Lipschitz continuity between layers, but the practically observed Lipschitz constant is usually much smaller. To fix this issue, we give a refined version of Corollary 1 in Appendix B.4 by using data dependent Lipschitz constants such as interlayer cushion and interlayer smoothness introduced by [1] . The refined bound does not involve the exponential term R L 2 , but instead κ 2 (κ: Lipschitz continuity) appears.
Compression bound with near low rank covariance matrix
Strictly speaking, the near low rank condition on the weight matrix in the previous section can be dealt with a standard Rademacher complexity argument. Here, we consider more data dependent bound: We assume the near low rank property of the covariance matrix among the nodes in an internal layer. A compression based bound for g using the low rank property of the covariance has been studied by [48] , but their analysis requires a bit strong condition on the weight matrix. In this paper, we employ a weaker assumption.
Assumption 5. Suppose that the trained network f satisfies the following conditions:
for a fixed β > 1 and U 0 > 0.
If f satisfies this assumption, then we can show that f can be compressed to a smaller one f ♯ that has width (m ♯ ℓ ) L ℓ=2 with compression error roughly evaluated as f − f ♯ n ℓ (m ♯ ℓ ) −β/2 . More precisely, for givenr ℓ > 0 (ℓ = 1, . . . , L) which corresponds to the compression error in the ℓth layer,
. Then, we obtain the following theorem. 
In particular, we may set
See Appendix B.5 for the proof. Here, we again observe that there appears a trade-off between r and m ♯ ℓ because asr ℓ becomes small, thenṁ ℓ becomes large and thus m ♯ ℓ becomes large. The evaluation given in Theorem 3 can be substituted to the general bound (Theorem 1). If F is the full model F , then there appears the number L ℓ=1 m ℓ m ℓ+1 of parameters which could be larger than n, which is unavoidable. This dependency on the number of parameters becomes much milder if both of Assumptions 4 and 5 are satisfied. 
If we omit L and log(n) terms for simplicity of presentation, then the bound can be written as
where theÕ(·) symbol hides the poly-log order. This is tighter than that of Corollary 1. We can see that as β and α get large, the bound becomes tighter. Actually, by taking the limit of α, β → ∞, then the bound goes to L 2 log(n)
. Moreover, the term dependent on the width is O(1/n) with respect to the sample size n which is faster than the rate O( L ℓ=1 m ℓ n ) which was presented in Corollary 1. Hence, the low rank property of both the covariance matrix and the weight matrix helps to obtain better generalization. Although the bound contains the exponential term R L 2 , we can give a refined version that does not contain the exponential term by assuming interlayer cushion [1] . See Appendix B.6 for the refined version.
There appears exp( 1 4 (2 √ L − 1)) which is exponentially dependent on L. However, this term is moderately small for realistic settings of the depth L. Actually, it is 7.27 for L = 20 and 26.7 for L = 50 (we can replace this term in exchange for larger polynomial dependency on L). The bound is not optimized with respect to the dependency on the depth L. In particular, the term L 2 log(n)/n could be an artifact of the proof technique and the L 2 term would be improved. by [56] . Since our bound and their bounds are derived from different conditions, we cannot tell which is better. Here, we consider a special case where m ℓ = m (∀ℓ) and W (ℓ) = 1 m 11 ⊤ ∈ R m×m which is an extreme case of low rank settings (note that W (ℓ) has rank 1). Then, R (1−1/2α)/2 /n can be arbitrary large in this situation, so that our bound has much milder dependency on the width m. On the other hand, if the weight matrix has small norm and has no spectral decay (corresponding to small α and β), then our bound can be looser than theirs. Combining compression based bounds and norm based bounds would be interesting future work.
Conclusion
In this paper, we derived a compression based error bound for non-compressed network. The bound is general and it can be adopted to several compression based bound derived so far. The main difficulty lies in evaluating the population L 2 -norm between the original network and the compressed network, but it can be overcome by utilizing the data dependent bound by the local Rademacher complexity technique. We have applied the derived bound to a situation where low rank properties of the weight matrices and the covariance matrices are assumed. The obtained bound gives much better dependency on the parameter size than ever obtained compression based ones.
In the appendix, we give the proofs of the main text. We use the following notation throughout the appendix:
To evaluate it, the covering number is useful [51] . For a metric spaceF equipped with a metricd, the ǫ-covering number N (F ,d, ǫ) is defined as the minimum number of balls with radius ǫ (measured by the metricd) to cover the metric spaceF . Hereafter, C denotes a constant which will be dependent on the context.
We let a ∧ b := min{a, b} and a ∨ b := max{a, b} for a, b ∈ R.
A Proof of Theorem 1
Here, we restate Theorem 1 in the following in more complete form.
Theorem 5. Suppose that the empirical L 2 -distance between f and g is bounded by f − g n ≤r 2 for a fixedr > 0 almost surely. Letṙ := 2(r 2 + r 2 * ), then, under Assumptions 1, 2, 3, there exists a universal constant C > 0 such that
with probability at least 1 − 3e −t for all t ≥ 1.
Note thatṘ( F − G) log(n) 3/2 in the statement of Theorem 1 of the main body is replaced by refined quantity Φ(ṙ).
Proof. First, by the standard Rademacher complexity analysis, we have that
with probability 1 − e −t , where we used the Rademacher concentration inequality (Theorem 3.1 of [36] ) in the third line and the contraction inequality (Theorem 11.6 of [9] or Theorem 4.12 of [31] and its proof) in the last line. We let this event be E 0 (t).
Next, we observe that
where we used Eq. (3) in the last line. Here, it should be noticed that it is not a good strategy to bound the first term
independently. Instead, we should bound them simultaneously to obtain tighter bound. This can be accomplished by using the local Rademacher complexity technique.
Since both of f and g are data dependent random variable, the contraction inequality [31] is not trivially applied. We overcome this difficulty as follows. Letγ n =γ n (D n ) := sup{ f − g n | f − g L2 ≤ r}, then the conditional Rademacher complexity of the set {ψ(y, f (x)) − ψ(y, g(x)) | f ∈ F , g ∈ G, f − g L2 ≤ r} can be bounded by a constant times the following Dudley integral (see Theorem 5.22 of [55] or Lemma A.5 of [5] for example): 
where we used 1-Lipschitz continuity of the loss function ψ in the first inequality, f − g − (f ′ − g ′ ) n ≤ f − f ′ n + g − g ′ n ≤ ǫ for f, f ′ ∈ F and g, g ′ ∈ G with f − f ′ n ≤ ǫ/2 and g − g ′ n ≤ ǫ/2 in the third line.
On the other hand, the Sudakov's minoration (Corollary 4.14 of [31] ) gives an upper bound of the right hand side of Eq. (5):
Sinceγ n ≤ 2M , the expectation of the right hand side with respect to D n isṘ r ( F − G) log(n) log(2nM ). Finally, we note thatṘ r ( F − G) is again bounded by the Dudley integral aṡ
where the last line is by Eq. (6) and C > 0 is a universal constant.
Next, we bound the population L 2 norm of f − g given f − g n ≤r. This is done by the local Rademacher complexity argument. Suppose that there exists a function φ : [0, ∞) → [0, ∞) such that the the following conditions are satisfied:
and φ(2r) ≤ 2φ(r).
Then, by the so-called peeling device, we can show that for any r > 0,
for all t > 0 (Theorem 7.7 and Eq. (7.17) of [46] ). Hence, if we choose r * = r * (t) so that
then it holds that P (h 2 ) ≤ 2P n (h 2 ) + 2r 2 * with probability greater than 1 − e −t . We let this event as E 1 (t). In this event, if f − g 2 n ≤r 2 , then it holds that f − g 2 L2 ≤ 2(r 2 + r 2 * ).
To bound this term, we apply the Talagrand's concentration inequality (Proposition 2 and [49, 10] ). To apply it, we should bound the variance and
) for any f ∈ F , g ∈ G with f − g L2 ≤ r (where r will be set 2(r 2 + r 2 * )). Due to the Lipschitz continuity of ψ, we have that
Hence, by the Talagrand's concentration inequalit (Proposition 2 and [49, 10] ), it holds that
with probability at least 1 − e −t for any t > 0. The first term in the right hand side can be bounded as
where we used the standard symmetrization argument (see Lemma 11.4 of [9] for example). The right hand side is further bounded by
for a universal constant C > 0 (see Eq. (5)). Combining these inequalities, it holds that
for a universal constant C > 0 with probability at least 1 − e −t for all t > 0. We denote by this event as E 2 (t, r).
We define an event E 3 (t) = E 1 (t) ∩ E 2 (t, 2(r 2 + r 2 * )). Then P (E 3 (t)) ≥ 1 − 2e −t for all t > 0. In this event, it holds that
for a universal constant C > 0. Combining this and Eq. (4), we obtain the assertion on the event E 0 (t) ∩ E 3 (t).
Hereafter, we derive some upper bounds of the (local) Rademacher complexities under some covering number conditions.
Proof. By the contraction inequality of the Rademacher complexity (Theorem 4.12 of [31] and its proof), we have
for q < 1. Then, for a universal constant C > 0 and a constant C q > 0 which depends on q < 1, it holds that
In particular,
Proof. Under the assumption, we may set
for a universal constant C > 0. Then, forγ n := sup{ f − g n : f − g L2 ≤ r, f ∈ F , g ∈ G}, it holds that
where we used Lemma 1. Hence, if the first term is larger than the second term, we have that
Therefore, we obtain that
On the other hand, if the second term in Eq. (7) is larger than the first one, then Young's inequality gives that
where c ′ > 0 is any positive real. Thus taking c ′ sufficiently large (which depends on M, q), we conclude that
where C q is a constant depending only on q < 1. These two inequalities (Eq. (8) and Eq. (9)) give the first assertion. By noticing the assumption M ≥ 1, r * can be derived from a simple calculation.
B Derivation of compression based bound for non-compressed networks B.1 Full model bound
Here, we assume that the model F of the trained network is the full model F = F = NN(m, R 2 , R F ) and G is included in NN(m,R 2 ,R F ). Then, their covering entropy is bounded by
Hence, the condition in Lemma 2 holds for S 1 = L ℓ=1 m ℓ m ℓ+1 , S 2 = LS 1 log(L(R 2 ∨R 2 ∨ 1)(max ℓ m ℓ + 1)) and S 3 = 0. In this case, we can set r 2 * = C (M + 1)(S 1 + 1 + S 2 log(n)) + M t n for a constant C > 0.
B.2 Complexity of a sparse model (Proof of Example 1)
Suppose that G is the model with sparse weight matrices given in Example 1. Let m = max ℓ m ℓ and B = R 2 , then we can see that
where the definition of Φ(L, m, S, B) is given in Appendix C.1. Therefore, its covering number is bounded by 
B.3 Near low rank condition on the weight matrix (Proof of Theorem 2 and Corollary 1 )
Here, we give proofs of Theorem 2 and Corollary 1 which give a generalization error bound when the trained network has near low rank weight matrices (W (ℓ) ) L ℓ=1 (Assumption 4). Under Assumption 4, we can see that for any 1 ≤ s ≤ min{m ℓ , m ℓ+1 }, we can approximate W (ℓ) by a rank s matrix W ′ as
This can be checked by discarding the singular vectors corresponding to the singular values smaller than the s-th largest one. This ensures that, for any f ∈ F, there exists f ′ ∈ F such that it has width
This can be proved as follows.
is a rank s ℓ matrix that satisfies Eqs. (10) and (11) for
Finally, by summing up this from ℓ = 1 to ℓ = L, we obtain Eq. (12).
In particular, for any ǫ > 0, by setting 
As the compressed network G, we may choose G = NN(m, s, R 2 , R F ) for s = (s 1 , . . . , s L ) so that, for all f ∈ F , there exists g ∈ G satisfying
Hence, we may
In this case, the covering number of G is bounded as (13) by replacing s ′ ℓ with s ℓ . Therefore, Lemma 2 gives that
s ℓ (m ℓ + m ℓ+1 ),
where q = 1/2α was used. This indicates that, if α > 1/2 is large (in other words, each weight matrix is close to rank 1), then the local Rademacher complexity can be small. Actually, the bound is smaller than L ℓ=1 m ℓ m ℓ+1 n because each rank s ℓ must satisfy s ℓ ≤ min{m ℓ , m ℓ+1 }.
Finally, we observe that Corollary 1 can be obtained by substituting s ℓ = min{m ℓ , m ℓ+1 , ⌈LV 0 R L−1
B.4 Improved bound with Lipschitz continuity constraint
In the generalization error bound of Theorem 2 and Corollary 1, there appears R L 2 . Even though R 2 can be much smaller than R F , the exponential dependency R L 2 could give lose bound as pointed out in [1] . We improve this exponential dependency by assuming the following condition.
Assumption 6 (Lipschitz continuity between layers: Interlayer cushion, interlayer smoothness [1] ). (1) x) be the input to the ℓ-th layer and M ℓ,ℓ ′ (x) = (W (ℓ ′ ) η(·)) • · · · • (W (ℓ) x) be the transformation from the ℓ-th layer to ℓ ′ -th layer. Then, we assume that there exists κ, τ > 0 such that τ ≤ 1/(2κ 2 L) and for any ℓ,
for all ξ (1) = (ξ
1 , . . . , ξ
n ) ⊤ ∈ R n and ξ (2) = (ξ
This assumption is a simplified version of the interlayer cushion and the interlayer smoothness introduced in [1] . Although a trivial bound of κ is κ ≤ R L 2 , the practically observed Lipschitz constant is usually much smaller. Assumption 6 captures this point and gives better dependency on the depth L. Actually, we can remove the exponential dependency on R 2 as in the following corollary.
Corollary 2. Under Assumptions 4 and 6, it holds that
This is almost same as Corollary 1, but the exponential dependency on R L 2 is replaced by the Lipschitz continuity κ 2 .
Proof of Corollary 2. Suppose that
then we show that Eq. (12) can be replaced by
where if s ℓ = min{m ℓ , m ℓ+1 }, then s −α ℓ term can be replaced by 0 (which means no-compression in the layer ℓ). Once we obtain this evaluations, then the following argument is same as the proof of Theorem 2 and Corollary 1 (Sec. B.3) .
for all k = 1, . . . , L. We show this by inductive reasoning. To do so, we assume that, for k = 1, . . . , ℓ − 1, this is satisfied, and then we show this for k = ℓ. Note that, for all k with k < ℓ, it holds that, for any ℓ ′ > k,
Note that the term s −α k can be replaced by 0 if s k = min{m k , m k+1 } which corresponds to the full rank setting (W ♯(k) = W (k) ). Therefore, we have that
Under the setting (14) , this gives that φ ℓ − φ ♯ ℓ n ≤ C B /2. Finally, noting that φ ℓ n ≤ C B /2, we have φ ♯ ℓ n ≤ C B . This concludes the inductive reasoning.
Finally, noting that f = φ L and f ′ = φ ♯ L , we have Eq. (15) .
B.5 Near low rank condition on the covariance matrix (Proof of Theorem 3 and Theorem 4)
Under Assumption 5, f can be compressed as follows. Suppose that the network is compressed to smaller one upto the ℓ − 1-th layer and the weight matrix of the compressed one is denoted by
For a given matrix Σ and a precision r 2 > 0, the degrees of freedom 3 are defined as
We define the right hand side as m ♯ ℓ :
We have, by Eq. (17),
By the induction assumption, we also have that
Combining these inequalities, if we define
, then it holds that
Letting r 0 = 0, by an induction argument, we obtain
Finally, we obtain
for a compressed network f ♯ that has width m ♯ = (m ♯ 1 , . . . , m ♯ L ) with parameters W ♯(ℓ) = W (ℓ) J ℓ+1 ,:Â ℓ . Note that
Therefore, if we set G = NN(m ♯ , 20 3 max ℓ m ℓ R 2 , 20 3 max ℓ m ℓ R F ), then there exists g ∈ G such that f − g n ≤r wherer 2 = r 2 L . Moreover, applying Lemma 4 to G and the Dudley integral yields
This gives the assertion of Theorem 3.
Here, we consider a situation where R 2 for some constant c 0 > 0. Then it holds that
Therefore, by setting C L := (1 ∨ R 2 ) L exp c 0 (2 √ L − 1) , it holds that r ℓ ≤ C L r 1 for ℓ = 1, . . . , L, in particular, we haver ≤ C L r 1 .
In this situation, the degrees of freedom are bounded by
Next, we boundṁ ℓ . To do so, we should boundr ℓ from below. Note that
By Lemma 2, we can evaluate r 2 * for F satisfying Assumption 4 as
Then, the overall generalization error is upper bounded by
with probability 1−3e −t for all t ≥ 1. By letting Q ′ L,α,n := L (2LV0R L−1 2 Bx) 1/α log(n) n and assuminĝ r ≤ 1, the second and third terms in C[·] is bounded by
Hence, by setting C L r 1 = L ℓ=1 m ℓ L − 1 4/β+2(1−1/2α) which balances the first and the second terms, thenr ≤ C L r 1 ≤ 1 and the right hand side is bounded by
Finally, by setting c 0 = 1/4, we obtain the assertion for
This gives Theorem 4.
B.6 Improved bound of Theorem 4 with Lipschitz continuity constraint
Here, we again note that there appears R L 2 in P L and Q L in the bound of Theorem 4. This is due to a rough evaluation of the interlayer Lipschitz continuity. We can reduce this exponential dependency under Assumption 6. Corollary 3. Assume Assumption 6 in addition to Assumptions 4 and 5, then the bound in Theorem 4 holds for the following redefined P L and Q L :
Proof of Corollary 3. To show Corollary 3, we set
where c 0 is a constant, and by the same argument as in the proof of Corollary 2, we can show that
Then, through a cumbersome calculation, we have that
for a universal constant C. Moreover, we can show that r ℓ can be bounded as
This also gives
for a universal constant C ′ . Then, redefining C L = κ exp(c 0 (2 √ L − 1)), we can apply the same argument as in the proof of Corollary 2. Indeed, we can shoẇ
From the above argument, if we set G = NN(m ♯ , 20 3 max ℓ m ℓ R 2 , 20 3 max ℓ m ℓ R F ), then there exists g ∈ G such that f − g n ≤r wherer 2 = r 2 L . Moreover, we can show
Here, to evaluate S 3 , we used the argument in Sec. B.4 (proof of Corollary 2).
The remaining argument is the same as the proof of Theorem 3 and Theorem 4 (Sec. B.5).
C Auxiliary lemmas
In this section, we give several auxiliary lemmas that are used in the proof of the theorems. These results are not new at all, but we explicitly present them for completeness.
C.1 Covering number of deep network models
Define the neural network with height L, width m, sparsity constraint S and norm constraint B as
where · 0 is the ℓ 0 -norm of the matrix (the number of non-zero elements of the matrix) and · ∞ is the ℓ ∞ -norm of the matrix (maximum of the absolute values of the elements).
The has a parameters with distance δ:
and similarly the Lipshitz continuity of B k (f ) with respect to · ∞ -norm is bounded as (Bm) L−k+1 . Then, it holds that Proof of Lemma 4. Let B = R 2 , m = max ℓ m ℓ , and S = L ℓ=1 m ℓ m ℓ+1 , then we can see that NN(m, R 2 , R F ) is a subset of Φ(L, m, S, B) because W ∞ ≤ W 2 . Hence Lemma 3 gives the first assertion. As for the second one, we can easily check that the covering number of NN(m, s, R 2 , R F ) can be bounded by the one given in Lemma 4 for Φ(2L, m, S, B) with S = L ℓ=1 s ℓ (m ℓ + m ℓ+1 ). Then, we obtain the second assertion.
C.2 Compression error bound for one layer
The following proposition was shown by [3, 48] . Let Σ I,I ′ ∈ R K×H for integers K, H ∈ N and a matrix Σ I,I ′ ∈ R K×H be a matrix ( Σ i,j ) i∈I,j∈I ′ for the index sets I ∈ [m ℓ ] K and I ′ ∈ [m ℓ ] H . Let F = {1, . . . , m ℓ } be the full index set. Let the degrees of freedom corresponding to Σ bê N (λ) := N ℓ (λ, Σ) (see Eq. (16)) for λ > 0. Proposition 1. Suppose that
where U = (U j,l ) j,l is the orthogonal matrix that diagonalizes Σ, that is, Σ = U diag (μ and the optimal β that achieves the infimum is given byβ =Â ⊤ α for any α ∈ R m ℓ .
C.3 Concentration inequality
Proposition 2 (Talagrand's Concentration Inequality [49, 10] ). Let G be a function class on X that is separable with respect to ∞-norm, and {x i } n i=1 be i.i.d. random variables with values in X . Furthermore, let B ≥ 0 and U ≥ 0 be B := sup g∈G E[(g − E[g]) 2 ] and U := sup g∈G g ∞ , then for Z := sup g∈G 1 n n i=1 g(x i ) − E[g] , we have
for all t > 0.
