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Abstract
Cox & Jones recently devised and studied an interesting variant of the classical Plateau problem, a
variant in which a helical soap film is confined to a cylindrical tube with circular cross-section. Through
experiments, numerics, and some analysis, they found that the length and (inner) radius of the tube
strongly influence the equilibrium shape of the confined soap film. In this paper, an area minimization
problem associated with determining the shape of the film is formulated and analyzed to determine which
surfaces are local minima. The connection between a functional inequality and the associated eigenvalue
problem plays an important role in the analysis. For helical films, a more detailed analysis is carried
out and stability conditions consistent with the experimental and numerical results of Cox & Jones are
obtained.
1 Introduction
In 1873, Plateau [6] published a classical work detailing experiments involving soap films spanning closed
wire loops. He also considered soap films spanning multiple disjoint closed loops and found that, depending
on the placement of the loops, there may or may not exist a spanning soap film. One particular example
discussed by Plateau involves two circular loops of equal radii. If these loops are coaxial and are sufficiently
close together, then there is a spanning soap film in the shape of a catenoid. Increasing the distance between
the loops causes the neck of the catenoid to shrink. This continues until the ratio of the distance between the
loops and their radius reaches a critical value, at which point the soap film becomes unstable and collapses
to two disconnected discs corresponding to the Goldschmidt [5] solution. Other instabilities involving soap
films are described by Weaire et al. [9].
Recently, Cox & Jones [3] considered the stability of a soap film confined to a tube. Their setup involves
a circular cylindrical tube of (inner) radius R and length L, with a rigid wire spanning the diameter at each
of its ends. Cox & Jones considered a soap film whose boundary consisted of the two wires and two curves
on the inner wall of the tube. Initially, the case in which the two wires are parallel was considered. In this
case, when L is small relative to R, the soap film forms a flat surface. However, Cox & Jones found that
increasing L/R above a certain threshold destabilizes the soap film. They also performed this experiment
after first rotating one wire relative to the other and found that the ratio L/R at which the instability occurs
decreases as the relative rotation of the wires increased. Their results suggest that there might be a maximal
angle of rotation above which a helical soap film is unstable. Cox & Jones obtained their results on the basis
of experiments and numerical simulations using the program Surface Evolver. They also considered setups
involving two or more crossing wires at the ends of the tube, but here we are only interested in the most
simple case described above.
Since the days of Euler, it has been known that the shape of a spanning soap film can be determined by
considering a minimization problem. In this problem, the wire loop is modeled as a simple closed curve and
the soap film as a surface surface. The soap film spanning the wire is represented by the surface spanning the
curve whose (Helmholtz) free-energy is minimal—in an appropriate local sense—among all surfaces that span
the curve. Under the assumption of constant surface tension—which is reasonable in most situations—this
is equivalent to minimizing the area of the spanning surface. The problem of proving the existence of an area
minimizing surface with a prescribed boundary is referred to as Plateau’s problem. As mentioned earlier,
1
ar
X
iv
:1
31
2.
53
62
v1
  [
ma
th.
CA
]  
18
 D
ec
 20
13
when several closed loops are considered, there need not exist a spanning soap film. That said, Douglas [4],
Radó [7], and Courant [2] established sufficient conditions for the existence of a spanning film.
Here, to confirm the results of Cox & Jones, a linear stability analysis is conducted. For parallel wires, the
analysis confirms the critical value of L/R at which the flat soap film becomes unstable obtained previously
by Cox & Jones. The analysis also suggests that the critical value of the ratio L/R at which instability
occurs decreases on increasing the angle between the wires. Finally, it is shown that there is a maximum
rotation above which there exists no stable soap film in the shape of a helicoid.
In Section 2, a variational statement of the problem is provided and essential notation is introduced.
Section 3 consists of two parts. In the first part, conditions necessary and sufficient for the first variation of
the underlying free-energy functional to vanish are obtained. If those conditions hold for a certain surface,
that surface is referred to as a critical point of the free-energy functional. In the second part, a condition
that ensures the stability of a critical point is obtained. This condition can be expressed as a functional
inequality or as a condition on the eigenvalues of a certain partial-differential eigenvalue problem. In Section
4, the stability of a flat surface spanning parallel wires is analyzed. This analysis is generalized in Section 5
to include the case where the wires need not be parallel. In Section 6, our results and their relation to those
of Cox & Jones [3] are discussed.
2 Formulation
Consider a tube of length L with an annular cross-section consisting of two concentric circles, the innermost of
which has radius R. With a rescaling, it suffices to consider a tube with innermost radius 1 and dimensionless
length
ρ :=
L
R
. (2.1)
Suppose that at each end of the tube there is a wire the centerline of which is a diameter for the innermost
cross-section. Assume that both the tube and the wires are rigid.
The innermost cross-section of the tube is modeled as a cylindrical tube C of length ρ and radius 1 and
the wires are modeled as line segments W1 and W2 of length 2 (Figure 1). Denote the union of the wires
by W :=W1 ∪W2. Choose a unit vector z parallel to the axis of C directed from W1 to W2 and denote by
r the unit normal on C pointing away from its axis. Choose an (x, y, z) Cartesian coordinate system with
origin at the intersection ofW1 and the axis of the cylinder and withW2 intersecting the axis of the cylinder
at the point (0, 0, ρ). Furthermore, orient the coordinate system so that the y-axis is parallel to W1. The
angle between W2 and the y-axis measured in the counter-clockwise direction is denoted by θ0 and satisfies
0 ≤ θ0 < pi.
Consider the flat surface
S0 := {(x, y, z) ∈ R3 | x = 0, −1 ≤ y ≤ 1, 0 ≤ z ≤ ρ}. (2.2)
Put Y0 := ∂S0 \W. Let A denote the collection of all surfaces S such that
1. There is an injective mapping f ∈ C2(S0,R3) such that f(S0) = S.
2. The boundary ∂S of S consists of W and two curves that lie on C—that is,
W ⊂ ∂S and Y := ∂S \W ⊂ C. (2.3)
Since f is differentiable, it follows from items 1 and 2 that
f(W) =W and f(Y0) = Y. (2.4)
Next, consider a surface S ∈ A. Because of the assumed regularity, S is orientable and, hence, there is
unit-vector field n of class C1 defined on S. Denote the tangent and binormal of ∂S by t and ν, respectively,
and assume that the orientation of S is chosen so that, onW1, t points in the positive y-direction (Figure 1).
Consider a C1 surface or curveM and a scalar- or vector-valued field φ defined onM. The manifoldM
may be the cylinder C, an element of A, or part of the boundary of an element of A. TheM gradient ∇Mφ
of φ is defined by
∇Mφ(x) = ∇φ¯(x) for all x ∈M, (2.5)
2
(a) (b)
W2
W1
Y1 Y2 ρ
2
ff -
6
?
6z

+
n
9t
9
ν
ff
r
θ0
Figure 1: A surface S in A confined to the cylinder C. (a) A depiction of S showing that the boundary of S consists of two line
segments, W1 and W2, and two curves, Y1 and Y2, lying on C. The line segments W1 and W2 are diameters of C and, thus,
are of length 2 and are rotated relative to one another by the angle θ0. (b) A depiction of S showing the unit normal n on S
and the unit tangent t and unit binormal ν on S. Here, z in the unit vector parallel to the axis of C directed from W1 to W2
and r is the unit vector on C oriented to point away from z.
where φ¯ is an extension of φ to a neighborhood ofM that is constant in the direction perpendicular toM.
If φ is vector-valued, theM divergence divMφ of φ is defined by
divMφ := tr(∇Mφ). (2.6)
The surface Laplacian ∆S is given by the surface divergence of the surface gradient. Given a vector field u
tangent toM, define the directional derivative ∇uφ of φ in the direction u by
∇uφ := (∇Mφ)u. (2.7)
If φ is scalar-valued, the natural inner-product of R3 can be used to write the right-hand side of (2.7) as
(∇Mφ)u = ∇Mφ · u. (2.8)
The curvature tensor L of a surface S in A is defined by
L := −∇Sn (2.9)
and can be shown to be symmetric. The mean and Gaussian curvatures H and K of S are given by
H :=
1
2
trL and K :=
1
2
[(trL)2 − tr(L2)], (2.10)
respectively. Since S is parameterized by a mapping of class C2, the curvature tensor L, as well as the mean
and Gaussian curvatures H and K, are continuous, and hence bounded, on S.
The functional E : A −→ R defined as
E(S) :=
∫
S
σ da for all S ∈ A, (2.11)
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where σ > 0 is the constant, dimensionless surface-tension of the soap film, gives the (Helmholtz) free-energy
associated with each surface in A. The extent to which the local minimizers of E depend on the parameters
ρ and θ0 is considered in the following sections.
3 General information about the critical points and their stability
To analyze the possible critical points of E and their stability, the first and second variations of E are
required. For the remainder of this section, consider a fixed surface S ∈ A and a one-parameter family of
surfaces in A generated by a function f ∈ C2(I, C2(S0,R3)), where I is an open interval of R containing 0,
such that S = f(0,S0) and f(t, ·) ∈ C2(S0,R3) is injective for all t ∈ I. Analogous to (2.4), it follows that
f(t,W) =W and f(t,Y0) = Y for all t ∈ I. (3.1)
The initial velocity v and acceleration a associated with this family are defined by
v(y) := f ′(0,x) and a(y) := f ′′(0,x) for all y = f(x) ∈ S, (3.2)
where a prime is used to denote differentiation with respect to t.
Equation (3.1)1 encompasses the requirement that points on W remain on W, which consists of straight
line segments. It follows that
v = (v · t)t and a = (a · t)t on W. (3.3)
The constraint (2.3)2 can be expressed as f(t,x) ∈ C for all t ∈ I and x ∈ Y0. This immediately implies
that
f ′(t,x) · r(f(t,x)) = 0 for all (t,x) ∈ I × Y0. (3.4)
Evaluating (3.4) at t = 0 yields
v · r = 0 on Y. (3.5)
Evaluating the consequence of differentiating (3.4) with respect to t at t = 0 yields
a · r = |v · z|2 − |v|2 ≤ 0 on Y. (3.6)
To arrive at (3.6) requires the formula
∇Cr = (z× r)⊗ (z× r). (3.7)
It is useful to define
V := {v ∈ C2(S,R3) | (3.3)1 and (3.5) hold}. (3.8)
3.1 Characterization of critical points
To characterize the critical points of E, consider the first variation,
E(f(·,S0))′|t=0 =
∫
S
σdivSv da (3.9)
= −
∫
S
2σH(v · n) da +
∫
∂S
σ(v · ν)dl, (3.10)
of the surface free-energy functional E at S; (3.10) arises from (3.9) upon using the surface-divergence
theorem, which appears on page 222 in the book by Brand [1]. So far, neither (3.3)1 nor (3.5) has been used.
The following result characterizes the critical points of E.
Proposition 3.1. The surface S is a critical point of the functional E if and only if
H = 0 on S, (3.11)
ν = r on Y. (3.12)
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Proof. By definition, S is a critical point of E if and only if the first variation with respect to every admissible
velocity v vanishes—that is, if and only if
0 = −
∫
S
2H(v · n)da +
∫
∂S
v · ν dl for all v ∈ V. (3.13)
Assume that (3.13) holds. Since the normal component of a vector field belong to V is unconstrained,
(3.13) implies that (3.11) holds. On invoking (3.3)1 and (3.11), (3.13) reduces to
0 =
∫
Y
v · ν dl for all v ∈ V. (3.14)
Since {r, t,g}, with g := r × t, is an orthonormal basis on Y and (3.5) holds, v admits a decomposition of
the form
v = (v · t)t+ (v · g)g on Y, for all v ∈ V. (3.15)
On using (3.15) and the fact that ν · t = 0 on Y, (3.14) becomes
0 =
∫
Y
(v · g)(g · ν) dl for all v ∈ V. (3.16)
Since the component of vector field in V in the direction g is unrestricted, (3.16) yields g ·ν = 0 and, hence,
(3.12) holds.
It is easy shown that the conditions (3.11) and (3.12) imply (3.13).
As expected, (3.11) is the classical condition that the mean curvature of a critical point of E must vanish.
The condition (3.12) embodies the requirement that the portion Y of its boundary ∂S disjoint fromW meets
the inner wall of C at a right angle.
It is possible to construct a family of surfaces that satisfy the two conditions of Proposition 3.1. Fix an
integer n and put θ := θ0 + pin. Consider the helicoid Sθ with the parameterization
f(y, z) = (−y sin(θz/ρ), y cos(θz/ρ), z) for all y ∈ [−1, 1], z ∈ [0, ρ]. (3.17)
The integer n indicates how many half twists the helicoid makes. The boundary ∂Sθ of Sθ satisfies the
conditions (2.3). It is not difficult to see that (3.12) holds for all such surfaces; moreover, it is well-known
that the mean curvature of a helicoid vanishes. Hence, Sθ is a critical point of E. It seems reasonable to
conjecture that these helicoids are the only surfaces in A that satisfy the conditions (3.11) and (3.12) and
the boundary condition (2.3).
3.2 Stability of critical points
The second variation of E, while less well-known, is provided by Simon [8] and takes the form
E(f(·,S0))′′|t=0 =
∫
S
σ
[|(∇Sv)>n|2 + (divSv)2 − tr(∇Sv2) + divSa]da. (3.18)
A lengthy but straightforward calculation shows that
(divSv)2 − tr(∇Sv2) = v ·
[
divS [(∇Sv)>]−∇S(divSv)] + divS [(divSv)v − (∇Sv)v]
= (L · ∇Sv)(v · n)− Lv · (∇Sv)>n+ divS [(divSv)v − (∇Sv)v]. (3.19)
Using (3.19) in (3.18) and applying the surface-divergence theorem yields
E(f(·,S0))′′|t=0 =
∫
S
σ
[|(∇Sv)>n|2 + (L · ∇Sv)(v · n)− Lv · (∇Sv)>n
+H[(divSv)v − (∇Sv)v + a] · n
]
da (3.20)
+
∫
∂S
σ[(divSv)v − (∇Sv)v + a] · ν dl. (3.21)
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By definition, the surface S satisfies the second-variation stability condition if
E(f(·,S0))′′|t=0 ≥ 0 for all v ∈ V. (3.22)
Although the second-variation stability condition is necessary for the surface to be a local minimum of E, it
is not sufficient.
To characterize the critical points of E that satisfy the second-variation stability condition, it is useful
to introduce
VN := {c ∈ C2(S,R) | c = 0 on W}. (3.23)
In proving the next proposition, it will become clear that the elements of VN represent the normal components
of elements of V .
Proposition 3.2. A critical surface S satisfies the second-variation stability condition if and only if∫
Y
(t · z)2c2dl ≤
∫
S
(|∇Sc|2 + 2Kc2) da for all c ∈ VN . (3.24)
Proof. Suppose now that S is a critical point of E. First, using (3.3)1, it follows that
[(∇Sv)v] · ν = (v · t)[∇t((v · t)t)] · ν = (v · t)[∇t(v · t)](t · ν) = 0 on W, (3.25)
Using (3.3), (3.6), Proposition 3.1, and (3.25) in (3.21) yields
E(f(·,S0))′′|t=0 =
∫
S
σ
[|(∇Sv)>n|2 + (L · ∇Sv)(v · n)− Lv · (∇Sv)>n] da
−
∫
Y
σ
(
[(∇Sv)v] · r+ |v|2 − |v · z|2
)
dl. (3.26)
Hence, S satisfies the second variation stability condition if and only if
0 ≤
∫
S
[|(∇Sv)>n|2 + (L · ∇Sv)(v · n)− Lv · (∇Sv)>n] da
−
∫
Y
(
[(∇Sv)v] · r+ |v|2 − |v · z|2
)
dl for all v ∈ V. (3.27)
To analyze (3.27), it is useful to decompose each v ∈ V into tangential and normal components. In
particular, for all v ∈ V , there is a vector field u and a scalar field c defined on S, both of class C2, such
that
v = u+ cn with u · n = 0 on S (3.28)
where, from (3.3) and (3.5), u and c satisfy
u = (u · t)t and c = 0 on W, (3.29)
u · r = 0 on Y. (3.30)
Applying the surface gradient to the relation u · n = 0, which holds on S, and using (2.9) yields
(∇Su)>n = Lu on S. (3.31)
Fix an arbitrary v ∈ V , and hence a corresponding u and c. Using (2.10)2, (3.28), and (3.31), straight-
forward calculations show that
|(∇Sv)>n|2 = |Lu|2 + 2Lu · ∇Sc+ |∇Sc|2,
(L · ∇Sv)(v · n) = (L · ∇Su)c+ 2Kc2,
Lv · (∇Sv)>n = |Lu|2 + Lu · ∇Sc,
 on S. (3.32)
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Moreover, using (3.28) and (3.30) yields
[(∇Sv)v] · r = (u · t)2[(∇tt) · r] + (u · t)[(∇tn) · r]c,
|v|2 − |v · z|2 = (t · z)2c2 + (u · t)2(n · z)2 − 2(u · t)(n · z)(t · z)c,
}
on Y. (3.33)
In view of (3.7) and the identities t = n× ν and n = ν × t connecting t, n, and ν, it follows that
∇tt · r = −(n · z)2,
∇tn · r = (n · z)(t · z),
}
on Y. (3.34)
With (3.28)–(3.34), (3.27) becomes
0 ≤
∫
S
[|∇Sc|2 + 2Kc2 + L · (c∇Su+∇Sc⊗ u)] da− ∫
Y
[
(t · z)2c2 − (u · t)(n · z)(t · z)c] dl. (3.35)
Notice that by the surface-divergence theorem, integration by parts, the identity divSL = 0, which follows
from (3.11), and (3.30),∫
S
L · (c∇Su+∇Sc⊗ u)da =
∫
S
L · ∇S(cu) =
∫
Y
cLu · r =
∫
Y
−c(u · t)∇tn · r, (3.36)
which, with (3.34)2, can be used to reduce (3.35) to∫
Y
(t · z)2c2 dl ≤
∫
S
(|∇Sc|2 + 2Kc2) da. (3.37)
Since v is an arbitrary element of V , the c appearing in (3.35) can be chosen arbitrarily as long as it
is consistent with the condition c = 0 on W. Hence, (3.24) holds. Showing that (3.37) implies (3.27) is a
matter of using the identities (3.32)–(3.34) and (3.36) and tracing the proof backwards.
Proposition 3.2 gives an alternate statement of the second-variation stability condition in terms of a
functional inequality. This inequality resembles a Sobolev trace inequality involving the L2 norm on the
boundary weighted with (t · z)2 and part of the W 1,2 norm on S weighted with 2K. Equation (3.24)
expresses the requirement that the optimal constant for the trace inequality with these weighted norms is
less than or equal to 1. This condition places restrictions on the possible surfaces that may constitute local
minima of the free-energy E. Notice that this is in opposition to the usual discussion of optimal constants in
Sobolev trace inequalities. Traditionally, the trace inequality is applied and the optimal constant is sought
over a given domain. Here, a bound on the optimal constant provides information regarding the geometry
of the domain.
It is possible to find an equivalent statement of the second-variation stability condition involving a partial-
differential eigenvalue problem.
Proposition 3.3. The surface S satisfies the second-variation stability condition if and only if the smallest
eigenvalue λ of the problem
∆Sc− 2λKc = 0, on S,
∇rc− λ(t · z)2c = 0, on Y,
c = 0, on W,
 (3.38)
is greater than or equal to 1, where weak solutions to (3.38) are sought in W 1,2(S,R).
Proof. To establish this result, the characterization of the second-variation stability condition given in Propo-
sition 3.2 will be used. First notice that given c ∈ VN for which∫
Y
(t · z)2c2 dl−
∫
S
2Kc2 da (3.39)
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vanishes, the inequality (3.26) holds trivially. Moreover, since its mean curvature vanishes, the Gaussian
curvature of S obeys K ≤ 0; hence, (3.39) is never negative. It follows that (3.24) is equivalent to
1 ≤
∫
S |∇Sc|2 da∫
Y(t · z)2c2 dl−
∫
S 2Kc
2 da
=: J(c) for all c ∈ V ′N , (3.40)
where V ′N := {c ∈ VN | (3.39) is nonzero}.
First, it is shown that J , defined in (3.40), has a minimizer in V ′N . Toward this end, let {cn}n∈N be a
minimizing sequence in V ′N . Since scaling the terms of this sequence does not effect its minimizing property,
assume, without loss of generality, that the terms of the sequence are normalized according to∫
S
(c2n + |∇Scn|2) da = 1 for all n ∈ N. (3.41)
It follows trivially that the sequence is bounded inW 1,2(S,R) and that, by the Banach–Alaoglu theorem and
a Sobolev trace inequality, there is a c∞ ∈W 1,2(S,R) and a subsequence of {cn}n∈N, which for simplicity is
also denoted by {cn}n∈N, such that
cn
W 1,2(S,R)−−−−−−−⇀ c∞, (3.42)
cn
L2(S,R)−−−−−−−→ c∞, (3.43)
cn
L2(∂S,R)−−−−−−→ c∞. (3.44)
Next, it must be shown that c∞ ∈ V ′N and that c∞ minimizes J . Since cn = 0 on W for each n ∈ N, it
follows from (3.44) that c∞ = 0 onW. To see that (3.39) is nonzero for c replaced by c∞, begin by assuming
that it is zero and seek a contradiction. Since {cn}n∈N is a minimizing sequence,
lim
n→∞
∫
S |∇Scn|2 da∫
Y(t · z)2c2n dl−
∫
S 2Kc
2
n da
= lim
n→∞ J(cn) <∞. (3.45)
It follows from (3.43), (3.44), and the boundedness of both t · z and K that
lim
n→∞
∫
Y
(t · z)2c2n dl−
∫
S
2Kc2n da =
∫
Y
(t · z)2c2∞ dl−
∫
S
2Kc2∞ da. (3.46)
Since, by assumption, the right-hand side of (3.46) is zero, (3.45) and (3.46) together yield
0 = lim
n→∞
∫
S
|∇Scn|2 da ≥
∫
S
|∇Sc∞|2 da. (3.47)
Hence, by the Poincaré inequality,
∫
S c
2
∞ da = 0. This together with (3.47) and (3.41) yields a contradiction
from which it follows that (3.39) must be nonzero for c replaced by c∞; thus, c∞ ∈ V ′N . Thus, by (3.42)–
(3.44), J(c∞) must satisfy the inequality
J(c∞) ≤ lim
n→∞ J(cn). (3.48)
Since {cn}n∈N is a minimizing sequence, (3.48) implies that c∞ is a minimizer of J .
Assume that (3.40) holds and that c ∈ V ′N is a minimizer of J . Find a sequence {cn}n∈N ⊂ V ′N converging
to c strongly in W 1,2(S,R). It follows from (3.40) that
λ := J(c) = lim
n→∞ J(cn) ≥ 1. (3.49)
Since c is a minimizer of J , the first variation of J at c must vanish. This can be expressed as∫
S
(∇Sc · ∇Sξ + 2λKcξ)da−
∫
Y
(t · z)2cξ dl = 0 for all ξ ∈ C∞(S,R) with ξ = 0 on W. (3.50)
The condition (3.50) requires that c is a weak solution of (3.38).
Conversely, assume that c ∈ W 1,2(S,R) is a weak solution of (3.38)—that is, assume that (3.50) holds
and that c = 0 on W—with minimal value λ ≥ 1. It follows from (3.50) that c is a critical point of J . Since
λ is minimal and J has a minimizer, c must minimize J . Moreover, since λ ≥ 1, (3.40) must hold.
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Proposition 3.2 or, equivalently, Proposition 3.3, places restrictions on stable critical points of the free-
energy functional E, as will become clear in the next section on considering the surface S0. Ideally it should
be possible to use one of the last two propositions to obtain explicit information about the stable critical
points, such as, for example, a condition on ρ and θ which ensures that S0 is stable.
While the two previous propositions give conditions necessary for stability, they do not give conditions
sufficient for stability. However, it is true that if a critical point S of E satisfies∫
Y
(t · z)2c2dl <
∫
S
(|∇Sc|2 + 2Kc2) da for all c ∈ VN , (3.51)
then that critical point is stable. Also, if there is a c ∈ VN such that∫
Y
(t · z)2c2dl >
∫
S
(|∇Sc|2 + 2Kc2) da, (3.52)
then that critical point is unstable. Phrased in terms of the eigenvalue problem (3.38), if the smallest
eigenvalue is strictly greater than 1, then the relevant critical point is stable, but if it is strictly less than 1,
then the relevant critical point is unstable.
4 Stability analysis of S0
Suppose that θ0 = 0, in which case the surface S0 described in the second paragraph of Section 2 belongs to
A. It is immediately obvious that S0 satisfies (3.11) and (3.12) and, hence, is a critical point of E. Whether
S0 satisfies the second-variation stability condition—that is, whether (3.27) holds—is not, however, obvious.
It transpires that S0 need not be stable. In this section, conditions on ρ necessary and sufficient to ensure
that (3.24) holds are determined.
Since S0 is flat, its curvature vanishes and, hence, (3.24) reduces to∫
Y0
c2 dl ≤
∫
S0
|∇S0c|2 da for all c ∈ VN ; (4.1)
further, the eigenvalue problem (3.38) reduces to
∆c = 0, on [−1, 1]× [0, ρ],
cy(1, z)− λc(1, z) = 0 for all z ∈ [0, ρ],
cy(−1, z) + λc(−1, z) = 0 for all z ∈ [0, ρ],
c(y, 0) = c(y, ρ) = 0, for all y ∈ [−1, 1].

(4.2)
Proposition 4.1. The surface S0 satisfies the second-variation stability condition if and only if
1 ≤ pi
ρ
tanh
(pi
ρ
)
. (4.3)
Proof. To demonstrate the necessity of (4.3), assume that (4.1) holds and consider the function c defined by
c(y, z) := cosh(piy/ρ) sin
(
piz/ρ) for all (y, z) ∈ [−1, 1]× [0, ρ]. (4.4)
Notice that, for this choice of c, (3.29) is satisfied and (4.1) yields
0 ≤
∫ 1
−1
∫ ρ
0
(c2y(y, z) + c
2
z(z)) dzdy −
∫ L
0
(c2(−1, z) + c2(1, z)) dl (4.5)
≤ pi sinh (pi/ρ) cosh(pi/ρ)− ρ cosh2 (pi/ρ), (4.6)
which is equivalent to (4.3).
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Assume now that (4.3) holds. It will be shown that the minimum value of λ allowed by the eigenvalue
problem (4.2) must be greater than or equal to 1. Let c ∈ W 1,2(S0,R) be a weak solution to (4.2) with
eigenvalue λ. Notice that because c = 0 on W, c admits a sine-series representation of the form
c(y, z) =
∑
k∈N
gk(y) sin(kpiz/ρ) for almost all (y, z) ∈ [−1, 1]× [0, ρ], (4.7)
where the functions gk, k ∈ N, are of class W 1,2 on S and the sum converges in the associated norm.
Substituting the expansion (4.7) into (4.2) yields∑
k∈N
[
g′′k (y)−
k2pi2
ρ2
gk(y)
]
sin(kpiz/ρ) = 0 for almost all (y, z) ∈ [−1, 1]× [0, ρ], (4.8)∑
k∈N
[
g′k(1)− λgk(1)
]
sin(kpizρ) = 0 for all z ∈ [0, ρ], (4.9)∑
k∈N
[
g′k(−1) + λgk(−1)
]
sin(kpiz/ρ) = 0 for all z ∈ [0, ρ], (4.10)
Since the family of functions z 7→ sin(kpiz/ρ), k ∈ N, is a complete orthogonal basis for functions in
W 1,2([0, ρ],R) with zero Dirichlet boundary condition, for each k ∈ N, gk must satisfy
g′′k − k
2pi2
ρ2 gk = 0 on [−1, 1],
g′k(1)− λgk(1) = 0,
g′k(−1) + λgk(−1) = 0.
 (4.11)
It is easy to show that any solution of (4.11)1 must be a linear combination of hyperbolic sines and
cosines and that the function that delivers the minimal value of λ that satisfies (4.11) arises for k = 1 and
is given by
g1(y) = cosh(piy/ρ) for all y ∈ [−1, 1]. (4.12)
The value of λ corresponding to g1 is
λ =
pi
ρ
tanh
(pi
ρ
)
. (4.13)
Since (4.3) holds, it follows immediately that λ ≥ 1. Moreover, since this λ is the smallest eigenvalue
of the eigenvalue problem (4.11), Proposition 3.3 ensures that S0 satisfies the second-variation stability
condition.
The previous result embodies the requirement that S0 satisfies the second-variation stability condition
when ρ satisfies (4.3), which can be approximated as ρ / 2.62. Hence, for 2.62 / ρ, S0 is not a local minimum
of E. This agrees with the results of Cox & Jones [3]. It should be noted that Cox & Jones did obtain this
critical value of ρ by using a linear stability analysis but, as they themselves admit, they did not accurately
account for the boundary condition (3.12) when they considered a perturbation of the flat surface.
It ensues that for pi/2 < ρ, S0 is not a global minimizer. To see this, fix a φ ∈ (0, pi/2) and consider the
curve γ : [0, 2φ+ L] −→ R3 given by
γ(s) :=

(sin s, cos s, 0) s ∈ [0, φ),
(sinφ, cosφ, s− φ) s ∈ [φ, φ+ ρ),
(sin(2φ+ ρ− s), cos(2φ+ ρ− s), ρ) s ∈ [φ+ ρ, 2φ+ ρ].
(4.14)
Let Y1 be the range of γ and Y2 be the reflection of Y1 across the y = 0 plane. Consider the surface Sφ,
with boundary W ∪ Y1 ∪ Y2, consisting of three flat subsurfaces, two of which are part of discs and lie in
the planes z = 0 and z = ρ and the other of which is rectangular and lies in the plane x = sinφ (Figure 2).
Since this surface is not of class C2, it does not belong to A. However, it is possible to find an element of A
as close to that of Sφ as desired. Computing the free-energy of Sφ yields
E(Sφ) = ρ cosφ+ 2φ; (4.15)
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(a) (b)
Figure 2: The surface Sφ depicted from two different angles. Red and blue are used to indicate different sides of the surface.
hence, for ρ > pi/2, there is a φ close to pi/2 such that
E(Sφ) < E(S0). (4.16)
Thus, S0 is not a global minimizer for ρ > pi/2.
5 Stability analysis of Sθ
This section returns to the general case θ0 6= 0 and focuses on the question of whether the helicoid Sθ
parameterized by (3.17) satisfies the second-variation stability condition. Recall that θ = θ0 + pin for some
n ∈ N. Due to mirror symmetry, it suffices to consider the case θ ≥ 0. As will become evident, it is the value
of θ rather than those of θ0 and n that emerge naturally in the analysis. For this reason, dependence on n
is not indicated explicitly.
Using the parameterization (3.17), various calculations show that
∆Sθc(y, z) = cyy(y, z) +
θ2y
ρ2 + θ2y2
cy(y, z) +
ρ2
ρ2 + θ2y2
czz(y, z), (5.1)
K(y, z) = − ρ
2θ2
(ρ2 + θ2y2)2
, (5.2)
(t(z) · z)2 = ρ
2
ρ2 + θ2
, (5.3)
∇rc(1, z) = cy(1, z), (5.4)
∇rc(−1, z) = −cy(−1, z) (5.5)
for all y ∈ [−1, 1] and z ∈ [0, ρ]. On using the relations (5.1)–(5.5), the eigenvalue problem (3.38) can be
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written as√
ρ2 + θ2y2cyy(y, z) +
θ2y√
ρ2+θ2y2
cy(y, z) +
ρ2√
ρ2+θ2y2
czz(y, z) + λ
2ρ2θ2
(ρ2+θ2y2)3/2
c(y, z) = 0,
cy(1, z)− λ(1 + ρ−2θ2)−1c(1, z) = 0,
cy(−1, z) + λ(1 + ρ−2θ2)−1c(−1, z) = 0,
c(y, 0) = c(y, ρ) = 0,

(5.6)
for almost all (y, z) ∈ [−1, 1]× [0, ρ]. Here, the surface Sθ is identified with the rectangle [−1, 1]× [0, ρ] via
the parameterization (3.17).
Just as in the proof of Proposition 4.1, it is possible to reduce (5.6) to an eigenvalue problem involving
a function of a single variable.
Proposition 5.1. The helicoid Sθ satisfies the second-variation stability condition if and only if for all k ∈ N
the smallest eigenvalue λ of the eigenvalue problem
−(
√
ρ2 + θ2y2g′)′ + k
2pi2√
ρ2+θ2y2
g = λ 2ρ
2θ2
(ρ2+θ2y2)3/2
g on [−1, 1],
g′(1)− λ(1 + ρ−2θ2)−1g(1) = 0,
g′(−1) + λ(1 + ρ−2θ2)−1g(−1) = 0,
 (5.7)
is greater than or equal to 1, where weak solutions to (5.7) are sought in W 1,2([−1, 1],R).
Proof. By Proposition 3.3, the second-variation stability condition is equivalent to the eigenvalue problem
(3.38), which takes the form (5.6) if the surface is the helicoid Sθ. Notice that every element c inW 1,2(Sθ,R)
satisfying c = 0 on W can be expressed as
c(y, z) =
∑
k∈N
gk(y) sin(kpiz/ρ) for almost all (y, z) ∈ [−1, 1]× [0, ρ], (5.8)
where the functions gk, k ∈ N, are of class W 1,2 on Sθ and the sum converges in the associated norm.
Substituting this expression for c into (5.6) yields∑
k∈N
[√
ρ2 + θ2y2g′′k (y) +
θ2y√
ρ2+θ2y2
g′k(y)− k
2pi2√
ρ2+θ2y2
gk(y)
+λ 2ρ
2θ2
(ρ2+θ2y2)3/2
gk(y)
]
sin(kpiz/ρ) = 0,∑
k∈N
[
g′k(1)− λ(1 + ρ−2θ2)−1gk(1)
]
sin(kpiz/ρ) = 0,∑
k∈N
[
g′k(−1) + λ(1 + ρ−2θ2)−1gk(−1)
]
sin(kpiz/ρ) = 0,

(5.9)
for almost all (y, z) ∈ [−1, 1]× [0, ρ].
Since the family of functions z 7→ sin(kpiz/ρ), k ∈ N, forms a complete orthogonal basis for those functions
inW 1,2([0, ρ],R) with zero Dirichlet boundary condition, gk must obey (5.7) for each k ∈ N. Hence, a solution
to (5.6) with eigenvalue λ induces a solution to (5.7) with eigenvalue λ for each k ∈ N.
Conversely, given a solution g of (5.7) with eigenvalue λ for some k ∈ N, it is easy to show that the
function
c(y, z) = g(y) sin(kpiz/ρ) for almost all (y, z) ∈ [−1, 1]× [0, ρ] (5.10)
is a solution to (5.6) with eigenvalue λ. It follows that the smallest eigenvalue of (5.6) is equal to the smallest
eigenvalue of (5.7). This establishes the result.
Notice that (5.7) has a structure similar to that of a Sturm–Liouville problem except that here the
eigenvalue appears in both the differential equation and the boundary condition. Moreover, standard boot-
strap type techniques can be used to show that any weak solution of (5.7) must be smooth.
From Proposition 5.1, it appears that an infinite number of eigenvalue problems must be considered, one
for each k ∈ N. It transpires that considering the problem for k = 1 suffices.
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Proposition 5.2. The smallest eigenvalue of (5.7) occurs for k = 1.
Proof. Start by multiplying (5.7)1 by g, then integrate over [−1, 1], use integration by parts, and (5.7)2,3 to
obtain ∫ 1
−1
[
√
ρ2 + θ2y2g′(y)2+
k2pi2√
ρ2 + θ2y2
g(y)2] dy (5.11)
= λ
[ ρ2√
ρ2 + θ2
(g2(1) + g2(−1)) +
∫ 1
−1
2ρ2θ2
(ρ2 + θ2y2)3/2
g(y)2 dy
]
. (5.12)
It follows that smallest eigenvalue λ of the eigenvalue problem (5.7) is given by
λ = inf
g∈W 1,2([−1,1],R)
∫ 1
−1[
√
ρ2 + θ2y2g′(y)2 + k
2pi2√
ρ2+θ2y2
g(y)2] dy
ρ2√
ρ2+θ2
(g(1)2 + g(−1)2) + ∫ 1−1 2ρ2θ2(ρ2+θ2y2)3/2 g(y)2 dy . (5.13)
It is clear from (5.13) that λ increases with increasing k. It follows that the minimum eigenvalue of (5.7)
occurs for k = 1.
Consider the set
K := {g ∈W 2,2([−1, 1]) ∣∣ ‖g‖W 2,2 = 1} (5.14)
endowed with a topology by the W 1,2 norm. With this topology, K is compact since W 2,2([−1, 1],R) is
compactly embedded in W 1,2([−1, 1],R). Consider the mapping
λ¯ : K × (0,∞)× [0,∞) −→ R (5.15)
defined by
λ¯(g, ρ, θ) :=
∫ 1
−1[
√
ρ2 + θ2y2g′(y)2 + pi
2√
ρ2+θ2y2
g(y)2] dy
ρ2√
ρ2+θ2
(g(1)2 + g(−1)2) + ∫ 1−1 2ρ2θ2(ρ2+θ2y2)3/2 g(y)2 dy (5.16)
for all (g, ρ, θ) ∈ K× (0,∞)× [0,∞). Let λˆ(ρ, θ) be the smallest eigenvalue of the eigenvalue problem (5.7) as
a function of ρ and θ. Since W 2,2([−1, 1],R) is dense in W 1,2([−1, 1],R), it follows from (5.13) (with k = 1)
that
λˆ(ρ, θ) = inf
g∈K
λ¯(g, ρ, θ) for all (ρ, θ) ∈ (0,∞)× [0,∞). (5.17)
It is straightforward to see that λ¯ is continuous. A basic result from topology is that since K is compact and
λ¯ is continuous, λˆ is also continuous.
It follows from the proof of Proposition (4.1) that
λˆ(ρ, 0) =
pi
ρ
tanh
(pi
ρ
)
for all ρ ∈ (0,∞). (5.18)
The goal is to determine conditions under which λˆ is greater than 1 or less than 1 since, by Proposition
5.1, this determines when the surface Sθ is stable or unstable. To obtain a lower bound on λˆ, the following
two lemmas are useful.
Lemma 5.3. Fix A,B,C > 0, and D ≥ 0 and consider the minimization problem
λ := inf
g∈W 1,2([−1,1],R)
∫ 1
−1[Ag
′(y)2 +Bg(y)2] dy
C(g(1)2 + g(−1)2) + ∫ 1−1Dg(y)2 dy . (5.19)
The infimum λ satisfies
λ =
√
A
C
√
B − λD tanh
√
B − λD
A
. (5.20)
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Proof. Using an argument similar to that in the proof of Proposition 3.3 shows that (5.19) has a minimizer
that satisfies
Ag′′ − (B − λD)g = 0 on [−1, 1],
Ag′(1)− λCg(1) = 0,
Ag′(−1) + λCg(−1) = 0,
 (5.21)
The parameters B, D, and λ may satisfy either B − λD ≥ 0 or B − λD < 0. If the latter alternative
holds, the solution of (5.21)1 is easily shown to be of the form
g(y) := E cos(µy) + F sin(µy) for all y ∈ [−1, 1], (5.22)
where µ :=
√
λD −B. The boundary conditions (5.21)2,3 yield
E = 0 or λ =
A
C
µ tanµ, (5.23)
F = 0 or λ = −A
C
µ cotµ. (5.24)
Since λ is the smallest eigenvalue,
λ = min{−A
C
µ cotµ,
A
C
µ tanµ} ≤ 0. (5.25)
However, λ ≤ 0 is inconsistent with B − λD < 0 and B,C > 0. Hence, the inequality
B − λD ≥ 0 (5.26)
must hold. Under this condition, the solution of (5.21)1 is of the form
g(y) := E cosh(µy) + F sinh(µy) for all y ∈ [−1, 1], (5.27)
with µ :=
√
B − λD. The boundary conditions (5.21)2,3 yield
E = 0 or λ =
A
C
µ tanhµ, (5.28)
F = 0 or λ =
A
C
µ cothµ. (5.29)
Since tanhµ ≤ cothµ, the smallest eigenvalue is
λ =
A
C
µ tanhµ, (5.30)
which is (5.20). Notice that the right-hand side (5.20) is undefined when (5.26) fails to hold. Thus, it suffices
to ensure that (5.20) holds.
The second lemma, stated below, is easily establish and, hence, the proof will be omitted. It is stated so
it can be referred to later.
Lemma 5.4. Fix A,B, α, β > 0, and CL, CU , and C such that 0 ≤ CL ≤ C ≤ CU . Then,
A+ αC
B + βC
≥ min
{A+ αCL
B + βCL
,
A+ αCU
B + βCU
}
. (5.31)
The following result gives a condition for stability.
Proposition 5.5. The surface Sθ is stable if
1 <
√
pi2 − 2θ2
ρ2
tanh
√
pi2 − 2θ2
ρ2
. (5.32)
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Proof. Start by fixing ρ ∈ (0,∞) and θ ∈ [0,∞) and notice that for all g ∈ K,
λ¯(g, ρ, θ) =
∫ 1
−1[
√
(ρ2 + θ2y2)(ρ2 + θ2)g′(y)2 + pi2
√
ρ2+θ2
ρ2+θ2y2 g(y)
2] dy
ρ2(g(1)2 + g(−1)2) + ∫ 1−1 2ρ2θ2ρ2+θ2y2√ ρ2+θ2ρ2+θ2y2 g(y)2 dy (5.33)
≥
∫ 1
−1[ρ
2g′(y)2 + pi2
√
ρ2+θ2
ρ2+θ2y2 g(y)
2] dy
ρ2(g(1)2 + g(−1)2) + ∫ 1−1 2θ2√ ρ2+θ2ρ2+θ2y2 g(y)2 dy (5.34)
and ∫ 1
−1
g(y)2 dy ≤
∫ 1
−1
√
ρ2 + θ2
ρ2 + θ2y2
g(y)2 dy ≤
∫ 1
−1
1
ρ
√
ρ2 + θ2g(y)2 dy. (5.35)
Taking the infimum of both sides of (5.34) over g ∈ K and using Lemma 5.3 and Lemma 5.4 yields
λˆ(ρ, θ) ≥ min{λ1, λ2}, (5.36)
where λ1 must satisfy
λ1 =
√
pi2 − 2λ1θ2
ρ2
tanh
√
pi2 − 2λ1θ2
ρ2
(5.37)
and λ2 must satisfy
λ2 =
1
ρ3/2
√
pi2
√
ρ2 + θ2 − 2λ2θ2
√
ρ2 + θ2 tanh
√
pi2
√
ρ2 + θ2 − 2λ2θ
√
ρ2 + θ2
ρ3
. (5.38)
Using the relation
√
ρ2 + θ2 ≥ ρ, it follows from (5.37) and (5.38) that λ2 ≥ λ1. Thus, from (5.36) and
Proposition 5.1, the surface Sθ is stable if λ1 > 1.
For the particular choice λ1 = 1, (5.37) specializes to
1 =
√
pi2 − 2θ2
ρ2
tanh
√
pi2 − 2θ2
ρ2
. (5.39)
It follows that the condition λ1 > 1 holds if either
1 >
√
pi2 − 2θ2
ρ2
tanh
√
pi2 − 2θ2
ρ2
(5.40)
or
1 <
√
pi2 − 2θ2
ρ2
tanh
√
pi2 − 2θ2
ρ2
. (5.41)
To determine which of these last two inequalities ensures that λ1 > 1, start by considering (5.37) with θ = 0
and ρ = 1 to obtain
λ1 = pi tanhpi > 1. (5.42)
Using the same values of ρ and θ in the right-hand side of (5.39) yields a value strictly greater than 1 and,
hence, (5.41), which is equivalent to (5.32), gives λ1 > 1.
To obtain a condition for instability, first notice that for any g¯ ∈ K,
λˆ(ρ, θ) ≤ λ¯(g¯, ρ, θ) for all (ρ, θ) ∈ (0,∞)× [0,∞). (5.43)
Thus, if λ¯(g¯, ρ, θ) < 1, by Proposition 5.1, the helicoid Sθ would be unstable. Consider the function
g¯(y) := A cosh
( pi√
ρ2 + θ2y2
) ρ√
ρ2 + θ2y2
for all y ∈ [−1, 1], (5.44)
where A is chosen so that the W 2,2 norm of g¯ is 1 and, hence, g¯ ∈ K. There are two reasons for choosing
this form for g¯. First, for θ = 0, g¯ reduces to g1 in (4.12), which is the minimizer for λˆ when θ = 0. Second,
the quantity
√
ρ2 + θ2y2 which appears in (5.44), also appears in several places in (5.16).
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Figure 3: A depiction of the stability results for the helical surface Sθ. While the points in the red region satisfy (6.1) and
correspond to unstable surfaces, the points in the blue region satisfy (5.32) and correspond to stable surfaces. The red and blue
regions meet on the horizontal axis at the value of ρ that satisfies pi
ρ
tanh(pi
ρ
)
= 1. The analysis in this section is inconclusive
regarding the surfaces corresponding to the points in the white region. The points in the white region correspond to marginally
stable helical surfaces obtained Cox & Jones [3]; while the circles represent data from experiments with measurement errors of
±0.15 in ρ and ±0.17 in θ, the squares represent numerical solutions obtained using Surface Evolver with errors of ±0.01 in ρ
and ±0.00017 in θ.
6 Discussion
The inequalities
1 <
√
pi2 − 2θ2
ρ2
tanh
√
pi2 − 2θ2
ρ2
(6.1)
and
1 > λ¯(g¯, ρ, θ), (6.2)
which respectively supply conditions for stability and instability, can be plotted. In Figure 3, the blue region
consists of those points satisfying the stability condition (6.1) and the red region consists of those points
satisfying the instability condition (6.2). The results suggest that there is a curve in the (ρ, θ)-plane that
separates the stable helicoids from the unstable helicoids and that this curve emanates from the vertical axis,
decreasing for increasing ρ until it intersects the ρ-axis at the value of ρ that satisfies piρ tanh(
pi
ρ
)
= 1. This
curve must necessarily fall between the red and blue regions in Figure 3. However, it is important to realize
that the results of the previous section do not establish the existence of such a curve. It is possible that the
stable and unstable regions are separated by a nonmonotonically decreasing curve that intersects the ρ-axis.
Moreover, the results do not even guarantee that the stable and unstable regions are separated by a curve.
The points in Figure 3 marked with circles and squares correspond to marginally unstable helical surfaces
obtained experimentally and numerically by Cox & Jones [3]. Each such helicoid becomes unstable if the
ratio ρ is increased. While the points marked with circles represent experimental data with measurement
errors of ±0.15 in ρ and ±0.17 in θ, those marked with squares represent numerical solutions obtained using
Surface Evolver with errors of ±0.01 in ρ and ±0.00017 in θ. Taking into account these errors, the results
of the previous section are consistent with both the experimental and numerical results of Cox & Jones [3].
Moreover, it appears that the inequality (6.2) determining the unstable region is close to optimal, while the
inequality (6.1) determining the stable region leaves room for improvement.
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Although the precise boundary between the stable and unstable regions remains undetermined, a number
of interesting facts can be deduced from Figure 3. In particular, since ρ = L/R, large values of ρ correspond
to long, thin cylinders and small values of ρ correspond to short, thick cylinders, it is evident that
1. For sufficiently long, thin cylinders (2.62 / ρ), no helicoid is stable.
2. Regardless of the dimensions of the cylinder, no helicoid that contains a little over half of a rotation is
stable.
3. As long as the cylinder is not overly long and thin (ρ / 2.62) and θ0 is not too large (θ0 / 2.2), there
exist nonflat stable helicoids.
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