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Electric vehicles (EVs) will play a central role in future energy-efficient and sustainable 
transportation systems.  Estimating energy consumption of EVs is essential to assessing changes 
in fuel use and overall cost savings associated with EV use.  Traditional modeling methodologies 
for estimating real-world EV energy consumption depend either on numerical analysis of 
laboratory or on-road vehicle test data, or on the use of full-system vehicle simulation tools.  
Unfortunately, available real-world data may not be comprehensive enough to include all relevant 
driving and state of charge conditions, and full-system simulation tools suffer from scaling 
problems in the context of large transportation networks.  Hence, new approaches that support 
large transportation network projections of modal EV operations and applicable modal energy use 
rates (energy use for various on-road modes of operation) are needed to predict EV energy 
consumption. 
The major objective of this dissertation is to propose an analytical framework for 
estimating energy use from electric vehicles that operates within large-scale transportation 
networks.  With this framework, the operation, energy, and cost impacts of adopting EV can be 
assessed at the aggregate-level for dynamic transportation networks and at the individual-level for 
households, persons, or businesses that use the transportation network for their daily travel routines.  
In this research, a modal-based modeling approach previously applied to conventional internal 
combustion engine vehicles (ICEVs) was employed to estimate EV energy use as a function of on-
road driving conditions.  The modal-based approach considers the variance of vehicle operating 
conditions and supports energy estimation for large-scale transportation networks. 
 
 xvi 
The Department of Energy’s (DOE’s) full-system vehicle simulation tool, known as 
Autonomie, was used to generate energy consumption rates for specific on-road simulations.  
Autonomie was used to simulate a wide range of operating conditions and generate energy use 
rates for selected EV types.  Classification and regression tree (CART) analysis was applied to the 
simulation output data to generate energy consumption rates under distinct on-road modal 
operating conditions, as represented by combinations of vehicle speed, acceleration rate, and 
battery state of charge (SOC).  Outputs from the regional travel demand model for the Atlanta, GA 
metropolitan area, were coupled with a variety of EV market penetration scenarios to generate 
vehicle activity by electric and conventional vehicles.  The CART energy consumption rates were 
then applied to the model-predicted link-by-link on-road conditions to estimate fleet energy 
consumption.  The modeling framework employed MOVES-embedded driving cycles to represent 
on-road operations for average speed operating conditions and random initial SOC levels as model 
inputs.  The results of the initial model suggest that if a 50% Plug-in Hybrid Electric Vehicle 
(PHEV) market share can be achieved, more than 30% energy saving can be achieved compared 
to no PHEV scenario, without significantly adding to regional electricity load. 
Network-level energy use predictions derived from this first modeling approach can be 
used for a variety of transportation studies, such as evaluating transportation improvement plans, 
assessing the net impact on the electric grid, and forecasting the potential benefits of electrifying 
shared-autonomous vehicles under future scenarios.  However, the diversity of EV models (and 
their individual EV control strategies) expected to enter the fleet over time may not be well-
represented by the current tree branches generated by CART methods employed in these analyses.  
These CART analyses need to be continuously updated as new technologies enter the fleet (i.e., 
tree branches may become too thin).  Hence, in a mixed EV fleet future, sufficient on-road 
 xvii 
performance data will need to be collected and analyzed as these new vehicle technologies (and 
embedded powertrain control strategies) enter the fleet. 
Using the same general modeling framework but replacing the CART method with an 
advanced activity-based modal modeling approach, the second model predicts EV energy 
consumption as a function of different modal operating conditions.  The activity-based modal 
modeling approach employs a structure that is consistent with the modal modeling for internal 
combustion engine vehicles.  The full-system high-fidelity vehicle simulation tool (Autonomie) 
was employed to simulate energy consumption under these modal operating conditions, and three 
preliminary steps were used to develop the activity-based approach for EVs.  First, sample EV 
models were configured in Autonomie for battery-electric, fuel-cell electric, hybrid-electric, and 
plug-in hybrid-electric vehicles.  Energy use data for selected vehicles were generated by 
simulating a wide range of operating conditions with different average speeds, driving styles, road 
grades, and air conditioning load.  Second, the energy consumption models were established for 
various types of EVs using a simulation inference design, which combines the physical knowledge 
of vehicle operation (how engine, motor, battery works together) with data-driven inference.  The 
upper-level vehicle control mode (e.g., engine operation, electric motor operation, and electricity 
generation for recharging) were modeled as a function of vehicle driving conditions using 
generalized linear models.  The lower-level energy consumption was simulated under distinct 
control mode from upper-level model using linear regression.  The instantaneous energy use is the 
expected value calculated by summing up the energy use by control modes multiplied by the 
probability of those control modes.  Finally, the proposed EV energy models were verified using 
a separate testing dataset developed from Autonomie simulation results of a different set of driving 
profiles. 
 xviii 
The modeling results suggested that the proposed modal model is able to predict the energy 
use predictions of the full-vehicle simulator at relatively high accuracy.  In addition, the real-world 
observed operations and energy use data were collected from select EV models using on-board 
diagnostic (OBD) devices to verify the energy prediction from the proposed model.  The 
verification results suggested that the proposed model can predict energy use patterns under 
specific driving conditions.  The resulting model accuracy depends on the quality of underlying 
Autonomie simulation and the accuracy of collected operation data from OBD devices. 
After developing and verifying the EV energy model, new methodologies are presented for 
estimating aggregate energy consumption (total energy use from all vehicles) for large-scale 
transportation networks using link-level inputs.  Scatter plots of energy rates under different link-
level inputs (e.g., link average speed, road grade, initial SOC) illustrate the variation of energy 
rates under different operating conditions, and show potential non-linear relationship between 
energy use and operating parameters.  Variance-based sensitivity analysis (using the “Sobol 
method”) quantifies the contributions of different factors and interactions among factors on the 
variance of energy rate results.  After demonstrating the relationship between on-road operating 
conditions and corresponding energy rates, the network-level energy use is estimated using link-
level traffic information, including traffic volumes and average speeds from network links, current 
market share vehicle types, and randomized initial SOC levels.  The link-level energy consumption 
for given EV penetration rates are generated for each roadway link, for each hour of operation, 
and compared to the baseline no-EV scenario (an EV fleet penetration rate of zero) to assess energy 
savings.  This approach can generate network-level EV energy consumption for a variety of 
transportation studies.  For example, the vehicle-to-grid integration can be analyzed by refining 
the initial SOC distributions by time of day under real-world charging patterns and splitting the 
 xix 
energy supply between fuel and electricity with higher accuracy.  Eco-driving and eco-routing 
benefits can also be analyzed using high-resolution vehicle traces.  The life-cycle energy use, 
carbon footprint, and cost- savings analysis can also be performed given the fuel-cycle and vehicle-
cycle energy, emissions, and cost elements for EVs. 
Using the EV energy model framework, energy consumption, and cost savings of adopting 
EVs can also be quantified at the household-level, individual-level, or business-level using travel 
demand model outputs or monitored business activity data.  In this study, the household travel 
routines from a typical workday generated by the regional travel demand model (TDM) were used 
to estimate the energy use, driving range and cost using alternative EVs.  The Directions 
Application Programming Interface (API) for Google Maps
®
 was adopted to generate network-
level traffic information using modeled departure time and origin-destination pairs provided by 
the TDM.  The link-level energy estimation method was applied to each trip performed by each 
driver in the household to estimate energy use, driving range, and operating cost under different 
EV adoption scenarios, ranging from insufficient battery charge (the relatively worst scenarios) to 
scenarios where battery charge was sufficient for each trip.  The cost savings of using different 
kinds of EVs compared to conventional ICEVs can be assessed for a variety of households with 
diverse travel patterns.  The research efforts in this dissertation can be further expanded to address 
pressing EV research questions, such as estimating the available range of EVs under distinctive 
operation scenarios, assessing how charger station location can extend daily vehicle range, 
assessing the return-of-investment of using EVs for daily travel, and optimizing EV operations. 
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CHAPTER 1. INTRODUCTION 
1.1 Background 
The transportation system consumes large amounts of energy every year and is a major contributor 
to greenhouse gas (GHG) emissions.  Globally, the transportation sector accounted for 27% of 
final energy use and 6.7 GtCO2 direct emissions in 2010, with baseline CO2 emissions projected 
to increase to 9.3 to 12 GtCO2/year in 2050 (IPCC, 2014).  In United States, the transportation 
sector accounted for about 28.7% of the total energy use, and 36.3% of total greenhouse gas (GHG) 
emissions in 2016 (Davis and Boundy, 2019).  Such a heavy reliance on petroleum fuel causes 
both energy security and environmental problems (Kromer, 2007).  Within the transportation 
sector (car, trucks, rail, aviation, etc.), the 245 million total light-duty vehicles, including cars and 
light-duty trucks, accounted for 90% of the vehicle-mile traveled and contributed to 59% of U.S. 
transportation energy use in 2016 (Davis and Boundy, 2019).  Given the high uncertainty of future 
fuel supply and growing demand from transportation sectors, it is necessary to take actions aimed 
at reducing the energy use and GHG emissions in transportation system, especially from light-duty 
vehicles (LDVs). 
1.1.1 EV Significance 
Vehicle electrification is the current focus to shift petroleum fuel to alternative energy in 
transportation system (Zhang and Mi, 2011).  Electric vehicles (EVs), including battery electric 
vehicles (BEVs), hybrid-electric vehicles (HEVs), plug-in hybrid-electric vehicles (PHEVs), and 
fuel-cell electric vehicles (FCEVs), use electricity from on-board resources (e.g., engine, fuel-cell 
and battery pack) or off-network charging (plug into grid) either as their energy source or to 
improve the efficiency of conventional vehicle designs (U.S. Department of Energy, 2014).  The 
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major benefits of EVs can be categorized into four categories (Sperling, 2018), which are 
introduced below. 
1. Environmental benefits.  EVs operate partly or entirely on electricity that can be generated 
from local, renewable, and less carbon intensive energy sources than gasoline (Karabasoglu 
and Michalek, 2013).  The life-cycle benefits of using EVs compared to other alternative fuel 
vehicles and baseline conventional gasoline vehicles are shown in Figure 1 (U.S. Department 
of Transportation, 2010), and EVs can save about 30%-90% of life-cycle GHG emissions 
compare to a conventional gasoline vehicle.  In this case, adopting EVs essentially reduces the 
dependence on petroleum fuels, even under the consideration of the whole life-cycle.  
 
Figure 1.  Percentage reduction in life-cycle GHG of alternative fuel  
vs. conventional gasoline (U.S. Department of Transportation, 2010) 
2. Technological benefits.  EVs use complex management systems to control power flow in 
vehicles, and the powertrain control strategies are optimized to reduce energy consumption 
(Zhang and Mi, 2011).  With such technological benefit, EVs often achieve much higher fuel 
economies than conventional vehicles.  The fuel economy data of BEVs, HEVs and PHEVs 
from fueleconomy.gov are illustrated in the Figure 2 below.  Most EV technologies can meet 
the fuel economy standard.  The most energy efficient electric cars have fuel economy up to 
 3 





Figure 2.  Fuel economy of BEV, HEV and PHEV 
3. Vehicle design benefits.  EVs offer great opportunities for improving vehicle design (Sperling, 
2018). The car is more stable with batteries being placed in and under the vehicle frame, and 
this provide engineers with new opportunities to redesign the vehicle chassis and enhance 
vehicle performance and safety. 
4. Reliability and cost savings.  Adopting EVs is essentially beneficial for consumers in 
reducing operation cost, becoming less vulnerable to fuel prices, driving quieter and more 
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smoothly (Sperling, 2018).  In this case, EVs can provide an attractive alternative to reduce the 
energy consumption during on-road operations through replacing fuel with electricity and 
significant vehicle efficiency improvements, and also helps customers with advanced vehicle 
design and driving experience. 
1.1.2 Challenges in EV Adoption 
To make a significant impact on reducing urban energy use, air pollution and climate change, EVs 
need to capture a notable market share (Hardman et al., 2018).  However, innovations take a long 
time from invention to widespread adoption (Rogers, 1995), so do EVs.  Until now, EVs still 
capture a relatively small market share in the petroleum-fuel dominant vehicle market, despite the 
large benefits they offer to the customers.  About 97% of vehicles sold in 2017 still use 
conventional combustion engines, while the HEV market share has grown from 0.1% in 2000 to 
2.2% in 2017, and the plug-in vehicle (BEV and PHEV) market share has grown from near 0% in 
2000 to 1.2% in 2017 (Davis and Boundy, 2019).  In terms of the future fleet, leading economic 
forecasters and demographers believe that a total of 9% of EV market share (BEV, PHEV and 
FCEV) can be achieved by 2025 under the assumptions of known technology development and 
economic and demographic trends (U.S. Energy Information Administration, 2017).  Another 
study suggests that conventional technologies are likely to continue to dominate the in-use vehicle 
fleet, based on the speed of technology improvements and market growth over the coming several 
decades (Kromer, 2007).  In the foreseeable future, the transportation system is likely to be 
predominantly ICEVs, with some uncertain fraction of EVs.  However, the energy impacts 
associated with EV purchases are likely to become more and more significant over the next decade.  
The energy impact under possible EV adoption scenarios needs to be analyzed to understand the 
system and guide future policy making processes, given certain assumptions and methodologies. 
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Policy makers and auto manufacturers need system-level knowledge to make the right 
decisions, such as the local/regional market share, fleet composition, and cost savings of providing 
EV incentives to public.  However, the system-level impacts are largely controlled by individual 
vehicle purchase choice.  The actual benefits and cost of using EV compared to their conventional 
counterpart could largely depend on individual’s travel patterns, on-road traffic conditions, and 
relative electricity price compared to fuel price.  In this case, a bottom-up approach, which derives 
system-level knowledge by accumulating results from individuals, is needed to mitigate the gap 
between system-level policy making and individual-level decision process. 
Given the above discussion, the major objective of this study is to build the activity-based 
bottom-up EV energy consumption model as a function of vehicle characteristics, the users’ travel 
patterns in large-scale transportation network, and on-road operating conditions.  The energy 
model will be able to handle individual-level travel inputs, such as travel distance, speeds, and 
vehicle type to estimate energy use, while also accounting for driving range and cost.  The model 
will also be designed for large-scale network application by aggregating individual-vehicle energy 
consumption.  The models also need to be capable of quantifying the energy impact of different 
EV policy scenarios that may affect fleet penetration rates and on-road travel decisions in a large-
scale transportation network.  The approach would define the key elements considered in EV 
adoption and application, with necessary assumptions made for other system elements using the 
best available domain knowledge. 
1.2 Problem Statement 
As stated above, the major objective of this dissertation is to propose an activity-based bottom-up 
approach for estimating system-level energy consumption based on household-attributes (and/or 
person-attributes) and vehicle fleet composition.  To develop the modeling approach for estimating 
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system-level energy use, it is essential to build the connections among electric vehicles, system 
users, and the transportation network.  The connection is established using a data-driven approach, 
which defines the relationships based on real-world observed data or high-fidelity simulation data.  
The diagram of this data-driven development framework is illustrated in Figure 3 below. 
 
 
Figure 3.  Conceptual framework of energy modeling using vehicle, user, and 
transportation network Information 
The connections among vehicle, network and users demonstrated in diagram above are 
further split into four research questions, which are introduced below: 
1. Data availability:  Due to the low market penetration of EVs (except in the State of California) 
and reluctance of manufacturers to share user data, EV operations and energy use patterns are 
largely unclear.  Existing studies are often performed as case studies, so the energy use and 
user preference results are often not comparable, due to different sets of variables, research 
context, and assumptions made.  A representative data set (in time and geographic space) is 
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needed, with consistent attributes for all kinds of vehicle technologies including driving 
patterns, road grade, and energy use profiles.  The individuals travel pattern is also needed 
travel need to describe EV adoption and predict future market share under the local context. 
2. Vehicle energy modeling:  EV energy use is affected by vehicle powertrain and control 
system design, operation characteristics, driving environment, and vehicle age and system 
deterioration, etc.  Those attributes may or may not be measurable in the transportation system, 
and analyzing each aspect explicitly is cumbersome, hampers scalability, and increases the 
level of knowledge needed to perform such studies.  Using average values, such as fuel 
economy ratings, and average energy/emission rates lowers the hurdles for large-scale 
application.  However, the results are not sensitive to key factors that interest drivers and policy 
makers, such as energy impacts of speed/acceleration, road grade, and charging frequency.  
Developing a methodology which is scalable for local/regional network but still keep 
reasonable-level of complexity is a key task in this dissertation. 
3. Projection to transportation network:  The transportation network is a highly dynamic and 
complex system and is difficult to model.  It is almost impossible to analyze or model all of 
the aspects in the network, but it is also not necessary for most purposes to do so.  From a 
network-level perspective, only the key attributes that significantly affect energy use needs to 
be considered in this study, such as average speed (represented by a driving cycle), link length, 
and road grade.  The effect of other attributes, such as signal timing, lane changing, road pricing, 
will be assumed to be fixed or represented by the factors in the model (e.g., the impact of signal 
timing is inherent in the vehicle speed profiles).  On the other hand, such simplifications ignore 
some key factors that may affect electric vehicle energy consumption, such as the current state 
of battery charge in an EV.  The methodology of generating those attributes is needed.  Also, 
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the input features in different EV energy models should be consistent so that the energy results 
are comparable. 
4. User’s travel pattern:  The cost savings of adopting EVs varies greatly due to different 
characteristics of system users and local contexts.  Different users have different travel needs 
and preferences, which may be best-served by a specific vehicle type, or a combination of 
several vehicles.  It is essential to assess the cost savings of potential customers using different 
vehicles based on their travel needs under a local context and to propose locally-optimized 
vehicle adoption strategies based on estimated results and household constraints. 
1.3 Major Research Tasks 
Based on the four major research needs introduced above, an activity-based bottom-up approach 
is selected to model the system-level energy use based on individual’s behavior and choice.  There 
are four major tasks to achieve this approach in this dissertation: 1) collecting and post-processing 
data, 2) developing and testing the EV energy model framework, 3) linking the EV energy model 
and transportation network model, and 4) assessing energy use and cost savings of different energy 
adoption scenarios. 
1.3.1 Data Collection and Post-processing 
The key problem to resolve before performing any analysis is to assemble a standardized dataset 
collected under the same context, containing consistent response and factors, and using the same 
assumptions for all electric vehicle technologies.  The two major data source including on-board 
vehicle measurement data and full-system vehicle simulations.  Under the latest development of 
sensor technologies and latest vehicle diagnostic standard, data available from vehicle on-board 
diagnostic (OBD) system often contain high time-resolution operating conditions (speed, 
acceleration, state-of-charge), vehicle control commands (engine on/off, battery charging or 
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discharging), energy and emission rates.  In addition, the OBD data can be merged with GPS data 
given time-series information, to look up the roadway information such as road type and grade.  
While the field measurement data are great representations of real-world vehicle operating 
conditions, the collection process is expensive, and its quality is usually limited by adopted 
measurement technologies and sensor reliability.  Additionally, data collected from field-
measurement are limited by the low adoption rate in the current market and not likely to cover all 
available EV models (especially hydrogen fuel-cell vehicles). 
The full-system vehicle simulation tools, on the other hand, are able to generate vehicle 
energy use for a variety of latest vehicle technologies under almost all operating conditions.  Those 
models often take the vehicle operating conditions to generate vehicle tractive load, assign the load 
to different power converter (engine, motor, etc.), account for transmission and conversion loss, 
and finally derive the energy consumption.  In this case, the full-system vehicle simulators are 
suitable to take real-world operation data as input, to expand the depth and precision of the energy 
use data and assess all vehicle technologies.  However, as the simulation tool can take almost all 
input combinations, it is inevitable that some of those combinations are actually not available in 
the real-world and need to be exempted from actual analysis.  Also, the model could be 
significantly biased if not calibrated with real-world data.  It is essential to feed in real-world data 
and assess the model performance before using the generated dataset. 
In this study, one full-system simulation tool, called Autonomie, will be used to generate 
energy consumption of all kinds of EVs with inputs from vehicle manufacturing information and 
real-world operation conditions.  The real-world driving cycles will be put in the simulation tool 
for vehicle physical and control parameters (such as engine speed, torque, engine/motor 
temperature, etc.), fuel and electricity consumption, and battery state-of-charge (SOC).  On the 
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other hand, the on-board measurement data from existing electric-drive fleet will still be collected 
and applied to verify the full-system simulation model for downstream analysis.  The goodness-
of-fit measurement of the simulation model compared to real-world energy use data will be used 
as a major metric to verify and adjust the model and ensure the quality of generated dataset. 
1.3.2 Vehicle Energy Consumption Model Development 
The design of energy model is based on the major purpose of its engineering application.  In this 
case, the model development is constraint by following considerations on its application: 
• Models only measurable factors: there are many factors that could affect vehicle energy 
consumption, such as vehicle powertrain design, ambient environment, driving conditions and 
quality of the fuels.  However, not all of the factors are measurable from a transportation system, 
and adding more variables significantly increase the difficulty of performing such analysis.  In 
this case, only measurable factors that have significant impact on vehicle energy use are 
included. 
• Model interpretability and scalability: as the model is used for engineering practice, the 
interpretability is a key attribute for users to judge the reliability of the model.  The coefficients 
of regression analysis are often good indicators of factors’ impact on responses.  In this case, 
the parametric regression-based model is selected instead of high-dimensionality learning tools 
with low interpretabilities such as neural network model, random forest model and support 
vector machines.  Also, as the model is ultimately used for large-scale application, the 
simplicity and scalability are key considerations in model development.  In this case, a 
parametric model with factors, coefficients and response fit in matrix form is a great option for 
large-scale application.  Although interpretability and scalability are different model attributes, 
 11 
they end up require the same model structure, which is the family of parametric regression-
based models. 
• High temporal resolution: transportation network is a highly dynamic system, with driving 
conditions change almost instantaneously.  There are large variances during daily vehicle 
operation, as the speed, acceleration, road grade and vehicle control strategies keep changing 
during the driving period.  So, it is desired to have a high temporal resolution, such as second-
by-second, in the modeling framework.  Also, as discussed above, the model only needs 
measurable operation conditions as input, so it is possible to prepare limited data inputs in high 
temporal resolution. 
 
Based on the above constraints, a data-driven, parametric modeling framework is needed.  The 
modeled responses (denoted by !"#$% and !$%$&), including fuel and electricity consumption, with 
separate energy models trained for fuel and electricity separately due to different work domain of 
fuel converter and electric machines.  The objective function (loss function) is to minimize the 
root-mean-square error (RMSE) of modeled fuel and electricity consumption (denoted by '"#$% 
and '$%$&).  The candidate factors include variables from vehicle architecture and control, driving 
conditions and roadway conditions.  The dataset is split into training and validating set, and the 
parametric model is established using regression analysis.  The on-board measurement data serve 
as the testing set for measuring the accuracy and validity of final model. 
1.3.3 Linkage between EV Energy Model and Large-scale Transportation Network 
The energy model developed in previous step is designed for individual vehicles, and individual 
vehicle energy use needs to be accumulated to obtain the system-level energy and cost.  Two sets 
of information need to be extracted from a transportation network: data sets for model prediction 
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and data sets to predict the impact across the vehicle fleet.  The network attributes, such as link 
average speed and road grade, will be used to predict unit energy consumption per vehicle for each 
roadway link using predefined energy model.  The magnitude attributes, such as hourly link traffic 
volume and link fleet composition, will be used to project unit energy consumption to total energy 
use in the network.  In addition, it is likely that some energy model inputs are not available from 
the transportation network, such as battery SOC, so a randomized mechanism will be adopted to 
generate those inputs and measure its impact. 
With energy consumption estimated at the link-level during different time period, the fuel 
and electricity demand can be determined both spatially and temporally.  The cost of adopting EV 
can be further estimated as a function of energy use.  Given the linkage above, there will be a 
framework which is able to take the travel attributes as input and generate a composite travel cost 
(include the travel time, energy cost and other induced cost).  Also, given individuals travel 
information (e.g., origin, destination, and vehicle), it is able to generate the energy use and cost 
profile for their daily travel, by estimating energy use from traversed roadway links. 
1.3.4 Energy Use Variability under Different User Characteristics 
Given the energy saving and potential cost recovery during EV operation, it is possible that people 
could use EVs to serve certain travel needs to achieve largest energy saving and cost saving 
benefits.  However, the cost-benefits of choosing different kinds of EVs have large uncertainty 
due to individual’s attributes such as travel needs and preferences.  In this case, a representative 
resident sample is needed to study those attributes, and how those attributes would affect their EV 
relative cost savings.  In this step, the energy use and cost savings compared to their current 
vehicles serves as the response, and individual attributes and travel demand serves as the factors.  
The variance of EV energy use is generated under a variety of adoption scenarios for understanding 
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the potentials of energy saving under different conditions, such as range reduction under hot/cold 
weather, energy recovery with sufficient charging availability and changing fuel/electricity prices.  
A summary of proposed research tasks is illustrated in Figure 4 below. 
 
 
Figure 4.  Workflow of EV energy modeling framework 
1.4 Expected Outcomes 
The major contributions from this dissertation include following items: 
• Data contributions: both real-world operation data and vehicle simulation data from high-
performance models are collected and processed for this study.  The data will account for 
current and potential future conditions.  The protocol of data generation and verification 
will be documented to prepare the data for energy and emission analysis purpose at any 
time and serve as a helpful resource for future research projects. 
Generation of Individual-level Energy Use
Use model-predicted 
household travel patterns
Employ routes and traffic 
from Google API
Assess operation, energy, and cost 
impact of different EVs
Generation of Network-level Energy Use
Use link-level traffic attributes
Employ battery SOC 
distribution from other sources
Predict energy use 
by link and by time-of-day





Predict energy use 
as a function of driving condition





Collect real-world data 
for model verification
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• EV energy modeling contributions.  In this dissertation, an energy analysis framework 
using Bayesian Network methods is developed for electric vehicle fleets, including BEVs, 
PHEVs, HEVs and FCEVs.  The analysis framework is trained using a rich supply of full-
system vehicle simulation data and can be applied to large-scale network-level energy 
analysis efficiently.  With this tool, we can assess the impact of various transportation-
related attributes on energy use. 
• Contributions on identifying important system features for energy analysis.  The 
energy analysis framework connects to the regional travel demand model, and energy 
estimation is responsive to variations in system features.  Energy use sensitivity analysis, 
using descriptive (scatter plots) and quantitative (variance-based sensitivity analysis) 
methods helps identify the system features that have significant impact on energy use.  The 
conclusions from this paper will inform traffic engineers, planners, and policy makers on 
data needs for energy analysis. 
• Contributions on establishing an analytical approach for EV energy modeling with 
selected network and user features.  Given that some of the system elements could have 
a significant impact on total network-level energy consumption, it is important to propose 
an energy analysis approach that can support the detailed specification of those features.  
The proposed modeling approach is able to help researchers use travel activity and choice 
data sets to predict the energy profile for their travel routines and investigate the EV cost-
benefits including driving range, energy use, charging demand and cost savings.  In this 
case, the effectiveness of potential strategies on encouraging EV adoption and optimizing 




The proposed model framework can be employed to support of the following policy analyses: 
• Assessing the regional energy impacts of EV policy and legislation, such as EV purchase 
incentives and providing EVs with managed lane priority use (e.g., using a managed lane) 
or parking preferences, where the travel demand model predicts the change in travel 
behavior. 
• Assessing the regional energy impacts of EV infrastructure planning and design, such as 
construction and location of charging stations, providing home charging facilities, and 
adding new power sources, where travel demand model data are post-processed to 
incorporate range constraints. 
• Assessing the energy and cost reduction benefits associated with new EV technology 
applications, such as implementing eco-driving and eco-routing strategies, adopting the 
autonomous driving systems, and using improved sensor technology (e.g., integration of 
GPS and driving cycle prediction). 
• Assessing the impact of EVs on the electricity grid and identifying the peak charging 
requirements based on daily EV use patterns. 
• Providing EV operations information for use in predicting criteria pollutant (NOx, VOC, 
PM, etc.) emissions, including engine starts and engine soak time distributions. 






1.5 Dissertation Outline 
Due to the workload required, and connection among tasks, the four major tasks are presented in 
five chapters, with the data collection efforts covered in each chapter.  The research efforts in this 
dissertation will be introduced as follows: 
 
• Chapter 2 provides a comprehensive literature review that summarizes the 
fundamentals of vehicle design and operations, latest research efforts on EV energy 
analysis and potential influential factors, EV model development, and EV benefits 
assessment.  The current research gaps are identified at the end of literature review.  The 
attributes with significant impacts on EV energy use are identified for data collection and 
model development tasks. 
• Chapter 3 proposes an analytical framework on EV energy modeling as a function of 
vehicle operation patterns within large-scale transportation network.  The classification and 
regression tree (CART) method is adopted to partition a PHEV operating conditions into a 
finite number of bins, where each bin contains specific fuel/electricity rates.  The proposed 
method is tested using a regional-level case study to demonstrate its scalability and 
sensitivity to on-road operating conditions. 
• Chapter 4 proposes an enhanced energy modeling approach using a Bayesian 
Network model.  The Bayesian Network model adopts a simulation-inference design, 
which combines the vehicle physical knowledge from the research domain via simulation 
modeling and a parametric form that enables the data-driven inference.  The methodology 
is verified using a separate test set and verified using real-world OBD data. 
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• Chapter 5 applies the developed energy modeling framework to quantifying network-
level energy use with pre-defined EV market share.  First, the sensitivities of EV energy 
rates under different operating conditions are explored using scatter plots for each type of 
EVs.  The contribution of various factors on link-level energy use is assessed using a 
variance-based sensitivity analysis (also known as “Sobol method”).  Then, the significant 
factors were extracted from the regional-level travel demand model to estimate link-level 
fuel and electricity use for a typical travel day under different EV market shares.  The 
energy saving benefits by replacing a fraction of conventional vehicles with EVs are 
assessed spatially and temporally for the entire region.  The energy savings by facility type 
and speed bin are also examined to identify the roadway facilities with the largest energy 
saving potentials after EV adoption. 
• Chapter 6 applies developed energy modeling framework to estimation of individual-
level energy use using EVs based on household travel patterns and potential adoption 
scenarios.  The household travel data in a typical travel day is provided by the regional 
travel demand model, with shortest-path (i.e., shortest travel time) route and on-road link 
speeds generated by the Google direction API.  The energy use of selecting different 
vehicle alternatives were estimated under a variety of adoption scenarios from relatively 
pessimistic to relatively optimistic.  The operation, energy, and cost impacts of choosing 
different kinds of EVs are assessed to examine the cost-effectiveness of different EVs 
under different travel patterns and adoption scenarios. 
• Chapter 7 provides the summary of this dissertation and highlights the major findings 
from this work.  This chapter summarizes the major tasks performed in this dissertation 
and the research questions answered by this study, then identifies potential applications of 
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this work.  This chapter also plans the potential future work given the limitations of the 
current study and possible future development in this field. 
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CHAPTER 2. LITERATURE REVIEW 
The major purpose of the literature review is to provide an overview of EV design and operation, 
as well as examine how EV energy use relates to different network and user factors.  In this study, 
the significant factors will be selected, and key assumptions will be based upon the latest research 
findings and engineering considerations. 
2.1 Fundamentals of Vehicle Design and Operation 
A vehicle, consisting of thousands of components, is a complex system (Ehsani et al., 2018).  A 
simple-structured mathematical model with reasonable level of uncertainty is needed to represent 
the design of the vehicles and how they operate under various driving conditions.  All kinds of 
vehicles, regardless of fuel and powertrain, are designed to convert on-board energy storage 
(gasoline, diesel, electricity, etc.) into kinetic energy to provide work against a load.  The vehicle 
load includes friction resistance, uphill and downhill load due to road grade, and resistance from 
surrounding environment such as wind and rain (Mi et al., 2011).  From previous research findings, 
a widely used vehicle load definition is provided below (Ehsani et al., 2018): 
 
Figure 5.  Conceptual representation of vehicle driving load 
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In this graph, we have all the vehicle driving loads defined as following: 
(),	- rolling resistance of front tires (()") and rear tires (())) 
,- - aerodynamic drag 
,. = 01234(6) - gravity force 
 
Also, the vehicle and road characteristics are defined as following: 
6 – road grade (rad) 
M – Vehicle mass (kg) 




The vehicle tractive power is the product of tractive force and instantaneous speed, where vehicle 
tractive force ,7 is often simplified and represented as follows (Zhang and Mi, 2011): 
 
89 = :; + 8=    (1) 
Where, 
a is the acceleration (m/s
2
); 
,> is the force that must be delivered by the powertrain to perform the required work, which 
is often simplified and represented by the sum of forces required to overcome aerodynamic 
drag ,-, rolling resistance () and work against gravity.  Each element in vehicle traction force 
can be approximated by vehicle driving parameters, including speed, acceleration, and road 
grade: 
 




(D)(EC)(F)(GH) + I@(:)(A)IJK(L) +:(A)KMN(L)       (2) 
Where, 
O - density of the air (kg/m3) 
V - vehicle speed (m/s) 
A - vehicle frontal area (m
2
) 
PQ - coefficient of drag 
R) - coefficient of rolling resistance 
 
In this case, the vehicle tractive power S9	is hence represented as: 
 
S9 = 89E = :;E +
B
C
DETFGH + I@:AEIJK(L) +:AEKMN(L)    (3) 
Vehicle-specific Power (VSP), which equals the tractive power divided by vehicle mass (Jimenez-
Palacios, 1999) is widely accepted for defining and comparing tractive power among same types 
of vehicles.  In this study, VSP will represent the power demand level.  The VSP absorbs the effect 
of vehicle specifications and operating conditions.  However, it is not enough to solely rely on 
tractive power, as distinct driving conditions can fall into the same power level (e.g., low-speed 
hard-acceleration and high-speed cruising can have the same power demand).  In this case, the 
original speed, acceleration, and road grade information are still useful for energy analysis and 
will also be employed in this research. 
Given the input vehicle tractive power demand, the vehicle control system calculates the 
total energy required, which may split among different power sources (i.e., in hybrid vehicles) 
under specific driving conditions (Zhang and Mi, 2011).  The characteristics of the vehicle as an 
energy provider can be represented by its powertrain, which includes the energy source and the 
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energy converter of that power source (Ehsani et al., 2018). Using the powertrain characteristics, 
the following vehicle types can be described as following: 
 
• Internal combustion engine vehicles (ICEVs) use the internal combustion engine powered 
by gasoline, diesel, natural gas or other fuel for propulsion (Zhang and Mi, 2011). 
• BEVs use one or more electric motor(s) for traction with batteries as the energy resource; they 
do not employ an ICE (Ehsani et al., 2018). 
• HEVs have two or more powertrains, with an ICE and one or more electric motor(s) to power 
the vehicles (Ehsani et al., 2018). 
• PHEVs are hybrid electric vehicles usually equipped with a large rechargeable battery pack 
(>4Kwh), that can be driven solely on electricity for at least 10 miles (IEEE-USA, 2007) and 
can be recharged via an external connection to a land-side electricity source. 
• FCEVs use only an electric motor for propulsion power, with a hydrogen fuel cell as the 
primary energy resource to power the battery packs.  Vehicles powered solely by fuel cells 
usually suffer from some disadvantages, such as a heavy power unit, long start-up time, low 
energy efficiency under extreme driving conditions, and slow power response (Ehsani et al., 
2018).  Hybridization of the fuel cell powertrain helps enhance vehicle performance.  FCEVs 
can be treated as HEVs, where the ICE is replaced by the fuel cell system. 
 
For all kinds of vehicles using different powertrains, a conceptual vehicle structure can be 
represented as illustrated in Figure 6 (Ehsani et al., 2018).  Powertrain 1 has the unidirectional 
power supply to both final drive and Powertrain 2, while Powertrain 2 has bidirectional power 
flow, which both supplies the final drive and recovers energy from regenerative vehicle braking 
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and receives energy from Powertrain 1.  Internal combustion engine vehicles (ICEVs) only have 
Powertrain 1.  BEVs only have Powertrain 2, and the energy recovery is enabled solely from 
regenerative braking.  PHEVs, HEVs and FCEVs have two or more powertrains on-board and a 
coupler to join the power between the powertrains.  PHEVs can be treated as a HEV with larger 
battery storage (and an off-network recharge capability).  A FCEV can be treated as a HEV where 
the ICE is replaced by a fuel cell and electric motor.  Hybridized FCEVs enable energy recovery 
from braking and smooth operation under severe weather conditions (Ehsani et al., 2018).  The 
different types of hybrid configurations can be defined by the device(s) used for power coupling.  
The power coupling can be achieved through an electric coupler (mostly in series hybrid), a 
mechanical coupler (mostly in parallel hybrid), or both (mostly in series-parallel hybrid).  For EVs 
that only have the electric motor powertrain (Powertrain 2), the goal is often set to minimize energy 
use.  For vehicles equipped with both powertrains, it is important to optimize fuel economy while 
maintaining the state-of-charge (SOC) of the battery at a desired level to ensure efficient operations 
over a wide range of driving conditions (Zhang and Mi, 2011). 
 
 
Figure 6.  Conceptual structure of electric vehicles 
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In this case, the objective of the vehicles with one powertrain option is to provide 
sufficient energy supply under vehicle propelling load UV.  The objective of vehicles with two 
powertrains is to provide energy for vehicle propelling load UV	plus battery recharge U&.  The 
propelling load, as introduced above, is a function of vehicle characteristics, driving conditions 
and road grade.  The charging load is decided by vehicle control system.  Under most condition, it 
is a function of current battery SOC and propelling load. 
How the loads are split among powertrains depend on the selection of different energy 
source, energy converter and power coupler (Ehsani et al., 2018).  The different types of hybrid 
configurations can be defined by device(s) used for power coupling.  The power coupling can be 
achieved through an electric coupler (mostly in series hybrid), a mechanical coupler (mostly in 
parallel hybrid) or both (mostly in series-parallel hybrid). 
 
• Series hybrid: The key feature of this configuration is that the electric power coupler (a 
controllable electronic power converter) controls the electric power flows from the batteries 
and from the motor generator powered by internal combustion engine (ICE).  The two electrical 
supplies can be added together in the power converter and delivered to the tractive motor, or 
the power from the motor can be sent to charge the batteries.  The fuel tank, the IC engine, and 
the generator constitute the primary energy supply and the batteries function as the energy 
bumper (Ehsani et al., 2018). 
• Parallel hybrid: The key of this configuration is that two mechanical powers are added 
together through a mechanical coupler (torque coupler or speed coupler).  The IC engine is 
the primary power plant, and the batteries and electric motor drive constitute the energy 
bumper (Ehsani et al., 2018). 
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• Series-parallel hybrid: The key feature of this configuration is the employment of both 
mechanical and electrical coupler.  In this case, this design is the combination of series and 
parallel structures and have more operation modes than those of the series or parallel structure 
alone (Ehsani et al., 2018). 
• Complex hybrid: The sole difference is that the electric coupling function is moved from the 
power converter to the batteries and one more power converter is added between the 
motor/generator and the batteries (Ehsani et al., 2018).  As this design is not common in the 
current market, it will not be employed in the research and model design in this study. 
 
For an ICE, common fuel options include gasoline, diesel, electricity, hydrogen, natural gas, 
ethanol, etc.  However, in the U.S., about 96.9% of light-duty vehicle energy consumption in 2015 
came from gasoline (Davis and Boundy, 2019).  Hence, this research will assume that all the 
vehicles equipped with internal combustion engine use gasoline as primary fuel option.  For 
FCEVs, hydrogen is the primary fuel.  For BEVs, electricity is the primary fuel. 
The vehicle operating modes are classified based on the control mode of Powertrain 1 and 
Powertrain 2.  In general, Powertrain 1 (gasoline-engine, or hydrogen fuel cell) can be either on or 
off, and Powertrain 2 (battery-tractive motor) can be either charging or discharging, also known 
as operating in charging sustaining (CS) and charging depleting (CD) modes.  As the battery is 
often used to supply vehicle controllers and auxiliary devices during operation (Emadi et al., 2008), 
it is very rare to have Powertrain 2 totally off in real-world cases.  So, Powertrain 2 in the off mode 
is combined with the discharging mode.  The range of battery power under discharging is [0, max 
battery power].  The combination of Powertrain 1 status and Powertrain 2 status define the four 
operating modes, as illustrated in Figure 6 below. 
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Figure 7.  EV operating mode classification 
 
• EV only mode:  The engine/fuel cell is off, and the battery-motor powertrain provides all 
of the propelling power to the final drive 
• Regenerative braking mode:  The battery receives electricity from regenerative braking 
recovered during braking events 
• Hybrid mode:  Powertrain 1 and Powertrain 2 both supply propelling power to the final 
drive 
• Power-split mode:  Powertrain 1 supplies power to the final drive as well as to the batteries 
via the generator (battery recharge). 
 
By assigning the proper modes under various operation conditions, the vehicle are likely to operate 
under the optimal fuel economy, driving performance and emissions (Ehsani et al., 2018).  It is 
critical to define the control modes in the modeling process under each driving condition. 
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2.2 EV Energy Consumption 
The mechanism of EVs have been introduced above, as well as key attributes which affect the 
energy use.  In general, the fuel consumption of LDVs is affected by the fuel delivery system, 
engine design, transmission, and hybridization (Frey, 2018).  However, the variables such as 
tractive power and engine design are not directly measurable in most cases and need to be derived 
from other measurable factors.  In this case, we need to identify the measurable factors from 
transportation studies and find potential treatment for unmeasurable factors in this study.  
Numerous studies have investigated the system-level factors that have significant impacts on EV 
energy use.  Table 1 below presents a brief summary of latest studies, the research samples and 
methods, and major findings and limitations. 
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Table 1.  Summary of studies on EV energy modeling 






ICEV, one HEV 
and two PHEVs 
over 227 days of 
real-world data 
• Collect real-world driving data 
• Simulation on energy use with 4 
vehicles in ADVISOR 
• The results demonstrated that using 
PHEV and HEV can significantly 
improve vehicle fuel efficiency. 
• Travel diary data are 
expensive to collect 
• Limited vehicle 
models 
Lee et al., 
2011) 
PHEVs 181 real-world 
trips from 9 
drivers 
• Collect real-world data from local 
drivers 
• Vehicle simulation in PSAT 
• PHEV energy consumption 
simulated in PSAT was significantly 
impacted by real-world cycles, 
vehicle arrivals and parked time 
• Limited vehicle 
models 
• Parking information 
is often not available 













• Simulate vehicle control and energy 
use with a backwards–forwards 
simulator OVEM (Oxford VEhicle 
Model). 
• Embedded battery and auxiliary 
power simulation 
• EV CO2 derived on-road energy use 
and power generation mix 
• PHEVs can potentially generate 
less on-road CO2 emissions over 
their entire range than both a 
similar EV and ICEV. 
• Focus on small 
samples and specific 
powertrains 
• Needs full-system 
vehicle information 
for energy model 
(Holdstock 
et al., 2012) 
BEVs 
 
Four EVs with 
three types of 
transmissions 
over two driving 
cycles 
• Vehicle operation and energy use 
simulation with physical models 
• Optimize transmission parameters 
• The four-speed vehicles reduce 
energy use over standard driving 
cycles against single- and double-
speed variants  
• Limited sample size 
• Drivetrain info not 







One PHEV drove 
1691 micro trips 
• Field trip measurement 
• Neural network for EV trip 
classification 
• Calculate energy using micro-trip 
information 
• The energy consumption of EVs 
would vary under different micro-
trip groups representing varying 
road type and congestion levels.   
• Limited vehicle 
types 
• Need battery info for 
energy calculation 






• Using PARAMICS to simulate a 
small transportation network 
• Using MOVES to obtain energy and 
emission rates with traffic inputs 
from PARAMICS and different EV 
fractions 
 
• Results indicated that BEVs can 
greatly reduce the emission rates of 
SO2, CO2, and energy 
consumption for passenger cars. 
• MOVES not capable 
of estimating HEVs. 
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Table 1 continued 






N/A • National level energy use analysis 
with different LDV electrification 
levels 
• Ensemble four different energy 
models 
• HEV energy model based on lab-
tested average value 
• By introducing PEVs and renewable 
energy, the total cost from 
transportation systems can be 
reduced by 5% over 40 years. 
• The annual LDV gasoline use can 
be greatly reduced at a cost of 
higher annual electricity demand. 
• Energy model not 
sensitive to traffic 
operation parameters 
other the daily VMT 




26 BEVs, four 
PHEVs, four 
HEVs and six 
ICEVs drive a 
91.94 km route 
• Collect real-world OBD and GPS 
data 
• Vehicle powertrain has the largest 
impact on energy use 
• Driving behavior and regenerative 
braking impact energy use 
• Energy use are not sensitive under 
medium speeds. 
• Small sample size 





BEV Three cities; 
317 trips 
• Field measurement of driving cycles 
• Vehicle & battery simulation  
• Increasing driver aggression, hot 
climate and key-on cabin HVAC 
reduce driving range 
• Driver aggression has minimal 
effect on battery wear, while cold 
climate has low impact on driving 
range and battery wear 
• Only consider 3 
cities 








mile and 15-mile 
VISSIM models 
• Microscopic trajectory prediction 
• Build a physical model on HEV 
energy use 
• Constraint vehicle control 
optimization methods 
• Accurate driving cycle prediction 
strategy show 7-9.6% average fuel 
economy improvements achieved 
compared to rule-based control 
• Prediction-with-error cases show 
smaller gains for average MPG 
• Only applicable for 
this specific 
powertrain 
(Wu et al., 
2015) 
BEV 169 trips from one 
converted EV 
• Field collected trajectory and CAN 
BUS data 
• Developed an energy model to 
predict EV energy use 
• Validated energy model with 
collected real-world data  
• Speed, acceleration, and road grade 
have significant impact on vehicle 
power demand 
• A physical model can predict trip 
energy use with low level of errors. 
• Limited sample size 
• Need motor and 
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Table 1 continued 
 
Study EV Type Sample Method Major Findings Limitation 
(Zhang and 
Yao, 2015) 
BEV On-road operation 
of one BEV on all 
road types in a 
month 
• Collect real-world OBD and GPS 
data 
• Predict energy consumption rate 
using physical knowledge 
• Calibrate parameters under different 
driving modes with real-world data 
• Real-world energy use is different 
from lab test result 
• EV driving behavior and powertrain 
characteristics are critical for energy 
estimation 
• The regression-based energy model 
cannot be applied without checking 
multi-collinearity, heteroskedasticity 
and serial correlation  
• Data collected from 
non-peak traffic 
• Range of speed and 
acceleration is low 
• Cruising and idling 




HEV N/A • Literature review • Sensor technology could enable eco-
driving and route predicting at 
different levels 
• Large predict error and short predict 
windows would decrease vehicle 
fuel economy 
• Benefits of installing 
new sensor and 
signal technologies 
are not quantified 
(Thomas et 
al., 2017) 
HEV One HEV and one 
ICEV 
• Energy modeling base on physical 
formulas and chassis dynamometer 
experimental comparisons.  
• Regenerative braking limitations 
could help improve HEV fuel 
economy variation under the range 
of standardized drive cycles. 
• Aggressive driving would increase 
fuel consumption 
• Small vehicle 
sample size 
• Limited driving 
conditions 
considered 




GPS data from 68 
sample EVs 
• Regression modeling of energy use 
as a function of operating conditions 
• higher road grade will cause energy 
use increase linearly 
• EVs have higher energy efficiency 
than conventional vehicles 
especially in mountainous areas  
• Fleet information is 
not included 
• Energy model seems 
more suitable for 
trip-level than link-
level analysis 
(Qi et al., 
2018) 
BEV A BEV with 100 
hours of driving 
• Collected real-world OBD and GPS 
data 
• Energy use model with regression 
and neural network built based on 
field data 
• Using kinetic energy can improve 
energy prediction compared to using 
average speed, acceleration, and 
road type 
• Neural network can predict non-
linear relations between energy use 
and operation parameters 
• Neural network does 







The major research findings presented in the table above were typically derived from real-
world vehicle measurements or full-system vehicle simulators.  Studies that have used real-world 
energy measurement data, such as on-board diagnostic (OBD) data, have revealed that the most 
important factors affecting EV energy use and range include:  vehicle powertrain design (Lorf et 
al., 2013; Zhang and Yao, 2015), driving behavior (Lorf et al., 2013; Qi et al., 2018; Wu et al., 
2015; Zhang and Yao, 2015), roadway characteristics (Qi et al., 2018; Wu et al., 2015), battery 
state-of-charge (SOC) (Zhang and Yao, 2015), and ambient environmental conditions (Yuksel and 
Michalek, 2015).  For studies that used full-system vehicle simulation tools, such as Autonomie 
developed by Argonne National Laboratory (ANL) (Rousseau, 2015) and FASTSim developed by 
National Renewable Energy Laboratory (NREL) (Brooker et al., 2015), the conclusions are 
generally aligned with field measurement results (Gonder et al., 2007; Lee et al., 2011; Mohd 
Zulkefli et al., 2014; Neubauer and Wood, 2014).  In addition, the control strategies to minimize 
vehicle energy use were also identified in those studies with the flexibility provided by those 
simulation tools (Holdstock et al., 2012; Mohd Zulkefli et al., 2014; Shankar et al., 2012).  Table 
2 below summarizes the major factors that affect EV energy consumption: 
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Table 2.  Major factors that affect EV energy consumption 
Factor 
Category 







Affect vehicle load such as 
aerodynamic drag 
( Ehsani et al., 2018; Mi et 
al., 2011; Zhang & Mi, 2011) 
Vehicle (plus 
cargo) weight 
Affect vehicle load, such as uphill 
work against gravity and friction 
forces 
( Ehsani et al., 2018; Mi et 
al., 2011; Zhang & Mi, 2011) 
Powertrain 
design 
Better drivetrain design increases the 
range of the available torques under 
various speeds and enables 
operations under higher efficiency  
(Ehsani et al., 2018; 
Holdstock et al., 2012; Lorf et 
al., 2013; Mi et al., 2011; 
Zhang and Mi, 2011) 
Control 
system design  
Accurate driving prediction and 
optimal control strategy leads to 
most efficient energy use 
(Asher et al., 2017; Mohd 
Zulkefli et al., 2014) 
Battery size  Larger batteries add fuel replacement 
and add more weight 




Facilitate eco-driving and driving 
cycle forecast 




Driving cycle The speed and acceleration affect 
vehicle load and energy recovery 
from braking 
(Doucette and McCulloch, 
2011; Ehsani et al., 2018; Mi 




Affect total energy use and fraction 
of time under discharging 
(Gonder et al., 2007) 
Road grade Affect vehicle uphill load (Brooker et al., 2015; 
Doucette and McCulloch, 
2011; Lee et al., 2011; K. Liu 




Lower SOC increases battery 
impedance and power loss 
(Ehsani et al., 2018; Mi et al., 
2011; Zhang and Yao, 2015; 
Zhang and Mi, 2011) 
Hours of 
parking 
Affect charging hours hence affect 
SOC 
(Lee et al., 2011) 
Environment Temperature 
and solar load 
 
Affect energy by affecting auxiliary 
load in all vehicles and affecting 
chemical reaction in batteries and 
fuel cells in EVs 
(Ehsani et al., 2018) 
Humidity Humidity affect auxiliary load and 
affect fuel cell performance 




More stringent standard promotes 
implementation of energy saving 
technology 
(Ehsani et al., 2018) 
Fuel property Better fuel quality can better serve 
combustion engine and improve fuel 
economy 
(National Research Council, 
2011) 
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Some factors above can be linked to existing network-level analysis and user-level analysis.  Other 
factors not linked with existing studies are separated as other factors.  The sources of various 
factors are described below: 
 
• Network-level attributes: traffic volume, vehicle speed, and traffic density are three 
fundamental elements in traffic flow and were modeled extensively in previous traffic studies 
(Roess et al., 2011).  In this case, the average speed, VMT, and total number of vehicles for 
EV energy models can be extracted from most network-level analysis.  Also, the road grade 
(and interactions between road grade and on-road speed/acceleration profiles) can be generated 
from existing network (Liu et al., 2018), to integrate the impacts of uphill and downhill load 
effects. 
• User-level attributes: A common approach adopted in modelling EV use patterns is to collect 
information from national, regional or metropolitan travel surveys (Daina et al., 2017).  The 
travel patterns may include travel schedules, O-D pairs, selected mode, recharging information, 
and miles travelled.  More detailed EV use patterns that imply the vehicle trajectories can be 
employed when travel diaries and GPS data are collected (Daina et al., 2017).  Another popular 
approach is to use activity-based travel demand models to predict daily travel schedules from 
synthesized households (trips and tours generated, destinations visited, and paths selected). 
• Other attributes:  Some additional variables that must be accounted for include environmental 
factors (temperature and humidity) that which affect vehicle performance and accessory loads, 
vehicle/fuel standards, and inspection and maintenance programs.  Those variables are mostly 
fixed in the following analysis or being modeling only as the additional cost during post-
processing. 
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However, few applications have quantified the energy impact on EV at the network level (Agrawal 
et al., 2016; Auld et al., 2018; Xie et al., 2012), and those existing studies considered only a subset 
of EV fleets and/or lack an affordable and transferrable approach for other regions.  The major 
issues on the aforementioned findings on a large-scale transportation network can be summarized 
as follows: 
1) Data availability issues: due to the low EV adoption rate (Daina et al., 2017) and lack of 
open data from manufacturers, most studies only covered one or two EV types at a time 
(e.g., Gonder et al., 2007; Lorf et al., 2013; Thomas et al., 2017).  The energy results from 
different studies are not directly comparable due to different level of uncertainties in those 
studies.  An EV energy analysis framework that includes all common EV types is highly 
desirable for future applications. 
2) Vehicle specification (input data availability) issues: the vehicle simulation tools or 
methods from those studies require vehicle powertrain specifications as inputs (e.g., 
Holdstock et al., 2012; Mohd Zulkefli et al., 2014; Shankar et al., 2012).  Those powertrain 
parameters, such as engine size, battery size and control strategies, are not directly 
observable in the current transportation systems.  An EV energy analysis framework that 
uses measurable fleet information as inputs and powertrain configurations as hidden 
variables is preferable for network-level applications. 
3) Network scalability issues: the scales of most studies were limited to case studies and the 
tested scenarios often cover only a subset of operation conditions within a highly-dynamic 
transportation network (e.g., Gonder et al., 2007; Qi et al., 2018; Wu et al., 2015).  A 
scalable EV energy model should be able to predict the energy use pattern under a wide 
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range of operating conditions and account for potential system-level changes over time, 
such as the operation improvements introduced by shared and autonomous vehicles. 
4) User issues: the tested scenarios usually do not reflect actual user travel patterns.  Real-
world users can drive at extreme high speed, low speed, or aggressive conditions, 
depending on surrounding traffic condition and individual driving habits. 
 
2.3 EV Energy Modeling 
The key questions for estimating EV energy consumption is to answer the total energy required at 
given operating conditions and to answer how the energy demand is split among different power 
sources (Zhang and Mi, 2011).  Given the low EV market share in the current transportation 
network, it is not practical to collect sufficient energy data under all possible real-world operating 
conditions to answer those key questions.  In this case, the vehicle simulation tools can be a viable 
alternative to collect the energy use data for this study.  An overview of state-of-art vehicle 
simulation tools is provided below. 
2.3.1 Autonomie 
Autonomie is a powerful and robust simulation tool for vehicle energy consumption and 
performance analysis.  Autonomie, previously known as PSAT, was developed by Argonne 
National Laboratory (ANL) in collaboration with General Motors (Argonne National Laboratory, 
2014).  The simulator is a MATLAB®-based software environment and framework for automotive 
control-system design, simulation, and analysis.  Autonomie is the primary vehicle simulation tool 
selected by DOE to support its U.S. DRIVE Program and Vehicle Technologies Office (VTO).  
The Autonomie is a commercial software package which costs $2,000 for one educational license. 
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Autonomie uses two parts of inputs for generating energy consumption and assessing 
vehicle’s performance:  the vehicle model and the operation process that the vehicle is running.  
For the vehicle model, a vehicle is defined by its architecture (like hardware) and control system 
(like software).  The vehicle architecture includes all vehicle physical components, including 
chassis, wheels, engine, motor, battery, gearbox, auxiliary units, etc.  The vehicle control system 
is defined by key control strategy parameters, including engine/motor map, regenerative braking 
availability, battery level for stopping, etc.  The vehicle architecture and control system calculate 
how much energy is required to move the vehicle and how much energy to supply from fuel/battery 
given a specific operating condition.  The vehicle process, on the other hand, defines the 
instantaneous operating conditions for the vehicle.  The vehicle process includes second-by-second 
speeds, road grade and key-on/key-off time. 
2.3.2 FASTSim 
The Future Automotive Systems Technology Simulator (FASTSim) is a high-level advanced 
vehicle powertrain systems analysis tool developed by National Renewable Energy Laboratory 
(NREL) (Brooker, et al., 2015).  FASTSim provides a quick and simple approach to compare 
powertrains and estimate the impact of technology improvements on light- and heavy-duty vehicle 
efficiency, performance, cost, and battery life.  FASTSim models the energy and performance of 
conventional vehicles, hybrid electric vehicles, plug-in hybrid electric vehicles, all-electric 
vehicles, compressed natural gas vehicles, and fuel cell vehicles.  FASTSim simulates the vehicle 
and its components using speed-versus-time drive cycles.  At each time step, FASTSim accounts 
for drag, acceleration, ascent, rolling resistance, each powertrain component's efficiency and 
power limits, and regenerative braking.  FASTSim is currently supported as an Excel spreadsheet 
tool and as Python tool. 
 37 
2.3.3 MOtor Vehicle Emission Simulator (MOVES) 
The MOtor Vehicle Emission Simulator (MOVES) model was developed by the U.S. 
Environmental Protection Agency (USEPA) to estimate emissions from on-road and off-road 
vehicles in the United States.  In the MOVES model, emissions are defined as a function of speed 
and vehicle-specific power (VSP) for light-duty vehicles, or speed and scaled tractive power (STP) 
for heavy-duty vehicles, which better reflects acceleration and speed impacts on work and engine 
load (U.S. Environmental Protection Agency, 2016).  The U.S. EPA’s MOVES model employs a 
“binning” approach in modeling emissions for different on-road fleets and operating conditions, 
where on-road activities that falls into the same operating mode bin are assigned the same emission 
rate for a given vehicle type and set of environmental conditions.  In MOVES, driving cycles 
(speed-acceleration activity) can be decomposed into operating mode bins and modeled as a 
function of time spent operating in each bin.  This design enables MOVES to provide common 
emission rates for all modeling scales (macroscale, mesoscale, and microscale).  The current 
version of MOVES includes ICEV and BEV models.  Energy and emission rates from HEVs, 
PHEVs, and FCEVs are not available in the latest release. 
In previous studies, MOVES has proven to have great scalability and has been applied for 
various transportation studies at both local- and regional- level (Alam et al., 2014; District 
Department of Transportation, 2012; Fincher et al., 2010; Liu et al., 2019; Lv and Zhang, 2012; 
Xu et al., 2018a).  The major advantages of MOVES include: (a) it is highly data-driven, capable 
of deploying on-board energy and emission measurement data, and (b) it is scalable to large 
transportation network (Aziz and Ukkusuri, 2018; Bachman et al., 2000; Barth et al., 1996; Frey 
et al., 2006; Xu et al., 2019).  Nevertheless, the simplified binning architecture of MOVES (U.S. 
Environmental Protection Agency, 2015a) which outputs average energy use and emission rates 
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for an array of vehicle-specific power and average speed bins, may not be directly applicable to 
advanced fuel and powertrain vehicles.  A previous study (Xie et al., 2012) integrated MOVES 
with a microscopic traffic simulation model to assess emission variation under different fractions 
of electric vehicles.  However, the Xie, et al. (2012) assessment did not contain any hybrid electric 
vehicles because MOVES did not contain the HEV module. 
 
2.3.4 The Fuel and Emissions Calculator (FEC) 
The Fuel and Emissions Calculator (FEC) is an operating-mode-based, life-cycle energy and 
emissions modeling tool developed by Georgia Institute of Technology researchers (Xu et al., 
2018b, 2015).  The FEC was originally designed to assist transit agencies in evaluating the 
purchase of new transit bus and rail technologies (Li et al., 2014), but has been expanded overtime 
to other on-road vehicle classes.  The primary purpose of the FEC is to assist fleet owners and 
managers, regulatory agencies, and policy analysts in assessing the energy and emissions impacts 
of fleet alternatives.  The open platform allows users to see all input data and every calculation, 
which makes the model transparent and accessible for most users. 
For on-road vehicles (bus, car, truck, etc.), users can choose from ICEVs, HEVs (parallel 
or series), PHEVs, BEVs and FCEVs.  The FEC’s modeling approach estimates emissions as a 
function of engine load, which in turn is a function of vehicle operating parameters, allowing 
modelers to account for local on-road operating mode conditions as model inputs.  The driving 
cycles of various vehicles were used to generate vehicle tractive power, and then match with 
specific operating mode bins for estimating energy and emissions.  The operating mode bin 
distributions were post-processed for alternative powertrain vehicles to obtain their energy and 
emissions.  Emissions associated with fuel production and transmission (well-to-pump) are 
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estimated with energy and emission rates from the GREET® (Greenhouse Gases, Regulated 
Emissions, and Energy Use in Transportation) model, developed by Argonne National Laboratory 
(Wang et al., 2018).  Upstream emission rates for electric vehicle are from the Emissions and 
Generation Resource Integrated Database (eGRID), developed by the U.S.EPA (U.S. 
Environmental Protection Agency, 2018).  The aggregated modeling results has been supported 
by empirical fuel economy data (Xu et al., 2015).  However, the tool adopts transit vehicle 
specifications and is not directly scalable to other classes of EVs.  It is highly desired to customize 
the modal-based approach for EVs, which both serves the purposes of predicting energy use for 
large transportation network and maintain a reasonable level of accuracy. 
In this research effort, all potential vehicle simulation tools used for estimating vehicle 
energy are classified into three categories: full-system simulation, data-driven aggregate models, 
and simulation inference models.  A full simulation model, such as Autonomie and FASTSim, can 
predict the power flow within a vehicle with built-in engine maps and power transmission rules 
(Rousseau, 2015).  The model requires detailed engine specifications as input and often hard to 
apply for large transportation network due to cost and effort limitations (Xu and Aziz, 2019).  
Aggregate  models, such as the MOtor Vehicle Emissions Simulator (MOVES) developed by the 
US Environmental Protection Agency (US EPA), have been widely used for calculating mobile 
source emissions (U.S. Environmental Protection Agency, 2015b).  In this approach, the emission 
inventories were calculated by multiplying emission rates as a function of operating condition with 
corresponding travel activity, and then summing up the emissions from all sources in a given 
region (U.S. Environmental Protection Agency, 2016).  These models are typically highly data-
driven, integrating on-board energy and emission measurement data, and are scalable to large 
transportation networks (Aziz and Ukkusuri, 2018; Xu and Aziz, 2019).  However, these models 
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also typically incorporate energy and emissions binning approaches to manage calculations.  For 
example, the MOVES model provides emission rates by vehicle-specific power an average speed 
bin, providing average emission rates for a vehicle type for a range of operating conditions that 
tend to have similar emission rates.  Aggregate models tend to over-simplify the impacts of 
drivetrain and emissions control systems in fleets, so they are rarely applied to advanced fuel and 
powertrain vehicles.  Thus, both full-simulation and aggregate models have significant limitations 
in estimating energy use of EVs, especially combined-powertrain EVs.  Therefore, an advanced 
modeling approach for EVs is needed. 
2.4 System-level EV Cost Savings 
Sustainable transportation systems are designed to efficiently satisfy most of the natural- and 
reasonable travel demands with lowest social-, economic-, environmental-, and resource cost, and 
achieve harmonious development with other social- and economic sectors (Hu et al., 2010).  As 
the key element of achieving sustainable transportation, the adoption of EVs is highly related to 
the current and future travel demand, and how well the functionalities of EVs can be aligned with 
person’s need for mobility. 
As discussed in Section 1.1.2, EVs only took around 3% of total U.S. vehicle market share in 2017.  
The major findings from recent consumer studies have been summarized in Table 3 below.  The 
factors affecting EV purchase and use decisions can be classified as internal factors that raised by 
the characteristics of EVs and external factors that associated with the outside environment and 
consumer characteristics (Coffman et al., 2017) and are summarized in Table 4 and  
Table 5 below.   
Consumer behavior and attitudes towards EV adoption have been widely examined in 
previous studies through stated-preference surveys, meta-analysis, and literature reviews.  The 
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customers, individuals or groups, are reluctant to purchasing EV as there are key concerns of EV 
have not been addressed especially the high ownership cost and limited range (Bonges and Lusk, 
2016; Coffman et al., 2017; Hardman et al., 2018; International Energy Agency, 2018; National 
Renewable Energy Laboratory, 2016).  Other limitations include lack of charging availability 
(Bonges and Lusk, 2016; Coffman et al., 2017; Hardman et al., 2018), insufficient incentives 
(Aasness and Odeck, 2015; Coffman et al., 2017) and limited models from which to choose 
(Coffman et al., 2017; National Renewable Energy Laboratory, 2016).  Most of the factors are 
related to current EV performance, as discussed above, and their impacts vary under different 
operating conditions.  The actual cost-benefits of EVs could vary given different powertrain 
designs, operation conditions, and various charging strategies.  Quantifying the EV cost of 
ownership and allowed range as a function of the operation patterns is the key to address the 
consumer’s concerns discussed above. 
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Table 3.  Summary of EV adoption studies 
Study EV type Sample Size Location Methodology Major Findings Major Limitations 




China Interview survey 
in Auto shops 
• Consumers’ attitude, subjective 
norm and perceived behavior control 
significantly affect adoption 
intention 
• A biased sample 











U.S. RDD survey; 
weighted results 
to represent US 
population 
• Major reasons for using PEV include 
environment, cost (operation), 
energy, performance, and technology 
considerations 
• Major barriers include technology, 
unavailability, cost (purchasing) and 
performance (range) 











N/A U.S. Meta-analysis • the major reason for low EV sales is 
range anxiety. 
• The lack of public compatible 
charging stations constrains the PEV 
target market 
• Improvements on charging station 
design and policies have the 
potential to relief range anxiety 
• The proposed 
strategies not fully 
verified in the real-
world 
(Nicholas, 











for field data 
California Survey and field 
measurement 
• PEVs accounted for more than 50% 
of household VMT except Nissan 
Leaf 
• Greater electric range encourages 
more charging activities 
• PEVs are preferred than ICEVs for 
household travel 
• Only descriptive 
statistics available 






Table 3 continued 





N/A Worldwide Literature 
review 
• Significant internal factors include 
vehicle ownership costs, driving range, 
and charging time 
• Significant external factors include 
fuel prices, consumer characteristics, 
availability of charging stations, and 
public visibility/social norms. 
• Available policies to support EV 
include financial and non-financial 
incentives, add charging infrastructure, 
and raising awareness. 
• Significance of 
each factor 













California Email survey+ 
statistical test 
on results 
• FCEV early adopters are mostly male, 
highly educated, have high household 
incomes, of middle to later age, have 
higher number of household vehicles 
• FCEV adopters are similar to BEV 
adopters 
• No comparison to 
ICEV owner; 






All EVs N/A Worldwide Literature 
review + 
meta-analysis 
• Over 1 million electric cars were sold 
in 2017 
• The high cost of ownership is largely 
contributed by battery cost and limit 
EV adoption 
• The policies that aim at reducing EV 
upfront cost are most effective 
• Conclusions draw 
globally, not under 
local context 














• Availability of home charging is the 
biggest positive factor for EV adoption 
• Other positive factors include charging 
availability, low operation cost, 
interoperability of charging and 
number of charging 
• Current EV development is unlikely to 
affect grid 




Table 4.  Internal factors on EV adoption 
Category Factors Impact Source (selected) 
Availability Number of vehicle 
models on market 
(-) limited number of EV 
models 
(National Renewable Energy 
Laboratory, 2016) 
Cost Operation cost (+) lower operation cost of 
EV 
(National Renewable Energy 
Laboratory, 2016) 
Capital cost (-) high Purchase cost of 
EV 
(Coffman et al., 2017; 
International Energy Agency, 
2018; National Renewable 
Energy Laboratory, 2016) 
Battery 
performance 
Driving range (-) low driving range of 
current EV 
(Coffman et al., 2017; 
National Renewable Energy 
Laboratory, 2016) 
Charging time (-) long charging time of 
current EVs 
(Coffman et al., 2017) 
*(+ sign for positive effect on EV adoption, - sign for negative effect on EV adoption) 
 
Table 5.  External factors on EV adoption 
Category Factors Impact Source (selected) 
Facility Charging location (+) higher availability 
(+) more charging facilities 
(+) high interoperability 
(Coffman et al., 2017; 






(+) higher frequency of 
buying new vehicles 
(Nicholas, Michael A., Gil Tal, 
2016) 
Income Vary by studies (Coffman et al., 2017; 
Nicholas, Michael A., Gil Tal, 
2016) 
Vehicle ownership Vary by studies (Coffman et al., 2017; 
Nicholas, Michael A., Gil Tal, 
2016) 
Education (+) higher education (Coffman et al., 2017) 
Personal attitude (+) concerns about 
environment 
(+) technology enthusiasm  
(Coffman et al., 2017; Wang 
et al., 2016) 
Personal moral 
norm 
(+) higher personal moral 
norm 
(Coffman et al., 2017; Wang 
et al., 2016) 
Other Relative fuel cost (+) higher fuel cost (Coffman et al., 2017) 
*(+ sign for positive effect on EV adoption, - sign for negative effect on EV adoption) 
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The impacts of EV cost and range have been well examined in previous studies (Elgowainy et al., 
2013; Karabasoglu and Michalek, 2013; Khan and Kockelman, 2012; Liu and Lin, 2017; Needell 
et al., 2016; Pearre et al., 2011; Propfe et al., 2012; Zhang et al., 2013) without looking intensively 
into energy use and cost associated with specific travel activity and on-road operating conditions.  
In terms of EV cost, Propfe et al. (Propfe et al., 2012) found that a typical BEV costs 4,000 euros 
more than an ICEV, using energy rates from a typical driving cycle.  Their results also suggested 
that HEVs and PHEVs can save about 2,000 euros of total ownership cost compared to an ICEV 
using the distance-based energy rates.  Elgowainy et al. (Elgowainy et al., 2013) found that the 
longer range of EVs and PHEVs would have higher life-cycle vehicle and fuel costs, but most of 
the EVs will have similar vehicle ownership cost as ICEVs by 2035 with medium successful 
research and development scenarios.  Energy and cost are typically estimated using average MPG, 
assumed annual VMT, and various development scenarios of different vehicles.  Zhang et al. 
(Zhang et al., 2013) estimated $3.50 to $7.50/100 miles of cost saving of PHEV compared to a 
normal HEV baseline using pre-defined MPG and AER of EVs.  In terms of range issue, it has 
been found that a 100-mile BEV can serve about 50% of one-vehicle households and 80% of 
multiple-vehicle households (Khan and Kockelman, 2012) on aggregated level under relative 
optimistic assumptions.  Another study found the 100-mile BEV would meet the needs of 9%-32% 
of drivers with different levels of EV adaptations (Pearre et al., 2011).  In any cases, EVs were 
predicted to be able to serve a much larger fraction of populations than the current market share, 
given the operational and cost benefits offered and limited impact of ranges issues.  The actual 
impacts need to be analyzed at individual-level to help identify EV adoption issues under the 
combined effects of cost, range, and other operational characteristics. 
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The individual-level energy and operating cost assessment of EVs, however, remains a 
challenge for transportation modelers, due to the lack of connection between complex EV 
powertrain design and network/user factors.  Needell, et al., demonstrated that an existing, 
affordable electric vehicle can meet the energy requirements of 87% of vehicle-days using second-
by-second GPS data and NHTS travel data (Needell et al., 2016).  Karabasoglu and Michalek 
(Karabasoglu and Michalek, 2013) found that the energy and cost saving of HEVs and PHEVs are 
much greater on urban streets driving condition and almost vanished on freeway conditions, with 
vehicle simulation performed in PSAT (the previous verion of Autonomie) under handful of 
driving cycles.  Wu and Aliprantis (Wu and Aliprantis, 2013) calculated PHEV energy using 
average PHEV fuel economy, tractive energy (travel pattern) and consistent transmission 
efficiency for long-term national transportation planning.  The proposed method suggested that the 
annual LDV gasoline consumption can be reduced by 66% at the end of the 40-year planning 
horizon, at a price of 800 Trillion Wh/year of additional electricity demand.  This method is not 
sensitive to the potential changes in operation patterns during the entire planning period, which 
are likely to occur.  He et al. (He et al., 2012) integrated a driving-cycle optimization algorithm 
into a forward-look vehicle model that is built in MATLAB®/Simulink with control parameters 
come from Toyota Prius PHEV.  The results suggested that about 115% energy efficiency 
improvements can be achieved by optimizing the driving cycle.  However, as the vehicle control 
parameters can be hard to achieve or observe in the real-world, the proposed method is hard to be 
applied to other cases.  Khan and Kockelman (Khan and Kockelman, 2012) discussed potential 
miles can be electrified by a 40-mile AER PHEVs, with 80% of miles can be electrified for single-
vehicle household and 50-70% of miles can be electrified for households with multiple vehicles, 
based on assumed 23-mile daily VMT.  The conclusions were based on the average travel patterns 
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of a household, and the vehicle ranges are subject to change for different households and different 
driving patterns.  Auld et al. (Auld et al., 2018) linked Autonomie with an agent-based model to 
estimate energy use from EV fleet in Metropolitan Detroit Region.  Their study found that energy 
saving was about 30% by utilizing advanced powertrain technologies.  However, since Autonomie 
is a commercial software, predicting energy use with this tool generally requires high cost and 
administrative permissions, which may not applicable for other research groups. 
So far, assessing EV energy, emissions, and costs under the context of actual travel 
behavior remains a challenging task.  All of the aforementioned studies suffer at least one of the 
following limitations: 
• The EV energy use and cost have been rarely linked to full-spectrum travel behavior or 
customers’ choice towards EV.  There is no comparison among different kinds of EVs 
in terms of energy savings, costs, and range anxiety under the context of household 
travel patterns and habits (including variation of charging, driving, parking behavior).  
Also, there is rarely a feedback loop of sending EV utility back to users’ choice side 
for updating trip making results. 
• The EV energy model inputs and parameters often contain factors or attributes that are 
often not observable or available in transportation studies, including detailed 
powertrain specifications, control parameters, and battery capacity.  To use the current 
model, users essentially ensure the EV fleet is the same as modeled one or post-process 
output from transportation studies (e.g., processing license plate, vehicle make and 
model, etc.), which may not be applicable in all studies. 
• Many of the EV models are not scalable and compatible with high-performance 
computing resources.  Many energy models are MATLAB®/Simulink based, which 
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may only be available on limited platforms and come with high cost for distributed 
computing. 
 
Partial solutions to above existing challenges are proposed in this dissertation, under the 
constraints and limitation of current data and analytical resources.  Many of the transportation 
models for network modeling/simulation, including travel demand models, microscopic 
simulation models, and dynamic traffic assignment models, are already computational intensive 
and may not contain all the energy-sensitive parameters (Saleem et al., 2018; Song et al., 2017; 
Wang et al., 2018; Zhou et al., 2015), the computational resources for calculating vehicle energy, 
emissions, and cost are often limited.  Also, the potential development of new technologies such 
as shared autonomous vehicle, shared mobility, connected vehicles, internet of things will bring a 
variety of transportation scenarios to analyze (Chen et al., 2016; Hermawan and Regan, 2017; 
Rodier, 2017).  A scalable and sensitive EV energy model should be able to predict the energy use 
patterns under a wide range of operating conditions and account for potential system-level changes 
in the future, such as the operation improvements introduced by shared and autonomous mobility 
systems.  The energy model needs to be sensitive to different aspects of travel behavior (VMT, 
speed, aggressiveness, etc.) and on-road operation characteristics (road grade, volume, fleet 
composition, etc.).  The model also needs to be scalable, to support the linkage with various 
transportation analysis tools, including activity-based models, agent-based models, micro-
simulation models, and dynamic traffic assignment models. 
2.5 Chapter Summary 
This chapter reviewed the fundamentals of electric vehicle powertrain design and power 
management.  The conceptual framework of EV powertrains and simplified representations of 
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power flow were provided as the basis for EV energy modeling.  Next, the latest research efforts 
addressing EV energy consumption under different conditions were examined.  The key attributes 
from transportation network and user characteristics that are linked with EV energy use were 
summarized.  Then, the state-of-the-art modeling tools were reviewed, with pros and cons of model 
functionalities summarized.  Finally, the current methods of quantifying EV utilities in terms of 
energy use and costs were presented, and outstanding research needs were identified for large-
scale individual-level energy and cost analysis.  This Chapter identified several research gaps, 
which will be partially addressed in this dissertation: 
• Model scalability and accuracy are not balanced in current research efforts.  Detailed EV 
powertrain models in general have good accuracy but are hard to apply to large-scale 
systems.  EV fuel economy (distance-based rate) models can be applied in any scale of 
analysis but are not sensitive to operation patterns.  A model that balances scalability and 
accuracy will provide dynamic energy predictions at relatively low computational costs. 
• The uncertainty associated with modeling different kinds of EVs need to be compared 
under combined effects of network and users.  Previous studies mostly focused on a subset 
of factors and powertrain alternatives, which only suggested partial effect of those factors 
on selected EV energy use/cost.  These factors and vehicle alternatives need to be analyzed 
altogether in order to examine the global sensitivity and uncertainty and help provide the 
decision making process with more comprehensive information. 
• The proper procedures for linking network factors, user factors, energy use, and costs need 
to be determined to help modelers and policy makers.  Currently, various modeling 
approaches are used in different studies, under different context and assumptions.  The 
results from different studies are not directly comparable, and the potential bias and errors 
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in the conclusions depend upon the methodology adopted and data sources employed in 
each study.  A standardized approach, with guidance provided for specifications of inputs 




CHAPTER 3. AN ANALYTICAL FRAMEWORK FOR EV ENERGY 
MODELING 
This chapter establishes the analytical framework for estimating EV energy and builds the linkages 
among EV powertrain characteristics, operation patterns, and corresponding energy use.  The 
objectives of developing the analytical framework include:  1) identifying the strategies to properly 
simulate and post-process the combination of different factors, 2) selecting the important factors 
that affects EV energy use, 3) assessing the performance of selected statistical learning tools on 
modeling EV energy use, and 4) evaluating the accuracy and scalability of developed energy model 
for network-level applications. 
3.1 Methodology Overview 
Vehicle powertrain control systems focus on providing desired driver performance while also 
managing energy use (and emissions).  Unlike the control system in an ICE vehicle, which focuses 
on minimizing engine fuel use, the control system for an EV optimizes fuel economy while 
maintaining the state of charge (SOC) of the battery at a desired level to ensure efficient operations 
over a wide range of driving conditions.  Estimating EV energy consumption involves simulating 
the high-level vehicle control strategy that determines the total energy required and the 
corresponding split among different power sources under a specific driving condition (Zhang and 
Mi, 2011).  Furthermore, the vehicle optimization control strategy is also constrained by physical 
configurations of the vehicle, such as powertrain design (e.g., series-hybrid, parallel-hybrid, 
power-split hybrid, and all-electric) and the maximum output of each component (e.g., maximum 
engine/motor power, battery capacity, voltage, etc.).  In this case, the energy supply and its split 
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among different energy sources can be treated as a function of vehicle specifications, driving 
conditions, and instantaneous SOC.   
Only a few full-system simulation tools exist that can simulate the energy consumption 
from vehicles with advanced powertrain and sophisticated control strategies under various driving 
conditions.  For instance, simulation tools including Autonomie and FASTSim can predict the 
power flow within a vehicle with build-in engine maps and power transmission rules (Brooker et 
al., 2015; Rousseau, 2015).  In this study, one full-system simulation tool, called Autonomie, will 
be used to generate energy consumption of all kinds of EVs with inputs from vehicle 
manufacturing information and real-world operation conditions.  Compared with the other full-
system simulation tool FASTSim, Autonomie has more explicit powertrain specifications and 
higher flexibility to configure the vehicle components and corresponding parameters.  A 
screenshot of a typical power-split hybrid electric vehicle configuration used in Autonomie is 
given in Figure 8 as an example of vehicle configuration in the tool. 
 
Figure 8.  An example of vehicle configuration in Autonomie 
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However, it is challenging to directly apply such full-system simulation tools for large 
transportation network due to the gap between high fidelity requirements of those tools and the 
collected data from most transportation studies.  A recent survey investigating how Metropolitan 
Planning Organizations (MPOs) preparing transportation inputs for emission modeling suggested 
that most MPOs used vehicle registration data for fleet information, used traffic volumes and 
average speeds (by facility type) from their regional travel demand model, and typically did not 
generate their own operating condition compositions (Fincher et al., 2010).  From a transportation 
system perspective, the level of details from common transportation studies is insufficient for these 
full-system simulation tools.  From the vehicle-level perspective, the optimizations are often 
achieved using standardized cycles and iterative offline runs for best solution (Hu et al., 2016; 
Mohd Zulkefli et al., 2014; Salmasi, 2007), while feeding in large data will greatly slow down the 
process.  In this study, to take advantage of such tool but iterate through comprehensive traffic 
conditions, a trade-off between model complexity and scalability needs to be made for large scale 
application, with different considerations given to measurable and unmeasurable factors from 
transportation studies. 
In this preliminary study, to simplify the modeling process but keep a reasonable level of 
accuracy, the researchers categorized the energy modeling factors into direct factors that can be 
linked to specific network attributes and indirect factors that need to be collected from other 
resources.  The indirect inputs, including vehicle powertrain architecture and control system, are 
assumed hard to achieve in most transportation studies, and are modeled using predefined vehicles.  
The direct variables, including vehicle driving conditions and battery SOC, are assumed to be 
achievable in transportation projects and are simulated under a wide range of possible conditions.  
Both types of inputs are feed into Autonomie, to generate near-ground-truth energy consumption. 
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To demonstrate the effectiveness of the modeling framework, the classification and 
regression tree (CART) method (also known as modal-based approach) is selected to define 
relationship among vehicle energy consumption, driving conditions and SOC for any kind of EV 
and generate a finite number of clusters by different operating conditions.  The CART method has 
been widely adopted to generate the energy and emission rates for application in various vehicle 
simulation tools including MOVES (Frey et al., 2002; Washington et al., 1997; Wolf et al., 1998).  
With this approach, the network-level EV energy use can be defined by matching the driving 
conditions from the network and the energy rate defined in the CART bin results.  The workflow 
of generating data for CART analysis, implementing and verifying CART results and applying 
generated EV models to large-scale transportation network is provided in Figure 9. 
 
 
Figure 9.  Workflow on developing modal-based approach for estimating EV energy 
consumption 
As the flow chart indicated, the first step is to prepare a relatively represented input sets, 
including vehicle specification inputs and operational inputs.  Next, the large number of simulation 
runs are performed in Autonomie with prepared input data sets.  The simulation results are post-
processed to remove erroneous data, remove duplicates and keep useful information.  After post-
processing, the relationship between energy consumption and driving conditions are defined 
within a statistical model framework using the cleaned dataset.  The initial operating conditions 
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are separated using prior engineering and physics knowledge.  The CART method is used to further 
classify the operating conditions into smaller distinct clusters or so-called “bins” based on different 
levels of energy and electricity use in on-road operations.  The developed clusters are verified and 
consolidated where practicable by comparing the energy use calculated from the CART results 
and energy use from Autonomie based on real-world trips.  Finally, a network-level energy model 
is performed using validated CART results, under various EV market share scenarios.  The model 
performance will be assessed based on its interpretability, accuracy at different aggregation levels 
and sensitivity to network attributes. 
3.2 Input Preparation 
For the vehicle configuration attributes, we chose a Toyota Prius Prime plug-in hybrid-electric 
vehicle (PHEV) with 20 miles of all-electric range (AER) as a typical EV.  The Toyota Prius Prime, 
which adopts a series-parallel hybrid powertrain design with one engine and two generator motors, 
are equipped with both torque coupling and speed coupling devices (Ehsani et al., 2018) and a 
rechargeable battery.  This design provides high flexibility (high degree-of-freedom) in energy 
output, across different control modes (engine-alone, motor-alone, hybrid with speed-coupling, 
hybrid with torque coupling, etc.).  The simulated Toyota Prius Prime uses the same Toyota 
powertrain design (“Hybrid Synergy Drive (HSD)”) as various other popular EV models including 
Toyota Prius, Toyota Camry hybrid, Toyota Mirai, Nissan Altima hybrid and Lexus hybrid 
(Wikipedia, 2019).  In 2017, the models with HSD powertrain accounted for about 50% of HEV 
sales and about 10% of PEV (PHEV+BEV) sales (U.S. DOE Alternative Fuels Data Center, 2019a). 
The full-system simulation model developed in Autonomie has been previously calibrated using 
vehicle testing data by Argonne National Lab and has the prediction errors within 5% under most 
test cases (Jeong et al., 2019).  We used the default Autonomie model “PHEV20 Power Split 
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Midsize Gasoline with One-way Clutch”.  The maximum engine power is 97.7 kW.  The maximum 
power of first motor is 68.3 kW and the maximum power of second motor is 56.6 kW.  The battery 
capacity is 37.6 Ah (8.11 kWh).  The vehicle chassis is 1712 kg, with 2.372 m2 frontal area and 
0.311 drag coefficient.  In this model, the coefficient of rolling resistance is assumed to be a 
function of speed, with !" = 0.008 + 0.00012v	 (where v is speed).  For vehicle control strategy, 
the vehicle uses the power-split control with target SOC set as 0.3, maximum SOC as 0.9 and 
minimum SOC as 0.1. 
For the vehicle driving conditions, wide-ranges of speed, acceleration and SOC 
combinations are considered in this study.  The actual driving condition collected from real-world 
measurement or simulation is expected to be a subset of the simulated conditions.  The initial SOC 
levels are set from 10% to 90%, in 5% increments.  The speed and acceleration data come from 
the 18 default driving cycles used in MOVES, with average speeds ranging from 2.5 mph to 76 
mph.  The speed and acceleration distribution are represented in Figure 10 below.  Each cycle is 
simulated at different initial SOC levels and repeated five times to allow the SOC to stabilize 
around the target SOC level.  Autonomie uses second-by-second cycles and initial SOC as inputs 




Figure 10.  Speed and acceleration distributions of input cycles (left)  
and Autonomie splined cycles (right) 
Moreover, the vehicle characteristics and on-road operating conditions both affect power demand, 
which can be quantified using the equation presented earlier (Ehsani et al., 2018; Mi et al., 2011; 
Zhang and Mi, 2011) from Fundamentals of Vehicle Design and Operation: 
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However, it is not enough to solely rely on tractive power, as distinct driving conditions can fall 
into the same power level (e.g., low-speed hard-acceleration and high-speed cruising can have the 
same power demand).  In this case, the speed and acceleration information are kept for the 
following analysis, while the vehicle configurations are covered by vehicle tractive power.  The 




Figure 11.  Pearson’s correlation matrix of variables 
3.3 Autonomie Simulation and Post-processing of Results 
In Autonomie, the Vehicle Propulsion Controller (VPC) allocates propulsion and braking demand 
among components at vehicle level using the given vehicle model and driving cycle (Argonne 
National Laboratory., 2014).  The low-level controls use inputs from the VPC and powertrain 
components to coordinate the tasks of components (engine, clutch, gearbox, motor) during 
transient processes.  After assigning tasks within the vehicle, the fuel and electricity supply can be 
determined using demand signals and energy conversion efficiency.  For the fuel rate, given a 
requested torque from the powertrain controller, the engine model provides the torque at certain 
engine speed and determines the fuel rate.  For the electric rate, the battery pack is modeled as a 
charge reservoir and an equivalent circuit whose parameters are a function of the remaining charge 
in the reservoir.  The positive/negative signs in the electric rate output indicate if the battery is 
charging (charging sustaining, CS) or discharging (charging depleting, CD), and the electricity 
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consumption is the discharging energy subtracted by charging energy (from the fuel or 
regenerative braking). 
After simulating input combinations, Autonomie generates hundreds of output attributes, 
with only a few attributes are measurable or estimable in the engineering practice.  In this case, 
only vehicle speed, acceleration, SOC, tractive power and fuel/electric rates are kept for 
preliminary studies.  Also, the fuel rate and tractive power could be unreasonably high given 
extreme input conditions which go beyond vehicle physical constraints (e.g., combinations of high 
speed, hard acceleration and low SOC).  Such erroneous data are removed if they are significantly 
higher than 99 percentiles of the training set, and 1% of data were removed from this step.  Finally, 
there are many duplicated records in the output data as the input cycles are executed recursively.  
The duplicated data are removed to accelerate the analysis process. 
3.4 Statistical Analysis with CART 
With the cleaned dataset, a statistical model framework is established to delineate and simplify the 
relationship between energy consumption and operating conditions.  CART analysis (Frey et al., 
2002; Hastie et al., 2009; Washington et al., 1997; Wolf et al., 1998), also known as hierarchical 
tree-based regression (HTBR), is primarily used in this framework to classify operating conditions 
into smaller and homogeneous clusters, while the clusters are further applied to develop the 
discrete fuel consumption and electricity use rates in operating mode bins.  The key advantages of 
the tree compared to other statistical categorization methods (e.g., K-nearest neighbor, support 
vector machine and neural network) are the interpretability and simplicity of its results (Hastie et 
al., 2009).  The method is non-parametric, which is easier to calibrate and transfer.  The model has 
a low sensitivity to outliers in the data.  This method is also highly data-driven and well suited for 
distributed computing resources (Frey et al., 2002; Liu et al., 2019).  The primary consideration in 
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statistical model development is the objective and bias-variance trade-off, which suggests the 
model cannot achieve high prediction accuracy and keep a simple structure at the same time (Chen, 
2014).  In this case, several supporting techniques are taken to balance the model interpretability 
and accuracy: 
• Previous engineering practice and physical knowledge is introduced for the initial split 
within the entire dataset into operating modes to reduce the variance. 
• No more than three levels of tree depths were used for developing the cluster to maintain 
the result interpretability. 
• The final clusters are limited within 30 nodes for fuel and electricity use respectively to 
reduce complexity and prevent overfitting. 
 
3.4.1 Initial Operating Mode Split 
For determining the final tree structure, the authors realized that finding the best binary partition 
in terms of minimum sum of squares is generally computationally infeasible (Hastie et al., 2009). 
In this case, a final tree structure with equivalent goodness-of-fit as other trees but is more superior 
in terms of interpretability is preferred in this study.  The operating modes employed in MOVES 
(U.S. Environmental Protection Agency, 2015a) are used to the split dataset into six initial 
operating modes, where each operating mode may be accommodated with a specific control 
strategy: 
• Braking: instantaneous acceleration ≤ -2.0 mph/s or acceleration < -1 mph/s for three 
continuous seconds. 
• Idling (stand-by): vehicle speed <= 1 mph. 
• Coasting: vehicle is not braking nor idling, with tractive power < 0 watt, speed <= 50mph. 
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• Low-speed propelling: vehicle is not braking nor idling, with tractive power >= 0 watts, 
and speed between 1 mph and 25 mph. 
• Medium-speed propelling: vehicle is not braking nor idling, with tractive power >= 0 
watts, and speed between 25 mph and 50 mph. 
• High-speed propelling: vehicle is not braking nor idling, with speed > 50 mph. 
3.4.2 CART Clustering 
After initial driving condition partitioning, the CART model is applied to individual operating 
modes to further split on-road operating conditions based upon their energy use.  The CART model 
predicts value with respect to a region (or leaf node) instead of individual points (Hastie et al., 
2009).  The model iteratively selects the best set of features and the partitioning those features into 
smaller regions (intervals) to minimize the variability of dependent variables within each region.  
In this study, the fuel consumption and electricity consumption were predicted in separate CART 
models as a function of instantaneous vehicle tractive power, SOC, speed and acceleration.  The 
CART regression model can be represented as follows: 
C(D) = ∑ FGH{D ∈ KG}
0
GM2   (4) 
Where 
NO - the mth region (leaf node) 
P - the total number of regions 
QO	- the coefficient (score) for the region 
 
It is computationally infeasible to search all regions and try all splitting depths, as there is an 
infinite number of potential trees.  In this case, the maximum splitting depth is set as three and 
maximum leaf nodes are set as eight to maintain the interpretability of the results.  The function 
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goal to achieve the best-split tree in this case is to minimize the tree structure score, which is 
defined as following (Chen, 2014): 
RST = ∑ U(V, VX) + Y(C)ZBM2   (5) 
Where, [(\, \]) is the loss function and Ω(_) is the complexity of the grown tree.  In this 
study, the quadratic form of loss function, or mean-square-error (MSE) is used.  The tree 
complexity is the weighted total of tree nodes and the sum of score squares in each node.  The loss 
function and complexity function are listed below: 
 
U(V, VX) = (V − VX)3    (6) 




GM2     (7) 
Where c and d are coefficients for regularization terms.  In our case, since M is fixed, c = 0  is 
used.  The	d = 1 based on previous engineering practice. 
CART clusters are generated for fuel and electricity consumption, respectively.  This is 
important because fuel may be used to provide tractive power or to recharge batteries, and 
electricity may be used at higher rates to provide acceleration under certain conditions.  If the 
clusters are the same for fuel consumption and electricity use, it means the fuel and electricity 
follow a similar pattern and the clusters can be shared for both energy sources.  The initial model 
specification and final condensed model, and improvements resulting from consolidation will be 
discussed in the next section. 
3.5 Application of CART Results to the Atlanta, GA Network 
Using the CART results, the energy consumption for EVs can be estimated for a wide range of 
operating conditions.  In this study, a separate set of driving profiles for the same vehicle 
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technology was used to test the cluster performance and to adjust the pre-determined clusters.  The 
operation data for cluster assessment come from the light-duty vehicle real-world driving dataset 
from the Atlanta Household and Activity Travel Survey in a 20-County Region of Metro Atlanta 
(Atlanta Regional Commission, 2011; Liu et al., 2019, 2018).  The test data consist of 150 second-
by-second sample trips collected for multiple conventional vehicles under a wide range of 
operating speeds and facility types.  These test trips are simulated in Autonomie with random 
initial SOC to predict energy consumption.  The clusters developed in the CART analysis from the 
training data set are then used to predict energy consumption.  The goodness-of-fit statistics from 
testing results are used to merge clusters when there is no significant loss in prediction accuracy.  
The performance of the final set of clusters will be assessed (a) by simplicity and interpretability, 
(b) by the accuracy of prediction, and (c) sensitivity to network attributes.  The verification also 
serves as an illustration of how the clusters can be adopted from different transportation inputs.  
The initial model specification (dependent and independent variables) and modeling results will 
be presented in the next section. 
Finally, a network-level case study is performed using the Atlanta Regional Commission’s 
2015 Activity-based Model (ABM15) model (Atlanta Regional Commission, 2012) for 
metropolitan Atlanta, GA, with a population of 5.68 million people, 2.19 million household and 
4.16 million vehicles.  The ABM15 modeled transportation network contains 73,822 roadway links 
and predicts 19.9 million trips per day in the region.  Regional energy consumption was generated 
from previous studies with the assumption that the entire on-road fleet is composed of conventional 
vehicles (Xu et al., 2018a).  In this study, the energy consumption with different market shares of 
EV is estimated using link-level traffic attributes (average speed, road type, link length and volume) 
and a hypothetical distribution for average SOC.  For each link, and each scenario run, a portion 
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of the on-road fleet vehicles is assumed to be PHEVs (pre-assumed market shares).  Then, the 
corresponding driving cycles were randomly selected from real-world driving data collected in the 
Atlanta travel survey (Atlanta Regional Commission, 2011) for all the PHEVs on the same link 
based on link road type and link average speed.  The average SOC for each vehicle on that link is 
drawn from an assumed uniform distribution from 20% to 90%.  The driving cycle and average 
SOC levels serve as inputs to calculate the power demand using equation (1) and then used to 
match with CART energy rates and adjusted by link length.  After calculating the energy 
consumption per PHEV and per link, the total energy consumption for the network is calculated 
by summarizing the energy use contributions from PHEVs and conventional vehicles across all of 
the links.  The network-level and aggregated results are provided for assessing the sensitivity of 
the CART method to various network attributes, such as volume, EV market share and average 
speed. 
3.6 Results and Discussions 
In this section, the methodology introduced in the previous section has been applied to classify the 
operating conditions into an initial finite number of clusters, consolidate the clusters, and then 
apply the final model to a case study.  First, the CART clusters were introduced and assessed for 
its interpretability using prior engineering knowledge.  Second, the CART clusters were assessed 
using a test data set prepared by vehicle operation data from real-world measurements.  Clusters 
were consolidated based upon the verification test results to facilitate faster modeling.  Finally, a 
large-scale network case study is performed using the CART results and tested driving profiles.  
The sensitivity of modeled energy use to various network attributes, including EV market share, 
traffic volume and traffic speed are assessed using the modeling results. 
3.6.1 CART Classification Results 
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After making an initial operating mode allocation, the CART method is applied to classify driving 
modes under each condition for fuel and electricity consumption, respectively.  The fuel 
consumption rates and electricity consumption rates were predicted as a function of instantaneous 
vehicle speed, acceleration, vehicle tractive power and SOC.  The definitions of clusters were 










SOC Energy rates (Watts) 
Energy use 
scenario 
0 Braking Any 




Any Any 609 - 
1 
Idling <=1 mph Not braking Any 
>0.29 70 L 
2 <=0.29 68,753 H 
10 
Coasting <=50 mph Not braking <0 
>0.29 400 L 











>0.31 2,096 L 




<=0.31 41,364 SL 
16 0-12,000 0.28-0.29 51,639 SH 
17 >29,000 >0.31 66,511 MH 
18 >23,000 <=0.31 75,214 H 




25-50mph Not braking 




>0.305 9,338 L 




>0.31 25,876 SL 




<=0.31 70,573 MH 
28 >30,000 >0.3 86,816 H 





<=-0.4 <=20,000 >0.29 16,717 VL 
32 >-0.4 <=20,000 >0.3 21,616 L 
33 <=-0.4 <=20,000 <=0.29 42,491 ML 
34 Not braking 
20,000-
30,000 >0.3 49,217 SL 
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35 >-0.4 <=20,000 <=0.3 55,962 SH 
36 Not braking 
20,000-
30,000 <=0.3 85,989 MH 
37 Not braking >30,000 >0.29 108,574 H 
38 Not braking >30,000 <=0.29 142,424 VH 





[70, 142,424]  
 
Table 7 (electricity) below.  The energy use scenarios among each operation category are 
represented by low (L) to high (H) levels, which may contain up to 8 levels ordered from very low 
(VL), low (L), moderate low (ML) and slightly low (SL), to slightly high (SH), moderate high 
(MH), high (H) and very high (VH). 
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SOC Energy rates (Watts) 
Energy use 
scenario 
0 Braking Any 




Any Any 609 - 
1 
Idling <=1 mph Not braking Any 
>0.29 70 L 
2 <=0.29 68,753 H 
10 
Coasting <=50 mph Not braking <0 
>0.29 400 L 











>0.31 2,096 L 




<=0.31 41,364 SL 
16 0-12,000 0.28-0.29 51,639 SH 
17 >29,000 >0.31 66,511 MH 
18 >23,000 <=0.31 75,214 H 




25-50mph Not braking 




>0.305 9,338 L 




>0.31 25,876 SL 




<=0.31 70,573 MH 
28 >30,000 >0.3 86,816 H 





<=-0.4 <=20,000 >0.29 16,717 VL 
32 >-0.4 <=20,000 >0.3 21,616 L 
33 <=-0.4 <=20,000 <=0.29 42,491 ML 
34 Not braking 
20,000-
30,000 
>0.3 49,217 SL 
35 >-0.4 <=20,000 <=0.3 55,962 SH 
36 Not braking 
20,000-
30,000 <=0.3 85,989 MH 
37 Not braking >30,000 >0.29 108,574 H 
38 Not braking >30,000 <=0.29 142,424 VH 





[70, 142,424]  
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Table 7.  CART electricity clusters 

















<=-28,000 Any -25,156 VL 
-3 
<=-17,000 
and > -28,000 




Any -8,392 H 





Not braking Any 
>0.29 300 L 






<=-6,000 Any -7,213 L 






0-3,000 <=0.29 -16,492 VL 
13 3,000-8,000 <=0.29 -16,126 L 
14 >8,000 <=0.29 -15,265 ML 
15 0-3,000 >0.29 1,747 SL 
16 3,000-8,000 >0.29 5,922 SH 
17 >8,000 <=0.31 4,131 MH 
18 8,000-17,000 >0.3 13,119 H 






Not braking >0 <=0.28 -19,324 VL 
23 Not braking >0 0.28-0.29 -8,642 L 
24 Not braking >0 0.29-0.3 1,979 ML 
25 Not braking 0-5,000 >0.305 3,363 SL 
26 Not braking >0 0.3-0.305 4,432 SH 
27 >2.4 >11,000 >0.305 8,258 MH 
28 Not braking 5,000-11,000 >0.305 9,138 H 






Any <=0.3 958 VL 
33 Any >0.3 11,321 L 





<=20,000 Any 14,357 H 
37 >20,000 Any 30,814 VH 









A. Braking: during braking, the engine is generally turned off, so there was one cluster used 
for fuel.  The battery can be charged during regenerative braking, and the charged energy 
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depends on the braking aggressiveness (captured by negative tractive power).  In this case, 
the braking for electricity was divided into four distinct clusters based on tractive power. 
B. Idling: during vehicle idling, engine and motor are mostly standby unless a low battery 
level present.  The engine will be turned on to charge the battery once the SOC is low.  So, 
two clusters were split for both fuel and electricity based on SOC level. 
C. Coasting: the status of the engine during coasting can be generally split into two cases. 
While SOC is high, the engine is likely running at low power output.  While SOC is low, 
the engine needs to provide additional power to supply the battery.  On the other hand, the 
energy can be charged into the battery depend primarily on the tractive power according to 
CART results.  The charged energy is higher with much lower tractive power demand. 
D. Low-speed propelling: the major determinants for energy use under low-speed propelling 
are tractive power and SOC.  With high SOC and low power demand, the vehicles are more 
likely on electric-drive mode with high electricity consumption (Zhang and Mi, 2011).  
While in low SOC and modest power demand, the vehicles are more likely on power-split 
mode, with engine turned on to propel the vehicle and charge the battery.  For other 
conditions, the work is split between engine and motor, with both fuel and electricity 
consumption presented. 
E. Medium-speed propelling: the energy consumption under medium speed propelling 
follows a similar pattern as low-speed, except the acceleration is introduced to further split 
electricity consumption.  The vehicles are likely operating in hybrid mode during 
acceleration with both fuel and electricity supply (Zhang and Mi, 2011).  The level of 
electricity supply depends on the aggressiveness of acceleration according to CART results. 
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F. High-speed propelling: the significant difference under high-speed operation is that the 
battery is less likely to be sufficiently charged as a larger portion of engine power is used 
to provide propulsion efforts.  The motor is more likely to standby or under low power 
output.  Also, under significant high speed (> 80 mph), the motor is requested to work 
together with engine.  For the fuel consumption part, the energy consumption increases 
drastically with larger acceleration, larger power demand and lower SOC level. 
 
The energy rate distribution for each cluster was displayed in the following box plots (Figure 12), 
with lower bound, first quartile, median, third quartile and upper bound marked on the box, 
respectively.  It can be observed that the energy rates under each CART clusters are relatively 
distinct from each other and covers a wide range of energy consumption.  However, some clusters 
have a significantly larger variance than others, due to the limited number of clusters specified in 
the model.  As introduced above, the high variance is the price to be paid for estimating a simple, 
tree-based structure due to the objective and bias-variance trade-off (Chen, 2014; Hastie et al., 
2009).  For reducing variance in estimation, more complex statistical methods or more vehicle 




Figure 12.  Energy rate distribution for CART fuel clusters and electricity clusters 
3.6.2 CART Cluster Verification 
The performance of CART classified clusters was tested using a case study with input data from 
real-world trips (monitored second-by-second).  The speed and acceleration distributions of input 
testing cycles and Autonomie splined testing cycles are shown in the figure below.  The testing 
represents a wide range of real-world operating conditions.  The input cycles (Figure 13) were 
processed with the same PHEV in Autonomie to obtain the energy consumption and processed 




Figure 13.  Speed-acceleration distribution for input testing cycles (left) 
The performance of CART clusters was assessed at trip-level and instantaneous-level.  For trip-
level results, the total energy consumption by trip generated from Autonomie and CART clusters 
were compared using an ordinary linear regression as indicated in Figure 14 below.  The R2 value 
and standard error of the coefficient is also provided as indicators of model performance.  For both 
fuel and electricity consumption, the predicted energy consumption is close to the ground-truth 
energy consumption with low prediction variance (represented by the shaded area).  The R2 of 
both fuel and electricity use predictions are above 0.95, indicating that the CART-based model 




Figure 14.  Trip-level CART cluster energy prediction VS. Autonomie energy results 
The instantaneous energy prediction from CART versus Autonomie generated energy were then 
further compared at a disaggregate level (Figure 15).  Autonomie generated energy consumption 
is continuous and sensitive to the fluctuation of speed and SOC, while the CART-predicted energy 
consumption still follows a similar trend as Autonomie results but eliminated the small oscillations.  
For fuel consumption, the CART may predict positive energy consumption while the engine is off.  
It suggests the control strategy within a certain cluster (certain driving condition) actually differs, 




Figure 15.  Instantaneous energy prediction VS. Autonomie energy results 
Overall, the CART classified cluster system can predict Autonomie simulated energy consumption 
with reasonable accuracy.  Limited by the statistical method applied and the maximum number of 
clusters, the variance of prediction is still large under certain conditions and can be further 
improved by introducing more advanced methods and more variables into consideration (e.g., 
control strategy). 
3.7 Large-Scale Transportation Network Case Study 
A case study with the Metropolitan Atlanta network is performed by applying the CART results 
and real-world driving cycles applied in the model testing chapter.  First, link-level traffic 
attributes (traffic volume, average speed, etc.) and energy use from ICEVs were generated by the 
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regional travel demand model developed by the Atlanta Regional Commission (Atlanta Regional 
Commission, 2012; Xu et al., 2018a).  The activity-based model (ABM) transportation network is 
composed of 74,505 roadway links and predits 17.7 million personal vehicle trips per day in the 
region for 2024.  The predicted travel speeds by time of day were calibrated and verified by the 
planning agency using FHWA’s National Performance Management Research Data Set 
(NPMRDS), and the daily VMT derived from traffic volume on links were verified by the agency 
using GDOT HPMS data (Atlanta Regional Commission, 2016a).  The road type and traffic 
volume from 8:00 a.m. to 9:00 a.m. are displayed in Figure 16. 
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Figure 16.  Road type (up) and traffic volume (down) of Atlanta network 
Regional energy consumption is generated using MOVES-Matrix methodology outlined in 
previous studies (Xu et al., 2018a) with the baseline assumption that the on-road fleet is composed 
of 100% conventional vehicles.  The energy consumption rates for ICEVs came from MOVES-
Matrix, a multidimensional array of MOVES2014a energy and emission rates (Guensler et al., 
2018).  Next, the CART method developed in previous section is adopted to predict EV energy 
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use for certain fleet penetration fractions of 20-mile all-electric range PHEVs.  The energy saving 
of entire network and energy saving by roadway segments are discussed in the results section.  
Using these case study results, the scalability of proposed CART energy rates can be demonstrated, 
and the energy saving benefits can be quantified under given fraction of PHEV fleet and assumed 
operating conditions. 
3.7.1 Methodology of Estimating ICEV Energy Use 
The energy estimation method of ICEVs is based on general procedures adopted in transportation 
conformity analysis (U.S. Environmental Protection Agency, 2015b), where transportation 
conformity ensures that federal funding and approval are given to highway and transit projects that 
are consistent with ("conform to") the air quality goals established by a state air quality 
implementation plan (SIP).  The MOVES model is the approved regulatory emission model that 
must be applied to all current emissions inventory development and transportation conformity 
analysis (unless a project-level conformity screening tool has been approved for use in the region).  
A recent survey of nearly 80 transportation and air quality agencies indicated that more than half 
of agencies already applied MOVES in SIP or conformity study, and most of the other agencies 
were switching to, or planning to apply, MOVES (S. Fincher, 2015). 
There are basically two approaches to apply MOVES for a conformity study, which include 
the inventory approach and emission rate approach (U.S. Environmental Protection Agency, 
2015b).  By adopting the inventory approach, mass emissions are estimated using total vehicle 
mile traveled (VMT), a speed bin distribution, and other supplemental input files.  By adopting the 
emission rate approach, emissions rates for running emissions and engine starts, etc. are estimated 
independently.  Using this approach, emissions estimates are derived by matching the travel 
activities with corresponding emission rates under specific speed, road type, and fleet composition 
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conditions.  Regardless of which approach applied, the same group of input files are required (S. 
Fincher, 2015): 
• Fleet composition, including MOVES vehicle source type and model year distributions; 
• Regional travel activity data, including VMT, month, day, and hour VMT adjustment 
factors, road type, ramp fraction, daily vehicle starts and average speeds; 
• Scenario inputs, including meteorology, inspection & maintenance (I/M) program data, 
and fuel specifications. 
 
Adopting the emission rate approach can help address several limitations of using inventory 
approach and provide modelers with great flexibility in model development at the cost of 
increasing complexity.  Using this approach, users have to prepare fewer MOVES runs, but each 
run requires more supporting data.  This approach achieves a more detailed emission output, 
generally at the link or travel analysis zone (TAZ) level.  This approach normally requires the user 
to initially estimate emission rates using MOVES under selected scenarios, then match the travel 
activity information (VMT by road type, speed bin, source type and model year) with applicable 
emission rates for that specific road type, speed bin, source type and model year (U.S. 
Environmental Protection Agency, 2015b).  The link-level or TAZ-level emission output can be 
mapped to visualize the spatial distribution of pollutants, and further applied for air quality 
assessment.  However, there are no standardized public domain connections with MOVES to post-
process emission rates into link-level or TAZ-level emissions and developing such a connection 
requires a considerable understanding of MOVES modeling structure and regional activity features 
to avoid estimation errors. 
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In this study, a link-based emission modeling approach is described for regional emission 
analysis by using MOVES-Matrix instead of MOVES.  In MOVES-Matrix, MOVES 2014a is run 
146,853 times for Atlanta area, iterating across all combinations of vehicle source-type, fuel, 
environmental, operating mode bins, and other parameters, and the modeled emission rate outputs 
are stored in a huge multi-dimensional array so that the emission rates can be used in other analyses 
without re-running MOVES (Liu et al., 2019).  With proper scripting, users can extract MOVES 
emission rates from MOVES-Matrix and obtain the exact same emission results as MOVES.  In 
the advanced emissions modeling approach, activity estimates are derived from the regional travel 
demand model and properly processed using the recommended modeling approaches provided by 
USEPA (U.S. Environmental Protection Agency, 2016, 2015b).  This approach bypasses the time-
consuming process of running MOVES to generate applicable emission rates, and the uniform 
format helps to simplify the assessment for both inventory model and emission rate models, while 
achieving the same results. (H. Liu et al., 2017; Liu et al., 2019). 
3.7.2 Network Specification 
Travel demand models (TDMs) are typically developed by a metropolitan planning organization 
(MPO) to output hourly traffic volumes and applicable on-road operating conditions, generally 
through post processing the model results.  Here we describe a modeling process, currently being 
implemented, for coupling a typical TDM output and MOVES-Matrix emission rates. 
In this approach, an analytical boundary (time, location, and duration) is designated first for 
running the TDM and MOVES-Matrix, and all the analysis are conducted within this domain.  The 
methodology includes three preliminary steps: 1) preparing regional inputs within the TDM 
modeling domain; 2) generating MOVES-Matrix energy use and emission rate matrices for all 
possible model input combinations; and 3) matching regional TDM model activity outputs at link-
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level with applicable emission rates from MOVES-Matrix (Liu et al., 2019; Xu et al., 2018a).  The 
workflow diagram is shown in Figure 17 below.  Due to the scope of this dissertation, only on-
road energy consumption and emissions are considered. 
 
 
Figure 17.  Analytical workflow of linking MOVES-Matrix and TDM 
As discussed above, three different inputs are required for a MOVES-based regional 
emission analysis, which include regional fleet composition, travel activities, and other scenario 
inputs.  According to conformity study requirements, the input data should be prepared for a single 
investigated year, aggregated by hours, and applied to all possible fuel-vehicle type combinations (U.S. 
Environmental Protection Agency, 2016).  For on-road emissions, the emission inventory is derived 
as the product of hourly VMT and corresponding emission rates for that specific road type, source type, 
model year and speed bin where the VMT is generated.  The methodology of preparing input files 
under conformity study requirements is introduced in the following sections. 
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a. Fleet Composition 
Vehicle fleet features were represented in MOVES using 13 vehicle source type and 31 applicable 
model years (age 0~30 from investigated calendar year) (U.S. Environmental Protection Agency, 
2016).  Agencies can prepare the vehicle composition with data from the MOVES default database, 
from state motor vehicle registration data (e.g., motorcycles, passenger cars, passenger trucks, light 
commercial trucks), or from other possible resources like local transit agencies, bus companies, 
and refuse haulers (U.S. Environmental Protection Agency, 2015b).  In this study, vehicle 
compositions by road type were prepared for investigated counties.  For each road type, the vehicle 
type distribution was represented by a three-dimensional matrix, with source type, model year, and 
fraction of population as the three axes. 
Different vehicle types and model years may have significantly different probabilities of 
being present on the roadway network due to vehicle owner’s use preferences.  In this case, the 
on-road vehicle population distributions are usually not equivalent to the VMT fraction by vehicle 
types and model years.  Mileage accrual rates for different vehicle types and model years should 
be considered in projecting the vehicle population distribution into VMT distribution for post-
processing TDM output.  In MOVES, VMT is represented by HPMS vehicle type.  A relative 
mileage accumulation rate (RMAR), in combination with source type populations and age 
distributions, is used to distribute the total annual miles driven by each Highway Performance 
Monitoring System (HPMS) vehicle type to each source type and age group.  This rate only varies 
by calendar year.  The VMT data are assigned to different source types and model years by 
multiplying RMAR factors within a HMPS vehicle type (U.S. Environmental Protection Agency, 







e0-h			 (8)  
Where, 
i is source type 
j is model year 
ℎ is HMPS vehicle type 
lm is the set of source types included in HMPS vehicle type ℎ 
NPnNo,p is relative mileage accumulation rate for source type i and model year j 
_o,p
qrq is population fraction of source type i and model year j 
 
For link-level emission analysis, the VMT variables in equation above can be replaced by set VMT 
fractions for each link type to speed-up the emissions calculation process.  In this case, the VMT 
fraction by source type and model year are used to obtain aggregate fleet average emission rates, 
which are multiplied by hourly VMT for that specific link under the specific average speed and 
road type. 
 
b. Regional-level Travel Activity 
The TDM outputs include three components for conventional vehicle analysis, which include 
hourly VMT, road type, and average speed.  However, this information cannot be directly used as 
emission model inputs for two reasons: 1) the TDM is usually run for an annual average day or 
weekday condition, while high emission often occurs during one season and under high congestion 
level (e.g. the highest NOX emissions often occur hot summer afternoons); and 2) the VMT in most 
TDM outputs is populated by theoretical models, which may be different from actual on-road 
conditions.  In this case, specific time-span and VMT adjustments are usually applied to model-
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predicted VMT outputs.  Average speeds are also usually post-processed so that speed bin 
distributions better match field observations and corresponding emission rates are selected from 
MOVES.  The roadway facility type from TDM outputs should also be assigned with a MOVES 
road type ID, and where applicable, the ramps in the modeled network are differentiated from the 
highway segments. 
The TDM outputs are post-processed to prepare link-level emission model inputs, in 
MOVES formats, for emissions modeling.  Each has a MOVES road type, VMT, and average 
speed with adjustment factors applied directly to the individual links. 
 
c. Other Settings 
Other inputs used for on-road energy/emission estimation include fuel, I/M program, retrofit data, 
and meteorological data.  For meteorology data, a 24-hour temperature and humidity profiles are 
defined for each investigated month.  The MOVES default I/M, fuel and retrofit data were applied 
for the remaining inputs. 
After preparing the input, the MOVES-Matrix emission rate array was prepared using the 
MOVES default scenario and EPA-approved I/M program and fuel specifications across all 
possible meteorology inputs by taking the advantage of the powerful computational ability of a 
computer cluster at Georgia Tech (Liu et al., 2019).  Because MOVES has been run for all possible 
model input iterations that apply to the region, the user can call for the applicable MOVES 
emission rate in the MOVES-Matrix array for use in other operations and obtain the exactly the 
same emission output that MOVES provides without ever having to launch MOVES again or 
transfer MOVES outputs into the analyses. 
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With the emission rate for each speed bin, road type, and source type, the emissions can be 
estimated by linking regional activities with applicable emission rates.  The average speed bins 
and road types (e.g. arterial vs. freeway) are exported as operational data from the TDM for use as 
emissions modeling inputs.  The fleet mix can come from multiple sources as discussed above.  To 
calculate emissions, users need only link their regional travel data, including facility type, link 
average speed, and fleet composition, with the applicable MOVES-Matrix emission rates. 
3.7.3 ICEV Energy and Emission Modeling 
The ARC Travel Demand Model generates regional travels by using an activity-based model for 
the 20-county non-attainment area (Atlanta Regional Commission, 2016b).  Coordinated Travel-
Regional Activity-Based Modeling Platform (CT-RAMP) is implemented in the travel demand 
model system to facilitate the regional activity forecasting with 30-minute resolution.  The TDM-
generated activities are sub-divided into trips based on the origin and stop information and 
allocated to links within the local transportation networks during five different time periods (early 
morning, morning peak, mid-of-day, PM peak and evening).  These activity estimates are used as 
the basis for estimating emissions on the network through a linkage to emission estimation tools. 
In this study, the ARC TDM model was used as a case study to estimate on-road energy 
and emissions with the proposed method.  The link-level TDM network output was used for 
obtaining link-level emissions and analyzing the spatial and temporal distribution of emissions 
within the entire 20-county non-attainment area.  First, the fleet average energy/emission rates by 
speed bin and road type were calculated by aggregating emission rates by speed bin, road type, 
source type, and model year, and VMT fraction by source type and model year.  The equation for 










× sf,1,/,: (9) 
 
Where _m
uvw is the VMT fraction by HPMS types prepared for each road type respectively.  The 
VMT fraction by HMPS types is partitioned into VMT fraction by source type and model year by 
deploying the relative mileage accumulation rate (RMAR) factors.  Next, the monthly adjustment 
factors for road type r was also calculated by aggregating the VMT fractions by source type and 
model year, and the monthly adjustment factors by source type _Ouvw: 
 
 







e0-  (10) 
 
The aggregate fleet average emission rates were populated for different counties and road types 
and stored in separate lookup tables.  Next, the hourly VMT were prepared by applying MOVES 
default hour adjustment factors as the ARC TDM divided a simulated day into five time periods.  
Finally, as the TDM link-level outputs are generated from a typical weekday, the day adjustment 
factors were not applied in this model. 
For each hour of operation, the link-level inputs were screened individually, with VMT 
under specific, time period, road type and average speed was distributions chosen and then 
multiplied by adjustment factors an aggregated emission rate.  The link-level emissions were 
populated for the TDM network, and then aggregated results by TAZ for the AM peak period.  The 
sample regional-level results for a typical workday in July are shown in Figure 18 below (The link-
level energy results are provided in Figure 19 for comparison).  The total computation time for a 
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Figure 18.  VMT, NOX and PM2.5 emissions per acre by TAZ (8:00 AM – 9:00 AM) 
The linkage of these models can assist researchers in obtaining emission distribution 
throughout the region and are beneficial for further air quality analysis.  For example, MOVES-
Matrix can be connected with both TDMs and dispersion models and all the processes can be 
automated.  A high-performance dispersion modeling system based on MOVES-Matrix and 
distributed computing cluster (Liu et al., 2019) produced receptor modeling results more than two 
 87 
orders of magnitude faster than the normal procedures based on MOVES Graphical User Interface 
(GUI), with both CALINE4 and AERMOD microscale dispersion models. 
3.7.4 PHEV Energy Modeling 
Using the CART method described in previous sections, and traffic attributes for the morning peak, 
the network-level energy consumption under 0%, 10%, 20%, 30%, 40% and 50% EV market share 
is generated.  In this analysis, the modeling approach assumes that the EVs will continue to follow 
the use patterns of the conventional vehicles that they replace (which is a limitation of the analysis, 
but not a major concern for these HEVs).  The CART model was applied to Atlanta network using 
following procedures: 
a. Generate the energy rate: a driving profile for a given road type and average speed is selected 
from the 150 driving samples.  The fuel and electricity use are generated using the CART 
method from given driving profile (second-by-second speed for about 5-10 minutes of driving), 
looping loop through all possible initial SOC level with 1% SOC increment.  The energy 
consumption rate per mile at a given average speed (2-80 mph), road type and initial SOC 
equals to the total fuel and electricity consumption divided by the distance of the driving profile.  
Since the highway operations missing low speed operation data (<8 mph), the local low speed 
energy rates are used to fill the gap. 
b. Generate the EV VMT: at the pre-defined EV market share, the EV volume on each link is 
derived by multiplying the total traffic volume with the market share.  The link-level EV VMT 
is then derived by multiplying the EV volume and the link length. 
c. Generate the EV Energy Use: using the energy rate per mile from step a and the VMT from 
step b, the total energy per link is the product of EV VMT and energy rates under link average 
speed, link type and random initial SOC. 
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The link-level analysis was performed for each hour of the loaded network, and the 24-hour 
network energy profiles were generated under each market share scenario.  Energy use by 
transportation link with 0% EV market share and 40% EV market share are provided in Figure 19 
below.  When 40% of the total on-road fleet is replaced by EVs, energy use drops significantly, 
especially in the urbanized areas with higher traffic volumes. 
 
Figure 19.  The link-level energy use with 0% EV share (up) and 40% EV share (down) 
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The variation of predicted energy use is also analyzed under different market shares (Figure 
20).  The network-level total energy consumption for 50% EV market share is about 68.5% of the 
energy use for that of the 0% EV market share (about a 31.5% reduction in energy use).  The 
energy savings provided by EVs are largely contributed by efficiency improvements of advanced 
powertrain design.  Further energy savings can be achieved by adopting alternative fuel power 
plants (e.g., CNG, hydrogen) to produce the electricity.  The results suggest that with a growing 
PHEV share, the energy saving benefits will be large.  Given that this change is a relatively small 
share of overall energy use in the region (8.8% of daily electricity use per household based on 
2016 residential electricity consumption per household in Georgia) (U.S. Energy Information 
Administration, 2019a), and with the implementation of off-peak charging, any negative impact 
on the electricity grid will likely be limited. 
 
 
Figure 20.  Predicted daily energy use under different market share 
The network total fuel consumption aggregated by different facility type and different 
speeds are also plotted in Figure 21.  For facility type, the fuel consumption was aggregated by 
unrestricted road (arterials) and unrestricted roads (highways).  For link average speeds, the fuel 
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consumption was aggregated from 2.5 mph to 65 mph by 5-mph increment interval, with mean 
average speed represented in Figure 21 below.  On arterials, the vehicle energy savings increase 
rapidly as average speeds increase from 2.5 mph to 25 mph and begin decrease again at higher 
speeds.  On highways, the energy savings would be greater during medium-high speed (30 mph - 
60 mph) and is maximized around 60 mph (where the vehicles operate mostly under cruising).  
Also, mitigating congestion and increasing average speeds will further increase the fuel economy, 
and such benefits are amplified with a larger share of EVs. 
 
 
(a) Fuel Use 
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(b) Fuel saving (%) 
Figure 21.  Predicted daily (a) fuel consumption and (b) fuel saving  
by market share and average speeds 
3.8 Chapter Summary 
The research efforts presented in this study yielded a new modeling framework that can be used 
to predict energy consumption from EV subfleets operating in large-scale transportation networks.  
A statistically-based energy use model, derived from the Autonomie full-system simulator, is used 
to link applicable energy use rates with predicted on-road vehicle operating conditions.  The model 
can be applied to link-by-link vehicle operations to assess EV energy use model and spatially and 
temporally aggregated to obtain regional results.  The modal-based approach used in this 
framework, allows analysts to easily derive network-level EV energy use by matching on-road 
operating conditions with corresponding CART energy consumption rate clusters.  The model is 
applied to the Metropolitan Atlanta transportation network to predict the energy use under various 
EV adoption scenarios.  The results suggest that a 50% PHEV market share can achieve more than 
a 30% reduction in the energy savings, without adding significantly to overall electricity demand.  
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Also, at network-level, both the arterials and highways with medium average speeds (20 mph – 40 
mph) earned the largest energy saving benefits under higher EV market shares. 
With the results from this preliminary study, an analytical framework has been 
demonstrated for its sensitivity to operation patterns and scalability for regional-level network.  
However, there are several remain tasks identified in this study: 
Improving the training set for the statistical model: as demonstrated in   
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1. Table 6 and Table 7, the acceleration of training dataset ranges from -8.18mph/s to 5.82 
mph/s, which is smaller than the acceleration range that actually occurred during real-world 
operations (-10 mph/s to 10mph/s from Figure 13).  Using the driving cycles from MOVES 
may under-represent the operations under aggressive driving (high acceleration and 
deceleration), and the training set should be improved to incorporate driving data from such 
type of operations. 
2. Addressing the simulation of vehicle control mode: as demonstrated in Figure 15, the 
black-box CART model cannot effectively differentiate the vehicle control mode, which 
causes the energy results can be significantly different from actual energy use under certain 
cases.  A modeling tool that is able to incorporate the prediction of vehicle control mode is 
highly desirable for improving the goodness-of-fit of the energy model. 
3. Applying to other EV models: it will be a challenge task to apply the CART methods for 
different kinds of EVs if the tree branches cannot be shared by all kinds of EV (which is 
highly possible).  The CART results for a single vehicle contains about 60 energy rates for 
fuel and electricity, and the result matrix would be huge if considering different EV types 
and various GHGs and pollutants.  Also, it will be cumbersome to apply different mode-
split methods for all kinds of EV and interpreting results.  A more consistent model design 
is needed to account for the heterogeneity within EV fleet. 
4. Refining network-level inputs: the primary question answered by this preliminary study 
is that whether the method is scalable for regional-level transportation network.  The 
activity inputs, including speed, acceleration and SOC, may or may not be representative 
for EV fleets within the region.  Also, there are other significant factors, such as roadway 
characteristics and ambient environment, that are not included in current study but will 
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impact the EV energy use.  The methodology of preparing proper regional-level activity 
inputs for energy modeling needs to be proposed in following analysis. 
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CHAPTER 4. EV ENERGY MODEL DEVELOPMENT AND 
VERIFICATION 
In this chapter, the methodology of developing EV energy model system using the analytical 
framework proposed in Chapter 3 is introduced.  A new, scalable, and transferrable approach for 
estimating the energy use of common EV fleets (including both fuel and electricity) will be 
developed for large-scale transportation networks.  The proposed methodology needs to address 
the current model shortcomings:  1) support energy use modeling from all existing EV 
technologies, including BEVs, HEVs, PHEVs and FCEVs;  2) accept inputs that are directly 
measurable from transportation systems, treating factors such as powertrain specifications as 
hidden variables that are linked to measurable factors; and  3) predict energy use under a wide 
range of operating conditions where energy results are sensitive to on-road operating conditions, 
such as vehicle speeds, vehicle accelerations, and road types.  Engineers, planners, and policy 
makers should be able to use the model to assess EV energy impacts under different transportation 
operation scenarios and assess potential system-level solutions to EV implementation questions.  
Those typical questions for EV adoption include optimizing electricity supply from the grid, 
promoting eco-routing and eco-driving designated for different vehicle types, and investigating 
the energy impact of vehicle electrification for shared and autonomous vehicles. 
In this chapter, an activity-based, bottom-up approach is proposed for estimating EV 
energy consumption as a function of on-road operating conditions.  The activity-based approach 
allows energy estimation for large-scale transportation networks, while accounting for the 
variability in on-road vehicle operating conditions.  The designed energy modeling approach uses 
a simulation inference model development design, which combines prior knowledge of vehicle 
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design and a data-driven approach using simulation data for parameter estimation.  The CART 
model used in Chapter 3 will be replaced with the simulation inference models developed in this 
chapter.  The energy modeling framework developed in this study is activity-based, using 
measurable transportation system factors as inputs, such as vehicle types, on-road vehicle 
operating conditions, and roadway characteristics.  The model generates fuel and electricity 
consumption at the disaggregate level, using single vehicle inputs, or at the aggregated level, given 
a fleet composition and operations. 
The full-system vehicle simulation tool (Autonomie) was used to estimate energy 
consumption for various on-road driving conditions.  Three analytical steps are undertaken to 
generate the energy models with cleaned energy output from Autonomie.  First, sample EV models 
were configured in Autonomie for BEVs, HEVs, PHEVs and FCEVs.  The energy use data for 
each selected vehicle option were generated by simulating a wide range of operating conditions 
with different average speeds, driving styles, and road grades.  Autonomie simulation runs were 
then performed using second-by-second vehicle activity inputs, and post-processed to retain 
important features within reasonable ranges for the remaining analysis.  Third, energy 
consumption models are established for various types of EVs using the outputs from the full 
vehicle simulation model using a simulation inference model design, which combines the physical 
knowledge of vehicle operation (how engine, motor, battery works together), and data-driven 
energy inferences.  A Bayesian Network approach was adopted to simulate the power flow within 
EVs and the corresponding energy use.  The model first estimates the likelihood that an EV is 
operating under specific control modes for the given driving conditions, and then the model 
calculates energy use as a function of chosen control strategy and operating conditions.  The final 
energy model is verified using a separate trip set and real-world on-board diagnostic (OBD) data.  
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Finally, the verified modeling framework is applied in a regional-level network as a case study to 
demonstrate its scalability at network-level and sensitivity to operation characteristics.  The final 
results demonstrate the energy saving potential of using EVs in Metropolitan Atlanta area under 
possible EV market development by 2024.  Figure 22 illustrates overall modeling approach 
described above. 
 
Figure 22.  Workflow of the energy model framework development 
4.1 Data Preparation 
As introduced in Section 2.2, vehicle powertrain design, vehicle operations, roadway 
characteristics and ambient environment significantly impact EV energy use.  It is critical to 
account for the impact of those factors using model variables that can be observed/measured in the 
real world.  The key considerations in preparing data for use in the modeling processes are 
introduced in following sections. 
4.1.1 Vehicle Powertrain Design 
Vehicle powertrain specifications, including the power source and power converter information, 
cannot be discerned directly by observing the vehicle fleet (without real-time automated license 
plate recognition and processing).  Hence, vehicle type information is typically used as a surrogate 
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for powertrain specifications, with accessible powertrain information reported by manufacturers 
assigned to selected vehicle types in modeling process.  In this study, we selected seven typical 
EV models to represent commonly used EV fleet.  The Toyota Prius and Toyota Prius Prime (39% 
of market share), Ford Fusion hybrid and similar models (15% of market share), Tesla series 
models (9% of market share), Chevrolet Volt and similar models (4% of market share), and Nissan 
Leaf (2% of market share), together account for nearly 70% of the total EV market 
(BEV+PHEV+HEV) in 2017 (U.S. DOE Alternative Fuels Data Center, 2019b, 2019a).  The 
Toyota Mirai was selected as the base model for FCEVs as it is one of the few early 
commercialized FCEV models (Serov et al., 2018).  The market share of the different kinds of EV 
is provided in Figure 23 below. 
 
 
Figure 23.  Electric vehicle market share in 2017  
(U.S. DOE Alternative Fuels Data Center, 2019b, 2019a) 
The drag coefficients, frontal areas, and other vehicle parameters used in Autonomie 
modeling for the seven vehicle types are summarized in Table 8 below.  Notice that one control 
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different operating scenarios and fuel economy can be improved as a consequence.  A new set of 
energy models will likely be necessary over time to account for evolution of control strategies. 
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1659 2270 1760 1639.7 1669 1712 1893 
Drag 
Coefficient 
0.32 0.30 0.30 0.30 0.31 0.31 0.30 
Frontal Area 
(m2) 








- - - - 57 57 48 
Battery Size 
(kWh) 
30.41 101.18 1.82 1.46 1.26 8.11 14.89 
Maximum 
SOC 
0.99 0.99 0.70 0.90 0.90 0.90 0.90 
Minimum 
SOC 




- - 114 - - - - 
Max engine 
power (kW) 
- - - 105 90 98 75 
 
4.1.2 Vehicle Operation and Roadway Characteristics 
To define on-road vehicle operations and roadway characteristics, second-by-second speed, 
acceleration, and location information collected from GPS data is the most widely used data source 
to explicitly represent the driving conditions (Jun et al., 2006; Yoon et al., 2005).  Even for vehicle 
 100 
simulators that use average speeds and road types as indicators of operating conditions, the 
underlining distributions are typically derived from real-world driving traces (California Air 
Resources Board, 2018; U.S Environmental Protection Agency, 2016).  In this case, the second-
by-second speed and road grade profiles are selected as model inputs, using GPS traces collected 
during the Atlanta Household and Activity Travel Survey in a 20-County Region of Metro Atlanta 
(Atlanta Regional Commission, 2011; Liu et al., 2018; Liu, et al., 2019).  The GPS traces contains 
second-by-second speeds, as well as the paired second-by-second road grade generated from the 
U.S. Geological Survey (USGS) digital elevation model (DEM), matched via latitude and 
longitude information (Liu et al., 2018).  The sample trips that covered a wide range of possible 
operating conditions were selected from the GPS traces, and were split into two sets for model 
development: a training set (refers to training and validation set in machine learning) with 152 
trips and a testing set with146 trips.  Since the run time for a single vehicle and a single driving 
cycle take about 5 minutes to run in Autonomie, it is technically difficult to run use a larger sample 
in this analysis given the time limit.  The current study can be further expanded by incorporating 
more driving cycles and more vehicle configurations with multiple Autonomie licenses and high-
performance computing (HPC) resources.  The vehicle speed-acceleration distribution and road 




Training Set Speed and Acceleration 
(n = 87,443 vehicle-seconds) 
Testing Set Speed and Acceleration 
(n= 99,549 vehicle-seconds) 
  
Training Set Road Grade 
(n = 87,443 vehicle-seconds) 
Testing Set Road Grade 
(n= 99,549 vehicle-seconds) 
  
Figure 24.  Vehicle operation input for training set and testing set 
Although this is a relatively small sample of regional activity, the on-road driving profiles 
from 2011 household travel survey (Atlanta Regional Commission, 2011) are expected to represent 
the local driving patterns better than using MOVES default driving cycles.  The speed-acceleration 
joint distributions of the local data versus MOVES default is provided in Figure 25 below.  The 
local driving data have more high speed and high acceleration operations than MOVES default.  
Also, the 150 driving samples were purposefully selected to match the range of average speeds 
and road types from regional-level network.  So, for each speed and each facility type of a specific 





Figure 25.  Comparison between MOVES default cycles and local driving data 
4.1.3 Battery SOC 
Battery SOC information has been particularly difficult to obtain in previous transportation energy 
analyses.  Many previous studies assume vehicles operate in their all-electric range (AER) (Gonder 
et al., 2007), assume equal initial and final SOC levels (Kelly et al., 2012) or use additional parking 
and charging information (Lee et al., 2011).  The link-level SOC distribution depends upon the 
vehicle characteristics and their on-road activity.  The trip-start SOC, previous travel activities, 
vehicle control system design, and operating conditions of current link have a joint effect on the 
SOC level, and the potential optimal approach to quantify the SOC distribution should be 
collecting real-world operation data from the network or performing a comprehensive simulation 
with multi-day activity data. 
In this study, the initial SOC is randomly generated using uniform distributions within the 
allowed SOC ranges for each vehicle, and each trip accounts for a wide range of operating 
conditions.  The randomized scheme helps delineate the variation of energy use under various SOC 
levels.  With better SOC information, users can match energy use under distinct SOC level from 
this study with SOC levels from the real-world to account for the local charging conditions. 
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4.1.4 Ambient Environment 
During hot/cold weather conditions, the use of cabin climate control (e.g., air conditioning and 
heating) can contribute a significant amount of auxiliary load to the vehicle (Neubauer and Wood, 
2014; Qi, 2014; Yuksel and Michalek, 2015).  In this case, an additional heating, ventilation, and 
air conditioning (HVAC) load is assigned into the model process based on the severity of ambient 
temperature and humidity.  The HVAC load is assumed constant during the trip to limit final model 
complexity, and the energy use under various HVAC loads was modeled separately using a smaller 
trip sample to reduce overall computational time.  However, it will be relatively easy to re-run the 
models when more detailed HVAC load data (paired with on-road operating mode data) become 
available. 
4.2 Vehicle Representation and Simulation 
Vehicle powertrain systems are complex, consisting of thousands of components.  Full-system 
simulation tools provide a great advantage, in that they explicitly model the complex relationships 
between various powertrain components (Argonne National Laboratory., 2014; Brooker et al., 
2015).  However, full vehicle simulators often generate hundreds of attributes, with high multi-
collinearity among the generated results.  In this case, a more simply structured mathematical 
model can be developed that retains only the key attributes that predominantly affect vehicle 
energy use.  The modeling features (independent variables) were selected based on the 
fundamentals of vehicle design and operations introduced below. 
4.2.1 Vehicle Power Demand 
All vehicles are designed to convert on-board energy storage (gasoline, diesel, electricity, etc.) into 
kinetic energy that provide work to overcome friction resistance, uphill and downhill load due to 
road grade, aerodynamic wind resistance, rotational load, accessory load, etc. (Ehsani, et al., 2018; 
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Mi et al., 2011; Guensler, et al., 2005).  Tractive power demand is often used as vehicle load 
parameter in energy modeling.  In one form (Mi et al., 2011), vehicle tractive power can be 
simplified as: 
 
,- = .-/ = 01/ +
2
3
4/5678 + 9:0;/9<=(?) +0;/=AB(?)    (3) 
 
Where, 
x - density of the air (kg/m3) 
V - vehicle speed (m/s) 
A - vehicle frontal area (m2) 
ly - coefficient of drag 
!" - coefficient of rolling resistance 
z – road grade (rad) 
M – Vehicle mass (kg) 
g - standard acceleration due to gravity (9.8 m/s2) 
 
In some models (Jimenez-Palacios, 1999; U.S. Environmental Protection Agency, 2015a), 
emissions are derived as a function of Vehicle Specific Power (VSP), which is the vehicle tractive 
power divided (standardized) by a standardized vehicle weight (metric tonnes).  This analysis also 
uses VSP as an indicator of vehicle power demand (VSP values support comparisons across 
vehicle classes).  VSP connects the vehicle energy demand with operating characteristics including 
speed, acceleration, and road grade.  However, as the vehicle control strategies introduced in the 
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following sections can still use on-road operating conditions to develop control rules, vehicle speed, 
acceleration, and road grade were all retained for breakpoint detection in the modeling process. 
The HVAC load also contributes to power demand.  In this study, we assume the 
meteorology is constant during a trip, and will add a constant HVAC demand to the powertrain.  
Modeling a constant load within the regression model can raise singularity issues; hence, HVAC 
energy use is handled separately by post-processing the energy output, until HVAC load 
interactions with engine load become available in monitored drivetrain performance data streams 
for use in updated model development.  This simplification may lead to potential inconsistent 
prediction errors associated with HVAC load in model application but is the best approach in the 
absence of an enhanced data stream. 
4.2.2 Vehicle Power Supply 
Given the input vehicle tractive power demand, the vehicle control system determines the total 
energy required and the split among different power sources under any specific driving condition 
(Zhang and Mi, 2011).  The delivery of energy to the wheels is governed by characteristics of the 
entire powertrain system, from the power source, through the transmission and differential (torque-
multiplication), to the diameter of the wheels (Guensler et al., 2005).  The vehicle powertrain 
design and control mode were represented using proposed conceptual framework introduced in 
Section 2.1 Fundamentals of Vehicle Design and Operation. 
In Autonomie, the Vehicle Propulsion Controller (VPC) allocates power demand among 
components at the vehicle level, using the given vehicle model and driving cycle (Argonne 
National Laboratory., 2014).  Based on the discussion above, the fuel consumption rate and 
electricity consumption rate (denoted by {|}~ and {~~Ä) were selected as dependent variables.  
The hidden vehicle control variables, including engine/fuel cell mode and battery 
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charging/discharging mode (denoted by lÅ and lÇ), were also selected to represent control modes 
and split energy use by modes.  The vehicle operation attributes (speed, acceleration, road grade, 
and VSP) and simulated SOC curves serve as independent variables for determining vehicle 
control and corresponding energy use.  The HVAC load was applied during post-processing, as a 
scaling factor to account for the energy surcharge under high/low temperature conditions.  In 
practice, the interactions will likely be much more complex, because the air conditioning 
compressor system that creates a power drag, and this compressor can be programmed by the 
manufacturer to cycle on and off as desired.  All of the selected attributes described above were 
exported from Autonomie simulation results.  The energy rates and VSP distributions can be 
unreasonably high or low, given extreme input conditions (e.g., specific combinations of high 
speed, hard acceleration, and low SOC) which go beyond a vehicle’s physical operational 
constraints.  The data that are out of Tukey fence were identified as non-relevant data points and 
removed from the analytical dataset (Tukey, 1977).  Any simulation output that could not follow 
the input cycles (e.g., when a BEV runs out of battery power during the cycle) were also removed.  
The fraction of removed outliers ranges from 6% to 13% provided in Table 9 in the following 
section.  The complete list of parameters kept for energy study is provided in Appendix B 
4.3 Energy Model Development with the Bayesian Network Method 
Simulation inference modeling will use a data-driven approach to develop a simplified model 
reflecting the powertrain performance knowledge derived from Autonomie full-vehicle simulation 
model outputs.  Vehicle powertrain operation will be represented by a Bayesian Network graphical 
statistic model, also known as directional graph (Wasserman, 2013).  The Bayesian Network is 
composed of nodes and arrows, where the nodes represent the probability distribution of variables 
that are either observable or hidden, and the arrows represent the dependence or even casual 
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relationship between variables.  In this case, the Bayesian Network of the powertrain structure is 
illustrated in Figure 3, and the probability distribution of each variable can be inferenced using a 
statistical learning approach.  Compared to a full-simulation model, the final structure of Bayesian 
Network is simpler and is easy to train.  Compared to an aggregate model, the Bayesian Network 
integrates the domain knowledge from the simulations (which has been independently verified in 
a body of previous scientific work) and significantly reduces uncertainty in prediction associated 
with aggregation.  The Bayesian Network is applied for fuel and electricity consumption, 
respectively.  This is important because fuel may be used to provide tractive power or to recharge 
batteries, and electricity may be used at higher rates to provide acceleration under certain 
conditions. 
The conceptual framework of a full hybrid electric vehicle powertrain provided earlier in 
Figure 6 is now represented by the directional graph in Figure 26 (BEV model is a special case of 
this framework).  In this problem, the list of nodes is defined as É = [lÅ, lÇ
Ö , lÇ", {ÅÅ, {Åá, {áÅ, {áá].  




0	(âäãåçiçjéè	1	ä__) is the mode of Powertrain 1 
lÇ = {
1	(âäãåçiçjéè	2	êéë!ℎjçíéèí)
0	(âäãåçiçjéè	2	!ℎjçíéèí)  is the mode of Powertrain 2 
lÇ
Ö = (lÇ|lÅ = 1) is the mode of powertrain 2 given Powertrain 1 is on 
lÇ" = (lÇ|lÅ = 0) is the mode of powertrain 2 given Powertrain 1 is off 
{ is the energy consumption rate (kJ/sec). 
{ÅÅ = ({|lÇ
Ö = 1) – energy rate under hybrid mode 
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{Åá = ({|lÇ
Ö = 0) – energy rate under power-split mode 
{áÅ = ({|lÇ" = 1) – energy rate under the EV only mode 
{áá = ({|lÇ" = 0) – energy rate under regenerative braking mode 
 
In this network, the mode of Powertrain 1 (on and off) is predicted first, based on the 
vehicle power demand.  Then, the mode of Powertrain 2 (CS and CD) is predicted based on mode 
of Powertrain 1 and other parameters.  The energy use conditioned as a function of vehicle control 
mode is estimated last.  This is important, because the fuel use and electricity use depend 
predominantly on the combined powertrain mode, and then on operational variables within that 
combined mode.  In a modern hybrid powertrains, the engines and fuel cells are often designed for 
steady power output, while the battery power often serves as the power damper to assist the engine 
or fuel cell (Ehsani et al., 2018). 
 
Figure 26.  Conceptual structure of the Bayesian powertrain mode network 
This model assumes that variables lÅ , lÇ
Ö  and lÇ"  follow Bernoulli distributions, with 
probabilities îÅ, îÇ
Ö , îÇ" ∈ [0,1] respectively.  For BEVs,	îÅ = 0 (only an electric drivetrain is in 
operation).  For FCEVs, we assume îÅ = 1.  For other vehicle types, the operations probabilities 
range between 0 and 1.  The model assumes that variables {ÅÅ , 	{Åá, {áÅ, {áá  follow normal 
distributions É(ïñ, óñ
Ç)	(i = 1,2,3,4).  The instantaneous energy use by fuel and electricity can be 
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represented as the sum of conditional energy use by control mode, multiplied by the probability of 
given control mode: 
 
õCúsU(õsUs9) = ∑ ∑ õAT,(73 = T|72 = A),(72 = A)TMù,2AMù,2     (11) 
õCúsU(õsUs9) = õ22û2û3
Ö + õ2ùû2(2 − û3
Ö ) + õù2(2 − û2)û3
" + õ22(2 − û2)	(2 − û3
" )    (12) 
The next step is to estimate the probabilities of each control mode and conditional energy 
consumption rates using common parametric statistical models.  For motor control under 
Powertrain 1 off (lÇ"), the vehicle operates as a BEV and it is almost sure that the Powertrain 2 is 
discharging while VSP >= 0 and is discharging while VSP < 0 (regenerative braking) (Ehsani et 
al., 2018).  For control mode lÅ and lÇ
Ö , the probability of control mode selection can be predicted 
by logistic regression in most cases using equations (13) and (14).  Depending on the potential 
discontinuity of energy use in response to some input variables (i.e., energy use patterns differ 




Ö ) = 2
2üsD†(°ú)
    (13) 
ú = h(¢)£ + §    (14) 
Where, 
• – independent variables, • ∈ {¶âååê, n!!å[åçjiéäè, ß¶®, ¶©l, ™çjêå} 
h(X) − potential linear expansion of X, such as polynomial, piecewise, and binned X 
≠	– model coefficients 
Æ	– error term 
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However, some early EV models may use more simplistic rule-based power management 
strategies (Sabri, et al., 2016; Zhang and Mi, 2011), which assign distinct control modes under 
certain ranges of driving conditions.  For example, the parallel HEV modeled in this study (a 2015 
Ford Fusion) uses such a control algorithm and is not predicted very well by logistic regression.  
A simple alternative in those cases is to use a non-parametric decision tree method, which is easy 
to interpret and capable of predicting nonlinear relationships (Hastie et al., 2009).  The probability 
of different control mode can be predicted using following equation: 
û2(û3
Ö ) = ∑ FGH{¢ ∈ KG}
0
GM2   (15) 
Where, 
• – independent variables, • ∈ {¶âååê, n!!å[åçjiéäè, ß¶®, ¶©l, ™çjêå} 
NO - the mth region (leaf node) 
P - the total number of regions 
QO	- the probability for the predicted control mode in mth region. 
 
The conditional fuel and electricity rates under each control mode were estimated via linear 
regression using equation (16) below: 
 
õ22(	õ2ù, õù2, õùù) = h(¢)Ø + ∞    (16) 
Where, 
• – independent variables, • ∈ {¶âååê, n!!å[åçjiéäè, ±ëâ, ¶©l, íçjêå} 
h(X) − potential linear expansion of X, such as polynomial, piecewise, and binned X 
≤	– model coefficients 
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≥	– error term 
 
The parameters were estimated using 80% of training samples and fine-tuned using the remaining 
20% of training samples introduced in Figure 24 to reduce mean square error.  The feature selection 
and parameter estimation procedures vary by vehicle type and powertrain configurations, and the 
specification for each kind of EV are introduced in the following sections. 
4.3.1 BEV Modeling 
The BEVs are only equipped with Powertrain 2, which suggested that the model structure would 
be simplest among all EVs.  The energy models for BEVs only include electricity consumption, 
and there is no need to analyze the engine control strategies.  In this case, only electricity needs to 
be modeled in response to various operating conditions. 
 The 300-mile BEV model is firstly used to develop the EV energy model.  First, an 
exploratory study is performed to select the proper independent variables for electricity 
consumption.  Pairwise plots of potential factors and electricity consumption are provided in 
Figure 27 below.  It is clear that the VSP follows a fairly linear relationship with electricity 
consumption and is selected for modeling EV energy use. 
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Figure 27.  Pairwise plots of operation factors and 300-mile BEV electricity consumption 
After selecting VSP for electricity modeling, the next step is to assess the Powertrain 2 
control mode under different VSP values and the corresponding electricity use.  As discussed 
above, it is almost sure that the Powertrain 2 of BEVs is discharging under positive kinetic energy 
(VSP>=0) and is charging under negative kinetic energy (VSP<0, regenerative braking) (Ehsani 
et al., 2018).  In this case, VSP=0 is the model split point based on prior knowledge of vehicle 
operation, and a linear model is established for positive VSP and negative VSP, respectively.  The 
relationship between electricity and VSP and fitted linear model are given in Figure 28 below.  The 
R2 value of the model for the 20% model verification set is 0.971, which indicates the model does 




Figure 28.  300-mile BEV energy use vs. VSP 
The modeling results of 100-mile BEV are similar to 300-mile BEV as the vehicle 
powertrains are similar, except for the battery size.  The 100-mile BEV energy use model is 
illustrated in Figure 29 below.  The R2 value of the model using the 20% verification data set is 





Figure 29.  100-mile BEV energy use vs. VSP 
4.3.2 FCEV Modeling 
The major difference between FCEV and BEV is that the fuel consumption needs to be modeled 
in addition to model electricity consumption.  As introduced above, the FCEV is often designed 
with a series powertrain to overcome some limitations of using fuel cell alone and Powertrain 2 
serves as a peak power source (PPS) (Ehsani et al., 2018).  The PPS supplies the additional 
propulsion power under peak power demand and stores the energy during regenerative braking.  
In this case, the mode of PPS is clearly split by VSP=0 and is highly correlated with the power 
supply from the fuel cell.  The power control of FCEV is different from normal HEV as there is 
no significant difference in efficiencies of the two powertrains.  The correlation of potential factors 
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and fuel/electricity consumption are provided in Figure 30 below.  The fuel cell is almost always 
on during the FCEV operations, so it is reasonable to assume that îÅ = 1.  The fuel consumption 
is highly correlated with SOC and VSP, and electricity consumption depends on SOC, VSP and 
fuel consumption.  Since predicting energy use of FCEV does not require prediction on fuel cell 
control mode, the energy modeling FCEV is essentially simpler than other hybrid vehicles. 
 
Figure 30.  Pair plot of operation factors and FCEV fuel/electricity consumption 
Predicting FCEV fuel use involves quantification of SOC, which requires an electricity 
consumption model to support the SOC prediction.  As Figure 31 suggests, the Powertrain 2 is 
generally charging while VSP<0 and will be either under CS or CD depending on SOC when 
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VSP>=0.  The electricity model can be predicted as following.  The R2 value of the model on 20% 
validation set is 0.85, which is lower than fuel model due to the discontinuity of the energy use 
pattern but still sufficient for model application. 
 
õCúsU = {
−2. 3¥ ∗ 2ù∂ ∗ ∑R7 + ∏. ù5 ∗ /=† + ¥π, ¥ù5. 5ù	(/=† ≥ ù)
5ª¥3. ùù	(/=† < ù)
  (17) 
 
Predicting FCEV fuel use involves quantification of SOC, which requires an electricity 
consumption model to support the SOC prediction.  As Figure 31 suggested, the powertrain 2 is 
almost under charging while VSP<0 and will be either under CS or CD depending on SOC under 
VSP>=0.  The electricity model can be predicted as following.  The R2 value of the model on 20% 
validation set is 0.85, which is lower than fuel model due to the discontinuity of the energy use 
pattern but still sufficient for model application. 
 
õsUs9 = {
∂. ¥3 ∗ 2ù∏ ∗ ∑R7 − ù. ù5∂3ª ∗ /=† − ∏3Ω∂¥. ª	(/=† ≥ ù)
5. ª2 ∗ 2ù5 ∗ ∑R7 + ù. π¥π ∗ /=† − ∏3ù∏. Ωª	(/=† < ù)
  (18) 
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Figure 31.  The fuel and electricity rate by VSP and SOC 
4.3.3 Series PHEV Modeling 
The initial motivation to develop a series-hybrid was to expand vehicle driving range by charging 
the batteries with the engine during vehicle operation (Ehsani et al., 2018; Mi et al., 2011).  In a 
series PHEV, such as Chevrolet Volt, the vehicle is propelled by a traction motor, which is either 
powered by the battery or an engine/generator unit (Ehsani et al., 2018).  A series PHEV has no 
direct mechanical linkage between the internal combustion engine and final drive.  That is, the 
internal combustion engine and electric motor work in series.  The battery is generally larger in a 
PHEV to provide sufficient power to the motor.  A series PHEV has a variety of operation modes, 
 118 
compared to the simpler control strategies of BEVs and FCEVs.  Hence, a model needs to predict 
the series PHEV control mode and then the corresponding energy use.  The relationship between 
engine control and motor control is shown in Figure 32 below.  Motor 1 is the traction motor, 
which the control mode can be either charging or discharging regardless of engine control 
condition.  Motor 2 is the motor-generator, and the operating mode of motor 2 is linked with the 
engine mode.  When the engine is on, Motor 2 is almost always in charging mode to convert 
mechanical power from the engine to electricity.  When the engine is off, Motor 2 is highly likely 
to be in an idle mode.  In this case, only the engine control and Motor 1 control mode need to be 
modeled. 
 
Figure 32.  Series PHEV vehicle control 
Next, the independent variables for fitting engine control, motor control, fuel consumption, 
and electricity consumption are identified using the Pearson correlation between factors and 
responses (the discrete variable cannot be well displayed in scatter plot).  The Pearson correlation 
xæ,ø	measures the linear correlation between two variables X and Y, where xæ,ø =1 means positive 
linear correlation, xæ,ø =0 means no linear correlation and xæ,ø = -1 means negative linear 
correlation.  The Pearson correlation matrix of the series hybrid is provided in Figure 33 below. 
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Figure 33.  Pearson correlation between variables in series PHEV 
As illustrated above, the engine control of the series PHEV is highly dependent upon SOC, 
speed, and VSP.  The motor control is heavily dependent upon VSP and acceleration.  The fuel 
consumption is highly correlated with SOC, speed, and VSP, and the electricity use depends on 
SOC, acceleration, and VSP.  The variables above were therefore selected to model vehicle control 
and corresponding energy use.  However, as VSP, acceleration, and speed are inter-correlated, 
they will only be added under rare cases when using VSP alone cannot achieve a high goodness-
of-fit.  The full list of parameters in the fitted model is provided in Appendix A.  The R2 value of 
the fuel model on 20% validation set is 0.833 and the, R2 value of the electricity model on 20% 
validation set is 0.60.  Overall, the model has decent performance, but the goodness-of-fit is limited 
due to the complexity and discontinuities in vehicle the control strategy. 
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4.3.4 Power-split PHEV Modeling 
The major difference between power-split (series-parallel) PHEV from a standard series PHEV in 
powertrain configuration is the addition of a mechanical coupler to link engine output with final 
drive.  The torque and speed coupler added in the power-split PHEV powertrain frees the engine 
from the drive wheels under specific torque and speed constraints (Ehsani et al., 2018), and the 
vehicle can be controlled with higher flexibility.  The engine and (one of) two motors can be 
coupled to deliver the power to the wheel or engine can use one of the motors to charge the battery.  
The relationship between engine control and motor control is shown in Figure 34 below.  Motor 1 
(the tractive motor) is most likely to be in a charging mode when engine is on.  In certain conditions 
(e.g., high power demand) the motor 1 and engine will both provide tractive power to final drive 
(hybrid mode).  The motor 1 is often in discharge mode to propel the vehicle if engine is off.  The 
motor 2 (the generator motor) is mostly under generating mode while engine is on.  When engine 
is off, Motor 2 is highly likely to remain idling.  In this case, only engine control and Motor 1 
control mode need to be modeled.   
 
Figure 34.  Power-split PHEV vehicle control 
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Next, the independent variables for fitting engine control, motor control, fuel consumption, 
and electricity consumption are still identified using the Pearson correlation between factors and 
responses.  The correlation matrix is displayed in Figure 35 below. 
 
Figure 35.  Pearson correlation between variables in power-split PHEV 
As illustrated in the figure above, the engine control of the series PHEV is highly depending 
on SOC, speed and VSP.  The motor control is heavily dependent upon speed and acceleration.  
The fuel consumption is highly correlated with SOC, speed, and VSP, and electricity use depends 
upon acceleration and VSP.  The variables identified above were selected to fit the vehicle control 
and corresponding energy use.  However, as VSP, acceleration, and speed are inter-correlated, 
they are only added under rare cases when solely using VSP cannot achieve high goodness-of-fit.  
The full list of fitted model is provided in Appendix A.  The R2 value of the fuel model on 20% 
validation set is 0.801 and the, R2 value of the electricity model on 20% validation set is 0.69.  
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Overall, the model has decent performance, but the goodness-of-fit is limited due to control 
strategy complexity and discontinuities within the vehicle control strategy. 
4.3.5 Power-split HEV Modeling 
The power-split HEV has similar powertrain design to its PHEV version, except that battery size 
is much smaller.  However, the battery maximum power is not a constant value as PHEV due to 
the limited battery size and the need to maintain SOC at a desired level.  In this case, the battery 
output power (electricity consumption rate) in many cases is a function of battery SOC (Figure 36) 
and the model is necessarily different than that of a PHEV model.  Besides updating parameters 
for SOC, the power-split model shares the similar structure to the PHEV model introduced above.  
The full list of fitted model is provided in the Appendix A.  The R2 value of the fuel model on 20% 
validation set is 0.957 and the, R2 value of the electricity model on 20% validation set is 0.57.  
Overall, the model provides decent performance, but the goodness-of-fit of electricity use is 
limited due to the complexity of the powertrain control system and discontinuities in the 
powertrain control strategy. 
 
 
Figure 36.  Maximum battery output power by SOC 
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4.3.6 Parallel HEV Modeling 
In a parallel HEV, there is no electric coupler that converts engine power to electricity.  The engine 
is linked with the final drive via a mechanical coupler and the work is split between the engine and 
one traction motor (Ehsani et al., 2018).  For parallel HEVs, separate control models are developed 
for the engine and for the traction motor.  The correlation matrix of all variables is provided below. 
 
Figure 37.  Pearson correlation between variables in parallel HEV 
As illustrated in the figure above, the engine control of the series PHEV is highly dependent 
upon SOC, speed, and VSP.  The motor control is heavily dependent upon SOC, acceleration, and 
VSP.  The fuel consumption is highly correlated with SOC, speed, and VSP, and the electricity 
use depends on SOC, acceleration, and VSP.  The variables identified above were selected to fit 
the vehicle control and corresponding energy use.  However, as VSP, acceleration, and speed are 
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inter-correlated, they will only be added under rare cases, when using VSP alone cannot achieve a 
high goodness-of-fit.  The full list of fitted model is provided in Appendix A.  The R2 value of the 
fuel model on 20% validation set is 0.921 and the, R2 value of the electricity model on 20% 
validation set is 0.77.  Overall, the model has good performance, but the goodness-of-fit of 
electricity use is limited due to control mode complexity and discontinuities present in the vehicle 
control strategy. 
4.3.7 HVAC Loss and Charging Loss Adjustment 
The conditional energy rates under vehicle heating and cooling is adjusted with a supplemental 
factor (d).  The adjustment factor is developed by running Autonomie simulation from 0.5 kW to 
6.0 kW of auxiliary load under EPA standardized cycles for all EV types.  The adjustment factors 





|/=†,9<Bf:<U	G<8s  (19) 
Where, 
{¬u√ƒ	≈py	mñ∆m - the energy rate under high HVAC load 
{¬u√ƒ	≈py	«p»~ - the energy rate under baseline HVAC load (0.5 kW) 
∆¬u√ƒ	≈py - difference between high and low HVAC loads 
In this case, the updated energy rates under given HVAC load can be calculated as following: 
 
õ¿e67	U<18	†:s8|/=†,9<Bf:<U	G<8s = 	 [õ¿e67	U<18	S1=s + b ∗ (¿e67	U<18	†:s8 −
¿e67	U<18	S1=s)]|/=†,9<Bf:<U	G<8s  (20) 
The adjustment of HVAC load proposed in this study does not incorporate potential factors 
that may affect the auxiliary energy use, such as vehicle design and thermal management factors 
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(Qi, 2014; Yuksel and Michalek, 2015).  However, the simple adjustment will not significantly 
add additional variance to final results and will maintain the robustness of the final trained model.  
Further research efforts should be conducted to further improve the accuracy of the model with 
respect to HVAC impacts by incorporating more detailed factors associated with HVAC operation 
and compressor control. 
For BEVs and PHEVs, the electricity loss during transmission and charging is considered 
to calculate the final energy supply from the power plants.  In this study, the transmission 
efficiency as 95.1% and charging efficiency as 85% from the Greenhouse gases, Regulated 
Emissions, and Energy use in Transportation Models (GREET®) is used for BEVs and PHEVs 
(Elgowainy et al., 2010; Kelly and Elgowainy, 2018), which leads to a combined 80.8% of energy 
efficiency from power plants to on-board electricity in State of Georgia. 
4.3.8 Model Summary 
The complete lists of parameters were provided in Appendix A.  The model goodness-of-fit metrics, 
including R2 and root-mean-square error (RMSE) on the validation set were listed in Table 9 below.  
Overall, the predicted fuel rates have R2 greater than 0.80 and the predicted electricity rates have 
R2 greater than 0.60.  The goodness-of-fit metrics for electricity were generally lower than fuel, 
which may be caused by ignoring unmeasurable factors in electric motor operation, such as 
variation of internal impedance and battery state-of-health. 
  
 126 
Table 9.  Energy model performance summary 


















BEV BEV FCEV HEV HEV PHEV PHEV 
Final sample size 987,092 987,092 987,092 987,092 987,092 987,092 987,092 
Percentage of 
Non-relevant Data 
874,436 866,845 894,938 910,143 924320 873,137 860,727 
Electricity Rate 
RMSE (Watts) 
11% 12% 9% 8% 6% 12% 13% 
Electricity Rate R2 1,947.01 3,536.38 2,002.17 3,117.86 3490.9 8,210.25 7,303.31 
Fuel Rate RMSE 
(Watts) 
0.99 0.97 0.85 0.77 0.58 0.69 0.60 
Fuel Rate R2 - - 7,102 10,485 7,808 22,014 16,036 
Total Energy Rate 
RMSE (Watt) 
- - 0.957 0.921 0.957 0.801 0.833 
Total Energy Rate 
R2 
1,947 3,536 7,412 8,496 7,181 12,143 14,489 
Original sample 
size 
0.987 0.971 0.952 0.947 0.965 0.908 0.895 
 
4.4 Energy Model Verification 
The energy model was externally verified using a separate set of 146 trips with speed, acceleration, 
and road grade distributions provided in Figure 24 above.  The second-by-second speed, 
acceleration, road grade, a constant auxiliary load, and random initial battery state of charge level 
served as model inputs, with fuel rate, electricity rate and SOC level predicted using simulation 
inference method introduced above.  The SOC level is updated continuously, using a constant 
battery capacity l (Table 8), available electricity {á at the beginning of the trip (initial SOC), and 




    (21) 
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Updating the SOC level every second tends to raise the accumulated SOC prediction error and 
increases energy prediction error along the time-series.  Instead of updating SOC second-by-
second, this modeling case study updates SOC once per minute of operation. 
A sample trip prediction with EPA standardized driving cycle, 5.0 kW auxiliary load, and 
90% initial SOC level as input is provided in Figure 38 below.  While there are significant 
differences on a second-by-second basis for some on-road operating conditions, the predicted fuel 
use, electricity use, and decrease in SOC generally follow the general trends predicted by 
Autonomie.  While the SOC predictions are close to Autonomie-generated SOC curve, the energy 
prediction errors are also much lower. 
 
Figure 38.  Energy prediction results under EPA combination cycles and 5kW HVAC load 
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For the 146 trips tested with random initial SOC and 0.5 kW auxiliary load, the trip-level energy 
prediction results are illustrated in Figure 39 below.  The predicted energy use by fuel and 
electricity by the Bayesian Network model generally match with the energy consumption 
originally generated by Autonomie.  The proposed model provides representative energy use 
profiles under a wide range of driving conditions and appears suitable for network-level 




Figure 39.  Trip-level energy results verification 
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4.5 Energy Model Verification Using Real-world Data 
The energy model developed in this study is based on Autonomie-simulated vehicle models that 
were previously calibrated for certain EV models (Jeong et al., 2019; Kim et al., 2014; Wu et al., 
2015).  To demonstrate the effectiveness of applying such model to real-world EV fleet and 
identify potential future model applications to the transportation network, on-board diagnostic 
(OBD) devices have been used to collect observed EV operation and energy use data from a small 
set of EVs for model verification.  The energy model developed in previous section is used to 
predict energy use from the observed operation data.  The predicted trip-level energy use patterns 
were compared to the observed energy use to demonstrate whether: (1) the model can represent 
the energy use inventory of real-world fleet, and (2) the variation of predicted energy use is similar 
to the variation of actual energy use under different operation conditions. 
4.5.1 OBD Data Collection 
About one-week of EV operation and energy use data were collected from a small group of 
volunteer drivers from October 2018 to April 2019.  Due to the limited number of EV ownership 
and limited usage of EV by each owner, the sample size of collected data is relatively small and is 
not representative of all kinds of operating conditions.  However, the goal of the verification work 
is simply to demonstrate the energy model can provide reasonable predictions under certain 
operating conditions and for those vehicles tested, and to identify potential bias related to energy 
prediction. 
 Two OBD devices owned by the research group were used to collect data from EV fleet – 
the BlueDriverÒ OBDII scan tool and DAWN OBD Mini Logger™ (the later one is more 
expensive and was purchased in early 2019 but can guarantee stable data collection up to 50 HZ 




Figure 40.  OBD data collection devices 
Three volunteer drivers were recruited during the data collection (including the author).  
The OBD device was plug into the vehicle OBD portal and retrieving all the available parameters 
during vehicle operation.  The availability and quality of collected attributes are subjected to 
sensors and control signals used in different vehicle models and may not necessarily be consistent 
among different vehicles.  The summary of EV data is provided in Table 10 below.  Vehicle speeds, 
fuel consumption rates derived from MAF, and the battery SOC will be used in the analyses that 
follow, as they are included in the model inputs/outputs.  Other attributes are retained for future 
model application and verification purposes. 
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Table 10.  Summary of collected real-world OBD data 
Vehicle 2017 Ford Fusion 
Hybrid 
2015 Toyota  
Prius 
2018 Prius Prime 
(25 mile AER) 
Ownership Rental car Owned car Owned car 
Driver’s occupation Graduate student Professor Graduate student 





Primary trip purpose Visiting and leisure Daily commute Daily commute 
Data collection 
location 
Denver, Colorado Atlanta, Georgia Atlanta, Georgia 
Data collection time Oct 6th – Oct 9th, 
2018 
Feb 8th – Feb 14th, 
2019 
Apr 9th – Apr 17th, 
2019 
Mar 4th – Mar 12th, 
2019 
Apr 25th, 2019 
Data collection 
device 
BlueDriverÒ HEM data logger HEM data logger 
Original record 22761 25916 127731* 
Record after 
removing idling 
22761 20396 28785 
Record after filling 
missing value 
24634 20588 28942 
Hours of operation 6.84 5.67 8.00 
Average operation 
speed (mph) 
24.49 19.22 23.69 
*The driver forgot to unplug data logger and the device collected data overnight 
For each vehicle at each second, the collected OBD data include at least the following attributes: 
1. Date and time 
2. Vehicle speed from the speed sensor on the wheel 
3. Mass air flow (MAF) rate, which can be used to calculate a theoretical fuel consumption 
rate under normal combustion condition.  Modern vehicles use the oxygen sensors to 
feedback data to the vehicle's electronic control module (ECM) and control the air to fuel 
ratio. The fuel consumption is calculated using the chemically ideal value of 14.7 grams of 
air to every gram of gasoline for a normal combustion engine. 
4. Battery remaining power level (SOC) 
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5. Engine RPM: The current engine speed in revolutions per minute (RPM). 
6. Calculated Engine Load Value (%): Indicates a percentage of peak available torque. 
7. Absolute Load Value (%): This is the normalized value of air mass per intake stroke 
displayed as a percent. 
8. Ambient temperature (°F) 
 
The vehicle speeds, fuel consumption rates derived from MAF and the battery SOC will be used 
for following analysis as they are included in the model inputs/outputs.  Other attributes are kept 
for future model application and verification purposes. 
4.5.2 OBD Data Process and Energy Modeling 
Due to the delay of data acquisition from the vehicle OBD portal, the OBD data output can drop 
one or two seconds of records from time to time.  The OBD data need to be post-processed before 
they applied in the energy model.  The data process and energy calculation are performed using 
the following procedures illustrated in Figure 41.  As the diagram shows, the first step is to convert 
all of the time stamp in the raw data stream to local time, to reflect the vehicle operation by time 
of day.  Then, the off-operation data (engine off, battery-level not decreasing, and speed = 0 mph) 
were removed, as the vehicle was likely being parked and not in use.  The OBD data is then broken 
up into smaller trip sequences when there is a large time gap that would be difficult to reasonably 
infill.  The key step in the OBD data process is using cubic spline for filling missing value along 
the time-series.  The cubic spline can fit the data at given time stamp based on the trend of 




Figure 41.  OBD data processing and energy calculation workflow 
 
 
(a) Speed spline 
 
(b) SOC spline 
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(c) Fuel rate spline 
Figure 42.  Sample cubic spline of OBD data 
After filling missing data with cubic spline results, second-by-second speeds, SOCs, and fuel rates 
were exported.  The acceleration rate is calculated by taking the derivative of the speed profile.  
The speed, acceleration, and initial SOC, from specific EVs are then used to calculate energy 
consumption using proposed model assuming flat terrain (which may lead to a slight estimation 
bias).  The predicted energy use and SOC curve will be compared to the observed energy use and 
SOC curve for model verification. 
4.5.3 EV Operation Data 
About one week of vehicle operation and energy use data were collected from each vehicle.  Due 
to the differences in travel routines of each driver, a limited number of operating conditions were 
observed in this study.  These operations will not be representative of the entire population and are 
used for initial model verification only.  The vehicle speed, SOC, and fuel consumption 




Speed distribution SOC distribution 
  
Fuel rate distribution Fuel rate by operating condition 




Speed distribution SOC distribution 
  
Fuel rate distribution Fuel rate by operating condition 




Speed distribution SOC distribution 
  
Fuel rate distribution Fuel rate by operating condition 
Figure 45.  Operation and energy use of 2018 Toyota Prius Prime 
In terms of operation characteristics, the vehicle operations across the three monitored EVs 
is dominated by lower speed operations and mild accelerations/decelerations (low aggressiveness) 
compared to the operations data used for model development in Figure 24.  The SOC distributions 
of two HEVs are generally between 0.4 and 0.7, while the PHEV has a wider range of SOC from 
0.1 to 0.8 (not up to fully charged).  For HEVs, the SOC distributions are bell-shaped and skewed.  
For PHEVs, the SOC distributed around fully charged and fully depleted, with lower probability 
to be under medium-low battery level.  In terms of energy use patterns, the high fuel consumption 
generally occurs under high-speed and high-acceleration operations for all three vehicles.  The 
PHEV is usually sufficiently charged to meet all trips because the driver of that vehicle has a no-
cost charging option available at their work destination, so the fuel consumption for this vehicle is 
around zero under most circumstances. 
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The operation data observed from real-world driving behavior represent some potential 
driving condition and the corresponding energy use represents potential energy inventory from an 
EV sub-fleet.  In next section, the operation data will be used as model inputs to predict energy 
use with developed Bayesian Network model.  The predicted energy use will be compared to 
observed energy use for model verification. 
4.5.4 Energy Results Comparison 
After running the EV energy model with second-by-second speed, initial SOC and given vehicle 
type (parallel hybrid, power-split hybrid and power-split PHEV), the trip-level fuel consumption 
results from observed data and model prediction is given in Figure 46 below. 
 
 
Figure 46.  Comparison between observed and predicted EV fuel consumption 
The above graph suggested that the predicted HEV energy use can generally follow the 
real-world energy use patterns of similar vehicle models.  The observed fuel consumption of PHEV 
suggested a more fuel-conservative control strategy compared to predicted results, which may have 
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been introduced during the latest vehicle operating control system upgrade.  Control models in the 
underlying Autonomie simulation model need to be updated and calibrated to reflect the latest 
vehicle model and control strategy development released with new EVs and in software upgrades 
in the existing fleet (such changes will need to be tracked).  This also implies that simulation-
derived models will likely need to be updated on a regular basis as manufacturers update software 
control strategies.  Finally, the collected sample size is relatively small, and the conclusion may 
subject to change given more observation samples.  Also, the effects of road grade and air condition 
load are excluded due to lack of grade information in the data stream and could lead to potential 
estimation biases.  However, due to the time and budget limitation in this study, the verification is 
performed using the best dataset the author can acquire and the conclusions are drawn based on 
the best knowledge of the author. 
 Next, the second-by-second observed and predicted fuel consumption rates (Watts) were 
grouped and averaged by speed and SOC level to assess whether the model can predict the trend 
of energy consumption under varying operating conditions, as illustrated in Figure 47.  Given the 
potential difference between the modeled vehicle and observed vehicle (especially in control 
strategy), the uncertainty of sensor accuracy, and uncertainty in temporal matching of on-road vs 
engine data, the residuals of second-by-second predictions are huge.  However, the energy model 
aims to reflect the energy inventory across driving conditions, rather than predicting each second 
of data with high accuracy.  The absolute difference between observed and predicted average fuel 
rates by speed and SOC bins were compared instead to verify if the model is able to predict the 
trend of energy use under different operating conditions. 
The Figure 47 suggested that the energy model can in general reflect the increase of fuel 
consumption under higher speeds and lower SOC for all three vehicles.  The predictions are 
 140 
generally more accurate under low-speed high-SOC range, potentially due to the same control 
strategies adopted in the Autonomie simulation as the actual vehicle.  The absolute errors under 
higher speed and low SOC conditions are generally larger for all three vehicles.  The fuel 
prediction of PHEV is much higher than observed fuel use potentially due to the different control 
strategies applied. 
 
(a) 2017 Ford Fusion 
 
(b) 2015 Toyota Prius 
 
(c) 2018 Prius Prime (25 mile AER) 
Figure 47.  Energy consumption by instantaneous speed and SOC from  
(a) 2017 Ford Fusion, (b) 2015 Toyota Prius and (c) 2018 Prius Prime 
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Finally, the energy results from some selected driving profiles (one profile for highway 
and one profile for arterials) are provided in Figure 48 for model verification at instantaneous level.  
On both highway and arterials, the model can effectively identify potential engine-on periods, and 
the predicted range of energy rates is close to actual fuel rate.  The predicted SOC variation is often 
more conservative compared to actual SOC in real-world fleet, which suggest potential 
improvements need to be made for predicting electricity use (e.g., updating effective battery 
capacity as a function of environmental conditions, during simulation instead of using constant 
capacity).  The fuel use predicted by PHEV model is almost systematically higher than observed 
PHEV, which suggested the potential technology advance in latest PHEV model and the need for 
develop different EV energy models for the same vehicle type with different control strategies. 
 
  
Fusion - Highways Fusion - Arterials 
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Prius - Highways Prius - Arterials 
  
Prius Prime – Highways Prius Prime – Arterials 
Figure 48.  Vehicle speed, energy use and SOC variation of selected driving profiles 
4.6 Chapter Summary 
In this chapter, a simulation inference model is derived using outputs of the full-vehicle simulation 
Autonomie model using a Bayesian Network method.  The model employs measurable factors for 
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vehicle type, on-road operation conditions, and ambient environmental conditions as model inputs 
and predicts EV fuel and electricity use for these different driving conditions.  The model adopts 
a simplified powertrain framework into the structure, which is able to model most current EV 
designs within a consistent framework.  The model results are parametric and incorporate only 
observable factors, which makes it scalable and amenable for integration into most transportation 
analyses.  The model is verified using a separate development and testing data sets.  Also, the real-
world operation and energy use data were collected using OBD devices from a small sample of 
EV fleets.  The results suggested that the developed energy model can predict the variation of 
energy use pattern under observed operation conditions, with different speed, aggressiveness, and 
battery SOC. 
 The EV modeling framework can be further improved based on the findings in this chapter 
and the identified future works are summarized below: 
 
• Enhancing the underlying Autonomie simulation model.  The Autonomie simulation 
model is calibrated and verified using a subset of the EV fleet and may or may not be 
representative of other EV vehicles, even those that share the same vehicle type and 
powertrain design, due to differences in control strategy and power management.  The 
underlying Autonomie model needs to be calibrated for more EV models currently 
available in the market (and with forthcoming vehicle models) to allow the energy 
modeling fully representative to the real-world fleet. 
• Collecting more real-world operation data with higher accuracy.  Collecting real-
world EV operation data plays a significant role in understanding EV control system 
performance and energy use patterns.  For example, much more detailed information on 
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SOC is needed for these models.  However, the current scale of data collection and insight 
into sensor and data accuracy are lacking.  More stakeholders, including vehicle 
manufacturers, EV owners, transportation planners and engineers, need to be involved in 
the research efforts to collect high-fidelity data and perform analytic works. 
• Improving model training techniques for future application.  The current model is 
trained with limited factors and techniques.  A highly-efficient parameter-tuning technique 
needs to be proposed in the future to train the model with a customized structure, so that 
the proposed modeling framework can be rapidly transferred to the remaining EV fleets. 
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CHAPTER 5. TRANSPORTATION NETWORK ENERGY USE 
In this Chapter, the energy model developed in Chapter 4 is applied to the Atlanta Metropolitan 
Area as a case study to estimate the energy saving benefits of introducing EVs into the region 
across various fleet penetration rates.  First, the methodology of estimating link-level energy use 
with proposed energy model is introduced as the primer for the analyses that follow.  Then, a 
sensitivity analysis is performed using two approaches to investigate the impact of several 
operating factors on EV energy use.  The first approach uses scatter plots of EV energy rates under 
different link-level inputs for each type of EV to show the relationship between operation 
conditions and energy results.  The second approach adopts a variance-based method (“Sobol 
method”) to investigate the quantitative impacts of input factors on energy results.  The total 
variance of energy rates was decomposed by link-level input factors, and the Sobol indices were 
calculated as an indicator of impact from different inputs on the energy outputs.  The sensitivity 
analysis (SA) is performed to demonstrate the sensitivity of model to various input factors, and to 
identify which factors may have the largest impact on result variability.  Also, the SA will provide 
guidance on future work and help researchers better understand the uncertainty of energy outputs 
associated with different input factors.  Finally, the link-level energy consumption is estimated 
using the simulation-informed statistical model developed in Chapter 4, using a mixed EV fleet of 
BEVs, PHEVs, HEVs and FCEVs with pre-defined fleet penetration fractions.  The network-level 
results presented in this Chapter is an expansion of the energy modeling conducted in Chapter 3 




5.1 Link-level Energy Rate Estimation 
Similar to the study performed in Section 3.7.4, the network-level EV energy analysis in this 
chapter is performed using link-level traffic inputs.  In this section, the energy consumption rates 
for fuel and electricity were estimated across the variety of link-level inputs to show the 
relationship between energy use and operation conditions.  The initial SOC can be selected within 
the ranges provided in Table 8.  Due to insufficient data to differentiate urban and rural driving 
conditions, the road type is represented by arterial or freeway for both rural and urban driving 
conditions.  For each road type and each average speed, a representative driving cycle is drawn 
from regional GPS data as introduced in Section 3.7.4 to simulate the energy use for certain miles 
of operations.  The speed and acceleration features of sample driving cycles by road type are 
provided in Figure 49 below. 
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Figure 49.  Speed-acceleration plots of selected driving cycles 
As a majority of network links have road grade within ±5% suggested by Figure 24, the 
road grade is defined within the same range in the following network-level analysis.  The HVAC 
load under extreme conditions can reach 4.0 kW or 4.5 kW depending on heating or cooling 
(Neubauer and Wood, 2014).  In this case, the HVAC load is selected between 0.0 kW and 4.0 kW 
to represent the meteorology ranging from mild to severe.  The sample input and output data are 
illustrated in Figure 50 below. 
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Figure 50.  Sample link-level inputs and outputs 
After preparing the input, the energy use rates on each link were estimated for each type of 
EV following the procedure illustrated in Figure 51 below using the energy model developed in 
Chapter 4.  First, the link-level VMT and battery capacity by EV type, random initial SOC, driving 
cycle, road grade and environmental conditions on each link were prepared from ABM outputs.  
Next, the second-by-second inputs is post-processed for different EVs to obtain instantaneous VSP, 
available on-board electricity and HVAC load.  Then, the proposed energy framework is applied 
to each type of EV with HVAC load, VSP, SOC, speed and acceleration as model inputs.  Finally, 
the second-by-second control strategies, energy consumption, SOC drop and remaining range is 
generated for selected driving cycles and then projected to estimate the link-level energy inventory.  
The energy consumption from ICEVs were also adjusted based on updated VMT travelled and 
fleet composition.  The total link-level energy use is generated by adding the energy use from 




Figure 51.  Energy processor for individual vehicles on each link 
5.2 EV Energy Rate Sensitivity Visualization 
For each vehicle type, 4,000 Monte Carlo samples were drawn to represent the combination of 
input operating conditions.  The specification of Monte Carlo sample for each vehicle type is 
provided in Table 11 below. 





























5 mph – 75 mph 
Initial 
SOC 
N/A N/A 20% - 90% 
HVAC 
load 1 kW – 4 kW 
Road 
grade -5% – 5% 
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Using the energy rate estimation method introduced in Section 5.1, the link-level energy rates were 
estimated for the 4,000 Monte Carlo samples and for each type of EVs in Table 11.  The scatter 
plots for BEVs, PHEVs and HEVs are provided in following sections. 
5.2.1 BEV Results 
First, the scatter plots were generated for two types of BEVs using the Monte Carlo samples.  The 
results are provided in Figure 52 below.  For all of the scatter plots, the average speeds are on the 
x-axis and the electricity rates are on the y-axis, with other variables being color-coded.  The trend 
lines are generated using the Locally Weighted Scatterplot Smoothing (LOWESS) method (Kvam 
and Vidakovic, 2007).  The results suggested that the electricity rates increase with increasing road 
grade and HVAC load, with road grade showing a larger impact on energy rates than HVAC load.  
The electricity rates are higher under low and high speeds, and not very sensitive to road type 
under the same average speeds. 
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100-Mile BEV (2016 Nissan Leaf) 300-Mile BEV (2016 Tesla Model S) 
  
(a) Energy vs. Speed vs. Road Grade 
  
(b) Energy vs. speed vs. HVAC Load 
  
(c) Energy vs. speed vs. road type 
Figure 52.  BEV energy rates under different operating conditions 
5.2.2 PHEV Results 
The sensitivity of fuel rates and electricity rates for PHEVs are illustrated under various conditions 
for two types of PHEVs in Table 11.  The scatter plots for the two PHEVs are provided in Figure 
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53 and Figure 54 below.  The common feature shared by both types of PHEVs is that the fuel rates 
and electricity rates show opposite effects under different average speeds and SOC levels.  An 
increase in average speed requires a greater vehicle power demand; hence, the fuel rates increase, 
and the electricity rates decrease.  As the initial SOC level increases, the vehicle has more available 
electricity in power storage; hence, fuel rates will decrease, and electricity rates increase.  An 
increase in HVAC load adds to both fuel and electricity use, with larger impact on electricity under 
lower average speeds.  The energy rates are not significantly impacted by road type under most 
conditions, if the average speeds of the selected driving cycles are the same.  The fuel rates of the 
two PHEVs exhibit similar patterns for various operation conditions.  As the power-split PHEV 
has much smaller battery pack and AER, the electricity rates from that vehicle is smaller than the 





(a) Energy vs. speed vs. road grade 
  
(b) Energy vs. speed vs. SOC 
  
(c) Energy vs. speed vs. HVAC load 
  
(d) Energy vs. peed vs. road type 
Figure 53.  Energy rates under various operation conditions  




(a) Energy vs. speed vs. road grade 
  
(b) Energy vs. speed vs. SOC 
  
(c) Energy vs. speed vs. HVAC load 
  
(d) Energy vs. speed vs. road type 
Figure 54.  Energy rates under various operation conditions  
for a power-split PHEV with 20-mile AER (2017 Prius Prime) 
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5.2.3 HEV Results 
The sensitivity of the two types of HEVs in Table 11 are investigated using the same approach 
described earlier for the BEVs and PHEVs.  The modeling results are provided in Figure 55 and 
Figure 56 below.  The electricity rates of HEVs are significantly lower than for the PHEVs, likely 
due to the much smaller batteries installed on HEV than PHEVs.  The impacts of road grade, 
HVAC load and road type seem trivial on electricity rates.  The trend of fuel rates under different 
operating conditions is very similar to PHEVs, with growing fuel rates under higher road grade, 
higher HVAC load and lower SOC level.  The fuel rates are much higher under speed <= 30mph 
range and slightly higher under speed >= 60 mph.  The parallel HEV has higher fuel and electricity 
rates under most conditions, likely due to the larger battery capacity and larger engine size, as 





(a) Energy vs. speed vs. road grade 
  
(b) Energy vs. speed vs. SOC 
  
(c) Energy vs. speed vs. HVAC Load 
  
(d) Energy vs. speed vs. road type 
Figure 55.  Energy rates under various operation conditions  




(a) Energy vs. speed vs. road grade 
  
(b) Energy vs. speed vs. SOC 
  
(c) Energy vs. speed vs. HVAC Load 
  
(d) Energy vs. speed vs. road type 
Figure 56.  Energy rates under various operation conditions  
for a parallel HEV (2015 Ford Fusion) 
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The scatter plots above suggest that vehicle speed, road grade, and HVAC load have 
significant impacts on the energy rates of almost all EVs, while road type shows little impact under 
the same speeds.  For PHEVs and HEVs, the initial SOC also has a significant impact on both fuel 
use and electricity use rates.  The magnitude of impact varies by vehicle type, energy source, and 
how this factor combined with other operating conditions.  However, it is relatively hard to 
quantify the magnitude of impact from a review of the scatterplots and quantify the potential trade-
offs if one of the variables is not available for the analysis.  In this case, a quantitative sensitivity 
analysis needs to be performed to investigate the relative importance of each factors on outcome 
energy use. 
5.3 Variance-based Sensitivity Analysis 
In this section, the variance-based sensitivity analysis is performed to help understand how 
uncertainty in the model output is apportioned to different sources of uncertainty in the model 
inputs (Saltelli et al., 2002).  The objectives of sensitivity analysis in this study can be summarized 
into following items based on the main features of variance-based SA method (Iooss and Lemaître, 
2015): 
1. Verify the developed energy model to ensure it is sensitive to key operation factors.  
As discussed in Table 2, the vehicle driving profile, battery level, road grade, and HVAC 
load significantly impact some of the EVs.  The energy model should be sensitive to these 
factors and this hypothesis needs to be tested in the sensitivity analysis. 
2. Understand the contribution of operation factors on energy use.  This step is designed 
to identify the most significant factors or factor interactions affecting EV energy use.  The 
differences in energy response from different vehicles and different powertrains is also 
examined across the variety of operation conditions. 
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3. Provide guidance on model simplification and factor prioritization.  By ranking the 
most influential factors, the model user should be able to prioritize work associated with 
preparing accurate input factors that are most influential, decide the level of input accuracy, 
calibrate model inputs, and understand the trade-off of making certain model assumptions. 
 
Many sensitivity analysis techniques have been applied to the assessment of data and variable 
interactions, including derivative-based approaches, scatter plots, linear regression, analysis of 
variance (ANOVA), and other variance-based approaches (Iooss and Lemaître, 2015; Saltelli et 
al., 2007).  The key idea of variance-based method is to decompose the variance of the model 
outputs into fractions that can be attributed to inputs or sets of inputs, without eliminating 
uncertainty of those inputs.  Variance-based methods are generally preferable to other techniques 
in addressing settings such as factor fixing and factor prioritization for models of unknown 
linearity, monotonicity, and additivity (Saltelli et al., 2007).  In previous practice, this method has 
been widely applied to identify key input factors in transportation modeling (Ciuffo et al., 2013; 
Ciuffo and Lima Azevedo, 2014; Quaglietta and Punzo, 2013) and vehicle energy/emissions 
analysis (Asamer et al., 2016; Kioutsioukis et al., 2004; Yao et al., 2014). 
In this analysis, the variance-based method is selected based upon its properties and the 
characteristics demonstrated in the scatter plots above.  The variance-based method is model-free 
(this property will be discussed in following sections), which does not assume linearity, 
monotonicity, and additivity of the inputs (Iooss and Lemaître, 2015; Saltelli et al., 2007).  Based 
upon the scatter plots presented in Section 5.2, non-linear and non-monotonic relationships appear 
between energy use and vehicle speed.  The variance-based methods are also more practical than 
common techniques such as factor screening or linear regression.  The input factors are composed 
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of mix of continuous and discrete variables (road type variable is discrete, the SOC level, HVAC 
load and average speed can be continuous), which makes the derivative based method or ANOVA 
techniques hard to apply.  Because variance-based method calculate the conditional variances 
(Saltelli et al., 2007), they will not be impacted by the form of the inputs.  Furthermore, the 
combination of input factors may also contribute to the total variance of energy use (e.g., the SOC 
under lower speeds seem to have an amplified impact on HEV energy use in the scatter plots), 
where the variance-based method is able to estimate the higher order interaction effect (Iooss and 
Lemaître, 2015; Saltelli et al., 2007).  The drawback of variance-based measures is their 
computational cost (Iooss and Lemaître, 2015; Saltelli, 2002; Saltelli et al., 2007), which is not a 
significant concern given the fast computational speed of the proposed energy model.  In this case, 
the variance-based method appears to be the most applicable technique. 
5.3.1 Variance-based Sensitivity Analysis Specifications 
The basic concepts of model definition and variance decomposition procedure are defined in the 
literature (Saltelli, 2002; Saltelli et al., 2007, 2002; Sobol, 2001).  A model (or a computer program) 
can be represented as … = _(•), with D-dimension input vector • = { Å,  Ç, . . . ,  À}, output 
variable … and projection function _.  The total variance of … can be apportioned to the input 
vectors using the following equation: 
 
e1:(Ã) = ∑ /A
Õ
AM2 + ∑ /AT
Õ
AŒT +. . . +e23...8    (22) 
In the formula above, the variance of the conditional expectation of Y given  ñ (denoted by ±ñ) is 
represented as: 
 
/A = e1:DA(õD~A(Ã|DA))    (23) 
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The  ~ñ in formula above represent the input combinations except  ñ.  The ±ñ is obtained 
by calculating the expectations of … across many possible values of  ñ and then calculating the 
variance of all the expectations.  The ±ñ, according to the law of total variance (Blitzstein, 2014), 
represent the variance of … explained by  ñ and is recognized as a measure of sensitivity (Saltelli 
et al., 2007).  The greater the ±ñ means the larger the explanatory power from  ñ. 
The variance of the conditional expectation of Y given  ñ and  – together (denoted by ±ñ–) 
is represented as: 
 
±ñ– = ßjç—“”({—~“”(…| ñ,  –)) − ±ñ − ±–    (24) 
The  ~ñ– in formula above represent the input combinations except  ñ and  –.  The ±ñ– is 
obtained by calculating the expectations of … across many possible combinations of  ñ and  – and 
then calculating the variance of all the expectations.  The interpretation of ±ñ– is similar to ±ñ. 
The sensitivity indices (also known as “Sobol indices”) are defined as the fraction of 
variance apportioned to certain factor (or combination of factors) in total variance (Sobol, 2001).  
The first-order sensitivity index represents the main effect contribution of each input factor to the 
variance of the output (Saltelli et al., 2007), which is defined as follows:: 
 
∑A = /A/e1:(Ã)    (25) 
The second-order sensitivity index represents the interaction effect from two or more 
factors jointly, excluding their individual effects.  It can be calculated as following: 
 
∑AT = /AT/e1:(Ã)    (26) 
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The total effect index accounts for the total contribution of factor  ñ to the output variation 
due to its first-order effect plus all higher-order interaction effects.  The total effect answers the 
question about how much variance is lost if a particular factor is fixed.  It is calculated as following: 
 
∑-A = ’e1:(Ã) − e1:D~A ÷õDA(Ã|D~A)◊ÿ /e1:(Ã)    (27) 
By definition, the higher sensitivity indices indicate higher impacts from the input factors, 
and the sensitivity indices close to zero suggest trivial impacts from these factors (Saltelli et al., 
2007, 2002).  Theoretically, the summation of the first-order indices and all higher-order indices 
of all factors should equal one (Saltelli et al., 2007).  However, in the real-world implementation, 
due to the sampling method and sample variance calculated, the summation of first-order and 
higher-order indices asymptotically equals one.  In this study, the variance-based method is 
implemented using the Python package “SALib” (Herman and Usher, 2017), and the sampling and 
estimation method is based on a quasi Monte Carlo technique introduced in a forthcoming section. 
5.3.2 Quasi Monte Carlo Simulation and Bootstrapping 
To compute the sensitivity indices, the Monte Carlo based numerical method is often more 
applicable than computing the deterministic solution.  The Monte Carlo method generates random 
(pseudo random) input vector, based on pre-defined probability distributions of inputs.  The quasi 
Monte Carlo method is adopted instead.  The quasi Monte Carlo method uses a low-discrepancy 
sequence to generate random samples that are more evenly distributed in the sample space (Sobol, 
2001). 
In the following discussion, we will assume that any combination of parameter values is equally 
likely.  The quasi Monte Carlo samples were drawn using the Saltelli sampler (Herman and Usher, 
2017; Saltelli, 2002) and the specifications in Table 11, with 1,000 * (2D+2) sample link-level 
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inputs generated for each vehicle type, fuel type, and scenario (D is the number of factors, D=4 
for BEVs and D=5 for HEVs and PHEVs).  The methodology introduced in Section 5.1 is applied 
to calculate the link-level energy consumption rate (Y), and the equations 25, 26, and 27 were used 
to compute the sensitivity indices for main effects, interaction effects, and total effects.  The 
average speeds and road type indicator on each link were sampled during the quasi Monte Carlo 
experiment, and specific driving cycle from the training set illustrated in Figure 24 were assigned 
to each link based on average speed and road type.  The means and 95% confidence intervals of 
the sensitivity indices are computed based upon 1,000 Bootstrapping replicas and sub sample size 
= 1,000.  The positive versus negative road grades were considered in separate scenarios, as the 
contributions of different factors may vary in the two scenarios as demonstrated below.  The 
resulting sensitivity indices are provided in the following section as well as the discussion. 
5.3.3 Sensitivity Analysis Results 
In this section, the mean and 95% confidence intervals for each vehicle, fuel type, and scenario 
(uphill/downhill) are provided.  The factors or interactions of multiple factors with sensitivity 
indices smaller than 0.01 were not displayed as their impact on energy use is negligible.  The main 
effects can be interpreted as the contribution on total variance from varying a certain factor alone 
(Saltelli et al., 2007).  The interaction effects can be understood as the contribution on total 
variance from varying two factors together.  The total effects are usually treated as indicators of 
sensitivity from certain factor in total, in other words, the loss of variance in the output if fixing 
certain input factors to constant.  The final ranking of factor importance is based on the total effect, 
summing the first-order and all higher order effects from input factors. 
 First, the sensitivity indices and their 95% confidence intervals of input factors on BEV 
electricity rates are explored under uphill (road grade>=0%) and downhill (road grade<0%) 
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scenarios.  The results are provided in Figure 57 below.  The results from two BEVs are similar, 
with road grade having the highest impact, followed by average speed, and HVAC load.  The 
impact of road type in this analysis is trivial, which is similar to the conclusions in the scatter plots 
above.  This is probably due to the impact of facility type on energy rates have been reflected in 
the assigned driving cycle.  The interactions between speed and road grade, speed and HVAC load 
have some contributions to the final variance of energy rates.  The road grade has greater impact 
on 300-mile BEVs, probably due to the greater vehicle mass of the vehicle and larger power 
demand impact from grade load. 
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100-mile BEV (2016 Nissan Leaf) 300-mile BEV (2016 Tesla Model S) 
  
Figure 57.  Sobol indices for BEVs 
Next, results from two types of PHEVs are provided by fuel types and scenarios in Figure 
58.  The sensitivity index distribution on electricity use is represented in blue, while fuel use is 
represented in orange.  The sensitivities of different factors vary by uphill and downhill grade and 
vary by fuel and electricity.  The SOC level has the largest impact on fuel rates, followed by speed, 
and then by road grade.  The impact of SOC on fuel variation is greater under downhill operations, 
probably attributed to regenerative braking and battery recharging when driving downhill.  The 
HVAC load and road type have negligible impact on fuel consumption in all cases.  For electricity 
consumption, average speed usually has the largest impact, followed by SOC and road grade.  The 
road grade impact is greater in any uphill scenario, due to the more load assigned to electric 
powertrain.  The impact of HVAC load is limited for both PHEVs in this model, with slightly 
larger impact on electricity (the auxiliary system is often connected to the battery).  The road type 
has no significant impact on electricity as well in all cases because the effect of facility type has 
been represented by assigned driving cycles. 
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Series PHEV (2016 Chevrolet Volt) Power-split PHEV (2017 Prius Prime) 
  
Figure 58.  Sobol indices for PHEVs 
Finally, results from two types of HEVs are given in Figure 59.  Similar to PHEVs, the 
sensitivities of different factors vary by uphill and downhill and vary by the fuel type.  The SOC 
level, road grade, and average speeds have the largest impacts on fuel rates, with slightly smaller 
road grade impact in parallel HEVs.  The impact of SOC on fuel variation is greater under downhill 
situation, probably due to the recharging when driving downhill.  The HVAC load and road type 
impacts on fuel consumption are still low in all cases.  For electricity consumption, SOC usually 
has the largest impact, followed by average speed and sometimes road grade.  The road grade 
impact is negligible in downhill scenarios but shows significant impact in uphill scenarios.  The 
impact of HVAC load and road type is limited for both HEVs in this energy model.  The impact 
of HVAC load on electricity use decreased potentially due to smaller power output from electricity, 
so that more power used for HVAC load comes from engine (which only increase the total engine 
output by a small margin).  The low impact of road type is due to the similar reasons as other 
vehicle types, which the driving cycle already represent the effect of facility types. 
Based on sensitivity results above, the SOC, average speed, and road grade are the three 
most important factors on both fuel and electricity consumption, regardless of powertrain or 
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uphill/downhill scenario.  The impact of road type is trivial in all cases.  The HVAC load impact 
in this model is limited, but still significant for certain fuel type and powertrain combinations.  The 
priority (ranking) of factor importance depend on the fuel type, powertrain, and road grade 
conditions, based on the total effects provided. 
Power-split HEV (2015 Toyota Prius) Parallel PHEV (2015 Ford Fusion) 
  
Figure 59.  Sobol indices for HEVs 
5.4 Methodology of Estimating Network-level EV Energy Use 
In this study, the energy consumption with certain fraction of EVs is estimated using the link-level 
traffic attributes (average speed, road type, link length, and traffic volume), as introduced in 
Section 5.1, and a randomized distribution of initial SOC.  The methodology of preparing fleet 
composition is introduced in detail in following sections, while the link-level transportation 
attributes are the same as introduced in Section 3.7, except that an updated calendar year is used 
(year 2024) with updated travel demand model synthetic population, trip assignment, and traffic 
assignment.  By generating the energy results for EV fleets on each link, the network-level fuel 
saving as well as electricity demand can be modeled spatially and temporally.  The energy saving 
benefits can also be broken down by link speed and facility type, which provides useful 
information for transportation improvement planning and implementation. 
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5.4.1 Fleet Inputs 
For each link, and each scenario run, a portion of the on-road fleet is assigned to EV categories, 
based on EV market penetration rates by 2024.  The EV penetration is projected by U.S. Energy 
Information Administration (US EIA) based on known energy production, delivery, and 
consumption technology trends (U.S. Energy Information Administration, 2019b, 2017, 2014).  
The EV penetration by vehicle model year from 2011 to 2024 for the South Atlantic Region is 
illustrated in Figure 60.  Most of the EVs sold before the year 2020 are HEVs and PHEVs, while 
BEVs start to take about 50% of the market share after 2020.  The EV market share is anticipated 
to reach 12% by 2024, which is clearly more pessimistic than what was assumed in Chapter 3. 
 
Figure 60.  EV fraction input  
(U.S. Energy Information Administration, 2019b, 2017, 2014) 
The EV penetration rates for model years before 2011 are assumed to be negligible.  The 
adopted EV penetration was applied to different age distributions in rural and urban areas in to 
obtain the final VMT split by ICEVs and EVs in light-duty vehicle (LDV) fleets, where the 
baseline model year distributions are provided in Table 12.  In urban areas, 6.2% of total VMT 
was contributed by EVs, and in rural areas, 4.9% of total VMT was contributed by EVs.  The VMT 
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for EVs was then allocated to BEVs, HEVs, PHEVs and FCEVs based upon the fleet composition 
provided in Figure 60 (mileage accumulation rates were not adjusted by model year in this analysis 
to reflect that older EVs may be driven less than newer EVs, but this variability can be added in 
future analyses).  The powertrain-specific elements by vehicle types were randomly assigned, 
given the lack of sufficient vehicle powertrain composition information for the on-road fleet. 
 
Table 12.  Regional-level VMT distributions by vehicle type and model year 
Area Age 0-2 3-5 6-8 9-11 12-14 15-17 18-20 21-23 24-26 27-29 >=30 
rural 
LDV 10.3% 16.6% 18.5% 17.0% 13.9% 10.3% 5.8% 1.9% 1.3% 0.8% 3.7% 
LDT 10.1% 15.3% 13.9% 13.0% 13.7% 15.0% 12.7% 5.7% 0.1% 0.1% 0.5% 
PT 10.7% 15.8% 14.4% 12.6% 12.8% 14.1% 12.6% 5.7% 0.1% 0.1% 1.1% 
urban 
LDV 16.4% 21.7% 21.1% 16.4% 10.9% 6.5% 2.7% 0.8% 0.5% 0.4% 2.6% 
LDT 14.7% 18.6% 31.4% 10.8% 4.9% 2.9% 3.9% 12.7% 0.0% 0.0% 0.0% 
PT 21.2% 21.2% 15.0% 11.5% 10.3% 10.1% 7.3% 2.9% 0.0% 0.0% 0.5% 
 
5.4.2 Operation Inputs 
After quantifying the VMT by EV type on each link by area type (urban vs rural), the next step is 
to estimate the energy use under given EV VMT.  The procedure of estimating link-level energy 
rates was given in Section 5.1.  For each link-level attribute, the data source or data surrogates 
were introduced as follows: 
• Road type and link average speeds: the road type and link average speeds are readily 
available from ABM network assignment results. 
• Road grade: the road grades are generated from Digital Elevation Model (DEM) and 
assigned to each link by matching the location information of link end points and elevation 
from DEM (Liu et al., 2018). 
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• Initial SOC: As the SOC distributions are unknown for the region, the initial SOC for each 
vehicle on that link is drawn from an assumed uniform distribution between the maximum 
and minimum SOC values provided in Table 8. 
• HVAC load: The temperature was assumed to be between 50°F and 70 °F in the baseline 
assignment.  In this case, a 0.5 kW auxiliary load was added to all the EVs. 
5.5 Network-level Energy Assessment 
After generating energy consumption for the entire network by hour, the spatial and temporal 
energy use distribution by fuel and electricity was derived from the energy results.  First, the spatial 
distributions of traffic volume, fuel use, electricity use, and percent of fuel (gasoline) savings are 
compared to the no EV scenario (an EV fleet penetration rate of zero) for a morning peak hour in 
Figure 61 below.  Higher fuel use and electricity use generally occurred in locations with higher 
traffic volumes, such as Interstate highways and major arterials.  The fuel saving benefits are 
higher in the urban context, compared to the rural context, given that the urban light-duty fleet is 
newer (average vehicle age = 8.5 years) than the rural fleet (average vehicle age = 10.7 years) and 
greater regenerative braking occurs in urban areas given the on-road operating characteristics of 








Figure 61.  Traffic volume, fuel use, electricity use and percentage of fuel saving 
The variation in energy use by time of day is provided in Figure 62 below.  For this case study, the 
2024 modeling assumed that 6.2% of total VMT in urban areas, and 4.9% of total VMT in rural 
areas, would be contributed by EVs.  The energy benefits provided by EVs, the in terms of hourly 
fuel savings compared to the 100% ICEV fleet, varied from 4.1% to 4.3%.  Furthermore, the 
electricity use is still much lower than fuel use for the given EV penetration rates.  The total daily 
electricity consumption from EVs are only 1,863 MWh (6,357 MMBtu), compared to a total 
370,886 MWh (1,265,462 MMBtu) of fuel use from all vehicles. 
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Figure 62.  VMT, energy use and percentage of fuel saving by time of day 
The network total fuel consumption aggregated by different facility type and different speeds are 
provided in Figure 63.  The fuel consumption of EVs was compared to the energy results under 
the no EV scenario (i.e., a zero fleet penetration for EVs).  For facility type, fuel consumption was 
aggregated by unrestricted road (arterials) and unrestricted roads (highways), and for rural and 
urban classes respectively.  For link average speeds, fuel consumption was aggregated from 2.5 
mph to 65 mph in 5-mph increments.  The largest fuel consumption and largest energy savings 
both occur on urban restricted roads around medium average speeds (20-40 mph).  The energy 
saving benefits are much lower on rural roads and on urban freeways.  The higher energy saving 
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benefits on urban streets comes from high urban VMT, energy recovery from stop-and-go activity 
on urban roads, and the younger fleet under the assumptions in the urban area. 
 
Figure 63.  Energy use by facility type and average speeds 
5.6 Chapter Summary 
In this Chapter, the network-level fuel use and electricity use are estimated using the models 
derived in Chapter 4.  First, the methodology of estimating link-level fuel and electricity are 
introduced, which provides the guidance on model application setup.  Next, the sensitivities of 
impact factors on energy results are investigated using scatter plot and a variance-based method.  
The results suggest that SOC, average speed, and road grade have the greatest impact on energy 
results, with the ranking of importance vary by vehicle types, fuel types, and operation scenarios.  
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The sensitivity results indicate that the energy model is sensitive to the variables that were 
previously demonstrated to have impact on EV energy use.  Finally, network-level energy use is 
estimated using the proposed energy model, with the energy for a fraction of EV estimated link by 
link for 2024 Metro Atlanta network.  The spatial and temporal energy savings were provided to 
show based on the current EV market growth trend, the energy savings at the network level is 
around 4% for the entire Metro Atlanta area when 6.2% of total VMT in urban areas and 4.9% of 
total VMT in rural areas is provided by EVs.  The induced electricity is also determined to quantify 
the daily extra electricity load from EV charging.  Overall, the results from this chapter 
demonstrated the accumulative effect of EV adoption at a large scale, which would be helpful for 
regional-level transportation improvement plans, grid impact assessment and analyzing the 
potential combination with future mobilities (shared, autonomous, and electric vehicles).
 However, the results from this Chapter did not evaluate the costs and benefit of EV 
adoption at the individual-level, which is critical with respect to EV adoption and reducing system-
level energy consumption.  Network-level conclusions also may not always be consistent with 
individual-level results.  For instance, even the network-level energy consumption is reduced at 
around 4%, some EV users may have much less energy saving or higher savings depending on 
their travel patterns and driving behaviors.  Because EV adoption issues and challenges are closely 
tied to personal attributes and travel patterns, individual-level energy analysis is required to assess 
the variability of cost-benefits based on personal travel patterns. 
 Another limitation of current work is the assumption on SOC distribution.  Due to the lack 
of real-world observed SOC distributions (both spatially and temporally) and given the large 
contribution of SOC on total energy variance, the estimation bias associated with using a 
randomized initial SOC scheme may be significant.  It would be beneficial to collect real-world 
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SOC distribution for model input calibrations and reduce the estimation bias associated with this 
factor.  However, the models developed within this framework can be readily refined through 
supplemental data analysis (using the same proposed techniques) once in-use data containing more 
realistic SOC distributions become available. 
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CHAPTER 6. HOUSEHOLD-LEVEL EV BENEFIT COSTS ANALYSIS 
The research efforts presented in Chapter 5 mainly focused on aggregated-level energy use and 
applied specific fleet penetration rates across the EVs technologies.  To gain a more in-depth 
understanding of EV adoption barriers, an individual-level analysis is needed to investigate the 
cost and benefits of different types of EVs based on household travel patterns.  In this Chapter, the 
energy use patterns for 3,943 households, 6,720 persons, and 28,536 driving trips predicted by the 
regional travel demand model (TDM) were estimated to analyze the c savings associated with 
using different types of EVs to serve model-predicted daily travel needs.  The purpose of this 
analysis is also to better understand the uncertainty of EV cost savings for a heterogeneous sample 
of local travelers and to identify the feasible range for EV adoption and operation.  The sample of 
local residents was randomly selected from the synthetic households used in the Atlanta Regional 
Commissions activity-based model (ABM), which represents a significant fraction of local 
travelers (Atlanta Regional Commission, 2016a, 2012).  The daily travel patterns, including trip 
departure time, origin-destination (O-D) pairs, mode choice, and number of vehicle occupants 
were estimated using the activity-based approach within ABM model framework.  The departure 
time for each trip and O-D pairs were post-processed using the Directions Application 
Programming Interface (API) for Google Maps® (“Google API” in following sections) to estimate 
the route choice and travel times for each origin-destination pair (Google, 2019).  Energy use (fuel 
and electricity) for each vehicle type was estimated using the energy model developed in Chapter 
4 for each household, based on predicted trip, route, distance, and travel time (average speed).  The 
energy use, driving range, and operating cost were analyzed for each household to assess the cost 
savings of choosing certain types of EVs, and the variability of cost savings of adopting EV is 
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investigated for EV operation under various travel patterns.  Conclusions and recommendations 
will be provided based on the results as well as the limitations and concerns in EV adoption at the 
disaggregate household level. 
6.1 Household Daily Travel Patterns 
The household sociodemographic attributes and household daily travel profiles for a normal 
weekday were generated by ARC’s 2017 ABM model (Atlanta Regional Commission, 2012), with 
some details already provided in previous chapters.  In this section, the sociodemographic 
attributes, trip patterns, and routes were analyzed as those attributes may directly or indirectly 
correlated with vehicle energy use. 
6.1.1 Household Sociodemographic Attributes 
The synthetic households and persons in ABM are generated from population synthesizer 
embedded in the model using the Public Use Microdata Sample (PUMS) from 2007 to 2011 
Census data as model inputs (Atlanta Regional Commission, 2012).  The synthetic population 
include key sociodemographic attributes for households and persons, such as household size, 
income, vehicle ownership, number of workers, gender, and age distribution. 
In this study, the 3,943 sample households were selected randomly to represent the 
synthetic households, with distributions and mean values of key household/person attributes 
compared in Figure 64.  Among the 3,943 households, the driving trips performed by driving-age 
household members were kept for further analysis (there is no driver indicator in the trip output, 
so one of the driving-age persons is randomly selected as the driver), which leads to 6,720 driver 
samples.  The comparison suggested that the sample households, except the age distribution, can 
relatively represent the distribution in the synthetic households and represent a variety of 
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household conditions.  The range of age distribution is smaller than population age distribution 
due to only driving age (16-80) persons were selected in the final dataset. 
 
Household Income Household Size 
  
Number of Workers Number of Vehicles 
  
Age  Gender 
  
Figure 64.  Demographics in overall ABM outputs and household sample subset 
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6.1.2 Household Travel Patterns 
The ARC ABM model is based on the CT-RAMP (Coordinated Travel Regional Activity-Based 
Modeling Platform) family of Activity-Based Models (Atlanta Regional Commission, 2012, 
2016a).  This approach models individual travel choices (households and person) as a function of 
household/person’s sociodemographic attributes and surrounding transportation conditions using 
a series of discrete choice models (multinomial logit model or nested logit model).  The parameters 
in discrete choice models were estimated using 2011 ARC Regional Household Travel Survey 
(Atlanta Regional Commission, 2016a).  The daily tours and trips were predicted with half-hour 
resolution, incorporating congestion and pricing schemes by time-of-day.  The trip generation 
results were verified and calibrated by comparing to multiple data sources, including the 2010 
Census, the 2009-2010 Transit On-Board Survey, 2010 traffic counts, and original household 
travel survey data. 
 In this analysis, the 28,536 driving trips (alone or shared) performed by the 3,943 selected 
households are selected to represent a variety of travel patterns.  Each trip record included O-D 
pairs represented at the TAZ level, departure time in half-an-hour interval, travel group, travel 
purpose, and mode choice.  In this analysis, as only driving modes were selected, the only 
difference for each mode is the number of passengers.  The distribution of travel purpose, number 
of participants, and trip count by departure time were provided in Figure 65 below.  Most of these 
trips were for a work purpose (including to-work and return from work).  The fraction of school 
and university is relatively low, but still has about 1,000 samples.  About 90% of the trips were 
drive-alone (single occupant vehicle) trips.  Most trips depart during rush hours, from 6:30 am to 
8:30 am and from 16:30 pm to 18:30 pm, but trips in the sample are conducted throughout the day 
(see Figure 65).  
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Trip purpose Number of participants 
  
Trip departure time 
 
Figure 65.  Travel patterns of selected trips 
The selected trip origin-destination pairs can be represented by desire lines between each 
O-D pair (straight line connecting origin and destination).  The desire lines for all selected O-Ds 
were plotted in Figure 66 below.  Most trips originated from/arrived at the downtown Atlanta area, 
with several other high trip attraction/generation frequency area located at Rosewell, Marietta, 
Decatur, and Union City.  Fewer trips were selected from rural areas and locations far from 
Interstate Highways.  In general, the selected trips are dispersed throughout the Metro Atlanta area 




Figure 66.  Selected trip origin-destination desire lines 
6.1.3 Route Choice Generation 
Route assignment in the ABM model to generate traffic volumes and travel speeds on each link 
employs a bi-conjugate Frank-Wolfe algorithm for five time periods within a day, including early 
morning, morning peak, mid-of-day, afternoon peak and evening (Atlanta Regional Commission, 
2012).  However, a major limitation of using Frank-Wolfe algorithms with embedded relationships 
between traffic volumes and link speeds is that more realistic traffic dynamics (interactions with 
traffic, traffic signal operations, etc.) are not represented in the algorithms (Wang et al., 2018).  
Because travel speeds and travel time are key factors in estimating energy use, an enhanced 
methodology is used to generate travel time and speeds scheme for each trip.  This study uses the 
Google API to compute the route choice and travel times for each origin-destination pair.  This 
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method allows the user to specify the location, mode, and time of day of travel (Hermawan and 
Regan, 2017) and provide time-specific, high-fidelity travel time and schemes on a detailed 
network under real-time congestions (Wang and Xu, 2011).  The major limitations are the high 
cost to process large amounts of data in the query, which constraint the sample size in this study 
as well, and dependence of the response to real-time traffic conditions at the time of the query 
(which may not reflect typical conditions), and that drivers know and follow the routes with lowest 
travel times at the time of departure.  In this study, the coordinates of origin and destination zone 
centroids, the mode used (‘driving’), the departure time period and fare restrictions (willing or not 
willing to pay tolls) were used to query the routes via Google API.  A sample of estimated routes 
is provided in Figure 67 below. 
 
Figure 67.  Sample Google API route for a sample O-D pair 
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 The results from Google-predicted travel characteristics and original static traffic 
assignments were compared for all trips in Figure 68.  From the results, the Google API predicts 
slightly shorter travel distance due to a different network used in the Google Map system (which 
may include local roads that are not included in the regional travel demand network model that is 
composed of freeways and arterials).  The Google API predicts longer travel times and lower travel 
speeds than the activity-based model, which suggested more congested conditions compared to the 
ABM results.  There are strong linear relationships between the API results and ABM results, 
which suggested that the predicted travel trends are likely consistent.  Overall, the API results 
suggest relatively worse travel condition than using the ABM results, which will affect trip-level 
energy results.  Higher energy use, with potentially more regenerative braking, is expected under 
the more pessimistic traffic conditions provided by the Google API. 
 
(a) Travel distance 
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(b) Travel time 
 
(c) Travel average speed 
Figure 68.  Comparisons between Google API and ABM assignments results 
The relationships between distance, travel time, average speed, and travel purpose are 
displayed below.  The distribution plots, represented by kernel density estimation (KDE), 
suggested that most trips are within 20 miles, 50 minutes, and with average speeds between 20-40 
mph.  The travel speeds in general grow with increasing travel distance and travel time.  The trips 
under mandatory tours (to-and-from work, to-and-from school) generally have longer distances 
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and travel times.  The non-mandatory trips (eat out, shopping, leisure, etc.), regardless of by 
individual or shared by family members, are shorter than trips for mandatory purposes.  The at-
work tours and trips (lunch break, business, etc.) are the shortest.  The variation of each kind of 
trips is still large and the distributions of all kinds of trips have significant overlaps in terms of 
travel distance, time, and speeds. 
 
Figure 69.  Travel distance, time, and speed distributions by travel purpose 
6.2 Household Energy Use Estimation 
As suggested in Figure 67 above, household daily travel patterns were ultimately represented by 
trip routes composed of link-by-link average speed, travel time, and distance.  The EV energy 
analysis is performed using link-level traffic inputs, include road type, link average speed, initial 
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SOC, and HVAC load, for BEVs, PHEVs, and HEVs.  The following sections describe the 
preparation of each input. 
6.2.1 Road Type and Average Speed 
Road type is represented by local or freeway for both rural and urban driving conditions.  For the 
purposes of this analysis, flat terrain (road grade = 0%) is assumed for all the trips to simplify the 
research effort.  For each road type and average link speed, a driving cycle is randomly drawn 
from regional GPS data (Atlanta Regional Commission, 2011; Liu et al., 2018) to simulate the 
energy rates per mile for the selected link.  The total energy use is calculated by multiplying the 
generated energy rates and the link distance in mile. 
6.2.2 Initial SOC 
There are several charging scenarios considered for BEVs and PHEVs, which range from 
reasonably pessimistic conditions to reasonably optimistic conditions.  In particular, we considered 
two charging strategies: 
 
• Charging at the end of day: This scenario assumes that households only have access to 
home charging devices that can fully charge the EVs after the entire day of trips are 
completed.  The vehicle starts from highest battery SOC (90%) at the beginning of the day, 
and the SOC drops throughout the day as the vehicle is operating. 
• Charging at the end of each trip:  This scenario assumes rapid charge facilities are widely 
available at most trip ends, and drivers are able to recharge their EVs to full capacity before 
next trip (the charge rate is assumed to be sufficiently large). 
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Within each trip, the initial SOC in each link depends on the SOC level at the end of previous link.  
The initial SOC for HEVs is assumed to be 60%, which is around the control SOC level (Ehsani 
et al., 2018).  For BEVs, if the end-of-link SOC drops below 10%, the electric range is assumed to 
be depleted and the trip is not fulfilled (in this case the drivers need to use the remaining range 
looking for a charging location). 
6.2.3 HVAC Load 
The HVAC load is normally less than 5 kW, peak power may reach 8 kW for some vehicles, and 
some energy efficient designs may run from 2 kW to 4 kW (Fayazbakhsh and Bahrami, 2013; 
Kambly and Bradley, 2014; Neubauer and Wood, 2014).  In this analysis, we assume two HVAC 
load scenarios for two common environment conditions: 
 
• AC on scenario: This scenario assumes the HVAC load is 3 kW under average high 
temperature (87°F) in July for Atlanta (U.S. Climate Data, 2019).  The impact of humidity 
on AC use is not considered in this analysis but will need to be integrated into future 
analyses given the energy use associated with humidity removal. 
• AC off scenario: This scenario assumes 0.5 kW of HVAC load under average low 
temperature (70°F) in July for Atlanta (U.S. Climate Data, 2019) and comfort level in the 
cabin is good. The HVAC load is used for basic ventilation. 
 
The combinations of the charging strategies and HVAC loads form four energy use scenarios 
(ordered from most pessimistic to most optimistic), include:  1) AC on, charge at end of day,  2) 
AC off, charge at end of day,  3) AC on, charge at end of each trip,  4) AC off, charge at end of 
each trip.  For HEVs and ICEVs, only the different HVAC load scenarios were investigated.  The 
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energy modelling framework presented in Chapter 4 was adopted to predict the fuel and electricity 
use for each of EVs presented in Table 8.  The ICEV energy consumption was estimated for a new 
passenger car (age = 0) following a similar procedure with energy rates by VSP bins from 
MOVES-Matrix (Liu et al., 2019). 
6.2.4 EV Energy Use Operating Costs 
The energy use operating cost (cents/mile) for each EV type was assessed under various cost 
schemes.  In this analysis, we assume the following price scenarios for fuel and electricity 
respectively: 
• Electricity price: The fare rates specified as 1 cent/kWh for non-peak, 7 cent/kWh off-
peak, and 20 cent/kWh for peak hours using information from Georgia Power (Georgia 
Power, 2019).  The transition rate as 15 cent/kWh is also added with mixed normal and 
peak charging, given that the peak period is short (weekday from 2:00 pm to 7:00 pm). 
• Fuel price: The fuel prices were specified using high ($3/gallon) and low bound 
($2/gallon) of Georgia fuel price in 2019 (U.S. Energy Information Administration, 2019c). 
 
The total costs of fuel and electricity consumption were summed and divided by daily VMT to 
estimate the energy use operating costs of the EVs.  The cost analysis was performed combining 
all the energy use scenarios and cost schemes. 
6.3 Household Energy Use Patterns 
Using the trip data from previous sections, the energy analysis was performed for each household 
and each trip for each of the candidate vehicles in the list, including BEVs, HEVs, PHEVs and 
ICEVs.  The disaggregated-level results, including driving range, SOC distribution, energy use, 
and cost savings, compared to the ICEV baseline, are presented in the following sections. 
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6.3.1 Electric Range Distribution of BEVs 
As discussed above, the driving range of BEVs is a major barrier to EV adoption.  In this analysis, 
the daily VMT driven by vehicles in the sample is first provided in Figure 70, with 99% of daily 
VMT falling below 150 miles.  In this case, the 300-mile Tesla should not raise significant range 
anxiety issues based on Atlanta driving conditions.  The driving ranges of 100-mile BEVs is 
investigated for the four specified HVAC and recharge scenarios, where its design range covers 
about 95% of daily VMT.  The sample drivers were grouped by their daily VMT in 10-mile 
increments, and the conditional daily travel survival rate by VMT was estimated as the fraction of 
“surviving” drivers (daily VMT met by 100-mile BEVs) among all drivers in this VMT range.  
The conditional daily travel survival rate results are plotted in Figure 70 below. 
The results suggested that, under worst case scenarios (AC on, no recharge during the day), 
the daily travel survival rate drops below one for a 60-mile daily VMT and falls to nearly zero 
when reaching the 90-mile daily VMT.  Keeping the AC off for the same charging conditions 
increases the daily travel survival rates for the same daily VMT distributions, and a small portion 
of EV users can actually survive above 100-mile range limit.  However, with recharging during 
the day, the BEVs can sustain most of the daily travel, and maintain the daily travel survival rate 
higher than 80% even when daily mileage exceeds 150 miles.  The availability of mid-day charging 
can notably address a majority of range issues for the 100-mile BEVs under the assumptions made 
in this case study. 
 191 
 
(a) Daily VMT distribution 
 
(b) Conditional daily travel survival rate of BEVs by daily VMT 
Figure 70.  Daily VMT distributions and percentage of personal daily VMT  
achieved by 100-mile BEV (2016 Nissan Leaf) 
 The scatter plot of succeed and failed daily travels (Figure 71) suggested that turning AC 
on at 3kW will significantly reduce the available driving range and increase the percentage of 
failed daily travel from 7.8% to 13.7% without sufficiently charging during the day.  Vehicles that 
operate at higher speeds have slightly shorter driving ranges versus slower vehicles.  Most of the 
daily travels (>=80%) can be still fulfilled by a 100-mile BEV in a normal workday even under a 
relatively pessimistic traffic scenario.  
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Figure 71.  Succeed and failed daily travel suing 100-mile BEVs 
6.3.2 Battery SOC Distribution of PEVs 
The SOC distributions by time of day are critical for PEVs (PHEVs + BEVs) to assess the potential 
impacts of charging demand on the electric grid.  A higher fraction of low SOC PEVs, infers that 
demand on electric grid will grow as a consequence of mid-day and end-of-day PEV charging 
needs. 
In this study, using the simulated SOC during the trips, the 24-hour SOC profiles of given 
PEVs is calculated assuming the PEVs are fully charged at the beginning of the day (90% for the 
first hour and last hour of the day) except for vehicle travelling across days (through the midnight 
hour).  The SOC level between two consecutive trips were interpolated linearly for a single driver, 
so when recharge is not available, the SOC curve will be a horizontal line, and when recharge is 
available, the SOC curve will recover to 90% before next trip start.  The SOC distributions for all 
of the drivers for two types of BEVs under selected time-periods are provided below.  The trips 
that could not be met by BEVs were removed.  The results suggested that the SOC levels are 
generally higher near the beginning of the day (7:30 am in the figure) and shifting towards lower 
SOC intervals along with time, which may cause higher charging demand in the late afternoon or 
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early evening.  The SOCs of 300-mile BEVs are generally higher than 100-mile BEV, given the 
larger battery capacities.  The SOC drop is limited when AC is off, or recharging is allowed.  Many 
of the BEVs still have sufficient battery SOCs (>=40%) near the end of day.  The SOC of 300-
mile BEVs should be sufficient for multiple days of travel without any charging in between. 
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Figure 72.  Simulated BEV SOC distributions by time of day 
A similar analysis was performed for PHEVs, with no trips removed, because these 
vehicles can be propelled with gasoline when the battery becomes depleted.  The conclusions are 
quite similar to the results from BEVs, expect that the SOC drops are much more significant for 
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PHEVs due to the smaller battery size.  By the end of day, if no recharge is available during the 
trip, most of the PHEVs need to be recharged so that all-electric range can be provided for the next 
trip.  Charging between trips can help maintain the SOC at high level, consuming more electricity 
during daily travel. 
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Series PHEV with 50-mile AER 
(2016 Chevrolet Volt) 
Power-split PHEV with 20-mile AER 









6.3.3 Energy Consumption of All EVs 
The daily energy use results from all vehicles were compared under different daily VMT and daily 
average travel speeds.  The fuel economy in miles per gallon of gasoline equivalent (MPGe), was 
used to compare all types of vehicle using a consistent metric.  The electricity consumption (kWh) 
was converted to equivalent gasoline using the unit energy content of gasoline (34 kWh/gal).  For 
BEVs, only the recharging scenario is considered so that all trips are included.  The fuel economy 
is calculated by dividing total distance travelled by sum of fuel and electricity use in gallon of 
gasoline equivalent.  The results are provided in Figure 74 and Figure 75 below.  The values of 
MPGe for all kinds of vehicles (EVs and ICEVs) under different operation scenarios (AC on/off, 
different charging scenarios) and travel patterns (speed of VMT) were plotted and the trendline of 
MPGe under different travel patterns were plotted using the LOWESS methods.  The higher the 
MPGe values, the suggested energy efficiencies for the specific vehicles. 
In terms of daily average speeds, two types of BEVs have the best fuel economy in almost 
all cases and more efficient under median speeds (20-40 mph), given the high powertrain 
efficiency and greater potential of regenerative braking in this speed range.  The 100-mile BEVs 
have a lower vehicle mass and a slightly better fuel economy.  The fuel economy of the two types 
of PHEVs varies greatly from low speeds to high speeds, with poor fuel economy under high 
average speeds.  This is probably due to the higher power demand with a heavier vehicle mass and 
the need to charging battery under the combination of high-power demand and low SOC level.  
Another possibility is that the underlining Autonomie model and proposed energy model may 
over-estimate energy use under high speeds, and further calibration of the vehicle simulation 
model may be necessary when more data become available under extreme driving conditions.  
Sufficiently charging the PHEVs through the day can be a remedy of fuel economy decrease under 
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high speeds.  Similar to PHEVs, the energy savings for HEVs is also greater under lower speed 
operation.  The high AC demand will reduce fuel economy for all vehicles in all cases, which 
suggested that energy use will almost certainly increase, regardless of vehicle adopted. 
 
 
(a) AC off scenario 
 
(b) AC on scenario 
Figure 74.  Vehicle fuel economy by daily average speed 
In terms of daily VMT, a similar ranking of fuel economy is observed.  As shown earlier 
in Figure 69, the travel speeds are much higher during long distance trips and the fuel economy of 
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EVs decreases under high speed operation; hence, the energy saving benefits diminish or even 
reversed for long-distance daily travel (>= 50 miles).  Another possibility is the underlining 
Autonomie model and proposed energy model may over-estimate energy use under high speed 
conditions even though the aggregated energy results match with the tested conditions.  Further 
calibration of the vehicle simulation model may be necessary, once additional energy use and 
operation data become available for more extreme driving conditions. 
 
 
(a) AC off scenario 
 
(b) AC on scenario 
Figure 75.  Vehicle fuel economy by daily VMT 
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6.3.4 Cost Saving from EV Adoption 
Finally, the cost savings of different types of EVs was assessed using unit operating cost per mile 
under various cost schemes introduced above.  The total costs from fuel and electricity 
consumption were summed and divided by daily VMT to estimate the costs and benefits of EV 
operation.  The Boxen plot (or letter value box plot) shows the distribution of cent/mile cost saving 
for each vehicle, scenario and cost scheme compared to baseline ICEV (positive value means 
saving).  The median cost saving is highlighted by horizontal line and the area of each box is 
proportional to the fraction of observations within specified cost/mile range. 
 The results suggest that, in most cases, the BEVs, PHEVs, and HEVs can help reduce 
operating costs, except under the high electricity cost with low fuel cost scenario.  As expected, 
cost savings are maximized under the combination of high fuel cost and non-peak charging rates, 
with BEVs saving about 10 cent/mile, PHEVs saving 5-8 cent/mile, and HEVs saving 0-5 
cent/mile.  On the other hand, with low fuel price and peak hour charging, the cost saving from 
BEVs and PHEVs are around 0 cent/mile, while HEVs can still save 1-2 cent/mile under normal 
weather conditions.  The combination of low electricity cost and sufficient charging can increase 
saving from PHEVs, but cost savings drop as electricity costs increase.  The intensive usage of air 
conditioning can lead to lower cost savings for all EVs under high electricity cost cases, and cost 
savings of HEVs are almost negligible in the AC on scenarios.  The cost savings of the two PHEVs 
have the largest variance, which implies that the actual savings vary greatly under various 
combinations of available range and operating conditions.  In conclusion, the benefits of using 
different kinds of EV depending on the adoption scenarios, ambient environment conditions, and 
energy costs.  There is no universal solution for minimizing the operation cost with one kind of 
vehicle under all cases, and the optimal vehicle selection can be based upon the given a 
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combination of vehicle, on-road operations, energy costs, and environment conditions.  Grade will 









Figure 76.  Distribution plots of operating cost per mile by vehicle models,  
scenarios and fuel/electricity cost schemes 
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 The sensitivities of cost per mile versus different daily VMT for BEVs, PHEVs, HEVs, 
and ICEVs are provided in Figure 77, Figure 78, and Figure 79.  Note that the BEV costs are 
insensitive to fuel costs (as they use no fuel).  HEV (series HEVs) and ICEVs costs are insensitive 
to electricity costs.  In general, the unit operation costs were higher under low VMT for BEVs and 
ICEVs.  The cost savings of PHEVs and HEVs varies by implementation scenarios and 
environment conditions.  For HEVs, the trend of operation cost is close to ICEVs under AC on, 
but cost tend to increase with higher VMT if for AC off scenarios.  For PHEVs, the trend under 
sufficiently recharged is similar to BEVs.  The cost increases with daily VMT, if the PHEV 
operates without recharging during the day.  In conclusion, the final cost effectiveness of using 
EVs will depend on the vehicle technology, adoption scenario, energy costs, and ambient 
environmental conditions.  In case studies, there is no universal optimal answer that yields the 
minimum cost; analysts must consider the combined effects of all of these elements. 
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1 cent/mile 7 cent/mile 15 cent/mile 20 cent/mile 
    
(a) 100-mile BEV (Nissan Leaf) 
    
(b) 300-mile BEV (Tesla Model S) 




50-mile PHEV (Chevy Volt) 20-mile PHEV (Prius Prime) 
Low fuel price scenario High fuel price scenario Low fuel price scenario High fuel price scenario 
    
    
    
    
Figure 78.  PHEV cost/mile by daily VMT 
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Low fuel price scenario High fuel price scenario 
  
(a) Parallel HEV (Ford Fusion) 
  
(b) Power-split HEV (Toyota Prius) 
  
(c) Conventional passenger car 
Figure 79.  HEV and ICEV cost/mile by Daily VMT 
6.4 Chapter Summary 
In this Chapter, the cost savings of different EV types were analyzed for a large sample of 
household travel predicted by the Atlanta regional travel demand model.  The selected sample 
included 3,943 households, 6,720 persons, and 28,536 driving trips, and represented a wide range 
of regional travel patterns and on-road operating conditions.  The trip-level information was 
retrieved from the 2017 ABM results, and route choices between predicted O-D pairs were 
generated using Google Direction API.  Energy use (fuel and electricity converted to galls of 
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gasoline equivalent) for each EV type was estimated for all trips and routes across four 
implementation scenarios, ranging from relatively pessimistic to relatively optimistic.  The results 
suggested that the driving range, SOC distribution, energy use, and cost savings are sensitive to 
the specifics of each implementation scenario, and there is no universal best solution that can 
simultaneously address range, energy use, and cost.  The HVAC usage under severe weather 
conditions in general increases energy use and costs, and sufficient recharging during the day can 
help reduce energy use and cost in many cases.  The conclusions drawn in this Chapter should 
encourage researchers, engineers, and policy makers to collect more information on EV 
implementation scenarios and assess how to properly promote various the vehicle technologies 
given differences in local use contexts.  This study can be further improved as follows: 
• Ongoing calibration of the underlining Autonomie simulation and Bayesian Network 
models.  The energy consumption of EVs is sensitive to operating conditions; hence, it is 
essential to calibrate both the underlining full-system simulation and the Bayesian 
simulation inference model, to improve the model goodness-of-fit under a wide range of 
operating conditions (especially extreme driving conditions).  As stated in Section 4.5, the 
current power-split PHEV may significantly over-estimate fuel consumption under high-
speed, low-SOC conditions, which might be addressed with enhanced testing data from on-
road vehicles.  Further research efforts are needed to to collect relevant data and improve 
the energy models. 
• Using dynamic traffic assignment for predicting vehicle trajectories and route choices.  
The routes generated by the Google API can only reflect current travel trends and lack the 
ability to predict potential future conditions and to depict microscopic-level vehicle 
behavior (queuing, ramp spillback, waiting for signals, etc.).  A dynamic traffic assignment 
 208 
model, coupled with the regional travel demand model, may help fill this gap and provide 
higher-resolution operation data for potential alternative transportation scenarios. 
• Improving the travel pattern estimation from Activity-based Model.  The current 
regional ABM model does not predict the fleet composition (vehicle make, model and year) 
at the household-level.  In this study, a new vehicle fleet is assumed, with varying fleet 
penetration rates for the various EV technologies; however, the actual market penetration 
of various EV technologies may vary significantly across regions as different people and 
households have different preferences and tastes towards different vehicles.  Once a fleet 
is embedded in the regional travel demand model, further modeling work can be performed 
to pair vehicle trips with specific vehicles in the ABM modeling process.  These changes 
would allow the ABM to reflect how vehicle choice interacts with tours and trips. 
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK 
The goal of this dissertation was to propose an analytical framework to estimate energy use from 
electric vehicles that operate within large-scale transportation networks.  Activity-based EV 
energy models were proposed, verified, and applied in multiple case studies.  The modeling 
framework covers several widely-used EV technologies, including BEVs, HEVs, PHEVs, and 
FCEVs.  This modeling framework can be used to assess the energy and cost impacts of adopting 
EVs at the regional-level and operating these vehicles on dynamic transportation networks.  The 
framework can also be used at the vehicle-level to assess the energy impacts associated with 
individual vehicle trips and daily household travel on the transportation network. 
7.1 Dissertation Contributions 
The first accomplishment in this study was the production of a representative EV operation and 
energy use dataset via full-system vehicle simulation.  The Department of Energy’s (DOE’s) 
Autonomie model was used to generate energy consumption rates for specific on-road simulations.  
A total of seven EV models were developed in Autonomie to simulate the energy use (fuel and 
electricity) under a wide range of operating conditions. 
The second accomplishment of this dissertation is the development of a scalable EV energy 
modeling framework that replicates full-vehicle simulation results with a reasonable level of detail 
and accuracy.  The modeling framework adopts the EV energy and operation data from Autonomie 
and estimates energy as a function of operating conditions for each type of EV using statistical 
learning methods.  Classification and regression tree (CART) analysis was first applied to the 
simulation output data to generate energy consumption rates under distinct on-road operating 
conditions, as represented by combinations of vehicle speed, acceleration rate, and battery state of 
 210 
charge (SOC).  The research then applied the CART-derived energy consumption rates to link-by-
link traffic attributes predicted by a large-scale regional travel demand model for the Atlanta, GA 
metropolitan area, for a variety of EV market share scenarios.  The model results suggest that if a 
50% PHEV market share can be achieved, more than 30% energy saving can be achieved 
compared to no PHEV scenario without significantly adding to electricity load.   
The energy models were further improved by adopting a statistical-inference model design, 
using a Bayesian Network approach for various EV models, which combine the physical 
knowledge about vehicle operation (how the engine, motor, and batteries work together) and data-
driven energy inferences.  The upper-level vehicle control mode (e.g., engine on and off, electric 
machine motoring or generating) were modeled as a function of vehicle driving conditions using 
generalized linear models.  The lower-level energy consumption was simulated for distinct control 
modes from an upper-level linear regression modeling approach.  The total energy is the 
expectation given the probabilities of the control modes and corresponding energy consumption.  
This proposed EV energy models were verified using a separate testing dataset developed from 
Autonomie simulation results for another set of driving profiles.  The results suggested that the 
proposed simplified model is able to predict full-vehicle energy simulations at relatively high 
accuracy.  In addition, real-world observed operation and energy use data were collected from 
select EV models using on-board diagnostic (OBD) devices to verify the energy prediction from 
the proposed model.  The verification results suggested that the proposed model can predict energy 
use patterns under specific driving conditions.  However, the level-of-accuracy highly depends on 
the representativeness of the underlying Autonomie simulations and the accuracy of collected 
operation data from OBD devices. 
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The third contribution of this dissertation is the methodology to estimate the aggregated-
level energy consumption (total energy use from all vehicles) for large-scale transportation 
networks using link-level inputs.  The linkage between link-level traffic data and energy models 
was proposed and tested with a case study and with a sensitivity analysis.  The model sensitivity 
analysis, including the scatter plots and the variance-based sensitivity analysis (also known as 
“Sobol method”), were performed to identify significant operating factors on energy variation and 
show potential non-linear relationships between energy use and operating parameters.  The 
network-level energy use was then estimated for 20-county Metropolitan Atlanta area using link-
level traffic information include traffic volume and average speed from the network links, vehicle 
types from current market share and random initial battery state-of-charge.  The link-level energy 
consumption with for EV fleet penetration rates are generated for each roadway link and for each 
hour of operation and compared to the baseline no-EV scenario (an EV fleet penetration rate of 
zero) to assess the energy benefits.  The spatial and temporal energy savings show, based on the 
current EV market growth trend, network energy saving are around 4% for the entire Metro Atlanta 
area.  With this approach, the network-level EV energy consumption can be generated and used 
for various transportation studies.  For example, the vehicle-to-grid integration can be analyzed by 
refining the initial SOC distributions by time-of-day under real-world driving and charging 
patterns and splitting the energy supply between fuel and electricity with higher accuracy.  Eco-
driving and eco-routing benefits can also be analyzed using monitored or simulated high-resolution 
vehicle traces.  The life-cycle energy and cost savings can also be performed considering the fuel-
cycle, vehicle-cycle energy, emissions, and cost elements for EVs. 
The fourth contribution of this dissertation is the methodology to estimate disaggregate-
level energy consumption and cost savings for individual households and persons, given their 
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travel information.  In this study, the household travel routines from a typical workday generated 
by the regional activity-based travel demand model (TDM) were used to estimate the energy use, 
driving range, and costs of using EVs.  The Google Direction API was adopted to generate 
network-level link speeds for given departure times and origin-destination pairs provided by TDM 
results.  The link-level energy estimation method was applied to each trip performed by each driver 
in the household to estimate driving range, charging demand, energy use, and operating cost under 
different EV adoption scenarios, ranging from a relatively pessimistic scenario to a relatively 
optimistic scenario.  The cost savings for the different EV types, compared to conventional ICEVs, 
can be assessed for a variety of households and diverse travel patterns.  The results suggested that 
the driving range, SOC distribution, energy use, and cost savings are sensitive to implementation 
scenarios of EVs, and there is no universal best solution that can optimize energy, range, and cost 
at the same time.  The HVAC usage under severe weather conditions will in general increase 
energy use and costs, and sufficient recharging can help reduce energy use and cost in many cases.  
The conclusions drawn in this dissertation encourage researchers, engineers, and policy makers to 
collect more information on EV implementation scenarios and assess vehicle technologies under 
a local and regional context. 
7.2 Limitations and Future Work 
The conclusions and findings from this dissertation were subject to limited data sources, 
assumptions, and current implementation conditions.  The works in this dissertation can be further 
improved by encouraging research efforts on the following aspects: 
 
• Collecting and refining EV operation and energy use data:  Collecting real-world EV 
operation data plays a significant role in understanding EV behavior and energy use 
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patterns.  However, the current scope, detail, and accuracy of monitored EV operating data 
are far from sufficient to fully examine EV use characteristics and obtain highly-confident 
conclusions.  More stakeholders, including vehicle manufacturers, EV owners, 
transportation planners and engineers, need to be involved in the research efforts to collect 
high-fidelity on-road performance data (including SOC) and perform analytical work. 
• Incorporating EV degradation rates: The current analysis on EV energy use does not 
consider any aging factors (i.e., system deterioration) of the EV throughout the life-cycle 
and potential energy efficiency drop due to aging of major vehicle components (e.g., engine, 
motor, transmission).  EV deterioration rates affecting energy use (and therefore well-to-
pump, and pump-to-wheel emissions) should be explored and incorporated into the 
modeling system to account for EV aging. 
• Incorporating EV mileage accumulation over time: Similar to conventional passenger 
vehicles, the annual mileage of an EV is likely to decrease over time given that households 
tend to commute and make longer trips with their newest vehicles.  Mileage accumulation 
for the conventional fleet is typically collected in inspection and maintenance (smog-check) 
programs (EVs are exempt).  Data for EV mileage accumulation over time need to be 
collected through some kind of vehicle registration processes or field measurement to 
obtain better estimates of the actual model year distribution of the on-road EV fleet.  The 
combination of EV mileage accumulation by time and EV degradation factors will greatly 
help increase the accuracy of energy estimation of on-road EV fleet. 
• Developing an on-road vehicle fleet synthesizer: Travel activity and on-road vehicle 
operations are modeled separately from fleet composition.  However, in real-world 
situations, certain types of vehicles are likely to be assigned to specific activities (e.g., EVs 
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are often used for home-based short trips with charging availability at home).  A fleet 
synthesizer is needed to generate the proper fleet composition for certain groups of travel, 
so that the energy use can be accurately predicted using right set of vehicle operation 
characteristics.  Vehicle purchase and household assignment models also need 
improvement, so that EV owners and modeled travel patterns are properly paired. 
• Calibrating Autonomie simulation with latest observed EV data: The overall accuracy 
of the analytical results is constrained by any underlying uncertainty in Autonomie 
simulations.  The current Autonomie simulation model was only calibrated and verified 
using a subset of EV fleets and may not be representative for other EV vehicles, even those 
that share the same vehicle type and powertrain design, due to differences over time in 
computer control strategy software algorithms used in power management.  The underlying 
Autonomie model needs to be calibrated with more EV models available on the market to 
ensure that the energy model is fully representative of the real-world fleet. 
• Improve the travel pattern predictions using advanced transportation models: The 
travel patterns and routes generated in this study mostly rely on modeled travel trends, and 
the level of detail with respect to on-road operating conditions remains limited.  The current 
travel demand model used in this analysis does not predict high-resolution microscopic-
level travel behavior (driving cycles may not be representative of individual vehicle 
operations).  More advanced modeling techniques, such as dynamic traffic assignment or 
even more detailed simulation models, may provide more accurate representations of on-




7.3 Dissertation Implications 
Given the scalability and sensitivity of developed EV modeling framework, research efforts are 
beneficial for addressing some of the emerging research questions: 
1) Assessing the effectiveness of EV policy at the aggregate and disaggregate levels: The 
modeling framework can be applied to predict changes in energy use and cost associated with 
any change in vehicle use predicted by modeled analysis of transportation strategies, such as 
purchase rebates or other EV incentives (e.g., managed lanes access, toll discounts, or free 
parking).  As demonstrated in this study, charging habits, on-road operating conditions, and 
fuel and electricity prices have significant impact on EV cost savings. 
2) Assessing the impact of infrastructure planning and design on EV utility:  Increasing the 
availability of home charging and improving the network of charging stations will change EV 
adoption and use patterns.  As demonstrated in Chapter 6, vehicle charging demand varies by 
time, operating conditions, and ambient environment.  Factoring those attributes into 
infrastructure planning and design will assist in the proper evaluation of infrastructure-side 
planning efforts. 
3) Assessing the benefits of potential technology application on electric vehicles:  
Implementing eco-driving and eco-routing strategies, adopting autonomous systems, and 
improving drivetrain management (e.g., integration of GPS and driving cycle prediction) can 
reduce fuel use and operating costs.  Given that the EV model can predict energy use for 
second-by-second vehicle trajectories, the microscopic-level simulation can help policy 
makers understand the potential benefits of vehicle technology improvements. 
4) Improving criteria pollutant (NOx, VOC, PM, etc.) modeling:  The numbers of engine 
starts, engine soak time distributions, and potential brake wear during regenerative braking can 
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be integrated into the modeling system using the same approaches implemented in this research.  
In its VSP modeling approach, MOVES tool already predicts energy use first and emissions as 
a function of energy used.  The modeling framework can be readily expanded to develop 
criteria pollutant emissions to accompany the energy use rates developed in this research.  
Emissions are likely to be a further function of on-road operating conditions, engine/motor 
related attributes, onboard emissions control systems, etc.  Integration of criteria pollutant 
emissions for these EVs is a promising future research topic, which also linked to air quality, 
health impact assessment, and climate-related analysis. 
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APPENDIX A.  ESTIMATED ENERGY MODELS FROM BAYESIAN 
NETWORK APPROACH 
1. 100-mile BEV 
!" = 0, !& = {
1	(+,- ≥ 0)
0	(+,- < 0) 
12324 = {
1.95 ∗ +,- + 929.03	(+,- ≥ 0)
1.32 ∗ +,- + 764.41	(+,- < 0) 
 
2. 300-mile BEV 
!" = 0, !& = {
1	(+,- ≥ 0)
0	(+,- < 0) 
12324 = {
2.65 ∗ +,- + 688.61	(+,- ≥ 0)
1.78 ∗ +,- + 624.28	(+,- < 0) 
 
3. FCEV 
!" = 1, !& = {
1	(+,- ≥ 0)
0	(+,- < 0) 
1@A23 = {−1.29 ∗ 10
C ∗ DE! + 4.03 ∗ +,- + 97,903.30	(+,- ≥ 0)
3892.00	(+,- < 0)  
12324 = {
1.07 ∗ 10F ∗ DE! + 1.48 ∗ +,- − 0.376 ∗ 1@A23 − 4848.27	(+,- ≥ 0)
3.81 ∗ 10G ∗ DE! + 0.797 ∗ +,- − 0.302 ∗ 1@A23 − 3029.3	(+,- < 0)
 
 
4. Parallel HEV 
-(!" = 1) =
1
1 + HI-	(−J) 
J = −2.67 ∗ (DE! ≥ 0.5) + 1.55 ∗ (0.45 ≤ DE! < 0.5) + 
1.82 ∗ (DE! < 0.45) + 9.46 ∗ 10LC ∗ +,- + 0.691 
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⎧ 0.699 ∗ (DE! < 0.45) ∗ (D-HHR < 3.7) ∗ (+,- < 0)0.371 ∗ (DE! < 0.45) ∗ (D-HHR < 3.7) ∗ (+,- ≥ 0)
0.097 ∗ (DE! < 0.45) ∗ (D-HHR ≥ 3.7) ∗ (+,- < 230)
0.018 ∗ (DE! < 0.45) ∗ (D-HHR ≥ 3.7) ∗ (+,- ≥ 230)
0.925 ∗ (DE! ≥ 0.45) ∗ (D-HHR < 3.7) ∗ (+,- < −100)
0.038 ∗ (DE! ≥ 0.45) ∗ (D-HHR ≥ 3.7) ∗ (+,- < −100)
0.668 ∗ (DE! ≥ 0.45) ∗ (+,- ≥ −100) ∗ (+,- < 0)








⎧ 0			(!" = 0)−4.21 ∗ 10F ∗ DE! + 3.97 ∗ +,- + 25795.59			(!" = 1, !&M = 1)
805.21 ∗ (+,- < 0) +







⎧ 	1.27 ∗ +,- + 550.86			(!" = 0, !&" = 0)1.96 ∗ +,- + 570.97			(!" = 0, !&" = 1)
(2.97 ∗ 10F ∗ DE! + 0.234 ∗ +,- − 12,204.64) ∗ (DE! ≥ 0.45) +
(0.224 ∗ +,- + 484.24) ∗ (DE! < 0.45)			(!" = 1, !&M = 1)
(2.32 ∗ 10G ∗ DE! + 1.33 ∗ +,- − 385.5) ∗ (+,- < 0) +
(8.56 ∗ 10F ∗ DE! − 38,795.65) ∗ (+,- ≥ 0)			(!" = 1, !&M = 0)
 
 
5. Series PHEV 
-(!" = 1) =
1
1 + HI-	(−J) 
J = −3.06 ∗ (DE! ≥ 0.3) + 8.08 ∗ 10L& ∗ D-HHR + 3.76 ∗ 10LC ∗ max{+,-W, +,-WL", +,-WL&}
+ 1.66 ∗ 10LC ∗ min{+,-W, +,-WL", +,-WL&} − 2.27 
Where t is the current time step in second. 
-(!&M = 1) =
1
1 + exp(−+) 
+ = −2.41 ∗ 10LF ∗ +,- + 0.0458 
!&" = {
1	(+,- ≥ 0)







⎧ 0			(!" = 0)−2.75 ∗ 10C ∗ (DE! ≥ 0.36) − 9.09 ∗ 10C ∗ DE! ∗ (DE! < 0.36) +
4.75 ∗ +,- + 288,932.84		(!" = 1, !&M = 1)
−1.18 ∗ 10] ∗ DE! ∗ (DE! < 0.3) − 3.55 ∗ 10C ∗ (DE! > 0.3) +








⎧ 	1.56 ∗ +,- + 538.26			(!" = 0, !&" = 0)2.28 ∗ +,- + 476.19		(!" = 0, !&" = 1)
7.80 ∗ 10F ∗ (DE! ≥ 0.36) + 2.58 ∗ 10C ∗ DE! ∗ (DE! < 0.36) + 0.139 ∗ +,- − 78,908.85
(!" = 1, !&M = 1)
2.25 ∗ 10C ∗ DE! ∗ (DE! < 0.3) + 6.75 ∗ 10F ∗ (DE! > 0.3) −
1.79 ∗ +,- − 75,129.88		(!" = 1, !&M = 0)
 
 
6. Power-split PHEV 
-(!" = 1) =
1
1 + HI-	(−J) 
J = −2.68 ∗ (DE! ≥ 0.3) + 4.24 ∗ 10L& ∗ D-HHR + 9.16 ∗ 10LC ∗ max{+,-W, +,-WL", +,-WL&}
+ 1.65 ∗ 10LC ∗ min{+,-W, +,-WL", +,-WL&} − 1.94 
Where t is the current time step in second. 
-(!&M = 1) =
1
1 + exp(−+) 
+ = −0.117 ∗ D-HHR − 2.81 ∗ 10LF ∗ +,- + 0.0420 
!&" = {
1	(+,- ≥ 0)






⎧ 0			(!" = 0)−3.39 ∗ 10C ∗ (DE! ≥ 0.36) − 1.17 ∗ 10] ∗ DE! ∗ (DE! < 0.36) +
3.36 ∗ +,- + 363,839.00	(!" = 1, !&M = 1)
−2.03 ∗ 10C ∗ DE! ∗ (DE! < 0.3) − 2.77 ∗ 10C ∗ DE! ∗ (0.3 ≤ DE! < 0.36)
−7.17 ∗ 10F ∗ (DE! ≥ 0.36) +









⎧ 	1.33 ∗ +,- + 346.42			(!" = 0, !&" = 0)2.45 ∗ +,- + 144.39			(!" = 0, !&" = 1)
1.70 ∗ 10C ∗ (DE! ≥ 0.36) + 5.79 ∗ 10C ∗ DE! ∗ (DE! < 0.36) + 0.558 ∗ +,- − 173,651.62
		(!" = 1, !&M = 1)
3.48 ∗ 10& ∗ D-HHR − 6.92 ∗ 10F ∗ DE! ∗ (DE! < 0.3) − 3.37 ∗ 10F ∗ DE! ∗ (0.3 ≤ DE! < 0.36) −
1.47 ∗ 10F ∗ (DE! ≥ 0.36) − 0.351 ∗ +,- + 3,199.50			(!" = 1, !&M = 0)
 
 
7. Power-split HEV 
-(!" = 1) =
1
1 + HI-	(−J) 
J = −1.778 ∗ (SOC ≥ 0.5) − 0.031 ∗ D-HHR + 4.22 ∗ 10LF ∗ +,- − 0.225 
-(!&M = 1) =
1
1 + exp(−+) 
+ = −0.136 ∗ D-HHR − 3.11 ∗ 10LF ∗ +,- + 0.325 
!&" = {
1	(+,- ≥ 0)






⎧ 0			(!" = 0)−4.73 ∗ 10F ∗ (DE! ≥ 0.5) − 9.01 ∗ 10F ∗ DE! ∗ (DE! < 0.5) +
4.31 ∗ +,- + 50467.53	(!" = 1, !&M = 1)
−7.19 ∗ 10F ∗ DE! ∗ (DE! < 0.4) − 7.64 ∗ 10F ∗ DE! ∗ (0.4 ≤ DE! < 0.6)
−4.38 ∗ 10F ∗ (DE! ≥ 0.6) +










⎧ −1.035 ∗ 10
F ∗ (SOC ≥ 0.5) − 1.851 ∗ 10F ∗ DE! ∗ (DE! < 0.5)
+	1.28 ∗ +,- + 11660.53	(!" = 0, !&" = 0)
2.55 ∗ +,- + 609.69			(!" = 0, !&" = 1)
3.06 ∗ 10F ∗ DE! ∗ (DE! < 0.4) − 2.93 ∗ 10F ∗ DE! ∗ (0.4 ≤ DE! < 0.6)
+1.78 ∗ 10F ∗ (DE! ≥ 0.6) + 1062.09 ∗ bcc − 173,651.62
		(!" = 1, !&M = 1)
1.05 ∗ 10& ∗ D-HHR + 2.28 ∗ 10F ∗ DE! ∗ (DE! < 0.4) + 2.48 ∗ 10F ∗ DE! ∗ (0.4 ≤ DE! < 0.6)





APPENDIX B.  LIST OF AUTONOMIE SIMULATED ATTRIBUTES 
Generic Attributes Explanation 
time(s) Time series in seconds 
SOC State of charge between 0 and 1 
Speed(m/s) Vehicle speed in m/s 
Speed(mph) Vehicle speed in mph 
Acceleration(mph/s) Vehicle acceleration in mph/s 
tracpower(watt) Vehicle tractive power 
VSP Vehicle specific power = tractive power / vehicle weight in metric tons 
cum_elec(J) Cumulative electricity consumption in Joule 
elec_energy(J) Instantaneous electricity consumption 
road_grade(rad) Road grade 
torque_demand(Nm) Torque demand at the wheel 
ess_current Battery open circuit current in amp 
ess_volt Battery open circuit volt 
mot_command Motor on/off indicator 
mot_torque(Nm) Motor torque output in Nm 
mot_speed(rad/s) Motor rotation speed in rad/s 
veh_weight Vehicle weight in kg 
battery_size(Ah) Battery size in Ah 
SOC_max Maximum SOC 
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SOC_min Minimum SOC 





HEV specific Explanation 
fuelrate(kg/s) gasoline consumption rate 
eng_on Engine on and off status 
engine_speed(rad/s) Engine speed 
engine_torque(Nm) Engine torque 
mot2_command Motor2 on/off indicator 
mot2_torque(Nm) Motor2 torque output in Nm 
mot2_speed(rad/s) Motor2 rotation speed in rad/s 
 
Fuel cell specific Explanation 
fuelrate(kg/s) Hydrogen consumption rate 
fc_command_pwr(watt) Fuel cell power output required by control system 
fc_on Fuel cell on and off status 
fc_temp_coeff 
Normalized fuel cell temperature.  High temperature is the ideal condition 
for fuel cell 
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