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Abstract
This work investigates the class of prime star multiplexes, in which each of its layers i, i =
1, 2, . . . M , consists of a regular cycle graph where any node has 2Ji neighbors. In a process that
does not affect the cyclic topology, it is assumed that, before the multiplex is assembled, the nodes
are labeled differently in each individual layer. As the setup requires that all representations of
the same node in the different M layers must be linked by inter-layers connections, the resulting
multiplex pattern can be highly complex. This can be better visualized if one assumes that in
one layer the nodes are labeled in the sequentially ascending order and that the nodes with the
same label are drawn on the top of the other, so that all inter-layer connections are represented by
vertical lines. In such cases, the other M − 1 layers are characterized by long distance shortcuts.
As a consequence, in spite of sharing the same internal topological structure, the multiplex ends
up with very dissimilar layers. For prime number of nodes, a regular star geometry arises by
requiring that the neighbor labels of the M − 1 layers differ by a constant value pi > 1. For
M = 2, we use analytical and numerical approaches to provide a thorough characterization of
the multiplex topological properties, of the inter layer dissimilarity, and of the diffusive dynamical
processes taking place on them. For the sake of definitiveness, it is considered that each node in
the sequentially labeled layer is characterized by J1 ≥ 1. In the other layer, we fix J2 ≡ 1, while
p > 1 becomes a proxy of layer dissimilarity.
∗ alfonso.allen.perkins@gmail.com
† randrade@ufba.br
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I. INTRODUCTION
In the last decade, the investigation of multilayer structures made evident their usefulness
in characterizing several properties of actual real-world systems [1–4]. By allowing for the
description of more than one kind of interaction (embedded in distinct layers) among the
systems agents described by the network nodes, they deeply impacted the study of structural
and dynamical aspects of social [5–8], biochemical [3, 9], and transportation systems [10, 11],
among others. These include, for instance, clustering and community partition [1, 12–
16], synchronization [17–20], diffusive behavior [21–25] or pattern formation [26–28]. Most
of these studies focus on arrangements where the same nodes are present in all layers of
interaction, denoted as multiplex networks [29].
One major issue in this theme is to understand how the properties of multilayer structures
depend on the network dissimilarity among its individual layers [23, 30–32]. In fact, con-
flicting or converging individual properties of each layer are expressed differently when they
are joint together. The large diversity in the properties of single networks as well as in the
possible ways to define assembling rules avoids the obtention of general results. Indeed, the
current research scenario is still strongly devoted to identifying particular sets of networks
and arrangements rules able to identify multilayers with particular properties observed in
the analysis of actual systems.
We understand that a promising strategy to address this task is to start with topologically
simple layers that allow to analytical expressions for the properties of multilayer networks.
Among many advantages, this makes it easier to discern important measures to properly
characterize the most important properties defining multilayer classes. Once such measures
are well succeeded in identifying emerging geometrical properties of simple systems, they
might well be suitable to analyze general networks.
Following these guidelines, in this work we investigate and characterize structural and dy-
namical properties of the class of prime star multiplex networks, where all layers are elements
of a two-parameter sub-family of regular one dimensional cycles. Despite the apparently lack
of flexibility offered by such configurations, we show how to assemble multiplexes with very
different properties by adequately tuning the two free parameters. Also, the parameter
choices are properly related to a measure of layer dissimilarity, making it possible to obtain
a desired association between dissimilarity and multiplex properties.
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In the first layer, the number of neighbors of any node defines the first parameter. The
second layer, albeit consisting of a cycle with just two neighbors per node, stays under
influence of the second parameter, which controls the choice of labels associated to the
neighbors of each node. As multiplexes necessarily include inter-layer edges between the
representation of a node in each pair of layers, the action of this parameter is sufficient to
cause a strong dissimilarity between the layers, directly impacting the resulting multiplex
properties. By imposing that the labels of neighboring nodes have a fixed difference, the
simple cyclic topology remains preserved only if the number of nodes in the selected sub-
family is prime.
The paper is organized as follows. In section II we present the properties of individual
layers, the different way of assembling the multiplex, and general formulation of diffusive
dynamics in multiplexes. Section III discusses the relevant measures to quantitatively char-
acterize the resulting structures and diffusive processes occurring on them. In section IV
several analytical results are presented taking into account specific mathematical properties
valid for the layers. They are complemented by several graphs obtained from the numerical
evaluation of the derived expressions. Finally, our conclusions are summarized in section V.
II. PRIME STARS MULTIPLEXES
A. Prime stars and interacting cycle graphs
Let G(V,E) be a simple (undirected and unweighted) graph without self-loops, where
V and E represent, respectively, the set of nodes and the set of links. Let N denote the
number of nodes of G and let A be the adjacency matrix of G, the elements of which are
given by (A)ij = (A)ji = 1 if nodes i and j 6= i are connected, and 0 otherwise. The degree
of the node i is given by ki =
∑N
m=1 = (A)im.
We denote a N−ring topology G in which each node is connected to its J left and J right
nearest nodes as interacting cycle graph. Thus, when J = 1, an interacting cycle is a cycle
graph and, for odd N and J = (N − 1)/2, it becomes a complete graph. Interacting cycles
are regular graphs, i.e., all nodes have the same degree k ≡ ki = 2J for i ∈ G.
Let 1 ≤ i ≤ N represent the label of a given node in G. In the case of cycle graphs,
the nodes are usually labeled according to the simple rule illustrated in Fig. 1a: node
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i = 1 + j (modN) is connected to nodes i+ 1 and i− 1, where ”mod” refers to the modulo
operation and 0 ≤ j ≤ N − 1.
For the purposes of this work, it is important to consider that, for a cycle graph with
prime N > 2 number of nodes, alternative choices of node labels can be used based on the
following definition of the adjacency matrix: (A)ij = (A)ji = 1 if |i− j| = p or N − p,
and 0 otherwise, for 1 ≤ p ≤ (N − 1)/2. Fig. 1b indicates that this rule is valid once, as
required, it does not change the cycle graph topology. However, if one draws the nodes in
the usual sequential clockwise order as in panel (a), the edges connecting the nodes with
new labels give rise to regular geometrical figures identified as stars, as shown in Fig. 1c and
d. Therefore, throughout this work these arrangements will be identified as (N, p)−prime
stars. We remind that the (N, p = 1)− prime star corresponds to the usual labeling in
Fig. 1a.
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FIG. 1: Examples of prime stars with N = 11 nodes. (a) p = 1 (b) p = 3 (c) p = 3 (d)
p = 4. To display the nodes of prime stars in (a), (c) and (d) the same circular clockwise
layout is used. However, for the sake of clarity, we only label the nodes in panels (a) and
(b).
The adjacency matrices for all interacting cycle graphs and for all (N, p)− prime stars
satisfy the following conditions:
(i) They are circulant, i.e., all the elements (A)ij that meet the condition |i− j| = m are
equal, for 0 ≤ m ≤ N − 1.
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(ii) All the elements (A)ij with j − i = m are equal to those with j − i = N − m, for
0 ≤ m ≤ (N − 1)/2.
Let us consider a generic N × N matrix X satisfying conditions (i) and (ii). Then, its
elements are as follows:
X =


x0 x1 x2 · · · x3 x2 x1
x1 x0 x1 · · · x4 x3 x2
x2 x1 x0 · · · x5 x4 x3
...
...
...
. . .
...
...
...
x3 x4 x5 · · · x0 x1 x2
x2 x3 x4 · · · x1 x0 x1
x1 x2 x3 · · · x2 x1 x0


, (1)
where, in general, xm ∈ C for 0 ≤ m ≤ (N − 1)/2. By definition, in the case of the
adjacency matrices of interacting cycles and prime stars, xm ∈ {0, 1} for m 6= 0 and x0 = 0,
and
∑(N−1)/2
m=1 xm = k = 2J . Consequently, for a given value of J , due to the condition
k = 2J , such adjacency matrices are well defined by only (N − 3)/2 elements xm for 1 ≤
m ≤ (N − 1)/2. For instance, the adjacency matrix of cycle graphs has elements x1 = 1
and the remaining ones are equal to zero, whereas in the case of complete graphs all the
elements of the adjacency matrix are equal to one, except x0 = 0.
B. Multiplexes
Let us consider a multiplexM with N nodes and M layers. Let Aα = (Aα)ij denote the
adjacency matrix for the αth layer with 1 ≤ α ≤ M . In this work we focus on multiplexes
M whose layers are undirected and unweighted, and contain no self-loops, i.e., (Aα)ij =
(Aα)ji = 1 if there is a link between the nodes i and j in the layer α (and i 6= j), and 0
otherwise.
Let us now define the NM ×NM supra-adjacency matrix of M as follows
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AM =


A1 I · · · I
I A2 · · · I
...
...
. . .
...
I I · · · AM


, (2)
where I represents the N×N identity matrix. This representation of the link structure of the
multiplex is equivalent to a monolayer weighted network in which the node f = i+(λ−1)N
(with i = 1, · · · , N) describes the node i at the λth layer of M. Besides that, it is easy to
see that each node i is linked to its counterparts in other layers.
Now let us consider a multiplex network M with N nodes and M layers such that at
least one of them is a prime star with parameter pi > 1, and all the others are interacting
cycle graphs with parameter Ji. We denote such systems as prime stars multiplexes. For
the sake of simplicity, in the rest of the work we restrict the discussion to the conditions
M = 2, (J1, p1) = (1, p), and (J2, p2) = (J, 1). In Fig. 2 we show two examples of such
arrangements, using the layout presented in Fig. 1c and d to represent the prime star layers.
This is the customary layout that puts a given node and all of its counterparts on top of the
other, in such a way that all inter-layer connections are represented by vertical lines linking
the different multiplex layers.
(a) (b)
FIG. 2: Examples of multiplex prime stars with N = 7 nodes: J = 1 and p = 2 (a), and
J = 2 and p = 3 (b).
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C. Diffusion on multiplex
Let ~x be a NM × 1 state (column) vector whose entry i+ (α− 1)N (with i = 1, · · · , N)
describes the concentration of a generic flowing quantity at time t on node i at the αth layer,
(xα)i. The diffusion equation in matrix form reads
d~x(t)
dt
= −LM~x(t), (3)
where
LM = Lℓ + Lx (4)
denotes the NM × NM combinatorial supra-Laplacian matrix defined in [22, 23, 35, 36]
formed by two terms: Lℓ and Lx represent, respectively, the intra-layer and the inter-layer
supra-Laplacian matrices expressed as
Lℓ =


D1L1
D2L2
. . .
DMLM


, (5)
and
Lx =


∑
αD1αI −D12I · · · −D1MI
−D21I
∑
αD2αI · · · −D2MI
...
...
. . .
...
−DM1I −DM2I · · ·
∑
αDMαI


. (6)
The diagonal blocks of Lℓ are given by the product of the intra-layer diffusion constant in
the αth layerDα and Lα, which is the usual N×N Laplacian matrix of the layer α. Its matrix
elements are (Lα)ij = (kα)i δij − (Aα)ij , where (kα)i represents the degree of node i with
respect to its connections with other vertices in the same layer α, and δij is the Kronecker
delta function. In Lx, Dαβ (with α, β ∈ {1, · · · ,M} and β 6= α) indicates the inter-layer
diffusion constant between the αth and βth layers, and I corresponds to the N ×N identity
matrix defined in (2). For the sake of simplicity, we will consider only diffusion processes
where Dαβ = Dβα, so that Lx and LM are symmetric matrices. We remark that our results
7
for multiplex diffusion are based on the edge-centric description of the process. Other node-
centric processes, which are not based on the use of the combinatorial supra-Laplacian as
defined by Eqs. (4-6), will not be considered.
Interestingly, due to the circulant property of the adjacency matrices A of interacting
cycles and prime stars, their respective Laplacian matrices L as well as the corresponding
blocks of the supra-adjacency and supra-Laplacian matrices AM and LM associated to the
prime-stars multiplexes also satisfy (1).
III. RELEVANT MEASURES
To characterize structural and diffusive properties of the multiplexes investigated in this
work, in this section we present a brief description of the following relevant quantitative
measures: edge overlap, network dissimilarity, and algebraic connectivity.
Starting with a formal definitions related with graph theory, a path of length ℓ in G
is a set of nodes i1, i2, · · · , iℓ, iℓ+1 such that for all 1 ≤ r ≤ ℓ, (ir, ir+1) ∈ E with no
repeated nodes. We consider that there is a path between every pair of vertices i, j ∈ V .
The shortest-path dG(i, j) is defined as the length of the shortest path connecting the nodes
i and j. The network diameter is defined as DG = maxi,j dG(i, j).
Given any two networks α and β with the same number of nodes N , it is also possible to
define the fraction of connected pairs i and j that are linked in both networks, i.e., the edge
overlap, denoted by w. Following [23], we measure w as follows:
w =
∑N
i=1
∑N
j>i (Aα)ij (Aβ)ij∑N
i=1
∑N
j>i
(
(Aα)ij + (Aβ)ij − (Aα)ij (Aβ)ij
) , (7)
where Aα and Aβ are the corresponding adjacency matrices of α and β.
For the purposes of this work, we also use a measure of network dissimilarity to charac-
terize how different the multiplex layers are. Here we adopt dissimilarity measure provided
by the topological distance δ, defined for any two networks α and β with the same number
of nodes N as [32, 33]:
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δ2 =
1
N(N − 1)
N∑
i=1
N∑
j=1


(
V̂α
)
ij
Dα
−
(
V̂β
)
ij
Dβ


2
. (8)
Here, V̂α and V̂β represent the neighborhood matrices of each network [33, 34], the elements
of which are defined by
(
V̂G
)
ij
= dG(i, j). As expected, the larger the distance δ, the more
different the elements are. We observe that, although many other dissimilarity measures
have been introduced in the literature (see for instance, the definition of layer difference
presented in [31]), the features captured by the adopted function δ are relevant for our
work. We also remind that, if Aα displays the circulant structure (1), the same is also
observed for the corresponding neighborhood matrix V̂α.
The algebraic connectivity of the supra-Laplacian matrix LM is defined as its second-
smallest eigenvalue and denoted here as Λ2 [37]. It characterizes the time of convergence
of the diffusion process τM, which is given by τM ∼ 1/Λ2 [22, 23, 25]. To emphasize the
inter-layer diffusion process and simplify the notation, we choose the diffusion coefficients
D1 = D2 = 1 and D12/Dα = Dx for α ∈ {1, 2} [22, 23, 25].
IV. RESULTS
A. Edge overlap and layer dissimilarity
We start the section presenting the measures of edge overlap, taking into account of the
circulant property (1). After conducting the necessary manipulations, in the case of an
interacting cycle graph and a prime star it is possible to reduce Eq. (7) to the following
expression
w =

1/J for p ≤ J0 otherwise . (9)
This result calls the attention to two geometrical properties, which can also be be easily
identified by inspection: no edge overlap exists if p > J and, provided this condition is not
satisfied, the fraction of overlapping edges depends only on J , not on p. Also, it shows that
interacting cycles and prime stars are equivalent (i.e., w = 1) only when Jp = 1.
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FIG. 3: Dependence of the network dissimilarity δ on J and p for interacting cycles and
prime stars with N = 67 (a) and N = 257 nodes (b).
Regarding the evaluation of layer dissimilarity, we have to consider in Eq. (8) that α and
β represent, respectively, an interacting cycle graph and a prime star. In the case of α, the
elements of V̂α are defined by v
α
m ≡ xm = ⌈m/J⌉ for 1 ≤ m ≤ (N − 1)/2, where ⌈.⌉ is the
ceil function. In the case of β, the elements of V̂α are determined by v
β
m ≡ xm = d for
m =

min (j, N + 2− j)− 1 for dp+ 1 (modN) 6= 01 otherwise , (10)
where j = dp+1 (modN), 1 ≤ d ≤ (N−1)/2, and min denotes the minimum value of a set of
elements. As expected, when p = 1 we obtain vβm = m from (10). On the other hand, ifN > 2
is a prime number, the diameters of α and β are given respectively by Dα = ⌈(N − 1)/(2J)⌉
and Dβ = (N−1)/2. Therefore, according to (8), the adopted dissimilarity measure between
an interacting cycle graph and a prime star layers are expressed by
δ2 =
2
N − 1
(N−1)/2∑
m=1
( ⌈m/J⌉
⌈(N − 1)/(2J)⌉ −
2vβm
N − 1
)2
, (11)
for Jp 6= 1, and zero otherwise. In Fig. 3 we show two examples of the dependence of the
network dissimilarity δ on J and p for interacting cycles and prime stars.
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A first feature to be noticed is that, independently of the value of N , δ occur in different
ranges when p > 1 (0.28 <∼ δ <∼ 0.5) and p = 1 (0 ≤ δ <∼ 0.28). In this last case,
the condition δ = 0 is valid only for two identical layers corresponding to J = 1. Next
we observe the presence of several horizontal stripes, characterized by δ ≈ 0.45 on the
bottom and decreasing to δ ≈ 0.3 on the top. The values of J at which the limits of each
stripe can be identified are J ≃ (N − 1)/2ℓ, for some integer values of ℓ. As J and p are
integers, the number of identifiable stripes increase with respect to N . Superimposed to the
dominating horizontal pattern, we identify several vertical lines characterized by distinct
values of δ which, depending on the range of J , can be larger or smaller than those at
their immediate neighborhood. Both the horizontal and vertical discontinuities are directly
related to the presence of the modulo operation and of the ceil function in Eq. (11), while
the specific dependences also explain why, for a given N and J , it is possible to obtain
the same value of δ for different values of p. For instance, taking N = 11 and J = 1,
δ(N, J, p = 3) = δ(N, J, p = 4) ≈ 0.44. Our results in the last part of this section show
that the vertical stripes at specific values of p also influence the algebraic connectivity of
the multiplexes.
The comparison between figures 3a and b suggest the scale invariance of the resulting
patterns with respect to the number of nodes. Although they become clearer for larger
values of N , we use smaller values of N to identify some specific aspects that become
more visible in a coarse grained view. Thus it is possible to realize that, given two system
sizes N1 and N2 6= N1, respectively, the corresponding values of δ for interacting cycles
and prime stars with size Nα and parameter combinations (Jα, pα) (where α ∈ {1, 2} and
Jα, pα ∈ N) are approximately equal if (i) J1 ≈ J2(N1 − 1)/(N2 − 1) ≈ J2N1/N2 and (ii)
p1 ≈ p2(N1 − 1)/(N2 − 1) ≈ p2N1/N2 (note that, since N1 and N2 are prime numbers,
N1/N2 /∈ Z). For instance, it is possible to identify in both panels the diagonal line at
Jα = pα, the vertical stripes at pα = 1 and pα ≈ (Nα − 1)/3, and the horizontal line at
Jα ≈ (Nα − 1)/4, among many others.
B. Algebraic connectivity
Here we treat analytically the algebraic connectivity of the supra-Laplacian matrix, taking
into account that the blocks of LM are circulant and making use of general analytical
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expressions for the eigenvalues and eigenvectors of such matrices [38]. For the conditions
stated above, and considering the definition Cα = Lα+DxI, it is possible to write down the
general expression
F−1

 C1 −DxI
−DxI C2

F =

 Ξ1 −DxI
−DxI Ξ2

 , (12)
where F is a 2N × 2N block-diagonal matrix formed by two identical N × N hermitian U
matrices, with elements (U)ij = ω
(i−1)(j−1)/
√
N , ω ≡ exp(−i2π/N), and i = √−1. On the
other hand, Ξα = diag (ξ1,α, · · · , ξN,α), and ξm,α are the eigenvalues of Cα. In the case of
interacting cycles, the eigenvalues of C1 are
ξm,1 = Dx + A
1
m = Dx + 2 (J + 1)− 2
sin
(
(J + 1)π(m−1)
N
)
cos
(
J π(m−1)
N
)
sin
(
π(m−1)
N
) (13)
for 1 < m ≤ N , and ξm,1 = Dx for m = 1. On the other hand, in the case of prime stars,
the eigenvalues of C2 are
ξm,2 = Dx + A
2
m = Dx + 2− 2 cos
(
p
2π(m− 1)
N
)
, (14)
for 1 ≤ m ≤ N . Since the matrices −DxI and (Ξ2 − µmI) conmute, the eigenvalues of LM
can be obtained as:
σ2m−1 =
ξm,1 + ξm,2 +
√
(ξm,1 − ξm,2)2 + 4D2x
2
, (15)
and
σ2m =
ξm,1 + ξm,2 −
√
(ξm,1 − ξm,2)2 + 4D2x
2
, (16)
for m ∈ {1, · · · , N}. Note that the eigenvalues σm are not ordered from smallest to largest
and vice versa (for instance, when m = 1, σ2 = 0). According to (15) and (16), Λ2 depends
on the values of Dx, N , J and p. When Dx ≪ 1, Λ2 = σ1 = 2Dx, as previously reported in
the literature (see Fig. 4 for an example). On the other hand, when Dx ≫ 1, it is possible
to see that Λ2 = σ2c < σ2c−1 where c ∈ {2, · · · , N} is the natural number that minimizes
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σ2c. As expected, in the limit of Dx → ∞, this value of Λ2 converges to the algebraic
connectivity of the Laplacian matrix L¯ = (L1 + L2)/2, which represents the superposition
of the two layers. These aspects are shown Fig. 4 for different parameter choices. For
the sake of a better visualization, we use a small value N = 11. It is also possible to
see that, when Dx ≫ 1, given a (N, p)−combination, the larger the value of J , the larger
Λ2. Adding extra connections to the interacting cycle graph speeds up the diffusion in that
layer, and, consequently, it reduces the time of convergence of the multiplex diffusion process
τM ∼ 1/Λ2.
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FIG. 4: Dependence of Λ2 on Dx for prime star multiplex networks with N = 11 nodes,
when J = 2 (a) and J = 4 (b): p = 1 (circles), p = 2 (diamonds), p = 3 (triangles), p = 4
(bars), and p = 5 (crosses). Black dashed line represents 2Dx, whereas dotted lines show
the algebraic connectivity of L¯ for each (J, p)−combination.
To better appreciate the dependence of Λ2 for large values of N , it is convenient to
consider the asymptotic values of Λ2 obtained in the limit of large interlayer coupling. When
Dx →∞, (ξm,1 − ξm,2)2 + 4D2x → 4D2x, and it is possible to write
ΛA2 (N, J, p) ≡ lim
Dx→∞
Λ2 = lim
Dx→∞
λ2c =
A1c + A
2
c
2
= 2 + J − cos
(
p
2π(c− 1)
N
)
−
sin
(
(J + 1)π(c−1)
N
)
cos
(
J π(c−1)
N
)
sin
(
π(c−1)
N
) , (17)
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where c ∈ {2, · · · , N} is the natural number that minimizes (17). As an example, in Fig. 5
we show the dependence of ΛA2 on J and p for N = 61 and N = 127. As can be observed,
for any given value of p and N , if J1 < J2, Λ
A
2 (N, J1, p) < Λ
A
2 (N, J2, p). On the other hand,
for a given N and J , the monotonic dependence of ΛA2 (N, J, p) on p is not is not guaranteed.
Indeed, when J = (N − 1)/2 (i.e., when the interacting cycle is a complete graph), for any
given p, the value of ΛA2 (N, (N − 1)/2, p) = 1 + (N/2)− cos(2π/N) is constant.
Λ A
2
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2.5 p
102030
δ
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0.40
(a)
Λ A
2
0.0
0.8 p2550
δ
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0.16
0.24
0.32
0.40
(b)
FIG. 5: Dependence of ΛA2 on J , p and δ for prime stars multiplex with N = 61 (a) and
N = 127 nodes (b): J = 1 (red solid line), J = 2 (black dash-dot-dotted line), J = 3 (green
dashed line), J = 4 (blue dash-dotted line), and J = 5 (magenta dotted line). Red arrows
locate the relative minimum value of δ at p ≈ (N − 1)/3, when J ∼ 1.
In Fig. 5 it is also possible to follow the dependence between ΛA2 and δ. The obtained
curves for any chosen value of J clearly indicate a complex, non-monotonic behavior among
ΛA2 , p and δ. Indeed, once the interacting cycle’s topology is defined, increasing the network
dissimilarity between the layers of the prime star multiplex does not guarantee that ΛA2 will
also increase. As can be observed even for the simplest case J = 1, in which both layers
correspond to a cycle graph, an increase in δ does not necessarily lead to an increase in
ΛA2 . This non-monotonic trend was previously observed in [32], when analyzing small-world
(Watts-Strogatz) networks [39]. To conclude, it is worth mentioning that the layers distance
δ exhibits a relative minimum at p ≈ (N − 1)/3, when J ∼ 1 (see Fig. 5).
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C. Structural super-diffusion
In this subsection we study the topological conditions that allow the emergence of struc-
tural super-diffusion on prime star multixplex networks, i.e., the combinations of J and p
(for a given N) that make the diffusion time scale of the system smaller than that of each
layer. To this purpose, we first let λα2 be the algebraic connectivity of the α−th layer of the
multiplex network in isolation (with α ∈ {1, · · · ,M}), and τα be the diffusion time scale
of such isolated layer, where τα ∼ 1/λα2 [22]. As shown in [22], in many situations τM is
very different from τα. The particular condition τM < τα for α ∈ {1, · · · ,M} has great
importance for many systems, and is referred to as (structural) super-diffusion [22].
In the case of prime stars multiplexes, it is possible to calculate analytically the algebraic
connectivity of their layers. We denote the algebraic connectivity of interacting cycle graphs
and that of prime stars as λ12 and λ
2
2, respectively. For interacting cycles, the algebraic
connectivity reads
λ12 = 2 (J + 1)− 2
sin
(
(J + 1) π
N
)
cos
(
J π
N
)
sin
(
π
N
) = 2J + 1− sin
(
π
N
(2J + 1)
)
sin
(
π
N
) , (18)
whereas for prime stars it can be written as
λ22 = 2− 2 cos
(
p
2π(mc − 1)
N
)
, (19)
where mc ∈ {2, · · · , N} is the natural number that meets the following condition: p(mc−1)
mod N = 1. To identify super-diffusive configurations, we compare the algebraic connectiv-
ity of the prime star multiplex with that of the fastest layer. For that reason, we define the
following absolute indicator
η =
Λ2
maxα (λα2 ) ,
(20)
in such a way that super-diffusion emerges whenever η > 1. We further observe that, for
any J > 1, maxα (λ
α
2 ) = λ
1
2, due to the larger amount of connections of the interacting cycle
graph.
In Fig. 6 we show an example of the dependence of η on J and p, when Dx → ∞ (i.e.,
Λ2 → ΛA2 ). As can be observed, for a given system size N , there is a threshold value of J ,
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(a) (b)
FIG. 6: Dependence of η on J and p for multiplex prime stars with N = 1021 (a) and
N = 2053 nodes (b), respectively,when Dx →∞. White line represents the limit between
superdiffusive and normal diffusive behaviors (η = 1).
denoted as Jx, such that, if J > Jx, super-diffusion is hindered, regardless of the value of p.
When p = (N − 1)/2, we found numerically that the natural number that minimizes (17) is
c = 2. On the assumption that η = 1, Jx meets the following condition:
(
Jx − 1− cos
( π
N
))
sin
( π
N
)
= sin
(
(2Jx + 1)
π
N
)
− sin
(
(Jx + 1)
π
N
)
cos
(
Jx
π
N
)
(21)
For N ≫ 1, the result of (21) can be approximated by Jx ≈ 0.672N2/3. According to (21),
Jx only depends on N , and, thus, the larger the value of N , the larger Jx(N). For instance,
Jx(N = 1021) ≈ 67.88 for and Jx(N = 2053) ≈ 108.31 (see Fig. 6). Therefore, unlike the
results described for regular random graphs in [23], here super-diffusion does not necessarily
emerge when the edge overlap meets the condition w < 1 [see (9)], even in the limit case of
Dx →∞.
On the other hand, in Fig. 6 it can also be seen that the larger values of η appear when
J = 1. As expected, the addition of extra-links to the interacting cycle speeds up the
diffusion in that layer and, consequently, it ruins the beneficial effect that the multiplexity
may have on diffusion time scale. Besides that, we can observe that superdiffusive values
of η recursively reach a minimal values when J ∼ 1. The first one occurs at the largest
possible value of p = (N − 1)/2, which is clearly followed by a second minimum at p ≈
16
(N − 1)/3, and the indication of a third event at p ≈ (N − 1)/4. We remark that the event
at p ≈ (N − 1)/3 coincides with the minimum value of δ indicated by arrows in both panels
of Fig. 5. Finally, as observed previously in Fig. 3, a self-similar pattern is exhibited in both
panels of Fig. 6 after a linear scaling of the (J, p) combinations with respect to N . Indeed,
according to the approximate solution of (21), the linear scaling of J is simply given by
J1 ≈ J2Jx(N1)/Jx(N2) ≈ J2(N1/N2)2/3, when considering two prime stars multiplex with
sizes N1 and N2, respectively, and Dx →∞.
V. CONCLUSIONS
In this work we investigated a simple, mathematically tractable set of multiplexes based
on individual layers with quite similar structures. Despite such similarity and provided the
number of vertices is a prime number, the nodes in each layer can be labeled in different
ways. Each labeling choice leads to multiplex with different properties, which are reflected
by a reliable measure for layer dissimilarity and by the properties of diffusive processes on
the multiplex. The fact that the relevant matrices for the multiplex structure and dynamical
processes still hold the circulant property is the key element for the derivation of analyt-
ical results presented here. The numerical evaluation of the resulting expressions indicate
consistent scaling properties as a function of the number of nodes in the network and the
pair (J, p) of parameters defining the multiplex. Although we restricted the presentation
of results for two-layer multiplexes, their general mathematical grounds are valid for larger
values of M .
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