This paper addresses the problem of accurate semantic labeling of short videos. To this end, a multitude of three different deep nets, ranging from traditional recurrent neural 4 networks (LSTM, GRU), temporal agnostic networks (FV, VLAD, BoW), fully connected neural networks mid-stage AV fusion, and others were considered. Additionally, we also propose a residual architecture-based deep neural network (DNN) for video classification, with state-of-the-art classification performance at significantly reduced complexity. Furthermore, we propose four new approaches to diversity-driven multi-net ensembling, one based on fast correlation measure and three incorporating a DNN-based combiner. We show that significant performance gains can be achieved by ensembling diverse nets and we investigate factors contributing to high diversity. Based on the extensive YouTube8M dataset, we provide an in-depth evaluation and analysis of their behavior. We show that the performance of the ensemble is state-of-the-art achieving the highest accuracy on the YouTube8M Kaggle test data. The performance of the ensemble of classifiers was also evaluated on the HMDB51 and UCF101 datasets, and show that the resulting method achieves comparable accuracy with the state-of-the-art methods using similar input features.
I. INTRODUCTION
A CCURATE clip-level video classification, utilizing a rich vocabulary of sophisticated terms, remains a challenging problem. One of the contributing factors is the complexity and ambiguity of the interrelations between linguistic terms and the actual audio-visual content of the video. For example, while a "travel" video can depict any location with any accompanying sound, it is the intent of the producer or even the perception of the viewer that makes it a "travel" video, as opposed to a "news" or "real estate" clip. Hence true understanding of the video's overall meaning is called for, and M. Bober-Irizar was with Visual Atoms Ltd., Guildford GU2 7YG, U.K. (e-mail: mikel@mxbi.net).
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Digital Object Identifier 10.1109/TCSVT.2018.2881842 not mere recognition or a "sum" of the constituent locations, objects or sounds. Another factor is the multi-dimensional (space and time) and multi-modal (audio and video) characteristics of the input data, which exponentially amplifies the complexity of the task compared to the already challenging problems of semantic annotation of images or audio snippets. For videos, a successful approach has to identify and localize important semantic entities not only in space, but also in time; it has to understand not only spatial but also temporal interactions between semantic entities or events, and it also has to link and balance the sometimes contradictory clues originating from the audio and video tracks.
The recent Kaggle competition entitled "Google Cloud & YouTube-8M Video Understanding Challenge" provided a unique platform to benchmark existing methods and to develop new approaches to video analysis and classification. The associated YouTube-8M (v.2) dataset contains approximately 7 million individual video clips, corresponding to almost half a million hours (totaling 50 years!), annotated with a rich vocabulary of 4716 semantic labels [1] . The challenge is to develop classification algorithms which accurately assign video-level semantic labels.
Given the complexity of the task, where humans are known to use diverse clues, we hypothesize that a successful solution must efficiently combine different expert models. Here, we pose several important questions:
• What are the best architectures for this task? • How to construct diverse models and optimally to combine them? • Do we need to individually train and combine discrete models or can we simply train a very large/flexible Deep Neural Networks (DNNs) to obtain a fully trained endto-end solution?
The first question clearly links to ensemble-based classifiers, where a significant body of prior work demonstrates that diversity is important. However, do we know all the different ways to promote diversity in DNN architectures? On the second question, our analysis shows that training a single network results in sub-optimal solutions as compared to an ensemble. This paper is based on our work on the above Kaggle competition [3] . However, this work has significantly newer contributions and advances the field in a number of ways. Firstly, we propose a deep residual architecture for semantic classification and demonstrate that it achieves state-of-the art classification performance with significantly faster training and 1051-8215 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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reduced complexity. Secondly, in order to advance beyond the state-of-the art, we propose four new approaches to ensembling of multiple classifiers. We show a very simple but effective method which is based on optimal weight approximation and determined by a fast correlation measure. Further, we also propose and investigate three (learning) approaches incorporating DNN-based ensemblers. Our extensive experiments demonstrate that significant performance gains can be achieved by optimal ensembling of diverse nets and we investigate, for the first time, factors contributing to productive diversity. Based on the extensive YouTube8M dataset, we study and comparatively evaluate a broad range of deep architectures, including designs based on recurrent networks (RNN, LSTM), feature space aggregation (FV, VLAD, BoW), simple statistical aggregation, mid-stage AV fusion and others. Finally, we show that our diversity-guided solution delivers a GAP of 85.12% (on Kaggle evaluation set), which is the best result published to date. Importantly, our solution has a significantly reduced complexity compared to the previous state of the art.
A. Related Work
Recently, there has been significant progress in image recognition and detection using DNNs [7] , [13] , [14] . However, additional temporal information and multiple frames exist when dealing with videos, resulting in different approaches to video classification. We next review existing approaches to video classification before discussing ensemble-based classifiers. Initial approaches have relied on hand crafted spatiotemporal features, for example Dense Trajectories (DT) [34] and its improvement iDT [35] . Ng et al. [25] introduced two methods which aggregate frame-level features into video-level predictions: Long short-term memory (LSTM) and feature pooling. Fernando et al. [10] proposed a novel rank-based pooling method that captures the latent structure of video sequence data. More recently, Xu et al. [37] proposed SeqVLAD, where the temporal agnostic aggregation method of Vector of Locally Aggregated Descriptors (VLAD) [2] was integrated into Gated Recurrent Units (GRUs). Multiple forms of spatio-temporal information ranging from dense trajectories, RGB-frame and optical flow information can be combined together with VLAD for video classification, as proposed by [39] .
Karpathy et al. [17] investigated several methods for fusing information across temporal domain and introduced Multiresolution CNNs for efficient video classification. Wu et al. [36] developed a multi-stream architecture to model short-term motion, spatial and audio information respectively. LSTMs are then used to capture long-term temporal dynamics.
DNNs are known to provide a significant improvement in performance over traditional classifiers across a wide range of datasets. However, it has also been found that further significant gains can be achieved by constructing ensembles of DNNs. One example is the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [28] . Here, improvements up to 5% were achieved over individual DNN performance (e.g. GoogLeNet [32] ) by using ensembles of existing networks. Furthermore, all the top entries in this challenge employed ensembles of some form.
One of the key reasons for such a large improvement was found to be due to the diversity present across different base classifiers (i.e. different classifiers specialize to different data or label subsets) [15] , [18] . An increase in diversity of classifiers of equal performance will usually increase the ensemble performance. There are numerous methods for achieving this; such as random initialization of the same models, or data modification using Bagging [4] or Boosting [29] processes. Recently, work was carried out on end-to-end training of an ensemble based on diversity-aware loss functions. Chen and Yao [6] proposed to use Negative Correlation Learning for promoting diversity in an ensemble of DNNs, where a penalty term based on the covariance of classifier outputs is added to the loss function. An alternative was proposed by Lee et al. [21] based on the approach of Multiple Choice Learning (MCL) [12] . Here, multiple DNNs are trained together based on a loss function that uses the final prediction chosen from the DNN with the lowest loss value.
B. Contribution and Overview
The rest of the paper is organized as follows: In Section II, we evaluate the performance of a wide range of different DNN architectures and video features. We also propose a novel DNN architecture that is inspired based on ResNet [16] that achieves state of the art performance for individual classifiers. We then provide detailed analysis on their individual performances across different classes to show that they are indeed diverse, and offer strong potential for ensembling (Section IV-A). In order to advance state of the art, we propose four different methods for DNN ensembling leading to performance that is significantly higher than individual DNN classifiers (Section V). We also provide an analysis of where improvements were obtained by an ensemble of classifiers. To compare against existing methods, we have also evaluated the performance of our ensemble using transfer learning on two popular datasets, UCF101 and HMDB51, in Section VII. Finally, we draw conclusions in Section IX.
II. DNN MODELS
In this section, we describe the three different classes of DNN architectures that can be used for semantic labeling. The first is detailed in Section II-A, which consists of fully connected NNs that use feature vectors based on the mean and standard deviation of the frames in a video (i.e. the frames of each video are aggregated using mean and standard deviation operations). This approach has the advantage of working with a representation that is simpler in size and computational complexity. The next class of DNNs considered are the recurrent networks of LSTM and GRUs (Section II-B). These have the advantage of being able to explicitly model the temporal nature of the data. Finally, we have a class of models that account for individual frames in a video via aggregation mechanisms that are agnostic to the temporal ordering in Section II-C.
A. Gated Fully Connected NN Architecture
For our work, we use a 3-hidden layer fully connected neural network, with layers FC6, FC7 and FC8. The size of the input layer is dependent on the feature vectors chosen. We also employ dropout on each hidden layer. These will be described in more detail in the sections below.
The activation function for all hidden units is ReLU. We have considered numbers of hidden units of 8000, 10000 and 12000 (also referred to as 8k, 10k and 12k), with dropout rates of 0.3 and 0.4. The output layer is again a fully connected layer, with a total of 4716 output units, one for each class. In order to provide class-prediction probability values, each output unit uses a sigmoid activation function.
We have found significant improvements can be obtained when a simple fully connected output layer is replaced by a gating layer, as was found in [24] . An illustration of this layer can be seen in Fig. 1a . The structure is similar to a fully connected layer with two important features: 1) The number of hidden units is the same as the input dimension; 2) the input vector is multiplied element-wise with the hidden layer output, resulting in the output vector. Essentially, the hidden layer here acts as a "gate", determining how much of a particular input dimension to let through. Crucially, this gate is calculated using all the input values. This allows this layer to learn and exploit correlations (or de-correlations) amongst different classes.
1) FC-NN Features:
We employed the following types of input features:
• Video-Level Mean Features (MF)
The frame-level features were obtained by two separate Inception DNNs, one for video and another for audio. They gave 1024 and 128 output values respectively, which are then concatenated into a 1152-dimensional frame level feature. The mean feature μ I for each video was obtained by averaging these frame-level features across the time dimension. The ROI-pooling based descriptor, proposed by Radenovic et al. [27] , is a global image representation for image retrieval and classification. We compute a new videolevel representation using the ROI-pooling approach, where the frame-level features are max-pooled across 10 temporal-scale overlapping regions, obtained from a rigid-grid covering the frame-level features, producing a single signature per region. These region-level signature are independently L2-normalised, PCA transformed and whitened. The transformed vectors are then sumaggregated and L2-normalised. The dimensionality of final video-level representation is 1152, similar to that of the video-level mean features.
• Audio-Visual Fusion network (AVF) The idea behind the AVF network is to perform audiovision fusion in order to maximize information extracted from each mode. This method comprises of two stages: (i) First, the audio and visual features networks are trained separately to minimize the classification loss and then (ii) combined in a fusion network consisting of two fullyconnected layers [38] . We first train the audio and video networks individually. We use three fully connected layers similar to FC6, FC7 and FC8, respectively, all of size 4096. Each FC layer is followed by a ReLU and a dropout layer. The output of the FC8 layer is passed through another fully connected layer FC9 which computes the predictions and finally updates the network parameters to minimize the cross entropy loss over the training data.
After training the audio and video networks, we discard their FC9 layers and connect their FC8 layers to the fusion network shown in Fig. 1 (f). In this way, 4096dim audio and 4096-dim video features are concatenated to form a 8192-dim representation as an input to the fusion network. This fusion network contains two fully connected layers of size 8192, followed by a fully connected prediction layer and cross-entropy optimization.
B. Temporal Models: LSTMs and GRUs
In order to explicitly model the video frames as a temporal sequence, two recurrent neural networks were used: Long-Short-Term Memory (LSTM) [11] and Gated Recurrent Units (GRU) [8] . Both LSTMs and GRU encode information seen in the past using high dimensional vectors called memory cells. These memory cells have the same dimensionality as the LSTM and GRU output vectors.
In the LSTM model ( Fig. 1c ), the input and memory cell vectors are linearly transformed (via weight matrices and bias vectors), with a sigmoid function applied to yield three different vectors used for gating. These gates are applied by means of element-wise multiplication with another vector and are named the input, forget and output gates. The gates, together with the current memory state, input vector and previous output vector, are recursively used to update the memory state for each time step and also produce the current output vector. In this paper, a stack of two LSTM layers were used, where the output of an initial LSTM is fed as input to a second LSTM unit, and the output of the second LSTM layer is used. The output size (and memory state) of the LSTMs is 1024.
GRUs can be thought of as a simplified version of the LSTM, where the output gate is removed. Additionally, GRUs do not contain an internal hidden memory state as in LSTMs. Instead, the information from previous frames are encoded directly in the output vector. As a result, the GRU architecture contains a smaller number of parameters compared to LSTMs. Despite this, the performance of GRUs are often better than LSTMs. As with LSTMs, a stack of two GRUs is used. The size of the output state of the GRUs is 1200. The outputs of both the LSTMs and GRUs were then passed into a gated fully connected layer that provides the 4717 class output values.
C. Temporal-Agnostic Aggregation Models: NetVLAD, DeepFV and DeepBOW
Another class of models is where the aggregation of separate frames in a video is performed ignoring their temporal order.
The DNNs of this nature considered in this paper contain the following methods: VLAD [2] , Fisher Vectors [26] and Bagof-Words [9] . These approaches are respectively denoted as netVLAD, netFV and netBOW. They were also used in [24] for the Youtube8M Kaggle challenge.
1) Deep VLAD: netVLAD: NetVLAD [2] is a CNN architecture that is trainable in a end-to-end manner directly for computer vision tasks such as image retrieval, place  TABLE I   SUMMARY OF DIFFERENT ARCHITECTURES WITH THEIR COMPLEXITY, TRAINING TIME AND THE ACHIEVED GAP PERFORMANCE recognition and action recognition. The NetVLAD network typically consists of a standard CNN (eg. VGG [30] , RESNET [16] ) followed by a Vector of Locally Aggregated Descriptors (VLAD) layer that aggregates the final convolutional features into a fixed dimensional signature, with its parameters trainable via back-propagation.
The VLAD block encodes the positions of convolutional descriptors in each voronoi region by computing their residuals with respect to the nearest visual words. A pre-computed codebook of n cluster centers is first computed offline using Kmeans clustering. The descriptors are soft-assigned to each cluster center and the residual vectors are accumulated to obtain cluster-level representations. The final VLAD representation is obtained by concatenating all aggregated vector for all clusters n. The VLAD block can be implemented effectively using standard CNN blocks (Convolution, Softmax and Sumpooling).
2) Deep Fisher Vectors: netFV: Another popular method for generating global descriptors for image matching is the Fisher Vector (FV) method, which aggregates local image descriptors (e.g. SIFT [22] ) based on the Fisher Kernel framework. A Gaussian Mixture Model (GMM) is used to model the distribution of local image descriptors, and the global descriptor for a video is obtained by computing and concatenating the gradients of the log-likelihoods with respect to the model parameters. One advantage of the FV approach is its encoding of higher order statistics, resulting in a more discriminative representation and hence better performance [26] . Here, we have used a model that learns the FV model in an end-to-end manner.
3) Deep Bag-of-Words: netBOW: The Deep Bag-of-Words encoding is another temporal-agnostic representation constructed from frame-level descriptors by grouping similar audio and visual features into clusters (known as visualor audio-words). A video sequence is represented as a sparse histogram over the vocabulary. The model tested uses softassignment strategy which has been shown to deliver better performance in AV retrieval and classification applications.
III. RESIDUAL-DNNS FOR LEARNING SEMANTIC VIDEO CONTENT: FULLY CONNECTED RESNET
Inspired by the success of ResNet [16] for image recognition, we propose a Fully Connected ResNet (FCRN) architecture to tackle the problem of video classification. The FCRN architecture is substantially lower in complexity than ResNet in terms of the layers (101 ResNet vs 2-4 FCRN) and does not require images as input. This allows us to use train this DNN on a very large dataset such as Youtube-8M.
More precisely, let x be the video level features (Mean+Standard deviation) extracted from a video. The ResNet block can be defined as:
where, y and C are the outputs and the weights of the convolutional layer respectively. The function F(x, {C i }) represents the residual mapping to be learned. The ResNet block is demonstrated in Figure 1g ,
in which φ denotes the ReLU and D is the randomly sampled dropout mask. The operation F + x is computed by a shortcut connection and element-wise addition.
In the FCRN architecture ( Fig. 1h ), the input (Mean+Standard deviation feature vector) is first fed to a Fully Connected layer. The output of FC layer is then passed through a series of ResNet blocks, before being forwarded into a gated fully connected layer that provides the 4717 class output values.
In Table II , we perform experiments to compute the optimum depth of the 8K-FCRN architecture. The size of the Fully Connected layers and the dropout value is fixed to 8K and We also performed experiments to find the optimum depth of 10K-FCRN network (DO = 0.4). It can be observed from Table III that the 2 block 10K-FCRN outperforms both the 1 block and 3 block network. However, we find that the increase in parameters in the 10K networks can cause it to overfit, resulting in slightly lower accuracy compared to lower number of hidden units of 8K. This can be seen in the performance of the 10K-10K-10K DNN of 82.8% against 82.89% of the 8K-8K-8K DNN.
IV. INDIVIDUAL DNN EXPERIMENTAL RESULTS
The complete Youtube-8M dataset consists of approximately 7 million Youtube videos, each approximately 2-5 minutes in length, with at least 1000 views each. There are 4716 possible classes for each video, given in a multilabel form. For the Kaggle challenge, we were provided with 6.3 million labeled videos (i.e. each video was associated with a 4716 binary vector for labels). For test purposes, approximately 700K unlabeled videos were provided. The resulting class test predictions from our trained models were uploaded to the Kaggle website for evaluation.
The evaluation measure used is called 'GAP20'. This is essentially the mean average precision of the top-20 ranked predictions across all examples. To calculate its value, the top-20 predictions (and their corresponding ground-truth labels) are extracted for each test video. The sets of top-20 predictions for all videos are concatenated as well as the corresponding ground-truth labels into two global lists. Both lists are then sorted according to their prediction confidence values and mean average precision is calculated on the resulting list.
The performances of individual DNNs is summarized in Table. I. Here, we show both the GAP20 scores on a validation set where ground-truth labels are available, as well as GAP20 scores on unseen test data, by uploading the testdata inferences to the Kaggle website. We observe that the performances of the different DNNs fall in the range of 82% to 83%. As expected, GRUs perform better than LSTMs. We find the temporal agnostic models based on VLAD and Fisher Vectors consistently achieve high Kaggle GAP20 scores above 82%. Interestingly, the BOW models achieve lower scores of under 82%.
However, using considerably simpler mean and standard deviation features in the fully connected and ResNet models provide similar performance to the other, more complex models. We find that using both mean and standard deviation features together gives the best results. We have found that only using the standard deviation features degrades the performance to low 40% GAP20. Using the only the mean features without standard deviation results in a decrease of approximately 2-3% in GAP20 accuracy.
We additionally performed experiments to find the optimum depth and size of the fully connected layers in the ResNet blocks. Table IV demonstrates the impact of different ResNet architectures on the classification performance of our FCRN network. It can be seen that 4 residual blocks of 8K hidden units achieves the best performance of 82.89%.
However, none of the individual DNN performances exceed 83%. Nonetheless, we find that whilst the performances of the DNNs are comparable, different types of DNNs perform well (and conversely) on different sets of classes. This in turn will provide significant benefits in the GAP score after ensembling these individual DNNs together, combining the 'strengths' of each classifier. To see this, we next provide an analysis on how well each DNN did across different classes. To achieve this, we next propose a measure for how accurate each DNNs relative to the final GAP20 score.
A. Class Dependent DNN Performance Measure
In this section, we analyze the performance of individual DNNs in order to understand how they can contribute to improvements in the final ensembled system. To achieve this, we calculate separate accuracy scores for each classifier on each video label. Whilst this is not exactly the GAP20 score, it is highly related.
The classifier accuracy is based on 'oracle' outputs, that is, for some given class and example, an oracle will inform us with 1 if that example's class label was output correctly from some classifier, and 0 vice versa. Given that our classifiers output probability values, their output values need to be first binarized. We chose a threshold of 0.5 for this, so that any output value from a classifier with a value greater than or equal to 0.5 will be equated to 1, and 0 vice versa. Now, let the number of videos be N, number of classifiers be D and total classes be C. For one of these D classifiers, we obtain an oracle output matrix specific to it by comparing its thresholded output with the groundtruth label. Specifically, suppose the d th classifier has the binarized output matrix C d ∈ {0, 1} N×C , with each of its element denoted as c d,i, j , i = 1, 2, . . . , N, j = 1, 2, . . . , C. Suppose as before, the groundtruth labels for class k and example n is denoted as y k,n , then the oracle matrix for this classifier is denoted as
1) Class Accuracy of Base DNNs: The accuracy of class i of some DNN with index d ∈ {1, . . . , D}, can be directly obtained using the oracle matrix as follows:
The performance of the classifiers for the most frequent 100 classes can be seen in Fig. 2 . It can be seen from Fig. 2a that it is difficult to distinguish between the accuracy curves for the different methods, indicating that all the classifiers in the ensemble perform similarly. This correlates well with the overall GAP scores shown in Table. I where all the individual DNNs used had GAP20 scores that were fairly similar. We find that the accuracy for all classes are very high. This is due to the imbalance between the occurrence of a class (i.e. video label) and non-occurrence. That is, the majority of the videos considered will not have a specific video label associated with it. As an example, the most frequent label of "Games" only occurs in about 10% of the videos.
2) Mean Delta-Class Accuracy: There are variations amongst individual DNN performances that can be exploited by ensembling for raising the final ensemble GAP score. To see this more clearly, we will compare the values of A(i, d) with the class mean accuracy curve:
. . , C}. The deviations of each classifier compared with the mean accuracy can then be obtained:
A plot of the deviation between the mean GAP accuracy and individual DNN performance is in Fig. 2b . In this figure, we see the largest discrepancies between DNN performances exist at the most frequent labels, and decreasing with frequency. As a result, it becomes increasingly difficult to distinguish the classification accuracy delta curves in Fig. 2b as the class frequency decreases.
In order to see the overall pattern, we extract a matrix from the per-class performance deviations δ A. Each element δa i, j , i, j ∈ {1, 2 . . . , D} of this matrix is calculated as:
The resulting matrix is shown in Fig. 3 . Of particular interest are the negative deviations in the performances of pairs of individual DNNs (shown as dark blue). Negative values indicate that when a particular DNN is underperforming (below mean accuracy), whilst the other DNN over-performs. Here, we find that different classes of DNNs in the ensemble tend to contain negative correlations as can be seen in the dark blue entries in the correlation matrix.
B. DNN Diversity Analysis
It is well known that by combining the outputs from a set of base classifiers with similar performance, significant improvements in accuracy can be obtained. However, this improvement is governed by the diversity present in the group of the base classifiers. Roughly speaking, a set of classifiers are deemed diverse if they perform well on different examples or classes. However, there is no agreed diversity measure for a set of classifiers.
Multiple authors have proposed a multitude of other potential diversity measures. Ten such measures were considered in [20] . It was observed there that there are correlations between the ensemble accuracy and amount of diversity present in the base-classifiers of an ensemble across the diversity measures analyzed. These 10 measures can be split into two categories: pairwise and non-pairwise measures. Pairwise measures only quantify the diversity between two classifiers. To obtain a single number to represent an ensemble Fig. 3 .
This shows the matrix of the delta-per-class performance. The blocking in the matrix shows that DNNs of similar architecture perform similarly on similar classes. diversity from these measures, the pairwise average is usually obtained. Non-pairwise measures combine performances for all classifiers throughout the dataset into a single measure. The analysis here will use the non-pairwise measurement of Entropy and inter-rater agreement.
One issue with the above measures is that they assume single label classification, Here, each video example is associated with multiple labels. Consequently, we have chosen to extract the diversity scores per class. The aim is to show how across different classes does the different diversity scores change as we add more base classifiers.
The diversity measures are all based on the oracle matrices described in Section IV-A. They all use a common property, which is the number of classifiers that have recognised class c in example j correctly. We denote this as l c, j = N n=1 o d, j,c . We can also compute the average accuracy for class c across all classifiers as:
We can then calculate the interrater agreement κ for this ensemble of N classifiers as:
The values of κ c indicate the amount of agreement between different classifiers in an ensemble, whilst correcting for chance. The smaller the value, the greater the diversity (since classifiers agree less with each other).
Another measure is based on entropy, and can be calculated as follows:
N(D − D/2) For this measure, a larger value will indicate larger diversity within the ensemble. Using the above two measures, we exhaustively calculated the diversity measure for all possible combinations of the DNN classifiers in Table I from a range of 2 classifiers to the final single ensemble of 14 DNNs. The results can be seen in Fig. 4 .
We find that in general, the lower bound for the results from the entropy measure increases. We have also shown the curve of average entropy across all possible combinations of DNNs for a fixed number of classifiers. This measure has an interesting artefact where odd numbered ensembles and even numbered ensembles have different ranges of entropy measurement, caused by the ceiling operator in the equation for E c above. We also observe that the upper bound for the interrater agreement decreases as the number of classifiers increase, indicating that the diversity of the ensemble is increasing. Interestingly, we observe that the less frequent the classes are, the less diverse the ensemble becomes.
V. DNN ENSEMBLING
We have shown in Table I that individual DNNs are not able to improve beyond 83% GAP20 scores. Nonetheless, the analysis in Section IV-A indicated that whilst the overall scores of individual DNNs are similar, the classes where they perform well in are quite diverse. This suggests that ensembling sets of individual DNNs will provide further improvements.
A common approach to learn the ensembling coefficients is first to propose a diversity measure, such as those considered in [20] or [33] . This is followed by simultaneously training multiple classifiers to also maximize the selected diversity measure. To this end, Lee et al. [21] proposed an endto-end for training multiple classifiers simultaneously with the diversity measure factored into the loss function. This approach is unfeasible here, as the individual DNNs are complex and learn at different rates. Additionally, it is still an open question whether explicit optimization of diversity scores will always lead to with increased ensemble accuracy. To analyze this, a theoretical study of 6 different diversity measures was carried out by Tang et al. [33] . It was also found that diversity measures themselves can be ambiguous in predicting the generalization accuracy of an ensemble.
Consequently, the approach chosen in this paper assumes that the base-classifiers in the ensemble are fixed (i.e. prelearnt). We have also chosen to perform ensembling by linearly combining outputs from each DNN. Therefore, the ensemble learning task is to determine the classifier coefficients.
The number of linear combination coefficients commonly fall into two classes: Single coefficient per-DNN and separate coefficients per (DNN, class) pair. Specifically, suppose the number of DNNs available is N. The outputs of each DNN for a C class problem is denoted as o i ∈ R C , i = 1, 2, . . . , N. The ensembling of the different approaches for the single coefficient per-DNN approach is then:
where α i are scalars. The second ensembling approach is: where • represents element-wise multiplication and α i ∈ R C is the set of coefficients (one per class) for each DNN. In order to learn the ensembling coefficients in Eq. 3 and Eq. 4, two approaches are considered:
1) The first is a novel algorithm that attempts to optimize the ensembling coefficients by directly optimizing the GAP20 score, as detailed in Section V-A. 2) The second approach poses the learning of ensembling coefficients as a Mixture of Experts (MoEs) problem, as detailed in Section V-B.
A. Correlation-Based Ensembling
In this section, we propose a novel non-DNN-based method for finding optimal DNN coefficients by greedy selection using Pearson's correlation of pairs of DNN outputs. It attempts to directly optimize the GAP20 metric (or any arbitrary metric) unlike neural networks, which require a differentiable loss function such as cross-entropy to be used as a proxy for optimizing GAP20.
The algorithm works as follows:
1) First, we compute a Pearson's correlation matrix based on the predictions of all the candidate DNN models.
2) We greedily select the pair of DNN models A, B
with lowest correlation as a starting point. We experimented with using other selection criteria and a greedy correlation-based selection gave the best results. 3) For this pair of models, we compute the GAP score for N combinations of weights (eg w = {0.2, 0.4, 0.6, 0.8} for model A, and 1 − w for model B). We used N = 4 in our experiments. 4) We can then fit a quadratic curve to the GAP score against weight for this pair of models. We found experimentally that across several evaluation metrics, the score of a given fit can be very well approximated by a quadratic fit, greatly cutting down the time that would be required for an exhaustive search.
Using this quadratic, we can estimate the optimal weight for this pair of models, and combine the predictions linearly using this weight. 5) Next, we compute correlations between the current ensemble and remaining models, and once again select the model with the lowest correlation. 6) We return to step 3, using the ensemble and candidate model as models A and B. 7) The loop is repeated until all candidate models have been added to the ensemble, and final used weights are calculated. As the algorithm adds models iteratively, it can be terminated early to gain almost all the total score with a subset of the models.
B. Mixture of Experts for Ensembling DNNs
In this section, we describe the approach of using mixture of experts for ensembling different DNNs. There are numerous methods commonly used for learning MoEs, and we refer the reader to [23] for a complete review. For our purpose, we have chosen to ensemble the outputs of different pretrained DNNs using a gating network, whose weights are learnt using stochastic gradient descent.
We consider the following configurations of mixture of experts: Single coefficient per DNN; class-dependent linear combination coefficients and a dual-stream model that combines both approaches.
1) Single Coefficient MoE: It is possible to learn the ensembling coefficients by posing it as a single layer convolutional network (Fig. 5a ). The input to this network, I, is the concatenation of the outputs of N base DNNs into an 1 × C × N tensor. The ensembling can be achieved by introducing a convolutional layer of a single filter of size 1 ×1 (with depth N). The output of this layer would be a tensor of size 1 × C. As such, the convolutional process performs the linear combination, with the weights of the filter acting as the ensembling weights. These outputs can then be compared against the corresponding labels using the cross entropy loss. The convolutional filter weights were learnt using the Adam algorithm.
2) Per-Class Coefficient MoE: It is possible to increase the modeling capacity of the ensembling method by introducing more coefficients. To this end, we can introduce separate coefficients for each class and DNN (Fig. 5b) . As before, this can re-defined as a DNN learning problem. In this case, it is not possible to use convolutional filters. Instead, we introduce a new layer where its W weight tensor is the same size as the input tensor (1 × C × N) . An element-wise multiplication between this W and the input is then performed and summing carried out across the last dimension to produce an output of 1×C. The output can then be compared with the corresponding labels using the cross-entropy loss and the weights learnt using the Adam algorithm.
C. Regularised Dual-Stream MoE
One shortcoming of the per-class coefficient MoE is the possibility of overfitting. While a single coefficient per DNN with far fewer parameters runs little risk of overfitting, it instead suffers from potentially being too restrictive.
As such, we also explore a novel dual-stream model that combines both approaches. In this model, we aim to have the ensembling coefficients for a particular DNN centered around some "mean" value (i.e. similar to the single coefficient model), but also to add some small "residual" from this mean to provide some per-class flexibility.
The architecture of this model can be seen in Fig. 5c . It consists of two initial parallel streams, each receiving the input tensor. The first stream is the 1 × 1 convolutional layer, providing the main ensembling coefficient for each DNN. The second stream is the per-class weight layer, providing the residual weight away from the first stream's coefficients. The outputs of both vectors (size 1 × C) are summed together providing the ensembled output vector.
In order to restrict the residual weights, we perform l 2 regularisation on the weight tensor of the second stream. This restricts the distribution of these weights to be zero mean with a small standard deviation. Similar to the previous two approaches, the weights of both streams are then learnt by optimising the cross entropy loss function using the Adam algorithm.
VI. ENSEMBLING EXPERIMENTAL RESULTS
In this section, we compare performances of DNN ensembles with coefficients learnt using the methods described in Section V. We present the performances of different DNN ensembles separately. For each of these approaches, we describe results on our validation dataset and the Kaggle test dataset. We have found that it was not possible to train the ensemble DNNs on the training dataset, due to the fact that the base DNNs are (unavoidably) overfitted to this set. Thus, using this training dataset for ensembling provides an inaccurate estimate of the generalisation performance of each model for the ensembler. For example, the fully connected DNNs have a much higher score on the training data, causing the ensembling algorithms to incorrectly converge on those and ignore the remaining DNNs.
As a result, it was necessary to use the validation dataset for learning the ensembling coefficients. However, the use of the entire validation dataset for learning ensembling coefficients leaves us with no remaining data for evaluating its generalisation performance. One approach would be to use the entire validation set for learning ensemble weights which are then used to ensemble and upload the Kaggle test data to its website for evaluation. However, this would be too costly time-wise.
In order to address the above issue, we have chosen to split the validation dataset into two partitions, which we denote as ensemble-train/test splits. We will then learn the DNN ensemble coefficients on the ensemble-train and test on the ensemble-test partition. The ensembling coefficients will be learnt on the ensemble-train dataset and evaluated on the ensemble-test partition.
A. Learnt Ensemble Weights
We can see how the different ensembling methods have weighted the base DNN models in Fig. 6 . Here, we observe that the LSTM model is given negative weighting. This is an artefact of the weight learning algorithms proposed here, and is caused by not constraining the weights to be non-negative. However, the negative weights assigned to the LSTM indicates that it does not contribute to improving the GAP20 score of the ensemble. This was confirmed by removing the LSTM model from the ensemble, and observing that the resulting performances on the Youtube8M dataset reported in Sections VI-B and VI-C were found to be very similar.
For the per-class and dual-stream ensembling DNNs, we instead obtained the mean weights per individual base DNN. We see that all the methods have assigned approximately the same weights to different base DNNs. As expected, in general, the higher the individual performance of the DNNs, the higher the weights. Of particular interest is the negative weighting assigned by all the ensemblers to the LSTM method. We can see the evolution of the weights for each DNN in Fig. 7 . For the single coefficient DNN emsembler, we find that the weights converge after approximately 40 epochs (Fig. 7a ). An interesting artefact we have found is when the Adam algorithm performs large modifications to the weights, resulting in sudden jumps in weight values assigned to each DNN. However, this change is consistent across all DNNs. For the per-class coefficient DNN ensembler, each DNN is not assigned a single weight, but instead 4716 separate weights, each for a class. However, we can see the trend of these weights by obtaining its mean value (for each DNN) at every epoch. This is shown in Fig. 7b .
Finally, we show the weights assigned to the mean stream of the dual-stream DNN ensembler in Fig. 7c . For this method, the mean weights of the residual stream for each base-DNN is approximately 0 due to the L2 regularisation employed here. The weights for each DNN evolve at a slower rate compared with the single coefficient DNN. However, we notice similar spikes in the weights due to the Adam algorithm.
B. DNN-Based Ensembling Generalisation
In order to shed light on the generalisation capabilities of the different DNN-based ensembling approaches, we analyse the results from the training and test splits. These can be seen for all three ensembling methods in Fig. 8 . It can be seen that the train and test results for both single coefficient and dualstream approaches are roughly the same. However, we find that the per-class coefficient approach shows strong indications of overfitting. In particular, the training GAP20 score is seen to dramatically improve with increasing epochs. Unfortunately, we find that the test GAP20 score decreases in an equally dramatic fashion.
This can be more clearly seen by producing the scatterplot of training vs test GAP20 scores across all epochs ( Fig. 9 ). In this figure, we see a strong correlation between increases in training and test GAP20 for the single coefficient ensembling DNN. In constrast, we find that there is an inverse correlation between the train and test GAP20 scores for the perclass ensembling method. Finally, for the dual-stream method, we still observe good correlation between train and test GAP increases. These suggest that the single coefficient method stands the highest chance of obtaining significant improvement in the GAP20 performance over the other methods.
C. Kaggle Test Results
In order to produce the predictions for the Kaggle-test data, we chose to learn the ensembling coefficients using all the validation data. For this reason, we will denote the validation dataset as the ensemble training dataset. The resulting GAP20 scores on this dataset can be seen in Table V . We know that the per-class DNN score will be unreliable from the analysis of Section VI-B. However, we expect the other ensemble training dataset scores to closely reflect the performance gain compared to simple averaging of multiple DNNs in the unseen Kaggle-test data. The resulting GAP20 test results from the Kaggle website confirm this as can be seen in the third column in Table V .
The baseline of the ensembling approach is obtained by simple averaging of all the outputs of the base DNNs. A baseline on the unseen Kaggle test dataset is obtained by averaging the base DNN results and uploading to the Kaggle website. The reported test GAP20 score obtained is 84.977%. Both the correlation-based approach and single coefficient DNN ensembler achieved significant improvement of 85.11% GAP20 results. This overfitting issue of the per-class DNN is confirmed by a Kaggle test GAP20 score of 83.83%. Finally, the dual stream method achieved a Kaggle-test GAP20 of 85.10%. However, whilst this is a significant improvement compared with simple averaging, it does not improve on the single coefficient models.
The improvements obtained in the ensemble dataset can be verified by ensembling the unseen Kaggle test data using the learnt weights. This gives a Kaggle test GAP20 of 85.108% over the score of 84.977% when averaging is used. We have found that the Kaggle test GAP20 of 85.108% could also be achieved by removing LSTM from the DNN ensemble. This is not suprising as the ensemble weight given to LSTMs was minimal ( Fig. 6 ).
VII. ANALYSIS OF DNN-ENSEMBLE PERFORMANCE
In the previous section, we have shown that ensembling provides significant improvement on the overall GAP20, both on the validation datset and the Kaggle test GAP20. In this section, we analyse the improvements brought about by the ensembling. To this end, we employ the same GAP20-based class accuracy scores described in Section IV-A. We can then extract how accurate a particular model (base DNN or ensemble) at recommending some class label for videos. Similar to the analysis on individual DNNs, we consider the top 100 classes.
As before, to more clearly see the performance differences between different classifiers, here between base DNNs and the ensemble, we shall plot their difference to the mean accuracy of the base DNNs. This can be seen in Fig. 10a . We find that the single coefficient DNN ensemble is significantly more accurate than individual DNNs for the most frequent classes. In fact, the more frequent the class is, the greater the accuracy improvement.
Following this, we count of the number of classes the ensemble achieves improved accuracy when compared with all other classifiers. The results and can be seen in Fig. 10b . As expected, we find that the ensemble is the classifier that has maximum accuracy for the majority (79) of the top-100 classes.
VIII. TRANSFER LEARNING ON RELATED DATASETS: UCF101 AND HMDB51
In order to allow for comparison with existing work, we have performed transfer learning on the DNNs used for the Youtube8M dataset on two benchmark datasets: UCF101 [31] and HMDB51 [19] . Both datasets consists of a number of videos from various public databases such as YouTube and Google. The UCF101 dataset consists of 101 action categories with 13320 videos. The HMDB51 dataset contains 51 action categories, with 7000 videos. Additionally, for cross validation testing purposes, both datasets have three train-test partitions.
For both the UCF101 and HMDB51 datasets, we have selected the best DNNs from the Youtube8M dataset for use in classification: gated VLAD, gated RVLAD, gated netFV, gated BOW, Gated FC 10K, Gated ResNet 8K and Gated ResNet 10K.
In order to perform transfer learning, all the layers following the first gating layer were removed and initialised from random. The remaining layers prior to the gating layer were initialised with the weights trained using the Youtube8M dataset. The temporal agnostic DNNs were fine-tuned for 500 epochs, whilst the fully connected DNNs were fine-tuned for 20 epochs.
In order to learn the coefficients for ensembling, a separate set of DNNs were trained using the training data with 10% reserved as validation data. The single coefficient ensembling method and validation data was used for obtaining the ensembling coefficients. Following this, the coefficients were used for ensembling the DNNs that were trained on all the training data. This ensured we were using the maximum amount of training data available for generating the final predictions.
The ensembled system had an accuracy of 84% on the UCF101 dataset. Detailed results on the individual DNN performances can be seen in Table VI . Here, we find that the ResNet architectures perform better than the other methods. We can see that an improvement of approximately 2% over the best individual DNN performance was obtained by ensembling. The performance of 84% for the UCF101 dataset is comparable to existing state-of-the art methods when RGB full-frame features are used: 83.35%(MVSV) [5] , 84.78%(Conv. Layer Pooling,VGGNet) [39] , 86.0%(Hyp-Net, RGB).
In terms of the HMDB51 dataset, we have found that the ensemble of DNNs had an class accuracy of 52.6%. The detailed performances of different DNNs is also shown in Table VI . As with the UCF101 dataset, the ResNet archictures again obtains the highest accuracies. We have found that ensembling different DNNs resulted in an increase of approximately 1.8% in accuracy. Similar to UCF101, performance of the proposed ensemble is similar to state-of-the-art methods: 55.9%(MVSV) [5] , 50.42%(Conv. Layer Pooling,VGGNet) [39] , 54.8%(Seq.VLAD) [37] .
Interestingly, we find that for both the UCF101 and HMDB51 datasets, using a compact representation of 1152-D feature vectors for each 1-second duration of visual informa-tion in a video can result in classification accuracies comparable to when the entire RGB image of every video frame is used. Even more interesting is that, good performance can be obtained when only a single feature vector (2304-D) (mean and standard deviation of the above 1152-D feature vectors) is used to represent an entire video.
A. Analysis
In both datasets, we have found that performing ensembling of different DNNs have resulted in significant improvements in classification accuracy. Additionally, we find that the performance of the ensemble is similar to related methods where optical flow was not used. Importantly, the proposed method only requires 1152-dimensional features as opposed to all RGB frames of the entire video clip. This allows the methods and their ensemble used in this paper to scale well to extremely large datasets such as Youtube8M, both in terms of computational and storage requirements.
We have also found that the networks based on the mean and standard deviation features outperformed the temporal agnostic DNNs. One reason for this is potentially due to the short time durations of the UCF101 and HMDB51 clips, averaging around 5-10 seconds. In comparison, the Youtube8M videos are considerably longer in length, averaging at about 229 seconds [1] . Since the temporal agnostic models are clusterbased and trained on the much longer Youtube8M dataset, the number of clusters used will likely be too many for a clips that are 1/50 the length. Consequently, many clusters will be redundant, adversely affecting the fine-tuning process. We observe this in the reduced accuracy of these models when compared with the fully connected NN architectures. These DNNs use the mean feature vectors, which tend to be less sensitive to differences in video clip lengths, thus allowing better performance.
IX. CONCLUSIONS
In this paper, we have evaluated the performance of a wide range of different DNN architectures and video features. The different architectures ranged from using video-level statistics to frame-level recurrent networks such as LSTMs. Additionally, we have also proposed a novel DNN architecture based on ResNet that achieves state of the art performance for individual classifiers, whilst using substantially simpler video-level statistical information. We have found that, on an individual level, each DNN achieves roughly the same range of GAP20 accuracy, from 82% to 83%. Nonetheless, analysis on their individual performances across different classes to show that they are diverse. Additionally, two ensemble level measures of diversity provide further indication that adding more classifiers will increase diversity. This in turn suggests a strong case for ensembling the different classifiers.
We proposed four different methods for performing DNN ensembling. These approaches differ mainly by the number of linear combination weights used for the ensembling process. We have found that the ensembling method with only a single coefficient assigned to each base-DNN has the best generalization capability. When more weights are used, with each class and base-DNN assigned a different weight, overfitting becomes a serious issue. Whether adding more training data will overcome this remains an open question. We have found that the single coefficient ensemble of 13 diverse base DNNs gives us the state-of-the-art GAP20 performance from the Kaggle website of 85.12%. This is in contrast with the existing highest score of 84.9% obtained by simple averaging of 25 DNNs models. Analysis of the performance of the ensemble indicates that there is significant improvement in labeling accuracy for the most frequent classes.
Additionally, we have performed transfer learning on existing DNNs from the above on the UCF101 and HMDB51 datasets, and demonstrated that our methods are similar in performance to state-of-the-art methods despite using features-vectors that are considerably more compact when compared with full RGB frames. Ensembling has also been demonstrated to result in significant improvements on these datasets.
