In this work we explore the automatic 3D modeling of a person using images acquired from a range camera. Using only one range camera and two mirrors, the objective is to obtain a full 3D model with one single snapshot. The combination of the camera and the two mirrors give us three non-overlapping meshes, making impossible to use common zippering algorithms based on overlapping meshes. Therefore, Dynamic Time Warping algorithm is used to find the best matching between boundaries of the meshes. Experimental results and error evaluations are given to show the robustness and efficiency of our method.
INTRODUCTION
Nowadays we can find on the market low cost range cameras which allow the direct retrieval of depth information from a scene. This depth information can be used in combination with the visual information from another sensor in order to recreate the observed scene in a 3D environment with high realism. The increasing use of this kind of cameras has attracted interest from different research fields like computer vision, computer graphics, archeology, industrial prototyping, etc.
The work presented in this paper describes the development of a real-time 3D modeling system using only one range camera and with only one camera snapshot. This system has been mainly designed for human body reconstruction, although any other objects could also be applied. The resulting 3D model can be used not only for 3D rendering, but also can be stored as an avatar for the person and physical simulations could be applied (for example, application of clothing pieces).
Our system consists of two main phases: data acquisition and mesh generation. In the data acquisition phase the 3D information of the whole model is acquired trying to minimize the needed space and the time consumed. In the mesh generation phase we analyze the method for creating a closed mesh based on the choices in the data acquisition.
The structure of the presented system is as follows: in Section 2 a review of existing similar systems is presented. Section 3 shows some preliminary aspects needed for the correct understanding of the presented system, which is explained in Section 4. Experimental results of the presented system are explained in Section 5, and finally conclusions and future work are discussed in Section 6.
STATE OF THE ART
The 3D modeling of common objects is a long-time studied field both in computer vision and in computer graphics literature. Current technologies and specially the new acquisition devices in the market have allowed a high improvement on the result and in the time requirements in order to obtain a full 3D representation. Nowadays, we can find complete systems that try to do this work almost automatically.
One of the most well-known systems is the one present in the internet service Photosynth, which corresponds to the study presented in (Snavely et al., 2006) . The main advance in this study was the possibility of detecting and matching 2D keypoints from very different images (regardless of the viewpoint or the camera used), registering them and therefore making possible their placement in a 3D environment.
Also in the field of 3D modeling from 2D images it must be taken into account the work presented in (Pan et al., 2009) . With a simple video camera and a rotating object in front of it, the presented system tracks different keypoints of the image along the sequence, applying afterwards a bundle adjustment (Hartley and Zisserman, 2004) which iteratively refines the 3D placement of this keypoints. In a second phase, the paper uses a variant of Delaunay triangulation to obtain the final mesh of the object.
Despite these already explained works, current approaches mainly make use of the so-called range cameras, which provide a depth image in addition to the usual visible image. One of the first integral systems using this kind of cameras was the work presented in (Rusinkiewicz et al., 2002) , including the acquisition, registration, surface triangulation and final rendering. Its main drawback was the need of user manipulation in some aspects of the process, producing in addition a higher time consumption.
A more recent approach using range cameras is presented in (Weise et al., 2011) . This paper also contains the whole process of the 3D modeling, from the acquisition to the final rendering, and solves most of the problems present in (Rusinkiewicz et al., 2002) , in part thanks to the computer processing advance between both papers.
It must be taken into account that all the literature available nowadays requires the rotation of the object around its own axis, or equivalently, the rotation of the camera. These both possibilities are not suitable for our application, since the rotation of a person could produce small movements in his body and the rotation of a camera around the person requires a huge need of space.
PRELIMINARY WORK

Camera Used: Microsoft Kinect
The range camera used during experiments is the Microsoft Kinect, recently released. The Kinect device has a RGB camera, an IR camera and one laser-based IR projector. In order to obtain the range image, this camera does not use the method of Time Of Flight (Gokturk et al., 2004) , but triangulation between captured image and a known pattern missed by sensor. While the laser-based IR projector emits a mesh of IR light to the scene, the IR camera captures the distance of every point of the IR mesh emitted by the projector.
For a typical Kinect, the resulting RGB image has a resolution of 640 x 480 pixels, and the depth image has a resolution of 320 x 240 pixels. The IR and RGB cameras are separated by a small baseline so they must be calibrated between themselves. However, since this is a common used range camera, the values of the calibration are well known by the community.
Images obtained with the Microsoft Kinect are noisy and static objects tend to be detected with different range in consecutive captures. In addition, the device has problems in detecting object contours and usually small structures could not be detected. For these reasons the depth image should usually be filtered in order to avoid these inconveniences. The resulting 3D image after using the Kinect is a set of 3D points, without any surface information. However, thanks to the known IR pattern emitted by the sensor it is simple to directly connect the neighbor 3D points and make a fast triangulation.
Problems with Existing Approaches
In the literature exist different ways to solve the proposed problem of 3D modeling. In this work we study only the two more relevant ones: the turntable approach and the multiple cameras approach.
Turntable Approach
The most common method used in 3D modeling consists on placing the object on a turning table, allowing the capture of the object from several viewpoints. The 3D sensor can be fixed in an appropriate place and successive 3D captures of the object are obtained during its rotation. The result of this scanning process is a set of partial scans of the object, including both the depth and the RGB information. An example using a model person is shown in Figure 1 .
Once the different partial scans have been obtained, the multiple views are registered together in order to obtain a full-side representation. For this purpose usually a 2-step method is used, starting with the so-called pairwise registration between pairs of partial scans (Besl and McKay, 1992) , followed by the multiview registration, which makes use of the local information of multiple pairwise registrations and minimizes the global registration error (Sharp et al., 2004) , (Shih et al., 2008) .
However, this kind of acquisition method is not suitable for human modeling. Minimal movements of the subject during his rotation can produce errors in the final registration. Also, many people are reluctant to be rotated and this can be a problem for a possible commercial product. 
Multiple Range Cameras Approach
Another possible solution for the human modeling would be the use of multiple range cameras surrounding the person like is shown in Figure 2 . Although in the figure only three cameras are shown, this number could be increased. The main advantage of this approach is that the person should not be moved, avoiding then their possible movements.
The main problem of having three Kinects running at the same time is that, as explained in section 3.1, the range camera projects an IR pattern over the scene and later compares the deformation of this pattern against it stored pattern. If there are more than one range camera projecting different IR patterns at the same time, interferences between them can exist. A possible solution would be to take snapshots of the scene for every range camera but at different times so the IR patterns should not interfere.
However, although this has a simple implementation it requires a lot of space on the scene. In order to capture the whole height of a medium height person every range camera must be at around 3 meters away from the object and these 3 meters of radius should not contain any occluding object.
PROPOSED APPROACH
The system proposed in this paper is mainly composed of two different phases: the model acquisition phase where the 3D points of the person are captured, and the mesh triangulation and zippering phase, where the mesh is created from the set of 3D points.
First Phase: Model Acquisition
First phase for the presented system consists in the acquisition of the 3D points from the person. We propose a novel method using only one range camera and two mirrors, making possible to acquire all the necessary information with one single snapshot, and reducing also the space requirements of the previously explained approaches. Reflection of a single point on the mirror. The original point is placed in front of the mirror, and the incident ray indicating the view of the camera aims to the mirror and can see the original point thanks to the reflection. However, the depth camera only detects a distance to the point, and this distance is placed in straight line according to the direction of the incident ray. According to the ideal reflection rules, the angle α between the incident ray and the normal plane is equal to the angle β produced between the reflected ray and the normal plane. In the same way, the angle γ is equivalent to the angle δ, and therefore d 1 and d 2 have the same distance.
Mirrors Behavior with the Range Cameras
In order to solve the proposed problem we present a novel approach that makes use of two standard mirrors which reflect both IR and visible light.
A standard mirror reflects the visible light, but it also reflects the IR light. If we place a Microsoft Kinect in front of a mirror, the IR pattern emitted by the camera reflects in the mirror and therefore the sensor is able to capture the 3D structure of the objects present in the reflection. This method has however a little disadvantage which can be easily solved: the range camera does not recognize that this is a reflected pattern, so it will place the reflected 3D structure in straight line, i.e., at the other side of the mirror.
A simple explanation for a single point is shown in Figure 3 . As it can be seen in the figure, the Microsoft Kinect will place the distance to the point in straight line and therefore the refracted point will be placed at the other side of the mirror. According to the ideal reflection rules, this new refracted point will be placed in perfect symmetry regarding the original point with respect to the mirror plane.
Applying this theoretical idea to our study case, we can see the frontal view and the two reflected views of a person in Figure 4 . As expected, the reflected 3D structures are placed accordingly at the other side of the mirror.
The main advantage of this technique is that it reduces the total need of space. As the field of view of the Kinect camera is enough for capturing the whole mirror, the IR pattern is already extended in the reflec- tion plane and therefore we do not need the additional space behind the person. An schema of the final disposition of the elements is shown in Figure 5 , where the total space needed is significantly lower than in Figure 2 and more appropriate for small spaces (for example a dressing room).
However, using this technique an important disadvantage arises. Due to the extra distance that the IR pattern has to travel when it reflects in the mirror, the 3D resolution of this pattern will be slightly lower when it illuminates the posterior part of the person. In consequence the posterior views of the 3D modeled person will have a lower resolution in comparison to the frontal view, giving us a model which is not uniform in all its surface.
Another disadvantage that must be taken into account is that using this mirrors technique, we will always obtain three point sets without overlapping regions between them. If a point of the scanned surface is illuminated by the direct IR pattern and a reflected IR pattern, both patterns will interfere themselves and therefore the range camera will not be able to decide which is the correct range. In fact, this is the same effect as if an object is illuminated by two range cameras at the same time or when a camera aims directly at another range camera.
Mirror's Plane Detection and Registration
In order to deal with the mirrors, we first need to detect where they are. For this purpose, the first step that we have to do is to detect some points on the mirror frame, which will be denoted by P = {p i }. This point detection can be achieved by a manual selection of the points or using an automatic process for detecting the lines corresponding to the frames.
The selected points of the mirror P = {p i } are used in order to obtain the basis matrix M mw which converts points from the mirror reference frame to the world reference frame. M mw is computed from the three eigenvectors ( a, b, c) obtained after applying the Singular Value Decomposition of the covariance matrix of P:
Note that the first two eigenvectors with higher eigenvalues ( a, b) estimate the plane subspace of the points P = {p i } and the third eigenvector ( c) is the estimation of the plane's normal direction.
As stated before, we need to invert the reflection produced by the mirror. Since this is a reflection, we only need to apply a flip on the z axis for each point with respect to the plane described by the mirror's surface. If we have a point p w in world coordinates, to express it into mirror coordinates we apply
, where c m corresponds to the centroid of all the frame points P = {p i } which belong to this mirror. Now that the point is in mirror coordinates, for flipping the z axis we apply:
Once we have flipped the z axis, the new point p ′ w is positioned on the mirror but in mirror coordinates. To transform from mirror to world coordinates we use: p
Second Phase: Mesh Triangulation and Zippering
After the model acquisition phase a set of registered 3D points is obtained. In order to obtain a real 3D model of the person a closed mesh is needed, so in this second phase this requirement is achieved using two complementary techniques: mesh-based triangulation and zippering.
Mesh-based Triangulation
The reconstruction of meshes from a set of 3D points is a long-time studied subject in the computer graphics literature. Although existing methods produce good results, they usually require a set of 3D points with low noise and, if possible, with a uniform resolution along the object. Images obtained with the Microsoft Kinect camera are noisy and in addition the use of mirrors produces an irregular resolution due to the extra distance caused by the reflection, so the triangulation of the set of 3D points obtained from the acquisition phase usually gives a non-satisfactory result. However, the use of Kinect camera has an important advantage for our purposes. As previously stated in Section 3 the image obtained can be fast triangulated thanks to the ordered 3D points obtained by the IR pattern. In one single image of the sensor we can obtain three different meshes at a time (the frontal mesh and the two posterior meshes which will be obtained from the mirrors), so the triangulation must be done before the mirror projection happens because although after projection the position of the vertices change, the local connectivity between each other does not. In Figure 6 we can see two of the meshes that we must join, which have been previously fast triangulated.
Zippering with Dynamic Time Warping
Once the triangulation is done, it is necessary a process for connecting the 3 meshes generated: frontal, back-left and back-right. In the literature we can find some works related to stitching meshes: (Turk and Levoy, 1994) , (Soucy and Laurendeau, 1995) , (Sappa and Garcia, 2000) . Although these methods produce good results, all of them are focused on overlapping meshes. However, as previously explained in Section 3, in our system the three meshes cannot overlap. In addition, it must be taken into account that a major problem for this zippering is the presence of meshes with different resolution, due to the fact that both back meshes are obtained with a higher traveled distance of the IR pattern. In order to solve these problems a novel approach for mesh zippering based on Dynamic Time Warping is proposed.
Dynamic Time Warping (called DTW in the following) (Sakoe and Chiba, 1978) (Müller, 2007) is an algorithm to find the optimal alignment between two sequences. It was designed to compare different speech patterns in automatic speech recognition, but is also usual in fields like handwriting or signature recognition.
The objective of DTW is to compare two sequences X := (x 1 ,x 2 ,...,x N ) and Y := (y 1 ,y 2 ,...,y M ) of length N and M respectively (see Figure 7) . The sequences must be ordered, but they do not need to have the same number of features. To compare two different features x ∈ X and y ∈ Y a local cost measure c(x, y) needs to be defined. The definition of this local cost measure must be established according to the particularities of the studied case. Evaluating the local cost measure for each pair of elements of the sequences X and Y, the cost matrix C ∈ R NxM is obtained. Having this cost matrix, the optimal alignment between X and Y can be found by looking for the path along C with minimal cost. Since mirrors are oriented vertically, the way that the meshes must be joined is through the coronal plane of the person, that is, the vertical plane which divides the human body into front and back. During the process of stitching we have to decide which side of every mesh matches the side of the other mesh. Thus, we need to find the points where coronal and sagittal plane intersect for every mesh.
For every possible match, DTW retrieves a warping matrix and an accumulated distance that brings us Figure 8 : Cost matrix between the contour of the frontal view (blue color) and the contour of one posterior view (green color). As can be seen, the contour of the posterior view has a lower number of points because of the extra distance traveled by the IR pattern. In the cost matrix representation, the red line indicates the optimal path which produces a minimum overall cost. the value of similarity between boundaries. In Figure 8 a distance matrix is shown, where the horizontal axis corresponds to the first sequence and the vertical axis corresponds to the second one.
Once we know which parts must be stitched we need to generate the connectivity information, creating then the faces. During the computation of DTW, a warping matrix is generated. This warping matrix stores the correspondences between each point of the sequence. The warping matrix will always return the correspondences that better match in these sequences.
In our case, we can use this information for triangulating the two meshes, and the triangulation will be straightforward. In Figure 9 we can see the model correctly zippered by our implementation.
EXPERIMENTAL RESULTS
A new system for 3D modeling is proposed in this paper. In order to evaluate the accuracy of the system three different experiments are proposed, focusing on the two major contributions present in this paper: the presence of mirrors for a single snapshot 3D modeling and the use of Dynamic Time Warping for zippering meshes without overlap.
Loss of Information Due to the Mirrors Reflection
Using a mirror to reflect the object helps us to reduce the global space needed in the scene. However, a loss of information is produced by this reflection, and this loss of information affects to the final reconstruction. This loss can be produced either by the quality of the reflection caused by the mirror or by the extra distance done by the IR projection which produces a loss of quality in the generated mesh. In order to evaluate only the loss produced by the reflection the following experiment is proposed. First, the person is placed in front of a mirror, and the 3D data produced by the reflection is stored, annotating also the distance of the camera with respect to the mirror an the distance between the mirror and the posterior part of the person. In a second part of the experiment, without moving the object and discarding the mirror, the camera is placed behind the object (in the direction of the reflection) at the same distance than the sum of the two distances stored before. A schema of this process can be seen in Figure 10 , where the only difference between two captures is the reflection of the mirror, because the total distance will be equivalent. Having these two 3D images available, we can now compare both in order to see if it exists a loss in range accuracy or in the resolution. In order to avoid the possible movements of a person between the captures in the experiment a mannequin will be used. In addition, to avoid the noisy 3D images produced by the Microsoft Kinect a total amount of 10 range frames is captured in both setups and the mean value for each 3D point is assigned.
In Figure 11 the results of this experiment are shown. In order to compare both meshes the Hausdorff distance (Cignoni et al., 1998) between the meshes is used, sampling one of the meshes and computing for each sample the Hausdorff distance to the closest point on the other mesh. Visually comparing the 3D meshes obtained from the experiment (subfigures 11(b) and 11(d)), it can be seen a change of the texture color in the shirt (produced by the light reflections in the mirror) and a loss of 3D points in the edges of the reflected mesh. A clear example can be seen in the hand, which is less defined in the reflected 3D view in subfigure 11(b). This loss of resolution in the edges is confirmed after computing the Hausdorff Figure 10: For each studied object, first the 3D of the posterior part is extracted as can be seen in (a). The resulting 3D is obtained at a distance which is equivalent to the distance of the camera to the mirror plus the distance of the mirror to the object. In a second phase, in (b), the mirror is discarded and the camera is placed at the same distance but in straight line, so the total distance will be equivalent. distance, which is close to zero in the inner part of the meshes and tends to be higher in the edges. The maximum distance between both meshes is 1,2897 cm. and the mean distance for all the samples is 0,2083 cm.
In addition to the Hausdorff distance between meshes, the loss of resolution due to the mirror reflection is analyzed. The 3D mesh obtained with reflection (subfigure 11(b)) has a total of 18097 vertices and 34985 faces. On the other side, the mesh obtained with direct capture (subfigure 11(d)) has 22755 vertices and 44303 faces, so the percentage of loss using a mirror is about 20%, both for vertices and faces.
Loss of Information Due to the Extra Distance in the Mirrors
The following experiment was based on taking snapshots of the mannequin at different distances in order to evaluate their possible implication in the quality of the generated mesh. Different captures at 300, 350, 400, 450 and 500 cm. are obtained, and the results can be seen in Figure 12 . Results show that the distance with respect to the mannequin affects to the quality of the generated mesh, where for higher distances the quality of the mesh is greatly reduced. In Figure 13 the mean value of the Hausdorff distances for each separation of the mannequin are shown, starting from 300 cm. (which has a distance of 0 cm. because is compared to itself) to the 500 cm. We can observe an exponential behavior, where for each additional 50 cm. the Hausdorff distance is near to be doubled.
In addition to the inaccuracy produced by the distance, also the loss of vertices and faces is evaluated. In Figure 14 , a plot indicating the number of vertices and faces for each capture is shown. We can see that
Figure 11: (a) Visible image and depth image using the mirror. With this information, and after computing the flip of the mirror, the obtained 3D representation is shown in (b). Discarding the mirror and placing the Kinect at the back side of the mannequin with the same distance, the resulting images and the 3D representation are shown in (c) and (d).
In (e) we can see the result after comparing both 3D meshes using the Hausdorff distance, using the same point of view used previously and another view looking at the back.
the results fits with an exponential decay model.
Evaluation of the Zippering Process
In this section we discuss results obtained with the stitching process using Dynamic Time Warping. The
Figure 12: At the top, captured visible image of the mannequin at 300, 350, 400, 450 and 500 cm. respectively. In the middle row the resultant 3D meshes are shown, having a degradation of the mesh for the higher distances. At the bottom, Hausdorff distance of the 3D meshes against the first mesh, which is considered as reference. We can see that due to the range camera resolution, the farther is the object, the bigger the difference. objective is to evaluate the loss of information which is produced in the 3D model due to the zippering between the 3 meshes.
Since the noise produced by the range camera used causes random mesh generation, a reliable experiment with a captured 3D model or person cannot be done. For this, a synthetic human model is used, splitting it in 3 parts and later zippering using our method. The synthetic model is splitted in two parts by the coronal plane, and afterwards the back part is splitted again by its sagittal plane, giving us the 3 parts obtained as we would use the mirrors.
The split of the parts is done by subtracting points of the synthetic mesh. Since the triangulation of the mesh depends on these 3D points, the faces composed by the subtracted points will disappear, giving us an irregular split which is similar to the split produced by the mirrors.
Using the mirrors approach proposed in this paper, in addition to the split of the model, a loss of resolution on the back of the model is produced. To emulate this loss on the synthetic model a simplification on the two back meshes between 0% and 50% is done. To evaluate the zippering result, Hausdorff distance between the result of the zippering and the original synthetic mesh is computed.
In Figure 15 the result of zippering the splitted model with a loss of 40% for the posterior meshes can be seen. As expected, Hausdorff distance increases in the zones where there are more difference in the resolution.
In order to evaluate the accuracy of the zippering process with respect to the resolution degradation on the back meshes, the mean value of the Hausdorff distance is analyzed for degradation of 10%, 20%, 30%, Figure 15 : Result of the zippering for a reduction of 40% for the two back meshes. Red color indicates a low Hausdorff distance, while blue color indicates a high Hausdorff distance. In the image magnification of the head it can be seen that the high Hausdorff distance is produced by the high difference between the resolutions of the frontal and the back mesh. In the image magnification of the arm, a discontinuity of the mesh produce a high Hausdorff distance because the original mesh had two triangles in this position, while our zippering process only triangulates with one triangle. 40% and 50%. The results are displayed in Figure  16 , where the evolution of the accuracy has a linear behavior.
CONCLUSIONS AND FUTURE WORK
In this work we have presented a novel system for the efficient modeling of a human body using only one range camera and two mirrors. Our method presents good characteristics in terms of efficiency, compactness and low memory usage. The experiments show that, with a low-cost range camera like the Microsoft Kinect and two mirrors, a fast 3D reconstruction can be done. The use of mirrors allows a reduction of the space needed for the modeling, but on the other side produce a degradation on the created 3D model. This degradation is produced by two factors: the reflection itself, which produces a loss of about 20% in the number of vertices and faces, and the additional distance of the IR pattern after bouncing at the mirror. Due to the use of the mirrors there was no overlap between the meshes and therefore the traditional techniques for stitching could not be implemented. Dynamic Time Warping has demonstrated that is a powerful algorithm not only suitable for speech recognition, but also for many other fields.
In relation with future work, many challenges are open and some issues should be solved. One of these issues is the necessity to avoid the non-manifold meshes, which could produce errors in the hole filling algorithms. If a closed volume is achieved, accomplishing manifoldness, the next step could be to submit this mesh to an automatic rigging process (Baran and Popović, 2007) . After this, we would have a 3D model with a skeleton inside with every face of the model correctly weighted respect to each bone. Using this rigged model and the skeleton-tracking capabilities of Microsoft Kinect, we could move this body in real time and this opens the door to many applications.
Of course, another planned future work is the use of another different range cameras, in addition to the current Microsoft Kinect. The use of this low-cost camera increases the availability and it is widely used in the research field, but it is expected to achieve 3D images with a high improvement on quality using other possibilities.
