We study one and two point functions of conformal field theories on spaces of maximal symmetry with and without boundaries and investigate their spectral representations. Integral transforms are found, relating the spectral decomposition to renormalized position space correlators. Several applications are presented, including the holographic boundary CFTs as well as spacelike boundary CFTs, which provide realizations of the pseudo-conformal universe.
Introduction
Correlation functions in quantum field theories can present both short and long distance singularities. Short-distance singularities are regularization dependent. They parametrize un-calculable high energy effects which are renormalized into the undetermined local couplings of the effective action 1 . Theories without a mass gap exhibit long-range correlations, which can lead to infra-red singularities in Fourier space. These are calculable universal features, not dependent on regularization ambiguities or absorbable into local couplings.
In this paper we use a combination of quantum-field theoretic and holographic techniques to study the relationship between position and momentum space correlation functions in conformal field theories (CFTs) on maximally symmetric curved spaces, with and without boundaries. We focus primarily on one and two-point functions, paying special attention to the short-distance singularities and how they are to be renormalized into local counterterms.
Our general analysis encompasses the anti-de Sitter/boundary conformal field theory (AdS/BCFT) correspondence [2] (see [3, 4] for reviews). The AdS/BCFT correspondence can be regarded as a generalization of AdS/CFT [5] to situations in which the dual field theory itself has some boundary or defect [6] . In this case, the bulk theory possesses a boundary Q in addition to the usual asymptotic boundary M of AdS d+1 . The intersection ∂M = Q ∩ M of the new boundary Q with the CFT living on M represents the defect or boundary of the CFT. In this case the dual field theory is called a boundary conformal field theory. If the bulk boundary Q is chosen to preserve some subgroup of the O(2, d) isometries of the bulk AdS d+1 , then the dual field theory is invariant under the corresponding subgroup of the conformal group.
There exist a number of existing examples of this general setup. The metric for the Poincaré patch of AdS d+1 is
where z ∈ (0, ∞), and (t, x 1 , . . . , x d−2 , y) label the coordinates of the d-dimensional dual field theory at z = 0. The Randall-Sundrum or hard-wall AdS/QCD models [7, 8] can be considered as an example, where the role of Q is played by the IR brane which lies at a fixed value z = z * > 0 of the Poincaré radial coordinate, and the role of M is played by the z = 0 boundary; M = R 1,d−1 at z → 0. In this example Q does not intersect M . Poincaré symmetry ISO(1, d − 1) ⊂ O(2, d) is respected but the dilation and special conformal symmetry of O(2, d) is broken and this introduces a mass scale 1/z * in the dual quantum field theory. The soft wall can be thought of as a generalization of the Randall-Sundrum I model [7] , which contains a back-reacting scalar field in the bulk. The scalar field becomes singular in the interior of AdS and forms a naked singularity which plays the role of the IR boundary brane.
Locally localized gravity [9] is another example where Q is an AdS d submanifold of AdS d+1 which intersects M = R 1,d−1 along a flat, timelike surface y = 0. This holographically realizes a CFT on a half space y ∈ [0, ∞) whose boundary at y = 0 breaks the conformal group O(2, d) but leaves unbroken an O(2, d − 1) subgroup.
If we instead take a suitable de Sitter submanifold Q = dS d , then we find that Q intersects M = R 1,d−1 on the flat spacelike surface t = 0 and the CFT is defined at times t ∈ (−∞, 0]. This is our proposal for the holographic dual to a new kind of conformal field theory which possesses a spacelike boundary at future infinity. These new CFTs find application in the pseudo-conformal universe scenario for early universe cosmology. The pseudo-conformal universe [10] [11] [12] [13] is an early universe scenario which serves as an alternative to inflation, in which the early universe is dominated by a CFT that spontaneously breaks the conformal group to a subgroup which is isomorphic to the group of de Sitter symmetries. Here, contrary to most applications of AdS/CFT or dS/CFT to cosmology, the theory of cosmological interest is the boundary CFT. Within this boundary CFT, there is a spacelike surface at t = 0 which marks the point at which the pseudo-conformal phase ends and the universe must reheat and transition into a radiation dominated phase. This spacelike surface is the boundary of the CFT, which makes it a wick-rotated version of a BCFT. The boundary t = 0 now preserves a de Sitter subgroup O(1, d) ⊂ O(2, d) and the most general vacuum expectation values for scalar operators of dimension ∆ can evolve in time as 1/(−t) ∆ . Our proposal can be considered as the hard-wall version of [14] [15] [16] .
Our goal will be to study the simplest correlation function in these various situations. Our initial motivation was to follow up on the analysis of [14] and holographically compute two-point functions in the conformal universe (which would correspond to the power spectra of interest in cosmology), but the results apply more widely to other BCFTs.
The organization is as follows. In Section 2 we study two-point functions and their singularities in CFTs on flat space, the sphere, and hyperbolic space. In Section 3 we review the construction of holographic BCFTs, including their one-and two-point functions from the gravity dual. We additionally present a new derivation of the AdS/BCFT two-point function which exploits the AdS slicing of the bulk and provides an additional test of the of the construction laid out in section 2. In section 4 we provide additional calculations for the one-point and two-point function in the spacelike boundary (or pseudo-conformal) CFT.
CFT correlators on maximally symmetric spaces and their UV singularities
We would like to understand how two-point correlators, the treatment of their UV singularities, their interpretation as distributions, and their Fourier transforms, generalize to curved spaces. In particular, we consider maximally symmetric spaces, which have the same number of symmetries as flat E d and are related to it by Weyl transformations. Physically, these spaces are solutions to the Einstein equations with a cosmological constant. In this section, we will consider the cases of Euclidean CFTs on spaces without boundaries, moving on to cases with boundaries in Section 3.
Flat space
We warm up by analyzing the singularity structure of the simplest possibility: a CFT on flat space without boundaries. We recall how local counter-terms must be introduced to remove the short-distance singularities of bare correlation functions. Our analysis differs from [17] in that we employ cut-off, rather than differential regularization, which we found easier to generalize to curved spaces. We will see in particular examples how the renormalized correlation functions thus defined are implicitly determined in terms of their Fourier transform.
Consider a CFT on flat E d with d ≥ 3. As is well known, the conformal symmetry fixes the form of the two-point correlator for scalar primary operators of dimension ∆ to be 1/x 2∆ . Naively, the Fourier transform of the function 1/x 2∆ is generally ill-defined both in the UV and IR. The naive definition of the Fourier transform of the two-point function is
with V S d−2 the volume of the unit d − 2 sphere. We see that this integral is only convergent if
where the upper and lower bounds are UV and IR constraints, respectively. There exist plenty of CFTs with operators violating this naive bound 2 .
The above considerations underscore the well-known fact that correlation functions should be interpreted as distributions (generalized functions). A distribution is a linear functional defined to act on some space of smooth test functions with nice prescribed behavior at infinity 3 . The action of the correlation functional on a test function f (x) is as follows 1
Due to the nice fall-off behavior of the test function, this interpretation of the two-point correlator is free from IR divergences. However it is still not defined because of possible UV divergences localized at x = 0. These are dealt with in the following way. We first define a regulated functional 1/x 2∆ which is UV finite for > 0. There are many ways to do this. One way, which we illustrate below, is to cut off the integral within some ball around the origin of radius . Another is differential regularization [19] (reviewed in Appendix B).
is the unitarity bound for a scalar operator, saturated only for a free scalar, so the lower bound in (2.3) would be violated only for a free scalar [18] . 3 Usually the space of test functions is taken to be the Schwartz space, the space of smooth functions which fall at infinity, along with any of its multiple derivatives, faster than any inverse power of the coordinates. Unlike the space of functions with compact support, this has the advantage that the Fourier transform is always defined within the space of test functions. The corresponding distributions are known as tempered distributions.
Because the divergence is associated with the singularity at x = 0, the divergent terms in (2.4) depend only on the value of the test function and its derivatives at x = 0. Because the divergences are localized, they can be cancelled by adding distributions which are delta functions and derivatives of delta functions, at the origin. We define the renormalized two-point correlator as a distribution of the following form 5) where the coefficients c 1 , c 2 , . . . are chosen to depend on 1/ in such a way that the result is finite as → 0 when (2.5) is integrated against an arbitrary test function.
The infinite parts of the c's are fixed by requiring finiteness, but the finite parts are undetermined and represent ambiguities that are not calculable from the theory. Different regularization schemes will give different finite parts. If we let J be a source for the operator O and think in terms of the effective action W [J] whose functional derivatives generate the correlators, these delta function ambiguities are precisely the local terms,
The local terms are ambiguous and contribute only to correlators at equal points, whereas the non-local terms are finite and unambiguous and contribute to the correlators at separate points.
For example, we can define the regulated functional by integrating only outside of a d-dimensional ball B of radius , 1
in which case the coefficients c 1 , c 2 , . . . are either inverse powers or logarithms of ,
The set of divergences ends with a logarithm if ∆ = d/2 + k (k = 0, 1, 2, . . .). Taking d = 4 and ∆ = 2, for instance, we find 1
The mass scale µ is arbitrary and ambiguous, because it can be changed by the addition of a finite local piece. The renormalized two-point correlator is thus the following distribution
This is finite and well-defined as a distribution, ambiguous only up to local delta contributions. Note that in cases in which there is a logarithmic divergence, such as this one, the coefficient of the logarithm is unambiguous and calculable, and is responsible for violation of scale invariance at coincident points,
Cases without logarithmic divergences, for example a ∆ = 2 operator in d = 3,
do not exhibit scale-dependence at coincidence points. Another important case which we will return to later is a marginal operator for which ∆ = d, for example ∆ = 3 in d = 3,
Now consider the Fourier transform (the appropriate integral transform in flat space). The ordinary Fourier transform of a test function f is another test functionf . Given a distribution G, its Fourier transform is always defined and is the distributionG which gives the same value acting onf as G does acting on f . By this definition, the Fourier transformG 17) when ∆ = d/2 + k, and contains terms logarithmic in k otherwise [19] . We are free to add to this arbitrary polynomials in k 2 , since these are the Fourier transforms of the ambiguous local contact terms. Note that (2.17) is the expression which would be obtained by analytically continuing in ∆ the Fourier transform from the region (2.3) in which it is defined without distributional considerations.
As a concrete example, consider a Gaussian test function of some width a > 0,
In the example of d = 3, ∆ = 2 given above, the left-hand side of (2.16) trivially gives −1/(4a 2 ) while the right-hand side evaluates to
In summary, we must regulate the UV singularities in position-space correlators, e.g. by imposing some short-distance cut-off around coincident points. After renormalization, the resulting correlators are finite, with ambiguous finite contact terms, and are related to their spectral decompositions by the integral transform (2.16). IR divergences, on the other hand, are calculable and unambiguous (and can be physically important, e.g. [20] [21] [22] ) and are handled automatically by the distributional interpretation, requiring no special treatment.
Sphere
Next we consider a Euclidean CFT on the d-dimensional sphere S d , which is related by analytic continuation to a Lorentzian CFT on de Sitter space dS d . This example will prove to be important for understanding the pseudo-conformal universe.
The two-point function for a CFT on S d can be found by exploiting the fact that the round sphere is related to flat space by a Weyl transformation. The Euclidean space metric in spherical coordinates, and the standard round metric on the sphere are
Consider the stereographic projection from S d to E d , given by r = sin θ/(1 − cos θ) = cot(θ/2) and thus dr = dθ/(1 − cos θ). Substituting, we find
Conformal field theory correlators transform under Weyl transformations (up to anomalies) as
Setting Ω = (1 − cos θ) and using the known flat space form for the two-point function, we deduce the following bare two-point function on the sphere, Θ is the geodesic distance between the two points in S d and α is their angular separation in S d−1 . It is noteworthy that the two-point function only depends on the geodesic distance between two points on the sphere, which follows from the symmetries of the problem. The normalization of 1/2 ∆ is such that the short-distance limit matches the normalization 1/x 2∆ for flat space.
We now attempt to perform the analog of the Fourier transform, that is, expand the two-point distribution on the sphere into hyper-spherical harmonics as
where we have used the addition theorem on the d-dimensional sphere, 27) and C α l (x) are the Gegenbauer polynomials defined by the generating function
The coefficients g l are the analog of the Fourier transform. The inverse of this transform allows us to calculate the g l 's
where we have used rotational invariance to move n to θ = 0 and have also used that the expression is independent of m to set m = 0, in which case the spherical harmonics become proportional to Gegenbauer polynomials.
As in the flat case, this integral transform is generally ill-defined unless counter-terms are included: the singularity of the integrand (2.30) at x = 1 leads to the non-physical bound
This is easy to understand because the sphere is locally flat, so we expect the same UV divergences as (2.3) on flat space. There is no lower bound, however, because the finite volume of the sphere naturally cuts off the IR divergence.
To study the UV singularity structure of the bare two-point correlator, we integrate it against a smooth test function on S d × S d of the form f ( n · n ) as follows,
where 0 < η 1 is a UV regulator, cutting off the region x = 1 in the integral where the two points come together. Expanding in powers of 1 η , there will be divergent parts which must be cancelled off by local counterterms.
For example, consider the case ∆ = 2 and d = 3, which has the divergent part.
As in flat space, the divergence is local, depending only on the value of the test function at the point x = 1 where the two points come together. Subtracting off this divergence, the renormalized two-point correlator for an operator of this dimension should be defined as the distribution
is the covariant delta function on the sphere, defined such that
In terms of the x = cos Θ coordinate,
Expanding for small Θ we obtain
is the delta function in flat space. Let us check that the short distance behavior of this correlator agrees with flat space. We have η = 1 − cos ∼ 2 /2 and thus we reproduce (2.14),
where x is now the physical distance between n and n and is the physical cut-off distance. Now let us calculate the g l 's for our renormalized correlation function. Since we have a well defined distribution, the integral transform should exist and hence the g l 's will be finite. We get
If instead we define g l by analytic continuation in ∆ from the region in which (2.30) is defined, we obtain 4 42) where
One can check by direct evaluation with l = 0, 1, 2, . . . that (2.42) agrees with the formula (2.41) obtained by properly renormalizing, namely
We see that analytic continuation in ∆ corresponds to minimal subtraction in the hard cut-off formalism, as was the case on flat space. The spectral decomposition (2.42) is thus related to the renormalized two-point function by the following integral transform, 44) or, written in terms of Gegenbauer polynomials,
The above formula is the analog of the flat-space Fourier transform (2.16).
To further illustrate, consider a gaussian test function on the sphere. We can make a gaussian on the sphere by stereographically mapping a gaussian on E d to the sphere. Starting with the smooth test function e −r 2 on E d (with r the polar radial coordinate) we obtain the following smooth test function on
where we have made the following identifications,
Computing the corresponding f l 's gives
It is convenient to choose n · n = −1 so that the Gaussian is peaked when the arguments of the two-point distribution coincide. We then obtain for the right-hand side of (2.45),
while on the left-hand side we obtain an infinite sum over Chebyshev polynomials
Hyperboloid
The next example we treat is the hyperboloid CFT (see e.g. [24] ), where we will see that correlators continue from the sphere in a simple way by analytic continuation of the angular momentum to complex values, as in [25] .
Analytically continuing the sphere S d to negative curvature we obtain the d-dimensional hyperbolic space H d , which is the Euclidean continuation of anti de Sitter space AdS d . The analysis for the hyperboloid CFT proceeds similarly to the sphere. The conformal map from E d to H d is given by r = coth(ρ/2) = sinh ρ/(cosh ρ − 1),
and hence the conformal factor is Ω = (1 − cosh ρ). Using (2.22) and the known flat space form for the two-point function, it follows that the bare two-point function on the hyperboloid is given by 
The right-hand side can be expressed in terms of the geodesic distance between n and n with the help of the addition theorem [26] l,m
where n · n = cosh . We will focus on the case when d is odd for simplicity, since in this case the Legendre functions can be expressed in terms of Gegenbauer functions. The generalization to even d is straightforward. The addition theorem for d odd is
and thus 
The spectral decomposition can be inverted to give
Here we have used that the expression is independent of l and m to set them both to zero. This allows us to make use of the following identity which expresses the wavefunctions in terms of Gegenbauer functions
That is,
The generalization of the integral transformation (2.16) is now
where
Using the addition theorem this becomes simply 2i
Let us test this formula by focusing on the case of a ∆ = 2 scalar operator in d = 3 dimensions. Following the same steps as on the sphere we obtain the renormalized two-point correlator
As before, consider a Gaussian test function to illustrate. We recall that is related to z by the relation z = cosh , so the natural analog of a Gaussian on the hyperboloid is the test function f (z) = e −z . In order to evaluate the integral on the left-hand side of (2.66) we need the spectral representations of O 2 (n)O 2 (n )
, (2.69)
Let us now consider a marginal operator ∆ = d = 3. We have 
and
3 Holographic Boundary CFT
In this section we will review the calculation of the one-and two-point functions for a boundary CFT from holography and then connect this with the integral transforms of the previous section. We begin with the AdS d+1 metric (1.1) and change to radial coordinates in the z and y variables: (z, y) = (η cos φ, η sin φ). We will also use the coordinate ρ, defined by (z, y) = (η sech ρ, η tanh ρ).
The metric in these coordinates is
This covers the full Poincaré patch of AdS d+1 if −∞ < ρ < ∞, or −π/2 < φ < π/2 (the UV boundary is at ρ = −∞, or φ = −π/2). The claim of the AdS/BCFT correspondence is that we obtain the holographic dual to a half-space CFT by restricting −∞ < ρ < ρ * for some ρ * . This effectively cuts the space off in the IR and introduces a second boundary Q at ρ * in addition to the usual UV boundary at ρ = −∞. The surface Q defined by ρ = ρ * is given in Poincaré coordinates by z = η sech ρ * and y = η tanh ρ * . Hence, Q is defined by a curve in the (y, z) plane
Notice that if we choose ρ * = 0 then Q is given simply by y = 0. For general ρ * let us define tan θ = sinh ρ * and consider the rotation
Now we see that Q lies atỹ = 0.
Assume that localized on Q there is a linear coupling
with √ h the induced volume form on Q and a a constant. It is natural to add such a term because, from a Witten diagram point of view, it can be seen to correspond to giving a vacuum expectation value to the dual operator [40] . An alternative possibility would be to add a boundary mass term
Taking b → ∞ realizes the Dirichlet boundary condition on Q. The variation of this term does not affect the bulk equations of motion but contributes to the boundary variation. The total boundary variation is
where n µ is the unit normal to Q. The first term is the boundary term coming from the variation of the bulk kinetic term after integration by parts, and the second term comes from varying (3.5).
The variational principle requires (3.6) to vanish for arbitrary δφ, which requires the boundary condition on Q to be of Neumann form
In our case, we have n µ dx µ = c dỹ where c is determined by the normalization condition n µ n µ = 1 or gỹỹc 2 = 1. The metric written in terms of these variables is
Choosing the plus sign we obtain the boundary condition
(cos θ∂ y − sin θ∂ z )φ| y=z tan θ + a z = 0 . (3.10)
One-point function
Let us consider the Fourier transform of the field configuration in the y-direction,
Substituting into the scalar equation in the flat slicing
we obtain
which can be solved by choosing f q (z) = K ν (|q|z) or I ν (|q|z) where
To find c(q) we need to substitute the ansatz into the inhomogeneous boundary condition. Choosing the solution which is regular in the interior we find that the boundary condition is satisfied if c(q) ∝ |q| d/2 /q [3] . Setting d = 4 and m 2 = 0, for example, we obtain
The vacuum expectation value can then be read off from coefficient of the normalizable term 16) which is of the form required by the unbroken subgroup of the conformal group, namely,
Two-point function
Unlike the holographic interface CFT [27, 40] , the holographic BCFT two-point function is not of the form 1/x 2∆ even when a = 0 [30] . If we insert a boundary at z = z * then we need to impose the Neumann boundary condition at y = z sinh ρ * . For convenience we will choose ρ * = 0 so that the boundary condition is simply
Substituting the ansatz φ = z d/2 f (z)h(y)e −i ω· x we find that the boundary condition fixes h(y) = e −iqy + e iqy and the general solution is thus of the form
Since (e −iqy + e iqy )K ν (kz) is an even function of q, the integral over q projects out the even part of φ (0) ( ω, q). Hence the only constraint on φ (0) ( ω, q) is that it is itself an even function of q,
Fourier transforming, we have
Inverting the Fourier transform we then find 24) which is automatically invariant under q → −q for any φ (0) ( x, y). Substituting back we obtain
is the standard bulk-to-boundary propagator for an operator of dimension ∆ = d/2 + ν. The two-point function is
where X ≡ ( x, y) and X * ≡ ( x, −y). Setting x 2 = 0 without loss of generality we obtain 30) which is of the correct form [32, 33] dictated by conformal invariance,
The function F (ξ), which is not fixed by conformal invariance alone, is determined by the AdS/CFT calculation. If we take y 2 → 0 then 32) which is of the form fixed by O(1, 4) invariance
Repeating the calculation for the Dirichlet boundary condition we obtain
Note that, unlike in the case of Neumann boundary conditions, this two-point function vanishes in the limit y 2 → 0.
Two-point function in AdS slicing
If we allow ρ * = 0 then we encounter a difficulty because the boundary condition now mixes y derivatives with z derivatives on Q ∂ y φ| y=z tan θ = cot θ∂ z φ| y=z tan θ .
It is thus more natural to work in the slicing of AdS d+1 by AdS d , where the boundary condition is replaced by ∂ ρ φ| ρ * = 0. The metric in these coordinates is given by
We will mainly focus on the example of a marginal operator in three dimensions, but similar results hold for any d and ∆. As shown in appendix A.1, the bulk-to-boundary propagator (assuming d odd) is given in these coordinates by
where f p (ρ) is some linear combination of 39) to be fixed by boundary conditions. Given a marginal operator we should, according to the AdS/CFT correspondence, consider a m 2 = 0 scalar field in AdS 4 . We obtain (assuming d = 3) the following asymptotics for the conical functions in (3.39) (the asymptotic boundary is at ρ = −∞) ,
Regularity in the interior (ρ * = ∞) demands that we drop the Legendre-P function and thus, according to the AdS/CFT dictionary, the bare two-point function is given by
The right-hand side is clearly divergent, as is to be expected since we are dealing with the bare, rather than the renormalized correlator. We can gain considerable insight about this infinite expression with the help of the integral representation of the generalized Gegenbauer function [31]
Rotating the contour to the imaginary axis by defining σ = iβ, and using the Mellin transformation, we obtain the following generating function
It is now possible to express the bare correlator as a linear combination of derivatives of p(σ), thus extracting the finite part of the bare correlator
We thus see that the finite piece agrees with the expectations from conformal invariance.
For the BCFT we obtain a linear combination of Q and P Legendre functions determined by the boundary condition f p (ρ * ) = 0. In particular,
Notice that for ρ * → 0 we obtain
while for ρ * → ∞ we have b p → 0 and we recover the formula for a pure CFT.
Choosing d = 3, m 2 = 0, ρ * = 0 and using our Gaussian test function f (z) = e −z , we obtain
In order to evaluate the RHS of the distribution formula, we need to conformally map the BCFT two-point function (3.30) to the hyperboloid. This can be achieved by identifying y > 0 with the Poincaré radial coordinate of H d . It then follows that
and thus
(3.51)
Subtracting divergences and smearing with the test function over the hyperboloid we obtain
In the case of a Dirichlet boundary condition at ρ * = 0, the two-point function (3.35) expressed in terms of the geodesic distance is
In this case
(3.56)
Holographic pseudo-conformal CFT
The pseudo-conformal CFT can be regarded as a CFT with a spacelike boundary at future infinity. We begin with the AdS d+1 metric (1.1) and perform the coordinate transformation z = (−η) csch ρ and t = η coth ρ. Then
where η ∈ (−∞, 0) and ρ ∈ (0, ∞). Unlike the AdS d slicing, this coordinate system only covers a subregion of the AdS d+1 Poincaré patch. The subregion already has a boundary given by the light-cone at ρ = 0. Rather than choosing Q to be this null boundary, however,we will instead fix Q at some ρ * > 0.
We expect that the resulting VEV will be of the form 1/(−t) ∆ with a ρ * -dependent coefficient which vanishes as ρ * → 0. A general ρ = ρ * surface is given in Poincaré coordinates by a worldline
which intersects the boundary on the spacelike surface t = 0, as in Figure 2 . Let us define cosh ρ * = coth φ so that the surface Q is defined by t = −z coth φ. Consider the Lorentz boost
Now the surface is defined byz = 0, and the metric in these coordinates is
The boundary condition on Q is now
One-point function
For 0 < a < ∞ we choose the ansatz to be
Substituting into the scalar equation we obtain Figure 2 : Setup for the pseudo-conformal BCFT, showing the Poincaré patch covered by z, t, the region covered by the dS slice coordinates ρ, η, and the surface Q at ρ = ρ * intersecting the ρ = ∞ boundary at t = 0.
Demanding that the terms in square brackets vanish we find that f q (z) should be a linear combination of Bessel functions, which have the following asymptotic behavior
These asymptotic expansions suggest that in order to interpret the scalar field configuration as a spontaneously generated VEV, we should choose f q (z) = J ν (|q|z). Substituting this into the boundary condition we then obtain
where we have replaced z∂ z by q∂q and integrated by parts. Notice that for large arguments the Bessel function is oscillating rather than decaying exponentially
The function c(q) cannot be a power law |q| α because this would imply
and then α = d/2 − 1, which would cause the LHS to diverge. On the other hand, if we choose c(q) to be a regulated delta function
then assuming d = 4 and m 2 = 0 we obtain
The correctly normalized scalar is 18) where x = z/(−t). By direct substitution it can be shown that this solves both the equation of motion and the boundary condition. For the same reason as in the timelike BCFT case, the dual operator acquires a VEV
Two-point function
In the Euclidean signature the space dS d continues to S d and the wave equation in AdS d+1 sliced by S d is solved by
The asymptotics of the ring functions can be found from the relations (see sec. 3.13 of [47] ) 
For a massless scalar in AdS d+1 (assuming d odd) there are similar expressions in which 3 is replaced by d. It follows that the holographic two-point function on S d is given by
Comparing with (2.42) we obtain 28) which is the correct result for a marginal operator in d dimensions.
The infinite sums defining our holographic two-point functions do not converge. They can be regulated, however, by using the following generating function for Gegenbauer polynomials
Let us check this explicitly for d = 3,
(4.32)
In the general situation with a boundary in the bulk, we require a linear combination
where the coefficient b l is determined by imposing either a Neumann (f l (ρ * ) = 0) or Dirichlet (f l (ρ * ) = 0) condition at ρ = ρ * . As we move ρ * → ∞ the boundary disappears, b l → 0 and we recover the pure CFT.
Discussion
We have developed the formalism that relates the spectral decomposition of correlation functions to the renormalized correlation functions in position space. In highly symmetric situations the spacetime representation of the two-point function can be deduced from spacetime symmetries. This is true of both the pure CFT on flat and curved backgrounds as well as CFTs with spacelike or timelike boundaries. We have checked in all these cases that both representations are related by integral transforms.
In other situations such as the pseudo-conformal CFT where the exact spacetime form of twopoint function is not known, our formalism allows it to be computed implicitly from a knowledge of the spectral representation obtained via holography. It would be interesting to try to compare the results of that calculation with the low-momentum expansion of the two-point functions computed from effective field theory considerations in [12] .
So far our calculations have been restricted to Euclidean signature, although it would be interesting to extend them to the Lorentzian signature, in which the foliation of AdS d+1 by S d becomes a foliation by d-dimensional de Sitter slices.
where the weight function w(x) = 1/x is positive for x > 0. This ensures that they obey the orthogonality relations [36] 2 π 2 p sinh(πp)
The normalized wavefunctions on H d satisfy 14) and are given by
which agrees with [37] for d = 2. Notice that these wavefunctions vanish at η = ∞ because K iρ (kη) ∼ π 2kη e −kη , while at small η they behave as ψ k,p ∼ η (d−1)/2−ip , which vanishes as η → 0. The I iρ (kη) are not permissible wavefunctions because while they vanish at η = 0 they exponentially diverge as η → ∞.
Now consider the spherical slicing of H d . The equation defining g is now
Separating variables as g = Y (n)R(r) we then need to solve the following eigenvalue problem
We find that Y is a hyper-spherical harmonic on S d−1 and the general solution for R(r) (assuming
The associated Legendre functions P ν −1/2+iρ (x), with complex degree −1/2 + ip, are called conical functions and satisfy the completeness relations ∞ 0 dp
We therefore find that the normalized wavefunctions in the S d−1 slicing of H d are [38] 
We conclude that the general solution of the massive scalar wave equation in AdS d+1 is
where we have used (2.56) and defined the bulk-to-boundary propagator
A.2 Scalar Green's functions
Here we review the scalar Green's functions on maximally symmetric spaces.
A.2.1 Sphere S d+1
We consider the scalar field action
The standard round metric on the sphere is
where θ ∈ (0, π) and the wave equation for a scalar of mass m is
The Green's function when acted upon by the above differential operator gives a unit normalized delta function source. We can use rotational invariance to move the delta function source to θ = 0 so that the Green's function only depends on the θ coordinate, and thus the ∇ 2 S d term can be set to zero. Defining z = 
Comparing with the hypergeometric equation 
For the sphere z ∈ [0, 1], and we expect a singularity at θ = 0 (z = 1) but want to avoid a singularity at θ = π (z = 0). Smoothness at θ = π implies that we discard the second solution around z = 0 and the first solution around z = 1. Moreover, we can discard the second solution around z = 1 because it is singular at θ = π. The solution is thus the original hypergeometric function,
where bar indicates that we have dropped an overall normalization factor. The parameter δ (not to be confused with ∆) is chosen to be the larger root of the quadratic equation
This choice is without loss of generality because of the hypergeometric identity 
(A.37)
For a massless scalar m 2 = 0, there is subtlety due to the shift symmetry of the action and the resultant divergence over the zero mode causes the propagator to be divergent in the massless limit. If we interpret the shift symmetry as a gauge symmetry, the two-point function turns out to be the coefficient of m 2 in the Taylor expansion of the normalized Green function G(θ) (see [41] for details). In the case of a massless scalar on S 4 we obtain 38) and the divergent normalization factor (∼ 1/m 2 ) selects the second term. It is also interesting to express the Green's function in terms of the heat Kernel on S d+1 , K(n,n ; t) = 1
The Green's function is given by the Laplace transform of the heat kernel which provides a spectral decomposition analogous to (2.26),
where ν satisfies m 2 = −ν(ν + d). We can see that this agrees with the previous calculation by making use of the representation of the Gegenbauer function in terms of a hypergeometric function
The wave equation on H d+1 can be obtained from that on S d+1 by analytically continuing the polar coordinate θ = ir and simultaneously flipping the sign of the curvature, which flips m 2 → −m 2 , yielding ∂ 
The unnormalized Green's function obtained by analytical continuation from the sphere is given byḠ
where is the usual geodesic distance and ∆ is the larger of the two roots ∆ ± of the quadratic equation ∆(d − ∆) = −m 2 . For large arguments the hypergeometric function has the following asymptotics (assuming a − b is non-integer) 47) and thus the above Green's function behaves asymptotically for large as
The second term means that this Green's function is finite only if m 2 ≤ 0. If we consider the first solution of the hypergeometric equation around z = ∞ we find 
(A.51) We can also use the hypergeometric identity from sec. 2.1.5 of [47] (p. 66)
We notice that for α = β = 1,Ḡ( ) is proportional to the Weyl transform of the CFT two-point function from flat space
This boundary condition can be interpreted [43] as allowing the scalar energy to pass through the AdS 4 boundary into a second copy of AdS 4 . Another interesting interpretation of this boundary condition is that it is precisely the one for whichḠ( ) is proportional to the analytic continuation from the sphereḠ E ( ). Using hypergeometric identifies it can be shown that [44] 
whereG E ( ) is related toḠ E ( ) by taking cosh → − cosh and
Demanding that the coefficient ofG E ( ) vanishes leads to the boundary condition
Finally, let us note that there is a subtlety with using the ∆ − branch for a conformally coupled scalar in (A.49) or (A.51). This is because ∆ − = (d − 1)/2 so the hypergeometric function becomes F (∆, 0, 0, u) = 1. Instead one should first represent the hypergeometric function using (A.52) and then take the limit b → 0.
Let us derive these results from the sum over Brownian motions on the hyperboloid. The heat kernel on H d+1 is given by [38] K(x, y; t) = 1 2π (2π sinh ) which is applicable because sech l < 1. Replacing µ → (1 − d)/2 and ν → −1/2 + ν we obtain (A.53).
A.2.3 de Sitter
The Bunch-Davies de Sitter two-point function can be obtained by analytic continuation from the sphere, θ = it + π/2. Under this continuation the geodesic distance Θ defined by cos Θ = n · n = cos θ 1 cos θ 1 + cos α sin θ 1 sin θ 2 becomes cosh = − sinh t 1 sinh t 1 + cos α cos t 1 cosh t 2 , (A.73)
where we recall that α is the angular separation in the sphere dS d+1 ∼ = R t × S d . The de Sitter Green's function can now be expressed in arbitrary coordinates by realizing that cosh = η µν n µ n ν . where η µν is the (mostly plus) metric for R 1,d+1 and n, n label two points on the single-sheeted hyperboloid defined by n µ n µ = 1. The geodesic distance l can be either real (for timelike separated points) or imaginary (for spacelike separations). In the flat slicing of de Sitter space we have
The Bunch-Davies propagator has the following asymptotics for large
The observation that the Bunch-Davies propagator contains two asymptotic components has been used to argue that it cannot be defined as a sum over trajectories in de Sitter space. The alternative proposal is to take [42] G dS (n, n ; m 2 ) = G AdS (n, n ; −m 2 ) ∼ Ae −δ .
(A.76)
B Differential regularization
We have seen in Section (2.1) that the hard-cut off regulator introduces both power law and logarithmic divergences in the CFT two-point function on flat space. There should exist a regularization scheme in which only the logarithmic divergences appear, since the only unambiguous information present in the divergences is contained in the coefficients of these logarithms. The differential regularization of [19] is such a scheme. Consider the two-point function of an operator of dimension ∆. We begin by expressing 1/|x| 2∆ in terms of an arbitrary number of Laplacians k+1 , As → 0 two things happen; the object in parentheses approaches a delta function and the coefficient diverges. Expanding in and keeping only the leading divergent term we find
We therefore define the renormalized two-point function as in agreement with (2.13) obtained using the cutoff method.
We can re-express the delta function as a derivative to obtain an alternative expression for the two-point correlator 
