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Coupling individual quantum systems lies at the heart of building scalable quantum networks.
Here, we report the first direct photonic coupling between a semiconductor quantum dot and a
trapped ion and we demonstrate that single photons generated by a quantum dot controllably change
the internal state of an Yb+ ion. We ameliorate the effect of the sixty-fold mismatch of the radiative
linewidths with coherent photon generation and a high-finesse fiber-based optical cavity enhancing
the coupling between the single photon and the ion. The transfer of information presented here via
the classical correlations between the σz-projection of the quantum-dot spin and the internal state
of the ion provides a promising step towards quantum state-transfer in a hybrid photonic network.
Single atoms and ions are among the key players in
the realization of elementary quantum information pro-
cessing protocols [1]. High-fidelity state preparation and
readout paired with long coherence times of internal and
external degrees of freedom have enabled the implemen-
tation of small quantum processing units [2–4]. In recent
years, optically active spin qubits in the solid state [5],
such as semiconductor quantum dots (QDs) [6] and im-
purity centers in diamond [7], have emerged as comple-
mentary systems. Albeit having shorter coherence times,
these systems offer ultrafast quantum control via larger
electrical dipole moments [8] and on-chip integration [9–
13] without the need for a continuously operating trap
architecture. While prototype photonic networks of iden-
tical constituents, such as single atoms [14, 15], or spins in
diamond [16, 17] have been demonstrated, the concept of
hybrid quantum networks has recently been proposed as
an exciting alternative [18–20]. Initial progress towards
hybrid systems includes single-photon sources coupled to
atomic vapours [21, 22] and superconducting qubits to
solid-state spin ensembles [23, 24]. These specific experi-
ments rely on large ensembles and, in some cases, spatial
proximity to within the coherence length of the interac-
tion. The formation of a modular network where funda-
mentally differing individual quantum systems commu-
nicate over long distances is an important goal, which so
far has remained elusive.
Here, we report the first direct photonic coupling be-
tween a semiconductor QD spin and a trapped ion and
demonstrate that single photons from a QD change the
internal state of an Yb+ ion efficiently, despite a signif-
icant mismatch in the optical properties of the two sys-
tems. To achieve this we link the atomic and solid-state
nodes with single photons transmitted through an opti-
cal fiber [Fig. 1(a)].
The atomic node consists of a single 174Yb+ ion
in a radio-frequency (RF) Paul trap located inside a
recently developed fiber-based high-finesse Fabry-Perot
cavity [25]. The miniature RF-Paul trap is made of two
very fine tungsten needles at 100µm distance giving rise
to trap frequencies in the range of 2pi × 1-3 MHz. Ion
fluorescence at 369 nm is collected by an in-vacuo ob-
jective (NA = 0.27) with 2% collection efficiency and
guided onto a photomultiplier tube with 14% efficiency.
The fiber cavity [26] is made from two single mode fibers
(125µm diameter) where a negative lens is machined
on each tip (radii of curvature −300 ± 50 µm). Af-
ter the machining process, the fibers are coated with a
high reflectivity dielectric coating (asymmetric coating,
T = 10 ppm and 100 ppm) resulting in a cavity finesse of
F = 20 000. The length of the cavity is 170±10 µm and
the mode waist is about 6.1 µm. The ion interacts with a
single mode of the optical cavity through the 3D[3/2]1/2–
2D1/2 transition at 935 nm [Fig. 1(b)] in the interme-
diate coupling regime with cavity quantum electrody-
namics (cQED) parameters (g, κ, γ) = 2pi × (1.6, 25, 2.1)
MHz. Here, g denotes the coupling strength between the
ion and the cavity mode, κ the decay rate of the cavity
field, and γ the decay rate of the atomic dipole moment.
Figure 1(c) (right) displays the corresponding absorption
spectrum for this transition. The cavity-modified decay
probability from the 3D[3/2]1/2 to the D3/2 state is given
by the bare probability of 2% plus the Purcell factor
of 2C0/(2C0 + 1) where we have used the cooperativ-
ity C0 = g
2/(2κγ), nominally 2.4(5)% in the experiment.
The solid-state node consists of an Indium Arsenide
(InAs) QD in a Schottky diode placed inside a 4.2-K
magneto-optical bath cryostat [Fig. 1(a)] giving access
to neutral and negatively charged QD configurations, as
well as electric and magnetic field tuning of the optical
transitions [27]. The samples contain a distributed Bragg
reflector formed from alternating GaAs/AlGaAs layers
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FIG. 1. (Color online) Experimental setup and optical transitions of the atomic and solid-state nodes. (a) The QD is located
inside a magneto-optical cryostat operating at 4.2 K and 4.2 T. Single photons generated resonantly at 935 nm are sent to the
atomic node via a 50 m single-mode fiber. The ion is placed inside a high-finesse optical cavity resonant with the ion transition
at 935 nm. (b) Relevant level schemes of a neutral InAs QD (left) and an 174Yb+ ion (right). The |0〉–|+1〉 transition of the
QD is on resonance with the 2D3/2–
3D[3/2]1/2 transition of
174Yb+. At 4.2 T the |0〉–|-1〉 transition is detuned by 75 GHz and
is not addressed. The S-P transition of 174Yb+ at 369 nm is used for laser cooling and state readout of the ion. The number
insets (in parentheses) are the cavity-modified (natural) 174Yb+ branching ratios. (c) Absorption spectra of the QD (left) and
the ion (right) transitions centered at 935 nm. The 60-fold mismatch in the radiative linewidths is further exacerbated to 93
including power broadening and spectral wandering effects.
below the QD layer to increase the collection efficiency
around 920-960 nm. A superhemispherical zirconia solid
immersion lens (Weierstrass geometry) mounted on the
top surface of the sample is used to further increase the
photon collection and improve spatial resolution. Reso-
nant optical excitation and collection from single QDs is
achieved using a confocal microscope with a 90:10 beam-
splitter [28]. We collect both QD fluorescence and laser
scattering via a 0.5 NA aspheric lens. Linearly polar-
ized excitation, and cross-polarized detection allows us
to suppress the laser scattering by a factor of 107. For
an excitation intensity of I = Isat, where Isat denotes the
measured laser intensity for which the steady-state QD
excited state population is 1/4, the signal-to-laser back-
ground ratio is 70:1 (20:1) in single-(two-)laser experi-
ments. Pulsed laser excitation is realized using acousto-
optic modulators. Figure 1(c) (left) shows the absorption
spectrum for the |0〉 → |+1〉 transition illustrated in Fig.
1(b). The inset displays the full emission spectrum con-
sisting of the zero-phonon line and the spectrally broad
phonon sideband.
The resonantly generated QD photons are coupled into
a 50-m long optical fiber and transmitted to the atomic
node located 25 meters away. The overall transmission
probability of 5× 10−4 is given by the photon-extraction
efficiency from the QD sample (3.5% into the first lens)
and losses in the optical link from the QD to the ion
(1.4% transmission from the first lens to the cavity mir-
ror) [29].
We first demonstrate the excitation of the atomic
node with single photons from the solid-state node. We
prepare the ion in the lowest Zeeman level |mJ = −3/2〉
of the 2D3/2 manifold by optical pumping. This state has
a natural lifetime of 50 ms and absorbs only σ+–polarized
photons. We then generate a single-photon stream from
the bright neutral exciton transition (|0〉 → |+1〉) of
the QD, as illustrated in Fig. 1(b). This transition
has a radiative linewidth of ΓQD = 2pi × 250(10) MHz,
which is broadened further by spectral diffusion processes
[29]. We drive the QD with an excitation intensity of
I = 0.5Isat for a variable time T , which determines the
total number of photons transmitted to the atomic node
[see Fig. 2(a)]. Absorption of a QD photon transfers the
ion into the 2S1/2 electronic ground state with a proba-
bility given by the intermediate 3D[3/2]1/2 state’s cavity-
modified branching ratio of 91:9. We then probe the
2S1/2–
2P1/2 transition of the ion, where fluorescence at
369 nm verifies a successful state change. In contrast, we
infer that a photon absorption event did not take place
if the ion remains in the ‘dark’ 2D3/2-state [29]. Figure
2(b) displays the measured ion-state transfer probabil-
ity as a function of T for a fixed photon rate impinging
on the fiber cavity of γQD = 9(1) × 104 s−1. The expo-
nential saturation behavior, displayed by the solid curve,
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FIG. 2. (Color online) Optical pumping of the ion by QD
photons. (a) The ion is prepared in the |−3/2〉 state of the
2D3/2 manifold by optical pumping at 369 nm and 935 nm
simultaneously. Subsequently, the QD is excited for a time
T and the generated photons are sent to the ion. The proto-
col cycle ends with the optical readout of the ion state. (b)
Probability of the ion to absorb a QD photon during T in
the weak excitation regime (I=0.5Isat). The solid line is an
exponential fit with a time constant τ = 1.1 ms. The top axis
indicates the mean photon number for a given T reaching the
ion cavity and has 10% statistical error.
yields a characteristic transfer time of 1.08(4) ms, which
corresponds to 97(9) QD photons impinging on the cav-
ity. This yields a single-photon absorption probability
of pabs = 1.0(2)% at this excitation power. This is a
conservative estimate as it includes the 13% of the QD
photons that are red-detuned by a few hundred GHz due
to phonon-assisted emission [30, 31], as seen in the inset
of Fig. 1(c) and do not interact with the ion.
Figure 3(a) shows the dependence of the ion-state
transfer probability on the spectral overlap between the
QD photons and the ion transition. We tune the spec-
trum of QD emission in the strong excitation regime
(I = 11Isat) across the ion-cavity resonance and moni-
tor the internal state of the ion [29]. The recorded state-
transfer probability arises from the convolution of the QD
single-photon spectrum, S(ω), with the cavity-coupled
ion absorption spectrum, L(ω), as shown in the inset of
Fig. 3(a), thus providing a measure of the spectral band-
widths of the two systems. As expected, the detuning de-
pendence follows the Mollow-triplet signature of the QD
emission spectrum. The narrow peak at zero detuning
stems from the coherently scattered component as well
as the residual laser due to imperfect suppression and
its measured width, ≈ 20 MHz, is set directly by L(ω).
The solid curve gives the absorption spectrum calculated
from the optical Bloch equations for the QD emission
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FIG. 3. (Color online) Efficiency of ion state transfer as a
function of the QD-ion detuning and QD driving intensity.
(a) Spectral dependency of the absorption probability per re-
ceived photon. The solid line displays the numerical model.
The slight asymmetry is due to the detuning of the QD tran-
sition from the excitation laser frequency ωL induced by finite
nuclear spin polarization, and the presence of fast dephasing
at high excitation powers, characteristic for this sample [29].
(b) Absorption probability of the ion per received photon as
a function of the QD excitation intensity. Insets show the QD
photon spectrum S(ω) at two different excitation intensities
and the ion absorption line L(ω). The convolution of the two,
normalized by the number of QD photons, gives rise to the
solid line. Including the imperfect suppression of the excita-
tion laser (ratio of QD to laser photons is 70 : 1 at Isat) in the
numerical modeling predicts the dashed line. The error bars
are statistical errors. We note that the ion-cavity coupling
rate for the results in panel (b) is slightly higher than that
for the measurements in panel (a).
4and ion-cavity absorption [29]. The highest probabil-
ity of single-photon absorption for coherently scattered
QD photons occurs at the exact cavity-ion resonance fre-
quency, in stark contrast to the spectrally mismatched
incoherent counterpart.
Figure 3(b) displays the dependence of the ion-state
transfer probability on the QD excitation laser inten-
sity. We see a pronounced efficiency increase in the
low excitation regime, where the dominant contribu-
tion to the QD photon spectrum is inherited from the
continuous-wave (cw) excitation laser field [31]. We mea-
sure a maximum value of 1.2(2)% at I = 0.1Isat, which
corresponds to 1.4(2)% after accounting for the above-
mentioned phonon-assisted emission. This value is com-
parable to the 1.8(2)% measured independently for cw
laser of equivalent intensity, which represents the up-
per limit on ion-photon interaction observed with this
cavity. In the high-excitation regime (I  Isat), where
the main contribution to resonance fluorescence is inco-
herent, the absorption probability reduces by an order
of magnitude, consistent with the theoretical prediction
[solid curve in Fig. 3(b)]. The laser-like absorption prob-
ability demonstrates that coherent scattering can provide
an efficient interface for systems presenting a strong ra-
diative linewidth mismatch. Quantum-network protocols
based on coherent scattering [32] are inherently proba-
bilistic owing to the sub-unity photon generation rate
in this regime. That said, our results still predict an
overall 20% higher efficiency of ion-state transfer over a
deterministic generation scheme even when the coherent
photon-generation probability is 10% .
As a prerequisite for quantum-state transfer, we
demonstrate classical communication between our solid-
state and atomic nodes such that the internal state of
the ion and the projection of the QD spin are correlated.
First, we switch to a negatively charged QD under 0.7-T
magnetic field in Faraday configuration. This provides
optical access to the spin projection of the QD states via
the Zeeman splitting of the ground and excited states
[Fig. 4(a)]. The |↑〉–|⇑↓↑〉 transition is tuned on reso-
nance with the ion transition, while the |↓〉–|⇓↓↑〉 tran-
sition is off-resonant by 20 GHz. Second, we prepare
the desired spin mixture through optical pumping by
driving the σ− transition with a pulse of variable du-
ration, τ , and the σ+ transition with a 600-ns probe
pulse. This alternating-pulses protocol provides a σz pro-
jection of the electron spin ranging from p↑ = 0.072(2)
to p↑ = 0.81(1) [29]. State-preparation and photon-
generation steps are alternated with a repetition rate of
670 kHz during the QD-ion interaction time of 700µs.
Once again, the ion is prepared in the |mJ = −3/2〉
Zeeman state of the 2D3/2 manifold and absorbs σ
+–
polarized photons leading to a state transfer to 2S1/2.
Figure 4(b) presents the theoretically expected as well as
the measured correlation between the QD spin state and
the internal state of the ion. The dashed curve indicates
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FIG. 4. (Color online) Correlations between QD-spin pro-
jection and the state of the ion. (a) At 0.7-T magnetic field
the 20-GHz Zeeman splitting between the two transitions of a
negatively charged QD ensures that only the |↑〉-|⇑↓↑〉 transi-
tion is resonant with the ion. The spin is prepared by optical
pumping for a finite duration of τ . Then, the |↑〉-|⇑↓↑〉 tran-
sition is driven for a fixed time of 600 ns and the generated
photons are sent to the ion. (b) The measured spin-projection
dependence of the normalized ion-state transfer (solid circles).
The solid (dashed) curve is the expected dependence includ-
ing (excluding) imperfect laser rejection.
the ideal correlation for our state-transfer experiments,
while the solid curve represents the expected correlation
calibrated for the presence of residual laser background.
This sequence maps the σz–spin component of the QD to
the internal state of the ion within an average uncertainty
of 3.8%. Our results show that an arbitrary QD spin pro-
jection is reproduced faithfully on the atomic node in the
form of 2S1/2 internal-state projection.
The optical interface demonstrated here links two
quantum systems with significantly different optical char-
acteristics via the exchange of single photons. By co-
herent photon generation and cQED techniques we have
achieved direct coupling between these systems with an
efficiency that surpasses limitations set by their intrinsic
properties. Our work can be extended to achieve faith-
5ful quantum-state transfer and distant entanglement be-
tween a QD and an ion. The hyperfine states of the
trapped ion (e.g. in 171Yb+) can serve as a long-term
quantum memory for the QD spin qubits. A key chal-
lenge for the implementation of such a scheme is reaching
sufficient coupling strength between the nodes.While the
overall efficiency of 5×10−6 is shown here, we note that a
20-fold improvement in QD-photons collection efficiency
has been recently achieved [33]; without in-situ monitor-
ing of photons, a 10-fold reduction of loss in the opti-
cal link is straightforward, and increasing the absorption
probability by a factor 30 through cavity improvements
is within reach. Collectively, these technical steps could
provide a three orders of magnitude improvement in our
current node-to-node coupling in a not too distant fu-
ture.
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SUPPLEMENTARY INFORMATION
QD OPTICAL CHARACTERIZATION
We present the measured optical properties of the
neutral QD which was used in Fig. 1-3 of the main
manuscript. Fig. 5(a) is an intensity correlation mea-
surement of the QD resonance fluorescence which demon-
strates the single-photon nature of the QD emission.
From this measurement and from the lifetime measure-
ment presented in Fig. 5(b), we can infer an excited-state
lifetime T1 = 640 ps, corresponding to a decay rate, Γ, of
2pi× 250 MHz. We verify through Fabry-Perot scans the
portion of coherent scattering from the QD, as shown
in the spectra of Fig. 5(c) and 5(d). We also extract
spectral wandering, and pure dephasing from modeling
these spectra (described in section 4), resulting in the
solid curves in Fig. 5(c) and 5(d).
DETERMINATION OF THE ABSORPTION
PROBABILITY PER PHOTON pabs
The experimental sequence used to determine the ab-
sorption probability per photon pabs consists of four
phases [cf. Fig. 6].
• Initialization The ion is prepared in the mJ =
−3/2 Zeeman level of the 2D3/2 state by applying
σ− and pi polarized 935 nm light in combination
with 369 nm light. The 935 nm beam has an angle
of 75 degrees with respect to the cavity axis and the
369nm beam is transverse to it. After 120µs, ap-
proximately 90% of the population is accumulated
in the target state.
• Probe For a time Tinteract = 0 − 1500µs the QD
fluorescence is guided onto the fiber-cavity. The
cavity length is actively stabilized to be resonant
with the 3D[3/2]1/2-
2D3/2 transition of
174Yb+ for
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FIG. 5. QD characterization. (a) Intensity correlation
of the QD resonance fluorescence. The solid curve is a fit
to the data, including spectral wandering of the transition
and the response time of the detectors. The dashed curve is
the autocorrelation that would be expected with an infinitely
fast response. (b) Time-resolved fluorescence of the QD un-
der pulsed excitation, showing a decay of 640 ps. (c) & (d)
Emission spectra of the QD for different excitation intensi-
ties, recorded with a scanning Fabry-Perot cavity. The solid
lines are theoretically expected spectra, convolved with the
30 MHz width of the cavity. The theory includes pure de-
phasing, as detailed in section 4, and spectral wandering of
the QD resonance of 300 MHz. The spectra are recorded at
zero magnetic field, resulting in spectral fluctuations differing
from those measured in the main experiment.
all experiments presented in the main text. During
Tinteract we record the number of photons reflected
from the cavity. From this measurement we deter-
mine the average number of QD-photons n¯ which
impinged upon the cavity by taking account of the
finite cavity in-coupling, attenuation on the optical
path, background light and dark-counts of the pho-
ton detectors. The corresponding QD-photon rate
is then γQD = n¯/Tinteract.
• Readout In order to prove that the ion has been
interacting with a QD photon during Tinteract we
make use of the large branching ratio from the
3D[3/2]1/2 to the
2S1/2 state. Since the
3D[3/2]1/2
state decays mainly to the 2S1/2 state we define
pabs as the probability per photon to transfer pop-
ulation from 2D3/2 to
2S1/2. The effect of the QD
photons is then determined by subsequent scatter-
ing of 369 nm light on the 2P1/2-
2S1/2 transition of
the ion.
Fig. 6(b) shows the 369 nm fluorescence detected
by a photo-multiplier tube (PMT) during the read-
out phase. The fluorescence signal decays exponen-
tially if the ion is in 2S1/2 state (black curve). This
decay occurs because the 369 nm transition is not
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experimental sequence:
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FIG. 6. 174Yb+ initialization and readout. (a) Exper-
imental sequence. (b) Time-resolved 369 nm fluorescence of
the ion during the read out phase (starts at t = 824µs). Black
curve: ion is in the bright 2S1/2 state. Blue curve: ion is in
the dark 2D3/2 state. Red curve: the QD-photons transferred
the ion partially from the dark to bright state. Each curve
represents the accumulated data from 50000 repetitions.
cyclic. In contrast, for an ion in the 2D3/2 state
the read out signal is constant; the finite signal am-
plitude arises from background light (blue curve).
The red curve shows the signal for a stream of QD
photons. The 2D3/2 to
2S1/2 transfer probability
ptransfer for the QD probe pulse is calculated by
integrating the PMT counts during the first 19µs
of the readout phase for the three traces, giving
cD-state,cS-state and cQD:
ptransfer :=
cQD − cD-state
cS-state − cD-state . (1)
pabs is determined from ptransfer and the mean num-
ber of photons n¯:
pabs :=
Γabs
γQD
=
− ln(1− ptransfer)
Tinteract
Tinteract
n¯
=
− ln(1− ptransfer)
n¯
.
(2)
As not every excitation to 3D[3/2]1/2 state leads to
decay to the 2S1/2 state pabs underestimates the ac-
tual excitation probability. From the cavity-QED
parameter we infer that the altered branching ratio
is 91% in favour of the decay to 2S1/2 state and
therefore our measurements systematically under-
rate pabs by 9%.
• Doppler cooling Finally, the ion is continu-
ously laser-cooled on the 2P1/2-
2S1/2 transition for
160µs.
MODELING OF THE PHOTONIC LINK
The spectrum of the QD emission S(ν) is given by the
Fourier transform of the two-time correlation function
of the optical dipole 〈σ+(τ)σ−(0)〉. To calculate the QD
spectrum, we consider a two-level system interacting with
a classical field in the rotating wave approximation (e.g.
[34]) with an additional pure dephasing term γ of the
optical dipole. The relevant physical quantities are:
• The excited state decay rate Γ = 2pi × 250 MHz.
• The QD-laser Rabi coupling Ω, or equivalently, the
normalized intensity I/Isat ∝ Ω2/Γ2.
• An intensity-dependent dephasing rate of the opti-
cal dipole γ = 2pi × (I/Isat)× 9.3 MHz.
• The frequency of the laser νL.
• The detuning between the laser and the optical
dipole frequency δ = νQD − νL.
• The frequency of the ion ν0.
The number of QD photons nQD→Ion(ν0) spectrally
overlapping with the ion resonance is:
nQD→Ion(ν0) =
∫
S(ν)L(ν0 − ν)dν , (3)
where L(ν0 − ν) is a Lorentzian of FWHM of 20 MHz
corresponding to the width of the cavity-mediated ion
absorption.
The transfer rate from 2D3/2 to
2S1/2 (Γabs) is assumed
to be proportional to nQD→Ion(ν0), with a correction for
a small portion of laser photons nL which leak to the ion
due to finite polarization rejection:
Γabs ∝ nQD→Ion(ν0) + nL ∗ L(ν0 − νL) . (4)
And the absorption probability per photon is propor-
tional to:
pmodelabs ∝
nQD→Ion(ν0) + nL ∗ L(ν0 − νL)
nQD + nL
, (5)
where nQD is the total number of QD photons. The mod-
eled pmodelabs is scaled to fit the observation. The scaling
factor is governed by the ion-cavity coupling.
As stated in the methods, the QD signal to laser leak-
age is 70 : 1 at saturation. Consequently, in the modeling,
we take:
nL(Isat) = nQD(Isat)/70 (6)
nL(I) ∝ I . (7)
In order to model the spectrum, shown in Fig. 3(a) of
the text, we computed pmodelabs , as a function of ν0 − νL.
Having measured the lifetime of the QD, the QD dipole
dephasing rate and the FWHM of the ion absorption
through the cavity independently, the detuning is the
only free parameter. The asymmetry observed experi-
mentally in Fig. 3(a), main text, results from the com-
bined effect of optically induced dephasing and detun-
ing [35]. The theoretical curve in Fig. 3(a) of the main
text illustrates such an imbalance with δ = 250 MHz and
γ = 2pi × 93 MHz. Detuning is set by a non-linear feed-
back mechanism known as dragging: the QD transition is
8- 6 - 4 - 2 0 2 4 60
5 0 0 0
1 0 0 0 0
 
 
 
1 2 . 5  M H z / m s ;  I  =  0 . 1  I s a t
- 6 - 4 - 2 0 2 4 6
0
1 x 1 0 5
2 x 1 0 5
 
QD
 fluo
res
cen
ce (
cou
nts 
s-1 )
D e t u n i n g  ( G H z )
0 . 1 2 5  M H z / m s ;   I  =  I s a t
FIG. 7. QD absorption scans. Absorption scans of the
neutral QD used in the main manuscript. If the laser scanning
rate is sufficiently slow, strong deviation from a Lorentzian
lineshape can be observed as a hyperfine field develops to
ensure through an effective Zeeman shift that the QD tran-
sition remains nearly resonant with the laser frequency. The
Lorentzian curves shown in the bottom panel illustrate how
the absorption profile is continuously shifted to follow the
laser.
locked to the resonant laser, and the locking point is de-
termined by hyperfine interaction between the optically
created electron and the nuclei in the QD [36–38]. Typ-
ical absorption scans, taken for two different scanning
speeds and excitation intensities, are presented in Fig.
7. As shown in the figure, higher excitation intensities
and slower scanning speeds permit a build up of nuclear
polarization, holding the QD resonance to the excitation
frequency. The emission profile is exactly the same as in
the absence of dragging. This dragging of the QD tran-
sition is used for tuning the emission spectrum presented
in Fig. 3(a) of the main manuscript.
pmodelabs is computed for ν0 = νQD = νL as a function of
the normalized excitation intensity I/Isat to model the
intensity-dependent absorption shown in Fig. 3(b) of the
main text. The modeled evolution is scaled to fit the
data. This scaling factor is governed by the ion-cavity
coupling. An excitation-dependent pure dephasing term
has been included, for consistency with the spectrum
modelling in Fig. 3(a) of the main text, but its effect
is below our experimental resolution.
For semiconductor QDs, relaxation between the
dressed states induced by acoustic phonons sets a lower
bound to the dephasing rate observed at a given Rabi fre-
quency [35, 39]. For a saturation parameter I/Isat = 10,
a dephasing rate on the order of 0.1− 1 MHz is to be ex-
pected from such processes. For this QD, a much larger
intensity dependent dephasing rate was measured which
is likely to be caused by fast electrical field noise in this
sample. Excitation intensity-dependent spectral wander-
ing (i.e. slow electrical field fluctuations) with a 160 MHz
amplitude at I/Isat = 1 and a 250 MHz amplitude at
I/Isat = 5 as well as on-off switching of the fluorescence
were also observed. The effect of spectral wandering in
the modeling was found to be a small correction com-
pared to the accuracy of the data points, so it was not
included in our final analysis.
PHOTON TRANSFER EFFICIENCY
In addition to the ion state transfer per photon prob-
abilities reported there is a constant transfer efficiency
from the QD to the ion cavity of 5× 10−4, as mentioned
in the main text. This can be partitioned into two main
stages: photon out-coupling from the QD sample (3.5%)
and losses in the path from the sample to the ion cav-
ity (1.4% transmission). A large proportion of the losses
between the QD sample and the ion cavity can be at-
tributed to the need to monitor photon rates between
the systems, as well as polarization control between the
QD and the ion.
The quoted transmission can be recovered from the
individual elements which make up the link from the QD
sample to the ion cavity: QD microscope beam splitters
(90%× 2 transmission), linear polarizer (41%), coupling
into the QD microscope fiber (40%), coupling into the
50-m fiber (70%), polarization optics transmission at 50-
m fiber output (90%), polarization filtering (50%), beam
splitter transmission (90%×2) and coupling into the fiber
cavity (42%).
PREPARATION OF THE QD ELECTRON SPIN
MIXTURE
In order to demonstrate a dependence of the ion ab-
sorption on the spin state of a QD, we split the transi-
tions of a negatively charged QD with an external mag-
netic field applied along the growth axis (B = 0.7 T).
While polarization-spin correlations are erased by our
cross-polarization technique, energy-spin correspondence
is used to provide a spin-selective absorption.
The energy of the transitions is found by mapping the
intensity of the resonance fluorescence as a function of
laser frequency and gate voltage as shown in Fig. 8(a).
Strong fluorescence is observed when the gate voltage is
set to 0.4 V (0.55 V) corresponding to fast co-tunneling
as the electron occupation changes from 0 to 1 (1 to 2)
in the QD. Fast co-tunneling randomizes the spin-state
of the electron, preventing spin shelving following opti-
cal pumping. Between these two co-tunneling regions,
a strong reduction of fluorescence occurs due to optical
pumping. The fluorescence can be recovered using a sec-
ond repump laser as shown in Fig. 8(b) [40].
To fully characterize the optical pumping, we perform
a time-resolved pulsed two-color experiment [Fig. 8(c)].
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FIG. 8. QD spin preparation.(a) Single laser scan: 2D
map of the QD fluorescence intensity as a function of laser
frequency and gate voltage. An external magnetic field
of B = 0.7 T is applied in Faraday geometry. (b) Two-
laser scan: 2D map of the fluorescence intensity as a func-
tion of the frequency of a scanning laser (red arrow in
the diagrams) and gate voltage while a second laser (blue
arrow) is set at a fixed frequency of 320572 GHz (corre-
sponding to the ion frequency). The strong resonance ob-
served around a gate voltage of 0.475 V and 320552 GHz oc-
curs when each laser is resonant with one of the negatively
charged QD transitions. The other high fluorescence re-
gions are due to single laser resonances in the co-tunneling
as observed in (a). (c) Time-resolved fluorescence under al-
ternating 320572 GHz/320552 GHz excitation. Laser back-
ground has been subtracted. (d) Time-resolved resonance
fluorescence (not background subtracted) under alternating
320552 GHz/320572 GHz excitation in the same experimental
conditions as for spin-state dependent absorption from the
ion, and (e) corresponding electron spin population.
Two pulses are generated from cw laser sources using
acousto-optic modulators. A 3 µs pulse at 320552 GHz
resonantly drives the red transition at a power corre-
sponding to I/Isat = 2. The emission rate of red photons
decreases exponentially in time as the electron is pumped
into the |↑〉 state. Then, a 6.5 µs pulse at 320571 GHz
resonantly drives the blue transition at I/Isat = 0.5.
Again, the emission rate decreases exponentially as a
consequence of optical pumping, this time into the |↓〉
state. From these, we can estimate a preparation fidelity
of 92.2% ± 0.2% (92.8%± 0.2%) in the state |↑〉 ( |↓〉).
In the experiment showing spin-selective absorption of
the ion, we use pulses which only differ from the previous
experiment by their duration: the pulse resonant with the
red transition has a variable duration between 0 and 700
ns, which is used to create an incoherent spin superposi-
tion p↑ |↑〉 〈↑|+p↓ |↓〉 〈↓| with p↑ varying between 0.072(2)
and 0.81(1). Photons are then generated, mostly coher-
ently, by a 550 ns pulse resonant with the blue transition.
Time-resolved resonance fluorescence traces correspond-
ing to identical experimental conditions are presented in
Fig. 8(d). In this protocol, the 935 nm generation pulse
is kept constant, so that the change of ion absorption can
only be attributed to a change of spin preparation of the
QD electron.
