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Abstract
In this paper we show the strong convergence of a fully explicit
space-time discrete approximation scheme for the solution process
of the two-dimensional incompressible stochastic Navier-Stokes equa-
tions on the torus driven by additive noise. To do so we apply an
existing result which was designed to prove strong convergence for the
same approximation method for other stochastic partial differential
equations with non-globally monotone non-linearities.
1 Introduction
In the last years some explicit and easily implementable versions of the ex-
plicit Euler method have been proved to converge strongly (i.e. in mean
square) to the solutions of some infinite-dimensional stochastic evolution
equations with superlinearly-growing non-linearities either driven by trace
class noise (e.g., Gyo¨ngy et al. [2016] and Jentzen and Pusˇnik [2015]) or by
space-time white noise (e.g., Becker and Jentzen [2018] and Hutzenthaler
et al. [2016]).
The reasons to introduce versions of the Euler method rely on the fact
that it was proved in, e.g., Hutzenthaler et al. [2010, Theorem 2.1] that in
general the explicit and the linear-implicit Euler schemes do not converge
strongly to the solutions of stochastic evolution equations with superlinarly-
growing non-linearities. The difficulties for strong convergent drift-implicit
Euler methods, instead, are related to the implementation: at each step
a non-linear equation has to be solved approximately and consequently the
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computational cost increases with the dimension (see, e.g., Hutzenthaler et al.
[2012] for more details).
For the two-dimensional stochastic Navier-Stokes equations, driven by
additive or multiplicative noise, several existence and uniqueness results and
several (strongly) convergent approximation schemes are available. The state
of the art has been summarized very well in Hausenblas and Randrianasolo
[2018]. We refer the reader to this paper and also to Bessaih and Millet [2018],
where the authors establish rates of strong convergence for two approximation
methods in the case of diffusion coefficients with linear growth: the fully
implicit and also the semi implicit Euler schemes introduced in Carelli and
Prohl [2012] (also in the case of additive noise) and the splitting scheme of
Bessaih et al. [2014]. Previously, except for Do¨rsek [2012], who considered
additive noise, there had been no result for the strong convergence rates
of approximation schemes for the two-dimensional stochastic Navier-Stokes
equations, only rates of convergence in probability were available.
Let us now consider the full-discrete (both in space and in time) non-
linearity-truncated accelerated exponential Euler-type scheme introduced in
Hutzenthaler et al. [2016] which is the first strongly convergent approxima-
tion method for the solutions of stochastic Kuramoto-Sivashinsky equations
driven by (a spatial distributional derivative of) space-time white noise. Us-
ing a modified version of the scheme the strong convergence for stochastic
Burgers equations and Allen-Cahn equations both driven by space-time white
noise was proved in Jentzen et al. [2017]. Moreover in Becker et al. [2017]
the spatial and temporal rates of convergence were established for space-time
white noise driven Allen-Cahn equations.
In this document we show that the above mentioned numerical approx-
imation provides an implementable scheme also for the solution of two-
dimensional stochastic Navier-Stokes equations driven by some trace class
noise:{
dXt(x) = (∆Xt(x)− P (∇Xt ·Xt)(x)) dt+B dWt(x), x ∈ (0, 1)2, t ∈ [0, T ],
X0 = ξ ∈ H,
with periodic boundary conditions and incompressibility condition divXt =
0, and where H is an appropriate (Hilbert) subspace of L2(λ(0,1)2 ;R
2) (with
basis consisting of divergence free functions) in which Xt for all t ∈ [0, T ]
lives, P is the projection on H , W is an IdH -cylindrical Wiener process, and
B = (−∆)−1/2−ε, ε ∈ (0,∞), is a Hilbert-Schmidt operator. For simplicity
we have taken the viscosity coefficient ν, that is one of the parameters for
Navier-Stokes equations, equal to 1. Moreover for simplicity, we have taken
the coefficient of the nonlinearity c1 = 1 in Setting 3.1 and κ = c2 = 0 in
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Settings 2.4 and 3.1, otherwise the drift would involve a linear term cX , for
c ∈ R.
Let the interpolation spaces Hr, r ∈ R, associated to (−∆). In particular
for r ∈ [0,∞) it holds that Hr is the domain of the fractional power (−∆)r of
the operator (−∆). Let ε ∈ (0,∞), ̺ ∈ (1/2, 1/2+ ε), γ ∈ (̺,∞), and ξ ∈ Hγ.
Then we can consider the mild solution X : [0, T ]×Ω→ H̺ satisfying for all
t ∈ [0, T ] that P-a.s.
Xt = e
t∆ξ +
∫ t
0
e(t−s)∆P (−∇Xs ·Xs) ds+
∫ t
0
e(t−s)∆(−∆)1/2+ε dWs. (1.1)
Note that any strong or weak solution is also a mild solution, the pathwise
uniqueness of the the mild solution follows from a Gronwall-type argument
and the fact, demonstrated in Lemma 3.3, that the nonlinearity is Lipschitz
on bounded sets.
We will prove in Item (iii) in Theorem 5.1 that the following adaptation of
the approximation scheme of Hutzenthaler et al. [2016] converges strongly to
(1.1). Let On,X n : [0, T ]×Ω→ Pn(H) be the stochastic processes satisfying
for all n ∈ N, t ∈ [0, T ] that it holds P-a.s. that
Ont =
∫ t
0
Pne
(t−s)∆(−∆)1/2+ε dWs + Pnet∆ξ
X nt = Ont
+
∫ t
0
Pne
(t−s)∆
1
{
‖(−∆)̺Xn
⌊s⌋hn
‖H+‖(−∆)̺On⌊s⌋hn ‖H≤h
−χ
n
}P (−∇X n⌊s⌋hn · X
n
⌊s⌋hn ) ds,
where χ ∈ (0,∞) an appropriate constant, (hm)m∈N is a positive sequence
converging to 0, and Pn are projections on increasing finite dimensional spaces
Pn(H) ⊆ H to be specified later in Setting 2.1.
The proof of the strong convergence
lim sup
n→∞
sup
s∈[0,T ]
‖Xs − X ns ‖H = 0
(Item (iii) in Theorem 5.1) is an application of Theorem 3.5 in Jentzen et al.
[2017] which improved the results in Hutzenthaler et al. [2016] by consider-
ing a suitable generalized coercivity-type condition (in Lemma 3.2 below).
The coefficients involved in the latter condition are functions that, composed
with a suitable transformation (called O) of the Ornstein-Uhlenbeck pro-
cess (called O), satisfy exponential integrability properties (in this document
given by Item (ii) in Proposition 4.6).
The implementation of the scheme is obtained just by taking for all n ∈ N
the sequence X n(k+1)hn for k ∈ (−1, Thn − 1) ∩ N. This yields a fully explicit
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space-time discrete approximation scheme. To the best of the author’s knowl-
edge, Theorem 5.1 is the first strong convergence result for fully explicit
space-time discrete approximation processes for two-dimensional stochastic
Navier-Stokes equations.
1.1 Outline of the paper
The main result is in Section 5. In the others sections the assumptions of
the theorem are checked.
In Section 2 we give the formal definition of the operators and the spaces
involved, moreover some elementary results are proved. For example proper-
ties of the eigenvalues and eigenfunctions of the Laplace operator and prop-
erties of some interpolation spaces. Several of the estimates involved can also
be found in Jentzen and Pusˇnik [2016, Section 4] where exponential integra-
bility properties for an approximation scheme are provided in the setting of
some two-dimensional stochastic Navier-Stokes equations with multiplicative
trace class noise.
Section 3 is dedicated to the nonlinear part of the drift (i.e. −∇X ·X),
namely its formal definition, the generalized coercivity-type condition, and
the local Lipschitzianity on bounded sets.
In Section 4 the random perturbation is introduced and the properties of
the stochastic convolution process and its approximating sequence are stud-
ied. We will obtain in Lemma 4.3 that the strong convergence rate for the
approximation of the noise is strictly smaller than 2(1/2+ ε− ̺). Lemma 4.4
is auxiliary for Proposition 4.6 where the exponential integrability properties
are given. Lemma 4.5 establishes the existence of a continuous version for
the stochastic convolution processes. The arguments in the proofs in this
section are similar to those contained in the papers proving the convergence
for other equations. Indeed they are adaptations or follow the arguments of
Jentzen et al. [2017, Lemma 5.5, Lemma 5.2, Proposition 5.6, Proposition 5.4]
(for stochastic Burgers and Allen-Cahn equations) and therefore of Hutzen-
thaler et al. [2016, Lemma 5.9, Lemma 5.6, Corollary 5.10, Corollary 5.8]
(for stochastic Kuramoto-Sivashinsky equations).
1.2 Notation
Throughout this article the following notation is used.
Let N = {1, 2, 3, . . .} be the set of all natural numbers.
We denote by ⌊·⌋h : R → R, h ∈ (0,∞), the round-ground functions which
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satisfy for all t ∈ R, h ∈ (0,∞) that
⌊t⌋h = max((−∞, t] ∩ {0, h,−h, 2h,−2h, . . .}).
Moreover for two sets A and B satisfying A ⊆ B we denote by IdA : A→ A
the identity function on A, i.e. the function which satisfies for all a ∈ A that
IdA(a) = a, and by 1
B
A : B → {0, 1} the indicator function which satisfies for
all a ∈ A that 1BA(a) = 1 and for all b ∈ B \ A that 1BA(b) = 0.
For two measurable spaces (A,A) and (B,B) we denote by M(A,B) the set
of all A/B-measurable functions. For a topological space (X, τ) we denote
by B(X) the Borel sigma-algebra of (X, τ). For a set A ∈ B(R) we denote
by λA : B(A)→ [0,∞] the Lebesgue-Borel measure on A.
For a measure space (Ω,F , µ), a measurable space (S,S), a set R, and a
function f : Ω→ R we denote by [f ]µ,S the set given by
[f ]µ,S
= {g ∈M(F ,S) : (∃A ∈ F : µ(A) = 0 and {ω ∈ Ω: f(ω) 6= g(ω)} ⊆ A)}.
For all d ∈ N we denote by | · |d the Euclidean norm of Rd. For all α ∈
(0,∞) and p ∈ [1,∞) let W α,p((0, 1)2,R2) be the Sobolev-Slobodeckij spaces
(see,e.g., Runst and Sickel [1996, Section 2.1.2]). Let us recall that in particu-
lar for real numbers p ∈ [1,∞), θ ∈ (0, 1) and a B((0, 1)2)/B(R2)-measurable
function v : (0, 1)2 → R2 we denote by ‖v‖W θ,p((0,1)2,R2) the extended real
number given by
‖v‖W θ,p((0,1)2,R2) =
[∫∫
(0,1)2
|v(x)|p2 dx+
∫∫
(0,1)2
∫∫
(0,1)2
|v(x)−v(y)|p2
|x−y|2+θp2
dx dy
] 1
p
.
Let ∂ : W 1,2((0, 1)2,R2) 7→ L2(λ(0,1)2 ;R2×2) be the function which satisfy
for all smooth function with compact support φ ∈ C∞cpt((0, 1)2,R2), v ∈
W 1,2((0, 1)2,R2), i ∈ {1, 2}, that〈
∂iv, [φ]λ(0,1)2 ,B(R2)
〉
L2(λ(0,1)2 ;R
2)
= −
〈
v, [ ∂
∂xi
φ]λ(0,1)2 ,B(R2)
〉
L2(λ(0,1)2 ;R
2)
and ∂v = (∂1v, ∂2v).
Furthermore let (·) : {[v]λ(0,1)2 ,B(R2) ∈ L0(λ(0,1)2 ;R2) : v ∈ C((0, 1)2,R2)} →
C((0, 1)2,R2) be the function which satisfies for all v ∈ C((0, 1)2,R2) that
[v]λ(0,1)2 ,B(R2) = v.
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2 Properties of the state space of the solution
Setting 2.1. Let (U, 〈·, ·〉U , ‖·‖U) be the separable Hilbert space(
L2(λ(0,1)2 ;R
2), 〈·, ·〉L2(λ(0,1)2 ;R2) , ‖·‖L2(λ(0,1)2 ;R2)
)
.
For all k ∈ Z let ϕk ∈ C((0, 1),R) be the function such that for all x ∈ (0, 1)
it holds that
ϕk(x) = 1
Z
{0}(k) + 1
Z
N(k)
√
2 cos(2kπx) + 1ZN(−k)
√
2 sin(−2kπx),
let the following elements U
e0,0,0 =
[
{(1, 0)}(x,y)∈(0,1)2
]
λ(0,1)2 ,B(R2)
, e0,0,1 =
[
{(0, 1)}(x,y)∈(0,1)2
]
λ(0,1)2 ,B(R2)
,
and for all k, l ∈ Z2 \ {(0, 0)} the elements
ek,l,0 =
[{(
lϕk(x)ϕl(y)√
k2+l2
, kϕ−k(x)ϕ−l(y)√
k2+l2
)}
(x,y)∈(0,1)2
]
λ(0,1)2 ,B(R2)
.
Moreover let H ⊆ U be the closed subvector space of U with orthonormal
basis H = {e0,0,1} ∪ {ei,j,0 : i, j ∈ Z} and let, for all n ∈ N,
Hn = {e0,0,1} ∪ {ek,l,0 : k, l ∈ Z and k2 + l2 < n2} ⊆ H
and Pn ⊆ L(H) the projection on the finite dimensional subspace of H
spanned by Hn, i.e. for all u ∈ H it holds that Pn(u) =
∑
h∈Hn 〈h, u〉H h. In
addition let ǫ ∈ (0,∞) and λe0,0,1 , λek,l,0 ∈ [0,∞), k, l ∈ Z, be the following
real numbers λe0,0,1 = λe0,0,0 = ǫ, λek,l,0 = ǫ+ 4π
2(k2 + l2).
2.1 Elementary estimates
Lemma 2.2. Assume Setting 2.1. Then it holds
(i) for all ε ∈ (0,∞) that ∑h∈H λ−1−εh <∞,
(ii) for all β ∈ (0,∞), ε ∈ [0, β) that ∑h∈H(κ+ λh)ελ−1−βh <∞,
(iii) for all n ∈ N, ε ∈ (0,∞) that ‖(κ − A)−ε(IdH − Pn)‖L(H) ≤ (κ + ǫ +
4π2n2)−ε,
(iv) that lim infn→∞ inf({λh : h ∈ H\Hn} ∪ {∞}) =∞.
6
Proof of Lemma 2.2. Throughout the proof of the first item, let ε ∈ (0,∞)
be a fixed real number. Then note that
1
2
∑
k∈Z\{0} λ
−1−ε
ek,0,0
=
∑
k∈N λ
−1−ε
ek,0,0
=
∑
k∈N λ
−1−ε
e0,k,0
=
∑
k∈N(ǫ+ 4π
2k2)−1−ε
≤ (2π)−2(1+ε)∑k∈N k−2(1+ε) = (2π)−2(1+ε) (1 +∑k∈N(k + 1)−2(1+ε))
≤ (2π)−2(1+ε)
(
1 +
∫ ∞
1
x−2(1+ε)dx
)
<∞
(2.1)
and ∑
l,k∈N\{1}(ǫ+ 4π
2(k2 + l2))−(1+ε) ≤ 2π ∫∞
1
x (ǫ+ 4π2x2)
−(1+ε)
dx
=
∫ ∞
√
ǫ+4π2
y1−2(1+ε)dy =
1
2β
(
ǫ+ 4π2
)−ε
<∞.
This, together with (2.1), implies∑
k,l∈Z\{0} |λek,l,0|−(1+ε)
=
∑
k,l∈Z\{0}(ǫ+ 4π
2(k2 + l2))−(1+ε)
= 4
∑
l,k∈N(ǫ+ 4π
2(k2 + l2))−(1+ε)
= 8
∑
k∈N(ǫ+ 4π
2 + 4π2k2)−(1+ε) + 4
∑
l,k∈N\{1}(ǫ+ 4π
2(k2 + l2))−(1+ε)
≤ 4∑k∈Z\{0} λ−(1+ε)ek,0,0 + 4∑l,k∈N\{1}(ǫ+ 4π2(k2 + l2))−(1+ε) <∞.
(2.2)
Combining (2.1) and (2.2) with the fact that
∑
h∈H λ
−(1+ε)
h = λ
−(1+ε)
e0,0,0 + λ
−(1+ε)
e0,0,1 +
∑
(k,l)∈Z2\{(0,0)} λ
−(1+ε)
ek,l,0
= 2ǫ−(1+ε) +
∑
k∈Z\{0} λ
−(1+ε)
ek,0,0 +
∑
k∈Z\{0} λ
−(1+ε)
e0,k,0 +
∑
k,l∈Z\{0} λ
−(1+ε)
ek,l,0
proves Item (i).
In the proof of Item (ii) let β ∈ (0,∞) and ε ∈ [0, β) be fixed real
numbers. Then note that there exists m ∈ N such that for all h ∈ H \Hm it
holds that κ ≤ λh. This implies that∑
h∈H(κ+ λh)
ελ−1−βh =
∑
h∈Hm(κ + λh)
ελ−1−βh +
∑
h∈H\Hm(κ+ λh)
ελ−1−βh
≤∑h∈Hm(κ+ ǫ+ 4π2|h|2)ε(ǫ)−1−β + 2ε∑h∈H\Hm λε−1−βh .
This, the fact that #Hm <∞, the fact that λh > 0 for all h ∈ H, and Item (i)
(with ε = β − ε) demonstrate Item (ii).
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Throughout the proof of Item (iii) let the real number ε ∈ (0,∞) and the
natural number n ∈ N be fixed. Then observe that for all h ∈ Hn it holds
that (IdH − Pn)h = 0 and for all h ∈ H \Hn it holds that (IdH − Pn)h = h.
This, together with the fact that v ∈ H that v =∑h∈H 〈v, h〉H h, shows that
it holds for all v ∈ H that
‖(κ− A)−ε(IdH − Pn)v‖2H =
∥∥∥∑h∈H\Hn 〈v, h〉H (κ−A)−εh
∥∥∥2
H
=
∥∥∥∑h∈H\Hn(κ+ λh)−ε 〈v, h〉H h
∥∥∥2
H
=
∑
h∈H\Hn(κ+ λh)
−2ε 〈v, h〉2H .
This, together with the fact that for all h ∈ H\Hn it holds that λh ≥ ǫ+4π2n2,
shows that it holds for all v ∈ H that
‖(κ− A)−ε(IdH − Pn)v‖2H ≤
∑
h∈H\Hn(κ+ ǫ+ 4π
2n2)−2ε 〈v, h〉2H
≤ (κ+ ǫ+ 4π2n2)−2ε∑h∈H 〈v, h〉2H = (κ+ ǫ+ 4π2n2)−2ε‖v‖2H .
Therefore, we obtain that
‖(κ− A)−ε(IdH − Pn)‖L(H)
= sup
{‖(κ− A)−ε(IdH − Pn)v‖H : v ∈ H with ‖v‖H = 1}
≤ (κ+ ǫ+ 4π2n2)−ε.
This establishes Item (iii).
Finally note that it holds for all n ∈ N that inf{λh : h ∈ H \ Hn} =
λen,0,0 = ǫ + 4π
2n2. This proves Item (iv). The proof of Lemma 2.2 is thus
completed.
Lemma 2.3. Assume Setting 2.1. Then it holds
(i) that suph∈H ‖h‖L∞(λ(0,1)2 ;R2) ≤ 2,
(ii) for all h = (h1, h2) ∈ H that ∂1h1 + ∂2h2 =
[{0}x∈(0,1)2]λ(0,1)2 ,B(R),
(iii) for all j ∈ {1, 2}, h, v ∈ H with v 6= h that 〈∂jh, ∂jv〉H = 0, and
(iv) for all r ∈ [1/2,∞) that maxj∈{1,2} suph∈H ‖∂jh‖U |λh|−r ≤ 1.
Proof of Lemma 2.3. First note that for all h ∈ H it holds that ‖h‖L∞(λ(0,1)2 ;R2) =
supx∈(0,1)2 |h(x)|2. In particular it holds that ‖e0,0,0‖L∞(λ(0,1)2 ;R2) = ‖e0,0,1‖L∞(λ(0,1)2 ;R2) =
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1 and for all (k, l) ∈ Z2 \ {(0, 0)} it holds that
‖ek,l,0‖L∞(λ(0,1)2 ;R2) = sup
x,y∈(0,1)
(
1√
k2+l2
|lϕk(x)ϕl(y), kϕ−k(x)ϕ−l(y)|2
)
= sup
x,y∈(0,1)
(
1√
k2+l2
(l2(ϕk(x)ϕl(y))
2 + k2(ϕ−k(x)ϕ−l(y))2)
1/2
)
≤ 1√
k2+l2
(
22(l2 + k2)
)1/2
= 2.
This establishes Item (i).
Note that for all j ∈ {1, 2}, n1, n2 ∈ Z it holds that
∂j(en1,n2,0) = 2π(−1)jnj e(−1)jn1,(−1)j+1n2,0, ∂je0,0,1 = 0. (2.3)
This implies that for all n1, n2 ∈ Z it holds that en1,n2,0 = ((en1,n2,0)1, (en1,n2,0)2)
and
∂1(en1,n2,0)1 + ∂2(en1,n2,0)2
= −2πn1(e−n1,n2,0)1 + 2πn2(en1,−n2,0)1
=
[{
−2πn1n2ϕ−n1 (x)ϕn2 (y)+2πn2n1ϕ−n1 (x)ϕn2 (y)√
n21+n
2
2
}
(x,y)∈(0,1)2
]
λ(0,1)2 ,B(R)
=
[{0}(x,y)∈(0,1)2]λ(0,1)2 ,B(R) .
This and (2.3) demonstrate Item (ii).
The fact that H is an orthonormal basis together with (2.3) establishes
for all j ∈ {1, 2}, n1, n2, m1, m2 ∈ Z with n1 6= m1 or n2 6= m2 that
〈∂jen1,n2,0, ∂jem1,m2,0〉H
= 4π2njmj
〈
e(−1)jn1,(−1)j+1n2,0, e(−1)jm1,(−1)j+1m2,0
〉
H
= 0,
and 〈∂jen1,n2,0, ∂je0,0,1〉H = 0. This demonstrates Item (iii).
The fact that for all h ∈ H it holds that ‖h‖U = 1 shows for all r ∈ R
that
max
j∈{1,2}
sup
h∈H
‖∂jh‖U
|λh|r = maxj∈{1,2}
sup
(n1,n2)∈Z\{(0,0)}
‖∂jen1,n2,0‖U
|λen1,n2,0 |
r
= max
j∈{1,2}
sup
n1,n2∈Z\{0}
2π|nj |‖e(−1)jn1,(−1)j+1n2,0‖U
|λen1,n2,0 |
r
= max
j∈{1,2}
sup
n1,n2∈Z\{0}
2π|nj |
|λen1,n2,0 |
r .
9
The fact that for all j ∈ {1, 2}, n1, n2 ∈ N \ {0} it holds that 1 ≤ nj ≤√
n21 + n
2
2 implies for all j ∈ {1, 2}, n1, n2 ∈ Z \ {0}, r ∈ [1/2,∞) that
1 ≤ 2π|nj| ≤ |λen1,n2,0|
1/2 ≤ |λen1,n2,0 |r. Hence for all r ∈ [1/2,∞) it holds that
max
j∈{1,2}
sup
h∈H
‖∂jh‖U
|λh|r ≤ maxj∈{1,2} sup(n1,n2)∈Z\{0}
2π|nj |
|λen1,n2,0 |
1/2 ≤ 1.
This establishes Item (iv). The proof of Lemma 2.3 is thus completed.
2.2 Properties of the spaces involved
Setting 2.4. (The Laplace operator with periodic boundary conditions) As-
sume Setting 2.1, let A : D(A) ⊆ H → H be the linear operator which
satisfies D(A) = {v ∈ H : ∑h∈H |λh 〈h, v〉H |2 < ∞} and ∀ v ∈ D(A) : Av =∑
h∈H−λh 〈h, v〉H h, let κ ∈ [0,∞), and let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be
a family of interpolation spaces associated to κ − A (see, e.g., Sell and You
[2013, Section 3.7]).
Lemma 2.5 (Integration by parts). Assume Setting 2.4 and let r ∈ [1/2,∞),
ζ ∈ (1/2,∞). Then it holds
(i) for all v ∈ Hr, j ∈ {1, 2} that v ∈ W 1,2((0, 1)2,R2), ∂jv =
∑
h∈H 〈h, v〉H ∂jh,
and ‖∂jv‖U ≤ ‖v‖Hr ,
(ii) for all v = (v1, v2) ∈ Hr that ∂1v1 + ∂2v2 =
[{0}x∈(0,1)2]λ(0,1)2 ,B(R),
(iii) Hζ ⊆ L∞(λ(0,1)2 ;R2),
(iv) for all i, j, k, l ∈ {1, 2}, u, v, w : (0, 1)2 → R2 satisfying
[u]λ(0,1)2 ,B(R2), [v]λ(0,1)2 ,B(R2), [w]λ(0,1)2 ,B(R2) ∈ Hζ
that [vi · wj]λ(0,1)2 ,B(R) ∈ W 1,2((0, 1)2,R) ∩ L∞(λ(0,1)2 ;R),
∂k(viwj) = ∂kviwj + vi∂kwj , (2.4)
and 〈∂k(viwj), ul〉L2(λ(0,1)2 ;R) = −〈(viwj), ∂kul〉L2(λ(0,1)2 ;R),
(v) for all v, w = (w1, w2) ∈ Hζ that
∑
j wj∂jv ∈ U .
Proof of Lemma 2.5. Let us first observe that combining Item (iv) in Lemma 2.3
and Item (i) and Item (ii) Lemma 4.4 in Jentzen and Pusˇnik [2016](with
ρ = r, u = v, j = j for v ∈ Hr, j ∈ {1, 2}) proves that it holds for all
v ∈ Hr, j ∈ {1, 2} that Hr ⊆ W 1,2((0, 1)2,R2), ∂jv =
∑
h∈H 〈h, v〉H ∂jh, and
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‖∂jv‖U ≤ (suph∈H ‖∂jh‖U |λh|−r) ‖v‖Hr . This and Item (iv) in Lemma 2.3
ensure Item (i).
Moreover the fact that for all v ∈ Hr, j ∈ {1, 2} it holds that ∂jv =∑
h∈H 〈h, v〉H ∂jh implies that for all v ∈ Hr, j ∈ {1, 2} it holds that ‖∂jvj −∑
h∈H 〈h, v〉H ∂jhj‖L2(λ(0,1)2 ;R) ≤ ‖∂jv −
∑
h∈H 〈h, v〉H ∂jh‖U = 0. This to-
gether with Item (ii) in Lemma 2.3 shows for all v = (v1, v2) ∈ Hr that
‖∑2j=1 ∂jvj‖L2(λ(0,1)2 ;R)
= ‖∑2j=1 ∂jvj −∑h=(h1,h2)∈H 〈h, v〉H ∑2j=1 ∂jhj‖L2(λ(0,1)2 ;R)
≤∑2j=1 ‖∂jvj −∑h=(h1,h2)∈H 〈h, v〉H ∂jhj‖L2(λ(0,1)2 ;R) = 0.
This establishes Item (ii).
Next note that
∑
h∈H |λh|−2ζ < ∞ (see e.g. Item (i) in Lemma 2.2).
Combining this with Items (i) and (iv) in Lemma 2.3 with Lemma 4.9 in
Jentzen and Pusˇnik [2016] (with ρ = ζ , u = v) and Jentzen and Pusˇnik
[2016, Lemma 4.5 and Lemma 4.7] establishes Item (iii) and Item (iv).
Let v, w ∈ Hζ be fixed for the entire proof of Item (v). Note that
Item (iii) and Cauchy-Schwarz inequality ensure that w ∈ L∞(λ(0,1)2 ;R2)
and
∑2
j=1 ‖wj‖L∞(λ(0,1)2 ;R) ≤
√
2‖w‖L∞(λ(0,1)2 ;R2) <∞. Moreover Item (i) as-
sures that ‖∂jv‖U ≤ ‖v‖Hζ < ∞ for all j ∈ {1, 2}. This and the triangle
inequality show that∥∥∑2
j=1wj∂jv
∥∥
U
≤∑2j=1 ‖wj‖L∞(λ(0,1)2 ;R)‖∂jv‖U ≤ √2‖v‖Hζ‖w‖L∞(λ(0,1)2 ;R2) <∞.
This establishes Item (v).
The proof of Lemma 2.5 is thus completed.
Lemma 2.6 (Sobolev embeddings). Assume Setting 2.4 and let ζ ∈ (1/2,∞),
v ∈ Hζ, β ∈ (0, 1), p ∈ (2/β,∞), w ∈ W β,p((0, 1)2,R2). Then there exist
u1, u2 ∈ C((0, 1)2,R2) such that v = [u1]λ(0,1)2 ,B(R2) and w = [u2]λ(0,1)2 ,B(R2).
Proof of Lemma 2.6. First, note that v ∈ Hζ ⊆ W 2ζ,2((0, 1)2,R2) hence
Sobolev embedding theorem proves that there exists u1 ∈ C((0, 1)2,R2) such
that u = [u1]λ(0,1)2 ,B(R2). Sobolev embedding theorem ensures that there ex-
ists u2 ∈ C0,
βp−2
p ((0, 1)2,R2) such that w = [u2]λ(0,1)2 ,B(R2). The proof of
Lemma 2.6 is thus completed.
3 Properties of the non linearity
Setting 3.1. Assume Setting 2.4, c1, c2 ∈ R, ρ ∈ (1/2, 1), let R ∈ L(U) be the
orthogonal projection of U on H , and let F : Hρ → H satisfy for all v ∈ Hρ
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that
F (v) = R
(
c2 v − c1
∑2
i=1 vi ∂iv
)
. (3.1)
Note that Item (v) in Lemma 2.5 assures that the function in (3.1) is well
defined.
Lemma 3.2 (Generalized coercivity-type condition). Assume Setting 3.1,
let ε ∈ (0,∞) and let v = (v1, v2), w = (w1, w2) ∈ Hρ. Then it holds that
|〈v, F (v + w)〉H | ≤
(
3
2
|c2|+ c
2
1
2ε
[
supx∈(0,1)2 |w(x)|22
]) ‖v‖2H + 2ε‖v‖2H1/2
+
( |c2|
2
[
supx∈(0,1)2 |w(x)|22
]
+
c21
2ε
[
supx∈(0,1)2 |w(x)|42
])
.
Proof of Lemma 3.2. First note that
〈v, F (v + w)〉H = 〈v, F (v + w)〉U
= c2 〈v, v + w〉H − c1
∑2
j,i=1 〈vi, (vj + wj)∂j(vi + wi)〉L2(λ(0,1)2 ;R) .
This and Item (iv) in Lemma 2.5 yield
〈v, F (v + w)〉H
= c2 〈v, v + w〉H + c1
∑2
j,i=1 〈∂j (vi(vj + wj)) , vi + wi〉L2(λ(0,1)2 ;R)
= c2 〈v, v + w〉H + c1
∑2
j,i=1 〈∂jvi, (vj + wj)(vi + wi)〉L2(λ(0,1)2 ;R)
+ c1
〈∑2
j=1 ∂jvj +
∑2
j=1 ∂jwj,
∑2
i=1(v
2
i + viwi)
〉
L2(λ(0,1)2 ;R)
.
Item (ii) in Lemma 2.5 hence shows that
〈v, F (v + w)〉H
= c2 〈v, v + w〉H + c1
∑2
j,i=1 〈∂jvi, (vj + wj)(vi + wi)〉L2(λ(0,1)2 ;R) .
Moreover observe that for all u ∈ Hρ it holds that
∑2
j,i=1 〈∂jvi, ujvi〉L2(λ(0,1)2 ;R) =
0 because Item (iii), Item (iv), and Item (ii) in Lemma 2.5 imply that∑2
j,i=1 〈uj∂jvi, vi〉L2(λ(0,1)2 ;R) = −
∑2
j,i=1 〈vi, ∂j(ujvi)〉L2(λ(0,1)2 ;R)
= −∑2j,i=1 〈v2i , ∂juj〉L2(λ(0,1)2 ;R) −∑2j,i=1 〈uj∂jvi, vi〉L2(λ(0,1)2 ;R)
= −
〈∑2
i=1 v
2
i ,
∑2
j=1 ∂juj
〉
L2(λ(0,1)2 ;R)
−∑2j,i=1 〈uj∂jvi, vi〉L2(λ(0,1)2 ;R)
= −∑2j,i=1 〈uj∂jvi, vi〉L2(λ(0,1)2 ;R) .
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Therefore, we obtain that
〈v, F (v + w)〉H
= c2 〈v, v + w〉H + c1
∑2
j,i=1 〈∂jvi, (vj + wj)wi〉L2(λ(0,1)2 ;R) .
The Cauchy-Schwarz inequality yields
|〈v, F (v + w)〉H |
≤ |c2|‖v‖H(‖v‖H + ‖w‖H)
+ |c1|
∑2
j,i=1 ‖∂jvi‖L2(λ(0,1)2 ;R)
(
‖vjwi‖L2(λ(0,1)2 ;R) + ‖wjwi‖L2(λ(0,1)2 ;R)
)
≤ 3
2
|c2|‖v‖2H +
1
2
|c2|‖w‖2H + |c1|
(∑2
j,i=1 ‖∂jvi‖2L2(λ(0,1)2 ;R)
)1/2
·
[(∑2
j,i=1 ‖vjwi‖2L2(λ(0,1)2 ;R)
)1/2
+
(∑2
j,i=1 ‖wjwi‖2L2(λ(0,1)2 ;R)
)1/2]
.
Furthermore the fact that for all a, b ∈ R, 2ab ≤ εa2 + b2
ε
, together with
Item (i) in Lemma 2.5, yields
|〈v, F (v + w)〉H |
≤ 3
2
|c2|‖v‖2H +
1
2
|c2|‖w‖2H + ε
∑2
j,i=1 ‖∂jvi‖2L2(λ(0,1)2 ;R)
+
c21
2ε
∑2
j,i=1 ‖vjwi‖2L2(λ(0,1)2 ;R) +
c21
2ε
∑2
j,i=1 ‖wjwi‖2L2(λ(0,1)2 ;R)
≤ 3
2
|c2|‖v‖2H +
1
2
|c2|‖w‖2H + 2ε‖v‖2H1/2
+
c21
2ε
∑2
j,i=1 ‖vjwi‖2L2(λ(0,1)2 ;R) +
c21
2ε
∑2
j,i=1 ‖wjwi‖2L2(λ(0,1)2 ;R).
(3.2)
Furthermore observe that
2∑
j,i=1
‖vjwi‖2L2(λ(0,1)2 ;R) =
2∑
j,i=1
∫
(0,1)2
|vj(x)|2|wi(x)|2dx
≤ [supx∈(0,1)2 |w(x)|22]
2∑
j=1
∫
(0,1)2
|vj(x)|2dx =
[
supx∈(0,1)2 |w(x)|22
] ‖v‖2H ,
‖w‖2H ≤
[
supx∈(0,1)2 |w(x)|22
]
(that is well defined due to the fact that w ∈ Hρ
and, e.g., Lemma 2.6), and
∑2
j,i=1 ‖wjwi‖2L2(λ(0,1)2 ;R) ≤
[
supx∈(0,1)2 |w(x)|42
]
.
This, together with (3.2), completes the proof of Lemma 3.2.
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Lemma 3.3 (Lipschitzianity on bounded sets). Assume Setting 3.1 and let
θ ∈ [0,∞] satisfy
θ = max
{
|c2|
[
supu∈Hρ\{0}
‖u‖H
‖u‖Hρ
]
, 4|c1|
[∑
h∈H(λh)
−2ρ]1/2} .
Then θ ∈ [0,∞), F ∈ C(Hρ, H), and for all v, w ∈ Hρ it holds that
‖F (v)− F (w)‖H ≤ θ(1 + ‖v‖Hρ + ‖w‖Hρ)‖v − w‖Hρ <∞.
Proof of Lemma 3.3. Throughout this proof let v = (v1, v2), w = (w1, w2) ∈
Hρ be fixed. First, note that
F (v)− F (w) = c2(v − w)− c1
∑2
j=1 (vj∂jv − wj∂jw)
= c2(v − w)− c1
∑2
j=1 ((vj − wj)∂jv + wj∂j(v − w)) .
Triangle inequality, the fact that Hρ ⊆ H , and that R is an orthogonal
projection yield
‖F (v)− F (w)‖H
≤ |c2|‖v − w‖H + |c1|
∥∥∥R∑2j=1(vj − wj)∂jv∥∥∥
H
+ |c1|
∥∥∥R∑2j=1wj∂j(v − w)∥∥∥
H
≤ |c2|
[
supu∈Hρ\{0}
‖u‖H
‖u‖Hρ
]
‖v − w‖Hρ
+ |c1|
∥∥∥∑2j=1(vj − wj)∂jv∥∥∥
U
+ |c1|
∥∥∥∑2j=1wj∂j(v − w)∥∥∥
U
.
(3.3)
Furthermore note that triangle inequality and the fact that for all x =
(x1, x2) ∈ R2 it holds that max{|x1|, |x2|} ≤ |x|2 establish for all u, u′ ∈ Hρ
that ∥∥∥∑2j=1 uj∂j(u′)∥∥∥
U
≤∑2j=1 ‖uj∂j(u′)‖U
≤∑2j=1 ‖uj‖L∞(λ(0,1)2 ;R) ‖∂j(u′)‖U
≤ ‖u‖L∞(λ(0,1)2 ;R2)
[∑2
j=1 ‖∂j(u′)‖U
]
.
(3.4)
Combining Jentzen and Pusˇnik [2016, Item (ii) in Lemma 4.4] with Items (iv)
and (iii) in Lemma 2.3 shows for all u ∈ Hρ, j ∈ {1, 2} that
‖∂ju‖U ≤
[
sup
h∈H
‖∂jh‖U |λh|−ρ
]
‖u‖Hρ
≤ ‖u‖Hρ <∞.
(3.5)
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In addition Lemma 4.3 in Jentzen and Pusˇnik [2016] together with Item (i)
in Lemma 2.3 and Item (i) in Lemma 2.2 (with ε = 2ρ − 1) ensure for all
u ∈ Hρ that
‖u‖L∞(λ(0,1)2 ;R2) ≤
[
sup
h∈H
‖h‖L∞(λ(0,1)2 ;R2)
] [∑
h∈H(λh)
−2ρ]1/2 ‖u‖Hρ
≤ 2 [∑h∈H(λh)−2ρ]1/2 ‖u‖Hρ <∞.
(3.6)
Inequalities (3.4)-(3.6) show for all u, u′ ∈ Hρ that∥∥∥∑2j=1 uj∂j(u′)∥∥∥
U
≤ 4 [∑h∈H(λh)−2ρ]1/2 ‖u‖Hρ‖u′‖Hρ <∞. (3.7)
The fact that c2 <∞, Hρ ⊆ H , and Item (i) in Lemma 2.2 (with ε = 2ρ−1)
imply that θ ∈ [0,∞). Finally (3.7) and (3.3) yield
‖F (v)− F (w)‖H ≤ |c2|
[
supu∈Hρ\{0}
‖u‖H
‖u‖Hρ
]
‖v − w‖Hρ
+ 4|c1|
[∑
h∈H(λh)
−2ρ]1/2 (‖v‖Hρ + ‖w‖Hρ) ‖v − w‖Hρ
≤ θ(1 + ‖v‖Hρ + ‖w‖Hρ) ‖v − w‖Hρ <∞.
The proof of Lemma 3.3 is thus completed.
4 Properties of the stochastic convolution pro-
cess
This section is dedicated to check the assumptions on the stochastic convo-
lution process.
Setting 4.1. Assume Setting 2.4, let T ∈ (0,∞), ρ ∈ (1/2, 1), ̺ ∈ (ρ, 1),
γ, δ ∈ (̺,∞), let (hn)n∈N ⊆ (0, T ] satisfy that lim supm→∞ hm = 0, let ξ ∈
Hγ , let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ],
and let (Wt)t∈[0,T ] be an IdH -cylindrical (Ω,F ,P, (Ft)t∈[0,T ])-Wiener process
Remark 4.2 (Trace class additive noise). The additive noise we are consid-
ering is actually a (−A)−2δ-Wiener process on the separable Hilbert space
H (c.f. Section 4.1.1. in Da Prato and Zabczyk [2014]). However, in what
follows, we prefer to keep expressing the noise in terms of a IdH-cylindrical
Wiener process and the constant diffusion coefficient (−A)−δ.
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Lemma 4.3 (Strong convergence rates). Assume Setting 4.1, let p ∈ [2,∞),
n ∈ N, ε ∈ [0, δ − ̺), let O : [0, T ] × Ω → H̺ and On : [0, T ]× Ω → Pn(H)
be stochastic process processes, and assume for all t ∈ [0, T ] that [Ot]P,B(H) =∫ t
0
e(t−s)A (−A)−δ dWs and [Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)A (−A)−δ dWs. Then
sup
t∈[0,T ]
(
E
[
‖Ot −Ont ‖pH̺
])1/p
≤
√
p(p−1)
2 |4π2|−ε
[∑
h∈H
(κ+λh)
2̺+2ε
(λh)1+2δ
]1/2
n−2ε <∞.
Proof of Lemma 4.3. First, observe that the Burkholder-Davis-Gundy type
inequality in Theorem 4.37 in Da Prato and Zabczyk [2014] implies for all
t ∈ [0, T ] that(
E
[
‖Ot −Ont ‖pH̺
])1/p
=
∥∥∥∥ t∫
0
(IdH − Pn) e(t−s)A(−A)−δ dWs
∥∥∥∥
Lp(P;H̺)
≤
[
p(p−1)
2
t
∫
0
∥∥(IdH − Pn) e(t−s)A(−A)−δ∥∥2HS(H,H̺) ds
]1/2
.
(4.1)
Next note that Item (iii) in Lemma 2.2 and Fatou’s Lemma imply for all
t ∈ [0, T ] that∫ t
0
∥∥(IdH − Pn) e(t−s)A(−A)−δ∥∥2HS(H,H̺) ds
≤
∫ t
0
‖IdH − Pn‖2L(H̺+ε,H̺) ‖e(t−s)A(−A)−δ‖2HS(H,H̺+ε) ds
= ‖(κ−A)−ε(IdH − Pn)‖2L(H)
[∫ t
0
∑
h∈H
(κ + λh)
2̺+2ελ−2δh e
−2λhs ds
]
≤ |κ+ ǫ+ 4π2n2|−2ε
[
lim inf
m→∞
∑
h∈Hm
(κ+λh)
2̺+2ε
2(λh)1+2δ
]
≤ |4π2n2|−2ε
[∑
h∈H
(κ+λh)
2̺+2ε
2(λh)1+2δ
]
.
This together with (4.1) yields for all t ∈ [0, T ] that
(
E
[
‖Ot −Ont ‖pH̺
])1/p
≤
(
p(p−1)|4π2|−2ε
4
)1/2 [∑
h∈H
(κ+λh)
2̺+2ε
(λh)1+2δ
]1/2
n−2ε.
Finally, the fact that that δ > ̺ + ε and Item (ii) in Lemma 2.2 ensure
that
∑
h∈H λ
−(1+2δ)
h (κ + λh)
2(̺+ε) < ∞. The proof of Lemma 4.3 is thus
completed.
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Lemma 4.4. Assume Setting 4.1, let β ∈ (0, 1/2), p ∈ (2/β,∞), t ∈ [0, T ],
n ∈ N, η ∈ [0,∞), let Y : Ω→ R be a standard normal random variable, let
Ot : Ω → Pn(H) be an F/B(Pn(H))-measurable function, and assume that
[Ot]P,B(H) =
∫ t
0
Pn e
(t−s)(A−η)(−A)−δ dWs. Then
(
E
[
supx∈(0,1)2 |Ot(x)|22
])1/2
≤
[
sup
({
supx∈(0,1)2 |v(x)|2 :
[
v ∈ C((0, 1)2,R2) and ‖v‖W β,p((0,1)2,R2) ≤ 1
]})]
· 16(E[|Y |p])1/p [∑h∈Hn max{1,λ2βh }λ−2δhλh+η
]1/2
<∞.
Proof of Lemma 4.4. Throughout this proof let I, J ⊆ Z2 × {0, 1} be the
sets which satisfy J = {(0, 0, 1)} ∪ {(k, l, 0) : k, l ∈ Z and |(k, l)|2 ≤ n} and
I = J \{(0, 0, 0), (0, 0, 1)} = {(k, l, 0) : (k, l) ∈ Z2\{(0, 0)} and |(k, l)|2 ≤ n}.
Then Hn = {ek : k ∈ J}. First, note that it holds that
E
[
supx∈(0,1)2 |Ot(x)|22
]1/2
≤
[
sup
({
supx∈(0,1)2 |v(x)|2 :
[
v ∈ C((0, 1)2,R2) and ‖v‖W β,p((0,1)2,R2) ≤ 1
]})]
·
(
E
[∥∥Ot∥∥2W β,p((0,1)2,R2)
])1/2
.
(4.2)
Moreover, observe that Ho¨lder’s inequality shows that(
E
[∥∥Ot∥∥2W β,p((0,1)2,R2)])1/2 ≤ (E[∥∥Ot∥∥pW β,p((0,1)2 ,R2)])1/p
and the fact that p ≥ 2 and the fact that for all v = (v1, v2) ∈ R2 it holds
that |v|p2 =
(∑2
j=1 v
2
j
)p/2
≤ 2 p2−1∑2j=1 |vj|p show that
E
[∥∥Ot∥∥pW β,p((0,1)2,R2)
]
= E
[∫∫
(0,1)2
|Ot(x)|p2 dx+
∫∫
(0,1)2
∫∫
(0,1)2
|Ot(x)−Ot(y)|p2
|x−y|1+βp2
dx dy
]
≤ E
[∫∫
(0,1)2
2
p
2
−1∑2
j=1
∣∣∣(Ot(x))j
∣∣∣p dx]
+ E
[∫∫
(0,1)2
∫∫
(0,1)2
2
p
2−1
∑2
j=1 |(Ot(x)−Ot(y))j |p
|x−y|1+βp2
dx dy
]
.
This, the fact that for every X : Ω → R centered normal random variable
it holds that E[|X|p] = (E[|X|2])p/2E[|Y |p], and the fact that for all v =
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(v1, v2) ∈ R2, j ∈ {1, 2} it holds that v2j ≤ |v|22 ensure that(
E
[∥∥Ot∥∥2W β,p((0,1)2,R2)])1/2 ≤ (E[∥∥Ot∥∥pW β,p((0,1)2,R2)])1/p
≤ 2 12− 1p (E[|Y |p])1/p (∑2j=1 ∫∫(0,1)2 E[|(Ot(x))j|2]p/2 dx
+
∑2
j=1
∫∫
(0,1)2
∫∫
(0,1)2
E[|(Ot(x)−Ot(y))j |2]
p/2
|x−y|1+βp2
dx dy
)1/p
≤ 2 12 (E[|Y |p])1/p
·
[∫∫
(0,1)2
(
E
[|Ot(x)|22])p/2 dx+ ∫∫ (0,1)2∫∫ (0,1)2 (E[|Ot(x)−Ot(y)|22])
p/2
|x−y|1+βp2
dx dy
]1/p
.
(4.3)
Next note that the fact that W is a IdH-cylindrical Wiener process ensures
that for all k, h ∈ H it holds that 〈ek,W 〉U and 〈eh,W 〉U are independent.
This, Itoˆ’s isometry, and Item (i) in Lemma 2.3 ensure for all x, y ∈ (0, 1)2
that
E
[|Ot(x)|22] = E
[∣∣∣∣∑
k∈J
ek(x)
∫ t
0
e−(λek+η)(t−s)λ−δek d〈ek,Ws〉U
∣∣∣∣
2
2
]
=
∑
k∈J
E
[∣∣∣ek(x) ∫ t0 e−(λek+η)(t−s)λ−δek d〈ek,Ws〉U
∣∣∣2
2
]
=
∑
k∈J
|ek(x)|22
∫ t
0
e−2(λek+η)(t−s)λ−2δek ds
≤ 4 ∑
k∈J
|ek(x)|22
2(λek+η)
λ−2δek
≤ 2 ∑
k∈J
λ−2δek
λek+η
= 2
[
λ−2δe0,0,0
λe0,0,0+η
+
λ−2δe0,0,1
λe0,0,1+η
+
∑
k∈I
λ−2δek
λek+η
]
(4.4)
and that
E
[|Ot(x)−Ot(y)|2]
= E
[∣∣∣∣∑
k∈J
[
ek(x)− ek(y)
] ∫ t
0
e−(λek+η)(t−s)λ−δek d〈ek,Ws〉U
∣∣∣∣
2
2
]
≤
∑
k∈J
|ek(x)−ek(y)|22
2(λek+η)
λ−2δek =
∑
k∈I
|ek(x)−ek(y)|22
2(λek+η)
λ−2δek .
(4.5)
Moreover, observe that for all x = (x1, x2), y = (y1, y2) ∈ (0, 1)2, (k, l) ∈
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Z2 \ {(0, 0)} it holds that
|ek,l,0(x)− ek,l,0(y)|22
= 1
k2+l2
[
l2 (ϕk(x1)ϕl(x2)− ϕk(y1)ϕl(y2))2 + k2 (ϕ−k(x1)ϕ−l(x2)− ϕ−k(y1)ϕ−l(y2))2
]
= l
2
k2+l2
((ϕk(x1)− ϕk(y1))ϕl(x2) + ϕk(y1)(ϕl(x2)− ϕl(y2)))2
+ k
2
k2+l2
((ϕ−k(x1)− ϕ−k(y1))ϕ−l(x2) + ϕ−k(y1)(ϕ−l(x2)− ϕ−l(y2)))2
≤ 2l2
k2+l2
(
(ϕk(x1)− ϕk(y1))2(ϕl(x2))2 + (ϕk(y1))2(ϕl(x2)− ϕl(y2))2
)
+ 2k
2
k2+l2
(
(ϕ−k(x1)− ϕ−k(y1))2(ϕ−l(x2))2 + (ϕ−k(y1))2(ϕ−l(x2)− ϕ−l(y2))2
)
.
(4.6)
In addition, note that the fact that β < 1/2, and the fact that ∀ x, y ∈
R : | sin(x) − sin(y)| ≤ |x − y| and | cos(x) − cos(y)| ≤ |x − y| show that for
all x, y ∈ (0, 1), k ∈ Z it holds that (ϕk(x))2 ≤ 2 and
(ϕk(x)− ϕk(y))2 = |ϕk(x)− ϕk(y)|2−4β|ϕk(x)− ϕk(y)|4β
≤ (2|ϕk(x)|2 + 2|ϕk(y)|2)1−2β(23/2|k|π|x− y|)4β
≤ 22(1−2β)+6βπ4β |k|4β|x− y|4β.
This, (4.6), and the fact that 2β < 1 implies for all a, b ∈ R that a4β + b4β ≤
21−2β(a2 + b2)2β demonstrate that for all x = (x1, x2), y = (y1, y2) ∈ (0, 1)2,
(k, l) ∈ Z2 \ {(0, 0)} it holds that
|ek,l,0(x)− ek,l,0(y)|22 ≤ 4 22(1+β) k
2+l2
k2+l2
π4β
(|k|4β|x1 − y1|4β + |l|4β|x2 − y2|4β)
≤ 22(2+β)π4β(k4β + l4β) (|x1 − y1|4β + |x2 − y2|4β)
≤ 22(3−β)π4β(k2 + l2)2β (|x1 − y1|2 + |x2 − y2|2)2β
= 26(1−β)(4π2|(k, l, 0)|23)2β|x− y|4β2 .
Combining this with (4.5) proves for all x, y ∈ (0, 1)2 that
E
[|Ot(x)−Ot(y)|22] ≤ 26(1−β)−1|x− y|4β2 ∑
k∈I
(4π2|k|23)2βλ−2δek
λek+η
< 26(1−β)−1|x− y|4β2
∑
k∈I
λ2βekλ
−2δ
ek
λek+η
.
(4.7)
Combining (4.4), (4.7), and the fact that βp > 2 and β ∈ (0, 1/2) with (4.3)
shows that βp − 1 > 0, 1 + 2 (4−6β)p2 +βp−12 = 1 + 2 (4−5β)p−12 ≤ 2 · 2 (4−5β)p−12 ≤
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2
5(1−β)p
2 , and(
E
[∥∥Ot∥∥2W β,p((0,1)2,R2)
])1/2
≤
√
2
(
E
[|Y |p])1/p{2p/2 [ λ−2δe0,0,0
λe0,0,0+η
+
λ−2δe0,0,1
λe0,0,1+η
+
∑
k∈I
λ−2δek
λek+η
]p/2
+ 2(5−6β)
p
2
[∑
k∈I
λ2βekλ
−2δ
ek
λek+η
]p/2 ∫∫
(0,1)2
∫∫
(0,1)2
|x− y|βp−12 dx dy
}1/p
≤ 2(E[|Y |p])1/p [∑k∈J max{1,λ2βek}λ−2δekλek+η
]1/2 [
1 + 2
(4−6β)p
2
+βp−1
2
]1/p
≤ 2 7−5β2 (E[|Y |p])1/p [∑k∈Hn max{1,λ2βek}λ−2δekλek+η
]1/2
<∞.
(4.8)
The fact that the latter quantity is finite is due to the fact thatHn = {ek : k ∈
J} is a finite set and that λek > 0 for all k ∈ J . Next observe that the Sobolev
embedding theorem and the assumption that βp > 2 (see, e.g., Lemma 2.6)
ensure that
sup
({
supx∈(0,1)2 |v(x)|2 :
[
v ∈ C((0, 1)2,R2) and ‖v‖W β,p((0,1)2,R2) ≤ 1
]})
<∞.
Combining this with (4.2) and (4.8) completes the proof of Lemma 4.4.
Lemma 4.5 (Existence of a continuous version). Assume Setting 4.1 and let
p ∈ [1,∞). Then
(i) it holds for all ε ∈ (0,min{1/2, δ − ̺}) that
sup
n∈N
sup
({‖∑i=1,2(−1)i ∫ ti0 Pn e(ti−s)A(−A)−δ dWs‖Lp(P;H̺)
(t2−t1)ε :
t1, t2 ∈ [0, T ], t1 < t2
}
∪ {0}
)
<∞
and
(ii) for all n ∈ N there exists stochastic processes with continuous sample
paths O : [0, T ]×Ω→ H̺ and On : [0, T ]×Ω→ Pn(H) satisfying for all
t ∈ [0, T ] that [Ot]P,B(H) =
∫ t
0
e(t−s)A(−A)−δ dWs and that [Ont ]P,B(H) =∫ t
0
Pn e
(t−s)A(−A)−δ dWs.
Proof of Lemma 4.5. Throughout this proof let ε ∈ (0,min{1/2, δ − ̺}), q ∈
(max{p, 1/ε},∞). Then observe that the Burkholder-Davis-Gundy type in-
equality in Theorem 4.37 in Da Prato and Zabczyk [2014] shows for all n ∈ N,
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t1, t2 ∈ [0, T ] with t1 < t2 that∥∥∥∥
∫ t1
0
Pn e
(t1−s)A(−A)−δ dWs −
∫ t2
0
Pn e
(t2−s)A(−A)−δ dWs
∥∥∥∥
2
Lq(P;H̺)
+
∥∥∥∥
∫ t1
0
e(t1−s)A(−A)−δ dWs −
∫ t2
0
e(t2−s)A(−A)−δ dWs
∥∥∥∥
2
Lq(P;H̺)
≤ 2 q(q−1)
2
∫ t2
t1
∥∥e(t2−s)A(−A)−δ∥∥2
HS(H,H̺)
ds
+ 2 q(q−1)
2
∫ t1
0
∥∥(e(t1−s)A − e(t2−s)A)(−A)−δ∥∥2
HS(H,H̺)
ds.
Moreover it holds for all s, t, t1, t2 ∈ [0, T ] with t < t1 < s < t2 that
‖e(t2−s)A(−A)−δ∥∥2
HS(H,H̺)
=
∑
h∈H
(κ+ λh)
2̺ λ−2δh e
−2(t2−s)λh
and∥∥(e(t1−t)A − e(t2−t)A)(−A)−δ∥∥2
HS(H,H̺)
≤ ∥∥(κ−A)̺+ε e(t1−t)A (−A)−δ∥∥2
HS(H)
∥∥(κ−A)−ε(IdH − e(t2−t1)A)∥∥2L(H)∥∥(κ−A)−ε(IdH − e(t2−t1)A)∥∥2L(H)
[∑
h∈H
(κ+ λh)
2(̺+ε) λ−2δh e
−2(t1−t)λh
]
.
Furthermore note that the fact that ε < 1/2 and the fact that for all t ∈
[0,∞), r ∈ [0, 1] it holds that ‖(κ−A)−r(−A)r‖L(H) ≤ 1 and ‖(−A)−r(IdH−
etA)‖L(H) ≤ tr (cf., e.g., Lemma 11.36 in Renardy and Rogers [2006]) imply
that for all t1, t2 ∈ [0, T ] with t1 < t2 it holds that∥∥(κ− A)−ε(IdH − e(t2−t1)A)∥∥L(H)
≤ ∥∥(κ−A)−ε(−A)ε∥∥
L(H)
∥∥(−A)−ε(IdH − e(t2−t1)A)∥∥L(H) ≤ (t2 − t1)ε.
The four inequalities and Fatou’s lemma assure for all n ∈ N, t1, t2 ∈ [0, T ]
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with t1 < t2 that∥∥∥∥
∫ t1
0
Pn e
(t1−s)A(−A)−δ dWs −
∫ t2
0
Pn e
(t2−s)A(−A)−δ dWs
∥∥∥∥
2
Lq(P;H̺)
+
∥∥∥∥
∫ t1
0
e(t1−s)A(−A)−δ dWs −
∫ t2
0
e(t2−s)A(−A)−δ dWs
∥∥∥∥
2
Lq(P;H̺)
≤ q(q − 1)
[
lim inf
m→∞
∑
h∈Hm
∫ t2
t1
(κ+ λh)
2̺ λ−2δh e
−2(t2−s)λh ds
+ (t2 − t1)2ε lim inf
m→∞
∑
h∈Hm
∫ t1
0
(κ + λh)
2(̺+ε) λ−2δh e
−2(t1−s)λh ds
]
≤ q(q − 1)
[∑
h∈H
(κ+λh)
2̺(1−e−2λh(t2−t1))
2λ1+2δh
+ (t2 − t1)2ε
∑
h∈H
(κ+λh)
2(̺+ε)(1−e−2λht1 )
2λ1+2δh
]
.
Note that the fact that ε ≤ 1/2 and the fact that ∀ x ∈ [0,∞), r ∈ [0, 1] it
holds that r ≤ r2ε and 1 − e−x ≤ x show that 0 ≤ 1 − e−x ≤ min{x, 1}2ε.
Hence, we obtain for all n ∈ N, t1, t2 ∈ [0, T ] with t1 < t2 that∑
h∈H
(κ+λh)
2̺(1−e−2λh(t2−t1))
2λ1+2δh
+ (t2 − t1)2ε
∑
h∈H
(κ+λh)
2(̺+ε)(1−e−2λht1 )
2λ1+2δh
≤∑h∈H (κ+λh)2̺ min{1,2λh(t2−t1)}2ε2λ1+2δh + (t2 − t1)2ε ∑h∈H (κ+λh)2(̺+ε)2λ1+2δh
≤ (1 + 1
2
) [∑
h∈H
(κ+λh)
2(̺+ε)
λ1+2δh
]
(t2 − t1)2ε.
Therefore, it holds for all n ∈ N, t1, t2 ∈ [0, T ] with t1 < t2 that∥∥∥∥
∫ t1
0
Pn e
(t1−s)A(−A)−δ dWs −
∫ t2
0
Pn e
(t2−s)A(−A)−δ dWs
∥∥∥∥
Lq(P;H̺)
+
∥∥∥∥
∫ t1
0
e(t1−s)A(−A)−δ dWs −
∫ t2
0
e(t2−s)A(−A)−δ dWs
∥∥∥∥
Lq(P;H̺)
≤ (3q(q − 1))1/2
[∑
h∈H
(κ+λh)
2(̺+ε)
λ1+2δh
]1/2
(t2 − t1)ε.
(4.9)
The latter quantity is finite for all n ∈ N because δ > ̺+ ε and Item (ii) in
Lemma 2.2 ensure that
∑
h∈H λ
−(1+2δ)
h (κ + λh)
2(̺+ε) <∞. This implies that
sup
n∈N
sup
({‖∑i=1,2(−1)i ∫ ti0 Pn e(ti−s)A(−A)−δ dWs‖Lq(P;H̺)
(t2−t1)ε :
t1, t2 ∈ [0, T ], t1 < t2
}
∪ {0}
)
<∞.
22
The fact that p < q establishes Item (i).
Moreover note that (4.9), the Kolmogorov-Chentsov theorem, and the
fact that qε > 1, hence demonstrate that there exist stochastic processes
O : [0, T ] × Ω → H̺, On : [0, T ] × Ω → Pn(H), n ∈ N, and On : [0, T ] ×
Ω → Pn(H), n ∈ N with continuous sample paths which satisfy for all
n ∈ N, t ∈ [0, T ] that [Ot]P,B(H) =
∫ t
0
e(t−s)A(−A)−δ dWs and [Ont ]P,B(H) =∫ t
0
Pn e
(t−s)A(−A)−δ dWs. This establishes Item (ii). The proof of Lemma 4.5
is thus completed.
Proposition 4.6 (Exponential integrability properties). Assume Setting 4.1,
let p ∈ (4,∞), ζ ∈ [1/p,∞), let On : [0, T ] × Ω → Pn(H), n ∈ N, and
O : [0, T ] × Ω → H̺ be stochastic processes with continuous sample paths
satisfying for all t ∈ [0, T ], n ∈ N that [Ot]P,B(H) =
∫ t
0
e(t−s)A(−A)−δ dWs
and that [Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)A(−A)−δ dWs, and let φ,Φ: H1 7→ [0,∞) be
functions which satisfy for all u ∈ H1 that φ(u) = ζ + ζ
[
supx∈(0,1)2 |u(x)|22
]
and Φ(u) = ζ max
{
1,
[
supx∈(0,1)2 |u(x)|ζ2
]}
. There exists η ∈ [κ,∞) and
stochastic processes with continuous sample paths On : [0, T ] × Ω → Pn(H),
n ∈ N, which satisfy
(i) for all t ∈ [0, T ], n ∈ N that [Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)(A−η) (−A)−δ dWs
and Ont + Pn e
t(A−η) ξ = Ont + PnetAξ −
∫ t
0
e(t−s)(A−η) η(Ons + PnesAξ) ds
and
(ii) that
sup
m∈N
E
[ ∫ T
0
exp
(
T
∫
s
p φ
(
O
m
⌊u⌋hm + Pme
⌊u⌋hm (A−η)ξ
)
du
)
·max
{∣∣Φ(Om⌊s⌋hm + Pme⌊s⌋hm (A−η)ξ)∣∣p/2,∥∥Oms + Pmes(A−η)ξ∥∥pH , 1, ∫T0 ∥∥Omu + Pm eu(A−η)ξ∥∥6pH̺ du
}
ds
]
<∞
Proof of Proposition 4.6. Let β ∈ (2/p, 1/2) be fixed. Then note that the fact
that βp > 2 and Sobolev embedding theorem (see, e.g., Lemma 2.6) ensures
that
sup
({
supx∈(0,1)2 |v(x)|2 :
[
v ∈ C((0, 1)2,R2) and ‖v‖W β,p((0,1)2,R2) ≤ 1
]})
<∞.
Next observe that for all η ∈ [0,∞) it holds that∑
h∈H
max{1,λ2βh }λ−2δh
λh+η
= max{1,ǫ
2β}ǫ−2δ
ǫ+η
+
∑
h∈H\{e0,0,0}
λ2βh λ
−2δ
h
λh+η
≤ (min{1, ǫ})−(1+2δ) +
∑
h∈H\{e0,0,0}
λ2β−1−2δh .
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Item (i) in Lemma 2.2 and the fact that ǫ > 0 assure that the latter quantity
is finite. Hence
lim sup
η→∞
[∑
h∈H
max{1,λ2βh }λ−2δh
λh+η
]
=
∑
h∈H
lim sup
η→∞
[
max{1,λ2βh }λ−2δh
λh+η
]
= 0
that means that there exists η ∈ [κ,∞) such that
720p3Tζ 28
[∑
h∈Hn
max{1,λ2βh }λ−2δh
λh+η
]
·
[
sup
({
sup
x∈(0,1)2
|v(x)|2 :
[
v ∈ C((0, 1)2,R2) and ‖v‖W β,p((0,1)2,R2) ≤ 1
]})]2 ≤ 1.
(4.10)
From now on let η ∈ [κ,∞) be fixed. Then, for all n ∈ N let Qn : [0, T ]×
Ω→ Pn(H) be the function satisfying for all t ∈ [0, T ] that
Qnt = Ont + PnetAξ −
∫ t
0
e(t−s)(A−η) η(Ons + PnesAξ) ds. (4.11)
This defines stochastic processes with continuous sample paths Moreover
Proposition 5.1 in Jentzen et al. [2017] (with α = β = γ = 0, O = Pn(H),
F = (Pn(H) ∋ v 7→ 0 ∈ H), F˜ = (Pn(H) ∋ v 7→ ηv ∈ H), B = (Pn(H) ∋
v 7→ (H ∋ u 7→ Pn(−A)−δu) ∈ HS(H)), ξ = (Ω ∋ ω 7→ Pnξ ∈ Pn(H)),
X = ([0, T ] × Ω ∋ (t, ω) 7→ (Ont (ω) + PnetAξ) ∈ Pn(H)) for n ∈ N in
the notation of Proposition 5.1 in Jentzen et al. [2017]) ensures that for all
n ∈ N, t ∈ [0, T ] it holds that
[Ont + PnetAξ]P,B(H) =
[
Pne
t(A−η)ξ +
∫ t
0
e(t−s)(A−η) η(Ons + PnesAξ) ds
]
P,B(H)
+
∫ t
0
Pn e
(t−s)(A−η)(−A)−δ dWs.
This and (4.11) demonstrate for all n ∈ N, t ∈ [0, T ] it holds that [Qnt −
Pne
t(A−η)ξ]P,B(H) =
∫ t
0
Pn e
(t−s)(A−η)(−A)−δ dWs. Choosing On : [0, T ]× Ω →
Pn(H), n ∈ N, be functions which satisfies for all n ∈ N, t ∈ [0, T ] that
Ont = Q
n
t − Pn et(A−η) ξ demonstrates Item (i).
Moreover note that for all standard normal random variables Y : Ω→ R
Burkholder-Davis-Gundy inequality imply that E [|Y |p]2/p ≤ p(p−1)
2
≤ 1
2
p2.
Markov’s inequality, Lemma 4.4, and (4.10) imply for all n ∈ N, t ∈ [0, T ]
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that
P
(
supx∈(0,1)2 |Ont (x)|22 ≥ 172pTζ
)
≤ 72pTζ E
[
supx∈(0,1)2 |Ont (x)|22
]
≤ 72p3Tζ 28
[∑
h∈Hn
max{1,λ2βh }λ−2δh
λh+η
]
·
[
sup
({
supx∈(0,1)2 |v(x)|2 :
[
v ∈ C((0, 1)2,R2) and ‖v‖W β,p((0,1)2,R2) ≤ 1
]})]2
≤ 1
10
.
Therefore Fernique’s Theorem in Jentzen et al. [2017, Proposition 4.13] (with
V = Pn(H), ‖ · ‖V =
(
Pn(H) ∋ v 7→ supx∈(0,1)2 |v(x)|2 ∈ [0,∞)
)
, X = Ont ,
R = (72pTζ)−1/2 for t ∈ [0, T ], n ∈ N) shows for all n ∈ N, t ∈ [0, T ] that
E
[
exp
(
4pTζ
{
supx∈(0,1)2 |Ont (x)|22
})]
≤ 13. (4.12)
Let us now prove Item (ii). First note that Fubini theorem together with
Jensen’s inequality ensure for all n ∈ N that(
E
[ ∫ T
0
exp
(
T
∫
s
p φ
(
Qn⌊u⌋hn
)
du
)
·max
{
1,
∣∣Φ(Qn⌊s⌋hn )∣∣p/2, ∥∥Qns∥∥pH , ∫T0 ∥∥Onu + Pneu(A−η)ξ∥∥6pH̺ du
}
ds
])2
=
(∫ T
0
E
[
exp
(
T
∫
s
p φ
(
Qn⌊u⌋hn
)
du
)
·max
{
1,
∣∣Φ(Qn⌊s⌋hn )∣∣p/2, ∥∥Qns∥∥pH , ∫T0 ∥∥Onu + Pneu(A−η)ξ∥∥6pH̺ du
}]
ds
)2
≤ T
∫ T
0
(
E
[
exp
(
T
∫
s
p φ
(
Qn⌊u⌋hn
)
du
)
·max
{
1
∣∣Φ(Qn⌊s⌋hn )∣∣p/2, ∥∥Qns∥∥pH , ∫T0 ∥∥Onu + Pneu(A−η)ξ∥∥6pH̺ du
}])2
ds.
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Holder’s inequality yield that(
E
[ ∫ T
0
exp
(
T
∫
s
p φ
(
Qn⌊u⌋hn
)
du
)
·max
{
1,
∣∣Φ(Qn⌊s⌋hn )∣∣p/2, ∥∥Qns∥∥pH , ∫T0 ∥∥Onu + Pneu(A−η)ξ∥∥6pH̺ du
}
ds
])2
≤ T
∫ T
0
E
[
exp
(
T
∫
s
2p φ
(
Qn⌊u⌋hn
)
du
)]
· E
[
max
{
1,
∣∣Φ(Qn⌊s⌋hn )∣∣p, ∥∥Qns∥∥2pH , T ∫T0 ∥∥Onu + Pneu(A−η)ξ∥∥12pH̺ du
}]
ds
≤ T E
[
exp
(
T
∫
0
2p φ
(
Qn⌊u⌋hn
)
du
)]
·
∫ T
0
E
[
1 +
∣∣Φ(Qn⌊s⌋hn )∣∣p + ∥∥Qns∥∥2pH + T ∫T0 ∥∥Onu + Pneu(A−η)ξ∥∥12pH̺ du
]
ds.
(4.13)
Let us first show that supn∈N E
[
exp
(
∫T0 2p φ
(
Qn⌊u⌋hn
)
du
)]
< ∞. The fact
that ∀ x, y ∈ R : |x+ y|2 ≤ 2x2 + 2y2 yields for all n ∈ N that
E
[
exp
(
T
∫
0
2p φ
(
Qn⌊u⌋hn
)
du
)]
= E
[
exp
(
T
∫
0
2pζ + 2pζ
{
supx∈(0,1)2
∣∣On⌊u⌋hn + Pne⌊u⌋hn (A−η)ξ(x)∣∣22
}
du
)]
≤ exp
(
2pζT + 4pζ
T
∫
0
{
supx∈(0,1)2 |Pne⌊u⌋hn (A−η)ξ(x)|22
}
du
)
· E
[
exp
(
T
∫
0
4pζ
{
supx∈(0,1)2
∣∣On⌊u⌋hn(x)∣∣22
}
du
)]
.
Moreover, e.g., Lemma 2.22 in Cox et al. [2013] and (4.12) show for all n ∈ N
that
E
[
exp
(
T
∫
0
4pζ
{
supx∈(0,1)2
∣∣On⌊u⌋hn(x)∣∣22
}
du
)]
≤ 1
T
∫ T
0
E
[
exp
(
4pTζ
{
supx∈(0,1)2
∣∣On⌊u⌋hn(x)∣∣22
})]
du ≤ 13.
Therefore, we obtain that it holds for all n ∈ N that
E
[
exp
(
T
∫
0
2p φ
(
Qn⌊u⌋hn
)
du
)]
≤ 13 exp
(
2pζT + 4pζ
T
∫
0
{
supx∈(0,1)2 |Pne⌊u⌋hn (A−η)ξ(x)|22
}
du
)
.
(4.14)
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Next, note that the Sobolev embedding theorem (see, e.g., Lemma 2.6) im-
plies that
sup
({
supx∈(0,1)2 |v(x)|2 :
[
v ∈ Hγ and ‖v‖Hγ ≤ 1
]})
<∞.
This yields for all s ∈ [0, T ], n ∈ N that
supx∈(0,1)2 |Pnes(A−η)ξ(x)|2
≤
[
sup
({
supx∈(0,1)2 |v(x)|2 :
[
v ∈ Hγ and ‖v‖Hγ ≤ 1
]})]‖Pnes(A−η)ξ‖Hγ
≤
[
sup
({
supx∈(0,1)2 |v(x)|2 :
[
v ∈ Hγ and ‖v‖Hγ ≤ 1
]})]‖ξ‖Hγ <∞.
(4.15)
Combining this with (4.14) yields that
sup
n∈N
E
[
exp
(
T
∫
0
2p φ
(
Qn⌊u⌋hn
)
du
)]
<∞. (4.16)
Let us show that supn∈N
∫ T
0
E
[∣∣Φ(Qn⌊s⌋hn )∣∣p + ∥∥Qns∥∥2pH ] ds <∞. The triangle
inequality, the fact that p ≥ 1, pζ ≥ 1, and the fact that ∀ x, y ∈ R, a ∈
[1,∞) : |x+ y|a ≤ 2a−1|x|a + 2a−1|y|a shows for all s ∈ [0, T ], n ∈ N that
E
[∣∣Φ(Qn⌊s⌋hn )∣∣p
]
= E
[
ζp
∣∣∣max{1,{supx∈(0,1)2 ∣∣Qn⌊s⌋hn (x)∣∣ζ2
}}∣∣∣p ]
≤ E
[
2p−1ζp + 2p−1ζp
{
supx∈(0,1)2
∣∣Qn⌊s⌋hn (x)∣∣pζ2
}]
≤ 2p−1ζp + 2p(ζ+1)−2ζpE
[{
supx∈(0,1)2
∣∣On⌊s⌋hn (x)∣∣pζ2
}
+
{
supx∈(0,1)2
∣∣Pne⌊s⌋hn (A−η)ξ(x)∣∣pζ2
}]
.
Hence, e.g., Lemma 5.7 in Hutzenthaler et al. [2016] (with a = 4pTζ , x =
supx∈(0,1)2 |On⌊s⌋hn (x)|
2
2, r = pζ/2 for s ∈ [0, T ], n ∈ N in the notation of
Lemma 5.7 in Hutzenthaler et al. [2016]) and (4.12) prove for all s ∈ [0, T ],
m ∈ N that
E
[∣∣Φ(Qn⌊s⌋hn )∣∣p
]
≤ 2p−1ζp + 2p(ζ+1)−2ζp
{
supx∈(0,1)2
∣∣Pne⌊s⌋hn (A−η)ξ(x)∣∣pζ2 }
+ 2
p(ζ+1)−2ζp(⌊pζ/2⌋1+1)!
|4pTζ|pζ/2 E
[
exp
(
4pTζ
{
supx∈(0,1)2 |On⌊s⌋hn(x)|22
})]
≤ 2p−1ζp + 2p(ζ+1)−2ζp
{
supx∈(0,1)2
∣∣Pne⌊s⌋hn (A−η)ξ(x)∣∣pζ2 }+ 13·2p(ζ+1)−2ζp(⌊pζ/2⌋1+1)!|4pTζ|pζ/2 .
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This together with (4.15) yields that
sup
n∈N
∫ T
0
E
[∣∣Φ(Qn⌊s⌋hn)∣∣p
]
ds <∞. (4.17)
Moreover, e.g., Lemma 5.7 in Hutzenthaler et al. [2016] (with a = 4pTζ ,
x = supx∈(0,1)2 |Ons (x)|22, r = p for s ∈ [0, T ], n ∈ N in the notation of
Lemma 5.7 in Hutzenthaler et al. [2016]) and (4.12) ensure for all s ∈ [0, T ],
n ∈ N that
E
[∥∥Qns∥∥2pH ] ≤ E[22p−1‖Oms ‖2pH + 22p−1‖Pnes(A−η)ξ‖2pH ]
≤ 22p−1E
[{
supx∈(0,1)2
∣∣Ons (x)∣∣2p2
}]
+ 22p−1‖Pnes(A−η)ξ‖2pH
≤ 22p−1(⌊p⌋1+1)!|4pTζ|p E
[
exp
(
4pTζ
{
supx∈(0,1)2
∣∣Ons (x)∣∣22
})]
+ 22p−1‖Pnes(A−η)ξ‖2pH
≤ 13·22p−1(⌊p⌋1+1)!|4pTζ|p + 22p−1‖ξ‖2pH .
Hence, we obtain that
sup
n∈N
∫ T
0
E
[∥∥Qns∥∥2pH
]
ds <∞. (4.18)
Finally, let us consider the finiteness of supn∈N E
[
∫T0 ‖Onu + Pneu(A−η)ξ‖12pH̺ du
]
.
Note that for all n ∈ N it holds that
E
[
T
∫
0
‖Onu + Pneu(A−η)ξ‖12pH̺ du
]
≤ 212p−1 E
[
T
∫
0
‖Onu‖12pH̺ + ‖Pn eu(A−η)ξ‖12pH̺ du
]
≤ 212p−1 E
[
T
∫
0
‖Onu‖12pH̺ + ‖ξ‖12pH̺ du
]
.
(4.19)
Moreover, observe that the Burkholder-Davis-Gundy type inequality in The-
orem 4.37 in Da Prato and Zabczyk [2014] implies for all u ∈ [0, T ], n ∈ N
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that
E
[
‖Onu‖12pH̺
]
= E
[∥∥∥∥
∫ u
0
Pn e
(u−s)A (−A)−δ dWs
∥∥∥∥
12p
H̺
]
≤
[
(12p)(12p−1)
2
]6p [∫ u
0
‖Pn e(u−s)A (−A)−δ‖2HS(H,H̺) ds
]6p
≤ [6p(12p− 1)]6p
[∫ u
0
‖(κ−A)̺ Pn e(u−s)A (−A)−δ‖2HS(H) ds
]6p
= [6p(12p− 1)]6p
[∑
h∈Hn
∫ u
0
(κ+ λh)
2̺ e−2λhs λ−2δh ds
]6p
≤ [6p(12p− 1)]6p
[∑
h∈H
(κ+λh)
2̺(1−e−2λhu)
2λ1+2δh
]6p
≤ [6p(12p− 1)]6p
[∑
h∈H
(κ+λh)
2̺
2λ1+2δh
]6p
.
Combining this, the fact that δ > ̺, and Item (ii) in Lemma 2.2 with (4.19)
yields that
sup
n∈N
E
[
T
∫
0
‖Onu + Pneu(A−η)ξ‖12pH̺ du
]
<∞.
This, (4.13), (4.16), (4.17), and (4.18) imply that
sup
n∈N
E
[ ∫ T
0
exp
(
T
∫
s
p φ
(
Qn⌊u⌋hn
)
du
)
max
{
1,
∣∣Φ(Qn⌊s⌋hn )∣∣p/2,∥∥Qns∥∥pH , ∫T0 ∥∥Onu + Pn euAξ∥∥6pH̺ du
}
ds
]
<∞.
This establishes Item (ii). The proof of Proposition 4.6 is thus completed.
5 Strong convergence of the approximation
scheme
Theorem 5.1. Assume Setting 3.1 and Setting 4.1, let p ∈ (0,∞) and
χ ∈
(
0,min
{
1−ρ
5
, (̺−ρ)
3
}]
, let X : [0, T ] × Ω → H̺ be a stochastic pro-
cess with continuous sample paths which satisfies for all t ∈ [0, T ] that
[Xt]P,B(H) = [etAξ+ ∫ t0 e(t−s)A F (Xs) ds]P,B(H)+
∫ t
0
e(t−s)A (−A)−δ dWs, and let
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X n,Qn : [0, T ]× Ω → Pn(H), n ∈ N sequences of stochastic processes which
satisfy for all n ∈ N, t ∈ [0, T ] that [Qnt ]P,B(H) =
∫ t
0
Pn e
(t−s)A (−A)−δ dWs
and
1 = P
(
X nt = Pn etA ξ +Qnt
+
t
∫
0
Pn e
(t−s)A
1{‖Xn
⌊s⌋hn
‖H̺+‖Qn⌊s⌋hn+Pne
⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn ) ds
)
.
(5.1)
Then
(i) there exists a sequence of stochastic processes On : [0, T ]×Ω→ Pn(H),
n ∈ N, with continuous sample paths which satisfy for all t ∈ [0, T ] that
[Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)A (−A)−δ dWs,
(ii) it holds for all n ∈ N, t ∈ [0, T ] that
1 = P
(
X nt = Pn etA ξ +Ont
+
t
∫
0
Pn e
(t−s)A
1{‖Xn
⌊s⌋hn
‖H̺+‖On⌊s⌋hn+Pne
⌊s⌋hn
Aξ‖H̺≤|hn|−χ} F
(X n⌊s⌋hn) ds
)
,
and
(iii) it holds that
lim sup
n→∞
sup
t∈[0,T ]
E
[‖Xt − X nt ‖pH] = 0.
Proof of Theorem 5.1. Throughout this proof let ε ∈ (0,min{δ−̺, 1/2}) and
q ∈ (max{p, 4/ε},∞). Item (ii) in Lemma 4.5 ensures that there exist stochas-
tic processes O : [0, T ]× Ω→ H̺ and On : [0, T ]× Ω→ Pn(H), n ∈ N, with
continuous sample paths satisfying for all n ∈ N, t ∈ [0, T ] that [Ot]P,B(H) =∫ t
0
e(t−s)A (−A)−δ dWs and [Ont ]P,B(H) =
∫ t
0
Pn e
(t−s)A (−A)−δ dWs. This es-
tablishes Item (i).
Next observe that the fact that for all n ∈ N, t ∈ [0, T ] it holds that
P(Ont = Qnt ) = 1 and (5.1) together with the fact that for all n ∈ N the
processes On and Qn have continuous sample paths establishes Item (ii).
Let us prove Item (iii). Throughout this proof let ζ, θ ∈ [0,∞) be equal
to ζ = max
{
1
q
, 3
2
|c2|, 12 |c2|+ 2c21, 4
}
and
θ = max
{
|c2|
[
supu∈Hρ\{0}
‖u‖H
‖u‖Hρ
]
, 4|c1|
[∑
h∈H λ
−2ρ
h
]1/2}
,
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and let φ,Φ: H̺ 7→ [0,+∞) be the functions which satisfy for all v ∈ H̺ that
φ(v) = ζ(1+
[
supx∈(0,1)2 |w(x)|22
]
) and Φ(v) = ζ max
{
1,
[
supx∈(0,1)2 |w(x)|ζ2
]}
(Lemma 2.6 ensures that the latter functions are well defined). First note
that Lemma 4.3 yields
supn∈N
{
nε supt∈[0,T ]
(
E
[
‖Ot −Ont ‖qH̺
])1/q}
<∞.
This, the fact that O : [0, T ]×Ω→ H̺ and On : [0, T ]×Ω→ Pn(H), n ∈ N,
are stochastic processes with continuous sample paths, Item (i) in Lemma 4.5,
and Corollary 2.11 in Cox et al. [2016] (with T = T , p = q, β = ε, θN =
{kT
N
∈ [0,∞) : k ∈ N0 ∩ [0, N ]}, (E, ‖·‖E) = (H̺, ‖·‖H̺), Y N = ([0, T ]× Ω ∋
(t, ω) 7→ ONt (ω) ∈ H̺), Y 0 = O, α = 0, ε = ε/2 for N ∈ N in the notation of
Corollary 2.11 in Cox et al. [2016]) ensure that
supn∈N
(
n(
ε/2−1/q)
(
E
[
supt∈[0,T ] ‖Ot −Ont ‖qH̺
])1/q)
<∞.
Lemma 3.21 in Hutzenthaler and Jentzen [2015] (cf., e.g., Theorem 7.12 in
Graham and Talay [2013] and Lemma 2.1 in Kloeden and Neuenkirch [2007])
together with the fact that ε/2− 1/q > 1/q hence yields that
P
(
lim sup
n→∞
sup
s∈[0,T ]
‖Os −Ons ‖H̺ = 0
)
= 1. (5.2)
Next observe that the fact that γ− ρ > 0 and Item (iii) in Lemma 2.2 imply
that it holds for all n ∈ N, t ∈ [0, T ] that
‖(IdH − Pn) etAξ‖H̺ ≤ ‖(κ− A)̺−γ(IdH − Pn)‖L(H)‖ξ‖Hγ
≤ (4π2n2)−(γ−̺)‖ξ‖Hγ .
Combining this with (5.2) proves that
P
(
lim sup
n→∞
sup
s∈[0,T ]
∥∥(Os + esAξ)− (Ons + PnesAξ)∥∥H̺ = 0
)
= 1.
Fatou’s Lemma implies that
lim sup
n→∞
E
[
min
{
1, sup
s∈[0,T ]
∥∥(Os + esAξ)− (Ons + PnesAξ)∥∥H̺
}]
= 0. (5.3)
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Moreover note that Items (i)–(ii) in Proposition 4.6 show that there exists
η ∈ [κ,∞) and a sequence of stochastic processes On : [0, T ] × Ω → Pn(H)
such that it holds for all n ∈ N, t ∈ [0, T ] that
O
n
t = Ont + PnetAξ −
∫ t
0
e(t−s)(A−η) η(Ons + PnesAξ) ds (5.4)
and
sup
m∈N
E
[ ∫ T
0
exp
(
T
∫
s
q φ
(
O
m
⌊u⌋hm
)
du
)
max
{
1,
∥∥Oms ∥∥qH , ∣∣Φ(Om⌊s⌋hm ∣∣q/2,
∫T0
∥∥Omu + Pm eu(A−η)ξ∥∥6qH̺ du
}
ds
]
+ lim sup
m→∞
sup
s∈[0,T ]
E[‖Oms ‖qH ] <∞.
(5.5)
Next observe that for all v ∈ H1/2 it holds that
‖v‖H1/2 = ‖(κ− A)
1/2v‖H ≤ ‖(κ−A)1/2(η −A)−1/2‖L(H)‖(η −A)1/2v‖H .
The fact that η ≥ κ yield
‖(κ− A)1/2(η − A)−1/2‖2L(H) = sup
w∈H : ‖w‖H=1
∑
h∈H
κ+λh
η+λh
〈w, h〉2H
≤ sup
w∈H : ‖w‖H=1
‖w‖2H = 1.
This and Lemma 3.2 (with ε = 1/4) show that it holds for all n ∈ N, v, w ∈
Pn(H) that F (v + w) ∈ H , and
〈v, PnF (v + w)〉H = 〈v, F (v + w)〉H
≤ φ(w)‖v‖2H + 12‖v‖2H1/2 + Φ(w)
≤ φ(w)‖v‖2H + 12‖(η −A)
1/2v‖2H + Φ(w).
(5.6)
Moreover Lemma 3.3 ensures for all n ∈ N, v, w ∈ Pn(H) that
‖F (v)− F (w)‖H ≤ θ
(
1 + ‖v‖Hρ + ‖w‖Hρ
) ‖v − w‖Hρ <∞. (5.7)
Furthermore note that the fact that H ⊆ H−1 = HH−1 and for all n ∈ N it
holds that Pn ∈ L(H) implies that for all n ∈ N there exists an extension
Rn ∈ L(H−1, H) ( i.e. such that Rn|H = Pn). The fact that H ⊆ H−1
ensures that for all n ∈ N it holds that Rn ∈ L(H−1). In addition Item (iv)
in Lemma 2.2 ensures that lim infm→∞ inf({λh : h ∈ H\Hm} ∪ {∞}) = ∞.
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Hence combining this, (5.3)–(5.7), the fact that p ∈ (0, q), the fact that
∀ t ∈ [0, T ] : P(Xt =
∫ t
0
e(t−s)A F (Xs) ds + Ot + etAξ) = 1, and Item (iv) in
Theorem 3.5 in Jentzen et al. [2017] (with α = 0, ϕ = 1
2
, p = q, Pn = Rn,
X n = ([0, T ] × Ω ∋ (ω, t) 7→ X nt (ω) ∈ H̺), Xn = ([0, T ] × Ω ∋ (ω, t) 7→
X nt (ω) ∈ H̺), On = ([0, T ] × Ω ∋ (t, ω) 7→ (Ont (ω) + PnetAξ) ∈ Pn(H)),
O = ([0, T ] × Ω ∋ (t, ω) 7→ (Ot(ω) + etAξ) ∈ H̺), q = p for n ∈ N in the
notation of Item (iii) in Theorem 3.5 in Jentzen et al. [2017]) establishes
Item (iii). The proof of Theorem 5.1 is thus completed.
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