Recent advances in the corporate processing of images have exhibited its advantages over the individual processing. Image co-segmentation aims to segment shared objects from two or more relevant images, and is becoming more and more interesting for computer vision researchers. Many applications need accurate and efficient segmentation techniques: indoor navigation, autonomous driving, and virtual reality systems to name a few. Although numerous techniques have been proposed, it is still lacking a deep review of image co-segmentation techniques. In this paper, we provide a review on the fundamentals and challenges of image co-segmentation techniques. We organize the recent advances of image co-segmentation into seven major frameworks: graph based framework, clustering based framework, partial differential equation based framework, quadratic programming based framework, low rank matrix recovery based framework, joint optimization based framework, and machine learning based framework. We expect this review to be beneficial to both fresh and senior researchers in this field.
I. INTRODUCTION
As a longstanding, fundamental and challenging problem in computer vision community and multimedia task, image segmentation has been an active research area for several decades. The goal of image segmentation is to simplify the representation of an image, and partition the image into a number of homogeneous parts. One of the challenges is the diversity of the foreground, which often leads to ambiguity in the separation of background and foreground, especially in the absence of prior knowledge.
To overcome this difficulty, image co-segmentation [1] is proposed, which refers to discovering shared similar objects contained in a set of relevant images and segmenting them as foreground simultaneously, as shown in Fig.1 . Images on the left are example images containing similar objects from the same semantic class. Images on the right are cosegmentation results of [2] . Compared to a single image, a set of images contains more useful and richer information. Within the image group, the shared objects can be regarded as a form of weakly supervised information to compensate for The associate editor coordinating the review of this manuscript and approving it for publication was Orazio Gambino . the lack of prior information in single image segmentation. Therefore, image co-segmentation techniques can usually achieve better performance than those unsupervised single image segmentation techniques.
The crucial task in image co-segmentation is to exploit the shareness prior across the set of images. Note that, the shared objects for co-segmentation represent the objects of interest instead of common background details. With such property, image co-segmentation is of great potential on benefiting many computer vision applications, such as video object segmentation [3] , [4] , video event detection [5] , [6] , human parsing [7] , [8] , and weakly supervised learning [9] , [10] .
This paper attempts to track recent advances, in order to gain a clearer picture of the current panorama in image co-segmentation. We focus on the core framework and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 2. Main image co-segmentation frameworks of our structural organization in this paper.
provide a systematic overview of recent advances of image co-segmentation techniques in a structural manner(see Fig.2 ). Nearly all co-segmentation techniques proposed over the last several years are based on one of these frameworks. Note that there is no rigid boundary among these frameworks and many of these frameworks are inherently correlated. Our categorization here is mainly based on the core framework for solving co-segmentation problem. The rest of this paper is organized as follows. Section II briefly introduces the background. Section III reviews major image co-segmentation frameworks. Section IV describes the evaluation standard and some experimental results of some representative techniques. Discussion is presented in Section V, and conclusion is presented in Section VI.
II. BACKGROUND
In this section, we briefly summarize the related background of image co-segmentation, including the introduction, related topics and comparison with previous reviews.
A. A BRIEF INTRODUCTION
Given a set of image I = {I 1 , . . . , I k , . . . , I N } with N images, where I k (1 ≤ k ≤ N ) represents the kth image, and N is the number of images in the image set. I k (x, y) (1 ≤ x ≤ x max , 1 ≤ y ≤ y max ) represents the pixel value at location (x, y). w k represents all regions of I k . The cosegmentation of I is to segment each image I k into subregions w i k (1 ≤ i ≤ i max ), which meet the following conditions: (1) w k = i max i=1 w i k , that is, I k is composed of all subregions w i k in I k , and there is no region in w k that does not belong to any w i k ; (2) w i k w j k = ∅ (1 ≤ i, j ≤ i max ), that is, there is no common element between any two subregions;
(3) w k is the connected region, that is, any two points in this region are reachable; (4) w i k has consistency, that is, all pixels points in the region satisfy the similarity of features. (5) w i k and w j p (1 ≤ p, k ≤ N ; i, j ∈ F) have consistency, where F represents the index set of foreground regions. For any two images, the same foreground regions have similar features. The goal of image co-segmentation is to segment each image I k into subregion w i k (1 ≤ i ≤ i max ), which meet the conditions (1) − (4). Meanwhile, the final foreground regions of different images meet condition (5) .
The consistency across the image set is measured by the similarity between the foreground objects. The basic idea can be summarized as the following steps. Firstly, the foreground similarity measurement is designed. Secondly, the similarity constraint is added into the traditional segmentation techniques. Thirdly, the shared objects are extracted by the model minimization. Early co-segmentation techniques [1] , [11] - [14] only used an image pair as input. However, co-segmenting shared objets from the image pair has very limited application value. Recently, many researchers have made further efforts to design more effective techniques [15] - [17] to segment multiple images.
According to the presence of label information, image cosegmentation can be divided into supervised co-segmentation techniques, weakly supervised co-segmentation techniques and unsupervised co-segmentation techniques. Considering the number of foreground categories, image co-segmentation can be divided into two categories: single object based cosegmentation and multiple objects based co-segmentation. Single object based co-segmentation techniques mean that each image contains the same category of objects, see Fig.1 , whereas multiple objects based co-segmentation techniques refer to the image contains multiple categories of objects. Fig.3 illustrates the problem of multiple objects based co-segmentation. Images on the left are example images containing multiple objects from different semantic categories. Images on the right are co-segmentation results of [18] .
B. RELATED TOPICS
In this section, we discuss two topics related to image co-segmentation: image saliency detection and image co-saliency detection. A brief summary is shown in Table 1 .
The purpose of image saliency detection [19] , [20] is to emphasize regions that attract human visual attention in a single image. Generally, image saliency detection techniques can be divided into two categories: human visual attention prediction and salient object detection. The former attempts to generate a heat map indicating the eye-fixation likelihood, while the latter attempts to detect entire salient objects. Saliency information can be adopted in the pre-processing step of image co-segmentation. Rubinstein et al. [21] constructed energy terms by using saliency information and correspondence information for image co-segmentation. Li et al. [15] utilized saliency maps to rank image complexities and then used simple images to segment complicated images. However, the co-segmentation results are quite sensitive to the quality of saliency information.
Image co-saliency detection [22] , [23] is an extension of image saliency detection, which uses not only intra-image but also inter-image information to emphasize regions of interest. The aim of image co-saliency detection is to detect salient objects as well as shared in the given image group. While image co-segmentation tends to segment out shared objects without constraining these objects to be co-salient. Image co-saliency detection can also be used to improve the performance of image co-segmentation. Yu et al. [2] used cosaliency information to construct the energy term for image co-segmentation. Tsai et al. [24] addressed image co-saliency detection and image co-segmentation jointly.
C. COMPARISON WITH PREVIOUS REVIEWS
Some image co-segmentation reviews have been published. A brief summary is shown in Table 2 . A thorough review existing techniques is essential for further progress in image co-segmentation, which could help fresh researchers in learning the key concepts and techniques in this field, and senior researchers in comprehending modern techniques and essential research trends, and researchers from other relevant areas in exploring the possible benefits of image co-segmentation techniques. Compared with these reviews, our paper concentrates the solving principles of existing image co-segmentation techniques covering most of the mainstream techniques.
III. MAJOR FRAMEWORKS
In the field of image co-segmentation, the similarity measurements of shared objects have been formulated with many classic frameworks, such as graph based framework, clustering based framework, partial differential equation based framework, quadratic programming based framework, low rank matrix recovery based framework, joint optimization based framework, and machine learning based frameworks. In this section, we review the commonly used frameworks presented in the image co-segmentation, and summarize them in Table 3 . Next, we briefly introduce the main techniques under these frameworks.
A. GRAPH THEORY BASED FRAMEWORKS
The graph theory based technique uses the theory and method in the field of graph theory to regard the image cosegmentation problem as the vertex partition problem. The general method is to map the original image into a weighted undirected graph G = (V , E), where V = {v 1 , . . . , v n } is the vertices set, and E is the edges set. As shown in Fig.4 , graph based techniques adopt a structure model to capture the relationship between objects from different images, and utilize the information shared across images to jointly select the most similar instances as the shared objects. 
1) CO-SEGMENTATION TECHNIQUES BASED ON MARKOV RANDOM FIELD
Among numerous graph based co-segmentation techniques developed in last few decades, Markov Random Field (MRF) can be considered as one of the most widely used techniques. MRF based techniques regard the co-segmentation problem as minimizing an energy function with labeling pixels as foreground or background. Early image co-segmentation techniques mainly focus on segmenting an image pair given by the user. The energy function often consists of an MRF model over each image, a global consistency term which penalizes the difference between the foreground histograms of both the images. Given a pair of images {I 1 , I 2 } with the same size consisting of n pixels each, H k , k = 1, 2 is the histogram of image I k and a vector l k ∈ {0, 1} n is used to represent the pixel labels for image I k , where 1 and 0 assigns the correspondence pixel to the foreground and the background, respectively. Then the foreground histogram of I k is calculated as F k = H k · l k . The energy function E coseg mentioned above can be represented as follows
where E MRF I 1 and E MRF I 2 are the energies in MRF model that are defined in each image respectively. E global (F 1 , F 2 ) is the global consistency term that measures the similarity between the foreground histogram F 1 and F 2 . The co-segmentation performance and the minimization of (1) heavily depend on the global term E global (F 1 , F 2 ).
Several types of E global (F 1 , F 2 ) have been designed to achieve the balance between performance and minimization. Rother et al. [1] firstly used L1-norm to measure foreground similarity, and trust region graph cuts [1] was presented for optimizing the (1) . E global (F 1 , F 2 ) was defined as follows
Subsequently, a number of researchers make their efforts to develop more effective computational models for co-segmenting shared objects in such image pairs. Mukherjee et al. [11] extended this work by employing L2-norm to measure the similarity between foreground histograms, and used the Pseudo-Boolean optimization to minimize the (1) . The authors used the following form to define E global (F 1 , F 2 ):
Instead of punishing the foreground difference, Hochbaum and Singh [12] proposed a reward based global term, which can be easily optimized via a maximum flow procedure. E global (F 1 , F 2 ) was defined as follows
However, this reward technique also leads to a sub-modular optimization problem in co-segmentation, and the accuracy of co-segmentation depends on the object prior to building the energy function in MRF model. Thus, Vicente et al. [13] modified BoykovĺCJolly model and used it in the global energy term as the foreground similarity measurement, which is minimized based on the dual decomposition technique. Corresponding E global (F 1 , F 2 ) was defined as the following form
where β(z) = −zlogz is a concave function. z is the appearance descriptor of pixels. B k is the background histogram of I k . N k is the total number of foreground pixels in I k and N k is the total number of background pixels in I k .
Above techniques measure foreground similarity by comparing the statistics of two images. Thus, to extract shared objects, foreground objects should have similar region statistics. Moreover, these techniques do not recover dense pixel correspondence and alignment in the foreground region. Taniai et al. [14] proposed a hierarchial MRF model to solve these problems. They used pixels correspondence to define the global consistency term, and the hierarchical structure to restrain inference across multiple scales, and then iterated graph cut was used to dynamically recover the structure along with the labeling. Following the idea of [14] , one of the images is designated as a reference image. Here, we describe I 1 as a reference image, and is represented by a set of super-pixel nodes j ∈ V where j 1 ⊆ 1 denotes a super-pixel region in the image domain 1 . E global measures global consistency between corresponding regions in image pair, which is defined as
where p 1 is the pixel location of I 1 , p 2 is the warped pixel location of I 2 , which is defines as follow
where T j is a geometric transformation, R r is a 2D rotation matrix with angle r and scale s. t is a translated vector. c j is the centroid of pixels in region j 1 . ρ (p 1 , p 2 ) measures visual dissimilarity between p 1 and its correspondence p 2 as
where D k (p k ) is a local feature descriptor extracted at p k in I k . τ D is a threshold. Image co-segmentation techniques with a pair of images as input have a limitation. That is, these techniques work under the assumption that shared foreground objects appear in each image and the background varies significantly. In fact, when the background does not change or greater variations appear in the foreground objects, these techniques would fail because of the confusion in identifying the foreground objects. Moreover, in some applications, the user scribble is necessary to specify the object of interest. For example, the user may be requested to specify the players of interest in the group of images related to a soccer match, see Fig.5 . In order to segment such image groups, Batra et al. [30] , [31] proposed an interactive co-segmentation method guided by an intelligent recommendation system with user scribbles. Two global Gaussian Mixture Models (GMM) for foreground and background categories were constructed from the user scribbles in some of input images. A graph cut algorithm was then used to co-segment these images. However, these GMM models are less effective when the foreground and background have similar features.
Thus, Wang and Shen [32] introduced an high order energy into MRF framework, which can help to co-segment a group of images with foreground and background having similar color. The high order energy encoded the global consistency between the labeled regions and over-segmentation regions. Let T be the labeled images. E global measures the correspondence between the unlabeled images and the labeled images T , which is defined as follow
where w k is the over-segmentation region of I k . is the labeled regions in T . The high-order cliques E high describes correspondence between over-segmentation regions and labeled regions , which is defined as follow
where N ν i k is the number of pixels in clique ν i k . κ i k is the matching coefficient, which consists of the segmentation quality and the clique likelihood for foreground/background. κ i k drives all the pixels of a region to take the same label. The interactive co-segmentation techniques require the user to manually indicate the location of objects of interest in the image, then appearance models are derived from the user input. However, keeping a user involved is not always available for some applications. In addition to relying on the user input, co-saliency [2] , [33] , saliency [15] , [21] , [34] - [36] , scale invariance [37] , co-occurring relationships [38] , [39] , shape [16] , [40] , [41] , subspace structure of images [42] , multiple image groups with shared objects [43] , [44] can also be used as the hint about possible foreground objects.
The performance of MRF based image co-segmentation techniques mainly depend on the segmentation quality of each image and the setting of global consistency term. Some MRF based techniques are listed in Table 4 .
2) CO-SEGMENTATION TECHNIQUES BASED ON RANDOM WALKER
The random walker (RW) based technique simulates a walker moving randomly from a pixel in the image to a set of user specified seed points. The eventual assignment of pixels to foreground or background is determined by whether the pixel reaches a foreground or background seed first. Collins et al. [46] proposed a RW based technique by enforcing histogram consistency, which led to a tractable energy minimization. The RW technique for a single image in [46] was rewritten as a quadratic minimization problem, which was defined as follow
where L k is the Laplacian matrices of image I k . l (s) k are the values for certain seed pixels, γ (s) k is the known value of those seeds (i.e., foreground or background). F is a shared global foreground histogram. The (11) is equivalent to a Box-QP (quadratic problem with box constraints) problem, which can be solved the gradient projection algorithm. However, this technique is sensitive to parameter settings and likely to generate different segmentation results.
Lee et al. [47] employed multiple random walkers (MRW) to implement image co-segmentation, which described the movements of multiple walkers on a graph simultaneously. The MRW process can cluster pixels, and segment images reliably, which consist of two step: inter image concurrence computation and intra image MRW clustering. The concurrence computation describes the similarity of the pixel in every image to foreground objects in other images. Then concurrence distribution is incorporating into a repulsive rule to implement MRW clustering. A foreground walker and a background walker are used to achieve bilayer segmentation, whose probability distributions at time t are denote by p (t) f and p (t) b , respectively. Then the random movements of the foreground walker and background walker are governed by
where A is the transition matrix, which describes the transition probability between pixels. is a restart probability. r is the restart distribution, which is defined as follow where δ is a cooling factor within [0, 1].
The function φ f and φ b are referred to as the foreground and background restart rule, respectively. Compared with MRF based image co-segmentation techniques, RW based image co-segmentation techniques are easy to optimize. However, the user needs to label the foreground and background regions in the first image. Some RW based techniques are listed in Table 5 .
3) CO-SEGMENTATION TECHNIQUES BASED ON OTHER GRAPHICAL MODELS
Ma et al. [17] proposed a hyper graph joint cut framework for unsupervised multiple objects image co-segmentation, which integrated intra image feature representation and L 1 manifold based inter image coherency exploration. A bi-harmonic distance distribution difference metric was introduced to produce discriminative and structure meaningful feature representation.
Meng et al. [48] designed a directed graph based on local region similarities and saliency maps to represent the relationship of image regions, and formulated the co-segmentation problem as the shortest path problem and used the dynamic programming technique to solve the problem.
Vicente et al. [49] proposed an object co-segmentation technique based on training a random forest classifier to select effective features. The shared objects were extracted by the A* search algorithm. This technique is a graph-based candidate single matching problem. Whereas seeking single matching clique very likely leads to discover local parts of common parts of shared objects. Thus, Wang et al. [50] proposed an N -partite graph structure to explore multiple cooccurring matching cliques. Moreover, an additional virtual node was assigned to each part to handle irrelevant matches when the shared objects did not exist. Then, the finding the multiple matching cliques problem was formulated as a global binary assignment problem of candidates. With the assistance of multiple matching cliques, a pixel wise cooccurrence map for each image was obtained.
Chakraborty and Mitra [51] used regions similarities and co-saliency values to construct a N -partite graph, which represented the relationships between different object proposals. Then degree centrality based node selection and site entropy rate based node selection were separately used to extract the object proposals. The object proposals with maximum mean saliency value were chose as the co-segmented regions.
Han et al. [52] and Quan et al. [53] introduced the union background prior to establish a globally close loop graph for formulating the common objects and union background separately. Then a manifold ranking algorithm with the self learned graph structure was proposed to optimize the graph connection and co-segment the shared objects.
Kamranian et al. [54] proposed an interactive multiple foreground objects co-segmentation technique by optimizing a quadratic cost function in the form of an iterative algorithm using a novel neighborhood pattern model (NPM). NPM helped to give semantic information to labels and could be effective to distinct the labels. The technique can be easily worked with a few scribbles on a few random images.
Li et al. [55] proposed a self-adaptive similarity measurement to construct weighted graphs, and exploited consistent foregrounds with a graph-based multi-search strategy. The proposed technique can handle the indefinite number of shared objects involved co-segmentation problem. When the multi-search strategy terminated, collecting all the selected proposals is the final segmentation result.
Graph matching measures the similarities between graphs with the study of structural information. Ren et al. [56] integrated weighted tree-structured sparsity to the computation of tree-graph matching, which reduced the searching space and improved the efficiency of graph matching, and accomplished the task of image co-segmentation.
Wang et al. [57] proposed a consistent functional maps technique for representing consistent appearance relations between images to detect shared object regions. Functional maps are related to graph matching for feature correspondences. All pair-wise correspondences are represented by functional maps. Using the obtained functional maps, the co-segmentation function combines a term that quantifies the quality of functional maps, and another term that measures the consistency between functional maps. The functions of all images are jointly optimized so that they are consistent with each other and agree with segmentation boundary clues present on each image.
Wang et al. [58] introduced consistent functional maps to jointly segment a set of images containing objects from multiple classes, the proposed technique extracted initial seed set for each class and formulated corresponding functional maps. It finally alternated between jointly optimizing functional maps and using the optimized maps to refine and extend intra class associations.
Hati et al. [59] formulated the image co-segmentation problem as a maximum common subgraph (MCS) computation problem. MCS was built on a region adjacency graph (RAG). The output of MCS was used as seeds to co-grow the matched regions. The proposed technique allowed multiple, similar objects with different size to be co-segmented. Yang et al. [60] assumed each foreground object can be represented as a set of adjacent regions. They constructed an adjacency graph and proposed a tree constrained iterative region allocation techniques to solve image co-segmentation problem. First, they used a region saliency prior and a region repeatness measure to discovery initial foreground objects. Then the foreground objects modeling and the region allocation procedure were combined to find the subtree that stood for the result of the final segmentation.
Graphical models based techniques blaze a trail with outperforming co-segmentation accuracy and flexible framework of optimization. A well-designed graph model is capable of providing delicate descriptions of the co-existing objects. However, the computational time rises with the complexity of graphical structures. Some graphical models based techniques are listed in Table 6 .
B. CLUSTERING BASED FRAMEWORKS
The clustering-based framework assumes that the pixels or super-pixels in the shared objects can be grouped together well. Joulin et al. [63] proposed a discriminative clustering based image co-segmentation technique, where a classifier produced by spectral clustering technique was combined with kernel method to assign foreground jointly to all images. The main idea in this technique is to train a supervised classifier for maximal the differences between the common objects and the background in the images. For each image I k in the image set, Joulin et al. jointly inferred the segment labels L and nonlinear separating surface f ∈ F based on kernel SVM by minimizing:
where α c is a regularization parameter, v j denotes the image data associated with pixel j, d is a bias term, and v j denotes the feature associated v j into a high dimensional Hilbert space F.
Then, Joulin et al. extended this idea to a multiclass scenario to segment the common objects of multiple images in [64] . Although it can solve the co-segmentation problem for up to dozens of images, the segmentation results are not satisfactory for the number of the input images less than a certain number. Moreover, it requires user to choose which cluster is more possible to be foreground.
A hierarchical image clustering technique [65] was proposed for the purpose of co-segmentation. Here, the authors first used a clustering technique to perform segmentations of the given images. Then inter and intra image connections were developed based on these segmentations, which described how to connect segmentation layers together. Finally, a normalized Laplacian matrix was solved, which weighted by both inter image and intra image connections. The top eigenvectors were used for co-segmentation.
Wang et al. [66] proposed a multiple foreground objects image co-segmentation technique based on correlation clustering, which can automatically determine a suitable clusters number. Moreover, an active learning technique was applied to recommend top ranked uncertain pairs of regions to users for the true labels. The proposed technique can propagate user preferences to all regions in correlation clustering, and achieve personalized segmentation results.
Li et al. [67] used a ensemble clustering technique and a multi-label energy minimization to discover multiple foreground objects. The ensemble clustering was used to identify the candidate objects. A low rank constraint was introduced to correct clustering results. The multiple foreground labelling problem was formulated as an energy minimization problem, which had four unary potentials and two pairwise potentials.
Sun and Ponce [68] , [69] designed a novel co-segmentation techniques by embedding a high level shared object cue provided by part detectors into the above (14) . They first learned discriminative part detectors from a training set with the input images as positive examples and a set of diverse background images as negative examples. Then, these part detectors provided shared objects localization cues for co-segmentation.
Meng et al. [70] , [71] proposed a constrained directed graph clustering (DGC) technique and segmentation propagation to solve the multiple foreground objects co-segmentation problem. The DGC was used to obtain prior of each class, and then these priors were propagated to achieve the foreground maps. The proposed technique can discard the noise data and provide sufficient multiple foreground information to improve the co-segmentation performance.
Wang et al. [72] firstly integrated the feature learning and weakly supervised clustering in a unified framework. Then, image co-segmentation problem is described as a weakly supervised data fusion problems, which facilitated the use of shared objects from multiple images. The image boundaries was used as weakly supervised information. Finally, a batch mode algorithm was proposed to solve the objective function with its convergence being proved.
Tao et al. [73] proposed a constrained clustering image cosegmentation techniques, which used saliency as side information to guide the clustering process. The authors used cosine distance to measure the feature similarity between data point and its cluster centroid, and used cosine utility function to calculate the similarity between clustering result and the side information, which can use a K-means like optimization to solve objective function in a linear time complexity.
Clustering based image co-segmentation techniques usually force a global constraint on the clustering process. One problem in clustering based image co-segmentation techniques is that the incorrect object prior generated in clustering process will disturb the iteration process. Some clustering based techniques are listed in Table 7 .
C. QUADRATIC PROGRAMMING BASED FRAMEWORKS
Some image co-segmentation works formulates the image co-segmentation problem as a binary quadratic programming problem.
Wang and Liu [74] formulated image co-segmentation problem as a binary quadratic programming problem, which consisted of a inter image distance, a intra image distance and a balance term. An iterative updating algorithm using the trust region idea was proposed to solve this problem. The proposed technique can co-segment hundreds of singleobject based images in less than one minute. Especially, when co-segmenting a large number of single-object based images with limited training data, the proposed technique also could produce competitive co-segmentation accuracy.
Dong et al. [75] proposed an interactive co-segmentation technique including a segmentation smoothness energy, a global scribbled energy and an inter image energy. VOLUME 7, 2019 The global scribbled energy was used to build the foreground and background Gaussian Mixture Model with user scribbles, and the inter image energy was applied to match the histograms of shared objects. The smoothness energy was utilized to describe the consistence and the smoothness of super-pixels in a neighborhood. Dong et al. converted this energy minimization problem to a constrained quadratic programming problem, and proposed an iterative optimization algorithm with computational efficiency to solve this problem.
Jerripothula et al. [76] proposed a saliency co-fusion technique for image co-segmentation. Authors used inter image information through co-saliency, and then performed single image segmentation on each image. The goal of saliency cofusion is to boost the saliency of shared foreground regions and suppress the saliency of background regions. Saliency co-fusion problem is represented as a weight selection problem which fuses multiple saliency maps. Considering the saliency value in range [0, 1], the weight selection problem is formulated as a quadratic programming problem:
z(n, k, m) = 1, ∀I n ∈ I, P n k ∈ P n (15) where λ is a balancing parameter. D t z is a prior term to perform global commonness and co-saliency with coefficient vector D. z t Gz is a pairwise smoothness term to curb inconsistencies in neighborhood elements with coefficient matrix G. The constraints in (15) is used to ensure every weight value in [0, 1] and the summation of all weights for one super-pixels is equal to one. In order to deal with noisy images, where the shared foreground object was missing, Fu et al. [77] formulated the image co-segmentation as a binary integer quadratic program problem in a fully connected graph structure with mutex constraint. They also used the depth information to enhance identification of shared foreground objects among images. An fixed point iteration technique was used to solve this problem.
Using binary quadratic programming to solve the single object based image co-segmentation problem, one can get segmentation results quickly. Nevertheless, the computation of quadratic programming is expensive for the multiple objects based image co-segmentation problem. Some binary quadratic programming based techniques are listed in Table 8 .
D. LOW RANK MATRIX RECOVERY BASED FRAMEWORKS
Generally, low rank matrix recovery based segmentation frameworks assume that an image can be represented as a combination of a redundant part and a sparse part. The redundant usually lies in a low dimensional feature subspace, which can be approximated by a low rank feature matrix. The salient part deviating from the low rank subspace can be viewed as noise or errors, which are represented by a sparse matrix.
With the help of co-saliency map, Chen et al. [78] proposed a multi-stage low rank recovery techniques for image cosegmentation. The first stage of low rank matrix recovery was adopted to generate saliency map of each image. The second stage was used to constrain the shared regions as the low rank part and background regions as the sparse noises. After getting co-saliency maps, an refinement techniques was introduced to recover the spatial relationships among the regions.
Li et al. [79] , [80] integrated adaptive low rank matrix recovery (ALRR) and discriminative learning to image cosegmentation. The authors pointed out not only shared regions but salient ones among images to be the object regions. The ALRR term was used to detect salient regions. The discriminative learning term was used to distinguish shared regions from all super-pixels. An additional regularized term was used to measure the disagreement between the predicted saliency and the objectiveness probability. Blockcoordinate descent and augmented lagrange multiplies were used to solve the objective function by combining the above three terms.
No precise convention has been made to state that what size of the rank should be considered as low rank. Thus the performance of image co-segmentation depends on the low rank structure. Some low rank matrix recovery based techniques are listed in Table 9 .
E. PARTIAL DIFFERENTIAL EQUATIONS BASED FRAMEWORKS 1) SEGMENTATION TECHNIQUES BASED ON HEAT DIFFUSION
The heat diffusion framework has been extensively applied to computer vision and image processing, where the distribution of heat over time is represented by a partial differential equation (PDE).
Kim et al. [81] used the anisotropic diffusion to solve the image co-segmentation problem, which considered the image as a system under heat diffusion with several heat sources, and optimized the number and location of image segments. Heat sources were viewed as clustering centers, so co-segmentation results depended on clustering results. The proposed technique can deal with a large number of input images. However, over-segmentation may become an problem in different types of images.
The goal of heat diffusion system is to adjust the heat source location to maximize the temperature of the whole system. Thus, by controlling the number of heat sources, Kim and Xing [82] expanded the single class scenario to solve multiple foreground objects segmentation problem. They proposed an iterative technique that alternated between foreground modeling and region assignment.
Lin et al. [83] integrated cooperative game, heat diffusion and image saliency to image co-segmentation. They used the heat gain of heat diffusion to measure the segmentation confidence. Image saliency was used to provide an initial guess about object positions. The cooperative game was used to detect the shared objects. Each image was treated as player. All players cooperatively defined the shared object label via maximizing constrained utility functions. Authors applied cooperative cut [84] to segment each labeled image. The proposed cooperative co-segmentation technique can discover multiple instance of the shared objects, and handle images with similar background.
Kim et al. [81] dealt with 2D heat diffusion segmentation and solved the optimization by approximate belief propagation. In 2014, Liu et al. [83] extended the work of Kim et al. to 3D heat diffusion exchange system, which considered an image set as a 3D metal cuboid and maximized the sum of temperature of 3D heat exchange system by K heat sources with constant temperature to implement cosegmentation.
2) SEGMENTATION TECHNIQUES BASED ON ACTIVE CONTOURS MODEL
The foreground similarity measure is designed in terms of curve in active contours model (ACM) based image cosegmentation techniques, and the level set function is used to describe the curve. The level set function has an advantage that by changing the topology of level set function to describe the splitting or merging of curves. This characteristic makes the level set function detect multiple boundaries in the images. As the curves proceed towards the boundary of shared objects, the energy function gets reduced. However, it has a disadvantage that it is easy to fall into the local minima.
Meng et al. [85] incorporated color reward strategy and ACM to extract out shared objects from a pair of images. The color reward strategy was used to measure the foreground consistency, which made the energy function easy for optimization. In this process, a mutual evolutionary technique was applied to minimize the energy function. For similar scene co-segmentation, Meng et al. [86] simultaneously considered the foreground consistency and the background consistency to form the energy function of ACM, which could detect shared objects from a set of images with similar background.
Although, single ACM based image co-segmentation technique [85] provides segmentation results with lower error rate as compared to other techniques, it has tendency to get local minima. To alleviate the problem of local minima, a dual geometric ACM was proposed by Ghosh and Bandyopadhyay [87] to segment a pair of images for extracting shared objects. Each image had two curves, one was the external curve, which shrank to the image boundary, and the other was the internal curve, which expanded to the image boundary. Compared to single ACM, dual geometric ACM provides an additional curve and generates an additional forces to drive the curves toward the boundary of shared objects. However, the time required for co-segmenting a set of images by the dual geometric ACM technique is more in most of the cases as compared to the other techniques.
The PDE based image co-segmentation framework is sensitive to the initialization. Moreover, it takes a long time to segment simultaneously multiple images in most of cases. Some PDE based techniques are listed in Table 10 .
F. JOINT OPTIMIZATION BASED FRAMEWORKS
A coupled framework for co-segmentation and other image processing tasks can benefit each other synergistically. The reason behind this framework is that inherent interdependencies of two tasks can produce better output.
Dai et al. [89] proposed an unsupervised learning based framework for coupling image co-segmentation and cosketch, where co-sketch of the image was applied to align shared foreground objects. The goal of co-sketch was to learn a code-book of deformable shape templates shared by the VOLUME 7, 2019 input images. These shape templates captured discriminative image patterns and provided crucial information for establishing correspondence between different images.
In [90] , the shared objects from the input images have been detected using a coupling of two techniques, namely: co-segmentation and co-skeletonization. Co-skeletonization is defined as joint skeleton extraction of shared objects in the input images and skeleton provides good scribbles for segmentation. However, the method shows its limitations for images containing objects at different viewpoints or different sizes.
Tsai et al. [24] used the mutual dependency between co-saliency detection and co-segmentation to propose a couple framework to accomplish the two tasks simultaneously. The two tasks were linked by an objective function defined on a graph structure. Through alternating optimization, the region-wise proposal obtained by co-segmentation helped to highlight salient regions, and the improved saliency maps improved the co-segmentation results. The proposed framework progressively improved the performance of both tasks.
The basic idea of joint optimization is to utilize the shareness across images, which gives inter-image prior information. While most of the high performance joint optimization techniques usually have large numbers of parameters, which increases the algorithm complexity when doing with large datasets. Some join optimization based techniques are listed in Table 11 .
G. MACHINE LEARNING 1) CLASSIFIER BASED FRAMEWORKS
Zhang et al. [91] formulated the image co-segmentation problem as a multi task learning problem. The segmentation of each image was viewed as one task and multiple tasks were solved simultaneously. The prior that shared foreground objects was represented as the intrinsic relatedness among these tasks. Each task found a classifier segmenting the foreground from the background in an image. Three multi task learning assumptions were respectively used to model the relatedness among tasks. The output of multi task classification was used to initialize the GrabCut.
Reference [91] binarized the co-saliency score of images to initialize the multi task classifier. Thus, the performance of classifier is very sensitive to the initialization. Liang et al. [92] used ranking SVM to fit co-saliency score, and incorporated the multi task learning and ranking SVM into a unified framework. The proposed technique was solved by an alternative direction method of multipliers.
Yang et al. [93] formulated unsupervised multiple foreground object image co-segmentation problem as a supervised multi instance multi label (MIML) learning problem. First, object detection and unsupervised label generation were used to obtain accurate and rich semantic consistent label between shared objects without any user intervention. Then, the object label was propagated to the object saliency to finish saliency pseudo annotation. Finally, an ensemble MIML was proposed to achieve image co-segmentation based on random feature selection.
Wu et al. [94] used co-saliency maps and multiple kernel boosting (MKB) to solve RGBD image co-segmentation. First, RGBD co-saliency maps were used to initialize the co-segmentation results. Then, according to the mutual similarity of pre-segmented regions, the region sample selection was performed to generate appropriate positive and negative samples for the subsequent regional MKB classifiers. Meanwhile, a pixel level MKB were trained by using the pixels in the selected regions of each image. Finally, the results obtained by all the classifier were fused with the initial cosegmentation results to generate the final co-segmentation results.
The higher accuracy of the classifier is, the better segmentation results are. Some classifier based techniques are listed in Table 12 .
2) DEEP LEARNING BASED FRAMEWORKS
Recently, deep learning has achieved dramatic break through in many computer vision tasks. Instead of defining hand crafted features, deep networks are able to extract semantic features of different levels. With this advantage, deep learning has been applied in image co-segmentation and achieve stateof-the-art performance.
Siamese Network has been extensively used in many computer vision applications, which can learn the similarity metrics by aligning the shared objects together and unshared objects far away. The authors of [95] formulated image cosegmentation as a clustering problem to align the shared objects using the Siamese network. During the training, they built an Annoy (Approximate Nearest Neighbor) Library to measure Euclidean distance or Cosine distance between two shared object proposals. The authors demonstrated that deep features can encode the commonness prior, and thus provided a more discriminative representation for the shared objects.
Li et al. [96] used a correlation layer to find out localized correlations between semantic features of two input images, and then predicted the mask of shared objects. However, since the correlation was computed in a pairwise manner, the testing cost a lot of computation time when considering all different pairs in the group.
Yuan et al. [97] fused conditional random fields (CRFs) into convolutional neural networks (CNNs) to jointly learn the features and search the shared objects. Despite the great performance, their method intensely relies on a large number of training object masks for learning the CNNs model. It reduces the applicability of their method to unseen images. Furthermore, the unsupervised nature of co-segmentation is also violated.
Hsu et al. [98] proposed a CNN architecture, which was comprised of two collaborative CNN modules, a semantic feature extractor and a co-attention map generator, along with two unsupervised losses, a co-attention loss and a mask loss. In the process of optimization, the features of estimated objects and background were calculated in the co-attention loss, and the information can be propagated to guide the optimization of the generator. Thus, the co-attention loss could enable the generator to produce maps correctly localizing the shared objects. The optimization was further regularized by the mask loss, which could regularize the generator to remove noises and retain the whole objects.
Recently, attention models have been widely used in many other research domains. Attention can be considered as laying weights on channels of feature map to enhance some semantic information and, at the same time, remove other unwanted semantic information. Chen et al. [99] used the channel-wise attention model from one image to decide which semantic information should be removed in the other. The proposed technique leverages attention in bottleneck layers of the deep neural network. However, if the inputs do not contain the shared objects, the proposed model will output wrong results since thereaŕs no common semantic class.
While significant improvement has been shown, most of deep learning based image co-segmentation techniques require costly foreground masks for training. Some deep learning based techniques are listed in Table 13 .
IV. EVALUATION
This section describes the datasets widely used to test the performance of image co-segmentation algorithms, as well as various evaluation criteria. At the same time, we report some visual examples and quantitative comparisons.
A. DATASETS FOR IMAGE CO-SEGMENTATION
In the past decades, lots of benchmark datasets have been established to evaluate the performance of image cosegmentation techniques. The present access to large numbers of images on the Internet makes it possible to build comprehensive datasets of increasing numbers of images and categories to capture diversity of objects. A brief summary of these datasets is shown in Table 14 . Some example images from iCoseg, MSRC and Coseg-Rep datasets are shown in Fig.6 .
iCoseg [30] dataset is a realistic scenario for image cosegmentation, which is established by Batra et al. There are 38 object classes of totally 643 images with human given pixel-level segmentation ground truth. The images of each object class have the same theme and similar backgrounds, and the shared objects of each object class belong to the same object instance with different viewpoints, size, illumination, and so on.
MSRC [107] dataset contains 420 images from 14 classes. The co-segments in each class have color, pose and scale differences, yet tend to be quite salient in the image with few clutter.
Internet [21] dataset is collected by Rubinstein et al., which are crawled from the Internet through three search terms: airplane, horse and car. It is challenging since each class contains thousands of samples with quite different appearances from each other. At the same time, each class also has a large portion noisy images.
CoShape [40] dataset is established by Tao et al. for shapebased image co-segmentation evaluation. It collects image groups from the other public datasets, such as MSRC [107] , Internet [21] , 256_object [110] , 101_object [111] , Ima-geNet [112] and Weizmann Horse [113] datasets. There are 15 image groups with 703 total images, and each has pixellevel segmentation ground truth. 400-pairs [14] contains 400 image pairs with three groups: FG3DCar, JODS and PASCAL, which is established by Taniai. JODS is composed of 81 image pairs from [21] with airplanes, horses and cars. FG3DCar is composed of 195 image pairs from [114] with vehicles. PASCAL is composed of 124 image pairs from [39] with bicycles, motorbikes, buses, cars, trains.
FlickrMFC [82] dataset is created by Kim et al. for the purpose of multiple foreground co-segmentation, which is a fully manually labeled dataset that consists of 14 groups, each of which contains 10-20 images. A fixed number of foreground objects frequently occur across each image group, whereas an unknown subset of them appears in every single image.
Fashionista [108] dataset contains 685 street photographs of fashion models, which is extremely challenging with various human poses, background clutters and complex appearances.
PASCAL_VOC [39] dataset is collected by Faktor and Irani, which consists of 1037 images of 20 object classes from the well known PASCAL-VOC 2010 dataset. This dataset is more challenging and difficult due to the large intra-class variability and the large amount of distracting background clutter. In addition, some object categories have only a few images.
Coseg-Rep [89] dataset is collected by Dai et al. for cosegmenting objects with similar outlines. It contains 23 object categories with 572 images, and some groups contain indefinite number of shared objects and the backgrounds are usually more complicated than iCoseg and MSRC. One special category contains 116 images with similar shape patterns repeat themselves within the same image.
Coseg-INCT [55] expands the Coseg-Rep dataset, which contains 12 categories and 291 images, where 671 objects are involved.
CO-SKEL [90] dataset is created by Jerripothula et al., which consists of 26 categories with 353 images of animals, birds, flowers and humans. These images are collected from the MSRC, Coseg-Rep, Weiaman Horses and iCoseg datasets along with their ground truth segmentation masks.
Graz02 [109] dataset is collected by Opelt et al., which has three categories: cars, person and bike. In each category, the binary ground truth annotations of 300 images are provided. In addition, the dataset has the noisy images that do not contain any instances.
RGBD [77] dataset contains 16 image sets, each of 6 to 17 images taken from indoor scenes with one common foreground object (193 images in total). Pixel level ground truth is labeled for the common foreground object in each image.
B. EVALUATION CRITERIA
Evaluation criteria have played a key role throughout the history of image co-segmentation, not only as a common ground for measuring the performance of competing techniques, but also pushing the improvement of image co-segmentation. The most commonly used evaluation criteria are local consistency error (LCE), global consistency error (GCE), bidirectional consistency error (BCE), Jacard similarity (J), precision (P), variational of information (VoI), directional hamming distance (D H ), Van dongen distance (d vD ) and segmentation covering (SC). A brief summary is shown in Table 15 . Next, we present the equations employed for each evaluation metric.
Let S and G denote the segmentation results and the ground truth, respectively. Denote the corresponding segment regions for pixels p i from the pixel set P = {p 1 , p 2 , . . . , p n } as S i and G i . Let R(S i ) and R(G i ) be the set of pixels in segmentation S i and G i , respectively. The local refinement error measures the degree of S i and G i agreement at pixel p i . The local refinement error between S i and G i can be defined as
and the local refinement error between G i and S i can be defined as
where |·| denotes cardinality and \ denotes set difference. Local consistency error (LCE) [115] permits refinement in different directions and measures both boundary localization error and refinement error in a soft manner, which is defined as
The lower the LCE value is, the better the co-segmentation results are. Global consistency error (GCE) [115] forces all local refinement to be in the same direction, which is defined as
The GCE measures how a segmented image is considered as the refinement of other. The smaller the GCE value is, the better co-segmentation results are.
Bidirectional consistency error (BCE) [116] measures dissimilarity between segmentations proportional to the degree of region overlap, which is defined as
The better co-segmentation results are when the lower BCE is. Jacard similarity (J) [117] is the mean value of intersection of union over all the segmented regions with the ground truth regions, which can be defined as:
where N S G is the number of pixel that predict correctly, and N S G means the number of pixel on the area union over all the segmented regions with the ground truth regions. J is more preferred as it has been shown unbiased to the object size. The higher the value of J, the better the co-segmentation results should be. Precision (P) measures the percentage of correctly classified pixels, which can be defined as:
The higher the value of P, the better the co-segmentation results should be. Variational of information (VoI) measures the distance between two segmentations S and G using average conditional entropy, which is defined as
where H (S) is the entropy and I (S, G) is the mutual information between S and G. The smaller the VoI value is, the better co-segmentation results are. Directional hamming distance [118] measures the number of misclassified pixels, which is defined as
The lower the D H value is, the better the co-segmentation results are. Van dongen distance [119] is defined as
The smaller the d vD value is, the better co-segmentation results are. Segmentation covering (SC) [120] is defined as
The higher the value of SC, the better the co-segmentation results should be.
C. EXPERIMENTAL RESULTS
To further understand the image co-segmentation frameworks, we compared the co-segmentation performance of nine techniques: geometric mean saliency based cosegmentation (GMS) [121] , group saliency propagation based co-segmentation (GSP) [122] , saliency co-fusion based co-segmentation (SCF) [76] , co-segmentation and cosketch (CSST) [89] , co-segmentation and co-skeletonization (CSSL) [90] , joint object discovery and segmentation (JODS) [21] , decomposition multiple foreground co-segmentation (DMFC) [18] , joint semantic matching and co-segmentation (JSMC) [100] and multiple random walkers based cosegmentation (MRW) [47] on iCoseg dataset, MSRC dataset, Internet dataset and Coseg-Rep dataset, respectively. The experimental results are produced by directly running the implementation codes from their websites. Fig.7, Fig.8 and Fig.9 respectively show some visual cosegmentation results of GMS [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] on nine groups images, where Bear, Helicopter, Stongehenge from iCoseg dataset, Cat, Face, Plane from MSRC dataset, and Cranesbill, Fleabane, Seagull from Coseg-Rep dataset. Fig.10 shows some comparison co-segmentation results of JODS [21] , DMFC [18] , MRW [47] , CSSL [90] and JSMC [100] on three groups images, where Airplane, Car, and Horse from Internet dataset. From Fig.7, Fig.8 and Fig.9 , one can see that most of these techniques localize the foreground objects. On Bear group, Helicopter group, Face group and Plane group, CSSL achieves more accurate co-segmentation results. On Stongehenge group, MRW generates more accurate co-segmentation results. On Cat group and Cranesbill group, SCF performs more accurate co-segmentation results. For Fleabane group, all of these techniques co-segment the flower. From Fig.10 , one can see that JSMC, based on deep learning, is more robust to intra-class appearance variations and viewpoint changes, and produces more accurate results when comparing with other techniques. Fig.11, Fig.12 , and Fig.13 show the class-wise Jaccard similarity performances with theses techniques on iCoseg, MSRC, Coseg-Rep dataset, respectively. On iCoseg dataset, MRW achieves the best performance in terms of average Jaccard similarity. GMS generates the best performance in terms of average Jaccard similarity on MSRC dataset and Coseg-Rep dataset. Table 16 , Table 17 , and . Some comparison co-segmentation results of GMS [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] on Bear, Helicopter, and Stongehenge from iCoseg dataset. The first row shows the input images. The second, third, fourth, fifth, sixth and seventh rows are the results by the techniques in GMS [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] , respectively. FIGURE 8. Some comparison co-segmentation results of GMS [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] on Cat, Face, and Plane from MSRC dataset. The first row shows the input images. The second, third, fourth, fifth, sixth and seventh rows are the results by the techniques in GMS [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] , respectively. iCoseg dataset. On MSRC dataset ( As can be seen from the above figures and tables, different techniques have huge differences in the segmentation performance of the same group of images. For different image groups, the segmentation performance of the same technique is sometimes good or sometimes poor. One reason for this FIGURE 9. Some comparison co-segmentation results of GMS [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] on Cranesbill, Fleabane, and Seagull from Coseg-Rep dataset. The first row shows the input images. The second, third, fourth, fifth, sixth and seventh rows are the results by the techniques in GMS [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] , respectively. [21] , DMFC [18] , MRW [47] , CSSL [90] and JSMC [100] on Airplane, Car, and Horse from Internet dataset. The first row shows the input images. The second row shows the ground truth. The third, fourth, fifth, sixth and seventh rows are the results by the techniques in JODS [21] , DMFC [18] , MRW [47] , CSSL [90] and JSMC [100] , respectively.
phenomenon is that it depends on the adjustment of the parameters. Another reason is that each method is proposed for a certain aspect. For example, the literature [90] considers the use of shapes to describe shared objects, so the segmentation performance of images with common shape features is better.
V. DISCUSSION

A. MAIN CHALLENGES
Although the image co-segmentation has achieved substantial progress in the past several decades, there is still a long road to make image co-segmentation more widely applicable to real scenarios. The ideal goal of image co-segmentation is to FIGURE 11. Jaccard similarity based class-wise comparison with GMS [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] on iCoseg dataset. FIGURE 12. Jaccard similarity based class-wise comparison with GMS [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] on MSRC dataset. develop a general image co-segmentation technique achieving two competing goals: high accuracy and high efficiency, as shown in Fig.14. The high accuracy means accurately localizing and segmenting shared objects in images, and the high efficiency requires the entire co-segmentation task to run at a high rate with acceptable memory and storage usage.
For accuracy, the main challenge stems from the huge range of intra category variations. A given object can be obtained by a wide number of different conditions: illuminations, viewpoints, locations, cameras and so on. All these conditions produce significant variations in object appearance, as shown in Fig.15 . It is hard to model object co-segmentation in feature spaces, especially when image features are high dimensional. Further challenges may be the cluttered backgrounds, which distinctly disturb the foreground extraction and result in the redundant or incomplete segmentation.
The efficiency challenges mainly stem from the need to recognize all objects of very large number of object categories, and the very large number of possible locations. As the FIGURE 13. Jaccard similarity based class-wise comparison with GMS [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] on Coseg-Rep dataset. [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] on iCoseg dataset using overall values of Jacard similarity(J), Variational of information(VoI), Segmentation covering(SC), Directional hamming distance(D H ), Van dongen distance(d vD ), Bidirectional consistency error(BCE), Global consistency error(GCE), and Local consistency error(LCE), respectively. The best is boldface. [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] on MSRC dataset using overall values of Jacard similarity(J), Variational of information(VoI), Segmentation covering(SC), Directional hamming distance(D H ), Van dongen distance(d vD ), Bidirectional consistency error(BCE), Global consistency error(GCE), and Local consistency error(LCE), respectively. The best is boldface.
number of images and the number of categories grow even larger, it may force techniques to rely on weakly supervised data.
In spite of several decades of researches and many key advances, the combined goal of accuracy and efficiency have [121] , GSP [122] , SCF [76] , CSST [89] , CSSL [90] and MRW [47] [18] , MRW [47] , CSSL [90] and JSMC [100] on Internet dataset using overall values of Precision(P) and Jacard similarity(J)respectively. The best is boldface. not yet been met. Designing an accurate, robust, efficient image co-segmentation technique is undoubtedly an open problem.
B. RESEARCH DIRECTIONS
With hundreds of references and many dozens of techniques within the scope and discussed throughout this paper, we can see the following directions of future research trends. • Image co-segmentation in specific application scenarios.
The current research of image co-segmentation mainly focuses on the public datasets, most of which are manually processed. There are great differences in the real scene. How to develop effective techniques for various applications is a challenging task.
• Image co-segmentation for weakly annotated images. New attempts in deep learning based image cosegmentation frameworks, such as small samples training and weakly supervised learning. Limited by the labelled training data, more work can be conducted in the future to achieve high precision segmentation with small training samples. Weakly supervised image cosegmentation framework is a good choice to address the insufficient pixel level annotations.
• Image co-segmentation for real-time videos. At present, researches mainly focus on static images. There are few studies on videos, which fail to make good use of the timing relationship between frames in the video. Therefore, in terms of video image co-segmentation, some new and pioneering work is urgently needed to lead the future research direction.
• Feature learning in image co-segmentation. As a basic yet critical component, the features used to represent the image pixels or regions significantly affect the performance of image co-segmentation techniques. More work can be explored on the idea of learning to select proper features according to the specific content of a given image group.
VI. CONCLUSION
In this paper, we reviewed the recent advances in image cosegmentation frameworks, and discussed main challenges. Image co-segmentation has derived from conventional image segmentation, whereas deals with segmenting shared objects in several images. Since a great number of images is accessible from the Web, we believe that image co-segmentation techniques hold great promises in real world applications. This motivated us to review the image co-segmentation techniques and discuss their fundamentals. We believe that this review is beneficial to researchers in this field, as well as to researchers working in other relevant areas, and will hopefully encourage more future works in this directions.
