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Abstract
We demonstrate that by incorporating flat histogram techniques in the quantum Monte Carlo simulation, we can calculate the
Matsubara Green’s function for significantly larger values of the imaginary time. This allows us to obtain more accurate results for
the spectral function, particularly for low energy excitations, using known techniques for analytic continuation to real time.
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1. Introduction
The evolution of quantum many-body systems in real time is not accessible to quantum simulations because the
evolution operator requires keeping track of complex numbers which cannot be interpreted as probabilities as required
by a Monte Carlo simulation. Instead, if one works in imaginary time, the evolution operator can be expressed in terms
of amplitudes which are real numbers and the quantum Monte Carlo (QMC) simulation becomes possible. However,
at the end of the quantum simulation one needs to carry out the analytic continuation back to real time.
In practical terms the analytic continuation is the extraction of the spectral function A(ω) from the Matsubara Green
function G(τ) of a many body system. If we know G(τ) analytically, then the analytic continuation is like a Laplace
transformation and, in general, it can be done. On the other hand, if we know the values of G(τ) for a set of points τi
with i = 1, . . . , L and with a given statistical error for each such point, which is what one obtains by means of a QMC
simulation in imaginary time, there is an infinite number of solutions for A(ω). This types of problems are ill-posed
problems and they cannot be solved by numerical methods.
However, since we know that the quantum many-body system, which we are dealing with, is characterized by
a well-defined A(ω), we can ask the following question. Can we consider a specific spectral function A(ω) from
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the infinite number of the such solutions as the solution with the highest likelihood to be the correct one? Analytic
continuation methods, such as the maximum entropy method(MEM) (Jarrel and Gubernatis (1996)) or the stochastic
analytical inference (SAI)(S. Fuchs et al. (2010); K. Beach (2004)) are attempts to answer this question. These
methods use rules to single out a particular solution out of the infinite number of solutions as the one with the highest
likelihood to be the correct one which are based on taking into account (a) any a priori information for the spectral
function of the system in the so-called default model, and (b) the data for G(τ) as constraints.
In the present paper we show that if we incorporate in the application of the QMC method flat histogram tech-
niques (Berg and Neuhaus (1991); Oliviera et al. (1996); Wang and Landau (2001)), the QMC results on G(τ) are
characterized by controlled size error for much longer values of the imaginary time τ. This allows us to carry out a
more accurate analytic continuation of such results to real time.
2. Method
In order to demonstrate our ideas we need to choose: a) a non-trivial many body system, b) a specific QMC method,
and c) a method to carry out the analytic continuation. Our choices are discussed in this section.
2.1. Many Body System
We use a simplified version of t− j model in which the Hamiltonian and the hole-hopping terms are linearized within
the spin-wave approximation to obtain a polaron-like Hamiltonian (Liu and Manousakis (1991, 1992); Kane,Lee and
Read (1989)), i.e.,
ˆH = −
∑
k,q
g(k, q)a†
k+q
a
k
b
q + H.c. +
∑
k
ω(k)b†
k
b
k
, (1)
g(k, q) = 4t√
N
(uqγk−q + υqγk), γk = −2t(cos(kxa) + cos(kya)), (2)
where b†
q is the Bogoliubov spin-wave creation operator, ω(k) is the spin-wave dispersion of the square lattice quantum
antiferromagnet and a†
k
is the hole creation operator. Also the g(k, q) is the coupling of the hole to spin waves and uq
and υq are the coeﬃcients of the Bogoliubov transformation. We restrict our QMC computation of G(τ) to sample
the subspace spanned only by the diagrams included in the non-crossing approximation (NCA). We do that because
in this case, the NCA diagrams can be summed up “exactly” (Liu and Manousakis (1991, 1992)) and we can use this
“exact” solution to judge the accuracy of our results of the analytic continuation.
2.2. Quantum Monte Carlo Method
The QMC simulation method which we use is the diagrammatic Monte Carlo (diag-DMC) (Prokof’ev and Svisti-
nov (1998); Michencko et al. (2000)). In order to judge the accuracy of the results of the analytic continuation, we
restrict the Markov process in the subspace of only NCA diagrams. This allow us to compare with the “exact” results
(Liu and Manousakis (1991, 1992)).
In order to demonstrate the idea we will consider the cases where (a) no guidance function is used in the diag-DMC
simulation (i.e., μ = 0) which we will refer to as DMC0, and (b) when a flat histogram technique is implemented in the
diag-DMC simulation to make the histogram of G(τ) flat. More specifically we will apply the Wang-Landau method
(Diamantis and Manousakis (2013)) and we will refer to it as flat histogram DMC (FHDMC).
For both cases discussed in the previous paragraph, we have calculated the histogram of G(τ) in the interval [0, τmax]
with diﬀerent values of τmax. In all cases we use the same number L of equal τ-intervals and take Nd data bins for every
time-slice. Then the data form an L × Nd matrix G(d) with elements G(d)(i, j), where i = 1, . . . , L and j = 1, . . . ,Nd,
which correspond to the result of the QMC simulation for the i-interval and for j-bin.
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2.3. Method for Analytic Continuation
The relation between the imaginary-time single-particle Green function and the spectral function of the problem is
the following:
G(τ) =
∫
dωK(τ, ω)A(ω) (3)
where K(τ, ω) = e−ωτ and, thus, Eq. 3 becomes a Laplace-like transformation.
We use the SAI (S. Fuchs et al. (2010); K. Beach (2004)) method, which is an alternative method to MEM (Jarrel
and Gubernatis (1996)) to carry out the analytic continuation. All our a priory knowledge about the spectral function
of the many body system is included in the so-called default model. We pick the “configurations” of the spectral
function A(ω) according to a default model D(ω) in the following manner: We define a new variable x = φ(ω) =∫ ω
−∞ dω
′D(ω′), and the dimensionless field n(x) as n(x) = A(φ−1(x))D(φ−1(x)) . Then, n(x) is subject to the restrictions: n(x) ≥ 0,
and
∫ 1
0 dx n(x) = 1. Sampling all configurations of n(x) only under these restrictions gives configurations of A(ω)
around the default model D(ω).
The spectral function with the highest likelihood for the system is defined as the mean value of configurations of
A(ω) around the default model with statistical weight
P[A] ∝ e− χ
2[A]
2α , (4)
where α is a parameter of the method called “temperature”.
Usually, the data for the diﬀerent imaginary time intervals are correlated, thus, the χ2 is given in terms of the
covariance matrix C by the relation
χ2 = ( ¯G(d) −G)T C( ¯G(d) −G), (5)
where ( ¯G(d))T ≡
[
¯G(1)(k) . . . ¯G(L)(k)
]
, with ¯G(d)(k) = 1Nd
∑Nd
j=1 G
(d)(k, j), i.e., the mean value in the Nd bins for the k
time-slice. Where GT ≡
(
G(1), . . .G(L)
)
with
G(i) = 1
Δτi
∫
Δτi
dτ
∫
dωK(ω, τ)A(ω), (6)
i.e., the mean value of G(τ) in the i time-slice for the configuration A(ω).
3. Results
3.1. Relative error
Next we will discuss the behavior of the relative error of G(d) as a function of τ, because, χ2 depends on that.
During the application of the DMC0 method to calculate the histogram of G(d), we keep a record of the number of
times N1,N2, . . . ,NL where the time-slices, 1,2,..., L are visited during the Markov proses. Since we know the value
of G(d)(1) = 1, we compute the histogram of G(d)(i) by using G(d)(1) as our reference, namely,
G(d)(i) = Ni
N1
G(d)(1) i = 1, . . . , L (7)
The relative error for G(d)(i) can be estimated by using the Eq. 7 as follows:
δG(d)(i)
G(d)(i) = −
δN1
N1
+
δNi
Ni
(8)
The first term is the relative fluctuation of the frequency of the appearances in the Markov process in the first time slice
and the second is the relative fluctuation in the time interval i itself. Since usually the G(τ) increases exponentially
with τ, and in practice we fix the MC steps, N1 becomes very small approaching zero exponentially as the value of
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Fig. 1. Left:Imaginary Time Green Function. Right: Relative Errors for DMC0 for τmax = 3.8, 5.0, 6.0 and for FHDMC for τmax = 12.0
τmax increases. This causes the relative error of G(τ) to be very large for all time-slices. The second term in the above
equation also gives some contribution to the total relative error, however, the first term dominates for large values of
τmax.
The application of the flat histogram technique causes the values Ni i = 1, . . . , L to be very similar for all
values of L, consequently N1 is dramatically greater. This significantly reduces the relative error of G(τ). In addition,
as can be seen from Eq. 8, the relative error has the similar values for all time-slices.
Fig. 1 presents our results for G(τ) obtained by using the DMC0 method for τmax = 3.8, 5, and 6, and the FHDMC
method for τmax = 12. This demonstrates that the relative error in the DMC0 depends strongly on the value used for
τmax. In addition, our results are in good agreement with our theoretical estimates discussed above.
3.2. Results from Analytic Continuation
Using the SAI method we have carried out the analytic continuation using the data obtained with DMC0 and with
the FHDMC method. We used as a default model the flat distribution in an interval ωmin < ω < ωmax using ωmin = −3
and ωmax = 5.
If we have data for G(d) for long imaginary time we should have better result when applying the method of analytic
continuation for the spectral function at low energy excitations. Furthermore, we have shown that by increasing τmax,
in the application of DMC0, the relative error increases exponentially. For these reasons found that τmax = 3.8 is an
optimum value to use when applying the DMC0 method.
When we applied the FHDMC method we used τmax = 12 and this value seems high enough to yield accurate
results at low energy values.
Fig 2 compares the results obtained with the “exact” solution obtained with the NCA method. Notice that the
results obtained from the analytic continuation of the FHDMC data at low energy excitations are significantly better
as compared to those obtained using the DMC0 data. Namely, the location and the intensity of the lowest energy
sharp peak is almost exactly reproduced when using the FHDMC data. When using the DMC0 data the location of
this peak is somewhat overestimated when using the DMC0 data, while the width (and the height) of the peak is in
considerable disagreement with the “exact” results. Furthermore the second peak is also in much better agreement
when the FHDMC data are used.
4. Conclusions
We have demonstrated that if flat histogram techniques are applied in the sampling of configurations in the quantum
Monte Carlo method to make the histogram of the imaginary time Green’s function G(τ) flat, the results of the analytic
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Fig. 2. The Spectral Function using a flat default model “temperature” α = 1.0 obtained with the DMC0 and the FHDMC method.
continuation to real time improve significantly. We have shown that the improvement is particularly significant for
low energy excitations.
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