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5Avant-propos
Xavier Blanco Escoda 
Université autonome de Barcelone – Département de philologie 
française et romane, Espagne, Xavier.Blanco@uab.cat
Marie-Claude L’Homme
Université de Montréal , Observatoire de linguistique Sens-Texte 
(OLST), Québec, Canada, mc.lhomme@umontreal.ca
Marc Van Campenhoudt
Haute École de Bruxelles, Institut supérieur de traducteurs et 
interprètes, Centre de recherche Termisti, mvc@termisti.be
 Le réseau Lexicologie, terminologie, traduction (LTT) a été fondé 
à Ottawa en 1988, ce qui fait de lui le plus ancien des réseaux de langue 
de l’Agence universitaire de la francophonie (AUF). Plaçant les problémati-
ques de multilinguisme au cœur de ses préoccupations, il n’offre en aucun 
cas une position de repli frileux aux nostalgiques d’une langue française 
hégémonique. Au cours de la dernière année, quelque cinq cents cher-
cheurs issus de tous les continents ont renouvelé leur affiliation. Ils ont 
pour point commun d’utiliser le français comme langue de partage des ré-
sultats de leurs travaux et d’adhérer aux objectifs de l’AUF : contribuer au 
désenclavement des chercheurs à travers des coopérations scientifiques 
Nord-Sud qui répondent aux besoins de la société.
 La proposition des Cahiers de linguistique de confier au réseau 
LTT la direction d’un numéro a tout de suite rencontré l’adhésion de son 
comité scientifique, qui nous a demandé d’en assurer la responsabilité édi-
toriale. En son nom, nous tenons à remercier notre collègue Christian Del-
court (Université de Liège), directeur des Cahiers. On reconnaîtra aisément 
dans cette initiative une ligne d’action qui l’a conduit à soutenir de longue 
date le mouvement de la francophonie universitaire.
 Nos sociétés vivent une révolution qui est celle du partage des 
connaissances dans un monde numérique désormais sans frontières. Le 
produit dictionnairique classique, monolingue ou bilingue, présenté se-
lon un modèle hérité des impératifs de l’imprimerie – toujours valorisé par 
l’enseignement – connaîtra encore de bons succès de librairie. Toutefois, 
l’image du dictionnaire se brouille progressivement auprès du public, des 
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6produits présentés sous cette appellation étant fréquemment intégrés à 
d’autres applications : éditeurs de textes, correcteurs grammaticaux, télé-
phones mobiles, agendas électroniques... Les facilités de diffusion offer-
tes par Internet permettent également à un grand nombre de personnes, 
physiques ou morales, de diffuser à très grande échelle des données lexi-
cales de qualité variable. Dans le même temps, l’ingénierie de la connais-
sance développe un nombre croissant de technologies susceptibles de 
remettre en cause à moyen terme les techniques mêmes de conception 
des outils lexicographiques. On songera, certes, à la traduction automati-
que, à la traduction assistée ou à l’intelligence artificielle, mais aussi aux 
nouvelles perspectives offertes par XML et par les nouveaux développe-
ments en cours dans le cadre de l’élaboration du web sémantique. Les re-
cherches entreprises ne conduiront-elles pas, in fine, à un hiatus de plus 
en plus important entre les nouvelles méthodes de la pratique lexicogra-
phique et la réalité des produits accessibles au grand public ?
 Nourri de ces constats, l’appel adressé fin 2007 aux membres du 
réseau LTT proposait de rassembler des contributions autour du thème 
« Lexique, dictionnaire et connaissance dans une société multilingue ». 
Quatorze articles ont été soumis au réseau, neuf ont été finalement rete-
nus au terme du processus d’évaluation scientifique. Alors que l’appel cou-
vrait un large éventail de thématiques, dans le champ de la linguistique ap-
pliquée ou théorique, du dictionnaire classique au web sémantique, on se 
retrouve, finalement, avec une palette de sujets plus restreinte, mais non 
moins riche en connaissances (1).
 Dans les articles retenus, on voit se dessiner certains axes théma-
tiques. Parmi ceux-ci, on observe des problèmes liés aux aspects linguisti-
ques des unités lexicales (le traitement de la synonymie, la représentation 
de l’information combinatoire), la représentation des données lexicogra-
phiques (le traitement lexicographique du multilinguisme, la question du 
support ou des supports pour les produits lexicographiques) et les métho-
des informatiques visant à enrichir des ressources existantes (l’exploita-
tion automatisée de ressources textuelles et la construction semi-automa-
tique de nouvelles ressources lexicographiques). On note toutefois que 
ces thématiques sont rarement abordées de façon exclusive. En effet, l’in-
tersection des pôles d’intérêt semble être privilégiée dans les différentes 
contributions à ce numéro. La mise au point d’une application informatique 
reposera sur une définition rigoureuse d’une propriété linguistique. Inver-
sement, une définition formelle d’un aspect linguistique des unités lexica-
les débouchera sur un formalisme destiné à le représenter.
 Parmi les thématiques plus spécifiques abordées dans ce numéro 
spécial, le lecteur trouvera des études lexicologiques détaillées menées 
à bien avec des méthodologies rigoureuses et novatrices. Ainsi, l’article 
de J. Baptista et D. Català offre une analyse minutieuse des expressions 
(adverbiales) de temps et aborde, notamment, les difficultés de représen-
tation lexicographique de ces suites extrêmement productives, en adop-
tant une perspective contrastive français-portugais-espagnol. Adoptant 
(1) Nous remercions Mme Nathalie Lemaire, du Centre de recherche Termisti, qui a accepté 
de prendre en charge la préédition des textes.
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7une démarche résolument métalexicographique, S. Huynh, quant à elle, 
construit un lexique de mots vietnamiens empruntés au français, qu’elle 
analyse aussi bien du point de vue formel que sémantique.
 Comme J. Baptista et D. Català, R. García Pérez s’intéresse à des 
questions de traitement lexicographique, dans son cas, celui des synony-
mes verbaux. Son étude s’inscrit dans un projet lexicographique de très 
grande envergure (le Nuevo Diccionario Histórico de la Lengua Española) 
et envisage la perspective diachronique en lexicographie, aussi bien par 
rapport à l’axe paradigmatique (synonymie) qu’à l’axe syntagmatique (res-
trictions combinatoires des différents synonymes). La synonymie consti-
tue aussi l’objet d’étude principal de l’article de J. Ntakirutimana, qui vise 
une base de données dictionnairique pour la désambiguïsation des syno-
nymes en tenant compte du contexte immédiat d’emploi (ou cotexte).
 Les questions de traitement lexicographique de la combinatoire 
lexicale figurent également au centre des contributions de Br. Lépinette et 
Fr. Olmo, d’une part, et de celle de A. Todirascu et de ses collègues, d’autre 
part. Constatant certaines lacunes d’un dictionnaire terminologique de fac-
ture classique qui met l’accent sur l’information encyclopédique, Br. Lépi-
nette et Fr. Olmo proposent de l’enrichir en y ajoutant des données sur le 
comportement linguistique des termes de la zootechnie, plus précisément 
des données de nature syntactico-sémantique. Elles montrent, par ailleurs, 
comment les rubriques lexicographiques présentées s’adaptent parfaite-
ment à une perspective plurilingue.
 En abordant l’axe de la spécialisation non pas à partir du lexique 
mais plutôt à partir du type de dictionnaire, P. Leroyer mène une réflexion 
sur les dictionnaires touristiques en mettant l’accent sur les transformations 
que subissent ces produits, attribuables sans doute à la diversification des 
supports mais aussi aux besoins des usagers en matière de contenus et 
d’accès aux contenus. L’auteur situe le multilinguisme au cœur de sa ré-
flexion, en considérant un bon nombre de langues, dans certains cas, des 
langues typologiquement éloignées.
 Le multilinguisme est également au cœur des travaux d’A. Todi-
rascu et de ses coauteurs. L’équipe propose une méthode d’extraction de 
collocations (en allemand, en français et en roumain) à partir, notamment, 
de corpus alignés. En se focalisant sur les constructions verbe + nom, les 
chercheurs présentent une méthode d’extraction originale qui, en plus d’ef-
fectuer une première analyse de textes basée sur la statistique, tient compte, 
au moment du filtrage, des propriétés morphosyntaxiques des collocations 
telles qu’elles sont définies en grammaire systémique fonctionnelle.
 La construction (semi-)automatique de ressources linguistiques 
multilingues à partir de corpus est présente également dans l’article de B. 
Jacquemin et S. Ploux, qui adoptent, toutefois, une perspective essentielle-
ment sémantique par contraste avec des perspectives plus distributionnel-
les. Les auteurs proposent un modèle de navigation dans lequel les utilisa-
teurs peuvent avoir accès aux différents sens des mots et à leur réalisation 
en discours, et ce, dans des langues différentes. Le modèle s’appuie sur 
le formalisme éprouvé des Atlas sémantiques qui construit des graphes 
représentant les aires sémantiques occupées par chacun des sens que 
peut recouvrir une forme lexicale.
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8 Finalement, l’article de Chr. Roche aborde l’épineux problème de 
la gestion ontologique des contenus multilingues et de ses liens avec la 
terminologie. À la question de la traduction interlinguistique vient s’ajouter 
la problématique du passage de la langue naturelle au langage de repré-
sentation formel, passage que l’auteur propose d’aborder à partir d’une 
démarche qu’il nomme « ontoterminologie ».
 La lecture des contributions que nous avons réunies dans ce nu-
méro spécial offrira, nous l’espérons, de nombreuses pistes de réflexion, 
mais également des solutions concrètes à des problèmes soulevés par les 
pratiques actuelles en lexicographie, à savoir la gestion de données multi-
lingues, l’acquisition de données linguistiques à partir de corpus, la repré-
sentation dictionnairique de propriétés linguistiques complexes rattachées 
aux unités lexicales ou aux termes spécialisés. 
Avant-propos
Vers un dictionnaire 
de collocations multilingue
Amalia Todirascu, Christopher Gledhill
LILPA, Université Marc Bloch Strasbourg, France, 
{todiras, gledhill}@umb.u-strasbg.fr
Ulrich Heid, Marion Weller
IMS Stuttgart, Universität Stuttgart, Allemagne, 
{uli, wellermn}@ims.uni-stuttgart.de
Dan Ştefănescu, Dan Tufiş
ICIA, Academia Româna, Bucarest, Roumanie, {danstef, tufis}@racai.ro
François Rousselot
INSA Strasbourg, France, Francois.Rousselot@insa-strasbourg.fr
Résumé : Cet article présente un projet de recherche ayant comme objec-
tifs le développement des outils d’extraction semi-automatique de colloca-
tions, basés sur des corpus alignés, paramétrables pour plusieurs langues 
(en premier lieu : allemand, français et roumain) et la création d’un diction-
naire multilingue électronique de collocations. Nous avons développé et 
comparé plusieurs méthodes d’extraction de collocations : une méthode 
statistique indépendante des langues suivie d’un filtrage linguistique, ainsi 
qu’une approche symbolique (disponible pour l’allemand) basée sur des 
patrons lexico-syntaxiques. Nous avons analysé une classe particulière 
de collocations, les constructions verbo-nominales (VN), et leurs proprié-
tés morpho-syntaxiques, sur la base d’un modèle inspiré par la grammaire 
systémique fonctionnelle. À partir de corpus étiquetés et annotés, nous 
avons défini des patrons d’extraction et de filtrage pour identifier les can-
didats collocationnels intéressants (prédicateurs complexes et prédicats 
complexes). Nous présentons la structure du dictionnaire multilingue et la 
méthodologie de sélection des candidats à partir de corpus monolingues 
et multilingues (alignés au niveau propositionnel et lexical). 
Mots-clés : extraction semi-automatique de collocations, dictionnaire mul-
tilingue, corpus alignés, propriétés morpho-syntaxiques contextuelles, 
constructions verbe-nom.
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Abstract: We present a research project that aims at developing a system 
for collocation extraction based on contextual morpho-syntactic properties. 
The output of this system is used to create a multilingual collocation lexi-
con. We explored two hybrid extraction methods: the first method applies 
language-independent statistical techniques followed by a linguistic filter-
ing, while the second approach, available only for German, is based on a 
set of lexico-syntactic patterns to extract collocation candidates. To define 
extraction and filtering patterns, we studied a specific collocation category, 
the verb-noun constructions, using a model inspired by systemic functional 
grammar, proposing several criteria: lexical, functional and semantic. From 
tagged and lemmatized corpora, we identify some contextual morpho-syn-
tactic properties that help to filter the output of the statistical methods and 
to extract some potentially valid VN constructions (complex predicates vs 
complex predicators). The extracted candidates are validated and clas-
sified manually. We use sentence and lexically aligned corpora to select 
candidates as dictionary entries, after comparing them with the candidates 
extracted from a monolingual corpus. We also present the structure of the 
multilingual collocation lexicon.
Keywords: collocation extraction system, multilingual dictionary, aligned 
corpus, contextual morpho-syntactic properties, verb-noun constructions.
1� Introduction
 Le projet « Collocations en contexte : extraction et analyse contras-
tive », financé par l’Agence universitaire de la francophonie (AUF), a comme 
objectif principal le développement d’un système d’extraction semi-auto-
matique de collocations, qui exploite des corpus alignés. Un deuxième ob-
jectif est de constituer un dictionnaire multilingue de collocations, à partir 
des candidats collocationnels proposés par le système d’extraction. Dans 
cet article, nous présentons seulement les outils d’extraction et la struc-
ture du dictionnaire multilingue.
Les collocations constituent un problème central pour les traducteurs, 
ainsi que pour les systèmes d’aide à la traduction, tant sur le plan de leur 
contexte d’emploi, que sur celui du choix des composants. Ce qui nous 
concerne ici est le choix des composants dans des constructions verbo-
nominales (VN) comme prendre une décision. Cette expression se traduit 
par une combinaison à verbe en roumain, a lua o decizie, mais en anglais 
la construction est réalisée par deux verbes to make/to take a decision 
« faire/prendre + décision », et en allemand par le verbe treffen « frapper, 
rencontrer » : eine Entscheidung treffen. De même, des verbes « équiva-
lents » ont des distributions syntaxiques très différentes, par ex., to make 
est souvent employé dans des constructions causatives comme to make 
good any damages qui se traduit par dédommager en français, mais par 
a compensa daunele en roumain.
 Pour ces raisons, les collocations ont fait l’objet de nombreuses 
études en lexicographie, en  linguistique de corpus et en traitement auto-
matique des langues (TAL). Ces domaines se concentrent sur la définition 
formelle des catégories de collocations, ainsi que sur l’identification de leurs 
propriétés syntaxiques, sémantiques et pragmatiques (voir Grossmann et 
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Tutin : 2003 et L’Homme : 2003). Selon l’approche traditionnelle en lexico-
graphie (voir Hausmann : 2004 et Manning et Schütze : 1991) la colloca-
tion est une relation binaire, asymétrique, entre deux lexèmes (une base 
et un collocatif) : le collocatif dépend de la base pour son interprétation 
(ainsi dans la construction prendre une décision l’acception spécifique du 
V prendre serait déterminé par le N décision). Cependant, dans ce projet, 
nous adoptons plutôt l’approche « contextuelle » des linguistes britanniques 
(voir Halliday :1985, Gledhill : 2000 et Williams : 2003). Dans la perspec-
tive de Halliday (1985), la collocation est une corrélation sémantique que 
l’on peut observer dans un contexte donné entre un lexème (un noyau) et 
ses partenaires lexicaux (ses collocateurs) ou grammaticaux (ses colliga-
tions). Cette approche souligne surtout le fait que le phénomène colloca-
tionnel ne se réduit pas à une relation binaire entre deux éléments lexicaux, 
mais concerne également les schémas lexico-grammaticaux plus étendus 
dans lesquels ces lexèmes ont un rôle à jouer. 
 Vu les difficultés d’utilisation des collocations, beaucoup de projets 
de recherche se sont orientés vers la création de dictionnaires électroni-
ques (voir Blumenthal : 2007 , Mel’cuk et al. : 1999) ou le développement 
d’outils d’extraction automatique des collocations. La plupart des diction-
naires électroniques proposent des listes de collocations « équivalentes », 
souvent dans la perspective de l’apprentissage des langues étrangères 
(p. ex., la Base lexicale du français (BLF) (1) et Verlinde et al. : 2003). Peu 
de ressources proposent une description complète des propriétés morpho-
syntaxiques des collocations (voir Zingle et Brobeck-Zingle : 2003, qui se 
concentrent sur l’interaction entre collocations et sous-catégorisation syn-
taxique). Par contraste, d’autres dictionnaires proposent des données tech-
niques sans grande utilité pour l’usager non averti. Nous pensons notam-
ment au Trésor de la langue française informatisé (TLFI), qui associe, pour 
chaque entrée lexicale, les collocations dans lesquelles le mot intervient 
ou le DiCO (voir Polguère : 2006 et Mel’čuk et al. : 1994), qui propose une 
caractérisation des collocations à l’aide des « fonctions lexicales » qui font 
la particularité de cette dernière approche. Enfin, il est difficile d’adapter 
les dictionnaires existants pour un outil de TAL  p. ex., les tables du Lexi-
que-Grammaire développé au Laboratoire d’automatique documentaire et 
linguistique (LADL) (voir Gross : 1993) pour le français. Si nous disposons 
de dictionnaires de collocations pour le français, pour l’anglais et pour l’es-
pagnol, ce n’est pas le cas pour le roumain, ni pour l’allemand.
 Pour alimenter les dictionnaires électroniques, des outils d’ex-
traction de collocations à partir des corpus ont été développés. Ces outils 
s’appuient, soit sur des méthodes statistiques (voir Evert : 2005), soit sur 
des techniques syntaxiques (voir Tutin : 2004 et Sereţan et al. : 2004). Si 
les méthodes statistiques identifient beaucoup de candidats non valides 
(la précision est alors faible) ; les méthodes syntaxiques nécessitent beau-
coup de ressources linguistiques (la précision est meilleure, mais le rappel 
est faible et les ressources nécessaires sont très complexes). Pour trouver 
un bon compromis entre la précision et le rappel, des méthodes hybrides 
(1) Katholieke Universiteit Leuven, - Institut interfacultaire des langues vivantes, base dispo-
nible en ligne http://ilt.kuleuven.be/blf/.
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ont été développées (voir Smadja et McKeown : 1990). Dans la même 
catégorie d’approches, notre outil d’extraction applique d’abord des mé-
thodes statistiques et utilise ensuite les informations morpho-syntaxiques 
sur le comportement linguistique des collocations pour extraire des candi-
dats. Nous privilégions une approche faisant appel à peu de connaissan-
ces linguistiques qui exploite des corpus étiquetés du français et du rou-
main. Pour l’allemand, une approche plus «coûteuse» semble nécessaire. 
De plus, comme notre objectif est de construire un dictionnaire multilin-
gue, nous explorons des corpus alignés pour sélectionner des candidats 
collocationnels.
 Nous présentons la méthodologie adoptée dans le cadre de ce 
projet ainsi que les corpus étudiés pour définir le modèle linguistique que 
nous avons utilisé pour identifier des filtres linguistiques pour le repérage 
automatique des collocations. Les outils d’extraction monolingues et bilin-
gues sont présentés en détail, ainsi qu’une série de données extraites à 
partir des corpus alignés et le modèle du dictionnaire créé.
2� La méthodologie 
 Pour atteindre l’objectif d’une extraction de collocations et de leurs 
contextes appropriés , nous avons adopté l’hypothèse de travail suivante : 
les collocations ont un comportement syntaxique propre (validée pour l’alle-
mand par (Heid et Ritz : 2005) et (Ritz et Heid : 2006)). Selon cette appro-
che, le contexte permet d’identifier les propriétés spécifiques pour chaque 
classe de collocations : le cas du complément direct ou indirect, le nombre, 
la détermination du noyau ou du collocateur  (2). Ces informations seront 
utilisées pour compléter le dictionnaire, en exploitant des corpus monolin-
gues et multilingues. Par rapport à d’autres outils d’extraction automatique 
de collocations qui s’appliquent à des corpus monolingues, nous avons ex-
ploité également des corpus alignés pour identifier des candidats colloca-
tionnels communs. 
 La méthodologie que nous avons adoptée ici comporte donc plu-
sieurs étapes de travail, et combine des méthodes d’extraction monolingues 
et multilingues. D’abord, nous avons procédé à une analyse linguistique 
d’une classe particulière des collocations (les constructions verbo-nomi-
nales (VN)) pour le roumain, le français et l’allemand, à partir des corpus 
monolingues et multilingues. Les corpus multilingues ont été alignés au ni-
veau de la phrase et des mots (il en sera question à la section 5). À partir 
des propriétés morpho-syntaxiques contextuelles identifiées dans les cor-
pus, nous avons défini des filtres linguistiques pour le repérage automati-
que des classes de collocations, pour chacune des langues étudiées. Nous 
avons appliqué l’extraction statistique des candidats collocationnels, suivi 
d’un filtrage linguistique, pour chaque langue. Pour l’allemand, nous avons 
également évalué une méthode d’extraction symbolique, qui s’applique à 
des corpus annotés syntaxiquement. Nous avons alors établi une liste de 
(2) Nous adoptons les termes noyau/collocateur qui sont plus appropriés à une approche 
empirique qui extrait des candidats à partir d’une analyse statistique.
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candidats collocationnels (validés manuellement) pour chaque langue. 
Nous avons identifié des collocations communes aux langues étudiées, à 
partir des corpus alignés (roumain, français, allemand). L’anglais a été uti-
lisé pour générer les alignements lexicaux roumain-français, français-al-
lemand et roumain-allemand. Nous avons alors sélectionné les candidats 
communs, mais aussi les candidats trouvés dans une seule langue, pour 
constituer le dictionnaire multilingue de collocations.
Fig.1. L’architecture du système
2�1� Les corpus
 Pour identifier les éléments du dictionnaire multilingue, nous avons 
exploité des corpus alignés. Nous utilisons un corpus multilingue, Acquis-
Communautaire-ACQ (voir Steinberger et al. : 2006), disponible en 21 
langues européennes, dont le français, le roumain, l’allemand et l’anglais. 
Il s’agit d’un corpus très spécialisé, portant sur la législation européenne 
publiée depuis 1950 et caractérisé par un style spécifique du langage ju-
ridico-administratif. Nous avons sélectionné un ensemble commun de do-
cuments dans les trois langues, ainsi qu’en anglais (environ 16 millions de 
mots pour chaque langue). 
 Vu que le corpus multilingue est spécialisé, nous avons également 
utilisé des corpus monolingues, pour valider les résultats de l’analyse lin-
guistique. Il s’agit de journaux en français (Le Monde 2004 et Le Monde di-
plomatique 1980-1998 : environ 44 millions de mots) et en allemand (Stu-
ttgarter Zeitung et Frankfurter Rundschau 1992-1993 : environ 76 millions 
de mots). Pour le roumain, le corpus monolingue utilisé est composé de 
plusieurs textes journalistiques, de romans et de textes médicaux (10 mil-
lions de mots). Pour l’anglais, nous disposons du corpus British National 
Corpus Baby (BNC Baby) (environ 4 millions de mots) et du British Natio-
nal Corpus complet. Ces corpus ont été étiquetés et lemmatisés à l’aide 
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du TreeTagger (voir Schmid : 1994) pour l’allemand, le français et l’anglais 
(ACQ et les corpus monolingues), et de l’outil Tokenzing Tagging Lemma-
tizing Free Running Text (TTL) pour le roumain (voir Ion : 2007). Vu que 
les outils d’étiquetage ont été entraînés sur des textes journalistiques, et 
que nous avons identifié beaucoup d’erreurs d’étiquetage et de lemmati-
sation, nous avons validé et corrigé manuellement les erreurs sur les cor-
pus monolingues et multilingues.
 Le corpus ACQ est également aligné au niveau de propositions 
et des mots (voir Tufiş et al. : 2005). Ce corpus est utilisé pour établir une 
liste de collocations communes aux trois langues, mais aussi pour identi-
fier des collocations spécifiques d’une langue. Nous avons sélectionné un 
ensemble de propositions alignées qui respectent la condition suivante : 
chaque proposition a été traduite par une seule proposition dans la langue 
cible. Nous avons validé manuellement les alignements lexicaux et nous 
avons utilisé cette base de propositions alignées pour extraire la liste de 
collocations communes. Les outils d’extraction monolingues, ainsi que les 
outils d’alignement seront présentés dans les sections suivantes.
3� Les constructions verbo-nominales (VN)
 Dans cette section, nous adoptons la définition des « construc-
tions verbo-nominales » (VN) proposée par Gledhill (2007). Alors que les 
linguistes formalistes (voir Gross : 1993) ont reconnu plusieurs sous-ca-
tégories de « verbes supports », « prédicats légers », etc., Gledhill (2007) 
propose un seul critère pour établir une catégorie homogène de « construc-
tions VN ». Il base son analyse sur le modèle systémique-fonctionnel de 
Halliday (1985), qui suppose que plusieurs niveaux de signification parti-
cipent simultanément à la composition d’un message : i) fonction syntaxi-
que (prédicateur, complément) ; ii) structure lexicale (groupe verbal, groupe 
nominal), et iii) transitivité sémantique (procès, participant). 
 C’est au niveau de la transitivité sémantique que nous pouvons 
distinguer les simples « co-occurrences VN », comme (1) Pat a fait un gâ-
teau, des « constructions VN », comme (2) Pat a fait une remarque. La 
seule différence, alors, entre (1) et (2) est que, dans (2), le complément 
exprime la portée, une forme de métaphore grammaticale où le procès 
sémantique du prédicat entier est désigné ou délimité par un élément qui 
n’est pas le prédicateur (le V lexical). Le verbe faire porte dans (1) et (2) 
la morphologie associée à un prédicateur. De même, sur le plan sémanti-
que, faire a toujours un rôle sémantique : dans (1) faire réfère à un procès 
« Matériel » qui dépend de la présence de deux participants appropriés (un 
sujet avec un rôle sémantique d’« Agent » et un complément avec un rôle 
d’« Affecté »). Par contre, dans (2) faire réfère à un procès « Mental », où le 
complément désigne la « Portée » de ce procès (de communication) alors 
que le sujet exprime le rôle d’« Expérienceur ». Il est aussi important de 
noter que la portée n’est pas toujours exprimée par un complément auto-
nome comme dans (1) et (2), c’est-à-dire des prédicats complexes. Le 
terme s’applique également aux N qui sont intégrés dans un groupe ver-
bal (GV), ce que Gledhill (2007) appelle un prédicateur complexe. Ainsi, 
dans (3) Pat fait peur aux électeurs, nous avons la même configuration 
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de rôles sémantiques que dans (2), avec une seule modification : Pat est 
conçu comme un « Phénomène », et aux électeurs exprime l’ « Expérien-
ceur ». À part cette différence structurelle, c’est surtout la notion de « por-
tée » qui sert à regrouper des locutions comme faire peur et des construc-
tions VN plus libres comme faire une remarque.
catégorie attributs pertinents
V1 <possible par système morphologique>
V2 marqueurs de cas pour le roumain et l’allemand
V3 identifiable à l’aide de patrons morpho-syntaxiques
N1 détermination (patrons)
N3 modification du nom (adjectif, clause relative), nombre
N4 <possible par système morphologique>
Tableau 1. Les propriétés des constructions VN  
et les possibilités de les extraire automatiquement
 Pour identifier les prédicats complexes et les prédicateurs com-
plexes de manière semi-automatique, nous avons identifié un faisceau de 
propriétés morpho-syntaxiques, basé sur les propriétés V1-4 et N1-4 iden-
tifiées par Gledhill (2007). Ainsi, les propriétés des constructions VN pro-
pres aux verbes sont : (V1) être équivalent à un seul verbe ; (V2) la valence 
(les compléments directs, indirects, etc.) ; (V3) le passif ; (V4) l’aspect. En 
ce qui concerne les propriétés caractéristiques du nom, nous étudions : 
(N1) le déterminant (l’absence ou la présence de l’article) ; (N2) le clivage ; 
(N3) la modification par une clause relative (qui n’est pas possible pour les 
prédicateurs complexes) ; (N4) la conversion vers un groupe nominal. Vu 
que les propriétés V4 et N2 sont trop spécifiques pour être utilisées fré-
quemment dans les corpus, nous avons utilisé seulement les propriétés 
présentées dans le tableau 1.
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propriétés valeurs pour le 
français




Nombre singulier, pluriel singulier, pluriel singulier, pluriel
Cas nom., gén., dat., 
acc.





















nitif, par groupe 
prépositionnel
fusion entre pré-
position et article 
défini




– – oui, non
Tableau 2. Les valeurs des propriétés utilisées  
pour le repérage automatique et pour alimenter le dictionnaire
 Pour identifier d’une manière unique la classe des constructions, 
mais certaines sont identifiables dans le jeu d’étiquettes utilisé dans l’anno-
tation morphosyntaxique ou en faisant appel à des outils de flexion. Parmi 
les propriétés utilisées, nous identifions les marqueurs de cas, le nombre, 
les prépositions, les déterminants (voir Todirascu et al. : 2008). Nous pré-
sentons ici les propriétés et leurs valeurs qui sont utilisables pour la défi-
nition de filtres linguistiques (voir tableau 1) et qui vont être stockées dans 
le dictionnaire (voir tableau 2).
 Si la classe dont fait partie le candidat peut être validée seulement 
manuellement, les propriétés morpho-syntaxiques sont identifiées automa-
tiquement dans un corpus étiqueté, ce qui produit de « bons candidats ». 
Les prédicateurs complexes sont caractérisés par une invariabilité morpho-
syntaxique prononcée (absence du déterminant, pas de passivation pos-
sible, etc.), alors que les prédicats complexes sont plus flexibles : le com-
plément est plus autonome sur un plan syntagmatique.
Ces propriétés ont été utilisées pour définir des filtres linguistiques 
utilisés par les outils d’extractions monolingues, dont les résultats sont pré-
sentés dans la section suivante.
4� Les outils d’extraction monolingues
 Nous avons développé et évalué des outils d’extraction monolingue 
des collocations, considérant, comme nous avons indiqué plus haut, que 
les collocations VN sont à la fois des cooccurrences et des constructions. 
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Nous avons ainsi développé un outil d’extraction hybride, pour les trois 
langues étudiées. Compte tenu des propriétés spécifiques de l’allemand, 
nous avons également développé une méthode d’extraction symbolique, 
à base des corpus annotés.
4�1� La méthode hybride
 Nous avons développé un outil d’extraction qui applique une mé-
thode statistique, indépendante des langues, suivie d’un filtrage linguisti-
que, à base de patrons. Cet outil s’applique aux trois langues, même si 
l’approche symbolique s’avère mieux adaptée à l’allemand.
4�1�1� La méthode statistique
 Cette méthode s’applique à des corpus étiquetés et lemmatisés 
et identifie des paires de mots qui ne sont pas toujours adjacents (voir To-
dirascu et al. : 2007), dont on peut évaluer les propriétés suivantes :
a)  la distance entre les deux mots est relativement stable : nous utilisons 
la distance et la moyenne (voir Smadja et McKeown : 1990) ;
b)  la cooccurrence des deux éléments est statistiquement signi-
ficative : les deux mots apparaissent ensemble plus souvent 
que par hasard (mesuré par une mesure d’association comme 
le Log Likelihood Ratio Test (LL) (voir Dunning : 1993).







51567.34864 – sing. datif A
înlocui/
“remplacer”





42527.03736 – sing. acc. 
(în/’en’)
A


















27062.0349 – sing. nom. A
Tableau 3. Les paires V-N roumaines les plus fréquentes, identifiées 
par un ensemble de propriétés morpho-syntaxiques plus ou moins 
invariables (nombre, déterminant, cas du complément indirect). 
A- prédicateur complexe ; B – prédicat + complément.
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 L’outil propose en sortie une liste de cooccurrences des V et des 
N, triée par le score LL, ainsi que les contextes de chaque paire. Employant 
cette méthode sur le corpus ACQ roumain et français, nous avons obtenu 
les collocateurs candidats présentés dans les tableaux 3 et 4. Nous trou-
vons ainsi un ensemble de collocations commun aux deux langues (te-
nir compte/ţine cont ; prendre des décisions/lua decizii ; faire l’objet/face 
obiectul). Beaucoup de ces collocations, comme a intra în vigoare/entrer 
en vigueur, adoptat la Bruxelles/fait à Bruxelles correspondent à des ex-






viser article 80514.1578711753 déf. sing. acc. – 
modifier lieu 65160.6523994904 –, indéf. sing. acc. –
instituer commu-
nauté
60852.4413396388 déf. sing. acc. –





texte 45714.492150083 déf. sing. acc. B
faire Bruxelles 41099.1449169632 – – – –
faire objet 39398.1847211485 déf. sing. acc.
(de)
A
Tableau 4. Les cooccurrences VN françaises, leurs propriétés contextuelles 
et les classes (A- prédicateur complexe ; B- prédicat complexe)
 Nous pouvons constater la présence des propriétés morpho-syn-
taxiques mentionnées en section 3 : l’absence du déterminant (-), la pré-
férence pour le nombre singulier et pour le cas accusatif, pour les prédi-
cateurs complexes dans les deux langues (cf. tableau 4, qui présente les 
résultats de l’extraction pour le français).
 Les contextes, étiquetés et lemmatisés, ordonnés par fréquence, 
servent à identifier les propriétés morpho-syntaxiques spécifiques et à ap-
pliquer les patrons de filtrage pour éliminer les candidats. Nous consta-
tons souvent le N vedere ‘vue’ sans déterminant et au singulier (identifié 
par l’étiquette nsrn) (99,97 %), accompagné de la préposition în « en ». Il 
s’agit ici d’un candidat pour la classe prédicateur complexe.
Mot1=avea Mot2=vedere dist=2            LL=25533.14309
având/vg/avea în/s/în vedere/nsrn/vedere  17786
avut/vp/avea în/s/în vedere/nsrn/vedere  130
aibă/v3/avea în/s/în vedere/nsrn/vedere  128
avea/vn/avea în/s/în vedere/nsrn/vedere  51
au/va3p/avea în/s/în vedere/nsrn/vedere  41
au/v3/avea în/s/în vedere/nsrn/vedere      31
având/vg/avea in/nsn/in vedere/nsrn/vedere  11
avea/v3/avea în/s/în vedere/nsrn/vedere  6
aibă/v3/avea o/tsr/un vedere/nsrn/vedere  4
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avea/vn/avea o/tsr/un vedere/nsrn/vedere  1
avem/v1/avea în/s/în vedere/nsrn/vedere  1
  Par contre, marque est plus variable (déterminant défini 65,87 %, 
déterminant indéfini 34,13 %, pluriel 5,55 %, singulier 94,45 %). Notre sys-
tème ne nous permet pas de décider si ce candidat est une construction 
ou une cooccurrence VN, mais nous pouvons garder les valeurs les plus 
fréquentes (pour le singulier).
Mot1= porter mot2=marque dist=2 LL=2764.12131446324
portant/porter/ver:ppre la/le/det:art marque/marque/nom 66
portent/porter/ver:pres la/le/det:art marque/marque/nom 60
porter/porter/ver:infi une/un/det:art marque/marque/nom  43
porter/porter/ver:infi la/le/det:art marque/marque/nom   42
portant/porter/ver:ppre une/un/det:art marque/marque/no 16
porter/porter/ver:infi des/du/prp:det marques/marque/nom 14
portent/porter/ver:pres une/un/det:art marque/marque/nom13
 Ces contextes sont utiles pour établir une liste de valeurs possi-
bles pour chaque propriété morpho-syntaxique et pour compléter le dic-
tionnaire (cf. section 6).
4.1.2. Le filtrage
 Les candidats identifiés par l’outil d’extraction statistique mono-
lingue seront filtrés à l’aide des propriétés morpho-syntaxiques identifiées 
dans les contextes : la variabilité du déterminant, la préférence pour une 
classe de prépositions, etc., mais aussi à l’aide de règles heuristiques : la 
distance entre le verbe et le nom est supérieure à 5, les signes de ponc-
tuation ne peuvent pas intervenir entre les deux mots, un nombre trop im-
portant de prépositions qui est employé entre le verbe et le nom, etc. Les 
filtres éliminent successivement des contextes qui ne peuvent pas être as-
sociés à des candidats pertinents. L’élimination de tous les contextes d’une 
paire implique l’élimination de ce candidat.
 Suivant la fonction syntaxique jouée par le verbe et le nom, nous 
avons identifié plusieurs catégories de candidats qui ne peuvent pas être 
valides (voir Todirascu et al. : 2008) : prédicat + sujet, prédicat + modifi-
cateur, groupes nominaux, etc. Nous avons défini des filtres qui éliminent 
certaines classes, mais pour certaines fonctions il est nécessaire de faire 
appel à des corpus annotés syntaxiquement (p. ex., prédicat + modifica-
teur). Pour définir les filtres, nous avons utilisé un langage de description 
propre à l’outil, qui utilise le jeu d’étiquettes MSD pour le roumain et le jeu 
d’étiquettes de TreeTagger pour le français : 
Exemples de filtres pour éliminer des candidats qui sont :
a) des groupes nominaux en français : (jour suivant, procédure prévue, 
Nations unies), identifiables par NOM VER:pper où NOM – substantif ; 
VER:pper – verbe participe passé ; 
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b) des structures prédicat + complément indirect en roumain (adresează 
statelor membre) sont reconnus par le patron V3 NxRO NxRO où V – verbe 
3e personne ; NxRO – substantif cas génitif.
4�2� Une approche symbolique pour l’extraction 
de candidats collocationnels allemands
4�2�1� Motivation pour une approche symbolique : 
l’ordre des mots en allemand
 À la différence de l’anglais et du français, langues essentiellement 
configurationelles, l’allemand présente un ordre de constituants relative-
ment libre. Néanmoins, environ 20 % seulement des syntagmes nominaux 
allemands ont une forme morpho-syntaxique dont on peut déduire le cas 
et le nombre de façon univoque (voir Evert : 2004).
 Par conséquent, l’identification des valeurs de cas et de la valence 
des candidats collocationnels (cf. critère V2 du tableau 1) ne peut pas re-
poser uniquement sur les marques morphologiques des mots, ni sur leur 
ordre. La grammaire de l’allemand connaît trois modèles de placement du 
verbe :
-  verbe en tête de phrase (questions et certaines conditionnel-
les) :  
Erfüllt die betreffende Person zu einem bestimmten Zeitpunkt 
nicht die Voraussetzungen [..., so...] (ACQ-DE) “si la personne 
en question ne remplit pas, à un moment déterminé, les condi-
tions [..., alors ...]” ;
-  verbe en deuxième position, phrase déclarative standard :  
Die betreffende Person erfüllt [...] nicht die Voraussetzungen‚ “la 
personne en question ne remplit pas [...] les conditions” ;
-  verbe à la fin de la phrase (phrase subordonnée) :  
wenn die betreffende Person [...] die Voraussetzungen [...] nicht 
erfüllt, so... “si la personne en question [...] ne remplit pas les 
conditions [..., alors]”.
 Pour l’extraction de candidats collocationnels du type VN, ces dif-
férents modèles d’ordre des constituants ont des conséquences majeures. 
- Dans le modèle de la phrase complétive (verbe à la fin de la phrase), le 
groupe nominal et le complexe verbal (die Voraussetzungen erfüllt) se trou-
vent adjacents ; seuls des groupes nominaux au génitif, attachés au groupe 
nominal noyau de la collocation, ainsi que certains adverbes ou groupes pré-
positionnels peuvent intervenir entre les deux éléments collocationnels.
- Par contre, les modèles à verbe en tête de phrase et à verbe en seconde 
position impliquent qu’un ou plusieurs constituants peuvent se trouver en-
tre le syntagme nominal et le verbe qui font partie de la collocation.
 Il est donc bien moins facile d’appliquer des mesures de distance 
et/ou de simples filtres pour extraire les collocations. Au passif (construit 
avec un auxiliaire) ainsi que dans les constructions à auxiliaire modal, l’em-
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placement des deux éléments de la collocation est pourtant identique à 
celui de la complétive.
 Dans nos outils, nous essayons de tenir compte de ces phénomè-
nes : pour une extraction dont l’objectif est d’arriver à une précision élevée, 
nous ne considérons que les modèles syntaxiques où les deux éléments 
des collocations se trouvent dans des constituants adjacents.
4�2�2 Principes de l’extraction symbolique
 Pour extraire des candidats collocationnels, nous faisons appel 
à une série de patrons d’extraction formulés sur la base des annotations 
présentes dans les corpus, c.-à-d. les étiquettes de catégorie (3), les lem-
mes, ainsi que les marques de début et fin de chunks (syntagmes sans re-
cursion après leur tête) et l’annotation disjonctive des propriétés morpho-
syntaxiques des mots. Les patrons modélisent les parties pertinentes des 
phrases subordonnées et/ou passives.
 L’application de chaque patron produit des candidats phrases, dont 
les lemmes du verbe et du nom, ainsi que les propriétés morpho-syntaxi-
ques pertinentes sont identifiées et notées, dans une base de données 
(voir Heid et Weller : 2008 et Ritz et Heid : 2006).
 Ceci nous permet, une fois que nous avons analysé une quantité 
suffisante de phrases, de comparer les propriétés des phrases extraites, se-
lon les candidats collocationnels, c.-à-d. selon les couples de verbe et nom. 
Parmi les propriétés ainsi analysables se trouvent les critères suivants men-
tionnés plus haut, au tableau 1 : V3 (passivation possible ou non), identifié 
à travers les patrons spécifiques pour le passif ; N1 (déterminant), identifié 
dans le syntagme nominal ; N3 (modification), identifié dans le syntagme no-
minal (jusqu’à présent, nous n’identifions que les modifieurs adjectivaux) ; 
V2 (valence), identifiée, en partie, au moyen des marques de cas ou des 
prépositions. L’ordre des deux types de connaissances, linguistiques et sta-
tistiques est donc inversé par rapport aux outils décrits plus haut.
4.2.3 Classification des candidats : 
prédicateurs complexes vs prédicats complexes
 La distinction postulée plus haut entre prédicateurs complexes et 
prédicats complexes est évidemment aussi valable pour l’allemand. De 
plus, en allemand, les préférences morpho-syntaxiques semblent indicati-
ves des prédicateurs complexes : ceux-ci n’acceptent guère de modifica-
tion, préfèrent un seul type de déterminant (souvent l’article zéro), etc.
(3) Le jeu d’étiquettes STTS est utilisé par TreeTagger (voir Schmid : 1994).
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5 Rechnung ausstellen déf. sing. passif vfinal
4 Rechnung ausstellen indéf. sing. actif vfinal
4 Rechnung ausstellen déf. sing. actif vfinal
1 Rechnung ausstellen déf. pl. actif vfinal
1387 Rechnung tragen nul sing. actif vfinal
262 Rechnung tragen nul sing. passif v-1
136 Rechnung tragen nul sing. passif vfinal
Tableau 5. Exemples de candidats extraits du corpus ACQ allemand, 
avec leurs préférences morpho-syntaxiques observées
 Dans le tableau 5, nous proposons deux candidats extraits du corpus 
ACQ, tous les deux à noyau Rechnung (compte). Le tableau contient une 
ligne par type de préférence morpho-syntaxique, et les colonnes contien-
nent les données observées, à savoir (de gauche à droite) : la fréquence 
absolue du modèle préférentiel observé (f), le lemme du nom et du verbe, 
le type de déterminant observé (type-dét.), le nombre du syntagme nomi-
nal, la diathèse (actif/passif), ainsi que le modèle d’ordre des constituants 
(v-1, v-2, vfinal).
 Or, l’analyse du tableau 5 montre certaines différences entre les 
deux entrées Rechnung ausstellen (établir un compte, présenter une fac-
ture) et Rechnung tragen (tenir compte) : Rechnung ausstellen a été ren-
contré aussi bien à l’actif qu’au passif, au singulier et au pluriel, avec un 
article défini aussi bien qu’avec un article indéfini. Cette variabilité coïn-
cide avec une classification manuelle de Rechnung ausstellen en tant que 
construction à prédicat plus complément. D’autre part, les données obte-
nues pour Rechnung tragen présentent une préférence marquée pour l’ab-
sence d’article et pour le singulier, même si le candidat apparaît aussi bien 
à l’actif qu’au passif. Nous avons tendance à classifier Rechnung tragen 
parmi les prédicateurs complexes, tout comme tenir compte/a ţine cont.
candidat A : 
Vfinal
P : V-1 P : Vfinal P : V-2
Auffassung vertreten (être 
d’avis)
1321 53 97 48
Bezug nehmen (faire référence) 783 439 492 0
Rechnung tragen (tenir compte) 2287 481 492 0
Gebrauch machen (faire usage) 2095 216 430 0
Sorge tragen (assurer) 241 31 43 0
Tableau 6. Quelques candidats collocationnels extraits  
de textes allemands avec leur distribution au passif à travers  
les trois modèles d’ordre des constituants (V-1, V-2, Vfinal)
 Même si la présence de préférences suggère une première clas-
sification, nous sommes loin d’une classification automatique, parce que, 
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d’une part, nous ne disposons pas d’une quantité suffisante de données 
pour tous les candidats collocationnels, et, d’autre part, parce que certains 
groupes composés d’un prédicat et de son complément ont également des 
préférences morpho-syntaxiques. Pourtant, un moyen intéressant d’iden-
tifier les prédicateurs complexes réside dans la prise en compte de leur 
comportement à la forme passive, par rapport aux trois modèles d’ordre 
des mots mentionnés plus haut : dans le tableau 6, nous présentons les 
fréquences absolues observées à l’actif (A:) et au passif (P:), pour certains 
candidats à haute fréquence ; pour le passif, nous distinguons les trois mo-
dèles d’ordre des mots (V-1, V-2, Vfinal).
 Le tableau 6 montre clairement que certains candidats, bien que 
très fréquents au passif, ne se retrouvent jamais sous la forme V-2 du pas-
sif. Ceci semble s’expliquer par le fait que les éléments nominaux des pré-
dicateurs complexes ne peuvent pas se trouver dans la position à gauche 
du verbe (ou auxiliaire) fléchi. Pour ces exemples, cette distribution sem-
ble coïncider très clairement avec la classification en tant que prédicateur 
complexe. 
5� L’outil d’extraction bilingue
 Nous avons utilisé un corpus aligné, à la fois pour réaliser une ana-
lyse contrastive des propriétés des constructions VN, et pour choisir des 
candidats collocationnels à inclure dans le dictionnaire.
5�1 Les méthodes d’alignement
 Pour ce projet, nous avons aligné les corpus ACQ au niveau des 
phrases et au niveau lexical. Les relations qui sont établies entre diverses 
unités textuelles alignées (des paragraphes, des phrases ou des mots) nous 
aident à identifier les candidats collocationnels intéressants à inclure dans 
le dictionnaire. Dans notre cas, l’alignement lexical (au niveau des mots et 
des unités lexicales) est utilisé pour trouver des constructions VN équivalen-
tes dans les trois langues du projet (français, allemand, roumain). Puisque 
nous ne disposons pas de ressources suffisantes pour l’alignement (lexi-
ques, corpus annotés), pour toutes les paires de langues étudiées dans le 
projet, nous avons utilisé l’anglais comme langue pivot pour générer les 
autres alignements. Ainsi, les alignements sont initialement réalisés à par-
tir des paires anglais-français, anglais-allemand, anglais-roumain. À par-
tir de ces alignements, nous générons les paires français-allemand, fran-
çais-roumain et allemand-roumain (voir Tufiş et Koeva : 2007). 
 Avant l’alignement lexical, il est nécessaire de passer par une 
étape d’alignement propositionnel (qui n’est pas dépendante des langues 
source et cible). Nous avons adapté une méthode d’alignement proposition-
nel qui est très efficace (voir Moore : 2002), pour prendre en compte éga-
lement les cas d’alignement où une phrase est traduite par plusieurs phra-
ses dans la langue cible (voir Ceauşu et al. : 2006). Cette méthode hybride 
fonctionne en trois étapes : d’abord, l’application utilise des méthodes qui 
s’appuient sur la longueur de la proposition et l’alignement géométrique. 
La deuxième étape filtre les candidats pour retrouver les alignements qui 
sont sûrs et, sur cette base, l’algorithme construit une liste d’équivalents 
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de traduction. La troisième étape utilise les listes d’équivalents de traduc-
tion pour corriger les autres alignements. Nous utilisons un classifieur de 
type vecteur support, indépendant de la langue. Son entraînement doit se 
faire à l’aide d’une partie restreinte du corpus (200 propositions, alignées 
manuellement). L’application utilise la distribution LIBSVM (voir Fan et al. : 
2005), avec les valeurs implicites pour les paramètres d’entraînement.
 L’alignement propositionnel seul n’est pas suffisant pour identi-
fier les candidats collocationnels intéressants. Raison pour laquelle nous 
avons réalisé l’alignement lexical pour plusieurs paires de langues. Nous 
avons utilisé des corpus segmentés, étiquetés et lemmatisés. L’alignement 
lexical est indépendant du corpus et des unités lexicales qui le composent. 
Pour l’alignement lexical du corpus anglais-roumain, nous avons utilisé un 
outil développé par RACAI (voir Tufiş et al. : 2005) qui utilise un algorithme 
itératif. Pour chaque itération, l’alignement lexical va aligner diverses caté-
gories de mots comme les entités nommées, les nombres, les dates, les 
mots pleins, les mots grammaticaux et les signes de ponctuation. 
 L’alignement identifie également des syntagmes non recursifs 
(groupes nominaux, prépositionnels) qui sont mis en correspondance. Un 
alignement entre deux unités lexicales (mots ou expressions) est caracté-
risé par une série de paramètres comme une liste de formes-« cognats », 
des expressions équivalentes, des catégories lexicales similaires, la loca-
lité (la distance entre les mots, à l’intérieur d’un « chunk »). Cette dernière 
hypothèse a été appliquée après une étude de corpus identifiant les si-
tuations où la traduction par une autre catégorie lexicale est possible (un 
V traduit par un N ou par un Adjectif, un N traduit par un V, etc.). Pour les 
autres paires de langues, nous avons utilisé des corpus alignés manuel-
lement pour entraîner Uplug (voir Tiedemann : 2003).
 Ainsi, l’alignement lexical peut servir à extraire les équivalents de 
traduction pour les collocations de type VN. Les mots alignés sont utiles 
pour établir les cas où les candidats sont traduits par les mêmes mots ou 
pour valider les diverses classes de constructions dans les trois langues. 
Nous comparons les cas où nous avons des expressions qui sont alignées 
avec un seul mot et les cas où les candidats collocationnels étaient extraits 
par les outils monolingues.
5�2� Un exemple d’extraction
 Les candidats confirmés par l’outil d’extraction bilingue, sont, pour 
la plupart, des collocations pertinentes, où chaque élément de la colloca-
tion est traduit de la même façon qu’en dehors de cette combinaison. Les 
candidats collocationnels non confirmés sont également intéressants pour 
les traducteurs : la majorité de ces cas sont non compositionnels ; c’est-
à-dire que leur traduction implique souvent des traductions non standard 
(mots uniques ou expressions) (voir Villada Moiron et Tiedeman : 2006).
 Nous présentons quelques données extraites à partir des corpus 
ACQ roumain, français, allemand, mais aussi anglais. Les équivalents de 
traduction communs peuvent être intégrés dans le dictionnaire multilin-
gue de collocations, puisque nous retrouvons des spécificités dans cha-
que langue : le verbe utilisé qui n’est pas toujours la simple traduction de 
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l’autre verbe, certaines prépositions  în ‘en’, en, in, into, on  sont intégrées 
au groupe verbal (cf. tableau 7). 
 Dans les corpus alignés, nous avons identifié quelques candidats 
qui, étant traduits par un V ou un N simple, n’ont pas d’équivalent VN. L’ali-
gnement lexical permet alors d’identifier les traductions correctes, y com-
pris pour les expressions idiomatiques :
Turned a blind eye/lit. ‘tourner un œil aveugle’= a ignorat/ignorer
Meets the eye/lit. ‘rencontrer l’œil’= a se vedea / voir
Give a hard time to/lit. ‘donner un temps difficile’=a priponi / 
attacher
ou pour les prédicateurs complexes :
- a pune în aplicare/mettre en application/Anwendung vorzuse-
hen = to implement
- a aduce atingere/porter atteinte = berühren/to affect
roumain français Allemand équivalent anglais classe 
a ţine cont tenir compte Rechnung 
tragen
to take into account A




in Kraft treten to enter into force A




















to carry on (the) 
activities
B
Tableau 7. Une liste de candidats communs aux 3 langues, de 
type prédicateur complexe (A) et prédicat complexe (B)
 Si un candidat est proposé par l’outil d’extraction monolingue pour 
la langue source et qu’il a un équivalent collocationnel dans une des lan-
gues cibles, et inversement, alors il peut être inclus dans le dictionnaire.
6� Le dictionnaire
 Le dictionnaire en construction sur la base des résultats de l’ex-
traction monolingue et bilingue est conçu comme un dictionnaire multilin-
gue des collocations. Bien qu’il ne contienne pour l’instant que des collo-
cations, il pourra être relié à un dictionnaire de lexèmes simples.
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6�1� Un dictionnaire multilingue
 Nous partons de l’hypothèse que beaucoup de collocations se tra-
duisent par des collocations ; par conséquent, l’entrée lexicale du diction-
naire est conçue comme une entrée multilingue dès le départ : elle consiste 
en plusieurs sous-entrées (<te>) dont chacune permet la description d’une 
collocation, avec un attribut qui en indique la langue :
<entry id= "1">
    <te  lang= "fr">...</te>
    <te  lang= "ro">...</te>
    <te  lang= "de">...</te>
</entry>
Cette disposition est compatible avec le fait que certaines collocations se 
traduisent par des mots simples (turn a blind eye to/ignorer), parce que les 
sous-entrées peuvent contenir aussi bien des collocations que des mots 
simples. Nous partons de l’hypothèse que les collocations et/ou les mots 
simples réunis dans une entrée expriment le même contenu. Cette équi-
valence est implicite dans la structure du dictionnaire, mais elle peut être 
rendue explicite, si besoin est, par un reformatage. 
6�2 Description des collocations et de leurs éléments
 Dans notre approche, les collocations verbonominales (comme 
toutes les collocations) sont constituées de deux éléments : le noyau et le 
collocateur. La description lexicale dans le dictionnaire (<complexitem>) 
prévoit alors quatre zones dans l’entrée : deux zones décrivent les pro-
priétés de la collocation tout entière (<c_spec>) et les propriétés imposées 
par la présence d’une préposition (<prep>) ; les deux autres zones sont 
consacrées à la description de chacun des deux éléments qui composent 
la construction (dans le cas des constructions VN, ce seront <v_spec> et 
<n_spec>). En outre, l’entrée contient un élément ‘<construction>‘ qui 
accueille le lemme de la collocation.
<entry id= "1">
    <te  lang= "fr">
  <complexitem>
<construction> ...  </construction>
<v_spec> ...  </v_spec>
<prep>...</prep>
<n_spec> ...  </n_spec>
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 Pour les cas où nous représentons des mots simples dans le dic-
tionnaire, nous remplaçons le <complexitem> par <simpleitem>, caracté-
risé par ses propriétés spécifiques, selon sa catégorie lexicale (<spec>).
6�3 Propriétés et données lexicographiques des collocations
 Parmi les données lexicographiques utilisées pour décrire la collo-
cation dans son entièreté, on peut en distinguer deux : d’une part, les don-
nées lexicographiques à proprement parler (surtout les phrases exemples 
données, ainsi que le type de collocation) ; d’autre part, les propriétés lexi-
cales et syntaxiques de la collocation. Les données du premier type sont 
essentiellement de nature documentaire et interprétative (éléments <col-
loc-type> et <examples>), tandis que les dernières sont plus strictement 
linguistiques et concernent l’usage de la collocation en tant qu’objet lin-
guistique à part entière.
 Les propriétés linguistiques dont le dictionnaire tient compte, et qui 
se trouvent à l’intérieur d’un élément <colloc_spec> sont de trois types :
- la valence de la collocation (élément <required_args>), expri-
mée en termes du cas et/ou de la préposition requise par la collo-
cation : pour tenir compte, on mettra donc :
<required_args prep = "de"> p-object </required_args>
 et pour Rat+erteilen (‘donner+conseil’), on aura :
<required_args case = "dat"> indirect_object </
required_args>
 pour exprimer que l’expression prend un complément au datif ;
- la tête lexicale d’un usage restreint de la collocation (élément 
<lexical_restriction>) : auf Halbmast setzen « mettre en 
berne » n’accepte guère comme complément d’autres lexèmes 
que Flagge, Fahne « drapeau ». Dans ces cas, on ajoutera l’élé-
ment <lexical_restriction> pour indiquer la restriction ; sa va-
leur peut être une énumération de lemmes. Pour la documentation 
lexicographique des collocations, un conteneur <colloc_documen-
tation> permet de grouper les données en question ; nous pré-
voyons la possibilité de donner plusieurs phrases exemples et de 
renseigner le LL calculé sur un corpus donné. La description de la 
collocation entière est donc structurée comme suit :
<entry id= "1">





<required_args case = "acc"> object </
required_args>

















6�4� Propriétés et données lexicographiques du nom
 Outre l’indication du lemme nominal <n_lemma>, la description 
des propriétés du nom explicite les critères N1 et N3 mentionnés plus 
haut, c.-à-d. des préférences en matière de détermination <det>, nombre 
<number> et de modification <modifier>. En outre, on mentionne la fonc-
tion grammaticale que prend l’élément nominal à l’intérieur de la colloca-
tion (<case>).
 Si ce dernier élément est unique, les trois premiers ne le sont pas, 
même si très souvent, il y a de fortes préférences pour une forme morpho-
syntaxique spécifique d’une collocation (par exemple, tenir compte tou-
jours sans article, au singulier), il peut y avoir des alternatives. L’expres-
sion in + Dienst + stehen « travailler pour (qqn) » peut en effet se trouver 
aussi bien au singulier (er steht im Dienst der Armee), avec un article défini, 
qu’au pluriel, avec ou sans article (er steht in (den) Diensten der Armee). 
Pour exprimer l’interrelation entre les deux préférences, il convient d’utili-
ser l’élément <alt> qui permet de répéter l’élément <n_spec> tout entier. 
Là où la variation ne concerne qu’une seule préférence, on peut aussi ré-
péter seulement l’élément correspondant. Pour exprimer les préférences, 
nous donnons une indication quantitative partout où c’est possible (attri-
but ‘freq’). La partie correspondante de l’entrée pour in + Dienst + stehen 
est reproduite ci-dessous :
<entry id= "1">








<det freq = "64%"> nul </det>
<number freq = "64%"> pl </
number>
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<modifier> </modifier>




<det freq = "36%"> def </det>
<number freq = "36%"> sg </
number>
<modifier> </modifier>





<required_args case = "gen"> gen-
attrib </required-args>
<lexical_restriction compl = "ob-
ject"> …
</lexical_restriction>









6�5� Propriétés et données lexicographiques des verbes
 La logique de la description du V est parallèle à celle de la des-
cription du N : on indique le lemme du V <v_lemma>, ainsi que ses préfé-
rences de forme <v_form> et de diathèse <act_pass>. La préférence for-
melle concerne essentiellement des combinaisons fortement figées, comme 
l’expression compte tenu (de). La partie correspondante de l’entrée pour 
la collocation faire l’objet (de) se présenterait alors comme suit :
<entry id= "1">









<det freq = "98%"> def </det>
<number freq = "98%"> sg </number>
[...]
</n_spec>




<required_args case = "de"> p-obj </required-args>








6�6� Comparaison avec d’autres modèles dictionnairiques
 Dans ce qui suit, nous indiquons la structure complète de l’entrée 
lexicale du dictionnaire (4), (les mentions PCDATA sont remplacées par trois 
points de suspension (...)):
<entry id= "#">
<te  lang= "fr">...</te><te lang= "ro">...</te>










<det freq = #> def | indef | nul |  poss 
| dem | quant </det>
<number freq = #> sg | pl </number>
<modifier> ... </modifier>




<required_args case = "gen | dat | acc | 
pobj"> </required_args>
<lexical_restriction compl = "subj | obj 
| ind_obj"> ... </lexical_restriction>








(4) La DTD est disponible à l’adresse : http://todirasamalia.neufblog.com/dico.dtd






 Comme nous l’avons indiqué plus haut, les dictionnaires électroni-
ques qui tiennent compte des collocations ne sont pas très nombreux : le 
modèle DiCo/LAF (voir Polguère : 2000) (implémenté en format électroni-
que http://olst.ling.umontreal.ca/dicouebe/) est certainement la réalisation 
la plus avancée dans le domaine. Dans DiCo/LAF, on trouve les mêmes 
types d’information que dans le dictionnaire présenté ici, pour le français. 
Pourtant, une dimension multilingue est absente du DiCo/LAF. De même 
en est-il pour le DiCE (cf. http://www.dicesp.com), qui propose une ana-
lyse sémantique selon les fonctions lexicales de Mel’čuk (1999).
 En TAL, seul le modèle suggéré par Braasch et Olsen (2000), pour 
la base de données STO, contient un certain nombre de propriétés collo-
cationnelles ; les propositions faites dans le cadre de l’initiative de stan-
dardisation LMF, Lexical Markup Framework, sont plus générales et moins 
détaillées que les nôtres : le module pour les entrées polylexicales du LMF 
(voir Francopoulou et al. : 2006) ne prévoit pas la description préférentielle 
des collocations proposée ici ; d’autre part, LMF étant extensible, il ne sem-
ble pas impossible de définir une extension particulière de LMF pour les 
collocations qui permette de transformer notre dictionnaire en une forme 
compatible avec le LMF. Du point de vue du formalisme, notre dictionnaire 
se rapproche considérablement du LMF, ou même de Lexical Systems (voir 
Polguère : 2006) : comme ceux-ci, nous nous servons d’une structure de 
réseau en XML, avec un vocabulaire contrôlé. Ceci nous donne beaucoup 
de liberté dans la description lexicale, mais l’approche n’est d’autre part pas 
très contrainte : à la différence de la maquette dictionnairique discutée dans 
Spohr et Heid (2006), nous renonçons aux possibilités de contrôle de co-
hérence qu’offrirait un formalisme plus élaboré. L’avantage de la flexibilité 
se paie donc en support automatique pour le contrôle de consistance.
7� Conclusion
 Nous avons présenté ici un outil d’extraction de collocations, ayant 
comme objectif l’identification de leurs propriétés morpho-syntaxiques per-
tinentes. Nous avons développé des outils d’extraction monolingues : un 
système hybride, qui applique d’abord les techniques statistiques, suivies 
d’une étape de filtrage linguistique, et une approche symbolique, adaptée 
à l’allemand.
 Nous avons également présenté un outil d’extraction de colloca-
tions multilingue, qui s’applique à des corpus alignés. La méthode d’aligne-
ment (propositionnel et lexical) est présentée en détail. Les candidats ex-
traits pour chaque langue par l’outil d’extraction de collocations monolingue 
sont confrontés à une liste d’équivalents de traduction établie à partir de 
corpus alignés et sont utilisés pour alimenter un dictionnaire multilingue.
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