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1. Introduction 
Dispersed gas-liquid two-phase flows are encountered in a variety of industrial proc-
esses such as the large-scale production of synthetic fuels and base chemicals employing 
bubble column reactors. Despite their widespread industrial application the detailed under-
standing of the fluid mechanics prevailing in bubble column reactors is unfortunately lack-
ing (Tomiyama, 1998), which can be related to the inherent complexity of the underlying 
physical phenomena in (dense) bubbly flows such as bubble-liquid interaction (including 
turbulence) and bubble-bubble interaction (including coalescence and break-up). 
 
Flows encountered in bubble columns are inherently unsteady (Sokolichin and Eigen-
berger, 1994) and display a wide range of time and length scales and as a direct conse-
quence therefore we adopted a multi-level modelling approach consisting of several levels 
(see Fig. 1) each with its own particular strong point. At the lowest level (i.e. the smallest 
time and length scale) we use the Front Tracking (FT) approach originally developed by 
Tryggvason and co-workers (Unverdi and Tryggvason, 1992) to study the behaviour of a 
single bubble or a few (interacting) bubbles. The idea is that simulations             
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Multi-level approach for modelling of dispersed gas-liquid two-phase flow. For each level 
of modelling the typical application area is indicated. 
using the FT approach should generate insight in the behaviour of a single rising gas bub-
ble or the behaviour of a few rising gas bubbles and provide closures for bubble-liquid in-
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teraction. At the intermediate level (i.e. the intermediate time and length scale) we use the 
Euler-Lagrange (EL) or discrete bubble approach, which is particularly suited to account 
for bubble-bubble and/or bubble-wall encounters. Because, contrary to the FT approach, 
the flow field at the scale of an individual bubble is not resolved, closure laws for bubble-
liquid interaction (drag, lift and added mass) have to be provided. At the highest level (i.e. 
the biggest time and length scale) we use the Euler-Euler (EE) or continuum approach, 
which is particularly suited to model bubbly flows in industrial scale bubble columns. 
Similar to the EL approach closures for bubble-liquid and bubble-bubble interaction have 
to be provided. 
 
Subsequently the three levels of modelling will be discussed in more detail together 
with some illustrative computational results, which have been obtained from the respective 
models.  
2. Front Tracking model 
To model complex multiphase free surface flows a Front Tracking method based on 
direct numerical simulation has been introduced by Unverdi and Tryggvason (1992). 
Contrary to other numerical models developed to simulate multiphase flows, like the Level 
Set or Marker and Cell methods (Welch et al., 1965) and Volume of Fluid methods 
(Nichols and Hirt, 1971; Youngs, 1982, 1987), the Front Tracking method uses an 
unstructured dynamic mesh to represent the interface surface and tracks this interface 
explicitly by the interconnected marker points. The Lagrangian representation of the 
interface avoids the necessity to reconstruct the interface from the local distribution of the 
fractions of the phases and, moreover, allows a direct calculation of the surface tension 
forces without the inaccurate numerical computation of the interface curvature, as is 
required in the Continuum Surface Force-method (CSF) introduced by Brackbill et al. 
(1992).  
 
For incompressible bubbly flows the Navier-Stokes equations describing the fluid 
motion inside and outside the bubbles can be combined into a single vector equation for 
the fluid velocity u  in the entire domain when accounting for the local volumetric surface 
tension forces Fs , since the transport equation for the colour function F, indicating the 
local instantaneous liquid fraction, can be reduced to a passive scalar equation. Thus, the 
governing conservation equations for unsteady, incompressible, immiscible, Newtonian, 
two-fluid flow systems are given by:  
 
( ) 0uÑ × =                     (2.1) 
( ) ( ) ( ) ( )( )Tu uu p g u u Ft sr r r m
¶ é ù+ Ñ × = -Ñ + + Ñ × Ñ + Ñ +ë û¶
    (2.2) 
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where the local averaged density r  and viscosity m  are evaluated from the local 
distribution of the indicator function F. For the local average density linear weighing of the 
gas and liquid densities is used:  
 
( )1l gF Fr r r= + -                  (2.3) 
 
Usually the local average dynamic viscosity is also obtained via linear averaging of the 
gas and liquid dynamic viscosities. In this work an alternative, more fundamental approach 
recently proposed by Prosperetti (2001) has been applied, where the local average viscosity 
is calculated via harmonic averaging of the kinematic viscosities: 
 
( )1 gl
l g
F F
rrr
m m m
= + -                  (2.4) 
 
The Navier-Stokes equations have been solved with a finite volume technique on a 
staggered rectangular three-dimensional grid using a two-step projection-correction 
method with an implicit treatment of the pressure gradient and explicit treatment of the 
convection and diffusion terms. A second order flux delimited Barton-scheme (Centrella 
and Wilson, 1984) has been used for the descretisation of the convection terms and 
standard second order central finite differences for the diffusion terms. In order to be able 
to simulate systems with very large density ratios, the Navier-Stokes equations have been 
rewritten in their non-conservative form using the total continuity equation, 
 
( ) ( ) ( )( )Tu uu p g u u Ft sr r m
¶é ù é ù+ Ñ × = -Ñ + + Ñ × Ñ + Ñ +ê ú ë û¶ë û
     (2.5) 
 
where the density in the term on the left hand side has been discretised explicitly in 
time.  
 
The local distribution of the indicator function F is computed from the location of the 
triangulated interface by solving a Poisson-equation, following the method proposed by 
Unverdi and Tryggvason (1992): 
 
2 ( )m m m
m
F D x x n sÑ = Ñ × - Då               (2.6) 
 
where the summation is carried out over all markers m representing the interface, using 
mn  to denote the outwardly pointing normal on interface element m and msD  its surface 
area. The function D represents a numerical approximation of the Dirac-function 
normalised to the cell volume. In this work volume weighing proofed to be sufficiently 
stable, but a distribution function as suggested by Peskin (1977) could be applied to 
smoothen the interface, however, at the expense of a significantly increased size of the 
computational stencil, thus requiring more Eulerian grid cells. A robust Incomplete 
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Cholesky Conjugate Gradient (ICCG) algorithm has been used to solve the Poisson-
equation for the F-field. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Schematic representation of the calculation of the three tensile forces acting on the three 
edges of interface marker m. 
 
 
The surface tension forces are computed from the tensile forces on the three edges l  of 
all interface markers m (see Fig. 2), which are subsequently distributed to the Eulerian grid 
via volume weighing. 
 
( ), , ,( )m m m
m
F D x x t ns s= - Äåå l l l
l
          (2.7) 
 
where ,mt l  denotes the tangential vector to edge l  of marker m. Note that in this work 
the normal and tangent vectors of the edges of the elements are used, which can be 
obtained directly from the interface marker data, in contrast to the method used by 
Tryggvason et al. (2001), where a polynomial fit for the interface is constructed from 
which the normal and tangent vectors to the elements are calculated. 
The Langrangian handling of the interface marker points deforms the triangular surface 
elements. To maintain an adequate resolution of the interface, the elements are reshaped in 
case the aspect ratio of the element edges becomes too large and elements are added or 
deleted in case the length of one of the edges becomes too large or too small compared to 
the Eulerian grid size, following Unverdi and Tryggvason (1992). 
 
Some computational results with the Front Tracking model for a few selected cases will 
be shown to illustrate the capabilities of the model. 
,3mn
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Results Front Tracking model 
With the Front Tracking model the shape of a bubble and the bubble rise velocity can be 
calculated as a function of the physical properties of the bubble and continuous phase and 
the bubble volume. In Fig. 3 the final bubble shape computed with the Front Tracking 
model for a single initially spherical bubble released in an initially quiescent liquid in a 
small column is given for two different sets of physical properties listed in Table 1. For the 
first case (Fig. 3a) a very high density and viscosity ratio and a very high surface tension 
coefficient were selected to demonstrate the capabilities of our implementation of the Front 
Tracking model to handle these systems that often give rise to numerical problems. For 
this case an ellipsoidal bubble shape was calculated, while for the second case (Fig. 3b) 
with the main difference a much lower surface tension coefficient, a spherical-cap bubble 
shape was finally obtained, as expected because of the lower surface tension forces (see 
Grace, 1973). For the second case the initially spherical bubble changes into a bubble with 
a large indentation at the bottom of the bubble, while the top of the bubble remains per-
fectly smooth and convex. Then, the bubble shape slowly changes into a hemisphere with 
an almost perfectly flat bottom. For these calculations typically about 104 markers were 
used and after about 0.2 s simulation time about 105 markers were added and a similar 
number of markers deleted. The bubble volume was conserved typically within a few %. 
The computed terminal bubble Reynolds-numbers compared very well with experimental 
results summarized by Grace (1973): 84 vs. 90 for the first case and 51 vs. 60 for the sec-
ond case (see Table 1). Increasing the column width and depth compared to the bubble 
size, obviously at the cost of larger computational times, can even further decrease the 
small discrepancy in the terminal rise velocities.  
 
Also the interactions of bubble wakes on other bubbles can be investigated with the 
Front Tracking model. Results of a sample calculation, where three initially spherical bub-
bles were released in an initially quiescent liquid in a small column, are shown in Fig. 4. 
Firstly, the two lower bubbles on the left and right side are accelerated in the wake of the 
top bubble and almost catch up with the bubble in the centre (at t=0.15 s). Then, the two 
bubbles on both sides are pushed towards the free-slip walls, where they are again slowed 
down due to the downwards flowing liquid (t=0.25 s).  
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       (a) Case I (at t = 0.16 s)         (b) Case II (at t = 0.20 s) 
 
Figure 3. Final bubble shape of an initially 0.02 m diameter spherical bubble in an initially quiescent 
liquid in a square column of 0.05 m x 0.05 m x 0.10 m released at position (0.025 m, 0.025 m, 0.025 
m), calculated with the Front Tracking model using a 50 x 50 x 100 grid and a time step of 1.0·10-4 s, 
for two cases with different physical properties for the bubble and continuous phase (listed in Table 
1). (Free-slip boundary conditions.)  
 
 
Table 1. Physical properties used for the numerical simulations of the final bubble shape (shown in 
Fig. 2) and terminal Re-number computed with the Front Tracking model and compared with ex-
perimental data taken from Grace (1973).  
 
   Case I Case II 
Density gr  (kg/m
3) 1.0 10 
Viscosity gm  (kg/m·s) 1.0·10
-5 1.0·10-3 Bubble phase 
Bubble diameter bd  (m) 0.02 0.02 
Density lr  (kg/m
3) 1000 1000 
Viscosity lm  (kg/m·s) 0.1 0.1 
Continuous 
phase 
Surface tension s  (N/m) 1.0 0.1 
 Eo  (= gD?db
2/s) (-) 3.9 39 
 M   (= g µl
4D?/?l
2s3) (-) 9.8·10-7 9.7·10-4 
 Computed Reb (= ?l ub db /µl) (-) 84 51 
 Experimental Reb (= ?l ub db /µl) (-) ~ 90 ~ 60 
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        t = 0.05 s          t = 0.10 s          t = 0.15 s 
 
    
         t = 0.20 s          t = 0.25 s             t = 0.20 s 
 
Figure 4. Snapshots at different times of three initially spherical bubbles of 0.016 m diameter re-
leased at positions (0.015 m, 0.030 m, 0.015 m), (0.045 m, 0.030 m, 0.015 m) and (0.030 m, 0.030 
m, 0.025 m) in an initially quiescent liquid in a square column of 0.05 m x 0.05 m x 0.10 m, calcu-
lated with the Front Tracking model using a 60 x 60 x 150 grid and a time step of 1.0·10-4 s. Also the 
velocity field at the central plane at t=0.20 s is shown (reference vector: 1.0 m/s). (Physical parame-
ters: rg = 10 kg/m
3, mg = 0.001 kg/m·s, rl = 1000 kg/m
3, ml = 0.1 kg/m·s, s = 1.0 N/m). (Free-slip 
boundary conditions.) 
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3. Euler-Lagrange model 
Our Euler-Lagrange model is based on volume-averaged continuity and momentum 
equations given below to compute the liquid phase flow field. 
 
( ) ( ) 0l l l l lut
¶
e r e r
¶
+ Ñ × =                 (3.1) 
( ) ( ) ( )l l l l l l l l l l l b l lu u u p S gt
¶
e r e r e e t e r
¶ ®
+ Ñ × = - Ñ - Ñ × - +        (3.2) 
 
The viscous stress in the liquid phase is assumed to obey the general Newtonian form 
where the shear viscosity consists of the sum of a laminar and a turbulent contribution, 
where the latter is computed from a simple SGS turbulent viscosity model given by: 
 
2 2
,turbulent ( )l l sC Sm r= D                  (3.3) 
 
where Cs equals 0.1, ?  represents the filter width and S the rate of strain tensor, respec-
tively given by the following expressions: 
 
1
3( )x y zD = D D D    and   2 21 ( )
2
ji
i j j i
uu
S
x x
¶¶
= +
¶ ¶åå
          (3.4) 
 
Two-way coupling is achieved via a source term which can be computed form the posi-
tions and velocities of the bubbles. To obtain this information for each individual bubble 
the equation of motion is solved taking into account the action of external forces due to 
gravity, pressure, drag, lift and virtual mass: 
 
1
2( ) ( ) ( ) ( )
[ ( ( ) ( ) ( )]
b b b b D b l l b l b L b l b l l
l b VM b l l b VM b l l
d
m w m g V p C A u w u w C V w u u
dt
D
V C w u V C w u u
Dt
r r
r r
= - Ñ + - - - - ´ Ñ ´
- - + - × Ñ
 (3.5) 
 
For the drag, lift and virtual mass coefficient the following simple closures were used: 
 
0.68724Re 1000 [1 0.15(Re ) ]
Re
Re 1000 0.44
b D b
b
b D
C
C
< ® = +
> ® =
   with Re l l l b bb
l
u w de r
m
-
=    (3.6) 
 
0.5LC =   and   0.5[1 2.78(1 )]VM lC e= + -             (3.7) 
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In our model it is also possible to account for (possible) encounters between a bubble 
and another bubble (binary encounter) and a bubble and a solid wall. It should be men-
tioned here that the processing of the bubble-bubble and bubble-wall encounters is com-
puted using an event driven computational strategy employing efficient techniques (such as 
the neighbourlist concept) borrowed from the field of Molecular Dynamics (MD) (see 
Delnoij et al., 1997 and Delnoij, 1999 for further details). 
 
 
Results Euler-Lagrange model 
 
In this paper the effect of incorporating bubble-bubble interaction on the flow structure 
in a homogeneously aerated bubble column with a square cross-sectional area will be re-
ported. The results of two simulations in which bubble-bubble encounters were respec-
tively neglected and incorporated will be mutually compared in terms of the time-averaged 
distributions of the vertical liquid phase velocity and its RMS value. In Table 2 the com-
mon conditions used for both numerical simulations are summarized. At the top boundary 
the free slip condition was applied, whereas at all remaining boundaries the no-slip condi-
tion was imposed. The liquid exits the computational domain through four openings lo-
cated at the top of the four side walls (prescribed pressure condition applied) and the bub-
bles leave at the top boundary (no collision). Note that the superficial gas velocity U is 
relatively low in this case which is not due to any fundamental limitation of the EL model. 
 
 
Table 2. Conditions used for the numerical simulation of a homogeneously aerated square bubble 
column using the Euler-Lagrange approach. 
 
Gas air
Bubble size 2 mm
Density 1.2 kg/m3
Viscosity 2.10-5 kg/(m.s)
U 1.05.10-3 m/s
Liquid water
Density 1000 kg/m3
Viscosity 0.001 kg/(m.s)
 
Column square
Area 0.2 m x 0.2 m
Height 0.5 m
Grid 40x40x100
Dx 5 mm
Dy 5 mm
Dz 5 mm
Time step 2.5 ms  
 
 
In Fig. 5 and 6 the results are shown for respectively the case neglecting the bubble-
bubble encounters and the case incorporating the bubble-bubble encounters. In both figures 
the results are presented in terms of computed bubble configurations (left), liquid phase ve-
locity field (central) and liquid phase velocity field at positions with non-zero bubble        
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Figure 5. Computed bubble configurations (left), liquid phase velocity field (central) and liquid 
phase velocity field at positions with non-zero bubble hold-up (right) at the central plane (velocity 
distribution) of the column at t=30.0 s for case without bubble-bubble encounters. Reference vector: 
1.0 m/s. 
 
 
 
 
 
 
 
 
Figure 6. Computed bubble configurations (left), liquid phase velocity field (central) and liquid 
phase velocity field at positions with non-zero bubble hold-up (right) at the central plane (velocity 
distribution) of the column at t=30.0 s for case with bubble-bubble encounters. Reference vector: 1.0 
m/s. 
hold-up (right) at the central plane of the square column, all at t=30.0 s. In both cases the 
flow is found to be very dynamic containing many vortical structures of different size 
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moving in the column. This result is in accordance with results obtained by Sokolichin et 
al. (1997) who compared results obtained from a pseudo Euler-Lagrange and an Euler-
Euler approach. When the computed bubble configurations are examined in more detail for 
both cases it turns out that for the case in which the bubble-bubble encounters were ac-
counted for, the lateral spreading of the bubble plume is more pronounced. This can only 
be due to the bubble-bubble encounters and seems logical in view of the dispersive nature 
of bubble-bubble collisions, although it is somewhat surprising that the effect is so clearly 
noticeable already at the relatively low superficial gas velocity used in our computations. 
This difference in lateral spreading influences the time-averaged distribution of the vertical 
liquid phase velocity considerably as can be concluded from Fig. 7, whereas the RMS 
value of the vertical liquid phase velocity is not significantly affected. 
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Figure 7. Time-averaged distributions of the averaged (in y-direction) vertical liquid phase velocity 
and its RMS component after t=30.0 s for case without bubble-bubble encounters (left) and case with 
(right) bubble-bubble encounters. 
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4. Euler-Euler model 
In the two-fluid model the equation of motion of the dispersed gas-phase is ensemble 
averaged in order to obtain an Euler-Euler discription of the two-phase flow. When an 
ensemble averaging or filtering procedure is applied to the equations of motion, unclosed 
parts emerge in the stress term and the interface forces. In this work, the unclosed part of 
the interface forces were neglected. The stress term was closed through an effective viscos-
ity. The effective viscosity of the liquid phase is composed of three contributions:  
 
, , , ,eff l L l T l BIT lm m m m= + +                 (4.1) 
 
Two models were used to incorporate the turbulent viscosity of the liquid phase, mT,l: the 
standard k-e model, and a LES sub-grid scale model suggested by Smagorinsky (1963).  
There are several models available to take account of the turbulence induced by the 
movement of the bubbles, mBIT,l. In this study the model proposed by Sato (1975) was used: 
 
, ,BIT l l BIT g b g lC d u umm r a= -                (4.2) 
 
with a model constant Cm,BIT equal to 0.6. 
The calculation of the effective gas viscosity was based on the effective liquid viscosity 
as follows: 
 
, ,
g
eff g eff l
l
r
m m
r
=                    (4.3) 
 
as was proposed by Jakobsen et al. (1997). 
The interface momentum transfer consists of forces due to drag, lift and virtual mass. In 
the two-fluid model simulations the drag coefficient for distorted bubbles of Ishii and 
Zuber (1979) was used: 
 
1
22
3D
C Eo=                     (4.4) 
 
where Eo is the dimensionless Eötvös number (Eo = gDr db
2/s). In this work, a bubble size 
of 4.0 mm was used, giving Eo = 2.2 and CD = 1.0. The bubble size was in accordance 
with experimental observations by Deen (2001). The coefficients for both the lift and vir-
tual mass force were set equal to a value of 0.5. 
The flow in a square bubble column was simulated, using seven different settings, as 
summarized in Table 3. The effects of both the different interface forces and the different 
turbulence models were investigated. All simulations were carried out with the commercial 
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CFD code CFX 4.3 from AEA Technologies. The Smagorinsky model and the averaging 
routines were implemented in user Fortran. Further details of the numerical implementa-
tion of the simulations can be found in Deen (2001). 
The simulations are compared with experiments of Deen (2001), who performed two-
camera particle image velocimetry (PIV) measurements in a 3-D bubble column filled with 
distilled water. The column had a square cross-section of 0.15 x 0.15 m2 and a height of 
1 m. The column was initially filled with water up to a height of 0.45 m. Air was intro-
duced into the centre of the bubble column through a perforated plate at a superficial gas 
velocity of 4.9 mm/s.  
 
Table 3. Overview of numerical settings for the Euler-Euler simulations. 
Case Grid Dt 
(ms) 
 meff  MI 
1 15 x 15 x 45 10  k-e, BIT  MD 
2 15 x 15 x 45 5  LES, BIT  MD 
3 15 x 15 x 45 5  LES, BIT  MD ML 
4 15 x 15 x 45 5  LES, BIT  MD MVM  
5 15 x 15 x 45 5  LES, BIT  MD ML MVM 
6 15 x 15 x 45 5  LES  MD ML MVM  
7 32 x 32 x 45 5  LES, BIT  MD ML MVM  
 
Results Euler-Euler model 
The effect of the different interface forces for the LES can be inferred from Fig. 8a. 
When only the drag force was incorporated the bubble plume rose straight to the top of the 
column without transversal spreading. This is in contrast to the experiment, where the bub-
ble plume moves around in the bubble column in a random fashion. Accordingly, the pre-
dicted liquid velocity profile shows a strong peak in the centre where the gas is rising, and 
moderate downflow alongside the plume. When the virtual mass force is included, the be-
haviour is basically the same. The small effect of the virtual mass force can be explained 
by the fact that the simulations yield a quasi-stationary state. In a quasi-stationary state 
there is only little acceleration, so the influence of the virtual mass force is small. When 
both the drag force and the lift force are incorporated, the plume is spread across the col-
umn, due to the nature of the lift force. When also the virtual mass force is added, the dif-
ferences are small. The velocity profile for case 5 is only slightly lower than for case 3.  
 
In Fig. 9 snapshots of gas fraction iso-surfaces and liquid velocity fields are displayed 
for cases 1 and 7. We can see a clear difference between the results for the two turbulence 
models. The LES model resolves much more of the details of the flow. Large vortices are 
observed alongside the bubble plume. Due to the high turbulent viscosity a quasi-
stationary state is obtained for the k-e model, i.e. the transient details are not resolved but 
implicitly contained in the turbulent kinetic energy. It is seen that a large stationary vortex 
14     
is obtained next to the bubble plume. The presence of this vortex produces an asymmetric 
solution. 
-0.2
0.0
0.2
0.4
0.6
0.8
0.0 0.2 0.4 0.6 0.8 1.0
x/D
uz
,l  (
m
/s
)
PIV
D
D, L
D, VM
D, L, VM
 
-0.1
0.0
0.1
0.2
0.3
0.0 0.2 0.4 0.6 0.8 1.0
x/D
uz
,l  (
m
/s
)
PIV
k-epsilon
LES
LES no BIT
LES fine
0.00
0.05
0.10
0.15
0.20
0.0 0.2 0.4 0.6 0.8 1.0
x/D
u'
z,
l  (
m
/s
)
PIV
k-epsilon
LES
LES no BIT
LES fine
 
 
Figure 8. Comparison of simulated and experimental profiles at a height of 0.25 m. a. (top): mean 
axial liquid velocity for different interface forces. b. (middle): mean axial liquid velocity for different 
grid sizes and turbulence models. c. (bottom): mean axial liquid velocity fluctuations for different 
grid sizes and turbulence models. 
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A more quantitative comparison between the two turbulence models can be obtained 
from Fig. 8b. This figure shows the averaged axial liquid velocity profile. The predictions 
with the k-e model produce asymmetric results, though in the right order of magnitude. 
The LES model yields more symmetric velocity profiles. The simulations on both grids 
predict the same trends. In Fig. 8b the effect of the model for the turbulence induced by the 
bubbles can also be seen. The differences between the cases with and without bubble-
induced turbulence are marginal. 
Profiles of the axial fluctuations of the liquid velocity are shown in Fig. 8c. It is noted 
that the axial velocity fluctuations for case 1 are deduced from the value of k, while in the 
other cases the axial velocity fluctuations are resolved. It is apparent from Fig. 8c that the 
assumption of isotropy in the k-e model is not valid. The axial fluctuations predicted by the 
k-e model are too low. The LES agrees much better with the experimental data. 
 
             
Figure 9. Snapshots of the instantaneous iso-surfaces of ag = 0.04 and liquid velocity fields. Left: k-
e model (case 1). Right: LES model at the fine grid (case 7).
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5. Conclusions 
In this paper the multi-level modelling approach for dispersed gas-liquid two-phase 
flows has been introduced and discussed. The three models constituting this approach, 
namely the Front Tracking, the Euler-Lagrange and the Euler-Euler model, have been 
explained and corresponding illustrative computational results have been presented. 
To resolve the flow phenomena at the lowest level an improved Front Tracking model 
has been developed, which can handle systems with very high density ratios and very high 
surface tension coefficients. Computed bubble shape and bubble rise velocity for a single 
bubble rising in a liquid compared well with experimental data (Grace, 1973) for two 
selected cases with different physical properties. Furthermore, results of a sample 
calculation with three bubbles was shown to demonstrate the capabilities of the Front 
Tracking model to study bubble-wake interactions. 
At the intermediate level the Euler-Lagrange model has been used, which allows to ac-
count for bubble-bubble interactions prevailing in dense bubbly flows. Surprisingly it was 
found that already at low superficial gas velocities the impact of bubble-bubble interac-
tions on the liquid circulation pattern is significant.  
At the highest level the Euler-Euler approach has been applied to study the effect of clo-
sures for gas-liquid interaction and liquid phase turbulence. It has been shown that interac-
tions due to drag, lift and virtual mass need to be taken into account. Furthermore, with the 
LES type closure for liquid phase turbulence the strong transient behaviour of the bubble 
plume could be captured, contrary to the k-e model.  
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Nomenclature 
Ab  Projected bubble area (m
2) 
Cm,BI Model constant bubble induced turbulence (-) 
CD  Drag coefficient (-)     
CL  Lift coefficient (-) 
Cs  Filter constant (-) 
CVM Virtual mass coefficient (-) 
db  Bubble diameter (m) 
D  Numerical approximation to the Dirac function (m-3) 
Eo  Eötvös number (= gD?db
2/s) (-) 
F  Colour-function = liquid fraction (-) 
Fs  Volumetric surface tension force (N/m
3) 
g  Gravitational acceleration (= 9.81 m/s2) 
k  Turbulent kinetic energy (m2/s2) 
M    Morton number (= g µl
4D?/?l
2s3) (-) 
mb  Bubble mass (kg) 
n  Outwardly pointing unit normal vector (-) 
p  Pressure (Pa) 
Reb Bubble Reynolds number (= ?l ub db /µl) (-) 
Sl—b Momentum source term due to two-way coupling (N/m
3) 
S  Rate of strain tensor (s-1) 
t  Time (s); Tangential vector (m) 
u  Mean or grid scale velocity (m/s) 
u'  Fluctuating or sub-grid scale (SGS) velocity (m/s) 
U  Superficial gas velocity (m/s) 
Vb  Bubble volume (m
3) 
wb  Bubble velocity (m/s) 
xi, xj Spatial co-ordinate direction (m) 
 
 
Greek symbols 
 
a  Volume fraction (-) 
D  Filter width (m) 
Ds   Surface area (m2) 
Dt   Time step (s) 
Dx   Grid spacing in x-direction (m) 
Dy   Grid spacing in y-direction (m) 
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Dz   Grid spacing in z-direction (m) 
e  Liquid phase volume fraction (-); Energy dissipation (m2/s3)  
m  Shear viscosity (kg/m·s) 
r  Density (kg/m3) 
s  Surface tension (N/m) 
t  Stress tensor (Pa) 
 
 
Subscripts and superscripts 
 
b  Bubble 
BIT Bubble induced 
D  Drag 
eff  Effective 
g  Gas phase 
l  Liquid phase 
L  Lift; Laminar 
l   edge 
m  marker 
s  Sub-grid 
T  Turbulent; Transpose 
VM Virtual mass 
z  Vertical, axial direction 
 
 
 
