Introduction.
The linear ordinary differential equations of the type -LX + c 2 x z }y = 0 or (1. 2) O-O 2 /'+ (*-0i) (&>+*!#)/ can be solved, in a theoretical sense, applying the theory of Riemann's P function and of Hukuhara's confluent P function respectively ([!]). The purpose of this paper and the series of papers to appear is to report an experiment on digital computer by formulation of the above theoretic approach for solving linear ordinary differential equations.
In this paper we study the formula manipulations of Frobenius algorithm ([!] ) to test the occurence of the logarithmic terms in the solutions of a given linear ordinary differential equation at a regular singular point. If every solution at a regular singular point a. has no logarithmic term, then the given differential equation can be reduced to the equation which has a as a regular point. Therefore we may ask to a computer about the possibility to reduce a given ordinary differential equation to the equation of the t/pe (1.1) or (1.
2). ([!]).
This paper consists of 2 parts, in Part I (Section 2 -Section 3)
we describe a basic algorithm solving our problem, and in Part II (Section 4^-8) we describe some programming techniques for the algorithm. In section 2, we review briefly the Frobenius' method which requires the factorization of characteristic equation of the differential equation. In section 3, we offer two algorithms for factorizing a polynomial with integer coefficients. From section 4 to section 8, the programming of the Frobenius method is explained in detail systematically introducing the list processing subroutines which could be useful for other purpose, especially for the general formula manipulation. For the purpose to describe our program, we introduce an algorithmic language L which is defined from lower level language to upper level language, language namely ALGOL 60, La, Lai, and Lp. Although this language is incomplete as a programming language, it is hoped at least to expose the nature of our formula manipulation to language designers.
PART I

Some remarks on Frobenius method for formula manipulation.
We consider a linear ordinary differential equation of the n-th order (2. 1) (#-a0^oOO/'°+ (s-aO'-^iC*)/"" 1^ -+ -R.GOj> = 0
where .RoGO, •••, &00 are rational functions with rational number coefficients and are regular at rational point x=a. <* is called a regular singular point of (2.2). We assume that (2.1) has a solution of the form where (2.5) /(*,*) =S*.-.GO*Gi-i)"-Gi-*+i).
*=0
The function f(x, <0, as a function of #, is regular at a, therefore (2.6) where (2.7) are polynomials of ^ with rational number coefficients. We substitute y=g (x, A) into (2. (2.8)
Here we construct a polynomial -FiGO with integer coefficients from by multiplying the L. C. M. of all the denominators of coefficients of /oO). Then we factorize -F 0 (A) within integer coefficients as follows: (2. 9) FoOl)
Next we classify ^iO) Vl , •••,^rO) Vr into classes, one of them consists of (2. 10) where O<&2<"-<&T, and A,-, i=2,"' 9 r, are integers. We call F 0 GO=0 the characteristic equation of (2. 1) and call roots of this equation the characteristic roots of (2. 1).
An algorithm to make the classification of (2. 10) is as follows. Then we can test whether ^C*+£) =^G O holds or not using the k of (2. 12).
Now return to the problem whether we can determine g m so as to satisfy (2.8) or not. If we think the root of <?iGO=0 of (2. 10), as a root of /o 00=0, then from (2.10) we have and all the other / 0 G*+A) are not zero, where 'is zero' means to be divisible by 0>iCO. 
Two algorithms for factorizing a polynomial with integer coefficients.
Kronecker's method ( [2] ) is known as a polynomial factorization algorithm, but here we offer other two methods. 2) Method of indeterminate coefficients. From (3. 1) we obtain the following relations between coefficients of the given polynomial and its factor polynomials. 
PART II
The outline.
In part II, we shall give a detail description of the program to solve our problem given in Section 2. Although this program is written in an assembler language, it is needed for our description to introduce a new algorithmic language by two reasons: (1) Since the original program had three levels, namely the main routine to solve our problem the polynomial and rational function manipulation subroutines the very basic list processing subroutines, it is desired to make clear the structure of editing of lower level routines in the sense of language design. (2) By the effect of (1), it will become easier to understand the programmed algorithm itself.
To describe the basic list processing routine, we shall define in Section 5 an algorithmic language La adding the list type data structures and the simple list processing functions to ALGOL 60. For the polynomial and rational function manipulation subroutines and the main routine, it is needed to add further the functions between structure types to Lex., the resulting algorithmic language is called Lol. However, Lol is still not powerfull enough to simplify the description of the higher level routines, we finally introduce an algorithmic language L& in Section 7, where the conventions of mathematical notions are pursued. In Section 9, finally program of Frobenius algorithm is described.
5.
Let; List structures and operations for our purpose.
1)
In the algorithms explained in section 2 and 3, we may consider integers, and rational functions as basic data, namely, as the operands of various operations. Furthermore we have treated more complex structures, for example /*GO of (2. 8) can be viewed as data of the following form: We call an unshaded rectangular box 'a node', and call a shaded rectangular box 'a head' in Figure 1 . We call a sequence of nodes with a head 'a node sequence', or more precisely 'a fixed length node sequence' in the case of Figure 2 , and 'a chain' in the case of Figure 3 , that is of variable length.
Thus for our formula manipulations, we shall use the following definition-"a list is a node sequence or a chain and each node of which may contain an information or may refer to another head of a node sequence or a chain." (1) EPOINTER contains an address of the right most node of the node sequence. (2) POINTER contains an address of the node which lies just right to the head. (5) TAG contains a code which distinguishes whether corresponding INFORMATION part contains an integer, a letter, or a chain.
(6) TYPE contains a code which distinguishes the type of the node sequence, and in the case of chain TYPE in partitioned to two parts, TYPE 1 and TYPE 2, these are explained later.
First we assume that all available storage locations are bound up to a chain A, the nodes of lists to be constructed are taken from this chain A. Also the heads of constructed chains and node sequences are stored in table T. In La the chain A of available storage, and the area for the table T are considered to be built a priori. There are two built-in pointers pT and pA in La, where pT points the first unused location in T, and pA points the head of the chain A, (Figure 6 and Figure 7 ).
La contains declarer pointer other than the repertories of ALGOL 60 so that a pointer variable p can be declared by 'pointer p' where the variable p will contain an address of a head or a node. When p is used in DEG (/>), TYPE (/>), TAG (/>), EPOINTER (/>), POINTER (/>), and INFORMATION (p~), the meaning is as follows.
If these are in the left hand side of : =, the value of the right hand side is stored to that field of the node or the head pointed by £, and if these are in the right hand side expression, we mean the value contained in that field.
The following is the table of basic subroutines, which can be used to construct or change lists. Pointer p h means it points a head, and pointer p contains any node address or head address, but after head (£), p is converted to p h . For brevity we write HEAD (£) := HEAD ( of this list is refferred by rpol within our system, DEG of the head under a is -1, TYPE of the head of a is chain integer, TYPE of the head under r is ratn, and TAG of a is chain. By the declaration (6.3) pol GO/,*;, two lists are copied from the list of Figure 9 , and are identified with / and g respectively. At the same time two pointers rf, nf pol (#) variable / are generated, and r/, nf coctan the head address of /. Therefore Let system complies 'pol (*)/;' to (6. 4) pointer r/, nf; copy (rpol, r/) ; nf: =rf\.
If we use z:=f.r then La system generates the following object program of La For f.r.n:=w or w: =/. r. d etc, the object program can be obtained similarly.
2) A chain being solely declared or defined within a data structure is compiled to a La program consisting of a head and two pointers, and we can make any list structures from this head using the subroutines of section 4.
Also we note that a chain is considered conceptually as an array whose lower bound is 0 and upper bound is deg 04), where the latter changes dynamically. Only admissible operation for a chain variable A is an assignment statement
A[i\:=E;
where E gives only one node which may point another chain, if *<0 then the node given by E and auxiliary \i\ -1 nodes are inserted at the position just after the head of A, and if £>0, then the node given by E is inserted just after the i-th node of A and note that (i -deg (-4)) auxiliary node are inserted when e>deg (-4). After the insertion, the content of DEG (.4) is adjusted accordingly.
In the following we give the translations of the chain declaration and assignment statement to a chain variable and subscribed chain variable in La' to corresponding La program. [j] etc, however these correspondence cannot be given by operation definitions, because these need a representation of infinite number of types, for example COMP of the above must take the form anytype procedure COMP(#, t); chain anytype, integer i; therefore the object program must be compiled specifically by La compiler.
Moreover assignment statements of a data structure to the other data structure both of which have the same structure type is compiled to a program that each part of the right hand side is assigned to the corresponding part of the left hand side, for example We remark that at the end of a block all pointers are checked whether these are declared within this block or not, and all those pointed node sequences or chains are returned to available chain A by subroutine 'erase'.
Lf.
1) Lp is a language for rational functions. First we notice that the constituents of rational functions are integers, rational numbers, polynomials and rational function themselves, and they are composed into a rational function through formal arithmetic operations. Furthermore, the algorithm, to be programmed, can be described through the processing with respect to these constituents of rational functions and the formal arithmetic operations. Therefore establishing some correspondence between mathematical notations and the editing of lower level subroutined (to manipulate pointers and nodes), we may eliminate all pointers and nodes from the language Z$, so that it becomes easier to read the programs. In fact, all the programs of L& are compiled to Z^'-programs where in the latter programs pointer and node manipulations will appear.
2) For example, the mathematical notation
can be understood as follows:
When we know the meaning of operations in the right hand side, namely, the subroutines corresponding to these operations, then the right hand side specifies how to edit these subroutines to make up the subroutine corresponding to the right hand side itself, and the left hand side indicates the proto-type of the calling sequence for the constructed routine, so that /(3), /(1/2) or /(£(#)) are the actual calling sequences. Here a problem arises, that is, the meaning of operations in the right hand side may differ according to the type of the value actually substituted to x. Therefore before to enter the constructed routine, it is needed to distinguish the type of the value of x. We also note that /(#) itself may be an actual calling sequence with the actual parameter 'letter x' where letter will be explained later.
Urder these consideration we arrive at the concept 'formula type definition' defined as follows: Atypical example of formula type definition and their usage is shown by (7.2). / and g must be used with actual parameter of type integer, ratn, pol(L), or chain integer, the effect of these are a subroutine call of the S(F, M). For example, /(1/3) of (7.2)D is equivalent to S(/, 1/3). However if the type of the actual parameter is letter then the data structure generated by (7. 2)B is the only result of the call. For example (7. 2 
)£ means that (/. Z,, f.A): = (g. L, g. A).
3) Guided by the same idea explained in 2), we have the concept of operation definition. An operation definition has the form of an equation. The right hand side of this equation specifies how to make up the subroutine corresponding to the operation to be defined from the lower level subroutines which correspond to the operations appearing in the right hand side that are already defined before to reach this operation definition. The other operator symbols in the right hand side which are not defined before to reach this operation definitions are considered merely as separator symbols of the data. The left hand side specifies how to write the operation to be defined, namely, all the specification of the calling sequence for the subroutine constructed from the right hand side.
More precisely, in the left hand side, operands of the operator to be defined are preceded by formula type name such as ratn, and enclosed by brackets. An operator symbol in the left hand side is either in an operand or not in any operand. If an operator symbol is in an operand, then it is considered to be a separator symbol, and the identifiers in the operand are considered as the names of the substructures separated by those separator symbols, and the correspondence is given by the formula type of the operand. If an operator symbol is not in any operand, then this operator symbol represents the operation to be defined.
In the right hand side, if a formula type name appears first, it represents the resulting formula type, therefore this subroutine is function type. If no formula type appears then this subroutine is subroutine type. All identifiers of the right hand side must be given in the left hand side, and this is the correspondence between the identifiers of the calling sequence and the formal parameters of the subroutine to be defined. end; comment r is defined at (I)', rad is a identifier generated by compiler;
(See (21) of 8.
3)
The definition of ratp (L) is given at (5) In the following we omit all the procedure bodies, since they are well known. 
Results of computations.
The results are listed up in the following pages. 
