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Abstract. Let n ≥ 2 andΩ be a boundedLipschitz domain inRn. In this article, the authors inves-
tigate global (weighted) estimates for the gradient of solutions to Robin boundary value problems
of second order elliptic equations of divergence form with real-valued, bounded, measurable co-
efficients in Ω. More precisely, let p ∈ (n/(n − 1),∞). Using a real-variable argument, the
authors obtain two necessary and sufficient conditions for W1,p estimates of solutions to Robin
boundary value problems, respectively, in terms of a weak reverse Ho¨lder inequality with expo-
nent p or weighted W1,q estimates of solutions with q ∈ (n/(n − 1), p] and some Muckenhoupt
weights. As applications, the authors establish some global regularity estimates for solutions to
Robin boundary value problems of second order elliptic equations of divergence form with small
BMO coefficients, respectively, on bounded Lipschitz domains, C1 domains or (semi-)convex
domains, in the scale of weighted Lebesgue spaces, via some quite subtle approach which is dif-
ferent from the existing ones and, even when n = 3 in case of boundedC1 domains, also gives an
alternative correct proof of some know result. By this and some technique from harmonic anal-
ysis, the authors further obtain the global regularity estimates, respectively, in Morrey spaces,
(Musielak–)Orlicz spaces and variable Lebesgue spaces.
1 Introduction
The study of regularity estimates in various function spaces for linear or non-linear elliptic
equations (or systems) in non-smooth domains is one of the most interesting and important topics
in partial differential equations (see, for instance, [1, 7, 13, 17, 26, 29, 32, 33, 43, 44] for the linear
case and [2, 3, 10, 18, 19, 21, 51, 52] for the non-linear case). Furthermore, it is well known
that the global regularity estimates for solutions to elliptic boundary problems depend not only
on the structure of equations and the properties of the right-hand side datum and the coefficients
appearing in equations, but also on the smooth property or the geometric property of the boundary
of domains (see, for instance, [1, 7, 16, 21, 29, 33, 44, 48, 51]).
Motivated by [25, 33, 74], in this article, our aim is to study the weighted global regularity
estimates for Robin boundary value problems of second-order elliptic equations of divergence
form with real-valued, bounded, measurable coefficients in bounded Lipschitz domains and their
applications. More precisely, let n ≥ 2, Ω be a bounded Lipschitz domain in Rn and p ∈ (n/(n −
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1),∞). Using a real-variable argument, we obtain two necessary and sufficient conditions forW1,p
estimates of solutions to Robin boundary value problems, respectively, in terms of a weak reverse
Ho¨lder inequality with exponent p or weighted W1,q estimates of solutions with q ∈ (n/(n − 1), p]
and some Muckenhoupt weights. As applications, we establish some global regularity estimates
for solutions to Robin boundary value problems of second-order elliptic equations of divergence
form with small BMO coefficients on bounded Lipschitz domains, C1 domains or (semi-)convex
domains, in the scale of weighted Lebesgue spaces. Applying those weighted global estimates
and some technique from harmonic analysis, such as properties of Muckenhoupt weights and the
extrapolation theorem, we further obtain the global regularity estimates, respectively, in Morrey
spaces, (Musielak–)Orlicz spaces and variable Lebesgue spaces. We point out that, in cases of
bounded C1 domains or (semi-)convex domains, the approach used in this article to obtain the
global weighted regularity estimates is different from that used in [1, 4, 34, 74], which is quite
subtle and, even when n = 3 in case of bounded C1 domains, also gives an alternative correct
proof of [4, Theorem 1.1] (see Remark 1.12 below for the details).
To describe the main results of this article, we first recall the notions of the Muckenhoupt weight
class and the reverse Ho¨lder class (see, for instance, [6, 22, 39, 67]).
Definition 1.1. Let q ∈ [1,∞). A non-negative and locally integrable function ω on Rn is said to
belong to the Muckenhoupt weight class Aq(R
n), denoted by ω ∈ Aq(Rn), if, when q ∈ (1,∞),
[ω]Aq(Rn) := sup
B⊂Rn
[
1
|B|
∫
B
ω(x) dx
] {
1
|B|
∫
B
[ω(x)]
− 1
q−1 dx
}q−1
< ∞
or
[ω]A1(Rn) := sup
B⊂Rn
[
1
|B|
∫
B
ω(x) dx
]  ess supy∈B [ω(y)]−1
 < ∞,
where the suprema are taken over all balls B ⊂ Rn.
Let r ∈ (1,∞]. A non-negative and locally integrable function ω on Rn is said to belong to the
reverse Ho¨lder class RHr(R
n), denoted by ω ∈ RHr(Rn), if, when r ∈ (1,∞),
[ω]RHr(Rn) := sup
B⊂Rn
{
1
|B|
∫
B
[ω(x)]r dx
} 1
r
[
1
|B|
∫
B
ω(x) dx
]−1
< ∞
or
[ω]RH∞(Rn) := sup
B⊂Rn
 ess sup
y∈B
ω(y)

[
1
|B|
∫
B
ω(x) dx
]−1
< ∞,
where the suprema are taken over all balls B ⊂ Rn.
Let n ≥ 2 and Ω be a bounded Lipschitz domain in Rn. Assume that p ∈ [1,∞) and ω ∈ Aq(Rn)
with some q ∈ [1,∞). Recall that the weighted Lebesgue space Lpω(Ω) is defined by setting
L
p
ω(Ω) :=
 f is measurable on Ω : ‖ f ‖Lpω(Ω) :=
[∫
Ω
| f (x)|pω(x) dx
] 1
p
< ∞
 .(1.1)
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Moreover, let
(1.2) L
p
ω(Ω;R
n) :=
{
f := ( f1, . . . , fn) : for any i ∈ {1, . . . , n}, fi ∈ Lpω(Ω)
}
and
‖f‖Lpω(Ω;Rn) :=
n∑
i=1
‖ fi‖Lpω(Ω).
Denote by W
1,p
ω (Ω) the weighted Sobolev space on Ω equipped with the norm
‖ f ‖
W
1,p
ω (Ω)
:= ‖ f ‖Lpω(Ω) + ‖∇ f ‖Lpω(Ω;Rn),
where ∇ f denotes the distributional gradient of f . Furthermore, W1,p
0, ω
(Ω) stands for the closure
of C∞c (Ω) in W
1,p
ω (Ω), where C
∞
c (Ω) denotes the set of all infinitely differentiable functions on Ω
with compact supports contained in Ω. In particular, when ω ≡ 1, the weighted spaces Lpω(Ω) and
W
1,p
ω (Ω) are denoted simply, respectively, by L
p(Ω) and W1,p(Ω), which are just, respectively, the
classical Lebesgue space and the classical Sobolev space.
For any given x ∈ Rn, let A(x) := {ai j(x)}ni, j=1 denote an n × n matrix with real-valued, bounded
and measurable entries. Then A is said to satisfy the uniform ellipticity condition if there exists a
positive constant µ0 ∈ (0, 1] such that, for any x := (x1, . . . , xn), ξ := (ξ1, . . . , ξn) ∈ Rn,
(1.3) µ0|ξ|2 ≤
n∑
i, j=1
ai j(x)ξiξ j ≤ µ−10 |ξ|2.
Throughout this article, we always assume that the matrix A is real-valued, bounded and measur-
able, and satisfies the uniform ellipticity condition (1.3).
Denote by ν := (ν1, . . . , νn) the outward unit normal to ∂Ω, the boundary of Ω. Throughout
this article, we always assume that
(1.4) 0 ≤ α ∈ L∞(∂Ω) and α . 0 on ∂Ω.
For any given p ∈ (1,∞), let
(1.5) p∗ :=

np
n + p
when p ∈ (n/(n − 1),∞),
1 + ǫ when p ∈ (1, n/(n − 1)],
where ǫ ∈ (0,∞) is an arbitrary given constant. Assume that p ∈ (1,∞), f ∈ Lp(Ω;Rn), F ∈ Lp∗(Ω)
and g ∈ W−1/p,p(∂Ω), whereW−1/p,p(∂Ω) denotes the dual space of the Sobolev spaceW1/p,p′(∂Ω)
on ∂Ω. Here and thereafter, for any given p ∈ [1,∞], p′ ∈ [1,∞] denotes the conjugate number
of p, namely, 1/p + 1/p′ = 1. Then a function u is called a weak solution of the following Robin
boundary value problem
(1.6)

−div(A∇u) = div(f) + F in Ω,
∂u
∂ν
+ αu = f · ν + g on ∂Ω,
(R)p
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where ∂u
∂ν
:= (A∇u) · ν denotes the conormal derivative of u on ∂Ω, if u ∈ W1,p(Ω) and, for any
ϕ ∈ C∞(Rn) (the set of all infinitely differentiable functions on Rn),∫
Ω
A(x)∇u(x) · ∇ϕ(x) dx +
∫
∂Ω
α(x)u(x)ϕ(x) dσ(x)(1.7)
= −
∫
Ω
f(x) · ∇ϕ(x) dx +
∫
Ω
F(x)ϕ(x) dx + 〈g, ϕ〉∂Ω.
Here and thereafter, 〈·, ·〉∂Ω denotes the duality between W−1/p,p(∂Ω) and W1/p,p′(∂Ω). Moreover,
the Robin problem (R)p is said to be uniquely solvable if, for any f ∈ Lp(Ω;Rn), F ∈ Lp∗(Ω) and
g ∈ W−1/p,p(∂Ω), there exists a unique u ∈ W1,p(Ω) such that (1.7) holds true. It is worth pointing
out that the Robin boundary condition naturally arises in the heat conduction problem as well as
in physical geodesy (see, for instance, [45, 59]).
Furthermore, let p ∈ (1,∞), ω ∈ Aq(Rn) with some q ∈ [1, p], f ∈ Lpω(Ω;Rn) and F ∈ Lp∗ωp∗/p(Ω).
A function u is called a weak solution of the following weighted Robin boundary value problem
(1.8)

−div(A∇u) = div(f) + F in Ω,
∂u
∂ν
+ αu = f · ν on ∂Ω,
(R)p, ω
if u ∈ W1,pω (Ω) and, for any ϕ ∈ C∞(Rn), (1.7) holds true with g ≡ 0. The weighted Robin
boundary value problem (R)p, ω is said to be uniquely solvable if, for any f ∈ Lpω(Ω;Rn) and
F ∈ Lp∗
ωp∗/p(Ω), there exists a unique u ∈ W
1,p
ω (Ω) such that (1.7) holds true with g ≡ 0. In
particular, if α ≡ 0 in (1.6) and (1.8), then the Robin problem (R)p and the weighted Robin
problem (R)p, ω are, respectively, the Neumann problem (N)p and the weighted Neumann problem
(N)p, ω (see, for instance, [33, 34, 74]). The Neumann problem (N)p is said to be uniquely solvable
if, for any f ∈ Lp(Ω,Rn), F ∈ Lp∗(Ω) and g ∈ W−1/p,p(∂Ω) satisfying the compatibility condition∫
Ω
F(x) dx = 〈g, 1〉∂Ω,
there exists a u ∈ W1,p(Ω), unique up to constants, such that (1.7) holds true. Furthermore, the
weighted Neumann boundary value problem (N)p, ω is said to be uniquely solvable if, for any
F ∈ Lp∗
ωp
∗/p(Ω) satisfying
∫
Ω
F(x) dx = 0 and f ∈ Lpω(Ω;Rn), there exists a u ∈ W1,pω (Ω), unique up
to constants, such that (1.7) holds true.
Moreover, a function u is called a weak solution of the following weighted Dirichlet boundary
value problem
(1.9)
−div(A∇u) = div(f) + F in Ω,u = 0 on ∂Ω, (D)p, ω
if u ∈ W1,p
0, ω
(Ω) and (1.7) with g ≡ 0 holds true for any ϕ ∈ C∞c (Ω). In particular, when ω ≡ 1,
the weighted Dirichlet problem (D)p, ω is just the Dirichlet problem (D)p. The weighted Dirichlet
problem (D)p, ω is said to be uniquely solvable if, for any F ∈ Lp∗ωp∗/p(Ω) and f ∈ L
p
ω(Ω;R
n), there
exists a unique u ∈ W1,p
0, ω
(Ω) such that (1.7) with g ≡ 0 holds true for any ϕ ∈ C∞c (Ω).
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Remark 1.2. Let n ≥ 2 andΩ ⊂ Rn be a bounded Lipschitz domain. By the Lax–Milgram theorem
(see, for instance, [38, Theorem 5.8]) and the Sobolev embedding theorem (see, for instance, [38,
Thoerem 7.26] and [57, Section 2.3.4, Theorem 3.4]), we know that the Dirichlet problem (D)2 and
the Neumann problem (N)2 are uniquely solvable. Furthermore, by the Lax–Milgram theorem, the
Friedrichs inequality (see, for instance, [57, Section 1.1.8, Theorem 1.9] and [50, Theorem 6.1])
and the Sobolev embedding theorem, we find that the Robin problem (R)2 is uniquely solvable.
We point out that the conditions that α ≥ 0 and α . 0 on ∂Ω is necessary for the unique solvability
of the Robin problem (R)2 (see, for instance, [50, p. 97] for a counterexample).
Moreover, via an example given by Meyers [53, Section 5] (see also [17, p. 1285]), we conclude
that, for a general p ∈ (1,∞) with p , 2, the Dirichlet problem (D)p, the Neumann problem (N)p
and the Robin problem (R)p may not be uniquely solvable, even when the domain Ω and the
coefficient matrix A are smooth.
Let n ≥ 2 and Ω ⊂ Rn be a bounded Lipschitz domain. Assume that the matrix A satisfies
the (δ,R)-BMO condition (see Definition 1.5 below) or A belongs to the space VMO(Rn) (see, for
instance, [63]). The main aim of this article is to obtain the following Caldero´n–Zygmund type
estimates
(1.10) ‖u‖W1,p(Ω) ≤ C
[
‖f‖Lp(Ω;Rn) + ‖F‖Lp∗ (Ω) + ‖g‖W−1/p,p(∂Ω)
]
for the Robin problem (1.6), the following weighted Caldero´n–Zygmund type estimates
(1.11) ‖u‖
W
1,p
ω (Ω)
≤ C
[
‖f‖Lpω(Ω;Rn) + ‖F‖Lp∗
ωp∗/p (Ω)
]
for the weighted Robin problem (1.8), and then give some applications, where C is a positive
constant independent of u, f, F and g.
Now we recall some known results for (weighted) Caldero´n–Zygmund type estimates, respec-
tively, to the (weighted) Dirichlet problem, the (weighted) Neumann problem and the (weighted)
Robin problem.
For the Dirichlet problem (D)p, the estimate (1.10) with F ≡ 0, g ≡ 0 and p ∈ (1,∞) was
obtained in [26], under the assumptions that A ∈ VMO(Rn) and ∂Ω ∈ C1,1, which was then
weakened to ∂Ω ∈ C1 in [7]. Furthermore, for the Dirichlet problem (D)p, the estimate (1.10) with
F ≡ 0, g ≡ 0 and p ∈ (1,∞) was established in [13, 17], under the assumptions that A satisfies
the (δ,R)-BMO condition for sufficiently small δ ∈ (0,∞), and Ω is a bounded Lipschitz domain
with small Lipschitz constant or a bounded Reifenberg flat domain (see, for instance, [62, 69]).
Moreover, for the Dirichlet problem (D)p with partial small BMO coefficients, the estimate (1.10)
with g ≡ 0 and p ∈ (1,∞) was systematically studied in [29, 48], under the assumption that Ω is
a bounded Lipschitz domain with small Lipschitz constant. For the Dirichlet problem (D)p in a
general Lipschitz domain Ω, it was proved in [66] that, if A is symmetric and A ∈ VMO(Rn), then
(1.10) with F ≡ 0 and g ≡ 0 holds true for any p ∈ (3
2
− ε, 3 + ε) when n ≥ 3, or p ∈ (4
3
− ε, 4 + ε)
when n = 2, where ε ∈ (0,∞) is a positive constant depending only on the Lipschitz constant of
Ω and n. It is worth pointing out that, when A := I (the identity matrix) in (1.9), the range of p
obtained in [66] is even sharp for general Lipschitz domains (see, for instance, [44]). Moreover,
for the weighted Dirichlet problem (D)p, ω with partial small BMO coefficients, (1.7) with F ≡ 0,
p ∈ (2,∞) and ω ∈ Ap/2(Rn) was obtained in [15] under the assumption that Ω is a bounded
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Reifenberg flat domain. For the problem (D)p, ω with symmetric and small BMO coefficients,
(1.11) with F ≡ 0, p ∈ (1,∞) and ω ∈ Ap(Rn) was established in [1] under the assumption that Ω
is a bounded Lipschitz domain with small Lipschitz constant.
For the Neumann problem (N)p, the estimate (1.10) with F ≡ 0, g ≡ 0 and p ∈ (1,∞) was
obtained in [7], under the assumptions that A ∈ VMO(Rn) and ∂Ω ∈ C1. Moreover, when A
has the small BMO coefficients and Ω is a bounded Reifenberg flat domain, or A has partial small
BMO coefficients andΩ is a bounded Lipschitz domain with small Lipschitz constant, the estimate
(1.10) with g ≡ 0 and p ∈ (1,∞) was established, respectively, in [16] and [29] for the Neumann
problem (N)p. Furthermore, for the Neumann problem (N)p on a general Lipschitz domain, it
was proved in [33, 34] that, if A is symmetric and A ∈ VMO(Rn), then (1.10) holds true for
any p ∈ (3
2
− ε, 3 + ε) when n ≥ 3, or p ∈ (4
3
− ε, 4 + ε) when n = 2, where ε ∈ (0,∞) is a
positive constant depending only on the Lipschitz constant of Ω and n. We point out that, when
A := I in the Neumann problem (N)p, the range of p obtained in [33, 34] is even sharp for general
Lipschitz domains (see, for instance, [32]). In particular, if A is symmetric, A ∈ VMO(Rn) and Ω
is convex, it was proved in [34] that (1.10) with F ≡ 0 holds true for the Neumann problem (N)p
with any given p ∈ (1,∞). Moreover, for any given p ∈ (1,∞) and ω ∈ Ap(Rn), the weighted
estimate (1.11), with ‖F‖Lp∗
ωp∗/p (Ω)
replaced by ‖F‖Lpω(Ω), was established in [74] for the weighted
Neumann problem (N)p, ω when Ω is a bounded (semi-)convex domain. Furthermore, for the
weighted Neumann problem (N)p, ω on a general Lipschitz domain, if p ∈ (32 − ε, 3 + ε) when
n ≥ 3, or p ∈ (4
3
− ε, 4 + ε) when n = 2, and ω ∈ Ap/( 32−ε)(R
n) ∩ RH( 3+ε
p
)′(R
n) when n ≥ 3, or
ω ∈ Ap/( 43−ε)(R
n) ∩ RH( 4+ε
p
)′(R
n) when n = 2, the estimate (1.11) with ‖F‖Lp∗
ωp∗/p (Ω)
replaced by
‖F‖Lpω(Ω) is a simple corollary of [33, Theorem 1.2] and [74, Theorem 1.2], where ε ∈ (0,∞) is a
positive constant depending only on the Lipschitz constant of Ω and n.
For C1 domains, Lipschitz domains, Reifenberg flat domains and (semi-)convex domains men-
tioned as above, we have the following relations. It is known that C1 domains are Lipschitz
domains with small Lipschitz constants, Lipschitz domains with small Lipschitz constants are
Reifenberg flat domains and hence C1 domains are Reifenberg flat domains, but general Lipschitz
domains may not be Reifenberg flat domains. Moreover, (semi-)convex domains are Lipschitz
domains, but may not be C1 domains, Lipschitz domains with small Lipschitz constants or Reifen-
berg flat domains. Furthermore, convex domains are semi-convex domains (see [74, Remark 1.10]
or Remarks 1.10(iv) below).
For the Robin problem (1.6), the general well-posedness of solutions was studied in [25]. More-
over, when Ω ⊂ Rn (n ≥ 3) is a bounded Lipschitz domain, the regularity theory for the Robin
problem (1.6) with f ≡ 0 and A := I was investigated in [49] via the layer potential method.
Recently, for the Robin problem (R)p on a general Lipschitz domain Ω ⊂ Rn (n ≥ 3), when A is
symmetric and A ∈ VMO(Rn), the global regularity estimate (1.10) was established in [36] for any
given p ∈ (3
2
− ε, 3 + ε), where ε ∈ (0,∞) is a positive constant depending only on the Lipschitz
constant of Ω and n. Moreover, for the Robin problem (R)p on a bounded C
1 domain Ω ⊂ R3,
when A is symmetric and A ∈ VMO(R3), the estimate (1.10) was obtained in [4] for any given
p ∈ (1,∞). By the way, we point out that Ho¨lder regularity estimates for the Robin problem (1.6)
in bounded Lipschitz domains were studied in [58].
Now we give the main results of this article as follows. In what follows, for any x ∈ Rn and
r ∈ (0,∞), we always let B(x, r) := {y ∈ Rn : |y − x| < r}.
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Theorem 1.3. Let n ≥ 2, Ω ⊂ Rn be a bounded Lipschitz domain, p0 ∈ (n/(n− 1),∞), p ∈ (p0,∞)
and α be as in (1.4). Assume that the matrix A is real-valued, symmetric, bounded and measurable,
and satisfies (1.3), and the weak solution u of the Robin problem (R)p0 with f ∈ Lp0 (Ω;Rn),
F ∈ L(p0)∗(Ω) and g ≡ 0 exists and satisfies
(1.12) ‖u‖W1,p0 (Ω) ≤ C
[
‖f‖Lp0 (Ω;Rn) + ‖F‖L(p0)∗ (Ω)
]
,
where (p0)∗ is as in (1.5) with p replaced by p0 and C is a positive constant depending only on n,
p0, µ0, ‖α‖L∞(∂Ω) and the Lipschitz constant ofΩ. Then the following three statements are mutually
equivalent.
(i) A weak solution u ∈ W1,p0(Ω) of the Robin problem (R)p with f ∈ Lp(Ω;Rn), F ∈ Lp∗(Ω)
and g ≡ 0 exists, where p∗ is as in (1.5), and, moreover, u ∈ W1,p(Ω) and there exists a
positive constant C, depending only on n, p, µ0, ‖α‖L∞(∂Ω) and the Lipschitz constant of Ω,
such that
(1.13) ‖u‖W1,p(Ω) ≤ C
[‖f‖Lp(Ω;Rn) + ‖F‖Lp∗ (Ω)] .
(ii) There exist positive constants C0 ∈ (0,∞) and r0 ∈ (0, diam(Ω)) such that, for any ball
B(x0, r) having the property that r ∈ (0, r0/4) and either x0 ∈ ∂Ω or B(x0, 2r) ⊂ Ω, the weak
reverse Ho¨lder inequality
{
1
rn
∫
B(x0,r)∩Ω
[|v(x)| + |∇v(x)|]p dx
} 1
p
(1.14)
≤ C0
{
1
rn
∫
B(x0,2r)∩Ω
[|v(x)| + |∇v(x)|]p0 dx
} 1
p0
holds true for any function v ∈ W1,p0(B(x0, 2r)∩Ω) satisfying div(A∇v) = 0 in B(x0, 2r)∩Ω
and ∂v
∂ν
+ αv = 0 on B(x0, 2r)∩ ∂Ω when x0 ∈ ∂Ω, where diam(Ω) := sup{|y− z| : y, z ∈ Ω}.
(iii) Let q ∈ [p0, p], q0 ∈ [1, qp0 ], r0 ∈ [(
p
q
)′,∞] and ω ∈ Aq0(Rn) ∩ RHr0(Rn). A weak solution u
of the weighted Robin problem (R)q, ω with f ∈ Lqω(Ω;Rn) and F ∈ Lq∗ωq∗/q(Ω), where q∗ is as
in (1.5) with p replaced by q, exists and, moreover, u ∈ W1,qω (Ω) and there exists a positive
constant C, depending only on n, µ0, p, q, [ω]Aq0 (R
n), [ω]RHr0 (R
n), ‖α‖L∞(∂Ω) and the Lipschitz
constant of Ω, such that
(1.15) ‖u‖
W
1,q
ω (Ω)
≤ C
[
‖f‖Lqω(Ω;Rn) + ‖F‖Lq∗
ωq∗/q (Ω)
]
.
Remark 1.4. (a) The assumption p0 > n/(n − 1) in Theorem 1.3 is to guarantee 1/(p0)∗ =
1/p0 + 1/n, which is necessary in the proof of Theorem 1.3. Moreover, by the proof of
Theorem 1.3, we know that, if F ≡ 0 in (i) and (iii) of Theorem 1.3, the condition p0 ∈
(n/(n − 1),∞) can be weaken to p0 ∈ (1,∞) for that Theorem 1.3(ii) implies (i) and (iii) of
Theorem 1.3.
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(b) If replacing the assumption p0 ∈ (n/(n−1),∞) by p0 ∈ (1,∞) in Theorem 1.3, then Theorem
1.3(ii) implies the following conclusion.
(iv) Let q ∈ [p0, p], q0 ∈ [1, qp0 ], r0 ∈ [(
p
q
)′,∞] and ω ∈ Aq0 (Rn) ∩ RHr0(Rn). A weak so-
lution u of the weighted Robin problem (R)q, ω with f ∈ Lqω(Ω;Rn) and F ∈ Lq0ωq0/q(Ω),
where q0 ∈ (1,∞) is given by 1/q0 = 1/q + 1/(p0)∗ − 1/p0, exists and, moreover,
u ∈ W1,qω (Ω) and there exists a positive constant C, depending only on n, µ0, p, q,
[ω]Aq0 (R
n), [ω]RHr0 (R
n), ‖α‖L∞(∂Ω) and the Lipschitz constant of Ω, such that
‖u‖
W
1,q
ω (Ω)
≤ C
[
‖f‖Lqω(Ω;Rn) + ‖F‖Lq0
ωq0/q
(Ω)
]
.
Theorem 1.3 is proved by using a weighted real-variable argument obtained in Theorem 3.1
below, the linear structure of the Robin boundary value problem, the Sobolev embedding theorem
and properties of the Muckenhoupt weight class and the reverse Ho¨lder class. The weighted real-
variable argument, established in Theorem 3.1 below, is inspired by [19, 65, 70] and indeed a
natural generalization of the off-diagonal case in [65, Theorem 3.4] and [33, Theorems 2.1 and
2.2] (see also [34, 64, 66]). We also point out that a similar (weighted) real-variable argument
with the different motivation was used in [5, 6].
Denote by L1
loc
(Rn) the set of all locally integrable functions on Rn. To establish the (weighted)
global regularity estimates for solutions to Robin boundary problems on bounded Lipschitz do-
mains via using Theorem 1.3, we need to recall notions of the (δ,R)-BMO condition and the space
VMO(Rn) as follows (see, for instance, [16, 17, 63]).
Definition 1.5. Let R, δ ∈ (0,∞).
(i) A function f ∈ L1
loc
(Rn) is said to satisfy the (δ,R)-BMO condition if
(1.16) ‖ f ‖∗, R := sup
r∈(0,R)
sup
x∈Rn
1
|B(x, r)|
∫
B(x,r)
| f (y) − fB(x,r)| dy ≤ δ,
where the suprema are taken, respectively, over all r ∈ (0,R) and x ∈ Rn, and
fB(x,r) :=
1
|B(x, r)|
∫
B(x,r)
f (y) dy.
Furthermore, f is said to belong to the space VMO(Rn) if f satisfies the (δ,R)-BMO condi-
tion for some δ, R ∈ (0,∞) and
lim
r→0+
sup
x∈Rn
1
|B(x, r)|
∫
B(x,r)
| f (y) − fB(x,r)| dy = 0,
where r → 0+ means r ∈ (0,∞) and r → 0.
(ii) A matrix A := {ai j}ni, j=1 is said to satisfy the (δ,R)-BMO condition [resp., A ∈ VMO(Rn)] if,
for any i, j ∈ {1, . . . , n}, ai j satisfies the (δ,R)-BMO condition [resp., ai j ∈ VMO(Rn)].
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Remark 1.6. A function f ∈ L1
loc
(Rn) is said to belong to the space BMO(Rn) (the space of
bounded mean oscillation), denoted by f ∈ BMO(Rn), if ‖ f ‖BMO(Rn) := ‖ f ‖∗,∞ < ∞, where
‖ f ‖∗,∞ is as in (1.16). Similarly, a matrix A := {ai j}ni, j=1 is said to belong to the space BMO(Rn),
denoted by A ∈ BMO(Rn), if, for any i, j ∈ {1, . . . , n}, ai j ∈ BMO(Rn).
Let δ ∈ (0,∞). If f ∈ BMO(Rn) and ‖ f ‖BMO(Rn) ≤ δ, then f satisfies the (δ,R)-BMO condition
for any R ∈ (0,∞). Moreover, if f ∈ VMO(Rn), then f satisfies the (γ,R)-BMO condition for any
γ ∈ (0,∞) and some R ∈ (0,∞).
Theorem 1.7. Let n ≥ 3, Ω ⊂ Rn be a bounded Lipschitz domain and α ∈ L∞(∂Ω) as in (1.4).
Assume that the matrix A is real-valued, symmetric, bounded and measurable, and satisfies (1.3).
(i) Then there exist positive constants ε0, δ0 ∈ (0,∞), depending only on n and the Lipschitz
constant of Ω, such that, for any given p ∈ ((3 + ε0)′, 3 + ε0), if A satisfies the (δ,R)-BMO
condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then the Robin problem
(R)p with f ∈ Lp(Ω;Rn), F ∈ Lp∗(Ω) and g ∈ W−1/p,p(∂Ω) is uniquely solvable and there
exists a positive constant C, depending only on n, p, ‖α‖L∞(∂Ω) and the Lipschitz constant of
Ω, such that, for any weak solution u, u ∈ W1,p(Ω) and
(1.17) ‖u‖W1,p(Ω) ≤ C
[
‖f‖Lp(Ω;Rn) + ‖F‖Lp∗ (Ω) + ‖g‖W−1/p,p(∂Ω)
]
,
where p∗ is as in (1.5).
(ii) Let ε0 be as in (i) and p˜0 := max{ nn−1 , (3+ ε0)′}. For any given p ∈ (p˜0, 3+ ε0) and any ω ∈
A p
p˜0
(Rn)∩RH
(
3+ε0
p
)′(R
n), there exists a positive constant δ0 ∈ (0,∞), depending only on n, p,
the Lipschitz constant of Ω, [ω]A p
p˜0
(Rn) and [ω]RH
(
3+ε0
p )
′ (R
n), such that, if A satisfies the (δ,R)-
BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then the weighted
Robin problem (R)p, ω with f ∈ Lpω(Ω;Rn) and F ∈ Lp∗ωp∗/p(Ω) is uniquely solvable and there
exists a positive constant C, depending only on n, p, ‖α‖L∞(∂Ω), [ω]A p
p˜0
(Rn), [ω]RH
(
3+ε0
p )
′ (R
n)
and the Lipschitz constant of Ω, such that, for any weak solution u, u ∈ W1,pω (Ω) and
(1.18) ‖u‖
W
1,p
ω (Ω)
≤ C
[
‖f‖Lpω(Ω;Rn) + ‖F‖Lp∗
ωp∗/p (Ω)
]
.
We show Theorem 1.7 via using Theorem 1.3 and a weak reverse Ho¨lder inequality for the
local Robin problem, which is as in Theorem 1.3(i) and was obtained in [36].
Remark 1.8. LetΩ, α and A be as in Theorem 1.7. If F ≡ 0 in Theorem 1.7(ii), via using Theorem
1.3, Remark 1.4(a) and Theorem 1.7(i), we find that (1.18) holds true without the restriction p >
n/(n − 1). More precisely, assume that p ∈ ((3 + ε0)′, 3 + ε0) and ω ∈ A p
(3+ε0)
′ (R
n) ∩ RH
(
3+ε0
p
)′(R
n),
where ε0 is as in Theorem 1.7(i). Then there exists a positive constant δ0 ∈ (0,∞), depending only
on n, p, the Lipschitz constant of Ω, [ω]A p
(3+ε0)
′ (R
n) and [ω]RH
(
3+ε0
p )
′ (R
n), such that, if A satisfies the
(δ,R)-BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then the weighted
Robin problem (R)p, ω with f ∈ Lpω(Ω;Rn) and F ≡ 0 is uniquely solvable and there exists a positive
constant C, depending only on n, p, ‖α‖L∞(∂Ω), [ω]A p
(3+ε0)
′ (R
n), [ω]RH
(
3+ε0
p )
′ (R
n) and the Lipschitz
constant of Ω, such that, for any weak solution u, u ∈ W1,pω (Ω) and
(1.19) ‖u‖
W
1,p
ω (Ω)
≤ C‖f‖Lpω(Ω;Rn).
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To describe the (weighted) global regularity estimates for the Robin problems on (semi-)convex
domains, we recall the notion of semi-convex domains as follows.
Definition 1.9. (i) Let O be an open set in Rn. The collection of semi-convex functions on O is
defined to be the set of all continuous functions u : O → R having the property that there
exists a positive constant C such that, for any x, h ∈ Rn with the ball B(x, |h|) ⊂ O,
2u(x) − u(x + h) − u(x − h) ≤ C|h|2.
The minimal positive constant C as above is referred as the semi-convexity constant of u.
(ii) A non-empty, proper open subset Ω of Rn is said to be semi-convex provided that there exist
constants c, d ∈ (0,∞) such that, for every x0 ∈ ∂Ω, there exist an (n−1)-dimensional affine
variety H ⊂ Rn passing through x0, a choice N of the unit normal to H, and an open set
C := {x˜ + tN : x˜ ∈ H, |x˜ − x0| < c, |t| < d}
(which is called a coordinate cylinder near x0 with axis along N) satisfying, for some semi-
convex function ϕ : H → R,
C ∩ Ω = C ∩ {x˜ + tN : x˜ ∈ H, t > ϕ(x˜)},
C ∩ ∂Ω = C ∩ {x˜ + tN : x˜ ∈ H, t = ϕ(x˜)},
C ∩ Ω∁ = C ∩ {x˜ + tN : x˜ ∈ H, t < ϕ(x˜)},
ϕ(x0) = 0 and |ϕ(x˜)| < d/2 if |x˜ − x0| ≤ c,
where Ω and Ω
∁
respectively denote the closure of Ω in Rn and the complementary set of Ω
in Rn.
Remark 1.10. (i) A set E ⊂ Rn is said to satisfy an exterior ball condition at x ∈ ∂E if there
exist v ∈ S n−1 and r ∈ (0,∞) such that
(1.20) B(x + rv, r) ⊂ (Rn \ E),
where S n−1 denotes the unit sphere of Rn. For such an x ∈ ∂E, let
r(x) := sup
{
r ∈ (0,∞) : (1.20) holds true for some v ∈ S n−1
}
.
A set E is said to satisfy a uniform exterior ball condition (for short, UEBC) with radius
r ∈ (0,∞] if
(1.21) inf
x∈∂E
r(x) ≥ r,
and the value r in (1.21) is referred to the UEBC constant. A set E is said to satisfy a UEBC
if there exists r ∈ (0,∞] such that E satisfies the uniform exterior ball condition with radius
r. Moreover, the largest positive constant r as above is called the uniform ball constant of
E.
It is well known that, for any open set Ω ⊂ Rn with compact boundary, Ω is a Lipschitz
domain satisfying a UEBC if and only if Ω is a semi-convex domain in Rn (see, for instance,
[54, Theorem 2.5] or [55, Theorem 3.9]).
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(ii) It is worth pointing out that, if Ω ⊂ Rn is convex, then Ω satisfies a UEBC with the uniform
ball constant ∞ (see, for instance, [30]). Thus, convex domains in Rn are Lipschitz domains
satisfying a UEBC and hence convex domains in Rn are semi-convex domains (see, for
instance, [54, 55, 72, 73]).
(iii) Let n ≥ 2, δ ∈ (0, 1) and R0 ∈ (0,∞). A domain Ω ⊂ Rn is called a (δ,R0)-Reifenberg flat
domain if, for any x0 ∈ ∂Ω and r ∈ (0,R0], there exists a system of coordinates, {y1, . . . , yn},
which may depend on x0 and r, such that, in this coordinate system, x0 = 0n and
(1.22) B(0n, r) ∩ {y ∈ Rn : yn > δr} ⊂ B(0n, r) ∩ Ω ⊂ B(0n, r) ∩ {y ∈ Rn : yn > −δr},
where 0n denotes the origin of R
n. The Reifenberg flat domain was introduced by Reifen-
berg [62], which naturally appears in the theory of minimal surfaces and free boundary
problems. In recent years, boundary value problems of elliptic or parabolic equations
on Reifenberg flat domains have been widely concerned and studied (see, for instance,
[9, 10, 11, 12, 14, 16, 17, 18, 51, 52]).
(iv) On Reifenberg flat domains, Lipschitz domains, and (semi-)convex domains, we have the
following relations. Lipschitz domains with small Lipschitz constants are Reifenberg flat
domains, but generally Lipschitz domains may not be Reifenberg flat domains (see, for
instance, [69]). (Semi-)convex domains are Lipschitz domains, but may not be Lipschitz
domains with small Lipschitz constants or Reifenberg flat domains. For instance, let Ω :=
{(x1, x2) ∈ R2 : 1 > x2 > |x1|}. It is easy to see that Ω ⊂ R2 is a bounded convex domain.
However, at the points on ∂Ω near the vertexes ofΩ, (1.22) does not hold true. Thus,Ω is not
a Reifenberg flat domain and hence not a Lipschitz domain with small Lipschitz constant.
Using Theorem 1.3 and a weak reverse Ho¨lder inequality for the non-tangential maximal func-
tion of the gradient of the solution of the Robin problem of the local Laplace equation established
in [73, Theorems 1.2 and 3.2], we obtain the following (weighted) global W1, p estimates for the
Robin problems (1.6) and (1.8) on bounded C1 or (semi-)convex domains.
Theorem 1.11. Let n ≥ 3, Ω ⊂ Rn be a bounded C1 or (semi-)convex domain, p ∈ (1,∞),
ω ∈ Ap(Rn), and α ∈ L∞(∂Ω) satisfy α ≥ α0, where α0 ∈ (0,∞) is a constant. Assume that the
matrix A is real-valued, symmetric, bounded and measurable, and satisfies (1.3).
(i) Then there exists a positive constant δ0 ∈ (0,∞), depending only on n, p and Ω, such that, if
A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn),
then the Robin problem (R)p with f ∈ Lp(Ω;Rn), F ∈ Lp∗(Ω) and g ∈ W−1/p,p(∂Ω) is
uniquely solvable and there exists a positive constant C, depending only on n, p and Ω,
such that, for any weak solution u of the Robin problem (R)p, u ∈ W1,p(Ω) and
(1.23) ‖u‖W1,p(Ω) ≤ C
[
‖f‖Lp(Ω;Rn) + ‖F‖Lp∗ (Ω) + ‖g‖W−1/p,p(∂Ω)
]
,
where p∗ is as in (1.5).
(ii) Let
q :=
np
n + p − 1 and a :=
n − 1
n + p − 1 .
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Then there exists a positive constant δ0 ∈ (0,∞), depending only on n, p, Ω and [ω]Ap(Rn),
such that, if A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or
A ∈ VMO(Rn), then the weighted Robin problem (R)p, ω with f ∈ Lpω(Ω;Rn) and F ∈ Lqωa(Ω)
is uniquely solvable and there exists a positive constant C, depending only on n, p, [ω]Ap(Rn)
and Ω, such that, for any weak solution u, u ∈ W1,pω (Ω) and
(1.24) ‖u‖
W
1,p
ω (Ω)
≤ C
[
‖f‖Lpω(Ω;Rn) + ‖F‖Lqωa (Ω)
]
.
(iii) Assume further that p ∈ (n/(n−1),∞) and ω ∈ A1(Rn). Then there exists a positive constant
δ0 ∈ (0,∞), depending only on n, p, Ω and [ω]A1(Rn), such that, if A satisfies the (δ,R)-BMO
condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then the weighted Robin
problem (R)p, ω with f ∈ Lpω(Ω;Rn) and F ∈ Lp∗ωp∗/p(Ω) is uniquely solvable and there exists
a positive constant C, depending only on n, p, [ω]A1(Rn) and Ω, such that, for any weak
solution u, u ∈ W1,pω (Ω) and
(1.25) ‖u‖
W
1,p
ω (Ω)
≤ C
[
‖f‖Lpω(Ω;Rn) + ‖F‖Lp∗
ωp∗/p (Ω)
]
.
To prove Theorem 1.11, using Theorem 1.3, we need to prove that the weak reverse Ho¨lder
inequality (1.14) is valid for any p ∈ (n/(n − 1),∞) when Ω is a bounded C1 or (semi-)convex
domain. To this end, we apply the real-variable argument obtained in Theorem 3.1 below, a com-
parison principle (see Lemma 5.4 below) inspired by [19], and a weak reverse Ho¨lder inequality
for the non-tangential maximal function of the gradient of the solution of the Robin problem of the
local Laplace equation obtained in [73, Theorems 1.2 and 3.2]. Moreover, the weighted Sobolev
inequality (see, for instance, [31, Theorem 3.1]), the Friedrichs inequality (see, for instance, [57,
Section 1.1.8, Theorem 1.9] and [50, Theorem 6.1]) and the duality argument are subtly used in
the proof of Theorem 1.11.
We point out that the approach used in this article to obtain the weak reverse Ho¨lder inequality
(1.14) is deferent from that used in [4, 34, 74]. More precisely, via applying geometric properties
of (semi-)convex domains, a Bernstein type identity on the boundary of the domain (see [41,
(3.1.1.2)] and [54, Theorem 3.2]) and some ideas from [35], it was proved in [34, Lemma 1.6] and
[72, Theorem 2.4] that, for the local Neumann problem similar to that in Theorem 1.3(ii), (1.14)
holds true for any given p ∈ (2,∞) if the coefficient matrix A := I. Combining this conclusion,
a perturbation argument and the (δ,R)-BMO condition for A, the weak reverse Ho¨lder inequality
(1.14) was obtained in [34, 74] for any given p ∈ (2,∞) in the case of bounded (semi-)convex
domains for the Neumann problem. However, the Bernstein type identity, used in [34, 74], is only
compatible with the Dirichlet or the Neumann boundary condition, but not valid for the Robin
boundary condition. To overcome this difficulty, in this article, we resort to a weak reverse Ho¨lder
inequality for the non-tangential maximal function of the gradient of the solution of the local
Laplace equation with the Robin boundary condition obtained in [73, Theorems 1.2 and 3.2] to
prove the inequality (1.14) for any p ∈ (n/(n − 1),∞) when Ω is a bounded C1 or (semi-)convex
domain. It is worth pointing out that the approach used in this article is also valid for the Neumann
problem studied in [34, 74].
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Remark 1.12. In the special case of Theorem 1.11 that Ω ⊂ R3 is a bounded C1 domain and
A ∈ VMO(R3), the global estimate (1.23) was established in [4, Theorem 1.1] via a different way,
which is similar to that used in [33, 34]. However, two inequalities used in [4, p. 8, line 10 and
p. 11, line 12], which are essential for the proof of [4, Theorem 1.1], are not correct. Thus, even
in the special case that Ω ⊂ R3 is a bounded C1 domain and A ∈ VMO(R3), the proof of Theorem
1.11(i) provides an alternative correct proof of [4, Theorem 1.1].
Remark 1.13. Let Ω, α and A be as in Theorem 1.11.
(i) By Remark 1.4(b), Theorem 1.11(i) and Lemma 5.5 below, we have the following conclu-
sion.
Let p ∈ (1,∞) and ω ∈ Ap(Rn). Then there exists a positive constant δ0 ∈ (0,∞), depending
only on n, p, Ω and [ω]Ap(Rn), such that, if A satisfies the (δ,R)-BMO condition for some
δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then the weighted Robin problem (R)p, ω with
f ∈ Lpω(Ω;Rn) and F ∈ Lpω(Ω) is uniquely solvable and there exists a positive constant C,
depending only on n, p, [ω]Ap(Rn) and Ω, such that, for any weak solution u, u ∈ W1,pω (Ω)
and
(1.26) ‖u‖
W
1,p
ω (Ω)
≤ C
[
‖f‖Lpω(Ω;Rn) + ‖F‖Lpω(Ω)
]
.
We point out that for the weighted Neumann problem (N)p, ω, the estimate (1.26) was ob-
tained in [74, Theorem 1.6 and Corollary 1.7].
(ii) We now clarify the relations among three weighted global estimates, respectively, obtained
in (1.24), (1.25) and (1.26) as follows.
For (1.24) and (1.26), the conditions for p and ω are the same but the estimate in (1.24) is
better than that in (1.26) because q < p and ‖F‖Lq
ωa
(Ω) ≤ C‖F‖Lpω(Ω), where C is a positive
constant independent of F. For (1.24) and (1.25), the conditions for p and ω in (1.24) are
weaker that those in (1.25); however, when p ∈ (n/(n − 1),∞) and ω ∈ A1(Rn), the estimate
in (1.25) is better than that in (1.24) because p∗ =
np
n+p
<
np
n+p−1 = q and ‖F‖Lp∗
ωp∗/p (Ω)
≤
C‖F‖Lq
ωa
(Ω), where C is a positive constant independent of F. Moreover, for (1.25) and
(1.26), the conditions for p and ω in (1.26) are weaker that those in (1.25); however, when
p ∈ (n/(n−1),∞) and ω ∈ A1(Rn), the estimate in (1.25) is better than that in (1.26) because
p∗ < p and ‖F‖Lp∗
ωp∗/p (Ω)
≤ C‖F‖Lpω(Ω), where C is a positive constant independent of F.
Furthermore, we point out that we establish (1.25) and (1.26) by using Theorem 1.3, Remark
1.4 and Theorem 1.11(i). However, we obtain (1.24) via using Theorems 1.3 and 1.11(i),
and the weighted Sobolev inequality (see, for instance, [31, Theorem 1.5] or Lemma 5.9
below).
By applying the weighted norm inequality obtained in Theorems 1.7 and 1.11, and some tools
from harmonic analysis, such as the properties of Muckenhoupt weights and the Rubio de Francia
extrapolation theorem established in [23, 24], we further obtain the global regularity estimates
for the Robin problem (1.6), respectively, in Morrey spaces, (Musielak–)Orlicz spaces (also called
generalized Orlicz spaces) and variable Lebesgue spaces, which have independent interests and are
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presented in Section 2 below. We point out that the approach used in this article to establish the
globally gradient estimates in both Orlicz spaces and variable Lebesgue spaces is quite different
from that used in [14, 18]. In [14, 18], the globally gradient estimates in variable Lebesgue spaces
or in Orlicz spaces were established via the so-called “maximum function free technique”. How-
ever, in this article, we obtain the globally gradient estimates in both Orlicz spaces and variable
Lebesgue spaces by simply using weighted norm inequalities in Theorems 1.7 and 1.11, and the
extrapolation theorem. It is worth pointing out that the extrapolation theorem used in this article
is also valid for the boundary value problem studied in [14, 18] and independent of the boundary
value condition and the considered equation.
This article is organized as follows. In Section 2, several applications of the global weighted
estimates in Theorems 1.7 and 1.11 are given, but their proofs are given in Section 6. In Section
3, we establish a weighted real-variable argument, which is a key tool for the proof of Theorem
1.7 and has the independent interest. In Section 4, we give the proofs of Theorems 1.3 and 1.7
via using the weighted real-variable argument obtained in Section 3 and, in Section 5, we prove
Theorem 1.11 by using Theorem 1.3 and the weighted Sobolev inequality.
Finally, we make some conventions on notation. Throughout the whole article, we always
denote by C a positive constant which is independent of main parameters, but it may vary from
line to line. We also useC(γ, β, ...) or c(γ, β, ...) to denote a positive constant depending on the indicated
parameters γ, β, . . .. The symbol f . g means that f ≤ Cg. If f . g and g . f , then we write
f ∼ g. We also use the following convention: If f ≤ Cg and g = h or g ≤ h, we then write
f . g ∼ h or f . g . h, rather than f . g = h or f . g ≤ h. For any given normed spaces
A and B with the corresponding norms ‖ · ‖A and ‖ · ‖B, the symbol A ⊂ B means that, for any
f ∈ A, then f ∈ B and ‖ f ‖B . ‖ f ‖A. For each ball B := B(xB, rB) in Rn, with some xB ∈ Rn,
rB ∈ (0,∞), and α ∈ (0,∞), let αB := B(xB, αrB); furthermore, denote the set B(x, r) ∩ Ω by
BΩ(x, r) and the set (αB) ∩ Ω by αBΩ. For any subset E of Rn, we denote the set Rn \ E by E∁
and its characteristic function by 1E . For any ω ∈ Ap(Rn) with p ∈ [1,∞) and any measurable set
E ⊂ Rn, let ω(E) :=
∫
E
ω(x) dx. For any given q ∈ [1,∞], we denote by q′ its conjugate exponent,
namely, 1/q + 1/q′ = 1. Finally, for any measurable set E ⊂ Rn, ω ∈ Aq(Rn) with some q ∈ [1,∞)
and f ∈ L1(E), we denote the integral
∫
E
| f (x)|ω(x) dx simply by
∫
E
| f |ω dx and, when |E| < ∞,
we use the notation ?
E
f dx :=
1
|E|
∫
E
f (x)dx.
2 Several Applications of Theorems 1.7 and 1.11
In this section, we give several applications of the weighted global estimates obtained in The-
orems 1.7 and 1.11, whose proofs are given in Section 6. More precisely, using Theorems 1.7(ii)
and 1.11(iii), we obtain the global regularity estimates, respectively, in Morrey spaces, (Musielak–
)Orlicz spaces (also called generalized Orlicz spaces) and variable Lebesgue spaces. We first recall
the definition of the Morrey spaceMθp(Ω) on the domain Ω as follows.
Definition 2.1. Let n ≥ 2, Ω ⊂ Rn be a bounded Lipschitz domain, p ∈ (1,∞) and θ ∈ [0, n]. The
Morrey spaceMθp(Ω) is defined by setting
Mθp(Ω) :=
{
f is measurable on Ω : ‖ f ‖Mθp(Ω) < ∞
}
,
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where
‖ f ‖Mθp(Ω) := sup
ρ∈(0,diam(Ω)]
sup
x∈Ω
{
ρ
θ−n
p ‖ f ‖Lp(B(x,ρ)∩Ω)
}
.
Moreover, the spaceMθp(Ω;Rn) is defined via replacing Lpω(Ω) [see (1.1)] by the aboveMθp(Ω) in
the definition of L
p
ω(Ω;R
n) [see (1.2)].
Via applying the weighted global regularity estimates obtained in Theorem 1.7(ii) and (1.19)
and the relation between weighted Lebesgue spaces and Morrey spaces, we obtain the following
global regularity estimates in Morrey spaces for the Robin problem (1.6) in bounded Lipschitz
domains.
Theorem 2.2. Let n ≥ 3, A, α and Ω be as in Theorem 1.7, p ∈ ((3 + ε0)′, 3 + ε0) and θ ∈
(pn/(3 + ε0), n], where ε0 ∈ (0,∞) is as in Theorem 1.7(i).
(i) There exists a positive constant δ0 ∈ (0,∞), depending only on n, p, θ and the Lipschitz
constant of Ω, such that, if A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0) and
R ∈ (0,∞) or A ∈ VMO(Rn), then, for any weak solution u ∈ W1,2(Ω) of the Robin problem
(R)2 with f ∈ Mθp(Ω;Rn), F ≡ 0 and g ≡ 0, |u| + |∇u| ∈ Mθp(Ω) and
(2.1) ‖u‖Mθp(Ω) + ‖∇u‖Mθp(Ω;Rn) ≤ C‖f‖Mθp(Ω;Rn),
where C is a positive constant depending only on n, p, θ, diam(Ω) and the Lipschitz constant
of Ω.
(ii) Assume further that p ∈ (max{n/(n − 1), (3 + ε0)′}, 3 + ε0). Then there exists a positive
constant δ0 ∈ (0,∞), depending only on n, p, θ and the Lipschitz constant of Ω, such that, if
A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn),
then, for any weak solution u ∈ W1,2(Ω) of the Robin problem (R)2 with f ∈ Mθp(Ω;Rn),
F ∈ Mθ˜p∗(Ω) and g ≡ 0, |u| + |∇u| ∈ Mθp(Ω) and
(2.2) ‖u‖Mθp(Ω) + ‖∇u‖Mθp(Ω;Rn) ≤ C
[
‖f‖Mθp(Ω;Rn) + ‖F‖Mθ˜p∗ (Ω)
]
,
where p∗ is as in (1.5), θ˜ is given by θ˜ := p∗(1 + θp ) and C is a positive constant depending
only on n, p, θ, diam(Ω) and the Lipschitz constant of Ω.
Similarly to Theorem 2.2, we have the following global regularity estimates in Morrey spaces
for the Robin problem (1.6) in bounded C1 or (semi-)convex domains.
Theorem 2.3. Let n ≥ 3, A, α and Ω be as in Theorem 1.11, p ∈ (1,∞) and θ ∈ (0, n].
(i) Assume that q :=
np
n+p−1 and θ˜ := n − (n−1)(n−θ)n+p−1 . Then there exists a positive constant
δ0 ∈ (0,∞), depending only on n, p, θ and Ω, such that, if A satisfies the (δ,R)-BMO
condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then, for any weak solution
u ∈ W1,2(Ω) of the Robin problem (R)2 with f ∈ Mθp(Ω;Rn), F ∈ Mθ˜q(Ω) and g ≡ 0,
|u| + |∇u| ∈ Mθp(Ω) and
(2.3) ‖u‖Mθp(Ω) + ‖∇u‖Mθp(Ω;Rn) ≤ C
[
‖f‖Mθp(Ω;Rn) + ‖F‖Mθ˜q(Ω)
]
,
where C is a positive constant depending only on n, p, θ and Ω.
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(ii) Assume further that p ∈ (n/(n − 1),∞). Then there exists a positive constant δ0 ∈ (0,∞),
depending only on n, p, θ and Ω, such that, if A satisfies the (δ,R)-BMO condition for some
δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then, for any weak solution u ∈ W1,2(Ω) of the
Robin problem (R)2 with f ∈ Mθp(Ω;Rn), F ∈ Mθ˜p∗(Ω) and g ≡ 0, |u| + |∇u| ∈ Mθp(Ω) and
(2.4) ‖u‖Mθp(Ω) + ‖∇u‖Mθp(Ω;Rn) ≤ C
[
‖f‖Mθp(Ω;Rn) + ‖F‖Mθ˜p∗ (Ω)
]
,
where p∗ is as in (1.5), θ˜ is given by θ˜ := p∗(1 + θp ) and C is a positive constant depending
only on n, p, θ and Ω.
Recall that, for any α ∈ (0, 1], the Ho¨lder space C0,α(Ω) on Ω is defined by setting
C0,α(Ω) :=
g is continuous on Ω : [g]C0,α(Ω) := supx, y∈Ω, x,y
|g(x) − g(y)|
|x − y|α < ∞
 .
Then, by Theorems 2.2 and 2.3 and the Sobolev–Morrey embedding theorem (see, for instance,
[38, Theorem 7.19]), we obtain the following conclusion.
Corollary 2.4. (i) Let n ≥ 3, A, α and Ω be as in Theorem 1.7. Assume that 3 + ε0 > n,
p ∈ (n/(n − 1), 3 + ε0) and θ ∈ (pn/(3 + ε0), n] ∩ (0, p), where ε0 ∈ (0,∞) is as in Theorem
1.7(i). Then there exists a positive constant δ0 ∈ (0,∞), depending only on n, p, θ and
the Lipschitz constant of Ω, such that, if A satisfies the (δ,R)-BMO condition for some
δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then, for any weak solution u ∈ W1,2(Ω) of the
Robin problem (R)2 with f ∈ Mθp(Ω;Rn), F ∈ Mθ˜p∗(Ω) and g ≡ 0, u ∈ C
0,1− θp (Ω) and
[u]
C
0,1− θp (Ω)
≤ C
[
‖f‖Mθp(Ω;Rn) + ‖F‖Mθ˜p∗ (Ω)
]
,
where p∗ is as in (1.5), θ˜ is given by θ˜ := p∗(1 + θp ) and C is a positive constant depending
only on n, p, θ, diam(Ω) and the Lipschitz constant of Ω.
(ii) Let n ≥ 3, A, α and Ω be as in Theorem 1.11, θ ∈ (0, n] and p ∈ (max{n/(n−1), θ},∞). Then
there exists a positive constant δ0 ∈ (0,∞), depending only on n, p, θ and Ω, such that, if
A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn),
then, for any weak solution u ∈ W1,2(Ω) of the Robin problem (R)2 with f ∈ Mθp(Ω;Rn),
F ∈ Mθ˜p∗(Ω) and g ≡ 0, u ∈ C
0,1− θ
p (Ω) and
[u]
C
0,1− θp (Ω)
≤ C
[
‖f‖Mθp(Ω;Rn) + ‖F‖Mθ˜p∗ (Ω)
]
,
where p∗ is as in (1.5), θ˜ is given by θ˜ := p∗(1 + θp ) and C is a positive constant depending
only on n, p, θ and Ω.
Remark 2.5. We point out that, for the Dirichlet problem (1.9) with F ≡ 0, the estimate (2.3) was
established in [1, Theorem 2.3] under the assumptions that A is symmetric and satisfies the (δ,R)-
BMO condition for some small δ ∈ (0,∞) and some R ∈ (0,∞), and that Ω is a bounded Lipschitz
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domain with a small Lipschitz constant. Moreover, estimates similar to (2.3) with F ≡ 0 for the
Dirichlet problem of some nonlinear elliptic or parabolic equations on Reifenberg flat domains
were obtained in [2, 3, 11, 12, 51, 52]. Furthermore, for the Neumann problem (N)p in bounded
(semi-)convex domains, the estimate (2.3), with ‖F‖Mθ˜q(Ω) replaced by ‖F‖Mθp(Ω), was obtained in
[74, Corollary 2.5].
In what follows, a function f : [0,∞) → [0,∞] is said to be almost increasing (resp., almost
decreasing) if there exists a positive constant L ∈ [1,∞) such that, for any s, t ∈ [0,∞) with s ≤ t,
f (s) ≤ L f (t) [resp., f (s) ≥ L f (t)]. In particular, if L := 1, then f is said to be increasing (resp.,
decreasing). Now we recall the definitions of weak Φ-functions and Musielak–Orlicz spaces (also
called generalized Orlicz spaces) as follows (see, for instance, [23, 42, 43, 61, 71]). Recall that
the symbol t → 0+ means t ∈ (0,∞) and t → 0.
Definition 2.6. Let ϕ : [0,∞)→ [0,∞] be an increasing function satisfying that
ϕ(0) = lim
t→0+
ϕ(t) = 0 and lim
t→∞ ϕ(t) = ∞.
(i) Then ϕ is called a weak Φ-function, denoted by ϕ ∈ Φw, if t → ϕ(t)t is almost increasing on
(0,∞).
(ii) The left-continuous generalized inverse of ϕ, denoted by ϕ−1, is defined by setting, for any
s ∈ [0,∞],
ϕ−1(s) := inf {t ∈ [0,∞) : ϕ(t) ≥ s} .
(iii) The conjugate Φ-function of ϕ, denoted by ϕ∗, is defined by setting, for any t ∈ [0,∞),
ϕ∗(t) := sup
s∈[0,∞)
{st − ϕ(s)}.
(iv) Let E ⊂ Rn be a measurable set. A function ϕ : E × [0,∞) → [0,∞] is called a Musielak–
Orlicz function (or a generalized Φ-function) on E if it satisfies
(iv)1 for any t ∈ [0,∞), ϕ(·, t) is measurable;
(iv)2 for almost every x ∈ E, ϕ(x, ·) ∈ Φw.
Then the set Φw(E) is defined to be the collection of all Musielak–Orlicz functions on E.
Definition 2.7. Let E ⊂ Rn be a measurable set and ϕ ∈ Φw(E). For any given f ∈ L1loc(E), the
Musielak–Orlicz modular of f is defined by setting
ρϕ( f ) :=
∫
E
ϕ(x, | f (x)|) dx.
Then theMusielak–Orlicz space (also called generalized Orlicz space) Lϕ(E) is defined by setting
Lϕ(E) := {u is measurable on E :
there exists a λ ∈ (0,∞) such that ρϕ(λ f ) < ∞}
equipped with the Luxemburg (also called the Luxembourg–Nakano) norm
‖u‖Lϕ(E) := inf
{
λ ∈ (0,∞) : ρϕ
(
u
λ
)
≤ 1
}
.
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To obtain the global regularity estimates for the Robin problem in the scale of Musielak–Orlicz
spaces, we need several additional assumptions for the Musielak–Orlicz function ϕ. Let E ⊂ Rn
be a measurable set, ϕ ∈ Φw(E) and p ∈ (0,∞).
Assumption (A0). There exist positive constants β ∈ (0, 1) and γ ∈ (0,∞) such that, for any
x ∈ E, ϕ(x, βγ) ≤ 1 ≤ ϕ(x, γ).
Assumption (A1). There exists a β ∈ (0, 1) such that, for any x, y ∈ E with |x − y| ≤ 1 and any
t ∈ [1, |x − y|−n], βϕ−1(x, t) ≤ ϕ−1(y, t).
Assumption (A2). There exist β, σ ∈ (0,∞) and h ∈ L1(E) ∩ L∞(E) such that, for any t ∈ [0, σ],
ϕ(x, βt) ≤ ϕ(y, t) + h(x) + h(y).
Assumption (aInc)p. The function s→ ϕ(x,s)sp is almost increasing uniformly in x ∈ E.
Assumption (aDec)p. The function s → ϕ(x,s)sp is almost decreasing uniformly in x ∈ E.
By using the weighted global regularity estimates obtained in Theorem 1.7 and Remark 1.8,
and the limited range extrapolation theorem established in [23, Theorem 4.18 and Corollary 4.21]
in the scale of Musielak–Orlicz spaces, we obtain the following global regularity estimates in
Musielak–Orlicz spaces for the Robin problem (R)p in bounded Lipschitz domains.
Theorem 2.8. Let n ≥ 3, A, α and Ω be as in Theorem 1.7, and p0, p1 ∈ ((3 + ε0)′, 3 + ε0) with
p0 ≤ p1, where ε0 ∈ (0,∞) is as in Theorem 1.7(i). Assume that ϕ ∈ Φw(Ω) satisfies Assumptions
(A0)–(A2), (aInc)p0 and (aDec)p1 . Then there exists a positive constant δ0 ∈ (0,∞), depending
only on n, ϕ and the Lipschitz constant of Ω, such that, if A satisfies the (δ,R)-BMO condition for
some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then, for any weak solution u ∈ W1,2(Ω) of the
Robin problem (R)2 with f ∈ Lϕ(Ω;Rn), F ≡ 0 and g ≡ 0, |u| + |∇u| ∈ Lϕ(Ω) and
(2.5) ‖u‖Lϕ(Ω) + ‖∇u‖Lϕ(Ω;Rn) ≤ C‖f‖Lϕ(Ω;Rn),
where C is a positive constant depending only on n, ϕ, diam(Ω) and the Lipschitz constant of Ω.
Furthermore, similarly to Theorem 2.8, via using Theorem 1.11(iii) and the off-diagonal extrap-
olation theorem established in [23, Theorem 4.5 and Corollary 4.8] in Musielak–Orlicz spaces, we
obtain the following global regularity estimates in Musielak–Orlicz spaces for the Robin problem
(R)p in bounded C
1 or (semi-)convex domains.
Theorem 2.9. Let n ≥ 3, A, α and Ω be as in Theorem 1.11, and p0, p1 ∈ (n/(n − 1),∞) with
p1 > p0. Assume that ϕ ∈ Φw(Ω) satisfies Assumptions (A0)–(A2), (aInc)p0 and (aDec)p1 , and, for
any (x, t) ∈ Ω × [0,∞), ψ−1(x, t) := t1/nϕ−1(x, t). Then there exists a positive constant δ0 ∈ (0,∞),
depending only on n, ϕ andΩ, such that, if A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0)
and R ∈ (0,∞) or A ∈ VMO(Rn), then, for any weak solution u ∈ W1,2(Ω) of the Robin problem
(R)2 with f ∈ Lϕ(Ω;Rn), F ∈ Lψ(Ω) and g ≡ 0, |u| + |∇u| ∈ Lϕ(Ω) and
(2.6) ‖u‖Lϕ(Ω) + ‖∇u‖Lϕ(Ω;Rn) ≤ C
[
‖f‖Lϕ(Ω;Rn) + ‖F‖Lψ(Ω)
]
,
where C is a positive constant depending only on n, ϕ and Ω.
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To describe more corollaries of Theorems 2.8 and 2.9, we recall some necessary notions for
variable exponent functions p(·) as follows (see, for instance, [22, 27]). Let P(Rn) be the set of all
measurable functions p : Rn → [1,∞). For any p ∈ P(Rn), let
(2.7) p+ := ess sup
x∈Rn
p(x) and p− := ess inf
x∈Rn
p(x).
Recall that a function p : Rn → R is said to satisfy the local log-Ho¨lder continuity condition if
there exists a positive constant Cloc such that, for any x, y ∈ Rn with |x − y| ≤ 1/2,
|p(x) − p(y)| ≤ Cloc− log(|x − y|) ;
a function p : Rn → R is said to satisfy the log-Ho¨lder decay condition (at infinity) if there exist
positive constants C∞ ∈ (0,∞) and p∞ ∈ [1,∞) such that, for any x ∈ Rn,
|p(x) − p∞| ≤
C∞
log(e + |x|) .
If a function p satisfies both the local log-Ho¨lder continuity condition and the log-Ho¨lder decay
condition, then the function p is said to satisfy the log-Ho¨lder continuity condition.
Then we have the following two corollaries of Theorems 2.8 and 2.9.
Corollary 2.10. Assume that p ∈ P(Rn) satisfies the log-Ho¨lder continuity condition and (3 +
ε0)
′ < p− ≤ p+ < 3+ ε0, where ε0 ∈ (0,∞) is as in Theorem 1.7(i), and p− and p+ are as in (2.7).
Then the conclusion of Theorem 2.8 holds true if ϕ satisfies one of the following cases:
(i) for any x ∈ Ω and t ∈ [0,∞), ϕ(x, t) := φ(t), where φ ∈ Φw satisfies Assumptions (aInc)p0
and (aDec)p1 with (3 + ε0)
′ < p0 ≤ p1 < 3 + ε0.
(ii) for any x ∈ Ω and t ∈ [0,∞), ϕ(x, t) := a(x)tp(x) , where C−1 ≤ a ≤ C with C being a positive
constant.
(iii) for any x ∈ Ω and t ∈ [0,∞), ϕ(x, t) := tp(x) log(e + t).
(iv) for any x ∈ Ω and t ∈ [0,∞), ϕ(x, t) := tp + a(x)tq, where (3 + ε0)′ < p < q < 3 + ε0 and
0 ≤ a ∈ L∞(Ω) ∩C0, np (q−p)(Ω).
(v) for any x ∈ Ω and t ∈ [0,∞), ϕ(x, t) := tp + a(x)tp log(e + t), where (3 + ε0)′ < p < 3 + ε0
and 0 ≤ a ∈ L∞(Ω) satisfies the local log-Ho¨lder continuity condition.
Corollary 2.11. Assume that p ∈ P(Rn) satisfies the log-Ho¨lder continuity condition and n/(n −
1) < p− ≤ p+ < ∞, where p− and p+ are as in (2.7). Then the conclusion of Theorem 2.9 holds
true if ϕ satisfies one of the following cases:
(i) for any x ∈ Ω and t ∈ [0,∞), ϕ(x, t) := φ(t), where φ ∈ Φw satisfies Assumptions (aInc)p0
and (aDec)p1 with n/(n − 1) < p0 ≤ p1 < ∞.
(ii) for any x ∈ Ω and t ∈ [0,∞), ϕ(x, t) := a(x)tp(x) , where C−1 ≤ a ≤ C with C being a positive
constant.
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(iii) for any x ∈ Ω and t ∈ [0,∞), ϕ(x, t) := tp(x) log(e + t).
(iv) for any x ∈ Ω and t ∈ [0,∞), ϕ(x, t) := tp + a(x)tq, where n/(n − 1) < p < q < ∞ and
0 ≤ a ∈ L∞(Ω) ∩C0, np (q−p)(Ω).
(v) for any x ∈ Ω and t ∈ [0,∞), ϕ(x, t) := tp + a(x)tp log(e + t), where p ∈ (n/(n − 1),∞) and
0 ≤ a ∈ L∞(Ω) satisfies the local log-Ho¨lder continuity condition.
By [23, 24, 42, 43], we know that the Musielak–Orlicz functions appearing in Corollaries 2.10
and 2.11 satisfy the assumptions on ϕ in Theorems 2.8 and 2.9. We omit the details here.
Remark 2.12. For the Dirichlet problem (1.9) with F ≡ 0, Corollary 2.11(ii) with a ≡ 1 was
established in [14, Theorem 2.5] (see also [28]) under the assumptions that A is symmetric and
has partial small BMO coefficients, and that Ω is a bounded Reifenberg flat domain. Moreover, the
variable exponent type regularity estimate similar to Corollary 2.11(ii) for the Dirichlet problem
of some p-Laplace type elliptic equations on Reifenberg flat domains was also obtained in [10,
Theorem 1.4]. Furthermore, for the Neumann problem (N)p, the conclusion of Corollary 2.11(ii)
with a ≡ 1 was established in [74, Theorem 2.13] under the assumptions that A is symmetric and
has small BMO coefficients, and that Ω is a bounded (semi-)convex domain.
3 A real-variable argument
In this section, we give a real-variable argument for (weighted) Lp(Ω) estimates, which is in-
spired by the work of Caffarelli and Peral [19] (see also [70]). We point out that, if γ = 0 in
Theorem 3.1 below, the conclusion of Theorem 3.1 was essentially established in [65, Theorem
3.4] (see also [33, Theorems 2.1 and 2.2], [34, Theorem 2.1], [64, Theorem 4.2.6] and [66, The-
orem 3.3]). When γ , 0, Theorem 3.1 is a natural generalization of [65, Theorem 3.4] and [33,
Theorems 2.1 and 2.2] in the off-diagonal case. We also mention that a similar argument with a
different motivation was also established in [5, 6].
Theorem 3.1. Let γ ∈ [0, 1), n ≥ 2, Ω ⊂ Rn be a bounded Lipschitz domain, p1, p2, p3 ∈ [1,∞)
satisfy p3 > max{p1, p2}, G ∈ Lp1 (Ω) and f ∈ Lq(Ω) with some q ∈ (max{p1, p2}, p3). Suppose
that, for any ball B := B(xB, rB) ⊂ Rn having the property that |B| ≤ β1|Ω| and either 2B ⊂ Ω or
xB ∈ ∂Ω, there exist two measurable functions GB and RB on 2B such that |G| ≤ |GB| + |RB| on
2B ∩ Ω, (?
2BΩ
|RB|p3 dx
) 1
p3 ≤ C1

(?
β2BΩ
|G|p1 dx
) 1
p1
+ sup
B⊂B˜
(
|B˜Ω|γ
?
B˜Ω
| f |p2 dx
) 1
p2
(3.1)
and (?
2BΩ
|GB|p1 dx
) 1
p1 ≤ ε
(?
β2BΩ
|G|p1 dx
) 1
p1
+C2 sup
B⊂B˜
(
|B˜Ω|γ
?
B˜Ω
| f |p2 dx
) 1
p2
,(3.2)
where C1, C2, ε ∈ (0,∞) and 0 < β1 < 1 < β2 < ∞ are positive constants independent of
G, f , RB, GB and B, and the suprema are taken over all balls B˜ ⊃ B. Assume further that q, p2
and γ satisfy
q(1 − γ) > p2.
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Then, for any ω ∈ Aq(1−γ)/p2 (Rn) ∩ RHs(Rn) with s ∈ (( p3q )′,∞], there exists a positive constant
ε0, depending only on C1, C2, n, p1, p2, q, β1, β2, [ω]Aq(1−γ)/p2(R
n) and [ω]RHs(Rn), such that, if
ε ∈ [0, ε0), then
[
1
ω(Ω)
∫
Ω
|G|qω dx
] 1
q
≤ C

(
1
|Ω|
∫
Ω
|G|p1 dx
) 1
p1
(3.3)
+
[
1
ω(Ω)
∫
Ω
| f |q0ω
q0
q dx
] 1
q0
[ω(Ω)]
γ
p2
 ,
where q0 ∈ (1,∞) is given by 1/q0 = 1/q + γ/p2 and C is a positive constant depending only on
C1, C2, n, p1, p2, q, β1, β2, [ω]Aq(1−γ)/p2(R
n) and [ω]RHs(Rn).
To prove Theorem 3.1, we need to recall some necessary notions as follows. Let γ ∈ [0, 1).
Then the fractional Hardy–Littlewood maximal operator Mγ on Rn is defined by setting, for any
f ∈ L1
loc
(Rn) and x ∈ Rn,
Mγ( f )(x) := sup
B∋x
(
|B|γ
?
B
| f | dy
)
,
where the supremum is taken over all balls B ⊂ Rn containing x. We point out that, when γ = 0,
the fractional Hardy–Littlewood maximal operator Mγ is just the well-known Hardy–Littlewood
maximal operator; in this case, we denoteMγ simply byM. Moreover, let B0 ⊂ Rn be a ball. For
any f ∈ L1
loc
(Rn), the localized fractional Hardy–Littlewood maximal functionMγ,B0( f ) is defined
by setting, for any x ∈ B0,
Mγ,B0( f )(x) := sup
B∋x
(
|B|γ
?
B
| f | dy
)
,
where the supremum is taken over all balls B ⊂ B0 containing x. It is easy to see that, for any
f ∈ L1
loc
(Rn) and x ∈ B0,
(3.4) Mγ,B0( f )(x) ≤ Mγ
(
f1B0
)
(x).
Furthermore, when γ = 0, we denote Mγ,B0 simply byMB0 .
To show Theorem 3.1, we need the following properties of Ap(R
n) weights, which are well
known (see, for instance, [39, Chapter 7]).
Lemma 3.2. Let q ∈ (1,∞), ω ∈ Aq(Rn), and Ω ⊂ Rn be a bounded domain.
(i) There exists a q1 ∈ (1, q), depending only on n, q and [ω]Aq(Rn), such that ω ∈ Aq1(Rn).
(ii) There exists a γ ∈ (0,∞), depending only on n, q, and [ω]Aq(Rn), such that ω ∈ RH1+γ(Rn).
(iii) If q′ denotes the conjugate number of q, namely, 1/q + 1/q′ = 1, then ω−q
′/q ∈ Aq′(Rn) and
[ω−q
′/q]Aq′ (Rn) = [ω]
q′/q
Aq(Rn)
.
(iv) Let δ ∈ (0, 1) and s := δ(q − 1) + 1. Then ωδ ∈ As(Rn) and [ωδ]As(Rn) ≤ [ω]δAq(Rn).
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(v) There exists a positive constant C, depending only on n, q and [ω]Aq(Rn), such that, for any
ball B ⊂ Rn and any measurable set E ⊂ B,
ω(B)
ω(E)
≤ C
[ |B|
|E|
]q
.
(vi) If ω ∈ RHs(Rn) with s ∈ (1,∞], then there exists a positive constant C˜, depending only on
n, s and [ω]RHs(Rn), such that, for any ball B ⊂ Rn and any measurable set E ⊂ B,
ω(E)
ω(B)
≤ C˜
[ |E|
|B|
] s−1
s
.
(vii) Let q2 := q(1 +
1
γ
) with γ as in (ii) and let q1 be as in (i). Then L
q2 (Ω) ⊂ Lqω(Ω) ⊂ L
q
q1 (Ω).
Furthermore, we also need the following boundedness of the fractional Hardy–Littlewood max-
imal operator Mγ on weighted (weak) Lebesgue spaces (see, for instance, [56, Theorems 2 and
3]).
Lemma 3.3. Let γ ∈ [0, 1) andMγ be the fractional Hardy–Littlewood maximal operator on Rn.
Assume that p ∈ [1, γ−1), q ∈ (1,∞) is given by 1
q
= 1
p
− γ, and 0 ≤ ω ∈ L1
loc
(Rn) satisfies ωq ∈
Aq(1−γ)(Rn). Then there exists a positive constant C, depending only on n, p and [ωq]Aq(1−γ)(Rn),
such that, for any f ∈ Lp
ωp
(Rn),
sup
λ∈(0,∞)
λ
[
ωq
({
x ∈ Rn : |Mγ( f )(x)| > λ
})] 1
q ≤ C‖ f ‖Lp
ωp
(Rn).
Here, for any measurable set E ⊂ Rn, ωq(E) :=
∫
E
[ω(x)]q dx. Moreover, if p ∈ (1, γ−1), thenMγ
is bounded from L
p
ωp
(Rn) to L
q
ωq
(Rn).
Now we prove Theorem 3.1 by using Lemmas 3.2 and 3.3, and borrowing some ideas from the
proofs of [65, Theorem 3.4] and [64, Theorem 4.2.3].
Proof of Theorem 3.1. Take a ball B0 ⊂ Rn such that Ω ⊂ B0 and its radius rB0 = diam(Ω).
Moreover, let G˜ and f˜ be, respectively, the zero extensions of G and f to Rn. To prove (3.3), it
suffices to show that[
1
ω(B0)
∫
B0
|G˜|qω dx
] 1
q
(3.5)
.
[
1
|B0|
∫
B0
|G˜|p1 dx
] 1
p1
+
[
1
ω(B0)
∫
B0
| f˜ |q0ω
q0
q dx
] 1
q0
[ω(B0)]
γ
p2 .
Take a cube Q0 ⊂ Rn such that 2Q0 ⊂ 2B0 and |Q0| ∼ |B0|. To prove (3.5), we only need to
show that [
1
ω(Q0)
∫
Q0
|G˜|qω dx
] 1
q
(3.6)
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.
[
1
|2B0|
∫
2B0
|G˜|p1 dx
] 1
p1
+
[
1
ω(2B0)
∫
2B0
| f˜ |q0ω
q0
q dx
] 1
q0
[ω(2B0)]
γ
p2 .
Indeed, if (3.6) holds true, then we can obtain (3.5) via using (3.6) and covering B0 with a finite
number of non-overlapping cubes Q0 of the same size such that 2Q0 ⊂ 2B0.
Now we show (3.6). For any λ ∈ (0,∞), let
E(λ) :=
{
x ∈ Q0 : M2B0
(
|G˜|p1
)
(x) > λ
}
.
We first claim that there exists a positive constant ε0, depending only on p1, p2, q, β1, β2, C1, C2,
[ω]Aq(1−γ)/p2(R
n) and [ω]RHs(Rn), such that, if ε ∈ [0, ε0), one can choose positive constants δ ∈
(0, 1/3), κ ∈ (0, 1) and C3 ∈ (0,∞), depending only on p1, p2, q, β1, β2, C1, C2, [ω]Aq(1−γ)/p2(Rn)
and [ω]RHs(Rn), such that, for any λ ∈ (λ0,∞),
(3.7) ω(E(βλ)) ≤ δ s−1s ω(E(λ)) + ω
({
x ∈ Q0 : Mγ,2B0
(
| f˜ |p2
)
(x) > (κλ)b
})
,
where
(3.8) λ0 := C3
?
2B0
|F˜ |p1 dx,
β := [2δ(s−1)/s]−p1/q and b := p2/p1.
Now we assume that (3.7) holds true for a moment and prove (3.6) via using (3.7). Let T ∈
(λ0,∞) be any given constant. Multiplying both sides of (3.7) by λ
q
p1
−1
and then integrating in λ
over the interval (λ0, T ), we find that∫ T
λ0
λ
q
p1
−1
ω(E(βλ)) dλ ≤ δ s−1s
∫ T
λ0
λ
q
p1
−1
ω(E(λ)) dλ(3.9)
+
∫ T
λ0
λ
q
p1
−1
ω
({
x ∈ Q0 : Mγ,2B0
(
| f˜ |p2
)
(x) > (κλ)b
})
dλ.
Moreover, from (3.4), Lemma 3.3, q0 = p2q/(p2 + γq) and a change of variables, it follows that∫ ∞
0
λ
q
p1
−1
ω
({
x ∈ Q0 : Mγ,2B0
(
| f˜ |p2
)
(x) > (κλ)b
})
dλ
=
p1
p2
κ
− q
p1
∫ ∞
0
λ
q
p2
−1
ω
({
x ∈ Q0 : Mγ,2B0
(
| f˜ |p2
)
(x) > λ
})
dλ
=
p1
q
κ
− q
p1
∫
Q0
[
Mγ,2B0
(
| f˜ |p2
)] q
p2 ω dx .
p1
q
κ
− q
p1
[∫
2B0
| f˜ |q0ω
q0
q dx
] q
q0
,
which, combined with a change of variables and (3.9), implies that
β
− q
p1
∫ βT
βλ0
λ
q
p1
−1
ω(E(λ)) dλ(3.10)
≤ δ s−1s
∫ T
λ0
λ
q
p1
−1
ω(E(λ)) dλ +C(κ, [ω]Aq(1−γ)/p2 (R
n))
[∫
2B0
| f˜ |q0ω
q0
q dx
] q
q0
,
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where C(κ, [ω]Aq(1−γ)/p2(R
n)) is a positive constant depending only on κ and [ω]Aq(1−γ)/p2(R
n). Let
I := C(κ, [ω]Aq(1−γ)/p2 (R
n))
[∫
2B0
| f˜ |q0ω
q0
q dx
] q
q0
.
By (3.10) and the fact that β ∈ (1,∞), we conclude that, for any T ∈ (λ0,∞),
β
− q
p1
∫ T
0
λ
q
p1
−1
ω(E(λ)) dλ
≤ β−
q
p1
∫ βT
0
λ
q
p1
−1
ω(E(λ)) dλ
≤ β−
q
p1
∫ βλ0
0
λ
q
p1
−1
ω(E(λ)) dλ + δ
s−1
s
∫ T
λ0
λ
q
p1
−1
ω(E(λ)) dλ + I
≤ δ s−1s
∫ T
0
λ
q
p1
−1
ω(E(λ)) dλ +Cω(Q0)λ
q
p1
0
+ I,
where C is a positive constant independent of T , which further implies that, for any T ∈ (λ0,∞),
β
− q
p1
[
1 − δ s−1s β
q
p1
] ∫ T
0
λ
q
p1
−1
ω(E(λ)) dλ ≤ Cω(Q0)λ
q
p1
0
+ I.(3.11)
From β = [2δ(s−1)/s]−p1/q, Lemma 3.3 and letting T → ∞ in (3.11), we deduce that
∫
Q0
|G˜|qω dx ≤ Cω(Q0)λ
q
p1
0
+C(κ, [ω]Aq(1−γ)/p2(R
n))
[∫
2B0
| f˜ |q0ω
q0
q dx
] q
q0
,
which, together with λ0 = C3
>
2B0
|G˜|p1 dx, |Q0| ∼ |B0| and Lemma 3.2(v), further implies that
(3.6) holds true.
Now we prove (3.7). By (3.4) and Lemma 3.3, we find that there exists a positive constant C4,
depending only on n, such that, for any λ ∈ (0,∞),
(3.12) |E(λ)| ≤ C4
λ
∫
2B0
|G˜|p1 dx.
Let C3 := C4|2B0||Q0|−1δ−1. Then, from (3.8) and (3.12), it follows that, for any λ ∈ (λ0,∞),
|E(λ)| < δ|Q0|.
From now on, we fix λ ∈ (λ0,∞). By the fact that E(λ) is open in Q0 and the Caldero´n–
Zygmund decomposition (see, for instance, [67, p. 17] and [64, Lemma 4.2.2]), we conclude that
there exist an index set I and a sequence {Qk}k∈I of disjoint and maximal dyadic subcubes of Q0
such that
(a) for any k ∈ I, Qk ⊂ E(λ);
(b) for any k ∈ I, Q˜k ⊂ Q0, but Q˜k * E(λ), where Q˜k denotes the dyadic parent cube of Qk;
(c) |E(λ)\(⋃k∈I Qk)| = 0.
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For any k ∈ I, denote by Bk the ball with the same center and the same diameter as Qk, namely, its
radius rBk :=
√
nℓ(Qk)/2, where ℓ(Qk) denotes the side length of Qk. From the definition of E(λ)
and the above property (b) of {Qk}k∈I , it follows that there exists a positive constant C5, depending
only on n, such that, for any ball B˜ ⊂ 2B0 satisfying B˜ ∩ Bk , ∅ and rB˜ ≥ rBk ,
(3.13)
?
B˜
|G˜|p1 dx ≤ C5λ,
which, combined with the definition ofM2B0 , further implies that, for any x ∈ Qk with k ∈ I,
(3.14) M2B0
(
|G˜|p1
)
(x) ≤ max
{
M2Bk
(
|G˜|p1
)
(x),C5λ
}
.
Let B := B(x0, r) be a ball satisfying B ⊂ 2B0 and |B| ≤ β1|Ω|/5n, where x0 ∈ Rn and r ∈ (0,∞).
If 2B ⊂ Ω, let G˜B := GB and R˜B := RB; if 2B ∩ Ω = ∅, let G˜B := 0 and R˜B := 0; if 2B ∩ Ω , ∅
and 2B ∩ Ω∁ , ∅, let G˜B := GB11Ω and R˜B := RB11Ω, where B1 := B(y0, 4r) and y0 ∈ ∂Ω
satisfy 2B ⊂ B(y0, 4r). Then it is easy to see that, for any ball B satisfying 2B ⊂ 2B0 and
|B| ≤ β1|Ω|/5n, |G˜| ≤ |G˜B| + |R˜B| on 2B, (3.1) and (3.2) also hold true if G, f , GB, RB and Ω are
replaced, respectively, by G˜, f˜ , G˜B, R˜B and 2B0 (see, for instance, [33, pp. 2435-2436] for more
details).
Take δ ∈ (0, 1/3) to be sufficiently small such that β > C5. Then, by (3.14), the fact that
|G˜|p1 ≤ 2p1−1
(
|G˜Bk |p1 + |R˜Bk |p1
)
on 2Bk, (3.4) and Lemma 3.3, we conclude that, for any k ∈ I,
|E(βλ) ∩ Qk | ≤
∣∣∣∣{x ∈ Qk : M2Bk (|G˜|p1) (x) > βλ}∣∣∣∣(3.15)
≤
∣∣∣∣∣{x ∈ Qk : M2Bk (|G˜Bk |p1) (x) > βλ2p1
}∣∣∣∣∣
+
∣∣∣∣∣{x ∈ Qk : M2Bk (|R˜Bk |p1) (x) > βλ2p1
}∣∣∣∣∣
≤ 2
p1C4
βλ
∫
2Bk
|G˜Bk |p1 dx +
C(n, p1 , p3)
(βλ)p3/p1
∫
2Bk
|R˜Bk |p3 dx.
Now we claim that, for any k ∈ I, if
(3.16) Qk ∩
{
x ∈ Q0 : Mγ,2B0
(
| f˜ |p2
)
(x) ≤ (κλ)b
}
, ∅,
then
(3.17) |E(βλ) ∩ Qk | ≤ C˜−
s
s−1 δ|Qk |,
where C˜ is as in Lemma 3.2(vi). Indeed, for such a k, from (3.2), (3.13) and (3.16), it follows that
(3.18)
?
2Bk
|G˜Bk |p1 dx ≤ C(p1)
(
C
p1
2
κ + εp1C5
)
λ.
Moreover, by (3.1), (3.13) and (3.16), we find that
(3.19)
?
2Bk
|R˜Bk |p3 dx ≤ Cp31
[
(C5λ)
1
p1 + (κλ)
1
p1
]p3
=
[
C1
(
C
1
p1
5
+ κ
1
p1
)]p3
λ
p3
p1 .
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From (3.15), (3.18), (3.19) and β = [2δ(s−1)/s]−p1/q, it follows that, for any k ∈ I satisfying (3.16),
|E(βλ) ∩ Qk |(3.20)
≤
2
p1C4C(p1)(C
p1
2
κ + εp1C5)
β
+
C(n,p1,p3)[C1(C
1/p1
5
+ κ1/p1 )]p3
βp3/p1
 |2Bk ||Qk | |Qk |
≤ C(n,p1,p3)
[(
C
p1
2
κ + εp1C5
)
δ
(s−1)p1
sq
−1
+
(
C
1/p1
5
+ κ1/p1
)p3
δ
(s−1)p3
sq
−1
]
δ|Qk |.
By the assumption s > (
p3
q
)′, we know that (s−1)p3
sq
> 1. Now, we choose δ ∈ (0, 1/3) sufficiently
small such that
(3.21) C(n,p1,p3)
(
C
1
p1
5
+ κ
1
p1
)p3
δ
(s−1)p3
sq
−1 ≤ 1
2
C˜−
s
s−1 ,
where C˜ is as in Lemma 3.2(vi). Then, for such a fixed δ, we take κ ∈ (0, 1) and ε0 ∈ (0, 1) small
enough such that, for any ε ∈ [0, ε0),
C(n,p1,p3)
(
C
p1
2
κ + εp1C5
)
δ
(s−1)p1
sq
−1 ≤ 1
2
C˜−
s
s−1 ,
which, together with (3.20) and (3.21), further implies that, for any k ∈ I such that (3.16) holds
true,
|E(βλ) ∩ Qk | ≤ C˜−
s
s−1 δ|Qk |.
Thus, for any k ∈ I satisfying (3.16), (3.17) holds true.
Now we prove (3.7) via using (3.17). Fromω ∈ RHs(Rn), Lemma 3.2(vi) and (3.17), we deduce
that, for any k satisfying (3.16),
(3.22) ω(E(βλ) ∩ Qk) ≤ δ
s−1
s ω(Qk).
Let I1 := {k ∈ I : (3.16) holds true for k}. Then, by (3.22) and the term (c), we conclude that, for
any λ ∈ (λ0,∞),
ω(E(βλ)) = ω
E(βλ)⋂
⋃
k∈I
Qk


≤
∑
k∈I1
ω (E(βλ) ∩ Qk) + ω
({
x ∈ Q0 : Mγ,2B0
(
| f˜ |p2
)
(x) > (κλ)b
})
≤ δ s−1s
∑
k∈I1
ω (Qk) + ω
({
x ∈ Q0 : Mγ,2B0
(
| f˜ |p2
)
(x) > (κλ)b
})
≤ δ s−1s ω(E(λ)) + ω
({
x ∈ Q0 : Mγ,2B0
(
| f˜ |p2
)
(x) > (κλ)b
})
.
This finishes the proof of (3.7) and hence of Theorem 3.1. 
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4 Proofs of Theorems 1.3 and 1.7
In this section, we prove Theorems 1.3 and 1.7 by using Theorem 3.1. We begin with the
following auxiliary conclusion.
Lemma 4.1. Assume that n ≥ 2, Ω ⊂ Rn is a bounded Lipschitz domain, α ∈ L∞(∂Ω) is as in
(1.4), p ∈ (1,∞), 1/p + 1/p′ = 1 and F ∈ L(p′)∗(Ω), where (p′)∗ is as in (1.5) with p replaced by
p′. Let v ∈ W1,p′(Ω) be the weak solution of the Robin problem
(4.1)

−div(A∇v) = F in Ω,
∂v
∂ν
+ αv = 0 on ∂Ω.
Assume further that the weak solution u ∈ W1,p(Ω) of the Robin problem
(4.2)

−div(A∇u) = div(f) in Ω,
∂u
∂ν
+ αu = f · ν on ∂Ω
satisfies the estimate
(4.3) ‖u‖W1,p(Ω) ≤ C‖f‖Lp(Ω;Rn),
where C is a positive constant independent of u and f. Then there exists a positive constant C,
independent of v and F, such that
‖v‖W1,p′ (Ω) ≤ C ‖F‖L(p′)∗ (Ω) .
Proof. By the assumptions (4.1) and (4.2), we conclude that∫
Ω
A∇u · ∇v dx +
∫
∂Ω
αuv dσ(x) = −
∫
Ω
f · ∇v dx =
∫
Ω
Fu dx,
which, combined with (4.3), the Sobolev inequality (see, for instance, [38, Thoerem 7.26] and [57,
Section 2.3.4, Theorem 3.4]) and the Ho¨lder inequality, further implies that
‖∇v‖Lp′ (Ω;Rn) = sup
‖f‖Lp(Ω;Rn)≤1
∣∣∣∣∣
∫
Ω
∇v · f dx
∣∣∣∣∣ = sup‖f‖Lp(Ω;Rn)≤1
∣∣∣∣∣
∫
Ω
Fu dx
∣∣∣∣∣(4.4)
≤ sup
‖f‖Lp(Ω;Rn)≤1
‖F‖L(p′)∗ (Ω)‖u‖Lq(Ω) . sup
‖f‖Lp(Ω;Rn)≤1
‖F‖L(p′)∗ (Ω)‖u‖W1,p(Ω)
. sup
‖f‖Lp(Ω;Rn)≤1
‖f‖Lp(Ω;Rn)‖F‖L(p′)∗ (Ω) . ‖F‖L(p′)∗ (Ω),
where q ∈ (1,∞) is given by 1/q + 1/(p′)∗ = 1. Moreover, denote by R(·, ·) the Robin-Green
function of the boundary value problem (4.1). Then, for any x ∈ Ω,
(4.5) v(x) =
∫
Ω
R(x, y)F(y) dy.
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Furthermore, it is well known that, for any x, y ∈ Ω, |R(x, y)| . |x − y|2−n when n ≥ 3, and
|R(x, y)| . ln(1+ |x− y|−1) when n = 2 (see, for instance, [20, p. 3207]), which, together with (4.5)
and the fact that Ω is bounded, further implies that, for any x ∈ Ω,
|v(x)| .
∫
Ω
|x − y|1−n|F(y)| dy.
From this and the well-known results on the boundedness of the fractional integral (see, for in-
stance, [40, Theorem 1.2.3]), we deduce that ‖v‖Lp′ (Ω) . ‖F‖L(p′)∗ (Ω), which, combined with (4.4),
then completes the proof Lemma 4.1. 
Lemma 4.2. Let n ≥ 2, Ω ⊂ Rn be a bounded Lipschitz domain, α ∈ L∞(∂Ω) be as in (1.4), p ∈
(1,∞), 1/p + 1/p′ = 1, g ∈ Lp′(Ω;Rn) and p∗ ∈ (1,∞) be as in (1.5). Assume that u ∈ W1,p′(Ω) is
the weak solution of the Robin problem (4.2) with f replaced by g. If the weak solution v ∈ W1,p(Ω)
of the Robin problem (R)p with f ∈ Lp(Ω;Rn), F ∈ Lp∗(Ω) and g ≡ 0 satisfies the estimate (1.13),
then ‖u‖W1,p′ (Ω) ≤ C‖g‖Lp′ (Ω;Rn), where C is a positive constant independent of v and g.
Proof. Let w ∈ W1,p(Ω) be the weak solution of the Robin problem (4.2) with f ∈ Lp(Ω;Rn).
Then ∫
Ω
g · ∇wdx = −
∫
Ω
A∇u · ∇wdx =
∫
Ω
f · ∇u dx,
which, together with (4.3) and the Ho¨lder inequality, further implies that
‖∇u‖Lp′ (Ω;Rn) = sup
‖f‖Lp(Ω;Rn)≤1
∣∣∣∣∣
∫
Ω
f · ∇u dx
∣∣∣∣∣ = sup‖f‖Lp(Ω;Rn)≤1
∣∣∣∣∣
∫
Ω
g · ∇wdx
∣∣∣∣∣(4.6)
≤ sup
‖f‖Lp(Ω;Rn)≤1
‖g‖Lp′ (Ω;Rn)‖∇w‖Lp(Ω;Rn)
. sup
‖f‖Lp(Ω;Rn)≤1
‖g‖Lp′ (Ω;Rn)‖f‖Lp(Ω;Rn) . ‖g‖Lp′ (Ω;Rn).
Let h be the weak solution of the Robin problem
−div(A∇h) = F in Ω,
∂h
∂ν
+ αh = 0 on ∂Ω
with F ∈ Lp∗(Ω). Then, by the assumption condition in Lemma 4.2, we conclude that
‖h‖W1,p(Ω) . ‖F‖Lp∗ (Ω),
which, combined with∫
Ω
uF dx =
∫
Ω
A∇u · ∇h dx +
∫
∂Ω
αuh dσ(x) = −
∫
Ω
g · ∇h dx,
further implies that
‖u‖Lq(Ω) = sup
‖F‖Lp∗ (Ω)≤1
∣∣∣∣∣
∫
Ω
uF dx
∣∣∣∣∣ = sup‖F‖Lp∗ (Ω)≤1
∣∣∣∣∣
∫
Ω
g · ∇h dx
∣∣∣∣∣
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≤ sup
‖F‖Lp∗ (Ω)≤1
‖g‖Lp′ (Ω;Rn)‖∇h‖Lp(Ω;Rn)
. sup
‖F‖Lp∗ (Ω)≤1
‖g‖Lp′ (Ω;Rn)‖F‖Lp∗ (Ω) . ‖g‖Lp′ (Ω;Rn),
where q ∈ (1,∞) is given by 1/q+ 1/p∗ = 1. From this, (4.6) and the Ho¨lder inequality, it follows
that
‖u‖W1,p′ (Ω) . ‖u‖L1(Ω) + ‖∇u‖Lp′ (Ω;Rn) . ‖u‖Lq(Ω) + ‖∇u‖Lp′ (Ω;Rn) . ‖g‖Lp′ (Ω;Rn).
This finishes the proof of Lemma 4.2. 
By Lemmas 4.1 and 4.2, we have the following corollary.
Corollary 4.3. Let n ≥ 2, Ω ⊂ Rn be a bounded Lipschitz domain, α ∈ L∞(∂Ω) be as in (1.4),
p ∈ (1,∞), and p∗ ∈ (1,∞) be as in (1.5). Assume that the weak solution u ∈ W1,p(Ω) of the Robin
problem (R)p, with f ∈ Lp(Ω;Rn), F ∈ Lp∗(Ω) and g ≡ 0, satisfies the estimate (1.13). Then the
weak solution v of the Robin problem
−div(A∇v) = div(g) + H in Ω,
∂v
∂ν
+ αv = g · ν + h on ∂Ω,
with g ∈ Lp(Ω;Rn), H ∈ Lp∗(Ω) and h ∈ W−1/p,p(∂Ω), satisfies
‖v‖W1,p(Ω) ≤ C
[
‖g‖Lp(Ω;Rn) + ‖H‖Lp∗ (Ω) + ‖h‖W−1/p,p(∂Ω)
]
,
where C is a positive constant independent of v, g, H and h.
Proof. Let u1 be the weak solution of the Robin problem
−div(A∇u1) = div(f1) in Ω,
∂u1
∂ν
+ αu1 = f1 · ν on ∂Ω
with f1 ∈ Lp′(Ω;Rn). Then, by the assumption conditions in Corollary 4.3 and Lemma 4.2, we
conclude that
(4.7) ‖u1‖W1,p′ (Ω) . ‖f1‖Lp′ (Ω;Rn).
Let w1 be the weak solution of the Robin problem
−div(A∇w1) = H in Ω,
∂w1
∂ν
+ αw1 = h on ∂Ω.
Furthermore, assume that w2 is the weak solution of the Robin problem
−div(A∇w2) = div(g) in Ω,
∂w2
∂ν
+ αw2 = g · ν on ∂Ω.
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Then v = w1 + w2 and
(4.8) ‖w2‖W1,p(Ω) . ‖g‖Lp(Ω;Rn).
Moreover,
−
∫
Ω
f1 · ∇w1 dx =
∫
Ω
A∇u1 · ∇w1 dx +
∫
∂Ω
αu1w1 dσ(x) =
∫
Ω
Hu1 dx + 〈h, u1〉∂Ω,
which, together with the Ho¨lder inequality, the Sobolev inequality and the trace inequality
‖u1‖W1/p,p′ (∂Ω) . ‖u1‖W1,p′ (Ω)
(see, for instance, [57, Section 2.5.4, Theorem 5.5]), further implies that
∣∣∣∣∣
∫
Ω
f1 · ∇w1 dx
∣∣∣∣∣ ≤ ‖H‖Lp∗ (Ω)‖u1‖L(p∗)′ (Ω) + ‖h‖W−1/p,p(∂Ω)‖u1‖W1/p,p′ (∂Ω)
.
[
‖H‖Lp∗ (Ω) + ‖h‖W−1/p,p(∂Ω)
]
‖u1‖W1,p′ (Ω).
From this and (4.7), it follows that
(4.9) ‖∇w1‖Lp(Ω;Rn) . ‖H‖Lp∗ (Ω) + ‖h‖W−1/p,p(∂Ω).
Let u2 be the weak solution of the Robin problem
−div(A∇u2) = F in Ω,
∂u2
∂ν
+ αu2 = 0 on ∂Ω,
with F ∈ Lp∗(Ω). Then ‖u2‖W1,p(Ω) . ‖F‖Lp∗ (Ω). Using this estimate, similarly to the estimation of
(4.9), we conclude that
‖w1‖Lp(Ω) . ‖H‖Lp∗ (Ω) + ‖h‖W−1/p,p(∂Ω),
which, combined with (4.9), further implies that
(4.10) ‖w1‖W1,p(Ω) . ‖H‖Lp∗ (Ω) + ‖h‖W−1/p,p(∂Ω).
Thus, from (4.8), (4.10) and v = w1 + w2, we deduce that
‖v‖W1,p(Ω) . ‖g‖Lp(Ω;Rn) + ‖H‖Lp∗ (Ω) + ‖h‖W−1/p,p(∂Ω).
This finishes the proof of Corollary 4.3. 
To show Theorem 1.7, we also need the following Lemma 4.4, whose proof is similar to that of
[8, Lemma 4.38] and we omit the details here.
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Lemma 4.4. Let n ≥ 2, Ω ⊂ Rn be a Lipschitz domain, 0 < p0 < q ≤ ∞ and r0 ∈ (0, diam(Ω)).
Assume that x ∈ Ω and the weak reverse Ho¨lder inequality
[?
BΩ(x,r)
|g|q dx
] 1
q
≤ C6
[?
BΩ(x,2r)
|g|p0 dx
] 1
p0
holds true for a given measurable function g on Ω and any r ∈ (0, r0), where C6 is a positive
constant, independent of x and r, which may depend on g. Then, for any given p ∈ (0,∞], there
exists a positive constant C, depending only on p, p0, q and C6, such that
[?
BΩ(x,r)
|g|q dx
] 1
q
≤ C
[?
BΩ(x,2r)
|g|p dx
] 1
p
holds true for any r ∈ (0, r0).
Now we prove Theorem 1.3 by using Theorem 3.1 and Lemmas 4.1, 4.2 and 4.4.
Proof of Theorem 1.3. We first show that (i) implies (ii). Assume that (i) holds true. Let r0 ∈
(0, diam(Ω)) be a constant and B := B(x0, r) as in (ii), namely, r ∈ (0, r0/4) and either x0 ∈ ∂Ω or
B(x0, 2r) ⊂ Ω. Let η ∈ C∞c (Rn) satisfy that 0 ≤ η ≤ 1, η ≡ 1 on B, supp (η) ⊂ 2B, and |∇η| . r−1.
Moreover, assume that −div(A∇v) = 0 in 2B∩Ω and ∂v
∂ν
+αv = 0 on B(x0, 2r)∩∂Ω when x0 ∈ ∂Ω.
Then
(4.11)

−div(A∇([v − v]η)) = −div([v − v]A∇η) − A∇v · ∇η in Ω,
∂([v − v]η)
∂ν
+ α(v − v)η = (v − v)A∇η · ν − αvη on ∂Ω,
where v :=
>
2B∩Ω v dy. Indeed, by the assumption that −div(A∇v) = 0 in 2B ∩ Ω and ∂v∂ν + αv = 0
on B(x0, 2r) ∩ ∂Ω, we conclude that, for any φ ∈ C∞(Rn),∫
Ω
A∇((v − v)η) · ∇φ dx +
∫
∂Ω
α(v − v)ηφ dσ(x)
=
∫
Ω
A(v − v)∇η · ∇φ dx +
∫
Ω
ηA∇(v − v) · ∇φ dx +
∫
∂Ω
α(v − v)ηφ dσ(x)
=
∫
Ω
A(v − v)∇η · ∇φ dx +
∫
Ω
A∇v · ∇(ηφ) dx −
∫
Ω
φA∇v · ∇η dx +
∫
∂Ω
α(v − v)ηφ dσ(x)
=
∫
Ω
A(v − v)∇η · ∇φ dx −
∫
Ω
φA∇v · ∇η dx −
∫
∂Ω
αvηφ dσ(x),
which implies that (4.11) holds true. From (i), (4.11), Corollary 4.3 and (1.3), we deduce that
‖(v − v)η‖W1,p(Ω) . ‖A(v − v)∇η‖Lp(Ω;Rn) + ‖A∇v · ∇η‖Lp∗ (Ω) + ‖αvη‖W−1/p,p(∂Ω).(4.12)
By the facts that supp (η) ⊂ 2B and |∇η| . r−1, and the Sobolev inequality, we conclude that
‖A(v − v)∇η‖Lp(Ω;Rn) . ‖(v − v)∇η‖Lp(Ω;Rn) . r−1 ‖v − v‖Lp(2B∩Ω) . r−1 ‖∇v‖Lp∗ (2B∩Ω;Rn) .(4.13)
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Furthermore, it is easy to see that
‖A∇v · ∇η‖Lp∗ (Ω) . r−1 ‖∇v‖Lp∗ (2B∩Ω;Rn) .(4.14)
Moreover, by the facts that
W1/p,p
′
(∂Ω) ⊂ Ls(∂Ω) and
(
W1/p,p
′
(∂Ω)
)∗
= W−1/p,p(∂Ω)
(see, for instance, [57, Section 2.5.8, Corollary 5.1]), where s :=
(n−1)p′
(n−1)−p′/p and (W
1/p,p′(∂Ω))∗
denotes the dual space of W1/p,p
′
(∂Ω), we find that
Ls
′
(∂Ω) ⊂ W−1/p,p(∂Ω),
which, together with s′ = (n − 1)p/n and supp (η) ⊂ 2B, implies that
‖αvη‖W−1/p,p(∂Ω) . |v|‖αη‖
L
(n−1)p
n (∂Ω)
. |v|‖α‖L∞(∂Ω)rn/p.
From this, (4.12), (4.13) and (4.14), we deduce that
‖(v − v)η‖W1,p(Ω) . r−1 ‖∇v‖Lp∗ (2B∩Ω;Rn) + ‖α‖L∞(∂Ω)|v|rn/p,
which, combined with the facts that η ≡ 1 on B and 1
p∗ =
1
p
+ 1
n
, further implies that
[?
B∩Ω
(|v| + |∇v|)p dx
] 1
p
.
[
1 + ‖α‖L∞(∂Ω)
] 
(?
2B∩Ω
|∇v|p∗ dx
) 1
p∗
+
?
2B∩Ω
|v| dx
(4.15)
.
[
1 + ‖α‖L∞(∂Ω)
] [?
2B∩Ω
(|v| + |∇v|)p∗ dx
] 1
p∗
.
By (4.15) and Lemma 4.4, we find that (1.14) holds true. Thus, we show that (i) implies (ii).
Now we prove that (ii) implies (iii). Assume that (ii) holds true. Let q ∈ [p0, p], q0 ∈ [1, qp0 ],
r0 ∈ [( pq )′,∞] and ω ∈ Aq0(Rn) ∩ RHr0(Rn). Let f ∈ L
q
ω(Ω;R
n), F ∈ Lq∗
ωq∗/q
(Ω), and u1, u2 ∈
W1,p0(Ω) be, respectively, the weak solutions of the Robin problems
(4.16)

−div(A∇u1) = div(f) in Ω,
∂u1
∂ν
+ αu1 = f · ν on ∂Ω
and
(4.17)

−div(A∇u2) = F in Ω,
∂u2
∂ν
+ αu2 = 0 on ∂Ω.
Then u = u1 + u2.
From Lemma 3.2(vii), it follows that L
q
ω(Ω) ⊂ L
q
q0 (Ω) ⊂ Lp0(Ω), which further implies that
f ∈ Lp0 (Ω;Rn). Let B := B(xB, rB) ⊂ Rn be a ball satisfying rB ∈ (0, r0/4) and either 2B ⊂ Ω
Weighted Global Regularity Estimates for Elliptic Problems 33
or xB ∈ ∂Ω. Take φ ∈ C∞c (Rn) such that φ ≡ 1 on 2B, 0 ≤ φ ≤ 1 and supp (φ) ⊂ 4B. Let
v1, w1 ∈ W1,p0(Ω) be, respectively, the weak solutions of the Robin problems
(4.18)

−div(A∇v1) = div(φf) in Ω,
∂v1
∂ν
+ αv1 = φf · ν on ∂Ω
and
(4.19)

−div(A∇w1) = div((1 − φ)f) in Ω,
∂w1
∂ν
+ αw1 = (1 − φ)f · ν on ∂Ω.
Then u1 = v1 + w1.
Let G := |u1| + |∇u1|, f := |f|, GB := |v1| + |∇v1| and RB := |w1| + |∇w1|. It is easy to see that
0 ≤ G ≤ GB + RB. By the assumption (1.12), we conclude that
‖v1‖W1,p0 (Ω) . ‖φf‖Lp0 (Ω;Rn),
which further implies that
(?
2BΩ
G
p0
B
dx
) 1
p0
.
[
1
|2BΩ|
∫
Ω
(|v1| + |∇v1|)p0 dx
] 1
p0
(4.20)
.
(
1
|2BΩ|
∫
Ω
|fφ|p0 dx
) 1
p0
.
(?
4BΩ
f p0 dx
) 1
p0
.
Moreover, from (4.19) and (ii), it follows that (1.14) holds true for w1, which, together with the
self-improvement property of the weak reverse Ho¨lder inequality (see, for instance, [37, pp. 122-
123]), further implies that there exists an ε0 ∈ (0,∞) such that the inequality (1.14) holds true with
p replaced by p + ε0. By this and Lemma 4.4, we find that, for any t ∈ (0, p0], the weak reverse
Ho¨lder inequality
(4.21)
[?
BΩ
(|w1| + |∇w1|)p+ε0 dx
] 1
p+ε0
.
[?
2BΩ
(|w1| + |∇w1|)t dx
] 1
t
holds true. This, combined with (4.20), further implies that
[?
2BΩ
R
p+ε0
B
dx
] 1
p+ε0
.
[?
4BΩ
(|w1| + |∇w1|)p0 dx
] 1
p0
(4.22)
.
(?
4BΩ
Gp0 dx
) 1
p0
+
(?
4BΩ
f p0 dx
) 1
p0
.
Moreover, from the assumption ω ∈ Aq0(Rn) ∩ RHr0(Rn) with q0 ∈ [1, qp0 ] and r0 ∈ [(
p
q
)′,∞], we
deduce that ω ∈ Aq/p0(Rn) ∩ RHs(Rn) with s ∈ (( p+ε0q )′,∞]. By (4.20) and (4.22), we find that
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(3.1) and (3.2) hold true with p1 = p2 := p0, p3 := p + ε0 and γ := 0. Then, applying Theorem
3.1 and the Ho¨lder inequality, we conclude that
[
1
ω(Ω)
∫
Ω
(|u1| + |∇u1 |)qω dx
] 1
q
(4.23)
.
[?
Ω
(|u1| + |∇u1 |)p0 dx
] 1
p0
+
[
1
ω(Ω)
∫
Ω
|f|qω dx
] 1
q
.
(?
Ω
|f|p0 dx
) 1
p0
+
[
1
ω(Ω)
∫
Ω
|f|qω dx
] 1
q
.
[
1
ω(Ω)
∫
Ω
|f|qω dx
] 1
q
.
Let v2, w2 ∈ W1,p0(Ω) be, respectively, the weak solutions of the Robin problems
(4.24)

−div(A∇v2) = Fφ in Ω,
∂v2
∂ν
+ αv2 = 0 on ∂Ω
and
(4.25)

−div(A∇w2) = F(1 − φ) in Ω,
∂w2
∂ν
+ αw2 = 0 on ∂Ω.
Then u2 = v2 + w2 and, by the assumption (1.12), we find that
(4.26) ‖v2‖W1,p0 (Ω) . ‖Fφ‖L(p0)∗ (Ω).
Let G := |u2| + |∇u2|, f := |F|, GB := |v2| + |∇v2| and RB := |w2| + |∇w2|. From (4.26) and the facts
that φ ≡ 1 on 2B, 0 ≤ φ ≤ 1 and supp (φ) ⊂ 4B, it follows that
(?
2BΩ
G
p0
B
dx
) 1
p0
.
[
1
|2BΩ|
∫
Ω
(|v2| + |∇v2 |)p0 dx
] 1
p0
(4.27)
.
[
|2BΩ|1−
(p0)∗
p0
1
|2BΩ|
∫
Ω
|Fφ|(p0)∗ dx
] 1
(p0)∗
.
[
|4BΩ|1−
(p0)∗
p0
?
4BΩ
f (p0)∗ dx
] 1
(p0)∗
.
Furthermore, by the fact that φ ≡ 1 on 2B, (4.25) and the assumption that (ii) holds true, we further
conclude that (4.21) also holds true with w1 replaced by w2, which, together with (4.27), implies
that (?
2BΩ
R
p+ε0
B
dx
) 1
p+ε0
.
[?
4BΩ
(|w2| + |∇w2|)p0 dx
] 1
p0
(4.28)
.
(?
4BΩ
Gp0 dx
) 1
p0
+
[
|4BΩ|1−
(p0)∗
p0
?
4BΩ
f (p0)∗ dx
] 1
(p0)∗
.
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From (4.27) and (4.28), we deduce that (3.1) and (3.2) hold true with p1 := p0, p2 := (p0)∗,
p3 := p + ε0 and γ := 1 − (p0)∗p0 , which, combined with Theorem 3.1, 1/q∗ = 1/q + 1/n and the
Ho¨lder inequality, implies that
[
1
ω(Ω)
∫
Ω
(|u2| + |∇u2 |)qω dx
] 1
q
(4.29)
.
[?
Ω
(|u2| + |∇u2 |)p0 dx
] 1
p0
+
[
1
ω(Ω)
∫
Ω
|F|q∗ω
q∗
q dx
] 1
q∗
[ω(Ω)]
1
n
.
[
1
ω(Ω)
∫
Ω
|F|q∗ω
q∗
q dx
] 1
q∗
[ω(Ω)]
1
n .
Thus, by (4.23), (4.29) and u = u1 + u2, we conclude that (1.15) holds true. This show that (ii)
implies (iii).
Finally, we prove that (iii) implies (i). By taking q := p and ω ≡ 1 in (iii), we know that (i)
holds true. This finishes the proof of Theorem 1.3. 
To show Theorem 1.7, we need the following Lemma 4.5, which was essentially obtained
in [36]. Indeed, if A ∈ VMO(Rn), Lemma 4.5 was established in [36]. Moreover, the proof for
Lemma 4.5 presented in [36] is also valid when A satisfies the (δ,R)-BMO condition for sufficiently
small δ ∈ (0,∞) and some R ∈ (0,∞).
Lemma 4.5. Let n ≥ 3, Ω ⊂ Rn be a bounded Lipschitz domain and α ∈ L∞(∂Ω) as in (1.4).
Assume that the matrix A is real-valued, symmetric, bounded and measurable, and satisfies (1.3).
Then there exist positive constants ε0, δ0 ∈ (0,∞), depending only on n and the Lipschitz constant
of Ω, such that, for any given p ∈ [2, 3 + ε0), if A satisfies the (δ,R)-BMO condition for some
δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then the weak reverse Ho¨lder inequality (1.14), with
p0 replaced by 2, holds true for any function v ∈ W1,2(B(x0, 2r) ∩ Ω) satisfying div(A∇v) = 0
in B(x0, 2r) ∩ Ω and ∂v∂ν + αv = 0 on B(x0, 2r) ∩ ∂Ω when x0 ∈ ∂Ω, where r ∈ (0, r0) with
r0 ∈ (0, diam(Ω)) being a constant.
Now we prove Theorem 1.7 via using Lemma 4.5 and Theorem 1.3.
Proof of Theorem 1.7. We first prove (i). By Remark 1.2, we know that the Robin problem (R)2
is uniquely solvable and (1.12) holds true with p0 := 2. From this, Theorem 1.3 and Lemma 4.5,
we deduce that there exists a positive constant ε0, depending only on n and the Lipschitz constant
of Ω, such that, for any given p ∈ [2, 3 + ε0), the Robin problem (R)p with g ≡ 0 is uniquely
solvable and (1.13) holds true. By this and Lemmas 4.1 and 4.2, we conclude that, for any given
p ∈ ((3 + ε0)′, 3 + ε0), the Robin problem (R)p with g ≡ 0 is uniquely solvable and (1.13) holds
true, which, together with Corollary 4.3, further implies that, for any given p ∈ ((3 + ε0)′, 3 + ε0),
(1.17) holds true. This finishes the proof of (i).
Now we show (ii). Let p ∈ (p˜0, 3 + ε0) and ω ∈ A p
p˜0
(Rn) ∩ RH
(
3+ε0
p
)′(R
n). Then, from Lemma
3.2(i) and the self-improvement property of the reverse Ho¨lder inequality, it follows that there
exists an ǫ ∈ (0,min{p− p˜0, 3+ ε0− p}) such that ω ∈ A p
p˜0+ǫ
(Rn)∩RH
(
3+ε0−ǫ
p
)′(R
n). Let s1 := p˜0+ ǫ
and s2 := 3+ε0−ǫ. Then max{n/(n−1), (3+ε0)′} < s1 < p < s2 < 3+ε0. Moreover, by (i), we find
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that the Robin problems (R)s1 and (R)s2 with g ≡ 0 are uniquely solvable and the weak solutions u
satisfy (1.13), which, combined with Theorem 1.3, ω ∈ A p
s1
(Rn)∩ RH( s2
p
)′(R
n) and s1 > n/(n − 1),
implies that the weighted Robin problem (R)p, ω with f ∈ Lpω(Ω;Rn) and F ∈ Lp∗ωp∗/p(Ω) is uniquely
solvable and the weak solution u satisfies the estimate (1.18). This finishes the proof of (ii) and
hence of Theorem 1.7. 
5 Proof of Theorem 1.11
In this section, we prove Theorem 1.11 by using Theorem 1.3. We begin with the following
Meyer type estimates in the case of the Robin boundary case.
Lemma 5.1. Let n ≥ 3, Ω ⊂ Rn be a bounded Lipschitz domain and r0 ∈ (0, diam(Ω)) a constant.
Assume that the matrix A is real-valued, symmetric, bounded and measurable, and satisfies (1.3).
Let u ∈ W1,2(B(x0, 4r) ∩ Ω) be a solution of the equation div(A∇u) = 0 in B(x0, 4r) ∩ Ω with
∂u
∂ν
+ αu = 0 on B(x0, 4r) ∩ ∂Ω, where x0 ∈ Ω, r ∈ (0, r0/4) and α ∈ L∞(∂Ω) is as in (1.4). Then
there exist positive constants C, ε0 ∈ (0,∞), independent of u, x0 and r, such that
[?
BΩ(x0 ,r)
(|u| + |∇u|)2+ε0 dx
] 1
2+ε0 ≤ C
[
1 + ‖α‖L∞(∂Ω)
] [?
BΩ(x0 ,2r)
(|u| + |∇u|)2 dx
] 1
2
.(5.1)
To show Theorem 5.1, we need the following Lemmas 5.2 and 5.3.
Lemma 5.2. Let n ≥ 3, Ω ⊂ Rn be a bounded Lipschitz domain and r0 ∈ (0, diam(Ω)) a constant.
Assume that x0 ∈ ∂Ω and r ∈ (0, r0). Let u be as in Lemma 5.1. Then there exists a positive
constant C, independent of u, x0 and r, such that
[?
BΩ(x0 ,r)
|∇u|2 dx
] 1
2
≤ C

?
BΩ(x0 ,2r)
|∇u| dx +
[?
B(x0 ,2r)∩∂Ω
|αu|p dσ(x)
] 1
p
 ,(5.2)
where p :=
2(n−1)
n−2 .
Lemma 5.2 is just [60, Lemma 3.13] (see also [68, Lemma 3.7]).
Lemma 5.3. Let n ≥ 3, Ω ⊂ Rn be a bounded Lipschitz domain and r0 ∈ (0, diam(Ω)) a constant.
Assume that x0 ∈ ∂Ω and r ∈ (0, r0). Let u be as in Lemma 5.1. Then there exists a positive
constant C, independent of u, x0 and r, such that
sup
x∈BΩ(x0 ,r)
|u(x)| ≤ C
[?
BΩ(x0 ,2r)
|u|2 dx
] 1
2
.(5.3)
Lemma 5.3 can be proved via using the Moser iteration method, which is similar to that of [50,
Lemma 3.1]; we omit the details here.
Now we show Lemma 5.1 by using Lemmas 5.2 and 5.3.
Weighted Global Regularity Estimates for Elliptic Problems 37
Proof of Lemma 5.1. We prove this lemma via considering the following two cases for x0 and r.
Case 1) B(x0, 4r) ⊂ Ω. In this case, div(A∇u) = 0 in B(x0, 4r). Let η ∈ C∞c (2B(x0, r)) be such
that 0 ≤ η ≤ 1, η ≡ 1 on B(x0, r) and |∇η| . r−1. Take v := (u − u)η2 as a test function, where
u :=
>
2B(x0 ,r)
u dx. Then ∫
B(x0,2r)
A∇u · ∇v dx = 0,
which, together with |∇η| . r−1, further implies that∫
B(x0,r)
|∇u|2 dx . 1
r2
∫
B(x0,2r)
|u − u|2 dx.
By this and the Sobolev inequality, we conclude that[?
B(x0,r)
|∇u|2 dx
] 1
2
.
[?
B(x0,2r)
|∇u| 2nn+2 dx
] n+2
2n
.(5.4)
Moreover, from the Sobolev inequality and the Ho¨lder inequality, it follows that[?
B(x0,2r)
|u|2 dx
] 1
2
≤
[?
B(x0 ,2r)
|u − u|2 dx
] 1
2
+ |u|(5.5)
.
[?
B(x0 ,2r)
(|u| + |∇u|) 2nn+2 dx
] n+2
2n
,
which, combined with (5.4), implies that[?
B(x0 ,r)
(|u| + |∇u|)2 dx
] 1
2
.
[?
B(x0,2r)
(|u| + |∇u|) 2nn+2 dx
] n+2
2n
.(5.6)
Case 2) x0 ∈ ∂Ω. In this case, let p := 2(n−1)n−2 . Then, by Lemmas 5.2 and 5.3, we find that[?
BΩ(x0 ,r/2)
|∇u|2 dx
] 1
2
.
?
BΩ(x0 ,r)
|∇u| dx +
[?
B(x0,r)∩∂Ω
|αu|p dσ(x)
] 1
p
.
?
BΩ(x0 ,r)
|∇u| dx +
 sup
x∈BΩ(x0 ,r)
|u(x)|
 ‖α‖L∞(∂Ω)
.
?
BΩ(x0 ,2r)
|∇u| dx +
[?
BΩ(x0 ,2r)
|u| dx
]
‖α‖L∞(∂Ω),
which implies that[?
BΩ(x0 ,r/2)
|∇u|2 dx
] 1
2
.
[
1 + ‖α‖L∞(∂Ω)
]?
BΩ(x0 ,2r)
(|u| + |∇u|) dx.(5.7)
Furthermore, similarly to (5.5), we know that[?
BΩ(x0 ,r/2)
|u|2 dx
] 1
2
.
[
1 + ‖α‖L∞(∂Ω)
]?
BΩ(x0 ,2r)
(|u| + |∇u|) dx,
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which, together with (5.7), further implies that
[?
BΩ(x0 ,r/2)
(|u| + |∇u|)2 dx
] 1
2
.
[
1 + ‖α‖L∞(∂Ω)
]?
BΩ(x0 ,2r)
(|u| + |∇u|) dx.
By this and a simple covering argument, we conclude that
[?
BΩ(x0 ,r)
(|u| + |∇u|)2 dx
] 1
2
.
[
1 + ‖α‖L∞(∂Ω)
]?
BΩ(x0 ,2r)
(|u| + |∇u|) dx.(5.8)
Finally, from (5.6), (5.8) and the self-improvement property of the weak reverse Ho¨lder in-
equality (see, for instance, [37, pp. 122-123]), it follows that there exists an ε0 ∈ (0,∞) such that,
for any x0 ∈ Ω and r ∈ (0, r0/4),[?
BΩ(x0 ,r)
(|u| + |∇u|)2+ε0 dx
] 1
2+ε0
.
[
1 + ‖α‖L∞(∂Ω)
] [?
BΩ(x0 ,2r)
(|u| + |∇u|)2 dx
] 1
2
,
which is the desired estimate. This finishes the proof of Lemma 5.1. 
Moreover, to show Theorem 1.11, we need the following Lemma 5.4.
Lemma 5.4. Let n ≥ 3, Ω ⊂ Rn be a bounded Lipschitz domain and r0 ∈ (0, diam(Ω)) a constant.
Assume that the matrix A is real-valued, symmetric, bounded and measurable, and satisfies (1.3).
Let u ∈ W1,2(B(x0, 4r) ∩ Ω) be a solution of the equation div(A∇u) = 0 in B(x0, 4r) ∩ Ω with
∂u
∂ν
+ αu = 0 on B(x0, 4r) ∩ ∂Ω, where x0 ∈ Ω, r ∈ (0, r0/4), and α ∈ L∞(∂Ω) satisfies α ≥ α0
with α0 ∈ (0,∞) being a constant. Then there exist a function θ := θ(r), p ∈ (2,∞) and a function
v ∈ W1,p(B(x0, r) ∩ Ω) such that
(5.9)
[?
BΩ(x0 ,r)
(|v| + |∇v|)p dx
] 1
p
≤ C
[?
BΩ(x0 ,4r)
(|u| + |∇u|)2 dx
] 1
2
and {?
BΩ(x0 ,r)
[|u − v| + |∇(u − v)|]2 dx
} 1
2
≤ θ(r)
[?
BΩ(x0 ,4r)
(|u| + |∇u|)2 dx
] 1
2
,(5.10)
where C is a positive constant independent of u, v, x0 and r.
Proof. Let A0 := {ci j}ni, j=1, where, for any i, j ∈ {1, . . . , n}, ci j :=
>
B(x0,2r)
ai j dx. Assume that
v ∈ W1,2(BΩ(x0, 2r)) is the solution of the following boundary value problem
(5.11)
−div(A0∇v) = 0 in BΩ(x0, 2r),A0∇v · ν + αv = A∇u · ν + αu on ∂BΩ(x0, 2r).
Using u − v as a test function in (5.11), we find that∫
BΩ(x0 ,2r)
A0∇(u − v) · ∇(u − v) dx +
∫
∂BΩ(x0 ,2r)
α(u − v)2 dσ(x)
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=
∫
BΩ(x0 ,2r)
(A0 − A)∇u · ∇(u − v) dx,
which, combined with (1.3) and the Ho¨lder inequality, implies that, for any ε ∈ (0,∞), there exists
a positive constant C(ε), depending only on ε, such that
µ0
∫
BΩ(x0 ,2r)
|∇(u − v)|2 dx +
∫
∂BΩ(x0 ,2r)
α(u − v)2 dσ(x)(5.12)
≤
∫
BΩ(x0 ,2r)
|A0 − A||∇u||∇(u − v)| dx
≤ ε
∫
BΩ(x0 ,2r)
|∇(u − v)|2 dx +C(ε)
∫
BΩ(x0 ,2r)
|A0 − A|2|∇u|2 dx,
where µ0 ∈ (0, 1) is as in (1.3). Take ε := µ0/2 in (5.12). Then, by (5.12), the assumption α ≥ α0
and the Friedrichs inequality (see, for instance, [57, pp. 11-12, Theorem 1.9] and [50, Theorem
6.1]), we conclude that∫
BΩ(x0 ,2r)
[|u − v| + |∇(u − v)|]2 dx(5.13)
≤ C
[∫
BΩ(x0 ,2r)
|∇(u − v)|2 dx +
∫
∂BΩ(x0 ,2r)
(u − v)2 dσ(x)
]
≤ C7
∫
BΩ(x0 ,2r)
|A0 − A|2|∇u|2 dx.
Moreover, from Lemma 5.1, we deduce that there exist positive constants p1 ∈ (1,∞) and C8 ∈
(0,∞), independent of u, x0, and r, such that
[?
BΩ(x0 ,2r)
(|u| + |∇u|)2p1 dx
] 1
2p1 ≤ C8
[?
BΩ(x0 ,4r)
(|u| + |∇u|)2 dx
] 1
2
,
which, together with (5.13) and the Ho¨lder inequality, further implies that
[?
BΩ(x0 ,2r)
(|u − v| + |∇(u − v)|)2 dx
] 1
2
(5.14)
≤ C7
[?
B(x0,2r)
|A0 − A|2p
′
1 dx
] 1
2p′
1
[?
BΩ(x0 ,2r)
|∇u|2p1 dx
] 1
2p1
≤ θ(r)
[?
BΩ(x0 ,4r)
(|u| + |∇u|)2 dx
] 1
2
,
where 1/p1 + 1/p
′
1
= 1 and
(5.15) θ(r) := C7C8 sup
x∈Ω, t∈(0,r]
 1|B(x, 2t)|
∫
B(x,2t)
∣∣∣∣∣∣A(y) − 1|B(x, 2t)|
∫
B(x,2t)
A(z) dz
∣∣∣∣∣∣
2p′
1
dy

1
2p′
1
.
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Thus, (5.10) holds true. Furthermore, from the known regularity theory of second order elliptic
equations (see, for instance, [46, Chapter 1] and [37, Chapter V]), it follows that there exists a
p ∈ (2,∞) such that
[?
BΩ(x0 ,2r)
|∇v|p dx
] 1
p
.
[?
BΩ(x0 ,4r)
(|v| + |∇v|)2 dx
] 1
2
,
which, combined with (5.14) and the fact that A = {ai j}ni, j=1 ∈ L∞(Rn;Rn
2
), further implies that
(5.16)
[?
BΩ(x0 ,2r)
|∇v|p dx
] 1
p
.
[?
BΩ(x0 ,4r)
(|u| + |∇u|)2 dx
] 1
2
.
Furthermore, by the Sobolev inequality and (5.16), we conclude that
[?
BΩ(x0 ,2r)
|v|p dx
] 1
p
.
[?
BΩ(x0 ,2r)
|v − v|p dx
] 1
p
+ |v| .
[?
BΩ(x0 ,2r)
|∇v|p dx
] 1
p
+ |v|
.
[?
BΩ(x0 ,2r)
(|u| + |∇u|)2 dx
] 1
2
,
where v :=
>
BΩ(x0 ,2r)
v dx, which, together with (5.16) again, further implies that
[?
BΩ(x0 ,2r)
(|v| + |∇v|)p dx
] 1
p
.
[?
BΩ(x0 ,4r)
(|u| + |∇u|)2 dx
] 1
2
.
Thus, (5.9) holds true. This finishes the proof of Lemma 5.4. 
Lemma 5.5. Let n ≥ 3, Ω ⊂ Rn be a bounded C1 or (semi-)convex domain, and α ∈ L∞(∂Ω)
satisfy α ≥ α0 with α0 ∈ (0,∞) being a constant. Assume that p ∈ (2,∞) and A0 := {ai j}ni, j=1 is a
symmetric matrix with constant coefficients that satisfy (1.3). Let v ∈ W1,2(BΩ(x0, 2r)) be a weak
solution of the equation div(A0∇v) = 0 in BΩ(x0, 2r) with ∂v∂ν + αu = 0 on B(x0, 2r) ∩ ∂Ω, where
B(x0, r) is a ball such that r ∈ (0, r0/4) and either x0 ∈ ∂Ω or B(x0, 2r) ⊂ Ω, and r0 ∈ (0, diam(Ω))
is a constant. Then there exists a positive constant C, depending only on n, p and Ω, such that
(5.17)
[?
BΩ(x0 ,r)
(|v| + |∇v|)p dx
] 1
p
≤ C
[?
BΩ(x0 ,2r)
(|v| + |∇v|)2 dx
] 1
2
.
To prove Lemma 5.5, we need the following three lemmas.
Lemma 5.6. Let n ≥ 3 and Ω ⊂ Rn be a bounded Lipschitz domain. Assume that x ∈ ∂Ω, r ∈
(0, r0) and ∆u = 0 in 4B(x, r)∩Ω, where r0 ∈ (0, diam(Ω)) is a constant. If |∇u| ∈ L2(4B(x, r)∩Ω)
and ∂u
∂ν
∈ L2(4B(x, r) ∩ ∂Ω), then |∇u| ∈ L2(4B(x, r) ∩ ∂Ω) and there exists a positive constant C,
independent of u, x and r, such that∫
B(x,r)∩∂Ω
[(∇u)∗r ]2 dσ(x) ≤ C
[∫
4B(x,r)∩∂Ω
∣∣∣∣∣∂u∂ν
∣∣∣∣∣2 dσ(x) + 1r
∫
4B(x,r)∩Ω
|∇u|2 dy
]
,
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where, for any x ∈ ∂Ω,
(∇u)∗r (x) := sup {|∇v(y)| : y ∈ Ω ∩ B(x, r), |x − y| < 2δ(y)}
with δ(y) := dist (y, ∂Ω).
Lemma 5.7 is just [60, Lemma 4.4] (see also [68, Lemma 4.2]).
Lemma 5.7. Let n ≥ 3 and Ω ⊂ Rn be a bounded Lipschitz domain. Assume that q ∈ (1, n),
p :=
q(n−1)
n−q and v ∈ W1,2(B ∩ Ω) satisfies
∫
B∩Ω v dx = 0. Then there exists a positive constant C,
depending only on n, q and the Lipschitz constant of Ω, such that
[∫
B∩∂Ω
|v|p dσ(x)
] 1
p
≤ C
(∫
B∩Ω
|∇v|q dx
) 1
q
.
Lemma 5.7 is just [47, Lemma 3.1].
Lemma 5.8. Let n ≥ 3, Ω ⊂ Rn be a bounded C1 or (semi-)convex domain, α ∈ L∞(∂Ω) satisfy
α ≥ α0 with α0 ∈ (0,∞) being a constant, and r0 ∈ (0, diam(Ω)) be a constant. Assume that
∆v = 0 in Ω, (∇v)∗ ∈ L2(∂Ω) and ∂v
∂ν
+ αv = 0 on B(x, 3r) ∩ ∂Ω, where x ∈ ∂Ω and r ∈ (0, r0).
Then, for any p ∈ (2,∞), there exists a positive constant C ∈ (0,∞) such that the weak reverse
Ho¨lder inequality
{?
B(x,r)∩∂Ω
[
(∇v)∗]p dσ(x)} 1p ≤ C {?
B(x,2r)∩∂Ω
[
(∇v)∗]2 dσ(x)} 12
holds true. Here (∇v)∗ denotes the non-tangential maximal function of ∇v, namely, for any x ∈ ∂Ω,
(∇v)∗(x) := sup {|∇v(y)| : y ∈ Ω, |x − y| < 2δ(y)}
with δ(y) := dist (y, ∂Ω) := inf{|y − z| : z ∈ ∂Ω}.
When Ω ⊂ Rn is a bounded (semi-)convex domain, the conclusion of Lemma 5.8 is a simple
corollary of [73, Theorems 1.2 and 3.2]. Moreover, when Ω ⊂ Rn is a bounded C1 domain, the
conclusion of Lemma 5.8 is a simple corollary of [73, Theorem 1.2] and [50, Theorem 5.1]. We
omit the details here.
We now show Lemma 5.5 via using Lemmas 5.6, 5.7 and 5.8.
Proof of Lemma 5.5. Observing that the matrix A0 is symmetric and elliptic, and has constant
coefficients, by a change of the coordinate system, we may assume that A0 = I, namely, ∆v = 0 in
B(x0, 2r) ∩ Ω and ∂v∂ν + αv = 0 on B(x0, 2r) ∩ ∂Ω. We now consider the following two cases.
Case 1) B(x0, 2r) ⊂ Ω. In this case, by the interior estimate of harmonic functions (see, for
instance, [38, Section 2.7]), we know that
sup
y∈B(x0 ,r)
|v(y)| .
[?
B(x0,2r)
|v|2 dx
] 1
2
and sup
y∈B(x0,r)
|∇v(y)| .
[?
B(x0,2r)
|∇v|2 dx
] 1
2
,
which implies that (5.17) holds true in this case.
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Case 2) x0 ∈ ∂Ω. In this case, it is easy to see that[?
BΩ(x0 ,r)
|∇v|p dx
] 1
p
.
{?
B(x0,r)∩∂Ω
[
(∇v)∗]p dσ(x)} 1p ,
which, combined with Lemma 5.8, further implies that
(5.18)
[?
BΩ(x0,r)
|∇v|p dx
] 1
p
.
{?
B(x0,2r)∩∂Ω
[
(∇v)∗]2 dσ(x)} 12 .
For any x ∈ ∂Ω, let
(∇v)∗r, e(x) := sup
{
|∇v(y)| : y ∈ Ω ∩ B(x, r)∁, |x − y| < 2δ(y)
}
.
Then {?
B(x0 ,2r)∩∂Ω
[
(∇v)∗r, e
]2
dσ(x)
} 1
2
. sup
y∈BΩ(x,4r)\B(x,r)
|∇v(y)| .
[?
BΩ(x0 ,4r)
|∇v|2 dx
] 1
2
.(5.19)
Furthermore, by Lemma 5.6 and the fact that ∂v
∂ν
+ αv = 0 on B(x0, 2r) ∩ ∂Ω, we conclude that
{?
B(x0 ,r)∩∂Ω
[
(∇v)∗r
]2
dσ(x)
} 1
2
(5.20)
.
[?
B(x0 ,4r)∩∂Ω
|αv|2 dσ(x)
] 1
2
+
[?
BΩ(x0 ,4r)
|∇v|2 dy
] 1
2
.
From Lemma 5.7 and the Ho¨lder inequality, we deduce that
[∫
B(x0,4r)∩∂Ω
|αv|2 dσ(x)
] 1
2
≤
[∫
B(x0 ,4r)∩∂Ω
|αv|2 dσ(x)
] 1
2
+
[∫
B(x0,4r)∩∂Ω
|α(v − v)|2 dσ(x)
] 1
2
≤ |v|
[∫
B(x0,4r)∩∂Ω
|α|2 dσ(x)
] 1
2
+
[∫
B(x0,4r)∩∂Ω
|v − v| 2(n−1)n−2 dσ(x)
] n−2
2(n−1)
[∫
B(x0 ,4r)∩∂Ω
|α|2(n−1) dσ(x)
] 1
2(n−1)
.
r n−12
[?
BΩ(x0 ,4r)
|v| dx
]
+ r
n+1
2
[?
BΩ(x0 ,4r)
|∇v|2 dy
] 1
2
 ‖α‖L∞(∂Ω),
where v :=
>
B(x0,4r)∩Ω v dy, which further implies that[?
B(x0,4r)∩∂Ω
|αv|2 dσ(x)
] 1
2
.
[?
BΩ(x0 ,4r)
(|v| + |∇v|)2 dx
] 1
2
‖α‖L∞(∂Ω).(5.21)
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Thus, by (5.20) and (5.21), we conclude that
{?
B(x0,r)∩∂Ω
[
(∇v)∗r
]2
dσ(x)
} 1
2
.
[
1 + ‖α‖L∞(∂Ω)
] [?
BΩ(x0 ,4r)
(|v| + |∇v|)2 dx
] 1
2
,
which, together with (5.19) and the fact that (∇v)∗ ≤ (∇v)∗r + (∇v)∗r, e, further implies that{?
B(x0,r)∩∂Ω
[
(∇v)∗]2 dσ(x)} 12 . [1 + ‖α‖L∞(∂Ω)]
[?
BΩ(x0 ,4r)
(|v| + |∇v|)2 dx
] 1
2
.
From this estimate and Lemma 5.8, it follows that{?
B(x0,r)∩∂Ω
[
(∇v)∗]p dσ(x)} 1p . [1 + ‖α‖L∞(∂Ω)]
[?
BΩ(x0 ,4r)
(|v| + |∇v|)2 dx
] 1
2
,
which further implies that
[?
BΩ(x0 ,r)
|∇v|p dx
] 1
p
.
[
1 + ‖α‖L∞(∂Ω)
] [?
BΩ(x0 ,4r)
(|v| + |∇v|)2 dx
] 1
2
.(5.22)
Moreover, by the Ho¨lder inequality, the Sobolev inequality and (5.22), we find that
[?
BΩ(x0 ,r)
|v|p dx
] 1
p
≤
[?
BΩ(x0 ,r)
|v − v|p dx
] 1
p
+ |v| .
[?
BΩ(x0 ,r)
|∇v|p dx
] 1
p
+ |v|
.
[
1 + ‖α‖L∞(∂Ω)
] [?
BΩ(x0 ,4r)
(|v| + |∇v|)2 dx
] 1
2
,
where v :=
>
BΩ(x0 ,r)
v dy, which, combined with (5.22), implies that (5.17) holds true. This finishes
the proof of Lemma 5.5. 
To prove Theorem 1.11(ii), we need the following weighted Sobolev inequality, which was
established in [31, Theorem 1.5].
Lemma 5.9. Let n ≥ 2 and Ω ⊂ Rn be a bounded Lipschitz domain. Assume that p ∈ [1,∞),
ω ∈ Ap(Rn) and u ∈ W1,pω (Ω) satisfies
∫
Ω
u dx = 0. Then there exists a positive constant C,
depending only on n, p, the Lipschitz constant of Ω, and [ω]Ap(Rn), such that[
1
ω(Ω)
∫
Ω
|u| npn−1ω dx
] n−1
np
≤ C|Ω| 1n
[
1
ω(Ω)
∫
Ω
|∇u|pω dx
] 1
p
.
Now we show Theorem 1.11 by using Theorem 1.3 and Lemmas 5.5 and 5.9.
Proof of Theorem 1.11. We first prove (i) via splitting the proof into the following two steps.
Step 1. Assume that u1 is the weak solution of the following Robin problem
(5.23)

−div(A∇u1) = div(g1) in Ω,
∂u1
∂ν
+ αu1 = g1 · ν on ∂Ω.
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In this step, we show that, for any given p ∈ (1,∞), there exists a δ0 ∈ (0,∞), depending only on
n, p and Ω, such that, if A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞)
or A ∈ VMO(Rn), then
(5.24) ‖u1‖W1,p(Ω) . ‖g1‖Lp(Ω;Rn).
We first assume that p ∈ (2,∞). By the definition of VMO(Rn), we find that, if A ∈ VMO(Rn),
then there exists an r1 ∈ (0,∞) such that, for any r ∈ (0, r1), θ(r) < ε0/2, where θ(r) and ε0 are,
respectively, as in (5.15) and Theorem 3.1. Let B(x0, r) ⊂ Rn be such that r ∈ (0,min{r0, r1}/4)
and either x0 ∈ ∂Ω or B(x0, 2r) ⊂ Ω, where r0 ∈ (0, diam(Ω)) is as in Lemma 5.5. Assume
that v1 ∈ W1,2(BΩ(x0, 2r)) is a weak solution of the equation div(A∇v1) = 0 in BΩ(x0, 2r) with
∂v1
∂ν
+ αv1 = 0 on B(x0, 2r) ∩ ∂Ω. Let w1 ∈ W1,2(BΩ(x0, 2r)) be a weak solution of the equation
div(A0∇w1) = 0 in BΩ(x0, 2r) with A0∇w1 · ν + αw1 = A∇v1 · ν + αv1 on ∂BΩ(x0, 2r), where
A0 := {ci j}ni, j=1 with ci j :=
>
B(x0,2r)
ai j dx for any i, j ∈ {1, . . . , n}. Then, from Lemmas 5.4 and
5.5, we deduce that
(5.25)
[?
BΩ(x0 ,r)
(|w1| + |∇w1|)p+1 dx
] 1
p+1
.
[?
BΩ(x0 ,2r)
(|v1| + |∇v1|)2 dx
] 1
2
and [?
BΩ(x0 ,r)
(|v1 − w1| + |∇(v1 − w1)|)2 dx
] 1
2
≤ θ(r)
[?
BΩ(x0 ,2r)
(|v1 | + |∇v1|)2 dx
] 1
2
,(5.26)
where θ(r) is as in (5.15).
By the well-known John-Nirenberg inequality on BMO(Rn) (see, for instance, [33, 67]), we
know that there exists a δ0 ∈ (0,∞) sufficiently small such that, if A satisfies the (δ,R)-BMO
condition with some δ ∈ (0, δ0) and R ∈ (r0,∞), then, for any r ∈ (0, r0), θ(r) < ε0/2, where ε0
is as in Theorem 3.1. By this, (5.25), (5.26), r ∈ (0,min{r0, r1}/4) and Theorem 3.1 with ω ≡ 1,
we conclude that, if A satisfies the (δ,R)-BMO condition with some δ ∈ (0, δ0) and R ∈ (r0,∞) or
A ∈ VMO(Rn), then |∇v1| ∈ Lp(BΩ(x0, 2r)) and
(5.27)
[?
BΩ(x0 ,r)
(|v1 | + |∇v1|)p dx
] 1
p
.
[?
BΩ(x0 ,2r)
(|v1| + |∇v1|)2 dx
] 1
2
,
which, together with Theorem 1.3 and the fact that the Robin problem (R)2 is uniquely solvable,
further implies that (5.24) holds true in the case p ∈ (2,∞).
Assume now that p ∈ (1, 2). In this case, p′ ∈ (2,∞), where 1/p + 1/p′ = 1. From this,
Theorem 1.3, Lemma 4.2, and the fact that (5.24) holds true for any given p ∈ (2,∞), we deduce
that (5.24) also holds true for any given p ∈ (1, 2). Furthermore, by Theorem 1.7(i), we know that
(5.24) holds true when p = 2. Thus, (5.24) holds true for any given p ∈ (1,∞).
Step 2. Let u2 be the weak solution of the following Robin problem
(5.28)

−div(A∇u2) = F2 in Ω,
∂u2
∂ν
+ αu2 = 0 on ∂Ω.
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Then, from (5.24) and Lemma 4.1, it follows that, for any given p ∈ (1,∞), there exists a δ0 ∈
(0,∞), depending only on n, p and Ω, such that, if A satisfies the (δ,R)-BMO condition for some
δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then
(5.29) ‖u2‖W1,p(Ω) . ‖F2‖Lp∗ (Ω).
Assume that u is the weak solution of the Robin problem
−div(A∇u) = div(f) + F in Ω,
∂u
∂ν
+ αu = f · ν + g on ∂Ω.
Then, via using (5.24), (5.29) and Corollary 4.3, we conclude that, for any given p ∈ (1,∞),
there exists a δ0 ∈ (0,∞), depending only on n, p and Ω, such that, if A satisfies the (δ,R)-BMO
condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then
‖u‖W1,p(Ω) . ‖f‖Lp(Ω;Rn) + ‖F‖Lp∗ (Ω) + ‖g‖W−1/p,p(∂Ω).
This finishes the proof of (i).
Now we show (ii) via also splitting the proof into the following two steps.
Step 1. Let u1 be the weak solution of the Robin problem (5.23). In this step we prove that, for
any given p ∈ (1,∞) and ω ∈ Ap(Rn), there exists a δ0 ∈ (0,∞), depending only on n, p, [ω]Ap(Rn)
and Ω, such that, if A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or
A ∈ VMO(Rn), then
(5.30) ‖u1‖W1,pω (Ω) . ‖g1‖Lpω(Ω;Rn).
By ω ∈ Ap(Rn) and Lemma 3.2(i), we find that there exists a p0 ∈ (1, p) such that ω ∈ A p
p0
(Rn).
Furthermore, from Lemma 3.2(ii), it follows that there exists a sufficiently large p1 ∈ (p,∞) such
that ω ∈ RH( p1
p
)′(R
n). Then
(5.31) ω ∈ A p
p0
(Rn) ∩ RH( p1
p
)′(R
n).
Moreover, by (5.27) and Lemma 4.4, we find that the inequality (5.27) holds true with p and 2
replaced, respectively, by p1 and p0, namely,
(5.32)
[?
BΩ(x0 ,r)
(|v1| + |∇v1 |)p2 dx
] 1
p2
.
[?
BΩ(x0 ,2r)
(|v1| + |∇v1|)p0 dx
] 1
p0
,
where v1 is as in (5.27). Furthermore, from Theorem 1.11(i), it follows that, for any given q ∈
(1,∞), the Robin problem (R)q is uniquely solvable and (1.23) holds true, which, combined with
(5.32), (5.31), Theorem 1.3 and Remark 1.4(a), implies that there exists a δ0 ∈ (0,∞), depending
only on n, p, Ω and [ω]Ap(Rn), such that, if A satisfies the (δ,R)-BMO condition with some δ ∈
(0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then (5.30) holds true in this case.
Step 2. Let u2 be the weak solution of the Robin problem (5.28). In this step, we show that, for
any given p ∈ (1,∞) and ω ∈ Ap(Rn), there exists a δ0 ∈ (0,∞), depending only on n, p, [ω]Ap(Rn)
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and Ω, such that, if A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or
A ∈ VMO(Rn), then
(5.33) ‖u2‖W1,pω (Ω) . ‖F2‖Lqωa (Ω),
where q := np/(n + p − 1) and a := (n − 1)/(n + p − 1).
Let ω1 := ω
−p′/p. Then, by Lemma 3.2(iii), we know that ω1 ∈ Ap′(Rn). Assume that h1 ∈
L
p′
ω1(Ω;R
n) and v1 is the weak solution of the Robin problem (5.23) with g1 replaced by h1. Then∫
Ω
h1 · ∇u2 dx = −
∫
Ω
A∇u2 · ∇v1 dx −
∫
∂Ω
αu2v1 dσ(x) =
∫
Ω
F2v1 dx,
which, together with the Ho¨lder inequality, Lemma 5.9 and the fact that (5.30) holds true for any
given p ∈ (1,∞) and ω ∈ Ap(Rn), further implies that
‖∇u2‖Lpω(Ω;Rn) = sup‖h1‖
L
p′
ω1
(Ω;Rn)
≤1
∣∣∣∣∣
∫
Ω
h1 · ∇u2 dx
∣∣∣∣∣ = sup‖h1‖
L
p′
ω1
(Ω;Rn)
≤1
∣∣∣∣∣
∫
Ω
F2v1 dx
∣∣∣∣∣(5.34)
. sup
‖h1‖
L
p′
ω1
(Ω;Rn)
≤1
‖F2‖Lq
ωa
(Ω)‖v1‖Lq′ω1 (Ω) . sup‖h1‖
L
p′
ω1
(Ω;Rn)
≤1
‖F2‖Lq
ωa
(Ω)‖v1‖W1,p′ω1 (Ω)
. sup
‖h1‖
L
p′
ω1
(Ω;Rn)
≤1
‖F2‖Lq
ωa
(Ω)‖h1‖Lp′ω1 (Ω;Rn) . ‖F2‖L
q
ωa
(Ω).
Furthermore, from ω ∈ Ap(Rn), q = np/(n + p − 1), a = (n − 1)/(n + p − 1) and Lemma 3.2(iv),
it follows that ωa ∈ Aq(Rn). Then, by (i) and (vii) of Lemma 3.2, we find that there exists a
q0 ∈ (1, q) such that
‖F2‖
L
q
q0 (Ω)
. ‖F2‖Lq
ωa
(Ω).(5.35)
Furthermore, from Theorem 1.11(i), we deduce that there exists an s0 ∈ (1,∞) such that
‖u2‖Ls0 (Ω) . ‖F2‖
L
q
q0 (Ω)
,
which, combined with Lemma 5.9, (5.34), (5.35) and the Ho¨lder inequality, further implies that
‖u2‖Lpω(Ω) ≤ ‖u2 − u2‖Lpω(Ω) + |u2|[ω(Ω)]
1
p
≤ ‖u2 − u2‖
L
np
n−1
ω (Ω)
[ω(Ω)]
1
np + ‖u2‖Ls0 (Ω)[ω(Ω)]
1
p |Ω|−
1
s0
. ‖∇u2‖Lpω(Ω;Rn)|Ω|
1
n + ‖F2‖Lq
ωa
(Ω) . ‖F2‖Lq
ωa
(Ω),
where u2 :=
>
Ω
u2 dx. By this and (5.34), we conclude that (5.33) holds true.
Let u be the weak solution of the Robin problem
−div(A∇u) = div(f) + F in Ω,
∂u
∂ν
+ αu = f · ν on ∂Ω.
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Then u = uf + uF , where uf and uF are, respectively, the weak solutions of the Robin problems
(5.23) and (5.28) with g1 and F2 replaced, respectively, by f and F. From this, (5.30) and (5.33),
we deduce that (1.24) holds true for any given p ∈ (1,∞) and ω ∈ Ap(Rn). This finishes the proof
of (ii).
Finally, we show (iii). Let p ∈ (n/(n− 1),∞) and ω ∈ A1(Rn). Then, by Lemma 3.2(ii), we find
that there exists a p2 ∈ (p,∞) such that ω ∈ RH( p2
p
)′(R
n). Furthermore, take p0 ∈ (n/(n − 1), p).
Then ω ∈ A1(Rn) ⊂ Ap/p0(Rn). Thus, ω ∈ Ap/p0 (Rn) ∩ RH( p2
p
)′(R
n). From Theorem 1.11(i), it
follows that the Robin problems (R)p0 and (R)p2 are uniquely solvable, and (1.12) and (1.13) hold
true with p replaced by p2, which, together with Theorem 1.3, further implies that there exists a
positive constant δ0 ∈ (0,∞), depending only on n, p, Ω and [ω]A1(Rn), such that, if A satisfies the
(δ,R)-BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or A ∈ VMO(Rn), then the weighted
Robin problem (R)p, ω with f ∈ Lpω(Ω;Rn) and F ∈ Lp∗ωp∗/p(Ω) is uniquely solvable and, for any
weak solution u,
‖u‖
W
1,p
ω (Ω)
. ‖f‖Lpω(Ω;Rn) + ‖F‖Lp∗
ωp∗/p (Ω)
.
This finishes the proof of (iii) and hence of Theorem 1.11. 
6 Proofs of Theorems 2.2, 2.3, 2.8 and 2.9
In this section, we show Theorems 2.2, 2.3, 2.8 and 2.9 by using Theorems 1.7 and 1.11,
properties of Muckenhoupt weights and the extrapolation theorem recently established in [23].
To prove Theorems 2.2 and 2.3, we need the following lemma, which is well known (see, for
instance, [39, Section 7.1.2] and [51, Lemma 3.4]).
Lemma 6.1. (i) Let s ∈ [1,∞), ω ∈ As(Rn), z ∈ Rn and k ∈ (0,∞) be a constant. Assume that
τz(ω)(·) := ω(· − z) and ωk := min{ω, k}. Then τz(ω) ∈ As(Rn) with [τz(ω)]As(Rn) = [ω]As(Rn)
and ωk ∈ As(Rn) with [ωk]As(Rn) ≤ c(s)[ω]As(Rn), where c(s) := 1 when s ∈ [1, 2], and
c(s) := 2
s−1 when s ∈ (2,∞).
(ii) For any x ∈ Rn, let ωb(x) := |x|b, where b ∈ R is a constant. Then, for any given s ∈ (1,∞),
ωb ∈ As(Rn) if and only if b ∈ (−n, n[s − 1]). Moreover, [ωb]As(Rn) ≤ C(n, s, b), where C(n, s, b)
is a positive constant depending only on n, s and b.
(iii) Let q ∈ (1,∞], ω ∈ RHq(Rn), z ∈ Rn and k ∈ (0,∞) be a constant. Assume that τz(ω) and
ωk are as in Lemma 6.1(i). Then τ
z(ω) ∈ RHq(Rn) with [τz(ω)]RHq(Rn) = [ω]RHq(Rn), and
ωk ∈ RHq(Rn) with [ωk]RHq(Rn) ≤ c(q)[ω]RHq(Rn), where c(q) is a positive constant depending
only on q.
(iv) For any x ∈ Rn, let ωb(x) := |x|b, where b ∈ R is a constant. Assume that q ∈ (1,∞]. If
b ∈ (−n/q,∞), then ωb ∈ RHq(Rn); furthermore, [ωb]RHq(Rn) ≤ C(n, q, b), where C(n, q, b) is a
positive constant depending only on n, q and b.
Now we show Theorem 2.2 by using Theorem 1.7(ii) and Lemma 6.1.
Proof of Theorem 2.2. Since the proofs of (i) and (ii) are similar, we only show (ii) here. We prove
(ii) via borrowing some ideas from [51, 52].
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Let u be the weak solution of the Robin problem (R)2 with f ∈ Mθp(Ω;Rn), F ∈ Mθ˜p∗(Ω) and
g ≡ 0, where p ∈ (max{n/(n − 1), (3 + ε0)′}, 3 + ε0), θ ∈ (pn/(3 + ε0), n], p∗ is as in (1.5) and θ˜ is
given by θ˜ := p∗(1 + θp ). For any ρ ∈ (0, diam(Ω)], ǫ ∈ (0, θ − n + n/(3+ε0p )′) and z, x ∈ Ω, let
ωz(x) := min
{
|x − z|−n+θ−ǫ , ρ−n+θ−ǫ
}
.
Then, by (i) and (ii) of Lemma 6.1, we conclude that, for any given z ∈ Ω, ωz ∈ As(Rn) with any
given s ∈ (1,∞), and there exists a positive constant C(n, s, θ), depending only on n, s and θ, such
that [ωz]As(Rn) ≤ C(n, s, θ). Furthermore, from the assumption θ > np/(3+ε0), it follows that θ > n−
n/(3+ε0
p
)′, which, combined with ǫ ∈ (0, θ−n+n/(3+ε0
p
)′), further implies that θ−n−ǫ > −n/(3+ε0
p
)′.
By this, and (iii) and (iv) of Lemma 6.1, we find that, for any given z ∈ Ω, ωz ∈ RH( 3+ε0
p
)′(R
n) and
[ωz]RH
(
3+ε0
p )
′ (R
n) . 1. Thus, for any given z ∈ Ω, ωz ∈ A p
p˜0
(Rn)∩RH
(
3+ε0
p
)′(R
n), [ωz]A p
p˜0
(Rn) . 1 and
[ωz]RH
(
3+ε0
p )
′ (R
n) . 1, where p˜0 := max{ nn−1 , (3 + ε0)′}. From this, (1.18) and the fact that, for any
x ∈ B(z, ρ), ωz(x) = ρ−n+θ−ǫ , we deduce that, for any z ∈ Ω and ρ ∈ (0, diam(Ω)],
‖|u| + |∇u|‖Lp(B(z,ρ)∩Ω) = ρ
n−θ+ǫ
p ‖|u| + |∇u|‖Lpωz (B(z,ρ)∩Ω)(6.1)
. ρ
n−θ+ǫ
p
[
‖f‖Lpωz (Ω;Rn) + ‖F‖Lp∗
ω
p∗/p
z
(Ω)
]
.
Moreover, by the Fubini theorem and the fact that, for any given z ∈ Ω, ωz ≤ ρ−n+θ−ǫ , we know
that ∫
Ω
|f|pωz dx =
∫ ∞
0
[∫
{x∈Ω: ωz(x)>t}
|f|p dx
]
dt ≤
∫ ρ−n+θ−ǫ
0
∫
B(z,t
− 1
n−θ+ǫ )∩Ω
|f|p dx dt(6.2)
≤ ‖f‖pMθp(Ω)
∫ ρ−n+θ−ǫ
0
t−
n−θ
n−θ+ǫ dt . ‖f‖pMθp(Ω;Rn)ρ
−ǫ .
Moreover, similarly to (6.2), we have∫
Ω
|F|p∗ω
p∗
p
z dx . ‖F‖p∗Mθ˜p∗ (Ω)
ρn−θ˜ρ(−n+θ−ǫ)
p∗
p ,
which, together with (6.1), (6.2) and θ˜ = p∗(1 + θp ), further implies that, for any z ∈ Ω and
ρ ∈ (0, diam(Ω)],
‖|u| + |∇u|‖Lp(B(z,ρ)∩Ω) . ρ
n−θ+ǫ
p
[
‖f‖Mθp(Ω;Rn)ρ
− ǫ
p + ‖F‖Mθ˜p∗ (Ω)ρ
n−θ˜
p∗ ρ
(−n+θ−ǫ) 1
p
]
. ρ
n−θ
p
[
‖f‖Mθp(Ω;Rn) + ‖F‖Mθ˜p∗ (Ω)
]
.
From this and the definition ofMθp(Ω), we deduce that
‖|u| + |∇u|‖Mθp(Ω) . ‖f‖Mθp(Ω;Rn) + ‖F‖Mθ˜p∗ (Ω).
This finishes the proof of Theorem 2.2. 
Weighted Global Regularity Estimates for Elliptic Problems 49
Proof of Theorem 2.3. The proof of Theorem 2.3 is similar to that of Theorem 2.2 and we omit
the details. 
To show Theorem 2.8 via using the Rubio de Francia extrapolation theorem in the scale of
Musielak–Orlicz spaces (or generalized Orlicz spaces), we need the following Lemma 6.2, which
is just [23, Corollary 4.21].
Lemma 6.2. Let n ≥ 2, Ω ⊂ Rn be a bounded Lipschitz domain, f , h be given non-negative
measurable functions on Ω and 1 < p1 < p < p2 < ∞. Assume that, for any ω ∈ Ap/p1 (Rn) ∩
RH(p2/p)′ (R
n),
‖ f ‖Lpω(Ω) ≤ C‖g‖Lpω(Ω),
where C is a positive constant depending only on n, p, Ω, [ω]Ap/p1 (R
n) and [ω]RH(p2/p)′ (R
n). If ϕ ∈
Φw(Ω) satisfies Assumptions (A0)–(A2), (aInc)q1 and (aDec)q2 for some p1 < q1 ≤ q2 < p2, then
there exists a positive constant C, depending only on n, Ω and ϕ, such that ‖ f ‖Lϕ(Ω) ≤ C‖h‖Lϕ(Ω).
Now we prove Theorem 2.8 via using Theorem 1.7, Remark 1.8 and Lemma 6.2.
Proof of Theorem 2.8. Let u be the weak solution of the Robin problem
−div(A∇u) = div(f) in Ω,
∂u
∂ν
+ αu = f · ν on ∂Ω.
Assume that p ∈ ((3 + ε0)′, 3 + ε0), where ε0 ∈ (0,∞) is as in Theorem 1.7. Then, by Theorem
1.7 and Remark 1.8, we conclude that, for any given ω ∈ A p
(3+ε0)
′ (R
n) ∩ RH
(
3+ε0
p
)′(R
n), there exists
a positive constant δ0 ∈ (0,∞), depending only on n, p, the Lipschitz constant of Ω, [ω]A p
(3+ε0)
′ (R
n)
and [ω]RH
(
3+ε0
p )
′ (R
n), such that, if A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0) and
R ∈ (0,∞) or A ∈ VMO(Rn), then
‖|u| + |∇u|‖Lpω(Ω) . ‖f‖Lpω(Ω;Rn).
From this and Lemma 6.2 with f := |u|+ |∇u|, h := |f|, p1 := (3+ ε0)′ and p2 := 3+ ε0, we deduce
that
‖u‖Lϕ(Ω) + ‖∇u‖Lϕ(Ω;Rn) ∼ ‖ f ‖Lϕ(Ω) . ‖h‖Lϕ(Ω) ∼ ‖f‖Lϕ(Ω;Rn) ,
which completes the proof of Theorem 2.8. 
To prove Theorem 2.9 via using the extrapolation technique, we need the following Lemma
6.3, which is just [23, Corollary 4.8].
Lemma 6.3. Let n ≥ 2, Ω ⊂ Rn be a bounded Lipschitz domain, f , h be given non-negative
measurable functions on Ω and 1 ≤ p0 ≤ q0 < ∞. Assume that, for any ω ∈ A1(Rn),
‖ f ‖
L
q0
ω (Ω)
≤ C‖g‖
L
p0
ωp0/q0
(Ω),
where C is a positive constant depending only on n, p0, q0, Ω and [ω]A1(Rn). Let ϕ ∈ Φw(Ω)
satisfies Assumptions (A0)–(A2), (aInc)q0 and (aDec)q+ for some q+ ∈ (q0,∞), and the function ψ
be given by, for any (x, t) ∈ Ω × [0,∞), ψ−1(x, t) = t
1
p0
− 1
q0 ϕ−1(x, t). Then there exists a positive
constant C, depending only on n, Ω and ϕ, such that ‖ f ‖Lϕ(Ω) ≤ C‖h‖Lψ(Ω).
50 Sibei Yang, Dachun Yang andWen Yuan
We show Theorem 2.9 by using Theorem 1.11(iii) and Lemma 6.3.
Proof of Theorem 2.9. Let uf and uF be, respectively, the weak solutions of the Robin problems
−div(A∇uf) = div(f) in Ω,
∂uf
∂ν
+ αuf = f · ν on ∂Ω
and 
−div(A∇uF) = F in Ω,
∂uF
∂ν
+ αuF = 0 on ∂Ω.
Then u = uf + uF . Assume that p ∈ (n/(n − 1),∞). By Theorem 1.11(iii), we find that, for any
given ω ∈ A1(Rn), there exists a positive constant δ0 ∈ (0,∞), depending only on n, p, Ω and
[ω]A1(Rn), such that, if A satisfies the (δ,R)-BMO condition for some δ ∈ (0, δ0) and R ∈ (0,∞) or
A ∈ VMO(Rn), then
‖|uf | + |∇uf |‖Lpω(Ω) . ‖f‖Lpω(Ω;Rn).
From this and Lemma 6.3 with f := |uf | + |∇uf |, h := |f| and p0 = q0 := p, it follows that
(6.3) ‖uf‖Lϕ(Ω) + ‖∇uf‖Lϕ(Ω;Rn) ∼ ‖ f ‖Lϕ(Ω) . ‖h‖Lϕ(Ω) ∼ ‖f‖Lϕ(Ω;Rn) .
Moreover, by Theorem 1.11(iii), we conclude that, for any given ω ∈ A1(Rn),
‖|uF | + |∇uF |‖Lpω(Ω) . ‖F‖Lp∗
ωp∗/p (Ω)
,
which, combined with Lemma 6.3 in the case that f := |uF |+ |∇uF |, h := |F|, p0 := p∗ and q0 := p
and the fact that 1
p∗ −
1
p
= 1
n
, further implies that
‖uF‖Lϕ(Ω) + ‖∇uF‖Lϕ(Ω;Rn) ∼ ‖ f ‖Lϕ(Ω) . ‖h‖Lψ(Ω) ∼ ‖F‖Lψ(Ω) .
From this estimate, (6.3) and u = uf + uF , we deduce that
‖u‖Lϕ(Ω) + ‖∇u‖Lϕ(Ω;Rn) . ‖f‖Lϕ(Ω;Rn) + ‖F‖Lψ(Ω) ,
which completes the proof of Theorem 2.9. 
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