ABSTRACT
INTRODUCTION
Multiple sites in genomic DNA that serve for binding of a certain transcription factor (TF) share common patterns that are often described by consensus sequences and position weight matrices (PWMs). Elucidation of the structure of * To whom correspondence should be addressed.
TF binding sites is a problem of primary importance because it enables us to understand the mechanism of gene regulation. Several methods have been developed in recent years for identification of patterns shared by a set of functionally related sequences, e.g. CONSENSUS (Hertz and Stormo, 1999) , Gibbs Sampler (Lawrence et al., 1993) , MEME (Bailey and Elkan, 1994) , ANN-Spec (Workman and Stormo, 2000) , PROJECTION (Buhler and Tompa, 2002) , combinatorial approaches (Pevzner and Sze, 2000) and MULTI-PROFILER (Keich and Pevzner, 2002) . A combination of above-mentioned methods was used for identifying target sites of cooperatively binding factors (Thakurta and Stormo, 2001 ). The methods that are able to reveal patterns in the form of PWMs are of the most interest now. PWMs are currently the state of the art in modeling the structure of TF binding sites. They are clearly superior to the consensus description. More complex models such as HMM showed quite good performance (Ellrott et al., 2002) . But their application is limited now to a few TFs with a high number of known sites.
It is known now that often one set of TF binding sites may contain several subsets of sequences that follow not just one but several different patterns. This happened in most cases because of the lack of knowledge. Often we do not know what particular isoform of the factor, which homo-or heterodimer, modified variant or a complex with a co-factor or other factor actually binds to the site in vivo. Methods for revealing such patterns by sub-clustering of the sets of sequences are in demand now.
We have developed a novel method for the discovery of multiple patterns based on the kernel estimation of a probability density function. A first variant of this method was used for the investigation of aligned sequences near the start of transcription of eukaryotic genes (Tikunov and Kel, 2000) . Here we present an improvement of this method. It can be applied now for the analysis of unaligned nucleotide sequences. Using simulation of random sequences with implanted sites we have compared the developed kernel method with several other methods such as Gibbs sampling (http://bayesweb.wadsworth.org/gibbs/) (GIBBS), MEME (http://meme.sdsc.edu/meme/), CON-SENSUS (http://ural.wustl.edu/), MULTIPROFILER (http:// www.cs.ucsd.edu/groups/bioinformatics/) and PROJECTION (http://www.cs.wustl.edu/∼jbuhler/projection.html). The kernel methods showed the best performance in terms of how close the revealed patterns are to the original ones. The kernel method was able to distinguish two very similar patterns whereas most of the other programs had rather high level of identification errors.
ALGORITHM

Kernel model for nucleotide sequences
We consider a set of nucleotide sequences s with length m each. Let us denote the whole set of possible sequences as . The probability of some sequence is p s . Our goal is to find a way to estimate the probability function p(s) = p s . To do this we introduce a function that puts for every sequence s some nonnegative weight w s . Let us define some non-negative function w(s) = w s . We call it the weight kernel. We define for the weight kernel w(s) the averaged weight sum S 0 (w) and volume V h (w):
The ratio of averaged weight sum, S 0 (w), to volume V h (w) is a functional of averaged density 0,h (w) with respect to kernel w(s). In our previous work (Tikunov and Kel, submitted) we have shown that the density functional, 0,h (w), reaches its maximum when the weight kernel function satisfies the equation
where c is some arbitrary normalization factor. The smoothing parameter, h, regulates the weights of sequences depending on their probability. Let * be some sample of sequences. Then the empirical weight sum, S n , and empirical functional of averaged density,
Under h = 0 the functional n,h (w) is actually the ParzenRosenblatt kernel estimation of probability density which is often used in mathematical statistics as an estimate of probability density. However, the proposed functional, n,h , with h > 0, enables a search of the best probability function, p s , suitable not for the whole space, , but for some of its local compact parts only. This property allows us to search for several independent patterns in a set of sequences by searching for local maxima of 0,h . For patterns that are represented by weight matrices f jl , we can apply the described theory and construct an algorithm that allows us to reveal all the patterns in a set of sequences by searching for the clusters that are characterized with local maxima of n,h . We assume that in each such cluster the probability distribution of sequences s is described with this matrix in accordance with an independent distribution of nuc-
where f s is the frequency of sequence s; f jl is the frequency of letter l at position j (actually the elements of weight matrix f jl ); l s j is the letter of sequence s at position j . A consensus s c that corresponds to a weight matrix f jl is a sequence that contains the most probable letters in every position. In accordance with Equation (2), we define the weight kernel w s = (c · f s ) 1/h . Let us put the normalization factor equal to 1/f c , where f c is the frequency of the consensus sequence. So the weight of consensus sequence equals 1. The condition for a maximum of the averaged density functional d n,h (w) = 0 provides the next equation system:
where l c j is the letter of the consensus sequence at position j ; * jl is a subsample of sample * where the letter l occupies position j ; R s may be considered as a distance of sequence s to consensus and γ jl are the distance coefficients. The greater the distance, the less probability is assigned to this sequence in the model of the given consensus.
Algorithm for detection of multiple patterns in the unaligned sequence sets
Different local maxima of functional n,h (w) correspond to different patterns in the set. On the basis of the kernel model we have developed an algorithm that could be applied for analysis of samples of unaligned sequences. In general, they can be of different lengths. For a given sample, it is able to reveal multiple patterns computed in the form of weight matrices. The smoothing parameter, h, gives the possibility of controlling the generality of the revealed patterns. The lower is, h, the more 'local' are the revealed patterns.
In the algorithm each weight matrix is calculated on the basis of subsequences (words) of length m picked up from the sample (one subsequence from each sequence). The present algorithm is initialized by a random choice of a starting subsequence of length m from one random sequence of the sample. From all other sequences one subsequence of the length m is picked up that is the closest to the starting subsequence. On the basis of all these subsequences the initial weight matrix is calculated by just counting the letters in the appropriate positions. When the initial weight matrix, f jl , is built the algorithm makes several recursive iterations solving the equation system (4). The iterations are stopped when no further changes in the matrix elements, f jl , are observed.
The result of this algorithm is a weight matrix f jl that describes the distribution of the words that belong to one revealed pattern. The result of one execution of this algorithm is a single solution (a weight matrix), which is compared with previously saved solutions. If it has no analogs among them we save the solution obtained. After making a reasonable number of executions we obtain all possible solutions. The set of weight matrixes and corresponding parameters are outputted.
RESULTS
Comparison of the kernel method with other motif search algorithms using simulated data
To compare the developed algorithm with other known algorithms, we have prepared several samples of simulated data. We generated sets of random sequences in which we implanted sites using predefined weight matrices. Several different programs were tested on these sets of sequences in order to estimate how well they are able to reconstruct the weight matrices that were used for implanting of the sites. Two major tests were performed.
In the first test we generated sets of 200 random sequences of length 24. Sites of length 10 were implanted in a randomly chosen position into half of the sequences (one site in a sequence). The other half of the sequence set remains just random. The weight matrix, X, that was used for generation of the implanted sites contains in every position one nucleotide with the maximal weight, ξ , varying from 0.65 to 0.95. We call this nucleotide a 'consensus' nucleotide. All other nucleotides have weights (1 − ξ)/3. In this way we can simulate more conserved or less conserved matrices. Six programs have been compared: the one developed in this work based on the kernel method (Kernel), the Gibbs sampling program (GIBBS), MEME, CONSENSUS, MULTIPROFILER and PROJECTION. The default parameters of the programs were used to perform the test. Each program runs several times on different sets of generated sequences. After each run the matrix, Y, calculated by the program was compared with the original matrix, X (distance between matrices is measured by
In order to align matrices, we slide matrix Y along the matrix X by three positions left and right to find the best fit. (In case of mismatching, we set frequencies 0.25 to the shifted part of the matrix X.) In Figure 1 , we present the results of the comparison of the first four programs. It is obvious that the lower the parameter ξ , the more difficult it is for a program to reveal correctly the matrix. The programs MULTIPROFILER and PROJECTION do not outpute the weight matrices that correspond to the found motifs; therefore we have transferred the motifs into weight matrices by utilizing secondary information provided by the programs, such as the frequencies of nucleotides in the positions of every sequence best matching the motifs. Results of the comparison are given in Table 1 .
In the second test, we compared the ability of each program to reveal two different matrices from a mixture of their sites. In this case we generated sets of 200 random sequences. In the first 100 sequences we implanted sites for the first matrix X1 and in the second 100 sequences-sites for the second matrix, X2. In four different experiments we used the same matrix X1 and ξ = 0.7 for both matrices, but matrix X2 was made differently. In the first experiment all consensus nucleotides were different between X1 and X2. In the second and third experiments, 2 or 3 consensus nucleotides were correspondingly set the same. To compare the performance of the programs, we had to enforce the programs to return two matrices Y1 and Y2. In the program, GIBBS we did this by setting a corresponding parameter. In the program CONSENSUS, we performed two 
TRANSFAC matrices that are most similar to the motifs are shown. Matrices that are very similar to the motif are shown in bold. Matrices for the factors that are known as being involved in the regulation of the corresponding specific function are underlined. Capital letters correspond to conserved positions (entropy is <0.9), small letters correspond to non-conserved positions.
Fig. 2.
Comparison of four different pattern discovery programs (CONSENSUS with three values of the t parameter) on sets of simulated sequences with implanted binding sites for two matrices; y-axis: the averaged sum of squared differences between two reveled matrices and the two original ones, x-axis: four variants of matrix pairs. The first are the most different, the last the most similar matrices.
consecutive runs of the program. In MULTIPROFILER we choose the two best ranking motifs and build matrices from them (as described above). As for PROJECTION, we found no way to apply it properly on the test set since it masks the first motif while searching for the second motif. For two similar motifs, such masking makes it impossible to reveal the second motif. For MEME, we were not able so far to enforce this program (which we used over the Web) to return two matrices. The comparison of X and Y matrices was done by finding the best fitting pairs and calculating the sum of squared differences between all cells in two pairs of matrices
The value D, averaged by the number of matrix pairs and the number of independent sets of tested sequences, was used as a measure of calculation accuracy. In Figure 2 , we present the results.
One can see that the kernel method performs best. MULTI-PROFILER was the second best. When the matrices are quite different (experiment 1 and 2) the performance of these two programs is comparable with CONSENSUS. It is worth noting that the kernel method was still able to reveal correctly two matrices that were most similar to each other (experiment 4) where most of the other tested methods showed a much higher error rate.
Application of the kernel method to search for motifs in promoters
We applied the kernel method to analyze three samples of promoters (100 bp upstream, 50 bp downstream) for: (1) cell-cycle regulated genes (28 genes); (2) genes induced in T-cells and other immune cells during an immune response (70 genes); (3) muscle-specific genes (53 genes). We took eight best motifs found by the program in each set of promoters and compared them with the TRANSFAC library of weight matrices. We applied the same measure of similarity D that we used. In the Table 2 we present the results of this analysis.
It was interesting to see that in most cases the motifs found have a clear similarity to one or several weight matrices in TRANSFAC. In some rare cases, for some of the motifs we cannot find a similar matrix. Such motifs, perhaps, correspond to some unknown patterns that are not yet documented in the database. As one can see from Table 2 many matrices correspond to transcription factors that are known to be involved in the specific gene regulation mentioned.
