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RESUMEN
Hoy en d´ıa el uso masivo de Internet y las
redes de a´rea local (LAN) conforman una gran
topolog´ıa distribuida que hace evidente la ne-
cesidad de una nueva tecnolog´ıa que permita
aunar recursos de manera consistente y sen-
cilla. La computacio´n grid ha emergido como
una solucio´n a este planteo.
Esta nueva tecnolog´ıa posibilitara´ explotar
el potencial de los recursos que se encuentran
diseminados a lo largo de la red, a menudo sub-
utilizados por no poder aprovechar la conecti-
vidad existente entre ellos.
En tal sentido Globus Toolkit constituye una
de las plataformas capaces de lograr esta conec-
tividad, en base al uso de esta´ndares abiertos.
1. INTRODUCCIO´N
De una manera informal e idealizada po-
demos pensar en grid como la posibilidad
de crear la ilusio´n de una u´nica aunque
muy potente computadora virtual en base
a una coleccio´n de sistemas que comparten
varias combinaciones de recursos, donde el
usuario no tenga la necesidad de ser con-
ciente de la ubicacio´n f´ısica de los mismos.
Grid oculta la naturaleza distribuida de
los sistemas actuales facilitando el acceso
a los recursos. As´ı como el protocolo IP
es el “pegamento” que mantiene a Internet
unida, el uso de esta´ndares abiertos lo es
de igual forma para lograr la abstraccio´n
en el uso de los recursos.
Actualmente las redes que conforman In-
ternet normalmente esta´n protegidas (por
cuestiones de seguridad en accesos) por los
denominados firewalls, esto hace que no
cualquier tipo de comunicacio´n entre re-
cursos sea posible. Los firewalls en gene-
ral no bloquean las comunicaciones HTTP
[FGM+99] por lo que grid aprovecha la tec-
nolog´ıa Web Services como canal para que
los recursos puedan vincularse.
Entre los beneficios de aplicar compu-
tacio´n Grid, como ya mencionamos, se en-
cuentra la explotacio´n de recursos subuti-
lizados, la posibilidad de aprovechar una
capacidad masiva de CPUs paralelos (nor-
malmente para uso cient´ıfico), colabora-
cio´n entre distintas organizaciones en la
elaboracio´n de proyectos conjuntos, acce-
so a recursos especializados (por ejem-
plo, supercomputadora), balance de car-
ga (atenuacio´n de picos de co´mputo mi-
grando procesos a nodos con menor carga,
o suspendiendo procesos de menor priori-
dad), confiabilidad tanto para la replica-
cio´n de datos y otros componentes como
para implementar mecanismos de vota-
cio´n en aplicaciones instanciadas en forma
mu´ltiple para obtener resultados mas con-
fiables [JMF+05].
Actualmente podemos diferenciar distin-
tos tipos de Grid basados en el nivel logra-
do de virtualizacio´n de los recursos y de la
finalidad por la cual se crearon.
En el primer sentido mencionado, se dis-
tinguen los siguientes tipos de topolog´ıas:
. Intragrid : Es la expresio´n mas redu-
cida de grid, conformado t´ıpicamen-
te por ma´quinas homoge´neas conec-
tadas por una red de alta velocidad
que comparten archivos usualmente
por Networked File System (NFS).
Los l´ımites de la misma se encuen-
tran circunscriptos a una sola orga-
nizacio´n. Esta configuracio´n se deno-
mina comu´nmente con el nombre de
cluster.
. Extragrid : Expande el concepto ante-
rior al conectar dos o ma´s intragrids
dentro de una organizacio´n. Una de
las caracter´ısticas principales es que la
seguridad se encuentra distribuida en-
tre los intragrids, sera´ necesario esta-
blecer relaciones confiables entre ellos.
Adema´s es posible la cooperacio´n en-
tre partes de la organizacio´n.
. Intergrid: El grid de una organizacio´n
puede crecer geogra´ficamente para in-
corporar recursos espec´ıficos provistos
por otras organizaciones. La conecti-
vidad entre grids en esta instancia se
produce a trave´s de WANs por lo que
la seguridad cobra un papel absoluta-
mente relevante.
En cuanto a la finalidad de uso, podemos
distinguir en principio dos modelos de ar-
quitecturas grid:
. Grid computacional: principalmente
se utiliza para aplicaciones de gran es-
cala en las que es necesaria alta poten-
cia de co´mputo. El grid recolectara´ ci-
clos de CPU libres de las ma´quinas
(dedicadas o no) que lo conforman pa-
ra lograr esta potencia de co´mputo a
bajo costo.
. Grid de datos: provee una visio´n in-
tegrada del almacenamiento de datos.
Estos medios de almacenamientos se
seden en porciones y en forma tem-
poral o permanente al grid. Los usos
son variados, yendo desde el acceso a
archivos sin necesidad de conocer su
ubicacio´n exacta hasta la unificacio´n
de bases de datos para conformar una
u´nica base de datos global.
Son variados los tipos de aplicaciones
que aprovechara´n esta tecnolog´ıa. Apli-
caciones secuenciales pueden ser migra-
das cuando el sitio en el que se origina-
ron esta´ sobrecargado; aplicaciones parale-
las podra´n disponer de tantos recursos de
co´mputo como necesiten.
2. GLOBUS TOOLKIT 4.0.1
(GT4)
Globus Toolkit [FK97] es casi un
esta´ndar de facto en computacio´n grid;
consiste de varios componentes open sour-
ce, que pueden ser usados como base para
implementar un entorno grid.
Algunos componentes tienen su imple-
mentacio´n basada en web services mientras
que otros no y por compatibilidad algunos
tienen ambas implementaciones.
. Common runtime components: son li-
brer´ıas y herramientas necesarias para
ambos tipos de implementaciones. In-
cluye soporte para Java, C y Python.
. Componentes de seguridad: dada la
importancia de la seguridad en grid,
GT4 provee varios componentes, entre
ellos se encuentra un shell para ejecu-
cio´n remota basado en autenticacio´n
GSI (Grid Security Infrastructure) y,
un paquete para implementar una au-
toridad certificante del grid. Incluye:
• WS authentication and authori-
zation.
• Pre–WS authentication and aut-
horization.






. Data management components: pro-
vee, entre otras cosas, componentes
para transferencia de archivos por me-
dio de distintos protocolos y servicios.
Incluye:
• GridFTP: posee como una de sus
ma´s importantes caracter´ısticas
la posibilidad de realizar trans-
ferencias entre dos nodos (o ser-
vidores) remotos desde un tercer
nodo, capacidad conocida como
third–party transfer.
• Reliable File Transfer (RFT):
provee una interfaz para trans-
ferir y eliminar archivos. Reci-
be pedidos via mensajes SO-
AP a trave´s de HTTP y utili-
za GridFTP. Tambie´n utiliza una
base de datos para mantener una
lista de transferencias de archivos
y sus estados, y es capaz de recu-
perar un pedido de transferencia
que fue´ interrumpido.
• Replica Location Service (RLS):
permite acceso a informacio´n
acerca de la ubicacio´n de da-
tos replicados. Este componente
puede mapear mu´ltiples re´plicas
f´ısicas en un solo archivo lo´gico.
• OGSA–DAI: habilita una inter-
faz para acceder a fuentes de da-
tos grid como base de datos re-
lacionales y repositorios XML, a
trave´s de lenguajes de consulta
como SQL.
• Data Replication Service (DRS):
provee un sistema para realizar
re´plicas de archivos en un en-
torno grid, y registrarlas en RLS.
. Servicios de monitoreo y descubri-
miento: se encarga principalmente de
recoleccio´n, distribucio´n, listado, ar-
chivado, y otro tipo de informacio´n
procesada acerca del estado de varios
recursos, servicios, y configuraciones
de sistema. La informacio´n recolecta-
da es utilizada tanto para descubrir
nuevos servicios o recursos, como para






. Administracio´n de ejecucio´n: provee
herramientas para permitir la admi-
nistracio´n de ejecucio´n en un entorno
grid.
• WS GRAM.
• Community Scheduler Fra-
mework 4 (CSF4).
• Globus Teleoperations Control
Protocol (GTCP).




Para el desarrollo del cluster, el Labora-
torio de Investigacio´n de Sistemas Distri-
buidos (LISiDi) cuenta con nueve compu-
tadoras Pentium IV de 3 GHz con 512Mb
de memoria RAM cada una y placas de red
de 1 Gbps, conectadas mediante un switch.
Adema´s una de ellas, que oficia de server,
NAT y firewall, posee dos placas adicio-
nales para conexio´n al exterior (Internet e
Internet–2).
En cada ma´quina se instalo´ el sistema
operativo GNU/Linux, distribucio´n Fedo-
ra Core 5 sobre el cual se instalaron todos
los componentes de GT4 mencionados en
la seccio´n anterior.
Se verifico´ el correcto funcionamiento de
la implementacio´n de GT4 corriendo Grid
Services, incluidos como parte del toolkit.
Estos Grid Services hacen, por defecto, uso
de la seguridad provista por la implementa-
cio´n de GSI (Grid Security Infrastructure)
de GT4.
Adema´s, se comenzo´ con el desarrollo de
aplicaciones simples extendiendo las apli-
caciones incluidas en el toolkit.
Trabajos futuros
Existen varios objetivos basados en estas
experiencias preliminares. Se desarrollara´n
aplicaciones basadas en la infraestructura
grid implementada.
La configuracio´n del grid tambie´n permi-
tira´ desarrollar y ensayar algoritmos distri-
buidos.
Se formara´n recursos humanos en la tec-
nolog´ıa grid y se acercara´ de esta manera
una nueva herramienta a otros grupos de
investigacio´n.
Lograr la integracio´n con un proyecto
grid a nivel nacional con las universidades
de La Plata, San Luis, Co´rdoba y Neuque´n
y, posiblemente, incorporarnos a un pro-
yecto grid a nivel internacional.
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