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CONDITIONING OF GAUSSIAN PROCESSES AND
A ZERO AREA BROWNIAN BRIDGE
MAIK GO¨RGENS
Abstract. We generalize the notion of Gaussian bridges by conditioning Gaussian processes given
that certain linear functionals of the sample paths vanish. We show the equivalence of the laws of the
unconditioned and the conditioned process and by an application of Girsanov’s theorem, we show that
the conditioned process follows a stochastic differential equation (SDE) whenever the unconditioned
process does. In the Markovian case, we are able to determine the coefficients in the SDE of the
conditioned process explicitly. Our main example is Brownian motion on [0, 1] pinned down in 0 at
time 1 and conditioned to have vanishing area spanned by the sample paths.
1. Introduction
Let X = (Xs)s∈[0,T ] be a Gaussian process with values in the space of continuous functions C([0, T ])
and assume EXs = 0 for all s ∈ [0, T ]. Let A be a finite set of linear functionals on C([0, T ]). In
this work we consider the conditioned process of X given that the linear functionals in A acting on X
vanish. The conditioned process is denoted by X(A) = (X
(A)
s )s∈[0,T ]. A formal definition is given in
Section 1.1.
A well studied example is that of Gaussian bridges (see for example [6] and [2]). In this case the
set A only consists of the element δT , where δT denotes point evaluation of a function at point T . For
example the standard linear Brownian motion on [0, 1] conditioned to have W1 = 0 (i.e., A = {δ1})
yields the Brownian bridge B on [0, 1]. An anticipative representation of B is
(1) Bs = Ws − sW1, 0 ≤ s ≤ 1,
and a non-anticipative representation (i.e., adapted to the natural filtration of W ) of B is
(2) dBs = dWs − Bs
1− s ds, B0 = 0, 0 ≤ s < 1.
The present work generalizes the setting of Gaussian bridges by allowing several and more general
conditions. Our main example (studied in Section 6.1) is the Brownian motion W conditioned to have
W1 = 0 and I1 =
∫ 1
0
Wx dx = 0 (i.e., A = {δ1, a0} with a0(f) =
∫ 1
0
f(x) dx, f ∈ C([0, 1])). We call the
conditioned process the zero area Brownian bridge and denote it by M . Figure 1 shows a typical path
of M . An anticipative representation of M (corresponding to (1) for B) is
Ms = Ws − s(3s− 2)W1 − 6s(1− s)I1, 0 ≤ s ≤ 1,
and a non-anticipative representation of M (corresponding to (2) for B) is
dMs = dWs − 4Ms
1− sds−
6Js
(1− s)2 ds, M0 = 0, 0 ≤ s < 1,
where Js =
∫ s
0
Mx dx. In particular, the two dimensional process (Ms, Js)s∈[0,1] is a time-inhomogeneous
Markov process.
On earlier work on conditioned Gaussian processes we mention [1] and [12]. In these articles very
similar settings as in our work were studied and the resulting processes were called “generalized Gauss-
ian bridges”. Anticipative as well as non-anticipative representations were given. However, we believe
that this paper gives further insights into the theory of conditioned Gaussian processes. In particular,
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Figure 1. A realization of a zero area Brownian bridge.
we obtain the non-anticipative representations in a very intuitive way which allows for very explicit
calculations.
We fix some notations and introduce the conditioned process properly. Then we state the main
results of the paper.
1.1. Notations and definition of the conditioned process. Let C([0, T ]) be the space of contin-
uous functions on [0, T ] equipped with the supremum norm
‖f‖∞ = sup
0≤s≤T
|f(s)|, f ∈ C([0, T ]).
Then (C([0, T ]), ‖·‖∞) becomes a separable Banach space. For a continuous function f ∈ C([0, T ]) and
an element a ∈ C([0, T ])∗ we write a(f) for the evaluation map. Let C denote the Borel σ-algebra on
C([0, T ]). The dual space C([0, T ])∗ of C([0, T ]) can be identified with the space of signed finite Borel
measure on [0, T ] (see Appendix C in [5]). We use the notation a(f) and
∫
f(s) a(ds) interchangeably.
In particular, we use the second form if the integration only runs over a subset of [0, T ]. By δs,
s ∈ [0, T ], we denote the point evaluation at point s, i.e., δs(f) = f(s), f ∈ C([0, T ]). For 0 ≤ s ≤ T ,
let Fs ⊂ C be the smallest σ-algebra on C([0, T ]) such that all δr, 0 ≤ r ≤ s, are Fs-B(R)-measurable,
where B(R) is the Borel σ-algebra on R. Note that FT = C.
Let X = (Xs)s∈[0,T ] be a continuous Gaussian process defined on a probability space (Ω,A,P).
Assume EXs = 0 for all s ∈ [0, T ] and let RX : [0, T ] × [0, T ] → R be the covariance function of X,
RX(s, t) = EXsXt. A condition for X is an element a ∈ C([0, T ])∗ and X fulfills the condition a if
a(X) = 0, almost surely. Let A ⊂ C([0, T ])∗ be a finite set of conditions. We define a probability
measure P(A)X on (C([0, T ]), C) by
(3) P(A)X (F ) = PX
(
F
∣∣∣ ⋂
a∈A
a−1(0)
)
, F ∈ C,
where PX is the induced measure of X on (C([0, T ]), C).
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Note that the fact that we condition by an event of probability zero in (3) does not raise a problem:
define the set C′ ⊂ C by
C′ =
⋃
n∈N
⋃
b1,...,bn∈C([0,T ])∗
σ{b1, . . . , bn},
where σ{b1, . . . , bn} ⊂ C is the smallest σ-algebra which makes the functionals b1, . . . , bn ∈ C([0, T ])∗
measurable. If we consider P(A)X only on C′, then P(A)X is well-defined since conditioning on the event
that the Gaussian random variables a(X) vanish for all a ∈ A becomes orthogonal projection in Rn (see
also Section 9.3 in [7]). The set C′ is a ring and P(A)X a pre-measure on C′. Hence, by Carathe´odory’s
extension theorem (see Theorem 1.53 in [8]), P(A)X extends in a unique way to a probability measure
on C – the σ-algebra generated by C′. (The existence and uniqueness of the extension of P(A)X from C′
to C also follows from Theorem 2).
A continuous Gaussian process X(A) = (X
(A)
s )s∈[0,T ] defined on a probability space (Ω′,A′,P′) is
a conditioned process of X with respect to the set of conditions A if its induced measure PX(A) on
(C([0, T ]), C) coincides with P(A)X . The conditioned process is thus only defined in law.
1.2. Main results. Let N be the number of conditions in A. In Section 2 we will introduce a separable
Hilbert space H and a linear and bounded operator u : H → C([0, T ]) such that
(4) X =
N∑
i=1
ωi(uei) +
∞∑
j=1
ω′j(ufj) and X
(A) =
∞∑
j=1
ω′j(ufj)
in law for sequences (ei)
N
i=1 ⊂ H and (fj)∞j=1 ⊂ H such that {e1, . . . , eN , f1, f2, . . .} forms an orthonor-
mal basis in H, and sequences of independent standard normal random variables (ωi)
N
i=1 and (ω
′
j)
∞
j=1.
Based on these series expansions we find basic properties of the conditioned process. In particular its
covariance structure (Proposition 1) and an anticipative representation (Theorem 3).
Let (ei)
N
i=1 ⊂ H and (fj)∞j=1 ⊂ H be as in (4) and let H(A) be the closed linear span of {fj : j ≥ 1}.
In Section 3 we show that PX and PX(A) are equivalent on Fs if and only if for every ei there is an
e′i ∈ H(A) with (ue′i)(x) = (uei)(x), for all 0 ≤ x ≤ s.
In Section 4 we show that, under some assumptions on X and A, the process X(A) solves a stochastic
differential equation of the form
(5) dX(A)s = αdWs + δ(s,X
(A))ds, X
(A)
0 = 0, 0 ≤ s < T,
where W is a standard linear Brownian motion and δ is a progressively measurable functional on
C([0, T ]).
In Section 5 we assume that X is a Markov process. Defining I(A),1, . . . , I(A),N by I
(A),i
s =∫ s
0
X
(A)
x ai(dx), where A = {a1, . . . , aN}, it is shown in Theorem 7 that (X(A)s , I(A),1s , . . . , I(A),Ns )s∈[0,T ]
is a Markov process as well. Based on this result we find a formula for E[X(A)t | FX
(A)
s ], s ≤ t, where
FX
(A)
denotes the natural filtration of X(A) (Theorem 8), which enables us to find the δ in (5) explicitly.
2. A series expansion and basic properties of X(A)
The aim of this section is to find a series expansion of X(A) analogous to that in (4). As a preliminary
we start with a subsection on processes generated by an operator.
2.1. Gaussian processes generated by an operator. Let v : H → C([0, T ]) be a linear and
bounded operator from a separable Hilbert space H into C([0, T ]) and let v∗ : C([0, T ])∗ → H be the
adjoint operator of v, i.e., 〈v∗a, h〉 = a(vh) for all h ∈ H and a ∈ C([0, T ])∗. Let 〈·, ·〉 denote the scalar
product on H and ‖ · ‖ its induced norm.
For an orthonormal basis (hi)
∞
i=1 ⊂ H define
(6) Zs =
∞∑
i=1
ωi(vhi)(s) =
∞∑
i=1
ωi〈v∗δs, hi〉,
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where (ωi)
∞
i=1 is a sequence of independent standard normal random variables. The series on the right
hand side of (6) converges almost surely for each s ∈ [0, T ] because of
∞∑
i=1
|〈v∗δs, hi〉|2 = ‖v∗δs‖2 <∞.
The exceptional null set in (6) in general depends on s ∈ [0, T ]. So (6) defines a not necessarily
continuous Gaussian process Z = (Zs)s∈[0,T ]. If the series
Z =
∞∑
i=1
ωi(vhi)
converges almost surely in C([0, T ]) we say that v generates the continuous Gaussian process Z (v is
also called associated operator of Z).
For a, b ∈ C([0, T ])∗ we have
(7) Ea(Z)b(Z) =
∞∑
i=1
a(vhi)b(vhi) = 〈v∗a, v∗b〉.
In particular, for the covariance function RZ(s, t) = EZsZt of Z it holds RZ(s, t) = 〈v∗δs, v∗δt〉. Hence,
a change of the orthonormal basis in (6) gives another process Z ′, in general different from Z. But,
by (7), Z and Z ′ have the same finite-dimensional distributions.
2.2. A series expansion of the process X(A). The following result will be crucial for our work.
Theorem 1 (Theorem 3.5.1 in [3]). For the continuous Gaussian process X = (Xs)s∈[0,T ] there is a
separable Hilbert space H and a linear and bounded operator u : H → C([0, T ]) such that, for every
orthonormal basis (hi)
∞
i=1 ⊂ H,
(8) X =
∞∑
i=1
ωi(uhi)
in distribution. In particular, the series on the right hand side converges almost surely in C([0, T ]).
We define the closed linear subspace
H(A) = {h ∈ H : a(uh) = 0 for all a ∈ A} ⊂ H
and call it the reduced Hilbert space with respect to A. Let H(A) ⊂ H be the orthogonal complement
of H(A) (we write H(A) = H 	H(A)). We call H(A) the detached subspace of H with respect to A. By
definition of u∗,
H(A) = {h ∈ H : 〈u∗a, h〉 = 0 for all a ∈ A}
= {h ∈ H : h is orthogonal to u∗a for all a ∈ A} ⊂ H,
and thus H(A) is spanned by the elements u
∗a,
(9) H(A) = span{u∗a : a ∈ A},
implying that H(A) is (at most) of dimension N .
Define
(10) X(A) =
∞∑
i=1
ωi(ufi),
where (fi)
∞
i=1 ⊂ H(A) is an orthonormal basis in H(A). Applying (7) for the operator u restricted to
H(A), we see that the law of X(A) is independent of the choice of the orthonormal basis in H(A) and
since (10) differs from (8) only by a finite number of terms (given that we assume that {f1, f2, . . .} is
a subset of {h1, h2, . . .}) the series in (10) converges in C([0, T ]) almost surely.
Theorem 2. The process X(A) defined in (10) is a conditioned process of X with respect to A.
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Proof. We have to show P(A)X (F ) = P(X(A) ∈ F ) for all F ∈ C with P(A)X defined in (3). Let (ei)Ni=1 ⊂
H(A) be an orthonormal basis in H(A). Then the processes X and
X(A) +
N∑
i=1
ω′i(uei)
coincide in law, where (ω′i)
N
i=1 are independent standard normal distributed random variables indepen-
dent from X(A). We thus have for F ∈ C
P(A)X (F ) = PX
(
F
∣∣∣ ⋂
a∈A
a−1(0)
)
= PX(A)+∑Ni=1 ω′i(uei)
(
F
∣∣∣ ⋂
a∈A
a−1(0)
)
.
Since a(X(A)) = 0 and for all 1 ≤ i ≤ N there is an a ∈ A such that a(uei) 6= 0 it follows
P(A)X (F ) = PX(A)
(
F
∣∣∣ ⋂
a∈A
a−1(0)
)
= P(X(A) ∈ F ). 
Let RX(A) be the covariance function of the conditioned process X
(A) of X with respect to A ⊂
C([0, T ])∗.
Proposition 1. Let (ei)
N
i=1 ⊂ H(A) be an orthonormal basis in the detached subspace H(A). Then
RX(A)(s, t) = RX(s, t)−
N∑
i=1
(uei)(s)(uei)(t).
Proof. Let (fj)
∞
j=1 ⊂ H(A) be an orthonormal basis in H(A). Then an orthonormal basis in H =
H(A) ⊕H(A) is {e1, . . . , eN , f1, f2, . . .} and thus, by (7),
RX(s, t) =
N∑
i=1
(uei)(s)(uei)(t) +
∞∑
j=1
(ufj)(s)(ufj)(t).
Hence,
RX(A)(s, t) =
∞∑
j=1
(ufj)(s)(ufj)(t) = RX(s, t)−
N∑
i=1
(uei)(s)(uei)(t). 
2.3. Anticipative representation. Define Gaussian processes I1, . . . , IN by
(11) Iis =
∫ s
0
Xx ai(dx), 0 ≤ s ≤ T, 1 ≤ i ≤ N.
In particular, we have IiT = ai(X) for 1 ≤ i ≤ N .
Proposition 2. Given a set of conditions A = {a1, . . . , aN} there is another set of conditions Aˆ =
{aˆ1, . . . , aˆM} (M ≤ N) such that X(A) = X(Aˆ) in distribution, the random variables Iˆ1T , . . . , IˆMT
(defined analogously to (11)) are independent and standard normal, and the set {u∗aˆi : 1 ≤ i ≤M} is
an orthonormal basis in H(Aˆ).
Proof. Let the conditions a1, . . . , aN be arbitrary. Then the Gram-Schmidt orthonormalization Î
1
T =
I1T /E
[
I1T
]2
,
(12) ÎiT = I˚
i
T /E
[
I˚iT
]2
, where I˚iT = I
i
T −
i−1∑
j=1
E
[
IiT Î
j
T
]
ÎjT , i = 2, . . . , N,
yields independent standard normal random variables Î1T , . . . , Î
N
T and conditioning on I
i
T = 0 is equiv-
alent to conditioning on ÎiT = 0 almost surely for 1 ≤ i ≤ N (here we assume without loss of generality
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that I˚iT 6= 0 for all i = 2, . . . , N ; if this is not true, we continue only with those M < N many random
variables for which it is). Now define measures aˆ1, . . . , aˆN by aˆ1 = a1/E
[
I1T
]2
and
aˆi = a˚i/E
[
I˚iT
]2
, where a˚i = ai −
i−1∑
j=1
E
[
IiT Î
j
T
]
aˆj .
Then we have ÎiT =
∫ T
0
Xx aˆi(dx), i.e., we obtain independent standard normal random variables and
conditioning with respect to {a1, . . . , aN} is equivalent to conditioning with respect to {aˆ1, . . . , aˆN}.
From (7) it follows for all 1 ≤ i, j ≤ N that
〈u∗aˆi, u∗aˆj〉 = E [aˆi(X)aˆj(X)] = E
[
IˆiT Iˆ
j
T
]
= δi,j ,
where δi,j denotes the Kronecker delta. Hence, {u∗aˆ1, . . . , u∗aˆN} is an orthonormal set in H and thus,
by (9), an orthonormal basis in H(Aˆ). 
The following result follows directly from the general theory of conditioning of Gaussian random
variables (see Chapter 9 in [7]).
Proposition 3. Let a1, . . . , aN be such that the random variables I
1
T , . . . , I
N
T are independent and
standard normal random variables. Then an anticipative representation for X(A) is
X(A)s = Xs −
N∑
i=1
E
[
XsI
i
T
]
IiT .
We drop the requirement that I1T , . . . , I
N
T are orthonormal but we still assume that the set {u∗ai :
1 ≤ i ≤ N} ⊂ H(A) is linearly independent in H. Let (ei)Ni=1 ⊂ H(A) be an orthonormal basis H(A)
and define a matrix B and a vector b(X) by
B =

a1(ue1) a1(ue2) . . . a1(ueN )
a2(ue1) a2(ue2) . . . a2(ueN )
...
...
. . .
...
aN (ue1) aN (ue2) . . . aN (ueN )
 and b(X) =

a1(X)
a2(X)
...
aN (X)
 .
Theorem 3. The matrix B is invertible and an anticipative representation of the conditioned process
X(A) is
(13) X(A) = X −
N∑
i=1
ξi(X)(uei),
where ξ(X) = (ξ1(X), . . . , ξN (X))
τ is given by ξ(X) = B−1b(X).
Proof. In order to show that the matrix B is invertible, we show that the rank of B is N . Since the
ei’s form an orthonormal basis in the Hilbert space spanned by {u∗a1, . . . , u∗aN}, the rank of B is
equal to the rank of B′ with
B′ =

a1(uu
∗a1) a1(uu∗a2) . . . a1(uu∗aN )
a2(uu
∗a1) a2(uu∗a2) . . . a2(uu∗aN )
...
...
. . .
...
aN (uu
∗a1) aN (uu∗a2) . . . aN (uu∗aN )
 .
Hence, it is enough to show that the columns of B′ are linearly independent. We assume
0 =
(
N∑
i=1
λia1(uu
∗ai), . . . ,
N∑
i=1
λiaN (uu
∗ai)
)
.
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Then,
0 =
N∑
j=1
λj
N∑
i=1
λiaj(uu
∗ai) =
N∑
i,j=1
λiλj〈u∗ai, u∗aj〉 =
∥∥∥∥∥
N∑
i=1
λiu
∗ai
∥∥∥∥∥
2
which yields the requirement
∑N
i=1 λiu
∗ai = 0 and thus λi = 0, 1 ≤ i ≤ N , since {u∗a1, . . . , u∗aN}
is assumed to be linearly independent in H. Hence, the rank of B′ and B is N and the matrix B is
invertible.
Formula (13) follows from
X = X(A) +
N∑
i=1
ω′i(uei),
where ω′1, . . . , ω
′
N are independent standard normal random variables independent from X
(A). Once
we see a realization X(ω) of X we do not know a priori, which values the ω′i’s attained. But we can
calculate them from the fact that
0 = aj(X
(A)) = aj(X)−
N∑
i=1
ωiaj(uei)
for all 1 ≤ j ≤ N , which leads to the system of linear equations Bξ = b(X), its solution ξ(X) and the
claimed representation for X(A). 
3. Equivalence of measures
Let X be a continuous Gaussian process and let X(A) be the conditioned process of X with respect
to a finite set of conditions A = {a1, . . . , aN}. Moreover, let PX and PX(A) be the induced measures
of X and X(A) on (C([0, T ]), C).
We can not expect that PX and PX(A) are equivalent on C since
PX({f ∈ C([0, T ]) : a(f) = 0 ∀a ∈ A}) = 0
in case that X does not fulfill all conditions in A, while
PX(A)({f ∈ C([0, T ]) : a(f) = 0 ∀a ∈ A}) = 1.
However, in this section, we show that PX and PX(A) are equivalent on a suitable sub-σ-algebra of C.
Let X be generated by the operator u : H → C([0, T ]) and let {e1, . . . , eN} be an orthonormal basis
in the detached Hilbert space H(A) ⊂ H (w.l.o.g. we assume dim(H(A)) = N ; otherwise let some of
the ei’s be 0). Recall that Fs ⊂ C is the smallest σ-algebra on C([0, T ]) such that all δr, 0 ≤ r ≤ s,
are Fs-B(R)-measurable.
Theorem 4. The probability measures PX and PX(A) are equivalent on Fs if and only if
(14) there exist e′i ∈ H(A), 1 ≤ i ≤ N, such that (ue′i)(x) = (uei)(x), 0 ≤ x ≤ s.
Otherwise PX and PX(A) are orthogonal on Fs.
We will prove the different assertions of Theorem 4 in the subsequent sections. We start by intro-
ducing some additional notation. For d ≥ 1, let Pd be the standard Gaussian law on (Rd,B(Rd)), i.e.,
Pd =
⊗d
i=1 P1, where P1 is the standard normal law on R, and consider the probability space (Ω,A,P)
with Ω =
⊗∞
i=1R, A =
⊗∞
i=1B(R), and P =
⊗∞
i=1 P1.
We are only interested in the laws of X and X(A) and might thus, without loss of generality, assume
that they are defined on the probability space (Ω,A,P). Let {f1, f2, . . .} be an orthonormal basis in
the reduced Hilbert space H(A) ⊂ H. We may write X : Ω→ C([0, T ]) as
(15) X(ω) = X(ω1, ω2, . . . ) =
N∑
i=1
ωi(uei) +
∞∑
j=1
ωj+N (ufj).
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3.1. If (14) then PX  PX(A) on Fs. Consider X(A) : Ω→ C([0, T ]) defined as
(16) X(A)(ω) = X(A)(ω1, ω2, . . . ) =
∞∑
j=1
ωj(ufj).
Given the ei’s as in (14) define ξij = 〈e′i, fj〉, 1 ≤ i ≤ N , j ≥ 1. Then (ξij)∞i,j=1 fulfills
∞∑
j=1
ξ2ij <∞, for all i ≥ 1,
and we have
(uei) = (ue
′
i) =
∞∑
j=1
ξij(ufj)
on [0, s]. Consider the mapping M : Ω→ Ω defined by
(ω1, ω2, . . . ) 7→ (ω′1, ω′2, . . . ),
ω′j =
N∑
i=1
ωiξij + ωj+N .(17)
From (15), (16), and (17), we obtain on [0, s]
X(ω) =
∞∑
j=1
(
N∑
i=1
ωiξij + ωj+N
)
(ufj) = X
(A)(M(ω)).
Proposition 4. For F ∈ A with P(F ) > 0 it holds P(M(F )) > 0.
Proof. Let F ∈ A with P(F ) > 0. Note that RN × Ω = Ω. For an element x ∈ RN define
Fx = {y ∈ Ω : (x, y) ∈ F} ⊂ Ω,
F ′x = {(x, y) ∈ Ω : y ∈ Fx} ⊂ Ω.
Then
0 < P(F ) =
∫
RN
P(Fx)PN (dx)
which implies the existence of a z = (z1, . . . , zN ) ∈ RN with P(Fz) > 0. Define the element l(z) =
(l1, l2, . . .) ∈ Ω by lj =
∑N
i=1 ξijzi. By Jensen’s inequality,
∞∑
j=1
l2j =
∞∑
j=1
(
N∑
i=1
ξijzi
)2
≤ N
∞∑
j=1
N∑
i=1
ξ2ijz
2
i = N
N∑
i=1
z2i
∞∑
j=1
ξ2ij <∞
and thus l(z) ∈ l2. Define τl(z) : Ω → Ω by τl(z)(ω) = ω − l(z). Then, for the subset F ′z ⊂ F it holds
M(F ′z) = l(z) + Fz = τ
−1
l(z)(Fz) and thus
(18) P(M(F )) ≥ P(M(F ′z)) = P(τ−1l(z)(Fz)) = P ◦ τ−1l(z)(Fz).
The probability space (Ω,A,P) is the canonical model for the Gaussian process Z = (Zn)n∈N with
covariance EZmZn = δm,n, m,n ∈ N. The Cameron-Martin space associated with Z is l2 and thus,
since l(z) ∈ l2, the probability measures P and P ◦ τ−1l(z) are equivalent (Theorem 14.17 in [7]). Hence,
since P(Fz) > 0 we have, by (18),
P(M(F )) ≥ P ◦ τ−1l(z)(Fz) > 0. 
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Now, let F ∈ Fs with PX(F ) = P(X−1(F )) > 0. Since M is surjective,
PX(A)(F ) = P({ω′ ∈ Ω : X(A)(ω′) ∈ F}) = P({M(ω) ∈ Ω : ω ∈ Ω and X(A)(M(ω)) ∈ F}).
Because of F ∈ Fs and X(A)(M(ω)) = X(ω) on [0, s],
PX(A)(F ) = P({M(ω) ∈ Ω : ω ∈ Ω and X(ω) ∈ F}) = P(M(X−1(F ))).
Since P(X−1(F )) > 0, Proposition 4 yields P(M(X−1(F ))) > 0 and thus PX(A)(F ) > 0. We thus have
proven that (14) implies PX  PX(A) on Fs.
3.2. If (14) then PX(A)  PX on Fs. We proceed in a similar way as in the previous section. Consider
X(A) : Ω→ C([0, T ]) defined as
(19) X(A)(ω) = X(A)(ω1, ω2, . . . ) =
∞∑
j=1
ωN+j(ufj).
Let ξij be defined as before and consider the mapping N : Ω→ Ω defined by
(ω1, ω2, . . . ) 7→ (ω′1, ω′2, . . . ),
ω′j = ωj , for 1 ≤ j ≤ N ,
ω′j = −
N∑
i=1
ωiξi(j−N) + ωj , for j ≥ N + 1.(20)
From (15), (19), and (20), we obtain on [0, s]
X(N(ω)) =
N∑
i=1
ωi(uei) +
∞∑
j=1
(
−
N∑
i=1
ωiξij + ωN+j
)
(ufj) = X
(A)(ω).
Proposition 5. For F ∈ A with P(F ) > 0 it holds P(N(F )) > 0.
Proof. With the notation of the proof of Proposition 4, we have
0 < P(F ) =
∫
RN
P(Fx)PN (dx) =
∫
{x∈RN : P(Fx)>0}
P(Fx)PN (dx).
By the Cameron-Martin Theorem it follows for every x ∈ Rd with P(Fx) > 0 that P ◦ τ−1−l(x)(Fx) > 0
and thus
0 <
∫
{x∈RN : P(Fx)>0}
P ◦ τ−1−l(x)(Fx))PN (dx) ≤ P(N(F )). 
Now, let F ∈ Fs with PX(A)(F ) = P([X(A)]−1(F )) > 0. This implies by Proposition 5 that
P(N([X(A)]−1(F ))) > 0. Because of F ∈ Fs and X(N(ω)) = X(A)(ω) on [0, s], it follows that
N([X(A)]−1(F )) ⊂ X−1(F ) and thus P(X−1(F )) = PX(F ) > 0. We thus have proven that (14)
implies PX(A)  PX on Fs.
3.3. If not (14) then PX and PX(A) are orthogonal on Fs. We assume that N = 1. By doing so
we do not loose any generality since we could as well impose the conditions one by one and build in this
way a cascade of on Fs equivalent measures. Fix 0 ≤ s ≤ T and set e = e1. Define us : H → C([0, s])
by (ush)(x) = (uh)(x), h ∈ H, x ∈ [0, s], and assume that for all e′ ∈ H(A) there is an x ∈ [0, s]
such that (ue)(x) 6= (ue′)(x) which implies e − e′ /∈ ker(us), the kernel of us. Since elements in H(A)
are orthogonal to e and e /∈ ker(us), it follows that e is orthogonal to ker(us) ⊂ H. The orthogonal
complement of ker(us) is equal to the closed image of the adjoint operator u
∗
s. This implies that
there is a sequence of functionals (bn)
∞
n=1 ⊂ C([0, s])∗ such that u∗sbn → e and (u(A)s )∗bn → 0, where
u
(A)
s : H(A) → C([0, s]) is the restriction of us to H(A). We may assume that ‖(u(A)s )∗bn‖ ≤ 2−n
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(by choosing a suitable sub-sequence of (bn)
∞
n=1 if necessary). Now set b˜n = bn/‖(u(A)s )∗bn‖1/2. Then
b˜n(X) and b˜n(X
(A)) are Gaussian random variables, which, by (7), satisfy
E
[
b˜n(X)
2
]
= ‖u∗bn‖2/‖(u(A)s )∗bn‖ → ∞,
as n→∞, and
E
[
b˜n(X
(A))2
]
= ‖(u(A))∗bn‖2/‖(u(A)s )∗bn‖ ≤ 2−n.
From this it follows by the Borel-Cantelli Lemma that, almost surely, lim supn→∞ |b˜n(X)| = ∞ and
limn→∞ |b˜n(X(A))| = 0. Hence, X and X(A) induce orthogonal laws on C([0, s]) which implies that
PX and PX(A) are orthogonal on Fs.
4. Non-anticipative representations
Now, we consider alternative, non-anticipative representations for X(A) in the same setting as in
the previous section. We assume that the supremum over all 0 ≤ s ≤ T for which (14) holds is T . If
this is not the case, the following calculations can only be performed on an interval [0, T∗) ⊂ [0, T ).
Recall that a progressively measurable functional on C([0, T ]) is a mapping β : [0, T ]×C([0, T ])→ R
such that for each 0 ≤ s ≤ T , the restriction of β to [0, s]×C([0, T ]) is B([0, s])⊗Fs-B(R)-measurable.
Let W = (Ws)s∈[0,T ] be a standard linear Brownian motion defined on a probability space (Ω,A,P)
and assume that there is a 0 6= α ∈ R and a progressively measurable functional β on C([0, T ]) with
(21)
∫ S
0
|β(x,X)| dx <∞
P-almost surely for all S < T , such that X is a (strong) solution of the stochastic differential equation
(22) dXs = αdWs + β(s,X)ds, X0 = 0, 0 ≤ s < T.
In order to apply the results from the previous section, it proves to be useful to assume without
loss of generality Ω = C([0, T ]) (recall that we do not distinguish between Gaussian processes with the
same law): by (22) and since α 6= 0,
Ws = α
−1Xs − α−1
∫ s
0
β(x,X) dx, 0 ≤ s < T.
Let PX be the induced measure ofX on the space (C([0, T ]), C). Define the processes X̂ : (C([0, T ]), C)→
(C([0, T ]), C) and Ŵ : (C([0, T ]), C)→ (C([0, T ]), C) by (X̂f)(s) = f(s) and
(Ŵf)(s) = α−1(X̂f)(s)− α−1
∫ s
0
β(x, X̂f) dx
for 0 ≤ s < T and f ∈ C([0, T ]). Then, on (C([0, T ]), C,PX), Ŵ is a standard Brownian motion,
X̂ = X in distribution, and we have
dX̂s = αdŴs + β(s, X̂)ds, X̂0 = 0, 0 ≤ s < T
with ∫ S
0
|β(x, X̂)| dx <∞
PX -almost surely for all S < T . From the construction follows that the natural filtration of Ŵ and X̂
is F.
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4.1. Existence of a describing SDE. Let PX(A) be the induced measure of X(A) on (C([0, T ]), C).
Theorem 5. There is a Brownian motion W ′ = (W ′s)s∈[0,T ] defined on the probability space (C([0, T ]), C,PX(A))
and a progressively measurable functional δ on C([0, T ]) with
(23)
∫ S
0
|δ(x,X(A))| dx <∞
PX(A)-almost surely for all S < T such that the conditioned process X(A) is a (strong) solution of the
stochastic differential equation
(24) dX(A)s = αdW
′
s + δ(s,X
(A))ds, X
(A)
0 = 0, 0 ≤ s < T.
Proof. We consider the mapping Y : (C([0, T ]), C) → (C([0, T ]), C) defined by Y (f) = f for f ∈
C([0, T ]). Then, under the measure PX , the law of Y is the same as the law of X and under the measure
PX(A) , the law of Y is the same as the law of X(A). Under PX , the semimartingale Y = (Ys)s∈[0,T ) has
the decomposition Y = M +A, where M is a continuous martingale and A a finite variation process,
Ms = αWs, As =
∫ s
0
β(x, Y ) dx.
By Theorem 4 the measures PX and PX(A) are equivalent on Fs for all 0 ≤ s < T . Hence,
Zs = EPX
[
dPX(A)
dPX
∣∣∣Fs] , 0 ≤ s < T,
is an almost sure non-negative continuous (PX ,F)-martingale. By Girsanov’s Theorem (see e.g. The-
orem III.35 in [11]), Y is a semimartingale under PX(A) with decomposition Y = L+ C with
(25) Ls = Ms −
∫ s
0
Z−1x d[Z,M ]x
being a local martingale under PX(A) , where [Z,M ] denotes the quadratic covariation process of M
and Z, and C = Y − L is a PX(A) -finite variation process. By the martingale representation theorem
(see e.g. Theorem 4.3.4 in [10]) there is an adapted stochastic process γ such that
Zs =
∫ s
0
γ(x) dWx and EPX
[∫ s
0
γ2(x) dx
]
<∞.
Since M = αW it follows d[Z,M ]x = αγ(x)dx under PX and thus under PX(A) . Hence, by (25),
Ys = Ls + (Ys − Ls) = Ls + (Ms +As − Ls)
= α
(
Ws −
∫ s
0
Z−1x γ(x) dx
)
+
(∫ s
0
(
αZ−1x γ(x) + β(x,X)
)
dx
)
.
The quadratic variation process of the first bracket is s under PX and thus under PX(A) . By Le´vy’s
characterization of Brownian motion,
(26) W ′s = Ws −
∫ s
0
Z−1x γ(x) dx
is a Brownian motion under PX(A) . That is,
Ys = αW
′
s +
∫ s
0
(αZ−1x γ(x) + β(x, Y )) dx, 0 ≤ s < T.
Since the natural filtration of Y is F and the process (αZ−1x γ(x) + β(x, Y ))0≤s<T is adapted to this
filtration we have
αZ−1x γ(x) + β(x, Y ) = δ(x, Y )
for some progressively measurable functional δ on C([0, T ]). Moreover, from (21) and (26) it follows∫ S
0
|δ(x, Y )| dx <∞
PX(A) -almost surely for all S < T . 
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4.2. Determination of the drift. Theorem 5 provides us with a progressively measurable functional
δ on C([0, T ]) for which ∫ S
0
|δ(x,X(A))| dx <∞
almost surely for all S < T . But in the following we need more than this.
Proposition 6. The progressively measurable functional δ in Theorem 5 satisfies
E
∫ S
0
|δ(x,X(A))| dx <∞, S < T.
Proof. From (23) we know |δ(s,X(A))| <∞ almost surely for almost all 0 ≤ s ≤ S and thus the limit
in
δ(s,X(A)) = lim
ε↘0
ε−1
∫ s+ε
s
δ(x,X(A)) dx = lim
ε↘0
ε−1
(
X
(A)
s+ε −X(A)s − αW ′s+ε + αW ′s
)
exists and is, as the limit of Gaussian random variables, a Gaussian random variable.
Let σ2(x) = E|δ(x,X(A))|2 be the variance of δ(x,X(A)) and for n ∈ N set δn(x) = min{1, n/σ(x)}δ(x,X(A)).
Then
σ2n(x) = E|δn(x)|2 = min{σ2(x), n2} ≤ n2
and σ2n(x) ↗ σ2(x) for all x as n → ∞. Since δn(x) is Gaussian we have E|δn(x)| =
√
2/piσn(x) and
by the Cauchy-Schwartz inequality
E|δn(x)δn(y)| ≤
√
E|δn(x)|2E|δn(y)|2 = σn(x)σn(y).
Define
Z =
∫ S
0
|δ(x,X(A))| dx and Zn =
∫ S
0
|δn(x)| dx.
Then we have Zn ≤ Z and
EZn =
∫ S
0
E|δn(x)| dx =
√
2
pi
∫ S
0
σn(x) dx↗
√
2
pi
∫ S
0
σ(x) dx
as n→∞. Moreover,
EZ2n = E
∫ S
0
∫ S
0
δn(x)δn(y) dx dy ≤
∫ S
0
∫ S
0
E|δn(x)δn(y)| dx dy
≤
∫ S
0
∫ S
0
σn(x)σn(y) dx dy =
(∫ S
0
σn(x)dx
)2
.
Thus, for the variance VarZn = EZ2n − (EZn)2,
VarZn =
(∫ S
0
σn(x) dx
)2
−
(√
2
pi
∫ S
0
σn(x) dx
)2
= (1− 2/pi)
(∫ S
0
σn(x) dx
)2
.
Since Zn ≤ Z it follows for ε > 0
P
(
Z ≤ ε
∫ S
0
σn(x) dx
)
≤ P
(
Zn ≤ ε
∫ S
0
σn(x) dx
)
= P
(
EZn − Zn ≥ EZn − ε
∫ S
0
σn(x) dx
)
≤ P
(
|EZn − Zn| ≥ (
√
2/pi − ε)
∫ S
0
σn(x) dx
)
.
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By Chebyshev’s inequality,
P
(
Z ≤ ε
∫ S
0
σn(x) dx
)
≤ VarZn
(
√
2/pi − ε)2
(∫ S
0
σn(x) dx
)2
=
(1− 2/pi)
(∫ S
0
σn(x) dx
)2
(
√
2/pi − ε)2
(∫ S
0
σn(x) dx
)2
=
1− 2/pi
(
√
2/pi − ε)2 .
Thus, for ε > 0 small enough,
P
(
Z ≤ ε
∫ S
0
σn(x) dx
)
≤ c < 1.
Note that the constant c depends only on ε but not on n ∈ N. Hence, taking the limit n → ∞, we
obtain by the monotone convergence theorem
0 < P
(
Z > ε
∫ S
0
σ(x) dx
)
= P
(
ε−1
∫ S
0
|δ(x,X(A))| dx >
∫ S
0
σ(x) dx
)
.
Since
∫ S
0
|δ(x,X(A))| dx <∞ almost surely it follows ∫ S
0
σ(x) dx <∞ and finally
E
∫ S
0
|δ(x,X(A))| dx =
√
2
pi
∫ S
0
σ(x) dx <∞. 
Theorem 6. Almost surely, for almost all 0 ≤ s < T , the drift term δ(s,X(A)) in Theorem 5 is
δ(s,X(A)) = lim
r↘0
E[X(A)s+r | Fs]−X(A)s
r
.
Proof. Let s ≥ 0 be fixed. By (24), for r > 0,
X
(A)
s+r = X
(A)
s + αW
′
s+r − αW ′s +
∫ s+r
s
δ(x,X(A)) dx.
Hence, since X
(A)
s is Fs-measurable,
E[X(A)s+r | Fs] = X(A)s + E[αW ′s+r − αW ′s | Fs] + E
[∫ s+r
s
δ(x,X(A)) dx
∣∣∣Fs] .
Since W ′ has independent increments with mean 0, the second term vanishes. By Proposition 6 we
can apply Fubini’s theorem to the third term and get
E[X(A)s+r | Fs] = X(A)s +
∫ s+r
s
E[δ(x,X(A)) | Fs] dx.
Finally (see e.g. Corollary 2.14 in [9]),
lim
r↘0
E[X(A)s+r | Fs]−X(A)s
r
= lim
r↘0
1
r
∫ s+r
s
E[δ(x,XA) | Fs] dx = E[δ(s,X(A)) | Fs] = δ(s,X(A))
for almost all s ≥ 0. 
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5. The Markov property and the expected future
In this section we assume that the Gaussian process X = (Xs)s∈[0,T ] is a Markov process with
RX(s, t) 6= 0 for all 0 < s, t < T . Let X(A) = (X(A)s )s∈[0,T ] be the conditioned process of X with
respect to A = {a1, . . . , aN} and let FX(A) = (FX(A)s )s∈[0,T ] be the natural filtration of X(A). The
process X(A) is in general not a Markov process as well.
5.1. Retrieving the Markov property. Define Gaussian processes I(A),i by
I(A),is =
∫ s
0
X(A)x ai(dx), 0 ≤ s ≤ T, 1 ≤ i ≤ N.
Theorem 7. The Gaussian process (X(A), I(A),1, . . . , I(A),N ) is an (N + 1)-dimensional (in general
time-inhomogeneous) Markov process.
First, we show the result for the case that X is Brownian motion and then in the general case.
Proof of Theorem 7 for X Brownian motion. We assume that a1(X), . . . , an(X) are independent stan-
dard normal random variables. Without loss of generality we can do so by Proposition 2. For every
0 ≤ s ≤ t ≤ T we define the Gaussian random variable Zs,t by
Zs,t = X
(A)
t − E[X(A)t |FX
(A)
s ].
Then Zs,t is independent from F
X(A)
s . We show that
(27) Zs,t = X
(A)
t − E[X(A)t |{X(A)s , I(A),1s , . . . , I(A),Ns }],
which implies that E[X(A)t |FX
(A)
s ] = E[X
(A)
t |{X(A)s , I(A),1s , . . . , I(A),Ns }]. Since the natural filtration of
X(A) and (X(A), I(A),1, . . . , I(A),N ) coincide, this will prove the theorem.
Set ψi(y, s) = ai(I[y,s]) and rewrite the Gaussian processes Ii in (11) as
Iis =
∫ s
0
Xx ai(dx) =
∫ s
0
∫ x
0
dXy ai(dx) =
∫ s
0
∫ s
y
ai(dx) dXy =
∫ s
0
ψi(y, s) dXy,(28)
0 ≤ s ≤ T , 1 ≤ i ≤ N . We condition the process X on ai(X) = IiT = 0 almost surely for 1 ≤ i ≤ N .
Since we assume I1T , . . . , I
N
T to be independent random variables with E
[
I1T
]2
= 1, the conditioned
process X(A) and the processes I(A),i are (as in Proposition 3) given by
(29) X(A)s = Xs −
N∑
j=1
IjTE
[
XsI
j
T
]
and I(A),is = I
i
s −
N∑
j=1
IjTE
[
IisI
j
T
]
,
0 ≤ s ≤ T , 1 ≤ i ≤ N . Now, define Gaussian processes J i and J (A),i by
J is = ψi(s, T )Xs + I
i
s =
∫ s
0
(ψi(s, T ) + ψi(y, s)) dXy =
∫ s
0
ψi(y, T ) dXy,(30)
and
J (A),is = ψi(s, T )X
(A)
s + I
(A),i
s(31)
= ψi(s, T )
Xs − N∑
j=1
IjTE
[
XsI
j
T
]+ Iis − N∑
j=1
IjTE
[
IisI
j
T
]
= ψi(s, T )Xs + I
i
s −
N∑
j=1
IjTE
[
(ψi(s, T )Xs + I
i
s)I
j
T
]
= J is −
N∑
j=1
IjTE
[
J isI
j
T
]
, 0 ≤ s ≤ T, 1 ≤ i ≤ N.(32)
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By (31), it is enough to show
Zs,t = X
(A)
t − E[X(A)t |{X(A)s , J (A),1s , . . . , J (A),Ns }]
in order to show (27). Define
(33) Z∗s,t = X
(A)
t −X(A)s −
N∑
i=1
bi(s, t)J
(A),i
s ,
where the bi’s are chosen such that Z
∗
s,t is independent from J
(A),i
s , 1 ≤ i ≤ N , i.e., we require
0 = E
[
Z∗s,tJ
(A),i
s
]
= E
Z∗s,t
J is − N∑
j=1
IjTE
[
J isI
j
T
](34)
= E
[
Z∗s,tJ
i
s
]− N∑
j=1
E
[
Z∗s,tI
j
T
]
E
[
J isI
j
T
]
.
By (29) and (32),
Z∗s,t = Xt −
N∑
i=1
IiTE
[
XtI
i
T
]−Xs + N∑
i=1
IiTE
[
XsI
i
T
]
(35)
−
N∑
i=1
bi(s, t)
J is − N∑
j=1
IjTE
[
J isI
j
T
]
= Xt −Xs −
N∑
i=1
bi(s, t)J
i
s −
N∑
i=1
IiTE
Xt −Xs − N∑
j=1
bj(s, t)J
j
s
 IiT
 ,
and thus
E
[
Z∗s,tI
j
T
]
= E
[(
Xt −Xs −
N∑
i=1
bi(s, t)J
i
s
)
IjT
]
(36)
−
N∑
i=1
E
[
IiT I
j
T
]
E
[(
Xt −Xs −
N∑
k=1
bk(s, t)J
k
s
)
IiT
]
= 0,
since we assumed EIiT I
j
T = δi,j . Moreover,
E
[
Z∗s,tJ
i
s
]
= E
[
(Xt −Xs)J is
]− N∑
j=1
bj(s, t)E
[
JjsJ
i
s
]
−
N∑
j=1
E
[(
Xt −Xs −
N∑
k=1
bk(s, t)J
k
s
)
IjT
]
E
[
IjTJ
i
s
]
,
where E
[
(Xt −Xs)J is
]
= 0 and E
[
IjTJ
i
s
]
= E
[
JjsJ
i
s
]
by (28) and (30). Hence, (34) reduces to
(37) 0 = −
N∑
j=1
bj(s, t)−
N∑
j=1
E
[(
Xt −Xs −
N∑
k=1
bk(s, t)J
k
s
)
IjT
]
.
By (29) and (36), for all 0 ≤ u ≤ s,
E
[
Z∗s,tX
(A)
u
]
= E
[
Z∗s,tXu
]− N∑
j=1
E
[
XuI
j
T
]
E
[
Z∗s,tI
j
T
]
= E
[
Z∗s,tXu
]
.
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We replace Z∗s,t by (35) and obtain
E
[
Z∗s,tX
(A)
u
]
= E [(Xt −Xs)Xu]−
N∑
i=1
bi(s, t)E
[
J isXu
]
−
N∑
i=1
E
Xt −Xs − N∑
j=1
bj(s, t)J
j
s
 IiT
E [IiTXu] .
Since, E [(Xt −Xs)Xu] = 0 and E
[
IiTXu
]
= E
[
J isXu
]
by (28) and (30) it follows
E
[
Z∗s,tX
(A)
u
]
= E
[
J isXu
]− N∑
i=1
bi(s, t)−
N∑
i=1
E
Xt −Xs − N∑
j=1
bj(s, t)J
j
s
 IiT

and thus E
[
Z∗s,tX
(A)
u
]
= 0 by (37). This implies Z∗s,t = Zs,t. Hence, the theorem is proven for the
case that X is standard linear Brownian motion. 
We now turn to the general case. In [4] it was shown that, for Gaussian Markov processes X =
(Xs)s∈[0,T ] with RX(s, t) 6= 0 for all 0 < s, t < T , there are (up to a constant) uniquely defined
functions f : [0, T ] → R and g : [0, T ] → R such that h = f/g (with the convention 0/0 = 0) is a
non-negative, non-decreasing function on [0, T ] and
RX(s, t) = f(s ∧ t)g(s ∨ t), 0 ≤ s, t ≤ T.
This implies
Xs = g(s)Wh(s)
in finite-dimensional distributions, where W = (Ws)s≥0 is a standard linear Brownian motion:
Eg(s)Wh(s)g(t)Wh(t) = g(s)g(t)(h(s) ∧ h(t)) = g(s)g(t)h(s ∧ t)
= g(s)g(t)
f(s ∧ t)
g(s ∧ t) = f(s ∧ t)g(s ∨ t).
Proof of Theorem 7 in the general case. We proceed in two steps: (i) we show Theorem 7 for (g˜(s)Ws)s∈[0,T ]
for every positive function g˜; (ii) we prove the theorem for the process (X˜h(s))s∈[0,T ], where we assume
the correctness of the theorem for the process X˜.
Then, let h−1 be the inverse function of h (which exists since h is a non-decreasing function), i.e.,
we have h−1(h(s)) = s for all 0 ≤ s ≤ T , and define g˜ = g ◦ h−1. By (i), Theorem 7 holds true for
X˜ = g˜W and thus, by (ii), Theorem 7 holds true for X = X˜ ◦ h, i.e.,
Xs = X˜h(s) = g˜(h(s))Wh(s) = (g ◦ h−1 ◦ h)(s)Wh(s) = g(s)Wh(s).
We prove (i): the Brownian motion W and the process X˜ = g˜W on [0, T ] are generated by u :
L2([0, T ])→ C([0, T ]) and ug˜ : L2([0, T ])→ C([0, T ]) with
(ue)(s) =
∫ s
0
e(x) dx, (ug˜e)(s) = g˜(s)
∫ s
0
e(x) dx,
e ∈ L2([0, T ]), 0 ≤ s ≤ T . Define measures ag˜i by ag˜i (B) =
∫
B
g˜(x) ai(dx), B ∈ B([0, T ]), 1 ≤ i ≤ N .
Then, ai(X˜) = a
g˜
i (W ) and (u
∗ag˜i )(x) = (u
∗
g˜ai)(x) = a
g˜
i (I[x,T ]). Hence,
(ug˜u
∗
g˜ai)(s) = g˜(s)
∫ s
0
ag˜i (I[x,T ]) dx = g˜(s)(uu
∗ag˜i )(s).
By Proposition 2 we may assume that the random variables a1(X˜), . . . , aN (X˜) are independent stan-
dard normal and thus, for W (A
g˜) being the conditioned process of W by Ag˜ = {ag˜1, . . . , ag˜N} and X˜(A)
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being the conditioned process of X˜ by A, 0 ≤ s, t ≤ T ,
E
[
X˜(A)s X˜
(A)
t
]
= g˜(s)g˜(t)(s ∧ t)−
N∑
i=1
(ug˜u
∗
g˜ai)(s)(ug˜u
∗
g˜ai)(t)
= g˜(s)g˜(t)
(
s ∧ t−
N∑
i=1
(uu∗ag˜i )(s)(uu
∗ag˜i )(t)
)
= E
[
g˜(s)W (A
g˜)
s g˜(t)W
(Ag˜)
t
]
,
i.e., the processes X˜(A) and g˜W (A
g˜) coincide in law. Consider the integrated processes I(A),i and
L(A
g˜),i given by
I(A),is =
∫ s
0
X˜(A)x ai(dx), L
(Ag˜),i
s =
∫ s
0
W (A
g˜)
x a
g˜
i (dx), 1 ≤ i ≤ N.
From the proof of Theorem 7 for the case thatX is Brownian motion we know that (W (A
g˜), L(A
g˜),1, . . . , L(A
g˜),N )
is a Markov process. Since X˜(A)/g˜ andW (A
g˜) coincide in law this implies that (X˜(A)/g˜, I(A),1, . . . , I(A),N )
is a Markov process, where we used∫ s
0
X˜(A)x /g˜(x) a
g˜
i (dx) =
∫ s
0
X˜(A)x ai(dx) = I
(A),i
s , 1 ≤ i ≤ N.
Finally, this implies that (X˜(a), I(A),1, . . . , I(A),N ) is a Markov process, which proves (i).
We prove (ii): Assume that Theorem 7 holds true for X˜ = (X˜s)s∈[0,T ′] and let X˜ be generated by
u : H → C([0, T ′]). Moreover, let h be a non-negative, increasing function on [0, T ] with h(T ) = T ′.
Define X = (Xs)s∈[0,T ] = (X˜h(s))s∈[0,T ]. Then X is generated by uh : H → C([0, T ]) with (uhe)(s) =
(ue)(h(s)), e ∈ H. Define measures ahi by ahi (B) = (ai ◦ h−1)(B), B ∈ B([0, T ]), 1 ≤ i ≤ N . Then,
(38) ai(X) =
∫ T
0
Xx ai(dx) =
∫ T
0
X˜h(x) ai(dx) =
∫ h(T )
h(0)
X˜x (a ◦ h−1)(dx).
If h(0) > 0 then, since h is increasing, h−1([0, h(0))) = ∅, and thus
(39) ai(X) =
∫ T ′
0
X˜x (a ◦ h−1)(dx) = ahi (X˜).
In the same way we get for all e ∈ H,
〈u∗hai, e〉 =
∫ T
0
(ue)(h(x)) ai(dx) =
∫ T ′
0
(ue)(x) ahi (dx) = 〈u∗ahi , e〉
and thus u∗hai = u
∗ahi , 1 ≤ i ≤ N . By Proposition 2 we may assume that the random variables
a1(X), . . . , aN (X) are independent standard normal and thus, forX
(A) being the conditioned process of
X with respect to A and X˜(A
h) being the conditioned process of X˜ with respect to Ah = {ah1 , . . . , ahN},
0 ≤ s, t ≤ T ,
E
[
X(A)s X
(A)
t
]
= E [XsXt]−
N∑
i=1
(uhu
∗
hai)(s)(uhu
∗
hai)(t)
= E
[
X˜h(s)X˜h(t)
]
−
N∑
i=1
(uu∗ahi )(h(s))(uu
∗ahi )(h(t))
= E
[
X˜
(Ah)
h(s) X˜
(Ah)
h(t)
]
,
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i.e., the processes X
(A)
· and X˜
(Ah)
h(·) coincide in law. Consider the integrated processes L
(Ah),i given by
L
(Ah),i
s =
∫ s
0
X˜
(Ah)
x ahi (dx), 1 ≤ i ≤ N . Then, as in (38) and (39), for 0 ≤ s ≤ T ,
I(A),is =
∫ s
0
X(A)x ai(dx) =
∫ s
0
X˜
(Ah)
h(x) ai(dx) =
∫ h(s)
0
X˜(A
h)
x a
h
i (dx) = L
(Ah)
h(s)
in finite-dimensional distributions. By the assumption on X˜ the process
(X˜
(Ah)
s , L
(Ah),1
s , . . . , L
(Ah),N
s )s∈[0,T ′] is a Markov process implying that
(X˜
(Ah)
h(s) , L
(Ah),1
h(s) , . . . , L
(Ah),N
h(s) )s∈[0,T ] is a Markov process as well. Since
(X
(A)
s , I
(A),1
s , . . . , I
(A),N
s )s∈[0,T ] and (X˜
(Ah)
h(s) , L
(Ah),1
h(s) , . . . , L
(Ah),N
h(s) )s∈[0,T ] coincide in law we conclude
that (X
(A)
s , I
(A),1
s , . . . , I
(A),N
s )s∈[0,T ] is a Markov process. 
5.2. The expected future. Now, we can give an explicit formula for E[X(A)t |FX
(A)
s ], s < t ≤ T . This
together with Theorem 6 enables us to calculate the drift term in Theorem 5 in the case that X is
Markovian. Define a matrix Ds by
Ds =

g(s) (ue1)(s) . . . (ueN )(s)∫ T
s+
g(x) a1(dx)
∫ T
s+
(ue1)(x) a1(dx) . . .
∫ T
s+
(ueN )(x) a1(dx)
...
...
. . .
...∫ T
s+
g(x) aN (dx)
∫ T
s+
(ue1)(x) aN (dx) . . .
∫ T
s+
(ueN )(x) aN (dx)

and a vector ds by
ds =
(
X(A)s ,−I(A),1s , . . . ,−I(A),Ns
)τ
.
Theorem 8. For every s < t there are FX
(A)
s -measurable random variables ξ0, . . . , ξN such that
E[X(A)t |FX
(A)
s ] = ξ0g(t) +
N∑
i=1
ξi(uei)(t).
Assume that the matrix Ds is invertible. Then ξ = (ξ0, . . . , ξN )
τ is given by ξ = D−1s ds.
Proof. For s < t and 1 ≤ i ≤ N , we have
E
[
I(A),is X
(A)
t
]
= E
[∫ s
0
X(A)x ai(dx)X
(A)
t
]
=
∫ s
0
E
[
X(A)x X
(A)
t
]
ai(dx)
=
∫ s
0
RX(A)(x, t) ai(dx)
=
∫ s
0
(
f(x)g(t)−
N∑
i=1
(uei)(x)(uei)(t)
)
ai(dx)
= g(t)
∫ s
0
f(x) ai(dx)−
N∑
i=1
(uei)(t)
∫ s
0
(uei)(x) ai(dx).
In particular, E
[
I
(A),i
s X
(A)
t
]
is a deterministic linear combination of g(t) and (uei)(t), 1 ≤ i ≤ N .
By Theorem 7,
E[X(A)t |FX
(A)
s ] = E[X
(A)
t | {X(A)s , I(A),1s , . . . , I(A),Ns }].
Assume without loss of generality that {X(A)s , I(A),1s , . . . , I(A),Ns } are orthonormal random variables
(otherwise orthonormalize them similar to (12)). Then, by the general theory of conditioning of
Gaussian random variables,
E[X(A)t |FX
(A)
s ] = X
(A)
s E
[
X(A)s X
(A)
t
]
+
N∑
i=1
I(A),is E
[
X
(A)
t I
(A),i
s
]
.
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Since E
[
X
(A)
s X
(A)
t
]
and E
[
I
(A),i
s X
(A)
t
]
are deterministic linear combinations of g(t) and (uei)(t),
1 ≤ i ≤ N , there are FX(A)s -measurable random variables ξ0, . . . , ξN such that
E[X(A)t |FX
(A)
s ] = ξ0g(t) +
N∑
i=1
ξi(uei)(t).
In order to determine ξ0, . . . , ξN , consider the process Z = (Zt)t∈[0,T ] defined by
Zt =
{
X
(A)
t , for t ≤ s,
E[X(A)t |FX
(A)
s ], for t > s.
Z is continuous and fulfills the conditions a1, . . . , aN , i.e.,
Zs = X
(A)
s = lim
t↘s
Zt = lim
t↘s
E[X(A)t |FX
(A)
s ] = ξ0g(s) +
N∑
i=1
ξi(uei)(s),
and
0 =
∫ T
0
Zx aj(dx) =
∫ s
0
X(A)x aj(dx) +
∫ T
s+
E[X(A)x |FX
(A)
s ] aj(dx)
= I(A),js + ξ0
∫ T
s+
g(x) aj(dx) +
N∑
i=1
ξi
∫ T
s+
(uei)(x) aj(dx),
i.e.,
−I(A),js = ξ0
∫ T
s+
g(x) aj(dx) +
N∑
i=1
ξi
∫ T
s+
(uei)(x) aj(dx), 1 ≤ j ≤ N.
This leads to the system of linear equations Dsξ = ds and its solution ξ = D
−1
s ds. 
6. Examples
6.1. The zero area Brownian bridge. The standard linear Brownian motion W = (Ws)s∈[0,1] on
[0, 1] is generated by the operator u : L2([0, 1])→ C([0, 1]) with
(uh)(s) =
∫ s
0
h(x) dx
for h ∈ L2([0, 1]). For example, the trigonometric basis in L2([0, 1]),
{en : n ≥ 0} = {1} ∪ {
√
2 cos(pinx) : n ≥ 1},
for which (ue0)(s) = s and
(uen)(s) =
∫ s
0
√
2 cos(pinx) dx =
√
2
sin(pins)
pin
,
yields the well known representation
Ws = ω0s+
√
2
∞∑
n=1
ωn
sin(pins)
pin
.
Let M = (Ms)s∈[0,1] be the Brownian motion conditioned to be zero at time 1 and with integral
zero, i.e., M = W (A) for A = {δ1, a0} ⊂ C([0, 1])∗ with
δ1(f) = f(1) and a0(f) =
∫ 1
0
f(s) ds, f ∈ C([0, 1]).
It holds
(u∗δ1)(x) = 1 and (u∗a0)(x) = 1− x.
The detached subspace H(A) of L2([0, 1]) with respect to the set of conditions A = {δ1, a0} ⊂ C([0, 1])∗
is thus H(A) = span{1, 1 − x}. An orthonormal basis in H(A) is {e1, e2} = {1,
√
3(1 − 2x)}. Hence,
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according to Proposition 1, the covariance of the zero area Brownian bridge M = W (A) is given by
(0 ≤ s, t ≤ 1)
RM (s, t) = RW (s, t)− (ue1)(s)(ue1)(t)− (ue2)(s)(ue2)(s)
= min{s, t} −
∫ s
0
dx
∫ t
0
dy −
∫ s
0
√
3(1− 2x) dx
∫ t
0
√
3(1− 2y) dy
= min{s, t} − st− 3(s− s2)(t− t2).
Using the notation from Theorem 3 the matrix B and the vector b become
B =
(
δ1(ue1) δ1(ue2)
a0(ue1) a0(ue2)
)
=
(
1 0
1/2 1/(2
√
3)
)
and b =
(
δ1(W )
a0(W )
)
=
(
W1
I1
)
,
where Is =
∫ s
0
Wx dx. Solving the linear equation system Bξ = b yields
ξ1 = W1 and ξ2 =
√
3(2I1 −W1).
Then, by Theorem 3, an anticipative representation for M is
Ms = Ws −W1s−
√
3(2I1 −W1)
√
3(s− s2)
= Ws − s(3s− 2)W1 − 6s(1− s)I1.
Let PW and PM be the induced measures of W and M on (C([0, 1]), C). For every s < 1 the
condition in (14) is fulfilled. Hence, by Theorem 4, the measures PW and PM are equivalent on Fs for
every s < 1, where, as in Theorem 4, Fs ⊂ C is the smallest σ-algebra on C([0, T ]) such that all point
evaluation functionals δx, 0 ≤ x ≤ s, are Fs-B(R)-measurable.
By Theorem 5, M is a solution of the stochastic differential equation
dMs = dWs + δ(s,M)ds, M0 = 0, 0 ≤ s < 1,
where δ is a progressively measurable functional on C([0, 1]). By Theorem 6,
δ(s,M) = lim
r↘0
E[Ms+r | FMs ]−Ms
r
, 0 ≤ s < 1,
where FMs is the natural filtration of M at time s. Define Js =
∫ s
0
Mx dx, 0 ≤ s ≤ 1. Since (Ws)s∈[0,1]
is a Markov process, (Ms, Js)s∈[0,1] is a Markov process as well by Theorem 7. By Theorem 8, for
0 ≤ s ≤ t < 1, we have
E[Mt | FMs ] = ξ0 + ξ1t+ ξ2
√
3(t− t2),
where ξ = (ξ0, ξ1, ξ2) is the solution of the system of linear equations Dsξ = ds with ds = (Ms, 0,−Js)
and
Ds =
 1 s √3(s− s2)1 1 0
1− s (1− s2)/2 √3(1− s2)/2− (1− s3)/√3
 .
Solving this system of linear equations yields
ξ0 =
Ms(2s
2 − s− 1)− 6Jss
(s− 1)3 ,
ξ1 = −Ms(2s
2 − s− 1)− 6Jss
(s− 1)3 ,
ξ2 = −
√
3
Ms(s− 1)− 2Js
(s− 1)3 ,
and thus
E[Mt | FMs ] =
Ms(2s
2 − s− 1)− 6Jss
(s− 1)3 − t
Ms(2s
2 − s− 1)− 6Jss
(s− 1)3 − 3(t− t
2)
Ms(s− 1)− 2Js
(s− 1)3 .
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We have
lim
r↘0
E[Ms+r | FMs ]−Ms
r
= − 4Ms
1− s −
6Js
(1− s)2 .
Hence, M has the stochastic differential
dMs = dWs − 4Ms
1− sds−
6Js
(1− s)2 ds, M0 = 0, 0 ≤ s < 1.
6.2. Gaussian bridges. The conditioning of a Gaussian process on [0, T ] to be zero at time T is
a well-studied but important example (see for example [6]). This leads to Gaussian bridges: let
X = (Xs)s∈[0,T ] be a continuous Gaussian process and let δT ∈ C([0, T ])∗ be the evaluation functional
at point T . Then X(δT ) is called the bridge process of X.
Proposition 7. The covariance RX(δT )(s, t) = EX
(δT )
s X
(δT )
t is
RX(δT )(s, t) = RX(s, t)−
RX(s, T )RX(t, T )
RX(T, T )
, 0 ≤ s, t ≤ T,
where RX(s, t) = EXsXt is the covariance function of X, and a anticipative representation for X(δT )
is
X(δT )s = Xs −
RX(s, T )
RX(T, T )
XT , 0 ≤ s ≤ T.
Proof. Let X be generated by the linear and bounded operator u : H → C([0, T ]) and let (ei)∞i=1 be
an orthonormal basis in the separable Hilbert space H. By (9), the detached Hilbert space H(δT ) with
respect to the condition δT is spanned by
u∗δT =
∞∑
i=1
〈u∗δT , ei〉ei =
∞∑
i=1
(uei)(T )ei.
By Parseval’s identity and (7),
‖u∗δT ‖2 =
∞∑
i=1
|〈u∗δT , ei〉|2 =
∞∑
i=1
(uei)(T )(uei)(T ) = RX(T, T ).
Hence, by Proposition 1 in the first line and (7) in the second line
RX(δT )(s, t) = RX(s, t)−
∑∞
i=1(uei)(T )(uei)(s)
∑∞
i=1(uei)(T )(uei)(t)
RX(T, T )
= RX(s, t)− RX(s, T )RX(t, T )
RX(T, T )
.
The anticipative representation of X(δT ) follows by Theorem 3. 
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