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Introduction

21
The availability of remotely sensed Earth observation data, taken from 22 aircrafts (including drones) and satellites, is constantly increasing. This ob- structural knowledge at a higher semantic level, particularly at the object 57 level within the object-oriented image analysis (Blaschke, 2010) , when such 58 knowledge is more robust and expressive than at the pixel level.
59
Automatically learning such structural knowledge within the supervised frame- Lavrac and Dzeroski, 1994; Srinivasan et al., 1996) . It has, also, been applied 129 6 to chess (Goodacre, 1996) and to test the quality of river water (Cordier, 
133
ILP is defined as follows (Lavrac and Dzeroski, 1994 X, corresponding to the area of the object O, is recoded, for p k , as follows: The object O belongs to the class class_label adjacent(O1,O2) O1 and O2 are two adjacent objects
O contains the entity E (e.g. E ∈ {River, Road, Building, ...})
area_num(O,X)* X is the area (m 2 ), the compactness value, the fractal dimension and the perimeter (m) of the object O, respectively, with (X ∈ ℜ)
Recoding of the numeric variables according to the percentiles (see text for details)
X is the latitude and longitude of O, respectively,
O1 is located north, south, east and west of O2, respectively. south(O1,O2):-lat(O1,A),lat(O2,B),A≤B. east(O1,O2):-long(O1,A),long(O2,B),A>B. west(O1,O2):-long(O1,A),long(O2,B),A≤B.
Rule induction: one-vs-rest approach
169
Once the information is extracted and coded according to the above 170 method, the classification rules are induced by the inductive system Aleph.
171
When applying ILP within the multi-class framework, i.e., in the case of more 172 than two classes (each object belonging to only one class), the one-vs-rest 
and by running Aleph with such example sets, for each class c. for the i th class is defined as follows:
In the multi-class classification framework, one test set T f has to be de-
201
fined for each fold f . Such test set is consequently defined as follows:
Overall accuracy, sensitivity, specificity and Kappa index values are com- given hereafter.
205
The multi-class classification procedure previously described permits to com-206 pute the multi-class contingency table (see Table 2 ) for each test set, and to 207 obtain the overall accuracy as follows (Abudawood and Flach, 2011) :
where n is the number of classes, T P (i) the number of true positives for 209 the class i, and E the total number of test examples. 
210
For each class i, the sensitivity, i.e. the ability of the classifier to success-211 fully classified positive examples, is computed as:
212
is the number of false negatives for the class i wrongly as-213 sociated to the class j.
214
The specificity, i.e. the ability of the classifier to successfully classified 215 negative examples, is computed as:
is the number of true negatives for the class i successfully 217 attributed to the class j and F P 
With P (A) corresponding to the observed proportion of agreement be- The concepts and methods previously defined were applied to an actual 231 geographic situation. The French Guiana territory is subject to intense an- we did not induce any rules to predict membership to these three classes.
276
Finally, the class Paddy field was not considered as it was under-represented Tables 3, 4 and 5 for the class list).
279
In this study, we follow the land cover/use class of the objects in time. We do 280 not explicitly follow the object delimitations, which is a much more complex 
Information coding
293
Target predicates (i.e., concepts to be learned) were defined as the land 
307
Given the complementary information layers used in our test, the predicate 308 contain(O,X) referred to rivers and roads (X ∈ {river, road}) (see Table   309 1).
310
All object features were extracted using the free and open source GRASS 
Rule induction: Aleph parametrization
313
In Aleph, the accuracy of the candidate clauses was set to 0.7, considered 314 as a good compromise between precision and generalization requirements.
315
Such accuracy is defined as p/(p+n), where p and n are the numbers of pos-316 itive and negative examples, respectively, which are covered by the clause.
317
Consequently, it differs from the overall accuracy defined in section 2.5, which
318
evaluates the global prediction accuracy of the classification system, based 319 on the whole induced rule set.
320
The maximum premise length was set to 5 literals, such number of conditions 321 in a conjunction being practically considered as the limit for easy compre- 
366
All classifiers were 100% specific, except for one related to the class Forest 367 and shrubs in mutation, which had a specificity of 83.1%. Table 6 summarizes the results for overall accuracy and Kappa Index.
368
369
Overall accuracy values varied from 82.4% to 87.3% with an average of 84.6%.
370
Kappa Index varied from 0.69 to 0.77 with an average value of 0.70.
371 Table 6 : Kappa and overall accuracy values. 
Test set
1 2 3 4 5 6 7 8 9
