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PARTITION C∗-ALGEBRAS
MORITZ WEBER
Abstract. We give a definition of partition C∗-algebras: To any partition of a
finite set, we assign algebraic relations for a matrix of generators of a universal
C∗-algebra. We then prove how certain relations may be deduced from others and
we explain a partition calculus for simplifying such computations. This article is a
small note for C∗-algebraists having no background in compact quantum groups,
although our partition C∗-algebras are motivated from those underlying Banica-
Speicher quantum groups (also called easy quantum groups). We list many open
questions about partition C∗-algebras that may be tackled by purely C∗-algebraic
means, ranging from ideal structures and representations on Hilbert spaces to
K-theory and isomorphism questions. In a follow up article, we deal with the
quantum algebraic structure associated to partition C∗-algebras.
Introduction
The theory of Banica-Speicher quantum groups (also called easy quantum groups)
[BS09, Web16, Web17a] is a quite combinatorial approach to Woronowicz’s compact
matrix quantum groups [Wor87a, Tim08, NT13]. The strategy is to build suitable
tensor categories out of ensembles of set partitions, and then to view them as in-
tertwiner spaces of some compact matrix quantum groups, due to Woronowicz’s
Tannaka-Krein theory [Wor88], a kind of quantum Schur-Weyl theory. However,
these compact matrix quantum groups may simply be viewed as C∗-algebras en-
dowed with some additional quantum algebraic structure – and the link from set
partitions to those C∗-algebras may be given directly, in a purely C∗-algebraic way.
The purpose of this note is to extract the purely C∗-algebraic essence
of the above Banica-Speicher theor, to extend it slightly, and to formulate a class of
C∗-algebras based on set partitions:
partitions of finite sets // C∗-algebraic relations // partition C∗-algebras
The general philosophy is, that much of the structure of a partition C∗-algebra is
inherent in its combinatorial data. In this sense, partition C∗-algebras form a quite
combinatorial class of C∗-algebras.
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In order to get an impression of these relations coming from partitions, let p
be a partition of the ordered set {1, . . . , k + l} (i.e. a decomposition into a union
of disjoint subsets) and let n ∈ N. We consider the following relations R(p) for
self-adjoint elements uij, with i, j = 1, . . . , n:
R(p) :
n∑
γ1,...,γk=1
δp(γ, β)uγ1α1 . . . uγkαk =
n∑
γ′1,...,γ
′
l
=1
δp(α, γ
′)uβ1γ′1 . . . uβlγ′l
Here, α = (α1, . . . , αk) and β = (β1, . . . , βl) are multi indices over the set {1, . . . , n}
and δp(α, β) is either one or zero, depending on whether or not the indices α and β
match the partition structure (see Definition 2.1 for a precise definition). If X is a
collection of partitions, a partition C∗-algebra is by definition the following unital
universal C∗-algebra:
An(X) := C
∗(1, uij, i, j = 1, . . . , n | uij = u
∗
ij, the relations R(p) hold for all p ∈ X)
We explain a partition calculus suitable for deriving how relations R(p) imply other
relations R(q). As an example, using this partition calculus, it is very easy to see
that the relations
δβ1β4δβ2β3δβ3β5δβ6β8uβ2α1uβ7α2 =
∑
γ′1,γ
′
2
uβ1γ′1uβ2α1uβ3α1uβ4γ′1uβ5α1uβ6γ′2uβ7α2uβ8γ′2
and ∑
γ
uγα1uβ2α2uγα3uβ1α4uβ2α5 = δα1α3δα2α5uβ1α4uβ2α2
imply that An(X) is commutative. This partition calculus allows us to conclude
that partition C∗-algebras are of combinatorial nature.
Although endowing An(X) with some Hopf algebraic structure yields quantum
groups which are well-studied, many very basic questions about the C∗-algebraic
properties of An(X) still remain mysterious. Amongst others, the ideal structure of
An(X) is far from being understood; in particular almost nothing is known about
the kernel of maps
An(X)→ An(Y )
with X ⊆ Y . Moreover, the K-theory of An(X) is known only in very special cases.
Finally, we do not have enough concrete representations of An(X) as operators on
a Hilbert space. Therefore, amongst others, quite a number of questions around
isomorphisms of partition C∗-algebras remain open. It would be very fruitful for
the theory of Banica-Speicher quantum groups and in general, for compact quantum
groups, if some of the questions could be answered.
In Section 3, we provide a list of open questions concerning partition C∗-algebras,
formulated within the theory of C∗-algebras. Our partition C∗-algebras are not
C∗-algebraic completions of the partition algebras in [Mar94].
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1. The combinatorial data: set partitions
1.1. Partitions. Let k, l ∈ N0 and consider the finite, ordered set {1, . . . , k + l}.
A decomposition of this set into disjoint, non-empty subsets V1, . . . , Vm (called the
blocks) whose union is the complete set, is called a (set) partition. We represent
such partitions by pictures, drawing k points on an upper line and l points on a
lower line with the convention of numbering the points counterclockwise, starting
with the lower left point; we then connect those points belonging to the same block
by strings (the strings are drawn inside a rectangle spanned by the upper and the
lower line of points). As an example with k = 4 and l = 5, the partition
V1 = {1, 7, 9}, V2 = {2, 5}, V3 = {3}, V4 = {4}, V5 = {6, 8}
of the set {1, . . . , 9} may be drawn as:
p =
☎
✆
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
∈ P (4, 5)
1 2 3 4 5
9 8 7 6
We usually omit to write down the numberings of the points. The set of all partitions
with k upper and l lower points is denoted by P (k, l), and the collection of all P (k, l)
is denoted by P . Note that k = 0 and l = 0 are allowed. Some basic examples of
partitions are the following ones, each consisting of a single block apart from the
crossing partition (which consists in two blocks):
◦
◦
∈ P (1, 1) ◦◦ ∈ P (0, 2) and
◦◦ ∈ P (2, 0)
identity partition pair partitions
✁❆
◦◦
◦◦ ∈ P (2, 2)
◦◦
◦ ∈ P (2, 1) and ◦◦
◦
∈ P (1, 2)
crossing partition three block partitions
See also Appendix B for more examples, and [BS09, VSW16].
1.2. Operations on partitions. We have several operations on the sets P and
P × P . Let p ∈ P (k, l) and q ∈ P (k′, l′) be given and let the partitions
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p =
☎
✆
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
∈ P (4, 5) q =
 
 
 
 
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦
∈ P (5, 3)
be our guiding sample partitions. The tensor product of p and q is the partition
p ⊗ q ∈ P (k + k′, l + l′) obtained by horizontal concatenation, i.e. writing p and q
side by side:
p⊗ q =
☎
✆
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
 
 
 
 
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦
∈ P (9, 8)
If l = k′, then the composition of q and p is the partition qp ∈ P (k, l′) obtained
by vertical concatenation, i.e. writing q below p. First connect k upper points by
p to l = k′ middle points and then connect these points by q to l′ lower points.
This yields a partition, connecting k upper points with l′ lower points. The l middle
points are removed. By the composition procedure, certain composed strings (called
loops) may appear, which are neither connected to upper nor to lower points; they
result from blocks around the middle points. We remove these loops and denote
their number by rl(q, p).
qp =
☎
✆
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
✏✏
✏✏
◦ ◦ ◦
=
☎
✆
◦ ◦ ◦ ◦
◦ ◦ ◦
∈ P (4, 3) rl(q, p) = 1
The vertical reflection of p is the partition p˜ ∈ P (k, l) obtained by reflection at the
vertical axis, whereas the involution of p is the partition p∗ ∈ P (l, k) obtained by
reflection at the horizontal axis, i.e. turning p upside down:
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p˜ =
☎
✆
◗
◗
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
∈ P (4, 5) p∗ =
☎
✆
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
∈ P (5, 4)
For more examples on the above operations, see Appendix B. See also [BS09] for a
first definition of these operations, and see [Web13, Web16, Web17a] for more on it.
1.3. Categories of partitions. As a side remark, let us mention the following. A
collection C of subsets C(k, l) ⊆ P (k, l) (for all k, l ∈ N0) is a category of partitions,
if it is closed under the above operations (tensor product, composition, involution
and vertical reflection) and if it contains the pair partitions ◦◦ and
◦◦ as well as
the identity partition ◦
◦
. (Actually, for categories of partitions the vertical reflection
may be deduced from the other operations, see [TW17, Lem. 1.1].) Categories of
partitions play a major role in the theory of Banica-Speicher quantum groups [BS09],
see also Section 2.5 for more on this subject. Examples of categories of partitions
include the set of all partitions P , the set of all pair partions P2 (each block of each
partition consists of exactly two points), the set of all non-crossing partitions NC
(each partition may be drawn in such a way that the strings do not cross), and the
set of all non-crossing pair partitions NC2. See [BS09, Web13, Web16, Web17a].
2. Partition C∗-algebras: The self-adjoint case
We now define partition C∗-algebras in the case of self-adjoint generators uij. For
more general cases, see Section 4.
2.1. The relations associated to partitions. Let p ∈ P (k, l) be a partition on k
upper and l lower points, and let n ∈ N. Let i = (i1, . . . , ik) and j = (j1, . . . , jl) be
two multi indices with is, jt ∈ {1, . . . , n} for all 1 ≤ s ≤ k and all 1 ≤ t ≤ l. We also
say that i is a multi index of length k, while j is a multi index of length l. We label
the k upper points of the partition p with the indices i1, . . . , ik (from left to right)
and respectively the l lower points of p with j1, . . . , jl (again from left to right). We
put:
δp(i, j) :=
{
1 if the strings of p connect only equal indices
0 otherwise
Note that if k = 0, then δp(∅, j) is still well-defined, likewise δp(i, ∅). As an example
with i = (2, 4, 2, 4), i′ = (3, 4, 2, 4) and j = (2, 5, 5, 7, 5):
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δp(i, j) = 1 :
☎
✆
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
2 5 5 7 5
2 4 2 4
δp(i
′, j) = 0 :
☎
✆
◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
2 5 5 7 5
3 4 2 4
Definition 2.1. Let n ∈ N and let A be a unital C∗-algebra generated by n2
elements uij, 1 ≤ i, j ≤ n. Let p ∈ P (k, l) be a partition. We say that the
generators uij fulfill the relations R(p), if all elements uij are self-adjoint, and for
all α1, . . . , αk ∈ {1, . . . , n} and for all β1, . . . , βl ∈ {1, . . . , n}, we have:
n∑
γ1,...,γk=1
δp(γ, β)uγ1α1 . . . uγkαk =
n∑
γ′1,...,γ
′
l
=1
δp(α, γ
′)uβ1γ′1 . . . uβlγ′l
For the cases k = 0 or l = 0, we use the convention:
δp(∅, β)1 =
n∑
γ′1,...,γ
′
l
=1
δp(∅, γ
′)uβ1γ′1 . . . uβlγ′l if k = 0, l 6= 0
n∑
γ1,...,γk=1
δp(γ, ∅)uγ1α1 . . . uγkαk = δp(α, ∅)1 if k 6= 0, l = 0
Example 2.2. For many partitions p, the relations R(p) boil down to very simple
relations. See also Appendix A for a list of more relations. Let u := (uij)i,j=1,...,n.
(a) R( ◦
◦
): uij = uij for all i, j (i.e. no relation).
(b) R( ◦◦ ):
∑
m uimujm = δij for all i, j, which means uu
t = 1.
(c) R( ◦◦ ):
∑
m umiumj = δij for all i, j, which means u
tu = 1.
(d) R(
◦◦
◦ ): umiumj = δijumi for all i, j,m.
(e) R( ◦◦
◦
): uimujm = δijuim for all i, j,m.
(f) R( ✁❆
◦◦
◦◦): all uij commute.
2.2. Definition of partition C∗-algebras.
Definition 2.3. Let X ⊆ P be a set of partitions. If the unital universal C∗-algebra
An(X) := C
∗(1, uij, i, j = 1, . . . , n | uij = u
∗
ij, the relations R(p) hold for all p ∈ X)
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exists1 we say that X is n-admissible, and we call An(X) the partition C
∗-algebra
associated to X .
Lemma 2.4. If ◦◦ ∈ X or
◦◦ ∈ X, then X is n-admissible for all n ∈ N.
Proof. Since uij is self-adjoint, u
2
ij is positive and so is
∑
m6=j u
2
im. Thus, u
2
ij ≤∑
m u
2
im = 1, which proves ‖uij‖
2 ≤ 1. Hence the seminorm of each generator uij is
bounded which shows that An(X) exists, see also [Web17a, Sect. 2.2]. 
Example 2.5. Here are two examples of partition C∗-algebras.
(a) An({ ◦◦ ,
◦◦ }) = C∗(uij | uij = u
∗
ij,
∑
m umiumj =
∑
m uimujm = δij).
(b) An({ ◦◦ ,
◦◦ ,
◦◦
◦ , ◦◦
◦
}) = C∗(uij | uij = u
∗
ij = u
2
ij,
∑
m umi =
∑
m uim = 1).
We expressed the relations of this C∗-algebra in a slightly different way, using
that projections summing up to one are necessarily mutually orthogonal.
The first C∗-algebra was defined in the context of Wang’s free orthogonal quantum
group [Wan95] while the second one underlies his free symmetric quantum group
[Wan98]. See also Appendix A for more examples or [Web13, RW16, RW15].
2.3. The relations and the category operations. We will now study which
relations R(p) are implied by other relations R(q). This will be the basis for a
partition calculus on the relations R(p).
Definition 2.6. Let X ⊆ P be an n-admissible set of partitions. We denote by
Hn(X) the set of all partitions p ∈ P such that the associated relations R(p) are
fulfilled in An(X).
Lemma 2.7. Let X ⊆ P and Y ⊆ P be two n-admissible sets.
(a) We have X ⊆ Hn(X).
(b) If X ⊆ Y , then Hn(X) ⊆ Hn(Y ).
(c) We have An(X) = An(Hn(X)), in the sense that there is an isomorphism
between these two C∗-algebras mapping generators to generators.
(d) We have Hn(X) = H(Hn(X)).
(e) If X ⊆ Y ⊆ Hn(X), then Hn(X) = Hn(Y ).
Proof. (a) By definition of An(X) and Hn(X).
(b) Since X ⊆ Y , we have a canonical surjection from An(X) to An(Y ) mapping
the generators uij of An(X) to the generators uij of An(Y ). Hence, all relations
R(p) holding in An(X) also hold in An(Y ).
(c) For p ∈ Hn(X), the relation R(p) is fulfilled in An(X) by definition. Hence,
we have a surjection from An(Hn(X)) to An(X) mapping generators to generators.
A surjection in the converse direction follows from X ⊆ Hn(X) and hence An(X) =
An(Hn(X)).
1i.e., the C∗-seminorm is bounded, in the construction of the universal C∗-algebra, see for
instance [Web17a, Sect. 2.2].
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(d) Let p ∈ Hn(Hn(X)). Then R(p) is fulfilled in An(Hn(X)) = An(X), hence
p ∈ Hn(X). For Hn(X) ⊆ Hn(Hn(X)), we use (a).
(e) Using (b) and (d), we have Hn(X) ⊆ Hn(Y ) ⊆ Hn(Hn(X)) = Hn(X). 
The following theorem is the basis of a partition calculus for partition C∗-algebras,
see Section 2.4.
Theorem 2.8. Let X ⊆ P be an n-admissible set. Let p ∈ P (k, l) and q ∈ P (k′, l′).
(a) We have ◦
◦
∈ Hn(X).
(b) If p, q ∈ Hn(X), then also p⊗ q ∈ Hn(X).
(c) If p, q ∈ Hn(X) and l = k
′, then also qp ∈ Hn(X).
(d) If p ∈ Hn(X), then also p˜ ∈ Hn(X).
(e) Let ◦◦ ,
◦◦ ∈ Hn(X). If p ∈ Hn(X), then also p
∗ ∈ Hn(X).
Proof. (a) This follows directly from Example 2.2.
(b) Let α be a multi index of length k, α′ be of length k′, β be of length l, and β ′
be of length l′. For the concatenated multi indices αα′ of length k + k′ and ββ ′ of
length l + l′, we have:
δp⊗q(αα
′, ββ ′) = δp(α, β)δq(α
′, β ′)
Thus, using R(p) and R(q), we infer that R(p⊗ q) is fulfilled in An(X):∑
γ,γ′
δp⊗q(γγ
′, ββ ′)uγ1α1 . . . uγkαkuγ′1α′1 . . . uγ′k′α
′
k′
=
(∑
γ
δp(γ, β)uγ1α1 . . . uγkαk
)(∑
γ′
δq(γ
′, β ′)uγ′
1
α′
1
. . . uγ′
k′
α′
k′
)
=
(∑
ζ
δp(α, ζ)uβ1ζ1 . . . uβlζl
)(∑
ζ′
δq(α
′, ζ ′)uβ′1ζ′1 . . . uβ′l′ζ
′
l′
)
=
∑
ζ,ζ′
δp⊗q(αα
′, ζζ ′)uβ1ζ1 . . . uβlζluβ′1ζ′1 . . . uβ′l′ζ
′
l′
(c) Let α be a multi index of length k, and β be of length l′. Then δqp(α, β) = 1
if and only if there exists a multi index ζ of length l such that δp(α, ζ) = 1 and
δq(ζ, β) = 1. Indeed, δqp(α, β) = 1 simply means that we may label the strings
of qp by numbers imposed by α and β; the intersection of these strings with the
middle points then yields a multi index ζ . The number of all possible multi indices
ζ is nrl(q,p), where rl(q, p) denotes the number of loops appearing throughout the
procedure of composing q and p, see Section 1.2. Therefore, we obtain the formula:
δqp(α, β) = n
− rl(q,p)
∑
ζ
δp(α, ζ)δq(ζ, β)
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Using R(p) and R(q), we deduce that R(qp) is fulfilled in An(X):∑
γ
δqp(γ, β)uγ1α1 . . . uγkαk
= n− rl(q,p)
∑
γ
∑
ζ
δp(γ, ζ)δq(ζ, β)uγ1α1 . . . uγkαk
= n− rl(q,p)
∑
ζ
δq(ζ, β)
(∑
γ
δp(γ, ζ)uγ1α1 . . . uγkαk
)
= n− rl(q,p)
∑
ζ
δq(ζ, β)
(∑
ζ′
δp(α, ζ
′)uζ1ζ′1 . . . uζlζ′l
)
= n− rl(q,p)
∑
ζ′
δp(α, ζ
′)
(∑
ζ
δq(ζ, β)uζ1ζ′1 . . . uζlζ′l
)
= n− rl(q,p)
∑
ζ′
δp(α, ζ
′)
(∑
γ′
δq(ζ
′, γ′)uβ1γ′1 . . . uβl′γ′l′
)
=
∑
γ′
(
n− rl(q,p)
∑
ζ′
δp(α, ζ
′)δq(ζ
′, γ′)
)
uβ1γ′1 . . . uβl′γ′l′
=
∑
γ′
δqp(α, γ
′)uβ1γ′1 . . . uβl′γ′l′
(d) Apply the involution to the equations of R(p) of Definition 2.1 and note that
δp(α1α2 . . . αk, β1β2 . . . βl) = δp˜(αk . . . α2α1, βl . . . β2β1).
(e) Using (d), we derive from R(p) for any γ of length l and any γ′ of length k:
R(p˜) :
∑
ζ
δp˜(ζk . . . ζ1, γl . . . γ1)uζkγ′k . . . uζ1γ′1 =
∑
η
δp˜(γ
′
k . . . γ
′
1, ηl . . . η1)uγlηl . . . uγ1η1
Moreover, from ◦◦ ∈ Hn(X) and Example 2.2, we deduce for any γ and β of length
k the formula∑
ζ,γ′
δp∗(γ, ζ)uβ1γ′1 . . . uβkγ′kuζkγ′k . . . uζ1γ′1 =
∑
ζ
δp∗(γ, ζ)δβζ = δp∗(γ, β)
while ◦◦ ∈ Hn(X) and Example 2.2 yields:∑
γ
uγlηl . . . uγ1η1uγ1α1 . . . uγlαl = δηα
Finally, since
δp∗(α, β) = δp(β, α) = δp˜(βk . . . β1, αl . . . α1)
10 MORITZ WEBER
the relations R(p∗) hold in An(X) for α of length l and β of length k:∑
γ
δp∗(γ, β)uγ1α1 . . . uγlαl
=
∑
γ,ζ,γ′
δp∗(γ, ζ)uβ1γ′1 . . . uβkγ′kuζkγ′k . . . uζ1γ′1uγ1α1 . . . uγlαl
=
∑
γ,γ′
uβ1γ′1 . . . uβkγ′k
(∑
ζ
δp˜(ζk . . . ζ1, γl . . . γ1)uζkγ′k . . . uζ1γ′1
)
uγ1α1 . . . uγlαl
=
∑
γ,γ′
uβ1γ′1 . . . uβkγ′k
(∑
η
δp˜(γ
′
k . . . γ
′
1, ηl . . . η1)uγlηl . . . uγ1η1
)
uγ1α1 . . . uγlαl
=
∑
η,γ′
δp∗(η, γ
′)uβ1γ′1 . . . uβkγ′k
(∑
γ
uγlηl . . . uγ1η1uγ1α1 . . . uγlαl
)
=
∑
η,γ′
δp∗(η, γ
′)uβ1γ′1 . . . uβkγ′kδηα
=
∑
γ′
δp∗(α, γ
′)uβ1γ′1 . . . uβkγ′k

The following corollary is of interest in the theory of Banica-Speicher quantum
groups.
Corollary 2.9. If X ⊆ P is n-admissible and ◦◦ ,
◦◦ ∈ Hn(X), then Hn(X) is
a category of partitions in the sense of Section 1.3. Moreover, if C = 〈p1, . . . , pm〉
is a category of partitions generated by partitions p1, . . . , pm (i.e. C is the smallest
category of partitions containing p1, . . . , pm), then:
An(C) = An({p1, . . . , pm, ◦◦ ,
◦◦ })
Proof. By the above theorem, Hn(X) is a category of partitions for
X := {p1, . . . , pm, ◦◦ ,
◦◦ } and we have X ⊆ C ⊆ Hn(X). By Lemma 2.7 we
infer An(C) = An(X). 
2.4. Partition calculus. As a consequence of Theorem 2.8, we obtain a partition
calculus for the relations in partition C∗-algebras: If a partition p ∈ P may be
constructed from partitions p1, . . . , pm ∈ Hn(X) using the operations as in the above
theorem, then R(p) holds in An(X). Thus, given a (typically quite small) set X ⊆ P ,
many more relations R(q) hold in An(X). This turns the theory of partition C
∗-
algebras into a quite combinatorial one, see also Section 2.5. In the situation when
u is orthogonal (i.e. when ◦◦ ,
◦◦ ∈ Hn(X)), it is the structure of categories of
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partitions that underlies the relations in An(X). Note that the partition calculus
has some links to partition algebras and Temperly-Lieb algebras [Mar94].
Example 2.10. Coming back to the example in the introduction, we can derive the
commutativity of An(X) from the relations
δβ1β4δβ2β3δβ3β5δβ6β8uβ2α1uβ7α2 =
∑
γ′1,γ
′
2
uβ1γ′1uβ2α1uβ3α1uβ4γ′1uβ5α1uβ6γ′2uβ7α2uβ8γ′2
and ∑
γ
uγα1uβ2α2uγα3uβ1α4uβ2α5 = δα1α3δα2α5uβ1α4uβ2α2 .
Indeed, these two relations are R(p) and R(q) with
p =
◦ ◦
☎
✆
☎
✆
☎
✆
❜
❜
❜❜
PPPPPPP
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
q =
◦ ◦ ◦ ◦ ◦
☎
✆
☎
✆
 
 
 
 
◦ ◦
The following partition calculus proves that the crossing partition ✁❆
◦◦
◦◦ is in Hn(X)
using Theorem 2.8. Hence, by Example 2.2(f), An(X) is commutative:
◦ ◦
☎
✆
☎
✆
☎
✆
❜
❜
❜❜
PPPPPPP
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
☎
✆
☎
✆
 
 
 
 
◦ ◦ ◦ ◦ ◦
☎
✆
☎
✆
✟✟
✟✟
✟✟
✟✟
✟
◦ ◦
= ✁❆
◦◦
◦◦
p
q ⊗ ◦
◦⊗3
q
q
(
q ⊗ ◦
◦⊗3
)
p =
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2.5. Remarks on the links with compact quantum groups. Let us very briefly
sketch how the definition of partition C∗-algebras goes back to the theory of Banica-
Speicher quantum groups (also called easy quantum groups) [BS09, Web16, Web17a].
A compact matrix quantum group [Wor87a, Wor91, Tim08, NT13] is given by a unital
C∗-algebra A generated by elements uij, i, j = 1, . . . , n (for some n ∈ N) such that
the matrices u = (uij) and u¯ = (u
∗
ij) are invertible and the map
∆ : A→ A⊗min A, uij 7→
n∑
k=1
uik ⊗ ukj
is a ∗-homomorphism. Compact matrix quantum groups form a subclass of all
compact quantum groups, as defined by Woronowicz [Wor98]. By Woronowicz’s
Tannaka-Krein duality theorem [Wor88], every compact matrix quantum group is
abstractly equivalent to a certain tensor category. Now, Banica and Speicher found
a way to construct such tensor categories out of categories of partitions [BS09,
TW15]. By the duality theorem we then obtain a compact matrix quantum group,
namely a Banica-Speicher quantum group. Given a Banica-Speicher quantum group,
its underlying C∗-algebra is a partition C∗-algebra An(X) with X a category of
partitions in the sense of Section 1.3, see [Web13, Web16, Web17a, TW16]. In this
context, Corollary 2.9 is helpful. However, in [Web17b] we will also discuss examples
of partition C∗-algebras which do not fit into the Banica-Speicher framework.
2.6. Reduced versions of partition C∗-algebras. If a partition C∗-algebra may
be equiped with a quantum group structure (see Section 2.5), it possesses a natu-
ral state, the Haar state, coming from Haar integration in the theory of compact
quantum groups. The GNS construction with respect to this state yields a “reduced
version” of a partition C∗-algebra. For instance, in the case of Example 2.5 we
obtain non-nuclear, exact, simple C∗-algebras [Ban96, VV07, Bra13]. Sometimes,
it is desirable to study this reduced version rather than the universal version. One
of the reasons is that these reduced versions admit nice envelopping von Neumann
algebras. In Example 2.5(a), we obtain a strongly solid, non-injective, full, prime II1
factor having the Haagerup approximation property and having no Cartan subalge-
bra, see [Web16, Sect. 9] for more on the von Neumann algebraic side of partition
C∗-algebras.
3. Questions for C∗-algebraists
The class of partition C∗-algebras provides many open questions within the theory
of C∗-algebras. They should be tractable by combinatorial means as motivated in
Section 2.4.
Question 3.1. Which sets X ⊆ P are n-admissible, i.e. when do the relations
R(p), p ∈ X imply that the elements uij ∈ A are bounded independently of the
C∗-algebra A? In other words: When does the universal C∗-algebra An(X) exist?
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This is a very basic question and apart from the case ◦◦ ,
◦◦ ∈ Hn(X) implying
admissibility, we have no result for the moment. Finding n-admissible sets X such
that ◦◦ ,
◦◦ /∈ Hn(X) would be a first step in the direction of a new kind of
quantum groups, see also [Web17b, Sect. 7].
Question 3.2. What is the ideal structure of partition C∗-algebras? In particular,
what is the kernel of the map
An({ ◦◦ ,
◦◦ })→ An({ ◦◦ ,
◦◦ ,
◦◦
◦ , ◦◦
◦
})
of the C∗-algebras of Example 2.5?
We know nothing about the kernel of the above map.
Question 3.3. What is the K-theory of partition C∗-algebras? Can it be described
in combinatorial terms?
The K-groups of the C∗-algebras of Examples 2.5 have been computed by Voigt
[Voi11, Voi15], using KK-theory and quite some quantum group machinery. See
Appendix A or [Web16, Thm. 9.3] for the results. There is no direct computation
available.
Question 3.4. What are representations of partition C∗-algebras as operators on
Hilbert spaces?
We know a few representations of the C∗-algebras of Example 2.5, see [BC08,
BF17, Ban12]. However, the pool of known representations is quite small and insuf-
ficient for many questions, in particular for distinguishing partition C∗-algebras up
to C∗-isomorphisms. We are lacking of a concrete representation theory of partition
C∗-algebras and any progress is welcome. Here are two concrete problems which are
of particular interest for our second article building on the present one, see [Web17b,
Sect. 7] for more on this.
Problem 3.5. Prove or disprove that the matrix u = (uij) ∈ Mn(An({p, p
∗})) is
orthogonal, for p = ↑ ↑◦◦◦◦ and all n ∈ N. For the latter, find a number n ∈ N, a
Hilbert space H and selfadjoint operators uij ∈ B(H), 1 ≤ i, j ≤ n such that:
(i)
n∑
k1,k2,k3=1
uak1uik2ubk3ujk2 =
n∑
k1,k2,k3=1
uk1auk2iuk3buk2j = δij for all a, b, i, j
(ii) there are i and j such that
n∑
k=1
uikujk 6= δij or
n∑
k=1
ukiukj 6= δij
Problem 3.6. Prove or disprove that the matrix u = (uij) ∈ Mn(An({p, p
∗}))
is orthogonal, for p = ◦◦◦◦ and all n ∈ N. For the latter, it is sufficient to
prove that An({p, p
∗}) is noncommutative, since ◦◦ ,
◦◦ ∈ Hn({p, p
∗}) would imply
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✁❆
◦◦
◦◦ ∈ Hn({p, p
∗}) by partition calculus, and hence commutativity of An({p, p
∗}) by
Example 2.2(f). Thus, find a number n ∈ N, a Hilbert space H and selfadjoint
operators uij ∈ B(H), 1 ≤ i, j ≤ n such that:
(i)
n∑
k1,k2=1
ui1k1ui2k2uj1k1uj2k2 =
n∑
k1,k2=1
uk1i1uk2i2uk1j1uk2j2 = δi1j1δi2j2 for all i1, i2, j1, j2
(ii) there are i, j, k, l such that uijukl 6= ukluij
Finding partition C∗-algebras with non-orthogonal matrices u (but with a com-
pact matrix quantum structure) would yield interesting new examples of combinato-
rial compact matrix quantum groups going beyond Banica and Speicher’s framework,
see [Web17b, Sect. 7] .
Question 3.7. Which partition C∗-algebras are isomorphic?
A few examples of isomorphisms are known, see for instance [Rau12, Web13,
RW15]. For the vast majority of partition C∗-algebras, we know very little. This
is particularly annoying when new constructions in the theory of compact quantum
groups yield new examples of quantum groups – but we cannot determine whether
or not they are isomorphic to known examples of quantum groups associated to
partition C∗-algebras. Note however, that the notion of isomorphism of compact
quantum groups is stronger than an isomorphism of C∗-algebras.
Question 3.8. How do partition C∗-algebras An(X) depend on n ∈ N?
It is known that the C∗-algebra of Example 2.5(b) is commutative for n = 2
and n = 3, and non-commutative for n ≥ 4. Some further properties of partitions
C∗-algebras behave differently for small n ∈ N. Moreover, by Voigt’s results on
K-theory, we know that the C∗-algebras of Example 2.5 are all non-isomorphic for
different n ∈ N.
4. Partition C∗-algebras: More general cases
We will now briefly sketch several more general definitions of partition C∗-algebras.
4.1. The non-selfadjoint case. The first natural generalization is the one to non-
selfadjoint generators. This is also the basis of unitary Banica-Speicher quantum
groups, as introduced in [TW16].
4.1.1. The combinatorial data: two-colored set partitions. We consider partitions
p ∈ P ◦•(k, l) on k upper and l lower points, where each point is either white (◦)
or black (•). Like in the non-colored (or one-colored) case, we can form tensor
products and compositions of partitions. Note, that the composition qp of two
partitions p ∈ P ◦•(k, l) and q ∈ P ◦•(k′, l′) is only defined if k′ = l and if each of
the l lower points of p has exactly the same color as the corresponding upper point
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of q. In other words: We cannot compose black points with white points and the
converse – only white to white and black to black.
Furthermore, if p ∈ P ◦•(k, l) then its verticolor reflection p˜ ∈ P ◦•(k, l) is obtained
by reflection at the vertical axis and inverting all colors. The adjoint p∗ ∈ P◦•(l, k)
however is given by turning p upside down – and the colors remain unchanged.
A category of partitions C ⊆ P ◦• is a collection of subsets C(k, l) ⊆ P (k, l) (for
all k, l ∈ N0) which is closed under tensor product, composition, involution and
verticolor reflection containing •◦ , ◦• ,
•◦ , ◦• and ◦
◦
as well as •
•
. See [TW17]
and Appendix B.
4.1.2. The relations associated to two-colored partitions. Again, we define δp(i, j)
for two multi indices i and j as before, regardless of the colors of p ∈ P ◦•(k, l).
Furthermore, for all 1 ≤ s ≤ k and all 1 ≤ t ≤ l we define:
εupp (s) :=
{
1 if the s-th upper point of p is white
∗ if the s-th upper point of p is black
and
εlowp (t) :=
{
1 if the t-th lower point of p is white
∗ if the t-th lower point of p is black
We then say that generators uij of a unital C
∗-algebra A fulfill the relations R(p),
if for all multi indices α and β we have:
n∑
γ1,...,γk=1
δp(γ, β)u
ε
up
p (1)
γ1α1
. . . uε
up
p (k)
γkαk
=
n∑
γ′1,...,γ
′
l
=1
δp(α, γ
′)u
εlowp (1)
β1γ
′
1
. . . u
εlowp (l)
βlγ
′
l
Again, we use the convention for k = 0 or l = 0 as in Definition 2.1.
Example 4.1. Here are some examples for relations R(p), see also Appendix A.
(a) R( •
◦
) = R( ◦
•
): all uij are self-adjoint.
(b) R( ◦
•
•
◦
) = R( •
◦
◦
•
): uiju
∗
kl = u
∗
ijukl, in particular all uij are normal.
(c) The relations for the partitions p = •◦ ∈ P
◦•(0, 2) and p = ◦• ∈ P ◦•(2, 0)
together are equivalent to saying that the matrix u is unitary.
(d) For p = ◦• and p =
•◦ , we have that u¯ := (u∗ij) is unitary.
4.1.3. Definition of partition C∗-algebras in the non-selfadjoint case. If for X ⊆ P ◦•
the unital universal C∗-algebra
An(X) := C
∗(1, uij, i, j = 1, . . . , n | the relations R(p) hold for all p ∈ X)
exists, we say that X is n-admissible and we call An(X) the partition C
∗-algebra
associated to X , in analogy to Definition 2.3. Note that we may embed the class P
of (one-colored) partitions into the class P ◦• of two-colored partitions in a canonical
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way, by considering all points of a partition p ∈ P as white points. Example 4.1(a)
then gives the link between the above definition of An(X) and Definition 2.3. Like
in Lemma 2.4, one can show that X is n-admissible, if one of the partitions •◦ ,
◦• ,
•◦ and ◦• is in X .
Example 4.2. As an example, consider
An({ •◦ , ◦• ,
•◦ , ◦• }) = C∗(uij | u and u¯ are unitary)
as introduced by Wang when defining his free unitary quantum group [Wan95].
Example 4.3. Another example is
An({ •◦ ,
◦• }) = C∗(uij | u is unitary)
as introduced by Brown [Bro81]. Note that u¯ (or equivalently ut) in this C∗-algebra
is not unitary, see [Wan95, Sect 4.1].
4.1.4. The relations and the category operations; partition calculus. DefiningHn(X) ⊆
P ◦• analogously to Definition 2.6, the analog of Lemma 2.7 holds true as well as
Theorem 2.8, when replacing ◦◦ and
◦◦ by •◦ and
◦• (or by ◦• and
•◦ ). As
in Section 2.4, we have a partition calculus (see also Appendix B).
4.2. The non-unital case. We now define non-unital partition C∗-algebras, which
are linked to the so called Boolean independence in free probability theory. The
combinatorics of Boolean independence is the one of interval partitions.
4.2.1. The combinatorial data: interval partitions. A partition p ∈ P (0, l) is an
interval partition, if whenever 1 ≤ i < j ≤ l are in a block of p, then so are all
i < s < j. In other words, blocks in interval partitions consist only of consecutive
points. Interval partitions form a subset of P .
4.2.2. The relations in the non-unital situation. We are mainly interested in defin-
ing non-unital partition C∗-algebras for interval partitions; however, the following
definition holds for any partition p ∈ P (k, l). Let A be a not necessarily unital
C∗-algebra with generators uij and a projection P0. We say that the relations R(p)
are fulfilled, if all uij are self-adjoint and for all multi indices α and β we have:
P0
n∑
γ1,...,γk=1
δp(γ, β)uγ1α1 . . . uγkαk =
n∑
γ′
1
,...,γ′
l
=1
δp(α, γ
′)uβ1γ′1 . . . uβlγ′lP0
Again, we use the convention that the left hand side reduces to δp(∅, β)P0 if k = 0,
and likewise δp(α, ∅)P0 for the right hand side in the case l = 0.
Example 4.4. Some examples of relations R(p) are the follwing.
(a) R( ◦
◦
): uij commute with P0.
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(b) If p = ◦◦ ∈ P (0, 2), then R(p) is
∑
k uikujkP0 = δijP0. Together with R(p)
for p = ◦◦ ∈ P (2, 0) this amounts to Liu’s definition of P0-orthogonality
of u [Liu15, Def. 4.2].
(c) If p = ✁❆
◦◦
◦◦ ∈ P (2, 2), then R(p) does not imply that all uij commute. We
only have P0uijukl = ukluijP0.
4.2.3. Definition of partition C∗-algebras in the non-unital case. For X ⊆ P , we
define the non-unital partition C∗-algebra associated to X by the not necessarily
unital universal C∗-algebra
An(X) := C
∗(P0, uij, i, j = 1, . . . , n | the relations R(p) hold for all p ∈ X)
in case it exists. Note that we easily recover all examples of relations from [Liu15,
Def. 4.2] apart from P0-magic (i.e. turning all entries uij into projections). More-
over, sending P0 7→ 1, we recover the unital situation of Section 2. Likewise, if
◦
◦
∈ Hn(X), then P0 is the unit in An(X) and again we are in the unital situation.
4.2.4. The relations and the category operations. The analog of Lemma 2.7 holds
for non-unital partition C∗-algebras. As for the analog of Theorem 2.8, note that in
general, ◦
◦
/∈ Hn(X). Moreover, (c), (d) and (e) do not hold in general, if the uij
do not commute with P0. Indeed, R(p) and R(q) are relations of the form
P0Xp = YpP0 and P0Xq = YqP0
and a proof similar to Theorem 2.8(c) would follow the scheme
P0Xp = YpP0 = XqP0
disallowing us to conclude to YqP0 in the end. Likewise for (d) and (e). However,
Hn(X) is closed under the tensor product by adapting the proof of Theorem 2.8
with respect to the following scheme:
P0XpXq = YpP0Xq = YpYqP0
This matches nicely with the fact that interval partitions are closed under taking
the tensor product, but not under composition. Thus, this definition of non-unital
partition C∗-algebras is suitable for their use in the realm of quantum symmetries
of Boolean independence. Note that in principal, we have several possibilities how
to insert P0 into the relations R(p). However, neither P0X = P0Y , nor XP0 = Y P0,
nor P0XP0 = P0Y P0 would yield the closure of Hn(X) under taking the tensor
product.
4.3. Linear combinations of relations. The general theory of Woronowicz’s
Tannaka-Krein duality and Banica-Speicher quantum groups admits yet another
generalization of partition C∗-algebras. It is very likely, that they open the door to
a whole new class of quantum groups – however, we do not have a single explicit
example at the moment. The difficulty begins on a purely C∗-algebraic level.
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By CP (k, l) we denote the set of formal linear combinations
∑
p∈P (k,l) app, where
ap ∈ C are some scalars. The collection of all sets CP (k, l) is denoted by CP . Note
that we only take linear combinations of partitions with a fixed number of upper
and lower points. The operations on P extend to CP in the following way. Let
x =
∑
p app ∈ CP (k, l) and y =
∑
q bqq ∈ CP (k
′, l′).
• The tensor product is defined as x⊗ y :=
∑
p,q apbqp⊗ q.
• The composition is defined as yx :=
∑
p,q n
rl(q,p)apbqqp, if l = k
′. The factor
rl(q, p) arises naturally from Banica-Speicher’s theory [BS09].
• The vertically reflected version is defined as x˜ :=
∑
p app¯.
• The involution is defined as x∗ :=
∑
p app
∗.
The relations R(x) associated to x ∈ CP (k, l) are for self-adjoint generators uij:∑
p
n∑
γ1,...,γk=1
apδp(γ, β)uγ1α1 . . . uγkαk =
∑
p
n∑
γ′1,...,γ
′
l
=1
apδp(α, γ
′)uβ1γ′1 . . . uβlγ′l ,
treating the cases k = 0 or l = 0 and defining An(X) in the known way. It is
straightforward to prove that the analogs of Lemma 2.7 and Theorem 2.8 hold. The
following question is completely open for the moment.
Question 4.5. Find an example of a subset X ⊆ CP , such that An(X) cannot
be written as a partition quantum group An(Y ) for some Y ⊆ P in the sense of
Definition 2.3.
4.4. General coefficient case. The most general situation in Woronowicz’s theory
amounts to relations of the form:
n∑
γ1,...,γk=1
b(γ, β)uε
up
p (1)
γ1α1
. . . uε
up
p (k)
γkαk
=
n∑
γ′1,...,γ
′
l
=1
b(α, γ′)u
εlowp (1)
β1γ
′
1
. . . u
εlowp (l)
βlγ
′
l
,
for some coefficients b(α, β) ∈ C and possibly non-selfadjoint generators uij.
4.5. Deformations. Two other important examples of compact matrix quantum
groups are O+(Q) and U+(Q), where Q ∈ GLn(C) is an invertible matrix. They
were defined by Wang and Van Daele [VDW96] and they include Woronowicz’s
famous SUq(2) quantum group [Wor87b]. Banica gave an alternative definition of
O+(Q) and we follow his approach [Ban96]. The underlying C∗-algebras of O+(Q)
and U+(Q) fit into the framework of partition C∗-algebras with a slight deformation:
Bu(Q) := C
∗(1, uij, i, j = 1, . . . , n | u and Qu¯Q
−1 are unitary), for general Q
Bo(Q) := C
∗(1, uij, i, j = 1, . . . , n | u = Qu¯Q
−1 is unitary), assuming QQ¯ = ±1
For Q = E the identity matrix, we recover Examples 2.5(a) and 4.3. With
Q =
(
0 1
−q−1 0
)
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we have that Bo(Q) is the C
∗-algebra underlying Woronowicz’s SUq(2). Note that
the relations of Bu(Q) and Bo(Q) may be seen as deformations of the relations in
Example 4.1(a), (c) and (d). It is not clear how to generalize it to deformations of
relations R(p) for arbitrary partitions p ∈ P ◦•.
4.6. Spatial partition C∗-algebras. In [CW16], the author introduced in joint
work with Ce´bron C∗-algebras associated with three-dimensional partitions. For
m ∈ N and k, l ∈ N0 we consider partitions of the set
{1, . . . , k, k + 1, . . . , k + l} × {1, . . . , m}
into disjoint subsets. We represent such spatial partitions p ∈ P (m)(k, l) by three
dimensional pictures, see [CW16, Ex. 2.3]. Again, we may define operations like
tensor product, composition etc. Given a spatial partition p ∈ P (m)(k, l), we say
that generators uIJ with
I, J ∈ [n1 × . . .× nm] := {1, . . . , n1} × {1, . . . , n2} × . . .× {1, . . . , nm}
satisfy the relations R(p), if for all tuples A = (A1, . . . , Ak) and B = (B1, . . . , Bl) of
multi indices, we have:∑
G1,...,Gk∈[n1×...×nm]
δp(G,B)uG1A1 . . . uGkAk =
∑
G′1,...,G
′
l
∈[n1×...×nm]
δp(A,G
′)uB1G′1 . . . uBlG′l
See [CW16, Sect. 3.6] for details.
4.7. Graph dependend partial commutativity. In [SW16], the author consid-
ered certain quotients of partition C∗-algebras, in joint work with Speicher. Given
a matrix ε ∈ Mn({0, 1}) with εii = 0 and εij = εji, we define the relations R
ε for
selfadjoint elements uij by
uikujl =


ujluik if εij = 1 and εkl = 1
ujkuil if εij = 1 and εkl = 0
uilujk if εij = 0 and εkl = 1
and the relations R˚ε by
uikujl =


ujluik if εij = 1 and εkl = 1
0 if εij = 1 and εkl = 0
0 if εij = 0 and εkl = 1
.
We then consider quotients of partition C∗-algebras (in particular those with respect
to Example 2.5) by the relations Rε or R˚ε. These partition C∗-algebras may be
viewed as partially commutative partition C∗-algebras, where the commutativity is
controlled by an undirected graph Γ with adjacency matrix ε. In [Bic03] it is shown
how the quotient of the C∗-algebra of Example 2.5(b) by the relations R˚ε may be
used to define a quantum automorphism group of Γ. See also [SW17] for links to
quantum symmetries of graph C∗-algebras.
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APPENDIX A: List of C∗-algebraic relations
A.1. Examples of relations associated to partitions. In the following, we will
deal with colored partitions p ∈ P ◦•(k, l) as in Section 4.1. Let us begin with some
notation. We denote by ↑◦ ∈ P
◦•(0, 1) the partition consisting in a single point. We
denote by bl ∈ P
◦•(0, l) the partition consisting in a single block containing l white
lower points, so:
b1 =
↑
◦ , b2 = ◦◦ , b3 = ◦◦◦, . . .
Given a partition p ∈ P ◦•(0, l) and a number 0 < t < l, we denote by
rott(p) ∈ P
◦•(t, l − t)
the partition obtained from rotating the first t points of p to the upper line, see
Section B.3 for this operation. The following list of relations associated to partitions
is partially copied from [TW16]. In the self-adjoint case (uij = u
∗
ij) simply replace
all black points by white points.
A.1.1. Relations built from identity partitions.
R( ◦
◦
) = R( •
•
) : uij = uij
R( •
◦
) = R( ◦
•
) = R(rot1( ◦◦ )) : uij = u
∗
ij, i.e. u = u¯
R( ◦
•
⊗ •
◦
) = R( •
◦
⊗ ◦
•
) = R(rot( ◦◦ ⊗ •• )) : u
∗
ijukl = uiju
∗
kl
R( •
◦⊗k
) = R( ◦
•⊗k
) : ui1j1 . . . uiljl = u
∗
i1j1
. . . u∗iljl
A.1.2. Relations built from pair partitions.
R( ◦◦ ) :
∑
k
uikujk = δij , i.e. uu
t = 1
R( ◦◦ ) :
∑
k
ukiukj = δij , i.e. u
tu = 1
R( •◦ ) :
∑
k
uiku
∗
jk = δij , i.e. uu
∗ = 1
R( ◦• ) :
∑
k
u∗kiukj = δij , i.e. u
∗u = 1
R( ◦• ) :
∑
k
u∗ikujk = δij , i.e. u¯(u¯)
∗ = 1
R( •◦ ) :
∑
k
ukiu
∗
kj = δij , i.e. (u¯)
∗u¯ = 1
R(
◦◦
◦◦) : δi′j′
∑
k
ukiukj = δij
∑
k
ui′kuj′k
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R( ◦◦ ⊗ •• ) :
(∑
k
uikujk
)(∑
l
u∗i′lu
∗
j′l
)
= δijδi′j′
A.1.3. Relations using crossing partitions.
R( ✁❆
◦◦
◦◦) = R( ✁❆
••
••) : uijukl = ukluij
R( ✁❆
◦•
•◦) = R( ✁❆
•◦
◦•) : uiju
∗
kl = u
∗
kluij
A.1.4. Relations built from singleton partitions.
R( ↑◦
⊗k
) :
(∑
l1
ul1j1
)
. . .
(∑
lk
ulkjk
)
= 1
R( ↑◦⊗
↑
•) :
(∑
k
ukj
)(∑
l
u∗li
)
= 1
R( ◦
◦
) = R( •
•
) = R(rot1(
↑
◦⊗
↑
•)) :
(∑
k
ukj
)
=
(∑
l
uil
)
R(rott(
↑
◦
⊗s+t
)) :
(∑
k1
uk1j1
)
. . .
(∑
ks
uksjs
)
=
(∑
l1
u∗i1l1
)
. . .
(∑
lt
u∗itlt
)
A.1.5. Relations built from three blocks.
R(
◦◦
◦ ) : ukiukj = δijuki
R( ◦◦
◦
) : uikujk = δijuik
A.1.6. Relations built from four blocks.
R(
◦•
◦•) = R(
•◦
•◦) = R(rot2( ◦•◦•)) : ukiu
∗
kj = uiku
∗
jk = 0 if i 6= j
R(
◦◦
◦◦) = R(
••
••) = R(rot2( ◦◦••)) : ukiukj = uikujk = 0 if i 6= j
R( ◦•◦•) :
∑
k
ui1ku
∗
i2k
ui3ku
∗
i4k
= δi1i2δi2i3δi3i4
R( ◦◦••) :
∑
k
ui1kui2ku
∗
i3k
u∗i4k = δi1i2δi2i3δi3i4
R(bk) :
∑
l
ui1l . . . uikl = δi1i2δi2i3 . . . δik−1ik
R(rotd(bd⊗b˜d)) :
∑
k
δi1i2δi2i3 . . . δid−1idukj1 . . . ukjd =
∑
l
δj1j2δj2j3 . . . δjd−1jdui1l . . . uidl
R(rott(bs+t)) : δi1i2δi2i3 . . . δit−1itui1j1 . . . ui1js = δj1j2δj2j3 . . . δjs−1jsu
∗
i1j1
. . . u∗itj1
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A.1.7. Further relations.
R(  ❅
◦◦◦
◦◦◦) : uijuklust = ustukluij
Let hs ∈ P
◦•(0, 2s) be the partition consisting in two blocks, each on s white lower
points, the first one being placed on all odd numbers, the second one on all even
numbers (see also [RW16, Sect. 1.2]):
R(rots(hs)) : (uijukl)
s = (ukluij)
s
For the fat crossing partition in P ◦•(4, 4) consisting in two blocks on white points,
each consisting in two consecutive upper points and two consecutive lower points
(see also [RW16, Sect. 1.2]):
R(
◦◦
◦◦
✟✟❍❍
◦◦
◦◦) : δkk′δll′ukiuki′uljulj′ = δii′δjj′uljul′jukiuk′i
For the pair positioner partition in P ◦•(3, 3) consisting in a block of two white points
(one upper, one lower) and a block of four white points (two upper, two lower) (see
also [RW16, Sect. 1.2]):
R(
◦◦
◦ 
 ❍❍
◦
◦◦) : δkk′ukiuki′ust = δii′ustukiuk′i
The partitions consisting in singletons and pairs:
R(rotd+1( ↑
⊗d
↑
⊗d
◦ ◦ • •)) : uij
(∑
k1
uk1j1
)
. . .
(∑
kd
ukdjd
)
=
(∑
l1
ui1l1
)
. . .
(∑
ld
uidld
)
uij
R(rot2( ↑ ↑◦•◦• )) : uij
(∑
k1
u∗k1j1
)
=
(∑
l1
ui1l1
)
u∗ij
R(rotr( ↑
⊗r+1
↑
⊗r−1
◦ • • •)) : uij
(∑
k1
uk1j1
)
. . .

∑
kr−1
ukr−1jr−1


=
(∑
l1
ui1l1
)
. . .

∑
lr+1
uir+1lr+1

 u∗ij
A.2. Examples of partition C∗-algebras.
A.2.1. Free quantum orthogonal. The most prominent example of a partition C∗-
algebra is
An({ ◦◦ ,
◦◦ }) = C∗(uij | uij = u
∗
ij, u
tu = uut = 1)
underlying Wang’s free orthogonal quantum group O+n , see also Example 2.5(a). It
fulfills the Baum-Connes conjecture for quantum groups, it isK-amenable and itsK-
groups are K0(An({ ◦◦ ,
◦◦ })) = Z generated by [1], and K1(An({ ◦◦ ,
◦◦ })) = Z
generated by [u], see [Voi11]. Its reduced version (see Section 2.6) is non-nuclear,
PARTITION C
∗
-ALGEBRAS 23
exact, simple and has the metric approximation property [Ban96, VV07]. The com-
mutative version of An({ ◦◦ ,
◦◦ }) is the algebra C(On) = An({ ◦◦ ,
◦◦ , ✁❆
◦◦
◦◦})
of continuous functions over the orthogonal group On. Moreover, one can show
An({ ◦◦ ,
◦◦ }) = An(NC2) and An({ ◦◦ ,
◦◦ , ✁❆
◦◦
◦◦}) = An(P2) using Corollary 2.9.
See also [Web13].
A.2.2. Free quantum unitary. The non-selfadjoint version of the above C∗-algebra
is:
An({ •◦ , ◦• ,
•◦ , ◦• }) = C∗(uij | u
∗u = uu∗ = 1, u¯∗u¯ = u¯u¯∗ = 1)
It was defined by Wang when introducing his free unitary quantum group U+n , see
Example 4.3. Its commutative version is the algebra of continuous functions over
the unitary group:
An({ •◦ , ◦• ,
•◦ , ◦• , ✁❆
◦◦
◦◦ , ✁❆
◦•
•◦}) = C(Un)
The reduced version of An({ •◦ , ◦• ,
•◦ , ◦• }) and its envelopping von Neumann
algebra share the same properties as the one from Section A.2.1, see also Section
2.6 and [Web16, Web17a]. Its K0-group is Z generated by [1] and its K1-group is
Z2 generated by [u] and [u¯]. See [VV13].
A.2.3. Free quantum symmetric. Another very important example of a partition
C∗-algebra is
An({ ◦◦ ,
◦◦ ,
◦◦
◦ , ◦◦
◦
}) = C∗(uij | uij = u
∗
ij = u
2
ij,
∑
m
umi =
∑
m
uim = 1)
arising in Wang’s definition of a free symmetric quantum group S+n . Its commutative
version is C(Sn), where Sn is the symmetric group. Again, An({ ◦◦ ,
◦◦ ,
◦◦
◦ , ◦◦
◦
})
is K-amenable and its K-groups are Zn
2−2n+2 for K0, generated by [uij] for i, j < n
and by [1], and Z for K1 generated by [u]. See [Voi15]. Moreover,
An({ ◦◦ ,
◦◦ ,
◦◦
◦ , ◦◦
◦
}) = An(NC) and C(Sn) = An({ ◦◦ ,
◦◦ ,
◦◦
◦ , ◦◦
◦
, ✁❆
◦◦
◦◦}) =
An(P ), see Corollary 2.9 and [Web13]. Its reduced version (see Section 2.6) is non-
nuclear, exact and simple, see [Bra13].
A.2.4. From the classification of free orthogonal Banica-Speicher quantum groups.
Throughout the classification of free orthogonal Banica-Speicher quantum groups,
five more examples of partition C∗-algebras play a role, together with those from
Section A.2.1 and A.2.3:
(1) An({ ◦◦ ,
◦◦ ,
◦◦
◦◦}) = C
∗(uij | uij = u
∗
ij, u
tu = uut = 1,
ukiukj = uikujk = 0 if i 6= j)
(2) An({ ◦◦ ,
◦◦ ,
◦◦
◦◦ , ◦
◦
}) = C∗(uij | uij = u
∗
ij, u
tu = uut = 1,
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ukiukj = uikujk = 0 if i 6= j,
∑
k
uik =
∑
k
ukj)
(3) An({ ◦◦ ,
◦◦ , ↑◦ , ↓
◦
}) = C∗(uij | uij = u
∗
ij, u
tu = uut = 1,
∑
k
uik =
∑
k
ukj = 1)
(4) An({ ◦◦ ,
◦◦ , ◦
◦
}) = C∗(uij | uij = u
∗
ij, u
tu = uut = 1,
∑
k
uik =
∑
k
ukj)
(5) An({ ◦◦ ,
◦◦ , ◦
◦
, rot2( ↑ ↑◦◦◦◦ )})
= C∗(uij | uij = u
∗
ij, u
tu = uut = 1, r :=
∑
k
uik =
∑
k
ukj, ruij = uijr)
Example (1) underlies Bichon’s hyperoctahedral quantum group H+n [Bic04]. Its
commutative version are the functions over the wreath product of Z/2Z with Sn.
Example (3) gives rise to the bistochastic quantum group B+n [BS09, Web13]. We
know that (5) is isomorphic to the tensor product of (3) with C∗(Z/2Z), while (2)
is isomorphic to a tensor product of the partition C∗-algebra in Section A.2.3 with
C∗(Z/2Z). Moreover, (4) is isomorphic to the free product of (3) with C∗(Z/2Z).
Finally, An({ ◦◦ ,
◦◦ , ↑◦ , ↓
◦
}) is isomorphic to An−1({ ◦◦ ,
◦◦ }) [Rau12, Web13].
The seven C∗-algebras from the above mentioned classification may be ordered as
follows, where every map denotes the surjection mapping generators to generators,
and where we abbreviate 〈{p1, . . . , pm}〉 for An({ ◦◦ ,
◦◦ , p1, . . . , pm}):
〈{ ↑◦ , ↓
◦
}〉

〈{ ◦
◦
, rot2( ↑ ↑◦◦◦◦ )}〉oo

〈{ ◦
◦
}〉oo 〈∅〉oo

〈{
◦◦
◦ , ◦◦
◦
}〉 〈{
◦◦
◦◦ , ◦
◦
}〉oo 〈{
◦◦
◦◦}〉oo
None of these seven C∗-algebras is exact, if n ≥ 5, see [Web13, Cor. 5.9].
A.2.5. Further examples. The class of orthogonal Banica-Speicher quantum groups
is completely classified, see [RW16]. Some further examples of partition C∗-algebras
showing up are:
An({ ◦◦ ,
◦◦ ,  ❅
◦◦◦
◦◦◦}) = C
∗(uij | uij = u
∗
ij, u
tu = uut = 1, uijuklust = ustukluij)
An({ ◦◦ ,
◦◦ ,
◦◦
◦◦ ,  ❅
◦◦◦
◦◦◦}) = C
∗(uij | uij = u
∗
ij, u
tu = uut = 1,
ukiukj = uikujk = 0 if i 6= j, uijuklust = ustukluij)
See also [RW16, Sect. 6] for more examples. In [TW16] many more examples with
non-selfadjoint generators may be found.
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APPENDIX B: Partition Calculus
The partition calculus in Section 2.4 is based on Theorem 2.8 in the sense that
certain combinations of relations R(p1), . . . , R(pm) imply other relations R(q). In
other words, the strucutre of the partition calculus consists in statements of the
form:
p1, . . . , pm ∈ Hn(X) =⇒ q ∈ Hn(X)
In this appendix, we elaborate more on this partition calculus. The following is a
slight extension of an excerpt from [TW17]. Readers interested solely in the case
of partition C∗-algebras with selfadjoint generators should simply regard all black
points as white points.
B.1. Examples of basic operations. Consider the following concrete partitions:
p =
◦ ◦ •
• ◦ • ◦
q =
• ◦ • ◦
• • ◦ • ◦
r =
◦ ◦ •
• ◦ • ◦
Here are examples of the operations, where rl(p, q) denotes the number of removed
loops throughout the composition:
p⊗ q =
◦ ◦ •
• ◦ • ◦
• ◦ • ◦
• • ◦ • ◦
p∗ =
◦ ◦ •
• ◦ • ◦
p˜ =
◦ • •
• ◦ • ◦
r∗ =
• ◦ • ◦
◦ ◦ •
pq =
◦ ◦ •
• ◦ • ◦
• • ◦ • ◦
=
◦ ◦ •
• • ◦ • ◦
rl(p, q) = 0
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rq =
◦ ◦ •
• ◦ • ◦
• • ◦ • ◦
=
◦ ◦ •
• • ◦ • ◦
rl(r, q) = 1
r∗r =
• ◦ • ◦
◦ ◦ •
• ◦ • ◦
=
• ◦ • ◦
• ◦ • ◦
rl(r∗, r) = 2
The following lemma may be found in [TW17, Lem. 1.1(d)]. In fact, it holds for
any set C ⊆ P which is closed under tensor products and compositions and which
contains the partition ◦
◦
. The same holds true for generalizing Lemma B.2.
Lemma B.1. Let X ⊆ P ◦• be n-admissible and let p ∈ P ◦•(0, l) and q ∈ P ◦•(0, m).
If p, q ∈ Hn(X), then every partition obtained from placing q between two legs of p
is in Hn(X).
Proof. The composition (r1 ⊗ q ⊗ r2)p is in Hn(X) for suitable tensor products r1
and r2 of the identity partitions ◦
◦
and •
•
. 
As an example for the above lemma:
, ∈ Hn(X)◦ • ◦ • • ◦ • •
=⇒ ◦ • ◦ • • ◦ • • = ⊗ ⊗◦ • ◦ • • ◦ • •
◦ • ◦ • •
∈ Hn(X)
B.2. Operations requiring auxiliary partitions. If Hn(X) contains certain key
partitions, we have further operations inside Hn(X). The following is a slight adap-
tion of [TW17, Lem. 1.3].
Lemma B.2. Let X ⊆ P ◦• be n-admissible and let p ∈ P ◦•(k, l).
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(a) If •
◦
⊗ ◦
•
, ◦
•
⊗ •
◦
∈ Hn(X), then Hn(X) is closed under permutation of colors
on the same line, i.e. if p ∈ Hn(X), then p
′ ∈ Hn(X), where p
′ is obtained
from p by permutation of the colors of the points on the upper line (without
changing the strings connecting the points) resp. on the lower line.
(b) If ◦
◦
, •
•
∈ Hn(X), then Hn(X) is closed under disconnecting any point from
a block and turning it into a singleton.
(c) If
◦◦
◦◦ ,
••
•• ,
◦•
◦• ,
•◦
•◦ ∈ Hn(X), then Hn(X) is closed under connecting neigh-
bouring blocks on the same line.
Proof. The proof is an easy adaption of the proof of [TW17, Lem. 1.3]. We only
illustrate it by pictures.
◦ ◦ •
• ◦ • ◦
◦ • ◦
⊗ ⊗
=
◦ • ◦
• ◦ • ◦
permutation
of colors
(a) ◦ ◦ •
• ◦ • ◦
◦ ◦ •
⊗ ⊗
=
◦ ◦ •
• ◦ • ◦
disconnecting
a point
(b)
◦ ◦ •
• ◦ • ◦
◦ ◦ •
⊗
=
◦ ◦ •
• ◦ • ◦
connecting
blocks
(c)

B.3. Operations requiring the pair partitions. If the partitions •◦ , ◦• ,
•◦ , ◦•
are in Hn(X) (for instance, if our partition C
∗-algebra underlies a Banica-Speicher
quantum group), then Hn(X) is a category of partitions by Corollary 2.9 and we
have a particularly nice partition calculus. For instance, we have a rotation of parti-
tions: Let p ∈ P ◦•(k, l) be a partition connecting k upper points with l lower points.
Shifting the very left upper point to the left of the lower points and inverting its
color gives rise to a partition in P ◦•(k − 1, l + 1), a rotated version of p. Note that
the point still belongs to the same block after rotation. We may also rotate the
leftmost lower point to the very left of the upper line (again inverting its color),
and we may as well rotate in the right hand side of the lines. In particular, for a
partition p ∈ P ◦•(0, l), we may rotate the very left point to the very right and vice
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versa. Such a rotation on one line does not change the colors of the points. With
the example of p as in Section B.1, we obtain the following rotated versions of p:
◦ ◦ ◦ •
◦ • ◦
∈ P ◦•(3, 4)
• ◦ ◦ ◦ •
• ◦
∈ P ◦•(2, 5)
• ◦ • ◦ ◦ ◦ •
∈ P ◦•(0, 7)
• ◦ ◦ ◦ • • ◦
∈ P ◦•(0, 7)
The following lemma is a slight adaption of [TW17, Lem. 1.1].
Lemma B.3. Let X ⊆ P ◦• be an n-admissible set and let •◦ , ◦• ,
•◦ , ◦• ∈
Hn(X).
(a) Hn(X) is closed under rotation.
(b) Hn(X) is closed under erasing neighbouring points of inverse colors, i.e. if
p ∈ P ◦•(k, l) is a partition in Hn(X), then the partition p
′ ∈ P ◦•(k, l − 2)
is in Hn(X) which is obtained from p by first connecting the blocks to which
the j-th and the (j+1)-th lower points (of inverse colors) belong respectively,
and then erasing these two points. We may also erase neighbouring points of
inverse colors on the upper line.
Proof. The proof may be found in [TW17, Lem. 1.1]. We only illustrate it here by
pictures:
(a)
p =
◦ ◦ •
• ◦ • ◦ (
◦
◦
⊗ p
)(
•◦ ⊗ r
)
=
◦
◦
⊗
◦ ◦ •
• ◦ • ◦
⊗
◦ • ◦
=
◦ ◦ ◦ •
◦ • ◦
(b)
p =
◦ ◦ •
• ◦ • ◦
p′ =
◦ ◦ •
• ◦ • ◦
⊗
◦
=
◦
• ◦ • ◦

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The following lemma is an adaption of [TW17, Lem. 2.1].
Lemma B.4. Let X ⊆ P ◦• be n-admissible and let •◦ , ◦• ,
•◦ , ◦• ∈ Hn(X).
(a) ◦
◦
/∈ Hn(X) if and only if all blocks of partitions p ∈ Hn(X) have length at
least two.
(b)
◦•
◦• /∈ Hn(X) if and only if all blocks of partitions p ∈ Hn(X) have length at
most two.
Proof. See [TW17, Lem. 2.1]. 
References
[Ban96] Teodor Banica. The´orie des repre´sentations du groupe quantique compact libre O(n).
C. R. Acad. Sci. Paris Se´r. I Math., 322(3):241–244, 1996.
[Ban12] Teodor Banica. Quantum permutations, Hadamard matrices, and the search for matrix
models. In Operator algebras and quantum groups, volume 98 of Banach Center Publ.,
pages 11–42. Polish Acad. Sci. Inst. Math., Warsaw, 2012.
[BC08] Teodor Banica and Benoˆıt Collins. Integration over the Pauli quantum group. J. Geom.
Phys., 58(8):942–961, 2008.
[BF17] Teodor Banica and Amaury Freslon. Modelling questions for quantum permutations.
arxiv:1704.00290, 2017.
[Bic03] Julien Bichon. Quantum automorphism groups of finite graphs. Proc. Amer. Math. Soc.,
131(3):665–673, 2003.
[Bic04] Julien Bichon. Free wreath product by the quantum permutation group. Algebr. Repre-
sent. Theory, 7(4):343–362, 2004.
[Bra13] Michael Brannan. Reduced operator algebras of trace-perserving quantum automor-
phism groups. Doc. Math., 18:1349–1402, 2013.
[Bro81] Lawrence G. Brown. Ext of certain free product C∗-algebras. J. Operator Theory,
6(1):135–141, 1981.
[BS09] Teodor Banica and Roland Speicher. Liberation of orthogonal Lie groups. Adv. Math.,
222(4):1461–1501, 2009.
[CW16] Guillaume Ce´bron and Moritz Weber. Quantum groups based on spatial partitions.
arxiv:1609.02321, 2016.
[Liu15] Weihua Liu. On noncommutative distributional symmetries and de Finetti type theorems
associated with them. arxiv:1511.05651, 2015.
[Mar94] Paul Martin. Temperley-Lieb algebras for nonplanar statistical mechanics—the partition
algebra construction. J. Knot Theory Ramifications, 3(1):51–82, 1994.
[NT13] Sergey Neshveyev and Lars Tuset. Compact quantum groups and their representation
categories, volume 20 of Cours Spe´cialise´s [Specialized Courses]. Socie´te´ Mathe´matique
de France, Paris, 2013.
[Rau12] Sven Raum. Isomorphisms and fusion rules of orthogonal free quantum groups and their
free complexifications. Proc. Amer. Math. Soc., 140(9):3207–3218, 2012.
[RW15] Sven Raum and Moritz Weber. Easy quantum groups and quantum subgroups of a
semi-direct product quantum group. J. Noncommut. Geom., 9(4):1261–1293, 2015.
[RW16] Sven Raum andMoritz Weber. The full classification of orthogonal easy quantum groups.
Comm. Math. Phys., 341(3):751–779, 2016.
[SW16] Roland Speicher and Moritz Weber. Quantum groups with partial commutation rela-
tions. arxiv:1603.09192, 2016.
30 MORITZ WEBER
[SW17] Simon Schmidt and Moritz Weber. Quantum symmetries of graph C*-algebras.
arxiv:1706.08833, 2017.
[Tim08] Thomas Timmermann. An invitation to quantum groups and duality. EMS Textbooks in
Mathematics. European Mathematical Society (EMS), Zu¨rich, 2008. From Hopf algebras
to multiplicative unitaries and beyond.
[TW15] Pierre Tarrago and Moritz Weber. Appendix. In Unitary easy quantum groups: the free
case and the group case. arxiv:1512.00195, 2015.
[TW16] Pierre Tarrago and Moritz Weber. Unitary easy quantum groups: the free case and the
group case. Int. Math. Res. Not., 2016.
[TW17] Pierre Tarrago and Moritz Weber. The classification of tensor categories of two-colored
noncrossing partitions. to appear in Journal of Combinatorial Theory, Series A, 2017.
[VDW96] Alfons Van Daele and Shuzhou Wang. Universal quantum groups. Internat. J. Math.,
7(2):255–263, 1996.
[Voi11] Christian Voigt. The Baum-Connes conjecture for free orthogonal quantum groups. Adv.
Math., 227(5):1873–1913, 2011.
[Voi15] Christian Voigt. On the structure of quantum automorphism groups. J. Reine Angew.
Math., to appear, 2015.
[VSW16] Dan-Virgil Voiculescu, Nicolai Stammeier, and Moritz Weber. Free probability and oper-
ator algebras. Mu¨nster Lecture Notes in Mathematics. Eur. Math. Soc. (EMS), Zu¨rich,
2016.
[VV07] Stefaan Vaes and Roland Vergnioux. The boundary of universal discrete quantum
groups, exactness, and factoriality. Duke Math. J., 140(1):35–84, 2007.
[VV13] Roland Vergnioux and Christian Voigt. The K-theory of free quantum groups. Math.
Ann., 357(1):355–400, 2013.
[Wan95] Shuzhou Wang. Free products of compact quantum groups. Comm. Math. Phys.,
167(3):671–692, 1995.
[Wan98] Shuzhou Wang. Quantum symmetry groups of finite spaces. Comm. Math. Phys.,
195(1):195–211, 1998.
[Web13] Moritz Weber. On the classification of easy quantum groups. Adv. Math., 245:500–533,
2013.
[Web16] Moritz Weber. Easy quantum groups. In Free probability and operator algebras, Mu¨nster
Lectures in Mathematics. European Mathematical Society (EMS), Zu¨rich, 2016.
[Web17a] Moritz Weber. Introduction to compact (matrix) quantum groups and Banica-Speicher
(easy) quantum groups. Proc. Indian Acad. Sci. Math. Sci., to appear:61 pages, 2017.
[Web17b] Moritz Weber. Partition C∗-algebras II – links to compact matrix quantum groups. in
preparation, 2017.
[Wor87a] S. L. Woronowicz. Compact matrix pseudogroups. Comm. Math. Phys., 111(4):613–665,
1987.
[Wor87b] S. L. Woronowicz. Twisted SU(2) group. An example of a noncommutative differential
calculus. Publ. Res. Inst. Math. Sci., 23(1):117–181, 1987.
[Wor88] S. L. Woronowicz. Tannaka-Kre˘ın duality for compact matrix pseudogroups. Twisted
SU(N) groups. Invent. Math., 93(1):35–76, 1988.
[Wor91] S. L. Woronowicz. A remark on compact matrix quantum groups. Lett. Math. Phys.,
21(1):35–39, 1991.
[Wor98] S. L. Woronowicz. Compact quantum groups. In Syme´tries quantiques (Les Houches,
1995), pages 845–884. North-Holland, Amsterdam, 1998.
Saarland University, Fachbereich Mathematik, Postfach 151150, 66041 Saarbru¨cken,
Germany
E-mail address : weber@math.uni-sb.de
