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Abst rac t - - In  this paper, we suggest and analyze a new iterative method for solving general 
monotone variational inequalities by using the updating technique. The new method iffers from 
the extragradient and other modified projection methods. The new method is versatile and easy 
to implement. Our proof of convergence is very simple. (~) 1999 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
It is well known that variational inequality theory provides us with a simple, natural, flexible, 
and unified framework for studying a large number of unrelated problems arising in elasticity, 
structural analysis, economics, optimization, oceanography, and engineering sciences, see [1-16]. 
Variational inequalities have been extended in many directions by using novel and innovative tech- 
niques both for their own sake and for their applications. A useful and important generalization 
of variational inequalities is called the general variational inequality, which is mainly due to [9]. It 
has been shown in [7,10,13] that the odd-order and nonsymmetric free, moving, obstacle, unilat- 
eral, and equilibrium problems can be studied in the framework of general variational inequalities. 
Projection method and its variant forms are being used for solving variational inequalities. In 
this paper, we propose a new iterative method for solving general montone varaltonal inequali- 
ties by modifying the extragradient method. This modified method converges for the monotone 
operator. This new method is versatile and is capable of exploiting the problem structure as 
the extragradient method for solving the standard monotone variational inequalities. This new 
method differs from the extragradient and the modified forward-backward splitting method of 
Tseng [16] even for the standard variational inequalities. 
In Section 2, we formulate the problem and recall some known results and concepts. The main 
results are considered in Section 3. 
2. FORMULAT ION AND BAS IC  RESULTS 
Let H be a real Hilbert space, whose inner product and norm are denoted by (., .) and [[.1[, 
respectively. Let K be a nonempty closed convex set in H. 
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For given nonlinear operators T, g : H ~ H, consider the problem of finding u • H such that 
g(u) • K and 
(Tu, g(v) -g(u) l>_O,  forall g(v) eK ,  v•g .  (2.1) 
The inequality (2.1) is called the general variational inequality, which was introduced and studied 
by Noor [8] in 1988. It turned out that the odd-order and nonsymmetric boundary value problems 
arising in optimization, elasticity, structural analysis, pure, and applied sciences can be studied in 
the frameworks of general variational inequalities (2.1). For the numerical methods, formulation 
and applications, ee [9-13,16] and the references therein. 
We remark that if the linear operator T is g-symmetric and g-positive, that is, for all u, v • H, 
(Tu, g(v)) = (g(u), Tv), 
and 
(Tu, g(u)) >_ O, 
then it is known [13] that the minimum of the functional I[v], where 
I[v] = (Tv, g(v)) ,  (2.2) 
can be characterized by the general variational inequality (2.1). The functional I[v] is called the 
general energy (potential) functional. 
Note that for g =- I, the identity operator, problem (2.1) is equivalent to finding u c K such 
that 
(Tu, v - u) > O, for all v • K, (2.3) 
which is known as the classical variational inequality, introduced and studied by Stampacchi a [15] 
in 1964. For the recent state-of-the art, see [1-16]. 
We also need the following well-known result. 
LEMMA 2.1. For a given z • H, u • K satisfies the inequality 
(u - z, v - u) _> 0, for all vEK ,  (2.4) 
if and only if 
U : PKZ,  
where PK is the projection of H onto K. Furthermore, PK is nonexpansive, that is, for all 
u, v • H, 
IIPKU - Pgvll <_ [[u - vi i .  
DEFINITION 2.1. For all u, v C H, an operator T : H , H is said to be 
(i) g-monotone, if (Tu - Tv, g(u) - g(v)) > O. 
Note that for g - I, the identity operator, Definition 2.1 reduces to the usual definition of the 
monotonocity of operator T. 
3. MAIN  RESULTS 
In this section, we suggest and analyze some new iterative methods for solving the general 
monotone variational inequalities (2.1). For this purpose, we need the following result, which can 
be proved by using Lemma 2.1. 
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LEMMA 3.1. (See [8,9].) An  element u E H with g(u) C K is a solution of (2.1) if  and only i f  
u E H, g(u) E K satisfies the relation 
g(u) = Pg[g(u) - pTu], (3.1) 
where p > 0 is a constant and PK is the projection of H onto K .  
Lemma 3.1 implies that the general variational inequalities (2.1) and the fixed-point prob- 
lem (3.1) are equivalent. This equivalence has been used to suggest a number of iterative methods 
for solving variational inequalities. 
We remark that if g is invertible operator, then equation (3.1) can be written as 
g(u) = PK [PK[g(u) - pTu] - pTg- lPK[g(u)  - pTu]] . (3.2) 
This fixed-point formulation enables us to suggest he following extragradient method for solving 
the general variational inequality (2.1). 
ALGORITHM 3.1. For a given Uo c H, g(uo) c K ,  compute the approximate solution u~+l by 
the iterative scheme 
g(un+l) = PK [PK[g(un) -- pTu] - pTg- lPK[g(un)  - pTu~]], n = O, 1, 2 , . . . .  
Note that for g ___ I, Algorithm 3.1 collapses to the following new algorithm for solving varia- 
tional ineqalities (2.3). 
ALGORITHM 3.2. For a given u0 E K, compute the approximate solution un+l by the iterative 
scheme 
Un+l ---- PK[PK [un -- pTun] - pT PK[Un - pTun]], n = O, 1, 2 , . . . .  
For a positive stepsize V E (0, 2), equation (3.2) can be written as 
g(u) = g(u) - V {g(u) - PK [PK[g(u) -- pTu] - pTg- lpK[g(u)  - pTu]] } .  
This alternate formulation allows us to suggest and analyze the following iterative method. 
ALGORITHM 3.3. For a given uo E H, g(uo) C K ,  compute the approximate solution Un+l by 
the iterative scheme 
g(Un+l) = g(Un) -- 7 {g(un) -- PK [Pg[g(Un) -- pTun]pTg- l  Pg[g(Un) - pTun]] }, 
(3.3) 
n = 0 ,1 ,2 , . . . .  
For g = I, the identity operator, Algorithm 3.3 reduces to the following new method for solving 
the variational inequalities (2.3). 
ALGORITHM 3.4. For a given u0 E K, compute the approximate solution un+l by the iterative 
scheme 
u~+l =u~- 'y{u~-PK[PK[U~-pTu] -pTPK[u~-pTu~]]} ,  n = 0 ,1 ,2 , . . . .  
Note that for 7 = 1, Algorithms 3.3 and 3.4 are exactly the Algorithms 3.1 and 3.2, respectively. 
We define the residue vector R(u) by the relation 
R(u)  = g(u) - PK [PK[g(u) -- pTu] - pTg- lPK[g(u)  - pTu]] . (3.4) 
Thus, it is clear from Lemma 3.1 that u E H, g(u) E K is a solution of (2.1) if and only if 
u c H, g(u) E K satisfies 
R(u) = 0. (3.5) 
We now discuss the convergence analysis of Algorithm 3.3. For this purpose, we need the 
following results. 
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LEMMA 3.2. Let  ~ E H be a solution of  (2.1) and T : H ~ H be g-monotone.  Then  
<g(u) - g (~) ,  R(u)> > I lR(u)l l  2, for all u e H. (3.6) 
PROOF. If fi E H is a solution of (2.1), then 
<T~, g(v) - g(fi)> _> 0, for all g(v) • g .  (3.7) 
Taking g(v) = PK[PK[g(u)  -- pTu] - pTg- l  PK[g(u) - pTu]] in (3.7), we have 
p (Tf i ,  PK [PK[g(u) -- pTu] - pTg- lPg[g(u)  - pTu]] - g(~))  >_ O. (3.8) 
Letting z = g(u)  - pTu,  u = Pg[Pg[g(u)  -- pTu] - pTg- lpg[g(u)  - pTu]], v = g(fi) in (2.4) 
and using (3.4), we obtain 
<R(u) - pTu,  PK [PK[g(u) -- pTu] - pTg- lPg[g(u)  - pTu]] - g(~)> > 0. (3.9) 
Adding (3.8) and (3.9), we have 
(R (u)  - p (Tu  - Tfz), PK [PK[g(u) -- pTu] - pTg- l  Pg[g(u)  - pTu]] - g(fi)]) > 0. (3.10) 
Since T is a g-monotone operator, o 
(Tg - IPK  [Pg[g(u)  -- pTu] - pTg- lPg[g(u)  - Tu]] - T~ , 
PK [Pg[g(u) -- pTu] -  pTg- l  pK[g(u)  - pTu]] - g(~) ) > O, 
from which it follows, by using (3.4) that 
p (Tu  - Tfi, PK  [PK[g(u) -- pTu] - pTg- lpg[g(u)  - pTu]] - g(~z)) > O. (3.11) 
Combining (3.9), (3.10) and using (3.4), we obtain 
(g(u)  - g(a), a(u)) > IIR(u)IIL 
the required result. | 
LEMMA 3.3. The sequence {u,~} generated by A lgor i thm 3.3 for general monotone  variational 
inequal i ty (2.1) satisfies the inequal i ty 
][g(un+l) - g(~)[[2 ~ [[g(Un) -- g(U)H 2 -- 7(2 -- 7)[[n(Un)[[ 2, " for all fi • H. (3.12) 
PROOF. From (3.6) and (3.3), we have 
I Ig(un+l)  - g(~) l l  2 = IIg(u~) - g (~)  - 7 R(un) l l :  
_< I Ig(u~) - g(~) l l  ~ - 7 (2  - 7 ) l lR (u . ) l l  2. ! 
We now show that the sequence {un} obtained from Algorithm 3.3 converges to the solution 
of the general monotone variational inequality (2.1) by using the technique of Noor [7] and He [6]. 
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THEOREM 3.1. Let g : H --+ H be invertible. Let u~+l be the approximate solution obtained 
from Algorithm 3.3 and ~t E H be the solution of (2.1), then limit Un = ~. 
PROOF. Let ~ E H, g(fi) E K be a solution of (2.1). Then, from (3.14), it follows that the 
sequence {un} is bounded. Furthermore, from (3.14), we obtain 
O(3 
-  )llR(u )ll 2 < IIg(u ) - ( )112 , 
n=0 
which implies that 
lim R(un) = O. 
n---~O(3 
Let g be the cluster point of {u~} and the subsequence {un,} converge to ~. 
continuous, R(u) is continuous, and 
Since g,T  are 
R(~) = lim R(un~) = O. 
n---* oo  
This implies that fi is a solution of the general monotone variational inequality (2.1). From 
Lemma 3.3, it follows that 
I I g (un+l )  - g( )ll 2 I Ig(un)  - g( )ll 2, 
so we see that the sequence {un} has exactly one cluster point and 
lim g(u,)  = g(~). 
n --'-> OO 
Since g is invertible, 
lira Un = g E H, 
n- -+oo 
which satisfies the general monotone variational inequality (2.1). 
REMARK 3.1. For g ---- I, the identity operator, the main results of this paper collapse to the 
monotone variational inequalities (2.3), which are new ones. The proposed methods are in the 
spirit of the extragradient methods, which have been proved to be efficient and practical. Since 
our methods are analogus of the extragradient method, we expect hat these methods are effi- 
cient and are reasonably easy to implement. Convergence of these new methods only requires 
the monotonicity of the operator, whereas the extrgradient method requires also the Lipschitz 
continuity of the operator. The implementation and refinement of these methods is the subject 
of future research. 
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