Financial engineering in pricing agricultural derivatives based on demand and volatility
Introduction
Commodities go through boom and bust cycles. The upward movements and the increased volatility of commodity prices have been largely attributed to emerging markets and massive capital flows into the commodity markets by institutional investors, portfolio managers and speculators. While sometimes demand or supply is unexpectedly higher or lower than usual, and inventories can usually stabilize volatility, there are sometimes near-stockouts, and inventories can approach their maximum storage capacity. However, as commodities are goods, their market prices are strongly affected by market demand. Not only prices, but also price fluctuations can thus be affected by demand. More precisely, at market equilibrium, once market demand functions and demand processes are known, market price processes can be determined. Since price fluctuations are closely related to market prices, there is a natural linkage between the market demand function, its elasticity, and price fluctuations (Keynes 1936 , Kaldor 1939 , Deaton and Laroque 1992 , 1995 , 1996 , Assa 2015 . Therefore, market demand affects derivative prices in two ways, first by changing the price dynamics and second by changing volatility. Apparently, these effects are different when an option is in the money, at the money or out of the money. For instance, if volatility has a reverse relation with prices, volatility will offset the rise of a put option price when it is out of the money.
While commodity derivative pricing typically begins with Black (1976) , which is itself a variation of Black and Scholes (1973) , as we explained above, since both prices and volatility are being affected by market demand, a richer model for prices is needed -one that provides an explicit link with market demand.
In this paper, we explore the linkages between commodity demand, price dynamics and volatility by setting up the Cox, Ingersoll and Ross (1985) model (CIR) for market demand process and the constant elastic volatility (CEV) model for market prices. A simple application of the Ito theorem shows that, if market demand process follows a CIR meanreverting model and if market demand function is a power function, then price dynamics will follow a CEV process, whose elasticity parameter is in close relation with demand elasticity.
The CEV model is an extension of the Black-Scholes-Merton (BSM) model that was Cox (1975) CEV model, for which volatility is a power function of market prices, quickly drew a lot of attention within academia and industry, due to its simplistic approach to model stochastic volatility (for further reading on CEV models see Beckers (1980) ).
In this paper, we argue that the CEV model from the finance literature can explain the effects of market demand on prices and volatility. Like Assa (2015) , where the author presents market demand process based on market fundamentals, in this paper it is argued that the CVE model can be based on market price fundamentals such as market demand function. To the best of the author's knowledge, the only important work using the CEV model for modelling commodity prices is Geman and Shih (2009) , where the authors use real commodity data to describe the differences between seven diffusion processes including the geometric Brownian motion (GBM) and the CEV model, but with little explanation of the effects of market fundamentals on commodity market prices. In this paper, we consider the CEV model for the first time for agricultural commodities, and observe that the CIR model for demand process along with power demand function can support the CEV model for the price process of a large group of agricultural commodities.
The relationship between stock prices and volatility has been discussed in several theories. In general, this relation is important because of financial leverage on the variance of returns, which depends on the firm's portfolio. For instance, French, Schwert and Stambaugh (1987) examine the relation between stock returns and stock market volatility and find evidence that the expected market risk premium is positively related to the predictable volatility of stock returns. In commodity markets, the leverage effect can vary within different groups of commodities. For example, Kristoufek (2014) shows that, while oil prices have a leverage effect, gas prices have an inverse leverage effect.
In this paper, by setting up the CIR model for demand and the CEV model for price processes we provide a framework to discuss the leverage (or inverse leverage) effect of prices.
Interestingly, we observe that agricultural market leverage effect can be categorised by the type of commodities. While livestock commodities and orange juice have a leverage effect, the non-livestock commodities (except orange juice) have an inverse leverage effect. For the non-livestock commodities, except orange juice, one can interpret the inverse leverage effect as panic caused by food inflation break out. It is necessary to recall that the Black model (or Financial engineering in pricing agricultural derivatives based on demand and volatility in principle the BSM model) does not have either a leverage or an inverse leverage effect.
The CEV model incorporates prices in modelling volatility by using a new elasticity parameter. As mentioned earlier, because of a strong linkage between this notion of the elasticity and the market demand function, our model can reproduce leverage (or inverse leverage) effects similar to the actual agricultural data.
There are different studies in the literature for estimating the CEV parameters, for instance, see a three-step estimation method in MacBeth and Merville (1980) (also Emanuel and MacBeth (1982) ), Schroder (1989) for using estimation based on non-central chi-square distribution and a generalised method of moment (GMM) used in Geman and Shih (2009).
In this paper, by using the maximum likelihood estimator (MLE) the parameters of a CEV model are estimated in a discrete time framework for 13 kinds of daily future agricultural commodity prices, within two groups: livestock and non-livestock commodities. Using a likelihood-ratio-test we test the goodness of fit of the CEV model against the BSM model and we observe that, in most cases, the likelihood-ratio-test rejects the BSM model in favour of the CEV model.
Before closing this section, it is worth mentioning that modelling commodity prices has been developed in different strands of the literature. For instance, storage models and factor models are among the most well-known models. Storage models were introduced in the mid1930s by Keynes (1936) and Kaldor (1939) . Gustafson (1958) , for policy applications, defined a set of optimal storage rules and Deaton and Laroque (1992 , 1995 introduced speculators to the storage model for the first time. For further reading on storage models, see Muth (1961) , Beck (1993) and Williams and Wright (1991) . On the other hand, the so-called factor models for commodity prices were first introduced in Brennan and Schwartz (1985) and further developed in Gibson and Schwartz (1990) and Schwartz (1997) .
The rest of the paper is organised as follows. First, we introduce the CEV model and discuss the functionality of the parameters of this model. Then we show that, if the market demand follows a mean-reverting CIR model and if the demand function is a power function, then the resulting price process is a CEV model. In the next section, we will discuss the effect of the elasticity parameter on derivative prices. Finally, using a maximum likelihood estimator (MLE) we estimate the parameters of CEV models on the prices of agricultural goods and discuss the results. Brownian motion (or Wiener process) on the probability space. According to Cox, the price of a bond, , is given by
where > 0 and is the constant riskless return and the initial price is 0 = 1.
The price of stock , follows the following stochastic differential equation
where is the percentage drift and is the percentage volatility, with the restriction of ∈ ℝ, ≥ 0. Furthermore, is the elasticity of variance, known as the CEV parameter, which was originally believed to be in the interval [0,1]. The initial price is 0 = > 0.
Under the CEV model, volatility ( , ), is assumed to be whereas under the BlackScholes-Merton model it is assumed to be . As a result, any changes in the volatility move randomly with under the CEV model. To provide meaning to the parameter α , it is important to realize that there are two parameters in the CEV model that affect volatility:
and . While larger can increase the uncertainty, larger can increase the effect of price changes on volatility. To measure this effect, a measure of relative volatility effect (RVE) is introduced as follows
.
For a CEV model with ( , ) = , one has = . Therefore, the relative volatility effect will increase when increases. However, from the definition of RVE, one realises that this is nothing but the elasticity of volatility with respect to changes in prices
Since price and volatility become inversely related with a negative volatility when < 1, it was assumed by Cox that is in the interval [0,1]. This phenomenon is called the leverage effect. When > 1, price and volatility move in the same direction, so if price increases, volatility also increases. This phenomenon is called the inverse leverage effect. The assumption > 1 was first considered by Emanuel and MacBeth (1982) .
Derivative pricing with CEV model
In this section, the price of a derivative (option) on commodity prices is developed. But before, we need to mention that in Cox and Ross (1985) , a closed form formula for call/put option prices for 0 < < 1 is provided. However, for three reasons we adopt a Monte-Carlo simulation method here. First, we need a general arbitrage free pricing method for all > 0, and not only for 0 < < 1. Second, the formula provided in Cox and Ross (1985) consists of infinite sums and integrals which make us ultimately to approximate the option prices, whereas Monte-Carlo methods seem to be more feasible and accurate. Third, the general method we introduce here can be used for pricing derivatives with any underlying asset whose prices follow a stochastic diffusion.
Let us consider a price process as follows
Let us consider a derivative ( ) on the underlying asset . We denote the dynamic of the derivative price process with ( , ) where ( , ) = ( ). Using an arbitrage free argument, the dynamic of a derivative has to satisfy the following Merton Black-Scholes To numerically solve this problem we use the Feynman-Kac theorem. For readers' benefit the Feynman-Kac theorem is repeated here. Consider the following PDE:
The Feynman-Kac theorem asserts that the solution u to this equation is given by
where is given as a probability measure for which the following holds
Here is a standard Brownian motion under the probability measure . In this paper, the derivative prices are
where
In Table 1 we illustrate this process, synthetically, using numerical methods to price the put option max{ − , 0} for different values of elasticity parameter . Table 1 reports the prices of a put option where = 0.004, = 0.1 for different strike prices and elasticity parameters, where the strike price is considered as a measure of moneyness. For each simulation we generated 10,000 paths of 120 days. As one can see, when the parameter increases the value of the put option also increases. On the other hand, one can observe that in the money, the larger the , the smaller the put prices;
at the money, all put prices are equal; out of the money, the larger the , the larger the put prices. In other words, for constant inverse leverage effect implies lower put prices when it is more in the money than out of the money. At the money though, leverage effect does not have any effect on put prices. Finally, it is clear that because of the put/call parity we have the reverse observations for call option prices.
Demand and the Price Process
In this section, we discuss that the CEV model for > 1 can be supported from a microeconomic perspective by showing that the evolution of the price can be derived from the demand side of the market.
Let denote the demand of a commodity at time . Prices are given by the following power demand function
where < 0 is a parameter to measure the demand elasticity. Now we need to give a model for . We assume that the demand process needs to be mean reverting because the people's consumption is a dispersion of a normal average consumption.
The most popular mean reverting processes in the literature are Ornstein-Uhlenbeck (OU) and Cox-Ingersoll-Ross (CIR) processes. However, demand needs to be always nonnegative, which rules out the OU processes.
Let us consider the following CIR process for
where > 0 and are the model parameters, and { } 0≤ ≤ is a standard Brownian motion.
In order to make sure that the process is mean reverting, we have to check the Feller
Given that < 0 and > 0, one can easily see that these conditions hold if and only if > 0. Now observe that the demand elasticity parameter | | is in reverse relation with the CEV elasticity parameter . That means, the higher the demand elasticity parameter | |, the lower the value of and therefore, the lower the inverse leverage effect. Based on our observation from the simulations that are reported in Table 1 , higher demand elasticity implies higher put option prices in the money, and lower put prices out of the money.
Data and Estimations
In this paper a Maximum Likelihood Estimator (MLE) is used to estimate the parameters of the CEV model. In order to find the likelihood function first one needs to discretize the price dynamics. Here is the discretization 1) is a standard normal random variable, and is the time step. Therefore, we have to minimize the minus of the log-likelihood function:
In this paper, we use commodity daily futures prices for a set of 13 agricultural commodities across two groups of livestock and non-livestock commodities, as described in Table 2 . The first column in Table 2 lists the varieties of commodities and briefly presents data sources. Since our data set consists of daily future prices, we choose = 1/250, for considering 250 trading days within a year (the results do not change a lot if we change 250 to 365 trading days).
In order to test the goodness of fit of the CEV model (compared to the BSM model) we run a likelihood-ratio test. For that, we need to set = 1 for the restricted model, find the restricted log likelihood function, and form the following test statistics:
Given that the unrestricted model has 3 degrees of freedom and the restricted model has 2 degrees of freedom, the distribution of is 2 with degrees of freedom 1.
In order to verify the stability of the estimations, we divide the time interval of any commodity prices into two equal time intervals and then we estimate the parameters of a given commodity for the 1 st half, 2 nd half and the total data. We report the results of the estimations in Table 3 and visualise the results for the estimations in Figure 2 . In order to ensure robustness of our estimations and that we do not report the local minimums, we have used several initial values for : 0.001, 0.01, 0.75, 1, 2, 3, 4 and 10. We observed that beyond values of 0.75, estimations become more stable and the optimal likelihood increases until 4.
Thus, we chose an initial value of 3 for estimation of . greater than or equal to 1. This is interesting since it indicates that the livestock and orange juice prices behave more like stock prices; see Beckers (1980) .
Here we discuss some important implications form the observations: first livestock commodities and orange juice have leverage effect, whereas the rest have inverse leverage effect. However, as it is shown in Figure 3 , there is a reverse relation between and the elasticity parameter . This shows that for agricultural commodities, inverse leverage effect is associated with lower uncertainty. Note that larger 's are associated with smaller | |'s; therefore, commodities with larger are more inelastic. This means that for more inelastic commodities, there is less uncertainty in prices, whereas prices themselves can have larger effect on volatility.
The second implication is that the put option prices can be dependent on the type of the commodities. As it has been discussed earlier, since the estimated for livestock commodities and orange juice is less than one, theses commodities have leverage effect and as a result their put option prices in the money are expected to be higher than the other commodities with equal . Finally, the last implication we want to discuss here is that for all non-livestock commodities, except orange juice and cocoa-total, we can provide a proper demand function. In Table 5 we report the estimated β's. Note that only the negative β's can be considered valid. 
Conclusion
In this paper, the CEV model was adopted to model options on commodity prices. It was argued that the CEV model for commodity prices can be supported by the mean reverting CIR model for demand process and a power demand function. We then examined the effect of the CEV elasticity parameter on the derivative prices. In addition, the parameters of the CEV model for agricultural commodities were estimated and the implications on derivative prices were discussed. Finally, we observed that all non-livestock commodities, except orange juice, have an inverse leverage effect on prices, whereas livestock commodities and orange juice have leverage effect.
