The "effective duration" of the autocorrelation function (ACF), s e , is an important factor in architectural and musical acoustics. For a general application, an accurate evaluation of s e is relevant. This paper is focused to the methods for the extraction of s e values from the ACF. Various methods have been proposed in literature for the extraction of the s e from a given signal, but these methods are not unambiguously defined or may not work properly in case of particular signals. Therefore, the general use of these methods may sometimes give rise to questionable results. In the present work, the methods existing in literature for extracting s e are analyzed, their advantages and drawbacks are summarized, and finally an alternative method is proposed. The proposed algorithm is compared to those found in previous literature, applying them on the same sound signals (classic literature references and other ones publicly available on the Internet). It is shown that the results obtained with the proposed method are consistent with the results of the previous literature; moreover the proposed method may overcome some of the limitations of the existing methods.
I. INTRODUCTION
The physiological model of perception based on the autocorrelation function (ACF) has been first proposed by Licklider, 1 considering both time and frequency domains. After this work, the model of monoaural perception based on the autocorrelation function has been developed by several authors. Cariani and Delgutte 2 have shown the relation between the shape of the autocorrelation histograms (all-order interspike interval histograms for each channel) and the ACF.
The Licklider's model has inspired many computational auditory scene analyses. [3] [4] [5] A complete review of the related literature can be found in Refs. 6 and 7. While the Licklider's works has been focused on the fine structure of the ACF and its relationship with pitch perception, the correlation between the ACF envelope and the subjective perception has been first calculated by Fourduiev 8 to find the optimal reverberation time in relation to different music pieces. Similarly to the definition of the "effective signal level and the "effective bandwidth" by Jeffress, 9 Ando 10 proposed a definition of the "effective duration" (s e ) of a sound event related to the envelope decay of ACF. At first, this quantity has been related to the subjective preference of early reflections [10] [11] [12] and then to the subjective preference of the reverberation time. 11, 13 s e and other factors extracted from ACF have been widely used in different fields of acoustics. In architectural acoustics, s e is one of the independent variables of the normal factors related to the temporal perception. [10] [11] [12] [13] [14] [15] In musical acoustics, s e is related to the analysis of performance. 16 s e has also been used to quantify the annoyance. [17] [18] [19] [20] In environmental acoustics, s e is used to analyze environmental noise, 17 soundscape quality, and aircraft noise. 21, 22 The envelope extraction has been performed using different methods, leading to different results even for the same sound samples. Fourdouiev 8 performed his envelope analysis by using a tape correlator. In the following literature, 10, 11, 13, 16, 23 the envelope analysis of ACF is numerical and based on A-weighted signals. Three different algorithms for the envelope extraction have been proposed by Ando et al. 24 for the extraction of s e . The subjective plausibility of the duration of the temporal window in the short time integration (2T) is a critical point of discussion. Ando discussed the possibility to model the temporal integration of ACF on the basis of a "psychological present." 25 Mouri et al. 23 proposed an optimal algorithm for the choice of the duration of the temporal integration. Other kinds of analysis related to different methods of integration have been presented by Kato et al. 16 Others techniques of envelope extraction are treated in the field of monaural detection. Rice 26 using the statistical analysis studied the envelope of narrow band Gaussian signals. Peterson et al. 27 studied the performance of an ideal detector of Gaussian noise and generalized the Rice's statistics. Marill, 28 using a psychometric functions obtained in two alternative forced choice, 29 derived the probability density of a detector. McGill 30 showed that Marill's results can be derived from the statistics of an energy detector. Jeffress 31 discussed the previous work basing on Zwislocki's studies on temporal integration. 32 Urkowitz 33 analyzed the detection of deterministic signals in a rigorous mathematical form and established sufficient conditions.
II. DEFINITIONS AND EXISTING DETECTION METHODS
In the field of room acoustics the ACF is usually defined as Uðs; tÞ ¼ 1 2T
where p(n) is the A-weighted sound pressure signal, 2T is the width of the temporal window, and s is the time delay of the ACF. The normalized ACF has the form /ðs; tÞ ¼ Uðs; tÞ Uð0; tÞ
where U(0, t) can also be seen as the energy of the signal inside the temporal window. The "effective duration" of the ACF (s e ) is defined here, following Ando, 11 as "the first 10 percentile of envelope decay of the normalized running ACF" expressed in decibels.
Many physiological models include an additive noise term in the internal representation of a sound; this is equivalent to take into account, in the analysis of correlation, a threshold under which the decay is no more meaningful.
In the case of s e , the first 10 dB of the decay are assumed useful with a sufficient high signal to noise ratio, 11 but only the first 5 dB of the decay are assumed linear and the ACF envelope is only linearized over this range.
To compare the present work to the existing literature, 16, 23, 24 a rectangular temporal window is chosen, with a width 2T ¼ 2 s.
A. Peak detection method
In the so-called "peak detection method," the ACF peaks located over the threshold are linearly interpolated and the abscissa of the À10 dB point on the interpolating straight line estimates s e .
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In the existing literature, it is not clear whether all peaks should be taken into account or if only a subset of them is meaningful for the envelope analysis. 16, 24 Some methods, developed for pitch extraction from ACF, 34, 35 introduce a selection of the "relevant peaks," but these methods are oriented to the selection of one single peak in the fine structure analysis and are not focused on finding different peaks in an envelope analysis. For the scope of the present work, the relevant peaks are those contributing to the ACF envelope, but in the existing literature, the selection criteria are not strictly defined. To show that selecting different subsets of relevant peaks the results may change, in Fig. 1 , three s e values are calculated using the peak detection method with different sets of peaks. In the first case [ Fig. 1(a) ], all the local maxima have been considered (no selection applied); in the second case [ Fig. 1(b) ], the local maxima smaller than the adjacent ones have been discarded; in the third case [ Fig. 1(c) ], the procedure applied in the second case has been repeated, leaving only half of the preceding maxima. For each case, the relevant peaks are identified with large black dots in Fig. 1 .
Depending on this choice, the relative straight line fitting the values, approximates the envelope in different ways: Only the third choice [ Fig. 1(c) ] may return the correct s e because it considers only the local maxima that contribute to the envelope of the ACF. It is important to distinguish the envelope in mathematical sense (a curve tangent to all the local maxima) and physiological sense (a smoothed curve that approximates peaks related to neuronal activity).
The lowest evaluable value of s e is another issue that should be considered. For musical signals, the expected values of s e range from 10 to 200 ms (and more). For instrumental attacks or vocal glitches, the value of s e can be 5 ms or less. 20 In these or analogous cases, 19 the value of the first relevant peak may be less than À5 dB, and thus the peak detection method with a threshold of À5 dB may produce meaningless results.
B. Backward integration method
A backward integration method, analogous to Schroeder's one, 36 has ben proposed for the evaluation of ACF envelope. 16, 24 The decay function D(t) can be obtained as follows:
where t 0 > 0 is the initial time of the backward integration and UðtÞ is the ACF. The decay curve, linearly fitted from 0 to À5 dB and then extrapolated to À10 dB, permits extraction of the s e value (Fig. 2) . Note that in this case, the ACF should be expressed in non normalized form (U); in all other methods presented in this work, the ACF is used in its normalized form (/) (in Fig. 2 , the ACF is presented already normalized, after the calculation of the backward integration curve, for the sake of uniformity with the other methods).
The decay function (the approximation of the ACF envelope) does not have a slope similar to that of the envelope of a room impulse response (RIR). So there is a difference between the accuracy of the backward integration method when applied to a RIR and to the detection of the ACF envelope. A critical point is the choice of the initial time of the backward integration: The evaluation of the ACF envelope can be wrong if this initial time is not properly selected (see Fig. 2 ).
The phenomenon has also been noted by Kato et al. 16 In the same article, it is proposed to apply the integration to the initial part of ACF only: The initial part is fixed in 50 ms according to evaluation of a vocal musical signal. For a general use, this choice can limit the applicability of the technique, e.g., in case of "slow" musical motifs or stationary tonal signals when high s e values are expected. 20 Some criteria for a correct decay estimation based on the knowledge of the noise floor are proposed in literature. 37, 38 These methods suggest that the lower level of the decay in which the Schroeder's backward integral is calculated should be 10 dB above the noise floor level.
The Morgan's statistical analysis 39 of the impulse response decay could be not applicable in case of autocorrelation functions. In case of a room impulse response, thus, the statistical process that can describe the decay is a Rayleigh distribution, as proposed by Schroeder. 40 In case of deterministic signal, the statistical distribution that can describe the decay is a Rice distribution. 26 In Schroeder's original paper on backward integration, 36 a Gaussian like signal is supposed. When the backward integration is applied to deterministic signals instead of Gaussian signals, the proof given in the Schroeder's paper is no more valid and the decay function so calculated cannot be assumed as convergent to the "true" decay of the signal.
C. Hilbert discrete transform
The Hilbert transform of a normalized ACF /(s) may be expressed as a convolution with the Hilbert's kernel 1=ps:
where * is the convolution operator. The discrete form of the Hilbert transform (HDT) is
where / n is the sampled version of /(s); h n is the discrete Hilbert filter, defined as
The magnitude of HDT is the envelope of the normalized ACF. Ando 24 proposed the use of the magnitude of the HDT for the evaluation of the ACF envelope. Although the HDT is an accurate method for envelope extraction in signal processing, this method has been only proposed by Ando 24 but not used for the ACF analysis due to its heavy computational load.
The HDT based envelope extraction is commonly used on modulated signals, but the ACF is not a modulated signal and the Hilbert transform could not permit an adequate extraction of the envelope (see Fig. 3) .
A sufficient condition for the envelope extraction with Hilbert transform is the minimal phase of the signal. The Hilbert envelope extraction is commonly used on modulated
signals, e.g., the single side band amplitude modulated signals (SSB -AM). It is possible to show that the autocorrelation of an AM signal is still an AM signal while the autocorrelation of a quasi-frequency modulation (QFM) signal is no more a QFM signal. Concerning the modulation characteristics of the signal in the internal representation of sound, different hypotheses have been proposed in literature.
1,13,41 With some hypotheses, an AM signal may be supposed a minimum phase signal, but these hypotheses depend on the frequency composition of the audio signal and are not generally verified. 41 If the signal is mixed phase, the Hilbert envelope extraction fails. 41 Moreover, the minimum phase characteristics present in the original signal may be lost after the A-weighting or other filtering operation realized by an IIR filter: The filtered signal may be a mixed phase signal also when the original signal is a minimum phase signal. These considerations may explain the ambiguity in Hilbert envelope running. It is also worth noting that some authors proposed mathematical methods to transform a generic signal in a minimum phase signal. 41 
III. DESCRIPTION OF THE NEW PROPOSED METHOD
The three extraction methods proposed in literature may be implemented as follows: The signal is A-weighted with a IIR digital filter, then the envelope of the A-weighted signal is extracted. All the previous methods can be seen as envelope extractors: In case of Schroeder's backward integration, the decay function is the envelope; in case of the Hilbert's method, the HDT magnitude is the envelope; in case of the peak detection method, the interpolation straight line is a particular form of envelope due to the hypothesis of linearity of the decay. Finally the linearization block returns the s e value from the envelope.
The flow diagram of the new proposed method (Fig. 4 ) shows the differences with the previous methods. The ACF of the A-weighted signal is now preprocessed by an iterated sharpening process. The basic algorithm of this iterated sharpening is as follows: At each iteration (see Fig. 5 ), the samples are compared two by two, from right to left, and for each comparison the smaller value is replaced by the higher. The algorithm proceeds from right to left on the temporal axis over the whole temporal window. The pseudocode is as follows:
Algorithm: Sharpening preprocessing Input1: Autocorrelation function: ACF (N s samples) Input2: Number of iterations: Niter Output: Sharpened ACF modified In the case of musical signals, with a sample rate of 44100 Hz, the number of iterations that permits obtaining an almost correct envelope is 200.
After the preprocessing, the envelope extraction in this new method is based on a "energy detector" realized with a quadratic operator followed by a low pass filter (Fig. 4) .
The "energy detectors" in the early literature have been realized by hardware in the analogic domain 42 with a diode followed by a RC filter. The performance of the detector depends on the time constant of the filter. As noted by Urkowitz 33 the order and the shape of the filter may be related with the degrees of freedom and the non centrality parameters of a v 2 distribution. In this work, a digital filter with an "Adrienne-like" frequency window is used. 43 The shape of this filter permits a good envelope of the local maxima located in the first part of the ACF decay and permits also to have a useful range of decay of 35 dB. 44 The calculated envelope is linearized, like in the previous methods, over the first 5 dB of the decay and the s e is extracted.
IV. EXPERIMENTAL RESULTS
The new proposed method has been tested with several anechoic motifs. Two reference motifs 45 (Table I) have been used for a comparison between the new proposed method and the previous literature. 16, 24 As noted in Sec. II and also by Kato et al., 16 the peak detection method is the only method from literature for which numerical results have been published, so it is used here as reference.
In Fig. 6 , the running s e of motif 1, calculated with the two methods (peak detection vs new method based on ACF), is presented. As can be noted, the two curves of the running s e are quite similar and the minimum value corresponds to the same temporal window.
The decay of ACF generating the minimum value of s e ((s e ) min ) evaluated with the peak detection method actually returns different values from those given in the literature (Table I) .
The reference signals in Table I have a short time duration and are used here only to compare the results of the new algorithm with those of previous literature. Four further anechoic motifs 46 representing four different types of orchestral music, with and without a singer, have been considered for the aim of this study (Table II) . These four motifs are long enough to test the algorithm on a wider range of typical orchestral signals.
For each motif, the minimum value of s e is due to the attack of the instruments (or of the voice). Therefore, the lowest value of the running s e may be almost the same for different type of music (motifs) where the same instruments are played, leading to an ambiguity about the real meaning of (s e ) min .
To exclude this ambiguity, following the statistical approach proposed by Shimokura et al., 47 the 90-percentile ((s e ) 90 ) and also the 95-percentile ((s e ) 95 ) of these running s e have been calculated.
As shown in Table II, To analyze a running s e over a long observation time, a moving percentile extraction is proposed. The moving percentile is calculated extracting the 90th percentile over a sliding temporal window of 60 samples of running s e (corresponding to about 30 s when the temporal window of the running s e is set at 2T ¼ 2 s with an overlap of 75%) with a shift of 15 samples for each step. Motifs 3-6 are long enough to permit the computation of a running integration of the percentile values of s e using a large time window. The running integration gives a smooth curve, indicating the overall trend of (s e ) min (Figs. 7 and 8 ).
For example, the motif 3 ( Fig. 7) presents three different timings: An initial crescendo (from 0 to 90 s), a second adagio (from 100 to 200 s), and a final part (from 200 to 300 s), more dynamical but less nervous than the first ones. The three parts may be considered to have three different (s e ) min values and the smoothed curve of (s e ) 90 seems to represent this situation. From 90 to 100 s, the running s e (Fig. 7) has a constant value that corresponds to the absence of musical signal (silence). The residual noise in this region gives a very low s e value which is assumed as not relevant for the statistical analysis.
The smoothed curve of (s e ) 90 reveals minor variations for motifs 4-6; in particular the value of (s e ) 90 is almost constant over all the whole time duration of motif 4, where a singer is present (Fig. 8) . Preprocessing the data with the sharpening algorithm before the envelope extraction improves the correct evaluation of the envelope (Fig. 10) , which otherwise could be overestimated (Fig. 9) . The sharpening block and the particular shape of the low pass filter realize the "proper" envelope, in the sense discussed by Jeffress. 42 The "ideal envelope extractor," 48 based on analytical hypotheses over the signal is not possible with non modulated signals (as the ACF) as also noted in Sec. III.
The minimum evaluable value of s e depends on the choice of the cut-off frequency of the filter with a reciprocity principle: Increasing the cut-off frequency of the filter the main lobe of the envelope decreases and permits the evaluation of lower values of s e . On the other hand, a high cut-off frequency of the filter may not permit a "proper" envelope detection. The "optimal" number of iterations depends on the shape of the filter, so an adaptive variant of the choice of this number has been tested: In this case, the cost function of the methods has been related to the distance between the peaks. The resulting envelope does not differ significantly from the other one (with a fixed number of iterations) and the processing time is higher: So the algorithm with a fixed number of iterations has been retained in the present work.
From the point of view of the statistical analysis of monoaural detection, the contribution of preprocessing may be interpreted as follows: Each iteration of the sharpening algorithm performs a non linear transformation of the signal and change locally the signal to noise ratio (SNR). The iteration of this non linear operation enhances the performance of the filter by a sort of local adaptation. The sharpening process requires a lower slope of the post detection filter fixing the duration of the temporal window. In terms of statistical analysis, this fact is justified by the smaller degree of freedom required to the detector when the SNR of the deterministic signal decreases (keeping constant the observation time and the bandwidth of the detector).
VI. CONCLUSION
The effective duration of ACF, s e , is an important factor in architectural and musical acoustics. Its minimum value has been proposed as a significant factor in the subjective preference theory. Therefore, the general use of this factor needs an effective method of extraction. The three main methods proposed in literature have been compared on different music motifs: The result indicates that they may be interpreted in different ways (peak detection) or rely on hypotheses not always verified for a general use (Hilbert transform and Schroeder's backward integration).
A new method has been proposed and verified on the same musical motifs of the previous ones. The results obtained with the new method are consistent with the results of the previous literature; moreover the proposed method may overcome some of the limitations of the existing methods.
The proposed method can correctly identify the ACF envelope over a wide dynamic range, more than the first 5 dB of the original definition. 10 The combined use of a non linear preprocessing and an "energy detection" method permits a good identification of the envelope; then a simple linearization over the first 5 dB of the envelope decay permits the evaluation of s e .
The availability of a reliable set of s e values over the whole musical motif permits introduction of some statistical descriptors and also computation of a smoothed percentile curve. Future research could investigate the relationship between this kind of analysis and the subjective perception of the musical timing of the motif.
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