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4bstract: In this paper we consider canonical correlations and a generalization of the singular value decomposition 
(SVD) that involves three matrices. We show how the two matrix problems are related and how they can be used in 
important applications such as weighted least squares and optimal prediction. We present two new computational 
procedures for the problems based on implicit SVD methods for triple matrix products. Our algorithms are well suited 
for parallel implementation. 
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1. Introduction 
In this paper we develop new algorithms for computing the HK-singular value decomposition 
(HK-SVD) and canonical correlations. The paper is organized as follows. Section 1 presents a 
description of the problems and their relations to the generalized singular value decomposition 
(GSVD). Section 2 discusses applications in which the HK-SVD and canonical correlation 
analysis provide powerful solutions. What follow in Section 3 are two implicit algorithms for 
computing the SVD of a product of three matrices. In Section 4, the implicit methods are 
embedded in a new HK-SVD algorithm and a new canonical correlation computation procedure 
(CCCP). A summary and some final remarks conclude the paper in Section 5. 
Notations. We make the standard choice to represent column vectors by bold lower case Latin 
characters, matrices by upper case Latin characters, and scalars by either Greek letters or Latin 
letters with subscripts, as elements in vectors and matrices. In addition, the following notations 
are used: 
0 nxP = an n Xp block matrix with all zero elements, 
IP = a p-dimensional identity matrix, 
A-T = the transposed inverse of A, i.e., ( A-‘)T, 
Al/2 = a square root of A, i.e., ( A1’2)TA1’2 = A, 
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A-l/* = the inverse of Al/* 
AT/* = the transpose of A’/‘, 
AdT/* = the transposed inverse of Al/*, 
A w+* = a 2 x 2 matrix formed by intersecting rows and columns i and i + 1 of A. 
1.2. HK-SVD 
Given three matrices A (n X p), H (n X n) and K (p Xp), where n ),p and both H and K 
are symmetric positive definite, we wish to find two transformations Y and 2 such that 
Y-‘AZ = D, (1.1) 
where 
YTHY=I,, and ZTKZ=Ip, 
and D (n Xp) is diagonal [21]. We say that the matrices Y and Z are H-orthogonal and 
K-orthogonal, respectively. 
A straightforward way 1211 to compute the HK-SVD is to first determine the Cholesky 
factorizations: 
H = RT,R,, K=R;RK, 0 4 
where R, and R, are upper triangular matrices, and then find an SVD of the product 
R,AR,‘: 
UT(RHARK1)V=D, 0 4 
where U and V are orthogonal, and D is diagonal. The two transformations Y and Z are given 
by 
Y=Ri’U and Z=R,‘V, 0.4 
but they will not be formed explicitly. We will present a new algorithm for finding the HK-SVD 
via equation (1.3) without any explicit matrix inversions or product formations. 
1.2. Canonical correlations 
Canonical correlations, originally introduced by Hotelling [lo], have plenty of applications in 
statistical analysis, ranging from searching for common factors to predicting the future [l,ll-131. 
Given two sets of random variables, x = (x1, x2,. . . , x,)~ and y = (y,, y,, . . . , Y,)~, n >, p, with 
a joint covariance matrix 
, 
we wish to find two linear transformations J and L that satisfy 
J=&, J = I,, LQ, L = Ip ) JT&,L = D, 
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We define the canonical variables 
u=JTx and u=LTy, 
which have a joint covariance matrix 
39 
(I.71 
The diagonal elements y, of D denote the canonical correlations. Hence, we find linear 
compounds u and 2) to maximize their cross-correlations. Hotelling showed that h = yf, i = 
1 , . . . , p, solve the equation 
det( 2x’y2;~ZXy - X.EYY) = 0. 
Unfortunately, canonical correlations can be cumbersome to compute. An early contribution 
was given by Healy [a], who posed the problem in terms of matrix algebra. The first step is to 
transform the covariance matrices X:,, and .XY, to identity forms. Since both matrices are 
symmetric positive definite, we can find their respective square root factors, i.e., 
2 = ~T/2~1/‘2 
xx xx xx 
and 2 
YY 
= zT/2z1/2 
YY YY ’ 
through computing either their Cholesky or eigenvalue decompositions. 
Applying the inverses of the square root factors symmetrically on 2, the matrix is transformed 
into 
and the canonical correlation problem is reduced to that of finding an SVD of a triple product: 
U’( 2,-,‘2.Z,y2;;‘2 1 V = D. (1.8) 
Healy suggested that a two-sided Jacobi method be used. The matrix 2 is thereby reduced to the 
joint covariance matrix: 
~-T/22 ~t-l/2 
YY yx xx 
with the desired transformations J and L given by 
J~z'-'/~u and L=z-'/2V 
xx YY * 0.9) 
Again, both J and L will not be formed explicitly. We note with interest the similarities between 
the equations (1.3)-(1.4) and (1.8)-(1.9). If the singular values yi are arranged in nonincreasing 
order: 
Yl > Y2 2 *. * > y, 2 0, (1.10) 
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then of all linear combinations of x and y, the first component of u has maximum correlation 
with the first component of 0, and so on. 
The idea to use an SVD-based approach to compute canonical correlations was reiterated in 
[11,20]. However, all three procedures suggest the explicit inversion of two matrices and the 
explicit formation of the matrix product. Suppose that the covariance matrix .Z is given, the new 
implicit SVD procedure that we develop in this paper will have better numerical property. At 
times, the observed data matrices X (n x m) and Y (p X m) where m (m > n) denotes the 
number of observations, are available, and the covariance matrix 2 can be estimated by the 
matrix 
1 xx= XYT 
m YXT YYT . i 1 
To avoid a possible loss in numerical accuracy in finding Z, Golub [6] and Bjijrck and Golub [2] 
proposed that two QR decompositions of the data matrices be calculated: 
XT = Q,R, and YT = QyR,, 
so that (1.8) becomes 
u’( Q;Q,)v= D, (1.11) 
which can be solved via standard means. However, for applications such as least squares and 
linear prediction (Section 2), either covariance matrix xxx or E’, may be replaced by a general 
weighting matrix A and this simplification is not possible. 
I.3 Related work 
Our new algorithms are based on an implicit GSVD method [15,19], which computes an SVD 
of a p Xp product AK’, without explicitly forming the product and without inverting B. 
The SVD of a matrix product finds applications in many areas. For instance, it can be used in 
control theory to compute system balancing transformations (cf. [5,9,14,18]). That is, we find a 
contragradient transformation P to diagonalize two given symmetric positive definite matrices A 
and B: 
P=AP = P-lBP-T = A. 
The transformation thus solves the generalized eigenvalue problem 
ABx = X2x. 
One way to find P is to compute the Cholesky decomposition of B, i.e., B = RZR,, and then 
calculate an eigenvalue decomposition of the symmetric matrix 
U’( R,ART,)U= A2. 
We get the transformation as 
P = RT,Ul+? 
(1.12) 
Despite the similarity of (1.12) to (1.3) and (1.8), since A is symmetric positive definite here, we 
may compute the Cholesky decomposition of A = Rz R, and find an SVD of R, Ri 19,141. For 
(1.3) or (1.8), however, neither A nor E:,,, is symmetric, and so we must consider an SVD of three 
matrices. 
L. M. Ewerbring, F. T. Luk / Canonical correlations and generalized S VD 41 
2. Applications 
Given below are two important problems that can be solved through either the HK-SVD or 
the canonical correlation computation procedure (CCCP). 
2. I. Weigh ted least squares 
The HK-SVD is useful in finding the solution to a weighted least squares problem: 
)]Ay-b(],=min, s.t. I( y]),=min. 
The M-vector norm is defined by 
]lzI]&=zTMz, 
(2.1) 
where M denotes a symmetric and positive definite matrix. We may reformulate the problem as 
IIArbliH= IIRH@rb) li2= lIR,AR,‘(R,y)-RHbl12=min, 
subject to 
II J&Y II 2 = en. 
The procedure is to compute an SVD 
U’( RHAR,‘)V= D, (2.2) 
and solve the simple problem: 
(]Dw--fl(2=min, s.t. l[w]l,=min, (2.3) 
where 
w = VTR,y = Z- ‘y and f = UTRHb = Y-lb, 
with Y and 2 as defined in (1.4). We see that the HK-SVD provides an easy solution to the 
weighted least squares problem (2.1). 
An interesting result is obtained by re-defining equation (1.1) to be 
FTAZ = D. 
Equation (1.4) then gives 
f=RLU and Z=R,‘V, 
and the matrix f now becomes H-‘-orthogonal while Z remains K-orthogonal. We still reduce 
the given problem (2.1) to the simple one (2.3) but with w = Z-*y and f = gTb. The transforma- 
tions can be found via the CCCP with the substitutions 
zl,, = H-‘, &I =A, .Xyy = K. 
Then, 
?=J, Z=L. 
In many important applications, e.g., aircraft wing flutter analysis [13], we are in fact given the 
following formulation: 
IjAy-b11.-1 =min, s.t. ]I y)],=min, (2.4) 
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and ye see that the CCCP allows us to solve (2.4) using ZXX = A, Z’,, = A, Xuv = K, i.e., no 
matrix inversion is required. 
2.2. Optimal prediction 
In canonical correlations, we are given two data sets and the issue is to maximize their joint 
covariance. In many other cases we are given only one vector and are asked to predict the other. 
This instance occurs when either one vector is unobservable or the cost for its observation is 
prohibitively high relative to that for the other. The problem formulation is as follows. 
Given a random vector n = (xi, x2,. . . , x,)= and a scalar r (r < n), and a r-dimensional linear 
combination of x (i.e., find z = ATx, where A 
z, minimizes the weighted prediction error 
f( jZ) = II Y -$Z II&J. 
An optimal estimation of jjZ given z is easily 
JZ = z&z > 
is n X r), such that sZ,, a prediction of y based on 
found as 
(2.5) 
by projecting y onto the space generated by the components of z. Next, we need to determine 
how to choose z as a linear combination of X. First, find the transformations J and L such that 
J=&.,J = I,, LTZ,L = Ip, J=Z,,L = D. 
Then 
f(~z,)=llL(Y-A,)1122~ 
Next, pick z to contain the first r canonical variables of X, i.e., 
z = J,=x, 
where Jr is an n X r matrix consisting of the first r columns of J. Hence, 
ZZ, = I, and jjZ = 2,, Jr J,.Tx. 
The error is given by 
P-6) 
(2.7) 
ft~=)=tr(LTE[(y-~~)(y-~~)T]L)=tr(LTE[(y-~~)yT]L) 
= tr( LTZyyL) - tr( LTE, J,.JrTZ,,,L) = tr Ip - tr( DFDr), 
where tr denotes the trace of a 
D, = diag(y,, y2,. . . , y,). Hence, 
matrix, E[ w] denotes the expected value of a variable w, and 
and we have obtained a very simple error expression, which can be readily applied to the model 
reduction of linear systems [ll]. 
Here we have considered only the case with Z;J,i as a weighting matrix. However, the CCCP 
handles any general symmetric positive definite weighting matrix A, without any modifications. 
Also, it may avoid unnecessary matrix inversions as exemplified for the HK-SVD. Other 
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weightings are described in [12,22]. The former derives the corresponding relations for a general 
and possibly rank deficient weighting matrix. 
3. SVD of products of three matrices 
When computing the SVD of a product of matrices, one must take special care not to purge 
relevant data. In this section we consider two special products where we assume that the matrices 
to be inverted have full rank. The products of interest are 
EFG-1 (3.1) 
and 
E-‘FG-’ 9 (3.2) 
where E, F and G are all p x p and upper triangular. The special case of (3.1)-(3.2) where 
E = IP reduces to the GSVD problem for the two matrices F and G. 
In a Jacobi SVD algorithm we solve a sequence of 2 X 2 problems by finding rotation 
parameters to annihilate off-diagonal elements. An important issue is the order of elimination. 
Luk [16] chooses the odd-even ordering for an efficient parallel implementation. The conver- 
gence of this scheme has been proved [17], and the algorithm implemented on a massively 
parallel machine [3,4]. Let us define the odd and even index sets by 
Odd-set ={1,3,5 )...) p-l}, 
Even-set = { 2, 4, 6,. . . , p - 2} 
assuming that p is even. For an odd p, we define 
Odd-set ={1,3,5 ,..., p-2}, 
Even-set ={2,4,6 ,..., p-l}. 
The GSVD of F and G, where G is assumed to have full rank, is computed via an SVD of the 
matrix 
C = FG-‘. (3.3) 
Note that when G is rank deficient, the GSVD of F and G is not necessarily given by the SVD 
of FG+, where Gt denotes the pseudo-inverse of G. The procedure [15,19], determines orthogonal 
transformations U, v and Q so that the two resulting matrices UTFQ and VTGQ have parallel 
rows, i.e., 
UTFQ = D. VTGQ, 
where D is some diagonal matrix. We can easily check that 
U=(FG-‘)V= D, 
which is just an SVD of C. 
(3 4 
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The special advantage of Luk’s approach [15] is that it preserves the upper triangular structure 
of both F and G. Indeed, the two matrices G-l and C are also upper triangular. Consider a 
transformation in the (i, i + 1) plane, and denote by A@‘+’ the 2 x 2 matrix formed by 
intersecting rows i, i + 1 and columns i, i + 1 of a p Xp matrix M. Being triangular, the two 
matrices G and C satisfy these special relations: 
(G-‘)i’i+l 
= (Gl,i+l)-I, Ci,i+l = Fi,i+l( G-l)iY’+l. 
The nonsingularity of G”‘+’ follows trivially from the nonsingularity and the triangularity of G. 
We have thus proved that 
C i,i+l _ Fi,i+l(Gi,i+l)-I, (3.5) 
the key condition for an implicit computation of an SVD of C. So, let U’,‘+’ and P+’ denote 
rotations for a 2 x 2 SVD: 
(Ui.i+l)TCi,i+lVi,i+l = s, 
where S is diagonal. We have 
( ,yi,i+l)TFi,i+l = s. (yi,i+l)TGi,i+l, 
i.e., the two rows of (uLi+l)TFLi+l and (yi.i+l)TGi,i+l are parallel. Hence we can find one single 
rotation, say Qi,itl, that will triangularize both 2 x 2 matrices F’*‘+’ and G’,‘+’ [15,19]. 
How do these transformations affect the p Xp upper triangular matrices F and G? We have 
Fe q:+lFQi,i+l, G+ <:+lGQi,i+l, 
where q,i+l> y,i+l and Qi i+ 1 denote appropriate p X p rotations in the (i, i + l)-plane. Note 
that both p X p matrices UiT+ iF and <T+iG have only one non-zero subdiagonal element each, 
in the (i + 1, i)-position. These two extraneous elements are annihilated by the same rotation 
Qi,i+,* 
3.2. Algorithm PSI/D-l 
We extend the GSVD algorithm to the general case where E # Ip. First, consider the product 
(3.1). We need to determine orthogonal transformations 17, V, Q and W, such that 
UT(EF)Q = Da VTGQ, 
where D is diagonal, and such that UTEW, WTFQ and VTGQ are all upper triangular. First, 
define 
C=EFG-’ and H=EF, (3.6) 
even though we never intend to explicitly form neither product. Once again, focus on a 2 X 2 
problem that lies on the diagonal: 
C i,i+l _ E Fi,i+l i,i+l (Gi,i+l)-l = ffi.‘+l(Gi,i+l)-l. 
We find two rotations, say U’,‘+’ and Vi*i+1, to diagonalize the matrix C’.‘+‘. The rotations are 
applied to H’,‘+l and G’,‘+‘: 
H i,i+l t (ui,i+l)THi,i+l, Gi,i+l c (yi,i+l)TGi,i+l. 
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From previous discussions we learn that we can find one rotation 0’~‘~~ to restore both matrices 
to triangular forms: 
H i,i+l c (Ui,i+l)THi,i+lei,i+l, Gi,i+l t (yi,i+l)TGi,i+lei,i+l_ 
Naturally, we want to rotate I?‘,‘+’ and FiTi+’ individually, and not their product Hi,‘+‘: 
E i,i+l t (Ui,i+l)TEi,i+l, Fi,i+l t Fi,i+lQi,‘+l. 
The fact that H’,‘+l stays upper triangular means that another single rotation W’,‘+’ can be 
applied to maintain the triangularity of both E”‘+’ and Pi,‘+‘: 
E i,i+l t (~i,i+l)T~i,i+l~+,~i,i+l . (3 -7) 
and 
F i,i+l t (Wi,i+l)TFi,i+lQi,i+l. 
We summarize our algorithm as follows. 
Algorithm PSVD-1. 
do until convergence 
alternate between i E Odd-set and Even-set 
begin 
{ ui,i+l and V,j+l are “outer rotations”} 
determine q,i+l and E$+l to 
annihilate ci i+ 1 and ci+ 1 i; 
Et ZJ;+,Ef G+ y;+;G; 
U+ ul_&+l; V+ Vy,i+l; 
find Q;,;+ I to zero out hi+l,i and gi+l,j; 
F+ J’Qi.i+l; G 6 GQi,i+l; 
find v,i+l to zero out e,,,,, and fi+l,i; 
E + E&+,; F + W$+& 
end. 
By convergence we mean that the matrix C has converged to a diagonal form D = diag( yi) 
with 
Yi = eiifi;/gii . 
The matrices of left and right singular vectors are given by U and V, respectively. 
3.3. Algorithm PS VD-2 
Only minor changes are required when we consider the product (3.2) instead of (3.1). Here, we 
find transformations U, V, Q and W such that 
UT(E-‘F)Q = De VTGQ, 
where D is diagonal, and such that WTEU, WTFQ and VTGQ are all upper triangular. We 
define 
C = E-IFG-’ and H = E-lF, (3 4 
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and we form the 2 X 2 matrix 
c i,i+l = (Ei,‘+l)-lFi,i+l(Gi,i+l)-l. 
The only change comes in the way we update E’,‘+‘. Instead of (3.7) we use 
E i,i+l t (Wi,i+l)TE’,i+lUi,i+l. 
The overall algorithm is given below. 
Algorithm PSVD-2. 
do until convergence 
alternate between i E Odd-set and Euen-set 
begin 
{ Ui,i+l and ‘vi,i+l are “outer rotations”} 
determine q,i+l and V;,i+l to 
annihilate ci i+l and c~+~,~; 
E + Eq,i+,: G + b$+lG; 
U+ UQ+1; V+ qi+,; 
find Qi,i+ 1 to zero out hi+l,i and gi+l,i; 
F+ FQi,i+l; G + GQi,i+l; 
find W;. i+l to zero out ei+l,i and fi+l,i; 
E + w;+lE; F+ w,;+lF; 
end. 
On convergence, we get the left and right singular vectors in U and V, and the singular values 
in D = diag( y,), where 
Yi =fii/(eiigii)* 
4. New algorithms 
In this section, we show how the two PSVD methods can be used for the HK-SVD algorithm 
and canonical correlations. 
4.1. Algorithm HK-SVD 
As described in (1.3), for computing the HK-SVD, we need to find an SVD of the matrix 
product 
C = R,AR;‘. (4.1) 
To make use of the implicit algorithms of Section 3, we must reduce C to a product of upper 
triangular matrices. To accomplish this, compute the QR decomposition (QRD) of A: 
A = Q,R,, 
where 
R, = 
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and ff, denotes a p X p upper triangular matrix. We get 
R,AR,~ = (R,Q,)R,R,? 
Another QRD is performed, this time on the matrix product R,Q,: 
R,Q, = QaRg- (4.2) 
Thus, the problem has been reduced to that of finding an SVD of the product 
c^= RAR,R$, (4.3) 
where RA is nXn, R, is n xp and R, is p Xp. So, we need to handle the different 
dimensions. For n > p, the last n - p rows and columns of Rg can be discarded because the last 
n -p rows of R, are zero. Hence, set 
E+I~R&, Fe&, G+RK, (4.4) 
where 
_ Ip 
Ip = qn-pjxp ’ i I 
and compute the diagonalization of the product EFG-1 using Algorithm PSVD-1. Finally, set 
the n x n matrix of left singular vectors to be 
( 
u 0Pxb-P) 
Qa ql-p)Xp Al-p I ’ 
to account for the QRD of (4.2). We summarize the algorithm as follows. 
Algorithm HK-SVD. 
compute Cholesky factorizations: 
H = R&R,; K = RT,R,; 
compute QR decomposition of A: 
A = Q,R,; 
transform the matrix R,: 
R, + R,Q,; 
compute QR decomposition of R,: 
R, = QARA; 
E+I+R& F&i?,, GtR,; 
use Algorithm PSVD-1 to find an SVD of EFG- 
4.2. Algorithm CCCP 
To compute the canonical correlations of two sets of data, we recall from (1.8) that we must 
compute an SVD of the product 
c = q_‘2~XYq_Yr”. 
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To use Algorithm PSVD-2 we need to reduce all three matrices to upper triangular forms of 
equal dimensions. The procedure is as follows. 
First, compute the Cholesky factors of ZX, and ,I?,,,,: 
%X = RLRXX and ZIY = R:,, R, , 
so that 
C = R,;TC,,R-‘. 
YY 
Also, compute a QR decomposition of XXy: 
&y = Qxy Rxy .
Hence, 
P-5) 
R;,T&,R- yy = ( Kx'Qxy ) Rx, R;. 7 
and it appears that we need to compute a QRD of the product RTxTQ,,. To avoid the matrix 
inversion, we use the relationship 
K~Qxy = (QTyR:x)-l = (RxxQxy)-T. 
We want to lower-triangularize the product RxxQxy: 
RxxQxy = Qx-Ax”,, 
where Q,; is orthogonal and Lx, is lower triangular. To recapitulate, we do 
R;:Q,, = (Q,L)-‘= Q,J%: = Q&;:, 
where 
Rx, = L;%, 
and reduce (1.8) to that of finding an SVD of the product 
c^ = R;;R,, R;;, (4.6) 
where Rx. is n x n, R,, is nXp and R,, is p Xp. As in Section 4.1, now we deal with the 
different matrix sizes. Fortunately, we can again take advantage of the triangularity of our 
matrices: 
In words, the leading p x p principal submatrix of R&! equals the inverse of the leading p X p 
principal submatrix of Rx,. This property is important, for it saves us an explicit computation of 
R>J to obtain its principal submatrix. Hence, we set 
E + I-R&, F+;Rxy, G+ R,, 
and find an SVD of E-*FG-‘. The left singular vector matrix is found as 
Qx> o _” 0 Px(n-P) 
(n P)XP In-P 
We present the overall algorithm below. 
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Algorithm CCCP. 
compute Cholesky factorizations: 
z,, = R:,R,,; 
compute QR factorization 
zxu = Qxy Rxy ; 
transform the matrix R,,: 
R xx +- LQxy ; 
compute QL factorization of R,,: 
R,, = Qx-&x>; 
set: 
use Algorithm PSVD-2 to find an SVD of E-‘FG-‘. 
We note the great similarities between the two procedures in this section. One major difference 
lies in that canonical correlation analysis calls for the implicit inversion of one more matrix than 
the HK-SVD, but we show how a QL (instead of QR) decomposition can save the apparently 
required n X n matrix inversion. 
4.3, Computational complexity 
To estimate the operation counts of Algorithms HK-SVD and CCCP, we choose the standard 
assumption that one flop equals one floating-point multiplication and addition. We consider 
only the n3, n’p, np2 and p3 terms. We note also that our previous descriptions indicate that 
both algorithms require the same work for the preparatory and iterative phases and so we will 
analyze only the first algorithm. The preparatory phase consists of two Cholesky and two QR 
factorizations, i.e., up to but excluding equation (4.3), and do not include the accumulation of 
transformations for the second QR factorization, since they are stored in factored form. The 
operation counts for the standard algorithms follow those of Golub and Van Loan [7]. 
Consider Algorithm HK-SVD. The preprocessing phase includes two initial Cholesky factori- 
zations to find R, (n X n) and R, (p Xp), which require i( n3 +p3) flops. The QR decomposi- 
tion of A (n Xp) needs np2 - ip’ flops to compute R, (n X p) using Householder transforma- 
tions, and np2 - ip’ more flops to compute the first p columns of QA. We call this n X p matrix 
QA. A total of in2p flops are needed to post-multiply oA into R,, and the second QR 
decomposition is computed using another np2 - 4~” flops. Notice that, to explicitly form QA 
and to post-multiply this matrix into R, is less expensive than to multiply each reflection matrix 
into R,. Hence, the preparatory phase requires a total of in’ + :n2p + 3np2 - sp’ flops. 
The computation of the SVD of a product of three p Xp upper triangular matrices is iterative, 
usually requiring O(log p) sweeps, a number we denote by cy. Here, we identify p xp matrices 
with a tilde (e.g., 2). To find an operation count we separate the problem into three cases, 
namely: 
(a) only singular values are computed, 
(b) singular values, fi and f are computed, 
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Table 1 
Operation counts per sweep 
SVD 
GSVD 
PSVD 
(a) (b) 
2P3 6p3 
4P3 8P3 
6p3 lop3 
Cc) 
6p3 
lop3 
14p3 
(c) singular values, 0, v, Q and ?@ are computed. 
Table 1 displays a comparison of the required work for an ordinary SVD and the implicit 
diagonalization of two or three matrices, i.e., the GSVD or PSVD, respectively. 
Note that only the PSVD entries are relevant for the HK-SVD. If we are interested in case (a), 
we add 6p3ar flops to those needed for the preprocessing phase. However, for cases (b) and (c) we 
need to consider how to best calculate the left singular vectors for the entire product, i.e., we 
need to determine how to form the product OQk. Recall that in the second QR factorization of 
the preparatory stage, we have chosen to store the Householder reflections, P,‘s, in factored 
form. i.e. 
QA=PIP, ... Pp , 
There are three possible ways, namely, 
U(1): form Qk; 
multiply oj,i+ 1 into QA; (U +- Q&i,j+,), 
U(2): form Qg; 
form U, 
multiply Qg into fi; (U+ Q&), 
U(3): form U; 
multiply Pj into ti’; (U+ P,C). 
The operation count for each case is presented in Table 2. 
We conclude that case U(3) is always more costly than case U(2), and that case U(1) is worse 
than U(2) for 
which would often be the case. For instance, with cx = 6 we favor case U(2) over U(1) for 
n > 1.1 p. 
Finally, we give in Table 3 the operation counts to estimate the work required to compute the 
HK-SVD, assuming that case U(2) will be used if the singular vectors are required. Hence, it 
Table 2 
Formation of left singular vectors 
Operation counts 
U(1) U(2) U(3) 
np2 - p3/3+2np2a 2np3-p3/3+2p3a 2np2 +2p3a 
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Table 3 
Operations count for the HK-SVD 
(a) 
(b) 
(c) 
Operation counts 
n3/6+ n2p/2+3np2 -5p3/6+6p3a 
n3/6+ n2p/2+5np2 -7p3/6+10p3a 
n3/6+n2p/2+5np2-7p3/6+14p3a 
follows that for a large value of n/p (say 10) the preparatory phase is the dominant one, since 
the iterative phase requires at most 14p3a work. 
5. Final remarks 
This paper presents two implicit algorithms for computing the SVD of a product of three 
matrices. Both algorithms play integral roles in the new methods in Section 4 for computing 
HK-SVD and canonical correlations. The many similarities between the two methods are 
portrayed in Section 2.1 where a weighted least squares problem is considered. The applicability 
of canonical correlation analysis is further exemplified in Section 2.2 that discusses optimal 
prediction. 
All problems in the paper call for the diagonalization of a product of three, not necessarily 
symmetric, matrices. The extension of our methods to a product of more matrices is straightfor- 
ward. 
Our new algorithms have been simulated on a VAX 11/750 using MATLAB. They are well 
suited for a massively parallel computer; Ewerbring and Luk [3,4] 
the SVD and GSVD methods described in this paper on the 
Machine, 
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