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Renormierungsgruppenstudie zum Hubbard Modell
Das zweidimensionale Hubbardmodell mit abstoßender Wechselwirkung wird
ha¨ufig als effektives Modell fu¨r die Hochtemperatur-Supraleiter der Kuprat-
familie betrachtet. Wir untersuchen dieses Modell bei Van-Hove-Teilchen-
dichte anhand der funktionalen Renormierungsgruppe, in ihrer Formulie-
rung fu¨r irreduzible Vertizes und in der Level-zwei-Trunkierung. Mit der vor
kurzem entwickelten Austauschparametrisierung fu¨r den Wechselwirkungs-
Vertex ko¨nnen wir bereits vorhandene Arbeiten erweitern und die fließende
Selbstenergie sowie den frequenzabha¨ngigen Wechselwirkungs-Vertex detail-
liert analysieren. Die Verformung der Fermilinie durch elektronische Wech-
selwirkungen bleibt klein und hat geringe Auswirkungen. Die frequenzabha¨n-
gige Selbstenergie kann dagegen zu drastischen Effekten fu¨hren, die ih-
ren Ursprung im stark reduzierten Quasiteilchen-Gewicht am Van-Hove-
Punkt haben. Wir erhalten die selbe Landschaft von Instabilita¨ten der Fer-
miflu¨ssigkeit wie in der stationa¨ren Parametrisierung. In der Parameter-
region von konkurrierendem Ferromagneten und d-Wellen-Supraleiter deu-
ten unsere Ergebnisse auf einen quantenkritischen Punkt hin. In dieser
Region weicht die Frequenzabha¨ngigkeit der Selbstenergie am Van-Hove-
Punkt von der Fermiflu¨ssigkeits-Form ab. Anhand unserer diskreten RG
Daten schlagen wir weiterhin fu¨r die Transferfrequenzabha¨ngigkeit der Aus-
tauschpropagatoren eine funktionale Form vor, die einen wesentlich gro¨ßeren
Gu¨ltigkeitsbereich als die u¨blichen Lorentzkurven aufweist.
Renormalisation group study of the Hubbard model
The two-dimensional repulsive Hubbard model is frequently considered as an
effective low-energy model for cuprate high-temperature superconductors.
We study this model with focus on Van Hove particle filling by means of the
functional renormalisation group, in its formulation for irreducible vertices
and in the level-two-truncation. Our main objective is to use the power of
the recently devised exchange parametrisation for the interaction vertex to
go beyond previous studies and investigate in detail the flowing self-energy
and the frequency-dependent interaction vertex. Whereas the Fermi surface
deformation due to electronic interactions remains small and has limited
impact, the frequency-dependent self-energy can have drastic effects because
of strongly reduced quasi-particle weights at the Van Hove points. We detect
the same landscape of Fermi-liquid instabilities as in the stationary setup.
In the region of competing ferromagnetic and d-wave pairing instability our
results speak in favour of a quantum critical point. In this region we also
extract a non-Fermi-liquid frequency dependence of the self-energy at the
Van Hove point. Based on our discrete RG data we furthermore propose an
effective functional form for the transfer frequency dependence with a much
larger regime of validity than conventional Lorentz curves.
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Introduction
It is wrong to think that the task of physics
is to find out how nature is.
Physics concerns what we can say about nature.
(Niels Bohr)
Transition-metal oxides of the cuprate family attract incessantly a strong in-
terest from both the experimental and the theoretical point of view [DHS03,
LNW06, Dag94, MSH+11], first and foremost because of the superconduct-
ing phase with high transition temperature found in these materials. The
discovery of high-temperature superconductivity (HTSC) in a ceramic com-
pound, actually believed to be an insulator, speaks in favour of a new mech-
anism. Besides HTSC these materials exhibit a rich phase diagram with a
variety of further unusual properties, and its full theoretical explanation is
an open problem.
The common structural characteristic of the HTSC cuprate family are
two-dimensional copper-oxygen layers, believed to be the key to the theoret-
ical understanding. In this work we study the two-dimensional t-t′-U Hub-
bard model, which mimics essential aspects of the cuprate physics, namely
the interplay of a local Coulomb repulsion with hopping of spin-12 -fermions
on a regular lattice in the vicinity of a half-filled band. It therefore is a
frequently studied model in the search for the mechanism leading to HTSC
in the cuprate materials.
Despite its simple form, even the qualitative analysis of the two-dimen-
sional t-t′-U Hubbard model is a difficult problem, and many of the model’s
basic properties are still unsettled. Major challenges are to properly treat
the extended Fermi line (not point-like) singularities of the bare propagator
as well as to deal with its spatial anisotropy. There are known only few
exact results about the model, one of them is that the ground-state has spin
zero at half-filling and in the bipartite case [Lie89].
In this work we apply the functional renormalisation group (RG) tech-
nique [MSH+11] to the Hubbard model for a systematic analysis of the
competing instabilities of the Fermi liquid at low temperatures.
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2 Introduction
Figure 1: Schematic phase diagram about the experimentally observed properties
of HTSC cuprates, reproduced from ref. [DHS03]. At low temperatures the com-
pounds evolve upon doping from an antiferromagnetic isolator to a superconductor,
furthermore a pseudo-gap region and a metallic phase with unusual characteristics
are found.
Cuprate crystal structure and experimental results
The cuprate HTSC family shows a layered crystalline structure involving
copper-oxygen layers and so-called charge reservoir layers. The former are
believed to be the location of the essential processes relevant to the ex-
traordinary cuprate properties, whereas the latter control the number of
charge carriers in the copper-oxygen planes via doping.
To give an example we consider the compound La2−xSrxCuO4 (LSCO)
in more detail [Dag94]. As already mentioned, copper and oxygen cores
form layers in the crystal. Each copper site is surrounded by an octahedral
structure involving four in-plane oxygens and two oxygens in the adjacent
layers. The latter two are called apical oxygens and have a larger distance to
the Cu than the four in-plane oxygens. The balance of valence electrons is
as follows: the atomic configuration of the elements are La: [Xe](5d)(6s)2,
Sr: [Kr](5s)2, Cu: [Ar](3d)10(4s) and O: [He](2s)2(2p)4. In the undoped
(x = 0) crystal the valence changes formally to La3+: [Xe], Cu2+: [Ar](3d)9
and O2−: [He](2s)2(2p)6. Hence, in the process of electron donation a hole
in the Cu3d orbital is created whereas all O2p orbitals get occupied.
The undoped compound is an antiferromagnetic insulator, believed to
fall in the class of Mott insulators. Figure 1 shows a schematic phase dia-
gram of HTSC cuprates in the temperature-vs.-doping plane. The pro-
cess of LSCO doping consists in replacing several La with Sr in the charge
reservoir layers. Since Sr donates one electron less than La in the crystal
binding process, x holes per unit cell in the cuprate layer are generated
(hole doping). Other common representatives of hole-doped cuprates are
YBa2Cu3O6+y (YBCO) or Ba2Sr2CaCu2O8+y (Bi-2212); an electron-doped
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compound is e.g. Nd2−xCexCuO4. Doping leads to a destabilisation of the
antiferromagnetic order observed in the undoped parent compound. At low
temperatures and sufficiently large doping a superconducting phase emerges.
For LSCO the largest transition temperature to the superconducting phase
is encountered at a dopant concentration x ≈ 0.15. This is the optimally
doped regime; the phase diagram region with smaller x is called underdoped
and the one with larger x is called overdoped. In the underdoped regime
a pseudo-gap region shows up. At optimal doping and low temperatures
above the transition temperature to superconductivity, cuprate compounds
show unusual properties such as a linear temperature dependence of the res-
istivity, instead of quadratic as in usual metals, and this region of the phase
diagram is called “strange metal”.
Theoretical models for cuprate superconductors
The complex cuprate crystal structure raises the question of effective theor-
etical models that can describe the relevant processes leading to the uncon-
ventional behaviour observed for such materials. One of the leading view-
points is that the predominant mechanism for HTSC in cuprates is different
from the usual phonon-mediated Cooper pairing of electrons in conventional
superconductors and has its origin in electron-electron interactions, see e.g.
[And87]. It should therefore be addressed within models of correlated elec-
tron systems such as (extended) Hubbard models or the t-J model.
One step in this direction is taken by the three-band model for cuprate
copper-oxygen layers. It consists in a tight-binding approximation for the
CuO2 planes where only the atomic orbitals with the potential to strong
hybridisation are kept. In the LSCO oxygen octahedron around Cu sites
the apical oxygens have a considerably larger distance to the central Cu
than the in-plane oxygens and hence are disregarded. This results in a
two-dimensional square lattice model in the x-y plane with one copper core
and two oxygen cores per crystal unit cell, arranged in such a way that
between two adjacent Cu sites one oxygen site is present. Only one orbital
per core is retained. The involved atomic orbitals are Cu3dx2−y2 and O2px,
O2py, with the latter two chosen such that the orbital lobes point towards
the neighbouring Cu site. The undoped parent compound has one hole per
CuO2 crystal unit cell, through doping of the charge reservoir layers the hole
filling in the copper-oxygen layers can be varied.
The most important constituents of the three-band model for holes in
CuO2 planes are an energy gap ∆ > 0 between the Cu orbital and the
energetically higher O orbital, a strong Coulomb repulsion U for two holes
occupying the same Cu site as well as a nearest-neighbour Cu–O hopping,
with the amplitude proportional to the orbital overlap. Further details such
as a next-nearest-neighbour O–O hopping as well as oxygen on-site or next-
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nearest-neighbour Coulomb repulsion can be introduced additionally.
In the situation of exactly one hole per unit cell of the three-band model
(x = 0), the perturbative treatment of small hopping amplitudes (much
smaller than ∆, U, |U −∆|) results in an effective low-energy model with
antiferromagnetic spin exchange between holes at adjacent Cu sites, and
the oxygens drop out, see e.g. [ZR88]. Zhang and Rice [ZR88] proposed
that also in the hole-doped case with U  ∆, where oxygen orbitals cannot
simply be projected out, the three-band model can be reduced to an effective
low-energy one-band model: the idea is to perform a basis change in the one-
particle Hilbert space to specific linear combinations of oxygen-orbital hole
states, namely the ones corresponding to the four O sites surrounding each
Cu site. This leads to bonding, non-bonding and anti-bonding “molecular”
orbitals. Furthermore, a hole in such an orbital configuration can form a
spin singlet or triplet state with another hole occupying the orbital of the
central Cu. Treating hopping processes in perturbation theory, Zhang and
Rice found that the symmetric singlet (“Zhang-Rice singlet”) has the lowest
energy of all these linear combinations. Orthonormalisation and projection
to the low-energy states provides the t-J model as an effective model of holes
moving along a square lattice with hopping amplitude t and interacting via
an antiferromagnetic spin coupling J between nearest lattice neighbours.
A natural model in the context of cuprate physics is the t-t′-U one-band
Hubbard model. This model is among the simplest ones that capture the
essential aspects of correlated electron systems. It describes electrons that
move on a square lattice with amplitudes t, t′ for hopping between nearest
and next-nearest lattice neighbours, respectively. Particles occupying the
same lattice site are subject to a Coulomb repulsion U . The t-J model,
derived as an effective cuprate model by Zhang and Rice, arises in the strong-
coupling limit U/t large at t′ = 0 of the t-t′-U Hubbard model.
From the theoretical point of view, a reasonable starting point is to check
whether such seemingly simple models as the one-band Hubbard model can
provide a mechanism of Cooper pairing relevant to HTSC cuprates before
aiming at quantitative reproduction of experimental results.
Renormalisation group idea
The functional renormalisation group is a particularly powerful method in
the investigation of systems with strongly scale-dependent behaviour, such
as correlated electron systems. It offers a flexible tool for controlling fermion
systems at all scales and thus allows to properly treat low-energy propag-
ator singularities, which are the source of infrared divergences in standard
perturbative expansions. For a review on this method see ref. [MSH+11].
The RG trajectory links the microscopic action, as given by the Hamilto-
nian, to macroscopically relevant correlation functions. It is established by
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introducing an RG scale parameter Λ into the bare action to control the
suppression of low-energy modes. During RG flow this regularisation is
successively removed. The correlation functions at scale Λ have the two
interpretations of providing correlation information for high-energy degrees
of freedom and providing the effective interaction for low-energy modes.
The (semi-)group structure of the RG map is easily understood in terms
of the Wilson effective action V(C, V )[J ]. Via differentiation with respect
to the source terms J , the functional V(C, V )[J ] generates the connected
amputated Green functions corresponding to a system with free covariance
C and interaction V . We consider a scale decomposition of the type C =
C1+C2, where one can think of C1 as a propagator for low-energy modes and
of C2 as a propagator for high-energy modes. The (semi-)group property
V(C1 + C2, V ) = V
(
C1,V(C2, V )
)
(1)
then concretely states how the full generating functional V(C, V ) is obtained
from the effective high-energy potential V(C2, V ) by incorporating propaga-
tion of low-energy modes governed by C1. This relation is the starting point
for an iteration where the low-energy singular structure of propagators in
correlated electron systems is successively approached from the large-energy
side.
The infinitesimal version of eq. (1) is an exact differential equation in
the scale parameter Λ for the generating functional. The expansion of this
equation as a formal power series in the source fields J provides a hier-
archy of RG flow equations for correlation functions. This is a widely used
form of the fermionic RG. Simple truncations for this hierarchy have turned
out to provide new powerful approximation schemes for correlated electron
systems. The idea of establishing exact flow equations most simply carries
over to further standard generating functionals such as that of one-particle
irreducible (1PI) correlation functions. The so-called level-two-truncation,
also used in the present work, considers the flow of the irreducible two- and
four-point correlation functions and provides insight into correlated fermion
systems from the weakly correlated side.
RG studies of the two-dimensional Hubbard model
The RG method is extensively applied to the one-band Hubbard model.
Reference [SH01] has derived the flow equations for the symmetric irredu-
cible two- and four-point correlation functions in the level-two-truncation,
where the feed-back of higher-order correlation functions is neglected. These
equations are the base for a large number of studies, and their full solution
is the topic of active research.
Even in the truncation of the exact functional flow equation to a finite
system, properly accounting for the physically important dependences of
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the vertex functions on momenta and frequencies is difficult. It is of major
interest to devise an accurate parametrisation of the four-point function,
which in the translation-invariant case is a function of three independent
frequencies and three independent two-dimensional momenta. Due to the
extended Fermi line singularities of the bare propagator, the four-point func-
tion cannot be reduced to a finite number of couplings.
Since the four-point correlation function is the effective interaction ver-
tex for low-energy modes of the system, the leading structure of the sym-
metric four-point function identifies the dominant Fermi-liquid instabilit-
ies of the Hubbard system at low temperatures.In the past, several stud-
ies have contributed to our present understanding of the flowing four-point
vertex by considering its stationary part and neglecting self-energy effects
[ZS98, HM00, HS01, KK03]. The so-called Fermi surface patching paramet-
rises the momentum dependence of the four-point function by projecting
its momentum arguments onto the Fermi surface (FS) and discretising the
resulting dependence on the three angular variables. These studies have
shown that in the course of the flow the effective interaction vertex evolves
from the simple initial form of a local Coulomb repulsion towards a function
with a rich momentum structure and competing interactions. To be more
specific, the following dominant instabilities of the t-t′-U Hubbard model in
the regime of Van Hove filling (VHF) and at zero temperature have been
determined as a function of t′/t at fixed U : starting with dominating com-
mensurate antiferromagnetism (AFM) for a square FS, the system evolves
upon increase of the FS curvature via a region of dominant incommensur-
ate AFM to dominant superconductivity (SC) with d-wave symmetry. It
reaches a region of dominant ferromagnetism (FM) as the band minimum
of the free system gets close to degeneracy.
Several RG studies including self-energy effects were performed then. In
the situation of FS deformations due to electronic interactions, one faces the
problem that momentum-space cutoffs around the free FS cannot provide an
effective regularisation. By putting a counter-term function in the quadratic
part of the action and solving the resulting inversion problem, ref. [FST00]
constructed and extensively studied a map between the non-interacting and
interacting FS for systems with regular free FS. The corresponding fixed
point equation for the FS was given in ref. [LK03]. Alternatively, the scale
decomposition of the propagator can be adjusted dynamically according to
the moving FS [Sal07]. With this method, the frequency-independent self-
energy was calculated for several momenta close to the (moving) FS, at a
fixed particle density [HSFR01]. For several particle densities in a parameter
region with dominant pairing instability it was observed that the FS becomes
more flat during flow. Third, the above problem can be circumvented with
a regularisation mechanism that does not depend on the suppression of mo-
mentum modes close to the FS. In the temperature flow scheme [HS01], the
Fermi surface deformation was examined for the ferromagnetic parameter
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region, at zero and non-zero magnetic fields, by fitting the scale derivative
of the frequency-independent self-energy for several momenta near the FS
to an ansatz with two hopping correction terms [IIK11]. The particle dens-
ity was allowed to change during flow. For these parameter values, the FS
curvature was found to increase.
Inserting a stationary interaction vertex into the RG equation for the ir-
reducible two-point function leads to the generation of a frequency-indepen-
dent self-energy in the 1PI scheme. In previous studies, the frequency-
dependence of the self-energy was obtained in an approximation where the
vertex flow is kept frequency-independent, but the scale-integrated flow
equation for the vertex is inserted into the flow equation for the self-energy.
In this way, the self-energy gets a frequency-dependence as in sunset dia-
grams, in which the momentum dependence is that of the flowing vertex.
This approximation was used to calculate the flow of quasi-particle scatter-
ing rates [Hon01], quasi-particle weights [Zan01, HS03, Kat09] and to con-
tinue to real frequencies [RM05, KK04] ([Zan01] uses the Polchinski scheme,
[RM05] the Wick ordered scheme). Several studies include a Z factor in the
propagator, under the assumption that the correction to the electronic dis-
persion from the stationary self-energy is of the same order of magnitude
as the Z factor itself, and in this way parts of the self-energy are fed back
to the flow [Zan01, HS03, Kat09]. All these studies show an anisotropy in
the quasi-particle properties with considerable effects close to the Van Hove
points.
In a setting with partial bosonisation, the imaginary part of the frequency-
dependent fermionic self-energy was accounted for through its values at the
two lowest Matsubara frequencies and the Van Hove point [FKW11].
The parametrisation of the interaction vertex in a form similar to a boson
exchange in the various interaction channels [HS09], benchmarked in [OHHS]
and generalised to frequency-dependent vertex functions in [HGS12], opens
the way to an in-depth study of self-energy effects.
Overview over the present work
In the present work we extend earlier RG studies on the t-t′-U Hubbard
model by accounting for the frequency dependence of the interaction vertex
as well as by including the self-energy.
For that purpose we use the RG scheme for irreducible vertices, employ-
ing the level-two-truncation [SH01] and Katanin replacement as described in
[MSH+11]. Furthermore, we use the vertex parametrisation of [HS09] with
its extension to frequency-dependent vertices given in [HGS12].
After reviewing the RG setup for the one-band Hubbard model and its
application to the stationary four-point function in the first two chapters,
we turn to the investigation of the self-energy and its effects on the flowing
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interaction vertex: in Chap. 3, the stationary self-energy is calculated by
determining the flow of corrections to the bare hopping amplitudes and to
the chemical potential. This allows to resolve the moving FS and to study
its consequences on the RG flow. We find it technically convenient to set
up the flow of the stationary self-energy at fixed particle density, which is
chosen to be interacting VHF.
Chapter 4 presents the details and results of an RG flow that takes into
account the frequency dependence of the interaction vertex [HGS12], this is
one of the first works addressing the question of the parametrisation of the
vertex beyond the stationary approximation in the context of the level-two-
truncation. At the same time this study prepares the consideration of the
frequency-dependent self-energy in Chap. 5.
The parametrisation of the frequency-dependent interaction vertex en-
ables us now to resolve the full frequency dependence of the self-energy and
thus to go beyond previous approximations that calculate self-energy proper-
ties from the stationary interaction vertex. We focus on the imaginary part
of the (thermal) self-energy and study the full flow equations with mutual
feed-back of the self-energy and the interaction vertex.
In Chap. 6 we summarise our insights regarding appropriate paramet-
risations of the frequency- and momentum-dependent symmetric self-energy
and four-point function in the one-band Hubbard model as a starting point
for future work.
The second part of this thesis, subsidiary to the first part, studies the
previously mentioned three-band model for HTSC cuprate layers in the tech-
nically more simple framework of Hartree-Fock theory. In the low temperat-
ure regime this motivates a connection with the one-band Hubbard model,
studied in the first part.
It is gratefully acknowledged that the numerical calculations in the present
work were performed with the open-source Scilab software package, in com-
bination with dynamically linking computationally expensive tasks to ex-
ternal C code. Parts of the work have used the computational resources of
the bwGRID project.
Notational conventions
Throughout this work we adopt a number of conventions supposed to lighten
and clarify our notation. For reference they are summarised below and will
get properly introduced in the main text.
(i) We mostly consider frequency and momentum variables at once and
combine them to a frequency-momentum tuple p = (p0,p) of frequency
p0 and momentum p. In the same way, k = (k0,k) or l = (l0, l). If the
context permits an unambiguous way of reading, frequency variables
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are occasionally denoted ω such as p = (ω,p) or p1 = (ω1,p1), p2 =
(ω2,p2).
(ii) Momentum-space integrals over the Brillouin zone [−pi, pi]2 and fre-
quency integrals over the Matsubara axis include appropriate normal-
isation factors in the integration measure via
∫
d¯p =
∫
[−pi,pi]2
dp
(2pi)2
and∫
d¯ω =
∫
R
dω
2pi .
(iii) We use a Θ(A) symbol which takes the values
Θ(A) =
{
1 : A is true,
0 : A is false
depending on the condition A.
(iv) Boltzmann’s constant kB is set to unity, β = 1/T denotes the inverse
temperature.
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Part I
Renormalisation group study
of the Hubbard model
11

1 RG setup for the Hubbard
model
1.1 The two-dimensional repulsive Hubbard model
We consider electrons on the two-dimensional torus Γ = Z2L of length L ∈ N
and unit lattice spacing. The electrons are subject to the Hubbard Hamilto-
nian
H =
∑
x,y∈Γ
s=±
c˜+x,s t(x− y) c˜y,s + U
∑
x∈Γ
nx,+ nx,−. (1.1)
The creation and annihilation operators c˜
(+)
x,s are associated with a particle at
lattice position x ∈ Γ and spin projection s = ±. The corresponding particle
number operator reads nx,s = c˜
+
x,sc˜x,s. The indicator function of the order-
j-neighbours to lattice position 0 is denoted δ|x|,j , then the hopping matrix
reads t(x) = (4t2 − µ) δx,0 − t1 δ|x|,1 + t2 δ|x|,2. Here a chemical potential µ
is already included. Particles furthermore interact via an on-site Coulomb
repulsion U > 0.
One changes to momentum space by cp,s := |Γ|−1/2
∑
x∈Γ e
−ipx c˜x,s for
reciprocal lattice vectors p ∈ Γ∗ = (2piL ZL)2. In this basis,
H =
∑
p∈Γ∗
s=±
ε(p) c+p,scp,s +
U
|Γ|
∑
k,p,q∈Γ∗
c+p+k,+c
+
q−k,−cq,−cp,+, (1.2)
with the free dispersion relation
ε(x, y) = −2t1 (cosx+ cos y) + 4t2 (cosx cos y + 1)− µ. (1.3)
We focus on ratios 0 < t2/t1 <
1
2 . The choice µ = 0 corresponds to free Van
Hove filling (VHF) and is of special interest: in this case the zero-energy level
curve in the free model passes through the saddle points of ε(x, y), located
at momenta (0,±pi) and (±pi, 0), as shown in Fig. 1.1. In this situation the
free density of states shows a logarithmic singularity, see Sec. A.1.
The model exhibits a non-trivial interplay of the kinetic energy and the
interaction part, the first and second term in (1.2), respectively. The first
13
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t2
U
t1
−pi 0 pi
−pi
0
pi
0
0.5
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n
(µ
=
0)
t2/t1
(a) (b) (c)
Figure 1.1: Illustration of the electronic Hubbard system: (a) Particles move
between nearest and next-to-nearest lattice neighbours with hopping amplitudes t1
and t2, respectively. Moreover, two particles occupying the same lattice site are
subject to a Coulomb repulsion U . (b) Energy contour lines of the free dispersion
ε(x, y) for parameters t2 = 0.1t1. The saddle-point energy level is depicted by the
thick line. (c) Zero-temperature particle density n corresponding to VHF µ = 0
for the free system in the thermodynamic limit: at t2 = 0 the system is half-filled;
for t2 approaching
1
2 t1 the saddle-point energy line becomes strongly curved; at
t2 =
1
2 t1 the band minimum degenerates at zero energy.
term is diagonal in momentum space and the second term is diagonal in
position space. Subsequently, the zero temperature limit T → 0 will be
taken.
1.2 RG flows for fermion systems
We shortly recall the procedure of establishing a flow equation that de-
termines correlation functions in fermion systems. This procedure has been
given in ref. [SH01], see also [Sal98]. For a recent review of the method see
[MSH+11].
The partition function for the Hubbard system (1.1) on a finite lattice
Γ and at temperature T > 0 can be obtained in a limiting process n → ∞
from
Zn(η¯, η) =
(
1
nT 2
)2|Γ|n ∫
dµ(ψ¯, ψ) exp
[
Sn(ψ¯, ψ)+ T
∑
p∈Mn×Γ∗
s=±
(ψ¯psηps+η¯psψps)
]
(1.4)
with the action
Sn(ψ¯, ψ) = T
∑
p∈Mn×Γ∗
s=±
(ipˆ0−εp) ψ¯psψps− UT
3
|Γ|
∑
k,p,q∈Mn×Γ∗
ψ¯p+k,+ψ¯q−k,−ψq,−ψp,+.
(1.5)
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Here, a discretisation procedure with division of the “time” interval [0, 1/T ]
in n ∈ N subintervals of equal length is used. The error from rewriting the
trace Tr exp(−H/T ) in the fermionic Fock space by a Grassmann integration
in a Grassmann algebra with 4 |Γ|n <∞ generators ψ¯, ψ can be controlled
and vanishes as n→∞, see e.g. ref. [Sal99].
The Grassmann generators ψ¯, ψ and Grassmann source fields η¯, η in (1.4)
are labelled by frequency-momentum tuples p = (p0,p) ∈Mn×Γ∗ and spin
projection s ∈ ±. Fermionic Matsubara frequencies in the discretised-time
formulation read
pˆ0 = nT (1− e−ipip0/n)/i (1.6)
with p0 ∈ Mn = {1, 3, . . . , 2n − 1} ' (2Z − 1) ∩ [−n,+n). The integration
in (1.4) extends over all generators, dµ(ψ¯, ψ) =
∏
p∈Mn×Γ∗
s=±
dψpsdψ¯ps.
The introduction of a scale parameter Λ ≥ 0 in the quadratic part of
the action Sn prepares the application of the RG method: the present work
uses an infrared regularisation as a preliminary for controlling the thermo-
dynamic and zero-temperature limits at a later stage. The parameter Λ
controls the suppression of low-energy and/or small-frequency degrees of
freedom and can be considered as the curve parameter of the RG trajectory.
Below, we drop indices n but nevertheless keep n ∈ N fixed. The regu-
larised bare action at scale Λ reads
SΛ(ψ¯, ψ) =
∫
dp
∑
s=±
qΛ(p) ψ¯psψps − U
∫
dkdpdq ψ¯p+k,+ψ¯q−k,−ψq,−ψp,+
(1.7)
and involves the regularised bare propagator q−1Λ . Particular choices of an
infrared regularisation are presented below. Depending on the regularisa-
tion procedure, a rescaling of Grassmann fields can be convenient. The
frequency-momentum summation symbols
∫
dp in (1.7) will be specified
when discussing the regularisation methods. The partition function cor-
responding to SΛ reads
ZΛ(η¯, η) = αn
∫
dµ(ψ¯, ψ) exp
[
SΛ(ψ¯, ψ) +
∫
dp
∑
s
λ(ψ¯psηps + η¯psψps)
]
(1.8)
=: αnN ẐΛ(λη¯, λη). (1.9)
The constants αn, λ ∈ R absorb terms resulting from a rescaling of integra-
tion fields ψ¯, ψ. For a particular field rescaling, (1.9) defines the function ẐΛ,
which is linked to ZΛ through a rescaling of the source fields and a normal-
isation factorN = ∫ dµ(ψ¯, ψ) exp( ∫ dp∑s qΛ(p) ψ¯psψps). Subsequently,
the function ẐΛ is studied, from which ZΛ is obtained via (1.9).
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We now turn to the description of two particular infrared regularisation
procedures, that are applied in this work. A major criterion for their choice
is the effective regularisation in a situation where the FS moves due to
self-energy effects. This requirement is not met e.g. by momentum-space
regularisations that cut off energy shells around the free FS. Moreover, small-
momentum particle-hole processes are important for ferromagnetic order and
should not be suppressed artificially by the regularisation [HS01].
In the Omega regularisation scheme [HS09], the bare propagator is mul-
tiplied by a soft frequency regulator,
q−1Ω (p) =
χΩ(pˆ0)
ipˆ0 − εp , χΩ(ω) =
ω2
ω2 + Ω2
, (1.10)
with scale parameter Ω ≥ 0 and p ∈ Mn × Γ∗. This regularisation re-
moves the zero-frequency pole of the bare propagator, which arises in the
continuous-time and zero-temperature limit, but introduces two poles at
±iΩ. In the limit Ω → ∞ the bare propagator is suppressed whereas for
Ω = 0 the regularisation is removed. The Grassmann integration variables
in (1.8) are rescaled such that the thermodynamic and zero-temperature
limits can be convieniently taken subsequently. This results in λ = |Γ|1/2,
αn =
( |Γ|
nT 2
)2|Γ|n
as well as the summation symbol
∫
dp = T|Γ|
∑
p∈Mn×Γ∗
and δ(p1 − p2) = |Γ|T δp1,p2 with δp1,p2 the Kronecker symbol in Mn × Γ∗.
As an alternative, the temperature itself can be used as a scale para-
meter for an effective IR regularisation. This is the temperature flow scheme
[HS01]. The vertex functions at scale T then have a clear physical inter-
pretation. In the path integral expression for the partition function (1.8),
an appropriate field rescaling isolates the temperature dependence into the
quadratic part of the action. This is possible because the Hubbard interac-
tion contains only terms with the same power in the field variables, namely
power four. The bare propagator then takes the form
q−1T (p) =
T 1/2
nT (1− e−ipip0/n)− εp
, (1.11)
with the scale parameter T > 0 and p ∈Mn×Γ∗. Notice that q−1T depends
on the scale parameter through the frequency term as well as through an
overall factor T 1/2. Furthermore, λ = T 1/4 |Γ|1/2 and αn =
( |Γ|
nT 1/2
)2|Γ|n
.
The summation symbol is
∫
dp = 1|Γ|
∑
p∈Mn×Γ∗ and δ(p1 − p2) = |Γ| δp1,p2 .
We make contact to a convenient notation for the derivation of the RG
flow equations: the introduction of a charge index c = ± allows to compactly
label Grassmann generators by subsuming all indices (frequency-momentum,
spin projection and charge indices) into x = (p, s, c) ∈ (Mn × Γ∗) × Z2 ×
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Z2 =: X such that ψ(p, s,+) = ψ¯ps and ψ(p, s,−) = ψps. The source fields
η(p, s,+) = −ηps and η(p, s,−) = +η¯ps are shuﬄed such that the source
term takes a simple form. We introduce the matrix QΛ with elements
QΛ(x1, x2) = δ(p1 − p2)δs1s2εc1c2 qΛ(p1), xj = (pj , sj , cj), (1.12)
where εc1c2 is the (unique) antisymmetric tensor with ε+− = +1, and also
adopt matrix notation: with the shorthand form
∫
X dx =
∫
dp
∑
s,c=± and
δX(x1 − x2) = δ(p1 − p2)δs1s2δc1c2 for xj = (pj , sj , cj), j = 1, 2, we intro-
duce (ψ′, ψ) :=
∫
X dx ψ
′(x)ψ(x) as well as product notation (QΛψ)(x1) =∫
X dx2 Q
Λ(x1, x2)ψ(x2).
The action can then be rewritten
SΛ[ψ] ≡ SΛ(ψ¯, ψ) = 1
2
(ψ,QΛψ)− U
∫
dkdpdq ψ¯p+k,+ψ¯q−k,−ψq,−ψp,+
(1.13)
and
ẐΛ[η] ≡ ẐΛ(η¯, η) =
∫
[dψ] exp
[
SΛ[ψ] + (η, ψ)
]
. (1.14)
Here, [dψ] = N−1 dµ(ψ¯, ψ), and Ẑ[η] denotes the dependence on all {η(x)}.
In the context of a function A[ξ] of Grassmann generators ξ(x) we ab-
breviate δξ(x) = c
∂
∂ξ(x) with
∂
∂ξ(x) the usual Grassmann differentiation and
the constant c chosen such that δξ(x1)ξ(x2) = δX(x1 − x2), i.e. c = |Γ| /T in
the Ω scheme and c = |Γ| in the T scheme. We also set Ax1,x2,...,xm [ξ] :=
δξ(x1)δξ(x2) . . . δξ(xm)A[ξ], notice the ordering of derivatives and define the
corresponding matrix of second-order derivatives A˜[ξ] := (Ax1x2 [ξ]).
The differentiation of (1.14) with respect to the scale parameter Λ yields
a differential equation that, supplemented by a suitable initial condition,
determines all correlation functions. Notice that SΛ[ψ] depends on the scale
Λ only through its quadratic part. Hence,
d
dΛ
ẐΛ[η] =
∫
[dξ]
1
2
(ξ, Q˙Λξ) exp
(
SΛ[ξ] + (η, ξ)
)
− N˙N ẐΛ[η]
=
(1
2
(δη, Q˙
Λδη) +
1
2
tr
(
Q˙Λ
1
QΛ
))
ẐΛ[η] (1.15)
with the dot denoting differentiation with respect to Λ.
Next, the transformation to the generating functional ΓΛ of one-particle
irreducible (1PI) Green functions as well as the derivation of its flow equation
are given. A number of different sign conventions can be used, for quick
reference these are denoted below by placeholders κ, ρ = ±1. Subsequent
calculations use κ = ρ = +1.
18 1 RG setup for the Hubbard model
The transformation to the generating functional of connected Green
functions WΛ[η] := κ ln ẐΛ[η] yields
W˙ [η] =
κ
Ẑ[η]
(1
2
(δη, Q˙δη) +
1
2
tr(Q˙Q−1)
)
Ẑ[η]
=
κ
2
tr
(
Q˙Q−1
)
+
κ
2
(
(δηW [η]), Q˙(δηW [η])
)
+
1
2
(
δη, Q˙δη
)
W [η].
(1.16)
Here and below, the indices Λ and n are dropped to lighten notation. All
equations are understood at Λ > 0 and n ∈ N.
Legendre transforming via
ψ(x) := δη(x)W, Γ[ψ] := ρ ·
(
W [η[ψ]]− (η[ψ], ψ)
)
(1.17)
we obtain the identities
δψ(x)Γ = ρ η(x),∫
X
dx2 Γx1x2 [ψ] Wx2x3 [η[ψ]] = ρ δX(x1 − x3).
(1.18)
From eq. (1.16) follows the (non-polynomial) flow equation
Γ˙[ψ] =
κρ
2
tr
(
Q˙Q−1
)
+
κρ
2
(
ψ, Q˙ψ
)
+
ρ
2
∫
X
dx1dx2 Q˙x1x2Wx1x2 [η[ψ]]
=
κρ
2
tr
(
Q˙Q−1
)
+
κρ
2
(
ψ, Q˙ψ
)
− 1
2
tr
(
Q˙ Γ˜−1[ψ]
)
. (1.19)
Considering Γ[ψ] as the formal power series
Γ[ψ] =
∑
m≥0
Γm[ψ], (1.20)
with
Γm[ψ] =
1
m!
∫
X
dx1 . . . dxm γm(x1, . . . , xm) ψ(x1) . . . ψ(xm),
Γ≥3[ψ] =
∑
m≥3
Γm[ψ] (1.21)
results in
Γxy[ψ] = −γ2(x, y) + Γ≥3xy [ψ] =
[
−
(
1− Γ˜≥3[ψ]γ−12
)
γ2
]
(x, y). (1.22)
As a formal power series, this expression is inverted using the geometric
series,
Γ˜−1 = −γ−12
(
1− Γ˜≥3[ψ]γ−12
)−1
= −γ−12
∑
r≥0
(
Γ˜≥3[ψ]γ−12
)r
. (1.23)
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In the charge symmetric regime Γ =
∑
m≥0 Γ
2m, the equations
Γ˙0 =
1
2
tr
(
Q˙(Q−1 + γ−12 )
)
,
Γ˙2 =
1
2
(ψ, Q˙ψ)− 1
2
tr
(
SΓ˜4
)
,
Γ˙4 =− 1
2
tr
(
SΓ˜6
)
− 1
2
tr
(
SΓ˜4γ−12 Γ˜
4
)
,
Γ˙6 =− 1
2
tr
(
SΓ˜8
)
− 1
2
tr
(
SΓ˜6γ−12 Γ˜
4 + SΓ˜4γ−12 Γ˜
6
)
− 1
2
tr
(
SΓ˜4γ−12 Γ˜
4γ−12 Γ˜
4
)
,
. . . (1.24)
determine the flow of ΓΛ. Here, S = −γ−12 Q˙γ−12 is the so-called single scale
propagator. The system (1.24) forms a hierarchy of flow equations, the
equation for Γ˙2m involves Γ˜2m+2.
We study the flow of 1PI Green functions for the Hubbard model (1.1)
with the specific ansatz [SH01]
ΓΛ(ψ¯, ψ) =
∫
dp
∑
s=±
1
gΛ(p)
ψ¯psψps
− 1
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∫
dp1 . . . dp4
∑
s1,...,s4=±
δ(p1 + p2 − p3 − p4) ψ¯p1s1ψ¯p2s2ψp3s3ψp4s4
× 1
2
(
vΛ(p1, p2, p3, p4)δs1s4δs2s3 − vΛ(p1, p2, p4, p3)δs1s3δs2s4
)
. (1.25)
This ansatz decouples the hierarchy of flow equations (1.24) by employ-
ing the standard level-two-truncation and applies to the weakly-correlated
Hubbard system. Furthermore, the ansatz preserves all symmetries (trans-
lational, charge, spin rotational) of the microscopic action (1.5). We restrict
all calculations to the symmetric regime.
Equation (1.25) parametrises ΓΛ by two functions, namely the symmetric
(full) propagator gΛ(p) and the symmetric interaction vertex vΛ(p1, p2, p3, p4).
We define the self-energy at scale Λ
ΣΛ(p) = (g
−1
Λ − qΛ)(p). (1.26)
Furthermore, we write the interaction vertex vΛ(p1, p2, p3, p4) as a function
of four frequency-momentum arguments, but by translational symmetry it
only depends on three of them. Subsequent equations should therefore be
read in the subspace p1 + p2 − p3 − p4 = 0.
The insertion of (1.25) into (1.24) provides the two flow equations [SH01]
Σ˙Λ(p) =
1
2
∫
dl sΛ(l)
(
vΛ(p, l, p, l)− 2vΛ(p, l, l, p)
)
,
v˙Λ(p1, . . . , p4) = (Tpp + Tph,cr + Tph,d)(p1, . . . , p4). (1.27)
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d
dΛΣΛ(p) = + ,
+ +++=
vΛ(p1, . . . , p4)
d
dΛ
.
Figure 1.2: Graphical representation of the system of flow equations (1.27). The
diagrams are reproduced here by courtesy of the authors of ref. [HSFR01].
Here, the symmetric single-scale propagator sΛ(p) = −g2Λ(p)q˙Λ(p) enters.
The flow of the interaction vertex is determined by the particle-particle
term
Tpp(p1, . . . , p4) = −1
2
∫
dl LΛ(l, p1 + p2 − l)
× vΛ(p1, p2, l, p1 + p2 − l) vΛ(p1 + p2 − l, l, p3, p4) (1.28)
as well as the crossed particle-hole
Tph,cr(p1, . . . , p4) = −1
2
∫
dl LΛ(l, p1 − p3 + l)
× vΛ(p1, l, p3, p1 − p3 + l) vΛ(p1 − p3 + l, p2, l, p4) (1.29)
and direct particle-hole terms
Tph,d(p1, . . . , p4) = + 1
2
∫
dl LΛ(l, p2 − p3 + l)
×
(
2vΛ(p1, p2 − p3 + l, l, p4) vΛ(l, p2, p3, p2 − p3 + l)
− vΛ(p1, p2 − p3 + l, l, p4) vΛ(l, p2, p2 − p3 + l, p3)
− vΛ(p1, p2 − p3 + l, p4, l) vΛ(l, p2, p3, p2 − p3 + l)
)
.
(1.30)
These contributions to the vertex flow involve the propagator product
LΛ(p1, p2) = sΛ(p1)gΛ(p2) + gΛ(p1)sΛ(p2). The replacement LΛ(p1, p2) →
d
dΛ
(
gΛ(p1)gΛ(p2)
)
, proposed in ref. [Kat04], leads to a reorganisation of
the flow equations, by which the feed-back of parts of the irreducible six-
point vertex to vΛ is included. This modification of (1.27) is crucial for
recovering the exact solution to the reduced BCS model within the RG
method [SHML04] and will also be adopted in the present work. Figure 1.2
gives a graphical representation of the flow equations (1.27).
Now that the flow equations (1.27) have been derived, it is convenient to
take the limit of continuous time [Sal99] n→∞, followed by the thermody-
namic limit L→∞ and possibly the zero-temperature limit T → 0 at scales
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Λ > 0. In the largest part of this study the Ω regularisation method is ap-
plied. Here, taking the above limits results in a continuous field theory with
bare propagator q−1Ω (p) = χΩ(p0)/ (ip0 − εp) where frequency-momentum
tuples then take values p = (p0,p) ∈ R×[−pi, pi]2. As well, a reinterpretation
of the symbols
∫
dp =
∫
d¯p0
∫
d¯p and δ(p−q) = (2pi)δ(p0−q0) (2pi)2δ(p−q)
is done. We use shorthand notation
∫
d¯p0 = (2pi)
−1 ∫
R dp0 and
∫
d¯p =
(2pi)−2
∫
[−pi,pi]2 dp throughout the text.
Likewise the limit n → ∞ and the thermodynamic limit are taken
within the temperature flow. Frequency-momentum tuples take values p =
(p0,p) ∈ (2Z− 1)× [−pi, pi]2 and the summation symbol is replaced accord-
ingly. This regularisation scheme is used in Sec. 4.7 for the calculation of
the frequency-dependent interaction vertex.
Perturbation theory in the bare coupling U yields
ΓΛ[ψ] = −U
(∫
dl
qΛ(l)
)2
+
∫
dp
∑
s=±
(
qΛ(p)− U
∫
dl
qΛ(l)
)
ψ¯psψps
− U
∫
dkdpdq ψ¯p+k,+ψ¯q−k,−ψq,−ψp,+ +O(U2). (1.31)
For many choices of the IR regularisation, the O(U2) terms go to zero in
the limit Λ → ∞ of vanishing propagator q−1Λ since they involve diagrams
with two or more loops. Hence, this limit often provides a simple initial
condition to the differential equation (1.19). For the Ω and temperature
regularisation schemes presented before, this argument applies. Equations
(1.27) are supplemented by an initial condition via imposing
lim
Λ→∞
vΛ(p1, . . . , p4) = 2U (1.32)
and
lim
T→∞
ΣT (p) = 0, (T flow)
lim
Ω→∞
ΣΩ(p) = −U/2. (Ω scheme) (1.33)
The non-zero limit for ΣΩ is a special property of the Ω regularisation,
limΩ→∞
∫
dl q−1Ω (l) = 1/2, see also Sec. A.4. Note that the initial condition
is the only reference to the structure of the microscopic interaction in the
RG formulation.
In the zero-temperature limit and at VHF, (1.27) generates a flow to
strong coupling: the interaction vertex develops a strong frequency-momen-
tum dependence with divergences for several frequency-momentum pairs at
a non-vanishing scale Λ > 0. This singular behaviour signals that the regime
of validity of the level-two-truncation is left. The regime of validity of this
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truncation is extensively discussed in ref. [SH01]. Therefore, we stop the
integration of the flow when the interaction vertex exceeds a fixed multiple of
the free bandwidth, i.e. at max |vΛ| = 40t1. This defines a “stopping scale”
Λ∗, which has the interpretation of an energy scale where correlations of
particle-particle or particle-hole pairs become important. To further trace
the flow, a non-symmetric parametrisation of the 1PI functional is needed.
The tendency towards a specific ordering, however, can be expected to be
perceivable as a singularity in the symmetric interaction vertex.
1.3 Exchange parametrisation for interaction ver-
tex
Husemann and Salmhofer [HS09] proposed a parametrisation for the inter-
action vertex which is designed to capture its most singular structure in a
systematic way. It provides an efficient instrument for a detailed resolu-
tion of the singular momentum and frequency dependence of the interaction
vertex and permits an in-depth study of the RG flow including self-energy
effects. In the following we review this exchange parametrisation.
The solution to the flow equation (1.27) for the interaction vertex can be
written vΛ(p1 . . . p4) = 2U+
(
vΛpp + v
Λ
ph,cr + v
Λ
ph,d
)
(p1 . . . p4), with v˙
Λ
pp = Tpp,
v˙Λph,cr = Tph,cr, v˙Λph,d = Tph,d.
The differential equation for vΩpp has the following structure (equations
for vΩph,cr and v
Ω
ph,d are treated in the same way): the right-hand side integ-
rand contains the product of two propagators, which exhibit singularities for
certain values of the loop frequency-momentum, i.e. l or p1 +p2− l have zero
frequency and zero energy. Depending on the external frequency-momenta
p1, . . . , p4, these two poles can coincide. For such a configuration the flow is
strongly driven, and it can be expected that this generates the most singular
vertex structure.
The feed-in of the interaction vertex itself to the flow is essential be-
cause it multiplies this propagator product, in particular its values near the
propagator poles are of importance. If one assumes that the feed-in of the in-
teraction vertex does not dominate the above mechanism, a simple form for
the most singular structure of the interaction vertex can be written down:
since the external variables p1, . . . , p4 enter the propagator product only
via the linear combination p1 + p2 the most singular dependence of v
Ω
pp on
its arguments can be expected through the transfer frequency-momentum
p1 + p2. The remaining dependence on external variables should not be
neglected since it can produce an important modulation of this singular
structure. However, a specific form for this remaining frequency-momentum
dependence can be assumed, for which previous studies using a Fermi sur-
face patching [ZS98, HSFR01, HM00, HRAE04] can serve as a guideline
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(and which can be tested subsequently).
The functions vΩpp, v
Ω
ph,cr, v
Ω
ph,d find their interpretation by regarding the
spin structure of the interaction vertex. It turns out that these functions are
directly connected to different interaction channels of two fermions, namely
to interacting Cooper pairs vΩSC := v
Ω
pp, spin interaction v
Ω
M := v
Ω
ph,cr and
charge interaction vΩK := 2v
Λ
ph,d− T34vΩph,cr. T34 is the permutation operator
defined as T34v(p1, . . . , p4) = v(p1, p2, p4, p3).
We continue by using the functions vΩM , v
Ω
SC , v
Ω
K ,
vΛ(p1, . . . , p4) = 2U + (v
Λ
SC + v
Λ
M +
1
2
vΛK)(p1, . . . , p4) +
1
2
vΛM (p1, p2, p4, p3).
(1.34)
Following the above reasoning, each channel is Fourier decomposed in the
non-transfer momenta in a way such that basic vertex symmetries, see eqns.
(1.46) in the next section, are satisfied. The pairing channel e.g. is written
vΛSC(p1, . . . , p4) =D
Λ(p1 + p2,
p1 + p2
2
− p1, p1 + p2
2
− p3)
=
∑
m,n
fm(
p1 + p2
2
− p1)fn(p1 + p2
2
− p3)
×DΛmn(p1 + p2,
p01 + p
0
2
2
− p01,
p01 + p
0
2
2
− p03). (1.35)
The full frequency structure of the interaction vertex including frequency-
dependent boson-fermion vertex functions was studied in ref. [HGS12]. Non-
transfer frequency dependences were found to be of minor importance to the
parametrisation of the most singular structure of the symmetric interaction
vertex. For the examination of self-energy effects we thus disregard non-
transfer frequencies here.
This results in rewriting the three interaction channels
vΛSC(p1, . . . , p4) = −
∑
m,n
fm(
p1 + p2
2
− p1) DΛmn(p1 + p2) fn(
p1 + p2
2
− p3),
vΛM (p1, . . . , p4) = +
∑
m,n
fm(p1 − p1 − p3
2
) MΛmn(p1 − p3) fn(p2 +
p1 − p3
2
),
vΛK(p1, . . . , p4) = −
∑
m,n
fm(p1 +
p2 − p3
2
) KΛmn(p2 − p3) fn(p2 −
p2 − p3
2
)
(1.36)
in terms of exchange propagators {MΛmn, DΛmn,KΛmn} and form factors {fm}.
In this ansatz, signs are chosen such that diagonal elements of exchange
propagators at zero frequency-momentum have positive values.
In the following, scale parameter indices will be dropped. Notice that the
parametrisation (1.36) does not uniquely determine exchange propagators
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since it disregards non-transfer frequencies. Therefore a choice for non-
transfer frequencies needs to be specified. We consider these two frequencies
as a function of the transfer frequency, thus projecting the frequency space to
a line. All frequency projections that map a bosonic frequency to a fermionic
one and respect the vertex symmetries are admitted. Several projetions can
be used and in general give different results. The further study below and
in ref. [HGS12] shows that the particular choice of the frequency projection
has a very limited impact on the symmetric flow.
At temperature T = 0, non-transfer frequencies can for example be
chosen as half of the transfer frequency, i.e.
Dmn(p) = −
∫
d¯k1d¯k3 fm(
p
2
− k1) fn(p
2
− k3)
× vSC(k1, p− k1, k3, p− k3)
∣∣∣
k01=k
0
3=
p0
2
(1.37a)
in the particle-particle channel and
Mmn(p) = +
∫
d¯k1d¯k2 fm(k1 − p
2
) fn(k2 +
p
2
)
× vM (k1, k2, k1 − p, k2 + p)
∣∣∣
k01=
p0
2
,k02=− p02
,
Kmn(p) = −
∫
d¯k1d¯k2 fm(k1 +
p
2
) fn(k2 − p
2
)
× vK(k1, k2, k2 − p, k1 + p)
∣∣∣
k01=− p02 ,k02=
p0
2
(1.37b)
in the particle-hole channels. Non-transfer frequency-momenta are denoted
kj = (k
0
j ,kj), j = 1, 2, 3 in these equations. In the sections 4.6 and 4.7 other
projections, at zero and non-zero temperature, are considered and results
are compared.
Husemann and Salmhofer [HS09] found in the frequency-independent
setup for systems at VHF that major contributions to vΛ come from di-
agonal exchange propagator elements, namely the ones associated with an
s-wave form factor f1(x, y) = 1 in all channels as well as a d-wave form
factor f2(x, y) = cosx − cos y in the superconducting channel [HS09]. A
subsequent study [OHHS] shows, by comparison to a flow with discretisa-
tion of the interaction vertex itself as a function of three fermion momenta,
that this decomposition captures well the interaction vertex structure for
several Fermi surface geometries. It also indicates that, in the parameter
region of strong competition between FM and d-SC ordering tendencies, the
d-wave form factor could be slightly modified, possibly in a scale-dependent
way, in order to resolve the full singular structure of the interaction vertex.
This modification of f2 is currently investigated.
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Figure 1.3: Graphical representation of the parametrisation (1.34), (1.36) of the
interaction vertex with an s-wave form factor f1(x, y) = 1 in the three interaction
channels and a d-wave form factor f2(x, y) = cosx− cos y in the pairing channel.
We restrict the vertex flow to tracing the functions M11,K11, D11, D22.
Figure 1.3 shows a graphical notation for the corresponding vertex paramet-
risation. This produces the RG equations
Σ˙(p) =
1
2
(
− 2U +K11(0)
)∫
dl s(l) − 1
22
∫
dl s(l + p)
(
K11(l) + 3M11(l)
)
+
1
2
∫
dl s(l − p)
(
D11(l) +D22(l) f
2
2 (
l
2
− p)
)
(1.38)
and
D˙mm(p) = +
1
2
∫
dl L
(
−(l − p
2
), l +
p
2
)
F 2m
(
−Dmm(p), 3M −K
2
)
(l0, l,p),
M˙11(p) = −1
2
∫
dl L
(
l − p
2
, l +
p
2
)
F 21
(
+M11(p),
−2D +M −K
2
)
(l0, l,p),
K˙11(p) = −1
2
∫
dl L
(
l − p
2
, l +
p
2
)
F 21
(
−K11(p), −2D + 3M +K
2
)
(l0, l,p),
(1.39)
which are the starting point for the studies in the present work. In the D˙mm
equation, m = 1, 2 correspond to the flow of the pairing interaction with s-
and d-wave symmetrie, respectively.
The feed-back of the interaction vertex to the flow is given by
F1(A,B)(l0, l,p) = 2U +A
+
∫
d¯u
(
B11(l0,u) +B22(l0,u) f2(−u
2
+ l− p
2
)f2(−u
2
+ l +
p
2
)
)
,
(1.40a)
and
F2(A,B)(l0, l,p) = A f2(l) +
∫
d¯u B11(l0,u) f2(u− l), (1.40b)
and M22 ≡ K22 ≡ 0 is understood.
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The dependence of functions Fi on their momentum arguments can be
written explicitly using trigonometric identities,
F1(A,B)(l0, l,p) = 2U +A+ 〈B11〉1 (l0)
+ 〈B22〉2 (l0)
(
cos(lx − px
2
) cos(lx +
px
2
) + cos(ly − py
2
) cos(ly +
py
2
)
)
+ 〈B22〉3 (l0)
(
sin(lx − px
2
) sin(lx +
px
2
) + sin(ly − py
2
) sin(ly +
py
2
)
)
− 〈B22〉4 (l0)
(
cos(lx − px
2
) cos(ly +
py
2
) + cos(lx +
px
2
) cos(ly − py
2
)
)
,
(1.41a)
and
F2(A,B)(l0, l,p) =
(
A+ 〈B11〉5 (l0)
)
f2(l). (1.41b)
Here enter momentum-space mean values of exchange propagators of the
form
〈B〉i (l0) =
∫
d¯u B(l0,u) gi(u) (1.42)
with several weighting functions
g1(x, y) = 1,
g2(x, y) =
1
2
(
cos2
x
2
+ cos2
y
2
)
,
g3(x, y) =
1
2
(
sin2
x
2
+ sin2
y
2
)
,
g4(x, y) = cos
x
2
cos
y
2
,
g5(x, y) =
1
2
(cosx+ cos y) . (1.43)
In the context of the flowing stationary self-energy, Chap. 3, mean values
of exchange propagators with respect to further weighting functions appear.
For quick reference, all these functions gi are listed in Tab. 3.1.
Notice that the integrand functions in eq. (1.3) have certain symmetries:
(i) Fi(A,B)(l0,−l,p) = Fi(A,B)(l0, l,p),
(ii) L
(
±
(
l − p2
)
, l + p2
)
= L
((
± (l0 − p02 ), l− p2
)
, l + p2
)
,
(iii) Fi(A¯, B)(−l0, l,p) = Fi(A,B)(l0, l,p),
(iv) F 2i (A,B)(l0, Pˆ l, Pˆp) = F
2
i (A,B)(l0, l,p) for spatial reflections Pˆ about
the coordinate axes or the line x = y.
The first two symmetries can be used to reduce numerical loop momentum
integration to half of the BZ. All these symmetries can be traced back to the
symmetries of the free dispersion relation ε(x, y) and of the bare interaction.
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Furthermore, the essential feed-back of the d-wave pairing channel to
s-wave channels can be reduced to a simple form, which produces an ap-
proximation to the function F1: the exchange propagator D22(p0,p), as
a function of momentum, generically exhibits a pronounced maximum at
p = 0 and then decays rapidly, see e.g. Fig. 2.4. On the other hand,
g3(λx, λy) = O(λ2) and (g4 − g2)(λx, λy) = O(λ4). Thus, the momentum
integrals 〈D22〉3 and 〈D22〉4 − 〈D22〉2 are expected to be small compared to
〈D22〉2. Moreover, the 〈D22〉3 term in F1 is multiplied with a function that
vanishes at l ± 12p = (0, pi), i.e. is suppressed near the Van Hove points,
which dominate the flow at VHF. Dropping the 〈D22〉3 and 〈D22〉4−〈D22〉2
terms in F1 yields the approximation
F1(A,B)(l0, l,p) ≈ 2U +A + 〈B11〉1 (l0) + 〈B22〉2 (l0) f2(l−
p
2
)f2(l +
p
2
).
(1.44)
We have verified in numerous situations that this approximation produces
results of high accuracy. In some setups this approximation can substantially
lighten numerical efforts, it will be (checked and) applied to the calculation
of flows with frequency-dependent interaction vertex, chapters 4 and 5.
1.4 Symmetry considerations
We denote the operator of time reflection by T (p0,p) = (−p0,p) and op-
erators of spatial transformation by P (p0,p) = (p0, Pˆp). Let be P ={( −1 0
0 1
)
,
(
1 0
0 −1
)
,
(
0 1
1 0
)}
a set of spatial reflections. The solution
to the flow equations (1.27) with the initial condition stated above exhibits
the following symmetries
Σ(Tp) = Σ(p), (time reversal symmetry)
Σ(Pp) = Σ(p) ∀ Pˆ ∈ P (spatial reflection symmetries) (1.45)
and
v(p2, p1, p4, p3) = v(p1, p2, p3, p4), (antisymmetrisation property)
v(p3, p4, p1, p2) = v(p1, p2, p3, p4), (particle-hole symmetry)
v(Tp1, . . . , Tp4) = v(p1, . . . , p4), (time reversal symmetry)
v(Pp1, . . . , Pp4) = v(p1, . . . , p4) ∀ Pˆ ∈ P. (spatial reflection symmetries)
(1.46)
All these symmetries are a consequence of the specific ansatz (1.25) for the
effective action. The antisymmetrisation property directly results from the
expansion (1.25). The other symmetries are valid for the initial condition
and in addition compatible with the flow equation, hence hold during the
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flow. Spatial reflection symmetries can be traced back to symmetries of the
free dispersion relation ε(x, y).
The symmetries (1.46) hold not only for the vertex v but also separately
for each channel vi, i ∈ {SC,M,K} in the decomposition (1.34). They are
preserved in the exchange parametrisation by demanding
Bmm(Tp) = Bmn(p), (time reversal symmetry)
Bmn(Pp) = pi
P
m Bmm(p) pi
P
n ∀ Pˆ ∈ P (spatial reflection symmetries)
(1.47)
for each of the propagator variables B = D, M, K, when expanding in a set
of orthonormal form factors fm of definite parity fm(Pˆp) = pi
P
m fm(p) with
respect to the spatial reflection P . When projecting non-transfer frequen-
cies, (1.47) follows directly from the specification of the particular projection,
such as (1.37). Furthermore, the combination of the antisymmetrisation
property and particle-hole symmetry implies
Dt(p) = D(p), Dmn(0,p) = pim Dmn(0,p) pin,
M t(p) = M(−p),
Kt(p) = K(−p). (1.48)
with pim the parity of fm with respect to the spatial reflection −id. By
(1.47) and (1.48) diagonal elements in the magnetic and scattering channel
are real, Mmm(p),Kmm(p) ∈ R.
1.5 Discretisation of exchange propagators
The flow equations (1.3) and (1.38) constitute a system of differential equa-
tions for functions Bmm(p), Σ(p). By an appropriate discretisation of the
frequency-momentum dependence of exchange propagators and the self-
energy, this system gets reduced to a number of coupled ODEs that can
be studied numerically. The discretisation procedure is guided by the sym-
metry considerations of the preceding section.
We approximate the momentum dependence of exchange propagators by
step functions, as in [HS09]. This means we divide the Brillouin zone (BZ)
in sectors centred about momenta p = (0, 0) or p = (pi, pi), designed such
that momentum regions with strong variation of exchange propagators can
be resolved in detail. Exchange propagators B(p), p = (p0,p), are thus
written
B(p) =
∑
Segments S
BS(p0) χS(p). (1.49)
Here, χS is the the characteristic function of the segment S, andB
S describes
the frequency dependence inside segment S. Due to symmetries (1.47) one
1.5 Discretisation of exchange propagators 29
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Figure 1.4: Illustration of the momentum discretisation for exchange propagators
with 12 segments about p = (0, 0) and p = (pi, pi). Small circles mark the represent-
ative momentum associated with each segment. In the implementation below, 16
to 380 segments per eighth of the BZ are used, the number is limited by numerical
complexity.
can restrict the discretisation procedure to one eighth of the Brillouin zone,
e.g. to momenta {(x, y) : 0 ≤ y ≤ x ≤ pi}, see Fig. 1.4. The actual choice of
segments can be individually adapted to exchange propagators for optimal
resolution: the numerical results show that the pairing exchange D22 is
strongly concentrated at zero momentum. Therefore a quadratic spacing in
the radial direction is used here, whereas linear spacing is used for all other
exchange propagators. Furthermore, a tendency towards incommensurate
antiferromagnetism is indicated by the exchange propagator M11(p) having
its maximum in momentum space along the coordinate axis, away from
momentum (pi, pi). For proper detection, momentum points are placed along
the coordinate axes, instead of in the middle of the corresponding segment.
Inside each momentum segment, the frequency dependence of exchange
propagators is take into account. The simplest possibility is to assume con-
stant functions BS(p0) ≡ BS(p0 = 0). This stationary approximation fo-
cuses on zero transfer frequency, where the most singular behaviour of ex-
change propagators is expected.
The decay of exchange propagators in the frequency variable is cap-
tured in the present work via discretisation. This strategy circumvents the
problematics of assuming a specific functional form for the frequency de-
pendence. We use a frequency grid (ωi)
n
i=1 with logarithmic spacing, i.e.
ωi/ωi+1 = const > 1, and include ω0 = 0. This choice allows to study in
detail the small-frequency region where, especially at low scales Λ, exchange
propagators can vary strongly. Because of symmetry it is sufficient to take
into account only non-negative frequency values.
From the discrete frequency data obtained within the RG calculation,
the suitability of specific functional parametrisations is discussed in Chap. 6.
The discretisation procedure for the self-energy is discussed in the re-
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spective sections.
1.6 Quasi-particle picture and self-energy
The self-energy contains all information about the one-particle properties of
the electron in the interacting system. In the non-symmetry-broken regime
the question of Fermi-liquid behaviour is linked to regularity properties of
the symmetric self-energy around zero frequency and close to the Fermi
surface [NO98, Sal98, SCP98]. Consider the case that the self-energy is
sufficiently regular to permit an expansion around zero frequency
Σ(ω,p) = Σ(0,p) + iapω + Σ˜(ω,p) (1.50)
with ap = −i(∂ωΣ)(0,p) and a remainder term Σ˜(ω,p) with the property
that ω−1Σ˜(ω,p)→ 0 as ω → 0. Then the quasi-particle picture
G−1(ω,p) = iω − εp + Σ(ω,p) = Zp (iω − ε˜p) + Σ˜(ω,p) (1.51)
emerges: it involves quasi-particles with inverse quasi-particle weight Zp =
1 + ap, quasi-particle dispersion ε˜p = Z
−1
p
(
εp − Σ(0,p)
)
and hence FS
F := {p : εp − Σ(0,p) = 0}.
Further insight into the low-energy behaviour of quasi-particles can be
gained when linearising G−1 around the FS
G−1(ω,p + h) = iZpω − vFp · h +Rp(ω,h) (1.52)
for p ∈ F . Here, vFp = ∇ε˜p is the Fermi velocity and the remainder Rp(ω,h)
vanishes faster than linearly as (ω,h)→ 0. In the Van Hove scenario, where
the Fermi velocity vFp vanishes at several points on the FS, essential details
such as the singularity in the density of states are not captured correctly by
the linearisation. The remainder term Rp(ω,h) also contains a contribution
iτ−1(ω) sgnω with τ−1(ω) ∼ (ω2 + ε2) and possibly additional logarithmic
factors for quasi-particles of energy ε, such that quasi-particles away from
the FS have a finite lifetime.
From the experimental point of view the quasi-particle properties can be
determined by various techniques among which the angle-resolved photo-
emission study (ARPES) is particularly prominent [DHS03, KB06]. Based
on the photo-electric effect, ARPES studies for quasi-two-dimensional sys-
tems such as cuprate HTSC have direct access to the band dispersion in
the interacting system. The key relation I(ω,k) ∼ A(ω,k) links the exper-
imentally measurable energy- and momentum-resolved photo-emission cur-
rent I(ω,p) to the spectral density A(ω,k) of the interacting system, which
is obtained via analytic continuation of the thermal self-energy Σ(ω,p) to
the real-frequency axis.
2 Stationary vertex
approximation disregarding
self-energy
In this chapter we review the calculation of the flow of the stationary inter-
action vertex by application of the exchange parametrisation. This largely
reproduces work done in [HS09].
We rewrite the flow equations (1.3) in the special situation where self-
energy effects are negelected and exchange propagators are treated in the
stationary approximation Bmm(ω,p) = Bmm(0,p). The loop frequency
summation in the flow equation (1.3) can then be simply done by con-
tour techniques since the vertex feed-back to the flow has no frequency-
dependence. The flow equation in the stationary approximation for e.g. the
magnetic channel reads
M˙11(0,p) = −1
2
∫
d¯l A(ε−, ε+) F 21
(
+M11(0,p),
−2D +M −K
2
)
(0, l,p),
(2.1)
with ε∓ = εl∓p/2. The functions Fm, which provide the vertex feed-back,
were given in eqns. (1.40) and (1.41). The flow equation in the particle-
particle channel has A(−ε−, ε+) instead of A(ε−, ε+). In these equations,
the same Matsubara sum as in the bubble calculation, eq. (A.31), appears.
In the notations of the Sec. A.5.2 and for Ω > 0, ε1, ε2 ∈ R,
A(ε1, ε2) := ∂ΩI
+(0; ε1, ε2) = ∂Ω
S(0, ε1)− S(0, ε2)
ε1 − ε2 (2.2)
with its (existing) continuation to ε1 = ε2.
The sum
S(0, ε) = lim
R→∞
∫ R
−R
dω
2pi
χ2(ω)
iω − ε = −
ε
4
2 |ε|+ Ω
(|ε|+ Ω)2 (2.3)
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was already calculated, and
(∂ΩS)(0, ε) = +
ε
4
3 |ε|+ Ω
(|ε|+ Ω)3 ,
(∂Ω∂εS)(0, ε) = −1
4
3ε2 − 4 |ε|Ω− Ω2
(|ε|+ Ω)4 . (2.4)
From the study of the function ε 7→ (∂ΩS)(0, ε) we find
− 7
512 Ω2
= A(3Ω, 3Ω) ≤ A(ε1, ε2) ≤ A(0, 0) = + 1
4Ω2
. (2.5)
Along the line ε1 = ε2 = ε in energy space, the function A vanishes at
ε = ±13(2 +
√
7)Ω.
From the symmetry relation (A.34) for S(0, ε) the explicit expression for
A(ε1, ε2) is obtained. Defining x = |ε1| /Ω and y = |ε2| /Ω,
A(ε1, ε2) =

−3x
2y2 + xy(x+ y − 6)− 3(x+ y)− 1
4Ω2 (x+ 1)3 (y + 1)3
: ε1 · ε2 ≥ 0,
3x2y2 + xy(x+ y + 12) + 3(x+ y) + 1 + 16x
2y2
x+y
4Ω2 (x+ 1)3 (y + 1)3
: ε1 · ε2 < 0.
(2.6)
This is a continuous function also at ε1 = 0 or ε2 = 0, higher order energy
derivatives get singular, though.
The resulting flow is numerically evaluated for the system at VHF, µ = 0,
and several values of the interaction parameter U . As a function of the para-
meter ratio t2/t1, divergences in different interaction channels are detected
and allow to determine the type of the dominant Fermi-liquid instability at
the specific point in the parameter space, see Fig. 2.1.
For interaction parameter U = 3t1, we observe at hopping ratios |t2/t1| .
0.25 a region of dominant AFM as a consequence of (approximate) nesting.
Upon a further increase of the FS curvature, relatively strong AFM correla-
tions generate, in a Kohn-Luttinger-like effect, an instability in the pairing
channel with d-wave symmetry. For ratios 0.35 . t2/t1 ≤ 0.5, the formation
of d-SC correlations abruptly stops due to the emergence of a strong ferro-
magnetic instability, which crucially depends on the presence of Van Hove
points on the FS.
The structure of the interaction vertex at the stopping scale is further
characterised by the size of the largest couplings in the different channels,
see Fig. 2.2. For specific points in parameter space, corresponding to the
different ordering tendencies that are observed, the momentum dependence
of the most dominant exchange propagator is shown in Fig. 2.4.
For moderate ratios t2/t1 the leading Fermi-liquid instability is an incom-
mensurate AFM: the dominant interaction process is a spin-spin interaction
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Figure 2.1: Dominant Fermi-liquid instabilities and stopping scales within the sta-
tionary vertex approximation and disregarding self-energy effects. The calculation
was performed for interaction parameters U/t1 = 3, 2.5, 1.5 (top-down). Exchange
propagators were discretised by step functions with 372 segments (U/t1 = 3) and
124 segments (U/t1 = 2, 1.5). Symbols indicate the dominant ordering tendency:
commensurate AFM (filled squares), incommensurate AFM (open squares), d-SC
(circles), FM (diamonds).
with momentum exchange close to but not exactly at p = (pi, pi). The
position in momentum space of the maximum of the magnetic exchange
propagator is given in Fig. 2.3.
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Figure 2.2: Size of the leading and sub-leading couplings at the stopping scale, for
interaction parameter U/t1 = 3. Left: Dominant couplings, in the line conventions
of Fig. 2.1. The calculation of the flow is stopped when one of the couplings reaches
the value 40t1, which is roughly five times the free bandwidth. This condition
determines the stopping scale Ω∗ given in Fig. 2.1. At this scale the dominant
Fermi-liquid instability is deduced from the largest coupling. Right: Maximum of
the s-wave SC exchange propagator D11, solid line, and the scattering exchange
propagator K11, dashed line, at the stopping scale. The y-axis label Bmm denotes
the size of the exchange propagators in the various interaction channels.
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Figure 2.3: In a parameter region of approximate nesting, the AFM exchange
propagator has maxima at momenta (pi, pi ± δ) and (pi ± δ, pi) with δ > 0. The plot
shows the shift δ at the stopping scale as a function of t2/t1 as obtained from a
relatively high momentum resolution with 380 segments per eighth of BZ. Different
interaction parameters U/t1 = 3, 2.5, 2, 1.5 (top-down) were considered.
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Figure 2.4: Momentum dependence of the dominant exchange propagator at the
stopping scale in parameter regions of different dominant Fermi-liquid instabilities.
With increasing ratio t2/t1: (a) M11, commensurate AFM; (b) M11, incommen-
surate AFM; (c) D22, d-wave pairing, D22(0,p) is strongly concentrated around
p = 0 and rapidly decays for |p| > 0; (d) M11, FM. The interaction parameter is
U/t1 = 3.
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3 Flow of the stationary
self-energy
In this chapter, we turn to the details and results of a flow which fully takes
into account the frequency-independent part of the self-energy. This allows
us to trace the RG flow of the Fermi line.
3.1 Flow equations for hopping correction para-
meters
The frequency-independent part of the self-energy satisfies
Σ˙(p0 = 0,p) =
1
2
(− 2U +K11(0)) ∫ dl s(l)
+
1
2
∫
dl s(l0, l + p)
(
B11(l) +B22(l) f
2
2 (
l
2
+ p)
)
, (3.1)
where the interaction vertex enters via the linear combination of exchange
propagators B11 =
1
2(2D− 3M −K)11 and B22 = D22, and s(l) = sΩ(l) de-
notes the single-scale propagator. We use the approximation of a frequency-
independent interaction vertex and set all frequency variables to 0. By
symmetry, Σ(p0 = 0,p) ∈ R.
The self-energy Σ(0,p) satisfies the symmetries (1.45) of the free dis-
persion relation. This is why we parametrise the frequency-independent
self-energy as a sum of corrections to hopping terms
Σ(0,p) =
∑
i≥0
ci hi(p), ci ∈ R, (3.2)
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with functions hi from the standard set
h0(x, y) = 1,
h1(x, y) = cosx+ cos y,
h2(x, y) = 2 cosx cos y,
h3(x, y) = cos 2x+ cos 2y,
h4(x, y) =
√
2(cos 2x cos y + cosx cos 2y),
. . .
(3.3)
of orthonormal hopping functions (orthonormality with respect to 〈f, g〉 =∫
d¯p f(p)g(p)).
We set up a flow at constant particle density, which fixes the coefficient
c0; details are given in Sec. 3.2. There exist several possibilities to determ-
ine the remaining coefficients ci, i ≥ 1, and different extraction methods
in general will give different results. The first method is a determination
of the ci by a global momentum-space average: from the ansatz (3.2) the
flow of coefficients ci, i ≥ 1, is uniquely given by orthogonal projection
c˙i =
〈
hi, Σ˙(0, ·)
〉
. This yields
c˙i = −1
2
∫
dl s(l) Ri(l), (i ≥ 1),
Ri(l) =
∫
d¯p hi(l− p)
(
B11(0,p) +B22(0,p) f
2
2 (l−
p
2
)
)
.
(3.4)
A different method to fix the ci is to consider the local behaviour at
special points in momentum space, such as a Taylor expansion of Σ˙(0,p)
around the Van Hove points. Comparison with the proposed parametrisa-
tion then results in a linear system that can be solved for the c˙i. Whereas
the above orthogonal projection method allows to uniquely determine the
ci, the local expansion of Σ(0,p) in general involves all hopping modes that
appear in (3.2). Therefore, a finite linear system using local information ex-
tracts an approximation to (finitely many) coefficients ci. Focusing on the
saddle-point region p close to (0, pi) is natural since the Van Hove singularity
substantially drives the RG flow. In principle, the Hessian (∂2pΣ˙)(0, (0, pi))
provides two equations for fixing c˙1 and c˙2. However, we observe a dis-
crepancy to the above orthogonal projection method when using only two
expansion parameters. In fact, this highly local procedure completely dis-
regards the self-energy flow for momenta away from the saddle-point region,
which, though, significantly feed in via the constant particle density condi-
tion. This can lead to unstable behaviour.
This is why we supplement the linear system by two further equations
such that focus on the saddle-point region is lifted. We consider the linear
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system(
(−∂2x + ∂2y) Σ˙
) (
0, (0, pi)
)
= 2c˙1 −6
√
2c˙4(
(∂2x + ∂
2
y) Σ˙
) (
0, (0, pi)
)
= 4c˙2 −8c˙3
Σ˙
(
0, (0, 0)
)− Σ˙(0, (0, pi)) = 2c˙1 +4c˙2 +2√2c˙4
Σ˙
(
0, (pi, pi)
)− Σ˙(0, (0, pi)) = −2c˙1 +4c˙2 −2√2c˙4
. (3.5)
This system is non-degenerate, the linear map on the right-hand side has
determinant −1024√2 and can be inverted. Below, we compare the results
obtained from the two methods.
3.2 Fixing the particle density
In an RG setup with flowing self-energy the Fermi line can change shape and
level during flow. Consequently, the particle number will in general become
scale-dependent. We consider the flow at constant particle density
nΩ :=
∫
dp gΩ(p) ≡ n, (3.6)
i.e. we adjust the self-energy zero mode c0 such that n˙Ω = 0. From the
propagator relation g˙ = s − g2Σ˙, the condition of constant particle density
n˙Ω = 0 reads
0 =
∫
dp
(ip0 − εp) χ˙(p0)(
ip0 − εp + χ(p0)Σ(p)
)2 + ∫ dp χ2(p0) Σ˙(p)(
ip0 − εp + χ(p0)Σ(p)
)2 (3.7)
and can easily be solved for c˙0, since c˙0 enters only linearly.
We choose the particle density such that the Fermi line of the system at
the stopping scale with effective dispersion εeffp := εp − ΣΩ∗(0,p) contains
the Van Hove points. We loosely refer to this density as “interacting Van
Hove filling”, although full removal of the regularisation at T = 0 requires
a non-symmetric vertex parametrisation.
The adjustment of the particle number n is accomplished via proper
choice of the chemical potential µ, i.e. several RG flows with different n
need to be calculated, from which the correct one is selected. We choose
the value of the chemical potential µ such that the free system has filling
n and do not modify µ during flow, as this would leave the framework of
1PI flow equations. The degree of freedom corresponding to the chemical
potential in the self-energy is the zero mode c0. Its initial value is chosen
such that the interacting system at initial scale Ω0 has filling n. This is the
appropriate replacement for the initial condition (1.33) in the flow at fixed
particle density.
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3.3 The related third-order polynomial
Abbreviating ε = ε(k) and σ = Σ(0,k), the full and single-scale propagator
taking into account the stationary self-energy read
g(ω,p) = − (iω)
2
P (iω)
, s(ω,p) = +2Ω
(iω − ε) (iω)2
P 2(iω)
, (3.8)
where the propagator poles in the complex frequency plane are given as the
roots of the third order polynomial p(z) with real coefficients
P (z) ≡ Pε,σ,Ω(z) = (z − ε)(−z2 + Ω2)− σz2
= −z3 + (ε− σ)z2 + Ω2z − εΩ2
= −(z2 − Ω2)(z − (ε− σ))− σΩ2, (3.9)
and ε, σ ∈ R as well as Ω > 0.
Under reflection or rescaling of its argument P (z) behaves as
Pε,σ,Ω(−z) = −P−ε,−σ,Ω(+z), (3.10)
Pε,σ,Ω(z) = Ω
3 Pε/Ω,σ/Ω,1(z/Ω). (3.11)
In the following we discuss the structure of roots of P (z), w.l.o.g. we set
Ω = 1:
(i) Simple cases: For ε = 0, the roots are
{
0,−12σ ±
√
(12σ)
2 + 1
}
,
for σ = 0 the case P (z) = −(z − ε)(z2 − 1) of Sec. 2 is recovered.
(ii) Asymptotics: The asymptotics for large |ε| at fixed σ is found by
rewriting 0 = P (z) as 0 = (z2−1)(z−a) + b with a = ε−σ, b = σ and
treating b as a perturbation. Then z1 = ε−σ+O(ε−2), z2 = 1+O(ε−2)
and z3 = −1 +O(ε−2).
(iii) Explicit solution: The substitution y = z − 13(ε − σ) eliminates the
quadratic term in P (z) and yields P (z) = y3 + p˜y + q˜ with p˜ = −1−
1
3(ε− σ)2 < 0, q˜ = 13(2ε+ σ)− 227(ε− σ)3.
Information about the nature of the roots is given by the discriminant
D = D(ε, σ) = −(q˜/2)2 − (p˜/3)3: P (z) possesses
three distinct real roots : D > 0,
one real and two complex-conjugate roots : D < 0,
two coinciding roots, all roots are real : D = 0 .
Clearly, P (z) has roots with multiplicity ≥ 2 ⇔ P (z), P ′(z) have a
common root ( ⇔ D = 0 ). The line D(ε, σ) = 0 is shown in Fig. 3.1.
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With Vieta’s method, and defining d = 123
√
2 |q˜| / |p˜|3/2, the roots are
−2 sgn q˜√
3
√
|p˜| cos
(
arccos d
3
+ {0, 2pi
3
,
4pi
3
}
)
+
ε− σ
3
:
D ≥ 0,
⇔ 0 ≤ d ≤ 1,
−2 sgn q˜√
3
√
|p˜| ch
(
arch d
3
+ i{0, 2pi
3
,
4pi
3
}
)
+
ε− σ
3
:
D ≤ 0,
⇔ d ≥ 1.
(3.12)
(iv) Roots on the imaginary axis: Suppose that P (it) = 0 for t ∈ R, then
0 = −(ε − σ)(t2 + 1) − σ + it(t2 + 1), hence t = 0, hence ε = 0. In
other words, P (z) has roots on the imaginary axis only for ε = 0, and
then the only root on this axis is z = 0. Consequently, at Ω > 0 the
propagators g and s, as given by (3.8), have no poles on the imaginary
frequency axis because the z = 0 pole of P (z) gets cancelled by the
regularisation.
(v) General picture about position of roots: From the above discussion
and the fact that polynomial roots are continuous functions of the
polynomial coefficients, the general picture about the position of roots
of P (z) is deduced: ordering roots according to their real part, Re z1 ≥
Re z2 ≥ Re z3, they are located at
ε < 0 ε = 0 ε > 0
z1 > 0 z1 > 0 Re z1 > 0
Re z2 < 0 z2 = 0 Re z2 > 0
Re z3 < 0 z3 < 0 z3 < 0
depending on the sign of the energy parameter ε. The roots of P (z)
for an exemplary data set are shown in Fig. 3.1.
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The previous discussion of the structure of P (z) will be used now for per-
forming Matsubara sums involving g and s. Within the stationary ver-
tex approximation, the loop frequency summation on the right-hand side
of the flow equations (1.38), (1.3) is independent of the vertex feed-back.
Such sums can be calculated analytically, we use the results and nota-
tion given in Sec. A.3. The Fermi function at temperature T is denoted
fT (E) = (1 + e
E/T )−1, and the zero temperature limit of the frequency
sums is taken at the end.
The self-energy flow equation (3.1) involves the single-scale propagator
s(ω,k). Abbreviating ε = ε(k), σ = Σ(0,k) and factorising P (z) = Pε,σ,Ω(z) =
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Figure 3.1: Structure of the roots of the polynomial P (z) = Pε,σ,Ω(z) for Ω = 1.
Left: Zeros of the discriminant D(ε, σ). Right: Real (solid) and imaginary (dashed)
part of the three roots of P (z) as a function of ε, for σ = Ω = 1.
−∏3j=1(z − zj), the frequency sum
S1 := T
∑
ω∈M−
s(ω,k) = T
∑
ω∈M−
2Ω
(iω − ε)(iω)2
P 2(iω)
= Res1/p 2Ω
(z − ε) z2fT (z)
(z − z1)2(z − z2)2(z − z3)2 (3.13)
needs to be calculated. We recall the notation introduced in Sec. A.3:
Res1/Ph(z) means the sum of the residues Resz0h(z) over all poles z0 of
the function 1/P (z).
We first consider the case of three distinct roots z1, z2, z3. The residues
are then calculated by differentiation of the type
∂z
2Ω(z − ε)z2fT (z)
(z − z1)2(z − z2)2
= 2Ω
(z − ε)z2fT (z)
(z − z1)2(z − z2)2
(
1
z − ε +
2
z
+
f ′T
f
(z)− 2
z − z1 −
2
z − z2
)
→
T→0
2Ω
z Θ(Re z < 0)
(z − z1)2(z − z2)2
(
3z − 2ε− 2z(z − ε)
(
1
z − z1 +
1
z − z2
))
(3.14)
and the limit T → 0 can be taken knowing that p(z) has no roots in iR\{0}.
By (3.10) we restrict to ε ≥ 0 w.l.o.g. In the limit T → 0, only the pole z3
contributes,
S1 →
T→0
2Ω
z3
(z3 − z1)2(z3 − z2)2
(
3z3 − 2ε− 2z3(z3 − ε)
(
1
z3 − z1 +
1
z3 − z2
))
.
(3.15)
3.4 Technical details about the projection method 43
Furthermore, for ε ≥ 0 also (z3 − z1)(z3 − z2) = (z3 − Re z1)(z3 − Re z2) +
(Im z1)
2 6= 0. For ε > 0, the situation of coinciding roots z1 = z2 can occur,
this is the case when the discriminant D vanishes. However, then Re z1 > 0
and in the limit T → 0 this pole does not contribute to S1 such that (3.15)
remains valid.
For the vertex flow equations (1.3) the scale derivative of
S2 := T
∑
ω∈M−
g(±ω,k1)g(ω,k2) (3.16)
is calculated. Denoting εj = ε(kj) and σj = Σ(0,kj), we have
g(±ω,kj) = ± −(iω)
2
P±εj ,±σj ,Ω(iω)
. (3.17)
With the factorisation P±ε1,±σ1,Ω(z) = −
∏3
j=1(z − zj) =: P1(z) as well as
Pε2,σ2,Ω(z) = −
∏6
j=4(z − zj) =: P2(z),
S2 = T
∑
ω∈M−
± (iω)
4∏6
j=1(z − zj)
= ±Res(P1P2)−1
z4fT (z)∏6
j=1(z − zj)
. (3.18)
We first examine the case of six distinct roots M = {zj : j = 1 . . . 6},
S2 = ±
∑
z∈M
z4fT (z)
∏
ζ∈M\{z}
1
z − ζ . (3.19)
Then in the scale derivative ddΩS2, terms
d
dΩzj , j = 1 . . . 6 appear. These
terms can be calculated from implicit equations of the type 0 = Pε,σ(Ω),Ω(z)
defining (three) functions Ω 7→ z(Ω): if ∂zPε,σ,Ω(z) 6= 0 then
d
dΩ
z(Ω) = −∂ΩPε,σ(Ω),Ω(z)
∂zPε,σ(Ω),Ω(z)
= − 2Ω(z − ε)− σ˙z
2
−3z2 + 2(ε− σ)z + Ω2 . (3.20)
Since we have assumed that all roots zj are distinct, P (z) and P
′(z) have no
common root, i.e. the above condition (∂zP )(zj) 6= 0 is satisfied and (3.20)
provides z˙1, . . . , z˙6. Hence
d
dΩ
S2 = ±
∑
z∈M
z4fT (z)
 ∏
ζ∈M\{z}
1
z − ζ
 4 z˙
z
+ z˙
f ′T
fT
(z) +
∑
ζ∈M\{z}
− z˙ − ζ˙
z − ζ

→
T→0
±
∑
z∈M,Re z<0
z3
 ∏
ζ∈M\{z}
1
z − ζ
 4z˙ − z ∑
ζ∈M\{z}
z˙ − ζ˙
z − ζ
 .
(3.21)
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When taking the limit T → 0 it has been used again that zj /∈ iR\{0}.
W.l.o.g. ε1 ≥ 0. Then, in the case ε2 ≥ 0 two of the six roots zj have
negative real part, whereas for ε2 < 0 three of the six roots contribute to
the above sum in the limit T → 0.
The case of coinciding roots can be treated by appropriate calculation
of the residua. However, when two roots are distinct but get close, the
numerical evaluation of the above expression can get unstable due to limited
arithmetic precision. This is why direct numerical loop frequency integration
will be used whenever two roots get close.
We now turn to the quantities Ri(l), eq. (3.4), which depend on the
momentum l through the functions hi, f2 in the integrand. This momentum
dependence separates from the p integration via identities for the cosine
funtion. Thus, Ri(l) is rewritten as a sum over (weighted) averages 〈Bmm〉j
of the exchange propagator combinations B11 =
1
2(2D − 3M − K)11 and
B22 = D22, multiplied with a certain l dependence. In the stationary setup
we abbreviate
〈B〉j ≡ 〈B〉j (l0 = 0) =
∫
d¯u B(l0 = 0,u) gj(u) (3.22)
with the gj as in Tab. 3.1. Then
R1(l) = 〈B11〉5
(
cos lx + cos ly
)
+
( 〈B22〉7 − 2 〈B22〉8 ) ( cos lx + cos ly) cos lx cos ly
+
(
2 〈B22〉9 + 〈B22〉11
) (
sin2 lx cos lx + sin
2 ly cos ly
)
+
(− 4 〈B22〉10 + 〈B22〉12 ) ( sin2 lx cos ly + cos lx sin2 ly)
+ 〈B22〉6
(
cos3 lx + cos
3 ly
)
,
R2(l) = 2 〈B11〉13 cos lx cos ly
+2 〈B22〉14 cos lx cos ly
(
cos2 lx + cos
2 ly
)
+2
( 〈B22〉15 + 〈B22〉18 ) cos lx cos ly ( sin2 lx + sin2 ly)
−4 〈B22〉16 cos2 lx cos2 ly
−4 〈B22〉17 sin2 lx sin2 ly
−4 〈B22〉19 cos2 lx sin2 ly + sin2 lx cos2 ly,
R3(l) = 〈B11〉29
(
cos 2lx + cos 2ly
)
+ 〈B22〉29
(
cos 2lx + cos 2ly
)
+12 〈B22〉30
(
cos2 2lx + cos
2 2ly
)
+ 〈B22〉31 cos 2lx cos 2ly
−2 〈B22〉32
(
cos 2lx + cos 2ly
)
cos lx cos ly
+12 〈B22〉33
(
sin2 2lx + sin
2 2ly
)
−2 〈B22〉34
(
sin 2lx sin lx cos ly + cos lx sin 2ly sin ly
)
.
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The analogous expression for R4(l) is relatively lengthy and will not be given
here. Notice that Ri(Pˆ l) = Ri(l), i ≥ 1, for spatial reflections Pˆ about the
coordinate axes or the line x = y, since the hopping functions hi have this
property. Therefore, the momentum integration in the c˙i equation (3.4) can
be reduced to one eighth of the BZ. The weighting functions gj are listed in
table 3.1.
In the numerical implementation of the flow equations, frequency loop
integrals are evaluated as given by eqns. (3.15), (3.21). Polynomial roots are
determined with fast numerical algorithms rather than the explicit solution
formula. In the situation when the integrand has two or more poles in the
complex frequency plane that are close, direct numerical frequency integra-
tion is used in order to prevent unstable numerics due to limited arithmetic
precision. This can only occur for the S2 sum. The remaining momentum
integral is then evaluated numerically. Note that even in the approximation
of momentum-discretised exchange propagators, the Rj(l) are continuous
functions of l, hence the momentum loop integration in (3.4) does not face
numerical difficulties. All calculations are performed for interaction para-
meter U = 3t1. Exchange propagators are discretised in momentum space
by 60 segments per eighth of the BZ, see Fig. 1.4.
During each RG step, scale derivatives are determined in the following
order: first, (c˙i)i≥1 are calculated from eq. (3.4); second, eq. (3.7) provides
c˙0; finally, the scale derivative of the interaction vertex is computed from
eqns. (1.3).
3.5 Technical details about the local expansion method
We now discuss technical details about determining the flow of hopping
corrections by local expansion of the self-energy in momentum space. The
relevant quantities entering the linear system (3.5) are differences in the
self-energy
Σ˙(0,p1)− Σ˙(0,p2) = 1
2
∫
dl s(l0, l + p1)
[
B11(l) + f
2
2 (l/2 + p1)B22(l)
]
− 1
2
∫
dl s(l0, l + p2)
[
B11(l) + f
2
2 (l/2 + p2)B22(l)
]
(3.23)
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g1(x, y) = 1,
g2(x, y) =
1
2
(
cos2 12x+ cos
2 1
2y
)
,
g3(x, y) =
1
2
(
sin2 12x+ sin
2 1
2y
)
,
g4(x, y) = cos
1
2x cos
1
2y,
g5(x, y) =
1
2
(
cosx+ cos y
)
,
g6(x, y) =
1
2
(
cos2 12x cosx+ cos
2 1
2y cos y
)
,
g7(x, y) =
1
2
(
cos2 12x cos y + cos
2 1
2y cosx
)
,
g8(x, y) =
1
2 cos
1
2x cos
1
2y
(
cosx+ cos y
)
,
g9(x, y) =
1
4
(
sin2 x+ sin2 y
)
,
g10(x, y) =
1
2
(
cos 12y sin
1
2x sinx+ cos
1
2x sin
1
2y sin y
)
,
g11(x, y) =
1
2
(
sin2 12x cosx+ sin
2 1
2y cos y
)
,
g12(x, y) =
1
2
(
sin2 12x cos y + sin
2 1
2y cosx
)
,
g13(x, y) = cosx cos y,
g14(x, y) =
1
2 cosx cos y
(
cos2 12x+ cos
2 1
2y
)
,
g15(x, y) =
1
2 cosx cos y
(
sin2 12x+ sin
2 1
2y
)
,
g16(x, y) = cosx cos y cos
1
2x cos
1
2y,
g17(x, y) = sinx sin y sin
1
2x sin
1
2y,
g18(x, y) =
1
2
(
sin2 x cos y + cosx sin2 y
)
,
g19(x, y) =
1
2
(
sinx sin 12x cos y cos
1
2y + cosx cos
1
2x sin y sin
1
2y
)
,
g29(x, y) =
1
2
(
cos 2x+ cos 2y
)
,
g30(x, y) =
1
2
(
cosx cos 2x+ cos y cos 2y
)
,
g31(x, y) =
1
2
(
cosx cos 2y + cos y cos 2x
)
,
g32(x, y) =
1
2 cos
1
2x cos
1
2y
(
cos 2x+ cos 2y
)
,
g33(x, y) =
1
2
(
sinx sin 2x+ sin y sin 2y
)
,
g34(x, y) =
1
2
(
sin 12x sin 2x cos
1
2y + sin
1
2y sin 2y cos
1
2x
)
,
g35(x, y) = cos 2x cos 2y,
g36(x, y) =
1
2
(
cos 3x+ cos 3y
)
,
g37(x, y) =
1
2
(
cos 3x cos y + cosx cos 3y
)
Table 3.1: Weighting functions for exchange propagators, appearing in the vertex
feed-back to the flow of the two- and four-point function. No attempt has been made
to reduce this set to a minimal one (this does not affect numerical complexity). The
functions g1 . . . g5 occur in the flow equations for exchange propagators, g5 . . . g37
in the flow equation of the stationary self-energy. The weights g20 . . . g28, relevant
to the flow of the hopping correction c4, have a rather long form and are omitted
here.
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as well as second-order derivatives at the saddle-point location
(∂2j Σ˙)
(
0, (0, pi)
)
=
1
2
∫
dl
{
(∂2j s)(l0, lˆ)
[
B11(l) +B22(l)
(
cos
1
2
lx + cos
1
2
ly
)2]
− 4(∂js)(l0, lˆ) B22(l)
(
cos
1
2
lx + cos
1
2
ly
)
sin
1
2
lj
+ 2s(l0, lˆ) B22(l)
(
sin2
1
2
lj − cos2 1
2
lj − cos 1
2
lx cos
1
2
ly
)}
.
(3.24)
Here, j = x, y, and ∂j means differentiation with respect to the corres-
ponding momentum coordinate, also lˆ = l + (0, pi). In the integrand, the
momentum derivatives act on the form factor f2 and on the single-scale
propagator s, that depends on momentum through the free dispersion and
the stationary self-energy.
Whereas the evaluation of (3.23) is straightforward, the calculation of the
right-hand side of (3.24) is more involved. Recalling that q0(ω,p) = iω− εk
and abbreviating P (iω) = Pε,σ,Ω(iω) = (ω
2 + Ω2)(iω − ε) + ω2σ, see (3.9),
the single scale propagator s(ω,k) and its momentum derivatives read
s = 2Ω (iω)2
q0
P 2
,
∂js = 2Ω (iω)
2
[
1
P 2
∂jq0 + q0∂j
1
P 2
]
,
∂2j s = 2Ω (iω)
2
[
1
P 2
∂2j q0 + 2
(
∂j
1
P 2
)
(∂jq0) + q0∂
2
j
1
P 2
]
. (3.25)
For α ∈ N,
∂αj q0 = −∂αj ε,
∂αj P (iω) = −(ω2 + Ω2)∂αj ε+ ω2∂αj σ. (3.26)
Eq. (3.24) thereby leads to a certain number of further Matsubara sums,
which are done as described before, see (3.13), (3.16).
In the implementation of (3.23) and (3.24), having calculated the fre-
quency summations, the remaining loop momentum integration is performed
numerically. Due to the discretisation of exchange propagators, the integ-
rands in eqns. (3.23), (3.24) are discontinuous and numerically require sep-
arate integration over the momentum segments originating from the dis-
cretisation procedure. The presence of derivatives ∂αj s in (3.24) leads to a
pronounced integrand structure, which requires a relatively fine momentum
discretisation of exchange propagators, we use 244 segments per eighth of
BZ.
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During each RG step, scale derivatives are determined in the following
order: first, the differences in Σ˙(p), p = (0, 0), (0, pi), (pi, pi), as well as
(∂2j Σ˙)(0, pi), j = x, y, are calculated following equations (3.23), (3.24). From
this data, the linear system (3.5) is solved for c˙1, . . . , c˙4. The quantities c˙3, c˙4
are expected to provide a good approximation to the true flow of the hopping
coefficients t3, t4 only if the linear system (3.5) is further extended, they will
be ignored in the subsequent steps. Knowing c˙1 and c˙2, eq. (3.7) provides
c˙0. Finally, the scale derivative of the interaction vertex is computed from
eqns. (1.3).
3.6 Results at Van Hove filling
We implement the flow at constant particle density, chosen to be interact-
ing VHF. This condition fixes the flow of the coefficient c0 and thereby
essentially determines the flowing effective saddle-point level εΩeff(0, pi) =
ε(0, pi)−ΣΩ(0, (0, pi)) which is of central importance: it determines the dis-
tance of the Fermi level from the Van Hove points and thus triggers a strong
enhancement of the flow of the interaction vertex.
As to the momentum dependence of the stationary self-energy, we find
that hopping corrections (thick line in Fig. 3.2) remain very small com-
pared to the initial parameters. During the symmetric flow, t1 and t2 get
a correction of at most a few percent. Figure 3.3 shows the value of cor-
rection parameters c1, . . . , c4 at the stopping scale and the corresponding
fine-tuned particle density for interacting VHF. The dominant correction
from the momentum-dependent stationary self-energy is given by the coeffi-
cient c1. When altering the free FS geometry, c1 changes sign at t2/t1 ≈ 0.38.
As a consequence we observe that the effective interacting FS, determined
from εeffp = εp − ΣΩ∗(0,p), is less curved than the non-interacting one for
t2/t1 . 0.4, for larger ratios it is more curved; this is consistent with previous
calculations [HSFR01, IIK11]. Ref. [HM97] gives the FS deformation as a
function of the filling n at t2 = 0, calculated from second-order perturbation
theory.
The fact that Σ(0,p) remains small during the flow results in a minor
modification of the structure of the interaction vertex when including the
stationary self-energy. In Fig. 3.5 we compare the stopping scale in the setup
disregarding self-energy (dashed line) to the calculation done here taking
account of self-energy corrections through coefficients c1 to c2 and c1 to c4
(two solid lines, almost identical). Consideration of the FS flow only slightly
alters the stopping scale. Moreover, parameter regions corresponding to
different ordering tendencies practically do not change. This indicates that
the coefficients c3, c4 have almost no influence on the interaction vertex flow,
hence that a parametrisation of Σ(0,p) by the first hopping terms suffices.
Reference [IIK11] investigates the flowing FS for the parameter set t2/t1 =
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Figure 3.2: Flow of hopping corrections in the orthogonal projection scheme(thick
line) vs. the local expansion scheme(thin lines). The thin dashed line corresponds
to considering the d-order derivative of Σ at the saddle point only, the thin solid
curve results from extending this system by 2 further equations as described in the
text. This extension is important and results in the agreement of both extraction
methods for hopping corrections in a wide parameter range. Only in a parameter
region about t2/t1 = 0.35, where the local expansion method misses the flow to
interacting VHF, the flows deviate. All energy scales are given in units of t1.
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Figure 3.3: Left: Correction parameters c1 to c4 at the stopping scale, displayed
by the solid, dashed, dotted, dash-dotted line, respectively. Right: Particle density
corresponding to interacting VHF in the orthogonal projection scheme with 2 (solid)
and 4 (dashed) hopping correction terms. The plot shows the difference to free VHF.
0.45 and U/t1 = 3 and 4. The study finds a limited impact of the moving FS
on the structure of the interaction vertex, in agreement with the present res-
ults, although larger corrections to hopping parameters than in the present
calculation are detected. The quantitative difference probably originates
from the different technical setups: reference [IIK11] uses the temperature
flow in combination with a parametrisation of the interaction vertex via FS
patching. The momentum set where the vertex is traced on is adapted to
the moving FS by using the discrete data available for the angular depend-
ence of v on its momentum arguments and assuming that the corresponding
radial dependence is that of the free dispersion ε. The self-energy is traced
locally close to the FS and fitted to an ansatz with two hopping correction
terms, the particle density is not fixed.
It is an interesting test for the parametrisation whether the local expan-
sion method (3.5) can produce a good approximation to the flow of hopping
corrections. Concerning the coefficients c1 and c2, we find that this is in-
deed true for many parameter values. It is essential here not to focus on
the saddle-point region only, when setting up flow equations. In this check
we employ the particle density value for interacting VHF identified from the
iteration within the orthogonal projection scheme and calculate the flow of
c1 and c2 as described in Sec. 3.5. The two last equations of the system (3.5)
then provide corrections that, compared to consideration of (∂2pΣ)(0, (0, pi))
only, bring c˙1 and c˙2 close to the scale derivative obtained by orthogonal
projection, see the solid lines in Fig. 3.2. The same is expected for the
parameters c3, c4 after appropriate extension of the linear system (3.5).
Only in the region t2 ≈ 0.35t1 of competing pairing and ferromagnetic
ordering tendencies, differing flows for the first two hopping corrections are
found. This is mainly due to the fact that deviations in c˙1 and c˙2 result here,
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Figure 3.4: Flow of the effective saddle-point energy level εΩeff(0, pi) = ε(0, pi) −
ΣΩ(0, (0, pi)) = −µ−c0+2c2 in the calculation considering c1 and c2. The parameter
value is t2/t1 = 0.35. In the vicinity of this data point the orthogonal projection
method (solid line) finds the flow to interacting VHF whereas the local expansion
method (dashed line) does not.
via the constant particle density condition (3.7), in a significantly deviating
flow of c0 such that interacting VHF is reached in the orthogonal projection
scheme whereas it is not reached in the local scheme, see Fig. 3.4. This
difference has a strong impact on the flow of the interaction vertex and
leads to qualitatively different behaviour.
Given the strong influence of the effective saddle-point level, the flow is
sensitive to which information is used to fix the particle density via (3.7):
determination of the particle density from an only locally known Σ(0,p) can
be unreliable, and the orthogonal projection method should be prefered. For
flows with low stopping scales, the reduction of locality by further extension
of the linear system (3.5) in the local expansion scheme is expected to be
important. The question of parametrisation of Σ(0,p) near t2/t1 = 0.35
deserves further consideration and should be addressed including a refined
exchange parametrisation that captures the full singular structure in the
SC channel. Away from this parameter region (and at interacting VHF), a
parametrisation of Σ(0,p) by the first few hopping terms provides consistent
results. We observe here that the FS flow has almost no impact on the
interaction vertex.
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Figure 3.5: Influence of the moving Fermi line on the flow of the interaction vertex
for systems at VHF. Tracing Σ(0,p) leads to a small change in the stopping scale
compared to neglecting self-energy (dashed line). We have calculated self-energy
flows with 2 as well as with 4 hopping correction terms; this no more produces a
difference in the stopping scale, the two solid lines are practically indistinguishable.
Symbols indicate the most dominant ordering tendency: commensurate AFM (filled
squares), incommensurate AFM (open squares), d-SC (circles), FM (diamonds).
4 Frequency-dependent
interaction vertex
We now study in which way the consideration of a frequency-dependent
interaction vertex changes the results obtained in the stationary approxim-
ation, see Chap. 2. Parts of the present chapter are published in [HGS12].
Whereas the self-energy is neglected below, its frequency dependence is con-
sidered in the next chapter. Knowledge about the frequency-dependent ver-
tex is essential then.
4.1 Examination of the flow equations
The parametrisation of the interaction vertex by a sum of terms in the form
of a boson exchange, proposed in ref. [HS09], allows to take into account the
frequency dependence of the interaction vertex efficiently. The dependence
of the different interaction channels on the respective transfer frequency was
investigated in ref. [HGS12]. Furthermore, in this reference, the study of
the non-transfer frequency dependence via a product ansatz revealed that
the most singular structure of the symmetric vertex can be captured by
accounting for transfer frequencies only. This is why we restrict here to
consideration of the transfer frequency dependence.
Compared to the stationary approximation, the frequency decay of ex-
change propagators makes a substantial difference in the flow equations
(1.3): the feed-back of the frequency-dependent exchange propagators enters
the flow through the functions Fm and alters the right-hand side frequency
integrand, in particular in the vicinity of its singular points. Hence, the zero
and non-zero frequency structure of the interaction vertex can be affected.
In the Ω scheme, the bare propagator CΩ(p) = χΩ(p0) (ip0−εp)−1 allows
the factorisation
d
dΩ
(
CΩ(p)CΩ(k)
)
= C0(p)C0(k)
d
dΩ
(
χΩ(p0)χΩ(k0)
)
(4.1)
in a momentum-independent and a scale-independent term. As the self-
energy is neglected in this section, the above property is used to rewrite the
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flow equations (1.3), e.g. in the s-wave scattering channel,
K˙11(p) = −1
2
∫
d¯l0
d
dΩ
(
χ(ω−)χ(ω+)
)
×
∫
d¯l
1
iω− − ε−
1
iω+ − ε+ F
2
1
(
−K11(p), −2D + 3M +K
2
)
(l0, l,p),
(4.2)
with ω± = l0 ± 12p0 and ε± = εl± 12p. More generally, the flow equations for
exchange propagators have the form
B˙mm(p) =
∫
d¯l0
d
dΩ
(
χΩ(l0 − p0
2
)χΩ(l0 +
p0
2
)
)∑
j1,j2
αΩj1(l0)α
Ω
j2(l0) I
±
ψj1 ,ψj2
(p, l0)
(4.3)
with scale-independent momentum integrals
I±ψj1 ,ψj2 (p, l0) = ∓
∫
d¯l C0
(
± (l − p
2
)
)
C0
(
l +
p
2
)
ψj1(p, l)ψj2(p, l). (4.4)
Here, the quantities Isψ1,ψ2 are relevant to the particle-hole (s = +) or
particle-particle (s = −) channels. Only the bare propagator C0(p) = (ip0−
εp)
−1 without regularisation enters Isψ1,ψ2 . The summations
∑
j αj(l0)ψj(p, l)
simply are a rewriting of the vertex feed-back in the form of eq. (1.41): the
functions ψj(p, l) denote the momentum-dependent factor and αj(l0) the
corresponding frequency-dependent factor
〈
Bˆmm
〉
(l0) or the constant term.
The singular structure of the bare propagator generates non-regular be-
haviour of the momentum integrals I±ψj1 ,ψj2 (p, l0) at l0 = ±
1
2p0. This is
compensated by the regularisation factors χ(l0∓p0/2) in (4.3). The asymp-
totics of such momentum integrals for zero external momentum p = 0 and
loop frequencies l0 close to p0/2 can be explicitly calculated. As an example,
we find at VHF, with ψj1(p, l) = ψj2(p, l) = 1 and for p0 ≥ 0, l0 > 0
I+11
(
(p0,0), l0
)
= −
∫
de
(2pi)2
N (e)(
i(l0 − p0/2)− e
) (
i(l0 + p0/2)− e
)
=
{
C1 l
−1
0 +O(ln l0) : p0 = 0,
−C2 sgn(l0 − p0/2) ln |l0 − p0/2|+O
(
(l0 − p0/2)0
)
: p0 > 0
(4.5)
with positive constants C1, C2. Here, the results from Sec. A.2 were used.
4.2 Numerical implementation
The momentum dependence of boson propagators is again discretised using
step functions. In the calculations below we use a discretisation in 32 seg-
ments per one eighth of the Brillouin zone for each exchange propagator.
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For each discrete momentum value, the frequency dependence of exchange
propagators is discretised. By symmetry, consideration of transfer frequen-
cies p0 ≥ 0 is sufficient. We use a logarithmic grid in the frequency range
10−3 ≤ p0/t1 ≤ 3 · 102 and include the frequency value p0 = 0.
In most cases exchange propagators decrease monotonically in the fre-
quency variable, with the exception of special behaviour in the scattering
channel discussed below. This relatively simple behaviour can be discret-
ised well with a small frequency grid. We use a grid of 20 non-negative
frequencies.
For each of these discrete points in frequency-momentum space and
every exchange propagator, the RG flow is calculated. In the presence of a
frequency-dependent vertex function the loop frequency integrals in the 1PI
flow equations can still be evaluated analytically, however this gets more in-
volved. On the other hand, from a numerical point of view, the factorisation
of the integrand in (4.3) in a scale-dependent term and a scale-independent
momentum integral is advantageous and allows for an efficient numerical
implementation: since the momentum integrals are independent of the RG
scale Ω, it is sufficient to evaluate them once. Then, only the loop frequency
integration remains to be performed (numerically) during flow.
Therefore, the momentum integrals I±ψj1 ,ψj2 (p, l0) are calculated before
the integration of the flow equations is started. This needs to be done for
all discrete frequency-momenta p = (p0,p) where exchange propagators are
calculated and in addition for all combinations (±, ψj1 , ψj2) that occur.
We discretise the momentum integral expression in the frequency vari-
able l0 as follows: by symmetry, only p0, l0 ≥ 0 is needed. I±ψj1 ,ψj2 (p, l0) is
regular in l0 except for possible singular behaviour at l0 = p0/2, which drives
the flow. Eq. (4.5) gives the asymptotics of such integrals for a particular
configuration. Furthermore, I±ψj1 ,ψj2 (p, l0) is typically a monotonic function
in l0 at both sides of the singularity point l0 = p0/2.
To capture the structure of such momentum integrals we discretise the
frequency variable l0 on a grid that depends on p0. We use logarithmic
spacing and about 100 data points at both sides of the point l0 = p0/2. The
minimal distance to this point in the grid is fixed depending on the expected
stopping scale Ω∗, usually Ω∗/10 is sufficient. This ensures that during the
flow the full structure of integrands in the RG equations is properly taken
into account at all scales.
Since a relatively small grid is found to be sufficient for capturing the
transfer frequency dependence in each channel, the number of flowing coup-
lings used for the vertex parametrisation is not too large (2560 . . . 3840
couplings). This permits the evaluation of the loop integral in the flow
equations (4.3) with standard adaptive numerical integrators instead of just
discrete summation. Adaptive integrators recursively divide the integra-
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tion domain depending on how much the integrand locally varies and cal-
culate integrals over subdomaines e.g. by fit to polynomials. Upon closer
inspection of the integrand structure in (4.3) it is appropriate to take this
additional expense because the integrand can vary strongly, in particular
at small RG scales, and discrete summation irrespective of the integrand
structure risks to miss essential details: the integrand contains three dif-
ferent factors, namely momentum-projected exchange propagators αj and
momentum integrals I on the one hand as well as the scale derivative of a
product of regulators on the other hand. For fixed p0, the first two terms in
most cases are monotonic functions of the loop frequency at both sides of
the singularity point l0 = p0/2. Although they are only known on a discrete
set of frequency points, the interpolation with cubic splines is expected to
be accurate. A crucial second part of the integrand function is made up
by the strongly varying scale derivative ddΩχ(ω−)χ(ω+), which is, however,
explicitly known.
To reduce numerical effort we use the approximation (1.44). We have
checked numerically for a wide range of system parameters t2/t1, initial
interactions U and scale parameters Ω the validity of this approximation.
It produces a relative error in the scale derivatives M˙11, K˙11, D˙11 smaller
than 1%, i.e. negligible within our typical numerical tolerance settings.
4.3 Results at Van Hove filling
We now compare the RG flow with frequency-dependent exchange propag-
ators to the flow that uses the stationary vertex approximation. We first
consider the interaction parameter U = 3t1, see the left plot of Fig. 4.1.
Both parametrisations of the interaction vertex result in flows that have
several properties in common: in the parameter range of small to intermedi-
ate t2/t1 we find dominant antiferromagnetic correlations as a consequence
of (approximate) nesting. For the frequency-dependent setup this parameter
range extends up to t2/t1 . 0.3. If the FS is sufficiently curved, incommen-
surate AFM ordering tendencies are stronger than commensurate ones. For
large ratios 0.41 . t2/t1 < 0.5, the dominant vertex contributions have the
structure of a ferromagnetic interaction.
However, accounting for the frequency dependence of exchange propag-
ators also produces a number of drastic changes: first, it enhances the flow of
the vertex and raises the stopping scale Ω∗. At t2/t1 = 0.33 a rise by a factor
of 40 is encountered. Probably as a consequence of large stopping scales, no
parameter region of dominant d-SC is found. The condition for stopping the
flow is reached long before a strong d-SC coupling is generated via magnetic
correlations. For lower initial interactions, e.g. U = 2.5t1 or U = 2t1, this
pairing instability again is found to be dominant for a certain range of the
ratio t2/t1, as is shown in the right plot of Fig. 4.1. Third, in the scattering
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Figure 4.1: Stopping scales in the flow with frequency-dependent vertex function
and neglect of self-energy effects. Left: Comparison of the stationary approxim-
ation (lower curve) to the frequency-dependent setup (upper curve) for U = 3t1.
Accounting for the frequency dependence of the interaction vertex leads to an en-
hancement of the vertex flow, in particular for intermediate t2/t1. For consistency,
both calculations use the same momentum resolution, which is lower than in Sec. 2;
this is why the lower curve slightly deviates from the results shown in Sec. 2. Right:
Stopping scales in the setup with frequency-dependent vertex function for interac-
tion parameters U/t1 = 3, 2.5, 2 (top-down). For the two lower values of U , a
region of dominant d-SC is found. Symbols indicate the most dominant coupling:
commensurate AFM (filled squares), incommensurate AFM (open squares), d-SC
(circles), scattering channel (triangles), FM (diamonds).
channel, a very sharp dip at a non-zero transfer frequency is detected. In a
certain parameter range the dominant coupling comes from the scattering
channel. This unexpected phenomenon is described and discussed in detail
in the following two sections.
4.4 Large couplings in the scattering channel
In the parameter region around t2/t1 = 0.35 and for several interaction para-
meters U , strong correlations in the scattering channel build up and domin-
ate the other channels, see Fig. 4.1. In this parameter region, K11(ω,p) is
characterised by a strong flow to negative values in a momentum region con-
centrated at exchange momentum p = 0 and at a non-zero frequency ωs. On
the other hand, K11(0) slowly grows towards positive values. Between ω = 0
and ω = ωs, the exchange function K11(ω,0) changes sign at sufficiently low
RG scales Ω. In Fig. 4.2, the evolution of the frequency dependence of
K11(ω,0) during flow is shown. The frequency ωs of minimal K11(ω,0) de-
creases roughly linearly in the scale parameter Ω, see Fig. 4.3. In Fig. 4.4
the size of the region of strongly negative K11 in momentum space is ex-
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Figure 4.2: Scale dependence of the function ω 7→ K11(ω,p = 0) for U =
2.5t1, t2 = 0.33t1. The stopping scale is about Ω∗ ≈ 0.012t1, the initial scale
is Ω0 = 40t1. The function is shown in the course of the flow for Ω/Ω∗ ≈
1600, 400, 150, 40, 20 (left) and Ω/Ω∗ ≈ 20, 4, 2.5, 1.5, 1 (right) with progressive
forming of the minimum at non-zero frequency.
amined: for the given data set, averaging of K11 in a ball with radius 10Ω
about p = 0 decreases the value of minimal K11 by a factor of two.
Lowering the interaction strength U leads to a shrinking of the interval
of values t2/t1 for which this term is largest, see the right plot in Fig. 4.1.
However, within the range of numerically accessible repulsion parameters U
we find that this interval never vanishes.
Since this feature occurs at transfer frequencies away from zero it cannot
be seen in the static approximation or by frequency parametrisations that
consider only local expansions about ω = 0, such as the approximation by
one Lorentz distribution discussed in Chap. 6.
Further numerical examination suggests that this feature is driven by
processes in the s-wave channels, as removing the D22 terms does not yield
a significant difference. The flow equation disregarding D22 feed-back reads
K˙11(p0,0) = −Re
∫ ∞
0
d¯l0
(
2U −K11(p0,0) + 1
2
〈−2D11 + 3M11 +K11〉1 (l0)
)2
× d
dΩ
(
χ(l0 − p0
2
)χ(l0 +
p0
2
)
) ∫ de
(2pi)2
N (e) 1
i(l0 − 12p0)− e
1
i(l0 +
1
2p0)− e
.
(4.6)
The asymptotics of the energy integral for loop frequencies l0 close to p0/2
has already been given: for p0 > 0 the energy integral produces a logar-
ithmic singularity in the integration frequency at l0 = p0/2. Multiplication
with the regularisation factor χ(l0− p0/2) compensates this singularity and
leads to a sign change in the frequency integrand, and the integrand var-
ies strongly in the vicinity of the sign change. The frequency integration
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Figure 4.4: Momentum depend-
ence of K11 in the vicinity of
the frequency ωs for the parameter
set U/t1 = 2.5, t2/t1 = 0.33 at
the stopping scale Ω∗ ≈ 0.012t1.
The plot shows the average over
small momenta ω 7→ K11(ω) :=∫
BλΩ(0)
K11(ω,p) dp/ |BλΩ(0)| for
balls of radius λΩ about the origin.
The factor λ is chosen 0, 1, 5, 10
(bottom-up).
regions [0, p0/2] and [p0/2,∞) contribute with opposite sign to K˙11(p0,0).
The vertex feed-back F 21 is always non-negative but can be considered a
(frequency-dependent) weighting factor for the two integration regions. The
function 〈−2D11 + 3M11 +K11〉1 (l0) inherent to the K11 flow equation fa-
vours the region l0 ∈ [0, p0/2] and thus makes ddΩK11(ωs,0) positive and
large.
Notice that the specific linear combination of exchange propagators en-
tering the right-hand side of the flow equation for the scattering channel
is important: the magnetic channel obeys the same flow equation but with
a different vertex feed-back which has the form F 21 =
(
2U + M11(p0,0) +
1
2 〈−2D11 +M11 −K11〉1 (l0)
)2
. The frequency-independent first term 2U +
M11(p0,0) is larger than zero, as is the corresponding term 2U −K11(p0,0)
in the K˙11 equation for p0 ≈ ωs. However, the linear combination of ex-
change propagators 〈−2D11 +M11 −K11〉1 (l0) appearing in the M˙11 equa-
tion favours the region of integration frequencies l0 > p0/2. This prevents a
positive and large M˙11, as opposed to the situation in the scattering chan-
nel.
Considering an artificial flow with reduced feed-back of the (most strongly
contributing) magnetic channel to K˙11 by replacing (−2D + 3M + K) →
(−2D + 2M + K) in (4.2) substantially suppresses this scattering process:
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Figure 4.5: Artificial flow with reduced feed-back of the magnetic channel to the
scattering channel, by replacing (−2D + 3M + K) → (−2D + 2M + K) in the
flow equation for K11. This modification strongly suppresses K11(ωs,0) such that
the couplings in the scattering channel no more become dominant. The interaction
parameter is U = 2.5t1. Line conventions are as in Fig. 4.1.
Fig. 4.5 shows the structure of the interaction vertex at the stopping scale for
this artificial flow. The couplings in the scattering channel here are strongly
reduced and remain sub-leading. Hence the magnetic channel plays an im-
portant role in the generation of strong scattering correlations.
We have checked that this strong growth in the scattering channel is
robust against refinement of the discretisation of exchange propagators in
frequency and momentum space. In Sec. 4.6 the influence of the choice of the
non-transfer frequency projection to the structure of the scattering channel
is considered. In Sec. 4.7 we investigate its dependence on the method of
regularisation by repeating the calculation in the temperature flow scheme.
The importance of imaginary contributions to the interaction vertex is stud-
ied in Sec. 4.8. In the next chapter the influence of the frequency-dependent
self-energy on this scattering process is examined.
4.5 Mean-field considerations for the scattering chan-
nel
We examine scattering interactions of the type found within the RG flow in
a mean-field model
Z =
∫
dµ(ψ¯, ψ)
N exp
(
(ψ¯, Qψ)− 1
2
λ
T
|Γ| Y (l)Y (−l)
)
. (4.7)
For definiteness we consider a finite lattice Γ at temperature T > 0 and sub-
sequently take the zero temperature and the thermodynamic limit. Here, the
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notations of Sec. 1.2 are used;
∫
dµ(ψ¯, ψ) denotes the (finite-dimensional)
Grassmann integration, and the standard quadratic term in the action is
(ψ¯, Qψ) = T|Γ|
∑
p,s ψ¯p,s q(p) ψp,s with q(p) = ipˆ0− εp for p0 ∈Mn. Further-
more, λ > 0 is the interaction parameter for scatterers Y (l) =
∑
p,s ψ¯p,sψp+l,s
with zero momentum and non-zero frequency transfer l = (ωs,0).
We first consider the case ωs = 0 for simplicity. With the Gaussian
identity
exp
(
−1
2
λξ2
)
= (2piλ)−
1
2
∫
γ
dh exp
(
− 1
2λ
h2 + iξh
)
, (4.8)
valid for λ > 0 and (nilpotent) elements ξ of the (finite-dimensional) Grass-
mann algebra, the fermionic interaction in (4.7) can be decoupled by intro-
ducing a single field h which takes values along a contour γ in the complex
plane. The standard mean-field procedure is then to integrate out the de-
coupled fermion fields and treat the h integration in a saddle-point approx-
imation.
In (4.8), the integration contour can be chosen as γ : R→ C, t 7→ γ(t) =
t+ c, with arbitrary c ∈ C, i.e. that the above relation holds for integration
along any line parallel to the real axis. This is essential for the saddle-
point approximation since it enables one to choose the contour such that it
actually passes through the stationary point of the action.
Hence,
Z =
∫
dµ(ψ¯, ψ)
N exp
(
(ψ¯, Qψ)− 1
2
λ
T
|Γ| Y
2(0)
)
=
∫
γ
dh√
2piλT/ |Γ| exp
(
− h
2
2λT/ |Γ|
)∫
dµ(ψ¯, ψ)
N exp
(
ψ¯, (Q+ ih)ψ
)
=
∫
γ
dh√
2piλT
√
|Γ| exp (− |Γ| φ(h)). (4.9)
The function
φ(h) =
h2
2λT
− 1|Γ|
∑
p,s
ln
(
1 + e−(εp+ih)/T
)
(4.10)
is stationary in h for
ih = λ
1
|Γ|
∑
p,s
(
1 + e+(εp+ih)/T
)−1
. (4.11)
This self-consistency equation has a solution r = ih ∈ R. In the thermody-
namic limit, r = 2λ
∫
de N (e)fT (e+ r), with the density of states N of the
free model and the Fermi function fT . One shows that the limit T → 0 can
be taken and the corresponding self-consistency equation
r = 2λ
∫ −r
−∞
N (e) de (4.12)
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always has a unique real solution r.
Choosing c = −ir, the integration contour γ passes through the station-
ary point. The next step in the saddle-point approximation is to deform
the integration contour γ such that it locally coincides with the contour line
of Imφ through the stationary point along which Reφ has a minimum, see
[NO98]. In the present case,
φ′′(h) =
1
T
(
1
λ
+ 2
1
|Γ|
∑
p
e(εp+ih)/T(
1 + e(εp+ih)/T
)2 1T
)
> 0 (4.13)
at the stationary point, such that the above requirement is already met and
this deformation step can be omitted.
Thus, the interaction in (4.7) with ωs = 0 simply yields a shift −r in
the chemical potential. One also shows that the mean-field result for (4.7)
is exact in the thermodynamic limit |Γ| → ∞.
We now shortly turn to (4.7) in the case ωs > 0 at T > 0. Motivated
from the results of the temperature flow discussed in Sec. 4.7, we choose ωs
as the lowest positive bosonic Matsubara frequency. The mean-field method
then leads to a system with action
T
|Γ|
∑
p,q,s
δp,q
(
q(p)δp0,q0 −
λ
2
Bp0q0
)
ψ¯p,sψq,s (4.14)
where
Bp0q0 =

0 〈Y (l)〉 〈Y (−l)〉
〈Y (−l)〉 . . . . . .
. . .
. . . 〈Y (l)〉
〈Y (l)〉 〈Y (−l)〉 0

p0q0
(4.15)
is a band matrix with non-zero entries only for p0−q0 ' ±2, and where 〈Y (l)〉
and 〈Y (−l)〉 are determined self-consistently. The off-diagonal frequency
terms are a non-trivial modification of the action. Systems of this type
merit a further study.
4.6 Non-transfer frequency projection to zero
The vertex parametrisation (1.36) in terms of exchange propagators leaves
an ambiguity about the choice of non-transfer frequencies. As described
before, non-transfer frequencies are considered as a function of the transfer
frequency p0. This function can be fixed in different ways. All frequency
projections that map a bosonic frequency to a fermionic one and respect the
vertex symmetries (1.46) are admitted.
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At temperature T = 0 one can choose non-transfer frequencies as ±12p0.
This choice was introduced in [HS09] and also used in the present calcula-
tions. A different projection is used at T > 0 since then neither 12p0 nor
1
2p0 ± piT is, in general, a fermionic frequency. Depending on the concrete
value of p0 the first or the second projection should be taken. Another pos-
sibility is then to project p0 → ±piT , i.e. to the lowest fermionic frequencies
irrespective of the value of p0. Vertex symmetries are satisfied by writing
the vertex parametrisation as a symmetrisation over the ±piT projection.
In the limit T → 0 this corresponds to setting non-transfer frequencies to
zero. Exchange propagators are thus fixed as
Dmn(p) = −
∫
d¯k1d¯k3 fm(
p
2
− k1) fn(p
2
− k3) vSC(k1, p− k1, k3, p− k3),
Mmn(p) = +
∫
d¯k1d¯k2 fm(k1 − p
2
) fn(k2 +
p
2
) vM (k1, k2, k1 − p, k2 + p),
Kmn(p) = −
∫
d¯k1d¯k2 fm(k1 +
p
2
) fn(k2 − p
2
) vK(k1, k2, k2 − p, k1 + p),
(4.16)
with the frequency components in k1, k2, k3 set to zero. This choice leads to
flow equations
D˙mm(p) = +
1
2
∫
dl L(−l, p+ l) F˜m
(
−Dmm(p),M, M −K
2
)
(l0, l0 + p0, l,p)
× F˜m
(
−Dmm(p),M, M −K
2
)
(l0 + p0, p0, l,p),
M˙11(p) = −1
2
∫
dl L(l, p+ l) F˜1
(
M11(p),−D, M −K
2
)
(l0, l0 + p0, l,p)
× F˜1
(
M11(p),−D, M −K
2
)
(l0 + p0, l0, l,p),
K˙11(p) = −1
2
∫
dl L(l, p+ l) F˜1
(
−K11(p),−D, 3M +K
2
)
(l0, l0 + p0, l,p)
× F˜1
(
−K11(p),−D, 3M +K
2
)
(l0 + p0, l0, l,p),
(4.17)
with a modified structure of the vertex feed-back, as compared to (1.3),
through functions
F˜1(A,B, B˜)(ω1, ω2, l,p) =2U +A+ 〈B11〉1(ω1) + 〈B˜11〉1(ω2)
+
∫
d¯u B22(ω1,u) f2(l− u
2
)f2(l + p− u
2
),
F˜2(A,B, B˜)(ω1, ω2, l,p) =
(
A+ 〈B11〉5(ω1) + 〈B˜11〉5(ω2)
)
f2(
l
2
+ p).
(4.18)
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Figure 4.6: Flow of most dominant couplings in the Ω scheme with different fixing
of non-transfer frequencies. Parameter values are t2/t1 = 0.35, U = 3t1. The flow
with lower stopping scale corresponds to projection to half of the transfer frequency,
the flow with slightly higher stopping scale to projection to 0. Line conventions are
as in Fig. 4.1.
In the right-hand side integrand of the flow equations (4.17) the usual
product of fermionic propagators is present. Its poles at frequencies l0 = 0
and l0 + p0 = 0 are compensated by the regularisation. The basic structural
difference between (4.17) and (1.3) is the position of the maxima of exchange
propagators entering the frequency integrand relative to l0 = 0 and l0 +p0 =
0. The functions F˜m take as argument the two frequencies l0 and l0 + p0
instead of the single frequency l0 + p0/2, which is the case for the functions
Fm entering (1.3). In the frequency projection scheme p0 7→ p0/2, the
vertex feed-back is a multiplication with (a linear combination of projected)
exchange propagators with the maximum midway between the two singular
frequencies of the two fermionic propagators. In the projection scheme p0 7→
0, the vertex feed-back consists of two factors of (a linear combination of
projected) exchange propagators with the respective maxima at the two
singular frequencies of the fermionic propagators.
The flow generated from (4.17) closely resembles the one obtained from
(1.3), see Fig. 4.6. In particular, a strong growth of couplings in the scatter-
ing channel, at non-zero transfer frequency and zero transfer momentum, is
detected again. Seemingly, the projection of non-transfer frequencies plays
a subordinate role. The essential frequency dependence of the interaction
vertex comes from transfer frequencies. The extensive study in [HGS12]
confirms this picture.
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4.7 Temperature flow with frequency-dependent
interaction vertex
As a check for whether the singular behaviour in the scattering channel is an
artefact of the Ω regularisation, we repeat the calculation in the temperature
flow scheme.
The temperature flow setup was given in Sec. 1.2. In this regularisation
scheme it is natural to denote “frequency” values as integers Z instead of
elements of piTZ because this makes explicit the full scale dependence of
the bare propagator. Hence, in this section, fermionic frequencies are given
by 2Z − 1 and bosonic frequencies by 2Z. We write (fermionic) frequency-
momentum variables as k = (k0,k) ∈ (2Z − 1) × [−pi, pi]2 and (fermionic)
loop frequency-momentum integrations as
∫
dl =
∑
l0∈2Z−1
∫
[−pi,pi]2 d¯l.
The bare propagator at T > 0 and in the continuous time limit takes
the form
CT (k) =
T 1/2
T ipik0 − εk , (4.19)
and the minimal distance to its frequency pole is piT > 0. Notice that the
bare propagator depends on the scale parameter T through the frequency
term as well as through an overall factor T 1/2. The flow equations (1.27)
apply to the T scheme as well. In the following we neglect self-energy effects
and imaginary parts of the vertex function.
We continue by parametrising the interaction vertex in terms of exchange
propagators. As has been pointed out, the parametrisation (1.36) does not
uniquely determine exchange propagators but needs further specification
about the choice of non-transfer frequencies. For T > 0 we fix the (fermionic)
non-transfer frequencies as±1, independently of the transfer frequency. This
can be done in such a way that basic vertex symmetries are kept and is the
direct analogue to the considerations at T = 0 given in the preceding section.
Exchange propagators by construction carry a bosonic transfer frequency,
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p0 ∈ 2Z, and we set
Dmn(p) =−
∫
dk1dk3 fm(
p
2
− k1) fn(p
2
− k3) vSC(k1, p− k1, k3, p− k3)
× 1
2
(
δ(k01 = k
0
3 = 1) + δ(k
0
1 = k
0
3 = −1)
)
,
Mmn(p) = +
∫
dk1dk2 fm(k1 − p
2
) fn(k2 +
p
2
) vM (k1, k2, k1 − p, k2 + p)
× 1
2
(
δ(k01 = +1, k
0
2 = −1) + δ(k01 = −1, k02 = +1)
)
,
Kmn(p) =−
∫
dk1dk2 fm(k1 +
p
2
) fn(k2 − p
2
) vK(k1, k2, k2 − p, k1 + p)
× 1
2
(
δ(k01 = +1, k
0
2 = −1) + δ(k01 = −1, k02 = +1)
)
.
(4.20)
Here,
∫
dkj are fermionic frequency-momentum integrations, and δ denotes
the Kronecker symbol. This projection yields flow equations
D˙mm(p) = +
1
2
∫
dl L(−l, p+ l) Φm
(
−Dmm(p),M, M −K
2
)
(l0, l0 + p0, l,p),
M˙11(p) = −1
2
∫
dl L(l, p+ l) Φ1
(
+M11(p),−D, M −K
2
)
(l0, l0 + p0, l,p),
K˙11(p) = −1
2
∫
dl L(l, p+ l) Φ1
(
−K11(p),−D, 3M +K
2
)
(l0, l0 + p0, l,p).
(4.21)
In these equations the exchange propagator frequency is p0 ∈ 2Z whereas
the loop frequency summation involves l0 ∈ 2Z− 1. It is
L(p1, p2) =
d
dT
(
CT (p1)CT (p2)
)
. (4.22)
The vertex feed-back to the flow is of the form
Φm(A,B, B˜)(l0, l0 + p0, l,p) =
1
2
∑
k0=±1
Fm(A,B, B˜)(l0 + k0, l0 + p0 − k0, l,p)
× Fm(A,B, B˜)(l0 + p0 − k0, l0 + k0, l,p).
(4.23)
Here,
F1(A,B, B˜)(ω1, ω2, l,p) = 2U +A+ 〈B11〉1(ω1) + 〈B˜11〉1(ω2)
+
∫
d¯u B22(ω1,u) f2(l− u
2
)f2(l + p− u
2
),
F2(A,B, B˜)(ω1, ω2, l,p) =
(
A+ 〈B11〉5(ω1) + 〈B˜11〉5(ω2)
)
f2(
l
2
+ p)
(4.24)
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with ω1, ω2 ∈ 2Z. The k0 sum in Φm originates from the symmetrisation
over the two projections p0 7→ ±1 of non-transfer frequencies to the lowest
fermionic Matsubara frequency. The momentum projections 〈·〉 are the same
as defined in eq. (1.42).
When the frequency dependence of the interaction vertex is neglected,
the functions Fm depend only on momentum. Flow equations can then be
rewritten e.g. in the magnetic channel
M˙11(p0 = 0,p) = −1
2
∫
d¯l F 21
(
M11(p),−D, M −K
2
)
(0, 0, l,p)
× d
dT
T ∑
l0∈2Z−1
1
ipiT l0 − εl
1
ipiT l0 − εp+l
 . (4.25)
The frequency summation is a standard one and can be done by contour
techniques. Afterwards the scale derivative is applied to the summation
result.
Performing the loop frequency summation is more complex when taking
into account a frequency-dependent interaction vertex since the scale deriv-
ative can then not be separated from the summation. In this case we deal
with
L(p1, p2) = −1
2
(
ipiTω1 + ε1
(ipiTω1 − ε1)2
1
ipiTω2 − ε2 +
1
ipiTω1 − ε1
ipiTω2 + ε2
(ipiTω2 − ε2)2
)
.
(4.26)
Numerical evaluation of the flow equations is now possible in different ways.
On the one hand, the frequency dependence of exchange propagators can be
approximated by a suitable functional form, such as a sum of two Lorentz
curves determined via a least-squares fit, see the discussion in Sec. 6. The
loop frequency summation then is done by contour techniques leaving a
momentum integration to be performed numerically.
In the calculation below we employ an alternative strategy which reduces
the numerical cost needed during every single RG step: we use the fact that
the loop integrand depends on temperature only via the frequency terms
Tp0, T (p0 + l0), see eq. (4.26). Thus, the loop momentum integration can
be reduced to calculation of scale-independent functions of the type
Ij1j2(r1, r2; p) =
∫
d¯l
ir1 + εl
(ir1 − εl)2
1
ir2 − εp+l ψj1(l,p)ψj2(l,p), (4.27)
for r1, r2 ∈ R and p in the momentum grid that exchange propagators are
discretised on. A similar strategy has been used in the Ω scheme.
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During every RG step, only the loop frequency summation then remains
to be performed numerically. An essential difference to the previous calcula-
tions in the Ω scheme is that the loop frequency summation is indeed a dis-
crete summation here, not an integration of a continuous function. Perform-
ing the (infinite) discrete summation is numerically more time-consuming
than the integration. In the implementation, only a finite number of fre-
quency terms are summed. At temperatures 10−1 ≤ T/t1 ≤ 1, a quite large
number of 106 summands needs to be taken into account, whereas less terms
are important for larger values of T .
In future application, the loop frequency summation could be simplified
as follows: for large enough loop frequencies the summands turn out to
be positive and decreasing. Summation of large loop frequencies can then
be approximated by an integration, with the error controlled by a simple
estimate: assume g : [0,∞) → R positive, decreasing and summable, then∫ n2
n1−1 g(t) dt ≥
∑n2
j=n1
g(j) ≥ ∫ n2+1n1 g(t) dt for n1 − 1 < n2, hence∣∣∣∣∣∣
∞∑
j=n
g(j)−
∫ ∞
n
g(t) dt
∣∣∣∣∣∣ ≤
∫ n
n−1
g(t) dt ≤ g(n− 1). (4.28)
In the loop frequency summation the first terms need to be summed expli-
citly. The high frequency terms can then be summed by a fast numerical
integration.
In the numerical implementation of the flow equations (4.7) we integrate
large temperature scales down to T0 = 10
2t1 using perturbation theory, as
given in Sec. A.5.1. Exchange propagators are discretised in the transfer
momentum by 16 segments per eighth of the BZ. We trace 20 transfer
frequencies per exchange propagator and momentum segment: the frequency
grid comprises all the lowest frequencies 0, . . . , 20 as well as, with logarithmic
spacing, nine frequencies in the range 60 . . . 2 · 105. Intermediate frequency
values are interpolated by cubic splines.
We find that the T flow with frequency-dependent vertex function is very
similar to the Ω flow. Fig. 4.7 shows the flow of the leading couplings for an
exemplary parameter set and can be directly compared to the corresponding
flow in Ω scheme, Fig. 4.6.
As compared to the stationary approximation [HS01], the stopping tem-
perature in the T flow with frequency-dependent vertex function rises. For
parameter ratios 0.3 ≤ t2/t1 ≤ 0.35 and at U/t1 = 3 it rises by several
orders of magnitude. As a consequence of the enhanced flow, especially of
the magnetic channel, no strong d-SC correlations are generated during the
symmetric flow.
Furthermore, we refind large couplings in the scattering channel for zero
transfer momentum and near a non-zero transfer frequency in the parameter
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Figure 4.7: Flow of the most dominant couplings in the T scheme for parameter
values t2/t1 = 0.35, U = 3t1. The flow can be directly compared to the correspond-
ing flow in Ω scheme, Fig. 4.6. Line conventions are as in Fig. 4.1.
range where such processes were detected in the Ω scheme: in the temper-
ature flow, frequency variables are discrete. The zero-momentum scatter-
ing exchange propagator K11(p0,0) slowly grows towards positive values
at p0 = 0. In contrast, for the smallest non-zero exchange frequency, i.e.
p0 = ±2, it strongly grows to negative values, cf. Fig. 4.8. This is consistent
with the observation that in the Ω scheme the transfer frequency value for
minimal K11 tends to zero as the scale parameter Ω decreases. Although
the temperature flow shows strong growth in the scattering channel, when
varying t2/t1 and U/t1 we have not seen parameter values where scattering
processes actually dominate the other channels.
By the preceding calculation of the flow of the frequency-dependent in-
teraction vertex in T scheme we rule out that the strong scattering process
with non-zero transfer frequency is an artefact of the Ω regularisation.
4.8 Influence of imaginary exchange propagators
Unlike in RG setups where frequency dependences are neglected, the frequency-
dependent interaction vertex acquires an imaginary part during the flow. By
symmetry, in our parametrisation particle-hole exchange propagators M11,
K11 are real whereas D11, D22 in the particle-particle channel are not. Still,
ImDmm(l0 = 0, l) = 0 is imposed by symmetry.
Already in perturbation theory a singularity in the imaginary part of the
interaction vertex is found when considering frequency derivatives: for zero
momentum transfer, at VHF and with 0 < t2/t1 <
1
2 ,
∂p0
∣∣∣
p0=0
Im
∫
dl CΩ(−l)CΩ(p0 + l0, l) = −c ln2 Ω +O(ln Ω), c > 0.
(4.29)
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Figure 4.8: Scattering channel in temperature flow scheme. The function T 7→
K11(p0,0) is displayed for the lowest frequency values, namely (from top to bottom)
p0 = 0, 6, 4, 2. The scattering singularity shows at the lowest non-zero transfer
frequency. The parameter values are as in Fig. 4.7.
This singularity is induced by the asymmetry of the density of states N (e)
around energy e = 0, see Sec. A.1. The occurring energy integral is given
in Sec. A.2. Upon ladder resummation in the SC channel, an even stronger
singularity ∼ (Ω − Ω∗)−2 builds up in the first frequency derivative due to
the vanishing mass term.
We examine the influence of this singularity in the RG calculation at the
data point t′/t = 0.3, U/t = 3. Here the stopping scale is relatively low such
that an effect, if present, should be visible. Furthermore, strong couplings
in the scattering channel were encountered in this parameter region and we
study how they are influenced.
The fact that ImDmm(p) exactly vanishes at p0 = 0 already suggests
that ImDmm possibly has limited impact. This is confirmed by carrying out
the RG calculation: although (∂p0 ImDmm)(p0 = 0,p) shows the expected
singular behaviour, ImDmm remains small during flow. At the stopping
scale, |ImD11(p)| < 5t1 with the maximum at p = pi and p0 ≈ 10Ω∗, as well
|ImD22(p)| < 0.05t1.
As a consequence, these quantities have little influence on the flow of
the leading couplings, see Fig. 4.9, where the flows including and neglecting
the imaginary parts of the SC channel are compared. In particular, the
scattering singularity remains unchanged. Although we have not performed
a detailed scan of the whole parameter space we expect ImDmm to be of
minor influence.
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Figure 4.9: Influence of ImDmm on the flow of the most singular couplings for
frequency-dependent interaction vertex. The flow with slightly lower stopping scale
takes into account ImD11 and ImD22, the second one neglects them. Line conven-
tions are as in Fig. 4.1.
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5 Frequency-dependent
self-energy
5.1 RG equations with frequency-dependent self-
energy
Within the stationary vertex approximation, the flow equation (1.27) gener-
ates a frequency-independent self-energy. A non-trivial flow equation for the
frequency-dependent self-energy can be obtained though from the stationary
interaction vertex by inserting its scale-integrated flow equation into the one
for the two-point function [Hon01, HS03, KK04, Kat09]. Via the resulting
two-loop flow equation this generates self-energy contributions with a non-
trivial frequency dependence, in which the vertex dependence is that of the
flowing stationary vertex.
The parametrisation of the frequency dependence of the interaction ver-
tex enables us now to calculate the full frequency dependence of the ima-
ginary self-energy, beyond the above approximation. To this end a self-
energy flow equation is added to the set of RG equations for the frequency-
dependent interaction vertex [HGS12]. The full self-energy feed-back to the
flow is accounted for by keeping full propagators on the right-hand side of
flow equations.
The most singular frequency dependence of the self-energy is expected
for its imaginary part and at small frequencies: the analysis of Σ(ω,p) in
second-order perturbation theory for a Hubbard-like system at VHF and
with a square Fermi surface [FS08] shows a logarithmic singularity in the
first frequency derivative for momentum p = (0, pi): at zero temperature
and for frequencies 0 < ω < 12 ,
(∂ω Im Σ
(2))(ω,p = (0, pi)) = C1 |lnω|2 + C2 |lnω|+O(ω0) (5.1)
with C1, C2 > 0. Reference [FS08] also shows that ∇Σ is bounded to all
orders in the coupling, even at VHF. The asymmetry between ∂ωΣ and ∇Σ
possibly has important consequences.
Perturbation theory for the Hubbard system with Ω regularisation, at
VHF and for a curved Fermi surface, 0 < t2/t1 <
1
2 , yields a similar picture.
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Figure 5.1: Second-order perturbation theory for the Zp factor in Ω scheme at
VHF and for momenta p = (0, pi), (x0, x0), (0, 0), (pi, pi) (solid, dash-dot, dashed,
dotted lines, respectively; p = (0, 0) and (pi, pi) almost coincide in the first two
plots). The abscissa x0 provides the intersection point of FS with BZ diagonal.
The corresponding lowest-order perturbative expansion for the self-energy
is given in Sec. A.5.3. Numerical calculations of the Z factor, i.e. the inverse
quasi-particle weight,
Zp = 1 + (∂ω Im Σ)(ω = 0,p) (5.2)
to second order in U yield a logarithmic divergence (with power one) in the
scale parameter Ω for p = (0, pi) and indicates regular behaviour for all other
momenta, see Fig. 5.1.
For a detailed study of the effects from the frequency-dependent self-
energy we consider the flow equation for its imaginary part
Im Σ˙(p) = −1
2
∫
dl
[
Re s(l + p)
(
ImD11(l) + ImD22(l)f
2
2 (
l
2
+ p)
)
+ Im s(l + p)
(
(ReD +
1
2
K +
3
2
M)11(l) + ReD22(l)f
2
2 (
l
2
+ p)
)]
.
(5.3)
In the flow equations the full feed-back of the frequency- and momentum-
dependent imaginary self-energy is kept: the single-scale propagator s(p),
p = (ω,p), is given by
s(p) =
iω − εp(
iω − εp + iχ(ω) Im Σ(p)
)2 χ˙(ω). (5.4)
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The flow equations for exchange propagators read
D˙mm(p) = +
∫ ∞
0
dl0
2pi
∫
d¯l L(−l−, l+) F 2m
(
−Dmm(p), 3M −K
2
)
(l0, l,p),
M˙11(p) = −
∫ ∞
0
dl0
2pi
∫
d¯l Re
[
L(l−, l+) F 21
(
+M11(l),
−2D +M −K
2
)
(l0, l,p)
]
,
K˙11(p) = −
∫ ∞
0
dl0
2pi
∫
d¯l Re
[
L(l−, l+) F 21
(
−K11(l), −2D + 3M +K
2
)
(l0, l,p)
]
,
(5.5)
with m = 1, 2 in the first equation and the combinations l± = l± 12p of loop
and external frequency-momentum. Furthermore,
L(p1, p2) =
d
dΩ
(
g(p1)g(p2)
)
= g(p1)g(p2)
(
χ˙(ω1)
χ(ω1)
+
χ˙(ω2)
χ(ω2)
− i
d
dΩ
(
χ(ω1) Im Σ(p1)
)
iω1 − εp1 + iχ(ω1) Im Σ(p1)
− i
d
dΩ
(
χ(ω2) Im Σ(p2)
)
iω2 − εp2 + iχ(ω2) Im Σ(p2)
)
,
(5.6)
with the propagator
g(p) =
χ(ω)
iω − εp + iχ(ω) Im Σ(p) ,
χ˙(ω)
χ(ω)
=
−2Ω
ω2 + Ω2
. (5.7)
The functions Fm are given in eq. (1.41).
Since Im Σ is expected to show non-regular behaviour only in the small-
frequency region, a linear approximation Im Σ(ω,p) ≈ (Zp − 1) ω seems
natural. However, we find that this linear approximation can lead to a
strong artificial suppression of the interaction vertex during the flow, as
compared to calculations using a discretisation in frequency space. This
strong suppression is due to the contributions from intermediate to large
frequencies. Here the linear frequency approximation highly overestimates
Im Σ(ω,p), which, in fact, decays to 0 as |ω| → ∞.
5.2 Numerical implementation
The flow equations (5.3) and (5.1) are studied numerically. For this purpose,
exchange propagators are discretised in the momentum argument with 16
segments per eighth of BZ, as described in eq. (1.49). Inside each momentum
segment we use a logarithmic grid of length 20 . . . 25 to resolve transfer fre-
quencies 10−6 ≤ ω/t1 ≤ 103. The smallest non-zero frequency value here
is fixed depending on the expected stopping scale. Furthermore, the fre-
quency value p0 = 0 is included in the grid. The function ω 7→ Im Σ(ω,p)
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is discretised on a similar logarithmic frequency grid for a fixed set of mo-
menta p. The most singular behaviour of Im Σ is expected at the momentum
p = (0, pi). Feed-back of Im Σ to the flow is done by spline interpolation of
discrete data. All calculations are made for the bare coupling U = 3t1.
In the self-energy flow equation, the discretisation of exchange propag-
ators leads to a sum of momentum integrations over the Brillouin zone seg-
ments,
Im Σ˙(p) = −1
2
∫ ∞
0
dl0
2pi
∑
Segments S[(
ReDS11 +
1
2
KS11 +
3
2
MS11
)
(l0)
∫
l∈S
dl
(2pi)2
Im
(
s(l + p) + s(T l + p)
)
+ ReDS22(l0)
∫
l∈S
dl
(2pi)2
Im
(
s(l + p) + s(T l + p)
)
f22 (
l
2
+ p)
+ ImDS11(l0)
∫
l∈S
dl
(2pi)2
Re
(
s(l + p)− s(T l + p)
)
+ ImDS22(l0)
∫
l∈S
dl
(2pi)2
Re
(
s(l + p)− s(T l + p)
)
f22 (
l
2
+ p)
]
,
(5.8)
with BSmm(l0) the frequency dependence of the exchange propagator Bmm
in segment S. The operation T l = (−l0, l) denotes time reversal.
Although the parametrisation of Im Σ as a function of only one frequency-
momentum argument is straightforward and easily accomplished in a discret-
isation procedure with a comparably small number of parameters, the nu-
merical evaluation of flow equations involving a frequency- and momentum-
dependent self-energy turns out to be highly time-consuming. This is due
to the presence of the full propagator G = (C−1 + Σ)−1 instead of the bare
propagator C in the right-hand side integrals. For their evaluation we did set
up and test an analytic loop frequency integration with contour techniques
(i.e. after fit of discrete data by sums of Lorentzians, see Sec. 6) or with
piecewise integration of spline data [SE11]. But we found both impractical
here due to the high powers of the frequency variable in the resulting ra-
tional frequency integrand (degree about 30 in numerator and denominator).
Furthermore, numerical evaluation can then suffer from precision problems
since the analytical expression contains a number of “pseudo-poles” that in
fact cancel exactly; however this cancellation cannot always be seen numer-
ically because of a limited arithmetic precision nor can it be made explicit
analytically without further increasing the complexity of the analytical ex-
pression to a high extent. Thus a numerical evaluation of the three nested
integrals in the vertex and self-energy flow equations is necessary.
In the parameter regions |t2/t1| < 0.2 and 0.45 < t2/t1 < 0.5 we find
stopping scales Ω∗ & 10−2t1. Here, the full flow including feed-back of
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the frequency- and momentum-dependent imaginary self-energy has been
numerically calculated. Because the momentum dependence of Im Σ(ω,p)
turns out to vary not too strongly in this parameter region, a simple mo-
mentum set {(0, 0), (0, pi), (pi, pi)} was used for its discretisation. Numerical
parallelisation techniques are advisable and conveniently implemented, since
the scale derivatives of all couplings can be evaluated independently during
each RG step. Results are shown later in this section, see Fig. 5.3, 5.11.
For parameters 0.2 . t2/t1 . 0.45, stopping scales Ω∗ drop below 10−2t1.
Because of the numerical complexity we then proceed differently: for a fixed
momentum value q we decompose
g(p) =
χ(ω)(
iω − εp + iχ(ω) Im Σ(ω,q)
)
+ iχ(ω)
(
Im Σ(p)− Im Σ(ω,q)
)
=
χ(ω)
a(p)
+
−∆(p)
a(p) (a+ ∆)(p)
χ(ω), (5.9)
with a(p) = iω − εp + iχ(ω) Im Σ(ω,q) as well as ∆(p) = iχ(ω)
(
Im Σ(p)−
Im Σ(ω,q)
)
. Then
χ(ω)
a(p)
=
χ(ω)
i
(
ω + χ(ω) Im Σ(ω,q)
)
− εp
=
χ(ω)
ir(ω)− εp (5.10)
factorises in a p independent term χ(ω) and a term that depends on scale
only through r(ω) := ω + χΩ(ω) Im ΣΩ(ω,q). We insert this decomposition
in the right-hand side of each flow equation. For all terms that do not contain
the function ∆, the loop integration reduces to the frequency integration by
computing appropriate momentum integrals before the actual RG flow is
started, similar to the treatment in Sec. 4.
To be specific, the flow equations (5.1) for exchange propagators are of
the form
B˙Ωmm(p) = ∓
1
2
∫
d¯l0
∑
j1,j2
αΩj1(l0)α
Ω
j2(l0)
×
{
d
dΩ
(
χΩ(ω−)χΩ(ω+)
)
Fψj1ψj2
(
rΩ(±ω−), rΩ(ω+),p
)
+ χΩ(ω−)χΩ(ω+)
[
d
dΩ
(
χΩ(ω−) Im ΣΩ(ω−,q)
) 1
i
Hψj1ψj2
(
rΩ(±ω−), rΩ(ω+),p
)
+
d
dΩ
(
χΩ(ω+) Im ΣΩ(ω+,q)
) 1
i
Hψj1ψj2
(
rΩ(ω+), rΩ(±ω−),p
)]
+
∫
d¯l f [a,∆](p, l,q) ψj1(p, l)ψj2(p, l)
}
(5.11)
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with
Fψj1ψj2 (r1, r2,p) =
∫
d¯l
ψj1(p, l) ψj2(p, l)
(ir1 − εl−p/2) (ir2 − εl+p/2)
,
Hψj1ψj2 (r1, r2,p) =
∫
d¯l
ψj1(p, l) ψj2(p, l)
(ir1 − εl−p/2)2 (ir2 − εl+p/2)
,
and ω∓ = l0∓ p0/2. The function f [a,∆] comprises all terms of the decom-
position that also depend on ∆.
Furthermore,
∑
j α
Ω
j (l0)ψj(p, l) denotes the vertex feed-back to the flow
as given by equations (1.41) or (1.44). We choose to employ the approxima-
tion (1.44) because it reduces numerical efforts; we have checked that it is of
high accuracy in this setup by comparing specific scale derivatives. Hence,
the functions ψj(p, l) ∈ {1, f2(l − 12p)f2(l + 12p), f2(l)} are present in the
j summations of eq. (5.11).
Momentum integrations Fψj1ψj2 , Hψj1ψj2 can then be computed before-
hand as they are independent of scale. This needs to be done for all discrete
momenta {p} where exchange propagators are traced and for all combin-
ations (ψj1 , ψj2) that occur. The singularity of these momentum integrals
along the “frequency” lines r1 = 0 or r2 = 0 is essential to the flow and
needs to be resolved in greater detail. The small-frequency asymptotics of
the functions F , H can be calculated e.g. for the case ψj1 = ψj2 = 1 and
for zero momentum exchange from the knowledge about the free Hubbard
density of states. At VHF and for 0 < t2/t1 <
1
2 ,
F11(r1, r2,0) =
∫
de
N (e)
(ir1 − e)(ir2 − e)
=
 −C1
[
sgn r2 ln |r2| − sgn r1 ln |r1|
]
/
(
r2 − r1
)
+O(r01, r02) : r1 6= r2,
−C2/|r1|+ iC3 sgn r1 ln |r1|+O(r01) : r1 = r2,
(5.12)
with C1, C2, C3 > 0, see eqns. (A.12). In the discretisation of the functions
Fψj1ψj2 (r1, r2,p), Hψj1ψj2 (r1, r2,p) in (r1, r2) we use a logarithmic grid on
both sides of the point r1 = 0 and similarly for r2, which is altogether a
two-dimensional grid of 240× 240 points. The minimal distance in the grid
to the lines r1 = 0 or r2 = 0 is fixed depending on the minimal value of the
scale parameter Ω that is needed during flow, typically Ω∗/10 is used. The
flow equation for Im Σ is treated in the same way.
The loop integration for the terms including ∆ is a highly time-consuming
computational task, in particular at low RG scales, because three nested in-
tegrations need to be performed numerically. However, comparison in the
parameter region with high stopping scales as well as further tests discussed
below suggest that for the choice q = (0, pi) in the decomposition (5.9), i.e.
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for the momentum value with expected strongest feed-in of Im Σ to the flow,
these remaining terms containing ∆ are well dominated by the first term.
Thus, we can approximately calculate the flow by neglecting these re-
maining terms. This amounts to the feed-back of a frequency-dependent
but momentum-independent self-energy, namely Im Σ(ω, (0, pi)). Then, as
an error estimate, the approximated and full scale derivatives at the thus
obtained stopping scale can be compared for specific couplings. We fur-
ther discuss this approximation below. Notice that momentum-independent
feed-in of the self-energy still allows to trace Im Σ(ω,p) at different points
p in the BZ.
5.3 Results at Van Hove filling
Here we discuss results of the flow with frequency-dependent self-energy and
compare to previous flows disregarding self-energy effects. The calculations
have been performed using the approximation of momentum-independent
feed-in of Im Σ(ω, (0, pi)) to the flow, as described above. For parameter
values where the full flow was calculated this approximation turns out to be
very close to the true flow, for details see Sec. 5.5.
The imaginary self-energy enters the propagator via
g(ω,p) =
χ(ω)
iω − εp + iχ(ω) Im Σ(ω,p) =
χ(ω)
iω
(
1 + Im Σ(ω,p)ω χ(ω)
)
− εp
.
(5.13)
The relevant function ω 7→ 1ω Im Σ(ω,p) is shown in Fig. 5.2 at different
stages of the flow for an exemplary flow with low stopping scale. The limit
ω → 0 of this function yields the momentum-dependent Zp factor. From
this plot the region of validity of a linear frequency parametrisation for Im Σ
can be seen: this region is roughly |ω| . Ω. We have traced Im Σ(ω,p) for
p ∈ {(0, 0), (0, pi), (pi, pi)} and find, as compared to results of second-order
perturbation theory, that Zp factors for all three momenta usually become
enhanced in the RG calculation, cf. Fig. 5.1 and 5.3. In particular, Z(0,pi)
shows a strong divergence as Ω → 0 and hence becomes large at small
scales. For t2/t1 = 0.355, a value of Z(0,pi) ≈ 7 is reached at the stopping
scale, whereas Z(0,0) and Z(pi,pi) tend towards finite values in the flow. The
left plot in Fig. 5.5 gives the size of Zp factors at the stopping scale as a
function of t2/t1. For parameter ratios t2/t1 close to but smaller than
1
2 ,
the Z(0,0) factor is driven by a large density of states at the band minimum,
see the discussion in Sec. A.1. As a consequence, Z(0,0) > Z(0,pi) during a
substantial part of the flow, this effect is already present in perturbation
theory.
The fact that Zp factors become significantly larger than 1 leads to a
suppression of the flow of the interaction vertex, and especially at low scales
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Figure 5.2: Flow of Im Σ using parameter values t2 = 0.355t1, U = 3t1. The plot
shows the function ω 7→ 1ω Im Σ(ω, (0, pi)) for different values of the scale parameter.
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Figure 5.3: Flow of the Zp factors (inverse quasi-particle weights) for p = (0, pi),
(0, 0), (pi, pi) (solid, dashed, dotted lines, respectively) until reach of the varying
stopping scales. The calculations for t2/t1 = 0.1 and 0.45 include feed-back of
the full frequency and momentum dependence of Im Σ. For t2/t1 = 0.355 the
approximation of the momentum-independent feed-back of Im Σ(ω, (0, pi)) is used.
the divergence of Z(0,pi) has a strong impact. Thus, the imaginary self-energy
(over-)compensates the effect, described in Sec. 4, of enhanced vertex diver-
gences and rising stopping scales from taking the frequency dependence of
the interaction vertex into account. In Fig. 5.4 we compare stopping scales
obtained with different vertex parametrisations. For small ratios t2/t1 or
ratios t2/t1 near
1
2 , the flow of the frequency-dependent interaction vertex
including Im Σ is quite close to a flow that neglects self-energy and frequency
dependences at the same time. This has already been observed [HS03] at
t2 = 0, in a simpler approximation where only a Z factor is kept. For in-
termediate hopping ratios, the stopping scale is even further suppressed. In
particular, in the parameter region of competition between strong ferromag-
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Left: Absolute value of the largest coupling in the different interaction channels.
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Figure 5.6: More detailed view on the parameter region 0.3 < t2/t1 < 0.4 for
U/t1 = 3: In the same way as in Fig. 5.5 the plots show details about the structure
of the interaction vertex and the self-energy, but here at different stages of the flow,
from Ω/t1 = 3 · 10−3 (top) to Ω/t1 = 10−4 (bottom).
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netic and d-wave pairing interactions, the stopping scale drops drastically
to values beyond numerical resolution: for 0.34 . t2/t1 . 0.35 we detect
stopping scales Ω∗/t1 < 10−5. This behaviour suggests a quantum critical
point separating both ordering regimes, which was also proposed in previous
studies [HS01].
Besides the lowering of the stopping scale we observe two additional
differences to the setup with frequency-dependent vertex disregarding self-
energy [HGS12]. First, we recover a region of dominant d-wave pairing,
which had disappeared in the calculation with frequency-dependent ex-
change propagators. We see this change as a direct consequence of the small
stopping scales that are now obtained and which allow effective generation
of d-SC correlations driven from the magnetic channel. Furthermore, the
strong growth of couplings at non-zero transfer frequency in the scattering
channel, observed in the studywith frequency-dependent exchange propag-
ators, is weakened by Im Σ. Couplings in the scattering channel no longer
become dominant, however still can get large. The left plot in Fig. 5.5 shows
the values of the most singular couplings in each channel at the stopping
scale. The scattering coupling is at most about half as large as the most
singular coupling. Figure 5.6 shows the evolution of the structure of the
two- and four-point function during the flow.
From the point of view of conservation of Ward identities, keeping a
frequency-dependent vertex function while disregarding the frequency-depen-
dent self-energy is not a fully consistent approach. The strong impact of
the flowing two-point function found above indicates that the frequency-
dependences of interaction vertex and self-energy should be studied at the
same time.
At VHF the RG flows (a) neglecting frequency dependences and self-
energy effects on the one hand and (b) parametrising frequency dependence
of the interaction vertex and Im Σ on the other hand are qualitatively very
similar. Certainly, they differ in the size of the stopping scale. However,
both identify the same types of Fermi-liquid instabilities and even detect
them in almost identical parameter regions, see Fig. 5.4.
5.4 Non-Fermi-liquid frequency dependence of the
self-energy
In the parameter region t2/t1 ≈ 0.34 the competition between pairing cor-
relations with d-wave symmetry and ferromagnetic correlations slows down
the flow of the interaction vertex. The regime of validity of the level-two-
truncation is large and permits to trace the RG flow down to relatively small
stopping scales, see Fig. 5.7. Previous works have suggested a quantum crit-
ical point scenario in this parameter region [HS01]. The present findings,
which take into account the frequency dependences of the interaction vertex
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Figure 5.7: Higher resolution plot for the parameter region of competing d-SC and
FM with low stopping scales. The figure shows the stopping scales and dominant
instabilities for interaction parameters U/t1 = 3.5, 3, 2.5 (top-down). Scales down
to Ω = 10−5t1 were within numerical reach.
and of the self-energy, support this scenario.
We further examine the (fermionic) self-energy for these parameter val-
ues. In contrast to the behaviour of several exchange propagators at non-
zero transfer frequency, the self-energy at fixed frequency-momentum is a
monotonic function of the scale parameter in the Ω scheme. For momenta
p = (0, 0) and (pi, pi), Im Σ(ω,p) changes little in flow below a certain scale
Ω, see Fig. 5.3. This indicates the standard FL frequency dependence of
the symmetric full propagator g−1(ω,p) = Zp
(
ω − ε˜(p)) +O(ω lna |ω|) as
ω → 0, with Zp finite as given in Fig. 5.3.
On the other hand, Im Σ(ω, (0, pi)) continues to grow at all scales Ω. For
the momentum value p = (0, pi), the substantial changes to Im Σ at scale Ω
are in the frequency region |ω| . Ω. Hence, the curves ω 7→ Im Σ(ω, (0, pi))
at different scales Ω coincide in the frequency regime 10Ω . |ω|  t1, see
Fig. 5.8. From the RG data we are thus able to extract the non-Fermi-liquid
frequency asymptotics
Im Σ(ω, (0, pi)) ' const |ω|α sgnω (5.14)
with α ≈ 0.74 for small frequencies.
In the literature, fermion systems at criticality are extensively invest-
igated. An Eliashberg study for a system of fermions with interaction via
bosonic modes in a single channel is presented in ref. [RPC06]: Under the
assumption of a constant non-vanishing Fermi velocity and with neglect of
the momentum dependence of the fermionic self-energy, the Eliashberg fer-
mionic self-energy for small frequencies is of the form of eq. (5.14) with
α = 2/3. In the case of a spin interaction with Ising symmetry, this solution
is stable with respect to vertex and self-energy corrections. However, for
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Figure 5.8: Small-frequency asymptotics of the imaginary self-energy at the Van
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α = 0.74 (green line). For comparison, the blue line shows the asymptotics with
α = 2/3, which is not met by the present data.
an SU(2) spin interaction the stability analysis signals the break-down of
Eliashberg theory and no prediction could be made.
In the present work, we study a fermion system with a momentum-
dependent Fermi velocity that vanishes at momentum (0, pi) and competing
interaction channels. To the best of our knowledge, the question of the
frequency dependence of the self-energy for this type of system at criticality
has not been addressed before. With the RG method we have been able
to identify a frequency asymptotics of the fermionic self-energy in the same
form as predicted by (unstable) Eliashberg theory, however with a different
exponent α.
In principle, the RG flow with a symmetric parametrisation of correlation
functions can also be expected to provide information about the asymptotic
frequency behaviour in the various interaction channels. However, the iden-
tification of asymptotic regimes based on data for scales Ω ≥ Ω∗ > 0 is less
obvious in the case of the four-point function. In Fig. 5.9 we show the RG
evolution of the exchange function M11(ω,p = 0) relevant for ferromagnetic
interaction. In the Ω scheme, M11(ω,0) is a non-monotonic function of the
scale parameter: for frequencies |ω| . Ω it increases during the flow, for
|ω| & Ω it decreases (left plot in Fig. 5.9). It could be that the regime of
growing M11 at low scales Ω obeys a simple form ∼ Ω−α1 , α1 ≈ 0.15 . . . 0.2
(green line). Due to the non-monotonic dependence on the scale parameter
the extrapolation of a small-frequency asymptotics is more difficult than in
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Figure 5.9: RG flow of the magnetic exchange propagator M11(ω,0) at zero
transfer-momentum (FM). Left: RG evolution for different transfer frequencies
ω/t1 = 0, 10
−5, 10−4, 10−3, 10−2, 10−1, 100 (top-down). In the Ω scheme,
M11(ω,0) is a non-monotonic function of the scale parameter. Possibly, M11 obeys
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10−4, 10−3, 3 · 10−3 (top-down). The identification of an asymptotic frequency
regime is not obvious from the data.
5.5 Flow with momentum-dependent imaginary self-energy 87
0
10
20
30
40
10−1 100 101
M
1
1
(0
,pi
)
Ω/t1
t2/t1 = 0.15
0
10
20
30
40
10−2 10−1 100 101
M
1
1
(0
,0
)
Ω/t1
t2/t1 = 0.45
Figure 5.11: Flow of the dominant instability for t2/t1 = 0.15 (AFM, left) and
t2/t1 = 0.45 (FM, right) obtained from different parametrisations. We compare the
flow including Im Σ(ω,p) (red lines) to two setups disregarding self-energy effects:
frequency-independent vertex functions (blue line) and frequency-dependent vertex
functions (green line). The solid red line corresponds to a flow with momentum
interpolated feed-in of Im Σ(ω,p), the dashed red line to a feed-in of Im Σ(ω, (0, pi))
only.
the case of the self-energy. It is not clear whether an asymptotic regime
has already been reached, but possibly M11(ω,0) ' |ω|−α2 , α2 ≈ 0.13 . . . 0.2
(green line in the right plot). Contrary to the magnetic channel, the coup-
lings D22(ω,0) corresponding to pairing interactions with d-wave symmetry
monotonically increase during flow, see Fig. 5.10. It is hard to recognise an
asymptotic frequency regime from the RG data, though (also in parameter
regions t2/t1 where D22(ω,0) is larger). More detailed information about
the small-frequency asymptotics of effective interactions can be gained in
any case with a non-symmetric parametrisation of the correlation functions
and a continuation of the flow into regimes of broken symmetry.
5.5 Comparison to flow with momentum-dependent
imaginary self-energy
Because of numerical complexity the flow with feed-back of the momentum-
and frequency-dependent imaginary self-energy was calculated only for para-
meter values 0 ≤ t2/t1 ≤ 0.15 or 0.45 ≤ t2/t1 ≤ 0.5. In this para-
meter region, the approximation of feed-back of the momentum-independent
Im Σ(ω, (0, pi)) to the flow turns out to produce but a small error: Fig. 5.11
compares the flow of the dominant coupling for t2/t1 = 0.15 (AFM regime)
and 0.45 (FM regime). Only a small correction is found when accounting
for the momentum dependence of Im Σ.
In the remaining parameter range 0.15 < t2/t1 < 0.45, where flows go
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Figure 5.12: Stopping scales for flows with frequency-dependent vertex and with
momentum-independent feed-in of Im Σ(ω,q), for q = (0, pi) (solid line) and q =
(0, 0) or (pi, pi) (dashed lines). For all choices of q a suppression of the vertex
flow is found, as compared to neglect of self-energy (dot-and-dashed line). From
the discussion in the text, the true stopping scale is expected in between the ones
obtained from the approximations with q = (0, pi) and q = (0, 0), and much closer
to the first one. Colour conventions as in Fig. 5.4.
down to small scales, a larger error is expected. Although the flow with
fully momentum-dependent feed-back of the self-energy was not traced in
this region, full scale derivatives for specific couplings can still be calcu-
lated here. This serves as an error estimate for the approximate flow with
momentum-independent but frequency-dependent feed-back of Im Σ(ω,q),
q = (0, pi). Using the data obtained in this way, we compare full and ap-
proximated scale derivatives for the most dominant couplings at the stopping
scale. Since (∂ω Im Σ)(ω = 0,p) typically grows strongest for p = (0, pi) the
approximated flow is usually more suppressed than the true flow. Since
|Im Σ(ω,p)− Im Σ(ω, (0, pi))| typically increases during flow the comparison
of scale derivatives at the end of the flow yields the largest error in the scale
derivatives during the whole flow.
For parameter values t2/t1 = 0.15, 0.3, 0.33 and 0.42 we find that scale
derivatives of the leading and next-to-leading couplings of the interaction
vertex get, at the stopping scale and by feed-in of momentum-dependent
Im Σ, a relative correction of 1% . . . 15%.
Alternative choices q = (0, 0) or q = (pi, pi) underestimate Im Σ in the
saddle-point region and lead to an artificially enhanced flow with larger
stopping scales, see Fig. 5.12: with such choices for q, scale derivatives of
the vertex are highly overestimated, by a factor of 2 to 5, which underlines
the special role of the saddle-point region for systems at VHF.
From this check it can be deduced that (a) accounting for the correct
Im Σ in the saddle-point region is of major importance at VHF and (b)
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Figure 5.13: Imaginary part of the D22 exchange function. Left: Flow of its
first frequency derivative. Right: The function ω 7→ 1ω ImD22(ω,0) at the stopping
scale Ω∗ ≈ 0.002t1.
the true flow with full Im Σ should be close to the one with Im Σ(ω, (0, pi))
feed-back.
5.6 Effect of imaginary exchange propagators
Already in perturbation theory a singularity in the imaginary part of the
interaction vertex is found: although the imaginary part of the particle–
particle bubble vanishes at zero frequency, it shows a singular frequency
derivative. This has been discussed in Sec. 4.8.
In that section, we have also examined the influence of this singularity
on the flow of the frequency-dependent interaction vertex with neglect of
self-energy, at the data point t2/t1 = 0.3, U/t1 = 3. This influence was
found to be minimal: despite the singular frequency derivative, imaginary
parts of exchange propagators remain small during flow.
For the same data point, we study here the influence of ImD11, ImD22
on the combined flow of the frequency-dependent interaction vertex and
Im Σ(ω, (0, pi)): in this parameter region of dominant d-SC, AFM correla-
tions are found to generate a strong (∂ω ImD22)(ω = 0,0), see Fig. 5.13.
This quantity becomes much larger than the corresponding frequency deriv-
ative of ImD11. Nevertheless the functions ImDmm(l) remain small during
flow, as found before.
Accordingly, these imaginary vertex contributions practically do not
change the flow of Im Σ and the most singular couplings, see Fig. 5.14. We
leave the calculation of the flow with ImDmm in other parameter regions
for future work but do not expect a strong effect there either.
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6 Discussion of a symmetric
effective model
In this chapter we discuss general aspects of the parametrisation of the two-
and four-point function as obtained by simple resummations or by the RG
calculations given in the preceding chapters. Parts of the present chapter
are published in [HGS12].
6.1 Transfer frequency dependence in the ladder
resummation
A simple functional form of the transfer frequency dependence of exchange
propagators can be motivated from partial resummations of the perturbation
series, such as a ladder resummation.
We disregard self-energy effects and, as an example, consider the mag-
netic channel at zero transfer momentum. Neglect of the scattering and
pairing channel leads to the resummation of particle-hole ladders discussed
in Sec. A.6,
MΩ11(ω,p) =
2U
1− UB+Ω (ω,p)
, (6.1)
which involves the particle-hole bubble B+Ω (ω,p) at scale Ω.
The small-frequency and small-scale asymptotics of the particle-hole
bubble B+Ω with zero momentum transfer was calculated in Sec. A.5.2. At
Ω > 0, a logarithmic divergence
B+Ω (ω,0) ' −C ln |Ω + iω| = −
1
2
C ln
(
Ω2 + ω2
)
(6.2)
with C > 0 was found. At fixed scale Ω, B+Ω (ω,0) is largest for ω = 0.
Inserting the asymptotic form in (6.1) leads to a pole at scale Ωc > 0
with 1 + 12UC ln Ω
2
c = 0. Thus, upon RPA resummation, the logarithmic
bubble divergence is replaced by a singularity at a positive scale Ωc, and the
singular behaviour is characterised by the mass term
m2Ω = 1 + UC ln Ω = +UC ln
Ω
Ωc
, (6.3)
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which vanishes at Ω = Ωc. For small frequencies ω and scales Ω close to but
larger than Ωc, the denominator in (6.1) can then be rewritten
1− UB+Ω (ω,0) ' m2Ω +
1
2
UC ln
Ω2 + ω2
Ω2
= m2Ω +
1
2
UC
ω2
Ω2
+O((ω/Ωc)4),
Ω ≥ Ωc > 0. (6.4)
This yields the quadratic frequency dependence of M11 in the considered
regime.
One verifies that the functional form (6.4) for the frequency dependence
of M11, resulting from this small-frequency consideration, also captures the
large-frequency decay M11(ω,0) ' ω−2.
The particle-particle channel can be treated similarly, exchange propag-
ators here have a non-vanishing imaginary part at ω 6= 0. It is thus natural
to propose a frequency dependence of the exchange propagators in each
interaction channel in the form of “Lorentzians”
Bmm(ω,p) =
[
m2Ω(p) + iaΩ(p)ω + b
2
Ω(p)ω
2
]−1
(6.5)
with momentum-dependent parameters mΩ, aΩ, bΩ ∈ R. A flow equation for
these parameters is obtained by considering the RG equation for Bmm(ω,p)
and its first two frequency derivatives at frequency ω = 0.
6.2 Frequency dependences obtained from the RG
flow
We have motivated the Lorentz parametrisation of the transfer frequency
dependence in the small-frequency regime. There is no obvious reason why
such a parametrisation should extend to an accurate description of exchange
propagators for arbitrary frequency values. Also, when several channels get
large at once, the above reasoning does not apply. From the RG calculations
with discretised transfer frequencies, sections 4 and 5, we are now able to
check the suitability of the Lorentz ansatz.
Compared to other RG schemes, in the 1PI scheme contributions to
the flow at scale Λ are not restricted to low-frequency or low-energy pro-
cesses with |ω| , |ε| ≤ Λ. Moreover, the Ω scheme provides just a mild
regularisation of the bare propagator such that its scale derivative as well
as the corresponding single scale propagator do not have compact support
in frequency space. Hence, proper frequency parametrisation away from the
small-frequency region possibly is important.
In Fig. 6.1 several approximations to the discretised frequency data ob-
tained from the RG flow are shown for a typical example, the antiferromag-
netic exchange propagator at the stopping scale Ω∗. By construction, a single
Lorentz curve determined from numerical extraction of Taylor coefficients
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Figure 6.1: Frequency dependence ω 7→ M11(ω,pi) of the magnetic exchange
propagator in the flow with neglect of self-energy, for parameter values U = 3t1, t2 =
0.2t1 and at the stopping scale Ω∗ = 0.089t1. Plus symbols represent the discrete
frequency data from the RG calculation. A simple Lorentz parametrisation from the
small-frequency expansion (dashed line) accurately describes the small-frequency
behaviour. The least-squares fit to the sum of two Lorentz distributions (solid
line) also captures well the frequency dependence away from the small-frequency
region and decomposes into the two dotted curves. The dot-and-dashed line is a
least-squares fit to a single Lorentz curve.
reproduces the discrete reference data well for small frequencies (dashed line
in Fig. 6.1). However, this is not true for frequencies ω & Ω∗. At ω ≈ 2Ω∗
the relative error is about 15%, and it becomes very large at higher frequen-
cies. In the temperature flow setup, Sec. 4.7, we find a similar discrepancy
for larger frequencies. Determining the Lorentz curve by least-squares fit
to the discrete data, instead of expanding around ω = 0, does not bring
an improvement. Furthermore, although Lorentzians provide the correct
functional form at small and also at large frequencies, the small- and large-
frequency expansion coefficients do not match.
The regime of validity of the functional parametrisation can be extended
considerably by using a sum of two Lorentz curves (solid line in Fig. 6.1)
instead of a single one. One of these curves can be interpreted as a small-
frequency process and the other one as a large-frequency process. Paramet-
ers in this ansatz have been determined by a weighted least-squares fit of the
discrete data, with a ten times larger weighting factor for frequencies with
|ω| < Ω. The same applies to the frequency dependence of the imaginary
part of the self-energy, where ω 7→ 1ω Im Σ(ω,p) can be approximated as a
sum of two Lorentzians, see Fig. 6.2.
At the low RG scales Ω/t1 = 10
−5 . . . 10−3, reached for several ratios
t2/t1 during the symmetric flow, parametrisations with two Lorentzians de-
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Figure 6.2: Frequency dependence ω 7→ 1ω Im Σ(ω, (0, pi)) for parameter values
U = 3t1, t2 = 0.2t1 at the stopping scale Ω∗ = 0.016t1. The line conventions for the
various frequency parametrisations are as in Fig. 6.1. A sum of two Lorentzians
(solid line) captures the structure of the discrete RG data better than a single
Lorentz curve (dashed line).
scribe more of the small-frequency structure than a single Lorentz curve,
however not the full region of intermediate frequencies is captured then by
the ansatz. Instead, the RG flow here suggests a frequency dependence
|ω|α different from a Lorentz form at intermediate frequencies, cf. Sec. 5.4.
Therefore a more general functional form that leaves the freedom of a dif-
ferent frequency exponent is more appropriate. Such an ansatz is discussed
in the next section, see also Fig. 6.5. It turns out that this parametrisa-
tion captures well the discrete frequency data of the RG flow at all scales
Ω/t1 ≥ 10−5.
Surprisingly, in a wide parameter range, already the frequency paramet-
risation of exchange propagators with a single Lorentz curve obtains the
same RG scale derivatives for the most singular couplings as the paramet-
risation by frequency discretisation. This suggests that in many cases only
the small-frequency region |ω| . Ω is important for the flow of the lead-
ing couplings. The RG flows resulting from both parametrisations are very
similar in a wide range of parameters [HGS12]. However, the parametrisa-
tion with a single Lorentz curve, by construction, cannot detect the singular
scattering exchange with non-zero transfer frequency, which we encountered
and discussed in Sec. 4. Furthermore, the flow of the frequency-dependent
self-energy is more sensitive to the feed-back of exchange propagators from
the region of intermediate transfer frequencies. Exchange propagators para-
metrised as simple Lorentzians for example overestimate the flow of the Z
factor at momentum (0, pi) for all scales Ω and produce scale derivatives Z˙
with a relative error of up to 40%, see Fig. 6.3. Hence, the simple Lorentz
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Figure 6.3: Sensitivity of the flow of the frequency-dependent self-energy to the
transfer frequency parametrisation of exchange propagators. The plot shows the
scale derivative of the Z factor at momentum (0, pi) obtained with different para-
metrisations. Compared to the correct scale derivative (computed from frequency
discretised exchange propagators, + marks), the parametrisation by a sum of two
Lorentz curves (× marks) yields precise results. A single Lorentz curve determined
from the small-frequency behaviour (circles) overestimates the flow.
parametrisation can be inappropriate in certain parameter regions or when
accounting for self-energy effects.
On the other hand, we find that quantitatively accurate results can be
obtained with the frequency parametrisation by a sum of two Lorentz curves.
Although its effectiveness for the extraction of information about arbitrary
observables is not tested, from this ansatz the scale derivatives of the leading
and sub-leading couplings in the interaction channels as well as of the Z
factors are reproduced well.
6.3 Suggestions for a symmetric effective model
We now summarise our results and experiences concerning the parametrisa-
tion of the symmetric two- and four-point function, which are the solution
to the system of differential equations (1.27). We discuss this solution for
the model at VHF with parameters 0 < t2/t1 <
1
2 and U/t1 = 3. All calcu-
lations have been performed using the exchange parametrisation [HS09] for
the interaction vertex with constant form factors in the magnetic, pairing
and scattering channel as well as an additional pairing exchange with d-wave
form factors.
The flowing stationary self-energy and the resulting FS deformation are
small and of very limited impact on the structure of the symmetric flow,
see Chap. 3. On the other hand, the frequency-dependent self-energy can
play an essential role. In the following we consider the results of the RG
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Figure 6.4: Structure of the two- and the four-point vertex as a function of the
ratio t2/t1 at VHF. The plots show details about the structure at the (t2/t1 depend-
ent) stopping scale Ω∗, obtained in the RG calculation with frequency-dependent
vertices and Im Σ(ω, (0, pi)). The interaction parameter is U/t1 = 3. The calcula-
tion of the flow is stopped when one of the couplings reaches the value 40t1, which
is roughly five times the free bandwidth. Left: Inverse quasi-particle weights Zp
at Ω∗, for momenta p = (0, pi), (0, 0), (pi, pi) (solid, dashed, dotted lines, respect-
ively). Centre: Dominant couplings in the interaction vertex. Symbols correspond
to commensurate AFM (filled squares), incommensurate AFM (open squares), d-SC
(circles), scattering channel (−minK11, triangles), FM (diamonds). Right: Sub-
leading couplings in the interaction vertex, s-SC (maxD11, squares), scattering
channel (maxK11, circles).
flow which accounts for the frequency dependence of the imaginary part of
the self-energy as well as the frequency-dependence of the vertex through
the transfer frequencies in the various interaction channels, see Chap. 5.
Figure 6.4 shows details about the structure of the corresponding two- and
four-point function at the stopping scale.
Although the small-frequency behaviour of the imaginary self-energy
governed by (∂ω Im Σ)(ω = 0,p) is of central importance, a linear fre-
quency parametrisation of Im Σ is inappropriate since it overestimates the
self-energy away from the small-frequency region and results in an artificial
slowing of the flow. For parameters t2/t1 close to zero the imaginary self-
energy and its frequency derivative remain small and have very limited im-
pact, whereas for larger ratios t2/t1 the frequency-dependent Im Σ becomes
important, see the left plot in Fig. 6.4. At VHF, (∂ω Im Σ)(0, (0, pi)) can get
large and usually dominates (∂ω Im Σ)(0,p), causing a strong suppression of
the interaction vertex. Hence, tracing the frequency-dependent self-energy
at momentum (0, pi) is crucial. For ratios t2/t1 . 12 , (∂ω Im Σ)(0,p) is largest
at p = 0 during a substantial part of the flow due to a large but finite free
density of states at the band minimum.
As to the interaction vertex, besides the strong couplings in the magnetic
and d-wave pairing channels associated with the dominant FL instabilities,
also the scattering and s-wave pairing channels have large contributions.
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Although the couplings in these two channels remain sub-leading, see the
centre and right plot in Fig. 6.4, their feed-back to the flow of the dominant
channels can be important. In contrast, the pairing exchange with d-wave
symmetry only becomes large in the parameter region 0.15 . t2/t1 . 0.35
and otherwise has little influence on the flow (centre plot in Fig. 6.4). In the
given parameter region where it becomes large, this pairing exchange is gen-
erated by strong AFM couplings and hence starts to grow significantly only
at small RG scales. The imaginary part of exchange propagators seemingly
can be neglected in the symmetric flow, see sections 4.8 and 5.6.
The transfer frequency dependence in the interaction channels can be
described by a single Lorentz curve at small frequencies. Considering a sum
of two Lorentzians
f(ω) =
a1
1 + b21 ω
2
+
a2
1 + b22 ω
2
(6.6)
with four real parameters a1, b1, a2, b2 extends the regime of validity of the
functional parametrisation towards intermediate transfer frequencies.
Whereas the exchange functions M11, D11 and D22 in the magnetic
and pairing channel remain positive for all frequency-momenta such that
the corresponding fermionic interaction can be decoupled by a Hubbard-
Stratonovich transformation, the RG flow detects a sign change in the
scattering channel around zero transfer momentum with a maximum of
K11(ω,0) at ω = 0 and a pronounced minimum K11(ωs,0) < 0 at ωs > 0, see
sections 4.4 and 5.3. In the parametrisation with Lorentzians, two Lorentz
curves are needed to account for this behaviour, see the bottom row in
Fig. 6.6.
At low RG scales Ω/t1 = 10
−5 . . . 10−3, a frequency dependence |ω|α dif-
ferent from a Lorentz form can start to develop in the range of intermediate
transfer frequencies |ω| > Ω, cf. Sec. 5.4. This behaviour is described by
a modification of the ansatz (6.6) such that the frequency exponent in the
intermediate-frequency region can be varied as well,
f(ω) =
a1
1 + b21 ω
2
+
a2
1 + b22 |ω|α
χΩ(ω), (6.7)
with α > 0. Fig. 6.5 shows the relatively high quality that is achieved by this
ansatz, as compared to the parametrisations with one or two Lorentzians.
All fits are determined with a least-squares method and a ten times larger
weighting factor for frequencies |ω| ≤ Ω. The frequency data obtained in
the RG flow has 0 < α < 1 at low RG scales Ω, see Tab. 6.1. To satisfy
f ′(ω = 0) = 0, this condition is imposed on the exchange propagators and
on the function ω−1 Im Σ(ω,p) by the Ω regularisation at scales Ω > 0, a
factor χΩ(ω) is included in the second term in (6.7). For simplicity, the Ω
regulator χΩ(ω) = ω
2/(ω2 + Ω2) is used in the ansatz. The generalisation
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Figure 6.5: Overview about the various functional parametrisations to describe
the transfer frequency dependence of exchange propagators at low RG scales. On
the example of the ferromagnetic exchange ω 7→M11(ω,0) several ansatzes for the
discrete RG data (+ symbols) are compared: A single Lorentzian determined from
the small-frequency behaviour (dashed blue line) is appropriate for small frequencies
|ω|  Ω. Likewise, the sum of two Lorentzians, eq. (6.6), is a compromise to the
different behaviour in different frequency regimes and not accurate for |ω| & Ω. The
fit to two Lorentzians exclusively in the frequency region |ω| ≤ 10Ω is however very
accurate in this region (not shown here); this frequency region is most important
in the calculation of the RG flow of the leading and sub-leading couplings. The
functional form (6.7) leaves the frequency exponent in the region of intermediate
frequencies free and describes the RG data quite well (solid red line). It decomposes
into the two dotted red lines. The parameter values are t2/t1 = 0.341, U/t1 = 3
and Ω/t1 = 10
−4.
of (6.7) is the ansatz
f(ω) =
a1
1 + b21 ω
2
+
a2
1 + b22 |ω|α
ω2
ω2 + c2
, (6.8)
where χc(ω) replaces χΩ(ω) and c > 0 is a further variational parameter.
The situation of ω 7→ K11(ω,p), p ≈ 0, has been discussed above, it is
special since this function can have a sign change. However, we find that all
other exchange propagators at all scales Ω/t1 ≥ 10−5 are well captured by
(6.7). The frequency-dependent self-energy in the form ω 7→ ω−1 Im Σ(ω,p)
is described well by (6.8) at all scales Ω/t1 ≥ 10−5. Figure 6.6 shows the
quality of these ansatzes and Tab. 6.1 provides the corresponding fit para-
meters.
The functional forms (6.7) and (6.8) have a very natural interpretation:
the first term in the sum accounts for the frequency dependence in the region
|ω| . Ω, where a special regulator-dependent form is expected. The second
term permits to capture the behaviour in the frequency regime where the
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Figure 6.6: Effective functional forms for the transfer frequency dependence of
exchange propagators and of the frequency dependence of Im Σ, using the discrete
data obtained with the RG flow. The plots compare several ansatzes at three
different RG scales (left column: Ω/t1 = 10
−2, mid column: Ω/t1 = 3 · 10−4,
right column: Ω/t1 = 10
−5). The line conventions and further details are given in
Fig. 6.5. The fit for ω−1 Im Σ uses the additional freedom provided by the ansatz
(6.8) instead of (6.7). The corresponding fit parameters are given in Tab. 6.1. The
sign change of ω 7→ K11(ω,p) near p = 0 can be described with a sum of two
Lorentzians (green line in the bottom row, it decomposes into the dotted lines). At
very low scales this parametrisation needs to be improved. The parameter values
are t2/t1 = 0.341, U/t1 = 3.
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M11(ω,0) D22(ω,0) ω
−1 Im Σ(ω, (0, pi))
Ω 10−2 3 · 10−4 10−5 10−2 3 · 10−4 10−5 10−2 3 · 10−4 10−5
a1 1.0E+1 1.9E+1 3.2E+1 8.6E-2 8.1E-1 4.1E+0 9.5E-1 2.5E+0 6.4E+0
b1 7.4E+1 2.2E+3 7.0E+4 2.5E+1 3.5E+3 6.9E+4 1.8E+1 6.2E+2 1.5E+4
a2 5.5E+0 8.5E+0 3.5E+2 -2.3E-2 7.9E-1 3.1E+0 6.9E-1 1.9E+0 4.9E+1
b2 1.5E+0 2.0E+0 1.3E+1 9.3E+1 1.6E+1 2.0E+1 1.5E+0 2.7E+0 1.2E+1
α 0.84 0.46 0.19 2.8 0.91 0.68 1.1 0.61 0.29
c 5.7E-2 1.7E-3 9.4E-5
Table 6.1: Fitting parameters for the discretised frequency dependence of the
ferromagnetic exchange M11(ω,0), the d-SC exchange D22(ω,0) and the self-energy
in the form ω−1 Im Σ(ω, (0, pi)), as obtained in the RG flow. At the considered
parameter point t2/t1 = 0.341, U/t1 = 3 these functions are the most important
ones. The fits are provided at three different RG scales Ω/t1 = 10
−2, 3·10−4, 10−5.
The functions ω 7→M11(ω,0) and ω 7→ D22(ω,0) are fitted to the ansatz (6.7), and
ω 7→ Im Σ(ω, (0, pi)) is fitted to (6.8). The quality of the fits is shown in Fig. 6.6.
All the data in the table uses units where t1 = 1.
small-frequency asymptotics shows up, this form is considered to be rather
independent of the specific regulator. The fit parameter c in the ansatz (6.8)
separates the first from the second regime.
Notice that the fit parameter α, see Tab. 6.1, does not exactly coincide
with the exponent determined in Sec. 5.4, however both are close. This is
because the fit parameter α here is determined as the best compromise to
describe the behaviour for all frequencies, whereas the true exponent charac-
teristic to the asymptotic behaviour at small frequencies must be extracted
exclusively from the frequency region where the asymptotics shows.
The dicrete frequency data for other parameter points t2/t1 gives the
same picture concerning the quality of such fits. In particular it seems that
the question whether the ansatz with two Lorentzians (6.6) suffices for an
appropriate description of a large frequency region or whether the more
general ones (6.7), (6.8) should be used, is essentially a question of the size
of the scale parameter Ω.
It is interesting to note that the flow of the leading and sub-leading
structure of the two- and four-point function seems to be sensitive only to a
region of small transfer frequencies that can be described well with a sum of
two Lorentzians or, at not too low RG scales, even by a single Lorentz curve.
At small scales Ω the ansatz (6.7) or (6.8) is appropriate. The generalisation
of the functional form of the transfer frequency dependence from a single
Lorentz curve to (real-valued) functions of the form (6.6) – (6.8) deserves
further study. So far there remains one conceptual difficulty: while in these
ansatzes two of the free parameters can in principle be fixed by the Taylor
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expansion at zero frequency, the remaining two to four parameters account
for the behaviour in the intermediate-frequency region, and a simple way of
extracting a flow equation for them has not yet been found. In the present
work they are determined from a least-squares fit of discrete data. With an
appropriate method for setting up the flow equations for these parameters,
the numerical complexity of the evaluation of the flow equations (1.27) will
be substantially lowered and further insight in the structure of their solution
can be gained.
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7 The three-band model
7.1 The model Hamiltonian
Cuprate HTSC show a layered crystalline structure, in which planes of CuO2
are supposed to play a crucial role for many of the experimentally observed
unusual properties. In the following, a standard model for a CuO2 layer is
studied.
Copper-oxygen planes have the geometry of a two-dimensional square
lattice with three elements per crystal unit cell, illustrated in Fig. 7.1. The
low-energy physics of these planes can be studied in a tight-binding model
involving the most strongly hybridising atomic orbitals, i.e. the Cu3dx2−y2
orbital as well as the O2px or O2py orbitals, chosen such that the orbital
lobes point towards the neighbouring lattice site. This results in an extended
electronic Hubbard model with a three-band structure [Eme87].
We consider the finite lattice with L2 ∈ N unit cells and periodic bound-
ary conditions. Crystal sites are labelled by an index j ∈ G = (ZL)2 for the
position inside the square lattice and an additional index b ∈ {1, 2, 3} identi-
fying the element within the crystal unit cell. This convention is depicted
in Fig. 7.1.
The Hamiltonian is
H =
∑
j1,j2∈G
b1,b2,σ
c+j1b1σ tb1b2(j1− j2) cj2b2σ +V, V =
∑
j∈G
b
Ub nˆjb+nˆjb− (7.1)
where c+jbσ is the creation operator for a hole at lattice position (j, b) with
spin projection σ = ±, and nˆjbσ = c+jbσcjbσ is the corresponding particle
number operator. The kinetic term is given by
tb1b2(j) =
 −∆ bx(j) by(j)bx(−j) 0 c(j)
by(−j) c(−j) 0
 , (7.2)
bl(j) = tpd (δj,0 + δj,−el) and c(j) = tpp (δj,0 + δj,ex + δj,−ey + δj,ex−ey). It
includes a level splitting ∆ > 0 between the oxygen p and copper d orbit-
als, which is positive in the hole picture, as well as hole hopping between
105
106 7 The three-band model
     
     
     
     




     
     
     
     




     
     
     
     




     
     
     
     




     
     
     
     




     
     
     
     




     
     
     
     




     
     
     
     




     
     
     
     




    
    
    
    
    





x
y
O
Cu
(j, 3)
(j − ex, 2)
(j − ey, 3)
(j, 1) (j, 2)
Figure 7.1: Copper-oxygen planes have the structure of a two-dimensional square
lattice with one copper and two oxygen cores per unit cell (framed by the dotted
line).
nearest (Cu-O) and next-to-nearest (O-O) crystal neighbours, with amp-
litudes tpd and tpp, respectively. The interaction term V accounts for an
orbital-dependent on-site Coulomb hole repulsion.
Band parameters have been estimated and derived from LDA band cal-
culations for several compounds [Eme87, HSSJ90, GM92, ALJP95]. Starting
from the data for the LSCO compound, Markiewicz [Mar97] has proposed
an effective parameter set for the free model, ∆ = 5 eV, tpd = 1.3 eV,
tpp = 0.14 eV, which is employed here. Coulomb repulsion parameters for d
and p orbitals, Ud = 8.96 eV and Up = 4.19 eV, are given in [GM92].
Via doping of the parent compound, the hole concentration in the CuO2
planes can be varied in a certain range near one hole per unit cell, i.e. a hole
density ρ in the vicinity of 1/6.
7.2 Diagonalisation of the free three-band model
The free three-band model, V = 0, can simply be diagonalised by using the
translational symmetry in the square lattice. We choose R = (2piL ZL)2 −
pi as the (translated) reciprocal lattice to G, with the (translated) first
Brillouin zone
(
2pi
L {1, . . . , L}
)2 − pi. Here we have subtracted a vector pi =
(pi, pi) for convenience, such that the lower band has its maximum at zero
momentum. In the new set of creation/annihilation operators defined by
cjbσ =: |G|−1/2
∑
k∈R e
ij(k+pi) c˜kbσ, the free Hamiltonian takes the form
H − V = ∑k∈R
b1,b2,σ
c˜+kb1σ eb1b2(k) c˜kb2σ where
eb1b2(k) =
∑
j∈G
e−ij(k+pi) tb1b2(j) =
 −∆ βx(k) βy(k)β¯x(k) 0 γ(k)
β¯y(k) γ¯(k) 0

b1b2
(7.3)
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and βl = −2itpd sin 12kl eikl/2 for l = x, y, as well as γ = 4tpp sin 12kx sin 12ky
× e−i(kx−ky)/2.
The k-dependent 3 × 3 matrix (eb1b2(k)) encodes the orbital hybrid-
isation, its diagonalisation produces three energy bands. The eigenvalues
λ = λ(k) of this matrix are given as the zeros of the characteristic polyno-
mial
0 = −λ2(∆ + λ) + 4t2pdλ f1(k) + 16
(
t2pp(λ+ ∆) + 2t
2
pdtpp
)
f2(k) (7.4)
where the momentum dependence enters via functions f1(k) = sin
2 1
2kx +
sin2 12ky and f2(k) = sin
2 1
2kx sin
2 1
2ky.
In the following, basic properties of the free three-band dispersion in the
thermodynamic limit L → ∞ will be studied, using (7.4) as the starting
point. Obviously, the energy bands are invariant under reflection of mo-
menta k about the coordinate axes and the line kx = ky, as the consequence
of respective reflection symmetries of the Hamiltonian (7.1).
The contour lines λ(kx, ky) = E ∈ R have a simple explicit form, e.g. for
0 ≤ kx, ky ≤ pi,
ky = 2 arcsin
√
−a+ b sin
2(kx/2)
b+ c sin2(kx/2)
, (7.5)
with parameters a = −E2(∆ + E), b = 4t2pdE and c = 16tpp(2t2pd + tppE +
tpp∆); for radicands smaller than zero or larger than one, no line with energy
E passes through ky. The case of two bands sharing the same energy level
E manifests itself by a discontinuity of ky as a function of kx at kx =
2 arcsin
√−a/b.
Equation (7.4) involves a third order polynomial and can be solved for
λ(kx, ky) by Vieta’s method: writing λ = y − y0 reduces (7.4) to the form
0 = y3 + 3m2py + m3q, which can be solved from the identity 4 cos3 θ −
3 cos θ − cos 3θ = 0. With y0 = +∆/3 and
p = −
(
∆
3
)2
− 4t
2
pdf1 + 16t
2
ppf2
3
,
q = 2
(
∆
3
)3 [
1 +
1
2
(
∆
3
)−2 (
4t2pdf1 + 16t
2
ppf2
)
− 1
2
(
∆
3
)−3
42tpp
(
tpp∆ + 2t
2
pd
)
f2
]
,
m = −1
2
(
∆
3
)−1 [
1 +
1
3
(
∆
3
)−2 (
4t2pdf1 + 16t
2
ppf2
)]−1/2
,
α = arccos(4m3q)
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Figure 7.2: Band energies in the free three-band model along the path Γ −X −
M − Γ in momentum space, for the parameter values given in the text.
the solutions λ−(k) ≤ λ0(k) ≤ λ+(k) take the form
λ−(k) = −y0 − 1
m
cos
α
3
,
λ0(k) = −y0 − 1
m
cos
α+ 4pi
3
,
λ+(k) = −y0 − 1
m
cos
α+ 2pi
3
. (7.6)
All three solutions are real since p < 0.
In the case of vanishing next-nearest neighbour hopping tpp, the mid
band is flat, λ0(k) ≡ 0, and
λ±(k) = −∆
2
±
√(
∆
2
)2
+ 4t2pdf1(k). (7.7)
The level curves with energy λ±(0, pi), i.e. passing through the saddle points,
are exactly square then. For tpp > 0, the mid band gets curved. In this
case, instead of discussing band properties from the explicit form of the
solution (7.6), it is more convenient to make use of standard theorems about
implicitly defined functions. We focus on the lowest energy band, which is
approximately half-filled in cuprate materials at small temperatures. In a
wide range of physically relevant band parameters, all critical points in the
band structure are located on the lines kx = 0 or ky = 0 in momentum
space.
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Figure 7.3: Momentum dependence of the band energies in the free three-band
model, for the parameter values given in the text. The upper and mid band overlap
at k = 0 and are well separated from the lower band. The mid band is constant
along the lines kx = 0 or ky = 0.
At zero momentum, the lower band exhibits a maximum λ−(0, 0) = −∆
with
(D2λ−)(0, 0) = −
2t2pd
∆
id2 (7.8)
whereas the two upper bands overlap, λ+(0, 0) = λ0(0, 0) = 0, and the upper
band has a minimum.
Furthermore, at momentum k = (pi, pi),
λ±(pi, pi) =
−∆ + 4tpp
2
±
√(
∆ + 4tpp
2
)2
+ 8t2pd,
λ0(pi, pi) = −4tpp, (7.9)
such that for the physically relevant parameter values the upper band here
shows a maximum whereas the two lower bands have a minimum.
At momentum k = (0, pi), the upper and lower band have a saddle point
with energy
λ±(0, pi) = −∆
2
±
√(
∆
2
)2
+ 4t2pd (7.10)
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Figure 7.4: Hole density in the free three-band model as a function of the chemical
potential µ at zero temperature. In the cuprates, the hole density can be varied in
the vicinity of ρ = 1/6 via doping.
independent of tpp and
D2λ±(0, pi) =
2t2pd
2λ±(0, pi) + ∆
(1 + z±)
(
1 + α± 0
0 −1 + α±
)
, (7.11)
where
α± =
z±
1 + z±
, z± = y±
(
1 +
y±
2
)
, y± =
4tpp
λ±(0, pi)
. (7.12)
The middle band is constant along the lines kx = 0 or ky = 0 and here
has energy 0 with
(D2λ0)(kx, 0) = −2tpp
2t2pd + tpp∆
t2pd
(
0 0
0 1
)
, 0 < kx ≤ pi. (7.13)
The free band dispersion for the parameter set indicated above is shown in
Fig. 7.2 and 7.3.
The hole density in the free model
ρ(β, µ) =
1
3
3∑
b=1
∫
[−pi,pi]2
dk
(2pi)2
(
eβ(λb(k)−µ) + 1
)−1 ∈ [0, 1] (7.14)
at temperature T = 1/β and chemical potential µ is shown in Fig. 7.4.
Through doping, the Fermi level can be varied in the vicinity of the low-
energy saddle point. The Van Hove situation µ = λ−(0, pi) is of particular
interest: here, at zero temperature, ρ = 1/6 for vanishing next-nearest-
neighbour hopping tpp, whereas upon increase of tpp the hole density dimin-
ishes.
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7.3 Hartree-Fock approximation
Having considered the free model, we now account for interaction effects in
the three-band model within the framework of Hartree-Fock (HF) theory.
A review of this method is given in ref. [BLS94], which we closely follow.
Starting with the finite system, L <∞, and at positive temperature, we
subsequently take the thermodynamic and zero temperature limit. We con-
sider the three-band model in the grand-canonical ensemble, at temperature
T = 1/β > 0 and chemical potential µ. For simplicity, we abbreviate
K = H − µN (7.15)
with the particle number operator N =
∑
jbσ nˆjbσ. The equilibrium state of
the system coupled to an external particle and heat reservoir minimises the
grand canonical potential
ΩK(ρ) := Tr(Kρ)− TS(ρ), −TS(ρ) = TTr(ρ ln ρ). (7.16)
in the set of all states ρ. The minimiser ρK = exp(−βK)/Tr exp(−βK) is
unique and called Gibbs state. In general, the calculation of ρK or ΩK(ρK) =
−T ln Tr exp(−βK) is highly non-trivial for interacting systems.
Hartree-Fock theory consists in minimising the grand-canonical potential
in a subset of all states, namely in the set of quasi-free states. This provides
an upper bound to ΩK(ρK) as well as an optimal approximation to ρK
from the point of view of minimising the grand canonical potential. A state
is called quasi-free if it generates correlation functions that follow Wick’s
theorem. It is called a free state if additionally the product of any two
annihilation operators has vanishing expectation value. A quasi-free state
minimising ΩK is called HF minimiser. The set of quasi-free states is not
convex, in contrast to the set of all states, and in general the HF minimiser
is not unique.
For the three-band model with purely repulsive interaction V ≥ 0, e.g.
Ud, Up > 0, there always exists a free HF minimiser: HF theory does
not favour pairing states for purely repulsive interactions (theorem 2.11 in
ref. [BLS94] applied to the three-band model). This is why we minimise ΩK
in the set of free states ρ˜ = e−βK˜/Tr e−βK˜ ,
K˜ = K − V +R =
∑
Q1Q2
c˜+Q1 ε˜Q1,Q2 c˜Q2 , (7.17)
parametrised by R =
∑
Q1Q2
c˜+Q1rQ1,Q2 c˜Q2 with r
+ = r. Spatial and spin
projection indices are subsumed into Qi = (ki, bi, σi).
For convenience, we list several properties of one-particle operators K˜:
(i) Tr
(
c˜+Q1 c˜Q2 ρ˜
)
= fβ(ε˜)Q2Q1 , hence
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Tr
(∑
Q1,Q2
c˜+Q1bQ1Q2 c˜Q2 ρ˜
)
= tr
(
b fβ(ε˜)
)
with the Fermi function fβ(ε˜) = (1 + e
βε˜)−1,
(ii) higher correlation functions follow from (i) by Wick’s theorem,
(iii) −TS(ρ˜) = −Tr(K˜ρ˜)− T ln Tr e−βK˜ , and
T ln Tr e−βK˜ = tr
(−T ln (1 + e−βε˜)),
(iv) suppose that ε˜ = ε˜(t) depends on a parameter t ∈ [−1, 1] and consider
a function g : R→ R; under appropriate regularity conditions then
d
dttr g(ε˜(t)) = tr
(
g′(ε˜(t)) ˙˜ε(t)
)
, but
d
dtg(ε˜(t)) 6= g′(ε˜(t)) ˙˜ε(t) since [ε˜(t), ˙˜ε(t)] 6= 0 in general.
Hence, the grand canonical potential for free states reads
ΩK(ρ˜) = −tr(rγ) + 〈V 〉γ + tr
(
−T ln(1 + e−βε˜)
)
, (7.18)
where γ = fβ(ε˜) =
(
1 + eβε˜
)−1
denotes the one-particle density matrix of ρ˜
and 〈V 〉γ := Tr(V ρ˜). When parametrising a subset of free states by intro-
duction of r = r(t), depending on parameters t = (t1, . . . , tn) ∈ [−1, 1]n, the
condition for stationary ΩK in this subset reads
0 =
∂
∂ti
ΩK(ρ˜) = −tr(r ∂
∂ti
γ) +
∂
∂ti
〈V 〉γ . (7.19)
This is the general HF stationarity equation.
We now specialise to translation invariant trial states ρ˜ with the SU(2)
spin rotation symmetry broken down to an axial symmetry about the z axis
given by a coefficient matrix r with a 3× 3 block-diagonal structure
r = ⊕
k∈R
σ∈±
r(k, σ). (7.20)
This structure is inherited by ε˜ and γ = fβ(ε˜),
ε˜ = ⊕
k,σ
ε˜(k, σ), ε˜(k, σ) = e(k)− µ+ r(k, σ),
γ = ⊕
k,σ
γ(k, σ), γ(k, σ) = fβ(ε˜(k, σ)). (7.21)
By the residual spin rotation symmetry, Tr(c+jb+cjb− ρ˜) = 0. Further-
more, as a consequence of translation invariance the expectation value of
the particle number operator
Tr(nˆjbσ ρ˜) =
1
|G|
∑
k1,k2
e−ij(k1−k2) Tr(c˜+k1bσ c˜k2bσρ˜)
=
1
|G|
∑
k∈R
γ(k, σ)bb =: nbσ (7.22)
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is independent of j. The quantity nbσ simply is the (spin-dependent) oc-
cupation number of the orbital b = 1 . . . 3. It should not be confused with
the occupation 1|G|
∑
k∈R fβ(λb(k, σ)) of the energy band b, where λb(k, σ)
denotes the b-th eigenvalue of ε˜(k, σ). Both do not coincide due to hybrid-
isation.
The expectation value for the interaction term takes the form
〈V 〉γ =
1
2
|G|
∑
bσ
Ub nb,σnb,−σ (7.23)
with nbσ defined in (7.22), and
∂
∂ti
〈V 〉γ = |G|
∑
bσ Ub nb,σ
∂
∂ti
nb,−σ. Finally,
ΩK is stationary in the set of trial states ρ˜ characterised by (7.20) for
0 =
∂
∂ti
ΩK(ρ˜)
|G| =
1
|G|
∑
k∈R,
σ∈±
tr
[(
− r(k, σ) + diag (Ubnb,−σ)3b=1) ∂∂tiγ(k, σ)
]
.
(7.24)
For regular ∂∂tiγ(k, σ), the mean-field type equations
0 = −r(k, σ) + diag (Ubnb,−σ)3b=1 (7.25)
are a sufficient, but not a necessary condition for stationarity of ΩK(ρ˜).
According to (7.24), for a pure on-site interaction the HF trial state is
chosen by a diagonal and momentum-independent r(k, σ) = diag
(
Ubνb,−σ
)3
b=1
with variational parameters ν = {νbσ ∈ R : b = 1..3, σ = ±}. This corres-
ponds to variation of spin-projection-dependent orbital energies, with the
HF minimiser satisfying nbσ = νbσ. Including a nearest-neighbour repulsion
in the interaction term V would lead as well to a modification of hopping
amplitudes within the present HF setup.
In the thermodynamic and zero temperature limit,
ΩK(ρ˜)
|G| → −
∫
d¯k
∑
σ
tr
[(
ε˜(k, σ)− r(k, σ)
)
Θ
(
ε˜(k, σ) < 0
)]
+
∑
b
Ub nb+nb−
(7.26)
and the particle number expectation values are
nbσ =
∫
d¯k Θ
(
e(k)− µ+ diag (Ubνb,−σ)3b=1 < 0)bb =: gb(ν−σ). (7.27)
Short-hand notation
∫
d¯k =
∫
[−pi,pi]2 dk/(2pi)
2 and νσ = (νbσ)
3
b=1 is used.
The stationarity equations are then of the form
nbσ ≡ gb(ν−σ) = νb,+σ (7.28)
and can be decoupled to a set of three equations via iteration
g
(
g(νσ)
)
= νσ. (7.29)
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Figure 7.5: Value of the HF grand canonical potential (left) and hole density
(right) as a function of the chemical potential µ. Line conventions: paramagnetic
(dashed line) and magnetic (solid line) stationary point, as termed in the text. The
magnetic solution has lower ΩK .
This stationarity equation is solved numerically for the isotropic case
(νσ)2 = (νσ)3, i.e. same variation parameters on all oxygen sites. Employing
a standard numerical solving algorithm and using random starting values
for the iteration, we find two different solutions: a solution satisfying the
stronger condition g(νσ) = νσ, this solution will be called paramagnetic, and
a solution with spin-projection-dependent particle numbers, this solution
will be called magnetic. It is then readily verified that both of them locally
minimise ΩK . For the given parameter values, the magnetic solution has
lower ΩK than the non-magnetic one, see Fig. 7.5, and thus is the HF
minimiser in the considered set of trial states. We find the procedure of
solving the stationarity equation (7.29) more convenient from the numerical
point of view than direct minimisation of ΩK .
In Fig. 7.5–7.7 several properties of the HF solution are shown, namely
the particle density ρ = 12·3
∑
b,σ nb,σ ∈ [0, 1] as well as the orbital-dependent
particle density and magnetisation nb =
1
2(nb+ + nb−) and mb =
1
2(nb+ −
nb−), respectively, and furthermore the HF band structure.
7.4 Approximation of the free three-band model
by a one-band model
The Hartree-Fock calculation suggests that interaction effects in the three-
band model do not lead to a band mixing near the Fermi level, see Fig. 7.7.
Concerning the low-temperature behaviour of the system it is thus an in-
teresting question to what extent the lower band of the free three-band
model can be approximated by an effective free one-band model. Surpris-
ingly, a quite high degree of accordance can be reached in the vicinity of the
saddle-point energy level using just a square lattice model with two hopping
amplitudes [Mar97] and dispersion e(x, y) = −2t1 (cosx+ cos y) + 4t2 (1 +
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Figure 7.7: Structure of the three HF bands corresponding to the magnetic solu-
tion for spin projection σ = + (left) and σ = − (right). The regions of different fill
patterns give the position of the bands in energy space. The zero line indicates the
position of the Fermi level. At hole densities ρ < 1/6 and for both spin projections,
the lower band is far away from the Fermi level or well separated from the upper
two bands. At 1/6 < ρ < 1/3, the two lower bands with σ = + are found to
overlap. However, for not too large ρ & 1/6 this overlap is relatively far away from
the Fermi level. Hence, mainly the lower band is important to the low-temperature
behaviour of the model.
cosx cos y). The exact saddle-point energy line of the lower band can be
reproduced by the choice 2t2/t1 = α−, see eqns. (7.5), (7.12), leaving one
parameter free. The second parameter can then even be fixed such that
second-order derivatives at the saddle point coincide, via
t1 =
t2pd
2λ−(0, pi) + ∆
(1 + z−), t2 =
t2pd
2λ−(0, pi) + ∆
z−
2
. (7.30)
Accordingly, the study of the low-energy properties of interacting three-
band systems through interacting (effective) one-band models is reasonable.
116 7 The three-band model
In the first part of this work, the two-dimensional tt′-Hubbard model is
examined within the renormalisation group method.
Conclusions
Models of correlated electrons are frequently studied in the theoretical in-
vestigation of the numerous experimentally observed unusual properties in
cuprate compounds, first of all in the investigation of high-temperature su-
perconductivity.
In the present thesis we applied the functional renormalisation group
to the two-dimensional repulsive t-t′-U Hubbard model as an effective low-
energy model for cuprate layers. In particular we focused on its zero-
temperature behaviour at Van Hove particle filling, where the Fermi surface
contains saddle points of the electronic dispersion relation. The properties
of the system were then examined along the line with 0 < t2/t1 <
1
2 in
parameter space for several values of the bare interaction U .
We employed the RG method in its form for irreducible vertex func-
tions in the level-two-truncation. Previous studies in this or similar setups
considered the stationary approximation for the interaction vertex and neg-
lected or partially included self-energy effects. The recently devised “effi-
cient” parametrisation of the interaction vertex, which uses a form similar
to a boson exchange in each of the various interaction channels, allows to
address the question of the frequency dependence of the four-point function
and to study the self-energy in detail.
In its first part, the present work determined the flow of the stationary
self-energy. The particle number was kept fixed in the flow, and a stationary
interaction vertex was used. Most importantly, the stationary self-energy
takes into account that the free and the interacting electron system in gen-
eral have a different Fermi surface. The resulting modification of the pole
structure of propagators can in principle have an important effect. How-
ever, we detect only a small FS deformation due to electronic interactions
and hence no significant change in the structure of the interaction vertex,
as compared to neglect of self-energy.
We then have turned to the frequency-dependent self-energy and to the
interaction vertex including the transfer frequency dependences in the vari-
ous interaction channels. A consistent calculation should study the fre-
quency dependence of the self-energy and of the interaction vertex at the
same time, in order to avoid artificial effects like high stopping scales with
weakened d-wave pairing as one of its consequences. The combined flow of
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the frequency-dependent self-energy and interaction vertex detects the same
landscape of Fermi-liquid instabilities as the flow with the stationary inter-
action vertex and neglect of self-energy, namely the succession of dominant
antiferromagnetic, d-wave pairing and ferromagnetic interactions upon in-
crease of the parameter ratio t2/t1. Moreover, even the regions in parameter
space corresponding to the different ordering tendencies almost coincide in
both setups.
However, when accounting for frequency dependences, the stopping scale
in the symmetric flow becomes smaller, mainly due to the influence of the
imaginary part of the self-energy in the momentum region around p = (0, pi).
Its effect can become drastic: near t2/t1 = 0.34 we find low stopping scales
Ω∗ < 10−5t1 and strongly reduced quasi-particle weights of about 1/7 at
p = (0, pi).
In the context of this study we also transferred the exchange parametrisa-
tion for the interaction vertex, including the transfer frequency dependences,
from the Ω regularisation to the temperature flow scheme. Furthermore, we
tested the frequency parametrisation by changing the projection of non-
transfer frequencies from half of the transfer frequency to zero frequency in
the Ω scheme. In the evaluation of the flow for several ratios t2/t1, both cal-
culations provide results that are in agreement with the ones of the original
calculation in the Ω scheme. In particular, the dependence of the interac-
tion vertex on non-transfer frequencies seems to be of little influence to the
symmetric flow.
The frequency-dependent interaction vertex shows an unexpected beha-
viour in the scattering channel at zero momentum transfer: we here find a
sign change of the exchange function as a function of the transfer frequency
ω, with couplings becoming large and negative at ω ≈ ωs > 0, in particular
in the parameter region 0.3 ≤ t2/t1 ≤ 0.4. We checked that this feature is
robust against the refining of frequency-momentum discretisation, account-
ing for the imaginary part of exchange propagators, change of regularisation
and change of non-transfer frequency projection. The detailed analysis of
the origin of this phenomenon as well as its implications should be performed
in a future project.
Previous works in the stationary approximation suggested a quantum
critical point scenario in the parameter region t2/t1 ≈ 1/3. The present
findings, which take into account the frequency dependences of the self-
energy and of the interaction vertex, support this scenario. The RG calcu-
lation observes stopping scales Ω∗ < 10−5t1 in this region. Our frequency
data suggests the development of a characteristic frequency asymptotics in
the present situation of competing instabilities and a FS containing Van
Hove points: the fermionic self-energy takes on the non-Fermi-liquid form
Im Σ(ω, (0, pi)) ' const |ω|α sgnω with α ≈ 0.74 in the region of small
frequencies outside the regime controlled by the Ω regulator. For other mo-
mentum values the Fermi-liquid form of the self-energy remains valid. The
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ferromagnetic exchange propagator shows a similar asymptotics. For sys-
tems with non-vanishing Fermi velocity and interaction via a single bosonic
mode, the same type of frequency asymptotics but with a different exponent
has been identified by application of Elishberg theory in the literature.
The functional forms of the transfer frequency dependence in the in-
teraction channels and of the frequency dependence of the self-energy are
of special interest. Perturbation theory in combination with simple resum-
mation schemes provides a first insight: We determined analytically the
small-frequency asymptotics of the particle-hole bubble at zero momentum
transfer and at small scales, including an analytical expression for the coeffi-
cient in the asymptotics (eq. (A.42)). To this end, an expression for the free
t-t′-Hubbard density of states as a complete elliptic integral, and its first
terms in the zero-energy asymptotics, were derived and applied.
From the RG data for the discretised frequency dependences we were
then able to check the suitability of standard ansatzes, such as Lorentzians,
used in the literature: the small-frequency dependence of exchange propag-
ators and of the self-energy in the form ω−1 Im Σ(ω,p) is described well with
Lorentzians. However, the frequency dependence for |ω| & Ω is different and
seemingly cannot be determined from a low-order Taylor expansion around
zero frequency, in particular at low scales Ω < |t1|. In several situations the
flow of the leading couplings is only sensitive to proper parametrisation of
the small-frequency region, and Lorentzians can be appropriate then. How-
ever, the frequency-dependent self-energy, namely the quasi-particle weights,
come out incorrectly with the parametrisation of exchange propagators by
a single Lorentz curve.
We propose instead a different frequency parametrisation in the form
of a decomposition in a small- and a large-frequency process. The first
one is chosen in the Ω scheme as a Lorentz curve, its form can depend on
the particular regularisation method. The second process is parametrised
with a variable frequency exponent and permits to properly account for the
forming of the small-frequency asymptotics with particular frequency expo-
nents observed at low scales Ω. The proposed parametrisation describes the
discretised RG frequency data well in a large frequency region also away
from |ω|  Ω and has the potential to substantially lighten the efforts in
calculating RG flows. It therefore can contribute to our further understand-
ing concerning the structure of the solution to the RG equations in future
applications.
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A Appendix to part I
A.1 Density of states for the free two-dimensional
t-t′ Hubbard model as a complete elliptic in-
tegral
The free two-dimensional Hubbard model with hopping between nearest and
next-to-nearest neighbours is described by the dispersion relation
e(x, y) = −2t1 (cosx+ cos y) + 4t2 (1 + cosx cos y) . (A.1)
We introduce new parameters τ := 2t2/t1, α := E/(2t1) and rewrite the
corresponding density of states N (E) := ∫[−pi,pi]2 dx dy δ(e(x, y)− E) as
N (E) = 4|2t1|
∫ 1
−1
Θ(|x+ α− τ | < |1− τx|)√
(1− x2) ((1− τx)2 − (x+ α− τ)2) dx (A.2)
(after a change of variables x′ = cosx).
We now restrict to the case |τ | < 1, the integrand function then exhibits
four poles {r1 := −1− α1−τ ,−1 , r2 := 1− α1+τ , 1}. For E = 0, poles coincide
and a singularity appears in N (E). In order to find a more convenient form
of this integral we assume E 6= 0 and follow the strategy of ref. [AS72,
p. 600f]: define Q1 := (x − r1)(x − 1) , Q2 := (x − r2)(x + 1) and search
for complete squares of the form P± = Q1 − λ±Q2 = (1 − λ±)(x − x±)2.
Then perform the change of variables x′ = (x− x+)/(x− x−) to obtain the
complete elliptic integral of the first kind
N (E) = 8|t1|
1
2
√
1− τ2 + ατ + |α|
∫ 1
0
dx√
(1− x2)(1−mx2) (A.3)
with
m =
λ−
λ+
=
(
2
√
1− τ2 + ατ − |α|
2
√
1− τ2 + ατ + |α|
)2
∈ [0 , 1) . (A.4)
The complete elliptic integrals are well-known functions, for which also effi-
cient numerical implementations exist.
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Figure A.1: Left: Energy level curves in the free Hubbard model for different
parameter ratios t2/t1. The thick line represents the saddle-point level. Right: The
corresponding particle number as a function of the chemical potential µ at zero
temperature.
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Figure A.2: Properties of the density of states in the free Hubbard model. Left:
Asymmetry of the density of states about energy e = 0. At t2 = 0 the density of
states is symmetric. Right: The difference between the density of states N (e) and
its zero-energy asymptotics Na(e) = 2√1−τ2
(− ln |e|+ ln(16√1− τ2)). For large
t2 . 12 , the square root singularity, (A.7), is foreshadowed. Line colours correspond
to different ratios t2/t1 as given in Fig. A.1.
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The asymptotic behaviour of the complete elliptic integral provides the
small energy asymptotics of the density of states. For t1 = 1,
N (E) = 2√
1− τ2
(
− ln |E|+ ln
(
16
√
1− τ2
)
+O(E ln |E|)
)
(A.5)
and the asymmetry about E = 0 is
N (E)−N (−E) = τ
(1− τ2)3/2 E ln |E|+O(E). (A.6)
Figure A.2 shows the non-symmetric part as well as the sub-leading structure
of N (E).
In the limit τ → 1 the band minimum degenerates, e(x, 0) = e(0, y) = 0
for all x, y ∈ R. This enhances the divergence of the density of states, the
character of its singularity at E = 0 changes from logarithmic to inverse
square root. For 2t2 = t1 = 1 and E > 0
Nτ=1(E) = 8
2 +
√
α
1√
α
∫ 1
0
dx√
(1− x2)(1−mx2) , m =
(
2−√α
2 +
√
α
)2
=
√
2
− lnE√
E
+
const√
E
+O((√E)0), const > 0. (A.7)
A.2 Asymptotics of frequently occurring energy
integrals
In the context of bubble-type loop integrals with special external momenta,
certain energy integrations appear generically and are listed below for quick
reference from the main text.
We consider as an example the integral I :=
∫ x
0
ln t
t+z dt for x > 0, z ∈
C\{0} with Re z ≥ 0 and calculate its “small-frequency” asymptotics |z| →
0. Setting zˆ := z/ |z|, the substitution t′ = t/ |z| brings I = I1 + ln |z| I2.
Using (t+ zˆ)−1 = t−1 − zˆ(t(t+ zˆ))−1,
I1 =
∫ x/|z|
0
ln t
t+ zˆ
dt =
∫ 1
0
ln t
t+ zˆ
dt+
∫ x/|z|
1
ln t
t
dt− zˆ
∫ x/|z|
1
ln t
t(t+ zˆ)
dt.
(A.8)
The first and the third term on the right-hand side of this equation are
finite as |z| → 0. The second integral is not and yields the asymptotics
I1 =
1
2 ln
2 |z| − lnx ln |z|+O(z0). As well, I2 =
∫ x/|z|
0
dt
t+zˆ = − ln |z|+ lnx−
i arg z +O(z1). Hence,∫ x
0
ln t
t+ z
dt = −1
2
ln2 |z|−i arg z ln |z|+O(z0), z ∈ C\{0}, Re z ≥ 0.
(A.9)
124 A Appendix to part I
In the same way,∫ x
0
t2 ln t
(t+ z)3
dt = −1
2
ln2 |z| −
(
3
2
+ i arg z
)
ln |z|+O(z0),
z ∈ C\{0}, Re z ≥ 0. (A.10)
As well, in the special case ω ∈ R\{0} and e2 > 0,∫ e2
0
ln e
e− iω de = −
1
2
ln2 |ω|+ ipi
2
sgnω ln |ω|+O(ω0),∫ e2
0
ln e
(e− iω)2 de = i
ln |ω|
ω
+
pi
2 |ω| −
1 + ln e2
e2
+O(ω1),∫ e2
0
e ln e
(e− iω)2 de = −
1
2
ln2 |ω| − ln |ω|+ ipi
2
sgnω ln |ω|+O(ω0). (A.11)
From the above list, energy integrals involving a prototypic density of
states N (e) with N (e) +N (−e) = − ln |e| and N (e)−N (−e) = e ln |e| are
calculated. Such an N (e) captures the asymptotics of the symmetric and
non-symmetric part of the 2d Hubbard density of states for 0 < |t2/t1| < 1/2,
see Sec. A.1. For ω, ω1, ω2 ∈ R\{0} with ω1 6= ω2 and e1 < 0 < e2,
∫ e2
e1
N (e)
(iω − e)2 de = −
pi
2 |ω| + i
pi
2
sgnω ln |ω|+O(ω0),∫ e2
e1
N (e)
(iω1 − e)(iω2 − e) de = −
pi
2
sgnω2 ln |ω2| − sgnω1 ln |ω1|
ω2 − ω1 +O(ω
0
1, ω
0
2).
(A.12)
A.3 Matsubara summation by contour techniques
We apply the strategy described in Fetter, Walecka [FW03] to Matsubara
summations involving general rational functions at temperature T > 0 and
in the continuous-time limit.
For complex polynomials p(z), q(z) with d := deg q − deg p ≥ 1 and for
parameters T > 0, − 1T ≤ η ≤ 1T we consider the symmetric summation
over bosonic (M+ = piT 2Z) or fermionic (M− = piT (2Z + 1)) Matsubara
frequencies
SR(η) := T
∑
ω∈M±
|ω|<R
p(iω)
q(iω)
eiηω, R > 0. (A.13)
Bosonic and fermionic summation will be treated in parallel; in case of
differing signs the upper (lower) line corresponds to the bosonic (fermionic)
situation. We denote S(η) = limR→∞ SR(η). It is understood that 0 /∈
q(iM±).
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The sum
∑
ω
p(iω)
q(iω)e
iηω converges absolutely for d ≥ 2. For d = 1 the
symmetric summation chooses a special ordering (which is induced from the
discrete time path integral formulation) and produces a (not absolutely)
convergent series.
Let F±(z) be a meromorphic function with poles of order 1 and residue
T at z ∈ iM±. This does not uniquely fix F±, two choices are
(i) F±1 (z) = ±f±(z) and
(ii) F±2 (z) = −F±1 (−z)
with f±(z) = (ez/T ∓ 1)−1 the usual Bose and Fermi distribution functions.
For meromorphic functions f, g we introduce the shorthand notation
Resg,R
(
g(z)f(z)
)
for the sum of residues Resz0
(
g(z)f(z)
)
over all poles z0
of g(z) with |z0| < R. As well, Resg
(
g(z)f(z)
)
= limR→∞Resg,R
(
g(z)f(z)
)
.
Furthermore, we denote by CR the circle of radius R > 0 about the origin
and with positive orientation.
Then SR can be rewritten
SR(η) =ResF±,R
(
p(z)
q(z)
eηz F±(z)
)
=IR(η)− Res1/q,R
(
p(z)
q(z)
eηz F±(z)
)
,
IR(η) =
1
2pii
∮
CR
p(z)
q(z)
eηz F±(z) dz, (A.14)
and the radius R is chosen such that CR does not contain poles of the integ-
rand function.
The limit limR→∞ SR is deduced for a choice of F± such that limR→∞ IR(η)
exists. When 0 ≤ η ≤ 1T the choice F± = F±1 will do, and
lim
R→∞
IR(η) =

0 : d ≥ 2,
0 : d = 1, 0 < η < 1T ,
−12` : d = 1, η = 0,
±12` : d = 1, η = 1T .
(A.15)
In the case d = 1, the constant ` = limR→∞
R p(R)
q(R) , i.e. the ratio of the
leading coefficients of p and q, enters. Hence, for 0 ≤ η ≤ 1T ,
S(η) ≡ lim
R→∞
SR(η) = ∓Res1/q
(
p(z)
q(z)
eηz f±(z)
)
+ lim
R→∞
IR(η). (A.16)
The case − 1T ≤ η ≤ 0 can be done using F± = F±2 or by symmetry from
the above case.
Notice that η 7→ Res1/q
(
p(z)
q(z)e
ηz f±(z)
)
is continuous at η = 0 whereas
limR→∞ IR(η) is not for d = 1. Consequently,
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(i) for d ≥ 1: limη→0+ S(η) = ∓Res1/q p(z)q(z) f±(z),
(ii) for d ≥ 2: S(η) is continuous at η = 0,
(iii) for d = 1: S(η) is discontinuous at η = 0 and limη→0+ S(η)−S(0) = 12`.
A.4 Frequency summation at discrete time
Frequency sums at temperature T > 0 emerging from a division of the
interval [0, 1/T ] in a finite number n ∈ N of subintervals of equal length
can be calculated analytically in a straightforward way for a certain class of
summands. We consider fermionic summations of the form∑
p0∈Mn
R(pˆ0), pˆ0 = nT (1− e−ipip0/n)/i, (A.17)
with Mn = {1, 3, . . . , 2n − 1} ' (2Z − 1) ∩ [−n,+n) and with R a rational
function.
For E ∈ C and p0 = 2j − 1 ∈Mn, j = 1 . . . n, obviously
ipˆ0 − E = nTeipi/n
((
1− E
nT
)
e−ipi/n − rj
)
, (A.18)
where rj = exp(−2piij/n), j = 1 . . . n, are the n roots of unity of order n.
From the identity
n∏
j=1
(z − rj) = zn − 1, (A.19)
valid for z ∈ C, it follows by taking the logarithm and then differentiating
with respect to z that
n∑
j=1
ln(z − rj) = ln (zn − 1) , (A.20)
n∑
j=1
1
z − rj =
nzn−1
zn − 1 (A.21)
for z ∈ C, zn 6= 1. Similar relations for summing higher powers of (z− rj)−1
are obtained by taking further derivatives. The summation (A.17) can then
be done with a partial fraction decomposition by using (A.18) and the above
summations.
As an example,
T
∑
p0∈Mn
1
ipˆ0 − E = fn,T (E) (A.22)
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for E ∈ C and ipˆ0 − E 6= 0 ∀p0 ∈Mn. Also,
T
∑
p0∈Mn
1
ipˆ0 − E
pˆ20
pˆ20 + Ω
2
=
E2
E2 − Ω2 fn,T (E) +
Ω
2(Ω− E) fn,T (Ω) +
Ω
2(Ω + E)
fn,T (−Ω) (A.23)
for complex E,Ω with E 6= ±Ω and such that all summands exist. Here,
fn,T (E) =
(
1− E
nT
)−1 (1− EnT )n
1 +
(
1− EnT
)n
→n→∞ 1
1 + exp(+E/T )
= fT (E) (A.24)
is a family of functions that converges to the Fermi function fT as n→∞.
A.5 Perturbation theory
Low order perturbative expansions in the interaction parameter U are con-
veniently found for the two- and the four-point function by iteration of the
flow equations (1.27) or (1.38), (1.3) using the correct initial condition.
Lowest order perturbation theory for exchange propagators reads
MΛ11(p) = K
Λ
11(p) = 2U
2 B+Λ (p) +O(U3),
DΛ11(p) = 2U
2 B−Λ (p) +O(U3),
DΛ22(p) = O(U4) (A.25)
with the particle-hole(+) and particle-particle(−) bubble
B±Λ (p) = ∓
∫
dl CΛ(±l)CΛ(p+ l). (A.26)
The perturbative self-energy reads
ΣΛ(p) = αΛ,U + U
2Σ
(2)
Λ (p) +O(U3) (A.27)
with a frequency-momentum-independent function αΛ,U and the so-called
“sunset graph”
Σ
(2)
Λ (p) =
∫
dq1dq2dq3 δ(q1 + q2 − q3 − p) CΛ(q1)CΛ(q2)CΛ(q3). (A.28)
The Matsubara summation occurring in these expressions can be done using
the results of Sec. A.3.
We now consider perturbation theory in two regularisation schemes,
namely the temperature flow scheme [HS01] and the Ω scheme [HS09]. Sec-
tion 1.2 introduces both schemes.
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A.5.1 Perturbation theory in the T scheme
We first turn to the temperature flow scheme, which uses the temperature
T > 0 as the scale parameter. The notation and results of Sec. A.3 are
adopted.
Transfer frequencies for exchange propagators are even numbers, p0 ∈
2Z, and the bubble diagrams read
B±T (p) = −
∫
d¯l
f−(±εl)− f−(εp+l)
ipiTp0 ± εl − εp+l (A.29)
with (existing) continuation of the integrand in case ipiTp0 ± εl − εp+l = 0.
The sunset graph has the expression
Σ
(2)
T (p) =
∫
d¯q1d¯q2d¯q3 (2pi)
2δ(q1 + q2 − q3 − p)
T 1/2
(
f−(εq2)− f−(εq3)
)(
f−(εq1) + f+(εq3 − εq2)
)
−ipiTp0 + εq1 + εq2 − εq3
and p0 ∈ 2Z−1. The factor T 1/2 is due to rescaling of Green functions when
passing to the T scheme.
A.5.2 Bubbles in the Ω scheme
Matsubara summation in bubble diagrams
Next, we calculate perturbation theory for the Ω scheme in the zero tem-
perature limit and at scale Ω > 0.
The bubble diagram is
B±Ω (p) = ∓
∫
dl CΩ
(± (l − p/2))CΩ(l + p/2) = ∓∫ d¯l I±(p0; ε−, ε+),
(A.30)
where ε∓ = εl∓p/2. Notice that the substitution l → −l exchanges ε− and
ε+ in the integrand. Furthermore, we have defined
I±(p0; ε−, ε+) =
∫
R
dl0
2pi
χ(l0 − p0/2)
±i(l0 − p0/2)− ε−
χ(l0 + p0/2)
i(l0 + p0/2)− ε+ . (A.31)
It follows I−(p0,−ε−, ε+) = −I+(p0, ε−, ε+).
The frequency summation is done with the results of Sec. A.3:
I±(p0; ε−, ε+) =
S(±p0, ε−)∓ S(−p0, ε+)
ip0 ± ε− − ε+ (A.32)
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for ip0±ε−−ε+ 6= 0 and can be continuously extended to ip0±ε−−ε+ = 0.
The function
S(p0, ε) = lim
R→∞
∫ R
−R
dω
2pi
1
i(ω − p0/2)− ε χ(ω − p0/2)χ(ω + p0/2) (A.33)
exists for all p0, ε ∈ R. It has the symmetries
S(p0,−ε) = −S(p0, ε),
S(−p0, ε) = +S(p0, ε). (A.34)
For p0 ∈ R and ε ≥ 0 we find
S(p0, ε) =

Ω
2
(
χ(p0 + iΩ)
ε+ Ω
+
χ(p0 − iΩ)
ip0 + ε+ Ω
)
− 1
2
: p0 6= 0,
Ω
4
3ε+ 2Ω
(ε+ Ω)2
− 1
2
: p0 = 0,
(ε ≥ 0)
(A.35)
the case ε < 0 is deduced by symmetry.
For all ε ∈ R, p0 7→ S(p0, ε) is analytic in p0 ∈ R. Furthermore, for
all p0 ∈ R, ε 7→ S(p0, ε) is analytic in ε ∈ R\{0}; at ε = 0, it is C1 for
p0 6= 0 and C3 for p0 = 0. This reduced regularity in ε is due to the weak
regularising properties of the Ω cutoff.
Explicitly, at small energies
S(p0, ε)
=
1
2(p20 + 4Ω
2)
[
−p0Ωi− (p
2
0 + 2Ω
2)
Ω
ε+
(
p20
Ω2
sgn ε+ i
3p0Ω
p20 + Ω
2
)
ε2
]
+O(ε3),
(A.36)
and at small frequencies
S(p0, ε) = −ε
4
2 |ε|+ Ω
(|ε|+ Ω)2 −
Ω
8
3 |ε|+ Ω
(|ε|+ Ω)3 ip0 +O(p
2
0). (A.37)
The zero frequency case is of special interest,
S(0, ε) = −ε
4
2 |ε|+ Ω
(|ε|+ Ω)2 ,
(∂εS)(0, ε) = −Ω
4
3 |ε|+ Ω
(|ε|+ Ω)3 . (A.38)
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Finally, again by symmetry,
B+Ω (p) =−
∫
d¯l
(
Θ(ε− · ε+ > 0) Re I+(p0, |ε−| , |ε+|)
−Θ(ε− · ε+ < 0) Re I−(p0, |ε−| , |ε+|)
)
,
B−Ω (p) =
∫
d¯l
(
Θ(ε− · ε+ > 0) Re I−(p0, |ε−| , |ε+|)
−Θ(ε− · ε+ < 0) Re I+(p0, |ε−| , |ε+|)
)
+ i
∫
d¯l sgn ε−
(
Θ(ε− · ε+ > 0) Im I−(p0, |ε−| , |ε+|)
+ Θ(ε− · ε+ < 0) Im I+(p0, |ε−| , |ε+|)
)
. (A.39)
Note that B+Ω (p) ∈ R for all p0 ∈ R. In the special case of zero momentum
exchange p = 0,
B+Ω (p0,0) = −
∫
d¯l Re I+(p0, |εl| , |εl|),
B−Ω (p0,0) = +
∫
d¯l Re I−(p0, |εl| , |εl|) + i
∫
d¯l sgn εl Im I
−(p0, |εl| , |εl|).
(A.40)
Frequency dependence of B+Ω (ω,0)
We calculate the behaviour of the particle-hole bubble with zero transfer
momentum in different frequency regimes for ω ∈ R. By (A.40),
B+Ω (ω,0) = −2
∫
R
de N (e) ImS(ω, |e− µ|)/ω
= Ω
∫
R
de Im
[
χ(ω − iΩ)
ω
(N (e+ µ)
|e|+ Ω −
N (e+ µ)
|e|+ Ω + iω
)]
.
(A.41)
Notice that this function is regular at ω = 0 since ImS(ω, |ε|) ∈ O(ω1) for
Ω > 0.
We consider the system at VHF µ = 0 and employ an exemplary density
of states N (e) = − ln |e| Θ(e1 < e < e2) with e1 < 0 < e2, see Sec. A.1. The
asymmetry of the Hubbard density of states at e = 0 produces only regular
behaviour of B+Ω (ω,0) and is ignored here. The small-frequency asymptotics
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Figure A.3: The function f(φ) that appears in the asymptotics of the particle-hole
bubble, eq. (A.43).
of the occurring energy integral is given in (A.9). Thus,
B+Ω (ω,0) =
2Ω4
ω2 + 4Ω2
ln2 |Ω + iω| − ln2 Ω
ω2
− 2Ωω
2 + 3Ω2
ω2 + 4Ω2
arg (Ω + iω)
ω
ln |Ω + iω|+O(Ω0, (Ω + iω)0)
= f
(
arg (Ω + iω)
)
ln |Ω + iω|+O(Ω0, (Ω + iω)0), (A.42)
where f(φ) is a regular function for all φ ∈ [−pi/2, pi/2]. Explicitly,
f(φ) =
−2 cosφ
1 + 3 cos2 φ
(
2 cos3 φ
ln cosφ
sin2 φ
+ (1 + 2 cos2 φ)
φ
sinφ
)
(A.43)
and its continuation f(−pi/2) = f(pi/2) = 0 and f(0) = −1. Of course,
f(−φ) = f(+φ). The function f(φ) is shown in Fig. A.3.
Furthermore, in the regime Ω |ω| one verifies thatB+Ω (ω,0) = O((Ω/ω)1).
In summary, B+Ω (ω,0) is defined for ω ∈ R, Ω ≥ 0 and (ω,Ω) 6= (0, 0).
At low scales Ω > 0 and small frequencies, B+Ω (ω,0) diverges logarithmically
in |Ω + iω|. At scale Ω = 0 it vanishes (for non-zero frequency).
Singularity in (∂ω ImB
−
Ω )(ω = 0,0)
By symmetry, the imaginary part of the particle-particle bubble vanishes
at zero frequency. We consider now its first frequency derivative at zero
frequency. From (A.40),
B−Ω (ω,0) =
∫
dε N (ε+ µ) sgn ε Im 2S(−ω, |ε|)
iω − 2 |ε| (A.44)
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Figure A.4: Particle-hole bubble B+(ω,p = 0) at zero transfer momentum in Ω
scheme (solid lines) and in T scheme (dashed line). Comparing Ω and T as energy
variables, the particle-hole bubbles with zero frequency transfer are relatively close
in both schemes. However, for frequencies larger than zero the bubble vanishes
identically in T scheme whereas it is non-vanishing in the Ω scheme. Here, it only
goes to zero as Ω→ 0, and for larger Ω it is a non-monotonic function of the scale
parameter. Frequency values ω/t1 = 0, 10
−2, 10−1, 1, 10, 102 are shown; the bubble
increases in the scale parameter for Ω & ω and decreases for Ω . ω. The parameter
values are U = t1, t2 = 0.1t1 and µ = 0.
and
(∂ω ImB
−
Ω )(ω = 0,0) =
1
4
∫
dε N (ε+ µ) ε
(|ε|+ Ω)3 . (A.45)
At VHF µ = 0,
(∂ω ImB
−
Ω )(ω = 0,0) =
1
4
∫ |e1|
0
de
(
N (e)−N (−e)
) e
(e+ Ω)3
+
1
4
∫ e2
|e1|
de N (e) e
(e+ Ω)3
, (A.46)
where e1 < 0 < e2 are the edges of the free Hubbard band and 0 < |e1| ≤ e2
for 0 ≤ 2t2 < t1. As Ω → 0, the second integral in the last equation is
finite whereas the asymptotics of the first one can be calculated using the
asymptotics of the Hubbard density of states, N (e)−N (−e) = C1 e ln |e|+
O(e), see Sec. A.1. The energy integral has been calculated in eq. (A.10),
thus
(∂ω ImB
−
Ω )(ω = 0,0) = −
C1
8
ln2 Ω +O(ln Ω) (A.47)
diverges logarithmically in the scale parameter.
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A.5.3 The sunset graph in the Ω scheme
Calculation of the sunset graph leads to
Σ
(2)
Ω (p) =
∫
d¯q1d¯q2d¯q3 (2pi)
2δ(q1 + q2−q3−p) A(p0, εq1 , εq2 , εq3) (A.48)
with
A(p0, ε1, ε2, ε3) =
∫
R
dω1
2pi
dω2
2pi
χ(ω1)
iω1 − ε1
χ(ω2)
iω2 − ε2
χ(ω1 + ω2 − p0)
i(ω1 + ω2 − p0)− ε3 .
(A.49)
It is easily checked that A(p0, ε1, ε2, ε3) as well as (∂p0A)(p0, ε1, ε2, ε3) exist
for all ε1, ε2, ε3, p0 ∈ R.
Unlike in the T scheme, the performation of the two Matsubara summa-
tions here is rather involved since it does not reduce to double application
of the bubble summation (A.30). We restrict to calculation of the quantity
(∂p0A)(p0 = 0, ε1, ε2, ε3), which is expected to show singular behaviour.
By symmetry,
(∂p0A)(0, ε1, ε2, ε3) =
i
Ω2
·

A+(|ε1/Ω| , |ε2/Ω| , |ε3/Ω|) : ε1ε3, ε2ε3 ≥ 0,
A−(|ε1/Ω| , |ε2/Ω| , |ε3/Ω|) : ε1ε3, ε2ε3 ≤ 0,
A+(|ε1/Ω| , |ε3/Ω| , |ε2/Ω|) : ε1ε3 ≤ 0, ε2ε3 ≥ 0,
A+(|ε2/Ω| , |ε3/Ω| , |ε1/Ω|) : ε1ε3 ≥ 0, ε2ε3 ≤ 0,
(A.50)
for the various sign configurations of products of ε1, ε2, ε3.
The functions A± can be calculated using again contour techniques. For
x, y, z ≥ 0,
A+(x, y, z) =
1
9
z + 5
(x+ 1)(y + 1)(z + 2)2
+
1
9
5
2x
2y2 − (x2 + y2)(xy + 17)− 5(x3 + y3) + (x+ y)(xy − 28)− 8xy − 16
(x+ 2)2(y + 2)2(x+ y + 1)2(z + 1)
.
(A.51)
The expression for A− is relatively long and will not be given here.
A.6 Particle-hole ladder plus Fock resummation
Keeping only special contributions on the right-hand side of the flow equa-
tions (1.27) leads to a system of differential equations that reproduces stand-
ard ladder or RPA type resummations [Kat04, SHML04].
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The modification of (1.27) to
Σ˙Λ(k) =
1
2
∫
dp sΛ(p) vΛ(k, p, k, p),
v˙Λ(k1, . . . , k4) =Tph,cr(k1, . . . , k4) = −1
2
∫
dl LΛ(l, k1 − k3 + l)
× vΛ(k1, l, k3, k1 − k3 + l) vΛ(k1 − k3 + l, k2, l, k4) (A.52)
supplemented by initial conditions via imposing vΛ(k1, . . . , k4) →Λ→∞ 2U
and ΣΛ(k) →Λ→∞ −U limΛ→∞
∫
q−1Λ (l) dl produces the resummation of
crossed particle-hole graphs and Fock type self-energy terms.
The initial condition and the modified flow equation (A.52) are com-
patible with vΛ(k1, . . . , k4) = VΛ(k1 − k3), hence this simple form of the
interaction vertex holds during the flow, and the flow equation implies
V˙Λ(k) =
1
2
V 2Λ (k)B˙+Λ (k), B+Λ (k) = −
∫
dl GΛ(l)GΛ(k + l). (A.53)
Notice that in this equation a modified particle-hole bubble B+Λ (k), including
a correction to the chemical potential from self-energy insertions, occurs.
This equation can simply be integrated and yields
VΛ(k) =
2U
1− UB+Λ (k)
, (A.54)
which still depends on self-energy through B+.
Equation (A.54) exhibits a pole at 1− UB+Λ (k) = 0. For k = (0,0) this
pole provides the Stoner criterion for an instability towards ferromagnetism.
Notice that VΛ(k) satisfies VΛ(k) = 2U
(
1+ 12B+Λ (k)VΛ(k)
)
, this will be used
below.
The special structure of the interaction vertex in this resummation res-
ults in the self-energy flow equation
Σ˙Λ(k) =
1
2
VΛ(0)
(∫
dp g˙Λ(p) +
∫
dp g2Λ(p)Σ˙Λ(p)
)
= U
d
dΛ
∫
dp gΛ(p)
(A.55)
since
∫
dp g2Λ(p)Σ˙Λ(p) = −UB+Λ (0)
∫
dp g˙Λ(p) by iteration of the flow equa-
tion. The resummed interaction vertex drops out, only the initial interaction
enters. To say it again: the scale derivative of the self-energy generated by
(A.52) is independent of the resummed interaction vertex. Since the initial
interaction is a constant, (A.52) produces a frequency- and momentum-
independent self-energy, i.e. a (scale-dependent) correction to the chemical
potential.
A.6 Particle-hole ladder plus Fock resummation 135
The self-energy flow equation can be integrated to a self-consistency
equation for Σ(k),
ΣΛ(k) ≡ ΣΛ = U
∫
dp
(
qΛ(p) + ΣΛ
)−1
+ ΣΛ0 − U
∫
dp
(
qΛ0(p) + ΣΛ0
)−1
,
(A.56)
which is independent of the interaction vertex VΛ(k). This equation can be
solved for ΣΛ. Inserting the result in (A.54) yields VΛ(k). In case of non-
uniqueness of the solution to the self-consistency equation (A.56), direct
evaluation of the flow equation (A.55) identifies the correct solution.
Similar resummations can be done: keeping only the RPA type direct
particle-hole graph in the vertex flow equation and the Hartree term in
the self-energy flow equation leads to the RPA plus Hartree resummation;
keeping only the particle-particle term and ignoring self-energy provides
the particle-particle ladder resummation. A graphical version of these re-
summations is given in [SHML04]. All these resummations only generate
a frequency-momentum-independent self-energy from the on-site Coulomb
repulsion.
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