We discuss instantons on noncommutative four-dimensional Euclidean space. In commutative case one can consider instantons directly on Euclidean space, then we should restrict ourselves to the gauge fields that are gauge equivalent to the trivial field at infinity. However, technically it is more convenient to work on four-dimensional sphere. We will show that the situation in noncommutative case is quite similar. One can analyze instantons taking as a starting point the algebra of smooth functions vanishing at infinity, but it is convenient to add a unit element to this algebra ( this corresponds to a transition to a sphere at the level of topology). Our approach is more rigorous than previous considerations ; it seems that it is also simpler and more transparent. In particular, we obtain the ADHM equations in a very simple way. Instantons in noncommutative gauge theories were introduced in [6] for the case of noncommutative R 4 and in [7] for the case of noncommutative T 4 . Later they were studied and applied in numerous papers (see [8] , [9] for review). In present paper we suggest another approach to instantons on noncommutative R 4 . It seems that it makes the theory much more transparent. In commutative case one can study instantons directly on R 4 ; then we should restrict ourselves to the gauge fields with finite euclidean action (or, equivalently to fields that are gauge equivalent to the trivial field at infinity). However, technically it is more convenient to work on four-dimensional sphere S 4 .
Gauge theories on noncommutative spaces introduced by A.Connes [1] play now an important role in string/M-theory. (Their appearance was understood first from the viewpoint of Matrix theory in [2] ; see [3] , [4] for review of results obtained in this framework and [5] for the analysis in the framework of string theory.)
Instantons in noncommutative gauge theories were introduced in [6] for the case of noncommutative R 4 and in [7] for the case of noncommutative T 4 . Later they were studied and applied in numerous papers (see [8] , [9] for review). In present paper we suggest another approach to instantons on noncommutative R 4 . It seems that it makes the theory much more transparent. In commutative case one can study instantons directly on R 4 ; then we should restrict ourselves to the gauge fields with finite euclidean action (or, equivalently to fields that are gauge equivalent to the trivial field at infinity). However, technically it is more convenient to work on four-dimensional sphere S 4 .
We will show that the situation in noncommutative case is quite similar. The standard R 4 is conformally equivalent to S 4 ; therefore the possibility to replace R 4 with S 4 in the study of instantons is obvious. In noncommutative case we cannot apply this logic. However, we will see that it is useful to consider a unital algebraR 4 θ obtained from the algebra R 4 θ by means of addition of unit element. Here R 4 θ stands for the algebra of smooth functions on noncommutative R 4 that tend to zero at infinity (multiplication is defined as a star-product.) As usual in noncommutative geometry non-unital algebras are related to non-compact spaces; adjoining unit element corresponds to one-point compactification. This means that the transition from R 4 θ toR 4 θ is analogous to transition from R 4 to S 4 (at the level of topology). Therefore one can think that it is easier to study instantons and solitons usingR 4 θ ; we'll see that this is true. Physicists usually don't care of the precise definition of the space of functions they are working with (and usually this policy is completely justified). However, in the consideration of noncommutative R d it is important to be careful: different definitions of the space of functions on noncommutative space lead to different results. In the standard definition the algebra of functions on noncommutative R d is described as an algebra generated by noncommutative coordinatesx k obeying [x k ,x l ] = iθ kl . We base our exposition of the theory of instantons on algebras R k at all. The absense of accurate definition of an instanton was not harmless, it led to a confusion in the question about existence of U (1)-instantons. The present paper is not written as a rigorous mathematical paper, but it is based on accurate definitions (and it seems that the exposition can be made rigorous without essential difficulties).
The paper is organized as follows. In Sec. 1 we consider instantons on noncommutative R 4 using the algebraR 4 θ ; we show that the noncommutative analog of ADHM data arises very naturally in this approach. The construction of noncommutative solitons also becomes simpler. In Sec.2 we show how to relate the consideration based on the algebra R 4 θ to the formalism of Sec. 1. In Sec. 3 we analyze the noncommutative analog of ADHM construction. In Sec. 4 we discuss some definitions and results of the preceding sections in more general setting and more accurately. We also compare definitions of instantons on noncommutative torus and on noncommutative Euclidean space. An appendix written by A. Connes contains a proof of the fact that modules used in present paper exhaust projective modules over appropriate algebras. ( I could not find such a proof in the literature; I am indebted to A. Connes for giving a proof.)
Our paper does not depend on previous papers on noncommutative instantons, but we did not try to reproduce all known results using our approach. The necessary definitions of notions of noncommutative geometry [10] are given (but sometimes we omit some details). We use freely results of noncommutative geometry without explicit references; most of results we need are contained in [1] , [11] .
Preliminaries.
Let A be an associative algebra. A vector space E is a right A-module if we can multiply e ∈ E by a ∈ A from the right and this multiplication is distributive and associative (in particular, (ea)b = e · (ab) for e ∈ E, a, b ∈ A). Introducing the notationâe = ea we can say that to specify a right module we should assign to every a ∈ A an operatorâ : E → E in such a way thatâb =bâ. A linear map ϕ : E → E where E is an A-module is called an endomorphism if it is A-linear (i.e. ϕ(ea) = ϕ(e)a). The set of all endomorphisms can be considered as an algebra; it is denoted by End A E. We say that A is an involutive algebra if it is equipped with antilinear involution a → a + obeying (ab)
A module E over involutive algebra A is a (pre)Hilbert module if it is equipped with A-valued inner product < e 1 , e 2 > obeying < e 1 a 1 , e 2 a 2 >= a + 1 < e 1 , e 2 > a 2 .
for all e 1 , e 2 ∈ E, a 1 , a 2 ∈ A. If E 1 , E 2 are two Hilbert A-modules we denote by B(E 1 , E 2 ) the set of all A-linear maps T : E 1 → E 2 having adjoints. (One says that T ⋆ : E 2 → E 1 is a map adjoint to T if < T x, y >=< x, T ⋆ y >.) Notice that it follows from this definition that the spaces B(E 1 , E 2 ) and B(E 2 , E 1 ) are complex conjugate.
In a Hilbert module E we can construct endomorphisms by the following formula
where x, a i , b i ∈ E. These endomorphisms are called endomorphisms of finite rank.
The set A n consisting of column vectors with entries from A can be considered as a Hilbert A-module with respect to inner product < a, b >= a
In more invariant way we can define A n as a tensor product of n-dimensional vector space V and the algebra A.
If A is a unital algebra the A-module A n is called a free module with n generators. A projective module E over a unital algebra A is by definition a direct summand in A n . (We consider only finitely generated projective modules.) Projective modules are Hilbert modules with respect to an inner product inherited from A n . All endomorphisms of a projective module E have adjoints:
We gave all definitions for right modules, one can give similar definitions for left modules. Section 1. Let us consider the algebra R A little bit more complicated module A n can be obtained if we take a direct sum of n copies of the module A 1 . Elements of A n can be considered as column vectors with entries from A. Endomorphisms of A n can be identified with n × n matrices having endomorphisms of A 1 as their entries. Every connection on
n can be represented in the form
where the entries of n × n matrices α 1 (x), ..., α d (x) obey the same conditions as functions α i (x) in the expression for the connection in
are involutive algebras with respect to complex conjugation. This means that we can consider Hilbert modules over these algebras. We'll identify gauge fields with unitary connections, i.e. connections represented by operators ∇ i obeying the condition
Field strength of a gauge field
Modules we considered were Hilbert modules. We can construct also other Hilbert modules in the following way.
Let us consider Hermitian operatorsx k satisfying commutation relations
We will assume, that d = 2n and θ is a nondegenerate 2n × 2n matrix; then these relations are equivalent to canonical commutation relations [
(More precisely, we can write (2) in the canonical form replacingx i by their linear combinations.) It is well known (Stone-von Neumann theorem) that irreducible representation of canonical commutation relations is unique and that one can obtain all other representations taking direct sums of several copies of irreducible representations. By means of Hermitian operatorsx k specifying an irreducible representation of (2) we can assign to every function ϕ(x) = ϕ(k)e ikx dk an operatorφ = ϕ(k)e ikx dk.
we haveφf ∈ S(R n ) (see Sec. 4). This means that S(R n ) can be regarded as an irreducible R p⋆r have the formᾱ(x)ρ(x ′ ) for some function ρ ∈ S(R n ).) The free moduleR d θ is a direct sum of a module F and a module consisting of elements of the form (1 − p) ⋆ r therefore F is projective. It follows from this remark that the module F can be characterized also as a submodule consisting of elements v obeying (1−p)⋆v = 0. Replacing the condition pdx = 1 by the condition pdx = k ∈ Z we obtain by means of the same construction a module isomorphic to F k . (The corresponding operatorp is a projection on a k-dimensional space E k and has matrix elements of the form
where α 1 , ..., α k stands for orthonormal basis of E k . Matrix elements of the operator corresponding to p ⋆ r have the formᾱ 1 
Similar statement is true for projections on (R Every connection on F rs can be written in the form
where
k is the standard connection acting as
It is easy to see that the connection ∇ and the scalar field as αϕ 0 we obtain a solution to the equations of motion if α and zero are stationary point of the potential of the scalar field . It is easy to check that this simple solution corresponds to the solution of [13]; see Sec 2. This is an additional confirmation of the idea that it is necessary to use not only free modules, but also other modules; a consideration of classical solutions to equations of motion based on this idea will be given in [14] . Now we can turn to the study of instantons onR 4 θ -modules F rs . By definition, an instanton is a gauge field (unitary connection) obeying F + = 0 where
It is convenient to introduce operators
Let us represent D 1 and D 2 in the form
We'll assume that K = 0 and L = 0 (these conditions can be considered as gauge conditions). Then the equation (5) can be rewritten in the following way
Multiplication in these formulas is considered as the usual matrix multiplication combined with natural bilinear maps
We use these maps for d = 4, but they are defined for every even d and nondegenerate θ. The first of these maps stems from hermitian inner product, the second from action ofR 
. The equation (6) also can be represented by equations for four blocks; we write down only the first one:
2 ] + . It is easy to see that equations (8) and (12) are closely related to ADHM construction; moreover, they coincide with noncommutative counterpart of ADHM equations if we make an ansatz
and J (0) are matrices with complex entries, Φ ∈ F, Ψ ∈F , ΦΨ = 1. It is natural to conjecture that having a solution of noncommutative ADHM equations (8), (12) we can find Φ, Ψ, R 1 , R 2 in such a way that (5), (6) are satisfied.
The above consideration can be applied with minor modifications to instantons on noncommutative orbifold R 4 θ /Γ; it leads to noncommutative analog of equivariant ADHM equations found in [12] .
Section 2. In this section we'll consider instantons on noncommutative R 4 in terms of the algebra R 4 θ . We'll relate this consideration to the analysis in terms ofR 4 θ given in Sec. 1.
Let us recall the standard definition of instanton on commutative R 4 . In this definition we consider solutions of (anti)selfduality equation, that are gauge trivial at infinity. More precisely we restrict ourselves to gauge fields that can be represented at infinity in the form
where g(x) is a function taking values in the gauge group G. The function g(x) is defined outside some ball D and cannot be extended to the whole space R 4 (the obstruction to this extension can be identified with topological number of the gauge field). To find an appropriate condition of "triviality at infinity" on noncommutative R 4 we start with reformulation of this condition in the commutative case. We assume that G = U (n) and consider matrix valued functions g(x), h(x) satisfying the condition
where p(x) rapidly tends to zero at infinity. Then a gauge field A µ is trivial at infinity if it can be represented in the form
where α µ tends to zero at infinity faster than x −1 . (If A µ is represented in the form (13) we can obtain a representation in the form (14) taking as g(x), h(x) extensions of g(x), g −1 (x) to the whole space R 4 . Such extensions don't exist if we consider g(x), g −1 (x) as U (n)-valued functions, but they do exist if we consider them as matrix valued functions.)
It is convenient to represent (14) in the form
whereĥ,ĝ,β µ stand for operators of multiplication by h, g, β µ . We'll use this representation to generalize the above considerations for the gauge fields on noncommutative R 4 . We consider these gauge fields as connections on the module (R 4 θ ) n . We have seen that such connections can be represented in the form (1), where α i belong to the algebra B = End R 4
n of endomorphisms of (R 4 θ ) n (they can be considered as n × n matrices having bounded smooth functions as their entries).
Let us consider the subalgebra B 0 ⊂ B consisting of all endomorphisms tending to zero at infinity faster than x −1 . More precisely, elements of B 0 should be represented by matrices with entries belonging to the algebra Γ 
where T + T = 1, σ µ ∈ B 0 and T + is a parametrix of T , i.e. 1 − T T + = Π is a matrix with entries from the Schwartz space S(R 4 ). Here
n is an n × n matrix considered as an endomorphism of (R Having an endomorphism T obeying the above conditions we can show that KerT
The construction of the isomorphism goes as follows. We map (ξ,
+ is isomorphic to F k for same k. (We are using the fact that KerT T + = KerT + and that Ker(
Let us analyze the relation between connections on modules (R n that corresponds to the connection
. We see that D α is gauge trivial at infinity. Gauge fields on (R n and instantons studied in Sec. 1. Namely, we see that instantons on F rs (the fields (7) obeying equations (5),(6)) correspond to instantons on (R 
defined by the formula
Here B 1 , B 2 ∈ Hom(V, V ), I ∈ Hom(W, V ), J ∈ Hom(V, W ),
Commutation relations between z i ,z i can be written in the form
(We use the notations of [3] .) We impose the condition that the operator
where ∆ :
θ can be written as
It is easy to check that this condition is equivalent to the noncommutative ADHM equations (8), (12) . One can check that the operator ∆ has no zero modes (see [3] ).
Let us analyze the space E ⊂ (V ⊕ V ⊕ W )⊗ R θ generates an instanton P • ∂ α • P on E (see [1] , [3] ). An equivalent way to construct an instanton is to consider an isometric
θ having E as its image and to define connection on E ′ by the formula ω
is a Hilbert module, a map is isometric if ω + ω = 1.) We will relate this construction to the above consideration finding explicitly the module E ′ and the map ω. This will allow us to say that gauge fields obtained by means of noncommutative ADHM construction are instantons in the sense of present paper.
Representing ψ as a column vector
θ we can rewrite the equation
We will assume that θ is a nondegenerate matrix; then without loss of generality we can assume that ζ 1 > 0, ζ 2 > 0. Our assumption allows us to consider elements of R 4 θ as pseudodifferential operators acting on functions defined on R 2 . Then all above equations can be regarded as operator equations. In particular, A is a first order differential elliptic operator of index r = dimV and has a parametrix Q, a pseudodifferential operator obeying QA = 1 − Π, AQ = 1 − Π ′ where Π, Π ′ are operators of finite rank. The operator equation (22) can be reduced to the equation
where f and g are functions defined on R 2 . If N is the space of solutions to (24) then solutions to (22) can be characterised as pseudodifferential operators taking values in N . Using the parametrix we can reduce the study of Eqn (24) to the analysis of equation (1 − Π)f + QCg = 0; this is essentially a finite-dimensional problem. We will assume that A·Q = 1 (i. e. Π ′ = 0); this technical assumption leads to some simplication of calculations. In our conditions the operator A has a kernel KerA of dimension r = dimV . Every solution of (24) can be written as F − QCg where F ∈ KerA. This permits us to say that the R 4 θ -module E is isomorphic to the direct sum
is an isomorphism between E ′ and E. (We consider F r as a space consisting of pseudodifferential operators ρ ∈ (V ⊕ V ) ⊗ R 
To prove that the map v is an isomorphism and to check that the gauge field ω + • ∂ j • ω is an instanton we need some information that can be obtained easily from well known results about pseudodifferential operators [15] ; necessary results are formulated in Sec. 4 . Notice that at infinity ω has the same behavior as v. This follows from the remark that v + v − 1 tends to zero at infinity as z Section 4. In this section we'll describe some general properties of instantons on noncommutative spaces. We'll use in our consideration a general construction of deformations of associative algebra equipped with an action of commutative Lie group; this construction was studied in [11] . We will list some properties of the star-product that can be obtained by the methods of the theory of pseudodifferential operators. These mathematical results permit us to justify some statement of preceding sections.
Let us consider an associative algebra A and a d-dimensional abelian group L = R d acting on A by means of automorphisms. This means that for every v ∈ R d we have an automorphism α v : A → A and α v1+v2 = α v1 · α v2 . We assume that A has a norm and an involution * that are invariant with respect to automorphisms α v . It is assumed also that the automorphisms α v are strongly continuous with respect to v.
One says that an element a ∈ A is smooth if the function v → α v (a) is infinitely differentiable A-valued function on R d (differentiation is defined with respect to the norm on A). The set A ∞ of all smooth elements constitutes a subalgebra of A; the Lie algebra L of the group L acts on A ∞ by means of infinitesimal automorphisms (derivations).
If θ is a d × d antisymmetric matrix we can introduce a new product in A ∞ (star-product) by means of the following formula:
This new operation is also an associative product and the action of the group L = R d preserves it [11] . It depends continuosly on θ; therefore the new algebra A ∞ θ (the algebra of smooth elements with respect to the product (26)) can be regarded as a deformation of the algebra A ∞ . Let us consider some examples. One can take as A the algebra C(T d ) of continuous functions on a torus Let us take as A the algebra C 0 (R d ) of continuous functions on R d that tend to zero at infinity (the norm is again the supremum norm). Using the natural action of L = R d on A we obtain an algebra R d θ that can be interpreted as an algebra of smooth functions on noncommutative Euclidean space tending to zero at infinity. We can consider instead of
, that tend to a constant at infinity. Every element of this algebra can be represented in the form f + α · 1 where f ∈ C 0 (R d ). For any algebra A we denote byÃ the algebra consisting of elements of the form a + α · 1 where a ∈ A, α ∈ C and 1 is a unit element: a · 1 = 1 · a = a. (One says thatÃ is a unitized algebra A.) We see that
Applying the above construction to this action we obtain a unital algebraR It is important to notice that the above construction can be applied also in the case when the topology in the algebra A is specified by a countable family of norms. In particular, we can take A = S(R d ) (algebra of smooth functions on R d tending to zero faster that any power); then the application of the above construction gives an algebra denoted by S(R we obtain gauge fields that decrease faster than any power at infinity. Other interesting versions of noncommutative R d can be defined by means of methods of the theory of pseudodifferential operators [15] . Recall that using the irreducible representation of commutation relations [x k ,x l ] = iθ kl , when θ is a nondegenerate d × d = 2n × 2n matrix we assign to a function ϕ(x) = ϕ(k)e ikx dk an operatorφ(x) = ϕ(k)e ikx dk acting on functions of n variables. Considering various classes of functions ϕ(x) we obtain various classes of pseudodifferential operators. For example, we can restrict ourselves to the class Γ . Using this fact it is easy to construct various algebras of pseudodifferential operators.
In particular, Γ ρ defined as a union of all classes Γ m ρ is an algebra with respect to star-product; it corresponds to the algebra of pseudodifferential operators It is important to notice that although algebras R is isomorphic to K 1 (if we add k elements to a countable set we again obtain a countable set) and that K n is isomorphic to K 1 . Every projective module over K is isomorphic to a direct sum of several copies of H and several copies of free moduleK
. We used analogs of these statements in Sec.2 and 3.
Let us say that a function a(z) belongs to the classΓ
It is easy to check that Γ 
Here the star -product depends on the noncommutativity parameter θ. (One can say that a function a(z) that is invertible up to an element of S(R d ) with respect to the usual multiplication has this property also for the star-product.)
Notice that the parametrix is essentially unique: if b
. Let us assume that pseudodifferential operatorâ corresponding to a function a ∈ HΓ m,m0 ρ has no zero modes (Kerâ = 0). Then we can construct an operator T =â(â +â ) −1/2 obeyingT +T = 1. It is easy to check that corresponding functions (symbols) T and T + belong to HΓ 0,0 ρ . It follows from uniqueness of parametrix that T + is a parametrix of T , i. e. 1 − T T + is an integral operator with a kernel from Schwartz space. This remark gives us a way to construct an endomorphism T entering the definition of a field that is gauge trivial at infinity.
The definition of classes Γ 
To check that KerA is isomorphic to F k it is convenient to consider A as a pseudodifferential operatorÂ; using the parametrix one can derive thatÂ is a Fredholm operator. The relation Aϕ = 0 implies thatÂφ = 0; in other wordsφ is an operator taking values in finite-dimensional vector space KerÂ. This description leads to identification of KerA with F k where k = dimKerÂ.) Let us consider an operator A acting from (Γ ρ ) s+t into (Γ ρ ) s and transforming a pair (u, v) where
Let us suppose that the operator A is represented by an s × s matrix, belonging to HΓ m,m0 ρ , where m > 0, and C is represented by an s × t matrix belonging to (Γ ρ ) 0 . We denote by Q a parametrix of A (i.e.
Let us assume first that QA = 1 (i.e. Π ′ = 0). Then Au + Cv = 0 implies u = u 0 − QCv where u 0 ∈ KerA = F k . Let us check that the map ν transforming (ρ, v) into (ρ − QCv, v) is an isomorphism between E ′ and E. This map is obviously R If a commutative Lie algebra L = R d acts on associative algebra A by means of derivations we can define a connection on a (right) A-module E as a collection of C-linear operators ∇ 1 , ..., ∇ d acting on E and obeying the Leibniz rule:
where e ∈ E, a ∈ A, δ i : A → A are derivations (infinitesimal automorphisms) corresponding to elements of a basis of L. A curvature of a connection (field strength of noncommutative gauge field) is defined by the formula
It is easy to check that F ij : A → A are linear maps (endomorphisms of Amodule E). One can consider the curvature as a 2-form F on L = R d taking values in the algebra of endomorphisms End A E.
We'll work with involutive algebras and Hilbert modules (i.e. we assume that the algebra A is equipped with antilinear involution a → a * and the modules are provided with A-valued inner product). Then it is natural to consider gauge fields as unitary connections; the endomorphisms F ij will be antihermitian operators in this case.
If this algebra is equipped with a trace and L = R d is equipped with a nondegenerate inner product (with metric tensor g ij ) then we can define Yang-Mills action functional on connection on the A-module E S = TrF ij F ij = Tr < F, F > .
(The indices are raised and lowered by means of metric tensor g ij .)
In particular, we can apply the construction of action functional to the cases when A = T Using the metric tensor g ij on L we can define the Hodge dual of an exterior form on L. In the case d = 4 we can define an instanton (antiinstanton) as a gauge field obeying F ± * F = ω · 1
where ω is a C-valued 2-form on L. In other words, the self-dual part of the curvature of an instanton should be a scalar (or, more precisely, a scalar multiple of unit endomorphism). In the case of an antiinstanton this condition should be fullfilled for the antiselfdual part of the curvature. We suppose that the metric on L used in the definition of (anti)instanton is positive. Let us introduce a complex structure on L = R 4 in such a way that L becomes a Kaehler manifold. Without loss of generality we can assume the metric has the form ds 2 = dz 1 dz 1 + dz 2 dz 2 in complex coordinates z 1 , z 2 on L. Then instead of operators ∇ 1 , ∇ 2 , ∇ 3 , ∇ 4 corresponding to the coordinates 
that follows from the positivity of trace (from relation TrA * A ≥ 0). The left hand side of (34) can be expressed in terms of the value of action functional and of topological numbers of the module E; this gives the estimate we need (see [7] for detail) The above consideration looks very general; however, we encounter some problems trying to apply it to R 4 θ or toR 4 θ . First of all, one can define a trace of element f ∈ R 4 θ as an integral of f over R 4 , but this integral can be divergent. This trace is positive; we can extend it to a trace onR 4 θ assigning an arbitrary value to Tr1, but the extended trace is not positive. Therefore in Sec 1 and 2 we defined instantons with ω = 0 in the right hand side of (30). However, the topological number TrF 2 is well defined for instantons on R It is important to notice that the topological number TrF is ill-defined in this situation (the corresponding integral diverges).
