I. INTRODUCTION
Density functional theory (DFT) computations can provide the total energy of solid compounds. These total energies are then used to obtain reaction energies which are of importance in many fields such as batteries, hydrogen storage, Hg absorption, carbon capture, or thermochemical water splitting. [1] [2] [3] [4] [5] [6] [7] [8] Reaction energies are also critical to the ab initio study of the thermodynamic stability of known materials [9] [10] [11] [12] [13] [14] or the prediction of novel phases. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] Indeed, it is a compound's energy relative to the energy from combinations of other phases, which determines its stability.
While comparisons between experimental and computed energies of reactions for solids exist in the literature, they tend to focus on very specific chemistries and/or crystal structures (e.g., perovskites 28, 29 ) . In contrast to the evaluation of molecular systems in the quantum chemistry field, 30, 31 there is a lack of statistically broad studies on the accuracy of specific DFT functionals in predicting energies of reactions between solid phases. This situation makes it difficult to add an error bar to predictions of reaction energies and can hinder the evaluation of the results provided by ab initio phase stability studies (i.e., the study of phase diagrams built from ab initio computations). Hence, the objective of this paper is to assess the accuracy of DFT in predicting reaction energies relevant to phase stability in multicomponent oxides by comparing, on a large data set, experimental and computed reaction energies from binary oxides to ternary oxides.
Our comparison between DFT and experimental reaction energies is mainly based on two very large experimental thermochemical data sources, the Kubachewski and the NIST databases. 32, 33 While it is common to report reaction energies from the elements, elemental reaction energies are not, in general, relevant to phase stability. Indeed, when one wants to determine if a predicted multicomponent compound is thermodynamically stable, the reaction energy determining the stability of the new compound is typically not with respect to the elements but to more chemically similar phases. For instance, the stability of a ternary oxide is most often determined by its relative energy versus other oxides (binaries and/or ternaries) and not versus the elements. In this work, we focus on the accuracy of the reaction energies that are relevant to the phase stability of ternary oxides with respect to binary oxides.
Using 135 of these solid phase reactions, we present in this paper the largest reported comparison between experimental and DFT computed solid phase reaction energies. We analyze the error distribution, and the chemistries for which errors are the most significant. Finally, we discuss the implication of our work on the evaluation of multicomponent phase diagrams obtained by GGA and GGA + U. We stress that our study, by providing an error distribution for reaction energies involving chemically similar compounds, can be used to quantitatively assess the results obtained when computing the stability of new predicted phases with DFT.
II. METHODOLOGY

A. DFT parameters
The DFT computations were performed using a generalized gradient approximation (GGA) functional parametrized by Perdew, Burke, and Ernzerhof (PBE). 34 The transition metals Cu, Fe, Cr, Co, Mn, Ni, V, Nb, and Mo were assigned a U parameter to correct for the self-interaction error present in GGA. 35, 36 This U parameter was fitted to experimental binary oxide formation energies using the Kubaschewski tables 32 following the approach from Wang et al. 37 We excluded tungsten from our analysis due to the difficulty to fit a U value reproducing experimental enthalpies. All compounds were run with a k-point density of at least 500/(number of atom in unit cell) k points. The Vienna ab initio software package 38 (VASP) was used with the provided projector augmented wave (PAW) pseudopotentials. 39 All pseudopotentials and U values are provided in Appendix A. With these parameters, the computations are expected to be converged to one meV/atom for oxide materials. 40 More details on the high-throughput ab initio methodology and parameters can be found in Jain et al. 40 All magnetic moments were initialized in a ferromagnetic (FM) state, but compounds containing V, Mo, Cu, Nb, Co, Cr, Mn, Ni, and Fe were also computed with an antiferromagnetic (AFM) state initialization. We computed all nonsymmetrically equivalent AFM magnetic orderings in the smallest possible supercells using Hart's algorithm. 41 From all different FM and AFM initializations, the one with the lowest energy was chosen for our data set. For entries with mixed oxidation states (i.e., Fe 3 O 4 and Mn 3 O 4 ), we verified that charge ordering actually occurred in the GGA + U computation. In all cases, two full subsequent ionic relaxations were performed using the DFT parameters described above and the AFLOW wrapper around VASP. 42, 43 
B. Experimental data selection
Due to their relevance in technological applications and the large experimental data set available for ternary compounds, we only considered oxides in this study. For each oxide compound in the Kubachewski tables, 32 we searched for a corresponding crystal structure in the Inorganic Crystal Structure Database (ICSD). 44 Often the crystal system (e.g., monoclinic or cubic) or the mineral name is given in the Kubachewski tables and we used this partial structure information to choose the corresponding ICSD entries among polymorphs. When the data provided by Kubachewski were not sufficient to choose among polymorphs, we chose the lowest-energy polymorph. The Kubaschewski entries that did not have a corresponding ICSD entry were disregarded, as were compounds with partial occupancies.
To exclude as much as possible unreliable experimental data from our study, we double-checked the formation enthalpies provided by Kubachewski versus other sources (the NIST database, 33 the Landolt-Bornstein database, 45 the CTDP database, 46 and the scientific literature). The principal verification was performed against the NIST database, 33 which contains less data (especially for ternary oxides) but provides more recent and accurate data than the Kubachewski tables. We found 107 oxide entries in the Kubachewski table having an equivalent entry in the NIST database. If the difference in enthalpy between the two pieces of data was higher than 5 meV/atom, we chose the NIST value. This situation occurred for 19 entries in our data and the largest differences (>30 meV/atom) were found for six entries: Mg 2 TiO 5 (216 meV/atom), K 2 SiO 3 (72 meV/atom), Be 2 SiO 4 (43 meV/atom), and CuO (30 meV/atom). The remaining entries in Kubachewski for which no NIST data are available were compared with the information in the LandoltBornstein database. 45 For the entries with large discrepancies (>20 meV/atom in formation enthalpy), we looked for a third source to determine whether the value from the Kubachewski or Landolt-Bornstein database should be used. We had to exclude four compounds (Cs 2 SiO 3 , K 3 PO 4 , Li 3 AsO 4 , and BaV 2 O 6 ) because of the lack of a reliable third source, and we selected the value from the Landolt database for four other compounds (FeMoO 4 , Na 4 V 2 O 7 , Na 2 MoO 4 , and KFeO 2 ). The remaining entries (without data in NIST and Landolt-Bornstein) were compared to the CTDP database. The eight entries in the CTDP database were all in agreement (within 20 meV/atom) with the Kubachewski data. Finally, the remaining 14 compounds (without data in NIST, LandoltBornstein, and CTDP) were compared to values found in the literature. Seven had to be excluded from our data set as no consistent data were found in the literature (SrB 4 O 7 , LiTaO 3 , LiNbO 3 , LaPO 4 , LiB 3 O 5 , NaVO 3 , and CdTiO 3 )
Each enthalpy of formation in the Kubachewski table is given with an experimental error. Assuming that the experimental errors on enthalpies of formation are normally distributed and independent, the error on a reaction enthalpy (which is the result of a sum of enthalpy of formations) can be computed using the rule of summation of normally distributed random variables. The resulting error on the reaction energy is also normally distributed, with a standard
The σ i represent the standard deviation associated with the experimental enthalpy of formation of each compound involved in the reaction, and a i are the stoichiometric coefficients associated with the product i in the reaction. For the few entries without any experimental error provided in the Kubachewski table, the Landolt database, or the literature, we attributed an error of 10 meV/atom corresponding to the average experimental error in the Kubachewski tables. We attributed an experimental error of 5 meV/atom for the more reliable NIST data.
C. Evaluating 0-K energies from 298-K enthalpies
The Kubachewski tables provide enthalpies of formation at 298 K, while the computed total energies refer to energies at 0 K. To obtain experimental enthalpies at 0 K, one needs to integrate the heat capacity between 0 and 298 K. The experimental heat capacity of each compound is often provided in thermochemical tables as a polynomial expansion on the temperature and it is tempting to directly integrate the polynomial to 0 K. However, this polynomial expansion is only valid for temperatures above 298 K. Hence, we instead fit a Debye-type equation to the heat capacity at 298 K with the additional constraint that the integration of this heat capacity divided by the temperature should give the formation entropy (also provided in the thermochemical tables) at 298 K. The heat capacity at constant pressure (c p ) and per atom of compound is assumed to follow the Debye form
where T D , the Debye temperature, and A are constants. The constants A and T D are determined for each compound from the heat capacity at 298 K, c p,298 K , and the entropy at 298 K, S 298 K , provided in the Kubachewski tables:
Integrating the Debye model in Eq. (1) with the fitted A and T D leads to the experimental enthalpy at 0 K:
We compared our fitted Debye model to actual heat-capacity measurements down to 0 K for a few compounds, and found good agreement (see Appendix B).
As the heat-capacity integration component depends on the entropy and heat-capacity value provided by the Kubachewski tables, we compared them to the NIST database. We did not find any large differences except for the NaAlO 2 entropy for which we used the NIST values. For Fe 2 ZnO 4 , we used direct values from the heat-capacity integration provided in King et al. 47 as the heat capacity reported in the Kubachewski tables is unphysical and negative. In addition, we neglect the pressure times volume (PV) term, assuming that the formation energy at 0 K is equal to the formation enthalpy at 0 K. When considering reaction energies between solids, the PV term of the enthalpy is negligible. We also neglect the zero-point energy (ZPE) contribution to the energy (typically less than a few meV/atom). 48, 49 We provide in Appendix C for each compound the corresponding ICSD number, the experimental enthalpy of formation from the elements at 0 K, the experimental error, the source of the enthalpy data (Kubachewski, NIST, or Landolt) as well as the DFT (GGA and GGA + U ) total energy obtained by ionic relaxation. We also provide as Supplemental Material the relaxed structures (in FM state) for each of the selected compounds to facilitate future comparison of our data set to other functionals or computational approaches.
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D. Reaction energy critical to phase stability
When considering an A x B y C z compound in an A-B-C chemical system, there are many different reaction energies forming this compound that can be defined. Most often, the formation energy from the elements (e.g., A + B + 2C → ABC 2 ) is reported, but other reactions can be defined as well, for instance, from binaries to ternaries (e.g., 1 2 A 2 C + 1 2 B 2 C 3 → ABC 2 ) or even between ternaries and binaries (e.g., 1 5 A 5 BC 4 + 2 5 B 2 C 3 → ABC 2 ). In this work, we present a method to choose the reaction most relevant to phase stability for a given A x B y C z phase. The algorithm relies on the convex-hull construction. The convex-hull construction effectively evaluates the stability of a given compound against any linear combination of compounds that have the same averaged composition, and is the common procedure to assess if a compound is stable versus the decomposition to other products. First, we construct the convex hull with all phases existing in the A-B-C, including all elemental, binary, and ternary phases with the exception of the targeted A x B y C z phase. Then, we detect which phases constitute the equilibrium triangle in which the A x B y C z composition lies. The reaction from these phases in the equilibrium triangle to form the A x B y C z phase is defined as the reaction critical to phase stability. Indeed, it is this reaction that determines directly if the A x B y C z phase is stable (i.e., on the convex hull) or not (i.e., above the convex hull) as it compares the A x B y C z phase to the most competitive combination of phases. By building the phase diagram using the convex-hull construction on all phases in the A-B-C system with the exception of ABC 3 , we find that the equilibrium triangle consists in A 2 C, BC 3 , and BC 2 . The critical reaction energy to phase stability is therefore illustrates this algorithm for a hypothetical A-B-C system and a ABC 3 ternary phase. Using the phase diagram built by the convex-hull construction without the ABC 3 phase, we can see that the ABC 3 composition (blue dot) lies in the triangle formed by the A 2 C, BC 3 , and BC 2 phases (the decomposition is indicated by the blue arrows). The critical reaction energy to phase stability is therefore 1 2 A 2 C + 1 2
While we illustrated the method by using examples from ternary phase diagrams, the algorithm is easily generalizable to higher component systems (e.g., quaternaries) by considering the relevant equilibrium simplices.
We applied this algorithm to determine what would be the critical reaction energy from binary to ternary oxides for each ternary oxide present in our data set. For chemical systems including only cations with single oxidation states, there is only one binary oxide to ternary oxide reaction that needs to be considered. For instance, in the case of LiAlO 2 , the only reaction energy forming this ternary compound from binary oxides is 1 2 
Li 2 O → LiAlO 2 . On the other hand, when a ternary oxide contains elements forming in several oxidation states (e.g, CoFe 2 O 4 ), there is more than one reaction involving binary oxides reacting to form the ternary compound, but only one reaction will be directly critical to the phase stability of the ternary (i.e., CoO + Fe 2 O 3 → CoFe 2 O 4 ). If any of the competing phases is a gas (e.g., CO 2 for a carbonate or SO 2 for a sulfate), the ternary oxide was not considered in our data set. Gases were excluded from our analysis because of the large known errors in DFT associated with molecular species (e.g., oxygen molecule overbinding). 37, 51 In total, our data set consists of 135 reaction energies and each computed and experimental reaction energy is present in Appendix C. In this work, we will express all reaction energies as energy per atom of ternary compound (eV/atom or meV/atom); 10 meV/atom corresponds to about 1 kJ/molatom. Figure 2 plots the experimental reaction energies as a function of the computed reaction energies. All reactions involve binary oxides to ternary oxides and have been chosen as presented in Sec. II. The error bars indicate the experimental error on the reaction energy. The data points follow roughly the diagonal and no computed reaction energy deviates from the experimental data by more than 150 meV/atom. Figure 2 does not show any systematic increase in the DFT error with larger reaction energies. This justifies our focus in this study on absolute and not relative errors.
III. RESULTS
In Fig. 3 , we plot a histogram of the difference between the DFT and experimental reaction energies. GGA + U underestimates and overestimates the energy of reaction with the same frequency, and the mean difference between computed and experimental energies is 9.6 meV/atom. The root-meansquare (rms) deviation of the computed energies with respect to experiments is 34.4 meV/atom. Both the mean and rms are very different from the results obtained by Lany on reaction energies from the elements. 52 Using pure GGA, Lany found that elemental formation energies are underestimated by GGA with a much larger rms of 240 meV/atom. Our results are closer to experiments because of the greater accuracy of DFT when comparing chemically similar compounds such as binary and ternary oxides due to errors cancellation. 40 We should note that even using elemental energies that are fitted to minimize the error versus experiment in a large set of reactions, Lany reports that the error is still 70 meV/atom and much larger than what we find for the relevant reaction energies. The rms we found is consistent with the error of 3 kJ/mol-atom (30 meV/atom) for reaction energies from the binaries in the limited set of perovskites reported by Martinez et al. 29 Very often, instead of the exact reaction energy, one is interested in knowing if a ternary compound is stable enough to form with respect to the binaries. This is typically the case when a new ternary oxide phase is proposed and tested for stability versus the competing binary phases. 18 From the 131 compounds for which reaction energies are negative according to experiments, all but two (Al 2 SiO 5 and CeAlO 3 ) are also negative according to computations. This success in predicting stability versus binary oxides of known ternary oxides can be related to the very large magnitude of reaction energies from binary to ternary oxides compared to the typical errors observed (rms of 34 meV/atom). Indeed, for the vast majority of the reactions (109 among 131), the experimental reaction energies are larger than 50 meV/atom. It is unlikely then that the DFT error would be large enough to offset this large reaction energy and make a stable compound unstable versus the binary oxides.
The histogram in Fig. 3 shows several reaction energies with significant errors. Failures and successes of DFT are often known to be chemistry dependent, and we present the effect of the chemistry on the DFT error by plotting, in Fig. 4 , a matrix of absolute reaction energies errors. The x axis represents the oxides of element A and the y axis the oxide of element B. Each element in the matrix corresponds to an A-B-O chemical system. When several reaction energies are available in a chemical systems (i.e., several ternary compounds are present), we plotted the maximum absolute error energy in this system. The matrix is symmetric as A-B-O is equivalent to B-A-O. The elements are sorted by their Mendeleev number 53 so that important chemical classes (e.g., alkalis or transition metals) are grouped together. The first row and column in the matrix indicate the mean of the difference computed experimental for one given element across all ternary oxide chemistries.
It is remarkable that no systematically larger error is present for elements with partially filled d orbitals (e.g., Fe, Mn, Co, or Ni), which indicates that the use of a Hubbard U is sufficient to compensate the error associated with the localized d orbitals.
On the other hand, elements containing f electrons such as 3 and CeAlO 3 are computed to be metallic while they are in reality insulators. It is likely that this incorrect representation of the electronic structure explains the large discrepancy obtained in reaction energies for Ce 3+ oxides. The difficulty to correctly model the electronic structure of Ce 2 O 3 with GGA had already been pointed out by Skorodumova et al. 54 One proposed solution has been to apply a Hubbard U on the cerium f electrons. 55 While fitting a U value for Ce is beyond the scope of this work, we indeed observe the reaction energy getting closer to the experimental data by applying a moderate U value (U = 3 eV) on the f electrons in Ce for both CeCrO 3 and CeAlO 3 (see Table I ). The other f -containing elements (i.e., U and La) do not show as large discrepancies as Ce (with the exception of one uranium-based compound Cs 2 UO 4 ). This observation can be easily rationalized by the nonoccupied character of the f orbitals in the specific oxidation states of these uranium and lanthanum compounds (i.e., U 6+ and La 3+ do not have any occupied f -electron states).
Another chemistry-dependent effect is the importance of a relativistic treatment, as effects due to spin-orbit coupling will be larger for heavier elements (e.g., Pb). Recently, Ahuja et al. showed that spin-orbit coupling is required to accurately reproduce certain reaction energies in leadcontaining compounds. 56 The reaction energies studied by Ahuja et al. involved a metal and two oxides with different oxidation states. Our simpler reactions (involving only oxides in a Pb 2+ oxidation state) do not show major errors with lead-containing compounds (see Fig. 4 and Table II) . We should note, however, that spin-orbit coupling is incorporated indirectly in our computations in the construction of the PAW pseudopotentials.
Two molybdenum-based compounds (BaMoO 4 and Na 2 Mo 2 O 7 ) also show large errors (−72.9 and 82.2 meV/atom). While the thermochemical data for both these compounds is consistent in the Kubachewski and Landolt databases, a more refined literature search indicated that the discrepancy is due to measurements errors for both databases. The formation energy from the elements for Na 2 Mo 2 O 7 is reported from two different methods at −2245 and −2248.5 kJ/mol, 57, 58 while the Kubachewski data report −2361 kJ/mol. Similarly, three literature references indicate a value around −1546 kJ/mol for the formation energy from the elements for BaMoO 4 , [59] [60] [61] in contradiction with the value in the Kubachewski of −1516.3 kJ/mol. For both compounds, these revised values from the literature lead to closer agreement with the computed data (respectively, −26 and −22 meV/atom differences). Some selenate compounds in our data set show large deviations as well. The discrepancies are especially large for NiSeO 3 and CoSeO 3 (respectively, 113 and 105 meV/atom), but also for ZnSeO 3 (63 meV/atom). The three other selenate compounds (HgSeO 3 , PbSeO 3 , and CdSeO 3 ) do not show unusual errors. After a more detailed study, we found that Olin considered both experimental results from Ni and Co uncertain enough to exclude them from his comprehensive review on selenates. 62 Olin confirms, on the other hand, the value provided by Kubachewski for ZnSeO 3 . Finally, a surprising large discrepancy is present for Ca 3 (PO 4 ) 2 (67.9 meV/atom) and further investigation in the literature showed that the Ca 3 (PO 4 ) 2 composition forms two polymorphs: an α and β phase. Both phases form in the rhombohedral crystal system and can not be discriminated from the information present in the Kubachewski tables, but enthalpy data from another source showed that the enthalpy 155208-5 provided by Kubachewski most likely relates to the β phase. 63 In our work, we selected the α phase because of the absence of crystallographic data with full occupancies for the β phase in the ICSD. By using a simple ordering algorithm combined with an electrostatic energy model to select an ordering, 41 we estimate the β phase to be 32 meV/atom lower in energy than the α phase. Using the ordered β phase, the computed value is in better agreement with experiment (35.9 meV/atom difference). Our data can be used to fit a probability distribution of the DFT errors. The simplest model would be to consider that the computational error is distributed normally with mean μ and standard deviation σ . Some of the large outliers discussed previously (i.e., BaMoO 4 , Na 2 Mo 2 O 7 , Ca 3 (PO 4 ) 2 , and the nickel and cobalt selenates) are due to errors external to DFT (inaccurate enthalpy measurements or structure assignment), and we will exclude them for the rest of the analysis. Likewise, we excluded the cerium-based compounds as those errors could likely be fixed by using an adequate U value on f electrons. In addition, the Kubachewski tables provide for each enthalpy of formation an estimate of the experimental accuracy of the measurement that needs to be deconvoluted from the error due to DFT. The difference between experimental and computed energy for a reaction i can be represented by a random variable X i , that is the sum of the experimental error X expt i and the DFT error X DFT i :
Assuming that the experimental error for the reaction i is distributed normally with zero mean and a standard deviation equal to σ i (computed from the error bar on the formation energy of all compounds participating in the reaction as presented in Sec. II) and that the error between DFT and experiment is distributed normally as well with a mean μ and a standard deviation σ , we can show that
The unknown parameters to evaluate are the mean and standard deviation of the DFT error (μ and σ ). These two parameters can be estimated by a maximum likelihood approach. 64 The log-likelihood L for the n observations (i.e., the n reaction energies) can be expressed as
Maximizing the log-likelihood can be performed by searching for μ * and σ * such that
In the case with no experimental error (σ i = 0), we find the well-known mean and standard deviation maximum likelihood estimates:
Searching for μ * and σ * numerically, we found a mean estimate of 5.6 ± 4.6 meV/atom and a standard deviation estimate of 24 ± 3.5 meV/atom. The 95% percent confidence intervals have been evaluated using Fischer's information matrix. 65 From this normal model of the DFT error, we see that 90% of the errors should lie within ±40 meV/atom, providing a reasonable order of magnitude for an "error bar" around the oxides reactions energies relevant for phase stability.
Reaction energies involving a change in oxidation states are expected to be more difficult to model using DFT. In our data set, only three reactions (shown in Table III ) involve a change in formal oxidation state (as defined in the ICSD). While the data set is too small to draw any strong conclusion, the few reaction energies involving a change in oxidation states do not show larger errors than the typical errors found for the entire data set.
It has been demonstrated that GGA + U is required to accurately predict the reaction energies of transition metal oxides when a change in oxidation state is involved (redox reactions). 37, 51 As most reaction energies studied in this work do not involve changes in oxidation state, it is of interest to probe if the Hubbard U parameter is beneficial to the accuracy of reaction energies. Therefore, for all reactions involving at least one element requiring a U value (see Sec. II), we also computed the GGA (without U ) reaction energy and compared the distribution of errors in the two data sets (GGA and GGA + U ). Applying the previously presented maximum likelihood estimation for both samples (GGA and GGA + U ), we find the means for both sets to be close to zero (−1.1 ± 21 meV/atom in GGA and −4.6 ± 6.3 meV/atom for GGA + U ) showing no conclusive difference in terms of the mean and therefore in the tendency to overestimate or underestimate reaction energies. On the other hand, the standard deviation is significantly higher for GGA (69 ± 15 meV/atom) than for GGA + U (19 ± 5.3 meV/atom), indicating significantly larger errors when no Hubbard U show better accuracy in GGA + U . This is likely due to the fact that all reactions, even those without a formal change in oxidation state, can involve change in bonding and charge transfer. The use of the Hubbard U is therefore necessary to correct for the self-interaction error arising from these charge transfers.
In contrast to most previous work comparing experimental thermochemical data with DFT results, we performed a heat-capacity integration to make sure we compare DFT results to 0 K energies (instead of 298 K). When formation energies are calculated from the elements, the DFT error (rms of 200 meV/atom) 52 is so large that the heat-capacity integration is not relevant. However, in our study where the DFT error is smaller, it is difficult to a priori decide to neglect the heat-capacity integration down to 0 K. Comparing the error distribution obtained with and without the heat-capacity integration, we observe a larger standard deviation when the integrated heat capacity is not taken into account (31 ± 4.2 meV/atom versus 24 ± 3.5 meV/atom). On average, the contribution of the heat-capacity integration is smaller than the DFT error (mean absolute component of the heat-capacity integration is 12 meV/atom), but for some reactions, its effect can be large enough to be necessary to achieve a good accuracy. We present in Table V a few of the reaction energies with the largest integrated heat-capacity components (i.e., the largest | E 
IV. DISCUSSION
We have presented a comparison between experimental and DFT energies of reactions across a large set of oxide chemistries and crystal structures. For a data set of reaction energies relevant to phase stability, the distribution of the error between GGA + U computations and experiments has been provided. In addition, we analyzed how those errors depend on chemistries and are influenced by the use of a Hubbard U parameter.
While we tried as much as possible to remove unreliable experimental data from our data set, we must stress that our results depend on the quality of the experimental data. Our work already identified a few large discrepancies between the Kubachewski tables and data from NIST (e.g., K 2 SiO 3 with a 216-meV/atom difference, and Mg 2 Ti 2 O 5 with a 72-meV/atom difference), or the Landolt-Bornstein database (FeMoO 4 with a 20-meV/atom discrepancy, Na 4 V 2 O 7 with a 88-meV/atom discrepancy, Na 2 MoO 4 with a 97-meV/atom discrepancy, and KFeO 2 with a 1420-meV/atom error), as well as very likely errors in both of these databases (e.g., Na 2 Mo 2 O 7 and BaMoO 4 ). Another possible source of error in our data set can come from an inadequate choice of crystal structure among polymorphs as only partial crystallographic information is usually provided in the Kubachewski tables (e.g., Ca 3 (PO 4 ) 2 ).
A few computational assumptions also influence our results. Due to the high-throughput nature of our investigation, we only tested specific magnetic states of compounds: FM or AFM. Any magnetic ground state more complex would have been missed. In addition, the U value we used has been fitted TABLE IV. Difference between computed and reaction energies for GGA + U and GGA. Only the reactions with the largest difference between GGA and GGA + U results are presented (>50 meV/atom). Comparison between experimental 0-K energy (with heat-capacity integration) and experimental 298-K energy for the compounds with the largest influence of the heat-capacity integration on the reaction energy (>40 meV/atom). on binary oxide formation enthalpies and directly influences the energies obtained. Finally, our results rely on the PAW pseudopotentials used, and would be influenced by any error in their construction or transferability. 66 The available experimental thermochemical data present some chemical biases influencing our results. While our data cover main group and transition metals well, the rare-earth and actinides are not as well sampled due to the lack of experimental data available. Future work on those chemistries, relying mainly on extracting more experimental data, would be required to more precisely evaluate the accuracy of their reaction energies. The most straightforward use of our result is in error detection. By combining DFT computations with our error distribution, we can test the accuracy of uncertain experimental data. For instance, during our experimental data cross-checking process (see Sec. II), we identified seven compounds (NaVO 3 , SrB 4 O 7 , LiTaO 3 , LiNbO 3 , LaPO 4 , LiB 3 O 5 , and CdTiO 3 ) for which the enthalpy provided by the Kubachewski database could not be confirmed by other reliable sources and that we had to exclude from our data set. Among those seven compounds, we find three compounds, the computed formation reaction energies of which differ from the reported experimental value by a large enough extent to cast major doubt on the Kubachewski data (NaVO 3 by 87 meV/atom, CdTiO 3 by 89 meV/atom, and LiNbO 3 by 106 meV/atom).
Another critical application of our results lies in the assessment of the accuracy of 0-K phase diagrams built from GGA + U computations. These phase diagrams are useful when studying the phase stability of known but also predicted compounds. Several recent studies relied on such phase diagrams to investigate the stability of new proposed phosphatesbased compounds for lithium-ion batteries, [20] [21] [22] new predicted ternary oxides, 18 new iron borides, 17 or new intermetallics. 16, 26 0-K phase diagrams based on GGA computations for all compounds in the ICSD are also available online through the Materials Project. 40 ,67 0-K phase diagrams are typically built using the convex-hull construction, which effectively evaluates the stability for a given compound against any linear combination of compounds that has the same composition. From this construction, there is one critical reaction energy that will ultimately determine if a compound is stable (on the convex hull) or not (see Sec. II). It is very common for those critical reactions to involve only very chemically similar compounds when multicomponent systems are studied. For instance, we show in Fig. 5(a) The situation we illustrated with the Li-Al-O and Li-Cr-O phase diagrams is very common. For all ternary oxides present in the ICSD database, 80% compete for phase stability through reactions involving only oxide reactions with no change in formal oxidation state. In those common cases, the DFT error distribution we found in our work can be used to assess the accuracy of 0-K GGA + U phase diagrams. For instance, when a new compound is proposed, its energy for decomposition to other stable phases can be computed through the convex-hull constructions. Using the DFT error distribution, we can take into account inherent errors within DFT and evaluate the likelihood for a DFT error to result in incorrectly predicting the stability of a compound. For example, a compound computed to be 50 meV/atom above the convex hull (i.e., having a decomposition energy to other phases around 50 meV/atom) is likely to actually be unstable at 0 K as such a large error would be two standard deviations away from the mean. Similarly, when a predicted compound is stable versus competing phases (i.e., on the convex hull), our error distribution can be used to assess the probability that its stability is due to a DFT error. We should note that, while not common, there are instances where the reaction energy critical to phase stability involves compounds very different chemically (e.g., a ternary oxide competing versus a metal or versus phases with different oxidation states). In those cases, caution must be exerted in the interpretation of the results, and it is possible that the typical errors can be larger than those presented in this work. While our study did not show any large discrepancy for reaction energies involving oxides with different oxidation states, our data set (three reactions) was too limited to derive strong conclusions. On the other hand, it is extremely likely that the errors on reaction energies involving oxides and metallic phases will be much higher than the errors obtained in this work. Indeed, solid elemental phases are often metallic and formation energies from the elements for ternary oxides show much larger errors due to smaller cancellation of errors. 51, 52, 68 By noting that most reactions relevant for phase stability involve chemically similar compounds and providing an error distribution for those reactions, our work also removes an apparent paradox on the accuracy of 0-K phase diagram. DFT-calculated 0-K phase diagrams are often quite accurate in predicting the correct stable phases. The Li-Fe-P-O phase diagram presented in Ong et al. 10 for instance shows very good agreement with experimental phase stability. This success is surprising when compared with the magnitude of the reported errors in DFT elemental formation energies (rms of 240 meV/atom). 52 Our work resolves this apparent contradiction by noting that reaction energies from the elements are in general not relevant to phase stability and that the error distribution is much smaller for the reaction energies relevant to phase stability.
Interestingly, our work shows that, when transition metals with partially occupied d shell are involved, the accuracy of DFT is significantly lower for GGA than for GGA + U , even for reaction energies involving no change in formal oxidation state. Unfortunately, GGA + U is known to fail at modeling metallic and intermetallic phases, leading to larger errors in the regions of the phase diagram involving those phases. Our results reinforce the need to use either higher-level theories or schemes to mix GGA and GGA + U such as the one developed by Jain et al. 68 to obtain accurate phase diagrams that cover chemically diverse regions of composition space.
This work only focused on oxides due to the lack of thermochemical data in other types of ternary semiconducting or insulating materials (e.g., halides or sulfides). However, we believe that the conclusions might be of more general character. The very limited set of fluorides present in the Kubachewski tables (Li 2 BeF 4 , Li 3 AlF 6 , and Na 3 AlF 6 ) show errors for reaction energies from binary to ternary fluorides of, respectively, −20 meV/atom, −6 meV/atom, and 6 meV/atom, which are within the error distribution found for oxides. We should, however, warn the reader that our data did not include any peroxides (i.e., oxides containing oxygen-oxygen bonds as O 2 2− ) and we have experienced that peroxides tend to be overstabilized in GGA due to the overbinding of the O-O bond (similarly to the overbinding of the oxygen molecule). 69 While peroxides are rare, other chemistries such as sulfides or nitrides tend to form those types of covalent bonds more easily in solids (e.g., persulfides or pernitrides) and might suffer more often from this possible error.
We hope the work presented in this paper will motivate future thermochemical evaluation of alternative functionals. It would be for instance of interest to compare the performances of new functionals, such as AM05 and HSE, [70] [71] [72] [73] or more advanced techniques, such as quantum Monte Carlo, 74 to GGA + U . While bulk modulus and lattice constants are often tested when new methods or functionals are proposed, it is rare to evaluate the accuracy of reaction energies. We hope the material provided in this work can constitute a standard data set to perform future benchmarks.
V. CONCLUSION
We have estimated the error in GGA + U in reproducing reaction energies relevant to phase stability in ternary oxides. This error is distributed normally with a mean close to zero and a standard deviation of 24 meV/atom. The errors we found are much smaller than the error on the more commonly reported reaction energies from the elements. We attribute this to the larger cancellation of errors involved in reaction energies among chemically similar compounds. Our results can be used to assess the accuracy of 0-K phase diagrams as the relevant reaction energies when building phase diagrams involve chemically similar compounds. Finally, our analysis also demonstrates the importance of using a Hubbard U parameter to model reaction energies involving transition metals even when no change in formal oxidation states is occurring.
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APPENDIX B
Heat-capacity data down to 0 K is not available for all compounds used in our work. To obtain the enthalpy at 0 K from the provided enthalpies at 298 K, we estimated the heat capacity at low temperature by a fitting procedure (see Sec. II). We used the experimental heat capacity and entropy at 298 K to fit a Debye-type model. This model was then integrated down to 0 K and substracted from the enthalpy at 298 K to provide the enthalpy at 0 K. In this section, we will compare, for a few compounds which have experimentally known heatcapacity data, the results of our fitting procedure to the direct heat-capacity measurement. Figure 6 shows the heat capacity versus temperature curve fitted to the Debye-type model (red line) and experimentally determined for a few compounds: MgO, 75 BaO, 75 ZnO, 75 Cs 2 O, 76 FeO, 77 and CoFe 2 O 4 . 47 A very good agreement between both data sets can be observed for all compounds, validating our approach. Table VII shows the difference between the integrated heat capacity from 0 to 298 K from our fitted model and obtained directly from experiments. The good agreement in terms of heat capacity versus temperature curves is reflected into the small difference between the integrated heat capacity (from 2 to 5 meV/atom).
Our approach was not aimed at reproducing very accurately the Debye temperature, but we compared our fitted Debye temperature to noncalorimetric-based Debye temperature measurements when present in the Landolt-Bornstein database. From neutron scattering experiments on MgO, the Debye temperature is reported to be 743 K and our fitted value is 779 K. From elastic constant measurements, we find 291 K for BaO, 416 K for ZnO, and 494 K for FeO, which compares well with 266, 455, and 383 K, respectively, found from our fit. Table VIII gives the ICSD number of the corresponding crystal structure, the experimental formation energy from the element (given at 0 K through heat-capacity integration), the experimental error on the formation enthalpy from the element, the computed total energy (in GGA and GGA + U ), and the source of the experimental data.
APPENDIX C
TABLE VIII. ICSD reference number, experimental formation enthalpy, experimental error, computed total energy with GGA + U, and GGA and the source (Kubachewski or NIST) for each compound. The experimental formation enthalpies are given at 0 K through heat capacity integration. Table IX gives all reactions considered in our data set with their associated experimental and computed reaction energies at 0 K. 
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