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COMBINATORIAL FRAMEWORKS FOR CLUSTER ALGEBRAS
NATHAN READING AND DAVID E SPEYER
Abstract. We develop a general approach to finding combinatorial models
for cluster algebras. The approach is to construct a labeled graph called a
framework . When a framework is constructed with certain properties, the
result is a model incorporating information about exchange matrices, principal
coefficients, g-vectors, and g-vector fans. The idea behind frameworks arises
from Cambrian combinatorics and sortable elements, and in this paper, we
use sortable elements to construct a framework for any cluster algebra with an
acyclic initial exchange matrix. This Cambrian framework yields a model of
the entire exchange graph when the cluster algebra is of finite type. Outside of
finite type, the Cambrian framework models only part of the exchange graph.
In a forthcoming paper, we extend the Cambrian construction to produce a
complete framework for a cluster algebra whose associated Cartan matrix is
of affine type.
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2 NATHAN READING AND DAVID E SPEYER
1. Introduction
Cluster algebras were introduced in [13] as a tool for studying total positivity and
canonical bases in semisimple algebraic groups. They have since appeared in vari-
ous fields, including Teichmu¨ller theory, Poisson geometry, quiver representations,
Lie theory, algebraic geometry and algebraic combinatorics. Among the key open
problems surrounding cluster algebras are various structural conjectures found in
[16, 17]. Many of these conjectures are proved in important special cases (e.g. finite
type or skew-symmetric [7, 9, 10, 14, 17, 18, 20, 25, 27, 28, 37]), but the general
(infinite type skew-symmetrizable) cases remain mostly open. See Section 3.3 for
statements of many of these conjectures and remarks on their status.
This paper continues a series of papers aimed at creating combinatorial models
for cluster algebras within the context of Coxeter groups and root systems, using in
particular the machinery of sortable elements and Cambrian (semi)lattices. Cam-
brian lattices were introduced in [30] as certain lattice quotients (or alternately
sublattices) of the weak order on a finite Coxeter group. Conjectures in that paper,
later proved in [19, 31, 32, 33], established the relevance of Cambrian lattices to
Coxeter-Catalan combinatorics. In particular, Cambrian lattices are closely related
to generalized associahedra, which serve as combinatorial models for cluster alge-
bras of finite type [15, 14]. (See e.g. [1, 12] for an introduction to Coxeter-Catalan
combinatorics.) In the process of proving the conjectures, sortable elements were
defined in [31] and shown in [32] to provide a direct combinatorial realization of
Cambrian lattices. Finally, in [34], the combinatorial theory surrounding sortable
elements was further developed and extended to arbitrary Coxeter groups (from
the special case of finite Coxeter groups).
In this paper, we construct Cambrian combinatorial models for cluster algebras.
The insights gained from our first direct constructions of Cambrian models led to
a general blueprint for building combinatorial/algebraic models. Accordingly, we
begin the paper by defining the notion of a framework for an exchange matrix B.
The matrix B defines a Cartan companion Cart(B) and thus a root system. The
matrix B also defines a bilinear form ω on the root space. In essence, a framework
is a graph G with two labelings: each pair (v, e) consisting of a vertex contained in
an edge is given a label C(v, e) and a co-label C∨(v, e). These labels are vectors
in the root space that are related by a positive scaling. They should be thought
of as a root and its corresponding co-root, and indeed, in important special cases,
this is the case. The labeling/co-labeling must satisfy certain conditions; when it
does, a detailed combinatorial model of the cluster algebra can be extracted from
the framework.
The following theorem summarizes how to recover combinatorial properties of
a cluster algebra from a framework for it. The precise details are Theorems 3.25
and 3.26.
Theorem 1.1. Let B be a skew-symmetrizable integer matrix. Let A be cluster
algebra whose initial seed t0 has exchange matrix B and principal coefficients. Let
(G,C,C∨) be a framework for B. There is a map from vertices v of G to seeds t
such that
• There is a base vertex vb mapping to t0.
• Edges in G correspond to mutations of seeds.
• The exchange matrix of t has entries [ω(C∨(v, e), C(v, f))]e,f3v.
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• The c-vectors of cluster variables in t are the simple root coordinates of the
vectors C(v, e).
• The g-vectors of cluster variables in t, with respect to the seed t0, are the
fundamental-weight coordinates of the basis of the weight space that is dual
to the basis {C∨(v, e)}e3v
The framework may also contain information about denominator vectors. For
acyclic B, we define an explicit linear map with an easily computed inverse and
conjecture (as Conjecture 3.21) that the map relates denominator vectors to g-
vectors for cluster variables outside the initial seed. The conjecture is easily verified
when B is 2× 2, and we prove the conjecture when Cart(B) is of finite type.
A framework is complete if G is a regular graph of the correct degree, and a
complete framework models the entire exchange graph of the cluster algebra. We
define some other conditions on frameworks in Section 4, including the notions
of an exact framework and a well-connected polyhedral framework. When the
framework is complete and exact, the graph G is isomorphic to the exchange graph.
When the framework is also polyhedral and well-connected, it defines a fan that
coincides with the fan of g-vectors. The existence of a complete, exact and/or
well-connected polyhedral framework for B implies several of the conjectures from
[16, 17]. See Theorem 4.1 and Corollaries 4.4 and 4.6 for details, and see Section 6
for a table of our definitions.
Frameworks are not only a convenient way to create models of cluster algebras,
but in fact they are, conjecturally, the only way to create models. This idea is
made precise in Theorem 3.30 and Corollary 3.35, which state that, assuming some
conjectures from [17], every cluster algebra defines a framework. The theorem and
corollary, together with the recipes in Theorem 1.1 for reading off combinatorial
information from a framework imply that every model for principal coefficients
and/or g-vectors and/or (conjecturally) denominator vectors is a framework.
Comparing the method of determining g-vectors from a framework to the method
of determining principal coefficients, we arrive (Corollary 3.31) at an insight that
also recently appeared as the first assertion of [26, Theorem 1.2]: Assuming a certain
conjecture from [17], the matrix whose rows are the g-vectors associated to B is
the inverse of the matrix whose columns are the c-vectors associated to −BT .
The main thrust of the project, however, is to give direct proofs of the structural
conjectures by constructing explicit frameworks based on sortable elements and
Cambrian lattices, without relying on results from other approaches to cluster al-
gebras. In a sense we can do this quite generally: For every acyclic B, we construct
a Cambrian framework and prove that the framework is exact, polyhedral, and
well-connected. The underlying graph is the Cambrian (semi)lattice, so that the
vertices of the graph are the sortable elements. The labels are certain roots that
can be read off combinatorially from the sortable elements, and the co-labels are
the associated co-roots. In the Cambrian framework, the g-vectors can also be read
off combinatorially without having to compute a dual basis. (See Theorem 5.39.)
Conjecturally, the denominator vectors can also be read off combinatorially, and
this conjecture is already proven in the case where Cart(B) is of finite type.
When Cart(B) is of finite type, the Cambrian framework is complete, and thus
defines a combinatorial and polyhedral model for the entire exchange graph. Fur-
thermore, the existence and properties of the Cambrian framework, when Cart(B)
is finite type, imply [17, Conjecture 4.7] as well as Conjecture 3.21, described above.
4 NATHAN READING AND DAVID E SPEYER
The Cambrian framework also provides new proofs of many of the conjectures from
[16, 17] when Cart(B) is of finite type. See Theorem 5.19 for details.
When Cart(B) is of infinite type, the Cambrian framework is not complete. The
incompleteness of the Cambrian framework is the result of a fundamental obstacle:
every cone in the Cambrian fan intersects the Tits cone of the Coxeter group as-
sociated to B. But cones in the (conjectural) fan defined by g-vectors do not all
intersect the Tits cone. In a forthcoming paper, the authors construct a complete
framework for exchange matrices B such that Cart(B) is of affine type and use this
framework to prove many of the conjectures from [16, 17] for such B. In another
paper [36], the second author and Hugh Thomas construct a complete reflection
framework for an arbitrary acyclic exchange matrix B. (See Theorem 2.15.) Their
framework is constructed from the representation theory of quivers.
We conclude this introduction with two remarks about the key features of frame-
works. As indicated above, the labels on a framework are essentially the c-vectors.
That is, the labels are the columns of the bottom halves of principal-coefficients ex-
tended exchange matrices. Thus, passing from vertex to vertex, the labels need to
change in a way that amounts to matrix mutation. The mutation relation is given
in [17, Equation (5.9)], assuming one of the conjectures from [17]. The relation
depends, of course, on the top halves of the extended exchange matrices, i.e. the
exchange matrices. What is missing from [17, Equation (5.9)] is the insight that
the exchange matrices themselves are determined from the labels, as described in
Theorem 1.1. Thus [17, Equation (5.9)] is replaced by a self-contained mutation
rule in terms only of the labels. This rule is called the Transition condition , and
is the most important feature of the notion of a framework. In important cases, all
of the labels are real roots, the co-labels are the corresponding co-roots, and the
Transition condition can be replaced by the Reflection condition . This condition
says when u and v are connected by an edge and t is the reflection associated to
C(v, e), each label on u is either identical to a label on v, or is obtained from a
label on v by the action of t. The Reflection condition was discovered in connection
with combinatorial/polyhedral investigations of Cambrian fans.
Another technical feature of frameworks that should not be overlooked is the use
of root and co-root lattices (and thus weight and co-weight lattices) to handle the
possible absence of skew-symmetry in B. Simply by placing vectors in the correct
lattice (i.e. deciding whether to write the prefix “co”), the difficulties caused by
asymmetric B completely disappear from the general theory of frameworks. This is
exactly analogous to the purpose of roots and co-roots, etc. in handling asymmetric
Cartan matrices. Given the fact that a Cambrian model exists for every acyclic B,
based on the Cartan companion Cart(B), this analogy is hardly accidental.
Acknowledgments. We thank Bernhard Keller for helpful comments on an ear-
lier version. We thank Salvatore Stella for sharing important insights. We thank
the referees for their careful reading and for helpful expository and mathematical
suggestions.
2. Frameworks and reflection frameworks
In this section, we define the general notion of a framework and a special kind
of framework called a reflection framework. This section contains a great number
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of definitions. We collect our definitions (from this section and others) in a table
in Section 6.
2.1. Frameworks. The exchange matrix B = [bij ] associated to a cluster algebra
is a skew-symmetrizable integer matrix, with rows and columns indexed by a set I,
with |I| = n. That means that there exists a positive real-valued function δ on I
such that δ(i)bij = −δ(j)bji for all i, j ∈ I. Let Cart(B) be the matrix with diagonal
entries 2 and off-diagonal entries aij = −|bij |. Then Cart(B) is a symmetrizable
generalized Cartan matrix in the sense of [21] (see also [34, Section 2.2]), called the
Cartan companion of B. In particular, δ(i)aij = δ(j)aji for all i, j ∈ I.
Let V be a real vector space of dimension n with a basis Π = {αi : i ∈ I} and
let V ∗ be the dual vector space. The set Π is called the set of simple roots. The
canonical pairing between x ∈ V ∗ and y ∈ V is written 〈x, y〉. We set α∨i = δ(i)−1αi.
The vectors α∨i are called the simple co-roots and the set of simple co-roots is writ-
ten Π∨. We write D for the fundamental domain ,
⋂
i∈I {x ∈ V ∗ : 〈x, αi〉 ≥ 0}.
The exchange matrix B defines a bilinear form ω by setting ω(α∨i , αj) = bij . The
form ω is skew-symmetric, because
ω(α∨i , αj) = bij = −
δ(j)
δ(i)
bji = −δ(j)
δ(i)
ω(α∨j , αi) = −ω(αj , α∨i ).
A quasi-graph is a collection of vertices, full edges, and half-edges. The full
edges are edges in the usual graph-theoretical sense, so that each edge is incident
to two vertices. Each half-edge should be thought of as dangling from a vertex,
and thus not connecting that vertex to any other. (In the usual graph-theoretic
terminology, a quasi-graph is a hypergraph with edges of size 1 or 2.) We will
usually drop the adjective “full” in referring to full edges. Half-edges should not
be confused with “self-edges” or “loops,” i.e. edges that connect a vertex to itself.
In this paper, all quasi-graphs will be simple , meaning that no two full edges
connect the same pair of vertices, and that every full edge connects two distinct
vertices. The degree of a vertex in a simple quasi-graph is the total number of
edges (including half-edges) incident to that vertex, and the quasi-graph is regular
of degree n if every vertex has degree n. A quasi-graph G is connected if the
graph obtained from G by ignoring half-edges is connected in the usual sense.
An incident pair in a quasi-graph G is a pair (v, e) where v is a vertex con-
tained in an edge e. For each vertex v, let I(v) denote the set of edges e such that
(v, e) is an incident pair. A framework for B will be a triple (G,C,C∨), where G
is a connected quasi-graph that is regular of degree n (where B is n×n) and each of
C and C∨ is a labeling of each incident pair in G by a vector in V , satisfying certain
conditions given below. The label on (v, e) will be written C(v, e), and the nota-
tion C(v) will stand for the set {C(v, e) : e ∈ I(v)}. The co-label on (v, e) will be
written C∨(v, e), and the notation C∨(v) will stand for the set {C∨(v, e) : e ∈ I(v)}.
Co-label condition: For each incident pair (v, e), the co-label C∨(v, e) is a posi-
tive scalar multiple of the label C(v, e).
We will see below that in an important special case, each label C(v, e) will be
a real root, and each co-label C∨(v, e) will be the associated co-root (C(v, e))∨. In
general the label C(v, e) need not be a real root, so there is no available notion of
a co-root associated to C(v, e). Despite the fact that C∨(v, e) may not be a co-root
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in any meaningful sense, when β = C(v, e), we will write β∨ for C∨(v, e).
Sign condition: For each incident pair (v, e):
(1) The label C(v, e) is not the zero vector; and
(2) Either C(v, e) or −C(v, e) is in the nonnegative span of the simple roots.
Assuming the Sign condition, each label has a well-defined sign sgn(C(v, e)) ∈
{±1}, namely sgn(C(v, e)) = 1 if C(v, e) is in the nonnegative span of the sim-
ple roots, or sgn(C(v, e)) = −1 if −C(v, e) is in the nonnegative span of the simple
roots. Assuming the Co-label condition, the analogous definition for co-labels yields
sgn(C∨(v, e)) = sgn(C(v, e)).
Base condition: There exists a vertex vb such that C(vb) is the set of simple roots
and C∨(vb) is the set of simple co-roots.
The Base condition lets us identify the indexing set I with I(vb) by identifying
e ∈ I(vb) with the index i ∈ I such that C(vb, e) = αi.
We use the notations [x]+ = max(x, 0) and [x]− = min(x, 0).
Transition condition: Suppose v and v′ are distinct vertices incident to the same
edge e. Then C(v, e) = −C(v′, e). Furthermore, if β = C(v, e) and γ ∈ C(v) \ {β},
then γ + [sgn(β)ω(β∨, γ)]+ β is in C(v′).
Co-transition condition: Suppose v and v′ are distinct vertices incident to the
same edge e. Then C∨(v, e) = −C∨(v′, e). Furthermore, if β∨ = C∨(v, e) and
γ∨∈ C∨(v) \ {β∨}, then γ∨+ [− sgn(β∨)ω(γ∨, β)]+ β∨ is in C∨(v′).
The pair (G,C,C∨) will be called a framework for B ifG is connected and if the
triple satisfies the Co-label, Sign, Base, Transition, and Co-transition conditions.
Example 2.1. We now construct a framework for the non-skew-symmetric ex-
change matrix B =
(
0 2−1 0
)
. This is skew-symmetrizable with δ(2) = 2δ(1). The
Cartan companion of B is Cart(B) =
(
2 −2
−1 2
)
. The skew-symmetric form ω is given
by ω(α∨1, α2) = 2 and ω(α
∨
2, α1) = −1. A framework for B is shown in Figure 1.
(In Section 5.2, we will see that this is a Cambrian framework.) The figure shows
two copies of the same graph, with labels on one and co-labels on the other. The
label on an incident pair (v, e) is shown near e, closer to v than to the other vertex
of e. The vertex at the bottom is vb.
Remark 2.2. When B is skew-symmetric, rather than merely skew-symmetrizable,
each simple co-root equals the corresponding simple root. By a simple inductive
argument, a framework (G,C,C∨) for B must have C∨(v, e) = C(v, e) for every
incident pair (v, e). Thus, for skew-symmetric B, we may as well define a framework
to be a pair (G,C) satisfying the Sign condition, the Base condition (ignoring the
requirement about C∨), and the Transition condition (replacing β∨ by β).
Remark 2.3. One might wonder whether the Transition and Co-transition con-
ditions together imply the Co-label condition. Without some further condition,
they do not, because of the issue mentioned below, in the paragraph between the
statement and proof of Proposition 2.6.
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α2α1
−α1
2α1 + α2
−2α1 − α2
α1 + α2
−α1 − α2
α2
−α2
−α2
α1
−α1
α∨2α∨1
−α∨1
α∨1 + α
∨
2
−α∨1 − α∨2
α∨1 + 2α
∨
2
−α∨1 − 2α∨2
α∨2
−α∨2
−α∨2
α∨1
−α∨1
Figure 1. A framework for the exchange matrix B =
(
0 2−1 0
)
We now establish some first properties of frameworks.
Proposition 2.4. Suppose (G,C,C∨) is a framework for B and let v be a vertex
of G. Then the label set C(v) is a basis for the root lattice and C∨(v) is a basis for
the co-root lattice.
Proof. By the Base condition, the proposition holds for v = vb. If v 6= vb, then since
G is connected, there is a finite path from v to vb. The Transition condition says
that at each step in the path, the set C(·) changes by a sequence of Gauss-Jordan
operations that alter a label by adding an integer multiple of another label. Thus
each step preserves the property of being a basis for the root lattice. The assertion
for C(v) follows by an easy induction, and the assertion for C∨(v) follows by the
analogous proof. 
Proposition 2.4 also allows us to define mutations of edges. The use of the
term “mutation” in this context is inspired by, and will be compatible with, the
use of the term in connection with cluster algebras. Let e be a full edge con-
necting v to v′. We will define a function µe from I(v) to I(v′). Define µe(e) to
be e. If f ∈ I(v) \ {e}, then for β = C(v, e) and γ = C(v, f), define µe(f) to
be the edge f ′ ∈ I(v′) such that C(v′, f ′) = γ + [sgn(β)ω(β∨, γ)]+ β. The notion
of mutations of edge sets allows us to make the Transition condition slightly more
specific, by identifying roots in C(v) with roots in C(v′) in terms of edge mutations.
Transition condition, strengthened: Suppose v and v′ are distinct vertices
incident to the same edge e. Then C(v, e) = −C(v′, e). Furthermore, if f ∈
I(v) \ {e}, then
C(v′, µe(f)) = C(v, f) + [sgn(C(v, e))ω(C∨(v, e), C(v, f))]+ C(v, e).
The following proposition is immediate by the definition of µe.
Proposition 2.5. A framework for B satisfies the strengthened Transition condi-
tion.
We strengthen the Co-transition condition similarly, as follows:
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Co-transition condition, strengthened: Suppose v and v′ are distinct vertices
incident to the same edge e. Then C∨(v, e) = −C∨(v′, e). Furthermore, if f ∈
I(v) \ {e}, then
C∨(v′, µe(f)) = C∨(v, f) + [− sgn(C∨(v, e))ω(C∨(v, f), C(v, e))]+ C∨(v, e).
Proposition 2.6. A framework for B satisfies the strengthened Co-transition con-
dition.
Proposition 2.6 is not immediate like Proposition 2.5, because, a priori, we do
not know that an edge mutation operation defined in terms of the Co-transition
condition would agree with µe. The Co-label condition allows us to avoid this
difficulty.
Proof. Suppose v and v′ are distinct vertices incident to the same edge e. The
assertion that C∨(v, e) = −C∨(v′, e) is part of the (unstrengthened) Co-transition
condition. Furthermore, if f ∈ I(v) \ {e}, then the Co-label condition and the
strengthened Transition condition imply that C∨(v′, µe(f)) is a positive scalar mul-
tiple of
(2.1) C(v, f) + [sgn(C(v, e))ω(C∨(v, e), C(v, f))]+ C(v, e).
The (unstrengthened) co-Transition condition says that C∨(v′) contains the vector
(2.2) C∨(v, f) + [− sgn(C∨(v, e))ω(C∨(v, f), C(v, e))]+ C∨(v, e).
Writing C∨(v, e) = aC(v, e) and C∨(v, f) = bC(v, f), we rewrite (2.1) as
(2.3) C(v, f) + [sgn(C(v, e))ω(aC(v, e), C(v, f))]+ C(v, e).
and rewrite (2.2) as
(2.4) bC(v, f) + [− sgn(C(v, e))ω(bC(v, f), C(v, e))]+ aC(v, e).
Using the antisymmetry and linearity of ω, we see that (2.4) is b times (2.3).
Proposition 2.4 implies that only one multiple of (2.1) is in C∨(v′), so we conclude
that (2.2) is C∨(v′, µe(f)). 
In light of Propositions 2.5 and 2.6, we will tacitly use the strengthened forms
of the Transition and Co-transition conditions when needed. The point is that the
original statements of the conditions are easier to state and potentially easier to
check, but that the strengthened statements provide more precise control for use in
arguments.
Remark 2.7. The proof of Proposition 2.6 also establishes the following fact: The
ratio between C∨(v′, µe(f)) and C(v′, µe(f)) equals the ratio between C∨(v, f) and
C(v, f). Thus the co-label-to-label ratios appearing throughout a framework are
exactly the ratios between simple co-roots and simple roots.
The dual bases to the co-label sets C∨(v) will be of great importance. Given a
framework (G,C,C∨), and a vertex v of G, let R(v) be the basis of V ∗ that is dual
to the basis C∨(v) of V . We emphasize that R(v) is dual to C∨(v), not to C(v).
More specifically, for each e ∈ I(v), let R(v, e) be the basis vector in R(v) that is
dual to C∨(v, e).
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Proposition 2.8. Let (G,C,C∨) be a framework for B and let v and v′ be adjacent
vertices of G. Then R(v)∩R(v′) contains exactly n− 1 vectors. Specifically, if e is
the edge connecting v to v′ and f ∈ I(v) \ {e}, then R(v, f) = R(v′, µe(f)). Also,
R(v, e) and R(v′, e) lie on opposite sides of the hyperplane spanned by R(v)∩R(v′).
Proof. Let f ∈ I(v) \ {e}. We know 〈R(v, f), C∨(v, p)〉 = δf,p (Kronecker delta)
for p ∈ I(v). The Co-transition condition says, in particular, that C∨(v, p) and
C∨(v′, µe(p)) differ by a multiple of C∨(v, e). Thus 〈R(v, f), C∨(v′, µe(p))〉 equals
〈R(v, f), C∨(v, p)〉 = δf,p for p ∈ I(v). Now R(v, f) = R(v′, µe(f)), because R(v, f)
satisfies the conditions that define R(v′, µe(f)).
Finally, by the definition of a dual basis, the (n−1)-plane spanned by R(v)∩R(v′)
is C∨(v, e)⊥. Since, by the definition of a dual basis, 〈C∨(v, e), R(v, e)〉 = 1 and
〈C∨(v, e), R(v′, e)〉 = 〈−C∨(v′, e), R(v′, e)〉 = −1, we see that R(v, e) and R(v′, e)
are on opposite sides of this plane. 
We define Cone(v) to be the simplicial cone in V ∗ spanned by the R(v, e), as e
ranges over the neighbors of v, so Cone(v) =
⋂
e∈I(v) {x ∈ V ∗ : 〈x,C∨(v, e)〉 ≥ 0}.
Proposition 2.8 has the following corollary.
Corollary 2.9. Let (G,C,C∨) be a framework for B and let v and v′ be adjacent
vertices of G. Then the cones Cone(v) and Cone(v′) intersect in a common facet.
We conclude with the following observation:
Proposition 2.10. If (G,C,C∨) is a framework for B then (G,C∨, C) is a frame-
work for −BT .
In the notation −BT , the superscript T denotes transpose. Thus moving from B
to −BT should be thought of as “transposing the absolute values but not the signs.”
The Cartan companion Cart(B) of B defines the simple roots Π and simple co-roots
Π∨. The exchange matrix −BT has Cartan companion Cart(−BT ) = Cart(B)T ,
which defines simple roots Π∨ and simple co-roots Π. Proposition 2.10 is immediate
from the definition, once we switch the roles of simple roots and simple co-roots,
and switch the roles of the Transition condition and Co-transition condition.
2.2. Reflection frameworks. We now define a special kind of framework called a
reflection framework, in which all labels are roots and co-roots, and the Transition
condition can be rephrased in terms of the action of reflections in the Coxeter group.
The Euler form E associated to B is defined on the bases of simple roots and
co-roots as follows:
E(α∨i , αj) =
{
[bij ]− if i 6= j, or
1 if i = j.
Recall that the Cartan companion Cart(B) of B is the matrix [aij ] with diagonal
entries aii = 2 and off-diagonal entries aij = −|bij |, where B = [bij ]i,j∈I . Define a
bilinear form K on V by K(α∨i , αj) = aij . The form K is symmetric. (The proof
is essentially identical to the proof that ω is anti-symmetric.)
Proposition 2.11. The form ω is given by ω(β, γ) = E(β, γ) − E(γ, β), and the
form K is given by K(β, γ) = E(β, γ) + E(γ, β).
Proof. We will check these identities for β = α∨i and γ = αj . If i = j, then the
identities are easy, so suppose i 6= j. Then E(α∨i , αj)− E(αj , α∨i ) equals
E(α∨i , αj)−
δ(j)
δ(i)
E(α∨j , αi) = min(bij , 0)−
δ(j)
δ(i)
min(bji, 0),
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which equals min(bij , 0) + max(bij , 0) = bij because δ(i)bij = −δ(j)bji. This is the
first identity.
Similarly, E(α∨i , αj) + E(αj , α
∨
i ) = min(bij , 0)−max(bij , 0) = −|bij | = aij . 
The following is an immediate corollary of Proposition 2.11.
Corollary 2.12. If β, γ ∈ V then |ω(β, γ)| = |K(β, γ)| if and only if either
E(β, γ) = 0 or E(γ, β) = 0 or both.
The Cartan matrix Cart(B) = [aij ] defines a Coxeter group W generated by
S = {si : i ∈ I} whose defining relations (sisj)m(i,j) are given by
m(s, s′) =

2 if aij · aji = 0,
3 if aij · aji = 1,
4 if aij · aji = 2,
6 if aij · aji = 3, or
∞ if aij · aji ≥ 4.
The Cartan matrix also defines an action of W on V . The action of a generator
si ∈ S on a simple root αj is si(αj) = αj−aijαi and the action on a simple co-root
α∨j is si(α
∨
j ) = α
∨
j − ajiα∨i . The action of W preserves the form K.
A real root β is a vector in the orbit, under the action of the Coxeter group W ,
of some simple root. Real co-roots are defined similarly. The real root system
Φ associated to Cart(B) is the set of all real roots. A root is positive if it is in
the nonnegative linear span of the simple roots. Otherwise, it is in the nonpositive
linear span of the simple roots and is called negative . The reflections in W are
the elements conjugate to elements of S. There is a bijection t→ βt from reflections
to positive roots and a bijection t → β∨t from reflections to positive co-roots such
that t acts on V by sending x ∈ V to tx = x − K(β∨t , x)βt. The action of W on
V commutes with passing from roots to co-roots: That is, w(β∨) = (wβ)∨ for any
w ∈W and any root β.
The set of almost positive roots is the union of the set of positive roots and
the set of negative simple roots. Similarly, the almost positive co-roots are those
co-roots that are either positive or negative simple. If V is two dimensional, then
the almost positive roots are vectors in a two dimensional vector space, no two of
which are positive multiples of each other, so we may consider them to be cyclically
ordered as they wind around the origin. This concept and ordering will return later
in the paper.
Let G be a connected quasi-graph and let C be a labeling of each incident pair
in G by a vector in V . We define some additional conditions on (G,C).
Root condition: Each label C(v, e) is a real root with respect to the Cartan ma-
trix Cart(B).
A pair (G,C) satisfying the Root condition automatically satisfies the Sign con-
dition. Suppose v is a vertex of G. Define C+(v) to be the set of positive roots
in C(v) and define C−(v) to be the set of negative roots in C(v). Let Γ(v) be the
directed graph whose vertex set is C(v), with an edge β → β′ if E(β, β′) 6= 0.
Euler conditions: Suppose v is a vertex of G and let e and f be distinct edges
incident to v. Write β = C(v, e) and γ = C(v, f). Then
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(E0) At least one of E(β, γ) and E(γ, β) is zero.
(E1) If β ∈ C+(v) and γ ∈ C−(v) then E(β, γ) = 0.
(E2) If sgn(β) = sgn(γ) then E(β, γ) ≤ 0.
(E3) The graph Γ(v) is acyclic.
Condition (E0) follows immediately from condition (E3), but we list it separately
for convenience.
Reflection condition: Suppose v and v′ are distinct vertices incident to the same
edge e. If β = C(v, e) = ±βt for some reflection t and γ ∈ C(v), then C(v′) contains
the root
γ′ =
{
tγ if ω(β∨t , γ) ≥ 0, or
γ if ω(β∨t , γ) < 0.
Applying the Reflection condition with γ = β, we see that −β ∈ C(v′). Con-
dition (E0) implies, in light of Proposition 2.11, that ω(β∨t , γ) and K(β
∨
t , γ) agree
in absolute value. Thus except in the case γ = β, we can replace the “<” sign by
“≤” in the Reflection condition. Since γ and tγ differ by a multiple of β, and since
ω is antisymmetric, the Reflection condition is symmetric in v and v′. In particu-
lar, for any edge, it is enough to check the condition in one direction. Just as we
strengthened the Transition condition, we can strengthen the Reflection condition,
by defining µe so that the strengthened condition holds.
The pair (G,C) is a reflection framework if it satisfies the Base condition
(ignoring the assertion about the labeling C∨), the Root condition, the Reflection
condition and the Euler conditions.
If a reflection framework exists for B, then in particular B is acyclic in the usual
sense for exchange matrices: Namely, the directed graph on I, with directed edges
i→ j if and only if bij < 0, is acyclic. The acyclicity follows from (E3) because the
directed graph on I is isomorphic to Γ(vb) by the Base condition.
The following proposition relates reflection frameworks to frameworks.
Proposition 2.13. Suppose (G,C) is a reflection framework and let C∨ be the
labeling of incident pairs of G such that C∨(v, e) is the co-root associated to C(v, e).
Then (G,C,C∨) is a framework.
Proof. The Co-label condition holds by the definition of C∨, the Sign condition
holds by the Root condition, and the Base condition holds by hypothesis and by
the definition of C∨. We need to verify the Transition and Co-Transition conditions.
Suppose v is a vertex connected, by an edge e, to another vertex v′. By the
Root condition, C(v, e) is a root β = ±βt. By the anti-symmetry of ω we see that
ω(β∨t , β) = 0, so the Reflection condition says, in particular, that C(v
′, e) = tβ =
−β, so the first condition of the Transition condition holds. Furthermore, take f to
be an edge, distinct from e, in I(v). Write γ for C(v, f) and γ′ for C(v′, µe(f)). By
the (strengthened) Reflection condition, γ′ = tγ = γ−K(β∨, γ)β if ω(β∨t , γ) ≥ 0 or
γ′ = γ if ω(β∨t , γ) < 0. The (strengthened) Transition condition is the assertion that
γ′ = γ+[ω(β∨t , γ)]+ β, so we have established this condition when ω(β
∨
t , γ) < 0, and
it remains to establish the following: If ω(β∨t , γ) ≥ 0 then ω(β∨t , γ) = −K(β∨, γ).
Suppose ω(β∨t , γ) ≥ 0 and consider the four cases given by the signs of β and γ.
If β is positive, then β = βt, so E(β
∨, γ) − E(γ, β∨) = ω(β∨t , γ) ≥ 0. If γ is
also positive, then Condition (E2) says that E(β∨, γ) ≤ 0 and E(γ, β∨) ≤ 0, and
by condition (E0) we conclude that E(β∨, γ) = 0. If γ is negative, then condition
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(E1) says that E(β∨, γ) = 0. In either case, ω(β∨t , γ) = ω(β
∨, γ) = −E(γ, β∨) and
K(β∨, γ) = E(γ, β∨).
If β is negative, then β = −βt, so E(β∨, γ) − E(γ, β∨) = −ω(β∨t , γ) ≤ 0. If γ is
also negative, then again, E(β∨, γ) ≤ 0 and E(γ, β∨) ≤ 0, so this time E(γ, β∨) = 0.
If γ is positive, then E(γ, β∨) = 0 by condition (E1), so ω(β∨t , γ) = −ω(β∨, γ) =
−E(β∨, γ) and K(β∨, γ) = E(β∨, γ).
The reflection condition implies that (γ′)∨ = t(γ∨) = γ∨− K(β∨, γ∨)β = γ∨−
K(γ∨, β)β∨ if ω(β∨t , γ) ≥ 0 or (γ′)∨ = γ∨ if ω(β∨t , γ) < 0. The sign of ω(β∨t , γ)
agrees with the sign of ω(γ∨, βt), so the Co-transition condition follows by a similar
argument. 
In fact, the proof above of Proposition 2.13 establishes that, when the Root
condition and the Euler conditions hold, the Transition condition, the Reflection
condition, and the Co-transition conditions are all equivalent. The proof still goes
through under a weakening of the Euler conditions: We only need conditions (E0)–
(E2), and only in the case where at least one of the edges e and f is a full edge.
Example 2.14. The framework described in Example 2.1 is a reflection framework.
We pointed out above that a reflection framework does not exist for B if B is not
acyclic. Acyclicity of B turns out to be the only factor determining the existence
of a complete reflection framework. The following is [36, Theorem 6.5].
Theorem 2.15. Given any acyclic exchange matrix B, a complete reflection frame-
work exists for B.
Remark 2.16. Since this paper and [36] cite each other, we want to explicitly dispel
any worries about circular reasoning. This paper quotes only [36, Theorem 6.5]
(our Theorem 2.15) and mentions some corollaries to that theorem. The paper
[36] cites this paper only for definitions and to draw further conclusions from [36,
Theorem 6.5], but not to prove [36, Theorem 6.5].
3. Cluster algebras and frameworks
In this section, we review background material on cluster algebras, show how
frameworks are combinatorial models for cluster algebras, and establish the prop-
erties of these models.
3.1. Cluster algebras. As before, let I be a finite indexing set with |I| = n and
let B be a skew-symmetrizable integer matrix, with rows and columns indexed by
I. Let P be a semifield (an abelian multiplicative group with a second commutative,
associative operation ⊕ such that the group multiplication distributes over ⊕). Let
Y = (yi : i ∈ I) be a tuple of elements of P. Let F be the field of rational functions
in n indeterminates with coefficients in QP. Let X = (xi : i ∈ I) be algebraically
independent elements of F with F = QP(xi)i∈I .
Let T be the n-regular tree. We will continue the graph notation from Section 2.
For each pair v, v′ of vertices of T , connected by the edge e, let µe be a bijection
from the set I(v) of edges incident to v to the set I(v′). This defines two maps
called µe for each edge e. We will let the context distinguish the two, and we require
that µe : I(v
′)→ I(v) is the inverse of µe : I(v)→ I(v′).
Distinguish a vertex vb of T and identify I with the set I(vb) of edges incident
to vb. The data of (B, Y,X) constitute the initial seed of the cluster algebra that
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we define below. The matrix B is the exchange matrix in the seed, the elements
yi are the coefficients in the seed and the tuple X = (xi : i ∈ I) is the cluster ,
with the individual elements xi called cluster variables. More generally, a seed
is any triple consisting of an exchange matrix with rows and columns indexed by
I ′ (for |I ′| = n), a tuple (y′i : i ∈ I ′) of coefficients and a cluster (x′i : i ∈ I ′) of
algebraically independent elements of F.
We define (Bvb , Y vb , Xvb) = (B, Y,X) and further overload the notation µe to
define seed mutations. These seed mutations inductively associate a seed to
each vertex of T . The indexing set for the seed at v is the set I(v) of edges in-
cident to v. Let Bv = [bvpq]p,q∈I(v) be the exchange matrix associated to v, let
Y v = (yvp : p ∈ I(v)) be the coefficients, and let Xv = (xvp : p ∈ I(v)) be the cluster.
Matrix mutation. Let e be an edge connecting v to v′ and define Bv
′
= µe(B
v)
by setting
(3.1) bv
′
µe(p)µe(q)
=
{
−bvpq if p = e or q = e
bvpq + sgn(b
v
pe)[b
v
peb
v
eq]+ otherwise
Coefficient mutation. Let e be an edge connecting v to v′ and define Y v
′
=
µe(Y
v) by setting
(3.2) yv
′
µe(p)
=
{
(yve )
−1 if p = e
yvp(y
v
e )
[bvep]+(yve ⊕ 1)−b
v
ep if p ∈ I(v) \ {e}
Cluster mutation. Let e be an edge connecting v to v′ and define Xv
′
= µe(X
v)
by setting
(3.3) xv
′
p =
{
1
(yve⊕1)xve
(
yve
∏
p(x
v
p)
[bvpe]+ +
∏
p(x
v
p)
[−bvpe]+
)
if p = e
xvp if p 6= e.
In both products above, p ranges over the set I(v).
Seed mutation. Let e be an edge v to v′ and define (Bv
′
, Y v
′
, Xv
′
) to be
µe(B
v, Y v, Xv) = (µe(B
v), µe(Y
v), µe(X
v)). Seed mutation is involutive. That
is, µe(µe(B
v, Y v, Xv)) = (Bv, Y v, Xv).
The cluster algebra A(B, Y,X) is the subalgebra of F generated by all of the
cluster variables xvp where v ranges over all vertices of T and p ranges over I(v). The
cluster algebra is determined by any of its seeds (Bv, Y v, Xv). Up to isomorphism,
it is determined by any of the pairs (Bv, Y v).
Two vertices v, v′ ∈ T define equivalent seeds if there is a bijection λ : I(v)→
I(v′) such that, first bv
′
λ(e)λ(f) = b
v
ef , second y
v′
λ(e) = y
v
e , and third x
v′
λ(e) = x
v
e for all
e, f ∈ I(v). When such a λ exists, it is unique, and furthermore, by seed mutation
it induces a bijection from the neighbors of v to the neighbors of v′ such that each
neighbor of v defines a seed that is equivalent to the seed at the corresponding
neighbor of v′. Thus we can define a quotient of T by identifying two vertices
v and v′ if they define equivalent seeds, and identifying edges of v with edges of
v′ according to the map λ. This quotient is the exchange graph Ex(B, Y,X)
associated to (B, Y,X). The mutation maps µe are compatible with this quotient.
Thus we can think of µe as a map, for each pair v, v
′ of vertices of the exchange
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graph connected by the edge e, from the set I(v) of edges incident to v in the
exchange graph to the set I(v′) of edges incident to v′ in the exchange graph. In
all of the notation defined above, we can safely replace the n-regular tree T by the
exchange graph Ex(B, Y,X).
The first surprising theorem [13, Theorem 3.1] about cluster algebras is the
following result, known as the Laurent phenomenon:
Theorem 3.1. For any vertex v in Ex(B, Y,X), the cluster algebra A(B, Y,X)
is contained in the ring ZP[(xvi )±1 : i ∈ I(v)]. In other words, if x is any cluster
variable in any cluster, then x can be uniquely written as
(3.4) x =
N(xvi : i ∈ I(v))∏
i∈I(v)(x
v
i )
di
,
where the di are integers and N is a polynomial in the variables (x
v
i : i ∈ I(v)) with
coefficients in ZP which is not divisible by any of the variables xvi .
The vector dv(x) =
∑
i∈I diαi in the root lattice is the denominator vector
of x with respect to the vertex v. Usually, the denominator vector is defined to
be the integer vector (di : i ∈ I(v)), which can be recovered from dv(x) by taking
simple root coordinates. We will only consider denominator vectors with respect
to the vertex vb, so we will use the abbreviation d(x) for d
vb(x).
The most important instances of cluster algebras are the cluster algebras of
geometric type. Let J be an indexing set, disjoint from I, with |J | = m and let
(xj : j ∈ J) be independent variables. Let P = Trop(xj : j ∈ J) be the tropical
semifield generated by (xj : j ∈ J). This is the free abelian group generated by
(xj : j ∈ J), written multiplicatively, with an addition operation ⊕ defined by∏
j∈J
x
aj
j ⊕
∏
j∈J
x
bj
j =
∏
j∈J
x
min(aj ,bj)
j .
Let B˜ = [bij ] be an integer matrix with rows indexed by the disjoint union I unionmultiJ
and columns indexed by I such that B is the n × n matrix consisting of the rows
of B˜ indexed by I. Such a matrix is called an extended exchange matrix . The
rows of B˜ indexed by J specify a tuple (yi : i ∈ I) of elements of P by setting
yi =
∏
j∈J x
bji
j , for each i ∈ I. Thus a pair (B˜,X) encodes a seed. Following the
construction from above, we associate a seed (B˜v, Xv) to each vertex. The cluster
algebra generated in this way is called a cluster algebra of geometric type .
The matrix B˜v has rows indexed by I(v) ∪ J and columns indexed by I(v). If v
and v′ are connected by an edge e, the relationship between the extended exchange
matrices B˜v and B˜v
′
is given by the matrix mutation relation (3.1), where p is in
I(v) ∪ J rather than I(v). In particular, coefficient mutation does not need to be
treated separately, but coefficients associated to a vertex v can still be recovered as
yvi =
∏
j∈J x
bvji
j . Mutation of clusters can also be written more simply.
Let e be an edge v to v′ and define Xv
′
= µe(X
v) by setting
(3.5) xv
′
q =
{
1
xvq
(∏
p(x
v
p)
[bvpq ]+ +
∏
p(x
v
p)
[−bvpq ]+
)
if q = e
xvq if q 6= e.
in both products, p now ranges over the set I(v) ∪ J rather than the set I(v).
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Of primary importance among cluster algebras of geometric type are the cluster
algebras with principal coefficients. In this case we take J to be (a disjoint copy
of) I, so that the initial extended exchange matrix B˜ is a 2n × n matrix with B
in the top n rows. The bottom n rows are taken to be the n × n identity matrix.
In general, we write B˜v as
(
Bv
Hv
)
where Bv is the exchange matrix associated to
v as before and Hv is a matrix with rows indexed by I and columns indexed
by I(v). Let A•(B) and Ex•(B) be the cluster algebra A(B, Y,X) and exchange
graph Ex(B, Y,X) where Y are principal coefficients. These depend on X only up
to isomorphism.
Recall from Section 2.1 that we associate to B a Cartan matrix Cart(B), simple
roots Π and simple co-roots Π∨. The fundamental weights are the vectors in the
basis of V ∗ that is dual to the basis Π∨ for V . Since the indexing set I indexes rows
and columns of B, it also indexes rows and columns of Cart(B), and thus indexes
Π and Π∨. We write ρi for the fundamental weight that is dual to α∨i . The weight
lattice is the lattice generated by the fundamental weights.
In a cluster algebra with principal coefficients, the g-vector g(x) of a cluster
variable x is a vector in the weight lattice, defined by the following recursion: We
will write gve for g(x
v
e). For each x
vb
i = xi in the initial cluster X, the g-vector of xi
is ρi. For other cluster variables, the g-vector is defined by the following recursion.
g-vector mutation. Let e be an edge connecting v to v′. The g-vectors of the
cluster Xv
′
are given by
(3.6) gv
′
q =
{
−gvq +
∑
p∈I(v)[−bvpq]+ gvp −
∑
i∈I [−bviq]+ bi if q = e
gvq if q 6= e.
Here, bi is the vector in V
∗ whose fundamental-weight coordinates are given by the
ith column of the initial exchange matrix B.
In a cluster algebra with principal coefficients, the c-vectors at the seed v are the
vectors whose simple-root coordinates are given by the columns of Hv. Specifically,
write cve for the column of H
v indexed by e ∈ I(v). It is important to remember
that cve is not “the c-vector associated to the cluster variable x
v
e” because this
notion is not well-defined: When xve = x
v′
e′ for vertices v 6= v′ and edges e ∈ I(v)
and e′ ∈ I(v′), typically cve 6= cv
′
e′ .
Remark 3.2. Usually (including in the introduction to this paper) the g-vector is
defined as an integer vector rather than a vector in the weight lattice. The integer
vector can be recovered by taking fundamental-weight coordinates. Similarly, the
c-vectors are usually defined as integer vectors (the columns of Hv) rather than
as vectors in the root lattice, but the integer vector can be recovered by taking
simple-root coordinates.
Remark 3.3. Taking the recursive formula above as a definition, it is not immedi-
ately clear that the g vector is well-defined, but the definition in [17, Sections 6–7]
does not have this problem. The recursive formulation above is the alternate form
[17, Equation (6.13)] of [17, Proposition 6.6], rewritten to define a vector in the
weight lattice.
The motivating questions of this paper are how to compute the exchange graph,
the denominator vectors, the g-vectors, the matrices Bv and the c-vectors. As
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we will see in this paper, the c-vectors should be considered the most fundamental
objects.
3.2. Polyhedral geometry. In discussing cluster algebras and frameworks, it will
be useful to use the language of polyhedral cones and fans. We briefly review some
background material. A closed polyhedral cone is a subset F of V ∗ that is of
the form
⋂{x ∈ V ∗ : 〈x, βi〉 ≥ 0} for a finite list of vectors β1, . . . , βk in V ∗.
Equivalently, a closed polyhedral cone is the nonnegative linear span of a finite
set of vectors in V ∗. In this paper, the term cone will be used as a shorthand
for “closed polyhedral cone.” The cone is called simplicial if β1, . . . , βk can be
chosen so as to form a basis for V , or equivalently, if it is the nonnegative linear
span of a basis for V ∗. One can similarly define cones and fans in V , but we will
only consider them in V ∗.
If F is a cone, then a subset G of F is called a face of F if there is some linear
functional λ in V ∗ that is nonnegative on F with F ∩ kerλ = G. Note that F is a
face of itself. (Take the zero linear functional.) A facet of F is a face G of F with
dim(G) = dim(F )− 1. The relative interior of a cone F is the set of points of F
not in any proper face of F . Topologically, the relative interior is the interior of F
as a subset of SpanR(F ).
We’ll say that cones F1 and F2 meet nicely if F1 ∩ F2 is a face of both F1 and
F2. A collection F of cones in V ∗ is called a fan if
(1) For any cone F in F , and any face G of F , the cone G is also in F .
(2) Any two cones F1 and F2 in F meet nicely.
See [11, Chapter V] for more on fans.
We will need some well-known, easy facts from polyhedral geometry:
Proposition 3.4 (Chapter II of [11]). A cone has finitely many faces, each of
which is itself a cone.
Proposition 3.5 (Proposition 2.3 of [38]). If F is a cone, G is a face of F , and
H is a face of G, then H is a face of F .
Proposition 3.6 (Proposition 2.3 of [38]). If F is a cone, then any two faces of
F meet nicely.
Proposition 3.7 (Lemma 14 of [24]). Suppose F and G are cones that meet nicely.
Let F ′ be a face of F and let G′ be a face of G. Then F ′ and G′ meet nicely.
Proposition 3.7 immediately implies the following lemma, which simplifies the
process of checking that a set of cones is a fan.
Lemma 3.8. Let C be a collection of cones. Suppose that every pair of cones in C
meet nicely. Let F be the collection of all faces of cones in C. Then F is a fan.
3.3. Some conjectures about cluster algebras. In this section, we review some
conjectures from [16, 17] and make a few new conjectures that are suggested by the
results of this paper.
The following conjecture is [16, Conjecture 4.14(3)]. Informally, the conjecture
says that, if two cluster variables are equal to each other, then they are equal for
an obvious reason.
Conjecture 3.9. For any cluster variable x, the seeds whose clusters contain x
induce a connected subgraph of the exchange graph.
COMBINATORIAL FRAMEWORKS FOR CLUSTER ALGEBRAS 17
We will prove the following stronger conjecture for some matrices B.
Conjecture 3.10. For any set X of cluster variables, the seeds whose clusters
contain X as a subset induce a connected subgraph of the exchange graph.
Two extended exchange matrices B˜u and B˜v are equivalent if there exists a
bijection λ : I(u)→ I(v) such that buef = bvλ(e)λ(f) for all e, f ∈ I(u) and buie = bviλ(e)
for all e ∈ I(u) and i ∈ J . The following is [17, Conjecture 4.7].
Conjecture 3.11. Let u and v be vertices in the exchange graph of a cluster algebra
with principal coefficients. Then B˜u and B˜v are equivalent if and only if u = v.
In other words, when we associate a seed to each vertex of the n-regular tree
T , the seeds associated to two vertices are equivalent if and only if the two ex-
tended exchange matrices are equivalent. We offer the following strengthening of
Conjecture 3.11.
Conjecture 3.12. A vertex v in the exchange graph of a cluster algebra with
principal coefficients is completely determined by its set of c-vectors. That is, if u
and v are distinct vertices in the exchange graph, then Hu and Hv are not related
by permuting columns.
The following conjecture is [17, Conjecture 7.10(2)].
Conjecture 3.13. For each v ∈ Ex•(B), the vectors {g(xve) : e ∈ I(v)} are a
Z-basis for the weight lattice.
A collection of vectors in Rn is sign-coherent if, for all i from 1 to n, the
ith coordinates of the vectors are either all nonnegative, or all nonpositive. The
following conjecture is [17, Conjecture 6.13].
Conjecture 3.14. For each vertex v of Ex•(B), the fundamental-weight coordinate
vectors of {g(xve) : e ∈ I(v)} are a sign-coherent collection.
In other words, the conjecture is that for each vertex v of Ex•(B) and each i ∈ I,
all of the vectors g(xve) : e ∈ I(v) are weakly on the same side of the hyperplane α⊥i .
A cluster monomial is a monomial in the cluster variables contained in a single
cluster. The support of a cluster monomial is the set of cluster variables appearing
in the monomial with nonzero exponent. The g-vector of a cluster monomial is the
sum (with multiplicities) of the g-vectors of the cluster variables in its support.
The following is [16, Conjecture 4.16].
Conjecture 3.15. The cluster monomials form a linearly independent set.
For each vertex v in the exchange graph, let Cone(v) be the cone in V ∗ spanned
by the weights g(xve) : e ∈ I(v). Note that we earlier defined Cone(v) for v a vertex
of a framework, and we have now defined Cone(v) for v a vertex of the exchange
graph. Theorem 3.26(3) will show that these notations are compatible when they
both make sense. The following is a restatement of [17, Conjecture 7.10(1)]. (For
another restatement, see [10, Conjecture 1.5].)
Conjecture 3.16. The collection {Cone(v) : v ∈ Ex•(B)} is a fan and the map
v 7→ Cone(v) is injective.
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In particular (and as stated in [17, Conjecture 7.10(1)]), different cluster mono-
mials have different g-vectors. Conjectures 3.16 and 3.18 imply Conjecture 3.15, as
explained in [17, Remark 7.11].
The assertion that Conjecture 3.10 and Conjecture 3.16 both hold is equivalent
to the following conjecture:
Conjecture 3.17. Suppose two cluster monomials have the same g-vector. If one
is supported on some set X of cluster variables in a seed, and the other is supported
on some set X ′ of cluster variables in another seed, then X = X ′, and furthermore,
the two seeds are related by a sequence of seed mutations that do not exchange any
variables in X .
Each cluster variable x is a rational function in the initial cluster variables xi :
i ∈ I and the initial coefficients yi : i ∈ I. The F -polynomial of x is obtained
by specializing each xi to 1 in this rational function. Theorem 3.1 implies that the
F -polynomial is a polynomial in yi : i ∈ I with integer coefficients. The following
are [17, Conjecture 5.4] and [17, Conjecture 5.5].
Conjecture 3.18. Each F -polynomial has constant term 1.
Conjecture 3.19. Each F -polynomial has a unique monomial of maximal degree.
This monomial has coefficient 1 and is divisible by all other monomials in the F -
polynomial.
In light of [17, Proposition 5.3], Conjecture 3.18 holds for all B if and only
if and Conjecture 3.19 holds for all B. More specifically, given a particular B,
Conjecture 3.18 holds for B and −B if and only if and Conjecture 3.19 holds for B
and −B.
There are several other formulations of Conjecture 3.18 listed in [17, Proposi-
tion 5.6]. We will state one of them, which, we will see, corresponds to the Sign
condition. The following condition appears as condition (ii’) in the proof of [17,
Proposition 5.6], where it is shown to be equivalent to Conjecture 3.18.
Conjecture 3.20. For each vertex v of Ex•(B), the rows of Hv are sign-coherent.
In other words, each c-vector has a well-defined sign.
We add a new conjecture that is suggested by the Cambrian framework con-
structed in Section 5. We define a map ν : V → V ∗ by setting
ν(αj) = −
∑
i∈I
E(α∨i , αj)ρi.
When B is acyclic, ν is given by the negative of an upper uni-triangular matrix,
and therefore it is invertible. The inverse matrix is easily constructed by a standard
combinatorial trick. Define a bilinear form F on V by setting
F (α∨i , αj) =
∑
(−E(α∨i0 , αi1))(−E(α∨i1 , αi2)) · · · (−E(α∨ik−1 , αik)),
where the sum is over all paths i = i0 → i1 → · · · → ik = j in the complete graph
with vertices I. If k = 0, then the summand is interpreted as 1. Since B is acyclic,
this is really a finite sum. Define η : V ∗ → V by
η(ρj) = −
∑
i∈I
F (α∨i , αj)αj .
It is easy to verify that the maps η and ν are inverse to each other.
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Conjecture 3.21. If B is acyclic and x is a cluster variable not contained in the
initial seed, then g(x) = ν(d(x)). Equivalently, d(x) = η(g(x)).
As written, the conjecture relates a vector in the weight lattice to a vector in the
root lattice. Equivalently, the conjecture says that the g-vector and the denomi-
nator vector, realized as integer vectors, are related by the action of the matrices
associated to −E and −F . This conjecture is particularly interesting in connection
with [17, Proposition 7.16], [17, Conjecture 7.17], and [17, Conjecture 6.11]. We
will see in Theorem 5.36 that the conjecture holds when Cart(B) is of finite type.
It is also easily verified when n = 2 using the recursions [17, (7.6–7.7)] and [17,
Proposition 6.6] for d-vectors and g-vectors.
If Conjecture 3.21 holds, then Conjectures 3.13, 3.16, and 3.17 imply the follow-
ing three conjectures in the case where B is acyclic. The second of the three is [16,
Conjecture 4.17], and can be restated in the language of fans, like Conjecture 3.16.
The first is only stated in the case of acyclic B in light of a counterexample to the
general conjecture given in [17, Remark 7.7].
Conjecture 3.22. Suppose B is acyclic. For each vertex v of Ex•(B), the vectors
d(xve) : e ∈ I(v) are a Z-basis for the weight lattice.
Conjecture 3.23. Different cluster monomials have different denominator vectors.
Conjecture 3.24. Conjecture 3.17 holds with g-vectors replaced by denominator
vectors.
The following table describes the mildest conditions on B under which these
conjectures are known and where they are proved, to the best of our knowledge.
We have omitted some results which were established in [17] under extra hypotheses
which have since been removed. See [17, Section 13] for a similar table prepared at
an earlier time.
3.9, 3.10. Note that these Finite type: [14].
conjectures do not refer to
a particular initial seed.
Acyclic skew-symmetric: [7] proves 3.9 explicitly,
and the same argument gives 3.10.
3.11, 3.12 Skew-symmetric: [20], using [27, 28].
3.13, 3.14, 3.16, 3.18, 3.19, Skew-symmetric: [10], see also [8, 18, 25, 27, 28].
thus implying 3.15 and 3.20 A class of cases including acyclic: [9].
3.21 B is acyclic and skew symmetric: Implicit in [7].
3.17, 3.22, 3.23, 3.24 Cart(B) of finite type: [37], see Remark 5.20.
In this paper, we use frameworks to give an independent proof of Conjectures 3.9–
3.24 for Cart(B) of finite type and principal coefficients. Conjectures 3.11, 3.12,
and 3.21 are new for Cart(B) of finite type, as far as the authors know.
3.4. From frameworks to cluster algebras. We now show that every framework
is a combinatorial model for the associated cluster algebra.
Let G be a quasi-graph. A covering of G is a quasi-graph G′ and a surjective
map p : G′ → G such that if v and v′ are connected by an edge in G′, then p(v) and
p(v′) are connected by an edge in G, and such that p induces a bijection between
full edges incident to v and full edges incident to p(v). We also require that half-
edges of v and half-edges of p(v) are in bijection and require a covering map p to
include a specific choice of bijection from half-edges of each v ∈ G′ to half-edges of
p(v).
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Given an n-regular, connected quasi-graph G and a vertex vb of G, we define the
universal cover Gˆ of G at vb and a corresponding covering map p. The vertices
of Gˆ are sequences u0, . . . , uk for k ≥ 0 such that u0 = vb and each pair ui−1, ui is
connected by an edge ei of G, subject to the restriction that ei 6= ei+1 for i from
1 to k − 1. If k > 0, then u0, . . . , uk is connected to u0, . . . , uk−1 by an edge in Gˆ,
and these are all of the full edges of Gˆ. Also, for each half-edge incident to vk in
G, there is exactly one half-edge incident to u0, . . . , uk in Gˆ, and these are all of
the half-edges of Gˆ. The covering map p : Gˆ → G is the map sending u0, . . . , uk
to uk. For each vertex u0, . . . , uk of Gˆ, we fix any bijection between the half-edges
incident to u0, . . . , uk and the half-edges incident to uk, and use these bijections to
complete the definition of p. Thus p : Gˆ→ G is a covering. The universal cover Gˆ
has no cycles, and p is the identity map on vertices if and only if G has no cycles.
A framework (G,C,C∨) lifts to a framework (Gˆ, Cˆ, Cˆ∨) by setting Cˆ(v, e) =
C(p(v), p(e)) and C∨(v, e) = C∨(p(v), p(e)). We will overload notation by dropping
the hats from Cˆ and Cˆ∨ and we will refer to (Gˆ, C,C∨) as the universal cover of
(G,C,C∨). The maps µe : I(v)→ I(v′) also lift to Gˆ in the obvious way.
Theorem 3.25. Suppose (G,C,C∨) is a framework for B and let A = A(B, Y,X)
be a cluster algebra whose initial exchange matrix is B. Then there exists a covering
v 7→ Seed(v) = (Bv, Y v, Xv) from the universal cover Gˆ to the exchange graph
Ex(B, Y,X) of A, sending vb to the initial seed, such that the exchange matrix
Bv = [bvef ]e,f∈I(v) has b
v
ef = ω(C
∨(v, e), C(v, f)).
The assertion that Seed : Gˆ→ Ex(B, Y,X) is a covering means that this labeling
of rows and columns of the exchange matrix by edges in Gˆ makes sense.
Theorem 3.26. Suppose (G,C,C∨) is a framework for B and let A• = A•(B) be
a cluster algebra with principal coefficients whose initial exchange matrix is B. Let
v be a vertex of Gˆ. Then
(1) For each e ∈ I(v), the c-vector cve is C(v, e).
(2) Each c-vector cve has a definite sign: it is either in the nonnegative span of
the simple roots or in the nonpositive span of the simple roots.
(3) If Xv = (xve : e ∈ I(v)) is the cluster in Seed(v), then for each e ∈ I(v),
the g-vector gve = g(x
v
e) is R(v, e).
(4) The g-vectors (gve : e ∈ I(v)) are a basis for the weight lattice.
(5) If F ve is the F -polynomial of x
v
e , then the constant term of F
v
e is 1.
The first two assertions of Theorem 3.26 can be rephrased in terms of the matrix
Hv = [hvie]i∈I, e∈I(v), the bottom half of the extended exchange matrix B˜
v associ-
ated to Seed(v). Assertion (1) is the statement that each hvie is [αi : C(v, e)], the
coefficient of αi in the simple-root expansion of C(v, e). Assertion (2) says that the
rows of Hv are sign-coherent. The third assertion can also be interpreted in similar
terms: If we replace the initial exchange matrix B by −BT to obtain a matrix
(H ′)v, assertion (3) says that the rows of the inverse of (H ′)v are the g-vectors
(gve : e ∈ I(v)) in A•(B). (See Proposition 2.10.)
We first prove Theorem 3.25. For each vertex of G, define Bv = [bvef ]e,f∈I(v)
by setting bvef = ω(C
∨(v, e), C(v, f)). The matrix Bvb coincides with the initial
exchange matrix B, where I(vb) is identified with I as explained in connection with
the Base condition in Section 2.1.
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Lemma 3.27. Suppose (G,C,C∨) is a framework for B. If v and v′ are vertices
in G, connected by the edge e, then the matrices Bv and Bv
′
are related by matrix
mutation at e, and by applying µe to the row and column indices.
Proof. Let e, e′ and e′′ be distinct edges in I(v). Let β = C(v, e), γ = C(v, e′) and
δ = C(v, e′′) and let β′ = C(v′, µe(e)), γ′ = C(v′, µe(e′)) and δ′ = C(v′, µe(e′′)).
The corresponding co-labels will be denoted by adding ∨ to β, etc. Since matrix
mutation is an involution, and by the Transition condition and the Co-label con-
dition, we may as well take sgn(β) = sgn(β∨) = 1. The proof consists of verifying
the following three identities.
ω((β′)∨, γ′) = −ω(β∨, γ)(3.7)
ω((γ′)∨, β′) = −ω(γ∨, β)(3.8)
ω((γ′)∨, δ′) = ω(γ∨, δ) + sgn(ω(γ∨, β)) [ω(γ∨, β), ω(β∨, δ)]+(3.9)
The Transition condition, with sgn(β) = 1, says that γ′ = γ+[ω(β∨, γ)]+ β and sim-
ilarly the Co-transition condition says that (γ′)∨= γ∨+[−ω(γ∨, β)]+ β∨. Thus (3.7)
and (3.8) follow immediately from the linearity of ω and the fact that ω(β∨, β) = 0.
Again using the Transition condition, δ′ = δ + [sgn(β)ω(β∨, δ)]+ β, so
ω((γ′)∨, δ′) = ω(γ∨, δ) + ω(β∨, δ)[−ω(γ∨, β)]+ + ω(γ∨, β)[ω(β∨, δ)]+.
It is now trivial to check that (3.9) holds in all four cases given by ±ω(β∨, δ) ≥ 0
and ±ω(γ∨, β) ≤ 0. 
Lemma 3.27 has an immediate extension: In the statement of the lemma, we
may replace (G,C,C∨) by (Gˆ, C,C∨).
We next extend v 7→ Bv to a map from vertices of Gˆ to seeds. The seeds are
defined recursively in terms of completely general coefficients. The initial seed is
given by the following data: the exchange matrix B = Bvb , an n-tuple Y = Y vb =
(yi : i ∈ I) of elements of the semifield P, and an n-tuple X = Xvb = (xi : i ∈ I) of
elements of the field F. We continue to identify I with I(vb).
We define, for each vertex v of Gˆ, a tuple Y v = (yve : e ∈ I(v)) and a tuple
Xv = (xve : e ∈ I(v)) and set Seed(v) = (Bv, Y v, Xv). Recall a vertex of Gˆ is a
path χ in G, starting at vb, such that no edge occurs twice consecutively in the
path. Given such a path χ, representing a vertex v of Gˆ, we define Seed(v) in
the obvious way: If χ is a single vertex (necessarily vb), then Seed(v) is the initial
seed. Otherwise, let e be the last edge in the path and let χ′ be the path in G
obtained from χ by deleting the last vertex of the path χ. Let v′ be the vertex of Gˆ
corresponding to χ′. Then Seed(v′) is defined by induction, and we define Seed(v)
to be the seed obtained by mutating Seed(v′) at the edge e.
We have constructed the map Seed so that it has the property that, for adjacent
vertices v and v′ in Gˆ, connected by the edge e, the seeds Seed(v) and Seed(v′) are
related by mutation at e, and by applying µe to the indexing sets. Together with
Lemma 3.27, this completes the proof of Theorem 3.25.
Now suppose, A = A•(B). For each vertex of G, define B˜v =
(
Bv
Hv
)
, where Bv
is the matrix defined before Lemma 3.27 and Hv = [hvie]i∈I, e∈I(v) is defined by
setting hvie = [αi : C(v, e)]. Then H
vb is the identity matrix by the Base condition.
Lemma 3.28. Suppose (G,C,C∨) is a framework for B. Let v and v′ be adjacent
in G, via the edge e. Then B˜v and B˜v
′
are related by matrix mutation at e, and by
applying µe to the column indices and to the indices I(v) of the top n rows.
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Proof. Lemma 3.27 establishes that the restrictions to top square submatrices are
indeed related by matrix mutation. The remainder of the proof consists of verifying
the following two identities, for i ∈ I and for β, β′, γ, and γ′ as in the proof of
Lemma 3.27. As in that proof, we will also assume that sgn(β) = 1.
[αi : β
′] = − [αi : β](3.10)
[αi : γ
′] = [αi : γ] + sgn([αi : β]) [[αi : β]ω(β∨, γ)]+(3.11)
The identity (3.10) is immediate by the Transition condition. Since sgn(β) = 1,
the right side of (3.11) is [αi : γ] + [αi : β] [ω(β
∨, γ)]+, which, by the Transition
condition, is the coefficient of αi in γ
′ = γ + [ω(β∨, γ)]+ β. 
Lemma 3.28 proves Theorem 3.26(1), and Theorem 3.26(2) follows immediately
by the Sign condition.
We now prove Theorem 3.26(3). When v = vb, the vector R(vb, i) is the funda-
mental weight dual to α∨i , for each i ∈ I = I(vb), so the assertion holds in this case.
Thus by Theorem 3.25, we need only check that the assertion at a vertex v implies
the assertion at any adjacent vertex v′.
Let v and v′ be connected by an edge e. Without loss of generality, take
sgn(C(v, e)) = 1. Using Theorem 3.25 and assuming the assertion for g-vectors
at v, the g-vector recursion (3.6) says that gv
′
µe(f)
= R(v, µe(f)) if f ∈ I(v′) \ {e},
and that gv
′
e equals
(3.12) −R(v, e)−
∑
p∈I(v)
[ω (C∨(v, p), C(v, e))]− R(v, p) +
∑
i∈I
[[αi : C(v, e)]]− bi.
By Proposition 2.8, R(v, µe(f)) = R(v
′, f). It remains to show that (3.12) is
R(v′, e) by showing that for every f ∈ I(v′), the pairing of C∨(v′, f) with (3.12)
equals δfe. Since the sign of C(v, e) is 1, the second sum in (3.12) vanishes. In the
first sum, ω (C∨(v, p), C(v, e)) vanishes for p = e by the antisymmetry of ω. Thus
(3.12) is
(3.13) −R(v, e)−
∑
p∈I(v)\{e}
[ω (C∨(v, p), C(v, e))]− R(v, p)
The Co-transition condition says that C∨(v′, e) = −C∨(v, e), so the pairing of (3.13)
with C∨(v′, e) is 〈−R(v, e),−C∨(v, e)〉 = 1. Suppose f ∈ I(v′) \ {e}. Since the sign
of C(v, e) is 1, the Co-transition condition says that C∨(v′, f) equals C∨(v, µe(f))−
[ω(C∨(v, µe(f)), C(v, e))]− C∨(v, e). Thus (3.13) paired with C∨(v′, f) is
[ω(C∨(v, µe(f)), C(v, e))]− − [ω(C∨(v, µe(f)), C(v, e))]− = 0.
We have proved Theorem 3.26(3).
Theorem 3.26(4) follows from Theorem 3.26(3) and Proposition 2.4 because the
weight lattice is the dual lattice to the co-root lattice. Theorem 3.26(5) follows from
Theorem 3.26(2) by the argument given in the proof of [17, Proposition 5.6], which
shows that Conjectures 3.18 and 3.20 are equivalent. We must be careful, because
[17, Proposition 5.6] states that one conjecture, for all B, is equivalent to the other
conjecture, for all B. Theorems 3.26(5) and Theorem 3.26(2) refer to a specific
B, and perhaps only to part of the exchange graph. However, the proof of [17,
Proposition 5.6] does not require B to vary, and argues by induction on distance,
in the exchange graph, to the initial seed. Since G is connected by hypothesis, the
argument goes through. This completes the proof of Theorem 3.26.
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Barot, Geiss and Zelevinsky [2] gave a description of seeds of finite type using
the concept of quasi-Cartan companions: A quasi-Cartan companion to an
exchange matrix B = [bij ] is a symmetrizable matrix A = [aij ] with aii = 2 for all i
and |aij | = |bij | for all distinct i and j. In particular, Barot, Geiss and Zelevinsky
showed that a seed which is mutation equivalent to an orientation of a Dynkin
diagram has a positive definite quasi-Cartan companion. We will now explain how
quasi-Cartan companions occur in our setting.
Suppose B is an acyclic exchange matrix. Theorem 2.15 and the definition of
a reflection framework imply that for each vertex v in the principal-coefficients
exchange graph Ex•(B), the c-vectors cve are roots. Define A
v to be the matrix
indexed by I(v) whose ef -entry is K((cve)
∨, cvf ).
Corollary 3.29. Suppose B is an acyclic exchange matrix. For each vertex v in
the principal-coefficients exchange graph Ex•(B), the matrix Av is a quasi-Cartan
companion of Bv.
Proof. Theorem 2.15 says that a complete reflection framework (G,C) exists for B.
Recall that a vertex v in Ex•(B) is an equivalence class of seeds. If v′ is some
vertex of G such that Seed(v′) is in the equivalence class v, then Theorem 3.25
says that Bv = [ω(C∨(v, e), C(v, f))]e,f∈I(v). By Theorem 3.26(1), the matrix Av is
[K(C∨(v, e), C(v, f))]e,f∈I(v). As was already remarked, condition (E0) on a reflec-
tion framework combines with Proposition 2.11 to imply that ω(C∨(v, e), C(v, f))
and K(C∨(v, e), C(v, f)) agree in absolute value for e 6= f . Also, C∨(v, e) is the
co-root associated to C(v, e), so K(C∨(v, e), C(v, e)) = 2. 
3.5. From cluster algebras to frameworks. We now show that, assuming Con-
jecture 3.20, every exchange matrix B has a framework. The point is to validate
the notion of a framework by showing that, if cluster algebras behave as we expect
them to, frameworks are unavoidable. In the process, we establish some interesting
statements about cluster algebras.
Let B be an exchange matrix. Let T be the n-regular tree considered in Sec-
tion 3.1 and recall the maps µe defined for each edge e. Let v 7→ B˜v be the map
that associates to each vertex of T an extended exchange matrix, with exchange
matrix B and principal coefficients at the base vertex. Define a labeling H of in-
cident pairs in T by taking H(v, e) to be the c-vector cve (the vector whose simple
root coordinates are given by the bottom n entries of the column of B˜v labeled by
e). Similarly, we consider a different map v 7→ (B˜′)v that associates to each vertex
of T an extended exchange matrix, with exchange matrix −BT and principal co-
efficients at the base vertex. Define a co-labeling H∨ by taking H∨(v, e) to be the
vector whose simple co-root coordinates are given by the bottom n entries of the
column of (B˜′)v labeled by e. (Recall from the discussion immediately following
Proposition 2.10 that the simple co-roots associated to Cart(B) are the simple roots
associated to Cart(B)T = Cart(−BT ).)
Theorem 3.30. Suppose Conjecture 3.20 holds for B. Then the triple (T,H,H∨)
is a framework for B.
Proof. The hypothesis that Conjecture 3.20 holds for B is exactly the statement
that the Sign condition holds. Consider the following conditions:
(i) H∨(v, e) is a positive scalar multiple of H(v, e) for all e ∈ I(v).
(ii) The exchange matrix Bv has entries ω(H∨(v, e), H(v, f)) for e, f ∈ I(v).
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(iii) The exchange matrix (B′)v has entries ω(H(v, e), H∨(v, f)) for e, f ∈ I(v).
These conditions hold at the base vertex. Suppose now they hold at a vertex v
and suppose that v′ is an adjacent vertex. Given that (ii) holds at v, the proof
of Lemma 3.28 establishes that the (strengthened) Transition condition holds for v
and v′. Similarly, given that (iii) holds at v, the proof of Lemma 3.28 establishes
that the (strengthened) Co-transition condition holds for v and v′. Now the proof
of Proposition 2.6 is easily modified to show that condition (i) holds at v′ as well.
Thus (i) holds at every vertex, or in other words, the Co-label condition holds.
We have also established the Transition and Co-transition conditions, and the Base
condition is immediate. 
We establish several corollaries. First, combining Proposition 2.10 with Theo-
rems 3.26 and 3.30, we obtain the following result, which is the first assertion of
[26, Theorem 1.2]. Let v be any vertex in T . Let Gv be the matrix whose rows are
the fundamental weight coordinates of the g-vectors gve for e ∈ I(v). As before, Hv
is the bottom half of B˜v, the principal-coefficients extended exchange matrix at v.
The following corollary is about c-vectors, although it is more convenient to phrase
it in terms of matrices Hv.
Corollary 3.31. Suppose Conjecture 3.20 holds for B and let v be any vertex of T .
Then the matrix Gv, calculated with initial exchange matrix B at vb, is the inverse
to the matrix Hv, calculated with initial exchange matrix −BT at vb.
Naturally, the corollary assumes that we have chosen the same linear order on
I(v) to write both matrices.
Corollary 3.32. Suppose Conjecture 3.20 holds for B and suppose Conjecture 3.16
holds for B and for −BT . Then the fans associated to B and −BT coincide.
Proof. By Theorem 3.26(3) and Theorem 3.30, the cones of the fan associated to
B are exactly the cones defined by the label sets H(v) for vertices v of T . But
Proposition 2.10, together with the same two theorems, implies that the cones of
the fan associated to −BT are exactly the cones defined by the label sets H∨(v) for
vertices v of T . The Co-label condition says that these are the same cones. 
Remark 3.33. Recall that we are defining g-vectors as elements of the weight lattice,
rather than as integer vectors. (See Remark 3.2.) Corollary 3.32 becomes false if
we interpret g-vectors in terms of the wrong basis for V ∗. Importantly, the basis
changes when we pass from B to −BT . (See also Remark 5.17.)
Corollary 3.34. Suppose Conjectures 3.16 and 3.20 hold for B. Then Conjec-
ture 3.12 holds for B.
Proof. Suppose u and v are vertices of T with Hu = Hv. Then Theorem 3.26(3)
and Theorem 3.30 imply that Cone(u) = Cone(v). Now Conjecture 3.16 implies
that u = v. 
Recall that Ex•(B) is the exchange graph of the principal-coefficients cluster
algebra associated to B.
Corollary 3.35. Suppose Conjecture 3.20 holds for B. Suppose either that B is
skew-symmetric or that Conjecture 3.16 holds for B and −BT . Then the triple
(Ex•(B), H,H∨) is a framework for B.
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Proof. We first show that Ex•(B) and Ex•(−BT ) are identical as quotients of the
n-regular graph T . This is a tautology if B is skew-symmetric, so we need only
consider the case where Conjecture 3.16 holds for B and −BT . We need to show
that, for any two vertices u and v of T , we have B˜u equivalent to B˜v if and only
if (B˜′)u is equivalent to (B˜′)v. By symmetry, we need only check one direction.
Suppose B˜u is equivalent to B˜v, so that the cones defined by H(u) and H(v)
coincide. Then the Co-label condition implies that the cones defined by H∨(u) and
H∨(v) coincide. Since Conjecture 3.16 holds for −BT , we conclude that (B˜′)u is
equivalent to (B˜′)v.
Since Ex•(B) and Ex•(−BT ) are identical as quotients, the quotient inherits
the labeling H and the co-labeling H∨. The triple (Ex•(B), H,H∨) inherits the
Co-label, Sign, Base, Transition, and Co-transition conditions from (T,H,H∨). 
4. Global conditions on frameworks
All of the conditions defining a framework are local. In this section, we consider
some global conditions on a framework and show how the existence of a framework
for B with various global properties establishes, for B, various conjectures from
Section 3.3. All the results in this section apply to general frameworks, whether or
not they are reflection frameworks.
4.1. Complete, exact, and well-connected frameworks. We say that a frame-
work (G,C,C∨) is complete if G has no half-edges. This is a local condition, but
it is convenient to discuss it together with the other global conditions discussed in
this section. The universal cover of a complete framework is the n-regular tree, and
thus it is easily seen that the map Seed must be surjective when the framework is
complete. Thus Theorem 3.26 implies the following theorem.
Theorem 4.1. If a complete framework exists for B, then Conjectures 3.13, 3.18,
and 3.20 all hold for B. If in addition a complete framework exists for −B, then
Conjecture 3.19 also holds for B.
The assertion about Conjecture 3.19 holds by the relationship between Conjec-
tures 3.18 and 3.19 explained in Section 3.3.
A framework is injective if, for every pair u, v of vertices of G, the following
three conditions are equivalent: C(u) = C(v); C∨(u) = C∨(v); and u = v.
Consider the special case of Theorem 3.25 where (B, Y,X) is a seed with prin-
cipal coefficients, so that A(B, Y,X) is A•(B). Given a framework (G,C,C∨),
Theorem 3.25 asserts the existence of a map v 7→ Seed(v) from the universal cover
Gˆ to Ex•(B). The framework (G,C,C∨) is ample if Seed factors through the
covering map Gˆ → G. A framework is exact if it is injective and ample. Note
that exactness and ampleness are not purely combinatorial, but depend on the
framework’s interaction with a cluster algebra.
Theorem 4.2. Suppose (G,C,C∨) is an exact framework for B and let A•(B) be
the cluster algebra with principal coefficients whose initial exchange matrix is B.
Then the map v 7→ Seed(v) = (B˜v, Xv) is a graph isomorphism from G (ignoring
half-edges) to its image, a subgraph of the exchange graph Ex•(B). If (G,C,C∨) is
also complete, then the map is a graph isomorphism from G to Ex•(B).
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Proof. Since (G,C,C∨) is ample, the map v 7→ Seed(v) descends to a map v 7→
Seed(v) from G to Ex•(B). We will show that the map is an isomorphism to its
image. If u and v are vertices of G with Seed(u) = Seed(v), then Theorem 3.26(1)
implies that C(u) = C(v). Since (G,C,C∨) is an injective framework, we conclude
that v 7→ Seed(v) is one-to-one. Now G is n-regular and Seed maps the neighbors
of each vertex v to distinct neighbors of Seed(v) in Ex•(B). Since Ex•(B) is also
n-regular, an easy proof by induction on the distance from the initial seed shows
that v 7→ Seed(v) is an isomorphism to its image. If G has no half-edges, then
the image of Seed is an n-regular subgraph of the n-regular graph Ex•(B). Since
Ex•(B) is connected, the image is all of Ex•(B). 
Remark 4.3. Theorem 4.2 implies that, up to isomorphism of G, there is at most
one complete, exact framework for a given B. Furthermore, non-complete, exact
frameworks coincide where they overlap, in a sense that can be made precise. How-
ever, in this circumstance, the phrase “up to isomorphism” allows some meaningful
freedom. Making a useful framework means choosing an appropriate combinatorial,
algebraic, or geometric realization of the triple (G,C,C∨).
Theorem 4.2 combines with Theorems 3.26(1) to give the following corollary.
Corollary 4.4. If a complete, exact framework exists for B, then Conjecture 3.12
holds for B.
The framework (G,C,C∨) is polyhedral if the cones Cone(v), where v ranges
over all vertices of G, are the maximal cones of a fan with the property that dis-
tinct vertices v of G define distinct cones Cone(v). The fan in question is always
simplicial , meaning that it is composed of simplicial cones. Theorem 3.26(3) also
implies that a polyhedral framework is automatically injective. Thus a polyhedral
framework is exact if and only if it is ample.
A polyhedral framework is well-connected if it has the following property: If
F is a face of Cone(v) and of Cone(v′), then there exists a path v = v0, v1, . . . ,
vk = v
′ in G such that F is a face of Cone(vi) for all i from 0 to k. The following
theorem is the reason for considering well-connected polyhedral frameworks. It is
immediate from Theorem 3.26(3).
Theorem 4.5. If (G,C,C∨) is a polyhedral framework, then g-vector cones for
seeds in the image of v 7→ Seed(v) form a fan, identical to the fan defined by
(G,C,C∨). If (G,C,C∨) is also well-connected, then Conjecture 3.17 holds for
pairs of cluster monomials supported on clusters in the image of v 7→ Seed(v).
Corollary 4.6. If a complete, exact, well-connected polyhedral framework exists for
B, then Conjectures 3.9, 3.10, 3.15 (for principal coefficients) and Conjectures 3.16
and 3.17 all hold for B. Furthermore, the fan defined by the framework is identical
to the fan defined by g-vectors of clusters in A•(B).
Proof. Conjecture 3.17 follows from Theorem 4.5 because the completeness of the
framework implies that the image of Seed is the whole exchange graph. As dis-
cussed in Section 3.3, Conjecture 3.17 implies the other conjectures except for
Conjecture 3.15. Conjecture 3.18 holds by Theorem 4.1. Conjectures 3.16 and 3.18
imply Conjecture 3.15, as explained in Section 3.3. 
We can expand on Corollary 3.35 to include global conditions.
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v−2
−γ−3, γ−2
v−1
−γ−2, γ−1
v0 = v
−γ−1, γ0
v1
−γ0, γ1
v2
−γ1, γ2
e−2 e−1 e0 = f e1 = e e2 e3
Figure 2. The path with vertices vi, and the relevant elements
of each C(vi)
Theorem 4.7. Suppose Conjecture 3.20 holds for B. If Conjecture 3.16 holds
for B and −BT , then the triple (Ex•(B), H,H∨) is a complete, exact polyhedral
framework for B. It is well-connected if and only if Conjecture 3.17 holds for B.
Proof. By Corollary 3.35, (Ex•(B), H,H∨) is a framework, and it is complete be-
cause the exchange graph has no half-edges. Conjecture 3.16 for B and −BT and
Theorem 3.26 imply Conjecture 3.12 for B and −BT . Thus (Ex•(B), H,H∨) is
injective. It is ample because the map Seed : Êx•(B) → Ex•(B) descends to
the identity map on Ex•(B). The statement about well-connectedness is immedi-
ate. 
Combining Theorem 3.30 and/or Corollary 3.35 and Theorem 4.7 with Theo-
rem 4.1 and Corollaries 4.4 and 4.6, we obtain some additional dependencies among
conjectures.
Ampleness is a difficult condition to establish. The easiest way is to know Con-
jecture 3.12 or 3.16 in advance:
Proposition 4.8. Suppose (G,C,C∨) is a framework for B. If Conjecture 3.12 or
Conjecture 3.16 holds for B, then (G,C,C∨) is ample.
Proof. Consider the map Seed from Gˆ to the principal-coefficients exchange graph
Ex•(B). If v is the vertex (v0, . . . , vk) of Gˆ, then Theorem 3.26(1) implies that the
extended exchange matrix B˜v depends only on vk. Thus if Conjecture 3.12 holds
for B, then Seed(v) depends only on vk. Furthermore, Theorem 3.26(3) implies
that g-vectors of the cluster Xv depend only on vk. Thus if Conjecture 3.16 holds
for B, then Seed(v) depends only on vk. 
The following sections discuss other ways to prove ampleness.
4.2. Simply connected frameworks. We now define the notion of a simply con-
nected framework, and show that simple connectivity implies ampleness. The ideas
here are similar in spirit to the ideas in [14, Section 2]. The definition of simple con-
nectivity requires much preparation, beginning with the definition of a rank-two
cycle .
Suppose (G,C,C∨) is a framework, let v be a vertex of G and let e and f be
edges incident to v. Construct a doubly infinite sequence of vertices and edges as
follows: Set v0 = v, e0 = f and e1 = e. Then, recursively, let ek+1 = µek(ek−1) and
let ek join vk−1 and vk, as shown in Figure 2. Assume, for the rest of this section,
that none of the ek are half-edges, so that this recursion is well-defined. If the set
of distinct edges in this sequence is finite, then the edges define a cycle in G which
we will call a rank-two cycle .
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Let γk = C(vk, ek+1) and define γ
∨
k similarly. The Transition and Co-transition
conditions imply that C(vk, ek) = −γk−1, that C∨(vk, ek) = −γ∨k−1, and that
(4.1)
γk+1 = −γk−1 − [sgn(γk)ω(γ∨k , γk−1)]−γk
γ∨k+1 = −γ∨k−1 + [sgn(γ∨k )ω(γ∨k−1, γk)]+γ∨k
Lemma 4.9. Let (G,C,C∨) be a framework, let v be a vertex and e and f two
edges adjacent to v as above. Define vk, ek and γk as above.
Suppose that vk is periodic with some finite period. Then there is some k such
that sgn(γk) = sgn(−γk−1) = −1.
Proof. Since vk is periodic, the sequence of cones Cone(vk) is periodic. By Propo-
sition 2.8, R(vk−1) ∩ R(vk) is a set of n − 1 vectors, with R(vk−1) and R(vk)
differing in the vectors R(vk−1, ek) and R(vk, ek). Since ek+1 = µek(ek−1), the
set R(vk) \ {R(vk, ek), R(vk, ek+1)} is independent of k. The nonnegative span of
R(vk) \ {R(vk, ek), R(vk, ek+1)} is a codimension-2 face F of Cone(vk). All of the
cones Cone(vk) share the face F and wind in cyclic order around F . Let Uk be the
cone consisting of points x ∈ V ∗ with 〈x, γ∨k〉 ≥ 0 and 〈x,−γ∨k−1〉 ≥ 0. The cone
Uk is full-dimensional and has exactly two codimension-1 faces, defined by γ
⊥
k and
γ⊥k−1, both containing F .
Since the Cone(vk) repeat periodically, the Uk do as well, winding cyclically
around SpanR(F ). So
⋃
Uk = V
∗. Moreover, all of the vectors γ∨k satisfy the
Sign condition, so none of the hyperplanes γ⊥k intersect the interior of the negative
fundamental domain −D. Putting these observations together, there is some k such
that −D ⊂ Uk. Since 〈γ, 〉 is positive on −D if and only if sgn(γ) = −1, we see
that sgn(γk) = sgn(−γk−1) = −1 for this k. 
From equations (4.1) we see that
ω(γ∨k−1, γk) = −ω(γ∨k+1, γk) and ω(γ∨k , γk−1) = −ω(γ∨k , γk+1).
So, if b = ω(γ∨−1, γ0) and c = ω(γ
∨
0 , γ−1), then the values of ω(γ
∨
k, γk+1) alternate b,
−c, b, −c et cetera, and the values of ω(γ∨k+1, γk) alternate c, −b, c, −b. Note that
b and c have opposite signs, and one is 0 if and only if the other is. Switching e
and f if necessary, we may assume without loss of generality that b ≥ 0 and c ≤ 0.
Motivated by Lemma 4.9, we assume, for the moment, that sgn(C(v, e)) =
sgn(C(v, f)) = −1. Recall that C(v, e) = γ0 and C(v, f) = −γ−1 Let V˜ be the
two dimensional vector space spanned by γ−1 and γ0. Let A˜ be the Cartan matrix(
2 c
−b 2
)
. Let Φ˜ be the root system in V˜ defined by A˜ with negative simple roots
−γ−1 and γ0, and negative simple co-roots −γ∨−1 and γ∨0 . This defines a symmetric
bilinear form K˜ on V˜ with K˜(γ∨−1, γ0) = b and K˜(γ
∨
0 , γ−1) = −c.
Lemma 4.10. Suppose that C(v, e) and C(v, f) are negative roots and make the
definitions of the above paragraph, including assuming that b ≥ 0 and c ≤ 0 as
discussed above. Then the vectors {γk}k∈Z are the almost positive roots (see Sec-
tion 2.2) of Φ˜, and {γ∨k }k∈Z are the almost positive co-roots, occurring in cyclic
order. More specifically, γ0 and γ1 = −γ−1 are the negative simple roots of Φ˜.
Remark 4.11. If b ≤ 0 and c ≥ 0, then {γk}k∈Z is the negatives of the almost
positive roots, with γ−2 and γ−1 being the positive simple roots.
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Proof Sketch. This is a straightforward computation, using the recursions (4.1).
We have γ1 = −γ−1 and then
γk+1 = −γk−1 + (b or (−c))γk
as long as γk is a positive root, where the coefficient of γk alternates between b and
−c based on the parity of k. This recursion marches through the positive roots of Φ˜
in order. If the matrix
(
2 c
−b 2
)
is of infinite type, then the γk will always be positive
roots. If this matrix is of finite type, the recursion takes on all the positive roots,
then becomes γ0 and γ1 again, and then repeats the positive roots, indefinitely. So,
for k > 0, the recursion travels through the almost positive roots in order.
A similar analysis applies for k < 0. 
Corollary 4.12. Let (G,C,C∨) be a framework. Let v be a vertex of G with
adjacent vertices e and f ; define vk, ek, γk, b and c as above. Suppose that the vk
form a finite cycle, of length `. Then
(
2 −|c|
−|b| 2
)
is a Cartan matrix of finite type.
Moreover, ` is divisible by h + 2, where h is the Coxeter number of this Cartan
matrix.
Proof. By Lemma 4.9, we can reindex the cycle of vk’s so that γk and −γk−1 are
negative roots. Switching e and f if necessary, we may assume that b ≥ 0 and
c ≤ 0. By Lemma 4.10, the γk go through the almost positive roots of Φ˜ in circular
order. So, since vk repeats, this shows that the root system Φ˜ is finite, so
(
2 c
−b 2
)
is
of finite type. 
Remark 4.13. We take the opportunity to remind the reader that
(
2 −|c|
−|b| 2
)
is of
finite type if and only if |bc| < 4, and that h is 2, 3, 4 or 6 according to whether
|bc| is 0, 1, 2 or 3.
We now prove the key lemmas of this section.
Lemma 4.14. Let (G,C,C∨) be a framework. Let v be a vertex of G with adjacent
vertices e and f and define vk, ek as above. Suppose that the vk form a finite cycle
of length m. Let v˜0, v˜1, . . . be an infinite path in Gˆ lying above the infinite path
v0, v1, . . . in G. Then Seed(v˜0) = Seed(v˜m).
Proof. Using Lemma 3.27 to translate [13, Theorem 6.2 and 7.7] into the language
of this paper, we obtain the statement that the sequence Seed(v˜k) is periodic with
period h + 2, where h is the Coxeter number appearing in Corollary 4.12. This,
combined with Corollary 4.12 implies the lemma. 
Lemma 4.15. Let (G,C,C∨) be a framework. Let v be a vertex of G with adjacent
vertices e and f with C(v, e) and C(v, f) negative. Define vk, b and c as above.
Suppose that
(
2 −|c|
−|b| 2
)
is of finite type, with Coxeter number h. Then C(vk) and
C∨(vk) repeat with period h+ 2.
Proof. We have already seen that the γk repeat in this manner. Let δ be an element
of C(v0) other that γ0 and −γ−1. Let δk be the element of C(vk) that is obtained by
repeatedly applying the Transition condition to δ. For shorthand, set α = C(v, e)
and β = C(v, f).
Case 1: Φ˜ is of type A1 ×A1, so ω(α∨, β) = 0. Then
δ4 = δ + [ω(α
∨, δ)]+(α) + [ω(β∨, δ)](β) + [ω(α∨, δ)]+(−α) + [ω(β∨, δ)](−β) = δ
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as desired.
Case 2: Φ˜ is not of type A1×A1, so the restriction of ω to V˜ is nondegenerate.
Then we can write δ = ν+κ with κ ∈ V˜ and ω(α∨, ν) = ω(β∨, ν) = 0. The piecewise
linear transformations turning δj into δj+1 all preserve the ν component and act
solely on κ. Thus, it is enough to see that these piecewise linear transformations
act on V˜ with period h+ 2.
Divide V˜ into h+ 2 cones, one spanned by each pair of adjacent almost positive
roots. A case-by-case verification shows that the action on each of these cones is
linear, and repeats after h+ 2 steps. 
We pause to notice a geometric description of the rank-two cycles in a polyhedral
framework. The following proposition is immediate.
Proposition 4.16. Suppose (G,C,C∨) is a well-connected polyhedral framework
with corresponding fan F . Then a cycle ρ in G is a rank-two cycle if and only if
there exists a codimension-2 face F of F such that ρ is the set of vertices v of G
with F ⊂ Cone(v).
We are now prepared to define a simply connected framework. As before, let
(G,C,C∨) be a framework. Motivated by Lemma 4.14, define a 2-dimensional CW -
complex Σ whose 1-skeleton is G and whose 2-faces have boundaries the rank-two
cycles. We define (G,C,C∨) to be simply connected if Σ is simply connected.
Equivalently, (G,C,C∨) is simply connected if pi1(G, v) is generated by paths of
the form στσ−1 where τ travels around a rank 2 cycle and σ is some path from the
basepoint v to that rank-two cycle. (This condition is plainly independent of the
choice of basepoint v.)
Proposition 4.17. If (G,C,C∨) is simply connected, then it is ample.
Proof. Let v˜start and v˜end be two vertices of Gˆ, lying above the same vertex v of G.
Let ρ˜ be the path from v˜start to v˜end in Gˆ, so ρ˜ projects down to a cycle ρ in G. So
ρ can be written as the concatenation of paths of the form στσ−1 as above. Let σ
run from v to u. The cycle τ lifts to a path τ˜ from some u˜1 to some u˜2. Let σ lift
to the path in Gˆ from v˜1 to u˜1, and let σ
−1 lift to the path from u˜2 to v˜2.
By Lemma 4.14, Seed takes the same value at u˜1 and u˜2. Since mutation is
involutive, traveling from u˜2 to v˜2 precisely undoes the effect on Seed of traveling
from from v˜1 to u˜1. So Seed(v˜1) = Seed(v˜2). Continuing in this manner, we deduce
that Seed(v˜start) = Seed(v˜end), as desired. 
It seems natural that simple connectivity should have some characterization in
terms of the topology of the fan arising from the framework. We now explain what
prevents us from giving such a characterization. Let (G,C,C∨) be a well-connected
polyhedral framework. Define ∆ to be the simplicial complex whose vertices are
the rays of the cones Cone(v), as v ranges over the vertices of G, with a collection of
rays forming a face if they are contained in Cone(v) for some vertex v of G. In light
of Proposition 4.16, the framework (G,C,C∨) is simply connected if and only if the
space obtained from ∆ by deleting all codimension-3 faces is simply connected as
a topological space.
However, we would really like a characterization of simple connectivity in terms
of a concrete topological space in V ∗. Let F be the fan associated to (G,C,C∨).
We write |F| for the union of the cones of F . The space |F| is contractible to the
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origin; the important topological information is contained in |F|∩S, where S be the
unit sphere in V ∗. While there is an obvious continuous surjection ∆ −→ |F| ∩ S,
it isn’t clear that |F|∩S is homeomorphic to ∆. One can imagine situations where
∆ is simply connected while |F| ∩ S is not, or vice versa. Thus, while we certainly
encourage the reader to think about simple connectivity of a framework in terms
of the topology of |F| ∩ S, we do not adopt this as a definition.
4.3. Descending frameworks. We now describe a condition that implies simple-
connectivity, and many other good conditions, but requires no topological notions.
We say a framework is descending if it satisfies the following three conditions.
Unique minimum condition: If a vertex v of G has {sgn(β) : β ∈ C(v)} = {1},
then v is the base vertex vb.
Full edge condition: If (v, e) is an incident pair and sgn(C(v, e)) = −1 then e is
a full edge.
The Sign and Transition conditions let us give an orientation to each edge of G.
If e is an edge incident to a vertex v, then we direct e towards v if sgn(C(v, e)) = 1
and away from v if sgn(C(v, e)) = −1.
Descending chain condition: There exists no infinite sequence v0 → v1 → · · · .
Remark 4.18. This remark concerns the relation between frameworks and maximal
green sequences in the sense of [22]. (See also [4].) Let v be a vertex of G and let e
be an edge incident to v. Let Q be the quiver at v and let [e] be the corresponding
vertex of Q. From Theorem 3.26.(1), we see that [e] is a “green” vertex of Q if
C(v, e) is a positive root and [e] is a “red” vertex if C(v, e) is a negative root. By our
convention of directing e towards v if C(v, e) is positive, a green sequence is a path
vb = v0 ← v1 ← · · · ← vp. We read the green sequence in the direction opposed to
the arrows. In a descending framework, following red edges (i.e. following arrows)
from any vertex is guaranteed to eventually lead to the initial vertex.
The Descending chain condition is unsatisfying, because it will be easy to see, by
[14, Theorem 1.8] (and in particular the implication (iii) =⇒ (i) in that theorem),
that a complete framework cannot satisfy the Descending chain condition unless
B is of finite type. However, the notion of a descending framework will be critical
to the construction of complete exact frameworks for exchange matrices B whose
associated Cartan matrix is of finite or affine type, and the construction of (non-
complete) exact frameworks in general. The key point is the following theorem.
Theorem 4.19. A descending framework is exact, polyhedral, well-connected, and
simply connected.
Recall that the polyhedral property implies injectivity, and that simple connec-
tivity implies ampleness. Thus we need only prove that a descending framework is
polyhedral, well-connected, and simply connected. We prove this as three separate
propositions.
Proposition 4.20. A descending framework is polyhedral.
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We first need a lemma:
Lemma 4.21. Suppose (G,C,C∨) is a descending framework. For each vertex v
of G, there are a finite, nonzero number of directed paths from v to vb.
Proof. The Full edge condition and the Unique minimum condition imply that every
vertex v 6= vb has an edge directed from v to another vertex v′. This observation
and the Descending chain condition imply that, for every vertex v, there is a finite
directed path from v to vb. On the other hand, suppose there are infinitely many
directed paths from v to vb. The vertex v has out-degree at most n. Thus some
vertex v′ with v → v′ has infinitely many directed paths from v′ to vb. For the same
reason, there is some vertex v′′ with v′ → v′′ such that there are infinitely many
directed paths from v′′ to vb. Continuing in this way, we obtain a contradiction to
the Descending chain condition. 
In light of Lemma 4.21, we can define the length `(v) of v to be the length of a
longest directed path from v to vb.
Proof of Proposition 4.20. We first check that, if Cone(u) = Cone(v), then u = v.
Our proof is by induction on `(u) + `(v); the base case is trivial. If `(u) + `(v) > 0
then one of u and v, say without loss of generality u, must not be the base vertex vb.
Take a path u→ u1 → u2 → · · · → vb. Let e be the edge u→ u1. Since Cone(u) =
Cone(v), there is an edge f incident to v with C(v, f) = C(u, e). By the Full edge
condition, there is a vertex v1 at the other end of f . Then, Cone(u1) = Cone(v1) as
they are computed from Cone(u) and Cone(v) by the same recursion. By induction,
u1 = v1. Then e and f are two edges incident to u1 with C(u1, e) = C(u1, f), so
e = f and u = v, as desired.
So the vertices of G are in bijection with the set of cones {Cone(v) : v ∈ G}.
We now must check that these cones are the maximal faces of a fan. In light of
Lemma 3.8, we need simply check that, for any two distinct vertices u and v of G,
the cones Cone(u) and Cone(v) meet nicely.
We will say that two cones meet badly if they do not meet nicely. Suppose
for the sake of contradiction that there exist (necessarily distinct) vertices u and v
such that Cone(u) and Cone(v) meet badly and choose u and v so as to minimize
`(u) + `(v).
We consider two cases. Throughout the argument, x will be a point in the
interior of Cone(vb).
Case 1: The cones Cone(u) and Cone(v) intersect in dimension n. Since u and v
are distinct, at least one of them has positive length, and therefore by the Unique
minimum condition, there is at least one element of C(u) ∪C(v) whose sign is −1.
Let p be a point in the intersection of the interior of Cone(u) with the interior of
Cone(v). Consider points of the form p+ εx for ε > 0. If β ∈ C(u)∪C(v), then the
set {p+ εx : ε > 0} intersects the hyperplane β⊥ ⊂ V ∗ if and only if sgn(β) = −1.
By choosing p generically, we can assume that {p+ εx : ε > 0} intersects each of
the hyperplanes β⊥ with β ∈ C(u) ∪ C(v) and sgn(β) = −1 at a different point
(except if two of the hyperplanes coincide). Let ε0 be the smallest positive ε such
that p + εx is contained in a hyperplane β⊥ with β ∈ C(u) ∪ C(v). Then p + ε0x
is contained in the relative interior of a facet of Cone(u) or a facet of Cone(v) or
both.
We first consider the case where p+ε0x is contained both in the relative interior of
a facet F of Cone(u) and in the relative interior of a facet G of Cone(v). By the Full
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edge condition, the edge in I(u) labeled β is directed from u to a vertex u′, and the
edge in I(v) labeled β is directed from v to a vertex v′. By Corollary 2.9, Cone(u)
and Cone(u′) share the facet F and Cone(v) and Cone(v′) share the facet G. The
facets F and G are defined by the same hyperplane. If u′ = v′, then u′ is incident
to two edges with the label −β, contradicting Proposition 2.4. Otherwise, for small
enough ε > ε0, the point p + εx is in the intersection of the interior of Cone(u
′)
with the interior of Cone(v′). This contradicts our choice of u and v to minimize
`(u) + `(v).
Now we can assume, without loss of generality, that p + ε0x is in the interior
of Cone(v) and in the relative interior of a facet F of Cone(u). The Full edge
condition says that the edge in I(u) labeled β is directed from u to a vertex u′, and
Corollary 2.9 says that Cone(u) and Cone(u′) share the facet F . Thus for small
enough ε > ε0, the point p + εx is in the intersection of the interior of Cone(u
′)
with the interior of Cone(v). Again, this contradicts our choice of u and v.
Case 2: The cones Cone(u) and Cone(v) intersect in dimension less than n. Let
F1, . . . , Fk be the set of facets of Cone(u) containing Cone(u) ∩ Cone(v), and let
G1, . . . , Gl be the set of facets of Cone(v) containing Cone(u) ∩ Cone(v). Each of
the facets in {F1, . . . , Fk, G1, . . . , Gl} is defined by a vector β ∈ C(v) ∩ C(v). We
claim that at least one of these vectors β has sgn(β) = −1.
Suppose for the sake of contradiction that the claim fails. Let p be a point in
the relative interior of Cone(u) ∩ Cone(v). Since each Fi is defined by a vector β
with sgn(β) = 1, the vector p + εx is in the interior of Cone(u) for small enough
positive ε. For the same reason, p + εx is in the interior of Cone(v) for small
enough positive ε. This shows that the interior of Cone(u) intersects the interior of
Cone(v), contradicting the hypothesis of Case 2, and thus proving the claim.
Without loss of generality, let F be a facet of Cone(u) that contains Cone(u) ∩
Cone(v) and such that F is defined by β ∈ C(u) with sgn(β) = −1. Then F ∩
Cone(v) = Cone(u)∩Cone(v), and this intersection is either not a face of F or not
a face of Cone(v) or both. In other words, F and Cone(v) meet badly. The Full
edge condition says that the edge in I(u) labeled β is directed from u to a vertex u′.
By Corollary 2.9, Cone(u) and Cone(u′) share the facet F . Since F and Cone(v)
meet badly, Cone(u′) and Cone(v) meet badly. This contradicts our choice of u
and v to minimize `(u) + `(v), thus completing the proof. 
Proposition 4.22. A descending framework is well-connected.
Proof. Suppose u and v are vertices of a descending framework and suppose that
F is a face of Cone(u) and of Cone(v). We need to show that there exists a path
u = v0, v1, . . . , vk = v in G such that F is a face of Cone(vi) for all i from 0 to k.
We first construct a path u = u0, u1, . . . , ul with two useful properties: First, F
is a face of Cone(ui) for all i from 0 to l. Second, if β1, . . . , βp are the labels in C(ul)
such that F = Cone(ul)∩ β⊥1 ∩ · · · ∩ β⊥p , then each of the labels β1, . . . , βp has sign
+1. If the singleton path u does not have the second property, then there is a label
β ∈ C(u) with sgn(β) = −1 such that F ⊂ β⊥. The Full edge condition implies
that β is C(u, e) where e is an edge connecting u to a vertex u1. By Corollary 2.9, F
is a face of Cone(u1). The path u = u0, u1 has the first property. If it does not have
the second property, then we construct u2, etc. The Descending Chain condition
implies that eventually we will construct a path with the desired properties. In
particular, if y is any point in the relative interior of F and x is a point in the
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interior of Cone(vb), then for small enough ε the point y + εx is in the interior of
Cone(ul).
We can now perform the same construction to obtain a path v = v0, v1, . . . , vm
such that F is a face of Cone(vi) for all i from 0 to m, and F = Cone(vm)∩γ⊥1 ∩· · ·∩
γ⊥q such that γ1, . . . , γq are labels in C(vm), each with sign +1. But then, for small
enough ε the point y + εx is in the interior of Cone(vm). By Proposition 4.20, we
conclude that ul = vm. Now, concatenating the two paths, we obtain the desired
path between u and v. 
The following proposition combines with Proposition 4.17 to show that a de-
scending framework is ample.
Proposition 4.23. A descending framework is simply connected.
The outline of the proof of Proposition 4.23 is a simple inductive argument once
we have the following lemma.
Lemma 4.24. Suppose (G,C,C∨) is a descending framework and suppose u, v and
w are vertices of G with v → u and v → w. Then there exists a rank-two cycle in
G containing u, v and w that has v as its unique source.
Proof. In the notation of Section 4.2, let e and f be the edges v → u and v → w.
Form the sequences vk, ek and γk as in that section; although we don’t know yet
that those sequences are bi-infinite, because a priori some ek might be a half-edge.
Let b and c be as before.
First, suppose for the sake of contradiction that
(
2 −|b|
−|c| 2
)
is of infinite type.
Then all of the γk for k > 0 are negative roots and, by the Full edge condition,
our sequence cannot terminate in the direction of positive k. But then v0 → v1 →
v2 → · · · is an infinite descending chain, a contradiction.
So
(
2 −|b|
−|c| 2
)
is of finite type. Let h be its Coxeter number. Switching u and
w if necessary, we may assume that b ≥ 0 and c ≤ 0. Then the computations of
Section 4.2 show that we have v−2 ← v−1 ← v0 → v1 → · · · → vh, and all of
these edges exist by the Full edge condition. Moreover, from Lemma 4.15, we have
C(v−2) = C(vh). So Cone(v−2) = Cone(vh) and, as (G,C,C∨) is polyhedral, we
have v−2 = vh. So v−2 ← v−1 ← v0 → v1 → · · · → vh = v2 is the desired cycle. 
Proof of Proposition 4.23. We will show that any path v0, . . . , vk from vb to itself
can be contracted in Σ. Let m be the maximum length of a vertex on the path.
We argue by induction on m and, for fixed m, by induction on the number r of
times the length m is achieved on the path. If m = 0 then the path is the singleton
at vb. Otherwise, let vi be a vertex in the path with `(v) = m > 0. Since m is
the maximum length on the path, the neighbors of vi in the path must have lower
length, so the edges to these neighbors are directed vi → vi−1 and vi → vi+1. If
vi−1 = vi+1 then the path backtracks at vi and we may delete this backtracking
and proceed by induction.
If vi−1 6= vi+1, Lemma 4.24 says that there exists a rank-two cycle in G, having
vi as its unique source. In particular, every vertex on that cycle has length strictly
less than `(v). Now replace the segment (vi−1, vi, vi+1) by the other h edges in that
cycle. By construction, the new path is related to the old path by moving across a
face of Σ.
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If r > 1, then the new path has maximum length m, realized r − 1 times. If
r = 1, then the new path has maximum length m − 1. In any case, by induction,
the new path can be contracted in Σ. 
We conclude our discussion of descending frameworks with one more property.
Recall from Remark 3.2 that the g-vectors, as defined in this paper, are certain
vectors in the weight lattice.
Proposition 4.25. Let (G,C,C∨) be a descending framework. For each vertex
v of G, the fundamental-weight coordinate vectors of the g-vectors of the cluster
variables in Seed(v) form a sign-coherent set.
Proof. In light of Theorem 3.26(3), the assertion of the proposition for each v is the
following: For each i ∈ I, the interior of Cone(v) is disjoint from the hyperplane α⊥i .
Suppose the assertion fails for some i, and choose v to minimize `(v) among
counterexamples. We know that v 6= vb because Cone(vb) = D. Let y be a point in
the intersection of α⊥i and the interior of Cone(v). Since y ∈ α⊥i , expanding y in
the basis of fundamental weights, the coefficient of ρi is 0. Let x be a point of the
form
∑
j 6=i cjρj , for some positive scalars cj . Then for a large enough scalar a, the
vector y + ax is in the boundary of D. Proposition 4.20 implies that the interior
of Cone(v) is disjoint from D = Cone(vb). Thus the line segment connecting y to
y + ax exits the interior of Cone(v) through the relative interior of some face F of
Cone(v).
Let β1, . . . , βk be the distinct vectors in C(v) such that F = Cone(v) ∩
(β⊥1 ∩ · · · ∩ β⊥k ). Since y is in the interior of Cone(v), we have 〈y, βj〉 > 0 and
since y + ax is on the other side of β⊥i , we have 〈y + ax, βj〉 < 0. Thus 〈ax, βj〉 < 0
for each j. Since ax is a positive combination of fundamental weights, we conclude
that sgn(βj) = −1 for each j. If we choose the cj generically, then we can arrange
that dimF ≥ n− 2, so k = 1 or 2.
Case 1: dimF = n − 1, so k = 1. Let e1 be the edge incident on v with label
β1. Since sgn(β1) = −1, by the Full edge condition there is a vertex v′ at the other
end of e1. The line segment from y to y+ ax enters the interior of Cone(v
′), so α⊥i
meets the interior of Cone(v′). But `(v′) ≤ `(v) − 1, contradicting our choice of v
to minimize `(v).
Case 2: dimF = n − 2, so k = 2. Let e be the edge with C(v, e) = β1
and let f be the edge with C(v, f) = β2. Without loss of generality, assume
that ω(C∨(v, e), C(v, f)) ≥ 0. By the Full edge condition, there is a vertex v′
adjacent to v through e, and the Transition condition says that C(v′, e) = −β1 and
C(v′, µe(f)) = C(v, f) = β2. Again, by the Full edge condition, there is a vertex v′′
adjacent to v′ through µe(f), and the Transition condition says that C(v′′) contains
the roots −β2 and γ = (−β1) + [sgn(β2)ω(C∨(v′, µe(f)),−β1)]+. By the Co-label
condition, C∨(v′, µe(f)) is a positive scaling of C(v′, µe(f)) = β2, and we see that
γ = −β1. Since −β1 and −β2 are in C(v′′) and since β1 and β2 define the face F of
Cone(v), we see that the line segment from y to y + ax passes from the interior of
Cone(v), through F , and into the interior of Cone(v′). Thus α⊥i meets the interior
of Cone(v′), but `(v′) ≤ `(v)− 2, so we again have a contradiction. 
5. Cambrian frameworks
In this section, we apply Cambrian combinatorics to construct a descending
reflection framework for a given acyclic exchange matrix B. We have seen that B
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determines a Cartan matrix Cart(B) and thus a Coxeter group W . The matrix
B also determines a Coxeter element of W , in a way that we review below. The
graph G in the framework is the Hasse diagram of the Cambrian semilattice
associated to the orientation. Thus the vertices of G are the sortable elements.
The labels are certain roots that can be read off combinatorially from sorting words
for the sortable elements. The framework is not complete unless Cart(B) is of finite
type, but in a future paper we will extend the construction to produce complete
frameworks in the case where Cart(B) is of affine type.
More details on the combinatorial and polyhedral constructions in this section
can be found in [34].
5.1. Sortable elements and Cambrian lattices. Let W be the Coxeter group
determined by B as explained in Section 2.2. Recall that S = {si : i ∈ I} is the
set of simple reflections in W . It will be convenient, in what follows, to sometimes
suppress the indexing set I and let S serve as an indexing set. Thus, for example,
we may write αs for αi when s = si, and so forth.
When B is acyclic, it encodes a Coxeter element c of W . A Coxeter element
is an element that arises by multiplying the generators S, in any order, with each
generator appearing exactly once. Since B is acyclic, we can take I to be {1, . . . , n}
such that bij > 0 implies i < j and let c be the Coxeter element s1 · · · sn.
Example 5.1. To illustrate the constructions in this section, we consider the case
where B =
(
0 2−1 0
)
. The Cartan companion of B is Cart(B) =
(
2 −2
−1 2
)
, and
the associated Coxeter group has generators s1 and s2 with m(s1, s2) = 4. The
reflections in W are s1, s2, s1s2s1, and s2s1s2. The positive roots are α1, α2,
α1 + α2, and 2α1 + α2 and the positive co-roots are α
∨
1, α
∨
2, α
∨
1 + α
∨
2, and α
∨
1 + 2α
∨
2.
The exchange matrix B encodes the Coxeter element c = s1s2.
An expression for w ∈ W as a word in the generators S is called reduced if it
is of minimal length among words for w. This minimal length is called the length
of w and written `(w). The (right) weak order on W is the transitive closure
of the relations w < ws for all w ∈ W and s ∈ S such that `(w) < `(ws). In this
paper, inequalities between elements of W always mean this relation.
The weak order is a meet-semilattice, and furthermore, given any subset U ⊆W ,
if U has an upper bound in W , then it has a join
∨
U . The weak order is also
characterized in terms of inversion sets. An inversion of w ∈ W is a reflection t
such that `(tw) < `(w). Write inv(w) for the set of inversions of w. We have u ≤ w
if and only if inv(u) ⊆ inv(w).
Let c∞ be the half-infinite word s1 · · · sns1 · · · sns1 · · · sn . . . formed by infinitely
repeating the word s1 · · · sn. Given w ∈W , the c-sorting word for w is the word
obtained by choosing, among all subsequences of c∞ that form reduced words for
w, the subsequence that is lexicographically leftmost in c∞. Every element of w
has a unique c-sorting word. This word is equivalent to a sequence of subsets of S:
Reading c∞ from left to right, in each repetition of s1 · · · sn, we take the set of
letters that appear in the c-sorting word for w. If this sequence of subsets is weakly
decreasing in containment order, then we call w a c-sortable element .
A generator s ∈ S is initial in c if there is a reduced word for c having s as its
first letter. Similarly, s is final in c if it is the last letter of some reduced word for
c. In either case, the element scs is another Coxeter element.
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Given a subset J ⊆ S, the standard parabolic subgroup WJ is the subgroup
of W generated by J . This subgroup forms an order ideal in the weak order on W .
The restriction of c to WJ is the Coxeter element of WJ obtained by deleting the
letters in S \ J from any reduced word for c. If w ∈ W then there exists a unique
element, denoted wJ , such that inv(wJ) = inv(w)∩WJ . We will be most interested
in the case where J = S \ {s}, and we define the special notation 〈s〉 to stand for
S \ {s}.
The next two lemmas are [31, Lemmas 2.4, 2.5]. Since the identity element is
c-sortable for any c, the lemmas are a recursive characterization of c-sortability, by
induction on the length `(w) and on the rank of W (the cardinality of S).
Lemma 5.2. Let s be initial in c and suppose w 6≥ s. Then w is c-sortable if and
only if it is an sc-sortable element of W〈s〉.
Lemma 5.3. Let s be initial in c and suppose w ≥ s. Then w is c-sortable if and
only if sw is scs-sortable.
The following is [34, Proposition 3.13].
Proposition 5.4. If v is c-sortable and J ⊆ S, then vJ is c′-sortable, where c′ is
the restriction of c to WJ .
Let v be a c-sortable element of W and let a1 · · · ak be its c-sorting word. For
r ∈ S, there is a leftmost instance of r in c∞ that is not in the subword of c∞
corresponding to a1 · · · ak. Let a1 · · · aj be the initial segment of a1 · · · ak consisting
of those letters that occur in c∞ before the omission of r. Say a1 · · · ak skips r after
a1 · · · aj . If a1 · · · ajr is a reduced word, then this is an unforced skip. Otherwise
it is a forced skip. Define Crc (v) to be the root a1 · · · aj ·αr. This is a positive root
if and only if the skip is unforced. Although this definition refers to the position of
a1 · · · ak in c∞, the root Crc (v) is read off easily from a1 · · · ak itself. Write Cc(v)
for {Crc (v) : r ∈ S}.
This definition of Cc(v) is shown in [34, Proposition 5.1] to be equivalent to the
following recursive definition: For s initial in c,
Cc(v) =
{
Csc(v) ∪ {αs} if v 6≥ s
sCscs(sv) if v ≥ s
The sets Csc(v) and Cscs(sv) are defined by induction on the rank of W or on the
length of v.
A cover reflection of w ∈W is an inversion t of w such that tw = ws for some
s ∈ S. The name “cover reflection” refers to the fact that w covers tw in the weak
order. Indeed, the cover reflections of w are the elements wsw−1 such that s ∈ S
and ws <· w. (Here and for the remainder of the paper, we use the symbol <· to
denote cover relations.) The set of cover reflections of w is written cov(w). If t is
a cover reflection of w then inv(tw) = inv(w) \ {t}.
The following is [34, Proposition 5.2].
Proposition 5.5. Let v be a c-sortable element. The set of negative roots in Cc(v)
is {−βt : t ∈ cov(v)}.
The c-Cambrian semilattice Cambc is the subposet of the weak order on W
induced by the c-sortable elements. It is a sub-meet-semilattice of the weak order
on W by [34, Theorem 7.1]. We will also use the symbol Cambc to denote the
undirected Hasse diagram of Cambc.
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Example 5.6. This example continues Example 5.1. The following table lists each
c-sortable elements v, represented by its c-sorting word (except that the identity is
given by the symbol e). For each v, we also give cov(v), C1c (v), and C
2
c (v).
v cov(v) C1c (v) C
2
c (v)
e ∅ α1 α2
s1 {s1} −α1 2α1 + α2
s1s2 {s1s2s1} α1 + α2 −α1 − 2α2
s1s2s1 {s2s1s2} −α1 − α2 α2
s1s2s1s2 {s1, s2} −α1 −α2
s2 {s2} α1 −α2
The Cambrian lattice, in this case, has cover relations
e <· s1 <· s1s2 <· s1s2s1 <· s1s2s1s2 and e <· s2 <· s1s2s1s2.
5.2. The Cambrian framework. In this section, we show that (Cambc, Cc) is,
in essence, a descending reflection framework. But there is a little more work to
do before we can make a precise statement. Specifically, we need to add some half-
edges to the Hasse diagram of Cambc to get an n-regular quasi-graph. Also, as it
stands, the labels Cc are not assigned to edges incident to a vertex v, but rather
are indexed by S. To fill in these pieces of the Cambrian framework, we will need
more background on sortable elements and Cambrian lattices.
Suppose w is any element of W . Among the c-sortable elements that are ≤ w,
there is a maximal one ([34, Corollary 6.2]); we denote this maximal element by
pic↓(w). One can also define pi
c
↓ recursively; see [34, Section 6]. The following is [34,
Theorem 7.3].
Theorem 5.7. For U any subset of W , if U is nonempty then
∧
pic↓(U) = pi
c
↓(
∧
U)
and if U has an upper bound then
∨
pic↓(U) = pi
c
↓(
∨
U).
The following is [34, Theorem 6.1], or it can be obtained as an immediate corol-
lary of Theorem 5.7.
Theorem 5.8. pic↓ is order preserving.
We now describe the cover relations in Cambc.
Lemma 5.9. Let v be a c-sortable element. Then v′ <· v in the c-Cambrian semi-
lattice if and only if v′ = pic↓(tv) for some t ∈ cov(v). Furthermore if t1 and t2 are
distinct cover reflections of v, then pic↓(t1v) 6= pic↓(t2v).
Lemma 5.9 follows from a general result (see e.g. [29, Proposition 2.2]) on lattice
congruences on a finite lattice, because Theorem 5.7 implies that the fibers of pic↓
are a lattice congruence on the interval [1, v]. We provide a direct proof as well.
Proof. We first verify the second assertion by proving the stronger statement that
pic↓(t1v) and pi
c
↓(t2v) are incomparable. Let t1 and t2 be distinct cover reflections of
v. Then the join of t1v and t2v exists and equals v, so Theorem 5.7 says that
v = pic↓(v) = pi
c
↓(t1v ∨ t2v) = pic↓(t1v) ∨ pic↓(t2v).
Since t1v < v and t2v < v, Theorem 5.8 says that pi
c
↓(t1v) < v and pi
c
↓(t2v) < v.
The elements pic↓(t1v) and pi
c
↓(t2v) must in particular be incomparable to join to v.
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Suppose v′ <· v in Cambc. Then v′ < v in the weak order, so there exists an
element w ∈ W with v′ ≤ w <· v in the weak order, and necessarily, w = tv for
some t ∈ cov(v). The element pic↓(tv) has v′ ≤ pic↓(tv) < v in Cambc. Since v′ <· v
in Cambc, we conclude that v
′ = pic↓(tv).
Finally, consider any t ∈ cov(v). By Theorem 5.8, pic↓(tv) < v. Thus there exists
a c-sortable element v′ with pic↓(tv) ≤ v′ <· v in Cambc. By the previous paragraph,
v′ = pic↓(t
′v) for some t′ ∈ cov(v). But we showed above that pic↓(tv) and pic↓(t′v) are
incomparable if t′ 6= t. We conclude that t′ = t, so that pic↓(tv) = v′. 
For each c-sortable element v, define a cone
Conec(v) =
⋂
β∈Cc(v)
{x ∈ V ∗ : 〈x, β〉 ≥ 0}.
Once we have completed the construction of a Cambrian framework, this Conec(v)
will coincide with the cone Cone(v) defined in Section 2. Recall the cone D =⋂
s∈S {x ∈ V ∗ : 〈x, αs〉 ≥ 0}. The cones wD, for w ∈ W , are distinct, and form a
fan whose support is called the Tits cone . The following is [34, Theorem 6.3].
Theorem 5.10. Let v be c-sortable. Then pic↓(w) = v if and only if wD ⊆ Conec(v).
The following lemma is the last step needed to let us make a precise statement
about Cambrian frameworks.
Lemma 5.11. If v′ <· v in the c-Cambrian semilattice, then there exists a unique
root β such that β ∈ Cc(v′) and −β ∈ Cc(v). The root β is the positive root βt
associated to the cover reflection t of v such that v′ = pic↓(tv).
Proof. By Lemma 5.9, v = pic↓(tv) for some t ∈ cov(v). By Theorem 5.10, vD ⊆
Conec(v) and tvD ⊆ Conec(v′), and furthermore, vD 6⊆ Conec(v′) and tvD 6⊆
Conec(v). We know that vD and tvD share a codimension-1 facet contained in
(βt)
⊥, so the cones Conec(v) and Conec(v′) each have a facet contained in (βt)⊥.
So one of {βt,−βt} is in Cc(v′) and the other is in Cc(v). Furthermore, Conec(v)
is separated from D by (βt)
⊥, so βt ∈ Cc(v′) and −βt ∈ Cc(v).
Since vD and tvD are not separated by any hyperplane besides (βt)
⊥, there is
no other hyperplane separating Conec(v) from Conec(v
′) and thus βt is the unique
root β, as desired. 
We describe how to use Lemma 5.11 to associate a root to each incident pair in
Cambc. Suppose v
′ <· v in Cambc with v′ = pic↓(tv) and write e for the edge (v, v′).
We label the incident pair (v′, e) by the root βt and label (v, e) by the root −βt.
Since the root β in Lemma 5.11 is unique, no edge is assigned more than one root.
We have a function from full edges incident on v to Cc(v).
We now argue that this function is injective. First, Lemmas 5.9 and 5.11 combine
to imply that no two edges get the same negative root. Next, suppose v <· v′ and
v <· v′′, so that each of these edges gets a positive root. Suppose that both get the
same positive root β. As shown in the proof of Lemma 5.11, the cones Conec(v) and
Conec(v
′) intersect in a common facet. This facet is contained in the hyperplane
β⊥ and contains the intersection of tv′D and v′D. The same holds with v′ replaced
by v′′. We conclude that Conec(v) ∩ Conec(v′) equals Conec(v) ∩ Conec(v′′) and
thus that v′′D ⊆ Conec(v′). Now Theorem 5.10 says that pic↓(v′′) = v′, but v′′ is
c-sortable, so v′′ = v′.
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Since no two distinct edges get the same root, the degree of each vertex v in
Cambc is at most n. If the degree is less than n, then we affix half-edges to v to
adjust the degree of v to be n. These half-edges are labeled with the remaining roots
from Cv(v). We again re-use the symbol Cambc for the quasi-graph thus obtained.
We also re-use the symbol Cc to denote the labeling of incident pairs of Cambc by
roots. We can now make a precise statement about Cambrian frameworks.
Theorem 5.12. The pair (Cambc, Cc) is a descending reflection framework for the
exchange matrix B.
Example 5.13. This example continues Examples 5.1 and 5.6. Lemma 5.11 lets
us associate a label from Cc(v) to each incident pair (ve). The resulting reflec-
tion framework (Cambc, Cc) is shown in the left picture of Figure 1. (In light of
Proposition 2.13, the triple (Cambc, Cc, C
∨
c ), shown in Figure 1, is a framework.)
In light of Theorem 4.19, we have the following corollary to Theorem 5.12.
Corollary 5.14. The pair (Cambc, Cc) is an exact, polyhedral, well-connected,
simply connected reflection framework for B.
Combining Corollary 5.14 with Theorem 4.5, we obtain the following result,
which was conjectured in [34, Section 9.1]. Let Fc be the collection consisting of all
of the cones Conec(v) together with their faces, where v ranges over all c-sortable
elements. We call Fc the c-Cambrian fan .
Corollary 5.15. The Cambrian fan Fc is a simplicial fan, and distinct vertices of
Cambc label distinct maximal cones of Fc. Each maximal cone in Fc is the g-vector
cone for a unique seed for the cluster algebra A•(B).
When Cart(B) is of finite type, W is finite. In this case Cambc is the Cambrian
lattice , rather than semilattice, and Fc coincides, via Theorem 5.10, to the fan
defined by the Cambrian congruence . See [30, 32] for details on the Cambrian
congruence, and see [29] for details on the construction of a fan from a lattice
congruence on the weak order. Also, when Cart(B) is of finite type, the Hasse
diagram of the Cambrian lattice is an n-regular graph [33, Corollary 8.1], so the
framework (Cambc, Cc) is complete. Thus Corollary 5.15 becomes the following
statement in finite type.
Corollary 5.16. If Cart(B) is of finite type, then the Cambrian fan Fc is a com-
plete fan and coincides with the fan of g-vector cones for the cluster algebra A•(B).
Remark 5.17. When interpreting Corollaries 5.15 and 5.16, it is important to keep
in mind the definition of g-vectors as vectors in the weight lattice. (Recall from
Remark 3.2 that the g-vectors are more typically defined as integer vectors.) It
is also essential to recall the difference between fundamental weights (dual to the
simple co-root basis) and fundamental co-weights (dual to the simple root basis). If
we identify V with Rn by identifying each simple coroot α∨i with the standard unit
basis vector ei and identify Rn with (Rn)∗ in the usual way, then Corollary 5.16
says that the Cambrian fan Fc coincides with the g-vector fan defined in terms of
integer vectors. On the other hand, if we identify each simple root αi with ei, then
the Cambrian fan coincides with the g-vector fan (in terms of integer vectors) for
A•(−BT ). (Compare Proposition 2.10 and Remark 3.33.)
Since the exchange graph is dual to the g-vector fan, we also have the following
corollary.
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Corollary 5.18. If Cart(B) is of finite type, then the exchange graph of the cluster
algebra A•(B) is isomorphic, as a graph, to Cambc (the Hasse diagram of the c-
Cambrian lattice).
Since the Cambrian framework is complete when B is of finite type, we can also
combine Theorems 5.12 with Theorems 4.1 and 4.19, Corollaries 4.4 and 4.6 and
Proposition 4.25 to give the following result.
Corollary 5.19. If Cart(B) is of finite type, then Conjectures 3.9, 3.10, 3.11, 3.12,
3.13, 3.14, 3.15, 3.16, 3.17, 3.18, 3.19, and 3.20 all hold for B. (Those conjectures
that admit a choice of coefficients hold in the case of principal coefficients.)
In Section 5.3, we prove Conjectures 3.21, 3.22, 3.23 and 3.24 as well for Cart(B)
of finite type. For details on the status of these conjectures before this paper, see
the end of Section 3.3.
Remark 5.20. This proof of Conjecture 3.17 for Cart(B) of finite type is not entirely
new. The combination of [29, Theorem 1.1] with [32, Theorem 1.1] amounts to a
proof that the c-Cambrian fan is indeed a fan for Cart(B) of finite type. It was
conjectured in [33, Section 10] that the c-Cambrian fan coincides with the collection
of g-vector cones, and proven for a special choice of c. The conjecture was proved
for all c by Yang and Zelevinsky in [37].
When Cart(B) is of infinite type, the framework (Cambc, Cc) is not complete.
Indeed, as mentioned in Section 4.3, a descending framework cannot be complete
unless B is of finite type. But there is a deeper reason for the incompleteness.
Theorem 5.10 implies in particular that each cone Conec(v) intersects the Tits
cone. Typically, there are g-vector cones that don’t intersect the Tits cone.
Since the Cambrian framework is not always complete, we can in general only
use the Cambrian fan to make partial statements about the cluster algebra. For
example, combining Theorem 5.12 with Proposition 4.25, we obtain the following
result.
Corollary 5.21. Given any vertex v in the Cambrian framework (Cambc, Cc), the
fundamental-weight coordinate vectors of the g-vectors of the cluster variables in
Seed(v) form a sign-coherent set.
We now proceed to prove Theorem 5.12. To begin with, the pair (Cambc, Cc)
satisfies the Base condition because, when v is the identity element, Cc(v) =
{αi : i ∈ I}. The pair satisfies the Root condition by construction.
The form ω agrees with the form ωc defined in [34, Section 3]. Thus, the following
proposition establishes the Reflection condition for (Cambc, Cc).
Proposition 5.22. Suppose v′ <· v in the c-Cambrian semilattice and let e be the
edge connecting them. Let t be the reflection in the statement of Lemma 5.11, so
that Cc(v, e) = −βt and Cc(v′, e) = βt. Let γ be any other root in Cc(v). Then
(1) If ωc(β
∨
t , γ) ≥ 0 then tγ ∈ Cc(v′).
(2) If ωc(β
∨
t , γ) < 0 then γ ∈ Cc(v′).
The three lemmas below are [34, Lemmas 3.7–3.9]. Proposition 5.26 is a combi-
nation of parts of [34, Proposition 5.1] and [34, Proposition 5.4]. The subspace VJ
of V is the real linear span of the simple roots {αs : s ∈ J}.
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Lemma 5.23. Let J ⊆ S and let c′ be the restriction of c to WJ . Then ωc restricted
to VJ is ωc′ .
Lemma 5.24. If s is initial or final in c, then ωc(β, γ) = ωscs(sβ, sγ) for all roots
β and γ.
Lemma 5.25. If s is initial in c and t is a reflection in W , then ωc(αs, βt) ≥ 0,
with equality only if s and t commute.
Proposition 5.26. Let s be initial in c and let v be a c-sortable element of W
such that s is a cover reflection of v. Then cov(v) = {s} ∪ cov(v〈s〉), and the set of
positive roots in Cc(v) is obtained by applying the reflection s to each positive root
in Csc(v〈s〉).
Using the above lemmas and proposition, we now prove Proposition 5.22.
Proof of Proposition 5.22. Our proof is by induction on the rank of W and the
length of v. Let s be initial in c.
Case 1: v′ ≥ s. Then v ≥ s. Since s ∈ inv(v′), and t 6∈ inv(v′), we have s 6= t.
The recursive definition of Cc says that s(−βt) and sγ are in Cscs(sv) and that
sβt ∈ Cscs(sv′). As s 6= t, we have s(−βt) = −βsts and sβt = βsts. By induction
on `(v), we conclude that
(1) If ωscs(sβ
∨, sγ) ≥ 0 then (sts)sγ ∈ Cscs(sv′).
(2) If ωscs(sβ
∨, sγ) < 0 then sγ ∈ Cscs(sv′).
Lemma 5.24 says that ωscs(sβ
∨, sγ) = ωc(β∨t , γ), and we apply the recursive defini-
tion of Cc to obtain the desired conclusion in this case.
Case 2: v 6≥ s. Then v′ 6≥ s. Since s 6∈ inv(v), and t ∈ inv(v), we have s 6= t. Both
v and v′ are sc-sortable elements of W〈s〉 by Lemma 5.2. Also, Cc(v) = Csc(v)∪{αs}
and Cc(v
′) = Csc(v′) ∪ {αs}. Since t 6= s, we have t ∈WJ .
If γ = αs, then Lemma 5.25 and the antisymmetry of ωc say that ωc(β
∨
t , γ) ≤ 0,
with equality if and only if s and t commute. If the inequality is strict, then the
conclusion of the proposition holds because γ = αs ∈ Cc(v′). If equality holds, then
s and t commute, so γ = tγ = tαs = αs ∈ Cc(v′).
If γ 6= αs, then γ is associated to a reflection in W〈s〉, so by induction on the
rank of W , we see that
(1) If ωsc(β
∨
t , γ) ≥ 0 then tγ ∈ Csc(v′).
(2) If ωsc(β
∨
t , γ) < 0 then γ ∈ Csc(v′).
By Lemma 5.23, we obtain the conclusion of the proposition.
Case 3: v ≥ s and v′ 6≥ s. Then the hyperplane separating vD from tvD is (αs)⊥,
so t = s. We claim that v′ = v〈s〉. Indeed, inv(sv) = inv(v) \ {s}, so inv((sv)〈s〉) =
inv(sv) ∩ W〈s〉 = inv(v) ∩ W〈s〉 = inv(v〈s〉). Thus (sv)〈s〉 = v〈s〉. This is the
maximal element of W〈s〉 below sv, and it is also sc-sortable by Proposition 5.4.
By Lemma 5.2, every c-sortable element below sv is in W〈s〉, so v〈s〉 is the maximal
such, i.e. v′ = pic↓(sv) = v〈s〉.
Now βt = αs, so Lemma 5.25 implies that ωc(β
∨
t , γ) agrees weakly in sign with
sgn(γ). In this case, we obtain the desired conclusion by combining Proposition 5.5
with Proposition 5.26. 
We now complete the proof that (Cambc, Cc) is a reflection framework by veri-
fying the Euler conditions (E1), (E2), and (E3). The form E agrees with the form
Ec defined in [34, Section 3]. Condition (E3) is immediate from [34, Lemma 5.9],
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which defines a total order β1, . . . , βn on the roots in Cc(v) such that Ec(βi, βj) = 0
for i < j. We will quote three lemmas from [34] to establish conditions (E1) and
(E2). They are parts of [34, Lemmas 3.1–3.3].
Lemma 5.27. If s is initial in c and βt is any positive root, then Ec(αs, βt) ≥ 0,
with equality if and only if t ∈W〈s〉.
Lemma 5.28. If s is final in c and βt is any positive root, then Ec(βt, αs) ≥ 0,
with equality if and only if t ∈W〈s〉.
Lemma 5.29. If s is initial or final in c, then Ec(β, β
′) = Escs(sβ, sβ′) for all β
and β′ in V .
Proposition 5.30. Condition (E1) holds for (Cambc, Cc).
Proof. Our proof is by induction on the rank of W and the length of v. The
statement is vacuously true when Rank(W ) = `(v) = 0, as Cc(v) is empty.
Let β and γ be in Cc(v) with sgn(β) = 1 and sgn(γ) = −1. Let s be initial in c.
Case 1: v 6≥ s. In this case v ∈W〈s〉 and Cc(v) = Csc(v) ∪ {αs}, so γ is in Csc(v)
and thus equals −βt for some t ∈ W〈s〉. If β is αs, then Lemma 5.27 says that
Ec(β, γ) = 0. Otherwise, β is in Csc(v), and Esc(β, γ) = 0 by induction on rank. It
is immediate from the definition that Esc is the restriction of Ec, so Ec(β, γ) = 0.
Case 2: v ≥ s. The roots ±αs switch signs when acted on by s, but no other
roots change sign when acted on by s. It is impossible to have β = αs, because
if so, Conec(v) and vD are on opposite sides of the hyperplane α
⊥
s in V
∗. This
contradicts Theorem 5.10. Thus sβ is a positive root.
If γ 6= −αs, then sγ is a negative root. The roots sβ and sγ are in Cscs(sv),
so by induction on `(v), we see that Escs(sβ, sγ) = 0. Lemma 5.29 now says that
Ec(β, γ) = 0. If γ = −αs then s is a cover reflection of v by Proposition 5.5. Propo-
sition 5.26 says that β = sβ′ for some positive root β′ ∈ Csc(v〈s〉). Lemma 5.29
says that Ec(β, γ) = Escs(sβ, sγ), which can be rewritten as Escs(β
′, αs), which is
zero by Lemma 5.28. 
Proposition 5.31. Condition (E2) holds for (Cambc, Cc).
Proof. Our statement is by the usual induction on length and rank; it is vacuously
true for rank < 2.
Let β and γ be distinct roots in Cc(v) with sgn(β) = sgn(γ). Since Condi-
tion (E3) holds, we know that either Ec(β, γ) or Ec(γ, β) = 0. Thus, in light of
Proposition 2.11, when it is convenient, we can verify that K(β, γ) ≤ 0 to show
that Ec(β, γ) ≤ 0.
Case 1: β and γ are both negative roots. This case can be handled without
induction. Proposition 5.5 says that β and γ are both associated to cover reflections
of v. Thus β = vαp and γ = vαq, for p and q ∈ S. But K is invariant under the
action of W , so K(β, γ) = K(αp, αq) ≤ 0.
Case 2: β and γ are both positive roots.
Let s be initial in c.
Case 2a: v 6≥ s. In this case v ∈W〈s〉 and Cc(v) = Csc(v)∪ {αs}. If neither β nor
γ equals αs, then both are in Csc(v), and Ec(β, γ) = Esc(β, γ), which is nonpositive
by induction on rank. If β = αs then γ is in Csc(v) and so Lemma 5.27 says that
Ec(β, γ) = 0. If γ = αs, then β is a positive root in Csc(v). Thus β is a positive
combination of simple roots αr with r 6= s, and K(αr, αs) ≤ 0 for each such r, so
K(β, αs) ≤ 0.
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Case 2b: v ≥ s. It is impossible to have β = αs or γ = αs, because if so, we reach
a contradiction to Theorem 5.10 as in Case 2 of the proof of Proposition 5.30. Thus
sβ and sγ are also positive. By induction on `(v), we see that Escs(sv)(sβ, sγ) ≤ 0,
so Lemma 5.29 says that Ec(β, γ) ≤ 0. 
Remark 5.32. If W is finite, then we can approach Case 2 in a manner analogous
to Case 1. Let u = pi↑c (v), as defined in [32]. Then β and γ are of the form uαp and
uαq for p, q ∈ S. But pi↑c cannot be defined for infinite Coxeter groups.
We have shown that (Cambc, Cc) is a reflection framework. The fact that this
framework is descending is a consequence of Proposition 5.5, as we now explain.
The Unique minimum condition follows because the identity element is the unique
minimal element of the weak order, and thus every non-identity element has at least
one cover reflection. The Full edge condition follows because, if sgn(C(v, e)) = −1
then according to Proposition 5.5, the root C(v, e) is associated to a cover v′ <· v,
and by construction, (v′, v) is the edge e. The Descending chain condition follows for
the same reason: every arrow v → v′ corresponds to a cover v′ <· v. In particular,
`(v′) < `(v). We have now completed the proof of Theorem 5.12.
5.3. Denominator vectors. We now comment on the problem of determining
denominator vectors within a Cambrian framework. As of now, we only have a
direct way of determining denominators in the case where Cart(B) is of finite type,
where we rely on results of [31] and [33]. However, we conjecture that the same
method works in arbitrary Cambrian frameworks.
In [31, Section 8], a map clc was defined, taking a c-sortable element to an n-
tuple of roots. Here we give the same definition, modifying the notation slightly to
allow us to reference individual roots in the n-tuple. Suppose v ∈ W is c-sortable
and let a1 · · · ak be its c-sorting word. Let r ∈ S. If r does not occur as a letter in
a1 · · · ak, then define clrc(v) = −αr. If r occurs in a1 · · · ak, then let i be the largest
index such that ai = r. The last reflection for r in v is a1 · · · ai · · · a1. In this
case, we define clrc(v) to be the positive root associated to the last reflection for r,
that is to say, clrc(v) = a1 · · · ai−1αr. Write clc(v) for {clrc(v) : r ∈ S}.
As a consequence of [14, Theorem 1.9], when Cart(B) is of finite type, the de-
nominator vectors of cluster variables are all distinct. Thus in particular, the seeds
in the exchange graph can be specified by the n-tuple of denominator vectors of
the cluster variables in the seed. This n-tuple of denominator vectors, realized as
roots as in Section 3.1, form a combinatorial cluster . The roots in the com-
binatorial cluster are all almost positive (see Section 2.2). The map from cluster
variables to almost positive roots is a bijection. When W is finite, the map clc is
a bijection from c-sortable elements to combinatorial clusters [31, Theorem 8.1].
The Cambrian fan Fc, in the finite case, is a complete fan. On the other hand, the
nonnegative linear span of each combinatorial cluster is a distinct n-dimensional
simplicial cone, and these cones are the maximal cones of a complete simplicial fan
[15, Theorem 1.10]. The map taking Conec(v) to the nonnegative span of clc(v)
is a combinatorial isomorphism of fans [33, Theorem 1.1]. We now prove a more
precise statement about denominator vectors.
Theorem 5.33. Suppose Cart(B) is of finite type. Let (Cambc, Cc) be the Cam-
brian framework. If (v, e) is an incident pair in the graph Cambc and x
v
e is the
cluster variable assigned to (v, e), then d(xve) is the root cl
r
c(v), where r is the
element of S such that C(v, e) = Crc (v).
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We now prepare to prove Theorem 5.33. First, we will need a lemma, which is
immediate from the definitions, and which is a slightly more detailed version of [31,
Lemma 8.5]. The lemma refers to a map σs, for s ∈ S. This is an involution on
almost positive roots defined by
σs(α) =
{
α if α ∈ (−Π) and α 6= −αs, or
s(α) otherwise.
Lemma 5.34. Let s be initial in c, let v be c-sortable and let r ∈ S. If v 6≥ s then
clrc(v) =
{ −αs if r = s, or
clrsc(v) if r 6= s
If v ≥ s then clrc(v) = σs(clrscs(sv)).
Write νc for the linear map ν defined in Section 3.3. That is, for a simple root
αr, let
νc(αr) = −
∑
s∈S
Ec(α
∨
s, αr)ρs.
Let Rrc(v) denote the element dual to (C
r
c )
∨(v) in the dual basis to C∨c (v).
Proposition 5.35. Let v be a c-sortable element and let r ∈ S. If v 6∈ W〈r〉 then
Rrc(v) = νc(cl
r
c(v)).
We prove this result for arbitrary acyclic B, not only in the special case where
Cart(B) is of finite type.
Proof. Let s be initial in c. If v 6≥ s then v ∈W〈s〉. Since v 6∈W〈r〉, we conclude that
r 6= s. By induction on the rank of W , the vector Rrsc(v) in V〈s〉 equals νsc(clrsc(v)),
which equals νsc(cl
r
c(v)) by Lemma 5.34. The coefficient of ρs in νc(cl
r
c(v)) is zero
by Lemma 5.27, since clrc(v) is a root associated to a reflection in W〈s〉.
Recall that V〈s〉 is the subspace of V spanned by the simple roots indexed by 〈s〉 =
S \ {s}. We identify the dual space V ∗〈s〉 naturally with the subspace of V ∗ spanned
by the fundamental weights indexed by 〈s〉. This subspace is the hyperplane α⊥s .
Under this identification, the natural pairing V ∗〈s〉 × V〈s〉 → R is the restriction of
the natural pairing on V ∗ and V . Thus, Rrc(v) equals νsc(cl
r
c(v)) = νc(cl
r
c(v)), and
we are done in this case.
If v ≥ s then, by the recursive definition of C∨c , the vector Rrc(v) is s ·Rrscs(sv),
where s acts on V ∗ by the action dual to its action on V . This action preserves ρr
for r 6= s and sends ρs to −ρs −
∑
q∈〈s〉K(α
∨
q , αs)ρq.
We must treat separately the case where sv ∈ W〈r〉. Since v 6∈ W〈r〉, we have
r = s in this case. Furthermore, clsc(v) = αs, so νc(cl
s
c(v)) is −
∑
q∈S Ec(α
∨
q , αs)ρs.
But applying Lemmas 2.11 and 5.27, νc(cl
s
c(v)) is −ρs −
∑
q∈〈s〉K(α
∨
q , αs)ρq. On
the other hand, Rsscs(sv) = ρs, so
Rsc(v) = sρs = −ρs −
∑
q∈〈s〉
K(α∨q , αs)ρq.
Finally, if sv 6∈ W〈r〉, then in particular s is not the last reflection for r in v, so
clrscs(sv) is a positive root and cl
r
c(v) = s·clrscs(sv) by Lemma 5.34. By induction on
`(v), the vector Rrscs(sv) is νscs(cl
r
scs(sv)), which, by Lemmas 5.29 and 5.34 equals
νscs(s · clrc(v)) = −
∑
q∈S
Escs(α
∨
q , s · clrc(v))ρq = −
∑
q∈S
Ec(sα
∨
q , cl
r
c(v))ρq.
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This can be rewritten as −∑q∈S Ec(α∨q −K(α∨q , αs)α∨s, clrc(v))ρq and then as
= Ec(α
∨
s, cl
r
c(v))ρs −
∑
q∈〈s〉
Ec(α
∨
q −K(α∨q , αs)α∨s, clrc(v))ρq
= −Ec(α∨s, clrc(v))
−ρs − ∑
q∈〈s〉
K(α∨q , αs)ρq
− ∑
q∈〈s〉
Ec(α
∨
q , cl
r
c(v))ρq.
This is −Ec(α∨s, clrc(v))(s · ρs) −
∑
q∈〈s〉Ec(α
∨
q , cl
r
c(v))(s · ρq), which simplifies to
s ·
(
−∑q∈S Ec(α∨q , αs)ρq) = s · νc(clrc(v)). Thus Rrc(v) = νc(clrc(v)) in this case as
well. 
We can now prove the theorem.
Proof of Theorem 5.33. The fact that the map taking Conec(v) to the nonnegative
span of clc(v) is a combinatorial isomorphism of fans can be rephrased as follows:
There exists a bijection from rays in the c-Cambrian fan to almost positive roots
such that a set of rays spans a cone in the c-Cambrian fan if and only if the
corresponding set of almost positive roots spans a cone in the fan of combinatorial
clusters. (Indeed, this rephrasing is closer to the way that [33, Theorem 1.1] was
proved.) The results of this paper give another such bijection: each ray in the
Cambrian fan contains a unique vector R(v, e) that is the g-vector of xve . This ray
is mapped to the denominator vector of xev.
We first verify that the two bijections are the same. The identity is a c-sortable
element, and the rays of its c-Cambrian cone are spanned by the vectors ρi : i ∈ I,
which are the g-vectors of xi : i ∈ I. The map clc, applied to the identity element,
returns the set of negative simple roots, which are the denominator vectors of
xi : i ∈ I. For each i ∈ I, the element si is a c-sortable element adjacent to the
identity in Cambc. The cluster variable xi is the one removed in the mutation from
the initial seed to Seed(si), and the negative simple root −αi is the root removed
from clc when moving from the identity element to si. Thus both bijections map
the ray spanned by ρi to the negative simple root −αi. It is now easy to see that
the two bijections coincide. (For example, one can show by induction on `(v) that
the rays of Conec(v) are treated the same by both bijections, using the fact that
each new v adds at most one new ray.)
It now remains to check the statement about the element r. Suppose v and v′ are
connected by an edge in Cambc and suppose that cl
r
c(v) is the denominator vector
of the cluster variable that is removed in passing from the combinatorial cluster
clc(v) to the combinatorial cluster clc(v
′). Proposition 5.35 implies that every
other element β of clc(v) is mapped by νc into C
r
c (v) and thus that β ∈ clc(v′).
We conclude that clrc(v) is the denominator vector of the cluster variable that is
removed in passing from Seed(v) to Seed(v′). This cluster variable is xve . 
The proof of Theorem 5.33 via Proposition 5.35 is the motivation for Conjec-
ture 3.21. The proof also establishes the following result:
Theorem 5.36. Conjecture 3.21 holds when Cart(B) is of finite type.
Several conjectures follow from Conjecture 3.21 and Conjectures 3.13, 3.16,
and 3.17, as explained in Section 3.3.
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Corollary 5.37. Conjectures 3.22, 3.23 and 3.24 hold for Cart(B) of finite type
and principal coefficients.
As a consequence of Theorem 5.36, the combinatorial clusters model contains
complete information about g-vectors, and therefore, in light of Theorem 3.26 and
Corollary 3.35, about exchange matrices and principal coefficients as well. (Earlier
results of Yang and Zelevinsky [37] already show that the combinatorial clusters
model contains complete information about g-vectors. These results combined with
the result of [26] stated here as Corollary 3.31 also show that the combinatorial
clusters model contains complete information about principal coefficients.)
Conjecture 3.21 implies the following conjecture about Cambrian frameworks.
Conjecture 5.38. Theorem 5.33 holds even when Cart(B) is not of finite type.
Indeed, Conjecture 5.38 follows from Conjecture 3.21 because Proposition 5.35
identifies clrc(v) as ηc(R
r
c(v)) and Theorem 3.26(3) identifies R
r
c(v) as the g-vector
of the appropriate cluster variable.
With Conjecture 5.38 unproven, we have no direct way, when Cart(B) is not of
finite type, of reading off denominator vectors from c-sortable elements. However,
Proposition 5.35 is still useful in general, in that it provides a way to read off
g-vectors from c-sortable elements without computing a dual basis. Combining
Proposition 5.35 with Theorem 3.26(3), we obtain the following theorem.
Theorem 5.39. Let (Cambc, Cc) be a Cambrian reflection framework. Suppose
(v, e) is an incident pair in the graph Cambc and suppose that the cluster variable
xve assigned to (v, e) is not contained in the initial cluster. Then g(x
v
e) is the weight
νc cl
r
c(v), where r is the element of S such that C(v, e) = C
r
c (v).
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6. Summary of framework terminology
In the following table, we describe the key terms related to frameworks, and
indicate the page where their definitions can be found in the paper.
Term Definition Page
complete a framework is complete if its underlying quasi-
graph has no half-edges
3
Cartan companion ,
denoted Cart(B)
the matrix whose diagonal elements are 2 and
whose off diagonal elements are −|Bij |
5
quasi-graph a graph G with edges and half-edges 5
incident pair (v, e) for v a vertex and e an edge incident to v 5
label , co-label vectors C(v, e) and C∨(v, e) assigned to (v, e) 5
Co-label condition C∨(v, e) is a positive multiple of C(v, e) 5
Sign condition labels have a well-defined sign 6
Base condition G has a vertex labeled by simple roots and co-
labeled by simple co-roots
6
(Co)-transition
condition
relates (co)-labels on two adjacent vertices 6, 7
Framework a labeled connected quasi-graph satisfying the
Co-label, Sign, Base, Transition, and (Co)-
transition conditions
6
Euler form a bilinear form associated to an exchange matrix 9
Root condition the requirement that labels be roots 10
Euler conditions conditions on the Euler form applied to labels at
a given vertex
10
Reflection condition a version of the Transition condition where some
transitions are given by reflections
11
injective a framework is injective if each vertex is deter-
mined uniquely by its label set
25
ample a framework is ample if there is a natural map
from G to the exchange graph.
25
exact injective and ample 25
polyhedral a framework is polyhedral if its cones are the
maximal faces of a fan
26
well-connected a polyhedral framework is well-connected if it
satisfies a certain local connectivity condition
26
rank-two cycle a certain type of cycle in G 27
simply connected simple connectivity is a topological condition
that implies ampleness
30
Unique minimum the only vertex with positive labels is vb 31
Full edge condition negative labels may only occur on full edges 31
Descending chain
condition
there is no infinite path in the graph that “de-
scends” in the sense of signs on labels
31
descending satisfying the Unique minimum, Full edge, and
Descending chain conditions
31
Cambrian
framework
a framework defined in terms of sortable ele-
ments and Cambrian semilattices
38–40
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