Multimedia applications, until now, were more or less based on stand-alone computer systems. In conjunction with the use of different delivery channels, these systems being distributed more frequently. The extended use of the Internet as well as the introduction of digital video delivery offer the opportunity to establish new services. Especially in this changing context, current definitions of the term multimedia are no longer valid, and additional aspects have to be considered when analyzing multimedia systems. Against this background I will present a general description of the different aspects of multimedia systems. Moreover, I will point out the user-centered approach that should be inherent to these systems, as well as technological issues resulting from this approach. High definition multimedia or the "CIIQ"-principle is one approach, described in detail in this paper, which follows this comprehensive view on multimedia and the user-centered approach. This principle considers the major aspects completeness, interaction, integration, and quality in the development and use of multimedia systems. Based on this description, the aspects quality, integration, and interactivity of multimedia systems will be discussed in more detail in conjunction with the use and integration of video data. I will show that video scaling and the use of compressed data are important factors determining the quality of video streams in distributed multimedia applications. Furthermore, the aspect integration leads to the discussion of the use and combination of various delivery channels. Conventional television, World Wide Web (WWW), and Interactive Television are keywords that are of relevance today, and from them the question arises regarding the way combinations of these services and their used delivery channels can be reached. Using dynamically assembled delivery channels offer enhanced interactivity mechanisms; hence new approaches are discussed that lead to extended user interactivity and new applications. At the end of this paper, the discussions are summarized and relevant issues concerning multimedia authoring, standardization, and regulation will be discussed.
We have named the four major aspects of multimedia systems the CIIQ-principle. CIIQ is the short form for Completeness, Integration, Interaction, and Quality.These three layers will be described in the following parts of the paper in more detail.
The Use of Different Media Types and Media Integration
Multimedia services and applications are based on the processing and presentation of multimedia information. Multimedia information is characterized by the integrational use of different monomedia types. Different media components that can be included in such systems are shown at the center of Figure 1 . Not every possible media component needs to be used in each application. Many applications only include text, image, or video/audio. As described above, most important for media integration is the communicative goal and the consideration of the used delivery channels and the output devices. If we look at a palmtop (e.g., an organizer) and a TV set as output devices, it is obvious that the information or content to be presented have to be represented by different media types. Text and still images would be appropriate for the use on the palmtop because of the limited size, processing power, bandwidth, etc., whereas video can be used at TV sets. The integration of video data and functionality is a major issue in today's development of multimedia systems and applications. This integration can be seen as a positive improvement for multimedia systems. However, other factors also have to be taken into account. The integration of various media types and the necessity to take into account communicative goals leads to the consideration of different levels of representation and with this the use of abstraction.
The Ability to Handle Different Representation Levels
Each media can be represented at different levels, starting from the optical/analog-electrical representation, through the digital representation and the feature representation, up to a symbolic representation that is the most abstract representation level [GeKr 93 ]. The different representation levels are shown as the outer spheres in Figure 1 . In general, the levels can be characterized in the following way:
• Symbolic level  abstract, problem oriented.
• Feature level  primitives, objects.
• Scanning level, e.g. digital/analog  statial and time descrete, quantized.
• Presentation level, e.g. optical  direct, perceptible. Often, different representation levels are chosen to achieve different levels of quality or functionality. For instance, the user can operate with graphics in different ways if they are represented as bitmap images (digital pixel representation) compared with the operation methods he has at his disposal if graphics are represented as higher level primitives (geometry and feature representation). In general, higher levels of abstraction lead to reduced data rates and bandwidth. As an example, a visualized computer animation (rendered images) has a data rate comparable with video, whereas the representation of this animation in the geometry and feature domain (script, geometric objects, properties) 
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will lead to a highly reduced data rate without any quality loss. Moreover, better quality rather than quality loss can be achieved because different methods can be applied for visualization that are appropriate for various appliances. We define the rate at which a combination of media and representation levels is supported as the completeness of a multimedia system, which is one main aspect for the development of multimedia systems.
The Consideration of High Definition Aspects  The CIIQ-Principle As mentioned at the beginning of this paper, human perception is always integral and multimedia. Aside from media integration, which is part of the completeness of a system, there are three additional aspects that have to be considered in the user-oriented development of new systems. Hence we have to pay attention to the following four aspects:
• Completeness  Consideration of different information and representation types • Integration  Development of open, platform-independent systems and the integrational use of various delivery and communication channels • Interaction  Improvement of application usability and communication • Quality  Quality settings and adaptation to communicative goals Obviously, these factors determine the acceptance and usefulness of multimedia systems. We call these four aspects the CIIQ-principle. Furthermore, we name systems that take these four major aspects into account "high-definition multimedia systems" (HDMM Systems), in contrast to the often misused term multimedia. HDMM systems will make improved use of real-world phenomena and lead to an optimal design in accordance with application and user requirements, leading from a technological point of view to a user-oriented development. As described in the part on media types and media integration, completeness in HDMM systems means more than the combination of different monomedia such as text, graphics, audio, and video. An ideal complete system allows the representation of all media at all different representation levels as well as the conversion between the representation levels and the communication primitives. Table 2 gives some examples of representations of the communication primitives at different levels of abstraction [Kröm 94].
As Table 2 shows, it has to be possible to convert a symbolic representation of information to a visual, acoustic, or tactile representation, depending on the communicative goal and system restrictions. Today, most work has been done on the conversion between different representation levels, e.g., from analog to digital, or from a feature representation to a digital pixel representation by rendering of graphics or animation. For each media type or communication primitive, we can define a pipeline between the different representation levels, and a visual, a auditive, and a tactile pipeline can be defined. Conversion between the different communicative primitives is much more difficult. It includes such processes as image and speech understanding. Nonetheless, the possibility of using this kind of conversion in multimedia systems is very important for the user-and application-oriented development. Research and development in this field will be of major importance in the future. Because video is the central media component of today's television services, the question arises in which way these data, delivery channels and methods, and devices can be used in multimedia systems and applications. These questions will be discussed in more detail in context to the three other aspects of the CIIQ-principle in the following sections.
Quality  Video Integration and Scaling
The precision and speed of perception as well as the certainty of perception are directly determined by the quality of the input features, the transmission of the information, and the representation of the information. This is valid for all communicative primitives and methods of interaction. Aside from adhering to certain borderline values while representing monomedia information, the quality of communication and interaction is also affected by combination effects, such as synchronization requirements or system response times. Therefore the achievement and control of adequate quality levels have to be related to the communicative goal and the application area of a specific multimedia application [GeMü 94]. ]. This direction of integration, that is, adding video to computer applications, and its use in computer networks has specific requirements on the quality issue, as described at the beginning of this section. In the area of computer-based and distributed applications, we are confronted with a large variety of distribution channels and output devices with different capabilities regarding bandwidth, processing power, display size, etc. In the following, I will use the more general term "appliances" for output devices and other presentation and interaction equipment used by the consumer. Besides the possibility of media change, e.g., delivering of content as video or audio or text, the aspect of quality-scaling is of major importance. This will be explained using three examples of existing Internetbased services and current developments: MBone, AVWOD, and video quality scaling. The bandwidth used for MBone sessions is typically ∼100-300 kbit/sec, with audio carried at 32 or 64 kbit/sec and video at up to 128 kbit/sec. For in-house use, a higher bandwidth can be selected. This relatively small bandwidth is achieved by the application of video and audio compression [Fred 94]. Here, the concept of generating a low bandwidth data stream is used; in general, the user cannot choose between different quality levels. Only about one to four video frames per second can be sent at this bandwidth. MBone does not offer adaptive quality scaling on different aspects, e.g., color, framerate, size, etc.
MBone

AVWOD
As a first improvement on existing MBone services, we are using "still video" in environments with only small bandwidth availability, hereby offering frame rate scalability. At Fraunhofer-IGD, we have developed a new application that demonstrates audio and video delivery using MBone tools, together with synchronized
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delivery of WWW hypertext documents. The application is called AVWOD, short for Audio-Video-Web-onDemand [Bönn 95]. Users can contact the AVWOD server and select an available session together with the media desired. In contrast to MBone applications, AVWOD uses standard unicast protocol with the same bandwidth limitations, i.e., up to 128 kbit/sec for video data. Due to this bandwidth limitation, only a frame rate of about 1 to 4 frames/sec can be achieved. For in-house use, we raised the bandwidth limitation to 1.5 Mbit/sec to achieve ∼25 frames/sec. In addition to frame rates from 1 frame/sec up to 25 frames/sec, we generated test sequences with picture changes only in situations when the image content changed. We call this content-dependent frame rate "still video". This means new frames were only generated when the presented slides were changed. Subjective tests have shown an interesting result:
• High frame rate (≈ 15 to 25 frames/sec). Users accepted this frame rate; they could concentrate on all presented information: video, audio, and hypertext documents.
• Low frame rate (≈ 1 to 4 frames/sec). Users did not accept this frame rate; the video demanded too much of their attention; thus it was difficult for them to concentrate on the other presented information.
• Very low frame rate (much less than 1 frame/sec) "still video". Users accepted this frame rate; they could again concentrate on all presented information: video, audio, and hypertext documents. Together with experiments on image resolution and frame rate, these test have shown that, in cases of low bandwidth channels, a better subjective image quality can be achieved when a content-dependent frame rate is used. This method can be used for all applications where the content changes at a low frequency. In the future, more intensive research has to be conducted in the field of automatic detection and interpretation of content changes [Stas 93].
Video Quality Scaling
The adaptive change of frame rate is only one possibility to achieve an adequate quality, depending on the basic factors as communicative goals, etc., which were described in the second section. . One major disadvantage of these compression schemes is the complexity of scaling on the compressed video streams. Scaling is often achieved by decompressing and decoding the video stream (or parts of it in the case of editing), using algorithms working in the spatial domain, and compressing and encoding the video stream again at the end of the process. We are currently developing algorithms that can be applied in the frequency domain, so no inverse DCT has to be applied to perform different kinds of scaling [AGGS 96]. Using these algorithms, scaling operations can be performed on demand without large decoding and encoding processes, so in this case a DCT-based compression of the video data is appropriate as a meta format for archiving and processing. MPEG-2 [ISO 96] offers only the SNR/Spatial profile at High 1440 level for scaling. Because only the Main Profile / Main Level is used for distribution, respectively the 4:2:2 profile [ISO 96a] for contribution, the scalability offered in MPEG-2, is currently of academic interest only. In our current implementation we use intraframe coding (JPEG). With this, only moderate compression rates can be achieved, but the processing can be performed very fast because of the lack of motion compensation. The examples of MBone and AVWOD together with the enhancements for video scaling show the possibility of video integration in existing, network-based applications and in the development of new ones, taking into account communicative goals. Adaptive quality settings and the feasibility of on-demand quality scaling are the base of a user-oriented presentation. This is of major importance if we consider communication channels with different bandwidth and quality-of-service restrictions. In contrast to traditional TV services, using fixed bandwidth channels and appliances (TV sets), distributed, network-based services are often based on variable bandwidth channels and a large variety of output-devices, ranging from mobile presentation devices, e.g., palmtops, up to large scale rear-projections. Until now, for most services, delivery channel and appliances are fixed coupled. An interesting aspect is the decoupling of supply, distribution, and presentation. This aspect will be discussed in the following section.
Integration  The Use of Different Delivery Channels and Appliances
In general, the aspect of integration stands for the combination or addition of existing systems into multimedia applications. The broadness and complexity of existing stand-alone systems often prevent the reimplementation for use in new systems. This leads to the demand for "open systems", which allow the embedding of existing systems on one side and the opportunity for further improvements and adding of new • Integration by means of evolutionary databases These requirements can be summarized using the keyword extensibility, scalability, and interoperability. A survey of existing multimedia systems has shown that most of the existing multimedia authoring and presentation systems have large deficiencies in terms of completeness, support of quality levels and parameter control, and the possibility of adding new components, media, etc. [BöKK 94]. Another important aspect of integration is the use and the mixing of various delivery channels. Today we face the situation that mostly one dedicated delivery channel is used for a specific distributed application. For example, fixed bandwidth channels as radio frequency (RF), cable, and satellite are used for TV, integrated services digital network (ISDN) for videoteleconferencing, and variable bandwidth networks for computer-based applications. A detailed description and service classification for conventional applications is given in [Gerf 95a]. The current situation can be characterized in the following way:
• Distinction between information supplier and consumer, server and client, source and destination.
• Number of destinations served by a distributed application is in inverse proportion to the offered level of interactivity. Hence, distinction between unicast, multicast and broadcast.
• Coupling of supply and distribution.
• Using fixed channels for whole distribution. Hence, interaction is only partly available if appropriate channels are used. This situation has lead to the development of fixed applications using determined components for acquisition and generation, distribution, and presentation. We are faced with vertically coupled structures with a fixed supply -distribution -consumption chain. For example, telephone and cable services are each carried over their own wired network. Although radio and television share the airwaves, for practical purposes they are discrete distribution channels, since separate portions of the RF spectrum have been allocated to each type of service. Within the home, there is also a separation of the appliances that are used with each distribution channel. Each channel, e.g., TV, radio, data network, telephone, has its own discrete type of appliance that are, largely speaking, not interoperable with other channels [TLGK 95]. Figure 2 shows this kind of infrastructure. Within each of these vertically coupled infrastructures, the introduction of alternative distribution technologies or new types of information is difficult. Because of the success of the WorldWide Web there are some attempts to combine this kind of information presentation together with traditional TV, based on the existing coupled infrastructure. The first attempt is the parallel offering of TV and WWW, using different distribution channels. Many broadcasters have their own web site and offer parts of the information distributed by TV or some additional information on the Internet. There is no possibility for interaction between TV and WWW, and different appliances are used (TV set versus computer). There is not much additional value offered by this approach. It is just using the Web because "the competitor is also using the Web". The second attempt is the integration of TV and WWW by using (partly) the same distribution channel. In the following, some examples on this approach are given. A consortium lead by Intel has announced Intercast for the parallel distribution of TV programming and related web pages [Inte 96 ]. This technology is based on the encoding of web pages inside the vertical blanking interval (VBI) of the video signal and the use of a specialized TV-tuner card for personal computers (PCs). This method is similar to videotext, so it cannot be used in addition to this service. The consumer will receive the TV signal on the PC where it is decoded. The video information itself will be presented as a window on the display. The web-pages will be stored on the hard-disk and can be viewed using a web browser. Embedded in these broadcasted web pages are hyperlinks to additional web pages. Some of these hyperlinks refer to previously stored pages on the hard disk, whereas others refer to related sites on the actual WWW, so the user has to use a modem or another network connection to connect to pages not broadcasted using Intercast. To summarize this approach has the following disadvantages:
• Only one appliance can be used  PCs 
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• Only media integration on the distribution channel, TV, and WWW are still decoupled at presentation, therefore no interaction is provided • Different channels are used as delivery and request (return) paths • Content and distribution provider are not decoupled; the data streams and the initial web content is decided by the broadcaster • Intercast content cannot be recorded on VCRs because the associated data are lost in the recording process A similar, TV-based approach, was announced by Zenith Electronic Corp. and Diba Inc., called Interactive Digital Electronic Appliances (IDEAs). In this approach, a proprietary web browser will be installed in a TV set, and a connection via modem to the Internet is established. Here an integration of appliances is offered, but no interaction between the different media can take place. Another approach, also based on integration on the distribution channel, is DirecPC, a high-speed, one-way network from Hughes Network Systems, a unit of GM Hughes Electronics. DirecPC uses a Ku-band transponder on a Galaxy satellite to provide broadcast channels with 12 Mbit/sec bandwidth. The data are received by a 24" antenna, and coaxial cable is used to connect it to a PC, which is equipped by a specialized adapter card. There are currently three services offered by this network:
• Digital Package Delivery  files are uplinked to the satellite for downlink to the deployed DirecPC endpoints • Turbo Internet  an asymmetric Internet connection by SLIP/PPP. The downlink from the satellite is at 400 kbit/sec; the uplink is via traditional modem or another direct Internet network connection • MultiMedia Video  a separate data pipe for secure data streams with dedicated bandwidth for a predetermined period of time, which can be used for video or other content This approach offers different services, but it has the same disadvantages as Intercast. Furthermore, this network will mostly be used for corperate services. Only the service Turbo Internet offers a normal customer service where different channels are used for request and delivery. In the past, with analog media representation and technological restrictions, parts of this strong vertically coupled infrastructure were necessary. With the use of digital technology and packetized data streams, a generic infrastructure can be implemented that can supply and deliver a wide range of information services. Tennenhouse et al. [TLGK 95 ] call this stage of development the convergence model. In this model, large alliances of distributors (network providers) and suppliers (content providers) compete with each other. Each alliance will offer the consumer the opportunity to subscribe to bundled (i.e., vertically coupled) information services. This kind of infrastructure is shown in Figure 3 .
An early example of this kind of infrastructure is DirecPC which was described above. Other examples are the approaches of different cable TV companies to offer Internet access. Specific routers put the Internet access at the cablehead end, and cable modems will provide communication between the PC and the cable system. As with TV set-top boxes, proprietary technology and interface standards are currently used for cable modems, so no interoperability is achieved. Until now only one alliance, called Broadband Link Team (BLT) is working on a manufacturer independent specification for cable modems. Although this model is generic, there is often a vertical coupling between supplier and distributor. So different information services will be bundled and can be subscribed, e.g., on a monthly basis. With this, innovations will take a long time to be installed, and, although subscription can be the infrastructure is still fixed. There is no possibility for dynamic changes of distribution channels, appliances, etc. Inside this convergence-driven infrastructure, only the fixed role of supplier and consumer is supported, so other kinds of usage models are difficult to implement. The weakness of this convergence model and the fact that there is no technological reason for the coupling of supply / distribution / consumption has to lead to a decoupling of the infrastructure, which is called virtual infrastructure [TLGK 95 ]. Inside such an infrastructure not only competition between vertically coupled alliances is supported, but also competition between all links of the chain, that is supply, distribution, and appliances. Figure 4 shows the building blocks of this infrastructure. The term virtual is used for this model because the architecture of this infrastructure supports a limited but large number of alternative, 
dynamically assembled supply chains. Furthermore, the fixed role of supplier and consumer is removed, so consumer can act as supplier because distribution channels are interchangeable and bandwidth can be put at the users disposal. This can lead to new services and interaction mechanisms, which are described in the next section. Because of the use of digital encoded information, it is possible to achieve appliance independence. This goal can be reached by using appropriate, interoperable exchange formats and the publication of interfaces. For the delivery channel and system digital audio broadcast (DAB) a protocol, called multimedia object transfer (MOT) was agreed. This protocol offers the opportunity to apply other information than audio to this delivery system; this approach will be of major interest for mobile applications. The goal of appliance independence and the dynamic assembly of different delivery channels with various offered quality-of-services leads also back to the topic of scalability described in the previous section. . However, the offered protocols are not appropriate for new kinds of application, e.g., for broadcast or large-scale interactions used for virtual environments. Virtual environments are of arbitrarily large sizes, simultaneously connecting thousands of interacting players and all kinds of information objects. For this kind of applications today's networks are not "smart" enough. As an example, multicast, based on the user datagram protocol (UDP), allow arbitrarily-sized groups to communicate on a network via a single transmission by the source. But this protocol is unreliable and is not suitable for real n:n connections. An example of application using this protocol is MBone, described in the previous section. On the other side, the transport control protocol (TCP) is reliable, but requires the establishment of n connections for use by a multicast application. Therefore one possible solution would be the development of smart networks [SZBF 96 ]. The focus of this kind of network is on delivering information to users with the user in control of how, when, where, and whether the information is delivered. For Stone et al. [SZBF 96 ], a smart network would be a framework for the execution of mobile agents that would help to overcome the fixed client-serverbased approach of today's distributed applications. Furthermore, agents are necessary for the dynamically assembling of distribution channels, etc. A base for the development of these agents and their implementation can be the use of the programming language Java [SUN 95]. It is interesting to mention that Java will also be used for the Virtual Machine requirements of MHEG part 6  support for enhanced interactive applications  which can be used as a standard for software implementation of set-top boxes. The underlying protocol for the Internet  Internet Protocol (IP)  which is responsible for addressing and routing, is not appropriate for the architecture of a virtual infrastructure; this issue is covered by the development of the next-generation Internet protocol (IPng) [Hind 96]. To summarize the issue of integration, one must realize the following important points:
• Only the decoupling of the distribution chain supply, distribution, and consumption enables the integrational use of dynamically assembled distribution channels.
• Delivery channel integration helps to remove the fixed role of supplier and consumer. Having access to different delivery channels, consumer can also act as supplier if they want.
Figure 4 Virtual infrastructure [TLGK 95]
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• Appliance independence and the use of various coded information on different appliances can only be attained if appropriate, interoperable exchange formats are used and the specification of important interfaces are being made publicly available.
• Video integration and its use in various appliances can only be achieved by interoperable formats and the use of scalability. Scalability can be offered at the level of encoding or as a function of the server.
• Additional protocols have to be developed to support new applications for network-based broadcasting and large-scale interaction, and communication  smart networks and the use of mobile agents are of major importance for the future. As mentioned above, the feasibility to use dynamically assembled distribution channels helps to develop new kinds of application, which can be more valuable as existing services and can offer new ways of interactivity. The topic interactivity, which is also a building block of the CIIQ-principle, together with the discussion of new services will be described in the next section.
Interaction  VCR-Like Interaction vs. Large-Scale Communication
Today's system and services offer two main types of interaction. First, interaction allows content control; that is, the content and its presentation order can be changed. Second, interaction can also be used to determine and control the presentation quality; e.g., determine the bandwidth that should be used, the audio and video quality, etc. Especially the determination of quality levels for monomedia in multimedia applications represents a main difference to traditional television services. Because of the large variety of systems and application requirements, different quality levels are necessary to fulfill the various quality needs. In contrast, only one level of quality and no interaction for quality control is used in traditional television systems. However, although distributed network-based applications have the potential for two-way communication, they provide real interactivity only up to a certain point. Most applications only offer VCR-like interaction, that is play, stop, select, etc. Different interactivity mechanisms are only offered today by conferencing and CSCW applications for small-scale groups. The main difference between partly interactive and real interactive applications is the underlying processing and distribution environment. We can distinguish between client-server and peer-to-peer environments. The client-server environment requires all access to be mediated by the master. This environment is supported by asymmetric communication channels. Asymmetric communication channels fix the role of the supplier as the provider of relevant content and see the viewers role as simply a consumer of the content. Hence the only interaction they are interested in is selection and payment. An asymmetric design often corrupts the system architecture so that symmetry is never achievable, thus maintaining anachronistic producerconsumer boundaries. It is attractive to providers to set themselves apart technically from their customers and from potential competitors thereby setting an artificial distinction that allows them to be a gatekeeper with the necessary privileged access to provide services [CaGe 95]. Until now, all proposals and trials for interactive television (ITV) try to establish this kind of client-serverbased applications  pay-per-view, home shopping, video-on-demand, etc. Besides the question of wether these applications are not already available on the Internet (World-Wide Web), the question arises whether there are other kinds of application that can be more attractive for users and provides the possibility for them to be not only passive consumers but active participants. Today's real interactive conferencing and CSCW applications are symmetric peer-to-peer systems where the aggregated bandwidth can be tuned to usage patterns and every participant can become an interactive information provider. Peer-to-peer environments permit direct access among equals on the network  all members of the network have access to the same capabilities and features. Furthermore, peer-to-peer environments offer greater freedom of choice of how services are provided. It is possible to provide a clientserver like service in this environment but not vice versa [CaGe 95]. Together with the decoupling of the distribution chain that enable peer-to-peer environments, there is the potential for the establishment of large-scale communication environments, which were mentioned in the previous section. The following examples concentrate on this aspect of extended interactivity and the user role as an active participant. A first example is given by [BrMZ 95] which also covers the integration of different representation levels. "Sports  live 3D stadium with instrumented players: Imagine that all of the ballplayers in a sports stadium wear a small device which senses location and transmits this information over a wireless network. Similar sensors are embedded in gloves, balls, bats and even shoes. A computer server in the stadium feeds telemetry inputs into a physical-based artificial model which extrapolates individual body and limb motions. The server also maintains a scene database for the stadium complete with textured images of the edifice, current weather and representative pictures of fans in the stands. Meanwhile, Internet users have browsers which can navigate and view the stadium from any perspective. Users can also tune to multicast channels providing updated player positions and postures along with live video and audio. Statistics, background information and Web home pages are available for each player. Online fan clubs and electronic mail lists let fans trade opinions and even send messages to the players. Thus any number of remote fans might supplement traditional television coverage with a live interactive computer-generated view." This example also shows the possibility of interaction with video data. Because video is handled at a higher level of abstraction, users can interact with objects, e.g., select a player, etc. In general, it is necessary to handle video as a high-level data type to enable real interaction with the information content provided by these data representation. The system MOVieGOer, developed by ZGDV, enables the use of video as a high-level data type. The user has the possibility to click inside a video to select an object. With this selection, additional data about the object is retrieved and presented to the user, e.g., web pages, images, etc [GeNe 97]. Other examples are extended conferencing and communication systems. MUDs (multi-user dungeons) which are nowadays used as gaming environments, can be extended in the future for use in nonrecreational settings [CuNi 94]. MUDs are programs that accept network connections from multiple simultaneous users and provide access to a shared database of "rooms" and other objects. MUD users can also communicate with each other directly. Hence, MUDs are social virtual realities that allow people to interact and communicate in pseudo-spatial surroundings. In addition to these application scenarios, there also exists the opportunity to add extended interaction to existing Web pages using Java-based applications [SUN 95]. Aside from this, Java offers the possibility to use new data types and functions inside existing applications. New code  protocols, functions, and applications  are encoded in an architecture-neutral intermediate format and can be received like data over the network. The software transparently migrates across the network. With this, the transparent acquisition of applications frees developers from the boundaries of the use of fixed media types and applications. Furthermore, there are no more problems with updating systems; new software does not have to be installed, but is interpreted when needed.
Conclusions
As shown in the previous chapters, taking into account the CIIQ-principle  completeness, integration, interaction and quality  will lead to the user-centered development of multimedia applications. Video integration is only a first step toward real multimedia systems; it is only the integration of onealthough a very important -media type. Due to a large variety of applications, systems, and requirements, different levels of quality have to be provided. The concept "one size fits all", used in today's television systems and most stand-alone multimedia applications, cannot be applied to distributed applications, using a large variety of different delivery channels and appliances. For the integrational use of different distribution channels, the present coupling of supply, distribution and consumption has to be removed. This can lead to the dynamically assembling of delivery chains, which can offer different services over various networks. Furthermore, the use of interoperable exchange formats and publication of interfaces will enable the use of various data on different appliances, leading to a house information infrastructure. Together with the decoupling of the distribution chain, peer-to-peer environments can be established that offer extended interactive applications and allow the user not only to be a passive consumer but an active participant.
Further Issues
Multimedia Authoring and Content Assembly The examination of existing multimedia authoring systems shows that most of them have large deficiencies in terms of completeness, support of quality levels and parameter control, and the possibility of adding new components, media, etc. These tools are based on the assumption that fixed delivery channels and output devices are used. Future authoring tools have to be more flexible. They have to support scaleable data formats and open architectures. Examples for approaches to reach this are MHEG [ISO 96b ] for the encoding of data and Java [SUN 95 ] to implement platform independent systems. Furthermore, the separation of multimedia authoring and multimedia presentation has to be removed. This separation is only appropriate for environments where content provider is not consumer and vice versa. Standardization A main issue in the area of standardization is the development of open, interoperable formats and exchange standards. However, "standards are such a good thing that everyone would like to have their own" [TLGK 95 ]. An actual example of the problem of standardization is the work on MHEG, where economic and time pressure have lead to incompatible parts of this standard. In case of mechanical connectors and interfaces, standards are essential. For digital software-components the cost of software adapters  processing and storage  is declining rapidly, so there can be many of them and it is only important that they are wellpublished.
Regulation and Policy For traditional, coupled infrastructures it was reasonable to couple the regulation of supply and distribution. However, if the infrastructure is generic and decoupled, there is no need for the regulation coupling of these functions. Presently the allocation of RF spectrum is coupled to specific services and modulation/coding technologies. For generic environments, various services can be delivered over many different frequency bands and technologies. This is already happening in bands that are used with digital technology, and the process should be accelerated so as to increase the pool of generic digitized spectrum. The same situation occurs for telephone networks. An example is the prohibition of voice switching on data networks.
