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CONSISTENCY OF THE MAXIMUM LIKELIHOOD ESTIMATOR
FOR GENERAL HIDDEN MARKOV MODELS1
By Randal Douc, Eric Moulines, Jimmy Olsson
and Ramon van Handel
Te´le´com SudParis, Te´le´com ParisTech, Lund University and Princeton
University
Consider a parametrized family of general hidden Markov models,
where both the observed and unobserved components take values
in a complete separable metric space. We prove that the maximum
likelihood estimator (MLE) of the parameter is strongly consistent
under a rather minimal set of assumptions. As special cases of our
main result, we obtain consistency in a large class of nonlinear state
space models, as well as general results on linear Gaussian state space
models and finite state models.
A novel aspect of our approach is an information-theoretic tech-
nique for proving identifiability, which does not require an explicit
representation for the relative entropy rate. Our method of proof
could therefore form a foundation for the investigation of MLE con-
sistency in more general dependent and non-Markovian time series.
Also of independent interest is a general concentration inequality for
V -uniformly ergodic Markov chains.
1. Introduction. A hidden Markov model (HMM) is a bivariate stochas-
tic process (Xk, Yk)k≥0, where (Xk)k≥0 is a Markov chain (often referred
to as the state sequence) in a state space X and, conditionally on (Xk)k≥0,
(Yk)k≥0 is a sequence of independent random variables in a state space Y
such that the conditional distribution of Yk given the state sequence depends
on Xk only. The key feature of HMM is that the state sequence (Xk)k≥0 is
not observable, so that statistical inference has to be carried out by means
of the observations (Yk)k≥0 only. Such problems are far from straightforward
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due to the fact that the observation process (Yk)k≥0 is generally a dependent,
non-Markovian time series [despite that the bivariate process (Xk, Yk)k≥0 is
itself Markovian]. HMM appear in a large variety of scientific disciplines in-
cluding financial econometrics [17, 25], biology [7], speech recognition [19],
neurophysiology [11], etc., and the statistical inference for such models is
therefore of significant practical importance [6].
In this paper, we will consider a parametrized family of HMM with pa-
rameter space Θ. For each parameter θ ∈Θ, the dynamics of the HMM is
specified by the transition kernel Qθ of the Markov process (Xk)k≥0, and by
the conditional distribution Gθ of the observation Yk given the signal Xk.
For example, the state and observation sequences may be generated accord-
ing to a nonlinear dynamical system (which defines implicitly Qθ and Gθ)
of the form
Xk = aθ(Xk−1,Wk),
Yk = bθ(Xk, Vk),
where aθ and bθ are (nonlinear) functions and (Wk)k≥1, (Vk)k≥0 are inde-
pendent sequences of i.i.d. random variables which are independent of X0.
Throughout the paper, we fix a distinguished element θ⋆ ∈ Θ. We will
always presume that the kernel Qθ⋆ possesses a unique invariant probability
measure πθ⋆ , and we denote by P¯θ⋆ and E¯θ⋆ the law and associated expecta-
tion of the stationary HMM with parameter θ⋆ (we refer to Section 2.1 for
detailed definitions of these quantities). In the setting of this paper, we have
access to a single observation path of the process (Yk)k≥0 sampled from the
distribution P¯θ⋆ . Thus, θ
⋆ is interpreted as the true parameter value, which
is not known a priori. Our basic problem is to form a consistent estimate
of θ⋆ on the basis of the observations (Yk)k≥0 only, that is, without access
to the hidden process (Xk)k≥0. This will be accomplished by means of the
maximum likelihood method.
The maximum likelihood estimator (MLE) is one of the backbones of
statistics, and common wisdom has it that the MLE should be, except in
“atypical” cases, consistent in the sense that it converges to the true param-
eter value as the number of observations tends to infinity. The purpose of
this paper is to show that this is indeed the case for HMM under a rather
minimal set of assumptions. Our main result substantially generalizes pre-
viously known consistency results for HMM, and can be applied to many
models of practical interest.
1.1. Previous work. The study of asymptotic properties of the MLE in
HMM was initiated in the seminal work of Baum and Petrie [3, 28] in the
1960s. In these papers, the state space X and the observation space Y were
both presumed to be finite sets. More than two decades later, Leroux [23]
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proved consistency for the case that X is a finite set and Y is a general state
space. The consistency of the MLE in more general HMM has subsequently
been investigated in a series of contributions [8, 9, 14, 21, 22] using a variety
of methods. However, all these results require very restrictive assumptions
on the underlying model, such as uniform positivity of the transition den-
sities, which are rarely satisfied in applications (particularly in the case of
a noncompact state space X). A general consistency result for HMM has
hitherto remained lacking.
Though the consistency results above differ in the details of their proofs,
all proofs have a common thread which serves also as the starting point for
this paper. Let us therefore recall the basic approach for proving consistency
of the MLE. Denote by pν(yn0 ; θ) the likelihood of the observations Y
n
0 for
the HMM with parameter θ ∈Θ and initial measure X0 ∼ ν. The first step
of the proof aims to establish that for any θ ∈Θ, there is a constant H(θ⋆, θ)
such that
lim
n→∞
n−1 log pν(Y n0 ; θ) = limn→∞
n−1E¯θ⋆[log p
ν(Y n0 ; θ)] =H(θ
⋆, θ), P¯θ⋆-a.s.
For θ = θ⋆, this convergence follows from the generalized Shannon–Breiman–
McMillan theorem [2], but for θ 6= θ⋆ the existence of the limit is far from
obvious. Now set K(θ⋆, θ) =H(θ⋆, θ⋆)−H(θ⋆, θ). Then K(θ⋆, θ)≥ 0 is the
relative entropy rate between the observation laws of the parameters θ⋆ and
θ, respectively. The second step of the proof aims to establish identifiabil-
ity, that is, that K(θ⋆, θ) is minimized only at those parameters θ that are
equivalent to θ⋆ (in the sense that they give rise to the same stationary
observation law). Finally, the third step of the proof aims to prove that the
maximizer of the likelihood θ 7→ pν(Y n0 ; θ) converges P¯θ⋆-a.s. to the max-
imizer of H(θ⋆, θ), that is, to the minimizer of K(θ⋆, θ). Together, these
three steps imply consistency.
Let us note that one could write the likelihood as
n−1 log pν(Y n0 ; θ) =
1
n
n∑
k=0
log pν(Yk|Y k−10 ; θ),
where pν(Yk|Y k−10 ; θ) denotes the conditional density of Yk given Y k−10 under
the parameter θ (i.e., the one-step predictor). If the limit of pν(Y1|Y 0−n; θ)
as n→∞ can be shown to exist P¯θ⋆-a.s., existence of the relative entropy
rate follows from the ergodic theorem and yields the explicit representation
H(θ⋆, θ) = E¯θ⋆ [log p
ν(Y1|Y 0−∞; θ)]. Such an approach was used in [3, 9]. Al-
ternatively, the predictive distribution pν(Yk|Y k−10 ; θ) can be expressed in
terms of a measure-valued Markov chain (the prediction filter), so that ex-
istence of the relative entropy rate, as well as an explicit representation for
H(θ⋆, θ), follows from the ergodic theorem for Markov chains if the predic-
tion filter can be shown to be ergodic. This approach was used in [8, 21, 22].
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In [23], the existence of the relative entropy rate is established by means
of Kingman’s subadditive ergodic theorem (the same approach is used in-
directly in [28], which invokes the Furstenberg–Kesten theory of random
matrix products). After some additional work, an explicit representation of
H(θ⋆, θ) is again obtained. However, as noted in [23], page 136, the latter is
surprisingly difficult, as Kingman’s ergodic theorem does not directly yield
a representation of the limit as an expectation.
Though the proofs use different techniques, all the results above rely heav-
ily on the explicit representation of H(θ⋆, θ) in order to establish identifia-
bility. This has proven to be one of the main difficulties in developing con-
sistency results for more general HMM. For example, an attempt in [14] to
generalize the approach of [23] failed to establish such a representation, and
therefore to establish consistency except in a special example. Once identi-
fiability has been established, standard techniques (such as Wald’s method)
can be used to show convergence of the maximizer of the likelihood, com-
pleting the proof.
For completeness, we note that a recent attempt [12] to prove consistency
of the MLE for general HMM contains very serious problems in the proof [18]
(not addressed in [13]), and therefore fails to establish the claimed results.
1.2. Approach of this paper. In this paper, we prove consistency of the
MLE for general HMM under rather mild assumptions. Though our proof
follows broadly the general approach described above, our approach differs
from previous work in two key aspects. First, we note that it is not neces-
sary to establish existence of the relative entropy rate. Indeed, rather than
attempting to prove the existence of a limiting contrast function
lim
n→∞
n−1 log pν(Y n0 ; θ) =H(θ
⋆, θ), P¯θ⋆-a.s.,
which must then shown to be identifiable in the sense that H(θ⋆, θ) <
H(θ⋆, θ⋆) for parameters θ not equivalent to θ⋆, it suffices to show directly
that
lim sup
n→∞
n−1 log pν(Y n0 ; θ)<H(θ
⋆, θ⋆), P¯θ⋆-a.s.
[note that the existence ofH(θ⋆, θ⋆) is guaranteed by the Shannon–Breiman–
McMillan theorem, and therefore poses little difficulty in the proof]. This
simple observation implies that it suffices to obtain a convenient upper
bound for pν(Y n0 ; θ), which we accomplish by introducing the assumption
that some iterate Qlθ of the transition kernel of the state sequence possesses
a bounded density with respect to a σ-finite reference measure λ.
Second, and perhaps more importantly, we avoid entirely the need to
obtain an explicit representation for the limiting contrast function H(θ⋆, θ)
which played a key role in all previous work. Instead, we develop in Section
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4.2 a surprisingly powerful information-theoretic device which may be used
to prove identifiability in a very general setting (see [26] for related ideas),
and is not specific to HMM. This technique yields the following: in order to
establish that the normalized relative entropy is bounded away from zero,
that is,
lim inf
n→∞
E¯θ⋆
[
n−1 log
p¯(Y n0 ; θ
⋆)
pν(Y n0 ; θ)
]
> 0,
it suffices to show that there is a sequence of sets (Ak)k≥0 such that
lim inf
n→∞
P¯θ⋆(Y
n
0 ∈An)> 0, lim sup
n→∞
n−1 logPνθ(Y
n
0 ∈An)< 0
[here Pνθ is the law of the HMM with parameter θ and initial measure ν, while
p¯(yn0 ; θ
⋆) denotes the likelihood of Y n0 under P¯θ⋆ ]. It is rather straightforward
to find such a sequence of sets, provided the law of the observations (Yk)k≥0
is ergodic under P¯θ⋆ and satisfies an elementary large deviations property
under Pνθ . These properties are readily established in a very general setting.
In particular, we will show (Section 5) that any geometrically ergodic state
sequence gives rise to the requisite large deviations property, so that our
main result can be applied immediately to a large class of models of practical
interest. (Let us note, however, that ergodicity of Pνθ is not necessary; see
Section 3.2.)
Of course, there are some complications. Rather than investigating the
likelihood function pν(Y n0 ; θ) directly, the proof of our main result relies in
an essential manner on the asymptotics of the process pλ(Y n0 ; θ) where λ is
the reference measure defined above. The latter process plays a special role
in our proofs due to the fact that it satisfies a certain submultiplicativity
property; this allows us to upper bound n−1 log pν(Y n0 ; θ) by a time average,
which possesses an almost sure limit by Birkhoff’s ergodic theorem (see
the proof of Theorem 1 below for further details). As λ is typically only σ-
finite, however, it is not immediately obvious that the problem is well-posed.
Nonetheless, we will see that these complications can be resolved, provided
that the HMM is sufficiently “observable” so that the improper likelihood
pλ(Y n0 ; θ) is well defined for sufficiently large n (under mild integrability
conditions). As is demonstrated by the examples in Section 3, this is the
case in a wide variety of applications.
Finally, let us note that the techniques used in the proof of our main result
appear to be quite general. Though we have restricted our attention in this
paper to the case of HMM, these techniques could form the foundation for
consistency proofs in other dependent and non-Markovian time series mod-
els (such as, e.g., the autoregressive setting of [9]), which share many of the
difficulties of statistical inference in hidden Markov models. Other asymp-
totic properties of the MLE, such as asymptotic normality, merit further
investigation.
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1.3. Organization of the paper. The remainder of the paper is organized
as follows. In Section 2, we first introduce the setting and notations that are
used throughout the paper. Then, we state our main assumptions and re-
sults. In Section 3, our main result is used to establish consistency in three
general classes of models: linear-Gaussian state space models, finite state
models, and nonlinear state space models of the vector ARCH type (this
includes the stochastic volatility model and many other models of inter-
est in time series analysis and financial econometrics). Section 4 is devoted
to the proof of our main result. Finally, Section 5 is devoted to the proof
of the fact that geometrically ergodic models satisfy the large deviations
property needed for identifiability. In particular, we prove in Section 5.2
general Azuma–Hoeffding type concentration inequality for V -uniformly er-
godic Markov chains, which is of independent interest.
2. Assumptions and main results.
2.1. Canonical setup and notation. We fix the following spaces through-
out:
• X is a Polish space endowed with its Borel σ-field X .
• Y is a Polish space endowed with its Borel σ-field Y .
• Θ is a compact metric space endowed with its Borel σ-field H.
X is the state space of the hidden Markov process, Y is the state space of the
observations, and Θ is the parameter space of our model. We furthermore
assume that Θ is endowed with a given equivalence relation2 ∼, and denote
the equivalence class of θ ∈Θ as [θ] def= {θ′ ∈Θ: θ′∼ θ}.
Our model is defined as follows: we are given a transition kernel Q :Θ×
X × X → [0,1], a positive σ-finite measure µ on (Y,Y), and a measurable
function g :Θ × X× Y→ R+ such that
∫
gθ(x, y)µ(dy) = 1 for all θ,x. For
each θ ∈Θ, we can define the transition kernel Tθ on (X,Y) as
Tθ[(x, y),C]
def
=
∫
1C(x
′, y′)gθ(x
′, y′)µ(dy′)Qθ(x,dx
′).
2This is meant here in the broad sense, that is, ∼ is a binary relation on Θ indicat-
ing which elements θ ∈Θ should be viewed as “equivalent.” We do not require ∼ to be
transitive.
It should be emphasized that in the setting of this paper, the equivalence relation ∼
is presumed to be given as part of the model specification, rather than being defined in
terms of the model: the statistician may choose up to which equivalence she wishes to
estimate the true parameter generating the observations. One assumption of our main
result [assumption (A6) below] then requires that parameters θ, θ′ that are not equivalent,
denoted θ 6∼ θ′, give rise to observation laws that are distinguishable in a suitable sense.
In many cases, there is a natural equivalence relation which ensures that this is the case;
see Section 2.3 below.
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We will work on the measurable space (Ω,F) where Ω = (X × Y)N, F =
(X ⊗Y)⊗N, and the canonical coordinate process is denoted as (Xk, Yk)k≥0.
For each θ ∈Θ and probability measure ν on (X,X ), we define Pνθ to be the
probability measure on (Ω,F) such that (Xk, Yk)k≥0 is a time homogeneous
Markov process with initial measure Pνθ((X0, Y0) ∈C) =
∫
1C(x, y)gθ(x, y)×
µ(dy)ν(dx) and transition kernel Tθ. Denote as E
ν
θ the expectation with
respect to Pνθ , and denote as P
ν,Y
θ the marginal of the probability measure
Pνθ on (Y
N,Y⊗N).
Throughout the paper, we fix a distinguished element θ⋆ ∈ Θ. We will
always presume that the kernel Qθ⋆ possesses a unique invariant probability
measure πθ⋆ on (X,X ) [this follows from assumption (A1) below]. For ease
of notation, we will write P¯θ⋆, E¯θ⋆ , P¯
Y
θ⋆ instead of P
πθ⋆
θ⋆ ,E
πθ⋆
θ⋆ ,P
πθ⋆ ,Y
θ⋆ . Though
the kernel, Qθ need not be uniquely ergodic for θ 6= θ⋆ in our main result, we
will obtain easily verifiable assumptions in a setting which implies that all
Qθ possess a unique invariant probability measure. When this is the case, we
will denote as πθ this invariant measure and we define P¯θ, E¯θ, P¯
Y
θ as above.
Under the measure Pνθ , the process (Xk, Yk)k≥0 is a hidden Markov model.
The hidden process (Xk)k≥0 is a Markov chain in its own right with initial
measure ν and transition kernel Qθ, while the observations (Yk)k≥0 are con-
ditionally independent given the hidden process with common observation
kernel Gθ(x,dy) = gθ(x, y)µ(dy). In the setting of this paper, we have access
to a single observation path of the process (Yk)k≥0 sampled from the distri-
bution P¯θ⋆ . Thus, θ
⋆ is interpreted as the true parameter value, which is not
known a priori. Our basic problem is to obtain a consistent estimate of θ⋆
(up to equivalence, i.e., we aim to identify the equivalence class [θ⋆] of the
true parameter) on the basis of the observations (Yk)k≥0 only, without access
to the hidden process (Xk)k≥0. This will be accomplished by the maximum
likelihood method.
Define for any positive σ-finite measure ρ on (X,X )
pρ(dxt+1, y
t
s; θ)
def
=
∫
ρ(dxs)
t∏
u=s
gθ(xu, yu)Qθ(xu, dxu+1),
pρ(yts; θ)
def
=
∫
pρ(dxt+1, y
t
s; θ),
with the conventions
∏w
u=v au = 1 if v > w and for any sequence (as)s∈Z
and any integers s≤ t, ats def= (as, . . . , at). For ease of notation, we will write
px(yts; θ)
def
= pδx(yts; θ) for x ∈ X, and we write p¯(yts; θ) def= pπθ(yts; θ). Note that
pρ(dxt+1, y
t
s; θ) is a positive but not necessarily σ-finite measure. However,
if ρ is a probability measure, then pρ(dxt+1, y
t
s; θ) is a finite measure and
pρ(yts; θ)<∞.
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If ν is a probability measure, then pν(yn0 ; θ) is the likelihood of the ob-
servation sequence yn0 under the law P
ν
θ . The maximum likelihood method
forms an estimate of θ⋆ by maximizing θ 7→ pν(yn0 ; θ), and we aim to establish
consistency of this estimator. However, as the state space X is not compact,
it will turn out to be essential to consider also pλ(yn0 ; θ) for a positive σ-finite
measure λ.
We conclude this section with some miscellaneous notation. For any func-
tion f , we denote as |f |∞ its supremum norm [e.g., |gθ|∞ def= sup(x,y)∈X×Y gθ(x,
y)]. As we will frequently integrate with respect to the measure µ, we will
use the abridged notation dy instead of µ(dy), and we write dyts
def
=
∏t
i=s dyi.
For any integer m and θ ∈Θ, we denote by Qmθ the mth iterate of the kernel
Qθ. For any pair of probability measures P,Q and function V ≥ 1, we define
the norm
‖P−Q‖V def= sup
f : |f |≤V
∣∣∣∣
∫
f dP−
∫
f dQ
∣∣∣∣.
Finally, the relative entropy (or Kullback–Leibler divergence) is defined as
KL(P||Q) def=


∫
log(dP/dQ)dP, if P≪Q,
∞, otherwise,
for any pair of probability measures P and Q.
Remark 1. Throughout the paper, we will encounter partial suprema
of measurable functions [e.g., yn0 7→ supθ∈U p¯(yn0 ; θ) for some measurable set
U ∈ H]. As the supremum is taken over an uncountable set, such functions
are not necessarily Borel-measurable. However, as all our state spaces are
Polish, such functions are always guaranteed to be universally measurable
([4], Proposition 7.47). Similarly, a Borel-measurable (approximate) maxi-
mum likelihood estimator need not exist, but the Polish assumption ensures
the existence of universally measurable maximum likelihood estimators ([4],
Proposition 7.50). All probabilities and expectations can therefore be un-
ambiguously extended to such quantities, which we will implicitly assume
to be the case in the sequel.
2.2. The consistency theorem. Our main result establishes consistency
of the MLE under assumptions (A1)–(A6) below, which hold in a large class
of models. Various examples will be treated in Section 3 below.
(A1) The Markov kernel Qθ⋆ is positive Harris recurrent.
(A2) E¯θ⋆ [supx∈X(log gθ⋆(x,Y0))
+]<∞, E¯θ⋆[|log
∫
gθ⋆(x,Y0)πθ⋆(dx)|]<∞.
Assumptions (A1), (A2) ensure the existence of the entropy rate for θ⋆.
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(A3) There is an integer l ≥ 1, a measurable function q :Θ× X× X→ R+,
and a σ-finite measure λ on (X,X ) such that |qθ|∞ <∞ and
Qlθ(x,A) =
∫
1A(x
′)qθ(x,x
′)λ(dx′)
for all θ 6∼ θ⋆, x ∈ X, A ∈ X .
Assumption (A3) states that an iterate of the transition kernel Qθ pos-
sesses a density with respect to a σ-finite measure λ. This property will
allow us to establish the asymptotics of the likelihood of Pνθ in terms of the
improper likelihood pλ(·; θ). The measure λ plays a central role throughout
the paper.
(A4) For every θ 6∼ θ⋆, there is a neighborhood Uθ of θ such that
sup
θ′∈Uθ
|qθ′ |∞ <∞, E¯θ⋆
[
sup
θ′∈Uθ
sup
x∈X
(log gθ′(x,Y0))
+
]
<∞,
and there is an integer rθ such that
E¯θ⋆
[
sup
θ′∈Uθ
(log pλ(Y rθ0 ; θ
′))+
]
<∞.
(A5) For any θ 6∼ θ⋆ and n ≥ rθ, the function θ′ 7→ pλ(Y n0 ; θ′) is upper-
semicontinuous at θ, P¯θ⋆-a.s.
Assumptions (A4) and (A5) are similar in spirit to the classical Wald
conditions in the case of i.i.d. observations. However, an important difference
with the classical case is that (A4) applies to pλ(yrθ0 ; θ), which is not a
probability density (as λ is typically only σ-finite). Assumption (A4) implies
in particular that pλ(yrθ0 ; θ) is P¯θ⋆-a.s. finite. When λ is σ-finite, this requires,
in essence, that the observations contain some information on the range of
values taken by the hidden process.
Finally, the key assumption (A6) below gives identifiability of the model.
In principle, what is needed is that Pλ,Yθ is distinguishable from P¯
Y
θ⋆ in a
suitable sense. However, as λ may be σ-finite, Pλ,Yθ is not well defined. As a
replacement, we will consider the probability measure P˜λθ defined by
P˜λθ (Y
n
0 ∈A) =
∫
1A(y
n
0 )
pλ(yn0 ; θ)
pλ(yrθ0 ; θ)
p¯(yrθ0 ; θ
⋆)dyn0(1)
for all n≥ rθ and A ∈ Y⊗(n+1) (note that the definition of P˜λθ depends im-
plicitly on θ⋆ as well as on θ; the former dependence is suppressed for no-
tational simplicity). Lemma 11 shows that P˜λθ is well defined, provided that
(A4) holds and pλ(Y rθ0 ; θ)> 0 P¯θ⋆-a.s. The law P˜
λ
θ is in essence a normalized
version of Pλ,Yθ , and (A6) should be interpreted in this spirit.
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(A6) For every θ 6∼ θ⋆ such that pλ(Y rθ0 ; θ)> 0 P¯θ⋆-a.s., we have
lim inf
n→∞
P¯θ⋆(Y
n
0 ∈An)> 0, lim sup
n→∞
n−1 log P˜λθ (Y
n
0 ∈An)< 0
for some sequence of sets An ∈ Y⊗(n+1).
Despite that this assumption looks nontrivial, we will obtain sufficient
conditions in Section 2.3 which are satisfied in a large class of models.
Having introduced the necessary assumptions, we now turn to the state-
ment of our main result. Let ℓν,n : θ 7→ log pν(Y n0 ; θ) be the log-likelihood
function associated with the initial probability measure ν and the observa-
tions Y n0 . An approximate maximum likelihood estimator (θˆν,n)n≥0 is defined
as a sequence of (universally) measurable functions θˆν,n of Y
n
0 such that
n−1ℓν,n(θˆν,n)≥ sup
θ∈Θ
n−1ℓν,n(θ)− oa.s.(1),
where oa.s.(1) denotes a stochastic process that converges to zero P¯θ⋆-a.s.
as n → ∞ [if the supremum of ℓν,n is attained, we may choose θˆν,n =
argmaxθ∈Θ ℓν,n(θ)]. The main result of the paper consists in obtaining the
consistency of θˆν,n.
Theorem 1. Assume (A1)–(A6), and let ν be a fixed initial probability
measure. Suppose that one of the following assumptions hold:
1. ν ∼ πθ⋆ ; or
2. gθ⋆(x, y)> 0 for all x, y, and Qθ⋆ is aperiodic; or
3. gθ⋆(x, y)> 0 for all x, y, and ν has mass in each periodic class of Qθ⋆ .
Then θˆν,n
n→∞−→ [θ⋆], P¯θ⋆-a.s.
The proof of this theorem is given in Section 4.
Remark 2. The assumptions 1–3 in Theorem 1 impose different require-
ments on the initial measure ν used for the maximum likelihood procedure.
When the true parameter is aperiodic and has nondegenerate observations,
consistency holds for any choice of ν. On the other hand, in the case of
degenerate observations, it is evident that we cannot expect consistency to
hold in general without imposing an absolute continuity assumption of the
form ν ∼ πθ⋆ . The intermediate case, where the observations are nondegen-
erate but the signal may be periodic, is not entirely obvious. An illuminating
counterexample, which shows that the MLE can be inconsistent for a choice
of ν that does not satisfy the requisite assumption in this case, is given in
Remark 12 below.
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Remark 3. In Theorem 1, we have assumed that the data is generated
by the stationary measure P¯θ⋆ . However, it follows directly from Lemma 7
below that, under the assumptions of Theorem 1, we also have θˆν,n
n→∞−→ [θ⋆]
P
ρ
θ⋆-a.s. for any initial measure ρ that satisfies the same assumptions as ν
in Theorem 1. Hence, the initial measure of the underlying chain is largely
irrelevant, both for the consistency of the estimator and in the definition of
the log-likelihood function ℓν,n(θ) that is used to compute the estimator.
Remark 4. The assumptions of Theorem 1 can be weakened some-
what. For example, the σ-finite measure λ can be allowed to depend on
θ, or one may consider maximum likelihood estimates of the form θˆn =
argmaxθ∈Θ ℓνθ,n(θ) where the initial measure ν used to compute the likeli-
hood depends on θ (the latter does not affect the asymptotics of the MLE,
but may improve finite sample properties in certain cases). Such generaliza-
tions are straightforward and require only minor adjustments in the proofs.
In order not to further complicate our notation, we leave these modifications
to the reader.
Remark 5. As was pointed out to us by a referee, assumptions (A2)
and (A4) depend on the choice of the observation reference measure µ, even
though the maximum likelihood estimator itself is independent of the choice
of reference measure. It is therefore possible that the assumptions of Theo-
rem 1 are not satisfied for a given reference measure µ, but that consistency
of the MLE can be established nonetheless by making a suitable change of
reference measure.
2.3. Geometric ergodicity implies identifiability. Most of the assump-
tions of Theorem 1 can be verified in a straightforward manner. The ex-
ception is the identifiability assumption (A6), which appears to be nontriv-
ial. Nonetheless, we will show that this assumption holds in a large class of
models: it is already sufficient (beside a mild technical assumption) that the
transition kernel Qθ is geometrically ergodic, a property that holds in many
applications. Moreover, there is a well-established theory of geometric ergod-
icity for Markov chains [27] which provides a powerful set of tools to verify
this assumption. Consequently, our main theorem is directly applicable in
many cases of practical interest.
Remark 6. Before we state a precise result, it is illuminating to un-
derstand the basic idea behind the proof of assumption (A6). Assume that
Qθ is ergodic and that P¯
Y
θ 6= P¯Yθ⋆ . Then there is an s <∞ and a bounded
function h :Ys+1→R such that E¯θ[h(Y s0 )] = 0 and E¯θ⋆ [h(Y s0 )] = 1. Define
An =
{
yn1 :
1
n− s
n−s∑
i=1
h(yi+si )>
1
2
}
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for n > s. By the ergodic theorem, P¯Yθ⋆(An)→ 1 and P˜λθ (An)→ 0 as n→∞.
To prove (A6), one must show that the convergence P˜λθ (An)→ 0 happens at
an exponential rate, that is, one must establish a type of large deviations
property. Therefore, the key thing to prove is that geometrically ergodic
Markov chains possess such a large deviations property. This will be done
in Section 5.
Let us begin by recalling the appropriate notion of geometric ergodicity
(the definition of the norm ‖ · ‖V was given in Section 2.1 above).
Definition 1. Let Vθ :X→ [1,∞) be given. The transition kernel Qθ is
called Vθ-uniformly ergodic if it possesses an invariant probability measure
πθ and
‖Qmθ (x, ·)− πθ‖Vθ ≤Rθα−mθ Vθ(x) for every x ∈ X,m ∈N,
for some constants Rθ <∞ and αθ > 1.
For equivalent definitions and extensive discussion, see [27], Chapter 16.
We can now formulate a practical sufficient condition for assumption (A6).
(A6′) For every θ 6∼ θ⋆ such that pλ(Y rθ0 ; θ)> 0 P¯θ⋆-a.s., there exists a func-
tion Vθ ≥ 1 such that Qθ is Vθ-uniformly ergodic, P¯Yθ 6= P¯Yθ⋆ , and
P¯θ⋆
(∫
Vθ(xrθ+1)p
λ(dxrθ+1, Y
rθ
0 ; θ)<∞
)
> 0.(2)
Note, in particular, that (2) holds if (A4) holds and |Vθ|∞ <∞ [in this case,
(A6′) implies that the transition kernel Qθ is uniformly ergodic]. In the set-
ting where (A6′) holds, it is most natural to consider the equivalence relation
∼ defined by setting θ ∼ θ′ if and only if P¯Yθ = P¯Yθ′ (i.e., two parameters are
equivalent precisely when they give rise to the same stationary observation
laws).
Theorem 2. Assume (A1), (A4) and (A6′). Then (A6) holds.
The proof of this theorem is given in Section 5.1.
A different sufficient condition for assumption (A6), which does not rely
on geometric ergodicity of the underlying model, is the following assumption
(A6′′). We will use this assumption in Section 3.2 to show that when X is
finite set, the identifiability assumption holds even for nonergodic signals.
(A6′′) For every θ 6∼ θ⋆ and initial probability measure ν, we have
lim inf
n→∞
P¯θ⋆(Y
n
0 ∈An)> 0, lim sup
n→∞
n−1 logPνθ(Y
n
0 ∈An)< 0
for some sequence of sets An ∈ Y⊗(n+1).
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Proposition 3. Assume (A4) and (A6′′). Then (A6) holds.
The proof of this proposition is given in Section 5.1.
3. Examples. In this section, we develop three classes of examples. In
Section 3.1 we consider linear Gaussian state space models. In Section 3.2,
we consider the classic case where the signal state space is a finite set. Finally,
in Section 3.3, we develop a general class of nonlinear state space models.
In all these examples, we will find that the assumptions of Theorem 1 are
satisfied in a rather general setting.
3.1. Gaussian linear state space models. Gaussian linear state space mod-
els form an important class of HMM. In this setting, let X=Rd and Y =Rp
for some integers d, p, and let Θ be a compact parameter space. The transi-
tion kernel Tθ of the model is specified by the state space dynamics
Xk+1 =AθXk +RθUk,(3)
Yk =BθXk + SθVk,(4)
where {(Uk, Vk)}k≥0 is an i.i.d. sequence of Gaussian vectors with zero mean
and identity covariance matrix, independent ofX0. Here Uk is q-dimensional,
Vk is p-dimensional, and the matrices Aθ,Rθ,Bθ, Sθ have the appropriate
dimensions.
For each θ ∈Θ and any integer r ≥ 1, define
Oθ,r def=


Bθ
BθAθ
BθA
2
θ
...
BθA
r−1
θ

 and Cθ,r
def
= [RθAθRθ · · ·Ar−1θ Rθ ] .
It is assumed in the sequel that for any θ ∈Θ, the following hold:
(L1) The pair [Aθ,Bθ] is observable and the pair [Aθ,Rθ] is controllable,
that is, the observability matrix Oθ,d and controllability matrix Cθ,d are full
rank.
(L2) The state transition matrix Aθ is discrete-time Hurwitz, that is, its
eigenvalues all lie in the open unit disc in C.
(L3) The measurement noise covariance matrix Sθ is full rank.
(L4) The functions θ 7→ Aθ, θ 7→ Rθ, θ 7→ Bθ and θ 7→ Sθ are continuous
on Θ.
We show below that the Markov kernel Qθ is ergodic for every θ ∈ Θ. We
can therefore define without ambiguity the equivalence relation ∼ on Θ as
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follows: θ ∼ θ′ iff P¯Yθ = P¯Yθ′ . We now proceed to verify the assumptions of
Theorem 1.
The fact that Aθ is Hurwitz guarantees that the state equation is stable.
Together with the controllability assumption, this implies that Qθ is Vθ-
uniformly ergodic with Vθ(x) ≍ |x|2 as |x| →∞ ([15], pages 929 and 930).
In particular, Qθ⋆ is Vθ⋆ -uniformly ergodic, which implies (A1).
By the assumption that Sθ is full rank, and choosing the reference measure
µ to be the Lebesgue measure on Y, we find that gθ(x, y) is a Gaussian den-
sity for each x ∈ X with covariance matrix SθSTθ . We therefore have |gθ⋆ |∞ =
(2π)−p/2 det−1/2(Sθ⋆S
T
θ⋆)<∞, so that E¯θ⋆[supx∈X(log gθ⋆(x,Y0))+]<∞. On
the other hand, as the stationary distribution πθ is Gaussian, the function
y 7→ ∫ gθ⋆(x, y)πθ⋆(dx) is a Gaussian density with respect to µ. Therefore, is
easily seen that E¯θ⋆ [|log
∫
gθ⋆(x,Y0)πθ⋆(dx)|]<∞, and we have established
(A2).
The dimension q of the state noise vector Uk is in many situations smaller
than the dimension d of the state vector Xk and hence RθR
T
θ may be rank
deficient. However, note that Qdθ(x,dx
′) is a Gaussian distribution with co-
variance matrix Cθ,dCTθ,d for each x ∈ X. Therefore, the controllability of the
pair [Aθ,Rθ] nonetheless guarantees that Q
d
θ(x,dx
′) has a density with re-
spect to the Lebesgue measure λ on X. Thus, (A3) is satisfied with l= d.
To proceed, we obtain an explicit expression for pλ(yr0; θ).
Lemma 4. For r ≥ d, we have
pλ(yr−10 ; θ) = (2π)
(d−pr)/2 det−1/2(OTθ,rΓ−1θ,rOθ,r)det−1/2(Γθ,r)
(5)
× exp(−12yTr Hθ,ryr).
Here we defined the matrix Γθ,r
def
= Hθ,rHTθ,r + Sθ,rSTθ,r with
Hθ,r def=


0 0 · · · 0
BθRθ 0 0
BθAθRθ BθRθ · · · 0
...
...
. . .
...
BθA
r−2
θ Rθ BθA
r−3
θ Rθ · · · BθRθ


and where Sθ,r is the pr×pr block diagonal matrix with diagonal blocks equal
to Sθ, yr = [y0, . . . , yr−1]
T , and Hθ,r is the matrix defined by
Hθ,r
def
= Γ−1θ,r − Γ−1θ,rOθ,r(OTθ,rΓ−1θ,rOθ,r)−1OTθ,rΓ−1θ,r.
Proof. Define the vectorsYr = [Y
T
0 , . . . , Y
T
r−1]
T ,Ur−1 = [U
T
0 , . . . ,U
T
r−2]
T
and Vr = [V
T
0 , . . . , V
T
r−1]
T . It follows from elementary algebra that
Yr =Oθ,rX0 +Hθ,rUr−1 + Sθ,rVr
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for any integer r ≥ 1. Note that, as Ur−1 and Vr are independent, the
covariance matrix of the vector Hθ,rUr−1+Sθ,rVr is given by Γθ,r. It follows
that
px(yr−10 ; θ) = (2π)
−pr/2 det−1/2(Γθ,r) exp(−12(yr −Oθ,rx)TΓ−1θ,r(yr −Oθ,rx)),
where we have used that Γθ,r is positive definite (this follows directly from
the assumption that Sθ is full rank). Now let Π˜θ,r
def
= O˜θ,r(O˜Tθ,rO˜θ,r)−1O˜Tθ,r
be the orthogonal projector on the range of O˜θ,r def= Γ−1/2θ,r Oθ,r (Π˜θ,r is well
defined for r≥ d as the pair [Aθ,Bθ] is observable, so that O˜θ,r is full rank).
Clearly,
(yr −Oθ,rx)TΓ−1θ,r(yr −Oθ,rx) = ‖Π˜θ,rΓ−1/2θ,r yr − Γ−1/2θ,r Oθ,rx‖2
+ ‖(1− Π˜θ,r)Γ−1/2θ,r yr‖2.
The result now follows from∫
exp
(
−1
2
‖Π˜θ,rΓ−1/2θ,r yr−Γ−1/2θ,r Oθ,rx‖2
)
dx= (2π)d/2 det−1/2(OTθ,rΓ−1θ,rOθ,r)
(which is immediately seen to be finite due to the fact that O˜θ,r has full
rank), and from the identity Hθ,r =Γ
−1/2
θ,r (1− Π˜θ,r)Γ
−1/2
θ,r . 
Remark 7. As is evident from the proof, the observability assumption
is key in order to guarantee that pλ(yr−10 ; θ) is finite (albeit only for r suffi-
ciently large). Intuitively, observability guarantees that we can estimate X0
from Y d−10 “in every direction,” so that the likelihood p
x(yr−10 ; θ) becomes
small as |x| →∞. This is needed in order to ensure that px(yr−10 ; θ) is inte-
grable with respect to the σ-finite measure λ. It should also be noted that
for any r ≥ d the matrix Hθ,r is rank-deficient, showing that (5) is not the
density of a finite measure.
Now note that, by our assumptions, the functions θ 7→ det−1/2(OTθ,dΓ−1θ,dOθ,d),
θ 7→ det−1/2(Γθ,d), and θ 7→Hθ,r are continuous on Θ for any r ≥ d. Thus,
θ 7→ pλ(yr−10 ; θ) is continuous for every r≥ d, and it is easily established that
E¯θ⋆ [supθ′∈Uθ (log p
λ(Y rθ0 ; θ
′))+]<∞ if we choose rθ = d− 1 and a sufficiently
small neighborhood Uθ. Moreover, note that |gθ|∞ = (2π)−p/2 det−1/2(SθSTθ )
and |qθ|∞ = (2π)−d/2 det−1/2(Cθ,dCTθ,d). Therefore, by the continuity of Sθ
and Cθ,d, we have supθ′∈Uθ |qθ′ |∞ <∞ and E¯θ⋆ [supθ′∈Uθ supx∈X(log gθ′(x,Y0))+]<∞ for a sufficiently small neighborhood Uθ. Thus, we have verified (A4) and
(A5).
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It remains to establish assumption (A6). We established above that Qθ is
Vθ-uniformly ergodic with Vθ(x)≍ |x|2 as |x| →∞. Moreover, θ 6∼ θ⋆ implies
P¯Yθ 6= P¯Yθ⋆ by definition. Therefore, (A6′) would be established if∫
|xd|2pλ(dxd, Y d−10 ; θ)<∞, P¯θ⋆-a.s.
But note that∫
pλ(dxd, Y
d−1
0 ; θ) = p
λ(Y d−10 ; θ)<∞, P¯θ⋆-a.s.,
so that pλ(dxd, Y
d−1
0 ; θ) is a finite measure. Moreover, as (Y
d−1
0 ,Xd) =MX0+
ξ for a matrixM and a Gaussian vector ξ, it is easily seen that pλ(dxd, Y
d−1
0 ; θ)
must be a random Gaussian measure. As Gaussian measures have finite mo-
ments, we have established (A6′). Therefore, (A6) follows from Theorem
2.
Having verified (A1)–(A6), we can apply Theorem 1. As gθ⋆(x, y)> 0 for
all x, y, and as Qθ⋆ is Vθ⋆ -uniformly ergodic (hence certainly aperiodic), we
find that the MLE is consistent for any initial measure ν.
3.2. Finite state models. One of the most widely used classes of HMM
is obtained when the signal is a finite state Markov chain. In this setting,
let X = {1, . . . , d} for some integer d, let Y be any Polish space, and let Θ
be a compact metric space. For each parameter θ ∈Θ, the signal transition
kernel Qθ is determined by the corresponding transition probability matrix
Qθ, while the observation density gθ is given as in the general setting of this
paper.
It is assumed in the sequel that:
(F1) The stochastic matrix Qθ⋆ is irreducible.
(F2) E¯θ⋆[|log gθ⋆(x,Y0)|]<∞ for every x ∈ X.
(F3) For every θ ∈Θ, there is a neighborhood Uθ of θ such that
E¯θ⋆
[
sup
θ′∈Uθ
(log gθ′(x,Y0))
+
]
<∞ for all x ∈ X.
(F4) θ 7→ Qθ and θ 7→ gθ(x, y) are continuous for any x ∈ X, y ∈ Y.
Following [23], we introduce the equivalence relation on Θ as follows: we
write θ ∼ θ′ iff there exist invariant distributions π,π′ for Qθ,Qθ′ , respec-
tively, such that Pπ,Yθ = P
π′,Y
θ′ . In words, two parameters are equivalent when-
ever they give rise to the same stationary observation laws for some choice
of invariant measures for the underlying signal process. The latter statement
is not vacuous as we have not required that Qθ is ergodic for θ 6= θ⋆, that is,
there may be multiple invariant measures for Qθ. The possibility that Qθ is
not aperiodic or even ergodic is the chief complication in this example, as
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the easily verified V -uniform ergodicity assumption (A6′) need not hold. We
will show nonetheless that assumption (A6′′) is satisfied, so that Theorem 1
can be applied.
Lemma 5. Let C ⊆ X be an ergodic class of Qθ, and denote by πC the
unique Qθ-invariant measure supported in C. Fix s≥ 0, and let f :Ys+1→R
be such that |f |∞ <∞. Then there exists a constant K such that
Pνθ
(∣∣∣∣∣
n∑
i=1
{f(Y i+si )− PπCθ [f(Y s0 )]}
∣∣∣∣∣≥ t
)
≤K exp
[
− t
2
Kn
]
for any probability measure ν supported in C and any t > 0, n≥ 1.
Proof. The proof is identical to that of Theorem 14, provided we re-
place the application of Theorem 17 by a trivial modification of the result
of [16]. 
Remark 8. As stated, the result of [16] would require that the restric-
tion of Qθ to C is aperiodic. However, aperiodicity is only used in the proof
to ensure the existence of a solution to the Poisson equation, and it is well
known that the latter holds also in the periodic case. Therefore, a trivial
modification of the proof in [16] allows us to apply the result without addi-
tional assumptions.
Lemma 6. In the present setting, assumption (A6′′) holds.
Proof. Let θ 6∼ θ⋆. We can partition X = E1 ∪ · · · ∪ Ep ∪ T into the
p ≤ d ergodic classes E1, . . . ,Ep and the set of transient states T of the
stochastic matrix Qθ . Denote as πiθ the unique invariant measure of Qθ
that is supported in Ei. Then we can find an integer s ≥ 1 and bounded
function h :Ys+1→ R such that Eπ
i
θ
θ [h(Y
s
0 )]≤ 0 for all i= 1, . . . , p and such
that E¯θ⋆ [h(Y
s
0 )] = 1.
Define for n > 2s the set An ∈ Y⊗(n+1) as
An
def
=
{
yn0 ∈ Yn+1 :
1
⌊n/2⌋ − s
n−s∑
i=⌈n/2⌉+1
h(yi+si )≥
1
2
}
.
As Y∞0 is stationary and ergodic under P¯θ⋆ (because Qθ⋆ is irreducible), we
have
lim
n→∞
P¯θ⋆(Y
n
0 ∈An) = limn→∞ P¯θ⋆
[
1
⌊n/2⌋ − s
⌊n/2⌋−s∑
i=1
h(Y i+si )≥
1
2
]
= 1
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by Birkhoff’s ergodic theorem. On the other hand, for any initial probability
measure ν, we can estimate as follows: for some constant K > 0,
Pνθ(Y
n
0 ∈An) = Pνθ(Y n0 ∈An,X⌈n/2⌉ ∈ T )
+
p∑
j=1
Pνθ(Y
n
0 ∈An|X⌈n/2⌉ ∈Ej)Pνθ(X⌈n/2⌉ ∈Ej)
≤ Pνθ(X⌈n/2⌉ ∈ T )
+ max
j=1,...,p
sup
suppµ⊆Ej
P
µ
θ
[
1
⌊n/2⌋ − s
⌊n/2⌋−s∑
i=1
h(Y i+si )≥
1
2
]
≤K exp
[
− n
K
]
.
The latter inequality follows from the fact that the population in the tran-
sient states decays exponentially, while we may apply Lemma 5 to obtain
an exponential bound for every ergodic class Ei. We therefore find that
lim sup
n→∞
n−1 logPνθ(Y
n
0 ∈An)≤−
1
K
< 0,
completing the proof of assumption (A6′′). 
Let us now check the assumptions of Theorem 1. (A1) follows directly
from the assumption that Qθ⋆ is irreducible. To establish (A2), note that
E¯θ⋆
[
sup
x∈X
(log gθ⋆(x,Y0))
+
]
≤
∑
x∈X
E¯θ⋆[|log gθ⋆(x,Y0)|]<∞,
while we can estimate
E¯θ⋆
[∣∣∣∣log
∫
gθ⋆(x,Y0)πθ⋆(dx)
∣∣∣∣
]
≤ E¯θ⋆
[
sup
x∈X
(log gθ⋆(x,Y0))
+
]
+ E¯θ⋆
[
sup
x∈X
(log gθ⋆(x,Y0))
−
]
≤
∑
x∈X
E¯θ⋆[|log gθ⋆(x,Y0)|]<∞.
Assumption (A3) holds trivially for l= 1 and with λ the counting measure
on X [note that |qθ|∞ ≤ 1 for all θ, as qθ(x,x′) is simply the transition
probability from x to x′]. To establish (A4), note that supθ∈Θ |qθ|∞ <∞,
while
E¯θ⋆
[
sup
θ′∈Uθ
sup
x∈X
(log gθ′(x,Y0))
+
]
≤
∑
x∈X
E¯θ⋆
[
sup
θ′∈Uθ
(log gθ′(x,Y0))
+
]
<∞
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by our assumptions. Moreover, as
E¯θ⋆
[
sup
θ′∈Uθ
(log pλ(Y 00 ; θ
′))+
]
≤ E¯θ⋆
[
sup
θ′∈Uθ
sup
x∈X
(log d+ log gθ′(x,Y0))
+
]
<∞,
we have shown that (A4) holds with rθ = 0 for all θ. Next, we note that the
continuity of θ 7→ Qθ and θ 7→ gθ(x, y) yield immediately that θ 7→ pλ(yn0 ; θ)
is a continuous function for every n ≥ 0 and yn0 ∈ Yn+1, establishing (A5).
Finally, Lemma 6 and Proposition 3 establish (A6).
Having verified (A1)–(A6), we can apply Theorem 1. Note that as Qθ⋆ is
irreducible, πθ⋆ charges every point of X. Therefore, by Theorem 1, the MLE
is consistent provided that ν charges every point of X (so that ν ∼ πθ⋆).
Remark 9. The result obtained in this section as a special case of The-
orem 1 is almost identical to the result of Leroux [23]. The main difference
in [23] is that there the parameter space Θ may be noncompact, provided
the parametrization of the model vanishes at infinity. This setting reduces
directly to the compact case by compactifying the parameter space Θ, so
that this does not constitute a major generalization from the technical point
of view.
However, it should be noted that one cannot immediately apply Theorem
1 to the compactified model. The problem is that the new parameters “at in-
finity” are typically sub-probabilities rather than true probability measures,
while we have assumed in this paper that every parameter θ ∈Θ corresponds
to a probability measure on the space of observation paths. Theorem 1 can
certainly be generalized to allow for sub-probabilities without significant
technical complications. We have chosen to concentrate on the compact set-
ting, however, in order to keep the notation and results of the paper as clean
as possible.
3.3. Nonlinear state space models. In this section, we consider a class of
nonlinear state space models. Let X= Rd, Y =Rℓ, and let Θ be a compact
metric space. For each θ ∈ Θ, the Markov kernel Qθ of the hidden process
(Xk)k≥0 is defined through the nonlinear recursion
Xk =Gθ(Xk−1) +Σθ(Xk−1)ζk.
Here (ζk)k≥1 is an i.i.d. sequence of d-dimensional random vectors which are
assumed to possess a density ρζ with respect to the Lebesgue measure λ
on Rd, and Gθ :R
d→ Rd, Σθ :Rd→ Rd×d are given (measurable) functions.
The model for the hidden chain (Xk)k≥0 is sometimes known as a vector
ARCH model, and covers many models of interest in time series analysis and
financial econometrics (including the AR model, the ARCH model, threshold
ARCH, etc.). We let the reference measure µ be the Lebesgue measure on
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Rℓ, and define the observed process (Yk)k≥0 by means of a given observation
density gθ(x, y).
For any positive matrix B, denote by λmin(B) its minimal eigenvalue.
For any bounded set A ⊂ Rd×d, define Am def= {A1A2 · · ·Am :Ai ∈ A, i =
1, . . . ,m}. Denote by ρ(A) the joint spectral radius of the set of matrices A,
defined as
ρ(A) def= limsup
m→∞
(
sup
A∈Am
‖A‖
)1/m
.
Here ‖ · ‖ is any matrix norm [it is elementary that ρ(A) does not depend
on the choice of the norm]. We now introduce the basic assumptions of this
section.
(NL1) The random variables ζk have mean zero and identity covariance
matrix. Moreover, ρζ(x)> 0 for all x ∈Rd, and |ρζ |∞ <∞.
(NL2) For each θ ∈ Θ, the function Σθ is bounded on compact sets,
Σθ(x) = o(|x|) as |x| → ∞, and 0 < infθ′∈Uθ infx∈Rd λmin[Σθ′(x)ΣTθ′(x)] for
a sufficiently small neighborhood Uθ of θ.
(NL3) For each θ ∈Θ, the drift function Gθ has the form
Gθ(x) =Aθ(x)x+ hθ(x)
for some measurable functions Aθ :R
d→ Rd×d and hθ :Rd→ Rd. Moreover,
we assume that Gθ is bounded on compact sets, hθ(x) = o(|x|) as |x| →∞,
and that there exists Rθ > 0 such that the set of matrices Aθ def= {Aθ(x) :x ∈
Rd, |x| ≥Rθ} is bounded and ρ(Aθ)< 1.
(NL4) For each θ ∈Θ, there is a neighborhood Uθ of θ such that
E¯θ⋆
[
sup
θ′∈Uθ
sup
x∈X
(log gθ′(x,Y0))
+
]
<∞,
E¯θ⋆
[
sup
θ′∈Uθ
(
log
∫
gθ′(x,Y0)λ(dx)
)+]
<∞.
Moreover, P¯θ⋆(
∫ |x|gθ(x,Y0)λ(dx)<∞)> 0 for each θ ∈Θ, and
E¯θ⋆
[∫
(log gθ⋆(x,Y0))
−πθ⋆(dx)
]
<∞.
(NL5) The functions θ 7→ gθ(x, y), θ 7→Gθ(x), θ 7→ Σθ(x) and x 7→ ρζ(x)
are continuous on Θ for every x, y. Moreover, for each θ ∈ Θ, the function
θ′ 7→ ∫ gθ′(x,Y0)λ(dx) is positive and continuous at θ, P¯θ⋆ -a.s.
Remark 10. We have made no attempt at generality here: for the sake
of example, we have chosen a set of conditions under which the assumptions
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of Theorem 1 are easily verified. Of course, the applicability of Theorem 1
extends far beyond the simple assumptions imposed in this section.
Nonetheless, even the present assumptions already cover a broad class of
nonlinear models. Consider, for example, the stochastic volatility model [17]{
Xk+1 = φθXk + σθζk,
Yk = βθ exp(Xk/2)εk,
(6)
where (ζk, εk) are i.i.d. Gaussian random variables in R
2 with zero mean
and identity covariance matrix, βθ > 0, σθ > 0 and |φθ|< 1 for every θ ∈Θ,
and the functions θ 7→ φθ, θ 7→ σθ and θ 7→ βθ are continuous. Assumptions
(NL1)–(NL3) are readily seen to hold. The observation likelihood gθ is given
by
gθ(x, y) = (2πβ
2
θ )
−1/2 exp[− exp(−x)y2/2β2θ − x/2].
We can compute
sup
x∈X
gθ(x, y) =
1√
2πe
1
|y| ,
∫
gθ(x, y)λ(dx) =
1
|y| .
As the stationary distribution πθ⋆ is Gaussian, it is easily seen that the
law of Y0 under P¯θ⋆ has a bounded density with respect to the Lebesgue
measure µ on Y. As
∫
(log(1/|y|))+µ(dy)<∞, the first equation display of
(NL4) follows. To prove that P¯θ⋆(
∫ |x|gθ(x,Y0)λ(dx) <∞) > 0, it suffices
to note that x 7→ gθ(x, y) has exponentially decaying tails for all |y| > 0.
The remaining part of (NL4) follows easily using that πθ⋆ is Gaussian and
E¯θ⋆(Y
2
0 )<∞. Finally, (NL5) now follows immediately, and we have verified
that the assumptions of this section hold for the stochastic volatility model.
Similar considerations apply in a variety of nonlinear models commonly used
in financial econometrics.
We show below that the Markov kernel Qθ is ergodic for every θ ∈Θ. We
can therefore define without ambiguity the equivalence relation ∼ on Θ as
follows: θ ∼ θ′ iff P¯Yθ = P¯Yθ′ . We now proceed to verify the assumptions of
Theorem 1.
It is shown in [24], Theorem 2, that under conditions (NL1)–(NL3), the
Markov kernel Qθ is V -uniformly ergodic for each θ ∈Θ with V (x) = 1+ |x|.
In particular, assumption (A1) holds. The first part of (A2) follows directly
from (NL4). To prove the second part, we first note that Qθ has a transition
density
qθ(x,x
′) = |det[Σθ(x)]|−1ρζ(Σ−1θ (x){x′ −Gθ(x)})
with respect to the Lebesgue measure λ on X. This evidently gives
|qθ|∞ = sup
x∈X
|det[Σθ(x)]|−1|ρζ |∞ <∞
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by (NL1) and (NL2), which implies in particular that πθ⋆ has a bounded
density with respect to λ. Therefore
E¯θ⋆
[(
log
∫
gθ⋆(x,Y0)πθ⋆(dx)
)+]
≤ |qθ⋆ |∞E¯θ⋆
[(
log
∫
gθ⋆(x,Y0)λ(dx)
)+]
<∞
by (NL4). On the other hand, as x 7→ (logx)− is convex, we have
E¯θ⋆
[(
log
∫
gθ⋆(x,Y0)πθ⋆(dx)
)−]
≤ E¯θ⋆
[∫
(log gθ⋆(x,Y0))
−πθ⋆(dx)
]
<∞
by Jensen’s inequality and (NL4). Therefore, (A2) is established. We have
already shown that Qθ possesses a bounded density, so (A3) holds with l= 1.
Assumption (A4) with rθ = 0 follows directly from (NL4) and (NL1), (NL2).
To establish (A5), let νθ(dx, y)
def
= gθ(x, y)λ(dx)/
∫
gθ(x, y)λ(dx). By (NL5),
νθ(dx,Y0) is a probability measure P¯θ⋆ -a.s., and for every θ ∈ Θ the den-
sity function θ′ 7→ gθ′(x,Y0)/
∫
gθ′(x,Y0)λ(dx) is continuous at θ P¯θ⋆ -a.s. By
Scheffe´’s lemma, this implies that for any θ ∈ Θ, the map θ′ 7→ νθ′(·, Y0) is
continuous at θ P¯θ⋆-a.s. with respect to the total variation norm ‖ · ‖1. Sim-
ilarly, as θ 7→ qθ(x,x′) is continuous by (NL5), the map θ 7→ Qθ(x,dx′) is
continuous with respect to the total variation norm. Now note that we can
write
pλ(Y n0 ; θ) =
(∫
gθ(x,Y0)λ(dx)
)∫
px
′
(Y n1 ; θ)Qθ(x,dx
′)νθ(dx,Y0).
From (NL4), it follows that x 7→ supθ′∈Uθ gθ′(x,Yk) is bounded P¯θ⋆ -a.s. for
every k. Therefore, x 7→ supθ′∈Uθ px(Y n1 ; θ′) is a bounded function P¯θ⋆ -a.s.,
and by dominated convergence the function θ′ 7→ px(Y n1 ; θ′) is continuous at
θ P¯θ⋆ -a.s. for every θ ∈Θ. Therefore, it follows that P¯θ⋆-a.s.∣∣∣∣
∫
px
′
(Y n1 ; θn)Qθn(x,dx
′)νθn(dx,Y0)−
∫
px
′
(Y n1 ; θ)Qθ(x,dx
′)νθ(dx,Y0)
∣∣∣∣
≤
∫
|px′(Y n1 ; θn)− px
′
(Y n1 ; θ)|Qθ(x,dx′)νθ(dx,Y0)
+ sup
θ′∈Uθ
|p·(Y n1 ; θ′)|∞‖νθn(·, Y0)Qθn − νθ(·, Y0)Qθ‖1
n→∞−→ 0
for any sequence (θn)n≥0 ⊂ Uθ, θn → θ. Here we have used the dominated
convergence theorem to conclude convergence of the first term, and the
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continuity in total variation established above for the second term. (A5)
follows.
It remains to establish assumption (A6). We established above that Qθ is
V -uniformly ergodic with V (x) = 1+ |x|. Moreover, θ 6∼ θ⋆ implies P¯Yθ 6= P¯Yθ⋆
by definition. Therefore, (A6′) would be established if
P¯θ⋆
(∫
|x′|Qθ(x,dx′)gθ(x,Y0)λ(dx)<∞
)
> 0.
But as Qθ is V -uniformly ergodic, it follows that QθV ≤ αθV +Kθ for some
positive constants αθ,Kθ ([27], Theorem 16.0.1). Assumption (A6
′) therefore
follows from (NL4), and (A6) follows from Theorem 2.
Having verified (A1)–(A6), we can apply Theorem 1. As gθ⋆(x, y)> 0 for
all x, y, and as Qθ⋆ is V -uniformly ergodic (hence certainly aperiodic), we
find that the MLE is consistent for any initial measure ν.
Remark 11. The assumption in (NL4) that
E¯θ⋆
[∫
(log gθ⋆(x,Y0))
−πθ⋆(dx)
]
<∞
is used to verify the second part of (A2). This condition can be replaced by
the following assumption: there exists a set D ∈X such that:
(i) E¯θ⋆[(log
∫
D gθ⋆(x,Y0)λ(dx))
−]<∞, and
(ii) infx,x′∈D qθ⋆(x,x
′)> 0.
The latter condition is sometimes easier to check.
To see that the result still holds under this modified condition, note that
E¯θ⋆
[(
log
∫
gθ⋆(x,Y0)πθ⋆(dx)
)+]
<∞
follows as above. On the other hand,∫
gθ⋆(x,Y0)πθ⋆(dx)≥
∫
D×D
gθ⋆(x
′, Y0)qθ⋆(x,x
′)πθ⋆(dx)λ(dx
′)
≥ πθ⋆(D) inf
x,x′∈D
qθ⋆(x,x
′)
∫
D
gθ⋆(x,Y0)λ(dx).
It follows from (i) that λ(D) > 0, so that πθ⋆(D) > 0 also (as Qθ⋆ , and
therefore πθ⋆ , has a positive density with respect to λ). It now follows directly
that also E¯θ⋆ [(log
∫
gθ⋆(x,Y0)πθ⋆(dx))
−]<∞, and the claim is established.
4. Proof of Theorem 1. The proof of Theorem 1 consists of three parts.
First, we prove pointwise convergence of the log-likelihood under the true
parameter θ⋆ (Section 4.1). Next, we establish identifiability of every θ 6∼ θ⋆
(Section 4.2). Finally, we put everything together to complete the proof of
consistency (Section 4.3).
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4.1. Pointwise convergence of the normalized log-likelihood under θ⋆. The
goal of this section is to show that our hidden Markov model possesses a
finite entropy rate and that the asymptotic equipartition property holds. We
begin with a simple result, which will be used to reduce to the stationary
case.
Lemma 7. Assume (A1). Then (Yk)k≥0 is ergodic under P¯θ⋆. Moreover,
if one of the assumptions 1–3 of Theorem 1 hold, then Pν,Yθ⋆ ∼ P¯Yθ⋆.
Proof. As Qθ⋆ possesses a unique invariant measure by (A1), the kernel
Tθ⋆ possesses a unique invariant measure also. This implies that the process
(Xk, Yk)k≥0 is ergodic under the stationary measure P¯θ⋆ (as the latter is
trivially an extreme point of the set of stationary measures). Therefore,
(Yk)k≥0 is ergodic also.
If ν ∼ πθ⋆ , it is easily seen that Pν,Yθ⋆ ∼ P¯Yθ⋆ [as dPνθ⋆/dP¯θ⋆ = (dν/dπθ⋆)(X0)].
Otherwise, we argue as follows. Suppose that Qθ⋆ has period d [this is guar-
anteed to hold for some d ∈ N by (A1)]. Then we can partition the signal
state space as X=C1∪· · ·∪Cd∪F , where C1, . . . ,Cd are the periodic classes
and π(F ) = 0 ([27], Section 5.4.3). Note that C1, . . . ,Cd are absorbing sets
for Qdθ⋆ where the restriction of Q
d
θ⋆ to Ci is positive Harris and aperiodic
with the corresponding invariant probability measure πiθ⋆ . Moreover, the
Harris recurrence assumption guarantees that Pxθ⋆(Xn /∈ F eventually) = 1
for all x ∈ X. Therefore, νQndθ⋆ (F ) ↓ 0 and νQndθ⋆ (Ci) ↑ ciν as n→∞. It follows
from the ergodic theorem for aperiodic Harris recurrent Markov chains that
‖νQnθ⋆ − πνθ⋆Qnθ⋆‖1 n→∞−→ , πνθ⋆ def=
d∑
i=1
ciνπ
i
θ⋆ .
Using gθ⋆(x, y) > 0 and [31], Lemma 3.7, this implies that P
ν,Y
θ⋆ ∼ P
πν
θ⋆
,Y
θ⋆ .
But if ν has mass in each periodic class Ci or if d = 1, then c
i
ν > 0 for all
i = 1, . . . , d. Thus, πνθ⋆ ∼ π = 1d
∑d
i=1 π
i
θ⋆ which implies P¯
Y
θ⋆ ∼ P
πν
θ⋆
,Y
θ⋆ ∼ Pν,Yθ⋆ .

We will also need the following lemma.
Lemma 8. Assume (A2). Then E¯θ⋆[|log p¯(Y n0 ; θ⋆)|]<∞ for all n≥ 0.
Proof. We easily obtain the upper bound
E¯θ⋆ [(log p¯(Y
n
0 ; θ
⋆))+]≤ E¯θ⋆
[
n∑
k=0
sup
x∈X
(log gθ⋆(x,Yk))
+
]
<∞.
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On the other hand, we can estimate
E¯θ⋆ [log p¯(Y
n
0 ; θ
⋆)] = E¯θ⋆
[
log
p¯(Y n0 ; θ
⋆)∏n
k=0
∫
gθ⋆(x,Yk)πθ⋆(dx)
]
+ E¯θ⋆
[
n∑
k=0
log
∫
gθ⋆(x,Yk)πθ⋆(dx)
]
≥−(n+ 1)E¯θ⋆
[∣∣∣∣log
∫
gθ⋆(x,Y0)πθ⋆(dx)
∣∣∣∣
]
>−∞,
where we have used that relative entropy is nonnegative. 
The main result of this section follows. After a reduction to the stationary
case by means of the previous lemma, the proof concludes by verifying the
assumptions of the generalized Shannon–Breiman–McMillan theorem [2].
Theorem 9. Assume (A1) and (A2). There exists −∞ < ℓ(θ⋆) <∞
such that
ℓ(θ⋆) = lim
n→∞
E¯θ⋆[n
−1 log p¯(Y n0 ; θ
⋆)],(7)
and such that
ℓ(θ⋆) = lim
n→∞
n−1 log pν(Y n0 ; θ
⋆), P¯θ⋆-a.s.(8)
for any probability measure ν such that one of the assumptions 1–3 of The-
orem 1 is satisfied (in particular, the result holds for ν = πθ⋆).
Proof. Note that Dn
def
= E¯θ⋆ [log p¯(Y
n+1
0 ; θ
⋆)] − E¯θ⋆ [log p¯(Y n0 ; θ⋆)] is a
nondecreasing sequence by [2], page 1292, and Lemma 8. Therefore (7) fol-
lows immediately. As Y∞0 is stationary and ergodic under P¯θ⋆ by (A1), we
can estimate
−∞<D0 ≤ sup
n≥0
Dn = ℓ(θ
⋆)
def
= lim
n→∞
E¯θ⋆[n
−1 log p¯(Y n0 ; θ
⋆)]
≤ E¯θ⋆
[
sup
x∈X
(log gθ⋆(x,Y0))
+
]
<∞,
where we have used (A2). To proceed, we note that the generalized Shannon–
Breiman–McMillan theorem ([2], Theorem 1), implies that (8) holds for ν =
πθ⋆ . Therefore, to prove (8) for arbitrary ν, it suffices to prove the existence
of a random variable Cν satisfying P¯θ⋆(0<C
ν <∞) = 1 and
lim
n→∞
pν(Y n0 ; θ
⋆)
p¯(Y n0 ; θ
⋆)
=Cν , P¯θ⋆-a.s.(9)
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Let P νn
def
= Pνθ⋆(Y
n
0 ∈ ·) and P¯n def= P¯θ⋆(Y n0 ∈ ·). Then pν(Y n0 ; θ⋆)/p¯(Y n0 ; θ⋆) =
dP νn /dP¯n, and we find that (9) holds with 0 < C
ν = dPν,Yθ⋆ /dP¯
Y
θ⋆ <∞ pro-
vided Pν,Yθ⋆ ∼ P¯Yθ⋆ . But the latter was already established in Lemma 7. 
Remark 12. In the case that gθ⋆(x, y) > 0 but Qθ⋆ is periodic, the
assumption in the above theorem that the initial probability measure ν has
mass in each periodic class of Qθ⋆ cannot be eliminated, as the following
example shows. Let X = Y = {1,2}, and let Qθ be the Markov chain with
transition probability matrix Q and invariant measure π (independent of θ)
Q=
(
0 1
1 0
)
, π =
(
1/2
1/2
)
.
Then Qθ is positive (Harris) recurrent with period 2. For each θ ∈ Θ =
[0.5,0.9], define the observation density gθ(x, y) (with respect to the counting
measure)
gθ(x, y) = θ1y=x+ (1− θ)1y 6=x,
and let θ⋆ = 0.7, for example. Then certainly assumptions (A1) and (A2)
are satisfied.
Now consider ν = δ1. Then ν only has mass in one of the two periodic
classes of Qθ⋆ . We can compute the observation likelihood as follows:
log pν(Y 2n0 ; θ) =
n∑
k=0
{1Y2k=1 log θ+ 1Y2k=2 log(1− θ)}
+
n∑
k=1
{1Y2k−1=2 log θ+ 1Y2k−1=1 log(1− θ)}.
A straightforward computation shows that
lim
n→∞
(2n)−1 log pν(Y 2n0 ; θ)
= {θ⋆ log θ+ (1− θ⋆) log(1− θ)}1X0=1
+ {(1− θ⋆) log θ+ θ⋆ log(1− θ)}1X0=2, P¯θ⋆-a.s.
Therefore, limn→∞ n
−1 log pν(Y n0 ; θ
⋆) is not even nonrandom P¯θ⋆-a.s., let
alone equal to ℓ(θ⋆). Thus we see that Theorem 9 does not hold for such ν.
Moreover, we can compute directly in this example that
lim
n→∞
θˆν,n = θ
⋆
1X0=1 +0.51X0=2, P¯θ⋆-a.s.,
so that evidently the maximum likelihood estimator is not consistent when
we choose the initial measure ν. This shows that also in Theorem 1 the as-
sumption that ν has mass in each periodic class of Qθ⋆ cannot be eliminated.
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4.2. Identifiability. In this section, we establish the identifiability of the
parameter θ. The key issue in the proof consists in showing that the relative
entropy rate between p¯(·; θ⋆) and pλ(·; θ) may be zero only if θ⋆ ∼ θ. Our
proof is based on a very simple and intuitive information-theoretic device,
given as Lemma 10 below, which avoids the need for an explicit representa-
tion of the asymptotic contrast function as in previous proofs of identifia-
bility.
Definition 2. For each n, let Pn and Qn be probability measures on a
measurable space (Zn,Zn). Then (Qn) is exponentially separated from (Pn),
denoted as (Qn) ⊣ (Pn), if there exists a sequence (An) of sets An ∈ Zn such
that
lim inf
n→∞
Pn(An)> 0,
lim sup
n→∞
n−1 logQn(An)< 0.
If P and Q are probability measures on (YN,Y⊗N), then we will write Q ⊣ P
if (Qn) ⊣ (Pn) with Qn =Q(Y n0 ∈ ·) and Pn = P(Y n0 ∈ ·).
Lemma 10. If (Qn) ⊣ (Pn), then lim infn→∞ n−1KL(Pn||Qn)> 0.
Proof. A standard property of the relative entropy ([10], Lemma 1.4.3(g)),
states that for any pair of probability measures P,Q and measurable set A
KL(P||Q)≥ P(A) logP(A)− P(A) logQ(A)− 1,
where 0 log 0 = 0 by convention. As x logx≥−e−1, we have
lim inf
n→∞
n−1KL(Pn||Qn)≥
(
lim inf
n→∞
P(An)
)(
− lim sup
n→∞
n−1 logQ(An)
)
.
The result follows directly. 
As a consequence of this result, we obtain positive entropy rates:
P
ν,Y
θ ⊣ P¯Yθ⋆ =⇒ lim infn→∞ E¯θ⋆
[
n−1 log
p¯(Y n0 ; θ
⋆)
pν(Y n0 ; θ)
]
> 0.(10)
This yields identifiability of the asymptotic contrast function in a very simple
and natural manner. It turns out that the exponential separation assumption
P
ν,Y
θ ⊣ P¯Yθ⋆ always holds when the Markov chain Pνθ is V -uniformly ergodic
and ν(V )<∞; this is proved in Section 5 below. This observation allows us
to establish the consistency of the MLE in a large class of models.
There is an additional complication that arises in our proof of consistency.
Rather than (10), the following result turns out to be of crucial importance:
lim inf
n→∞
E¯θ⋆
[
n−1 log
p¯(Y n0 ; θ
⋆)
pλ(Y n0 ; θ)
]
> 0.
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This result seems almost identical to (10). However, note that the probability
measure ν is replaced here by λ, the dominating measure on (X,X ), which
may only be σ-finite [λ(X) =∞]. In this case, a direct application of Lemma
10 is not possible since yn0 7→ pλ(yn0 ; θ) is not a probability density:∫
pλ(yn0 ; θ)dy
n
0 = λ(X) =∞.
Nevertheless, the following lemma allows us to reduce the proof in the case
of an improper initial measure λ to an application of Lemma 10.
Lemma 11. Assume (A4). For θ 6∼ θ⋆ such that pλ(Y rθ0 ; θ)> 0 P¯θ⋆-a.s.,
there exists a probability measure P˜λθ on (Y
N,Y⊗N) such that
P˜λθ (Y
n
0 ∈A) =
∫
1A(y
n
0 )
pλ(yn0 ; θ)
pλ(yrθ0 ; θ)
p¯(yrθ0 ; θ
⋆)dyn0
for all n≥ rθ and A ∈ Y⊗(n+1).
Proof. As
∫
pλ(yn0 ; θ)dy
n
rθ+1
= pλ(yrθ0 ; θ)<∞ P¯θ⋆-a.e. for all n≥ rθ by
Fubini’s theorem and assumption (A4), we can define for n≥ rθ
p˜λ(yn0 , θ)
def
= pλ(yn0 ; θ)
p¯(yrθ0 ; θ
⋆)
pλ(yrθ0 ; θ)
<∞, dyn0 -a.e.(11)
Note that, by construction, {p˜λ(yn0 , θ)dyn0 :n≥ rθ} is a consistent family of
probability measures. By the extension theorem, we may construct a proba-
bility measure P˜λθ on (Y
N,Y⊗N) such that P˜λθ (Y n0 ∈A) =
∫
1A(y
n
0 )p˜
λ(yn0 , θ)dy
n
0 .

Theorem 12. Assume (A2), (A4) and (A6). Then for every θ 6∼ θ⋆
lim inf
n→∞
E¯θ⋆
[
n−1 log
p¯(Y n0 ; θ
⋆)
pλ(Y n0 ; θ)
]
> 0.(12)
Proof. Fix θ 6∼ θ⋆. Let us assume first that P¯θ⋆(pλ(Y rθ0 ; θ) = 0)> 0. As
we have
∫
pλ(yn0 ; θ)dy
n
rθ+1
= pλ(yrθ0 ; θ) by Fubini’s theorem, it must be the
case that P¯θ⋆(p
λ(Y n0 ; θ) = 0)> 0 for all n≥ rθ, so that the expression in (12)
is clearly equal to +∞. Therefore, in this case, the claim holds trivially.
We may therefore assume that pλ(Y rθ0 ; θ)> 0 P¯θ⋆-a.s. Let p˜
λ(yn0 , θ) be as
in the proof of Lemma 11. Note that E¯θ⋆[|log p¯(Y rθ0 ; θ⋆)|]<∞ by Lemma 8,
while E¯θ⋆[(log p
λ(Y rθ0 ; θ))
+]<∞ by assumption (A4). Then we find
lim inf
n→∞
E¯θ⋆
[
n−1 log
p¯(Y n0 ; θ
⋆)
p˜λ(Y n0 ; θ)
]
≤ lim inf
n→∞
E¯θ⋆
[
n−1 log
p¯(Y n0 ; θ
⋆)
pλ(Y n0 ; θ)
]
.
Assumption (A6) gives P˜λθ ⊣ P¯Yθ⋆ . Therefore, (12) follows from Lemma 10.

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4.3. Consistency of the MLE. Proofs of convergence of the MLE
typically require to establish the convergence of the normalized likelihood
n−1 log pν(Y n0 ; θ) P¯θ⋆-a.s. for any parameter θ. The existence of a limit fol-
lows from the Shannon–Breiman–McMillan theorem when θ = θ⋆ (as in
Theorem 9), but is far from clear for other θ. In [23], the convergence of
n−1 log pν(Y n0 ; θ) is established using Kingman’s subadditive ergodic theo-
rem. This approach fails in the present setting, as log pν(Y n0 ; θ) may not be
subadditive even up to a constant.
The approach adopted here is inspired by [23]. We note, however, that it is
not necessary to prove convergence of n−1 log pν(Y n0 ; θ) as long as it is asymp-
totically bounded away from ℓ(θ⋆), the likelihood of the true parameter. It
therefore suffices to bound n−1 log pν(Y n0 ; θ) above by an auxiliary sequence
that is bounded away from ℓ(θ⋆). Here the asymptotics of n−1 log pλ(Y n0 ; θ)
come into play.
Lemma 13. Assume (A1)–(A6). Then, for any θ 6∼ θ⋆, there exists an
integer nθ and ηθ > 0 such that B(θ, ηθ)⊆Uθ and
1
nθ + l
E¯θ⋆
[
sup
θ′∈B(θ,ηθ)
log pλ(Y nθ0 ; θ
′)
]
+
1
nθ + l
sup
θ′∈B(θ,ηθ)
log|qθ′ |∞
+
l− 1
nθ + l
E¯θ⋆
[
sup
θ′∈B(θ,ηθ)
sup
x∈X
(log gθ′(x,Y0))
+
]
< ℓ(θ⋆).
Here B(θ, η)⊆Θ is the ball of radius η > 0 centered at θ ∈Θ.
Proof. By (7) and Theorem 12, lim supnn
−1E¯θ⋆ [log p
λ(Y n0 ; θ)]< ℓ(θ
⋆).
Using (A4), this implies that there exists a (nonrandom) integer nθ > rθ
such that
1
nθ + l
E¯θ⋆[log p
λ(Y nθ0 ; θ)] +
1
nθ + l
sup
θ′∈Uθ
log|qθ′ |∞
(13)
+
l− 1
nθ + l
E¯θ⋆
[
sup
θ′∈Uθ
sup
x∈X
(log gθ′(x,Y0))
+
]
< ℓ(θ⋆).
For any η > 0 such that B(θ, η)⊆ Uθ, we have
sup
θ′∈B(θ,η)
log pλ(Y nθ0 ; θ
′)
≤ sup
θ′∈Uθ
(log pλ(Y rθ0 ; θ
′))+
+
nθ∑
k=rθ+1
sup
θ′∈Uθ
sup
x∈X
(log gθ′(x,Yk))
+,
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where the right-hand side does not depend on η and is integrable. But then
limsup
η↓0
E¯θ⋆
[
sup
θ′∈B(θ,η)
log pλ(Y nθ0 ; θ
′)
]
≤ E¯θ⋆
[
lim sup
η↓0
sup
θ′∈B(θ,η)
log pλ(Y nθ0 ; θ
′)
]
(14)
≤ E¯θ⋆ [log pλ(Y nθ0 ; θ)],
by (A5) and Fatou’s lemma. Together (14) and (13) complete the proof. 
Proof of Theorem 1. Since, by Theorem 9, limn→∞n
−1ℓν,n(θ
⋆) =
ℓ(θ⋆), P¯θ⋆ -a.s., it is sufficient to prove that for any closed set C ⊂ Θ such
that C∩ [θ⋆] =∅
lim sup
n→∞
sup
θ′∈C
n−1ℓν,n(θ
′)< ℓ(θ⋆), P¯θ⋆-a.s.
Now note that {B(θ, ηθ) : θ ∈ C} is a cover of C, where ηθ are defined in
Lemma 13. As Θ is compact, C is also compact and thus admits a finite
subcover {B(θi, ηθi) : θi ∈ C, i= 1, . . . ,N}. It therefore suffices to show that
lim sup
n→∞
sup
θ′∈B(θ,ηθ)∩C
n−1ℓν,n(θ
′)< ℓ(θ⋆), P¯θ⋆-a.s.
for any θ 6∼ θ⋆. Fix θ 6∼ θ⋆ and let ηθ and nθ be as in Lemma 13. Note that
pν(yn0 ; θ
′)≤ pν(ym0 ; θ′)pλ(ynm+l; θ′)g∗θ′(ym+l−1m+1 )|qθ′ |∞,(15)
pλ(ynj ; θ
′)≤ pλ(ymj ; θ′)pλ(ynm+l; θ′)g∗θ′(ym+l−1m+1 )|qθ′ |∞,(16)
for any j ≤m, m+ l≤ n and θ′ 6∼ θ⋆, where g∗θ(yji )
def
=
∏j
ℓ=i supx∈X gθ(x, yℓ).
We can therefore estimate, for all n sufficiently large,
ℓν,n(θ
′)≤ 1
nθ + l
nθ+l∑
r=1
{ℓν,r−1(θ′) + log pλ(Y nl+r−1; θ′) + log(g∗θ′(Y l+r−2r )|qθ′ |∞)}
≤ 1
nθ + l
nθ+l∑
r=1
i(n)−1∑
k=1
{log pλ(Y (nθ+l)k+r−1(nθ+l)(k−1)+l+r−1; θ
′) + log|qθ′ |∞}
+
1
nθ + l
nθ+l∑
r=1
i(n)−1∑
k=1
log g∗θ′(Y
(nθ+l)(k−1)+l+r−2
(nθ+l)(k−1)+r
)
+
1
nθ + l
nθ+l∑
r=1
log(g∗θ′(Y
r−1
0 )g
∗
θ′(Y
n
(nθ+l)(i(n)−1)+r
))
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=
1
nθ + l
(nθ+l)(i(n)−1)∑
r=1
{
log pλ(Y nθ+l+r−1l+r−1 ; θ
′) +
l−2∑
k=0
sup
x∈X
log gθ′(x,Yk+r)
}
+ (i(n)− 1) log|qθ′ |∞ + 1
nθ + l
nθ+l∑
r=1
log g∗θ′(Y
r−1
0 )
+
1
nθ + l
nθ+l∑
r=1
n∑
k=(nθ+l)(i(n)−1)+r
sup
x∈X
log gθ′(x,Yk),
where i(n)
def
= max{m ∈ N :m(nθ + l)≤ n}. Here we have applied (15) with
m= r − 1 in the first inequality, while we have repeatedly applied (16) for
every m= (nθ + l)k + r − 1, k ≤ i(n)− 2 in the second inequality, together
with the simple estimates ℓν,r−1(θ
′)≤ log g∗θ′(Y r−10 ) and
pλ(Y n(nθ+l)(i(n)−2)+l+r−1; θ
′)
≤ pλ(Y (nθ+l)(i(n)−1)+r−1(nθ+l)(i(n)−2)+l+r−1; θ
′)g∗θ′(Y
n
(nθ+l)(i(n)−1)+r
).
We can now estimate, for all n sufficiently large,
sup
θ′∈B(θ,ηθ)∩C
ℓν,n(θ
′)
≤ 1
nθ + l
(nθ+l)(i(n)−1)∑
r=1
sup
θ′∈B(θ,ηθ)∩C
log pλ(Y nθ+l+r−1l+r−1 ; θ
′)
+
l−2∑
k=0
1
nθ + l
(nθ+l)(i(n)−1)∑
r=1
sup
θ′∈B(θ,ηθ)∩C
sup
x∈X
(log gθ′(x,Yk+r))
+
+ (i(n)− 1) sup
θ′∈B(θ,ηθ)∩C
log|qθ′ |∞
+
1
nθ + l
nθ+l∑
r=1
sup
θ′∈B(θ,ηθ)∩C
log g∗θ′(Y
r−1
0 )
+
n∑
k=n−2(nθ+l)+1
sup
θ′∈B(θ,ηθ)∩C
sup
x∈X
(log gθ′(x,Yk))
+,
where we have used that (nθ+ l)(i(n)−1)+ r≥ n−2(nθ+ l)+1 to estimate
the last term. But as i(n)/n→ (nθ + l)−1 as n→∞, we find that
lim sup
n→∞
sup
θ′∈B(θ,ηθ)∩C
n−1ℓν,n(θ
′)≤ 1
nθ + l
E¯θ⋆
[
sup
θ′∈B(θ,ηθ)
log pλ(Y nθ0 ; θ
′)
]
32 DOUC, MOULINES, OLSSON AND VAN HANDEL
+
l− 1
nθ + l
E¯θ⋆
[
sup
θ′∈B(θ,ηθ)
sup
x∈X
(log gθ′(x,Y0))
+
]
+
1
nθ + l
sup
θ′∈B(θ,ηθ)
log|qθ′ |∞
< ℓ(θ⋆)
by (A4), Birkhoff’s ergodic theorem, Lemma 13, and the elementary fact
that limn
1
n
∑n
k=n−r+1 ξk = limn
1
n
∑n
k=1 ξk − limn 1n
∑n−r
k=1 ξk = 0 for any sta-
tionary ergodic sequence (ξk)k≥0 with E(|ξ1|)<∞. This completes the proof.

5. Exponential separation and V -uniform ergodicity. As is explained in
Remark 6, the key step in establishing assumption (A6) is to obtain a type of
large deviations property. The following Azuma–Hoeffding type inequality
provides what is needed in the V -uniformly ergodic case.
Theorem 14. Assume that Qθ is Vθ-uniformly ergodic. Fix s≥ 0, and
let f :Ys+1→R be such that |f |∞ <∞. Then there exists a constant K such
that
Pνθ
(∣∣∣∣∣
n∑
i=1
{f(Y i+si )− E¯θ[f(Y s0 )]}
∣∣∣∣∣≥ t
)
≤Kν(V ) exp
[
− 1
K
(
t2
n
∧ t
)]
for any probability measure ν and any t > 0.
We will first use this result in Section 5.1 to prove Theorem 2. In Sec-
tion 5.2, we will establish a general Azuma–Hoeffding type large deviations
inequality for V -uniformly ergodic Markov chains, which forms the basis
for the proof of Theorem 14. Finally, Section 5.3 completes the proof of
Theorem 14.
5.1. Proof of Theorem 2. We begin by proving that exponential separa-
tion holds under the V -uniform ergodicity assumption.
Proposition 15. Assume (A1) and (A6′). For any θ 6∼ θ⋆ with pλ(Y rθ0 ; θ)>
0 P¯θ⋆-a.s. and probability measure ν such that ν(Vθ) <∞, we have Pν,Yθ ⊣
P¯Yθ⋆ .
Proof. Fix θ 6∼ θ⋆. As P¯Yθ 6= P¯Yθ⋆ by assumption (A6′), there exists an
integer s ≥ 0 and a bounded measurable function h :Ys+1 → R such that
E¯θ[h(Y
s
0 )] = 0 and E¯θ⋆ [h(Y
s
0 )] = 1. Define for n≥ s the set An ∈ Y⊗(n+1) as
An
def
=
{
yn0 ∈ Yn+1 :
∣∣∣∣∣ 1n− s
n−s∑
i=1
h(yi+si )
∣∣∣∣∣≥ 12
}
.
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As Y∞0 is stationary and ergodic under P¯θ⋆ by (A1), Birkhoff’s ergodic
theorem gives P¯Yθ⋆(An)→ 1 as n→∞. On the other hand, Theorem 14 shows
that lim supn→∞n
−1 logPν,Yθ (An)< 0. Thus, we have established P
ν,Y
θ ⊣ P¯Yθ⋆ .

Proposition 15 is not sufficient to establish (A6), however: the problem
is that we are interested in the case where ν is not a probability measure,
but the σ-finite measure λ. What remains is to reduce this problem to an
application of Proposition 15. To this end, we will use the following lemma.
Lemma 16. Assume (A4), and fix θ 6∼ θ⋆ such that pλ(Y rθ0 ; θ)> 0 P¯θ⋆-a.s.
For any B ∈ Y⊗(rθ+1) such that P¯θ⋆(Y rθ0 ∈B)> 0, define the probability mea-
sure
λB,θ(A) = E¯θ⋆
(∫
1A(xrθ+1)
pλ(dxrθ+1, Y
rθ
0 ; θ)
pλ(Y rθ0 ; θ)
∣∣∣Y rθ0 ∈B
)
on (X,X ). Then we have
P˜λθ (Y
rθ
0 ∈B,Y nrθ+1 ∈A) = P¯θ⋆(Y
rθ
0 ∈B)P
λB,θ
θ (Y
n−rθ−1
0 ∈A)
for any set A ∈ Y⊗(n−rθ).
Proof. Note that by assumption (A4), P˜λθ is well defined (as shown
in Lemma 11) and 0 < pλ(Y rθ0 ; θ) <∞ P¯θ⋆-a.s. Moreover, as pλ(yrθ0 ; θ) =∫
pλ(dxrθ+1, y
rθ
0 ; θ), we find that λB,θ is indeed a probability measure on
(X,X ).
Let B ∈ Y⊗(rθ+1) be such that P¯θ⋆(Y rθ0 ∈B)> 0. Then for any n> rθ
P˜λθ (Y
rθ
0 ∈B,Y nrθ+1 ∈A)
=
∫
1A(y
n
rθ+1
)1B(y
rθ
0 )p
λ(yn0 ; θ)
p¯(yrθ0 ; θ
⋆)
pλ(yrθ0 ; θ)
dyn0
= P¯θ⋆(Y
rθ
0 ∈B)
∫ [∫
1A(y
n
rθ+1
)pxrθ+1(ynrθ+1; θ)dy
n
rθ+1
]
λB,θ(dxrθ+1)
= P¯θ⋆(Y
rθ
0 ∈B)P
λB,θ
θ (Y
n−rθ−1
0 ∈A),
where we used pλ(yn0 ; θ) =
∫
pλ(dxm+1, y
m
0 ; θ)p
xm+1(ynm+1; θ) for n>m. 
We can now complete the proof of Theorem 2.
Proof of Theorem 2. Fix θ 6∼ θ⋆ such that pλ(Y rθ0 ; θ) > 0 P¯θ⋆-a.s.,
and define
B =
{
yrθ0 :
∫
Vθ(xrθ+1)
pλ(dxrθ+1, y
rθ
0 ; θ)
pλ(yrθ0 ; θ)
≤K
}
.
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By (A6′), we can choose K sufficiently large so that P¯θ⋆(Y
rθ
0 ∈B)> 0. Con-
sequently λB,θ(Vθ)≤K <∞ by construction. As in the proof of Proposition
15, it follows that there exists a sequence of sets An ∈ Y⊗(n−rθ) such that
lim
n→∞
P¯θ⋆(Y
n−rθ−1
0 ∈An) = 1, lim sup
n→∞
n−1 logP
λB,θ
θ (Y
n−rθ−1
0 ∈An)< 0.
Define the sets
A˜n
def
= {yn0 :yrθ0 ∈B,ynrθ+1 ∈An}.
Using the stationarity of P¯θ⋆ and Lemma 16, it follows that
lim
n→∞
P¯θ⋆(Y
n
0 ∈ A˜n) = P¯θ⋆(Y rθ0 ∈B)> 0, lim sup
n→∞
n−1 log P˜λθ (Y
n
0 ∈ A˜n)< 0.
This establishes (A6). 
Finally, let us prove Proposition 3.
Proof of Proposition 3. Fix θ 6∼ θ⋆ such that pλ(Y rθ0 ; θ)> 0 P¯θ⋆-a.s.,
and let B = Yrθ+1. By (A6′′), there exists a sequence of sets An ∈ Y⊗(n−rθ)
such that
lim inf
n→∞
P¯θ⋆(Y
n−rθ−1
0 ∈An)> 0, lim sup
n→∞
n−1 logP
λB,θ
θ (Y
n−rθ−1
0 ∈An)< 0.
Assumption (A6) now follows easily from the stationarity of P¯θ⋆ and Lemma
16. 
5.2. An Azuma–Hoeffding inequality. This section is somewhat indepen-
dent of the remainder of the paper. We will prove a general Azuma–Hoeffding
type large deviations inequality for V -uniformly ergodic Markov chains, on
which the proof of Theorem 14 will be based (see Section 5.3). The follow-
ing result may be seen as an extension of the Azuma–Hoeffding inequality
obtained in [16] for uniformly ergodic Markov chains, and the proof of our
result is similar to the proof of the Bernstein-type inequality in [1], Theo-
rem 6.
Theorem 17. Let (Xk)k≥0 be a Markov chain in (X,X ) with transition
kernel Q and initial measure η under the probability measure Pη. Assume
that the transition kernel Q is V -uniformly ergodic, and denote by π its
unique invariant measure. Then there exists a constant K such that
Pη
(∣∣∣∣∣
n∑
i=1
{f(Xi)− π(f)}
∣∣∣∣∣≥ t
)
≤Kη(V ) exp
[
− 1
K
(
t2
n|f |2∞
∧ t|f |∞
)]
for any probability measure η, bounded function f :X→R, and t > 0.
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Remark 13. The exponential bound of Theorem 17 has a Bernstein-
type tail, unlike the usual Azuma–Hoeffding bound. However, unlike the
Bernstein inequality, the tail behavior is determined only by |f |∞, and not
by the variance of f . We therefore still refer to this inequality as an Azuma–
Hoeffding bound. It is shown in [1] by means of a counterexample that
V -uniformly ergodic Markov chains do not admit, in general, a Bernstein
bound of the type available for independent random variables (the bound in
[1] depends on the variance at the cost of an extra logarithmic factor, which
precludes its use for our purposes).
Throughout this section, we let (Xk)k≥0 be as in Theorem 17. For sim-
plicity, we work with a generic constant K which may change from line to
line.
Before we turn to the proof of Theorem 17, let us recall some standard
facts from the theory of V -uniformly ergodic Markov chains. It is well known
([27], Chapter 16), that V -uniform ergodicity in the sense of Definition 1
implies (and is essentially equivalent to) the following properties:
Minorization condition. There exist a set C ∈ X , an integer m, a proba-
bility measure ν on (X,X ) and a constant ε > 0 such that
Qm(x,A)≥ εν(A) for all x∈C and all A ∈X .(17)
Foster–Lyapunov drift condition. There exists a measurable function V :X 7→
[1,∞), λ ∈ [0,1), and b <∞, such that supx∈C V (x)<∞ and
QV (x)≤ λV (x) + b1C(x) for all x∈ X.(18)
The set C in the minorization condition is referred to as a (ν,m)-small
set (see [27] for extensive discussion). For future reference, let us note that
1≤ π(V ) = (1− λ)−1π(QV − λV )≤ (1− λ)−1bπ(C)<∞,
which shows that π(V )<∞ and π(C)> 0. Moreover,
επ(C)ν(V )≤ π(QmV ) = π(V )<∞,
so that necessarily ν(V )<∞ also.
The proof of Theorem 17 is based on an embedding of the Markov chain
into a wide sense regenerative process ([20], page 360), known as a splitting
construction. Let us recall how this can be done. We will employ the canon-
ical process Xˇn
def
= (X˜n, dn) on the enlarged measure space (Ωˇ,
≤F), where
Ωˇ = (X × {0,1})N and ≤F is the corresponding Borel σ-field. In words, X˜n
takes values in (X,X ) and dn is a binary random variable. Define the fol-
lowing stopping times:
σ0
def
= inf{n≥ 0 : X˜n ∈C}, σi+1 def= inf{n≥ σi +m : X˜n ∈C}.
36 DOUC, MOULINES, OLSSON AND VAN HANDEL
We now construct a probability measure Pˇη on (Ωˇ, ≤F) with the following
properties (e.g., by means of the Ionescu–Tulcea theorem):
(dn)n≥0 are i.i.d. with Pˇ
η(dn = 1) = ε,
X˜0 is independent from (dn)n≥0 and Pˇ
η(X˜0 ∈ ·) = η,
Pˇη(X˜n+1 ∈ ·|X˜n0 , d∞0 ) =Q(X˜n, ·) on {n < σ0} ∪
⋃
i≥0
{σi +m≤ n < σi+1},
Pˇη(X˜σi+mσi+1 ∈ ·|X˜σi0 , d∞0 ) =


∫
qX˜σi ,x(·)ν(dx), if dσi = 1,∫
qX˜σi ,x(·)R(X˜σi , dx), if dσi = 0.
Here we defined the transition kernel R(x,A)
def
= (1−ε)−1{Qm(x,A)−εν(A)}
for x ∈C, and (using that X is Polish to ensure existence) the regular con-
ditional probability qX0,Xm(A)
def
= Pη(Xm1 ∈A|X0,Xm).
The process (Xˇn)n≥0 is not necessarily Markov. However, it is easily ver-
ified that the law of the process (X˜n)n≥0 under Pˇ
η is the same as the law
of (Xn)n≥0 under P
η, so that our original Markov chain is indeed embed-
ded in this construction. Moreover, at every time σn such that additionally
dσn = 1, we have by construction that X˜σn+m is drawn independently from
the distribution ν, that is, the process regenerates in m steps. Let us define
the regeneration times as
σˇ0
def
= inf{σi +m : i≥ 0, dσi = 1}, σˇn+1 def= inf{σi +m :σi ≥ σˇn, dσi = 1}.
The regenerations will allow us to split the path of the process into one-
dependent blocks, to which we can apply classical large deviations bounds
for independent random variables. We formalize this as the following lemma.
Lemma 18. Define for i≥ 0 the block sums
ξi
def
=
σˇi+1−1∑
k=σˇi
{f(X˜k)− π(f)}.
Then (ξi)i≥0 are identically distributed, one-dependent, and Eˇ
η(ξ0) = 0.
Proof. First, we note that Pˇη(Xˇ
σˇi+1−1
σˇi
∈ ·|Xˇ σˇi−m0 ) = Pˇν(Xˇ σˇ0−10 ∈ ·) for
all i. It follows directly that (ξi)i≥0 are identically distributed and one-
dependent. Moreover, as σˇi is σ{X σˇi−m0 }-measurable, we find that the inter-
regeneration times (σˇi+1 − σˇi)i≥0 are independent. Now note that, by the
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law of large numbers,
Eˇη(ξ0) = lim
n→∞
1
n
n−1∑
i=0
ξi = lim
n→∞
1
n
σˇn−1∑
k=σˇ0
{f(X˜k)− π(f)}
= lim
n→∞
(
1
n
n−1∑
i=0
{σˇi+1 − σˇi}
)(
1
σˇn − σˇ0
σˇn−1∑
k=σˇ0
{f(X˜k)− π(f)}
)
.
But limn→∞
1
n
∑n−1
i=0 {σˇi+1− σˇi}= Eˇη(σˇ1− σˇ0)<∞ by the law of large num-
bers and (19) below, while limn→∞
1
σˇn−σˇ0
∑σˇn−1
k=σˇ0
{f(X˜k)− π(f)}= 0 by the
ergodic theorem for Markov chains. This completes the proof. 
In the proof of Theorem 17, we will need that fact that the inter-regeneration
times σˇ0 and σˇi+1− σˇi possess exponential moments. We presently establish
that this is necessarily the case, adapting the proof of [29], Theorem 2.1.
Proposition 19. There exists a constant K such that
Eˇη[exp(σˇ0/K)]≤Kη(V ) and Eˇη[exp({σˇ1 − σˇ0}/K)]≤K(19)
for every probability measure η.
Proof. We begin by writing
{σˇ0 −m= n}=
⋃
j≥0
{dσ0 , . . . , dσj−1 = 0, dσj = 1, σj = n}.
Using the independence of dσj from d0, . . . , dσj−1 , σj , we have
Pˇη(σˇ0 −m= n) =
∞∑
j=0
ε(1− ε)j Pˇη(σj = n|dσ0 , . . . , dσj−1 = 0).
In particular, we can write
Eˇη(eσˇ0/K) = em/K
∞∑
j=0
ε(1− ε)j Eˇη(eσj/K |dσ0 , . . . , dσj−1 = 0).
Now note that by construction, we have
Eˇη(e{σj−σj−1−m}/K |Xˇσj−10 ) = EˇR(X˜σj−1 ,·)(eσ0/K) on {dσj−1 = 0}.
Define G(K)
def
= supx∈C Eˇ
R(x,·)(eσ0/K). It is now easily established that
Eˇη(eσj/K |dσ0 , . . . , dσj−1 = 0)≤ ejm/KG(K)j Eˇη(eσ0/K).
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We can therefore estimate
Eˇη(eσˇ0/K)≤ εe
m/K Eˇη(eσ0/K)
1− (1− ε)em/KG(K) ,
provided that (1− ε)em/KG(K)< 1.
Now note that it follows from [27], Theorem 15.2.5, that
Eˇx(eσ0/K)≤K{λV (x) + b1C(x)} for all x ∈ X,(20)
provided K is chosen sufficiently large. Therefore, it is easily established
that Eˇη(eσ0/K) ≤ Kη(V ) for K sufficiently large. On the other hand, by
Jensen’s inequality, G(K)≤G(β)β/K for β ≤K. As G(β) <∞ for some β
by (20), we have G(K)→ 1 as K→∞. Thus, (1− ε)em/KG(K)< 1 for K
sufficiently large, and we have proved Eˇη[exp(σˇ0/K)]≤Kη(V ). To complete
the proof, is suffices to note that Eˇη[exp({σˇ1− σˇ0}/K)] = Eˇν [exp(σˇ0/K)] and
ν(V )<∞. 
With these preliminaries out of the way, we now prove Theorem 17.
Proof Theorem 17. Define the sequence (ξℓ)ℓ≥0 as in Lemma 18. We
begin by splitting the sum Sn
def
=
∑n
i=1{f(Xi) − π(f)} into three different
terms:
Sn =
σˇ0∧n−1∑
j=1
{f(Xj)− π(f)}+
i(n)−1∑
k=0
ξk
(21)
+
n∑
j=l(n)∧n
{f(Xj)− π(f)},
where i(n)
def
=
∑∞
k=1 1{σˇk≤n} and l(n)
def
= σˇi(n). Using (19), we have for t > 0
Pˇη
[∣∣∣∣∣
σˇ0∧n−1∑
j=1
{f(Xj)− π(f)}
∣∣∣∣∣≥ t
]
≤ Pˇη[σˇ0 ≥ t/2|f |∞]
(22)
≤ Eˇη[exp(σˇ0/K)] exp
(
− t
2K|f |∞
)
≤Kη(V ) exp
(
− t
2K|f |∞
)
.
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This bounds the first term of (21). To bound the last term of (21), we proceed
as in the proof of [1], Lemma 3. First note that, for any t > 1,
Pˇη[n− l(n)∧ n+ 1≥ t] = Pˇη[l(n)≤ n+1− t]
=
n∑
ℓ=0
Pˇη[σˇℓ ≤ n+1− t, i(n) = ℓ]
=
n∑
ℓ=0
Pˇη[σˇℓ ≤ n+1− t, σˇℓ+1 > n].
Recall that the inter-regeneration time σˇℓ+1− σˇℓ is independent from σˇ0, . . . , σˇℓ,
and (σˇℓ+1 − σˇℓ)ℓ≥0 are identically distributed (see the proof of Lemma 18).
Thus,
Pˇη[σˇℓ ≤ n+1− t, σˇℓ+1 > n] =
⌊n+1−t⌋∑
k=0
Pˇη[σˇℓ = k, σˇℓ+1 − σˇℓ > n− k]
=
⌊n+1−t⌋∑
k=0
Pˇη[σˇℓ = k]Pˇ
η[σˇ1 − σˇ0 > n− k].
But as σˇℓ < σˇℓ+1 for all ℓ≥ 0, we have
∑n
ℓ=0 Pˇ
ηˇ[σˇℓ = k]≤ 1 for all k, so that
Pˇη[n− l(n)∧ n+1≥ t]≤
⌊n+1−t⌋∑
k=0
Pˇη[σˇ1 − σˇ0 > n− k]
≤
∞∑
k=⌈t−1⌉
Pˇη[σˇ1 − σˇ0 ≥ k]
≤ Eˇη[e{σˇ1−σˇ0}/K ]
∞∑
k=⌈t−1⌉
e−k/K
≤
(
Ke1/K
1− e−1/K
)
e−t/K ,
where we have used (19). We therefore find that for t > 2|f |∞
Pˇη
[∣∣∣∣∣
n∑
j=l(n)∧n
{f(Xj)− π(f)}
∣∣∣∣∣≥ t
]
≤ Pˇη[n− l(n)∧ n+1≥ t/2|f |∞]
(23)
≤K exp
(
− t
2K|f |∞
)
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(recall that the constant K changes from line to line). But we may clearly
choose K sufficiently large that Ke−1/K ≥ 1, so that (23) holds for any t > 0.
It remains to bound the middle term in (21). As i(n)≤ n, we can estimate∣∣∣∣∣
i(n)−1∑
k=0
ξk
∣∣∣∣∣≤ max0≤j≤⌊n/2⌋
∣∣∣∣∣
j∑
k=0
ξ2k
∣∣∣∣∣+ max0≤j≤⌊n/2⌋
∣∣∣∣∣
j∑
k=0
ξ2k+1
∣∣∣∣∣.
Both terms on the right-hand side of this expression are identically dis-
tributed. We can therefore estimate using Etemadi’s inequality ([5], Theo-
rem 22.5),
Pˇη
[∣∣∣∣∣
i(n)−1∑
k=0
ξk
∣∣∣∣∣≥ t
]
≤ 8 max
0≤j≤⌊n/2⌋
Pˇη
[∣∣∣∣∣
j∑
k=0
ξ2k
∣∣∣∣∣≥ t/8
]
.
Note that |ξk| ≤ 2|f |∞(σˇk+1 − σˇk), so that using (19)
(2K|f |∞)2Eˇη
(
e|ξk|/2K|f |∞ − 1− |ξk|
2K|f |∞
)
≤ 4K3|f |2∞.
Using Bernstein’s inequality ([30], Lemma 2.2.11), we obtain
Pˇη
[∣∣∣∣∣
j∑
k=0
ξ2k
∣∣∣∣∣≥ t/8
]
≤ 2exp
(
− 1
K
t2
(j + 1)|f |2∞ + t|f |∞
)
.
We can therefore estimate for t > 0
Pˇη
[∣∣∣∣∣
i(n)−1∑
k=0
ξk
∣∣∣∣∣≥ t
]
≤K exp
(
− 1
K
t2
n|f |2∞ + t|f |∞
)
.(24)
The proof is completed by combining (22), (23) and (24). 
5.3. Proof of Theorem 14. Assume without loss of generality that
E¯θ[f(Y
s
0 )] = 0. To prove the result, it suffices to bound each term in the
decomposition
n∑
i=1
f(Y i+si ) =
s∑
j=0
(
n∑
i=1
ξi,j
)
+
n∑
i=1
Eνθ(f(Y
i+s
i )|Xi−10 , Y i−10 ),
where we have defined for any 0≤ j ≤ s and i≥ 1
ξi,j
def
= Eνθ(f(Y
i+s
i )|Xi+j0 , Y i+j0 )− Eνθ(f(Y i+si )|Xi+j−10 , Y i+j−10 ).
By construction, (ξi,j)1≤i≤n are martingale increments for each j, and |ξi,j |∞ ≤
2|f |∞. Therefore, by the Azuma–Hoeffding inequality ([32], page 237), we
have
Pνθ
(∣∣∣∣∣
n∑
i=1
ξi,j
∣∣∣∣∣≥ t
)
≤ 2exp
(
− t
2
8n|f |2∞
)
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for each 0≤ j ≤ s. On the other hand, note that Eνθ(f(Y i+si )|Xi−10 , Y i−10 ) =
F (Xi−1) for all i, where F satisfies πθ(F ) = 0 (as we assumed E¯θ[f(Y
s
0 )] = 0)
and |F |∞ ≤ |f |∞. The result therefore follows by applying Theorem 17.
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