perception this could lead to reputational damage. I argue that the best defence against 23 such outcomes is adoption of open science practices, which help avoid errors and also leads 24 to recognition that mistakes are part of normal science. Indeed, a reputation for scientific 25 integrity can be enhanced by admitting to errors. The second part of the paper focuses on 26 situations where errors are discovered in the work of others; in the case of honest errors, 27 action must be taken to put things right, but this should be done in a collegial way that 28 offers the researcher the opportunity to deal with the problem themselves. Difficulties arise 29 if those who commit errors are unresponsive or reluctant to make changes, when there is 30 disagreement about whether a dataset or analysis is problematic, or where deliberate 31 manipulation of findings or outright fraud is suspected. I offer some guidelines about how to 32 approach such cases. My key message is that for science to progress, we have to accept the 33 inevitability of error. In the long run, scientists will not be judged on whether or not they 34 make mistakes, but on how they respond when those mistakes are detected. 
Examples of researchers who highlighted errors in their own work
Richard Mann, a postdoctoral researcher using statistical methods to study behavioural ecology, had published a paper on behaviour in prawns in PLOS Computational Biology with six co-authors. He shared the prawn dataset with a colleague who was looking for data to test out some ideas on numerical integration. On his blog, Mann (2013) described the moment when the colleague rang him to tell him of a fatal error in his analysis. As stated in the retraction notice: "Where each of 102 experiments should have been downsampled to half the original size for computational efficiency, instead the number of experiments in the data set was repeatedly halved 102 times … results and conclusions were based on only one experimental study, rather than the 102 reported in the paper." The paper was retracted, the analysis redone giving similar findings, and Mann states that, although he had a terrible few months, he did not suffer any long-term stigma.
Pamela Ronald, a professor in plant pathology, became concerned when two of her postdocs could not replicate findings she had published in two high-profile papers on the basis of the immune response in rice. She notified the journal editors and then devoted the next 18 months to try and locate the source of the discrepancy. It turned out that the strains of microbes she had been using were mislabelled, and in 2013 the papers were retracted. The story was covered by Nature News (Gewin, 2015) , who noted that this year Ronald published a paper correctly identifying the source of the immune response. She has changed her lab procedures so that three independent researchers now validate new experimental approaches.
Senior neuroscientist Russ Poldrack wrote computer code to classify a set of brain images into classes based on the task being performed. He had submitted a paper based on this analysis for publication, when a student collaborator told him that after obtaining far lower classification accuracy on the same dataset, he found an error in the code. Poldrack's (2013) I turn now to those unfortunate situations when it is hard to avoid concluding that a 149 researcher is acting in bad faith. A particularly insidious kind of behaviour involves selective 150 citation of the literature, or 'cherry-picking'. Unless an author has specified clear criteria for 151 which studies are included in a review, it can be hard to detect distortion of evidence, 152 unless one is an expert in the area. Worse still are cases where the cited literature is 153 selectively or inaccurately portrayed, giving the impression of a large body of work 154 supporting a given position. This is a standard ploy by those promoting pseudoscientific 155 views (Grimes & Bishop, 2017 ) and needs to be robustly challenged. 156 157
The next step after distortion of research findings is outright invention of fake data. Uncovering fraud is extremely important work, but it is not for the faint-hearted. For a start, 179
an accusation of fraud is serious business and requires rock-solid evidence, which can take 180 hours of careful work to discover. Although one would hope that academic institutions 181 would take seriously an accusation of fraud against a staff member, they can be slow to act; 182 it is, of course, important that they consider the possibility that they are dealing with an 183 unjustified attack by those with vested interests or fixed ideas. These do occur, but malign 184 intent should not be the default assumption, unless there are several 'red flags' of the kind 185 noted by Lewandowsky and Bishop (2016) . Although there are some notable cases of good 186 practice (e.g. Høj, 2013) , there are also many historical instances where institutions closed 187 ranks to protect an eminent researcher (Judson, 2004) . This is short-sighted, as the ultimate 188 reputational damage of being revealed to be supporting a fraudster is far worse than any 189 bad publicity from early disclosure of a problem. But the scientist who is trying to put things 190 right can find it to be a lonely and dispiriting process, as James Heathers (2017) 
