We generalize all known results on rigidity of uniform Roe algebras to the setting of arbitrary uniformly locally finite coarse spaces. For instance, we show that isomorphism between uniform Roe algebras of uniformly locally finite coarse spaces whose uniform Roe algebras contain only compact ghost projections implies that the base spaces are coarsely equivalent. Moreover, if one of the spaces has property A, then the base spaces are bijectively coarsely equivalent. We also provide a characterization for the existence of an embedding onto hereditary subalgebra in terms of the underlying spaces. As an application, we partially answer a question of White and Willett about Cartan subalgebras of uniform Roe algebras.
Introduction
This paper deals with the rigidity problems for uniform Roe algebras associated to uniformly locally finite coarse spaces. Roe algebras, and their uniform versions, provide a bridge between operator algebras and large scale geometry. They were introduced by Roe in [17] ; since then, they were extensively studied because of their connections with geometric group theory, (higher) index theory, and consequently their applications to manifold topology and geometry ( [18] ), and recently with topological phases of matter ( [13] ).
The original motivation for these rigidity problems stems from their connection with the Baum-Connes and Novikov conjectures ( [12, 28] ). In short, the rigidity problems ask what properties of a coarse space X are remembered by the associated uniform Roe algebra. Functoriality of the uniform Roe algebras construction implies that a bijective coarse equivalence between spaces lifts to an isomorphism between the algebras, and that an injective coarse embedding lifts to an embedding into a hereditary C * -subalgebra. Similarly, in case of uniformly locally finite (u.l.f.) spaces, a coarse equivalence lifts to a stable isomorphism between the algebras, and a coarse embedding lifts to an embedding into a hereditary C * -subalgebra of the stabilization. Problem 1.1 (Isomorphism rigidity problem). Let (X, E) and (Y, E ′ ) be uniformly locally finite coarse spaces such that C * u (X, E) and C * u (Y, E ′ ) are isomorphic. Does it follow that (X, E) and (Y, E ′ ) are (bijectively) coarsely equivalent?
Problem 1.2 (Embedding rigidity problem). Let (X, E) and (Y, E ′ ) be uniformly locally finite coarse spaces such that C * u (X, E) is isomorphic to a hereditary subalgebra of C * u (Y, E ′ ). Does it follow that (X, E) (injectively) coarsely embed into (Y, E ′ )?
In case we can prove the existence of a bijective coarse equivalence, or of an injective coarse embedding, we refer to strong rigidity, while if we can only prove that the two spaces are coarsely equivalent (in case of isomorphisms of the uniform Roe algebras), or that X coarsely embeds into Y (in case of embeddings into a hereditary subalgebra), we refer to weak rigidity 1 .
The first partial answer to the isomorphism rigidity problem was given byŠpakula and Willett in [25] , where the authors showed that weak rigidity holds for metric spaces with Yu's property A. In [3] and [4] , it was shown that, again in the case of isomorphism, strong rigidity holds for property A metric spaces, and that weak rigidity holds for metric spaces such that all sparse subspaces yield only compact ghost projections. This technical condition is satisfied by every uniformly locally finite metric space which satisfies the coarse Baum-Connes conjecture with coefficients (see [2, Theorem 5.3] ).
In the context of not necessarily metrizable coarse spaces, the rigidity question remained mostly open. In fact, the only positive results so far assumed the spaces to be small (this means that their coarse structure is generated by 'not too many' subsets, see [3, Definition 4.2] ) or that the isomorphism is absolute under passing to forcing extensions of the set-theoretic universe ( [3, §9] ). We substantially improve the status of this problem by generalizing rigidity phenomena to the general setting of uniformly locally finite coarse spaces. Theorem 1.3. Suppose that (X, E) and (Y, E ′ ) are uniformly locally finite coarse spaces such that Y has property A. The following are equivalent.
1. The spaces (X, E) and (Y, E ′ ) are bijectively coarsely equivalent.
2. There exists an isomorphism C * u (X, E) → C * u (Y, E ′ ) sending ℓ ∞ (X) to ℓ ∞ (Y ). 3. The * -algebras C * u [X, E] and C * u [Y, E ′ ] are isomorphic. 4 . The C * -algebras C * u (X, E) and C * u (Y, E) are isomorphic. The implications (1) ⇒ (2) ⇒ (4) are trivial, and the equivalences (1) ⇔ (2) ⇔ (3) are given by [3, Theorem 8.1] . Those implications do not require property A. The implication (4) ⇒ (1) is our contribution to Theorem 1.3; it is the generalization of [5, Theorem 1.11] to not necessarily metrizable spaces, and its proof requires property A.
Regarding 'weak rigidity', we generalize the findings of [5] and [4] . 1 These should not be confused with the concepts of rigidity and superrigidity, see [26, Remark 4.21] . Theorem 1.4 . Suppose that (X, E) and (Y, E ′ ) are uniformly locally finite coarse spaces such that C * u (X, E) and C * u (Y, E ′ ) have only compact ghost projections. Suppose that C * u (X, E) and C * u (Y, E ′ ) are isomorphic. Then X and Y are coarsely equivalent.
The following simple corollary of Theorem 1.4 answers a question raised by White and Willett in [26, Remark 3.4] in the scenario of property A (see Corollary 6.3 below). Corollary 1.5. Let (X, E) and (Y, E ′ ) be uniformly locally finite coarse spaces such that C * u (X, E) and C * u (Y, E ′ ) have only compact ghost projections, and let λ be a cardinal. Suppose C * u (X, E) is isomorphic to C * u (Y, E ′ ). If E ′ is generated by a set of size λ, so is E. In particular if (Y, E ′ ) is metrizable, so is (X, E).
Recall that two C * -algebras A and B are stably isomorphic if A ⊗ K(H) and B ⊗ K(H) are isomorphic, where K(H) is the ideal of compact operators on the separable, infinite-dimensional Hilbert space H. Theorem 1.6. Suppose that (X, E) and (Y, E ′ ) are uniformly locally finite coarse spaces and assume that for all n ∈ N all ghost projections in both C * u (X, E) ⊗ M n (C) and C * u (Y, E ′ ) ⊗ M n (C) are compact. The following are equivalent.
1. The coarse spaces (X, E) and (Y, E ′ ) are coarsely equivalent.
2. The C * -algebras C * u (X, E) and C * u (Y, E ′ ) are Morita equivalent. 3 . The C * -algebras C * u (X, E) and C * u (Y, E ′ ) are stably isomorphic. The implication (1) ⇒ (2) above is [7, Theorem 4] , and stable isomorphism and Morita equivalence agree for unital C * -algebras (this is both a special case of [8, Theorem 1.2] and our excuse for not defining Morita equivalence), so our contribution is the implication (3) ⇒ (1).
We then turn to the study of coarse embeddings and of Problem 1.2. The following 'strong' and 'weak' rigidity results generalize those proved in [4] for metric spaces. Theorem 1.7. Let (X, E) and (Y, E ′ ) be uniformly locally finite coarse spaces, and suppose that (Y, E ′ ) has property A. The following are equivalent.
. Theorem 1.8. Let (X, E) and (Y, E ′ ) be uniformly locally finite coarse spaces such that C * u (X, E) and C * u (Y, E ′ ) have only compact ghost projections. The following are equivalent.
1. The coarse space (X, E) coarsely embeds into (Y, E ′ ).
The
Some of the most studied coarse structures are the ones associated to the Cayley graph of a finitely generated group. In §2.3 (3), given a discrete (not necessarily finitely generated) group Γ, we define a canonical uniformly locally finite coarse structure E Γ on it. In case Γ is finitely generated, the coarse structure E Γ coincides with the coarse structure associated with the Cayley graph metric on Γ. Generally, (Γ, E Γ ) retains the desirable properties present in the finitely generated case such as the following analogue of [25, Corollary 6.3 ]. 2 (Recall that a group is C * -exact if its reduced group C *algebra is exact. For discrete groups, this is equivalent to C * u (Γ) being nuclear, see [9, Theorem 5.1.6].) Theorem 1.9. Let Γ and Λ be discrete and C * -exact groups. The following are equivalent.
Proof. The equivalence of (2) and (3) is Proposition 2.9(2); it does not use the assumption of C * -exactness. Since C * -exactness implies that all ghost projections are compact, the equivalence of (2) and (1) is Theorem 1.6.
The paper is structured as follows: §2 introduces terminology and notation; in §3 we discuss property A and its equivalent reformulations applicable to general coarse spaces. In §4 we introduce the main technical novelty used in the proofs of our results (see Lemma 4.4) . Moreover, §4 deals with isomorphisms (and embeddings) between uniform Roe algebras which satisfy an extra rigidity condition (see Lemmas 4.6 and 4.7), and in §5 we show that property A (or just having only compact ghost projections in its uniform Roe algebra) implies that this rigidity condition holds. All our main results are proved in §5. In §6 they are applied to answer a question of White and Willett (see Corollary 6.3) about Cartan masas of uniform Roe algebras. We conclude by discussing uniform Roe algebras of nonmetrizable coarse spaces in §6.1.
Preliminaries
We record a few well-known facts about coarse spaces and their associated uniform Roe algebras. Given a set X, P(X) denotes its power set. The following should not be confused with the notion of a coarse topological space from [27, Definition 5.0.1], where the coarse structure is assumed to be countably generated. 2 The authors of [25] also used a result of Whyte, that the coarse equivalence and quasiisometry agree in the category of nonamenable groups. It is not likely that quasi-isometry has an analog in nonmetrizable setting.
2.1.
Coarse spaces and geometry. Given a set X, some E ⊆ P(X × X) is called a coarse structure on X if
A coarse structure (X, E) is connected if it contains all finite subsets of X ×X and (X, E) is uniformly locally finite (u.l.f. from now on) if for all E ∈ E we have that sup
Given sets X and Y , a partial bijection between X and Y is a bijection f : A → B between A ⊆ X and B ⊆ Y . For a proof of the following, see [24, Lemma 2.7(a)] or [3, Proposition 2.4] .
If F ⊆ P(X × X), we write F for the coarse structure generated by F, that is, the smallest coarse structure on X containing F. We say that F generates F . A coarse structure E on X is countably generated if there exists a countable F ⊆ P(X × X) such that E = F .
If the set X is equipped with a metric d, then X has a canonical coarse structure, denoted by E d , which is the coarse structure generated by the sets
A coarse space (X, E) is called metrizable if there exists a metric d on X such that E = E d . In this case, we say that the metric d is compatible with E. Notably, a connected coarse structure E on X is countably generated if and only if E = E d for some compatible metric d by [19, Theorem 2.55 ]. More generally, we say that d :
it is a symmetric function that separates the points of X and satisfies the triangle inequality. Then [19, Theorem 2 .55] gives the following.
Lemma 2.2. The following are equivalent for a coarse space (X, E).
1. E is generated by a [0, ∞]-valued metric.
2. E is countably generated.
3. E has a countable cofinal subset.
Let λ be a cardinal. We say that E is λ-generated if λ is the minimum size of a family F ⊆ E such that E = F . Counter intuitively, if E ⊆ E ′ and E ′ is λ-generated, E need not to be µ-generated for some µ ≤ λ (see Lemma 6.4). Definition 2.3. Let (X, E) and (Y, E ′ ) be coarse spaces and f, h : X → Y be maps.
1
2. The maps f and h are close if
3. If f is coarse and there is a coarse map g : Y → X such that g • f is close to Id X and f • g is close to Id Y , we say that f is a coarse equivalence. In this case (X, E) and (Y, E ′ ) are said to be coarsely equivalent. If the coarse equivalent is a bijection, the spaces are said to be bijectively coarse equivalent.
Equivalently, coarse embeddings can be defined to be maps f : (X, E) → (Y, E ′ ) between coarse spaces which are coarse and expanding, i.e., f is such that, for all E ∈ E ′ ,
The existence of coarse embedding is monotonic with respect to the size of the smallest generating set, as witnessed by the following straightforward lemma whose proof we omit: Lemma 2.4. Let (X, E) and (Y, E ′ ) be u.l.f. coarse spaces, and let λ be a cardinal. Suppose that X coarsely embeds into Y . If E ′ is λ-generated, then E is µ-generated for some µ ≤ λ.
2.2. Uniform Roe algebras. Given a Hilbert space H, we denote the C * -algebra of bounded operators on H by B(H) and its ideal of compact operators by K(H). If X is a set, ℓ 2 (X) denotes the Hilbert space of complexvalued X-indexed families with a distinguished orthonormal basis (δ x ) x∈X . If x, x ′ ∈ X, the operator e xx ′ denotes the unique rank 1 partial isometry sending δ x to δ x ′ . For all operators a ∈ B(ℓ 2 (X)) we have that e yy ae xx = | aδ x , δ y |.
Let (X, E) be a coarse space. Given an operator a ∈ B(ℓ 2 (X)), the support of a is defined as
We say that a ∈ B(ℓ 2 (X)) has E-bounded propagation if supp(a) ∈ E. The subset of all E-bounded operators forms a * -algebra, whose operator norm closure is called the uniform Roe algebra of (X, E), denoted by C * u (X, E). When E is clear from the context, we simply write C * u (X) for C * u (X, E).
Since X is u.l.f., v E is bounded and it belongs to C * u (X). We call v E the partial translation associated to E. We isolate the following for future reference.
Then E is contained in the support of b. Since E is closed by subsets, we are done.
If E ⊆ E ′ are coarse structures on X, we say that E is a reduct of E ′ . We leave the proof of the following to the reader. Proposition 2.6. Let Y ⊆ X be sets, and let E and E ′ be u.l.f. coarse structures on Y and X, respectively. Then E ⊆ E ′ if and only if the identity map induces an inclusion C * u (Y, E) ⊆ C * u (X, E ′ ). Lemma 2.7. Let (X, E) be a coarse space. Then C * u (X, E) = F C * u (X, F), where F ranges over all countably generated reducts of E.
Proof. Only the direct inclusion requires a proof. For a ∈ C * u (X, E) and m ∈ N there is b m ∈ C * u (X) with supp(b m ) ∈ E such that a − b m < 1/m. Hence a belongs to C * u (X, F), where F is the coarse structure generated by {supp(b m ) | m ∈ N}. As a was arbitrary, this completes the proof.
If (X, E) is a connected u.l.f. coarse structure, Lemma 2.7 implies that C * u (X, E) is an inductive limit of a net of uniform Roe algebras associated with metric spaces. In case X is not connected, Lemma 2.7 and Lemma 2.2 together imply that C * u (X, E) is an inductive limit of a net of uniform Roe algebras associated to [0, ∞]-valued metrics on X.
Examples of nonmetrizable coarse spaces. For good measure, we
give few examples of nonmetrizable u.l.f. coarse spaces, after a simple observation. Every connected u.l.f. coarse structure E on an uncountable set X is nonmetrizable. For this, fix a metric d compatible with E, and let x ∈ X. Let X n = {y ∈ X | d(x, y) ≤ n}. As E is connected, X = X n , so there is n such that X n is uncountable. This contradicts the fact that E is u.l.f..
1.
The maximal coarse structure E max . On an infinite set X consider the family of all subsets of X × X whose vertical and horizontal sections have uniformly bounded cardinalities. This is clearly a u.l.f. coarse structure. A diagonalization argument shows that it is not countably generated, even if X is countable. It is also clear that every u.l.f. coarse structure on X is included in this structure. For this reason this structure is denoted E max . 2. In §6.1 we show that there are 2 2 ℵ 0 coarsely inequivalent nonmetrizable coarse substructures of the standard metric structure on N. 3. Suppose that Γ is a discrete group. For a finite S ⊆ Γ, let
Then the family E Γ of all subsets of Γ 2 included in E S for some finite S ⊆ Γ is a coarse structure on Γ. All vertical and all horizontal sections of E S have cardinality at most |S|, and therefore this structure is u.l.f.. If Γ is countable, then E Γ is countably generated and therefore metrizable. Since this space is clearly connected, it is nonmetrizable if Γ is uncountable.
If Γ is finitely generated then E Γ coincides with the coarse structure associated with the Cayley graph metric on Γ. This is because if S generates Γ then the sets E S m , for m ∈ N, are cofinal in E Γ . Proposition 2.8. For any uncountable cardinal κ there exists an uncountable u.l.f. coarse space (X, E) such that X has cardinality κ and for all
Proof. Let Γ be any group of cardinality κ, and let X be (Γ, E Γ ). If Λ is a subgroup of Γ and S ⊆ Γ is finite then clearly E S ∩ (Λ× Λ) = E S∩Λ ∩ (Λ× Λ) and
is a coarse subspace of (Γ, E Γ ). Every countable subspace of Γ is included in a countable subgroup and therefore metrizable. Since Γ is connected and u.l.f., no uncountable subspace is metrizable.
Interesting groups Γ should result in interesting coarse structures E Γ . There is a rich supply of uncountable groups with curious properties (see e.g., [23] , [10] , [15] ).
By a result of Higson and Yu, if Γ is a finitely generated discrete group then the uniform Roe algebra C * u (Γ) is isomorphic to the reduced crossed product ℓ ∞ (Γ) ⋊ r,α Γ associated to the translation action of Γ on ℓ ∞ (Γ) (see e.g., [9, Proposition 5.1.3]) This observation extends to the coarse structure defined in (2.1) above.
Proof. First we need to observe that C * u (Γ) is the C * -subalgebra of B(ℓ 2 (Γ)) generated by ℓ ∞ (Γ) and the unitaries u g , for g ∈ Γ, defined by their action on the basis, u g δ h = δ gh . Each u g has its support included in E {g} , and it therefore suffices to prove that every operator with support included in E S m for some m is equal to a finite sum of the form a = g a g u g , with a g ∈ ℓ ∞ (Γ). If supp(a) ⊆ E S m , then for g ∈ S m let a g = Υ(au * g ) where Υ is the standard conditional expectation of B(ℓ 2 (Γ)) onto ℓ ∞ (Γ). 3 Then clearly a = g∈S m a g u g , as required.
The remaining part of the proof follows the proof in the case when Γ is finitely generated ([9, Proposition 5.1.3]) closely. Let u be the unitary on
2.4. Geometric assumptions. One of the geometric regularity conditions we will assume on the coarse structures of interest is property A. The following is [19, Definition 11.35 ].
Nuclearity is arguably the most studied regularity property of C * -algebras. The following result can be found in [9, Theorem 5.5.7] for metric spaces. However it is not used in its proof, so we state it below for coarse spaces in general.
Theorem 2.11. Let (X, E) be a u.l.f. coarse space. Then (X, E) has property A if and only if C * u (X) is nuclear. The format of property A most convenient for our approach is the socalled 'Operator Norm Localization property' (ONL, see Definition 2.12). Property A and the ONL are equivalent for metric spaces (see [22, Theorem 4.1]). In §3, we will prove that such an equivalence holds for general u.l.f. coarse spaces (see Corollary 3.3). 
A distinguished sort of operators is related to the failure of property A.
The following is [20, Theorem 1.3]. 4 Theorem 2.14. Let (X, E) be a u.l.f. coarse space and assume that E is countably generated. Then (X, E) has property A if and only if all ghost operators in C * u (X) are compact.
The second geometric property we will assume is weaker than property A, and asks that all ghost projections in C * u (X) are compact. This is (apparently) more restrictive than a condition used in [5, 4] (see [5, Definition 1.6]) that we now describe. If (X, d) is a u.l.f. metric space, a sequence {X n } n of nonempty finite subsets of X is said to be sparse if d(X n , X m ) → ∞ as n + m → ∞ and n = m. In the metric u.l.f. setting, sparse subspace are 'everywhere': every sequence of nonempty disjoint finite subsets of the space under consideration has a sparse subsequence. If (X, E) is a u.l.f. coarse structure, it would be natural to call a subspace sparse if for each E ∈ E there was n 0 such that if n, m ≥ n 0 with n = m then E ∩ (X n × X m ) is empty. However, it is not difficult to see that there are no sparse subsequences in (N, E max ) defined in §2.3. For this reason, sparse subspaces will not be further discussed in this paper.
2.5.
Graphs. Since two simple results from graph theory will be used in a critical place in our proofs, we recall the basic definitions. A pair G = (V, E) is an (undirected and simple) graph if V is a set and E ⊆ V × V is such that ∆ V ∩ E = ∅ and E = E −1 . The elements of V comprise the vertices of G and the elements of E comprise the edges of G. Two vertices v and w are adjacent if {v, w} is an edge. The degree of a vertex v, deg(v), is the cardinality of the set {w ∈ V | {v, w} ∈ E}. For n ≥ 1, an n-colouring of the vertices of G is a partition of V into n pieces none of which contains two adjacent vertices. A straightforward argument using the Axiom of Choice
Another well-known graph-theoretic result that we will need is the infinitary version of Hall's Marriage Theorem. It states that if F is an indexed family of finite sets such that every finite F ⊆ F satisfies |F | ≤ | F |, then there exists an injective selector g : F → F (this means that g(A) ∈ A for all A ∈ F and A = B implies g(A) = g(B)). The infinite version is a consequence of the finite Hall's Marriage Theorem and compactness. The proofs of these results can be found in any introductory text on graph theory.
Property A and reflection
The main result of this section is that property A and ONL are equivalent for coarse spaces. Although this was already known ( [21] ), we give an alternative shorter proof relying on a reflection argument quite different from the original. Proposition 3.2 below is an easy application of the standard Löwenheim-Skolem/Blackadar closing-off argument (see [11, §7.3] , [1, §II.8.5]). We introduce some standard terminology, see [11, §7.3] . 5 If E is any uncountable set, a family C of countable subsets of E is a club if it satisfies the following.
The following is an instance of a general definition, see [11, A diagonalization argument shows that the intersection of any two clubs on E is a club (see e.g., [11, Proposition 6.2.9] with κ = ℵ 1 , the least uncountable cardinal). This implies that if two properties of u.l.f. coarse substructures are equivalent for countably generated coarse structures and they both reflect, then they are equivalent for arbitrary coarse spaces. Proof. The proofs of (1) and (2) use a similar closing-off argument. Lemma 2.2 implies that a coarse structure F is countably generated if and only if it has a countable cofinal subset. This subset consists of the uniformities
Fix a u.l.f. coarse space (X, E). For (1), note that Definition 2.10 asserts that for every E ∈ E and m ≥ 1 there exist F (E, m) ∈ E and a function x ∈ X → ξ x ∈ ℓ 2 (X) that does not depend on the coarse structure (apart from F (E, m)). This observation gives the converse implication: If E has arbitrarily large countable structures closed under this operation, then E is closed under this operation as well. Moreover, this association is 'weakly monotonic' in the sense that if E ′ ⊆ E then F (E, m) satisfies the requirements for F (E ′ , m). 6 For the direct implication, we need to show that if (X, E) has property A, then the set C A is cofinal and σ-closed, where
For a countable reduct F of E defineF as follows. Choose a countable cofinal subset F m , for m ∈ N, of F, and letF be the coarse structure generated by F (F m , n), for m ∈ N and n ∈ N. For a countably generated reduct F 0 ⊆ E define F n+1 =F n , for n ≥ 0. Let F ′ be the reduct generated by n F n . It is clearly countably generated. By the weak monotonicity of the operation F → F (E, m), the coarse structure (X, F ′ ) has property A, and therefore
, meaning that (X, F) has property A by Theorem 2.11). To prove (2) note that the association (E, m) → F (E, m) given by Definition 2.12 is weakly monotonic. Therefore the proof is a closing-off argument as in the proof of (1). The converse implication is again straightforward.
For (3), note that Lemma 2.7 implies that there exists a noncompact ghost in C * u (X, E) if and only if there exists a noncompact ghost in C * u (X, F) for some countably generated reduct F of E.
The conclusion of the following corollary is a combination of known results and the equivalence (1) ⇔ (2) announced in [21] .
Every countably generated reduct of (X, E) has property A. 6 . Every countably generated reduct of (X, E) has ONL. 7. For every countably generated reduct (X, F) of (X, E), all ghost oper-
Proof. (1) and (4) are equivalent by [9, Theorem 5.5.7] (see the paragraph preceding Theorem 2.11). If E is countably generated, then (1) and (2) are equivalent by [22, Theorem 5.1], and (1) and (4) are equivalent by [20] (see the paragraph preceding Theorem 2.14). By Proposition 3.2, each of (1), (2) , and (3) reflects to countably generated reducts, and (1)-(4) are therefore equivalent.
By Proposition 3.2(3), (7) implies (3). On the other hand, the property 'all ghost operators in C * u (X, E) are compact' is preserved by taking reducts, by Proposition 2.6, hence (3) implies (7) , and so the two are equivalent.
Since (1)-(4) are equivalent in the case when E is countably generated, (5)-(8) are equivalent to the first four items as well.
Remark 3.4. We have proved that the closing-off arguments used in the proof of Proposition 3.2 were not needed. This is because by Corollary 3.3 (7) all relevant properties reflect to all countably generated reducts.
The 'rigid' embedding scenario
In this section, we obtain coarse embeddability under the assumption that the embedding C * u (X) → C * u (Y ) onto a hereditary subalgebra satisfies a rigidity condition (see Lemmas 4.6 and 4.7). In the following section we present geometric properties which guarantee that such rigidity condition holds. We emphasize that Lemma 4.4 contains the main ideas which allow generalization of the existing rigidity proofs to the not necessarily metrizable case.
As in [25] , we start by stating a lemma giving us a better grasp on the structure of an isomorphism (or embedding) Φ :
The following is precisely [4, Lemma 6.1], but see also [25, Lemma 3 .1] (once again we warn the reader that although metrizability is present in the statement of [4, Lemma 6.1], metrizability is not used in its proof). 
. The following will be our standing assumption throughout §4 and §5. 
for all a ∈ C * u (X) and all b ∈ C * u (Y ). These equalities will be used throughout these notes with no further mention. We will write Y x,δ for Y x,δ,Φ and X y,δ for X y,δ,Ψ when Φ and Ψ are clear from the context.
Proof of Lemma 4.3. The first statement follows from the comments preceding the statement of this lemma. For x ∈ X and y ∈ Y x,δ we have Φ(e xx )δ y ≥ Φ(e xx )e yy Φ(1) ≥ δ, and therefore sup x∈X |Y x,δ | ≤ δ −2 . An analogous argument shows that sup y∈Y |X y,δ | ≤ δ −2 .
All the known proofs of (strong or weak) rigidity, starting with [25] , proceed by analysis of the sets Y x,δ , along the following three steps. 7 1. One finds δ > 0 such that Y x,δ and X y,δ are nonempty for all x ∈ X and y ∈ Y . 2. One proves that the sets x∈X Y x,δ × Y x,δ and y∈Y X y,δ × X y,δ are entourages (in Y and X respectively) for all δ > 0. (The metric version of this is [26, Lemma 6.7]). 3. One uses (2) to show that, fixing δ > 0 satisfying (1) , any function f : X → Y such that f (x) ∈ Y x,δ for all x ∈ X is coarse and expanding. A proof of (1) typically uses a geometric assumption, such as the absence of noncompact ghost projections, or 'rigidity' of the map Φ (see e.g., [3, §4] ). In the metrizable case, the proofs of (2) and (3) are obtained via a diagonalization argument, taking advantage of the fact that the coarse structure is countably generated. Our approach follows the steps (1)-(3), but the absence of metrizability makes the proofs of (2) and (3) more difficult. We isolate a technical condition that guarantees the success of (2) and (3). (Later, in §5, we will show how this technical condition follows from geometric assumptions on X and Y .) 
ℓ=0 Y ℓ such that for all i, j, and ℓ the following holds. 7 A similar approach is used when dealing with strong or weak rigidity for embeddings from the existence of C * -embeddings onto hereditary subalgebras. Proof. We will use the fact that a graph in which the degrees of vertices are uniformly bounded is finitely chromatic ( §2.5). Let
x ∈ X y,δ } and the right-hand side has cardinality at most n 2 . Therefore the cardinalities of vertical and horizontal sections of A δ are bounded by n 2 . Define a graph with A δ as the vertex-set by declaring that (y, y ′ ) and (y ′′ , y ′′′ ) are adjacent if and only if y = y ′′ or y ′ = y ′′′ . The degrees of the vertices of this this graph are uniformly bounded, and therefore A δ can be partitioned into finitely many pieces such that each of the pieces satisfies (1). To assure (2), define a graph with A δ as the vertex-set by declaring that the vertices (y, y ′ ) and (y ′′ , y ′′ ) are adjacent if and only if they both belong to Y x,δ × Y x,δ for some x. By Lemma 4.3, the set of possible x is included in X y,δ and therefore of cardinality at most n. As for every x ∈ X we have |Y x,δ × Y x,δ | ≤ n 2 , the degrees of the vertices of this graph are uniformly bounded by n 3 and A δ can be partitioned into finitely many pieces each of which satisfies (2) . The pieces of the joint refinement of these two partitions, (1) and (2). We now want to find a partition of X satisfying (3). Define a graph on X by making x and x ′ adjacent if Y x,η ∩ Y x ′ ,η = ∅. All vertices adjacent to a fixed x belong to the set {X y,η | y ∈ Y x,η }. Therefore Lemma 4.3 implies that this graph has uniformly bounded degree, and we can find a colouring X = l−1 i=0 X i where each X i is monochromatic. Clearly, the pieces of this partition satisfy (3) . A partition of Y satisfying (4) is obtained in the same exact way.
The following auxiliary lemma can be compared with [5, Lemma 6.5]. Proof. By replacing v with v/ v , we may assume that it is a partial isometry, hence v = vv * v. We then have
hence vc = v * vc . If d is a nonzero rank 1 operator, then the source projection of d, p = d * d d −1 , is of rank 1 and d = dξ , where ξ is any unit vector in the range of p.
We may assume that bv = 0 and vc = 0. Therefore each one of bv, vc, and bvc has rank 1, and these three operators have the same source projection. Let ξ be a unit vector such that vc = vcξ . Then vc = v * vcξ . The vector η = v * vcξ satisfies v * vη = η, and bvc = bvv * vc = bvv * vcξ = bvv * η = bv η = bv vc .
This proves the first equality, and the second follows by vc = v * vc and bv = bvv * proved in the analogous way.
We are now ready to prove the main results of this section (the further hypotheses assumed in Lemmas 4.6 and 4.7 below are what we called "rigidity conditions" in the introduction).
Lemma 4.6. In the setting of Assumption 4.2: Further suppose that for all ε > 0 there is η > 0 such that for all y ∈ Y we have that
Then for all δ > 0, the set
Proof. Fix δ > 0 and pick η ∈ (0, δ) such that (1 − χ Xy,η )Ψ(e yy ) < δ 2 2 for all y ∈ Y . Applying Lemma 4.4 to δ and η, we can find partitions A δ = k−1 i=0 B i and X = l−1 j=0 X j such that all horizontal and vertical sections of each B i are at most singletons, (Y x,δ ∩ Y x,δ ) ∩ B i is at most a singleton for all x, and if x and x ′ are distinct elements of X j then Y x,η ∩ Y x ′ ,η = ∅.
For i < k and j < l let
Since A δ = k−1 i=0 l−1 j=0 F i,j , it suffices to show that each F i,j is an entourage. Fix i and j. Let (y, y ′ ) ∈ F i,j and let x ∈ X j be such that y ∈ Y x,δ and y ′ ∈ Y x,δ . Such an x is unique: by condition (3) 
As y and y ′ both belong to Y x,δ , Lemma 4.5 applied to v = Φ(e xx ), b = e y ′ y ′ , and c = e yy Φ(1) gives that
Since y ∈ Y x,δ , we have y / ∈ Y x ′ ,η for all x ′ ∈ X j \ {x}, and therefore X j \ {x} ⊆ X \ X η,y . Hence χ X j \{x} = χ X j \{x} (1 − χ Xy,η ). By the choice of η, this implies that Proof. We first prove that f is coarse. Let E ∈ E be an entourage, and let us show that
Since X is u.l.f., Lemma 2.1 allows us to assume that all vertical and horizontal sections of E are at most singletons. By our hypotheses there is a positive η < δ such that for all y ∈ Y (1 − χ Xy,η )Ψ(e yy ) < δ 2 2 .
By Lemma 4.4, we can partition X into finitely many pieces X = l−1 j=0 X j such that if x and x ′ are distinct elements of X j then Y x,η and Y x ′ ,η are disjoint. For each j < l, let E j = E ∩ (X j × X). It suffices to show that (f × f )[E j ] is an entourage for each j < l. The strategy is similar to the one used in Lemma 4.6: we want to find ε > 0 and and operator
Fix j < l and let v j ∈ C * u (X) be the partial translation associated to E j (as in the paragraph before Lemma 2.5). Let (y, y ′ ) ∈ (f × f )[E j ], and fix x ∈ X j and x ′ ∈ X such that (x, x ′ ) ∈ E j , f (x) = y and f (x ′ ) = y ′ . Since f (x) ∈ Y x,δ for all x ∈ X, by applying Lemma 4.5, we have e y ′ y ′ Φ(e xx ′ )e yy Φ(1) = e y ′ y ′ Φ(e xx ′ ) Φ(e xx ′ )e yy Φ(1) ≥ δ 2 .
Let A x = {z ∈ X | z = x and ∃z ′ ∈ X with (z, z ′ ) ∈ E j }, and note that (v j − e xx ′ )χ Ax = v j − e xx ′ and that if z ∈ A x , then z ∈ X j . As y ∈ Y x,η , the choice of the partition X j implies that y / ∈ Y z,η , and therefore z / ∈ X y,η . This shows that A
By our choice of η, this implies that
By Lemma 2.5, this finishes the proof that f is coarse.
We now prove that f is expanding. We reboot the notation in this proof and fix E ∈ E ′ . By partitioning it into finitely many pieces, we may assume that all vertical and horizontal sections of E are singletons. We want to show that
∈ E} is an entourage. By the assumptions, we can fix η > 0 small enough to have
for all x ∈ X. By Lemma 4.4, we can find a finite partition of Y = k−1 j=0 Y j such that for all j < k, the sets X y,η and X y ′ ,η are disjoint for distinct y, y ′ ∈ Y j . For j < k, let
It suffices to show that each
is an entourage. Let v j the partial translation associated to E j . We claim that
(
Moreover, as for all distinct y and y ′ in Y j the sets X y,η and X y ′ ,η are disjoint, we have x / ∈ X y,η for all
Hence, our choice of η, implies that
By this and (4.1), for all (x, x ′ ) ∈ A j we have e x ′ x ′ Ψ(v j )e xx ≥ δ 2 2 , or, in other words, the thesis.
Obtaining rigidity and coarse equivalence
In this section we show how geometric assumptions on the spaces X and Y are sufficient to imply the assumptions of Lemmas 4.6 and 4.7. As a consequence, we prove all our main results.
The case of property
A. An operator between two uniform Roe algebras is compact-preserving if it sends compact operators to compact operators. We start by a relative to [6, Lemma 3.3] .
be a strongly continuous bounded linear map. Then for every b in K(ℓ 2 (Y )) and every ε > 0 there exists a finite F ⊆ X such that for all contractions a ∈ ℓ ∞ (X \ F ) we have max{ bΦ(a) , Φ(a)b } < ε.
Proof. Assume otherwise.
Recursively find contractions a n , for n ∈ N, in ℓ ∞ (X) and finite F n ⊆ X such that F n ⊆ F n+1 , max( bΦ(a n ) , Φ(a n )b) ≥ ε/2, and supp(a n ) ⊆ F n . This is possible since by the strong continuity of Φ, Φ(a)b > ε/2 implies Φ(aχ G )b > ε/2 for some finite G ⊆ X. Then a n → 0 in the strong operator topology, hence Φ(a n ) → 0 in the strong operator topology. Since b is compact, both Φ(a n )b and bΦ(a n ) converge to 0 in norm; contradiction.
The metric version of the following is [4, Lemma 6.6] (cf. [26, Lemma 6.6] ).
Lemma 5.2. Let (X, E) and (Y, E ′ ) be u.l.f. coarse spaces, assume that (Y, E ′ ) has property A, and let Φ : C * u (X) → C * u (Y ) be a compact-preserving strongly continuous bounded linear map. Let a ∈ C * u (Y ) and ε, δ > 0. Let (A n ) n and (B n ) n be sequences of finite subsets of X and Y , respectively, such that at least one of them is a sequence of disjoint sets. If Φ(χ An )χ Bn a > ε for all n ∈ N, then there exists k > 0 such that for infinitely many n ∈ N some D n ⊆ B n satisfies |D n | ≤ k and
Proof. Fix ε, δ, (A n ) n and (B n ) n as in the hypotheses of the lemma. We first show that we may assume that both (A n ) n and (B n ) n are sequences of disjoint sets.
First consider the case when (B n ) n is a sequence of disjoint sets. Since Φ is compact-preserving, we have lim n Φ(χ G )χ Bn = 0 for every finite G ⊆ X.
Hence, by going to a subsequence and shrinking the A n 's, we can assume that the A n 's are also disjoint. The argument in the case when (A n ) n is a sequence of disjoint sets is analogous and therefore omitted.
For all n ∈ N we have
Using that Φ is compact-preserving once again, pick a sequence (C n ) n of finite subsets of Y such that such that
By applying Lemma 5.1, we can assume that the C n 's are disjoint, and that our subsequence satisfies Φ(χ An )χ Bm ≤ 2 −n−m for all n = m. Let A = n A n and B = n B n . Since each Φ(χ An )χ Bm is compact, absolute convergence implies that Φ( for n ≥ n 0 . In particular d n a > ε − δ/16. Fix b ∈ C * u [Y ] such that a − b < δ/ (16) . Then d n b > ε − δ/8 for all n ≥ n 0 .
Fix γ ∈ (0, 1) such that γ(ε − δ/8) > ε − δ/4 and let F ′ ∈ E ′ be given by the definition of ONL for F = supp(d) and γ. Fix n ∈ N for a moment. Since supp(d n b) ⊆ F , there exists a unit vector ξ n ∈ ℓ 2 (Y ) with supp(ξ n ) 2 ⊆ F ′ and such that d n bξ n > ε − δ/4. Let D n = supp(bξ n ) and note that
Since (Y, E ′ ) is u.l.f., there is k such that sup n∈N |D n | < k.
As d n bξ n > ε − δ/4, we have that d n χ Dn b > ε − δ/4, which implies that d n χ Dn a > ε − δ/2, for all n ∈ N. Since d n a − Φ(χ An )χ Bn a < δ/32, we have that Φ(χ An )χ Bn∩Dn a ≥ d n χ Dn a − d n χ Dn a − Φ(χ An )χ Bn∩Dn a > ε − δ for all n ≥ n 0 . This concludes the proof.
In the following lemma we obtain the conclusion analogous to that in Lemma 5.2 from weaker assumptions. Lemma 5.3. Let (X, E) and (Y, E ′ ) be u.l.f. coarse spaces, assume that (Y, E ′ ) has property A, and let Φ : C * u (X) → C * u (Y ) be a compact-preserving strongly continuous bounded linear map. Suppose that a ∈ C * u (Y ), ε > 0, and δ > 0. Then there is k > 0 such that for all finite
Proof. Assume otherwise, and let δ and ε and sequences (A n ) n and (B n ) n of finite subsets of X and Y , respectively, such that Φ(χ An )χ Bn a > ε, for all n ∈ N, and Φ(χ An )χ D a < ε/2 − δ for all D ⊆ B n with |D| < n.
By compactness of 2 X , the sequence (B n ) n has a subnet which converges pointwise to some L ⊆ X. 8 In particular, given a finite F ⊆ X and ℓ ∈ N, there exists n > ℓ such that
We construct a strictly increasing sequence (n k ) k ⊆ N and disjoint sets C k ⊆ B n k by induction. Let n 0 = 0 and C 0 = B 0 . Suppose that n 0 , . . . , n k−1 and C 0 , . . . , C k−1 have been constructed.
Note that n k ≥ k and the C k 's are pairwise disjoint.
Since L ∩ F ⊆ B n k and |L ∩ F | < n k , we have Φ(χ An k )χ L∩F a < ε/2 for all k ∈ N. Hence Φ(χ An k )χ C k a > ε/2 for all k ∈ N. Also, if D ⊆ C k has at most k elements, then Φ(χ An k )χ D a < ε/2 − δ. Hence, the sequences (A n k ) k and (C k ) k contradict Lemma 5.2.
The following proposition summarizes the previous two lemmas in the setting of Assumption 4.2.
Proposition 5.4. In the setting of Assumption 4.2: Suppose further that X and Y have property A. Then for all ε > 0 there exists k > 0 such that for all A ⊆ X and B ⊆ Y the following holds.
Proof. Fix ε > 0. Let k 1 ∈ N be given by Lemma 5.3 applied to Φ, a = Φ(1), ε and ε/4, and let k 2 ∈ N be given by Lemma 5.3 applied to Ψ, a = Id C * u (X) , ε/4 and ε/16. We set k = max{k 1 , k 2 }. 8 Since n Bn is countable one easily obtains a convergent subsequence, but this fact will not be used since it does not help simplify the proof. our choice of k 2 implies that there exists C ⊆ A with |C| ≤ k such that
Hence, we have that
and therefore (1) follows. The proof of (2) is analogous, so we omit it.
Given A ⊆ X and B ⊆ Y , we define
In the metric case, the following corresponds to [5, Lemma 7.6 ].
Lemma 5.5. In the setting of Assumption 4.2: Suppose further that both X and Y have property A. Then for every ε > 0 there is δ > 0 such that the following holds
Proof. Let k > 0 be given by Proposition 5.4. Then for all A ⊆ X and
(1) Fix A ⊆ X and B ⊆ Y , and let C and D be given as above. Enumerate C and D as C = {c i } i≤k ′ , D = {d i } i≤k ′′ with k ′ , k ′′ ≤ k. Then
Hence, there must exist i ∈ {1, . . . , k ′ } and j ∈ {1, . . . , k ′′ } such that
and (1) follows. The proof of (2) is analogous to the one of (1), so we omit it. Clause (3) is an immediate consequence of (1), since the rank of χ A is equal to |A| and the rank of χ Y A,δ is equal to |Y A,δ |.
For the moreover part, we just note that if Φ is an isomorphism, then we can apply (1) and (2) to the isomorphism Φ −1 (e.g., the argument at the end of [5, Lemma 7.6]).
We are ready to prove Theorem 1.3.
Proof of Theorem 1.3. As explained in the paragraph following Theorem 1.3, we only need to prove the implication (4) ⇒ (1). Assume X and Y are uniformly locally finite, Y has property A, and Φ : C * u (X) → C * u (Y ) is an isomorphism. By Theorem 2.11, C * u (Y ) is nuclear, and so is C * u (X), being isomorphic to it. In particular, again by Theorem 2.11, X has property A. We are in the setting of Assumption 4.2 where Ψ = Φ −1 and Φ(1) = 1. Hence, the hypotheses of Lemma 5.5 are satisfied for both Φ and Φ −1 .
Pick ε < 1 2 . Let δ > 0 be given by Lemma 5.5, such that |A| ≤ |Y A,δ | and |B| ≤ |X B,δ | for all A ⊆ X and B ⊆ Y . Applying Hall's marriage theorem ( §2.5), we can construct injective maps f : X → Y and g : Y → X such that f (x) ∈ Y x,δ and g(y) ∈ X y,δ for all x ∈ X and y ∈ Y . By Lemma 5.5, the hypotheses of Lemmas 4.6 and 4.7 are satisfied for both Φ and Φ −1 , so both f and g are coarse and expanding. Moreover, we have that x∈X (x, g •f (x)) is an entourage since it is contained in x∈X X f (x),δ × X f (x),δ , which is an entourage by Lemma 4.6. Therefore Id X and g • f are close. Similarly, x∈X (y, f • g(y)) is an entourage, so Id X and f • g are close to each other. This show that f and g are injective coarse equivalences.
By the standard proof of Cantor-Berstein's Theorem we can construct a bijection h : X → Y such that for all x ∈ X we have that h(x) = f (x) or h(x) = g −1 (x). Such bijection is then close to f , and h −1 is close to g, hence h is a bijective coarse equivalence between X and Y , and we are done.
Proof of Theorem 1.7. The implication (1) ⇒ (2) is straightforward. Indeed, if f : X → Y is an injective coarse embedding, let U : ℓ 2 (X) → ℓ 2 (Y ) be the isometry defined by U δ x = δ f (x) and define Φ : C * u (X) → C * u (Y ) by Φ(a) = U aU * for all a ∈ C * u (X); this Φ is the required embedding. Notice that this implication does not require any geometric assumption on the spaces of interest.
(2) ⇒ (1) Let Φ : C * u (X) → C * u (Y ) is an embedding onto a hereditary C * -subalgebra of C * u (Y ) and assume that Y has property A. As nuclearity passes to hereditary C * -subalgebras, Theorem 2.11 implies that (X, E) also has property A, so we are in the setting of Assumption 4.2.
Let us note that X injectively coarsely embeds into Y . Since both (X, E) and (Y, E ′ ) have property A, Lemma 5.5 applies, and we can pick δ > 0 such that |A| ≤ |Y A,δ | for all A ⊆ X. By Hall's Marriage Theorem, there is an injective f : X → Y such that f (x) ∈ Y x,δ for all x ∈ X. Since Lemma 5.5 applies, the hypotheses of Lemma 4.7 are satisfied for Φ. Hence f is coarse and expanding. This finished the proof.
5.2.
The case of only compact ghost projections. We finish this section obtaining rigidity under a geometric condition which is strictly weaker than property A -unfortunately, we do not know if this geometric condition gives us strong rigidity, e.g., that X and Y are bijectively coarse equivalent.
For that, we note that in order to apply Lemmas 4.6 and 4.7, we only need the thesis of Lemma 5.5 for singletons.
Lemma 5.6. In the setting of Assumption 4.2: Suppose further that C * u (X) and C * u (Y ) have only compact ghost projections. Let ε > 0. Then there is δ > 0 such that for all x ∈ X and y ∈ Y ,
Proof. We prove the following stronger statement: under the same geometrical hypotheses on C * u (X) and C * u (Y ), if Θ : C * u (X) → C * u (Y ) is a rank decreasing strongly continuous positive contraction such that Θ(a) = Θ(1)Θ(a) for all a ∈ C * u (X) and ε > 0 is given, then we can find δ > 0 such that for all x ∈ X we have that
where throughout this proof we use the notation
Fix ε > 0 and suppose the thesis does not hold. For each x ∈ X, let Z x = δ Y x,δ . Note that χ Zx Θ(e xx ) = Θ(e xx ), as if Θ(e xx )e yy > 0 for some y, then 0 < (Θ(e xx )e yy )(Θ(e xx )e yy ) * = Θ(e xx )e yy Θ(e xx ) ≤ Θ(e xx )e yy Θ (1) and therefore y ∈ Z x . Since each Θ(e xx ) is compact, every x ∈ X satisfies χ Y x,δ Θ(e xx ) − Θ(e xx ) → 0 as δ → 0. If the thesis does not hold, then there is a sequence {x n } n ⊆ X such that (1 − χ Y xn,1/n )Θ(e xnxn ) > ε for all n ∈ N. Since Θ is positive, then
For each n, let C n ⊆ Y be a finite set such that max{ (1 − χ Cn )Θ(e xnxn ) , Θ(e xnxn )(1 − χ Cn ) } < 2 −n .
By applying Lemma 5.1 twice and passing to a subsequence we can assume that the C n 's are disjoint, and that χ Cn Θ(
and a n = χ Dn Θ(e xnxn ) 2 χ Dn . Note that
so n a n belongs to C * u (Y ). By exactly the same argument, we have that for every M ⊆ N, the element
hence n∈M a n belongs to C * u (Y ). As (1 − χ Cn )Θ(e xnxn ) < 2 −n for all n we have that for all but finitely many n, a n > ε 2 /2. As Θ(e xnxn ) 2 is a positive rank 1 operator, so is a n . More than that, as D n ∩ Y xn,1/n = ∅ and a n is the cut down of Θ(e xnxn ) 2 to the entries (y, y ′ ) where y, y ′ ∈ D n , we have that for all γ > 0 there are only finitely many n's such that there are y, y ′ ∈ D n for which e yy a n e y ′ y ′ > γ. As the supports of a n and a m are disjoint for each n = m, we have that n a n is a ghost.
Let δ > ε 2 be a point of accumulation of the sequence a n ; such a δ exists as a n ∈ [ε 2 /2, 1] for all n. Pick a subsequence (a n k ) k such that | a n k − δ| < 2 −k for all k ∈ N. Then 1 δ a n k is a rank 1 positive element whose spectrum is {0, γ k }, where γ k → 1 as k → ∞. As all the a n 's have disjoint support, then there is a compact element d ∈ K(ℓ 2 (Y )) such that 1 δ k a n k − d is a noncompact projection. More than that, such a d can be found to have support equal to the union of the supports of a n k , and therefore can be found such that d ∈ K(ℓ 2 (Y )) ∩ C * u (Y ). As d ∈ K(ℓ 2 (Y )) and 1 δ k a n k , then 1 δ k a n k − d is a noncompact ghost projection, and as d ∈ C * u (Y ), then 1 δ k a n k − d belongs to C * u (Y ). This is a contradiction. This completes the proof of the stronger claim. Since Φ and Ψ satisfy the hypothesis of the claim, we are done.
We are now able to prove our 'weak rigidity' results.
Proof of Theorem 1.4. Let X and Y be u.l.f. coarse spaces such that all ghost projections in C * u (X) and C * u (Y ) are compact. Suppose that Φ is an isomorphism. By Lemma 5.6 there is δ > 0 such that each Y x,δ and each X y,δ is nonempty. Let f : X → Y and g : Y → X be maps such that f (x) ∈ Y x,δ and g(y) ∈ X y,δ for all x ∈ X and y ∈ Y . By Lemma 5.6, the hypotheses of Lemma 4.7 are satisfied, therefore f and g are coarse and expanding. Moreover, as in the proof of Theorem 1.3, Lemma 4.6 implies that Id X is close to g • f , and Id Y is close to f • g. Hence X and Y are coarsely equivalent.
Proof of Corollary 1.5. Suppose that C * u (X) and C * u (Y ) have only compact ghost projections, and they are isomorphic. By Theorem 1.4, (X, E) and (Y, E ′ ) are coarsely equivalent. By Lemma 2.4, if E is λ-generated, so is E ′ . This concludes the proof.
We end this section with the proof of Theorem 1.6 and Theorem 1.8.
Proof of Theorem 1.6. Suppose that (X, E) and (Y, E ′ ) are uniformly locally finite coarse spaces and assume that all ghost projections in both C * u (X, E) and C * u (Y, E ′ ) are compact. We need to prove that if C * u (X, E) and C * u (Y, E ′ ) are stably isomorphic then (X, E) and (Y, E ′ ) are coarsely equivalent. Let C * s (X, E) denote the stable Roe algebra of (X, E), i.e., C * s (X, E) = C * u (X, E)⊗ K(H), where H is an infinite dimensional Hilbert space. Let Φ : C * s (X, E) → C * s (Y, E ′ ) be an isomorphism. Let q ∈ M 1 (C) ⊆ K(H) be a rank 1 projection and 1 X ∈ C * u (X) be the identity. For any ε > 0, there exists n ∈ N large enough such that, letting p be the unit of C * u (Y ) ⊗ M n (C), we have that
Choosing ε small enough, standard functional calculus allows us to pick a projection p ′ ∈ C * u (Y ) ⊗ M n (C) such that Φ(1 X ⊗ q) − p ′ < 1. By a wellknown result (e.g., [11, Lemma 1.5.7] ), there exists a unitary u ∈ C * s (Y ) such that uΦ(1 X ⊗ q)u * = p ′ . Define Ψ = Ad(u) • Φ, so Ψ is an isomorphism between C * s (X) and C * s (Y ). Hence,
With this identification, we see (Y, E ′ ) as a coarse subspace of Y ′ , and, by abuse of notation, we still denote the coarse structure of Y ′ by E ′ . Clearly, (Y ′ , E ′ ) was constructed such that there is a canonical isomorphism between C * u (Y ) ⊗ M n (C) and C * u (Y ′ ). With the identifications above, consider
. Since all ghost projections in C * u (Y ′ ) are compact, the hypotheses of Lemma 4.7 are satisfied, and therefore there is δ > 0 and a coarse embedding for all y ∈ Y ′ (e.g., by [11, Lemma 1.5.7]). Let Θ = Ad(v) • Ψ −1 , so Θ is an isomorphism between C * s (Y ) and C * s (X). Moreover, Θ ↾ C * u (Y ) ⊗ M n (C) is an embedding of C * u (Y ′ ) onto a hereditary subalgebra of C * u (X) ⊗ M k (C) ∼ = C * u (X ′ ), where X ′ = X × {1, . . . , k}. Since all ghost projections in C * u (X ′ ) are compact, we can apply Lemma 4.7, and find a positive γ < δ/2 and a coarse embedding g : Y ′ → X ′ such that g(y) ∈ X y,γ for all y ∈ Y ′ , where X y,γ = X y,γ,Θ is defined as in (2) of Lemma 4.3.
Let π : X ′ → X be the projection, such that π is a coarse equivalence. Let h = π • g, so h is a coarse embedding of Y ′ into X. Proof. By Lemma 5.6 and Lemma 4.6 applied to Θ ↾ C * u (Y ) ⊗ M n (C), the set y∈Y ′ X y,γ × X y,γ is an entourage of X ′ . By the definition of the coarse structure of X ′ , this implies that y∈Y ′ π(X y,γ ) × π(X y,γ ) is an entourage of X. Hence, we only need to notice that
If A is unital then (3) is clearly redundant. In the context of Roe algebras, White and Willett introduced the following in [26, Definition 4.20] . Definition 6.2. Let A and B be C * -algebras and assume that B is a Cartan subalgebra of A. We say that (A, B) is a Roe Cartan pair, or that B is a Roe Cartan subalgebra of A, if 1. B is isomorphic as a C * -algebra to ℓ ∞ (N), 2.
A contains the C * -algebra of compact operators on a separable infinite dimensional Hilbert space as an essential ideal, and 3. B is co-separable in A, i.e., there is a countable set S ⊆ A such that A = C * (B, S). 9
In [26, Remark 3.4], White and Willett asked the following question: if X is a u.l.f. metric space and B is a Cartan subalgebra of A = C * u (X) satisfying (1) and (2) of Definition 6.2, is B automatically co-separable? We give a positive answer in the case when X has property A. Corollary 6.3. Let (X, d) be a u.l.f. metric space with property A. Suppose that B ⊆ C * u (X) is a Cartan subalgebra of C * u (X) which is isomorphic to ℓ ∞ (N). Then B is co-separable in C * u (X). Proof. Let (X, d) and B be as in the hypothesis. As B ∼ = ℓ ∞ (N), for each i ∈ N, let p i ∈ N be the minimal projection corresponding to the image of e i ∈ ℓ ∞ (N) under this isomorphism. Let E B be the coarse structure on N generated by the family of subsets {(i, j) ∈ N × N | p i T p j > ε} | ε > 0, T ∈ N C * u (X) (B) .
By [26, Proposition 4.15] , C * u (X, E d ) and C * u (N, E B ) are isomorphic. As (X, E d ) has property A, by applying Theorem 2.11 twice we conclude that (N, E B ) has property A. The hypotheses of Corollary 1.5 are satisfied, hence E B is countably generated. By [26, Lemma 4.19 ], B is co-separable in C * u (X). 6.1. Nonmetrizable reducts. We conclude by presenting an example of uniform Roe algebras C * u (X) ⊆ C * u (Y ) which share a common Cartan masa and so that Y is metrizable but X is not. Note that there are 2 2 ℵ 0 subsets of the power set of N 2 , and it is not hard to show that there are 2 2 ℵ 0 coarse structures on N (see Proposition 6.5 for a stronger statement). Since every metrizable coarse structure is countably generated, only 2 ℵ 0 of these spaces are metrizable.
Let E |·| denote the metrizable coarse structure induced by the standard metric on N. If E ⊆ N × N, consider the set of 'splitting' points of E, given by S(E) = {n ∈ N | if i < n ≤ j then (i, j) / ∈ E and (j, i) / ∈ E} If F is a filter on N, consider E F = {E ∈ E |·| | S(E) ∈ F} 9 Equivalently, one may require S ⊆ NA(B).
(see Figure 1 for an illustration of S(E)). Note that F = {S(E) | E ∈ E F }, so if F 1 = F 2 are distinct filters, then E F 1 = E F 2 . The following proposition summarises the properties of E F . Recall that a filter is countably generated if there is a countable set {A n } n ⊆ F such that for all B ∈ F there is n such that A n ⊆ B. Among non countably generated filters are nonprincipal ultrafilters. Lemma 6.4. Let F be a filter. Then 1. E F is a coarse structure on N, in particular, is a reduct of E |·| ; 2. if F contains all cofinite sets, E F is connected; 3. If E F is metrizable, then F is countably generated. 10 Proof. By the definition of S(E), we have that S(E) = S(E −1 ) for all E ⊆ N×N, so E F is symmetric. Moreover S(E)∩S(F ) ⊆ S(E ∪F ) and, if E ⊆ F , then S(F ) ⊆ S(E) for all E, F ⊆ N×N, therefore E F is closed by finite unions and subsets, as F is closed by finite intersections and supersets. It remains to show that E F is closed by finite composition. For this, let E, F ⊆ N × N and n ∈ S(E) ∩ S(F ). If i < n ≤ j, then there is no k ≥ n such that (i, k) ∈ E. Similarly, there is no k < n such that (k, j) ∈ F , and therefore we cannot have that (i, j) ∈ E •F . This shows that S(E •F ) ⊇ S(E)∩S(F ), hence if E, F ∈ E F , so does E • F . This concludes the proof of (1).
(2) is immediate from the fact that if E ⊆ N × N is finite, then S(E) is cofinite. Hence if F contains all cofinite sets, then all finite sets are in E F . For (3), we use the characterisation of metrizability provided by Lemma 2.2. Suppose that E F has a countably cofinal set {E n } n , and let A n = S(E n ). Let B ∈ F, and E B = {(i − 1, i) | i / ∈ B}. As S(E B ) = B, then E B ∈ E F , hence there is n such that E B ⊆ E n , meaning that A n ⊆ B. This shows that {A n } n generates F, and therefore (3) holds. Proposition 6.5. Let E |·| denote the metrizable coarse structure induced by the standard metric on N.
1. There exists a nonmetrizable connected reduct of E |·| . 2. There are 2 2 ℵ 0 coarsely inequivalent reducts as in (1) .
Before proving Proposition 6.5, we state an equivalent reformulation that shows that the conclusion of Theorem 1.7 fails if the image is not assumed to be hereditary. Corollary 6.6 (cf. Proposition 2.4 of [4] ). There exists a coarse, connected, u.l.f. space Y with property A such that C * u (Y ) is isomorphic to a C *subalgebra of C * u (N) via an isomorphism that sends ℓ ∞ (Y ) onto ℓ ∞ (N) but Y does not coarsely embed into N. There are 2 2 ℵ 0 coarsely inequivalent coarse spaces (Y, E) with this property.
Proof. Let Y be any of the the spaces constructed in Proposition 6.5, and embed C * u (Y ) into C * u (N) via the identity map. The space Y has property A since it is a reduct of a property A space, and the other properties are immediate.
Proof of Proposition 6.5. (1) Let U be a nonprincipal ultrafilter on N. Lemma 6.4 (1) and (2) together imply that E U is a connected coarse structure included in E. Since U is not countably generated, E U is not metrizable by Lemma 6.4 (3).
(2) There are 2 2 ℵ 0 ultrafilters on N. This is a standard consequence of the existence of an independent family A of subsets of N of cardinality 2 ℵ 0 (see e.g., [11, Chapter 9] ). We claim that if U and V are distinct ultrafilters, then E U = E V . Assume U = V. Then there exists A ∈ U such that N \ A ∈ V.
The set E 1 = {(i, j) | |i − j| ≤ 1 | max(i, j) ∈ A} belongs to E V and the set E 2 = {(i, j) | |i − j| ≤ 1 | max(i, j) / ∈ A} belongs to E U . These two sets cover the entourage that generates the standard metric structure on N. Therefore (1) implies E 1 / ∈ E U and E 2 / ∈ E U , hence E U = E V . Some of the spaces E U are coarsely equivalent (like those corresponding to Rudin-Keisler equivalent ultrafilters-see e.g., [11, §9.4] ). However, there are only 2 ℵ 0 functions from N into N, and therefore every coarse equivalence class of spaces on N contains at most 2 ℵ 0 elements. Since 2 2 ℵ 0 cannot be covered by fewer than 2 2 ℵ 0 sets of cardinality 2 ℵ 0 each, there are 2 2 ℵ 0 coarse equivalence classes among the spaces of the form E U .
