We prove an interior L p -estimate of X-gradient of weak solutions to a class of quasilinear subelliptic equations with VMO coefficients under controllable growth. Here, we use a reverse Hölder inequality and De Giorgi's iteration to establish the boundedness of their weak solutions. Then a local L p -estimate of the X-gradient of the weak solutions is derived by way of the bootstrap argument.
Introduction
Given a family of smooth vector fields X = (X  , X  , . . . , X m ) defined on R n satisfying the It is well known that if the vector fields satisfy the Hörmander condition (.) at every point of R n , there are subunitary curves connecting any two given points x, y ∈ R n . Therefore, we can introduce a distance function induced by the smooth vector fields X as follows:
ρ(x, y) = inf T >  : ∃γ : [, T] → R n X-subunit with γ () = x, γ (T) = y . This is the most natural metric associated to the stratification of the Lie algebra, which have been studied in a celebrated paper [] . Here (R n 
In the sequel, all distances which we use except a special explanation will be regarded as the C.-C. distance. In particular, for any fixed x ∈ let B R (x) denote the ball {y ∈ R n :
ρ(x, y) < R} with R ≤ ρ(x, ∂ ). In fact, the distance function ρ(·, ·) satisfies the local doubling property: namely, for B R (x) ⊂ there exists a positive constant R  depending only on vector fields X and such that for all  < R ≤ R  , we have
where the least integer Q is the homogeneous dimension of X in R n ; see [, , ].
Next, let us recall the following horizontal Sobolev spaces with respect to the horizontal vector fields X (cf. [, , ]). For any  ≤ p < ∞ and k ∈ N, we set
with the norm
where X j u denotes the X j -gradient of u in the sense of distribution. Additionally, the clo-
In order to impose some structure assumptions on A(x, u) and b(x, u, Xu), we need to recall two useful notations (see [, -]).
where M u (r) is called the VMO modulus of u.
On account of these notations above, we are now in a position to impose some structure assumptions on the leading coefficients A ij = A ij (x, u) and the lower terms a i (x, u), b (x, u, Xu) :
H. (VMO x in x and continuity in u to A ij (x, u)) A ij (x, u) is VMO in x uniformly to any u ∈ R; and A ij (x, u) is continuous in u for any x ∈ R n ; namely, there exist a positive constant C and a nonnegative continuous function ω(r) :
H. (Controllable growth) There exist constants μ  , μ  >  such that
, and
As we know, the weak solutions u ∈ HW ,  ( ) of quasilinear subelliptic equations (.) are understood in the distributional sense: 
is the Sobolev conjugate index of q.
The main difficulty of our proof is that the bootstrap argument in [] cannot be applied directly to weak solutions under the controlled growth. To this end, we first establish an interior reverse Hölder's inequality. Additionally, the relaxation of the regularity assumptions on the leading coefficients from uniform continuity to VMO relies on the L p -theory of linear equations with VMO coefficients. So, it is another challenging role how to make use of L p -theory of linear subelliptic equations with VMO coefficients, and here we do it by De Giorgi's iteration argument. In the context, we do not consider boundary-value problems for the reasons that it also makes the presentation clearer. The rest of the paper is organized as follows. In Section , we will recall some basic facts and improve an integrable index of equation (.) to one larger than  by the reverse Hölder inequality. In Section , we prove our main theorem, Theorem .. Our argument is first to establish the boundedness of the weak solutions of equation (.) by using De Giorgi's iteration, and then improve gradually the integrable index of X-gradient via the L p -theory of linear subelliptic equations, perturbation argument and a bootstrap argument.
Preliminaries
In the context, we adopt the usual convention of denoting by C a general constant, which may vary from line to line in the same chain of inequalities. This section is devoted to establishing the reverse Hölder inequality to equation (.) and introducing some useful lemmas. Now let us first recall the Sobolev embedding inequality with respect to the horizontal vector fields (cf. [, , ]). Indeed, one of our main techniques to do the Moser iteration is to use the Poincaré and Sobolev embedding theorems for vector fields satisfying Hörmander condition.
, where Q is the homogeneous dimension of X in R n .
We would like to remark that the Poincaré and Sobolev embedding theorems for vector fields satisfying Hörmander condition are very important to study subelliptic PDE, which was first established due to Jerison's work [] . Later, the optimal result for q = 
Lemma . Suppose that h(x) and u(x) are nonnegative measurable functions satisfying
we have 
On the basis of the reverse Hölder inequality above, we can obtain a self-improving integrability of X-gradient to equation (.) by a standard approach. For our papers to be self-contained we give its complete proof as follows. 
Proof For any given x  ∈ and
Let us take ϕ = η  (u -ū R ) as the test function in equation (.) to get
By uniformly ellipticity H and the controllable growth H, we have
In the sequel, we focus on the estimates of the integral expressions I  , I  , I  , respectively.
Estimate of I  : by Young's inequality it follows that
Estimate of I  : by using Young's inequality again it yields
Estimate of I  : we further divide it in three parts as follows:
To estimate J  , we employ Hölder inequality, the Sobolev embedding inequality in Lemma . and (.), and obtain
Applying Young's inequality to the estimates of J  and J  yields
As to the second term on the right-hand side of J  above, by the Hölder inequality, for any s >  we havê
Note that the Sobolev inequality implieŝ
Let us put the estimates of J  , J  , J  and (.), (.) together, which yields
where κ =  + Q( 
. By virtue of Lebesgue's absolute continuity with respect to the integral domain, we know that ϑ →  as R → . Therefore, we can obtain  < ϑ <  by only choosing R to be a suitable small positive constant. Let us apply the Sobolev embedding inequality in Lemma . to´B
where
. By the reverse Hölder inequality in Lemma ., we know there exists a t ∈ (, min{p,
where we employed the monotone increasing of ( ffl
 t with respect to t in the last inequality,which is due to  < t < p and tγ (γ -) < q when t ∈ (, min{p,
. This lemma is proved.
The proof of main theorem
In this section, we are devoted to enhancing the integrable index of X-gradient of their weak solutions based on L p -estimates of linear subelliptic equations, perturbation argument and the bootstrap argument. First of all, we prove the boundedness of the weak solutions to equation (.) by way of the idea from De Giorgi's iteration; also see [] . To this end, let us consider in HW , ( ) the following linear subelliptic equations in divergence form:
where a ij ∈ VMO( ) and satisfy uniformly ellipticity H, and
which can be referred to Theorem . in [] .
Lemma . Let u ∈ HW
, loc ( ) be any weak solution to linear subelliptic equations (.). Suppose that the leading coefficients a ij ∈ VMO( ) and satisfy uniformly ellipticity H, and
For the convenience of studying quasilinear subelliptic equations (.), we here give the following conclusion, which can be found a similar conclusion from [] in the case of Euclidean metric and usual gradient.
Lemma . Let be a bounded Lipschitz open set in
Proof Given any fixed point y ∈ R n , let (x, y) be the fundamental solution to sub-
, its fundamental solution (x, y) deserves the following local properties:
and there exists a positive constant C = C(Q) such that
Note that ∂ is Lipschitz continuous, there exists an extending functiong(x) defined in
, a.e. x ∈ . Thanks to the Calderon-Zygmund theory of a singular integral operator, it follows that
Now let us restrict G(x) := {X  (Ng(x)), . . . , X m (Ng(x))} to and employ the Sobolev embedding inequality of X-gradient of Theorem ., then it yields
This lemma is proved.
Further, we consider the following linear subelliptic equations in divergence form:
where a ij ∈ VMO( ) satisfies the uniform ellipticity H, and
. By a simply computation we have the following.
Lemma . Let u ∈ HW
, loc ( ) be any weak solution to equation (.). Suppose that the leading coefficients a ij ∈ VMO( ) satisfy the uniform ellipticity H and H, and 
with r = min{p, q * }.
Proof On the basis of Lemma ., we know that for g(x) ∈ L q ( ) there exists a vectorial-
a.e. x ∈ , and
In this way, equation (.) can be rewritten as
where C = C(μ, Q, p, q, R). This completes the proof of Lemma ..
In order to get the boundedness of weak solutions to equation (.) under the controllable growth, we will use so-called De Giorgi's iteration argument (cf. Lemma . in Chapter  of []). We denote by A k = {x ∈ : u(x) > k} the distributional function of u on , and by |A k | denote the measure of A k with the C.-C. metric.
Lemma . Let u(x) be a measurable function defined on . If, for any k
≥ k  >  there exist constants γ , α, and ε satisfying γ , ε > ,  ≤ α ≤  + ε such that A k (u -k) dx ≤ N  k α |A k | +ε . (  .  )
Then u(x) is essentially bounded on ; namely, there exists a positive constant N
Based on Lemma . above and Lemma . (Sobolev inequality of X-gradient), we obtain the following useful conclusion (cf. Lemma . in Chapter  of []).
Then u(x) is essentially bounded on , and there exists a positive constant N
) such that 
Proof Notice that the assumptions of H and H on a i (x, u), by Young's inequality, yield
Using the controllable growth of b(x, u, Xu) and Young's inequality, it follows that
Let us combine (.) and (.) and take ϕ = (u -k) + with k >  determined later as the test function. By integrating on the distributional function A k we havê
Now let us estimate K  , K  , K  , respectively, as follows.
To estimate K  , we have
To estimate K  , we get
To estimate K  , by the Sobolev inequality in Lemma . we deduce
- > . Now we put (.), (.), and (.) into (.), then by using Lebesgue's absolute continuity on the integral domain and choosing a suitable large k >  we derive
Considering p > Q and q > pQ Q+p
, it yields
Hence, the boundedness of u on is obtained due to Lemma .. This lemma is proved.
Proof of Theorem . Let us prove it in two steps by semilinear setting and quasilinear setting.
Step . First let us consider the following semilinear subelliptic equations: Iterating the above procedure we can arrive at Xu ∈ L r ( ) with r = min{p, q * } after finite steps. This is because the integral index of Xu is improved by a fixed step length χ . This completes Step .
Step . We now consider quasilinear subelliptic equation (.) under the controllable growth H. For any x  ∈ , let B R = B R (x  ) ⊂ be a ball centered at x  with radii R in . We setū R = ffl By Lemma . it implies that sup x∈ |u| ≤ M. Combining the controllable growth (.) and the L p -estimates of semilinear subelliptic equations in the step  above, we conclude that for r = min{p, q * } we have
where we used the uniform continuity H on A ij (x, u) with respect to u in the second last step. If we choose a suitable small R >  such that the continuity modulus ω(·) satisfying Cω(|u -u R |) ≤ ϑ < , then by employing a standard iteration argument we get Since θ < , the summation ∞ k= θ k is finite. Therefore,
which implies (.). Theorem . is completely proved.
