Abstract. Ewens-Pitman model has been successfully applied to various fields including Bayesian statistics. There are four important estimators Kn, M l,n ,K
Introduction
Ewens-Pitman sampling model proposed by [8] generates an exchangeable random partition [6] . Due to Kingman's correspondence theorem (or de Finetti theorem), each exchangeable random partition structure associate a random probability, which serves as a prior distribution in nonparametric Bayesian statistics. Therefore, Ewens-Pitman sampling model has found its applications in various fields including machine learning theory. To define this model, let a polish space X be type space, and a diffuse probability ν be type distribution. For α ∈ (0, 1), θ > −α, we define a sampling sequence (X i ) i≥1 as follows:
where X * 1 , · · · , X * l are the distinctive values of finite sample X 1 , · · · , X n , and N n = (n 1 , · · · , n l ) are the type frequencies. For a given sample X 1 , · · · , X n , we define K n to be the number of different types, and M l,n to be the number of types with frequency l. If we consider an extra sample X n+1 , · · · , X n+m , we can similarly define K (n) m to be the total number of brand new types(no appearance in X 1 , · · · , X n ) and M (n) l,m to be the number of brand new types with frequency l in the extra sample. In [7] EwensPitman model, or more generally Gibbs-type random partition model [5] , was applied to the analysis of expressed sequence tags. Conditioning on sample X 1 , · · · , X n , one can show that K l,m have already been obtained in [9] and [1] , the fluctuation scale is n α for K n , M l,n , and m α for K The corresponding large deviation principle (LDP for short) of (1) have been discussed thoroughly in [4] , [1] and [2] . Moreover, the moderate deviation principle (MDP for short) are also discussed in [3] . The MDP of K n , M l,n has scale n α β n where, however, lim n→∞ βn log 1−α n results for MDP of K
l,m . Usually the MDP scale should be between fluctuation theorem and LDP, i.e. n α n α β n n. In this sense, the restriction lim n→∞ βn log 1−α n = ∞ seems unnatural. In this article, we will show that this restriction is actually unnecessary. To establish MDP, we will adopt the scheme in [3] . First, we find the asymptotic log-Laplace transform; then we apply Gärtner-Ellis theorem to complete the proof. Though the moment generating function of K n , M l,n , K
l,m have explicit series expansion, we can not apply truncation in asymptotic analysis. Therefore, we manage to find a closed integral representation for their moment generating functions.Then we can apply complex asymptotic analysis to these integral representations to get limiting log-Laplace transform. In [3] , the upper bound and lower bound estimation scheme seems hard to establish limiting logLaplace transform when β n does not satisfy lim n→∞ βn log 1−α n = ∞. This article will focus on the establishment of limiting log-Laplace transform. In section two, we will present the main results and some discussion. In section three, we will provide details of derivations.
Main Results
By the arguments in [3] , it only suffices to establish the MPDs of
l,m when θ = 0. Then, we need to evaluate the following limiting log-Laplace transforms
In [4] , [1] , [2] , the Laplace transform of
l,m has explicit power series expansion.
Lemma 2.1. When θ = 0, we have
Remark 2.1.
Note that
Since we can not apply truncation techniques to the above series expansion, we manage to find close integral representations. One can observe that
where C is a small circle center at ξ = 1. Then one can replace all combinatorial coefficients by complex integrals. By appropriately choosing integral contours, we can switch summation and integration. Thus, we have the following integral representations.
Theorem 2.1.
where the contour C should be a small circle with center ξ = 1 enclosing the only singularity ξ = 1.
To evaluate the above complex integral, we should conduct contour deformation. For φ n , φ l,n , the absolute value of the integrand approach 0 as |ξ| → ∞; for φ
l,m , the absolute value of the integrand approach +∞ as |ξ| → ∞. Therefore, the integrand is analytic at ∞ for φ n , φ l,n , while the integrand is not analytic at ∞ for φ
l,m .Therefore, we are going to deform the contour C to Hankel's contour (Figure 1 ) for φ n , φ l,n and to steepest descent contour( Figure 1 ) for φ
The precise definition of steepest descent contour is arg(
If arg(
ill produce many cancellation, very much the alternating series. The cancellation will prevent us from obtaining the precise asymptotic behavior of the alternating series unless we can somehow transform it into a positive series.
In the process of deformation, we are going to cross some singularities, whose residues should be taken into account. For φ n , φ 
l,m are not easy to pinpoint. But one can conclude that the crossed singularities are the zeros of the following equation
After contour deformation, the complex integrals for φ n ,φ l,n , φ
m , φ n l,m can be rewritten as summation of two parts: residues and real integral. The dominant part is the residue. Thus, we obtain the asymptotic beahvior of φ n ,φ l,n as n → ∞, and asymptotic beahvior of φ
Theorem 2.2. The four quantities φ n , φ l,n , φ
l,m have the following asymptotic behaviour
Then we can have our limiting log-Laplace transformations of
l,m have MDPs with speed β 
and
3. Proof of Theorem 2.1
Proof. Since
where the contour C is chosen to be a circle with radius r = |ξ − 1| < 1 2 . So when n is large enough, |y n ξ α | < 1 for |ξ − 1| < 
Proof. We know
where the contour C is a circle contained in domain D, theñ
In fact,
1 − xξ α−l (ξ − 1) l dξ = 0. Because n = kl + r where r < l and
The claim 2 is true. Thus, we havẽ
where C 1 is a circle centered at ξ 1 = 1 with radius r 1 ∈ (
2 ), and C 2 is a circle centered at ξ 2 = 1 with radius r 2 ∈ (
One can easily show that
Therefore, the power series
We can switch the summation and integration, then
is the only singularity of the integrand
where C 1 , C 2 has chosen to be circles centered at 1 with radius satisfying
Similarly, one can show that the second term is 0. Therefore,
Similarly, one can also show that
Proof of Theorem 2.2
In the following proofs, we only need to consider the case where λ > 0. Because when λ ≤ 0, the log-Laplace transform is a finite number, the limiting log-Laplace transform will be 0 when λ ≤ 0.
4.1. Asymptotic behavior of φ n .
Proof. We want to expand C to Hankel contour in Figure 1 denoted as C middle such that it encloses singular point ξ =
the contour C middle has four parts: C 1 , C 2 , C 3 , C 4 , where 1 C 1 is a big circle with the parameter equation
where θ 0 = π − arcsin( r R ) and 0 < r < R. 2 C 2 is a small circle with the parameter equation
3 C 3 is a horizontal line on the upper half plane with parameter equation
4 C 4 is a horizontal line on the lower half plane, the parameter equation is
The four parts are connected positively according to counterclockwise direction. Now we are going to deform the C middle to C f inal by letting R → ∞ and r → 0. One can show that
Indeed,
In this process, C 3 becomes a straight line on the upper bank of negative x-axis from −∞ to 0, and C 4 becomes a straight line on the lower bank of the negative x-axis from 0 to −∞. So
Because lim
, we end up with
Note that the function
is integrable in interval (0, ∞). and 
4.2. Asymptotic behavior of φ l,n . Before we present the proof, we need the following lemma.
Lemma 4.1. There is a positive integer N 0 , such that, for n ≥ N 0 , the equation
has at most two real solutions and no other solutions.
(a) When l is even, there are two solutions ξ 1,n < 1 and ξ 2,n > 1. As n → ∞
(b) When l is odd, the only solution is some real number ξ n > 1. As n → ∞
Proof. The deformation process is rather similar. First, we want to expand the contour to Hankel contour C middle in Figure 1 such that the new contour encloses singular points which are the solutions of 1 − y l,n ξ α−l (ξ − 1) l = 0. Define
.
By Lemma 4.1, we know C middle enclose two singularities ξ 1,n and ξ 2,n when l is even; while C middle enclose only one singularity ξ n for odd l. Similarly,
for odd l By Lemma 4.1, one can check that res ξ=ξ 1,n f l,n → 0 as n → ∞, but res ξ=ξ 2,n f l,n ∼ res ξ=ξn f l,n → ∞. One can also similarly check that
m . Before we present the proof, we also need a lemma.
where P s (k) is the set of s-component compositions of k, and
. We want to deform the contour C to the steepest descent contour in Figure 1 . The steepest descent contour C st is define by
We end up with the following equation
The two intersections with real axis are ξ(π/p) = 0 and ξ(0) = We can show that as m → ∞ ξ(0)
Therefore, the singularity ξ =
Res ξ=
where Res ξ=
Now we are going to show the claim (5) and claim (4) . First, we know that on C st
because R(θ) is an even function, then h(θ) is also an even function and R (θ) is an odd function. Now the contour integral becomes
Because h(θ) is even, and ξ (θ) = (R (θ) + iR(θ))e iθ ,then we know 1 2πi
Notice that ξ(−θ) = R(θ) cos θ − iR(θ) sin θ = ξ(θ) and because R (θ) is odd function, we have
Note that when 0 ≤ θ < π one can have
One can also show that
Then when m is large enough R(θ) is strictly decreasing. So there is a unique 0 < θ m < π p , such that
. Moreover, one can show that there exists constant M > 0 such that
so exp{h(θ) − h(0)} ≤ M , and
Thus, claim (4) is true.
To show claim (5), we need Lemma 4.2. Using Leibnitz law, we will have
Because ξ = 1 y 1/α m → ∞, so by Leibnitz's formula one can also have
where
then we know the coefficients in
, by Lemma 4.2 and Corollary 4.1 one can have
Therefore, in (7) we know for given 0
Because my 1/α m → ∞, then the leading term is the summand where k = 0, i.e.
Similarly, we will deform the contour to steepest descent contour C st . Then the integral can be written as summation of two parts: residue part and integral part
Similarly, one can show that
l,m (ξ)dξ → 0. The proof can be carried out quite similarly. Note that
We can rewrite
Then we can show that I, II → 0, the proof of which are exactly the same as φ (n)
m . Now we are going to consider the asymptotic behaviour of residuals. When l is even, then f (n)
l,m will have two residuals at η 1,m , η 2,m . Applying Leibnitz's formula, we have
By mathematical induction, we can get the expression of coefficients in power series
1 (ξ; α, l). Then by mathematical induction again, one can show that
By Lemma 4.2 and Corollary 4.1, we know G
Thus, we know
Therefore, the leading terms in (7) are the ones when k = 0. So
Last, taking into account the factor
When l is odd the proof can be carried out similarly, one will have
The proof is completed.
Proof of Theorem 2.3
Proof. By Theorem 2.2, ∀λ > 0, one will have log φ n ∼ny
Thus, Proof. First we consider the equation on the real line
which is equivalent to
But there is definitely no solution on R − , for otherwise x α is a pure complex number, which does not fit the equation. So we only need to consider R + . Moreover, whether l is even or odd is crucial, for instance, when l = 4, α = 0.5 and l = 3, α = 0.5, we have the graph as in Figure 2 and Figure 2 .
Let us find the derivative of h(x).
When l is even, we know
When l is odd, we know h (x) > 0, x ∈ R + . Therefore, when l is even, there are always two real solutions 0 < ξ 1,n < 1 and ξ 2,n > 1. When l is odd, there is only one real solution ξ n > 1. We also know that when l is even,
Since 1/y l,n → ∞, then ξ 1,n ∼ y
. Similarly, when l is odd, we have ξ α−l n (ξ n − 1) l = 1 y l,n and ξ n ∼ ξ , the solution set of the following two equations has a one-to-one correspondence.
Thus, we only need to consider 1 − y l,n (1 − η) l η −α = 0. Rearranging the above equation, we have η α = y l,n (1 − η) l If η is a solution, then one can easily check that so is the conjugateη. Therefore, we only need to consider the solutions on the upper half plane, where η = Re iθ , 0 ≤ θ < π. Suppose that η 0,n = R 0,n e iθ 0,n , 0 ≤ θ 0,n < π is a solution. Then |η 0,n | α = y l,n |1 − η 0,n | l and R α 0,n = y l,n (1 + R 2 0,n − 2R 0,n cos θ 0,n ) l/2 Because y l,n → 0 as n → ∞. If {R 0,n , n ≥ 1} is bounded, then R 0,n → 0, and if {R 0,n , n ≥ 1} is unbounded, then R 0,n → ∞. Then we divide the solution set into two parts: S 1 ={η 0,n | Re(η 0,n ) ≤ 1, n ≥ 1} S 2 ={η 0,n | Re(η 0,n ) > 1, n ≥ 1}
(1) When η 0,n ∈ S 1 , then Re(1 − η 0,n ) ≥ 0, and Im(1 − η 0,n ) = Im(−η 0,n ) < 0. Hence arg(1 − η 0,n ) = arctan Im(1 − η 0,n ) Re(1 − η 0,n ) = arctan Ç −R 0,n sin θ 0,n 1 − R 0,n cos θ 0,n å Moreover, because η α 0,n = y l,n (1 − η 0,n ) l , we know α arg (η 0,n ) = l arg(1 − η 0,n ) + 2k n π, |k n | ≤ 2l + 1 2 .
Then αθ 0,n = l arctan Ç −R 0,n sin θ 0,n 1 − R 0,n cos θ 0,n å + 2k n π.
For η 0,n ∈ S 1 , then Re(η 0,n ) ≤ 1, so R 0,n cos θ 0,n ≤ 1. If R 0,n → ∞, then θ 0,n → π 2 . Because k n is bounded, we can definitely pick a subsequence k nt such that as t → ∞ k nt → k and we also know R 0,nt → ∞ θ 0,nt → π 2 . Letting t → ∞, we have α π 2 = l π 2 + 2k π Then α = l + 4k which is a contradiction for the left hand side is not an integer but the right hand side is integer. Thus, for η 0,n ∈ S 1 and η 0,n = R 0,n e iθ 0,n , we know R 0,n → 0. Because sin θ 0,n R 0,n 1 − R 0,n cos θ 0,n ≤ R 0,n 1 − R 0,n → 0.
then there is a positive integer N 0 such that for n ≥ N 0 we have |2k n π| =|αθ 0,n − l arctan( sin θ 0,n R 0,n 1 − R 0,n cos θ 0,n )| ≤|αθ 0,n | + |l arctan( sin θ 0,n R 0,n 1 − R 0,n cos θ 0,n )| <|αθ 0,n | + π 2 < π + π 2 = 3π 2 Then we know when n ≥ N 0 , k n = 0. Then when n ≥ N 0 αθ 0,n = l arctan Ç −R 0,n sin θ 0,n 1 − R 0,n cos θ 0,n å ≤ 0
But the left hand side αθ 0,n ≥ 0. Therefore, θ 0,n = 0. Hence, S 1 has only real number. (2) When η 0,n ∈ S 2 , we know Re(η 0,n > 1), then Re(1−η 0,n ) < 0 and Im(1−η 0,n ) = −Im(η 0,n ) < 0.
Hence arg(1 − η 0,n ) = −π + arctan( −R 0,n sin θ 0,n 1 − R 0,n cos θ 0,n ) So α arg(η 0,n ) = l arg(1 − η 0,n ) + 2k n π, |k n | ≤ 2l + 1 2 and αθ 0,n = −lπ + l arctan( −R 0,n sin θ 0,n 1 − R 0,n cos θ 0,n ) + 2k n π Since 1 < Re(η 0,n ) ≤ |η 0,n | = R 0,n , then R 0,n → ∞ as n → ∞. So αθ 0,n = −lπ + l arctan sin θ 0,n cos θ 0,n − 1 R 0,n + 2k n π = − lπ + l arctan(tan θ 0,n ) + 2k n π + l(arctan sin θ 0,n cos θ 0,n − The proof is completed.
