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QuickRanking : Algorithme Rapide de Classement 
 
QuickRanking est un algorithme qui permet dans un même traitement, de trier les données et de retourner leur 
ordre de classement, c’est-à-dire leur rang dans le tri. 
 
Pour des traitements plus rapides, QuickRanking ne déplace pas les données, mais mémorise pour chaque donnée, 
où est la donnée qui la suit. Cette méthode est expliquée en Annexe 1.  
Le code source écrit en VBA est en annexe 2. 
 
Pour évaluer l’efficacité de QuickRanking, j’ai reproduit en annexe 3 le code source de QuickSort, et en annexe 4 
une version « enrichie » de QuickSort, que j’ai appelée QuickSort_AndRank, qui à l’instar de QuickRanking, ne 
déplace pas directement les données mais déplace les références des indices des données. D’où un gain de temps 
sur les traitements des données alphanumériques volumineuses car l’on déplace des entiers de 4 octets et non plus 
des chaînes de caractères de longueurs variables. Cela nécessite des capacités mémoire supplémentaires, mais 
permet du coup d’utiliser ces tableaux de référence pour retourner un ordre de classement en plus du tri, tout 
comme le fait QuickRanking. 
 
J’ai comparé ces trois algorithmes - QuickSort, QuickSort_AndRank, et QuickRanking – sur des listes de données 
aléatoires, les résultats sont synthétisés dans un tableau en annexe 5.  Mon analyse est la suivante :  
 
Si l’ordre de classement n’est pas nécessaire : 
- Tri des données numériques : QuickSort est l’algorithme le plus rapide sauf lorsque les données en début de 
liste sont déjà classées, ou que la valeur minimale ou maximale est souvent représentée. Dans ces cas, 
QuickRanking prend l’avantage. 
- Tri des données Alphanumériques : Plus le nombre de caractères des données à trier est important, plus les 
algorithmes qui travaillent par référence, QuickSort_AndRank et QuickRanking, sont efficaces. QuickSort ne doit 
être utilisé que si les capacités mémoire ne permettent pas d’utiliser les deux autres algorithmes qui nécessitent 
plus de ressources. 
 
Si l’ordre de classement est nécessaire : 
- Tri et classement des données numériques : QuickSort_AndRank est plus performant que QuickRanking 
uniquement sur les grandes listes de données. QuickRanking prend l’avantage dans les autres cas. Avantage 
accentué lorsque les données en début de liste sont déjà classées, lorsque la liste est composée de peu de 
valeurs différentes, ou lorsque la valeur minimale ou maximale est souvent représentée. 
- Tri et classement des données Alphanumériques : QuickRanking est plus rapide que QuickSort_AndRank. 
Avantage accentué sur le traitement des grandes chaînes de caractères. 
 
Conclusion : liste idéalement aléatoire ou liste fortement classée, données volumineuses ou de taille réduite, 
données numériques ou alphanumériques, la réalité se situe souvent entre ces extrêmes. Dans la pratique, 
QuickRanking offre alors une alternative intéressante…  
 
Remarques : 
- QuickRanking propose en option des analyses complémentaires pour accélérer les traitements sur les listes où les 
données ont de nombreuses égalités, ou lorsque les données se suivent. Cette option n’a pas été utilisée dans les 
tests réalisés car ils sont basés sur des données aléatoires. L’annexe 6 présente une fonction qui détermine, après 
analyse d’un échantillon des données de la liste, s’il faut ou non activer cette option. 
- QuickRanking permet aussi de retourner uniquement l’ordre de classement, sans trier l’ensemble des données, ce 
qui réduit les temps de traitement. Cette méthode est utile par exemple lorsque vous cherchez les 10 premiers 
éléments d’une liste, ou le n
ième
 élément. Cependant, les égalités ne sont pas gérées dans cette méthode. 
- Le fichier EXCEL joint reprend ces algorithmes. 
- Dans les tests présentés, QuickSort et QuickSort_AndRank utilisent un pivot fixe. 
- Les tests ont été réalisés sur un PC bureautique en VBA sous EXCEL. Les résultats sont donnés à titre indicatifs, 
l’objectif étant de faire ressortir une tendance. Ces résultats devront être confirmés dans d’autres langages de 
programmation et avec d’autres systèmes d’exploitation. Je cherche des volontaires, si l’aventure vous tente. 
- Cette version 4 réduit les temps de traitement du tri de QuickRanking de quelques pourcentages par rapport à la 
version précédente, et surtout optimise le traitement du classement pour la gestion des égalités, en utilisant… 
QuickSort, dans une version optimisée pour le traitement des entiers long. 
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Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 1 x
Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 2 x 1
Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 2 x 1 0
Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 2 4 1 0 x
Annexe 1 : Le principe de fonctionnement de l’algorithme QuickRanking 
 
 
 
 
 
Trions les 12 données du tableau ci-dessous pour comprendre cette méthode de tri, qui pour économiser du temps 
de traitement, ne déplace pas les données, mais mémorise pour chaque donnée où est la donnée qui la suit :  
 
 
 
Analysons les deux premiers éléments : Ici l’on sait que l’indice 0, qui vaut 3 est la valeur minimale et l’indice 1 qui 
vaut 9 est la valeur maximale.  
Donc l’indice suivant l’indice 0 est l’indice 1. Nous pouvons mémoriser ces informations : 
 
 
 
 
Pour simplifier la lecture du tableau, la valeur minimale est représentée en vert et la valeur maximale est en 
orange.  
 
Pour classer l’indice 2, qui vaut 5 : Nous lisons la valeur minimale, l’indice 0. La valeur 3 est inférieure à 5, donc 
nous lisons l’indice suivant, l’indice 1, qui vaut 9. Trop grand cette fois. Donc 5 devient la valeur qui suivra 3 et 9 
sera la valeur qui suit 5.  
Ce qui met à jour notre tableau des « indices suivants » : 
  
 
 
 
 
Classons l’indice 3 qui vaut 2, valeur inférieure à notre ancienne valeur minimale qui était l’indice 0 de valeur 3. 
Donc un échange est effectué. Et l’indice 0 sera la valeur qui suivra l’indice 3. 
Pas de changement pour les autres données déjà analysées : 
 
 
 
 
Ces flèches indiquent l’ordre de lecture du tableau en partant de la référence 
minimale, et en lisant les « indices suivants ». 
 
 
Passons à l’indice 4 qui vaut 15, valeur supérieure à notre ancienne valeur maximale, l’indice 1 qui vaut 9. Donc un 
échange est effectué. L’indice 4 sera la valeur qui suivra l’indice 1. 
Pas de changement pour les autres données déjà analysées : 
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Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 2 4 5 0 x 1
Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 2 4 10 0 8 6 1 11 7 3 5 x
Indice : 0 1 2 3 4 5 6 7 8 9 10 11 12
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90 10
Indice suivant : 2 4 10 0 8 6 1 11 7 3 5 x
Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Données : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 2 4 5 0 x 6 1
L’indice 5 vaut 7, valeur supérieure à notre valeur minimale de référence, l’indice 3, qui vaut 2. Donc nous lisons 
l’indice suivant, l’indice 0, qui vaut 3. Toujours inférieur à 7, donc nous lisons l’indice suivant, l’indice 2, qui vaut 5. 
Nous continuons avec l’indice suivant, 1, qui vaut 9. Cette fois nous pouvons sortir de la boucle et mettre à jour les 
indices : l’indice suivant le chiffre 7 est donc l’indice 1, et le nouvel indice suivant de l’indice 2 n’est plus 1 mais 5 : 
 
 
 
 
 
Mêmes principes pour classer l’indice 6 qui vaut 8 : Après lecture des valeurs du tableau en partant de l’indice de la 
valeur minimale et en utilisant les « indices suivants », nous trouvons qu’il se situe entre l’indice 5 qui vaut 7 et 
l’indice 1 qui vaut 9. Donc son « indice suivant » est l’indice 1, et « l’indice suivant » de l’indice 5 est modifié : 1 est 
remplacé par 6.  
 
 
 
 
Remarque : ici un raccourci est possible pour classer rapidement l’indice 6. En effet 8 est supérieur ou égal à la 
dernière valeur analysée, qui valait 7, et est inférieur ou égale à la valeur de l’indice suivant de la dernière valeur 
analysée, qui vaut 9. Donc l’indice suivant de l’indice 6 est l’indice suivant de la dernière valeur analysée. Et l’indice 
suivant de la dernière valeur analysée devient l’indice 6. 
Ce test est très performant sur les listes partiellement classées ou s’il y a de nombreuses égalités, mais est contre-
productif sur les listes aléatoires. C’est pourquoi ce test est optionnel dans QuickRanking afin de ne pas l’exécuter 
sur les listes de données que vous savez aléatoires, et ainsi économiser du temps de traitement. 
L’annexe 6 présente une fonction qui détermine, après analyse d’un échantillon des données de la liste, s’il faut ou 
non activer cette option. 
 
 
Poursuivez le classement et si vous obtenez ce tableau, c’est que vous avez compris : 
 
 
 
 
Pour lire les données dans l’ordre croissant, il faut partir de la référence minimale, l’indice 9, soit la valeur 0, et lire 
les « indices suivants » : l’indice 3, qui vaut 2, l’indice 0 qui vaut 3, l’indice 2 qui vaut 5, et ainsi de suite…  
 
Les données sont triées sans qu’aucun déplacement n’ait été fait.  
Seul problème : pour connaître le classement d’un élément, il faut parfois faire de nombreuses lectures. 
Par exemple, pour classer l’indice 12 qui vaut 10, voici le chemin suivi, soit 8 lectures, pour trouver que l’indice 1 
est le dernier élément inférieur : 
 
 
 
 
 
 
 
 
 
Vous devinez qu’avec un tableau de plusieurs centaines d’éléments, certaines valeurs à classer vont nécessiter un 
nombre de lecture impressionnant… ce qui fait exploser les temps de traitement. 
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Indice : 9 3 0 2 10 5 6 1 4 8 7 11
Valeur : 0 2 3 5 5 7 8 9 15 17 20 90
Indice : 9 3 0 2 10 5 6 1 4 8 7 11
Valeur : 0 2 3 5 5 7 8 9 15 17 20 90
Indice : 5 6 1 4 8 7 11
Valeur : 7 8 9 15 17 20 90
Indice : 5 6 1
Valeur : 7 8 9
Indice : 6 1
Valeur : 8 9
Pour gagner du temps, il faut tenir à jour un tableau des données déjà classées : 
 
 
 
Ce qui permet de faire une recherche dichotomique pour trouver la valeur la plus proche de l’élément que l’on 
souhaite classer, qui vaut 10, en seulement 4 lectures : 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Cette méthode prend toute sa puissance sur un tableau très grand. Par exemple, sur un tableau de 10.000 
éléments, 14 lectures seulement permettent de trouver l’élément désiré, soit environ Log(n) / Log(2), où n est le 
nombre d’éléments du tableau.  A comparer avec les centaines de lectures nécessaires par la lecture un à un des 
« indices suivants ». 
 
La génération de ce tableau des données déjà classées étant chronophage, elle ne sera réalisée que de temps en 
temps. Mais même incomplet, ce tableau permet de se rapprocher rapidement de l’élément le plus proche, pour 
ensuite faire un traitement ordinaire en lisant les « indices suivants » un à un, jusqu’à trouver le bon élément.  
Considérez ce tableau comme en raccourci pour arriver rapidement proche de la destination finale, et pas 
forcément à la destination finale. 
 
Il faut arriver à un bon compromis pour que le temps passé à générer ce tableau, soit rentabilisé par le temps 
gagné en recherche par dichotomie. 
J’ai retenu le principe de mettre à jour le tableau lorsque le nombre de lectures des « indexes suivants » équivaut 
au nombre de données traitées.  
 
Une analyse mathématique devrait permettre de trouver la formule pour une génération optimale. 
Je reste ouvert à vos propositions. 
 
 
Remarque : La formule Log(n) / Log(2) donne le nombre maximum de découpages qu’il faudra faire pour trouver la 
solution dans une recherche dichotomique. L’algorithme de recherche dichotomique de QuickRanking, détaillé en 
annexe 2, applique cette formule dans une boucle « For… Next » au lieu d’une condition « Do… Loop While Début + 
1 < Fin », plus gourmande en temps de traitement. De même vous remarquerez que cet algorithme ne teste pas la 
condition d’égalité pour sortir de la recherche prématurément lorsque la valeur recherchée est trouvée. Cela peut 
paraître curieux mais en pratique l’économie de cette condition gourmande en temps d’analyse permet d’accélérer 
les traitements. 
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Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 2 4 10 0 8 6 1 11 7 3 5 x
Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 2 4 10 0 8 6 1 11 7 3 5 x
Classement : 3 8 4 2 9 6 7 11 10 1 5 12
Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 2 4 10 0 8 6 1 11 7 3 5 x
Classement : 2 1
Indice : 0 1 2 3 4 5 6 7 8 9 10 11
Valeur : 3 9 5 2 15 7 8 20 17 0 5 90
Indice suivant : 2 4 10 0 8 6 1 11 7 3 5 x
Classement : 1
Participant Epreuve 1 Classement Epreuve 2 Classement Total Classement
Mathieu 15,24 3 12,65 4 27,89 3
Sylvie 14,15 4 17,45 1 31,60 2
Nathalie 16,24 2 8,59 5 24,83 5
Edouard 17,50 1 14,15 2 31,65 1
Luc 13,67 5 13,80 3 27,47 4
QuickRanking trie les données, mais retourne aussi un ordre de classement. 
 
Reprenons le tableau déjà vu : 
 
 
 
 
La lecture des indices donne le tri des éléments : 0, 2, 3, 5, 5, 7, 8, 9, 15, 17, 20, 90. 
Cette lecture permet aussi d’obtenir l’ordre de classement des éléments : 
 
Le premier élément est l’indice 9. Dans un tableau annexe qui sert d’ordre de classement, l’on met 1 pour l’indice 9.  
 
 
 
 
 
 
L’indice suivant est l’indice 3, l’on met 2 dans l’ordre de classement de l’indice 3. 
 
 
 
 
 
 
L’indice suivant est l’indice 0, l’on met 3 dans l’ordre de classement de l’indice 0. 
Et ainsi de suite pour obtenir ce tableau : 
 
 
 
 
 
L’indice 0, qui vaut 3, est le 3
ème
 élément de la liste classée. 
L’indice 1 qui vaut 9 est le 8
ème
 élément de la liste classée. 
L’indice 2 qui vaut 5 est le 4
ème
 élément de la liste classée… 
 
Inversement, vous pouvez connaître la valeur du n
ième
 élément d’une liste : Liste(Classement(n)) 
Liste(Classement(9)) = 15. Le 9
ème
 élément de la liste vaut 15. 
 
 
L’ordre de classement est pratique pour remplir un tableau de ce type : 
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Indice : 0 1 2 3 4 5 6 7 8
Valeur : 8 8 9 8 10 8 8 10 5
Indice suivant : 1 2 4 0 7 3 5 x 6
Classement : 5 6 7 4 8 3 2 9 1
Indice : 0 1 2 3 4 5 6 7 8
Valeur : 8 8 9 8 10 8 8 10 5
Indice suivant : 1 2 4 0 7 3 5 x 6
Classement : 2 2 7 2 8 2 2 8 1
Indice : 0 1 2 3 4 5 6 7 8
Valeur : 8 8 9 8 10 8 8 10 5
Indice suivant : 1 2 4 0 7 3 5 x 6
Classement : 2 3 7 4 8 5 6 9 1
Mais l’exercice peut se révéler plus compliqué dans certains cas, comme pour le tableau ci-dessous : 
 
 
 
 
 
Les éléments de valeurs 8, des indices 0, 1, 3, 5 et 6, ont un ordre de classement incohérent. Rien ne peut justifier 
que l’indice 6 soit classé 2
ème
 alors que l’indice 5 est classé 3
ème
.  
 
Dans la pratique, soit l’on attribue le même classement à toutes les valeurs égales (méthode 1) :  
 
Ici il y a un premier, et 5 deuxièmes ex-aequo. 
L’élément de valeur 9 (indice 2) est 7
ème
. 
 
 
 
Soit l’on conserve l’ordre d’origine pour classer les valeurs égales (méthode 2) : 
 
Ici chaque élément à un rang distinct. Il n’y a pas d’ex-
aequo même pour les éléments de même valeur. En 
cas d’égalité, c’est l’élément à l’indice le plus bas qui 
est priorisé. 
  
QuickRanking sait gérer ces deux méthodes de classement, ainsi que l’ordre croissant ou décroissant. 
La fonction accepte trois arguments, en plus du tableau à trier :  
- OrdreCroissant : s’il vaut True, le tri se fait par ordre croissant, s’il vaut False, le tri est décroissant. 
- ModeClassement indique le mode de classement à retourner : 0 pour aucun classement, 1 pour appliquer le 
même rang aux données égales, 2 pour attribuer un rang différent aux données égales en respectant leur 
position d’origine, 3 pour retourner le classement, sans trier les données ni gérer les éventuelles égalités. 
- NiveauTest : s’il vaut False, aucune analyse supplémentaire n’est réalisée. S’il vaut True des tests 
supplémentaires sont réalisés en se basant sur le dernier élément analysé : recherche des suites et des doublons 
pour un traitement immédiat, recherche de la borne minimale et maximale du tableau utilisé pour la recherche 
dichotomique. Voir l’annexe 6 pour plus d’information sur cet argument. 
 
Exemple d’appel de la fonction QuickRanking en VBA sous EXCEL, après chargement des données à trier placées en 
colonne A, lignes 2 et suivantes. Le tri est restitué en colonne B et le classement par la méthode 1 en colonne C. 
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Annexe 2 : Le code source en VBA de l’algorithme QuickRanking  
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16/09/2015 - QuickRanking - Algorithme Rapide de Classement - Page 11  Laurent OTT. 
Annexe 3 : L’algorithme QuickSort de C.A.R. Hoare 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Vous pouvez optimiser cet algorithme pour le traitement des entiers numériques en remplaçant les déclarations 
des variables « Variant » par « Long ». 
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Annexe 4 : L’algorithme QuickSort_AndRank (sur la base de l’algorithme QuickSort) 
Permettant de retourner un ordre de classement. 
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Annexe 5 : Comparaison des trois algorithmes 
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Annexe 6 : L’analyse d’un échantillon des données de la liste permet de 
déterminer s’il faut ou non activer l’option de tests complémentaires. 
 
QuickRanking propose en option des analyses complémentaires pour accélérer les traitements, en se basant sur le 
dernier élément analysé - recherche des suites et des doublons pour un traitement immédiat. 
Ces analyses sont performantes sur les listes partiellement classées ou s’il y a de nombreuses égalités, mais sont 
contre-productives sur les listes aléatoires.  
C’est pourquoi ces analyses sont optionnelles dans QuickRanking afin de ne pas les exécuter sur les listes de 
données que vous savez aléatoires, et ainsi économiser du temps de traitement. 
 
Le dilemme se pose donc lorsque vous ne savez pas à l’avance si la liste des données à analyser sera ou non 
aléatoire. Car dans certains cas l’activation de l’option accélérera incroyablement les traitements, ou au contraire 
les ralentira. 
La solution que je propose, est de prendre un échantillon des données de la liste, pris au hasard, et de l’analyser 
avec l’option activée. QuickRanking alimentera, dans son argument NbRac passé en référence, le nombre de tests 
efficaces. Si ce nombre représente au moins 10% de l’échantillon, l’on peut estimer qu’il faut activer l’option. 
Plus la taille de l'échantillon est grande et plus le test sera représentatif, mais plus il prendra de temps. Ainsi, j’ai 
limité la taille de l’échantillon à 3% de la taille de la liste d’origine. Inversement si l’échantillon fait moins de 20 
éléments, il est jugé non significatif et la fonction retourne True sans faire de test. Par défaut la taille de 
l’échantillon est 1/1000 de la liste. 
 
 
 
 
 
 
 
 
 
