INTRODUCTION
same FA. Direct measurements of these features would provide much greater insight into disease mechanisms, recovery, and development. Such measurements would also provide basic neuroscientific insight and may predict cognitive performance better than nonspecific indices like FA.
Previous work, e.g. (7) (8) (9) (10) , shows that diffusion MRI can provide estimates of features such as pore sizes in minerals and axon sizes, density and permeability in excised biological tissue. Most methods use measurements from a pulsed-gradient spin-echo (PGSE) (11) or stimulated-echo (STEAM) (12) sequence. Both pulse sequences have three main tunable parameters: the gradient vector G, the length of the gradient pulses δ, and the time between the onsets of the two pulses .
One approach to measure pore sizes or axon radii uses the diffraction pattern of the diffusion MRI signal, as a function of |G|, from restricted water molecules in the longdiffusion-time limit ( R 2 /2d, where R is the pore radius and d is the diffusivity) and assuming short gradient pulses ( δ). Callaghan et al. (13) first noticed the diffraction pattern and related its frequency to the sample pore size. Avram et al. (14) recovered the radii of cylindrical polymer tubes with radii 20 µm and 9 µm from the diffraction pattern using STEAM. They also studied a related approach that estimates R using a two-compartment model. In their model, R is a linear function of the root mean square (RMS) displacement of the slower diffusing component perpendicular to the fiber direction. Topgaard and Soderman (15) recover the spacing of parallel glass plates from the diffraction pattern. However, Weng et al. (10) find that the diffraction pattern in measurements from an excised rat brain does not reflect the mean axon radius measured by microscope. Peled et al. (16) noted that measurements from samples with a range of pore sizes, as rat-brain tissue is likely to have, do not exhibit diffraction. However, Ong et al. (17) showed that the RMS displacement predicts the mean axon radius well in several distinct pathways in the mouse spinal cord, where the distribution of radii may be less broad. Lätt et al. (18) used simulations to study the diffraction pattern as a predictor of pore size on clinical MR systems. They concluded that R = 10 µm is the lowest identifiable radius using current hardware.
An alternative approach is to construct a geometric model of microstructure that predicts the MR signal from water diffusing within. Model-based techniques potentially account for factors such as distributions of cell sizes more robustly and naturally provide estimates of several interesting features simultaneously. Stanisz et al. (9) constructed a geometric model of bovine optic-nerve tissue consisting of non abutting spherical glial cells and ellipsoidal axons with semi permeable walls embedded in a homogeneous substrate. The model assumes short gradient pulses. They acquire 800 PGSE measurements on an excised sample: four repeats of each combination of ∈ {0.008, 0.01, 0.02, 0.03} s and 50 settings of |G| in the range 0-1.4 T m −1 ; G is normal to the fiber direction and δ = 0.003 s throughout. The fitted sizes, volume fractions and permeabilities of each cell type agree qualitatively with histology consistently in experiments with three separate samples.
Assaf et al.'s CHARMED model (19) of white matter contains impermeable parallel cylindrical non abutting axons with a gamma distribution of radii embedded in a homogeneous substrate. The model for the signal from the extra cellular compartment uses the DT model with principal direction aligned with the cylinder axes. The intra cellular signal uses Neuman's model of the MR signal from spins diffusing within a cylinder in the presence of a constant diffusion gradient (20) . Later work (7) extends the CHARMED model to use Van Gelderen's extension (21) of Murday and Cott's model (22) , which approximates the MR signal of water diffusing in cylinders with finite-length gradient pulses. In (7), Assaf et al. acquired 1,024 measurements using a similar protocol to (9) with δ = 0.0025 sec throughout. The acquisition takes about 12 h. The test sample is excised nerve-tissue with known fiber orientation and G is perpendicular to the fiber direction for all the measurements. They fit the parameters of the gamma distribution of axon radii and show that the maximum likelihood distribution agrees closely with a histogram of radii measured by hand on a histological image of the same sample. Recent work (23) relaxes the constraint on the shape of the radius distribution to some extent.
The direct microstructure-imaging techniques reviewed above all rely on both prior knowledge of the pore or axon orientation and lengthy data acquisitions (many hours or even days) with high magnetic-field gradient strengths. The techniques are therefore practical only for non-live samples with a single pore orientation. To realize the full potential of direct microstructure features as imaging biomarkers requires a technique to measure them over the whole brain in live human subjects. In vivo neuroimaging imposes much lower limits on gradient strengths (modern human systems have maximum gradient strengths in the range 0.04-0.08 T m −1 ) and the tolerable acquisition time is an order of magnitude lower (less than 1 h) than previous in vitro experiments. Moreover, the axon orientation is unknown in general.
This study develops a new algorithm for experimentdesign optimization using stochastic optimization of the Cramer-Rao lower bound (CRLB) and a procedure to sample the posterior distribution of model parameters using Markov Chain Monte Carlo (MCMC). Both methods use the appropriate Rician noise model. They adapt naturally to a wide variety of alternative models, pulse sequences, and applications. This study optimizes an in vivo imaging protocol for a simple model of the diffusion MRI signal from white-matter tissue that includes axon density and radius as parameters and recovers posterior distributions on the parameters. The Methods section outlines the simple model and introduces the new method for experimentdesign optimization. The Experiments and Results section evaluates the precision and accuracy with which we can estimate the axon radius, density and other direct microstructure features, using the optimized acquisition protocols. The discussion section concludes.
METHODS
This section outlines a simple model for the MR signal from water diffusing in white matter and develops the experiment-design optimization.
Simple Model
The model is based on Assaf et al.'s CHARMED model (19) , but distilled to the smallest number of parameters possible for testing feasibility of recovering features of this kind of system. The key differences are:
1. The simplified model assumes a single axon radius rather than a distribution. 2. The simplified model assumes cylindrical symmetry of the apparent DT in the extra cellular space. The DT
, which has major eigenvector n in the fiber direction with corresponding eigenvalue d (the diffusivity parallel to n) and minor eigenvalues d ⊥ (the apparent diffusivity perpendicular to n); I is the identity tensor. 3. The intrinsic diffusivities of the intra and extra cellular compartments are the same and equal to d .
We use Van Gelderen's model (21) for the signal attenuation inside the cylinders from the component of G perpendicular to n, as in (7) .
The dependent parameters of the model are as follows:
• The volume fraction f of the intra cellular compartment, which relates simply to the axon density.
• The fiber direction, n.
• The axon radius, R.
to n in the extra cellular space.
This study concentrates on measurements from the PGSE sequence, so the tunable, independent variables are G, , and δ.
Reference (24) gives a more complete description of the model. It is an experimental model only and does not account for many of the microstructural variables in real brain tissue. Some other variables are straightforward to incorporate. Integration over a model distribution for R, as in (7), can include a distribution of axon radii. Axon wall permeability allows exchange of particles between the intra and extra cellular compartments, which a pair of coupled differential equations (9) can model. White matter also contains glial cells, which a third compartment with spherical restriction might model, as in (9) . Integration over a model distribution for n incorporates a distribution of fiber directions. Sen and Basser (25) show how to incorporate thickness of the axon walls and different concentrations among compartments. Relaxation times may vary between compartments, as in (26) . Models of tortuosity (27) that estimate d ⊥ from d , f and R potentially reduce the number of parameters in the model by one, but such models are approximate only and break down at high f . Other effects, such as abutting cells and loss of percolation of the extra cellular space are difficult to incorporate in analytic models.
Experiment-Design Optimization
Each measurement in the acquisition may use a different combination of G, , and δ. We seek the set of combinations that give the best parameter estimates. This section first outlines the requirements and constraints of an in vivo imaging protocol that reduce the set of combinations the optimization can consider. We then construct an objective function that reflects the precision of model-parameter estimates for a particular protocol. The experiment-design optimization aims to find the protocol that minimizes the objective function, and the final subsection outlines the optimization procedure that performs the minimization.
Requirements and Constraints of In Vivo Imaging
In vivo human imaging places three key constraints on the protocol:
1. The tolerable acquisition time limits the number of measurements. 2. Both power and safety constraints limit the maximum gradient strength. 3. Model-parameter estimation must be orientationally invariant.
To avoid orientational dependence, DT-MRI experiments commonly use "high-angular resolution" acquisition protocols in which |G|, , and δ are the same for each measurement, but each has a unique gradient direction with the whole set distributed evenly on a hemisphere (28) . A similar strategy works here. The optimization considers only the class of protocol that acquires the same number M of measurements in each of N gradient directions. The M combinations of |G|, δ, and are the same in each direction. We choose the N directions by electrostatic minimization (28), fix them, and optimize the M combinations of |G|, δ, and . This constraint reduces the dimensionality of the optimization significantly from 5NM (each PGSE measurement has 5 degrees of freedom) to 3M (fixing the gradient direction reduces the degrees of freedom of each measurement to 3).
Objective Function
The Fisher information matrix and the CRLB are standard tools for experiment design. The CRLB provides a lower bound on the variance of a fitted model parameter that often correlates closely with the true variance. To optimize the protocol, we aim to minimize the sum of the coefficients of variation of the model parameters
where w i , i = 1, . . . , W are the model parameters and σ i is the standard deviation of w i . The σ 2 i are unknown, so we use the CRLBs in their place:
where ( J −1 ) ii is the CRLB for w i . The Appendix defines the CRLB and provides formulae for both the familiar form, which assumes a Gaussian noise model, and the CRLB under the assumption of Rician noise, which proves beneficial here. We limit the sum in Eq. [2] to terms for the scalar model parameters f , d , d ⊥ , and R only.
The function F provides the basis of an objective function to minimize with respect to the M combinations of |G|, δ, and . However, F depends on specific settings of the parameters, w 1 , . . . , w W , which take a range of values. The full objective function therefore integrates F over prior distributions on each w i . This study assumes δ-function priors on the model parameters f , d , and A δ-function prior for n is not sufficient to ensure orientational invariance. The full objective function averages F over a set S of sample directions. The algorithm to construct S proceeds as follows:
1. Initialize S to contain one sample from a uniform distribution on the sphere. 2. Minimize F averaged over S. 3. Find theñ ∈ S 500 , where S 500 is a set of 500 sample directions evenly distributed over the sphere, which has the largest F with the optimized protocol. 4. IFñ / ∈ S, addñ to S and GOTO 2, ELSE END.
The process usually converges with S containing only three or four elements.
Optimization
The objective function has many local minima. We use a stochastic optimization algorithm, SOMA (self-organizing migratory algorithm) (29) , with population size of 50,500 migrations and otherwise default settings, to perform the minimization. Preliminary experiments (not shown) found that SOMA consistently outperforms a variety of other standard optimization algorithms for this task. The full optimization runs SOMA five times and picks the result with the smallest final value of the objective function.
During minimization, the optimization enforces the constraint 0 ≤ |G k | ≤ G max , as well as δ k ≥ 0 and k ≥ δ k + P180, where P180 is the time required for the 180
• pulse. The optimization must also account for changes to the echo time TE required for the sequence, since T 2 effects reduce Table 1 Optimized Combinations of |G|, δ, and from the Gaussian CRLB Objective Function with G max = 0.2 T m −1 , R = 2 µm, and σ 0 = 0.02 The table includes the more familiar quantities |q|, t = − δ/3 and
the signal more for longer TE, which increases the significance of the noise. To avoid the need for precise knowledge of T 2 , TE is the same for all measurements and thus depends on the largest δ + , i.e. 
EXPERIMENTS AND RESULTS
This section contains simulation experiments that test the feasibility of measuring direct-microstructure features using the experiment-design optimization. All experiments use the simple model from the Methods section. The experiments test two settings of G max . One setting is G max = 0.07 T m −1 , which is at the limit of what modern human scanners can achieve on live subjects. The other is G max = 0.2 T m −1 , which is easily achievable in modern small-bore animal scanners. We limit the number of measurements to 120, which modern scanners can acquire in less than 45 min using a fast acquisition such as echo-planar imaging. Unless otherwise stated, we set P180 = 0.005s.
The first subsection shows example output from the experiment-design optimization and the second investigates the dependence of F on the ratio of N to M . The key results of the study are in the "Parameter Estimation" section, which shows how well we can recover the parameters of the model in the "Simple Model" section using the optimized protocols. Finally, the "Dependencies" section studies the dependence of the precision and accuracy of parameter estimates on various settings of the system.
Optimized Acquisition Protocols
This section compares qualitatively some protocols that the optimization procedure produces. For illustration, we set R = 2 µm, G max = 0.2 T m −1 , σ 0 = 0.02, N = 30, and M = 4. Table 1 shows the optimized protocol for the objective function based on the Gaussian CRLB and Table 2 shows the optimized protocol for the Rician CRLB.
The objective function that uses the Gaussian CRLB tends to favor higher levels of diffusion weighting that results in measurements with very low signal to noise. The Rician version penalizes high diffusion weighting more. The difference is marked in this example where R is close to the limit of the measurable range (see later sections). At higher R, optimized protocols become similar for the two noise models. Simulation experiments (not shown) demonstrate clear superiority of protocols optimized using the Rician CRLB, and we shall not consider the Gaussian CRLB, further.
Choice of M
and N = 120/M . We then compute F , in Eq. [2] , for the optimized protocol with each n ∈ S 500 . Figure 1 
Parameter Estimation
This section shows simulation experiments that measure the ability to recover known parameter settings using the optimized protocols. Unless explicitly stated otherwise, all the model parameters take the values listed in the "Objective Function" section. Each experiment synthesizes data from the model in section "Simple Model" using the protocol under investigation and adds synthetic Rician noise assuming σ 0 = 0.02.
A simple MCMC procedure provides samples of the posterior distributions of the model parameters given the data. We use broad uniform priors for all the scalar model parameters. The prior on n is uniform on the sphere. The prior on the noise-level parameter σ is a broad uninformative gamma distribution. Proposal distributions are Gaussians with standard deviations chosen manually to give suitable acceptance rates. The likelihood ratio at each iteration uses the Rician noise model. Samples of the model parameters come from a Metropolis-Hastings sampler; samples of σ from Gibbs sampling. Rough initial estimates for f , n, d , and d ⊥ come from the DT fitted to the log measurements. We initialize R to the true value to speed up convergence. The burn-in period is 10,000 iterations, which ensures convergence, and the sampling interval is 1,000, which gives approximately independent samples. Each run gathers 100 samples. Figure 2 is the key result. The figure plots histograms of samples of the posterior distributions on R for each of the various true R at each G max . Each histogram combines output from 10 separate MCMC runs each with a different setting of n and independent noise, so the total number of samples is 1,000. In the top row of Fig.  2 , each histogram comes from a separate protocol optimized for the specific value of R, which should give the best possible chance of recovering R precisely and accurately. The axon radius is easiest to estimate when it is in the range 5-10 µm. Variance of the posterior increases as R increases or decreases from this range. For G max = 0.07 T m −1 , R = 1 µm and R = 2 µm are identifiable as R ∈ [0, 2] µm, but are indistinguishable from each other and smaller radii. However, at G max = 0.2 T m −1 , the posterior distributions for R = 1 and 2 µm separate and center on the correct values. The variance is higher at 20 µm than at 5 or 10 µm despite the value of F being similar (see Figure 1) . However, F does not include terms for the orientation parameter n, which becomes harder to estimate as R increases.
The results in the top row of Fig. 2 are an upper bound on what is achievable, since they come from protocols optimized individually for each R. The middle row of Fig. 2 shows posterior distributions using only one protocol at each G max . The single protocols come from minimizing F averaged over both S and each R ∈ {5, 10, 20} µm. For higher R, histograms are slightly broader, but the trends remain similar. The single protocols give slightly better results at low R than the protocols optimized for those specific R and the posterior distributions for R = 1 and 2 µm separate slightly even with G max = 0.07 T m −1 . The CRLBs for R are much larger than those for the other model parameters when R is low and that term dominates the sum in Eq. [2] . At higher R, all the CRLBs have similar magnitude, so the optimization also minimizes the variance of the other model parameters, which appears to provide some advantage even for lower R. For comparison, the bottom row of 
Dependencies
The final experiment investigates the dependence of the ability to measure direct microstructure features on the previously fixed model-parameter settings and other system variables. Figure 1 shows the dependence of F on both R and M ; F becomes larger as R decreases, which suggests that lower R is harder to recover. Figure 4 shows how F , averaged over S 500 , depends on other variables of the model and system. The default settings in all the simulations are The value of F is minimum when f is close to 0.7 and increases sharply as f decreases (Fig. 4 top left) . Examination of the CRLBs for each individual parameter (not shown) reveals that, although d ⊥ becomes easier to estimate as f decreases, the dominant effect is that both f and R become harder to estimate. As the intrinsic diffusivity Fig. 4) , F decreases, because R becomes easier to measure. A reduction in diffusivity has a very similar effect in increasing R, since both affect the timescale over which spins interact with restricting boundaries. As diffusivity decreases, the window of R we can recover also decreases; we can measure smaller axon radii more accurately in tissue with lower diffusivity, such as excised tissue samples. In contrast, as d ⊥ increases with d fixed (top right in Fig. 4) , F comes down, which is mainly because d ⊥ itself becomes more identifiable. Figure 4 (bottom left) shows the effect of reducing the length of the 180
• pulse. Shorter P180 allows shorter diffusion times, which may give access to measurements that are more informative about smaller R. Dependence of F on P180 is not dramatic; f and R become slightly more identifiable as P180 decreases. Precision appears to increase as T 2 decreases (Fig. 4 bottom  middle) , because the SNR at TE = 0.08 s is fixed at 50 so the optimization finds greater benefit in estimating all parameters by reducing TE. Finally, Fig. 4 (bottom right) shows that F is almost exactly proportional to σ 2 0 , which suggests that the effect of the Rician noise does not vary greatly over the range of σ 0 .
DISCUSSION
The experiment-design optimization is essential to obtain the kinds of acquisition protocols this article studies. It is difficult to imagine how we might choose an orientationally invariant protocol for the model studied here or similar models, without such an optimization. However, suppose, for example, we take M = 4 and construct a protocol in a similar way to (7). If we take each combination of |G| ∈ {G max /2, G max } and ∈ { max /2, max } with δ fixed short at, say, 0.005 s, the mean F over 500 orientations, at the best setting of max , is around 30 times larger than for the optimized protocol with the same G max . The optimization consistently makes major improvements to parameter estimates over ad-hoc protocols.
The experiment-design optimization adapts naturally to other models of diffusion in brain tissue. The same procedure can optimize sampling for more complex models incorporating other effects, as discussed at the end of the "Simple Model" section. Moreover, optimal sampling for simpler and more familiar models, such as single or multiple DT models, is still the subject of debate and the same technique can optimize sampling strategies for them.
For the simple model we investigate here, protocols with M = 4 consistently give lower F than other M . It seems likely that the optimal M depends on the number of model parameters and this model has four scalar parameters and n. One possible refinement of the protocols we consider here, which may improve orientational invariance at no cost, is to separate the gradient directions slightly for each of the N sets of M measurements. One possible implementation of this idea uses recent work by Cook et al. (30) , which shows how to divide MN evenly distributed directions into M evenly distributed subsets of N directions. We can assign a separate combination of |G|, , and δ to each subset. Experiments (not shown) with such protocols show little improvement over the class of protocols used here. This suggests that N = 30 is sufficient for orientational invariance. However, for more complex models that require larger M , or smaller MN , these subset-based protocols may prove advantageous. Further improvement may come from allowing different numbers of measurements in each subset. For example, high angular resolution may be more important for measurements with higher diffusion weighting.
The simulation results suggest feasibility of measuring direct microstructure features, such as axon density and radius distribution, in vivo. With typical diffusivities and packing densities in brain tissue, radii of 5-10 µm are most identifiable. At higher R, n becomes harder to estimate, which makes estimates of R less precise. At lower R, we can identify R as low, but cannot distinguish low values of R from one another. The simulations use only single values of R, but real brain tissue has a distribution in the range 0.25-10 µm. The actual distribution of radii varies among white matter structures. Assaf et al. (7, 23) fit simple continuous models for the radius distribution. The simulations using single radii reveal which parts of fitted distributions are likely to be reliable and which rely on the shape of the model. To optimize the acquisition for recovering a continuous distribution, one option is to replace the term in R in Eq. [2] with terms for the parameters of the radius distribution and optimize in the same way. The optimum M may increase to accommodate the extra parameters. Dependence of F on the mean of a continuous distribution model is likely to be similar to the dependence on the single R in the current model. Dependence of F on the distribution variance will reflect the proportion of the distribution that lies in the range of recoverable values of R. However, simpler optimizations like those we perform here may be sufficient to optimize the acquisition for fitting continuous distributions. Protocols optimized for any R in a range, say 0.25-10 µm, (by averaging F over the range) should provide the sensitivity required to fit any continuous distribution within that same range. However, the optimization can become unstable for low settings of R, so the best strategy may be to optimize for the range of most recoverable R only, as for the results in Fig. 2 (middle and bottom) .
Higher gradient strength increases the ability to distinguish smaller axon radii. However, inspection of the optimal protocols at various G max suggests that the main advantage of higher gradient strength is to allow acquisition of similar measurements with shorter TE and hence higher SNR. The settings of other parameters of the system also affect the precision and accuracy of estimates, as Fig.  4 shows. The most profound effect is the dependence of the range of measurable R on the intrinsic diffusivity. As diffusivity increases, the values of R we can estimate also increase. The simulations suggest that the lower end of the axon-radius range is difficult to distinguish in vivo. However, excised tissue samples have lower diffusivity, mainly because they are usually at room, rather than body, temperature, so it may be easier to measure the full range of radii.
The experiment-design optimization presents a variety of new opportunities for further work. As discussed earlier, the optimization procedures adapt simply to a variety of alternative models. Moreover, it is simple to incorporate prior information on the distribution of parameter settings to further fine tune the optimization. In particular, in applications where information about the distribution of fiber orientations is available, such as ex vivo nerve-tissue imaging or in vivo optic-nerve or spinal-cord imaging, it is simple to adapt the optimization to exploit that knowledge.
The method should improve future imaging protocols and studies that use them in a wide range of applications.
The feasibility study into measuring direct-microstructure features provides compelling results, but clearly requires further study. The next step is to acquire data from ex vivo and in vivo samples and compare with histology in a similar way to (7, 10) . The simple model is an extreme simplification of the geometry of real brain tissue. However, its estimated parameters may still provide crude measurements that correlate closely enough with cell dimensions to make useful biomarkers. Preliminary experiments (not shown) suggest that the model behaves sensibly under departures. In particular, if the system contains two distinct axon radii or a gamma distribution of radii, the posterior on the single R tends to have a single peak near the mean of the true R distribution. The posterior distributions on a single R (as shown in Fig. 2 ) tend to be tighter about the mean than non trivial true distributions of R. If the true distribution of fiber orientations departs from the δ-function the model assumes, the fitted R becomes biased upward. Compartmental T 2 introduces bias in the fitted f , but has less effect on the estimates of R and the diffusivity parameters.
Microstructure features such as axon-radius distribution, orientation distribution, permeability, glial-cell compartments, compartmentalized T 2 , and compartmentalized intrinsic diffusivity are simple to incorporate into the model. Future experiments with scanner data will determine which parameters are required to model brain tissue sufficiently well.
Direct-microstructure biomarkers have clear potential benefits for monitoring tissue changes in development, disease or recovery over non specific biomarkers derived from the DT. Long term, these kinds of features may also benefit tractography and connectivity mapping. For example, knowledge of the axon-radius distribution in each fiber tract could help resolve ambiguities at fiber crossings and may provide better definitions of connectivity based on information-transfer potential. Conversely, tractography may assist estimation of direct microstructure features. Microstructure is likely to remain consistent along fibers, so we can exploit spatial coherence along reconstructed pathways to provide extra signal for fitting.
This study considers only the PGSE pulse sequence, but other pulse sequences can provide diffusion MRI measurements that may be better for estimating certain features of the microstructure. Both STEAM (12) and steady-state free procession (31) allow measurements with much longer diffusion times by avoiding T 2 decay outside the gradient pulses. Twice-refocused spin-echo sequences (32) can be more economic than PGSE and produce less eddycurrent distortions. Other sequences that vary the gradient orientation during the gradient pulses (33) or use multiple pulse pairs (34) may also prove advantageous for measuring direct microstructure features. With the exception of STEAM, however, all the pulse sequences above have different tunable settings to the PGSE sequence and models that relate those settings to the parameters of complex particle-displacement patterns still require development. The experiment-design optimization developed here adapts simply to these alternative pulse sequences once models are available.
APPENDIX : CRAMER-RAO LOWER BOUND
The general form of the Fisher information matrix J has (i, j)-th element
where L is the log likelihood of the measurement, given the model parameters, for an appropriate noise model and E denotes expectation given that noise model. For Gaussian noise,
where [A4]
A Rician CRLB comes from the general expression for the Fisher information matrix in Eq. [A1] using the Rician log likelihood, L R in Eq. [A4]. The substitution requires the expectations of the second derivatives of L R with respect to each w i and σ . For example,
The following expectations are straightforward to derive, although the algebra is tedious: 
