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Zusammenfassung
Diese Arbeit behandelt die Beugung von elektromagnetischen und skalaren Complex-
Source Beams an Kegeln. Der Complex-Source Beam bietet dabei die Mo¨glichkeit,
auf analytischem Wege ein strahlenfo¨rmiges, fokussiertes Wellenfeld zu beschreiben.
Die Felder werden mit einer spha¨rischen Multipolentwicklung berechnet, die durch
die Verwendung eines Complex-Source Beams als anregende Quelle im gesamten
Lo¨sungsgebiet stark konvergente Ergebnisse liefert.
Es wird sowohl der Kreiskegel als auch der allgemeinere Fall des elliptischen Kegels
behandelt. Die numerische Auswertung umfasst skalare Felder fu¨r einen schallharten
und schallweichen Kegel, sowie elektrische Felder an einem ideal leitenden Kegel.
O¨ffnungswinkel des Kegels sowie Einfalls- und Polarisationsrichtung des einfallenden
Feldes ko¨nnen beliebige Werte annehmen. Es werden exemplarisch Feldbilder fu¨r
einige interessante Fa¨lle vorgestellt.
Zuletzt wird gezeigt, wie diese Ergebnisse, die mithilfe eines Complex-Source
Beams gewonnen wurden, Anwendung in asymptotischen Verfahren finden ko¨nnen.
1
Summary
This thesis deals with the diffraction of electromagnetic and scalar complex-source
beams at cones. The complex-source beam offers the possibility to describe the field
of a focused beam analytically. The fields are computed by means of a spherical
multipole expansion, which yields strongly convergent results when a complex-source
beam is used as the incident field.
Both the circular cone and elliptic cone are considered. The numerical analysis
covers scalar fields at acoustically soft and hard cones, as well as electric fields at
perfectly conducting cones. The opening angle of the cones and the direction of
incidence and polarisation can be chosen arbitrarily. Results are shown exemplarily
for several interesting cases.
Finally a method is presented how results that are generated by a complex-source
beam can be integrated into asymptotic methods.
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1 Einleitung
Wenn man Feldsimulationen durchfu¨hren mo¨chte, bei denen die Wellenla¨nge der An-
regung einige Gro¨ßenordnungen unter den Abmaßen des betrachteten Modells liegt,
sind meistens asymptotische Methoden die Feldberechnungsverfahren der Wahl. Bei
diesen Verfahren wird die Beugung an Unstetigkeiten mithilfe von Beugungskoeffi-
zienten ausgedru¨ckt, die aus Lo¨sungen zu entsprechenden kanonischen Strukturen
gewonnen werden. Das Finden von analytischen Lo¨sungen zu solchen kanonischen
Problemstellungen kann fu¨r spezielle Strukturen sehr anspruchsvoll sein. In dieser
Arbeit soll die Beugung an Kreiskegeln und elliptischen Kegeln untersucht werden.
Hierbei kommt die spha¨rische Multipolentwicklung zum Einsatz. Sie ist eine Ent-
wicklung des elektromagnetischen Feldes, die sich am besten fu¨r kugelsymmetri-
sche Probleme eignet. Eine Abwandlung der klassischen Multipolentwicklung durch
geeignete Eigenfunktionen ermo¨glicht das Berechnen von Feldern im Außenraum
von beliebigen Kegeln. Dieser Ansatz wurde schon in fru¨heren Arbeiten verfolgt; es
kommt allerdings zu Konvergenzproblemen bei der Entwicklung von ebenen Wellen
außerhalb eines bestimmten Konvergenzradius.
Bei den Untersuchungen in dieser Arbeit wird ein sogenannter Complex-Source
Beam (CSB) als anregendes Feld verwendet. Namensgebend ist das Pha¨nomen, dass
die Annahme eines komplexen Ortes fu¨r die Position einer Punktquelle zu einer
Feldbeschreibung eines fokussierten Strahls fu¨hrt. Der entstehende Strahl, der sich
durch einen Gaußstrahl angena¨hert beschreiben la¨sst, soll als lokal beschra¨nktes ebe-
nes Wellenfeld verwendet werden, um die zu untersuchende Struktur, insbesondere
die Kegelspitze, zu beleuchten. Auf diese Weise sollen Feldbilder erzeugt werden,
die Ru¨ckschlu¨sse auf das Beugungsverhalten von ebenen Wellen an Kegelspitzen
ermo¨glichen. Gleichzeitig hat die die lokale Begrenzung des Feldes zur Folge, dass
die Entwicklung eine bessere Konvergenz besitzt.
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KAPITEL 1. EINLEITUNG
Die Grundlagen der spha¨rischen Multipolentwicklung werden in Kapitel 2 behan-
delt. In Kapitel 3 werden der CSB sowie die inhomogene ebene Welle als anregende
Felder vorgestellt. Anschließend werden in Kapitel 4 und 5 Ergebnisse fu¨r das Nah-
und Fernfeld bei der Beugung von einem CSB am Kreiskegel oder elliptischem Ke-
gel pra¨sentiert. Abschließend wird in Kapitel 6 untersucht, wie diese Ergebnisse als
Beugungskoeffizienten in asymptotischen Verfahren verwendet werden ko¨nnen.
6
2 Die spha¨rische
Multipolentwicklung
Ausgehend von den Maxwellschen Gleichungen werden in diesem Kapitel kom-
pakt, doch mo¨glichst vollsta¨ndig die Lo¨sungen fu¨r die skalare und vektorielle Helm-
holtzgleichung hergeleitet. Es werden dabei zwei verschiedene Koordinatensysteme
beru¨cksichtigt, na¨mlich die Kugelkoordinaten und die elliptischen Kegelkoordina-
ten. Es werden Lo¨sungen sowohl fu¨r den freien Raum als auch fu¨r den Außenraum
von Kreiskegeln und elliptischen Kegeln gesucht. Deren Darstellung erfolgt u¨ber
spha¨rische Multipolentwicklungen.
2.1 Die Maxwellschen Gleichungen
Als Grundlage zur Beschreibung sa¨mtlicher elektromagnetischer Vorga¨nge dienen
die Maxwellschen Gleichungen. Die differentielle Formulierung lautet:
~∇× ~H(~r, t) = ~J + ∂
~D(~r, t)
∂t
(2.1a)
~∇× ~E(~r, t) = −∂
~B(~r, t)
∂t
(2.1b)
~∇ · ~B(~r, t) = 0 (2.1c)
~∇ · ~D(~r, t) = %(~r) . (2.1d)
Fu¨r zeitharmonische Vorga¨nge bei einer festen Kreisfrequenz ω lassen sich die Gro¨ßen
zeitunabha¨ngig als Phasoren gema¨ß
~F (~r, t) = <{~F (~r)e+jωt} (2.2)
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ausdru¨cken, wobei hier – wie im Rest dieser Arbeit – von dem Zeitfaktor +jωt
ausgegangen wird. Die Maxwellgleichungen werden in Phasorschreibweise zu
~∇× ~H(~r) = ~J + jω ~D(~r) (2.3a)
~∇× ~E(~r) = −jω ~B(~r) (2.3b)
~∇ · ~B(~r) = 0 (2.3c)
~∇ · ~D(~r) = %(~r) . (2.3d)
Fu¨r eine vollsta¨ndige Beschreibung mu¨ssen zusa¨tzlich noch die elektrische Feld-
sta¨rke ~E mit der elektrischen Flussdichte ~D und der Stromdichte ~J , sowie die ma-
gnetische Feldsta¨rke ~H mit der magnetischen Flussdichte ~B verknu¨pft werden. Fu¨r
ein lineares, homogenes und isotropes Medium geschieht dies u¨ber folgende Materi-
algleichungen:
~D(~r) = ε ~E(~r) (2.4a)
~B(~r) = µ ~H(~r) (2.4b)
~J(~r) = ~Jimp(~r) + σ ~E(~r) , (2.4c)
wobei Jimp die eingepra¨gte elektrische Stromsta¨rke darstellt und als Anregung des
elektromagnetischen Feldes dienen kann.
Durch das Kombinieren von (2.3a) und (2.3b) erha¨lt man mit (2.4a) – (2.4c)
~∇× ~∇× ~E − κ2 ~E = −jωµ ~Jimp(~r) (2.5)
~∇× ~∇× ~H − κ2 ~H = ~∇× ~Jimp(~r) (2.6)
mit der Wellenzahl
κ =
√
ω2µε− jωµσ = ω√µεeff . (2.7)
Wenn nun die beiden verbleibenden Maxwellschen Gleichungen (2.3c) und (2.3d)
herangezogen werden, ergeben sich mithilfe der Vektoridentita¨t ~∇× ~∇× ~F = −∆~F+
~∇~∇ · ~F die vektoriellen inhomogenen Helmholtzgleichungen fu¨r das elektrische und
magnetische Feld:
∆ ~E + κ2 ~E =
1
ε
~∇%+ jωµ ~Jimp (2.8)
∆ ~H + κ2 ~H = −~∇× ~Jimp . (2.9)
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Fu¨r die Herleitung der skalaren inhomogenen Helmholtzgleichung verwenden wir
den Zusammenhang
~E = −~∇Φ− jω ~A (2.10)
zwischen den Phasoren des elektrischen Feldes und den Phasoren des elektrischen
Potentials und des magnetischen Vektorpotentials ~A. Wird (2.10) in die inhomogene
Helmholtzgleichung fu¨r das elektrische Feld (2.8) eingesetzt und gewa¨hrleistet man
die Einhaltung der Lorentz-Konvention [1, p. 275] fu¨r Phasoren
~∇ · ~A+ jωεµΦ = 0 (2.11)
so ergibt sich die inhomogene skalare Helmholtzgleichung fu¨r das elektrische Poten-
tial [1, p. 284]:
∆Φ + κ2Φ = −%
ε
. (2.12)
Die Lo¨sung dieser Differentialgleichungen soll u¨ber eine Greensche Funktion gesche-
hen, die wiederum aus einem Fundamentalsystem aus Lo¨sungen zur homogenen
Differentialgleichung dargestellt werden kann. Deswegen wird im kommenden Kapi-
tel zuna¨chst ausfu¨hrlich die Lo¨sung zum homogenen Problem behandelt. Die skalare
homogene Helmholtzgleichung lautet
∆Φ + κ2Φ = 0 . (2.13)
2.2 Lo¨sung der homogenen Helmholtzgleichung in
Kugelkoordinaten
In diesem Kapitel soll die Lo¨sung der homogenen Helmholtzgleichung in Kugelko-
ordinaten r, θ, φ hergeleitet werden, welche mit den kartesischen Koordinaten u¨ber
x = r sin θ cosφ (2.14a)
y = r sin θ sinφ (2.14b)
z = r cos θ (2.14c)
zusammenha¨ngen. Zuna¨chst wird der Laplace-Operator in der skalaren Helmholtz-
gleichung (2.13) in Kugelkoordinaten ausgefu¨hrt:
1
r2
∂
∂r
(
r2
∂Φ
∂r
)
+
1
r2
(
1
sin(θ)
∂
∂θ
[
sin(θ)
∂Φ
∂θ
]
+
1
sin2(θ)
∂2Φ
∂φ2
)
+ κ2Φ = 0 . (2.15)
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Diese Differentialgleichung la¨sst sich in Kugelkoordinaten – wie in einigen anderen
Koordinatensystemen [2], [3] – vollsta¨ndig in drei unabha¨ngige Differentialgleichun-
gen separieren. Als erstes werde der Produktansatz
Φ(r, θ, φ) = z(r)Y (θ, φ) (2.16)
mit der Wahl einer Separationskonstanten ν(ν+1) angewendet, um eine r-abha¨ngige
und eine (θ, φ)-abha¨ngige Differentialgleichung zu erhalten; anschließend wird die
letztere Differentialgleichung erneut separiert (siehe Abschnitt 2.2.2).
2.2.1 Spha¨rische Zylinderfunktionen
Die r-abha¨ngige Differentialgleichung, die durch die Separation entsteht, lautet
1
(κr)2
d
d(κr)
[
(κr)2
dzν(κr)
d(κr)
]
+
(
1− ν(ν + 1)
(κr)2
)
zν(κr) = 0 (2.17)
und ist als Differentialgleichung der spha¨rischen Zylinderfunktionen bekannt; meis-
tens mit der Substitution x = κr ausgefu¨hrt. Die Lo¨sungen zν(κr) heißen spha¨rische
Zylinderfunktionen und sind mit den bekannteren Zylinderfunktionen Zν(κr) u¨ber
zν(κr) =
√
pi
2κr
Zν+1/2(κr) (2.18)
miteinander verknu¨pft. Da es sich bei (2.17) um eine lineare, gewo¨hnliche Differen-
tialgleichung zweiter Ordnung handelt, muss es zwei linear unabha¨ngige Lo¨sungen
und somit verschiedene Varianten von spha¨rischen Zylinderfunktionen geben: Die
spha¨rischen Besselfunktionen jν(κr), die spha¨rischen Neumannfunktionen nν(κr)
(auch spha¨rische Besselfunktionen zweiter Art genannt), sowie die spha¨rischen Han-
kelfunktionen erster Art h
(1)
ν und zweiter Art h
(2)
ν . Die letzteren beiden werden auch
spha¨rische Besselfunktionen dritter Art genannt und sind Linearkombinationen der
ersten beiden Varianten:
h(1)ν (κr) = jν(κr) + j nν(κr) (2.19)
h(2)ν (κr) = jν(κr)− j nν(κr) . (2.20)
Da Lo¨sungen gesucht werden, die im gesamten Raum gu¨ltig sind, beno¨tigen wir
Funktionen, die insbesondere auch im Ursprung, also fu¨r r = 0 regula¨r bleiben. Dies
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erfu¨llt von den vier spha¨rischen Zylinderfunktionen allein die spha¨rische Besselfunk-
tion jν(κr), da die Neumannfunktionen fu¨r r = 0 gegen −∞ streben. Im freien
Raum suchen wir außerdem Lo¨sungen, welche die Ausstrahlungsbedingung
lim
r→∞
(
d zν(κr)
dr
+ jκzν(κr)
)
= 0 (2.21)
erfu¨llen. Dies erfu¨llen wiederum einzig die spha¨rischen Hankelfunktionen zweiter Art
h
(2)
ν (κr). Es kommen folglich nur diese beiden Funktionen fu¨r die Lo¨sung infrage.
2.2.2 Kugelfla¨chenfunktionen und zugeordnete
Legendrefunktionen
Die zweite Differentialgleichung, die durch die Separation mit der Separationskon-
stanten ν(ν + 1) entsteht, ist abha¨ngig von θ, φ und ist als Eigenwertgleichung der
Kugelfla¨chenfunktionen bekannt:
1
sin θ
∂
∂θ
[
sin θ
∂Y (θ, φ)
∂θ
]
+
1
sin2 θ
∂2Y (θ, φ)
∂φ2
+ ν(ν + 1)Y (θ, φ) = 0 . (2.22)
Diese la¨sst sich mit einem zweiten Produktansatz und einer weiteren Separations-
konstanten µ2 weiter in θ und φ separieren. Die φ-abha¨ngige Differentialgleichung
lautet
d2W (φ)
dφ2
+ µ2W (φ) = 0 (2.23)
und linear unabha¨ngige Lo¨sungen sind zum Beispiel die harmonischen Funktionen
sin(µφ) und cos(µφ). In dieser Arbeit werden ausschließlich Fa¨lle betrachtet, bei de-
nen φ den gesamten Definitionsbereich von 0 bis 2pi durchla¨uft. Die Lo¨sungen mu¨ssen
folglich auch periodisch u¨ber diesen Bereich sein. Somit kann µ nur ganzzahlige Wer-
te annehmen, die im kommenden ausschließlich mit m bezeichnet werden sollen. Da
fu¨r die Lo¨sung sowohl gerade Funktionen sin(mφ) als auch ungerade Funktionen
cos(mφ) infrage kommen, ist es zweckma¨ßig als Lo¨sung die komplexe Exponential-
funktion ejmφ und damit eine Linearkombination aus beiden heranzuziehen.
In θ ergibt sich die Differentialgleichung der zugeordneten Legendrefunktionen
1
sin θ
d
dθ
[
sin θ
dPmν (cos θ)
dθ
]
+
(
ν(ν + 1)− m
2
sin2 θ
)
Pmν (cos θ) = 0 . (2.24)
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Weiter verbreitet ist die Form, die sich mit der Substitution x = cos θ ergibt:
(1− x2)d
2Pmν (x)
dx2
− 2xdP
m
ν (x)
dx
+
(
ν(ν + 1)− m
2
1− x2
)
Pmν (x) = 0 . (2.25)
Die zugeordneten Legendrefunktionen sind somit der θ-abha¨ngige Teil der Kugel-
fla¨chenfunktionen. Fu¨r den Fall, dass der freie Raum betrachtet wird und θ somit
den gesamten Definitionsbereich von 0 bis pi durchla¨uft, nimmt der Grad ν der zuge-
ordneten Legendrefunktionen ausschließlich ganzzahlige Werte n an. In dieser Arbeit
wird jedoch im Allgemeinen davon ausgegangen, dass der Definitionsbereich von θ
beschra¨nkt ist und ν somit reelle Werte annimmt.
Mit dem getroffenen Produktansatz lassen sich die Kugelfla¨chenfunktionen mit
Yν,m(θ, φ) = N
m
ν P
m
ν (cos θ) e
jmφ (2.26)
beschreiben, wobei noch ein geeigneter Normierungsfaktor Nmν bestimmt werden
muss.
2.2.2.1 Normierung der Kugelfla¨chenfunktionen
Damit die Kugelfla¨chenfunktionen ein orthonormiertes Funktionensystem darstellen,
muss der Vorfaktor Nmν entsprechend gewa¨hlt werden.
Fu¨r Orthogonalita¨t muss das Skalarprodukt zwischen zwei verschiedenen Ku-
gelfla¨chenfunktionen stets null ergeben. Soll das Funktionensystem zusa¨tzlich nor-
miert sein, ist das Skalarprodukt zwischen zwei gleichen Kugelfla¨chenfunktion ge-
nau 1. Das Skalarprodukt zweier Funktionen wird durch die Multiplikation mit der
komplex konjugierten Funktion und anschließender Integration u¨ber den gesamten
Definitionsbereich berechnet. Fu¨r die Kugelfla¨chenfunktionen wird somit Orthonor-
malita¨t mit folgender Formel erzielt:
θ0∫
θ=0
2pi∫
φ=0
Yν,mY
∗
ν′,m′ sin θ dθdφ = δν,ν′δm,m′ =
 1, falls ν = ν ′ und m = m′0, sonst. (2.27)
Der Definitionsbereich fu¨r φ ist in dieser Arbeit stets 2pi-periodisch und kann somit
zwischen 0 und 2pi angegeben werden, wa¨hrend der Definitionsbereich fu¨r θ zwischen
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0 und θ0 begrenzt ist. Wird (2.26) nun fu¨r den Fall ν = ν
′ und m = m′ in die obige
Gleichung eingesetzt, ergibt sich der Normierungsfaktor
Nmν =
1√
2pi
θ0∫
0
[Pmν ]
2 sin θ dθ
. (2.28)
Fu¨r den Freiraum, das heißt fu¨r θ0 = pi und ganzzahlige ν = n, kann das bestimmte
Integral leicht mit∫ pi
0
[Pmn (cos θ)]
2 sin θdθ =
∫ 1
−1
[Pmn (x)]
2dx =
2
2n+ 1
(n+m)!
(n−m)! (2.29)
angegeben werden [4]. Damit la¨sst sich der allgemein bekannte Vorfaktor fu¨r ortho-
normierte Kugelfunktionen im Freiraum angeben:
Nmn =
√
2n+ 1
4pi
(n−m)!
(n+m)!
. (2.30)
Fu¨r den allgemeineren Fall, dass θ0 einen Wert zwischen 0 und pi annimmt, kann
das Integral u¨ber das Quadrat der zugeordneten Legendrefunktion nicht so leicht
angegeben werden. Die bisherige Vorgehensweise war, dass das Integral numerisch
berechnet wird. Im Rahmen dieser Arbeit ist es jedoch gelungen, eine Stammfunk-
tion fu¨r [Pmν (x)]
2 zu finden, die im folgenden Abschnitt hergeleitet wird:∫
[P µν (x)]
2dx =
−x · [P µν (x)]2
2ν + 1
+
1
2ν + 1
[
P µν+1(x) · P µν (x)
+ (ν − µ+ 1)∂P
µ
ν+1(x)
∂ν
· P µν (x)− (ν − µ+ 1)P µν+1(x) ·
∂P µν (x)
∂ν
]
.
(2.31)
Auf diese Weise ist es mo¨glich, zu bekannten Eigenwerten ν,m die Normierungsfak-
toren Nmν fu¨r die Kugelfla¨chenfunktionen auf analytischem Wege auszudru¨cken.
Stammfunktion zum Quadrat der zugeordneten Legendrefunktion
Es soll das unbestimmte Integral ∫
[Pmν (x)]
2dx (2.32)
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hergeleitet werden. Als erstes werde in die Differentialgleichung der zugeordneten
Legendrefunktionen (2.25) eine Lo¨sung Pmν1 mit dem Grad ν1 und der Ordnung m
eingesetzt und die Gleichung mit einer anderen Lo¨sung Pmν2 mit identischer Ordnung
aber abweichendem Grad ν2 multipliziert:
(1−x2)d
2Pmν1 (x)
dx2
Pmν2 (x)−2x
dPmν1 (x)
dx
Pmν2 (x)+
(
ν1(ν1 +1)− m
2
1− x2
)
Pmν1 (x)P
m
ν2
(x) = 0
(2.33)
Von dieser Gleichung werde nun die Differentialgleichung subtrahiert, die entsteht,
wenn auf umgekehrte Weise Pmν2 als Lo¨sung eingesetzt und P
m
ν1
multipliziert wurde:
(1− x2)d
2Pmν1 (x)
dx2
Pmν2 (x)− 2x
dPmν1 (x)
dx
Pmν2 (x) +
(
ν1(ν1 + 1)− m
2
1− x2
)
Pmν1 (x)P
m
ν2
(x)
−(1− x2)d
2Pmν2 (x)
dx2
Pmν1 (x) + 2x
dPmν2 (x)
dx
Pmν1 (x)−
(
ν2(ν2 + 1)− m
2
1− x2
)
Pmν1 (x)P
m
ν2
(x)
= 0 .
(2.34)
Weiteres Umformen liefert
(1− x2)(d
2Pmν1 (x)
dx2
Pmν2 (x)−
d2Pmν2 (x)
dx2
Pmν1 (x))− 2x(
dPmν1 (x)
dx
Pmν2 (x)−
dPmν2 (x)
dx
Pmν1 (x))
= (ν1 − ν2)(ν1 + ν2 + 1)Pmν1 (x)Pmν2 (x)
(2.35)
⇒ Pmν1 (x)Pmν2 (x) =
d
dx
[
(1− x2)(Pmν1 (x)
dPmν2 (x)
dx
− Pmν2 (x)
dPmν1 (x)
dx
)
]
(ν1 − ν2)(ν1 + ν2 + 1) . (2.36)
Anschließendes Integrieren u¨ber x ergibt
∫
Pmν1 (x)P
m
ν2
(x)dx =
[
(1− x2)(Pmν1 (x)
dPmν2 (x)
dx
− Pmν2 (x)
dPmν1 (x)
dx
)
]
(ν1 − ν2)(ν1 + ν2 + 1) , (2.37)
was dem Ziel schon sehr nahe ist, wobei das setzen von ν1 = ν2 nur einen undefi-
nierten Term liefern wu¨rde. Stattdessen setzen wir
ν1 = ν + 
ν2 = ν − 
(2.38)
und betrachten den Grenzwert fu¨r  → 0. Die Ableitungen nach x werden mithilfe
von
(1− x2)dP
µ
ν (x)
dx
= (µ− ν − 1)P µν+1(x) + (ν + 1)xP µν (x) (2.39)
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ersetzt: ∫
[P µν (x)]
2dx = lim
→0
(1− x2)(P µν+ ddxP µν− − P µν− ddxP µν+)
2(2ν + 1)
(2.40)
=
−x · [P µν (x)]2
2ν + 1
+
1
2ν + 1
lim
→0
[
(ν + − µ+ 1)P µν++1(x)P µν−(x)
2
− (ν − − µ+ 1)P
µ
ν−+1(x)P
µ
ν+(x)
2
] . (2.41)
An dieser Stelle kann nun der Grenzwert gebildet werden, indem folgender Differen-
tialquotient angewendet wird und Ableitungen nach ν eingefu¨hrt werden:
∂f
∂ν
· g − ∂g
∂ν
· f = lim
→0
f(ν + ) · g(ν − )− f(ν − ) · g(ν + )
2
(2.42)
Fu¨r die Stammfunktion erhalten wir schließlich∫
[P µν (x)]
2dx =
−x · [P µν (x)]2
2ν + 1
+
1
2ν + 1
[
P µν+1(x) · P µν (x)
+ (ν − µ+ 1)∂P
µ
ν+1(x)
∂ν
· P µν (x)− (ν − µ+ 1)P µν+1(x) ·
∂P µν (x)
∂ν
]
. (2.43)
Die Ableitung der zugeordneten Legendrefunktion nach dem Grad kann als Ent-
wicklung angegeben werden:
∂
∂ν
Pmν (x) = pi cot(νpi)P
m
ν
− 1
pi
sin(νpi)
(
1 + x
1− x
)m/2 ∞∑
k=0
(1
2
− 1
2
x)kΓ(k − ν)Γ(k + ν + 1)
k!Γ(k −m+ 1) (2.44)
×(ψ(k + ν + 1)− ψ(k − ν)),
wobei ψ(x) = Γ′(x)/Γ(x) die Digamma-Funktion ist. Dieser Zusammenhang la¨sst
sich herleiten, indem die hypergeometrische Darstellung der zugeordneten Legen-
drefunktionen nach ν abgeleitet wird. Da die Auswertung dieser Reihenentwicklung
recht aufwendig ist und nicht u¨ber die gesamten Wertebereiche der Parameter zu-
verla¨ssig konvergiert, bietet es sich an, auf ein anderes Verfahren zur Differentation
zuru¨ckzugreifen (siehe [5], Kapitel 25.3.); im einfachsten Falle auf einen Differenzen-
quotienten [6].
2.2.2.2 Eigenwertbestimmung fu¨r den Außenraum eines Kegels
Im Allgemeinen soll in dieser Arbeit der Definitionsbereich von θ eingeschra¨nkt
werden und zwar durch Anwesenheit eines Kreiskegels symmetrisch zur negativen
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z-Achse. An der Oberfla¨che des Kreiskegels, bei θ = θ0, mu¨ssen die Lo¨sungen, bezie-
hungsweise die θ-abha¨ngigen zugeordneten Legendrefunktionen, bestimmte Randbe-
dingungen erfu¨llen [7]. Dabei werden zwei verschiedene Randbedingungen betrach-
tet:
• Die Dirichlet-Randbedingung besagt, dass die Lo¨sungen auf dem Rand des
Definitionsbereiches einen bestimmten Wert annehmen. In unserem Fall soll
dieser Wert stets null sein. Damit diese Randbedingung erfu¨llt werden kann,
muss fu¨r die zugeordneten Legendrefunktionen folgendes Problem gelo¨st wer-
den:
Pmνd (cos θ0) = 0 . (2.45)
• Die zweite Art von Randbedingung ist die Neumann-Randbedingung, die be-
sagt, dass die Normalenableitung der betrachteten Lo¨sung auf dem Rand einen
konstanten Wert annimmt – auch hier soll dies null sein. Die Normalenablei-
tung entspricht bei der Kegeloberfla¨che einer Ableitung nach θ, womit sich fu¨r
die Neumann-Randbedingung folgende Gleichung formulieren la¨sst:
∂Pmνn(cos θ)
∂θ
∣∣∣∣
θ0
= 0 . (2.46)
Es mu¨ssen also Eigenwerte νd und νn gefunden werden, fu¨r die die Gleichungen
(2.45) und (2.46) erfu¨llt werden. Dies kann durch ein einfaches numerisches Verfahren
zur Nullstellensuche geschehen. In Abbildung 2.1 ist exemplarisch eine zugeordnete
Legendrefunktion an der Stelle θ0 = 135
◦ und mit konstantem m = 2 u¨ber dem Grad
ν aufgetragen; Abbildung 2.2 zeigt denselben Fall fu¨r die Ableitung der zugeordneten
Legendrefunktion. Die gefundenen Eigenwerte sind jeweils gekennzeichnet. Es sei
erwa¨hnt, dass das Vorkommen der Eigenwerte keiner strengen Periodizita¨t folgt, wie
es augenscheinlich zuna¨chst aussieht. Ebenso wenig besteht eine Beziehung zwischen
den Extremwertstellen der beiden Kurven mit den jeweils anderen Eigenwerten, was
man auf dem ersten Blick vermuten ko¨nnte.
Fu¨r einen vollsta¨ndigen Eigenwertsatz mu¨ssen konsequent sa¨mtliche Nullstellen
fu¨r m = ...,−2,−1, 0, 1, 2, ... fu¨r die beiden Randbedingungen bestimmt werden.
Fu¨r Grad und Ordnung der zugeordneten Legendrefunktion gilt stets [8]
ν(ν + 1) ≥ m2 (2.47)
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Abbildung 2.1 Die zugeordnete Legendrefunktion zu einem konstanten θ0 = 135◦ und
m = 2 aufgetragen u¨ber den Grad ν. Die Nullstellen (x) entsprechen den
Dirichlet-Eigenwerten.
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Abbildung 2.2 Die Ableitung d/dθ der zugeordneten Legendrefunktion mit m = 2 an der
Stelle θ0 = 135
◦ u¨ber den Grad ν. Die Nullstellen (o) entsprechen den
Neumann-Eigenwerten.
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wodurch sich ergibt, dass fu¨r ein bestimmtes m die untere Grenze von ν durch
νmin = −1
2
+
√
1
4
+m2 (2.48)
gegeben ist. In der Praxis ist es natu¨rlich notwendig, eine obere Grenze νmax festzu-
legen, bis zu der die Eigenwerte gesucht werden. Die maximale Ordnung mmax ergibt
sich dann gema¨ß (2.47). Fu¨r die zugeordneten Legendrefunktionen ergeben sich fu¨r
negative m in der Regel zwar andere Funktionswerte, allerdings sind die Nullstellen
identisch, wie sich leicht an der Beziehung zwischen Pmν und P
−m
ν einsehen la¨sst:
P−mν (cos θ) = (−1)m
Γ(ν + 1−m)
Γ(ν + 1 +m)
Pmν (cos θ) . (2.49)
Eine Beschra¨nkung auf positive m ist bei der Eigenwertbestimmung also vo¨llig
ausreichend. In den Abbildungen 2.3 und 2.4 ist jeweils ein vollsta¨ndiger Eigen-
wertsatz bis νmax = 20 fu¨r θ0 = 135
◦ und fu¨r θ0 = 150◦ in der ν,m-Ebene dar-
gestellt. Es fa¨llt auf, dass sich die Eigenwertpaare fu¨r gro¨ßere ν in einem Bereich
nahe der Obergrenze an ganzzahlige Werte anna¨hern. Dieser Bereich wird mit dem
Winkel θ0 gro¨ßer, wie ein Vergleich der beiden Abbildungen zeigt. Die Anteile, die
diese Eigenwerte liefern, entsprechen also denen, die auch im Freiraum mit dem
entsprechenden Pmn vorhanden sind, wobei sich allerdings die Normierung fu¨r die
Kugelfla¨chenfunktion gema¨ß (2.28) unterscheidet. Vielmehr entsprechen diese Mo-
den jenen Anteilen einer Feldanregung, die trotz Anwesenheit eines Kegels nahezu
ungesto¨rt bleiben. Weiterhin ist zu erkennen, dass sich Dirichlet- und Neumannei-
genwerte streng abwechseln. Dies ist eine Eigenschaft, die sich fu¨r Dirichlet- und
Neumannrandbedingungen bei einem Sturm-Lioville-Eigenwertproblem – um das es
sich hierbei handelt – beweisen la¨sst [9].
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Abbildung 2.3 Dirichlet- (x) und Neumann-Eigenwertpaare (o) fu¨r θ0 = 135◦. Die schwar-
ze Kurve entspricht ν(ν + 1) = m2; oberhalb dieser Kurve ko¨nnen keine
Eigenwerte liegen.
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Abbildung 2.4 Dirichlet- (x) und Neumann-Eigenwertpaare (o) fu¨r θ0 = 150◦.
19
KAPITEL 2. DIE SPHA¨RISCHE MULTIPOLENTWICKLUNG
2.2.2.3 Entwicklung der zugeordneten Legendrefunktionen als
hypergeometrische Reihe
Die Berechnung der zugeordneten Legendrefunktionen stellt die gro¨ßte numerische
Herausforderung bei der Bestimmung von Lo¨sungen der Helmholtzgleichung in Ku-
gelkoordinaten dar. Fu¨r Freiraumprobleme ist die Berechnung noch relativ einfach
mo¨glich, da hier sowohl der Grad n als auch die Ordnung m der Funktionen stets
ganzzahlig bleibt. Die zugeordneten Legendrefunktionen ko¨nnen in diesem Fall ex-
plizit als Polynome angegeben werden und werden entsprechend auch zugeordnete
Legendrepolynome genannt. Die Darstellung erfolgt u¨ber die m-te Ableitung des
Legendrepolynoms mit entsprechendem Grad
Pmn (x) = (−1)m(1− x2)m/2
dm
dxm
Pn(x) , (2.50)
wobei die Legendrepolynome explizit mit der Rodrigues-Formel
Pn(x) =
1
2n n!
dn
dxn
[
(x2 − 1)n] (2.51)
angegeben werden ko¨nnen.
Fu¨r Lo¨sungen im Außenraum eines Kegels nimmt der Grad der Legendrefunk-
tionen reelle Werte ν an und die explizite Angabe eines Polynoms ist nicht la¨nger
mo¨glich. Fu¨r diesen Fall existieren zahlreiche Mo¨glichkeiten der Berechnung, wie
beispielsweise eine trigonometrische Entwicklung, eine Integraldarstellung [5], An-
ordnungen von Rekursionsformeln [10] oder eine direkte numerische Auswertung der
Differentialgleichung. In dieser Arbeit wurde die Darstellung u¨ber eine hypergeome-
trische Reihe gewa¨hlt, die zusa¨tzlich auch die Verwendung komplexer Argumente
gestattet.
Die verallgemeinerte hypergeometrische Funktion pFq ist eine umfangreiche Klasse
an Funktionen, die u¨ber geometrische Reihen gebildet werden. Sie kann mithilfe des
Pochhammer-Symbols
(s)k =
Γ(s+ k)
Γ(s)
, k = 0, 1, 2, ... (2.52)
geschrieben werden als
pFq(a1, ..., ap; b1, ..., bq; z) =
∞∑
k=0
(a1)k...(ap)k
(b1)k...(bq)k
zk
k!
. (2.53)
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Fu¨r p = 2 und q = 1 erha¨lt man den Spezialfall der Gaußschen hypergeometrischen
Funktionen 2F1(a, b; c; z):
2F1(a, b; c; z) =
∞∑
k=0
(a)k(b)k
(c)k
zk
k!
. (2.54)
Sie erfu¨llen die Differentialgleichung
z(1− z) d
2
dz2
2F1 + [c− (a+ b+ 1)z] d
dz
2F1 − ab 2F1 = 0 . (2.55)
Mithilfe dieser Gaußschen hypergeometrischen Funktionen lassen sich die zugeord-
neten Legendrefunktionen in einer Vielzahl an Formen darstellen [4]. Nicht alle Dar-
stellungen sind fu¨r die Definitionsbereiche der beno¨tigen Parameter ν ∈ [0,∞],
m ∈ {0, 1, 2, ...} und x ∈ [−1, 1] definiert. Eine gu¨nstige Darstellung, die in dieser
Arbeit ausschließlich verwendet wurde, ist
Pmν (x) =
(−1)m Γ(ν +m+ 1)
2m Γ(ν −m+ 1)(1− x
2)m/2
1
Γ(m+ 1)
2F1(ν +m+ 1,m− ν;m+ 1; 12 − 12x) .
(2.56)
Sie ist fu¨r ganzzahlige ν > m nicht definiert, da hier im Za¨hler der Reihenentwicklung
Gammafunktionen mit negativen Ganzzahlen als Argument vorkommen. Fu¨r diesen
Fall sind aber ohnehin Polynome mit (2.50) und (2.51) definiert – wie zuvor erla¨utert.
Fu¨r bestimmte Konfigurationen der Parameter kann die Reihe in (2.56) eine
schwache Konvergenz aufweisen, insbesondere, wenn
• der Grad ν der zugeordneten Legendrefunktionen groß wird (' 20), die Ord-
nung m gleichzeitig klein bleibt (/ 10),
• der Grad ν sehr nahe an eine Ganzzahl kommt
• und fu¨r große Winkel θ (' 150◦), also fu¨r x nahe −1.
Dem ersten Punkt kann man beikommen, indem man eine geeignete Rekursions-
gleichung ausnutzt, wie beispielsweise [4]
(ν −m+ 2)Pmν+2(x)− (2ν + 3)xPmν+1(x) + (m+ ν + 1)Pmν (x) = 0 . (2.57)
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Man berechnet also die zugeordneten Legendrefunktionen mit niedrigerem ν, fu¨r
die die Reihenentwicklung in (2.56) eine ausreichende Konvergenz besitzt und kann
anschließend durch rekursive Anwendung von (2.57) auf den Wert der zugeordneten
Legendrefunktion mit den gewu¨nschten Parametern schließen.
Beim zweiten Punkt handelt es sich um Werte, die denen der Freiraummoden
sehr nahe kommen. Na¨herungsweise kann ab einer bestimmten Schwelle, beispiels-
weise ν − n < 10−6, der Wert fu¨r einen ganzzahligen Grad gema¨ß (2.50) und (2.51)
berechnet werden.
Zum dritten Punkt la¨sst sich sagen, dass es keine einfache Lo¨sung zur Vermeidung
der Konvergenzprobleme gibt. Die Reihen ko¨nnen hunderttausende Reihenglieder
enthalten, die alle einen relevanten Anteil an der Gesamtsumme ausmachen. Bei der
Summation kommt es zu einem großen numerischen Fehler, der sich durch die Ver-
wendung einer hohen Gleitkommagenauigkeit (beispielsweise vierfache Genauigkeit
nach IEEE 754-2008 [11]) zumindest reduzieren la¨sst.
2.2.3 Vektorielle Multipolfunktionen
In den vorangehenden Kapiteln wurden Fundamentallo¨sungen zur skalaren homo-
genen Helmholtzgleichung hergeleitet, die gema¨ß dem Produktansatz (2.16) folgen-
dermaßen lauten:
Φ(r, θ, φ) = zν(r)Y
m
ν (θ, φ) . (2.58)
Diese Lo¨sungen ko¨nnen verwendet werden, um die Lo¨sungen fu¨r den vektoriellen
Fall auszudru¨cken. Die vektorielle homogene Helmholtzgleichung fu¨r das elektrische
Feld lautet
∆ ~E + κ2 ~E = 0 . (2.59)
Es la¨sst sich zeigen [12, 13], dass die vektoriellen Multipolfunktionen ~M und ~N ein
geeignetes linear unabha¨ngiges Lo¨sungspaar fu¨r diese Gleichung darstellen. Sie lassen
sich mithilfe von Fundamentallo¨sungen Φ fu¨r den korrespondierenden skalaren Fall
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ausdru¨cken:
~M(~r) =
(
~r × ~∇
)
Φ(~r) , (2.60)
~N(~r) =
(
1
κ
~∇×
(
~r × ~∇
))
Φ(~r) . (2.61)
In Kugelkoordinaten la¨sst sich der Differentialausdruck ~r × ~∇ angeben mit
(
~r × ~∇
)
= ~eφ
∂
∂θ
− ~eθ 1
sin θ
∂
∂φ
. (2.62)
Damit lauten die vektoriellen Multipolfunktionen in Kugelkoordinaten
~Mν,m(r, θ, φ) = zν(κr) ~mν,m(θ, φ) (2.63)
~Nν,m(r, θ, φ) = −zν(κr)
κr
ν(ν + 1)Yν,m(θ, φ)~er − 1
κr
d
dr
[rzν(κr)]~nν,m(θ, φ) . (2.64)
wobei die bezu¨glich r transversalen Vektoranteile mit den Funktionen ~m und ~n
ausgedru¨ckt werden:
~mν,m(θ, φ) = − 1
sin θ
∂Yν,m(θ, φ)
∂φ
~eθ +
∂Yν,m(θ, φ)
∂θ
~eφ (2.65)
~nν,m(θ, φ) =
∂Yν,m(θ, φ)
∂θ
~eθ +
1
sin θ
∂Yν,m(θ, φ)
∂φ
~eφ . (2.66)
Im Folgenden wird durch einen obereren Index angeben, ob die spha¨rischen Zylinder-
funktionen, die in den vektoriellen Multipolfunktionen vorkommen, durch spha¨rische
Besselfunktionen (I) oder durch spha¨rische Hankelfunktionen zweiter Art (II) re-
pra¨sentiert werden, also
~M (I)ν,m(r, θ, φ) = jν(κr) ~mν,m(θ, φ) (2.67)
~N (I)ν,m(r, θ, φ) = −
jν(κr)
κr
ν(ν + 1)Yν,m(θ, φ)~er − 1
κr
d
dr
[rjν(κr)]~nν,m(θ, φ) (2.68)
~M (II)ν,m (r, θ, φ) = h
(2)
ν (κr) ~mν,m(θ, φ) (2.69)
~N (II)ν,m (r, θ, φ) = −
h
(2)
ν (κr)
κr
ν(ν + 1)Yν,m(θ, φ)~er − 1
κr
d
dr
[rh(2)ν (κr)]~nν,m(θ, φ) .
(2.70)
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2.3 Die Greensche Funktion
Die Lo¨sung der gewo¨hnlichen, inhomogenen Differentialgleichung (2.12) soll mithilfe
einer Greenschen Funktion G(~r, ~r ′) geschehen. Das bedeutet, es wird zuna¨chst die
Lo¨sung zu der gleichen Differentialgleichung, aber mit der Inhomogenita¨t −δ(~r−~r ′)
gesucht:
∆G(~r, ~r ′) + κ2G(~r, ~r ′) = −δ(~r − ~r ′) . (2.71)
Die Lo¨sung des urspru¨nglichen Problems kann dann durch Multiplikation der Green-
schen Funktion mit der Inhomogenita¨t der Differentialgleichung (2.12) und anschlie-
ßender Integration u¨ber den Definitionsbereich ermittelt werden:
Φ(~r) =
1
ε
∫∫∫
V
G(~r, ~r ′)%(~r ′)dv′ . (2.72)
Da die Inhomogenita¨t der vorliegenden Differentialgleichung die Quelle der auftre-
tenden Felder beschreibt, kann die Greensche Funktion bei systemtheoretischer Be-
trachtung auch als Impulsantwort der Lo¨sung verstanden werden. Fu¨r den Freiraum
lautet sie in geschlossener Form [1, p. 287]
G(~r, ~r ′) =
1
4pi
exp(−jκ|~r − ~r ′|)
|~r − ~r ′| . (2.73)
Im Allgemeinen kann die Greensche Funktion mithilfe eines Fundamentalsystems
aus Lo¨sungen fu¨r die zugeordnete homogene Differentialgleichung
∆Φ + κ2Φ = 0 (2.74)
dargestellt werden [14]. U¨ber bereichsweise, vollsta¨ndige Ansa¨tze aus Fundamen-
tallo¨sungen, die in Kapitel 2.2 hergeleitet w, und unter Beru¨cksichtigung der Sym-
metrie der Greenschen Funktion bezu¨glich einer Vertauschung von r und r′, gelangt
man zu der Bilinearentwicklung der Greenschen Funktion:
G(~r, ~r ′) =

−jκ∑
ν,m
jν(κr)h
(2)
ν (κr′)Y mν (θ, φ)Y
m∗
ν (θ
′, φ′), falls (r < r′) ,
−jκ∑
ν,m
jν(κr
′)h(2)ν (κr)Y mν (θ
′, φ′)Y m∗ν (θ, φ), falls (r > r
′) .
(2.75)
Diese Darstellung beru¨cksichtigt die U¨berlegung aus Kapitel 2.2.1, dass fu¨r klei-
ne Werte von r, insbesondere fu¨r r = 0, spha¨rische Besselfunktionen verwendet
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werden und fu¨r große r spha¨rische Hankelfunktionen. Gleichzeitig wird damit die
Symmetrie der Greenschen Funktion gegenu¨ber einer Vertauschung von ~r und ~r ′
erfu¨llt. Zusa¨tzlich ist diese Lo¨sung mit dem Vorfaktor jκ derart normiert, dass
die Normierungsrelation der Diracfunktion erfu¨llt ist. Die Summe ist gu¨ltig fu¨r je-
den vollsta¨ndigen Satz an Fundamentallo¨sungen, also fu¨r jeden Eigenwertsatz, der
gema¨ß Kapitel 2.2.2.2 fu¨r den Außenraum eines Kreiskegels bestimmt wurde. Fu¨r das
Feld an einem schallweichen Kegel werden Dirichlet-Eigenwertpaare νd,m beno¨tigt,
fu¨r das Feld an einem schallharten Kegel Neumann-Eigenwertpaare νn,m. Auch
der Fall des Freiraums ist mit ganzzahligen Eigenwerten n,m mo¨glich, wobei man
zweckma¨ßigerweise eine Doppelsumme
∞∑
n=0
n∑
m=−n
schreibt.
In der Praxis muss die Summe bis zu einem maximalen Eigenwert νmax beschra¨nkt
sein. Die Genauigkeit der Entwicklung ha¨ngt im Allgemeinen von diesem Maximal-
wert ab und muss im Einzelfall untersucht werden.
Fu¨r eine einzige Punktquelle in einem Gebiet mit homogener Permittivita¨t ε la¨sst
sich die Gleichung (2.72) aufgrund der Ausblendeigenschaft der Diracfunktion leicht
auswerten. Das elektrische Potential am Ort ~r bei Anwesenheit einer Punktladung
Q am Ort ~r la¨sst sich damit angeben als
Φ(~r) =

−j κQ
ε
∑
ν,m
jν(κr)h
(2)
ν (κr′)Y mν (θ, φ)Y
m∗
ν (θ
′, φ′), falls (r < r′) ,
−j κQ
ε
∑
ν,m
jν(κr
′)h(2)ν (κr)Y mν (θ
′, φ′)Y m∗ν (θ, φ), falls (r > r
′) .
(2.76)
Diese Entwicklung unterscheidet sich nur durch einen konstanten Faktor Q/ε von
(2.75), sodass bei Auswertung des skalaren Problems meistens eine Betrachtung der
Greenschen Funktion ausreichend ist.
2.4 Die Greensche Dyade
Auf a¨hnliche Weise kann mit den vektoriellen, inhomogenen Differentialgleichungen
(2.8) und (2.9) verfahren werden, wobei hier ein System aus drei gekoppelten Diffe-
rentialgleichungen fu¨r die Vektorkomponenten vorliegt. Das Problem kann zuna¨chst
u¨bersichtlicher gestaltet werden, wenn eine Feldanregung (Inhomogenita¨t) angenom-
men wird, die alleinig in eine der drei Koordinatenrichtungen ausgepra¨gt ist – hier
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sei allgemein ein Koordinatensystem mit den Koordinaten ζ, ξ, ς angenommen, in
dem das Problem lo¨sbar ist. Fu¨r diesen Fall kann fu¨r jede der drei Vektorkomponen-
ten eine Greensche Funktion wie im vorangehenden Kapitel 2.3 formuliert werden.
Fu¨r eine Inhomogenita¨t in i ∈ {ζ, ξ, ς} ergibt sich somit die Differentialgleichung
∆
G
(i)
ζ (~r, ~r
′)
G
(i)
ξ (~r, ~r
′)
G
(i)
ς (~r, ~r ′)
+ κ2
G
(i)
ζ (~r, ~r
′)
G
(i)
ξ (~r, ~r
′)
G
(i)
ς (~r, ~r ′)
 = δ(~r − ~r ′)~ei . (2.77)
Wird diese fu¨r Inhomogenita¨ten in allen drei Koordinatenrichtungen ausgewertet, er-
geben sich also 9 verschiedene skalare Greensche Funktionen G
(j)
i mit i, j ∈ {ζ, ξ, ς}.
Diese werden zu einem Tensor Γ˜(~r, ~r ′) zusammengefasst, der als Greensche Dyade
oder Greensche dyadische Funktion bekannt ist. Sie genu¨gt der Differentialgleichung,
die sich durch Kombination der drei mo¨glichen Gleichungen von (2.77) ergibt
∆Γ˜(~r, ~r ′) + κ2Γ˜(~r, ~r ′) = δ(~r − ~r ′)I˜ (2.78)
mit I˜ als Einheitsmatrix. A¨hnlich wie im skalaren Fall, ergibt sich die Lo¨sung des
urspru¨nglichen Problems durch Multiplikation der Greenschen Dyade mit der Inho-
mogenita¨t des Ausgangsproblems und anschließender Integration u¨ber den Raum.
Fu¨r das elektrische Feld lautet die Lo¨sung damit
~E(~r ) = jωµ0
∫∫∫
V
Γ˜(~r, ~r ′) · ~Je imp(~r ′) dv′ . (2.79)
Fu¨r den freien Raum lautet die Greensche Dyade in geschlossener Form [15]
Γ˜ =
(
I˜ +
1
κ2
~∇~∇
)
1
4pi
exp(−jκ|~r − ~r ′|)
|~r − ~r ′| . (2.80)
Auch die Greensche Dyade la¨sst sich – wie die Greensche Funktion – aus Funda-
mentallo¨sungen zur zugeho¨rigen homogenen Differentialgleichung
∆~F + κ2 ~F = 0 (2.81)
darstellen. Als geeignete Lo¨sungen wurden in Kapitel 2.2.3 die vektoriellen Multi-
polfunktionen vorgestellt. Genau wie fu¨r die skalare Greensche Funktion lassen sich
diese Funktionen unter Beru¨cksichtigung, dass auch die Greensche Dyade symme-
trisch bezu¨glich einer Vertauschung von ~r und ~r ′ sein muss, zu einer bereichsweise
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gu¨ltigen Entwicklung kombinieren. Mithilfe der Orthogonalita¨tsrelationen der trans-
versalen vektoriellen Multipolfunktionen [13]∫ pi
θ=0
∫ 2pi
φ=0
~mn,m(θ, φ) · ~m∗n′,m′(θ, φ) sin θdθdφ = n(n+ 1)δnn′δmm′ (2.82)∫ pi
θ=0
∫ 2pi
φ=0
~nn,m(θ, φ) · ~n∗n′,m′(θ, φ) sin θdθdφ = n(n+ 1)δnn′δmm′ (2.83)∫ pi
θ=0
∫ 2pi
φ=0
~mn,m(θ, φ) · ~n∗n′,m′(θ, φ) sin θdθdφ = 0 (2.84)
kann anschließend so normiert werden, dass die Normierungsrelation der Diracfunk-
tion in (2.78) erfu¨llt ist. Die Greensche Dyade des freien Raumes la¨sst sich somit fu¨r
~r 6= ~r ′ angeben mit
Γ˜(~r, ~r ′) = jκ0
(∑
n,m
~N
II(I∗)
n,m (~r) ~N
I∗(II)
n,m (~r ′)
n(n+ 1)
+
∑
n,m
~M
II(I∗)
n,m (~r) ~M
I∗(II)
n,m (~r ′)
n(n+ 1)
)
,
r > r′ , (r < r′) .
(2.85)
Die Multiplikationen zwischen den ~M beziehungsweise ~N in dieser Formel sind dya-
dische Produkte, was rechnerisch als Matrixmultiplikation einer 3x1 Matrix mit einer
1x3 Matrix aufgefasst werden kann. Auf diese Weise ist das Ergebnis eine 3x3 Ma-
trix, wie es fu¨r die dyadische Funktion Voraussetzung ist. Allerdings ist die direkte
Auswertung dieser Produkte zur Bestimmung des elektrischen und magnetischen
Feldes nicht notwendig, wie im kommenden Kapitel 2.5 gezeigt wird. Die Indizes
(I) und (II) sind wie auch bei der skalaren Greenschen Funktion so gewa¨hlt, dass
fu¨r kleine Werte von r spha¨rische Besselfunktionen und fu¨r große Werte spha¨rische
Hankelfunktionen zweiter Art zum Einsatz kommen.
Fu¨r die Berechnung im Außenraum eines ideal leitenden Kegels muss die Green-
sche Dyade denselben Randbedingungen unterworfen werden, wie die gesuchte Lo¨-
sung. Fu¨r das elektrische Feld bedeutet dies, dass die tangentialen Feldanteile auf
der Kegeloberfla¨che gleich null sein mu¨ssen, was in Kugelkoordinaten der φ- und der
r-Komponente entspricht. Bei der Greenschen Dyade kann dies durch kombinierte
Verwendung von Dirichlet- und Neumann-Eigenwerten realisiert werden:
Γ˜E(~r, ~r
′) = jκ0
(∑
νd,m
~N
II(I∗)
νd,m (~r) ~N
I∗(II)
νd,m (~r
′)
νd(νd + 1)
+
∑
νn,m
~M
II(I∗)
νn,m (~r) ~M
I∗(II)
νn,m (~r
′)
νn(νn + 1)
)
,
r > r′ , (r < r′) .
(2.86)
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Ein Vergleich mit der Definition der vektoriellen Multipolfunktionen ~M und ~N aus
Abschnitt 2.2.3 besta¨tigt, dass sa¨mtliche φ- und r-Komponenten fu¨r θ = θ0 bei
dieser Wahl der Eigenwerte verschwinden. Vertauscht man die Rollen von Dirichlet-
und Neumann-Eigenwerten in (2.86), verschwindet wiederum die θ-Komponente und
somit die Tangentialkomponente auf der Kegeloberfla¨che. Die Greensche Dyade ist
auf diese Weise dafu¨r geeignet, die Randbedingungen fu¨r die magnetische Feldsta¨rke
zu erfu¨llen:
Γ˜H(~r, ~r
′) = jκ0
(∑
νn,m
~N
II(I∗)
νn,m (~r ) ~N
I∗(II)
νn,m (~r
′)
νn(νn + 1)
+
∑
νd,m
~M
II(I∗)
νd,m (~r ) ~M
I∗(II)
νd,m (~r
′)
νd(νd + 1)
)
,
r > r′ , (r < r′) .
(2.87)
2.5 Spha¨rische Multipolentwicklung in
Kugelkoordinaten
Die vorgestellten Greenschen Dyaden sollen nun verwendet werden, um das elek-
tromagnetische Feld im Lo¨sungsgebiet zu bestimmen. Fu¨r die Berechnung der elek-
trischen Feldsta¨rke im Außenraum eines ideal leitenden Kegels setzen wir die ent-
sprechende Dyade (2.86) in (2.79) ein, wobei die Stromdichte J impe der gewu¨nschten
Quellanregung entspricht. Es ist zweckma¨ßig die Anteile, die allein von dem Ort
und der Beschaffenheit der Quellanregung abha¨ngen, von jenen zu isolieren, die
vom Ortsvektor ~r des untersuchten Aufpunktes abha¨ngen. Auf diese Weise gelangt
man zu einer Darstellung, die als spha¨rische Multipolentwicklung des elektrischen
und magnetischen Feldes bekannt ist [16]. Es ergibt sich fu¨r den Außenraum eines
ideal leitenden Kegels:
~E(~r) =
∑
νd,m
aII(I)νd,m
~N II(I)νd,m (~r) +
Z0
j
∑
νn,m
bII(I)νn,m
~M II(I)νn,m (~r), (2.88a)
~H(~r) =
j
Z0
∑
νd,m
aII(I)νd,m
~M II(I)νd,m (~r) +
∑
νn,m
bII(I)νn,m
~N II(I)νn,m (~r),
r > r′ , (r < r′) .
(2.88b)
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Die Koeffizienten dieser Entwicklung ergeben sich zu
aII(I)νd,m = −κ20Z0
(−1)m
νd(νd + 1)
∫∫∫
V
~N
I(II)
νd,−m(~r
′) · ~Je imp(~r ′) dv ′ , (2.89a)
bII(I)νn,m = −jκ20
(−1)m
νn(νn + 1)
∫∫∫
V
~M
I(II)
νn,−m(~r
′) · ~Je imp(~r ′) dv ′ . (2.89b)
Sie werden Multipolamplituden genannt und enthalten sa¨mtliche Informationen zur
Quellanregung, sind aber unabha¨ngig vom Ortsvektor ~r vom Aufpunkt. Sie mu¨ssen
folglich bei der Auswertung vieler Aufpunkte fu¨r eine bestimmte Quellkonfiguration
nur ein einziges Mal bestimmt werden. Diese Darstellung der Multipolamplituden
hat den Nachteil, dass sich in einem Bereich von r′min bis r
′
max, u¨ber den sich eine
betrachtete Quellverteilung erstreckt, nicht eindeutig bestimmen lassen. Fu¨r eine
einzige punktweise Anregung
~Je
imp = ~ceδ(~r − ~r ′) (2.90)
mit einem Strommoment ~ce, was einem Hertzschen Dipol entspricht, vereinfachen
sich die Multipolamplituden aufgrund der Ausblendeigenschaft der Diracfunktion
zu
aII(I)νd,m = −κ20Z0
(−1)m
νd(νd + 1)
~N
I(II)
νd,−m(~rd) · ~ce (2.91a)
bII(I)νn,m = −jκ20
(−1)m
νn(νn + 1)
~M
I(II)
νn,−m(~rd) · ~ce . (2.91b)
Die Entwicklungen fu¨r den Freiraum lassen sich ebenso durch Einsetzen der Dyade
(2.85) in (2.79) herleiten:
~E(~r) =
∞∑
n=0
n∑
m=−n
aII(I)n,m
~N II(I)n,m (~r) +
Z0
j
∞∑
n=0
n∑
m=−n
bII(I)n,m
~M II(I)n,m (~r), (2.92)
~H(~r) =
j
Z0
∞∑
n=0
n∑
m=−n
aII(I)n,m
~M II(I)n,m (~r) +
∞∑
n=0
n∑
m=−n
bII(I)n,m
~N II(I)n,m (~r),
r > r′ , (r < r′) .
(2.93)
Das Ergebnis entspricht den Gleichungen fu¨r den Außenraum eines Kegels (2.88),
nur mit ganzzahligen Eigenwerten. Die Multipolamplituden sind folglich ebenfalls
wie (2.89) und (2.91) mit ν = n definiert.
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2.5.1 Fernfelddarstellung
Ist man nicht an Werten in unmittelbarer Na¨he zum Ursprung interessiert, sondern
an dem Verhalten im Fernfeld, ist es sinnvoll, eine Fernfelddarstellung zu formulieren,
indem der Grenzwert fu¨r r →∞ betrachtet wird. Der r-abha¨ngige Teil der Lo¨sungen
fu¨r r > r′ entspricht den spha¨rischen Hankelfunktionen zweiter Art. Ihr Verhalten
la¨sst sich fu¨r große Werte von r asymptotisch anna¨hern:
h(2)ν (κr)
r→∞
= j(ν+1)
e−jκr
κr
. (2.94)
Wenn dies in die Entwicklungen des elektrischen und magnetischen Feldes eingesetzt
wird, kann durch Ausklammern des Kugelwellenterms exp(−jκr)/κr die Fernfeld-
darstellung der Felder hergeleitet werden:
~E(~r) =
(
e−jκr
κr
)[∑
νd,m
−jνdaIIνd,m~nνd,m +
Z0
j
∑
νn,m
jνn+1bIIνn,m ~mνn,m
]
(2.95)
~H(~r) =
(
e−jκr
κr
)[
j
Z0
∑
νd,m
jνd+1aIIνd,m ~mνd,m +
∑
νn,m
−jνnbIIνn,m~nνn,m
]
. (2.96)
2.6 Elliptische Kegelkoordinaten
Das zweite Koordinatensystem, das in dieser Arbeit neben den Kugelkoordinaten
behandelt wird, sind die elliptischen Kegelkoordinaten. Dieses Koordinatensystem
stellt eine Verallgemeinerung der Kugelkoordinaten dar und seine Koordinaten-
fla¨chen umfassen zahlreiche Strukturen, wie Kugel, Keil, Sektor, Kreiskegel oder
elliptischer Kegel.
Die elliptischen Kegelkoordinaten sollen mit r, ϑ, ϕ bezeichnet werden. Der Zu-
sammenhang zu den kartesischen Koordinaten lautet
x = r sinϑ cosϕ (2.97a)
y = r
√
1− k2 cos2 ϑ sinϕ (2.97b)
z = r cosϑ
√
1− k′2 sin2 ϕ . (2.97c)
Die Winkelkoordinaten ϑ und ϕ besitzen denselben Definitionsbereich wie ihr Pen-
dants in Kugelkoordinaten, na¨mlich 0 ≤ ϑ ≤ pi und 0 ≤ ϕ ≤ 2pi. Die radiale
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x y
z
ϑ = 35◦
ϕ = 49◦
r = r0
Abbildung 2.5 Drei verschiedene Koordinatenfla¨chen in elliptischen Kegelkoordinaten.
Koordinate r ist mit der radialen Koordinate, wie sie aus den Kugelkoordinaten
bekannt ist, identisch und besitzt den Definitionsbereich 0 ≤ r. Die Geometriepara-
meter k und k′ beeinflussen die Elliptizita¨t der Winkelkoordinatenlinien und ha¨ngen
miteinander u¨ber
k2 + k′2 = 1 (2.98)
zusammen. Die Gleichungen (2.97) entsprechen fu¨r k = 1, k′ = 0 dem Zusammen-
hang zwischen kartesischen Koordinaten und Kugelkoordinaten (2.14). Auf diese
Weise ist leicht zu sehen, dass die Kugelkoordinaten einen Sonderfall der ellipti-
schen Kegelkoordinaten darstellen. In Abbildung 2.5 sind verschiedene Koordina-
tenfla¨chen und -linien dargestellt. Konstante Werte von ϑ = ϑ0 beschreiben dabei
einen elliptischen Kegel, dessen halbe Außeno¨ffnungswinkel mit
θx = ϑ0 (2.99a)
θy = arccos(k cosϑ0) (2.99b)
angegeben werden ko¨nnen. Ein Sonderfall, der von besonderem Interesse ist, ist
die Koordinatenfla¨che, die sich fu¨r ϑ0 = 180
◦ ergibt. Sie beschreibt einen Sektor,
der in der y, z-Ebene liegt. Der halbe Außeno¨ffnungswinkel in x-Richtung ist stets
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θx = 180
◦ und in y-Richtung θy = arccos(k). Fu¨r k2 = k′2 = 0.5 entsteht somit eine
Viertelebene symmetrisch zur negativen z-Achse; siehe Abbildung 2.6.
Abbildung 2.6 Die Sektorfla¨che, die bei ϑ0 = 180◦ entsteht. Fu¨r k2 = k′2 = 0.5 ergibt sich
Außeno¨ffnungswinkel θy von 135
◦ und somit eine Viertelebene.
2.7 Lo¨sungen der homogenen Helmholtzgleichung in
elliptischen Kegelkoordinaten
Der Nabla-Operator, der fu¨r die Lo¨sung der Helmholtzgleichung beno¨tigt wird, la¨sst
sich in elliptischen Kegelkoordinaten mit
~∇ = ~er ∂
∂r
+ ~eϑ
1
rsϑ
∂
∂ϑ
+ ~eϕ
1
rsϕ
∂
∂ϕ
. (2.100)
angeben. Dabei sind sϑ und sϕ die auf r normierten, metrischen Skalierungsfaktoren:
sϑ =
1
r
∣∣∣∣∂~r∂ϑ
∣∣∣∣ =
√
k2 sin2 ϑ+ k′2 cos2 ϕ
1− k2 cos2 ϑ (2.101)
sϕ =
1
r
∣∣∣∣ ∂~r∂ϕ
∣∣∣∣ =
√
k2 sin2 ϑ+ k′2 cos2 ϕ
1− k′2 sin2 ϕ . (2.102)
Anschaulich bedeuten diese Faktoren, um welche Strecke sich ein Ortsvektor auf
der Einheitskugel bewegt, wenn die Koordinate ϑ beziehungsweise ϕ variiert. Der
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Laplace-Operator lautet entsprechend
∆ =
1
r2
∂
∂r
(
r2
∂
∂r
)
+
1
r2
(~r × ~∇)2 (2.103)
mit
(~r × ~∇)2 = 1
sϑsϕ
[
∂
∂ϑ
(
sϕ
sϑ
∂
∂ϑ
)
+
∂
∂ϕ
(
sϑ
sϕ
∂
∂ϕ
)]
. (2.104)
Als erstes wird der Laplace-Operator, so wie er in (2.103) fu¨r elliptische Kegel-
koordinaten angegeben ist, auf die homogene, skalare Helmholtzgleichung (2.13)
angewendet:
1
r2
∂
∂r
(
r2
∂Φ(r, ϑ, ϕ)
∂r
)
+
1
r2
(~r × ~∇)2Φ(r, ϑ, ϕ) + κ2Φ(r, ϑ, ϕ) = 0 . (2.105)
Wie zuvor schon in Kugelkoordinaten, wird (2.105) mithilfe desselben Produktan-
satzes
Φ(r, ϑ, ϕ) = z(r)Y (ϑ, ϕ) (2.106)
und derselben Separationskonstante ν(ν + 1) in eine r-abha¨ngige und eine (ϑ, ϕ)-
abha¨ngige Differentialgleichung separiert. Da die radiale Koordinate r in Kugelkoor-
dinaten und in elliptischen Kegelkoordinaten identisch definiert ist, ergibt sich fu¨r r
auch dieselbe Differentialgleichung, die bereits in Kapitel 2.2.1 behandelt wurde. Die
Lo¨sungen heißen spha¨rische Zylinderfunktionen, wobei insbesondere die spha¨rischen
Besselfunktionen jν und spha¨rische Hankelfunktionen h
(2)
ν fu¨r Freiraumlo¨sungen von
Interesse sind.
Die (ϑ, ϕ)-abha¨ngige Differentialgleichung lautet(
~r × ~∇
)2
Yν(ϑ, ϕ) = ν(ν + 1)Yν(ϑ, ϕ) (2.107)
und heißt Eigenwertgleichung der Lame´schen Produkte. Diese Lame´schen Produkte
sind das Pendant der Kugelfla¨chenfunktionen in elliptischen Koordinaten und beste-
hen – wie der Name schon suggeriert – aus dem Produkt von ϑ- und ϕ-abha¨ngigen
Teilfunktionen:
Yν(ϑ, ϕ) = Θν(ϑ)Φν(ϕ) . (2.108)
Dies soll gleichzeitig als Produktansatz fu¨r eine Separation von (2.107) mit der
Separationskonstante λ˜ dienen. Es ergeben sich dadurch die Differentialgleichungen
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der periodischen Lame´schen Funktionen√
1− k′2 sin2 ϕ d
dϕ
(√
1− k′2 sin2 ϕdΦν
dϕ
)
+
[
ν(ν + 1)k′2 cos2 ϕ+ λ˜
]
Φν = 0
(2.109)
und der nichtperiodischen Lame´schen Funktionen
√
1− k2 cos2 ϑ d
dϑ
(√
1− k2 cos2 ϑdΘν
dϑ
)
+
[
ν(ν + 1)k2 sin2 ϑ− λ˜
]
Θν = 0. (2.110)
Durch die Substitution
λ˜ = λ− k′2ν(ν + 1) (2.111)
gelangt man alternativ zu den Differentialgleichungen√
1− k′2 sin2 ϕ d
dϕ
(√
1− k′2 sin2 ϕdΦν
dϕ
)
+
[
λ− ν(ν + 1)k′2 sin2 ϕ]Φν = 0
(2.112)
und
√
1− k2 cos2 ϑ d
dϑ
(√
1− k2 cos2 ϑdΘν
dϑ
)
+
[
ν(ν + 1) (1− k2 cos2 ϑ)− λ]Θν = 0 .
(2.113)
Diese beiden gekoppelten Differentialgleichungen und die Berechnung ihrer Lo¨sungen
werden ausfu¨hrlich in [17] behandelt. Das Vorgehen soll in den na¨chsten beiden
Kapiteln kurz zusammengefasst werden.
2.7.1 Periodische Lame´sche Funktionen
Die periodischen Lame´schen Funktionen, die Lo¨sungen der Differentialgleichung
(2.112) liefern, lassen sich durch vier verschiedene Typen von Fourierentwicklun-
gen ausdru¨cken:
Φ(1)ν (ϕ) =

∞∑
i=0
A2i cos 2iϕ√
1− k′2 sin2 ϕ
∞∑
i=0
C2i cos 2iϕ
(2.114)
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Φ(2)ν (ϕ) =

∞∑
i=0
A2i+1 cos(2i+ 1)ϕ√
1− k′2 sin2 ϕ
∞∑
i=0
C2i+1 cos(2i+ 1)ϕ
(2.115)
Φ(3)ν (ϕ) =

∞∑
i=0
B2i+2 sin(2i+ 2)ϕ√
1− k′2 sin2 ϕ
∞∑
i=0
D2i+2 sin(2i+ 2)ϕ
(2.116)
Φ(4)ν (ϕ) =

∞∑
i=0
B2i+1 sin(2i+ 1)ϕ√
1− k′2 sin2 ϕ
∞∑
i=0
D2i+1 sin(2i+ 1)ϕ
. (2.117)
Fu¨r jeden Typ sind zwei mo¨gliche Entwicklungen angegeben, was bei der Berechnung
gewisse Vorteile bietet [17]: Die erste Mo¨glichkeit bietet einen direkten Zusammen-
hang mit den nichtperiodischen Lame´schen Funktionen, die im na¨chsten Absatz
behandelt werden; die zweite Mo¨glichkeit vereinfacht das Auffinden von geeigneten
Eigenwerten, die fu¨r beide Darstellungen identisch sind.
Wenn diese Ansa¨tze in die zugeho¨rige Differentialgleichung eingesetzt werden,
ergeben sich 3-Term-Rekursionsgleichungen fu¨r die Entwicklungskoeffizienten. Mit-
hilfe dieser Rekursionsgleichungen ko¨nnen Gleichungssysteme zur Bestimmung der
Koeffizienten aufgestellt werden. Dabei handelt es sich zuna¨chst um unendliche Glei-
chungssysteme, da die Folge der Fourierkoeffizienten Ai, Bi, Ci, Di definitionsgema¨ß
erst einmal unendlich ist. Mit einem beliebig kleinen Fehler ko¨nnen diese allerdings
auf eine endliche Anzahl an Koeffizienten begrenzt werden [17]. Es entstehen endliche
Gleichungssysteme, die durch Vorgabe des ersten Eigenwertes ν und des Geometrie-
parameters k′ gelo¨st werden ko¨nnen. Man erha¨lt einen entsprechenden Entwicklungs-
vektor und dazugeho¨rige zweite Eigenwerte λ. Wenn die gefundenen Eigenwerte λ
u¨ber ν bei einem festem k aufgetragen werden, kann man sehen, dass die Eigenwert-
paare sa¨mtlicher gu¨ltigen Lo¨sungen fu¨r die periodischen Lame´schen Funktionen auf
kontinuierlichen Eigenwertkurven liegen.
2.7.2 Nichtperiodische Lame´sche Funktionen
Die nichtperiodischen Lame´schen Funktionen werden aus Entwicklungen von zuge-
ordneten Legendrefunktionen erzeugt. Auch hier werden 4 Typen unterschieden, die
35
KAPITEL 2. DIE SPHA¨RISCHE MULTIPOLENTWICKLUNG
wie folgt definiert werden:
Θ(1)ν (ϑ) =
∞∑
i=0
A2iT (2i)P
2i
ν (cosϑ) (2.118)
Θ(2)ν (ϑ) =
∞∑
i=0
A2i+1T (2i+ 1)P
2i+1
ν (cosϑ) (2.119)
Θ(3)ν (ϑ) =
√
1− k2 cos2 ϑ
sinϑ
∞∑
i=0
B2i+2(2i+ 2)T (2i+ 2)P
2i+2
ν (cosϑ) (2.120)
Θ(4)ν (ϑ) =
√
1− k2 cos2 ϑ
sinϑ
∞∑
i=0
B2i+1(2i+ 1)T (2i+ 1)P
2i+1
ν (cosϑ) (2.121)
Die Faktoren T (i) sind genau so gewa¨hlt, dass beim Einsetzen dieser Ansa¨tze in die
zugeho¨rige Differentialgleichung (2.113) dieselben 3-Term-Rekursionsformeln fu¨r Ai
und Bi zustande kommen, wie zuvor bei den periodischen Lame´schen Funktionen.
Dies kann durch die rekursive Definition
T (i) = −(ν − 1)(ν + i+ 1)T (i+ 2) , (2.122)
T (0) = T (1) = 1
gewa¨hrleistet werden. Dadurch, dass sich dieselben Gleichungssysteme wie bei den
periodischen Lame´schen Funktionen ergeben, sind auch dieselben Eigenwertkur-
ven fu¨r die nichtperiodischen Lame´schen Funktionen gu¨ltig. Allerdings werden die
gu¨ltigen Lo¨sungen eingeschra¨nkt, wenn bestimmte Randbedingungen fu¨r Θν(ϑ) bei
ϑ0 erfu¨llt sein mu¨ssen, wie es fu¨r Lo¨sungen im Außenraum eines elliptischen Kegels
der Fall ist. Fu¨r die Dirichlet-Randbedingung gilt
Θ(l)νd (ϑ0) = 0 (2.123)
und fu¨r die Neumann-Randbedingung
dΘ
(l)
νd (ϑ)
dϑ
∣∣∣∣∣
ϑ=ϑ0
= 0 (2.124)
fu¨r alle vier Funktionstypen l = 1, 2, 3, 4. Durch eine Nullstellensuche entlang der
kontinuierlichen Eigenwertkurven kann man zu diskreten Eigenwerten fu¨r Dirichlet-
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beziehungsweise Neumann-Randbedingungen gelangen. Ein Lame´sches Produkt Yν
muss sich schließlich aus periodischen und nichtperiodischen Lame´schen Funktionen
vom selben Typ und zu denselben Eigenwerten ν, λ zusammensetzen. Im Allgemei-
nen werden alle vier Typen fu¨r die vollsta¨ndige Beschreibung eines Feldproblems
beno¨tigt; allerdings ko¨nnen im Einzelfall aus Symmetriegru¨nden bestimmte Funk-
tionstypen vernachla¨ssigt werden. Abbildung 2.7 zeigt die kontinuierlichen Eigen-
wertkurven in einer ν, λ-Ebene fu¨r k2 = 0.5. Die diskreten Dirichlet-Eigenwerte, die
sich fu¨r ϑ = 135◦ ergeben, sind entlang der Kurven gekennzeichnet.
0 10 20 30
ν
0
400
800
λ
λ = ν(ν + 1) PP
Abbildung 2.7 Dirichlet-Eigenwerte fu¨r ϑ0 = 135◦ auf den kontinuierlichen Eigenwertkur-
ven fu¨r k′2 = 0.5.
2.7.3 Vektorielle Multipolfunktionen
Die vektoriellen Multipolfunktionen lassen sich genau wie in Kugelkoordinaten auch
in elliptischen Kegelkoordinaten als linear unabha¨ngiges Lo¨sungspaar der vektori-
ellen Helmholtzgleichung definieren [18]. Statt der Kugelfla¨chenfunktionen kommen
hier Lame´sche Produkte zum Einsatz. Die vektoriellen Multipolfunktionen lauten
37
KAPITEL 2. DIE SPHA¨RISCHE MULTIPOLENTWICKLUNG
[16]
~Mν(r, ϑ, ϕ) = zν(κr) ~mν(ϑ, ϕ) (2.125a)
~Nν(r, ϑ, ϕ) = −zν(κr)
κr
ν(ν + 1)Yν(ϑ, ϕ)~er − 1
κr
d
dr
[rzν(κr)]~nν(ϑ, ϕ) . (2.125b)
mit den transversalen Vektorfunktionen
~mν(ϑ, ϕ) = − 1
sϕ
∂Yν(ϑ, ϕ)
∂ϕ
~eϑ +
1
sϑ
∂Yν(ϑ, ϕ)
∂ϑ
~eϕ (2.126a)
~nν(ϑ, ϕ) =
1
sϑ
∂Yν(ϑ, ϕ)
∂ϑ
~eϑ +
1
sϕ
∂Yν(ϑ, ϕ)
∂ϕ
~eϕ . (2.126b)
Auch hier kann durch einen oberen Index angeben werden, ob fu¨r die spha¨rischen
Zylinderfunktionen in (2.125a) und (2.125b) spha¨rische Besselfunktionen (I) oder
spha¨rische Hankelfunktionen zweiter Art (II) verwendet werden.
2.8 Spha¨rische Multipolentwicklung in elliptischen
Kegelkoordinaten
Die Herleitung der Gleichungen fu¨r die Multipolentwicklung in elliptischen Kegelko-
ordinaten soll hier nicht im Detail erfolgen [19, 18]. Mit der Definition der vektoriel-
len Multipolfunktionen gema¨ß Abschnitt 2.7.3 als Fundamentallo¨sungen der homo-
genen, vektoriellen Helmholtzgleichung lassen sich die Vorga¨nge, die in den Kapiteln
2.4 und 2.5 zur Herleitung der Greenschen Dyade und der Multipoldarstellung des
elektromagnetischen Feldes durchgefu¨hrt wurden, ganz analog in elliptischen Kegel-
koordinaten nachvollziehen. Bei Verwendung rein reeller Fundamentallo¨sungen kann
in der Bilinearentwicklung der Greenschen Dyade (2.86) auf die komplexe Konjuga-
tion verzichtet werden. Fu¨r den Außenraum eines ideal leitenden, elliptischen Kegels
ergibt sich somit fu¨r die elektrische und magnetische Feldsta¨rke:
~E(~r) =
∑
νd
aII(I)νd
~N II(I)νd (~r) +
Z0
j
∑
νn
bII(I)νn
~M II(I)νn (~r), (2.127a)
~H(~r) =
j
Z0
∑
νd
aII(I)νd
~M II(I)νd (~r) +
∑
νn
bII(I)νn
~N II(I)νn (~r),
r > r′ , (r < r′) .
(2.127b)
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Die Multipolamplituden fu¨r eine Punktquelle lauten:
aII(I)νd = −κ20Z0
~N
I(II)
νd (~r
′)
νd(νd + 1)
· ~ce (2.128a)
bII(I)νn = −jκ20
~M
I(II)
νn (~r
′)
νn(νn + 1)
· ~ce . (2.128b)
Man beachte, dass sich im Gegensatz zu (2.91) durch den Wegfall der komplexen
Konjugation kein alternierendes Vorzeichen (−1)m ergibt.
Ebenso kann auch die Entwicklung der Greenschen Funktion fu¨r skalare Proble-
me analog zu Kugelkoordinaten hergeleitet werden. Statt der komplexen Kugel-
fla¨chenfunktionen Y mν (θ, φ) kommen hier die reellen Lame´produkte Yν(ϑ, ϕ) zum
Einsatz:
G(~r, ~r ′) =

−jκ∑
ν
jν(κr)h
(2)
ν (κr′)Yν(ϑ, ϕ)Yν(ϑ′, ϕ′), falls (r < r′) ,
−jκ∑
ν
jν(κr
′)h(2)ν (κr)Yν(ϑ′, ϕ′)Yν(ϑ, ϕ), falls (r > r′) .
(2.129)
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3 Ra¨umlich begrenzte
Feldanregungen
Benutzt man die Multipolentwicklung zur Berechnung von Streufeldern an kanoni-
schen Strukturen, beispielsweise am elliptischen Kegel [20], kommt es bei der Verwen-
dung von ebenen Wellen als Feldanregung zu Konvergenzproblemen und es gelingt
bislang nur mithilfe von konvergenzbeschleunigenden Verfahren zu einer Lo¨sung zu
kommen (zum Beispiel Reihentransformationen, [21]). Zentrales Problem stellt hier-
bei die unendlich ausgedehnte, beleuchtete Oberfla¨che der untersuchten Struktur
dar, da es sich hierbei fu¨r die Streufeldberechnung um eine unendlich ausgedehn-
te Quellstruktur handelt. Zudem haben ebene Wellen bei der Multipolentwicklung
einen begrenzten Konvergenzradius. Daher ru¨hrt die Idee, das anregende ebene Wel-
lenfeld lokal zu begrenzen oder zumindest außerhalb eines bestimmten relevanten
Bereiches schnell abfallen zu lassen. Im folgenden werden hierfu¨r zwei Mo¨glichkeiten
pra¨sentiert: der Complex-Source Beam und die inhomogene Welle als ein seitlich
exponentiell geda¨mpftes ebenes Wellenfeld.
3.1 Complex-Source Beam
Der Complex-Source Beam (CSB) beschreibt einen fokussierten Strahl und stellt
im Gegensatz zum bekannteren Gaußstrahl eine valide Lo¨sung der Helmholtzglei-
chung dar. Im wesentlichen entsteht ein CSB, wenn fu¨r eine punktfo¨rmige Quelle
ein komplexwertiger Ort ~rc angenommen wird [22],[23]:
~r ′ = ~rc = ~rr − j~ri . (3.1)
Der Realteil ~rr des Ortsvektors entspricht hierbei der Position der Strahltaille,
wa¨hrend der Imagina¨rteil ~ri die Richtung und den Fokus des Strahls beschreibt
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(Abbildung 3.1). Der Betrag von ~ri entspricht der Fokusla¨nge und wird im folgen-
den auch mit b bezeichnet. Das transversale Profil des entstehenden Strahls besitzt
x
y
~rr
~ri
|~ri| = b
Abbildung 3.1 Ein komplexer Ortsvektor bei einer Punktquelle erzeugt einen CSB: Der
Realteil ~rr entspricht dem Ort der Strahltaille, der Imagina¨rteil ~ri be-
schreibt die Ausbreitungsrichtung.
die Erscheinung einer Gaußverteilung. Er erinnert damit stark an einen Gaußstrahl,
dessen transversales Profil exakt durch die Gaußverteilung beschrieben wird. Wei-
terhin wird nur der auslaufende Teil des Strahls vorgestellt. Im folgenden Abschnitt
wird zuna¨chst gezeigt, wie sich der Strahl vollsta¨ndig als uniformer CSB beschreiben
la¨sst. Anschließend wird die Beziehung zwischen CSB und Gaußstrahl untersucht
werden.
3.1.1 Uniformer Complex-Source Beam
Bei Betrachtung der Feldbilder, die sich durch eine Implementierung der Green-
schen Funktion des freien Raumes mit einer komplexen Quellkoordinate ergeben,
fa¨llt auf, dass einzig der auslaufende beziehungsweise divergierende Teil des Strahls
dargestellt werden kann. Bei der Multipolentwicklung in Kugelkoordinaten wird der
konvergierende Teil des einfallenden Feldes genau bis zum Radius
√
r′ 2 + b2 darge-
stellt, was genau der Grenze entspricht, wo zwischen spha¨rischen Besselfunktionen
und spha¨rischen Hankelfunktionen zweiter Art in der Darstellung gewechselt wird,
vergleiche Abbildung 3.2. Auch wenn die geschlossene Darstellung der Greenschen
Funktion direkt ausgewertet wird, ist der konvergierende Teil des Strahles scheinbar
an der Strahltaille abgeschnitten. Das Problem liegt hier an der Uneindeutigkeit der
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Wurzelfunktion: in der Regel wird nur der Hauptast der Wurzelfunktion verwendet,
dessen Wertebereich die positiven reellen Zahlen umfasst. Wenn der Ast gewechselt
wird, indem ein negatives Vorzeichen fu¨r das Ergebnis der Wurzelfunktion ange-
nommen wird, verschwindet wiederum der divergierende Teil des Strahls. Nur der
konvergierende Teil wird dargestellt, der scheinbar in der Taille endet. Eine uniforme
Darstellung der geschlossenen Form der Greenschen Funktion kann erreicht werden,
wenn der Ast der Wurzelfunktion in der Strahltaille gewechselt wird [24]:
|~r − ~r ′| =

√
x2 + y2 + (z − jb)2 falls z > 0
−√x2 + y2 + (z − jb)2 falls z < 0 . (3.2)
Es la¨sst sich andererseits auch argumentieren, dass die Greensche Funktion in ihrer
geschlossenen Form mit dem negativen Vorzeichen im Exponenten einzig auslaufende
Kugelwellen beru¨cksichtigen kann. Man beno¨tigt also einen zweiten Term, um die
einlaufenden Wellen im konvergierenden Teil des Strahls zu beru¨cksichtigen. Fu¨r die
uniforme Darstellung eines CSB kann man also – ohne auf eine Fallunterscheidung
zuru¨ckgreifen zu mu¨ssen – schreiben:
Guni(~r, ~r
′) =
1
4pi
(
exp(−jκ|~r − ~r ′|)
|~r − ~r ′| −
exp(+jκ|~r − ~r ′|)
|~r − ~r ′|
)
. (3.3)
Um eine uniforme Darstellung eines CSB mit den Multipolentwicklungen zu erlan-
gen, muss man zuna¨chst zuru¨ckgreifen auf die in Kapitel 2.2.1 getroffenen Annahmen
zu gu¨ltigen Lo¨sungen der Differentialgleichungen in r (2.17). Im Allgemeinen wird
mit der Ausstrahlungsbedingung (2.21) der Fall von einlaufenden Kugelwellen ver-
nachla¨ssigt; im Falle eines konvergierenden Strahls ergeben sich allerdings sehr wohl
einlaufende Kugelwellen. Als gu¨ltige Lo¨sungen fu¨r (2.17) mu¨ssen folglich spha¨rische
Hankelfunktionen erster Art h
(1)
ν fu¨r den konvergierenden Teil des Strahls und wie
gehabt spha¨rische Hankelfunktionen zweiter Art h
(2)
ν fu¨r den divergierenden Teil des
Strahls verwendet werden [25, 26].
Es stellt sich sofort die Frage, ob eine Konstellation mit diesen beiden Lo¨sungen
immer noch die Voraussetzung erfu¨llt, dass das Feld u¨berall – insbesondere im Ur-
sprung, also fu¨r r = 0 – regula¨r bleibt, da dies fu¨r beide Funktionen im einzelnen
nicht erfu¨llt ist und aus diesem Grund spha¨rische Besselfunktionen nahe des Ur-
sprungs herangezogen werden. Die Felder fu¨r den konvergierenden und den divergie-
renden Teil des Strahls mu¨ssen also separat betrachtet werden, damit die Regularita¨t
42
3.1. COMPLEX-SOURCE BEAM






h
(2)
ν (κr)
jν(κr)√
r2r + b
2
Abbildung 3.2 Bei Verwendung von spha¨rischen Besselfunktionen jν und spha¨rischen Han-
kelfunktionen zweiter Art h
(2)
ν wird der konvergierende Teil des Strahls nur
bis
√
r2r + b
2 dargestellt.
fu¨r r = 0 fu¨r beide Teile jeweils gewa¨hrleistet bleibt. Um dies zu untersuchen, be-
trachten wir die Multipoldarstellung der skalaren Greenschen Funktion des freien
Raumes (2.75) jeweils fu¨r die beiden nachstehenden Fa¨lle
Gdiv(~r, ~r
′) = −jκ
∞∑
n=0
+n∑
m=−n
jn(κr<)h
(2)
n (κr>)Y
m
n (θ, φ)Y
m∗
n (θ
′, φ′) (3.4)
Gkonv(~r, ~r
′) = −jκ
∞∑
n=0
+n∑
m=−n
jn(κr<)h
(1)
n (κr>)Y
m
n (θ, φ)Y
m∗
n (θ
′, φ′), (3.5)
wobei hier die verku¨rzenden Schreibweisen
r> = max(r, r
′)
r< = min(r, r
′) (3.6)
zum Einsatz kommen. Die Addition dieser beiden Darstellungen ergibt
Guni(~r, ~r
′) = Gdiv(~r, ~r ′) +Gkonv(~r, ~r ′)
= −jκ
∞∑
n=0
+n∑
m=−n
jn(κr)jn(κr
′)Y mn (θ, φ)Y
m∗
n (θ
′, φ′) , (3.7)
womit wir eine Entwicklung erhalten, die ohne spha¨rische Hankelfunktionen aus-
kommt, da sich die spha¨rischen Neumannfunktionen, die den Imagina¨rteil der Han-
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kelfunktionen mit jeweils unterschiedlichem Vorzeichen darstellen, gegenseitig auf-
heben [24, 27]. Die Formulierung nach (3.7) ist außerdem symmetrisch bezu¨glich
r, r′, ohne dass eine Fallunterscheidung notwendig ist. Mithilfe von
Pn(cos γ) =
4pi
2n+ 1
+n∑
m=−n
Y mn (θ, φ)Y
m∗
n (θ
′, φ′), (3.8)
R = |~r − ~r ′| =
√
r2 + r′2 − 2rr′ cos γ, (3.9)
cos γ = cos θ cos θ′ + sin θ sin θ′ cos(φ− φ′) (3.10)
und den Gegenbauer-Additionstheoremen fu¨r spha¨rische Zylinderfunktionen
sin(κR)
κR
=
∞∑
n=0
(2n+ 1)jn(κr)jn(κr
′)Pn(cos γ), (3.11)
−cos(κR)
κR
=
∞∑
n=0
(2n+ 1)jn(κr)yn(κr
′)Pn(cos γ), (3.12)
la¨sst sich (3.7) wieder auf die bereits gefundene Darstellung (3.3) fu¨r einen uniformen
CSB zuru¨ckfu¨hren.
3.1.2 Der Gaußstrahl als Na¨herung des CSB
Die wohlbekannteste strahlfo¨rmige Anregung ist der Gaußstrahl, der mithilfe folgen-
der Formel beschrieben werden kann:
u(ρ, z) = u0
w0
w(z)
exp
(
− ρ
2
w(z)2
)
exp
(
− jκρ
2
2R(z)
)
exp
(
−jκz + j arctan
(z
b
))
.
(3.13)
Hierbei sei z die Ortsvariable entlang der Strahlachse mit der Strahltaille bei z = 0,
ρ sei die Ortsvariable transversal zur Strahlachse. Anhand dieser Formel ko¨nnen
mit u sowohl der Phasor eines skalaren Feldes, wie auch die Phasoren des elektri-
schen oder magnetischen Feldes in der jeweiligen Polarisationsrichtung beschrieben
werden. Die maximale Amplitude des Strahls ist in der Strahltaille und betra¨gt
u0. Die Rayleighla¨nge oder auch Fokusla¨nge b ist ein Maß fu¨r die Fokussierung des
Strahls. Sie entspricht der Distanz zur Strahltaille, bei der sich der Strahlradius ge-
genu¨ber der Taille um den Faktor
√
2 vergro¨ßert hat, beziehungsweise bei der sich
der Strahlquerschnitt verdoppelt hat. Der Strahlradius, der auf den 1
e
-ten Anteil
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zum Maximum bezogen ist, wird mit w bezeichnet und berechnet sich mit
w(z) = w0
√
1 +
z2
b2
, (3.14)
wobei w0 der Strahlradius in der Taille ist, der direkt von der Rayleighla¨nge und der
Wellenzahl κ abha¨ngt:
w0 =
√
2
b
κ
. (3.15)
Das Verha¨ltnis aus dem Strahlradius an der Stelle z zum Strahlradius in der Taille
beschreibt das longitudinale Profil des Strahls. Die erste Exponentialfunktion in
(3.13) beschreibt das namensgebende transversale Profil – es entspricht na¨mlich
einer Gaußverteilung. Die zweite Exponentialfunktion beschreibt die Kru¨mmung
der Wellenfronten, die mit dem Kru¨mmungsradius
R(z) = 2z +
b2
z
(3.16)
angegeben wird. Der letzte Term beschreibt schließlich die Ausbreitung einer Wel-
le in z-Richtung. Der Phasenversatz arctan
(
z
b
)
wird als Gouy-Phase bezeichnet.
Wa¨hrend der Gaußstrahl nahe der Strahltaille am sta¨rksten fokussiert ist und hier
anna¨hernd ebene Wellenfronten auspra¨gt, divergiert er jenseits der Rayleighla¨nge
immer sta¨rker – und zwar innerhalb des Divergenzwinkels
θdiv = arctan
(√
2
bκ
)
. (3.17)
Die Beschreibung nach Gleichung (3.13) stellt allerdings nur eine Na¨herung des
Feldbildes eines fokussierten Strahls im Freiraum dar. Der Gaußsche Strahl ist kei-
ne Lo¨sung der Helmholtzgleichung und kann somit auch nicht als Anregung fu¨r
die exakte Lo¨sung eines komplexeren Problems, wie der Streuung an kanonischen
Strukturen, herangezogen werden. Allerdings ko¨nnen alle genannten Formeln und
Parameter des Gaußstrahls genutzt werden, um das Verhalten eines Complex-Source
Beams in guter Na¨herung zu charakterisieren.
Um die A¨hnlichkeit zwischen CSB und Gaußstrahl zu demonstrieren, wird ein
komplexer Vektor
~r ′ = −b~ez (3.18)
in die Greensche Funktion des freien Raumes als Ort fu¨r die erzeugende Punktquelle
eingesetzt. Dieser komplexe Ortsvektor bedeutet gema¨ß (3.1), dass der resultierende
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Strahl entlang der z-Achse propagiert und seine Taille im Koordinatenursprung hat.
In der Greenschen Funktion muss der Term |~r − ~r ′| ausgewertet werden. Fu¨r die
Erzeugung eines CSB muss dieser Term als komplexer Abstand mit
|~r − ~r ′| =
√
(x− x′)2 + (y − y′)2 + (z − z′)2 (3.19)
berechnet werden. Es sei erwa¨hnt, dass (3.19) mit komplexwertigen x′, y′, z′ nicht
der euklidischen Norm eines komplexen Vektors entspricht:
|~vc|euklid =
√
|vx|2 + |vy|2 + |vz|2 . (3.20)
Diese beru¨cksichtigt die Betragsquadrate der einzelnen komplexen Komponenten
und erzielt somit immer ein reelles Ergebnis. Mit der euklidischen Norm kann kein
CSB erzeugt werden.
Im folgenden soll der Ausdruck fu¨r |~r − ~r ′| durch eine Taylorreihenentwicklung
vereinfacht werden. Wa¨hlt man als Entwicklungsfunktion
f(ρ) =
√
ρ2 + (z + jb)2 (3.21)
mit ρ =
√
x2 + y2 und als Entwicklungspunkt ρ = 0, so gilt fu¨r die Taylorreihen-
entwicklung 1. Ordnung
f(ρ) ≈ f(0) + f ′(0)ρ = (z + jb) + ρ
2
2(z + jb)
. (3.22)
Fu¨r den Betrag ergibt sich also die Na¨herung
|~r − ~r ′| =
√
ρ2 + (z + jb)2 ≈
(
(z + jb) +
1
2
ρ2
(z + jb)
)
. (3.23)
Durch Einsetzen von (3.23) in die Greensche Funktion des freien Raumes und
anschließendes Umformen ergibt sich
G(~r, ~r ′) ≈ 1
4pi(z + jb)
exp
(
−jκ(z + jb)− jκρ
2
2(z + jb)
)
=
1
4pi
exp(κb)
jb
1√
1 + z
2
b2
exp
(
j arctan
(z
b
))
exp (−jκz) exp
(
− jκρ
2
2
(
z + b
2
z
)) exp(− ρ2
2 b
κ
(
1 + z
2
b2
)) . (3.24)
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Dies entspricht genau der Formel fu¨r einen Gaußschen Strahl mit der Rayleighla¨nge
b, eingefu¨hrt mit (3.13), bis auf einen konstanten Vorfaktor. Mit der in (3.23) ge-
troffenen Na¨herung stellt der Gaußsche Strahl somit eine paraxiale Na¨herung der
eigentlichen Lo¨sung dar. Das heißt, dass der Gaußsche Strahl entlang der Strahlach-
se pra¨zise Werte liefert, wie auch in den Abbildungen 3.3c und 3.3d nachvollzogen
werden kann. Somit kann insbesondere das longitudinale Profil eines uniformen CSB
entlang der Strahlachse exakt mit∣∣∣∣ECSB(z)E0
∣∣∣∣
ρ=0
=
w0
w(z)
=
b√
b2 + z2
(3.25)
angegeben werden. Weiterhin la¨sst sich Abbildung 3.3c entnehmen, dass der relative
Fehler des Gaußstrahls abseits der Strahlachse rapide zunimmt und Abweichungen
von weit u¨ber 100% wenige Wellenla¨ngen in ρ-Richtung erreicht. Allerdings ist der
Betrag des Feldes in diesen Bereichen ohnehin sehr klein, wie in den Abbildungen
3.3a und 3.3b, die den Betrag des Phasors von CSB und Strahltaille zeigen, ersicht-
lich wird. Dieser Umstand wird im absoluten Fehler in Abbildung 3.3d beru¨cksichtigt
und es ist zu sehen, dass die maximale Abweichung bei etwa 0.01 liegt. Zuletzt ist
in Abbildung 3.3e die Phasendifferenz zwischen CSB und Gaußstrahl dargestellt.
Auch hier la¨sst sich beobachten, dass die Abweichungen nahe der Strahlachse mini-
mal sind. Erst in Bereichen, wo die Amplitude der Felder ohnehin kleiner als 0.01 (1%
vom Maximum in der Strahltaille) wird, kommt es zu sta¨rken Phasendifferenzen.
Zusammenfassend la¨sst sich feststellen, dass der Complex-Source Beam, der eine
exakte Lo¨sung fu¨r einen fokussierten Strahl darstellt, durch einen Gaußstrahl nur
angena¨hert werden kann. Diese Na¨herung ist allerdings in den relevanten Bereichen
des Strahls sehr genau und der relative Fehler nimmt erst in Bereichen stark zu, wo
die Feldamplituden sehr klein gegenu¨ber der Strahlachse wird. Der absolute Fehler
u¨bersteigt somit nirgendwo 1%. Nichtsdestoweniger ist der Gaußstrahl als Anregung
fu¨r komplexere Problemstellungen ungeeignet, da er im Gegensatz zum CSB keine
Lo¨sung der Helmholtzgleichung darstellt.
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z/λ
ρ/λ
(a) Feldamplitude des Complex-Source Beam in loga-
rithmischer Skalierung.
z/λ
ρ/λ
(b) Feldamplitude des Gaußstrahl in logarithmischer
Skalierung.
z/λ
ρ/λ
(c) Relativer Fehler zwischen CSB und Gaußstrahl in
linearer Skalierung.
z/λ
ρ/λ
(d) Absoluter Fehler zwischen CSB und Gaußstrahl in
logarithmischer Skalierung.
z/λ
ρ/λ
(e) Phasenunterschied zwischen CSB und Gaußstrahl.
Abbildung 3.3 Uniformer Complex-Source Beam und Gaußstrahl im Vergleich. Die Auf-
nahmen sind in einer Ebene mit der jeweiligen Strahlachse, wobei die
Strahlachse der z-Achse entspricht. Die Fokusla¨nge ist in allen Beispielen
b = 5λ, die Taille befindet sich im Koordinatenursprung.48
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3.1.3 Gouy-Phase
Vergleicht man den Complex-Source Beam mit einer ebenen Welle, so fa¨llt auf, dass
die Wellenfronten, wa¨hrend sie im Ursprung noch direkt u¨bereinander liegen, außer-
halb der Rayleighzone immer weiter auseinander laufen. Natu¨rlich spielt hierbei der
Kru¨mmungsradius der Wellenfronten eine Rolle, aber auch direkt auf der Strahl-
achse kommt es u¨berraschenderweise zu einer Abweichung, die auf maximal ±pi/2
im Fernfeld ansteigt und einen sigmoidalen Verlauf aufweist (siehe Abbildung 3.4).
Dieser Phasenunterschied la¨sst sich zumindest auf der Strahlachse exakt bestimmen,
indem die Formel fu¨r den CSB fu¨r x = y = 0, beziehungsweise ρ = 0 ausgewertet
wird. Fu¨r genau diesen Fall kann die paraxiale Na¨herung (3.24) herangezogen wer-
den. Die Phasendifferenz zu einer ebenen Welle mit exp(−jκz) kann direkt abgelesen
werden als
φGouy = arg(j(z − jb)) = arctan
(z
b
)
(3.26)
und ist als Gouy-Phasenverschiebung – oder auch nur Gouy-Phase – bekannt. Diese
hat zur Folge, dass die Wellenla¨nge nahe der Strahltaille leicht gro¨ßer ist und die
Phasenfronten sich somit durch den Fokus eines Strahls mit einer ho¨heren Geschwin-
digkeit bewegen. Dieses Pha¨nomen wurde erstmals 1890 von Louis Georges Gouy
experimentell beobachtet.
In dieser Arbeit wird der CSB als o¨rtlich beschra¨nktes, ebenes Wellenfeld ver-
wendet, um auf die Streufelder an bestimmten kanonischen Strukturen schließen
zu ko¨nnen. Wenn man diese Felder zur Gewinnung von Beugungskoeffizienten fu¨r
ebene Wellen verwenden mo¨chte, muss die Gouy-Phasenverschiebung beru¨cksichtigt
werden.
3.1.4 Normierung
Wie in der paraxialen Na¨herung (3.24) zu sehen ist, entsteht ein Vorfaktor, der von
b und κ abha¨ngt und der dazu neigt, sehr große numerische Werte anzunehmen.
Diese Formel gilt fu¨r einen speziellen CSB, es soll deswegen nochmal die Greensche
Funktion fu¨r einen allgemeinen CSB an der Strahltaille ausgewertet werden. Der
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Abbildung 3.4 Die Phasendifferenz zwischen einem CSB und einer ebenen Welle entlang
der z-Achse. Diese entspricht der Gouy-Phase, die allgemein bei fokussier-
ten Strahlen auftritt.
Ortsvektor ~r muss dafu¨r dem Realteil des komplexen ~r ′ entsprechen, somit sind
~r ′ = ~rr − j~ri = (x′, y′, z′) = (xr − jxi, yr − jyi, zr − jzi) , (3.27)
~r = (x, y, z) = <(~r ′) = (xr, yr, zr) . (3.28)
Der komplexe Abstand |~r − ~r ′| zwischen diesen Vektoren la¨sst sich angeben mit
|~r − ~r ′| =
√
(jxi)2 + (jyi)2 + (jzi)2 . (3.29)
An dieser Stelle wird deutlich, dass der komplexe Abstand in der Strahltaille ganz
unabha¨ngig von der Position der Strahltaille und der Ausbreitungsrichtung immer
j|~ri| ergibt. Eingesetzt in die Greensche Funktion ergibt
G0(<(~r ′), ~r ′) = 1
4pi
eκb
jb
. (3.30)
Hinsichtlich des elektrischen Potentials verwenden wir dieses Ergebnis fu¨r den Zu-
sammenhang zwischen Potential und Greenscher Funktion (2.72) und erhalten
Φ0 =
Qeκb
4piε
(3.31)
fu¨r den Wert in der Strahltaille. Weiterhin kann G0 in die geschlossene Form der
Greenschen Dyade (2.80) eingesetzt werden und anschließend kann mit dem Zusam-
menhang (2.79) zwischen elektrischem Feld und Greenscher Dyade das elektrische
Feld in der Strahltaille zu
~E0 =
κZ0e
κb~ce
4pib
(3.32)
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bestimmt werden. Dies macht zudem ersichtlich, dass das elektrische Feld eines CSB
immer in die Richtung des erzeugenden Strommoments ~ce polarisiert ist. Die Werte
(3.31) und (3.32) ko¨nnen schließlich verwendet werden, um beliebige CSB auf einen
gewu¨nschten Wert zu normieren.
3.1.5 Ausrichtung des Complex-Source Beam in
Kugelkoordianten
Zuna¨chst sollen zwei Sonderfa¨lle betrachtet werden, die sich dadurch auszeichnen,
dass sie sich einfach realisieren lassen: Erstens, dass der CSB von einem beliebigen
Punkt im Raum auf den Koordinatenursprung gerichtet ist, und zweitens, dass die
Strahltaille ausgehend vom Ursprung senkrecht zur Ausbreitungsrichtung verscho-
ben wird.
Ausrichtung des Strahls auf den Koordinatenursprung
Es wird ein CSB betrachtet, der seine Strahltaille bei den Koordinaten rr, θr, φr hat.
Um ihn von dort auf den Ursprung zeigen zu lassen, muss der imagina¨re Vektor ~ri
die Koordinaten ri = b, θi = pi−θr, φi = φr +pi besitzen; siehe Abbildung 3.5. Diese
x
y
z
~rrθr
φr
~ri
θi = pi − θr
φi = φr + pi
Abbildung 3.5 Wenn ~ri auf den Ursprung zeigt, also entgegengesetzt zu ~rr, lassen sich
seine Koordinaten in Abha¨ngigkeit von θr und φr darstellen.
Koordinaten werden nun fu¨r einen komplexen Ortsvektor gema¨ß (3.1) verwendet
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und in kartesischen Koordinaten umgerechnet:
~rc = ~rr − j~ri
=
rr sin(θr) cos(φr)rr sin(θr) sin(φr)
rr cos(θr)
− j
ri sin(pi − θr) cos(pi + φr)ri sin(pi − θr) sin(pi + φr)
ri cos(pi − θr)

=
rr sin(θr) cos(φr)rr sin(θr) sin(φr)
rr cos(θr)
− j
−ri sin(θr) cos(φr)−ri sin(θr) sin(φr)
−ri cos(θr)

=
(rr + jri) sin(θr) cos(φr)(rr + jri) sin(θr) sin(φr)
(rr + jri) cos(θr)
 . (3.33)
Es ergibt sich also ein Ortsvektor, der allein eine komplexe r-Koordinate hat; die
Winkelkoordinaten θr und φr bleiben reell und entsprechen den Winkelkoordinaten
der Taillenposition ~rr. Der Imagina¨rteil ri entspricht genau der Fokusla¨nge b.
Fu¨r den Fall, dass r = 0 ist, befindet sich die Strahltaille genau im Ursprung und
fu¨r die Position der Strahltaille sind θr und φr im allgemeinen irrelevant; allerdings
beschreiben θr und φr weiterhin die Ausbreitungsrichtung des Strahls und mu¨ssen
somit fu¨r den komplexen Ortsvektor unter allen Umsta¨nden definiert werden.
Verschieben des Strahls senkrecht zur Ausbreitungsrichtung
Wir wollen nun den Fall untersuchen, dass zusa¨tzlich der Winkel θi komplexe Werte
annimmt. Dazu betrachten wir einen CSB, der seine Strahltaille im Ursprung hat, die
Fokusla¨nge b˜ besitzt und dessen Wellenfronten sich aus der Richtung θr, φr kommend
in Richtung des Ursprungs ausbreiten. Zusa¨tzlich habe die θi-Winkelkoordinate dies-
mal einen negativen Imagina¨rteil θ˜. Der komplexe Ortsvektor lautet also in kartesi-
schen Koordinaten
~rc = −
jb˜ sin(θr − jθ˜) cos(φr)jb˜ sin(θr − jθ˜) sin(φr)
jb˜ cos(θr − jθ˜)
 . (3.34)
Der Sinus und Kosinus mit jeweils komplexem Argument lassen sich schreiben als
sin(x+ jy) = sin(x) cosh(y) + j cos(x) sinh(y) , (3.35)
cos(x+ jy) = cos(x) cosh(y)− j sin(x) sinh(y). (3.36)
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Damit wird aus dem Ortsvektor
~rc = −
jb˜ (sin(θr) cosh(−θ˜) + j cos(θr) sinh(−θ˜)) cos(φr)jb˜ (sin(θr) cosh(−θ˜) + j cos(θr) sinh(−θ˜)) sin(φr)
jb˜ (cos(θr) cosh(−θ˜)− j sin(θr) sinh(−θ˜))

= −
(jb˜ sin(θr) cosh(θ˜)− b˜ sin(θr −
pi
2
) sinh(θ˜)) cos(φr)
(jb˜ sin(θr) cosh(θ˜)− b˜ sin(θr − pi2 ) sinh(θ˜)) sin(φr)
jb˜ cos(θr) cosh(θ˜)− b˜ cos(θr − pi2 ) sinh(θ˜)

=
b˜ sinh(θ˜) sin(θr −
pi
2
) cos(φr)
b˜ sinh(θ˜) sin(θr − pi2 ) sin(φr)
b˜ sinh(θ˜) cos(θr − pi2 )
− j
b˜ cosh(θ˜) sin(θr) cos(φr)b˜ cosh(θ˜) sin(θr) sin(φr)
b˜ cosh(θ˜) cos(θr)
 . (3.37)
Wir haben somit einen Ortsvektor, der einen Strahl parallel versetzt zu dem Aus-
gangsstrahl erzeugt. Die Versatz entspricht genau der Distanz
rv = b˜ sinh(θ˜) (3.38)
und geschieht in die Richtung der θ-Winkelkoordinate. Der Fokusla¨nge des Strahls
a¨ndert sich zu
b = b˜ cosh(θ˜) , (3.39)
die Richtung bleibt unvera¨ndert. In Abbildung 3.6 sind diese Zusammenha¨nge dar-
gestellt.
Will man also den Strahl mit der Fokusla¨nge b um die Distanz rv senkrecht zur
Ausbreitungsrichtung verschieben, muss der Imagina¨rteil der Winkelkoordinate θi
wie folgt gewa¨hlt werden:
θ˜ = artanh
(rv
b
)
=
1
2
ln
rv + b
rv − b . (3.40)
Die La¨nge des komplexen Ortsvektors muss entsprechend auf
b˜ =
b
cosh θ˜
(3.41)
gea¨ndert werden, wenn die Fokusla¨nge von b beibehalten werden soll.
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x
y
~rc
|~rr| = b˜ sinh(θ˜)
|~ri| = b˜ cosh(θ˜)
θr
θr − pi2
Abbildung 3.6 Wenn dem Ortsvektor in Kugelkoordianten ein imagina¨rer Winkel θ˜ hinzu-
gefu¨gt wird, verschiebt sich der Strahl in θ-Richtung und damit senkrecht
zur Ausbreitungsrichtung.
3.1.6 Ausrichtung des Complex-Source Beam in elliptischen
Kegelkoordinaten
Genau wie in Kugelkoordinaten, reicht es auch in elliptischen Kegelkoordinaten die
r-Komponente des erzeugenden Ortsvektors komplex zu wa¨hlen. Der Beweis la¨uft
analog zu Abschnitt 3.1.5: Die Position der Strahltaille und somit der Realteil des
komplexen Vektors sei rr, ϑr, ϕr. Der Imagina¨rteil lautet ri = b, ϑi = pi − ϑr,
ϕi = ϕr + pi; wenn der Strahl von der Taille aus auf den Ursprung gerichtet ist. Es
ergibt sich fu¨r den Ortsvektor umgerechnet in kartesische Komponenten:
~rc = ~rr − j~ri (3.42)
=
 rr sinϑr cosϕrrr√1− k2 cos2(ϑr) sinϕr
rr cosϑr
√
1− k′2 sin2 ϕr
 (3.43)
− j

b sin(pi − ϑr) cos(pi + ϕr)
b
√
1− k2 cos2(pi − ϑr) sin(pi + ϕr)
b cos(pi − ϑr)
√
1− k′2 sin2(pi + ϕr)
 (3.44)
=
 (rr + jb) sinϑr cosϕr(rr + jb)√1− k2 cos2 ϑr sinϕr
(rr + jb) cosϑr
√
1− k′2 sin2 ϕr
 (3.45)
54
3.1. COMPLEX-SOURCE BEAM
Das letzte Ergebnis zeigt schließlich wieder einen Ortsvektor, an dessen Komponen-
ten sich die entsprechenden elliptischen Kegelkoordinaten ablesen lassen: Die reellen
Winkelkoordinaten ϑr und ϕr und ein komplexes rc = rr + jb.
3.1.7 Complex-Source Beam als Feldanregung bei der
Multipolentwicklung
Der Complex-Source Beam soll als Anregung fu¨r die Multipolentwicklung dienen,
die im Kapitel 2 aus Lo¨sungen fu¨r die Helmholtzgleichung hergeleitet wurde. Hierfu¨r
muss lediglich ein komplexer Vektor gema¨ß (3.1) in die Darstellung fu¨r Punktquel-
len eingesetzt werden. Am wichtigsten fu¨r die Untersuchungen in dieser Arbeit ist
der Fall, dass sich die Strahltaille im Ursprung befindet. Fu¨r die Berechnung im
Außenraum eines Kegels bedeutet dies, dass die Strahltaille direkt auf der Kegel-
spitze platziert ist. Fu¨r diesen Fall wurde bereits in Kapitel 3.1.5 hergeleitet, dass
hierfu¨r nur die radiale Komponente des komplexen Ortsvektors der Quelle imagina¨r
sein muss. Die Entwicklungen, die in Abschnitt 2.3 fu¨r den skalaren Fall und in
Abschnitt 2.5 fu¨r den vektoriellen Fall vorgestellt wurden, sind unter Verwendung
eines komplexen r′ ohne weiteres fu¨r die Verwendung eines CSB als Anregung geeig-
net. Allerdings werden diese Darstellungen nur den divergenten Teil des Strahls und
den konvergierenden Teil des Strahls bis zum Radius
√
r′2r + b2 repra¨sentieren, wie in
Kapitel 3.1.1 untersucht wurde. Um einen uniformen CSB zu erzeugen, du¨rfen ledig-
lich spha¨rische Besselfunktionen in den Entwicklungen verwendet werden. Dies sei
hier exemplarisch fu¨r die Multipolentwicklung im Außenraum eines ideal leitenden
Kegels ausgefu¨hrt. Die Entwicklung lautet
~E(~r) =
∑
νd,±m
aνd,m
~N Iνd,m(~r) +
Z0
j
∑
νn,±m
bνn,m
~M Iνn,m(~r), (3.46)
~H(~r) =
j
Z0
∑
νd,±m
aνd,m
~M Iνd,m(~r) +
∑
νn,±m
bνn,m
~N Iνn,m(~r) (3.47)
mit den Multipolamplituden
aνd,m = −κ20Z0
(−1)m
νd(νd + 1)
~N Iνd,−m(~rd) · ~ce , (3.48)
bνn,m = −jκ20
(−1)m
νn(νn + 1)
~M Iνn,−m(~rd) · ~ce . (3.49)
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Genau wie bei der Greenschen Funktion fu¨r einen uniformen CSB (3.7) hat diese
Darstellung den Vorteil, dass keine Fallunterscheidung mehr beno¨tigt wird.
3.1.7.1 Genauigkeit der Entwicklung
Es soll in Abha¨ngigkeit verschiedener Parameter untersucht werden, wie akkurat
die vorgestellten Entwicklungen bei der Nachbildung eines CSB sind. Es werden
dafu¨r Lo¨sungen im Freiraum betrachtet, da hier als Referenz die Lo¨sung aus der
geschlossenen Form der Greenschen Funktion des freien Raumes genutzt werden
kann. Folglich werden als Eigenwerte nur ganzzahlige n beno¨tigt. Die Strahltaille
befindet sich im Ursprung: Dies ist eine typische Situation, da bei den noch folgenden
Streufelduntersuchungen die Spitzen von semi-infiniten Strukturen, die sich immer
im Ursprung befinden, mit den ebenen Wellenfronten der Strahltaille beleuchtet
werden sollen. Die Auswertung erfolgt in einer Ebene entlang der Strahlachse.
Abbildung 3.7 Relativer Fehler der Multipolentwicklung eines CSB mit der Fokusla¨nge
b = 3λ im Freiraum. Als Referenz dient die geschlossene Form der Green-
schen Funktion. Die Strahlachse entspricht der z-Achse, ρ ist die transver-
sale Koordinate. Die Entwicklung umfasst alle Eigenwerte bis nmax = 30.
Abbildung 3.7 zeigt den relativen Fehler einer skalaren Entwicklung gema¨ß (2.75)
eines Complex-Source Beams mit der Fokusla¨nge b = 3. Es ist zu sehen, dass sich
das Feld im Ursprung bis zu einem Radius von etwa 2 Wellenla¨ngen im Rahmen
der Rechnergenauigkeit exakt berechnen la¨sst. Weiter entfernt nimmt der Fehler
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Abbildung 3.8 Absoluter Fehler korrespondierend zum untersuchten Fall in Abbildung 3.7:
Multipolentwicklung mit nmax = 30 eines CSB mit der Fokusla¨nge b = 3λ
im Freiraum. Es zeigt sich, dass die großen relativen Fehler transversal
zur Ausbreitungsrichtung auf den absoluten Fehler keinerlei Auswirkung
haben.
zwar zu, bleibt auf der Strahlachse allerdings auf einem konstanten Niveau von
etwa 10−10. In transversaler Richtung zum Ursprung zeigen sich zwar etwas ho¨here
Fehler von bis zu 10−3, aber – wie schon vorher in dieser Arbeit erla¨utert – strebt das
Gesamtfeld in diesen Bereichen gegen Null. Abbildung 3.8 zeigt fu¨r denselben Fall
den absoluten Fehler und es besta¨tigt sich, dass dieser transversal zur Strahlachse
sehr klein (< 10−10) bleibt, sogar kleiner als in Strahlrichtung.
In Abbildung 3.9 wurde die maximale Ordnung fu¨r diese Entwicklung auf nmax =
40 erho¨ht. Insgesamt gibt es deutlich geringere relative Fehler als mit nmax = 30,
aber dies scheint sich nicht so stark in Strahlrichtung auszuwirken, wo der Fehler
unvera¨ndert bleibt. Dies wird in Abbildung 3.10 genauer untersucht. Hier ist der
Fehler entlang der Strahlachse fu¨r verschiedene nmax aufgetragen. Wa¨hrend eine
Erho¨hung der maximalen Ordnung von 20 auf 30 noch eine große Verbesserung der
Ergebnisse bewirkt, bleibt der Fehler fu¨r eine weitere Erho¨hung auf nmax = 40 in
Strahlrichtung unvera¨ndert. Es ist außerdem gut zu sehen, dass die Genauigkeit mit
einem Abstand von etwa 5 Wellenla¨ngen ein konstantes Niveau erreicht.
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Abbildung 3.9 Relativer Fehler einer Multipolentwicklung eines CSB mit der Fokusla¨nge
b = 3λ im Freiraum. Der maximale Eigenwert ist nmax = 40. Im Vergleich
zu nmax = 30 verbessert sich der relative Fehler abseits der Strahlachse
um einige Gro¨ßenordnungen. Entlang der Strahlachse bleibt der Fehler
fast unvera¨ndert.
−10 −8 −6 −4 −2 0 2 4 6 8 10
−15
−10
−5
z/λ
re
l.
er
ro
r
nmax = 40
nmax = 30
nmax = 20
Abbildung 3.10 Relativer Fehler von Multipolentwicklungen eines CSB mit der Fo-
kusla¨nge b = 3λ fu¨r verschiedene maximale Ordnungen nmax. Die Werte
gelten entlang der Strahlachse (ρ = 0).
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Weiterhin soll der Einfluss der Fokusla¨nge b untersucht werden. In Abbildung
3.11 ist der relative Fehler fu¨r eine Fokusla¨nge von b = 5 dargestellt; die maximale
Ordnung ist nmax = 30. Es ist zu sehen, dass die Genauigkeit gegenu¨ber dem kor-
respondierenden Fall mit b = 3 (Abbildung 3.7) sinkt und entlang der Strahlachse
nur noch etwa 10−6 betra¨gt. Die gro¨ßere Fokusla¨nge sorgt also fu¨r einen gro¨ßeren
Fehler bei der Berechnung. Dies besta¨tigt Abbildung 3.12, wo der relative Feh-
ler entlang der Strahlachse fu¨r verschiedene Fokusla¨ngen aufgetragen ist: Ein sehr
schwach fokussierter Strahl mit b = 1λ la¨sst sich im Rahmen der Rechnergenau-
igkeit exakt berechnen, wa¨hrend b = 9λ ein Fehlerniveau von u¨ber 10−4 erreicht.
Außerdem besta¨tigt sich auch hier, dass die Genauigkeit ab einem bestimmten Ab-
stand ein konstantes Niveau erreicht. In Abbildung 3.13 ist dasselbe nochmal mit
einer maximalen Ordnung nmax = 40 ausgefu¨hrt. Es zeigt sich, dass sich kaum eine
Verbesserung durch die ho¨here Ordnung erzielen la¨sst.
Abbildung 3.11 Relativer Fehler einer Multipolentwicklung eines CSB mit der Fokusla¨nge
b = 5λ im Freiraum. Der maximale Eigenwert ist nmax = 30. Gegenu¨ber
den vorherigen Beispielen zeigt sich, dass eine gro¨ßere Fokusla¨nge zu einer
schlechteren Genauigkeit der Multipolentwicklung fu¨hrt.
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Abbildung 3.12 Relativer Fehler von Multipolentwicklungen eines CSB mit verschiede-
nen Fokusla¨ngen b. Die maximale Ordnung betra¨gt bei allen Beispielen
nmax = 30. Die Werte gelten entlang der Strahlachse (ρ = 0).
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Abbildung 3.13 Relativer Fehler von Multipolentwicklungen eines CSB mit verschiedenen
Fokusla¨ngen b. Die maximale Ordnung liegt bei nmax = 40.
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Abschließend wird noch der Fall betrachtet, dass sich die Strahltaille nicht im
Ursprung befindet, sondern um zwei Wellenla¨ngen in z-Richtung verschoben ist.
Eine solche Verschiebung wird erreicht, indem der Realteil des komplexen Radius r′
des CSB-Ortsvektors auf 2λ gesetzt wird. In Abbildung 3.14 ist der relative Fehler fu¨r
diesen Fall dargestellt. Die ho¨chste Genauigkeit wird weiterhin im Ursprung erzielt.
Der hohe Fehler, der transversal zur Strahlrichtung auftritt, hat sich entsprechend
verschoben und das allgemeine relative Fehlerniveau ist um etwa 2 Gro¨ßenordnungen
angestiegen. Dieser Anstieg kann in Abbildung 3.15 besser abgelesen werden. Dort
ist der relative Fehler entlang der z-Achse fu¨r verschiedene Positionen der Strahltaille
zu sehen.
Abbildung 3.14 Relativer Fehler der Multipolentwicklung eines CSB mit der Fokusla¨nge
b = 3λ im Freiraum (nmax = 30). Die Strahltaille ist diesmal um 2λ in
z-Richtung verschoben. Es zeigt sich, dass das allgemeine Fehlerniveau
gegenu¨ber dem Fall, dass die Strahltaille im Ursprung liegt, um etwa 2
Gro¨ßenordnungen ansteigt.
Die wichtigste Erkenntnis der Untersuchungen in diesem Kapitel ist, dass der
Fehler bei der Multipolentwicklung eines CSB auch außerhalb eines engeren Kon-
vergenzradius, der wenige Wellenla¨ngen um den Ursprung betra¨gt, auf einem akzep-
tablen Niveau bleibt. Dies ist der gro¨ßte Vorteil, den die Verwendung eines CSB als
Anregung in der Multipolentwicklung bietet. Es sei abschließend erwa¨hnt, dass die
in diesem Kapitel aufgefu¨hrten Ergebnisse, die fu¨r ein skalares Feld erzeugt wurden,
ebenso fu¨r die elektrische oder magnetische Feldkomponente eines elektromagneti-
schen CSB gelten.
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Abbildung 3.15 Relativer Fehler von Multipolentwicklungen eines CSB mit b = 3, nmax =
30 fu¨r verschiedene Positionen r′r auf der z-Achse.
3.2 Inhomogene ebene Welle
Eine inhomogene Welle verfu¨gt zwar u¨ber ebene Wellenfronten, aber keine konstan-
te Verteilung der Amplitude. In dieser Arbeit werden als inhomogene Wellen aus-
schließlich solche ebenen Wellen betrachtet, die entlang einer Fla¨che gleicher Phase
eine exponentiell verlaufende Amplitudenverteilung besitzen. Eine inhomogene Wel-
le kann dann auch als ein quer zur Ausbreitungsrichtung exponentiell geda¨mpftes
ebenes Wellenfeld verstanden werden. In Abbildung 3.16 ist das elektrische Feld
einer solchen Welle dargestellt. Es ist gut das exponentiell verlaufende Profil zu
erkennen.
Die Grundidee ist, diese Art der Anregung fu¨r semi-infinite Strukturen zu ver-
wenden, wobei die exponentielle Da¨mpfung in Richtung der unendlich ausgedehnten
Struktur erfolgen soll. Auf solche Weise ergibt sich ein Streufeld, das durch die Spit-
ze der Struktur dominiert ist. Einflu¨sse von weiter entfernten Punkten der Struktur
werden exponentiell mit dem Abstand minimiert. A¨hnlich wie der CSB bietet die
inhomogene Welle somit die Mo¨glichkeit, ein lokal beschra¨nktes Wellenfeld zu er-
zeugen.
Der Phasor einer ebenen Welle wird im Allgemeinen durch
u(~r) = u0 exp(−j~k · ~r) (3.50)
ausgedru¨ckt, wobei u sowohl die Amplitude einer skalaren ebenen Welle als auch
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Abbildung 3.16 Eine inhomogene ebene Welle im Freiraum.
den Betrag des elektrischen oder magnetischen Feldes einer elektromagnetischen
Welle repra¨sentieren kann. Der Wellenvektor ~k ist im Falle einer inhomogenen Welle
komplexwertig:
~k = ~k′ − j~k′′ . (3.51)
Real- und Imagina¨rteil dieses Vektors mu¨ssen im Falle eines verlustlosen Mediums
senkrecht aufeinander stehen [28]. Die Ausbreitungsrichtung wird durch ~k′ bestimmt,
wa¨hrend ~k′′ in die Richtung der gro¨ßten exponentiellen Da¨mpfung zeigt. Die Betra¨ge
dieser Vektoren ko¨nnen zu
k′ = k coshψ = k cos(jψ) (3.52)
k′′ = k sinhψ = −jk sin(jψ) (3.53)
(3.54)
gesetzt werden – mit einem im folgenden noch zu bestimmenden ψ ∈ R. Die reelle
Wellenzahl k (in dieser Arbeit auch mit κ bezeichnet) ha¨ngt entsprechend mit diesen
Gro¨ßen u¨ber
k = k′2 − k′′2 (3.55)
zusammen.
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3.2.1 Inhomogene ebene Welle in Kugelkoordinaten
Es soll nun eine Methode hergeleitet werden, wie sich eine inhomogene ebene Welle
in Kugelkoordinaten erzeugen la¨sst. Der Ausdruck fu¨r eine homogene, ebene Welle
mit einem reellen Wellenvektor ~k(k, θk, φk) la¨sst sich in Kugelkoordinaten schreiben
als
uh(~r) = u0 exp(−j~k · ~r) = exp(−jkr cos γ) (3.56)
cos γ = cosϑ cosϑk + sinϑ sinϑk cos(ϕ− ϕk) (3.57)
wobei γ der Winkel zwischen ~k und ~r ist [29].
z = 0
z
ϑk
ϑk + pi/2
~k′
~k′′
γ′
γ′′
~r
Abbildung 3.17 Der Realteil ~k′ und der Imagina¨rteil ~k′′ des komplexen Wellenvektors. Fu¨r
eine Ausbreitungsrichtung, die durch ϑk gekennzeichnet ist, ergeben sich
die dargestellten Winkel.
Im Falle einer inhomogenen Welle lauten die Koordinaten fu¨r die Wellenvektoren
~k′ und ~k′′
~k′(k′, ϑk, ϕk) (3.58)
~k′′(k′′, ϑk′′ , ϕk′′) = ~k′′(k′′, ϑk + pi/2, ϕk) , (3.59)
wie auch in Abbildung 3.17 nachzuvollziehen ist. Der Phasor des inhomogenen Wel-
lenfeldes la¨sst sich folglich schreiben als:
ui(~r) = u0 exp(−j(~k′ − j~k′′) · ~r)
= u0 exp(−jk′r cos γ′) exp(−k′′r cos γ′′)
= u0 exp(−jk cos(jψ)r cos γ′) exp(jk sin(jψ)r cos γ′′) . (3.60)
Die Winkel γ′ und γ′′ sind, wie in der Abbildung gezeigt, die Winkel zwischen ~r und
~k′ beziehungsweise zwischen ~r und ~k′′. Sie lassen sich in Kugelkoordinaten angeben
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mit
cos γ′ = cos θ cos θk + sin θ sin θk cos(φ− φk) (3.61)
cos γ′′ = cos θ cos(θk + pi/2) + sin θ sin(θk + pi/2) cos(φ− φk)
= − cos θ sin θk + sin θ cos θk cos(φ− φk) . (3.62)
Durch Einsetzen von (3.61) und (3.62) in den Phasor (3.60) erha¨lt man
ui(~r) = u0 exp(−jkr(cos(jψ) cos θ cos θk + cos(jψ) sin θ sin θk cos(φ− φk)
+ sin(jψ) cos θ sin θk − sin(jψ) sin θ cos θk cos(φ− φk))) (3.63)
= u0 exp
(
− jkr( cos θ1
2
(cos(θk − jψ) + cos(θk + jψ))
+ sin θ
1
2
(sin(θk − jψ) + sin(θk + jψ)) cos(φ− φk)
+ cos θ
1
2
(cos(θk − jψ)− cos(θk + jψ))
− sin θ1
2
(sin(−θk + jψ) + sin(θk + jψ)) cos(φ− φk)
))
(3.64)
und schließlich
= u0 exp
(
− jkr( cos θ cos(θk − jψ) + sin θ sin(θk − jψ) cos(φ− φk))) . (3.65)
Ein Vergleich mit (3.56) macht deutlich, dass es sich hierbei um dieselbe Darstel-
lung handelt, allerdings mit dem Unterschied, dass ein komplexer Winkel θk − jψ
verwendet wird. Eine inhomogene ebene Welle kann folglich erzeugt werden, indem
fu¨r eine homogene ebene Welle ein komplexer Einfallswinkel θ definiert wird. Wenn
diese inhomogene ebene Welle eine bestimmte Da¨mpfung k′′ besitzen soll, muss der
komplexe Einfallswinkel θc der Welle gema¨ß (3.53) wie folgt gewa¨hlt werden:
θc = θk − jψ = θk − jarsinh
(
k′′
k
)
. (3.66)
Die Richtung der gro¨ßten Da¨mpfung ist dabei stets in θ-Richtung.
3.2.2 Inhomogene ebene Welle als Feldanregung bei der
Multipolentwicklung
Die Grundidee, um eine ebene Welle mit einer Multipolentwicklung zu beschreiben,
ist, eine sehr weit entfernte Punktquelle zu betrachten. Der Kru¨mmungsradius der
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Wellenfronten wird dann gleichsam mit dem Abstand groß und es liegen lokal an-
gena¨hert ebene Wellen vor. Die entstehende Feldamplitude muss dann der Distanz
entsprechend normiert werden. Tatsa¨chlich existiert der Grenzwert fu¨r eine unend-
lich entfernte, normierte Punktquelle. Fu¨r diesen Fall wird auch der Kru¨mmungsradi-
us unendlich und es liegen ideale ebene Wellenfronten vor. Die Multipolamplituden
fu¨r eine ebene Welle, polarisiert in ~E und mit der elektrischen Feldamplitude E0
lauten [13]
an,m = E04pij
n+1 (−1)m
n(n+ 1)
~nn,−m(θk, φk) ~E , (3.67)
bn,m =
E0
Z0
4pijn+1
(−1)m
n(n+ 1)
~mn,−m(θk, φk) ~E . (3.68)
Um eine inhomogene Welle zu erzeugen, muss fu¨r θk ein komplexer Winkel θc gema¨ß
(3.66) gesetzt werden.
Abbildung 3.18 Relativer Fehler einer Multipolentwicklung einer inhomogenen Welle mit
ψ = 0.07 und nmax = 20 im Freiraum.
3.2.2.1 Genauigkeit der Entwicklung
Da Multipolentwicklungen mit ebenen Wellen eine vergleichsweise schwache Kon-
vergenz außerhalb eines bestimmten Konvergenzradius besitzen, soll hier die Ge-
nauigkeit einer solchen Entwicklung in Bezug auf eine inhomogenen Welle unter-
sucht werden. Es werden Ergebnisse im Freiraum betrachtet und als Referenz dient
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die geschlossene Form. Abbildung 3.18 zeigt den relativen Fehler einer inhomoge-
nen Welle, die mit einer Multipolentwicklung bis nmax = 20 ausgewertet wurde.
Der Imagina¨rteil des komplexen Winkels θc betra¨gt ψ = 0.07, was etwa einem
Da¨mpfungsfaktor von k′′ = 0.44 1
λ
entspricht. Es zeigt sich, dass die Ergebnisse
zuna¨chst nur in einem kleinen Radius von weniger als zwei Wellenla¨ngen um den
Ursprung verla¨ssliche Werte liefern. Abbildung 3.19 zeigt, wie sich die Genauigkeit
entlang der z-Achse fu¨r ho¨here maximale Ordnungen nmax verbessert.
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Abbildung 3.19 Relativer Fehler fu¨r eine inhomogenen Welle mit ψ = 0.14 und fu¨r ver-
schiedene nmax entlang der z-Achse.
In Abbildung 3.20 wird in Erga¨nzung der Einfluss von ψ auf die Genauigkeit
untersucht. Es ist zu sehen, dass sich die Genauigkeit mit gro¨ßerem ψ verschlechtert.
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Abbildung 3.20 Relativer Fehler von inhomogenen Wellen mit verschiedenen ψ entlang
der z-Achse. ψ = 0 bedeutet, dass es sich um eine homogene ebene Welle
handelt. Alle Entwicklungen sind bis nmax = 20 ausgefu¨hrt.
Zusammenfassend ist zu sagen, dass Multipolentwicklungen von inhomogenen,
ebenen Wellen mit denselben Konvergenzschwierigkeiten zu ka¨mpfen haben, wie
Entwicklungen von homogenen ebenen Wellen. Je nach gewa¨hlter Da¨mpfung ist
die Konvergenz sogar noch schlechter. Auswertungen ko¨nnen nur in einem begrenz-
ten Radius um den Ursprung zuverla¨ssige Werte liefern. Abbildung 3.21 zeigt das
Gesamtfeld einer inhomogenen ebenen Welle mit ψ = 0.07, die aus x-Richtung kom-
mend auf einen ideal leitenden Kreiskegel fa¨llt. Die maximale Ordnung betra¨gt bei
diesem Beispiel nmax = 50, womit die Entwicklung fu¨r das gesamte betrachtete Ge-
biet eine ausreichende Genauigkeit von 10−5 besitzt. Da die numerische Berechnung
– insbesondere der zugeordneten Legendrefunktionen – fu¨r noch gro¨ßere Ordnun-
gen sehr anspruchsvoll wird, ist eine Untersuchung des Feldes weit außerhalb des in
Abbildung 3.21 gezeigten Gebietes (r >> 5λ) ohne den Einsatz einer konvergenz-
beschleunigenden Transformation fast aussichtslos. Das vorgestellte Verfahren ist
somit nur fu¨r Evaluierungen des Nahfeldes bis zu einem Radius von 5 Wellenla¨ngen
um den Ursprung gut geeignet.
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Abbildung 3.21 Beispiel fu¨r den Einfall einer inhomogenen ebenen Welle mit ψ = 0.07,
auf einen ideal leitenden Kreiskegel. Die Welle kommt aus positiver x-
Richtung. Die maximale verwendete Ordnung bei der Multipolentwick-
lung betra¨gt nmax = 50. Fu¨r x > 0 sind Interferenzen mit an der Kege-
loberfla¨che reflektieren Anteilen zu beobachten. Fu¨r x < 0 kommt es zu
Beugung in den vom Kegel abgeschatteten Bereich.
69
4 Beugung eines Complex-Source
Beam am Kreiskegel
Im folgenden werden numerische Ergebnisse fu¨r die Beugung eines Complex-Source
Beams an einem Kreiskegel pra¨sentiert. Hierzu werden Multipolentwicklungen ver-
wendet, die im Kapitel 2 vorgestellt und hergeleitet werden. Die Grundlagen fu¨r
die Benutzung eines CSB als anregende Quelle werden in Kapitel 3 behandelt. Die
Auswertung umfasst die skalaren Fa¨lle des akustisch weichen und harten Kreiskegels
sowie den vektoriellen Fall eines elektrisch ideal leitenden Kegels. Der CSB soll seine
Strahltaille in allen Beispielen stets im Ursprung haben, damit die Spitze des Kegels
mit mo¨glichst ebenen Wellenfronten beleuchtet wird.
4.1 Nahfelder am akustisch weichen und harten
Kreiskegel
Als erstes werde das skalare Feld im Außenraum eines akustisch weichen und akus-
tisch harten Kegels betrachtet. Akustisch weich bedeutet, dass die Oberfla¨che des
Kegels der Dirichlet-Randbedingung genu¨gt; akustisch hart, dass die Oberfla¨che
der Neumann-Randbedingung genu¨gt. Folglich werden Dirichlet- und Neumann-
Eigenwerte und -funktionen gema¨ß Abschnitt 2.2.2.2 verwendet. Die folgenden Ab-
bildungen sind in einem Schnitt durch den Kreiskegel in der x, z-Ebene dargestellt.
Die Ergebnisse sind immer auf die maximale Amplitude Φ0 in der Strahltaille des
ungesto¨rten Strahls normiert.
In den Abbildungen 4.1a und 4.1b ist das Feld fu¨r einen uniformen CSB mit
der Fokusla¨nge b = 6λ und mit den Einfallswinkeln θ′ = 90◦, φ′ = 0◦ darge-
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(a) Dirichlet-Randbedingungen
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Abbildung 4.1 Skalares Feld eines uniformen CSB an einem Kreiskegel mit (a) Dirichlet-
Randbedingungen und (b) Neumann-Randbedingungen. Der Einfallswin-
kel ist θ′ = 90◦, φ′ = 0◦. Die Fokusla¨nge betra¨gt b = 6λ.
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stellt, das heißt, der Strahl ist in negative x-Richtung ausgerichtet. Der Kegel habe
zuna¨chst den halben Außeno¨ffnungswinkel von θ0 = 135
◦. Die obere Abbildung
beru¨cksichtigt Dirichlet-Randbedingungen, die untere Neumann-Randbedingungen.
Die Einhaltung der Randbedingungen Φ = 0 beziehungsweise dΦ
dθ
= 0 kann in bei-
den Fa¨llen an der Kegeloberfla¨che nachvollzogen werden. Es ist zu sehen, wie ein
Teil des Strahls in z-Richtung reflektiert wird. Die Auspra¨gung des reflektierten
Feldes ist in beiden Fa¨llen gleichartig, nur mit entgegengesetztem Vorzeichen; dies
ist auch zu erwarten, da Dirichlet-Randbedingungen einem Reflexionsfaktor von −1
entsprechen und Neumann-Randbedingungen einem Reflexionsfaktor von 1. Durch
Addition der beiden Felder ließe sich folglich ein Feldbild fu¨r einen reflexionsfreien
Kegel erzeugen. In unmittelbarer Kegelna¨he sind Interferenzmuster durch Interakti-
on der reflektierten Anteile mit dem einfallenden Strahl zu erkennen. Im abgeschat-
teten Bereich (x < 0, z < 0) sind gebeugte Feldanteile zu sehen, die im Falle von
Neumann-Randbedingungen deutlich ausgepra¨gter sind.
Als na¨chstes wird der Einfluss der Fokusla¨nge untersucht. Die Abbildungen 4.2a
und 4.2b zeigen denselben Fall fu¨r Dirichlet-Randbedingungen, aber mit unterschied-
lichen Fokusla¨ngen. Fu¨r b = 3 ist zu sehen, wie der Strahl bereits innerhalb des
abgebildeten Bereiches (−5λ ≤ x ≤ 5λ) an maximaler Amplitude verliert und an
den Randbereichen des Lo¨sungsgebiets deutlich gekru¨mmte Wellenfronten aufweist.
Der Radius der Strahltaille ist geringer. Fu¨r b = 9λ ist der Strahl fokussierter und
es sind kaum gekru¨mmte Wellenfronten innerhalb des Lo¨sungsgebietes zu erkennen;
gleichzeitig nimmt der Strahlradius zu. Abgesehen von diesen Beobachtungen, die
ebenso im Freiraum gu¨ltig wa¨ren, besteht kein sichtbarer, qualitativer Unterschied
zu b = 6λ (Abbildung 4.1a).
In den Abbildungen 4.3a und 4.3b sind die Feldbilder fu¨r andere Einfallswinkel
dargestellt; der Kegel sei weiterhin schallweich, die Fokusla¨nge bleibe unvera¨ndert
bei b = 6λ. Mit dem Einfallswinkel a¨ndert sich erwartungsgema¨ß die Richtung, in
die Feldanteile reflektiert werden. Fu¨r den Fall θ′ = 30◦ gibt es keinen abgeschat-
teten Bereich, entsprechend wird das Feld aber an der vormals abgewandten Seite
reflektiert.
Fu¨r andere O¨ffnungswinkel des Kegels, mu¨ssen neue Sa¨tze von Eigenwerten be-
stimmt werden. Die Abbildungen 4.4a und 4.4b zeigen die Feldbilder fu¨r θ0 =
120◦ und θ0 = 150◦. Die reflektierten Anteile werden durch den abweichenden Ke-
gelo¨ffnungswinkel nicht nur in eine andere Richtung gelenkt, sondern sind auch un-
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(a) Kleinere Fokusla¨nge b = 3λ
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Abbildung 4.2 Skalares Feld eines CSB mit der Fokusla¨nge (a) b = 3λ und (b) b = 9λ an
einem schallweichen Kreiskegel.
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(a) Einfallswinkel θ′ = 60◦
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Abbildung 4.3 Skalares Feld eines CSB fu¨r verschiedene Einfallswinkel: (a) θ′ = 60◦, (b)
θ′ = 30◦. Die Fokusla¨nge des Strahls ist jeweils b = 6λ.
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(a) Kegeloberfla¨che bei θ0 = 120◦
−5 0 5
x/λ
−5
0
5
z/λ
Φ0
0
−Φ0
(b) Kegeloberfla¨che bei θ0 = 150◦
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Abbildung 4.4 Skalares Feld eines CSB mit der Fokusla¨nge b = 6λ an einem schallweichen
Kreiskegel mit (a) θ0 = 120
◦ und (b) θ0 = 150◦.
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terschiedlich stark in der Amplitude ausgepra¨gt. Dies la¨sst sich dadurch erkla¨ren,
dass bei θ0 = 120
◦ ein entsprechend gro¨ßerer Teil des Strahls (1/3) reflektiert wird,
als bei θ0 = 135
◦ (1/4) oder bei θ0 = 150◦ (1/6).
Bei allen vorgestellten Ergebnissen wurden die Entwicklungen bis νmax = 50 aus-
gefu¨hrt. Aufgrund fehlender Referenzlo¨sungen ist es nicht mo¨glich den relativen
Fehler der Ergebnisse zu u¨berpru¨fen. Um dennoch die Konvergenz der Ergebnis-
se im gesamten Lo¨sungsgebiet sicherzustellen, wird wa¨hrend der Berechnung der
relative Anteil jedes Entwicklungsgliedes betrachtet. Dadurch kann eine Ordnung
νrel ermittelt werden, ab der alle folgenden Entwicklungsglieder unterhalb einer be-
stimmten relativen Schwelle bleiben. Diese Schwelle wurde bei den Berechnungen
auf 10−4 festgelegt und wird im gesamten Lo¨sungsgebiet (r <= 7.07λ) angewendet.
Diese Schwelle ist nicht gleichbedeutend mit dem relativen Fehler, der bei einer Ent-
wicklung bis zur zugeho¨rigen Ordnung νrel entsteht, liegt aber empirisch weniger als
eine Gro¨ßenordnung daru¨ber (maximaler relativer Fehler / 10−3). Dieses Vorgehen
setzt voraus, dass die Ergebnisse eine absolute Konvergenz aufweisen, was fu¨r alle
hier betrachteten Fa¨lle zutrifft.
Tabelle 4.1 zeigt die auf diese Weise bestimmten νrel fu¨r verschiedene Fokusla¨ngen
des Strahls und O¨ffnungswinkel eines schallweichen Kegels (Dirichlet); in Tabelle
4.2 sind die entsprechenden Ergebnisse fu¨r einen schallharten Kegel (Neumann). An
diesen Tabellen lassen sich verschiedene Aussagen ablesen:
• Mit gro¨ßerer Fokusla¨nge werden mehr Eigenwerte beno¨tigt. Dies la¨sst sich da-
durch erkla¨ren, dass sich der CSB mit gro¨ßerem b in der Strahltaille verbreitert
und u¨ber einen gro¨ßeren Bereich ebene Wellenfronten bildet. Er na¨hert sich
somit an ein ebenes Wellenfeld an, das im allgemeinen eine schlechtere Kon-
vergenz besitzt.
• Dirichlet- und Neumann-Probleme beno¨tigen fu¨r eine bestimmte Genauigkeit
etwa vergleichbar viele Eigenwerte.
• Bei Lo¨sungen zum Neumann-Problem steigt die Anzahl der beno¨tigten Eigen-
werte mit dem Außeno¨ffnungswinkel θ0. Dieser Trend la¨sst sich beim Dirichlet-
Problem nicht besta¨tigen.
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νrel =
(Dirichlet)
b = 3λ b = 6λ b = 9λ
θ0 = 120
◦ 17.51 27.00 36.00
θ0 = 135
◦ 27.00 28.00 28.00
θ0 = 150
◦ 19.00 27.00 32.00
Tabelle 4.1 Ordnung νrel fu¨r verschiedene Berechnungsparameter bei Dirichlet-Rand-
bedingungen. Sie sagt sagt aus, ab welcher Ordnung alle Folgeglieder kleiner
als 10−4 bleiben. Der Einfallswinkel ist konstant bei θ′ = 90◦.
νrel =
(Neumann)
b = 3λ b = 6λ b = 9λ
θ0 = 120
◦ 15.85 23.94 27.91
θ0 = 135
◦ 17.97 24.42 31.05
θ0 = 150
◦ 18.88 27.84 34.86
Tabelle 4.2 Ordnung νrel fu¨r verschiedene Berechnungsparameter bei Neumann-Rand-
bedingungen. Der Einfallswinkel ist konstant bei θ′ = 90◦.
νrel = θ
′ = 30◦ θ′ = 60◦ θ′ = 90◦
Dirichlet 28.00 29.00 28.00
Neumann 21.53 21.43 24.42
Tabelle 4.3 Ordnung νrel fu¨r verschiedene Einfallswinkel fu¨r Dirichlet- und Neumann-
Randbedingungen.
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4.2 Nahfelder des elektromagnetischen Feldes am
Kreiskegel
Mithilfe der Multipolentwicklung aus Abschnitt 2.5 lassen sich das elektrische und
magnetische Feld im Außenraum eines ideal leitenden Kegels berechnen. Unter
Beru¨cksichtigung des Abschnitts 3.1.7 kann mit den Formeln 3.46 – 3.49 das Feld
fu¨r einen uniformen Complex-Source Beam erzeugt werden.
Bei der Betrachtung von elektromagnetischen Wellen ergibt sich ein weiterer
Freiheitsgrad, na¨mlich die Richtung der Polarisation, die durch ~ce festgelegt wird.
Zuna¨chst sei die Polarisation in φ-Richtung, also ~ce = ~eφ. In Abbildung 4.5 ist die
y-Komponente des elektrischen Feldes in der x, z-Ebene gezeigt; die Kegeloberfla¨che
ist bei θ0 = 135
◦ und die Fokusla¨nge des CSB ist b = 6λ. Das elektrische Feld des
Strahls ist somit senkrecht zur Betrachtungsebene polarisiert; bei der Reflexion an
der Kegeloberfla¨che entstehen folglich keine anderen Feldkomponenten als Ey – zu-
mindest in dieser Betrachtungsebene. Ist der Strahl mit ~ce = ~eθ polarisiert, das heißt
parallel zur Betrachtungsebene, ergeben sich fu¨r das elektrische Feld zwei Feldkom-
ponenten, die in den Abbildungen 4.6a und b dargestellt sind. Bei diesem Fall ist
außerdem zu beachten, dass es an der Kegelspitze zu einer Singularita¨t des Feldes
kommt.
Jede andere Polarisation la¨sst sich als Linearkombination dieser beiden Fa¨lle dar-
stellen. Es ist nicht mo¨glich, eine Polarisation zu erzeugen, die nicht senkrecht zur
Ausbreitungsrichtung ist; wird ein entsprechendes ~ce in die Gleichungen eingesetzt,
heben sich die Anteile von ~ce auf, die linear abha¨ngig zur Ausbreitungsrichtung sind.
In den Tabellen 4.4 und 4.5 sind fu¨r verschiedene Parameter die Ordnungen νrel
aufgezeigt; die Definition von νrel ist wie im vorangehenden Abschnitt 4.1 gehand-
habt: Die Ordnung, ab der alle Folgeglieder einen relativen Beitrag zum Ergebnis
liefern, der kleiner als 10−4 ist. Es besta¨tigt sich auch hier, dass die Konvergenz der
Entwicklungen mit steigender Fokusla¨nge b schlechter wird. Bemerkenswert ist, dass
die Konvergenz mit steigendem Außeno¨ffnungswinkel θ0 eindeutig besser wird; im
Gegensatz zum Neumann-Fall (Tabelle 4.2), wo der Zusammenhang genau umge-
kehrt ist, oder zum Dirichlet-Fall (Tabelle 4.1), wo sich keine klare Tendenz feststel-
len ließ. Schließlich zeigt Tabelle 4.5, wie sich νrel fu¨r verschiedene Einfallswinkel θ
′
verha¨lt.
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Abbildung 4.5 y-Komponente Ey des elektrischen Feldes in der x, z-Ebene. Der CSB ist
in negative x-Richtung ausgerichtet, hat die Fokusla¨nge b = 6λ und ist mit
~ce = ~eφ polarisiert.
νrel = b = 3 b = 6 b = 9
θ0 = 120
◦ 39.97 45.01 49.00
θ0 = 135
◦ 33.09 39.85 44.84
θ0 = 150
◦ 27.03 35.91 39.98
Tabelle 4.4 Ordnung νrel fu¨r verschiedene Berechnungsparameter bei der Berechnung am
ideal leitenden Kreiskegel. Der Einfallswinkel ist konstant bei θ′ = 90◦.
θ′ = 30◦ θ′ = 60◦ θ′ = 90◦
νrel = 44.97 43.35 39.85
Tabelle 4.5 Ordnung νrel bei der vektoriellen Berechnung am ideal leitenden Kegel fu¨r
verschieden Einfallswinkel.
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(a) x-Komponente Ex des elektrischen Feldes fu¨r ~ce = ~eθ
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(b) z-Komponente Ez des elektrischen Feldes fu¨r ~ce = ~eθ
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Abbildung 4.6 (a) x-Komponente Ex und (b) z-Komponente Ez des elektrischen Feldes in
der x, z-Ebene. Der CSB ist hier mit ~ce = ~eφ polarisiert. Ey ist fu¨r diesen
Fall null.
80
4.3. FERNFELDER AM KREISKEGEL
4.3 Fernfelder am Kreiskegel
Ist man an Feldern interessiert, die sich sehr weit weg von der untersuchten Struk-
tur befinden, bietet es sich an, die Fernfelddarstellung der Multipolentwicklung aus
Abschnitt 2.5.1 zu verwenden. Alternativ ko¨nnen die bisher verwendeten Formeln
auch direkt ausgewertet werden. Um die Ergebnisse mit der Fernfelddarstellung ver-
gleichen zu ko¨nnen, muss anschließend durch den Kugelwellenterm exp(−jκr)/κr
geteilt werden. Die Entfernung, ab der die Nahfelddarstellung in die Fernfelddar-
stellung u¨bergeht, ha¨ngt beim CSB maßgeblich von der verwendeten Fokusla¨nge b
ab. Beispielsweise erreicht man bei r = 2b eine maximale relative Abweichung von
weniger als 10−3.
Die Abbildungen 4.7a und b zeigen das Fernfeld eines CSB, der auf einen Kegel
mit θ0 = 135
◦ und Dirichlet-, beziehungsweise Neumann-Randbedingungen einfa¨llt;
4.7(a) ist in der x, z-Ebene, 4.7(b) in der y, z-Ebene. Der CSB ist dabei genauso
ausgerichtet, wie in den meisten Beispielen zum Nahfeld: Mit der Einfallsrichtung
θ′ = 90◦, φ′ = 0◦ und der Fokusla¨nge b = 6λ. Die Ergebnisse fu¨r das Fernfeld φff
sind auf den maximal vorkommenden Feldwert Φmax normiert. Erwartungsgema¨ß
tritt dieser etwa in Ausbreitungsrichtung auf, da der gro¨ßte Teil des Strahls den
Kegel ungehindert passiert.
Die Fernfelddarstellung, wie sie in 2.5.1 hergeleitet wird, basiert auf spha¨rischen
Hankelfunktionen zweiter Art und sie beschreibt somit einen divergierenden CSB.
Es wa¨re ohne weiteres mo¨glich, eine Fernfelddarstellung fu¨r einen uniformen CSB
mit dem asymptotischen Verhalten fu¨r spha¨rische Besselfunktionen
jν(κr)
r→∞
=
sin(κr − 1
2
νpi)
κr
(4.1)
zu formulieren. Allerdings wa¨re dies wenig sinnvoll, da man bei Fernfeldbetrachtun-
gen nur an den auslaufenden Anteilen interessiert ist.
Die Abbildungen 4.7a und b zeigen den entsprechenden Fall fu¨r den Betrag der
elektrischen Feldsta¨rke im Fernfeld fu¨r die beiden linear unabha¨ngigen Polarisa-
tionsrichtungen, die sich u¨ber die Wahl von ~ce = ~eφ (φ-polarisiert) und ~ce = ~eθ
(θ-polarisiert) definieren.
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(a) x, z-Ebene (φ = {0◦, 180◦})
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(b) y, z-Ebene (φ = {90◦, 270◦})
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Abbildung 4.7 Fernfeld Φff fu¨r einen skalaren CSB am schallweichen und schallharten
Kreiskegel in der (a) x, z-Ebene und in der (b) y, z-Ebene u¨ber θ. Die
Ergebnisse sind jeweils auf den Maximalwert normiert. Der Strahl hat die
Fokusla¨nge b = 6λ und breitet sich in negative x-Richtung aus.
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(a) x, z-Ebene (φ = {0◦, 180◦})
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(b) y, z-Ebene (φ = {90◦, 270◦})
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Abbildung 4.8 Betrag des Fernfeldes der elektrischen Feldsta¨rke |Eff | fu¨r einen CSB am
ideal leitenden Kreiskegel in der (a) x, z-Ebene und in der (b) y, z-Ebene
u¨ber θ. Es sind jeweils zwei verschiedene Polarisationsrichtungen darge-
stellt. Die Ergebnisse sind jeweils auf den Maximalwert normiert. Der
Strahl hat die Fokusla¨nge b = 6λ und breitet sich in negative x-Richtung
aus.
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5 Beugung eines Complex-Source
Beam am elliptischen Kegel
Es folgen Darstellungen des Nah- und Fernfeldes eines Complex-Source Beams am
elliptischen Kegel. Die Ergebnisse umfassen, wie im vorherigen Abschnitt, skala-
re Felder fu¨r Dirichlet- und Neumann-Randbedingungen sowie fu¨r die elektrische
Feldsta¨rke am ideal leitenden Kegel. Beim elliptischen Kegel ergibt sich durch den
Geometrieparameter k beziehungsweise k′ ein weiterer Freiheitsgrad. Bei allen ge-
zeigten Beispielen gilt exemplarisch k2 = k′2 = 0.5. Als erstes werde ein elliptischer
Kegel mit ϑ0 = 135
◦ behandelt, anschließend der Sonderfall ϑ0 = 180◦, der einem
Winkelsektor entspricht.
5.1 Nahfelder am elliptischen Kegel
Die Felder fu¨r den Dirichlet-Fall sind in den Abbildungen 5.1a und b zu sehen, fu¨r
den Neumann-Fall in den Abbildungen 5.2a und b. Wenn auch die Berechnungen
in elliptischen Kegelkoordinaten erfolgen, so sind sa¨mtliche Beschreibungen zu den
Darstellungen aus U¨bersichtsgru¨nden weiterhin in Kugelkoordinaten oder kartesi-
schen Koordinaten gehalten. Die Elliptizita¨t des untersuchten Kegels, die durch die
Wahl von k festgelegt wird, la¨sst sich anschaulicher durch die Außeno¨ffnungswinkel
beschreiben. Dass sich die Kegeloberfla¨che bei ϑ0 = 135
◦ befindet, bedeutet gema¨ß
(2.99) bei k2 = k′2 = 0.5 fu¨r die halben Außeno¨ffnungswinkel:
θx = ϑ0 = 135
◦
θy = arccos(k cosϑ0) = 120
◦ .
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(a) x, z-Ebene, Dirichlet-Randbedingung
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Abbildung 5.1 Feldbilder eines CSB am elliptischen Kegel (ϑ0 = 135◦, k2 = 0.5) mit
Dirichlet-Randbedingungen (a) in der x, z-Ebene und (b) in der y, z-Ebene.
Der CSB hat die Fokusla¨nge b = 10λ, und fa¨llt mit dem Winkel θ′ = 75◦
(in dieser Ebene gleichbedeutend mit ϑ′ = 75◦) ein.
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(a) x, z-Ebene, Neumann-Randbedingung
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(b) y, z-Ebene, Neumann-Randbedingung
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Abbildung 5.2 Feldbilder eines CSB am elliptischen Kegel (ϑ0 = 135◦, k2 = 0.5) mit
Neumann-Randbedingungen (a) in der x, z-Ebene und (b) in der y, z-
Ebene. Der CSB hat die Fokusla¨nge b = 10λ, und fa¨llt mit dem Winkel
θ′ = 75◦ ein.
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Abbildung 5.3 y-Komponente des elektrischen Feldes eines CSB am ideal leitenden ellip-
tischen Kegel (ϑ0 = 135
◦, k2 = 0.5) in der x, z-Ebene. Der CSB hat die
Fokusla¨nge b = 10λ, und fa¨llt mit dem Winkel θ′ = 75◦ ein. Die Polarisa-
tion des Strahls ist in φ-Richtung, was in dieser Ebene gleichbedeutend ist
mit ϕ.
5.2 Fernfelder am elliptischen Kegel
Es wurde bislang nicht explizit darauf hingewiesen, aber die Fernfelddarstellung aus
Abschnitt 2.5.1 ist ebenso fu¨r die Multipolentwicklung in elliptischen Kegelkoordi-
naten gu¨ltig. Es ko¨nnen somit auch Fernfelder fu¨r die Beugung eines CSB an einem
elliptischen Kegels berechnet werden. Abbildung 5.4(a) bis 5.4(c) zeigen das Fernfeld
eines skalaren CSB mit θ′ = 75◦, φ′ = 0, b = 10λ an einem elliptischen Kegel mit
Dirichlet- und mit Neumann-Randbedingungen. Abbildung 5.5(a) bis 5.5(c) behan-
deln den entsprechenden Fall fu¨r den Betrag des elektrischen Feldes. Der elliptische
Kegel ist wieder durch ϑ0 = 135
◦, k2 = 0.5 beschrieben. Die Fernfelder sind folglich
mit allen Parametern passend zu den Ergebnissen aus dem vorherigen Abschnitt.
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(a) x, z-Ebene (φ = {0◦, 180◦})
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(b) y, z-Ebene (φ = {90◦, 270◦})
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(c) x, y-Ebene (θ = 90◦)
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Abbildung 5.4 Fernfeld eines skalaren CSB mit θ′ = 75◦, φ′ = 0, b = 10λ an einem
elliptischen Kegel mit Dirichlet- und mit Neumann-Randbedingungen.
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(a) x, z-Ebene (φ = {0◦, 180◦})
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(b) y, z-Ebene (φ = {90◦, 270◦})
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(c) x, y-Ebene (θ = 90◦)
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Abbildung 5.5 Betrag des elektrischen Feldes im Fernfeld von einem CSB mit θ′ = 75◦,
φ′ = 0, b = 10λ an einem ideal leitenden elliptischen Kegel. Die beiden
Polarisationsrichtungen werden durch eine entsprechende Wahl von ~ce = ~eϕ
oder ~ce = ~eϑ erzeugt.
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5.3 Spezialfall: Winkelsektor
Zuletzt werde der Spezialfall eines Winkelsektors behandelt, der sich ergibt, wenn
ϑ = 180◦ gesetzt wird. Man kann diesen Fall als einen komplett abgeflachten Ke-
gel verstehen. Der O¨ffnungswinkel des Sektors kann durch 2 arccos(k) beschrieben
werden, betra¨gt fu¨r k2 = 0.5 also genau 90◦ und entspricht damit einer Viertelebene.
Die Abbildungen 5.6a und b behandeln einen Winkelsektor mit Dirichlet-Randbe-
dingungen. Der CSB fa¨llt mit θ′ = 120◦, φ′ = 0◦ auf die Sektorspitze ein und habe
die Fokusla¨nge b = 10λ. Die Abbildungen 5.7a und b zeigen den entsprechenden
Neumann-Fall. Hierbei ergibt sich in der y, z-Ebene eine Besonderheit: Das Feld
verschwindet auf der Sektoroberfla¨che nicht wie beim Dirichlet-Fall und auf beiden
Seiten ko¨nnen sich andere Feldamplituden auspra¨gen. Es muss jeweils der Grenz-
wert des Feldes fu¨r x → 0+, das heißt aus positiver Richtung kommend, und fu¨r
x → 0−, aus negativer Richtung kommend, betrachtet werden. In elliptischen Ke-
gelkoordinaten ko¨nnen diese beiden Fa¨lle mit ϕ = {[0◦, 90◦], [270◦, 360◦]} fu¨r x > 0
und ϕ = [90◦, 270◦] fu¨r x < 0 unterschieden werden. In Abbildung 5.7(b) sind beide
Fa¨lle kompakt dargestellt: Durch die Symmetrie der Anordnung kann die jeweils
andere Ha¨lfte durch Spiegelung an der z-Achse erzeugt werden.
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(a) x, z-Ebene, Dirichlet-Randbedingung
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Abbildung 5.6 Einfall eines CSB mit θ′ = 120◦, φ′ = 0◦, b = 10λ auf einen schallweichen
(Dirichlet) Winkelsektor. Oben (a) ist die x, z-Ebene dargestellt, unten (b)
die y, z-Ebene.
91
KAPITEL 5. BEUGUNG EINES COMPLEX-SOURCE BEAM AM
ELLIPTISCHEN KEGEL
(a) x, z-Ebene, Neumann-Randbedingung
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Abbildung 5.7 Einfall eines CSB mit θ′ = 120◦, φ′ = 0◦, b = 10λ auf einen schallharten
(Neumann) Winkelsektor. Oben (a) ist die x, z-Ebene dargestellt, unten
(b) die y, z-Ebene mit einer kompakten Darstellung des Feldes auf beiden
Sektorseiten.
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6 Asymptotische Methoden
Die Ergebnisse, die mit den in Kapitel 2 und 3 vorgestellten Verfahren erzielt werden
ko¨nnen, sollen unter anderem dazu dienen, das Streuverhalten an sogenannten kano-
nischen Strukturen zu untersuchen. Damit ko¨nnen Beugungskoeffizienten gewonnen
werden, die ihren Einsatz in asymptotischen Verfahren finden. Diese Feldrechenver-
fahren haben zur Grundlage, dass sich elektromagnetische Wellen im Wesentlichen
gema¨ß der Strahlenoptik verhalten. Fu¨r sehr hochfrequente elektromagnetische Wel-
len – wie das sichtbare Licht – sind auf diese Weise getroffene Vorhersagen bekann-
termaßen recht zutreffend und Abweichungen ko¨nnen nur an wenigen Stellen beob-
achtet werden, wie beispielsweise bei Beugungsexperimenten am Spalt. Zusa¨tzlich
zu den strahlenoptischen Anteilen wird beru¨cksichtigt, dass Kanten und andere Un-
stetigkeiten Ausgangspunkte fu¨r gestreute und gebeugte Wellenanteile sind.
Asymptotische Verfahren finden vornehmlich bei sehr hochfrequenten Problemen
Anwendung, da zum einen der quasi-optische Ansatz aufgrund der ho¨heren Frequenz
zutreffender ist, zum anderen, weil andere Feldrechenverfahren, wie beispielswei-
se FDTD (Finite-Differenzen-Methode im Zeitbereich) oder FEM (Finite Elemente
Methode), mit der aktuellen Rechenleistung nicht in der Lage sind, ein Modell zu
beschreiben, das viele hunderte oder tausende Wellenla¨ngen umspannt.
6.1 Geometrical Theory of Diffraction
Ein wichtiger Vorstoß bei den asymptotischer Verfahren in der Feldberechnung ist
die geometrische Beugungstheorie (Geometrical Theory of Diffraction, GTD), die
1962 von Joseph Keller vorgeschlagen wurde [30]. Hier werden einfallende und re-
flektierte Felder nach den Gesetzen der geometrischen Optik bestimmt und durch
Kantenbeugungsfelder erga¨nzt. Die Kantenbeugungsfelder einer ebenen Welle wer-
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den als Zylinderwellen mit
ue =
DAi√
r
exp−j(κr + Ψi) (6.1)
beschrieben, wobei Ai und Ψi Amplitude und Phase des einfallenden Feldes an der
Kante sind. Der Kantenbeugungskoeffizient D wird mit
Ds
h
=
exp(jpi/4)
2
√
2piκ sin β
(
sec
(
φ− α
2
)
± csc
(
φ+ α
2
))
(6.2)
angegeben und berechnet sich aus der Sommerfeldschen Lo¨sung fu¨r das Fernfeld an
einer Halbebene bei Einfall einer ebenen Welle. Hierbei beschreibt der Index s den
Fall einer akustisch weichen Halbebene und der Index h den Fall einer akustisch har-
ten. Der Sekans (sec) ist als Kehrwert der Kosinusfunktion definiert, wa¨hrend der
Kosekans (csc) dem Kehrwert der Sinusfunktion entspricht. Die Winkel sind gema¨ß
Abbildung 6.1a definiert. Der Beugungskoeffizient einer ideal leitenden Kante fu¨r
den elektromagnetischen Fall kann als Matrix mithilfe der skalaren Beugungskoeffi-
zienten ausgedru¨ckt werden:
De =
[
−Ds 0
0 −Dh
]
(6.3)
Ein großer Nachteil dieser Methode besteht in dem Vorhandensein von Kaustiken,
die an den U¨bergangsgrenzen zu den abgeschatteten und den reflektierten Bereichen
entstehen. Der Beugungskoeffizient geht an diesen Grenzfla¨chen gegen unendlich, wie
in der Abbildung 6.1b bei φ = 45◦ und bei φ = 315◦ zu sehen ist.
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Abbildung 6.1 (a) Ein einfallender und ein gebeugter Strahl an einer Halbebene mit den
Winkeln α, φ und β wie sie fu¨r den GTD-Beugungskoeffizienten nach
(6.2) definiert sind. (b) GTD-Beugungskoeffizient u¨ber φ fu¨r β = 90◦ und
α = 45◦.
6.2 Uniform Theory of Diffraction
Die Einheitliche Beugungstheorie (Uniform Theory of Diffraction, UTD) wurde 1974
mit [31] eingefu¨hrt und stellt eine Erweiterung zur GTD dar. Mit ihr wird fu¨r die
Beugungskoeffizienten eine U¨bergangsfunktion (transition function) definiert, die die
Singularita¨ten an den Schatten- und Reflektionsu¨berga¨ngen umgeht. Die skalaren
UTD Beugungskoeffizienten fu¨r die Halbebene lauten
Ds
h
=
− exp(−jpi/4)
2
√
2piκ sin β
(
sec
(
φ− α
2
)
F (kLa(φ− α))∓ sec
(
φ+ α
2
)
F (kLa(φ+ α))
)
.
(6.4)
Fu¨r eine ebene Welle als einfallendes Feld ist
L = r sin2 β (6.5)
und
a(φ± α) = 2 cos2
(
φ± α
2
)
. (6.6)
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6.2.1 Die UTD-U¨bergangsfunktion
Die U¨bergangsfunktion F (X) wird angegeben mit [31]
F (X) = 2j
√
X exp(jX)
∫ ∞
√
X
exp(−jτ 2)dτ . (6.7)
Das zu lo¨sende Integral entspricht einem komplexen Fresnel-Integral. Die Fresnel-
Integrale sind definiert als [5]
C(z) =
∫ z
0
cos
(pi
2
t2
)
dt , (6.8a)
S(z) =
∫ z
0
sin
(pi
2
t2
)
dt . (6.8b)
Die numerische Berechnung dieser Funktionen gestaltet sich durch immer na¨her
zusammenru¨ckende Nullstellen als anspruchsvoll. Durch Verwendung dieser Funk-
tionen und durch Aufteilung in Real- und Imagina¨rteil erhalten wir fu¨r die U¨ber-
gangsfunktion
F (X) = 2j
√
X exp(jX)
√
pi
2
C(∞)︸ ︷︷ ︸
= 1
2
−C
(√
X
√
2
pi
)
− j
S(∞)︸ ︷︷ ︸
= 1
2
−S
(√
X
√
2
pi
)
 .
(6.9)
Die beiden Fresnel-Integrale lassen sich mithilfe der Fehlerfunktion ausdru¨cken, fu¨r
die gilt [5]:
C(z) + jS(z) =
1 + j
2
erf
[√
pi
2
(1− i)z
]
. (6.10)
Durch Anwendung auf (6.9) und durch Ausnutzung, dass die Fehlerfunktion und
die komplexe Konjugation kommutativ sind, ergibt sich
F (X) =
√
X exp(jX)
√
pi
2
(j − 1)
(
1− erf
[
(1 + j)
√
a√
2
])
. (6.11)
Diese Darstellung unter Verwendung der Fehlerfunktion ist numerisch erheblich ein-
facher zu handhaben als eine Auswertung des Integrals in (6.7) oder eine separate
Auswertung der Fesnel-Integrale (6.8).
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6.3 Evaluierung von Beugungskoeffizienten aus
CSB-Problemen
In diesem Kapitel soll untersucht werden, ob und in welchem Rahmen sich die Ergeb-
nisse, die mit den vorgestellten Verfahren berechnet werden ko¨nnen, u¨berhaupt fu¨r
Beugungskoeffizienten in asymptotischen Verfahren eignen. Dabei werden zuna¨chst
Kantenbeugungskoeffizienten betrachtet; zum einen, weil diese einen Freiheitsgrad
weniger besitzen und sich somit einfacher und u¨bersichtlicher darstellen lassen, zum
anderen, weil sich diese u¨berhaupt erst mit den vorhandenen, klassischen Beugungs-
koeffizienten aus der GTD und UTD vergleichen lassen.
6.3.1 Einschub: Lo¨sung der Helmholtzgleichung in ebenen
Polarkoordinaten
Die Lo¨sung der Helmholtzgleichung in Polarkoordinaten (R,ϕ) soll hier nur kurz zu-
sammengefasst werden. Das Vorgehen ist analog mit dem aus den Kapiteln 2.2 und
2.7 fu¨r Kugelkoordinaten beziehungsweise elliptische Kegelkoordinaten. Die homo-
gene Helmholtzgleichung kann in Polarkoordinaten in zwei Differentialgleichungen
jeweils abha¨ngig von R und ϕ separiert werden. Die Lo¨sungen in R sind Zylin-
derfunktionen, von denen insbesondere die Besselfunktionen Jn(κR) und Hankel-
funktionen zweiter Art H
(2)
n (κR) relevant sind. In ϕ ergeben sich die harmonischen
Funktionen. Die Greensche Funktion zur Helmholtzgleichung la¨sst sich auf die bisher
vorgestellte Weise unter Beru¨cksichtigung der Symmetrie bezu¨glich R und R′ sowie
geeigneter Normierung formulieren.
Fu¨r den Außenraum eines schallweichen, keilfo¨rmigen Gebiets mit dem Außen-
o¨ffnungswinkel β la¨sst sich die Greensche Funktion angeben mit
G(~R, ~R′) =

pi
2j
∞∑
n=0
Jnpi
β
(κR)H
(2)
npi
β
(κR′) n
β
sin
(
npiϕ
β
)
sin
(
npiϕ′
β
)
, falls (R < R′) ,
pi
2j
∞∑
n=0
Jnpi
β
(κR′)H(2)npi
β
(κR) n
β
sin
(
npiϕ
β
)
sin
(
npiϕ′
β
)
, falls (R > R′) ,
(6.12)
n =
1, falls n = 0 ,2, falls n > 0 . (6.13)
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Fu¨r den Fall, dass das keilfo¨rmige Gebiet schallhart ist, sind die Sinusfunktionen in
(6.12) durch Kosinusfunktionen zu ersetzen.
Die geschlossene Form der Greenschen Funktion des Freiraums lautet in Polarko-
ordinaten
G(~R, ~R′) =
exp(−jκ|~R− ~R′| − j pi
4
)
4pi
√
|~R− ~R′|
. (6.14)
6.3.2 Vergleich des CSB-Fernfeldes mit
GTD-Beugungskoeffizienten
Als erstes wird der GTD-Kantenbeugungskoeffizient mit dem Ergebnis eines CSB
im Fernfeld an einer Halbebene verglichen. Dabei ist zu beachten, dass der Strahl
auf den Wert in der Taille normiert werden muss, da ebenso Beugungskoeffizienten
auf ein normiertes einfallendes Wellenfeld bezogen sind. Abbildungen 6.2 zeigt den
Betrag des GTD-Beugungskoeffizienten Ds fu¨r eine schallweiche Kante verglichen
mit dem Fernfeld eines CSB mit verschiedenen Fokusla¨ngen b. Es ist insgesamt eine
große U¨bereinstimmung vorhanden, insbesondere abseits der Schatten- und Reflexi-
onsu¨berga¨nge, wo die GTD ohnehin keine verla¨sslichen Ergebnisse liefern kann. Eine
Evaluierung in diesen Bereichen ist somit wenig sinnvoll. Allerdings na¨hern sich die
Ergebnisse mit steigender Fokusla¨nge an.
Ein Vergleich der Phase liefert zuna¨chst Abweichungen, die um die 90◦ betragen.
An dieser Stelle muss man sich in Erinnerung rufen, dass hier die Differenz zwischen
der Phase einer ebenen Welle und der Phase eines Beams betrachtet wird, die in
Abschnitt 3.1.3 als Gouy-Phase identifiziert wurde. Das CSB-Ergebnis muss also
noch um die Gouy-Phase korrigiert werden, was im Fernfeld in Ausbreitungsrichtung
genau eine Multiplikation mit −j entspricht. Abbildung 6.3 zeigt den Vergleich der
Phase zwischen dem GTD-Kantenbeugungskoeffizienten und dem Ergebnis eines
CSB an einer Halbebene, das um den Faktor −j korrigiert wurde.
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Abbildung 6.2 Betrag des GTD-Kantenbeugungskoeffizient und der Betrag des Fernfeldes
eines CSB an einer Halbebene fu¨r verschieden Fokusla¨ngen b.
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Abbildung 6.3 Phase des GTD-Kantenbeugungskoeffizient und die Phase des Fernfeldes
eines CSB an einer Halbebene fu¨r verschieden Fokusla¨ngen b. Die CSB-
Ergebnisse wurden mit −j multipliziert, um den Einfluss der Gouy-Phase
zur korrigieren.
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6.3.3 Anpassung von CSB-Ergebnissen an
UTD-Beugungskoeffizienten
Fu¨r die Anpassung von CSB-Ergebnissen an UTD-Beugungskoeffizienten fu¨r ebene
Wellen ist ein wenig mehr Sorgfalt no¨tig, da diese im gesamten Winkelbereich und
in jeder Entfernung zu einer Kante gu¨ltig sind. Es ko¨nnen Feldwerte G(~R) fu¨r einen
CSB im Nahfeld genutzt werden – oder auch im Fernfeld, sofern der betrachtete
Punkt deutlich weiter entfernt ist, als die verwendete Fokusla¨nge des CSB. Nahfeld-
ergebnisse mu¨ssen zusa¨tzlich durch den Zylinderwellenterm exp(−jκR)/√R geteilt
werden; in beiden Fa¨llen muss das Feld mit dem maximalen Wert in der Strahltaille
normiert sein. Weiterhin mu¨ssen von den Ergebnissen solche Anteile des einfallen-
den und reflektierten Feldes subtrahiert werden, die nach den Gesetzen der geome-
trischen Optik erzeugt werden, im folgenden GSB und GRB genannt. Das Ergebnis
der bisherigen Schritte, sei mit G˜(R, φ) zusammengefasst:
G˜(R, φ) =
G(R, φ)
G0
√
R
exp(−jκR) −GSB −GRB (6.15)
Zusa¨tzlich zur Gouy-Phase muss nun noch das longitudinale Profil des CSB ent-
lang der Strahlachsen des einfallenden und reflektierten Feldes beru¨cksichtigt wer-
den, da die gesuchten Koeffizienten eine ebene Welle nachbilden sollen – und nicht
einen CSB. Dies muss auf eine geeignete Weise in unmittelbarer Umgebung um die
Reflexions- und Schattenu¨berga¨nge geschehen. Eine solche Weise wa¨re durch eine
Gewichtungsfunktion w(φ) gewa¨hrleistet, die an das transversale Profil eines CSB
angena¨hert ist, zum Beispiel:
w(φ) = exp
(
−
(
φ
θdiv
)2)
. (6.16)
Diese wird sowohl beim Einfallswinkel φinc, als auch beim Reflexionswinkel φref
angewendet; θdiv ist gema¨ß (3.17) der Divergenzwinkel des Strahls. Das longitudinale
Profil sei mit Gρ=0(z) bezeichnet und lautet in Polarkoordinaten
Gρ=0(z) =
b
4
√
b2 + z2
. (6.17)
Ein Kantenbeugungskoeffizient kann schließlich angegeben werden mit
DCSB = G˜(R, φ) exp(−jφGouy)
[
1 +
(
w(φ− φref ) + w(φ− φinc)
)[
Gρ=0(R)− 1
]]
.
(6.18)
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Abbildung 6.4(a) zeigt exemplarisch Kantenbeugungskoeffizienten fu¨r die Halbebe-
ne, die auf diese Weise aus CSB-Ergebnissen gewonnen werden, im Vergleich mit den
entsprechenden klassischen UTD-Kantenbeugungskoeffizienten. Der relative Fehler
zwischen diesen beiden Verfahren ist in Abbildung 6.4(b) fu¨r einige Beispiele darge-
stellt. Es ist zu sehen, dass die Fehler mit gro¨ßerer Fokusla¨nge b abnehmen, sowie
fu¨r kleinere Absta¨nde R zur Kante.
101
KAPITEL 6. ASYMPTOTISCHE METHODEN
(a)
0 90 180 270 360
0
0.5
1
1.5
2
2.5
φ
|D
|
UTD bei R = 20λ
CSB mit b = 10λ bei R = 20λ
UTD bei R = 5λ
CSB mit b = 10λ bei R = 5λ
(b)
0 90 180 270 360
0
0.2
0.4
0.6
φ
re
la
ti
ve
r
F
eh
le
r
b = 5λ, R = 20λ
b = 10λ, R = 20λ
b = 20λ, R = 20λ
b = 10λ, R = 5λ
Abbildung 6.4 (a) Betrag von Kantenbeugungskoeffizienten fu¨r β = 90◦, α = 45◦ und R =
5λ sowie R = 20λ. Es sind sowohl die klassischen UTD-Kantenbeugungs-
koeffizienten dargestellt, wie auch solche, die aus CSB-Ergebnissen gewon-
nen wurden. In (b) ist der relativer Fehler zwischen diesen beiden Verfahren
fu¨r einige Beispiele aufgetragen.
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7 Zusammenfassung und Ausblick
Mit der Zielsetzung, Lo¨sungen fu¨r die Spitzenbeugung zur Verwendung bei asympto-
tischen Methoden zu beschreiben, wird in dieser Arbeit die Beugung eines Complex-
Source Beams am Kreiskegel sowie am elliptischen Kegel behandelt. Der Complex-
Source Beam soll dabei als lokales quasi-ebenes Wellenfeld verwendet werden, um
auch im Fernfeld zu konvergenten Ergebnissen mit der spha¨rischen Multipolentwick-
lung zu gelangen.
In Kapitel 2 wird ausgehend von den Maxwellschen Gleichungen die spha¨rische
Multipolentwicklung des elektromagnetischen Feldes vorgestellt. Die Herleitung er-
folgt u¨ber Fundamentallo¨sungen zur skalaren und vektoriellen Helmholtzgleichung in
Kugelkoordinaten und in elliptischen Kegelkoordinaten. Um Felder im Außenraum
eines Kegels zu beschreiben zu ko¨nnen, mu¨ssen die Fundamentallo¨sungen mithilfe
einer Eigenwertbestimmung an Randbedingungen auf der Kegeloberfla¨che angepasst
werden.
in Kapitel 3 wird der Complex-Source Beam (CSB) als o¨rtlich begrenzte Feldanre-
gung genauer vorgestellt. Ein Vergleich mit dem allgemein bekannteren Gaußstrahl
bringt die Eigenschaften des CSB na¨her und zeigt die Vorteile dieser Feldanregung
auf. Es wird untersucht, wie genau sich das Wellenfeld dieser strahlfo¨rmigen An-
regung im Freiraum mit der Multipolentwicklung nachbilden la¨sst. Es zeigt sich,
dass die Multipolentwicklung in Verbindung mit dem CSB ausgezeichnete Konver-
genzeigenschaften besitzt. Außerdem wird eine alternative Anregung in Form einer
inhomogenen ebenen Welle aufgezeigt.
Ergebnisse fu¨r das Nah- und Fernfeld eines CSB am Kreiskegel sind in Kapitel
4 zusammengetragen. Es werden verschiedene Einfallswinkel und Fokusla¨ngen des
Strahls sowie unterschiedliche O¨ffnungswinkel des Kegels beru¨cksichtigt. Es werden
sowohl skalare Felder fu¨r den schallweichen und schallharten Kreiskegel betrachtet,
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als auch die elektrische Feldsta¨rke am ideal leitenden Kreiskegel. Kapitel 5 behandelt
entsprechende Ergebnisse am elliptischen Kegel und beru¨cksichtigt außerdem den
Sonderfall eines Winkelsektors, der eine wichtige Entartung des elliptischen Kegels
darstellt.
Kapitel 6 untersucht schließlich, wie sich die gefundenen Ergebnisse zur Herlei-
tung von Beugungskoeffizienten fu¨r asymptotische Methoden eignen. Da ein Ver-
gleich mit Spitzenbeugungskoeffizienten mangels Referenzlo¨sungen nicht mo¨glich ist,
werden CSB-Ergebnisse in Polarkoordinaten herangezogen. Diese ko¨nnen mit den
klassischen Kantenbeugungskoeffizienten fu¨r ebene Wellen der Geometrical Theo-
ry of Diffraction (GTD) und der Uniform Theory of Diffraction (UTD) verglichen
werden. Es wird ein Verfahren vorgestellt, mit dem man mithilfe von Ergebnissen,
die mittels eines CSB erzeugt wurden, zu Beugungskoeffizienten fu¨r ebene Wellen
gelangen kann, die sich an denen der UTD anna¨hern.
Zuku¨nftige Arbeiten in diesem Themenbereich ko¨nnen sich mit der Verwendung
und na¨heren Evaluierung der Beugungskoeffizienten aus CSB-Feldern in asympto-
tischen Methoden bescha¨ftigen. Insbesondere muss untersucht werden, wie Spit-
zenbeugungskoeffizienten, die mit dem Vorgehen in Kapitel 6.3.3 ebenso gewonnen
werden ko¨nnen, zur Verbesserung bei der Berechnung von Feldern beitragen ko¨nnen.
Daru¨ber hinaus hat sich der CSB im allgemeinen als u¨beraus flexibles und nu¨tzlich-
es Hilfsmittel erwiesen. Die Erkenntnisse in dieser Arbeit ko¨nnen dazu verwendet
werden, diese Form der Feldanregung auch fu¨r andere Untersuchungen einzusetzen.
Beispielsweise wurde der CSB in [32] und [33] bereits erfolgreich zur Modellierung
von hoch fokussierten Antennen angewendet.
Vero¨ffentlichungen, die im Rahmen der Promotionsarbeit geta¨tigt wurden: [34,
35, 36, 24, 37, 38, 39, 40, 27, 41, 42, 32, 33, 6]
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Formelzeichen
x, y, z kartesische Koordinaten
r, θ, φ Kugelkoordinaten
r, ϑ, ϕ elliptische Kegelkoordinaten
j imagina¨re Einheit
ω Kreisfrequenz
κ Wellenzahl
λ Wellenla¨nge
Z Wellenimpedanz
ε Permittivita¨t
µ Permeabilita¨t
~E(~r) elektrische Feldsta¨rke
~H(~r) magnetische Feldsta¨rke
Φ(~r) elektrisches Potential
ν,m erster und zweiter Eigenwert bei Entwicklungen in
Kugelkoordinaten
zν(κr) spha¨rische Zylinderfunktion zur Ordnung ν
jν(κr) spha¨rische Besselfunktion
h
(1)
ν (κr), h
(2)
ν (κr) spha¨rische Hankelfunktion erster und zweiter Art
Pmν (x) zugeordnete Legendrefunktion
Y mν (θ, φ) Kugelfla¨chenfunktion
ν,λ erster und zweiter Eigenwert bei Entwicklungen in
elliptischen Kegelkoordinaten
Θν(ϑ) Nichtperiodische Lame´sche Funktion
Φν(ϕ) Periodische Lame´sche Funktion
Yν(ϑ, ϕ) Lame´sches Produkt
G(~r, ~r′) Greensche Funktion
Γ(~r, ~r′) Greensche Dyade
Tabelle 7.1 U¨bersicht u¨ber die in dieser Arbeit verwendeten Zeichen und Symbole.
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