Abstract: Humans can express their own emotion and estimate the emotional states of others during communication. This paper proposes a unified model that can estimate the emotional states of others and generate emotional self-expressions. The proposed model utilizes a multimodal restricted Boltzmann machine (RBM) -a type of stochastic neural network. RBMs can abstract latent information from input signals and reconstruct the signals from it. We use these two characteristics to rectify issues affecting previously proposed emotion models: constructing an emotional representation for estimation and generation for emotion instead of heuristic features, and actualizing mental simulation to infer the emotion of others from their ambiguous signals. Our experimental results showed that the proposed model can extract features representing the distribution of categories of emotion via self-organized learning. Imitation experiments demonstrated that using our model, a robot can generate expressions better than with a direct mapping mechanism when the expressions of others contain emotional inconsistencies. Moreover, our model can improve the estimated belief in the emotional states of others through the generation of imaginary sensory signals from defective multimodal signals (i.e., mental simulation). These results suggest that these abilities of the proposed model can facilitate emotional human-robot communication in more complex situations.
Introduction
Communicating emotion to others is a significant skill in human-human and human-robot interaction. In attempts to achieve emotional communication several empathic robots have been developed [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . Breazeal et al. [1] presented a creature robot called Leonardo that can imitate humans' facial expressions. Leonardo learns the direct mapping between a person's facial expression and its expression by using a neural network. Andra and Robinson [2] developed an android head robot that mimicked the facial expressions of humans with the aim of socialemotional intervention for autistic children. Their robot tracked facial feature points of subjects who expressed emotional states and directly converted them into corresponding control points to modify its own facial expression. However, the direct mapping of human expressions may lead to misalignment of emotional states. For example, humans may show a tearful face when crying with delight. Further, their expressions vary depending on context. Consequently mapping only facial expression (i.e., crying) can result in miscommunication of the emotional state (i.e., happiness). Therefore, it is better for robot systems to estimate the emotional states of communication partners and generate expressions based on the estimated states.
Several empathic robots that consider the internal state of others for their own expressions currently exist [3] [4] [5] [6] [7] [8] [9] [10] . Trovato et al. [3] and Kishi et al. [4] developed an emotional model for a humanoid robot, KOBIAN, based on psychological studies. Their model represented KOBIAN's internal state, which is modulated by external stimuli. It also had prototypes of facial expressions grounded on specific emotional states and expressed facial patterns as combinations of these prototypes [14] . Further, an anthropomorphic robot called BARTHOC is capable of recognizing human' emotion from speech and producing facial expressions corresponding to the six basic emotion [5] . Kismet [6, 7] is one of the most popular social robots that have established emotional communication with humans. The Kismet system extracts features corresponding to three affective values (specifically arousal, valence, and stance) from human speech and then generates a facial expression by interpolating preprogrammed expression prototypes. However, because the systems for emotion recognition and emotion expression in these previous studies were developed separately using different architectures, problems such as each system not being able to share newly acquired knowledge through ongoing interaction with humans may develop.
Lim and Okuno [12, 13] proposed multimodal emotional intelligence (MEI), which utilizes an integrated architecture to recognize the emotional states of others and generate its own emotional expressions. Their model was inspired by the mirror neuron systems (MNS), a mechanism underlying human cognition [15, 16] . MNS activates both during the execution of their own actions and while observing the same actions performed by others. In the context of emotional communication, this mechanism enables people to imagine the emotional state of others based on their own experiences of expressing the corresponding emotion [17, 18] . The MEI is composed of Gaussian mixture models (GMMs) to realize both recognition and generation in the same architecture. Recognition of the emotional states of others is represented as classification of input features by GMMs, whereas expressions of one's own emotional states are achieved by sampling features from selected Gaussian distributions corresponding to the specific state. An important characteristic of their model is that it computes four features (Speed, Intensity, irRegulation, and Extent (SIRE)) assumed as very common among modalities. Therefore, following training from speech using the SIRE, the MEI was able to estimate categories of emotion from not only audio signals but also gait signals. It can also generate the SIRE for the robot's voice, gait, and gesture. Their model provided a promising approach inspired by MNS. However, there are two limitations in their system: First, the SIRE is a heuristic feature defined by a designer; each modality may include specific features to represent emotion. Second, although they considered MNS, they did not examine the role of mental simulation for estimation of the other's emotion. Mental simulation is a process of generating imaginary signals based on one's own sensorimotor experiences and is thought to facilitate the understanding of the emotional states of others [17, 18] .
A study on emotion categorization has been reported that can rectify the first issue above. Kim et al. [19] proposed deep neural networks that learn to extract features for emotional categorization from audio-visual signals. In their system, deep belief networks (DBNs) comprising restricted Boltzmann machines (RBMs) were used as unsupervised learning mechanisms. The RBM can abstract input signals and reconstruct the signals therefrom. In experiments, their model extracted emotion-specific features from general ones, which are not always important for the classification of emotion. Their results showed that deep neural networks can obtain features to represent emotion.
This paper proposes a unified model that can estimate human emotion and generate its own emotional expressions to imitate the human expressions based on the estimation of his/her emotion in human-robot interaction. Note that we defined that "imitation" means the generation of expressions of the robot considering the emotional state of the interaction partner in this study. The model overcomes two issues confronting previous emotional model: constructing an emotional representation of multimodal signals for estimation and generation for emotion instead of using heuristic features, and actualizing mental simulation to infer the emotion of others from their ambiguous multimodal signals. We employed RBMs to address these two issues as they are able to abstract input signals and recall the signals therefrom. The abstraction capability of RBMs enables us to overcome the first limitation by reducing the dimensions of multimodal signals and associating the multimodal signals. Moreover, our model, which comprises RBMs, carries out mental simulation by exploiting the ability to generate sensorimotor signals. The mental simulation mechanism enables the model to estimate the emotional states of others from partial multimodal expressions based on its own experiences.
We examine the abilities of the proposed model via three experiments: 1) construction of an emotional representation from human multimodal expressions using the self-organizing feature extraction capability of RBMs to enable the robot to imitate human expressions based on the estimation of their emotion, 2) confirmation of the advantage of the unified model over the direct mapping model via an imitation experiment when the human expressions are conflict in modalities, and 3) demonstration of the advantage of mental simulation in the imitation interaction with partial human expressions. Finally, we discuss the relationships among the capabilities of our model and MNS, the limitations of our model, and future issues to be dealt with.
Target tasks and a proposed method
This section introduces our target tasks in human-robot interaction and the proposed model enables the robot to imitate multimodal expressions of others based on the estimation of their emotional states.
Challenges and requirements for emotion-based imitation
We considered face-to-face interactions between a human and a robot as the target situation in our study (Fig. 1) . The human and the robot used multimodal signals, such as facial expressions, hand movements, and speech to communicate with each other. The aim of this interaction is for the human to express his/her emotion by using multimodal signals, and for the robot to imitate the partner's expressions as its own multimodal expressions based on estimation of the partner's emotion. For imitating the emotional expressions of others, it is important that the robot not directly copies expressions of others but generates its own expressions through emotion estimation of others because human expressions are sometimes ambiguous. For example, human multimodal expressions are inconsistent in emotion between modalities (i.e., a tearful face when crying with delight), or the robot loses perceiving part of human expressions in interaction. To copy expressions of others only is not enough to imitate the emotional expressions of others. In order to obtain these goals for the robot, our computational model needs mechanisms for estimation of emotion of others and generation of its own expressions based on the emotion. Moreover, the model needs the estimation mechanism to be robust against ambiguous observations. The proposed model composed of RBMs can resolve these issues by representing two processes: estimation process of the emotional states of others and the generation process of its own expressions based on estimated emotion of others. To represent these processes in the same model enables us to actualize the mental simulation mechanism for update the estimation belief of emotion of others. In later section, we explain the architecture of the proposed model and the method to estimate and generate emotion.
Proposed model
Our model consists of two parts: stacked RBMs for each modality in the lower layers and an RBM at the top layer that integrates signals from the lower RBMs (Fig. 2a) . The model first receives the multimodal expressions of the partner as input signals at each modality RBM and estimates the emotional state of the partner through forward sampling from the lower layers to the top layer (red arrows in Fig. 2a) . Following the estimation, the model uses the estimated emotion to generate its own expressions as imitation of the expressions of the partner based on the partner's emotion through backward sampling from the top layer to the lower layers (green arrows in Fig. 2a) . That is, the lower layers of our model represent multimodal signals of human and robot, and the top layer represents emotional state of the signals.
We first provide details of the RBM, which is a component of the proposed model, in Section 2.2.1, and introduce the architecture of our model called a multimodal DBN in Section 2.2.2. Following this, we explain the estimation and generation mechanisms of emotion as well as an approach to actualize the mental simulation that updates the beliefs concerned with emotion estimation by reconstructing others' ambiguous signals.
Restricted Boltzmann machine
The RBM [20, 21 ] is a generative model that represents the generative process of data distribution and latent representation, and can generate data from latent signals [22] [23] [24] [25] . The RBM is composed of two types of stochastic neurons: visible units v i and hidden units h j , where i and j are index numbers for each neuron. The visible units receive input signals (e.g., camera images) and the hidden units generate features abstracted from input signals (e.g., the edges of the images). Each layer has fully symmetrical connections with the other types of layers (i.e., the connection weight w ij = w ji ); however, it has no connection for same layers (Fig. 2b) . The probabilities for the activation of the visible and hidden units that take binary values (i.e., v i ∈ {0, 1}, h j ∈ {0, 1}) are given by
where, a i and b j are model parameters for corresponding units v i and h j , respectively, and σ(x) is a sigmoid function 1/(1 + exp(−x)). The RBM can acquire latent information h of input signals v in hidden layer by Eq. (2), and can reconstruct the input signals therefrom by Eq. (1). The joint probability over the visible and hidden units takes the Boltzmann distribution that follows the energy function of the network. The probability distribution and the energy function of the Bernoulli-Bernoulli RBM, E(v, h; θ), is defined as
where Z(θ) is a normalizing constant to keep the probability values within the range 0 to 1, and θ = {a, b, w} are the model parameters. The RBM modulates parameter θ to minimize the reconstruction error between the actual and the reconstructed input signals via latent signals by Eqs. (1) and (2) . In order to derive update rules for model parameters θ, we differentiate a marginalized log-likelihood, log ∑︀ h exp(−E(v, h)) for a traditional gradient-based method. The update rules are given by
Here, the angle brackets ⟨·⟩ data and ⟨·⟩ model denote expectations under the input signals and the reconstructed signals, and ϵw, ϵa, and ϵ b are learning rate for the corresponding model parameters. We added these values to the corresponding parameters (i.e., w
Here, t is a learning step.) See [21] for details of the learning process of the RBM.
To take into account the modeling of real values in the visible layer (i.e., v i ∈ R) due to continuous sensor values, we substitute Gaussian units v i ∈ R for binary units. The activation probability of each visible and hidden neuron is given as
where N(·|µ, σ 2 ) is a normal distribution with mean µ and variance σ 2 . Moreover, the energy function of GaussianBernoulli RBMs is defined in [26] as
where σ i is the standard deviation associated with the i-th visible unit.
The update rules must be modified because the energy function is different from that of the Bernoulli-Bernoulli RBMs. The rules for Gaussian-Bernoulli RBMs are given by
In addition to updating these model parameters, we can modulate another model parameter σ i to minimize the reconstruction error between actual sensory signals and reconstructed sensory signals by Eq. (8) . We modulate each variance σ i through a new parameter z i = log σ 2 i because the variance must takes only positive values (σ i > 0). The update rule for z i is given by
Multimodal deep belief network
We considered an association of multimodal signals (i.e., facial expression, hand movement, and speech in our experiments) to acquire the representation of human emotional expressions. To model this emotional representation, we used multiple RBMs to first extract features from each sensory signals and then integrate them with a single RBM. First, two different RBMs were stacked to abstract low-dimensional features from each sensory signal, with the lower RBM being Gaussian-Bernoulli due to continuous sensory signals, and the upper RBM being Bernoulli-Bernoulli. The reason for using different RBMs for each layer of sensory networks is that using the Bernoulli-Bernoulli RBM to employ the sensory signals induces information loss because we need to discretize continuous sensory values to encode them. On the other hand, using the Gaussian-Bernoulli RBM for discrete values (i.e., encoded signals using Gaussian-Bernoulli RBMs) induces an increasing learning cost and local solutions with most model parameters than the BernoulliBernoulli RBM. Then, an additional Bernoulli-Bernoulli RBM, called an association RBM, gathers the top layers of each stacked RBM as its visible layer to integrate entire modalities (see Fig. 2a ). This structure is called a multimodal DBN [24] . Let h F t,i ∈ {0, 1}, h H t,j ∈ {0, 1}, and h S t,k ∈ {0, 1} denote the top hidden units of facial expression, hand movement, and speech networks, respectively. The activation probability of the s-th hidden unit of the association RBM h A s ∈ {0, 1} is given by
where w·s is the connection weight between each top hidden unit of sensory RBMs and the s-th hidden unit of the association RBM, and b A s is a bias parameter. Each RBM network of this model was separately trained and staked from a lower layer to higher layer. The Gaussian-Bernoulli and the Bernoulli-Bernoulli RBMs used Eq. (5)-Eq. (7) and Eq. (11)-Eq. (14) to train the model parameters, respectively. For details of the training method, see [21] .
Mechanism of mental simulation in proposed model
It is known that MNS generates motor signals from observation signals based on self-experience [16] . This simulation mechanism of MNS, called mental simulation, facilitates comprehension of others' actions. Research in recent years has shown that the mechanism also relates to the understanding of others' internal mental states, including emotion [17, 18] . Humans estimate the emotional states of others based not only on the perception of others' expressions, but also their own experiences of expression and knowledge. Oberman et al. [27] reported that when subjects blocked the mimicking of another person's facial expressions, the recognition of emotional states of others was also disrupted. This result shows that use of selfgenerated information improves the accuracy of the estimation the emotional states of others. Our model demonstrates this capability for mental simulation by using the generative ability of a multimodal deep belief net. The model receives multimodal signals (i.e., visual signals and audio signals, as shown in Fig. 1 ) from a partner during human-robot interaction. The model can estimate others' emotional states from the multimodal signals through forward sampling from each stacked RBM to an association RBM (represented by red arrows in Fig. 2a) . The model can also generate its own multimodal expressions using the same network structure through backward sampling from the top layer to each visible layer of the stacked RBMs (represented by green arrows). Based on these mechanisms, the model can reconstruct the absence of the partner's multimodal expressions as virtual observation signals from observed signals through the forward and backward samplings. For instance, we assumed that facial signals were absent (i.e., Algolithm 1 Mental simulation via forward and backward sampling
Forward sampling in the association RBM
Backward sampling in the association and unobserved modality RBM 4: while 0 < N do
N ← N − 1 9: end while 10 
Experiments and results
In this section, we introduce our experimental settings and report the experimental results. The main objective of the proposed model is that the robot with our model imitates the expressions of the interaction partner based on estimation of his/her emotion even when the partner's expressions are ambiguous or absent in interaction.
We evaluate the abilities of our model for imitation of human emotional expressions via three experiments: 1) constructing an emotional representation from multimodal signals of humans, 2) comparing imitated expressions via our model with those of the direct mapping method, 3) evaluation of mental simulation capability in emotion estimation of human from ambiguous signals. We examine the feature extraction capability of our model, which enables the robot to imitate the expressions of humans based on the estimation of their emotion in the first experiment. In the second experiment, we compare the imitation capabilities between our model and the direct mapping system when the human expressions are conflicts between modalities. We examine the mental simulation capability for renewing the emotion estimation from partial observation of human expressions in the imitation task in the third experiment.
We first explain the dataset used in our experiments as well as its multimodal features and parameter settings on the proposed model. Following this, we report the results of three experiments.
Experimental settings

IEMOCAP dataset as interaction data
We used the Interactive Emotional Dyadic Motion Capture (IEMOCAP) database [28] as interaction data for our experiments. The IEMOCAP database contains audio-visual data from 10 actors who acted scripted and improvised scenarios. Facial expressions and hand movements were recorded with a motion-capture system. Fig. 3 shows a sample of the motion-capture markers. Subjects mounted 53 markers on their faces and six markers on their hands. Conversations were also recorded using video cameras.
All recorded data were evaluated using categorical labels and continuous three-dimensional values. More than three evaluators annotated each utterance of the interactions. We employed the data corresponding to four specific emotions: happiness, neutral, anger, and sadness (as was done by [19, 29] ). We selected only majority voted emotional category as the ground truth of each utterance if the annotations did not agree among the evaluators. For instance, when two evaluators voted the sad category whereas one evaluator voted the neutral for a focused utterance, we set the emotional category as sadness for the ground truth. We selected three actors' data as the training dataset and one actor's data as the test dataset. The total number of training datasets was 634 (happiness:106, neutral:171, anger:164, sadness:193) and that of test datasets was 202 (happiness:31, neutral:70, anger:40, sadness:61).
Feature extraction from IEMOCAP dataset
We
Moreover, we used hand movement as features in contrast to previous studies [19, 29] , since it is known that humans consider visual expressions to a greater extent than audio expressions when the interacting partner's expressions are in conflict one another [30] . We assumed that hand movements also represented emotional states, for instance, very rapid hand movements may represent strong angry states or happy states. Hand movement features are composed of the velocity of four markers (LH2, LH3, RH2, and RH3 in Fig. 3) and their difference from one prior in terms of time step. Each velocity is expressed in three dimensions (i.e., x, y, and z).
Second, we calculated statistical features from all modality dependent features in each utterance. The statistics included the mean, variance, range, maximum, and minimum. All features were normalized using znormalization. The mean and standard deviation for normalization were calculated over all of the training data. We used the same mean and standard deviation values to normalize both the training dataset and the test dataset. Finally, the number of facial expression features, hand movement features, and audio features obtained were 680, 120, and 150 dimensions and the total number of extracted features was 950.
Parameter settings of the proposed model
Our model structure has already been shown in Fig. 2a and described in Section. 2.2.2. Each modality network has three layers and one RBM combines all modality networks. For the facial expression network, we set the number of visible, first-hidden, and second-hidden units to 680, 300, and 100, respectively. The number of visible units for hand movement and the audio network were set to 120 and 150. We set both the number of first-and second-hidden units for the hand movement and the audio network to 100. The number of visible and hidden nodes of the highest RBM were 300 and 50, respectively. The parameters of the model training, ϵw, ϵa, ϵ b , and ϵz were set to 0.001 for GaussianBernoulli RBMs, and all parameters except ϵz were set to 0.01 for Bernoulli-Bernoulli RBMs.
Experiment I: Constructing emotional representation of multimodal signals by self-organization
To imitate emotional expressions of others based on the estimation of their emotional states, it is important to extract low-dimensional features from high-dimensional multimodal signals. We assumed that each modality signal contained distinctive features corresponding to emotion, and that humans' emotional states can be represented by combinations of these distinctive features. To examine the capability of the RBMs to extract relevant features from multimodal signals, we examined the emotional representation acquired in our model. First, each modality-specific network was trained separately. Subsequently, their outputs were concatenated as input data for the association RBM, which was then trained. The maximum number of training steps was 10,000 for all RBMs. Following the training of all RBMs, we calculated the activation in the hidden layer of the associ-ation RBM through forward sampling (red arrows in Fig.  2a ) by using the training dataset, and carried out principal component analysis to visualize the activation in lowdimensional spaces. Fig. 4 shows (a) the first and second principal components space and (b) the first and third principal components space of highest layer of our model. The contribution ratio of each component was 25.0%, 13.2%, and 9.37%, respectively. The color and shape of the markers in Fig. 4a represent emotional states of each activation calculated from training data. Note that the model did not use these categories of emotion of data for the training. The distribution of each emotional data item overlapped with those of others. In particular, neutral and happiness data spread across the whole PC space; however, anger and sadness data formed a corresponding emotional cluster in this space, and the distribution of happiness data was biased toward that of data related to anger. We confirmed that the distribution of the emotional representation showed gradual change, which related to the intensity of the emotional states from the upper-left corner (i.e., sadness, which usually has low intensity) to the lower-right corner (i.e., anger, which usually contains high-intensity features). In Fig. 4b , the color and shape correspond to individual data. This figure shows that personal expressions were clearly differentiated in the third principal component. This feature can help consider social characteristics (e.g., cultural differences and personalities evincing emotional expressions) for emotion estimation.
These results indicate that the proposed model can extract low-dimensional representation of multimodal emotional expressions at the highest layer (50 dimensions) from high-dimensional multimodal signals (a total of 950 dimensions) in an unsupervised manner. The two main components of the emotional representation (i.e., the first and the second principal components) showed that data for angry and sad expressions were concentrated around each other and formed clusters. The distribution of both clusters represented the variation in the intensity of the relevant emotion. Moreover, PC3 represented the personality of multimodal expressions. These features of the acquired representation can help imitate a partner's emotional expression from the estimation of his/her emotional state. 
Experiment II: Comparing imitated expressions via our model with the direct mapping method
In this experiment, we examined the capability of the proposed model to imitate emotional expressions of others and compared it with that of the direct mapping system, which directly copies others' expressions to those of a robot. Our motivation for this experiment was to examine this capability when the same person's expressions from different modalities were in conflict. The difference between these two systems was that the proposed model generated its own expressions through the estimation of other's emotional states. : Generated emotional representation of multimodal expressions from the example data (Fig. 5a ) in the PC1-2 space, which is acquired by Experiment I (Fig. 4a) . The estimation is plotted by the red cross.
Our model first estimated the emotional state of others in the top layer from the multimodal expressions of others as input signals through forward sampling (red arrows in Fig. 2a) . The model then generates multimodal signals by backward sampling (green arrows in Fig. 2a ) to imitate others' expressions based on the estimated emotion. There was no guarantee that the generated multimodal expressions from the model were identical to the corresponding human expressions since the multimodal signals interacted with other modalities though the sampling of the association RBM. However, the generated multimodal expressions were based on the same emotional state, which was estimated by the model even when the human expressions were emotional inconsistency in modalities. By contrast, the direct mapping system only copied the multimodal expressions of others as its own emotional expression. The multimodal expressions of the robot were always the same as those of the humans in all modalities because the system operated the multimodal signals in particular.
We used a humanoid robot iCub to express emotional multimodal signals in this experiment. The reconstructed multimodal signals through backward sampling were converted into expressions of the iCub. Regarding the facial expression, the iCub has two parts expressing emotional states: eyebrows and mouth. 20 patterns can be expressed by combining four eyebrow patterns and five mouth expression patterns. Each expression pattern was selected by using the corresponding feature values. Because iCub can only express discrete patterns, facial features were quantified using thresholds. For instance, the open or close mouth pattern was selected via the distance between the center marker of the upper lip (MOU3) and that of the lower lip (MOU7) and the angle of the mouth was decided by the angle between the edge of the mouth (MOU5) and the immediate marker of cheek (LC1) in Fig. 3 . For the hand movement and the audio expression, we prepared prototype patterns of them (e.g., saying "hello" and moving the hand in a cyclic way) and only modulated their parameters to imitate others. For example, we used the mean of the pitch and intensity from the auditory features to modify the prosody of the iCub's speech. The speed of the iCub's hand movement was modulated by the mean velocity of the corresponding hand movement features. In the imitation experiments with our model, the iCub used sensory features generated by backward sampling as own expressions. On the other hand, the iCub used extracted sensory features from other's expressions directory as own expressions for the experiments with the direct mapping system. Fig. 5 shows one example of our experimental results using the test dataset. Fig. 5a is a screenshot of the human emotional expression from the IEMOCAP dataset. The subject's expression for this utterance in the interaction was labeled angry state in the dataset. However, recognizing the emotional state of the subject as anger from this figure is difficult. Considering only the visual image, the state appears to be surprise or happiness because of his facial expression. Fig. 5b shows the resultant expression of the direct mapping system. The iCub expressed a surprise face with an opening mouth instead of an angry face. Because the direct mapping method was not able to consider inconsistencies between modalities, there was a mismatch between the iCub's expression and the other's actual emotional state. In contrast, Fig. 5c shows the imitation result via estimation of the other's emotion of our model. In this figure, the iCub shows a different facial expression from that of the direct mapping experiment, even though the input signal was the same. The estimated state of the other's multimodal expressions in PC1-2 space is presented as a cross marker in Fig. 6 . The figure shows that the estimation was close enough to the anger distribution, by considering a combination of the multimodal expression. These results show that the proposed model can imitate multimodal expressions of others that correspond to emotional state of others even when their expressions include inconsistencies between sensory signals.
Experiment III: Evaluation of mental simulation capability in emotion estimation from partial multimodal signals of partners
We conducted a third experiment to examine the mental simulation capability in our model for imitation of multimodal expressions of others from their partial observations. The experimental settings and data used were similar to those in previous experiments; however, the input signals lacked part of their modalities. For example, the robot could not perceive the partner's facial expressions and/or hand movements for emotion estimation because the robot attended to other people or objects. We assumed that the model did not receive any signals for the absent modalities, and set signals for these modalities as zero vectors 0. 
Emotion estimation without mental simulation
We first compared the activation in the highest layer of the model from complete signals with that from partial multimodal expressions to examine the effect of signals for each modality on emotion estimation. We defined the mean value of 100 activation data items, calculated from the same complete signals as used for forward sampling, as ground truth in this experiment because the activation sometimes changed based on its probability. The distance between the ground truth and activation from partial signals was calculated as error for estimation. We removed each modality signal from the test dataset and entered it into our model. For example, the Fac.-Han. condition signified that the model received facial expressions and hand movements from the dataset, and the Aud. condition signified that the model received only audio features. Fig. 7 shows the errors in each condition. Since there were no significant differences among the conditions, we discuss tendencies of these results. Two-modality conditions (i.e., the Fac.-Han., the Han.-Aud. and the Fac.-Aud. conditions) provided fewer errors than single-modality conditions (i.e., the Fac., the Han., and the Aud. conditions). In the single-modality conditions, the audio signal had the lowest error. Subsequently, the error increased under the Fac. condition to the Han. condition. This result indicates that auditory signals contained information more relevant to emotion in the current experiment. From these results, we noticed that hand signals did not correspond to emotional states directly because they relate to the context of interaction (e.g., passing objects). In the IEMOCAP dataset, some interaction simulated the office routine situations. This is why they were omitted in previous studies [19, 29] . Facial signals also relate to the scenarios of interaction less than hand signals. Mouth movements are strongly affected by the contents of the talk. Under the twomodality conditions, the errors in the Han.-And. and Fac.-Aud. conditions had similar values, and were smaller than those of the Fac.-Han. condition. These results did not contradict previous results [29] . Lack of auditory signals led to noisier estimation than in the other conditions, since facial and hand features contains a large variance for emotion estimation. These results indicated that the auditory signals contribute better than other modalities to the emotion estimation in these settings.
Emotion estimation with mental simulation
We then examined how the estimation was updated through the mental simulation in the proposed model. Our model first estimated the emotional state of partially complete signals by forward sampling. The model then reconstructed the absent signals from the first estimation via backward sampling, and subsequently used the reconstructed signals with observed signals for estimation in the next step. The example and the mechanism of mental simulation has been described in Section 2.3 and Algorithm 1. The model repeated the forward backward sampling sequence 20 times (i.e., N = 20 in the Algorithm 1) to update the belief of estimation of the partner's emotional states based on its own experiences Fig. 8 shows changes in the mean value of distance between a ground truth and a generated activation from corresponding input signals through the mental simulation under each condition. It is a problem that how to adopt the renewed estimation by mental simulation in our model because the model did not know the ground truth of the estimation. One heuristic idea was employed as a method for this selection. We selected data that changed the distance between the initial point and the farthest point from it in the mental simulation processes greater than 1.0 in the PC1-2 space for evaluation. We assumed that humans also adopt renewed estimation when it changes saliently by mental simulation because they assessed that the renewed estimation included high information gain from before one. There is no guarantee that our heuristic method leads to better estimation than the initial one; however, we evaluate the experimental result based on this method. An alternative procedure for this method will be discussed in a later section. Table 1 lists the average rate of change in the distance between initial estimation and the 20th step one and between initial estimation and the nearest one for the ground truth. Comparing the details of the two-modality condi- tions, the rate of change under the Han.-Aud. condition was smaller than that under the Fac.-Han. condition. In the single-modality conditions, we see that the effect of mental simulation under the Fac. condition was greater than that under the Aud. condition in Table 1 . Under the Fac. condition, the model should have reconstructed the hand and auditory features from facial features. The result of the previous experiment (Fig. 7) showed that auditory features yielded a smaller error in the estimation of emotional states under single-modality conditions; thus, the execution of the mental simulation led to better estimation because the reconstructed audio features reduced the difference in estimations. By contrast, the execution of the mental simulation did not significantly affect belief update under the Aud. condition because the reconstructed facial and hand features included greater errors than audio features (Fig. 7) . We could not show the result of the Fac.-Aud. and the Han. conditions because no data were selected by our method; however, the same phenomenon as the Aud. condition was considered to have occurred for the reconstruction of hand features, and other features from the hand features.
We show one example of the variation in estimation through mental simulation under the Han.-Aud. condition. Fig. 9 shows the trajectory of estimation in 20 steps though mental simulation. The change in distance from the ground truth over the mental simulation (Fig. 9) is il- Step:1
Step:20 1st principal component 2nd principal component lustrated in Fig. 10 . The original emotion label of the sample data was anger; however, the estimation in the first step (i.e., without the mental simulation) was far from the ground truth and belonged to the neutral distribution. Using mental simulation 20 times, the estimation came closer to the region of anger states and its own ground truth. Fig. 11 depicts reconstructed facial expressions through the mental simulation at each step. It shows expressions in the initial, fifth, seventh, and 15th steps corresponding to Figs. 9 and 10. In this interaction, the subject expressed a very strong angry face and a loud voice; therefore, he mostly opened his mouth (Fig. 11a) . Our model reconstructed an expression, which looks like a weak anger face from audio and hand signals at the first step, and then through the mental simulation, the model reconstructed an angry face at the fifth step. Through the additional mental simulation, the facial expression became to the angry face with opened mouth, and the estimation got even close to the ground truth. In the 15th step, the mouth had opened wider than the reconstruction of seventh step, and the estimated expression was also closer to the ground truth. These results demonstrate that our model can imitate expressions of others by updating the emotion estimation of others based on mental simulation even when part of expressions of others were absent.
Discussion
Acquiring emotional representation of multimodal expressions
The proposed model was able to extract a set of features from multimodal general features using the capability of RBMs. This is in contrast to Lim's model [12] , which uses ad hoc features. It is known that the superior temporal sulcus (STS)-a region of the human brain that belongs to MNS-processes feature selection and multimodal integration for emotional categorization [31] [32] [33] . We did not consider the exact structure and mechanisms of them in our model; however, our model could reproduce similar functions based on the abilities of RBMs. On the other hand, the categories of emotion in the PC1-2 space did not differentiate one another, although the space represents a gradual change in the distribution of emotion. In a psychology study, Russell [34] proposed a circumplex model of affect that represents emotional states in two-dimensional space comprising a positive/negative axis and an arousal/sleep axis. This representation of emotion in low-dimensional space is useful for not only the analysis of human emotion but also the modeling robots emotional states for HRI. The gradual change in our model relates to the intensity of emotion in the PC1-2 space (see Section 3.2 and Fig. 4a ). It appears that our model acquired the arousal/sleep axis of Russell's model as the distribution in the principal components space in an unsupervised manner. To acquire the other axis of Russell's model, the positive/negative axis, we have to consider evaluation of emotional valences of interaction. Our previous study [35] showed that a proposed model was able to obtain a feature space, which could isolate emotional states, similar to Russell's emotional model, by considering emotional valences based on tactile stimuli in interaction. That model used emotional valences as low-order emotion labels (i.e., positive, neu- 
Limitation of the mental simulation mechanism in our model
The results of Experiment III indicate that the mental simulation mechanism does not always lead to accurate estimation of the emotion of others. In that experiment, we selected data that changed the distance between the initial estimation and farthest estimation from the initial one in the mental simulation processes greater than 1.0 in the PC1-2 space for analysis. This method selected not only the movement close to the ground truth, but also that receding from it. It appears to be a heuristic algorithm; however, humans also execute mental simulations when belief of estimation changes saliently by the simulation. Humans do not employ mental simulation data if the observed signals are sufficient for estimation. On the other hand, the enhancement of belief is not directly linked to accurate estimation, and induces incorrect estimation, such as prejudice.
Neither the model nor humans can determine the actual emotion of others, so the ground truth does not actually exist in human-human or human-robot interaction. This means that the model needs another criterion to assess the necessity of mental simulation without evaluation of changes in distances. We plan to use the network energy of the activation for the acceptance of simulated signals. The network energy, described by Eq. (4) or (10), becomes smaller when the activation is close to the trained one. The model compares the energy between from the current estimation and updated estimation via mental simulation. Then, if the energy decreases from the current one, the model accepts the new estimation. This rule corresponds to that of selection based on proximity from selfexperience such as prejudice. Improving the mental simulation method by this mechanism may enable us to avoid ineffectual samplings and to accelerate the belief update.
Conclusion
This paper proposed a unified model that estimates the emotional state of an interaction partner and generates own emotional expressions to react with the partner. These abilities rectify two issues confronting previous emotional models: 1) acquiring the emotional representation of multimodal expressions for emotion estimation and generation, and 2) the update of estimation belief of the partner's emotion from ambiguous signals via mental simulation. The proposed model was composed of a kind of stochastic neural network, called restricted Boltzmann machines and the following characteristics of RBMs help us to deal with the two issues.
The results of the first experiment indicated that our model obtained the low-dimensional emotional representation of multimodal expressions through self-organized learning, and the emotional representation enables the robot to imitate expressions of others based on their emotional state. In the imitation experiment, compared with the direct mapping system, our model generated the correct expressions, which conformed to others' emotional states regardless of inconsistency of emotion with other's modalities, by considering the interaction between each pair of modality signals. The results of our third experiment showed that our model can update the estimated belief in the interaction partner's emotional state from his/her ambiguous expressions based on the mental simulation mechanism.
We concluded that the capabilities of the proposed model enable the robot to imitate multimodal expressions of others based on the estimation of their emotional states, and mental simulation for renewed estimation improves emotional communication in human-robot interaction.
