A problem concerning the shift of roots of a system of algebraic equations is investigated. Its conservation and decomposition of a multiple root into simple roots are discussed.
Introduction
The central subject of the present paper is an investigation on the shift of roots of the system of algebraic equations. Our central Theorem 3.1 states that the number of real roots of a system located in a compact set does not change after a sufficiently small perturbation of the system.
As a matter of fact, this kind of fact has been well known to those who study the deformation of the singularities of differentiable mappings. It is, however, a non trivial question how small this perturbation shall be so that the number of roots in a given compact set remains unchanged. All the ever existing theorems (see [2] §12. 6 ) do not precise the size of the compact set and the perturbation of the system under question. They state simply that for a compact set and perturbation, both of them small enough, the invariance of the number of roots holds. This situation can be explained by the fact that they simply treat the notion of local algebra, and consequently they are valid only in the germ sense. We try to give here an estimate on the size of admissible perturbation of the system for a fixed compact set.
Furthermore, we give a result about the decomposition of multiple roots into simple roots. In particular, our Theorem 4.2 assures us the existence of a deformed system of the original system that possesses only simple roots.
The paper is organized as follows. In §2 preliminary results are presented. In §3 we state that a slightly deformed system has the same number of zeros as the original system in taking the multiplicities into account. In §4 we give a result about the decomposition of multiple roots into simple roots. The paper ends in §5 with some concluding remarks.
Preliminary results
Let us consider the following system of algebraic equations with real coefficients a 
where the degrees of polynomials are ordered as follows:
Let us consider the situation where the gradient ideal
contains certain power of maximal ideal m k . That is to say,
Let us note by
It is possible to consider the set of such monomials as a basis of m k . The dimension µ n (k) of the basis of the ideal m k can be calculated by the following recurrent relation:
Evidently, µ n (k) is the number of the entire lattice points on an (n − 1)-dimensional face of the n-simplex:
We recall the notation that: supp ϕ(x) = {α ∈ Z n ; ϕ α = 0}, for a Laurent polynomial ϕ(x) = α∈Z n ϕ α x α . We call a germ ϕ(x) convenient at zero when the Newton diagram of it at zero contains non-compact part of all coordinate axes (cf. [2] ). In other words ϕ(x) is convenient at zero if it admits the representation,
for β i 1 and a certain polynomial R(x). It is easy to see that if f ℓ (x) has a convenient germ at zero then their exists k 1 such that the condition (3) is satisfied.
Suppose that a polynomial vector:
where F is an invertible constant matrix and ϕ(x) ∈ m k+1 and deg ϕ(
The question we pose concerns the behavior of roots of a system:
. . .
with t ∈ [0, 1] ⊂ R as a parameter.
To formulate further statements in a proper way, we introduce notations:
where the vectors v
In general, it is not easy to formulate a sufficient condition on f ℓ (x) so that the condition (3) holds. We propose here a simple necessary condition for that.
Propositin 2.1 The following isomorphism (5) is necessary so that the condition (3) holds,
Proof If the condition (5) does not hold, it is evidently impossible to create all monomials x α with |α| = k as a linear combination of We give now an example for which condition (3) does not hold.
Example 2.1 Let us consider the following system:
where: a
For these polynomials the lattice define on the left hand side of Relation (5) is isomorphic to
Thus, in this case, the condition (3) does not hold.
From now on, we use the notation f ℓ (x, a) instead of f ℓ (x) if we want to emphasize its dependence on the coefficients a = (a 
i (a) are linear polynomials in variables a.
Propositin 2.2 Let as consider the chain of polynomials sets:
. That is to say there exists
Proof After the definition of the recursive process to create Λ
is a homogeneous polynomial of degree r in a. The statement is the direct consequence of this fact. Q.E.D.
Example 2.2 We consider the following example
Then we have the following chain of polynomials to get
Thus we have:
For the case of
, we have:
For the case of x α10 = x 10 2 , we have:
3 The number of roots of a deformed system
In this section we state that a slightly deformed system has the same number of zeros as the original system in taking the multiplicities into account. We recall here that the index ℓ ∈ [1, n] has been fixed so that f ℓ (x) satisfies the condition (3).
Definition 3.1 We introduce the norm:
We name the following value by C(a):
for some compact set K and h Before formulating our main theorem, we recall a simple lemma of linear algebra.
Lemma 3.1 Let us consider
Proof By straightforward calculation of the determinant of (id µ + A) we have:
where R(a) is a polynomial containing (µ 2 − µ − 1) terms of monomials in (a ij ) whose degrees are higher than or equal to two and less than or equal to µ. Evidently, under the condition |a ij | < 
Proof Our strategy consists in the construction of a homotopy that connects the simple roots of system (1) and those of (4) .
Suppose that we succeed in constructing a homotopy x(τ ), 0 τ t with x(0) = x such that
then the vector field along it satisfies the following equality:
In applying this relation to system (4), we get,
Further, we shall realize a smooth homotopy
We remember that we denoted the basis of m k by M αi (x), 1 i µ = µ n (k). The condition (3) entails the following relation:
for some polynomial entry rank-1 (µ × n) matrices H (1) , H (2) , . . . , H (n) of the form:
after the notation of Proposition 2.2 concentrated at the ℓ-th column of the matrix H (i) . One rewrites the relation (8) as follows:
As we supposed that ϕ(x) ∈ m k+1 , it is easy to see that:
with certain polynomial (µ × µ) matrix A(x), where:
By recalling (9), we obtain an equation as follows:
Supposing that τ is very small, get the inverse to:
in the domain {x; det(id µ + τ A(x)) = 0}. The inequality (7) ensures the invertibility of the matrix (11) . To show this, in view of Lemma 3.1, it is enough to verify that for such a value of τ we have:
In other words, it is enough to prove that:
We remember that supp g
This is a direct consequence of (10). As we have supp ϕ ℓ (x) ⊂ {α ∈ Z n ; k + 1 |α| k ′ } , we can find for every 1 λ n a series of polynomials
In terms of these polynomials:
and supp ξ x β and we get the inequality:
where A \ B = {α − β ∈ Z n 0 ; α ∈ A, β ∈ B}. The Relation (14) explains the summand of the above inequality. Therefore, if we set C(a) as in Definition 3.1, we obtain the inequality (13) . Evidently, C(a) depends not on the coefficients of ϕ 1 (x), . . . , ϕ n (x) but on the powers k and k ′ . This proves the invertibility of the matrix (11) . Thus,
On the other hand:
for some rank-1 (n × µ) polynomial matrix:
If we apply F · G from the left to the relation (15), we get:
This relation gives rise to an inequality:
where the matrix in front of the derivative has single non zero ℓ-th column. That is to say we obtain the following equalities:
The estimate (7) ensures that v i (x, τ ) are real analytic in x ∈ K. Thus we have constructed a vector field corresponding to the homotopy we need. Q.E.D.
Example 3.1 Let us consider the following system [4] :
This system has four real solutions within the square [−2, 2] 2 :
If we perturb this system with a cubic monomial ϕ(x) = x 1 x 2 2 as follows:
we calculate the constants C(a) = . In particular, if we use the value t = 0.033 < 1/30 by applying the rootfinding method of [13] we obtain the following four solutions:
( 1.22054232589618, ±0.71433635683474), (−1.22879457180552, ±0.70004564158438).
Furthermore, if we perturb both equations of the system (20) with the same cubic monomial
we again calculate the constants C(a) = . In particular, if we use the value t = 0.033 < 1/30 by applying the rootfinding method of [13] we obtain the following four solutions: One remarks here also the invariance of the roots under the above mentioned group G due to the invariance of the system (24) itself. 2
As for the equation (1) we establish the following theorem:
Theorem 3.2 Let us consider a system of algebraic equations obtained as a perturbation of (1):
Suppose that on a ball B r = {x ∈ R n ; |x| r} we have:
Furthermore, we impose a condition on (F 1 , F 2 , . . . , F n ):
where ε is strictly less than distance of any root of (1) in B r to the boundary ∂ B r . Suppose that the system (1) has no multiple real roots. Under these assumption the equality:
#{real simple roots of (1) in B r }=#{real simple roots of (25) in B r }
holds.
Proof We solve the homotopy equation with respect to smooth diffeomorphism
The system gives rise to a system of (n + 1) nonlinear differential equations:
for k = 0, 1, . . . , n. From the assumption (26), Eq. (31) is always solvable in the class of real analytic functions so far as
after Cauchy-Kovalevskaya's theorem [5] on the quasi-linear partial differential equation. After the conditions (27)-(28) and Eq. (31), | ∂hj ∂τ | is always strictly less than ε. Therefore |h j (τ )| < ε τ and |x + h j (τ )| < |x| + ε τ < r for x root of (1) located in the ball B r . Thus the homotopy equation admits a real analytic solution that connects x ∈ B r with x + h(x, 1) ∈ B r . Q.E.D. Proof Assume that after the proposed perturbation a multiple root is created. Then the homotopy constructed in the above Theorems 3.1 and 3.2 looses its analyticity with respect to the parameter τ . Q.E.D.
Decomposition of multiple roots
In this section we recall facts about the decomposition of multiple roots into simple roots. 
Let us denote by V jf = {x ∈ R n : jf (x) = 0} the zero set of jf (x). We use the notation Q jf for the following set V jf ∩ {x : (f Proof The proof follows from well known facts in the singularity theory [2] . We prove the contrapositive of the statements. Namely we can easily see that the existence of multiple roots yields non-emptiness of Q jf . On the other hand, the existence of only simple roots entails the emptiness of it Q jf . Q.E.D. . . .
such that the system of equations (f 1 + H 1 )(x) = 0, . . .
has n 1 + n 2 + · · · + n m simple real roots.
Proof We remark that
, with h i,mi (x ′ ) ≡ 0,h i,0 (x ′ ) ≡ 0, x ′ = (x 2 , · · · , x n ), after certain permutation of variables x. It is well known that, there exists a perturbation H i (x) such that the equation = 0 has m i simple roots for a codimension 1 set of x ′ (cf. [2] ).This fact entails that the system (35) also possesses as much simple roots as (1) has. Q.E.D.
