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Abstract
In the present paper, we discuss the cabling procedure for the colored HOMFLY polynomial. We describe
how it can be used and how one can find all the quantities such as projectors and R-matrices, which are
needed in this procedure. The constructed matrix expressions for the projectors and R-matrices in the
fundamental representation allow one in principle to find the HOMFLY polynomial in any representation
for any knot. Our computational algorithms allowed us to do this for the knots and links with |Q|m ≤ 12
where m is the braid width of the knot or link the number of strands in a braid representation of the knot
or link and |Q| is the size of the representation.
We also discuss the cabling procedure from the group theory standpoint, deriving the expressions for the
fundamental R-matrices and illuminating several conjectures proposed in previous papers.
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1 Introduction
Some quantum effects are known to be non-perturbative phenomena. Some of them arise already in quantum
mechanics, e.g., the Aharonov-Bohm effect [2],[3], and there are much more of them in the gauge field the-
ory [4],[5]. The non-perturbative phenomena now are attracting more and more attention. One of the main
reasons for this is that there is a huge amount of exactly solvable problems where, unlike the realistic QFT,
the answer itself is well defined and thus available to a rigorous analysis. On the other hand, there are crucial
observable phenomena including confinement in QCD [6], which probably could be understood while study-
ing non-perturbative effects. The studies of these effects gave birth to several new types of theories such as
Seiberg-Witten theory [7],[8] and conformal field theory [9] where non-perturbative effects play crucial role.
Quite important class of such non-perturbative theories are the so-called topological field theories [10]. They
are a very special class of QFT-s, where the observables, e.g., amplitudes, are unaffected by small perturbations
of for example the coupling constant, and in this sense are topological invariants. The advances in the theories
of this type led to the study of various topological objects either familiar ones or newly discovered. The most
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Figure 1: Skein relations in the topological framing (see Sec. 5).
direct way to adopt QFT for the study of topological objects is to construct a QFT with an action that is in a
sense a total derivative so that the corresponding partition function
Z =
∫
M′
[DA]e
i
~
∫
M
L[A]
(1.1)
remains constant under smooth deformations of the manifoldM [11],[12]. Such partition function can be quite
sophisticated for a complicated manifold with nontrivial topological properties (e.g., see [13]). The other way is
to consider a very simple manifold, e.g., a sphere, but to insert an additional structure into the integral (1.1),
i.e., try to study the averages of some observables. For a gauge theory the usual candidate is the Wilson
average [14],
〈
WK
〉
=
1
Z
∫
M′
[DA]Tr Pexp

∮
K
Adx

 e i~ ∫M L[A] (1.2)
Wilson average is an average of the Wilson loop, which is the path exponent of the integral of the connection A
over the closed contour K. Then even for a topologically trivial manifold a nontrivial embedding of the contour
K → M can be considered. This embedding can be characterized by the corresponding Wilson loop average.
The simplest theory, in which the observables of this type can be studied, is the 3-dimensional topological gauge
theory called the 3D Chern-Simons theory [15]. The Wilson averages then correspond to knots, i.e., embeddings
S1 ∈ S3. This theory has a cubic Lagrangian,
LCS = k
4pi
(
A∧ dA− 2
3
A∧A ∧A
)
. (1.3)
The Wilson loop average
〈
WKQ
〉
CS(N,k)
then is defined for the knot K in the Chern-Simons theory with the
coupling constant k and the Wilson loop carrying the representation Q of the gauge group SU(N). In the case
of link, i.e., of several knots intertwined with each other, an arbitrary representation Qi can be put at each
component of the link.
In 1989, E.Witten suggested [16] that the Wilson averages of the Chern-Simons theory on the S3 manifold
with the SU(2) gauge group are equal to the colored Jones polynomials known from the mathematical knot
theory. This fact can be generalized to the gauge group SU(N) with arbitrary N : the Jones polynomials should
be replaced then by the HOMFLY polynomials [17].
HOMFLY polynomials HK(A, q) for the case of fundamental representation of SU(N) in mathematical knot
theory can be defined via the skein relations [18],[19]. The skein relations are the set of equations on the
HOMFLY polynomials of the given knot K and of the knots K′ and K′′ obtained by inverting and resolving any
crossing (see Fig.1).
The skein relations and the fundamental HOMFLY polynomial for the unknot provides the full definition of all
fundamental HOMFLY polynomials, i.e., any knot can be reduced to the unknot using the skein relations and
the answer does not depend on the order, in which the skein relations for different crossings are applied1 [18].
The proof of topological invariance of the answer, i.e., that it does not change with smooth deformations of the
knot is provided, e.g., in [18],[19]. It is also known that the HOMFLY polynomial is a Laurent polynomial in
A and q up to the factor (q − q−1) for knots [18],[19] and diverges as (q − q−1)−n for an n-component link in
the fundamental representation, [20]. Thus, the skein relations give a constructive though quite sophisticated
definition of the HOMFLY polynomials. Anyway, with the use of this method a huge amount of data for
different knots was obtained [21].
According to the ideas of E.Witten [16] the HOMFLY polynomial is equal to the Chern-Simons Wilson
average: 〈
WK
〉
CS(N,k)
= HK
(
A = qN , q = e
2pii
k+N
)
. (1.4)
1In principle, the skein relations exist also for colored polynomials (see further) but they are much more complicated and cannot
be used to reduce any knot to the unknot. See [90] for details.
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The numerous studies of the connections between the Chern-Simons theory and the knot theory [22]-[34],[44]-
[47] as well as those of the Chern-Simons theory [35]-[38] and of the knot theory [39]-[42],[48]-[81] themselves
were performed recently.
The approach relating the knot invariants to the Chern-Simons theory [16],[22]-[34],[44]-[47] as well as more
mathematical approaches based on the Hecke algebras [39]-[42],[78]-[81] involves the construction, in which a
vector space V is associated with each connection component of a link. More precisely this V is a space of a
Lie group representation. Defined in a such way, a knot invariant depends (for a given knot and for a given
group) on the discrete variable that marks the choice of the representation. This variable is called the color of
the knot invariant [26]. Considering various representations of the group SU(N), one can define the so called
colored HOMFLY polynomials that generalize the HOMFLY polynomials defined earlier by skein relations (1),
which in fact correspond to the fundamental representation. Reshetikhin-Turaev approach [82]-[84] used, e.g.,
in the series of publications [85]-[94] provides a possible way to define colored HOMFLY basing on this idea.
In the present paper, we use the method to evaluate the HOMFLY polynomials based on the Reshetikhin-
Turaev formalism [82]-[84]. According to this formalism the HOMFLY polynomials can be described as a
specially weighted trace of the product of the R-matrices:
HKT1⊗T2... = TrT1⊗T2...
∏
α
R˜α, (1.5)
where α enumerates all the crossings in the braid. The knot is obtained by closing this braid. It can be
shown [100] that each knot can be represented as a closure of a braid. A knot can have several different braid
representations, even with different number of strands. E.g., the simplest braid representation of the trefoil
knot is:
 
  ❅
❅  
  ❅
❅  
  ❅
❅
In principle, the Reshetikhin-Turaev formalism does not require a braid representation of the knot, but we will
describe all the methods using this representation of a knot for simplicity.
One of the crucial ideas of this approach is that all the vectors of the same irreducible representation are
eigenvectors of the R and, moreover, have the same eigenvalue:
R˜ =
∑
Q
λQ IdQ⊗R, (1.6)
where dQ is the dimension of the representation Q. Since the R-matrix acts as a constant on any irreducible
representation it can be said that the R-matrix acts in the space of intertwining operators. This can be
understood as if the R-matrix acts on the highest weight vector ξi of the representation Qi such that Rij =
[Rξi]ξj . In this sense, it can be said that the R-matrices act in the space of irreducible representations.
The weighted trace [18],[41] is defined so that the trace over all vectors in the irreducible representation
Q gives the character of the representation S∗Q(A, q) (Schur polynomial [95]): TrQIdQ = S
∗
Q(A, q). Here, the
variable A labels the choice of the gauge group SU(N); it appears after the change of variables (q,N) →
(q, A = qN ) and after the analytic continuation to arbitrary values of A. The properties of the R-matrices and
of the weighted trace lead to the character expansion formula for the HOMFLY polynomial [86]:
HKT1⊗T2⊗...(A, q) =
∑
Q⊢T1⊗T2⊗...
hK,QT1⊗T2⊗...(q)S
∗
Q(A, q). (1.7)
The coefficients hK,QT1⊗T2⊗... are Laurent polynomials in only one variable
2 q, i.e., they do not depend on N .
The dependence of the HOMFLY polynomial on N is totally described by the Schur polynomials. From
the existence of the character expansion formula it follows that the coefficients corresponding to the different
irreducible representations can be studied independently. The detailed description and analysis of this method
can be found, e.g., in [86],[91].
Let us emphasize that we slightly reformulate the approach presented in [86]. Namely, if one considers
the fundamental representation, then there is a basis (3.3) where the form of all the R-matrices acting in the
braid is easily defined. We find this form explicitly in Sec. (3.2) and then calculate the fundamental HOMFLY
2In principle, hK,Q
T1⊗T2⊗...
can also depend on A with some choices of the framing (see Sec. 5). This dependence is quite simple
and can be derived from the fact that hK,Q
T1⊗T2⊗...
depend only on q when the vertical framing is chosen.
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polynomials directly in terms of R-matrices. Hence, there is no need for U -matrices (see [86]) in the case
of the fundamental representation. Inter alia, this observation notably simplifies computer simulations of the
fundamental HOMFLY polynomials.
The character expansion (1.7) also leads to the construction of the so-called extended HOMFLY polynomial.
To find them the Schur polynomials depending on the variables A and q should be replaced with the ones
dependent on the set of the time variables tk, while the coefficients h
K,Q
T1⊗T2⊗...
remain intact. These extended
HOMFLY polynomials [85] are closely related to integrable systems [96],[97]. Plain HOMFLY polynomials,
which are knot invariants, recovers after the substitution tk =
Ak−A−k
qk−q−k
in the extended HOMFLY.
Calculations of the fundamental and of the colored HOMFLY polynomials using the Reshetikhin-Turaev
formalism in a straightforward way were provided for several important examples in [87],[89]. In the present
paper, we discuss slightly different topic. There is an approach, which allows one to study the colored knot
invariants using the results in the fundamental representation. This is called cabling procedure [98]. In the
present paper, we discuss how to use the cabling procedure within the Reshetikhin-Turaev formalism and
interpret it from the group theory point of view.
The paper is organized as follows. In Sec.s 2-5, we explain what is the cabling procedure, what elements are
needed to use it and how to find them. Sec.s 6-8 provide some results evaluated using the cabling procedure.
Then the group theory properties of the cabling procedure are discussed in Sec. 9. Finally in Sec.s 10-12 we
give explanations and cabling descriptions for some conjectures suggested in previous papers [61],[89].
Through the paper we will use the following notations:
Irreducible representations of sln algebra are enumerated by Young diagrams, i.e., by sets of natural numbers
Q = [q1, . . . , qm] such that q1 ≥ q2 ≥ . . . ≥ qm [95]. Usually, we will denote a Young diagram by a string
Q = [q1 . . . qm] omitting the square brackets when it is clear what is implied. A Young diagram can be
represented graphically by as the k lines made of q1 ≤ q2 ≤ . . . ≤ qm boxes. The total number of boxes in the
Young diagram |Q| =∑
i
ki is called the size or the level of the corresponding representation.
The notation Q ⊢ T1 ⊗ . . .⊗ Tm implies that the representation Q appears in the decomposition of the tensor
product T1 ⊗ . . .⊗ Tm.
The notation T1 . . . Tm|Q is used for the component of the product of the representations T1, . . . , Tm corre-
sponding to the representation Q.
The R-matrices are always considered as acting in the space of intertwining operators.
Describing a braid, by i-th strand we mean the strand, which occupies the i-th position in a certain piece of
braid. When we say, that the i-th strand intersects the i+1-st one, we imply the piece of braid containing this
crossing unless otherwise is stated.
The colored R-matrices corresponding to the crossing between representations Ti and Ti+1 in the braid with
representations T1, . . . , Tk is denoted by RT1⊗...(Ti⊗Ti+1)...⊗Tk . By definition [82], this operator acts as the unit
operator on all the representations but Ti and Ti+1 but the concrete form of its matrix depends on all the
representations T1, . . . Tk. We omit the sign ⊗ unless it leads to a confusion.
The fundamental R-matrix corresponding to the crossing between the strands i and i + 1 in the fundamental
braid is denoted by Ri.
The projector from representation T onto representation Q is denoted by PTQ . The notation PQ corresponds
to the projector from representation 1|Q| onto representation Q. The representation Q can be reducible, e.g.,
Q = Q1 ⊗Q2.
The Racah matrix [86],[99] describing the transition between the bases T1 ⊗ (T2 ⊗ T3) and (T1 ⊗ T2) ⊗ T3 is
denoted by UT1⊗T2⊗T3 . This matrix is orthogonal, i.e., UU † = 1 and becomes symmetric in a certain basis (at
least in all cases of our interest), i.e., U = U †. Hence, U1 = 1 or equivalently U = U−1; by this reason we do
not make a difference between straight and inverse Racah matrices.
The Schur polynomials SQ are usually defined as functions of an infinite set of time variables {tk} [95]. Those
needed for the HOMFLY polynomials are functions of A and q only and are defined as
S∗Q(A, q) = SQ for tk =
Ak −A−k
qk − q−k . (1.8)
Such choice of {tk} is called the topological locus. Transition from the usual HOMFLY polynomials to the
extended ones corresponds to leaving the topological locus. For the S∗Q(A, q), there also exists a constructive
5
hook formula, which allows one to calculate them easily:
S∗Q(A, q) =
∏
(i,j)∈Q
Aqi−j −A−1qj−i
qhi,j − q−hi,j , x
i
j
k
hi,j = k + l + 1.
(1.9)
[n]q denotes the quantum number n, i.e., [n]q ≡ q
n−q−n
q−q−1 .
2 Cabling procedure
There are several ways to evaluate the colored HOMFLY polynomials. Since it is not clear yet how to use the
direct approach for representations that are neither symmetric, nor antisymmetric another approach is often
used (see, e.g., [78]). This approach uses the so-called cabling procedure [98]. The main idea behind this
approach is the following. As was already mentioned, the HOMFLY polynomials can be represented as the
character expansion (1.7). The size of the representations Q in the r.h.s of (1.7) is equal to the sum product of
the sizes of representation T1, T2 etc. at the l.h.s. It is therefore natural to reduce calculating of an invariant for
a given knot/link in the representations T1, T2 etc. to the calculating of the same invariant in the fundamental
representation but of the knon/link with |T1|+ |T2|+ . . . strands in the braid representation.
Hence the cabling procedure appears [98]. The initial knot is replaced with a satellite knot, i.e., with a
braid placed along the initial knot. If this braid is just |T1| parallel strands, then the resulting HOMFLY in the
representation T2 will be equal to the HOMFLY polynomial of the initial knot in representation T
|T1|
2 :
HK
T
|T1|
2
= HK
|T1|
T2 (2.1)
This is a basic relation, on which the cabling procedure is based. To get the HOMFLY (or Jones) polynomial
in some other representation Q of the size |T2||T1| a certain linear combination of several different satellite knot
polynomials should be taken3. Constructing this linear combination corresponds to the projection from the
representation T
|T1|
2 onto the representation Q. In the Reshetikhin-Turaev formalism each crossing in the knot
projection corresponds to the R-matrix, hence the linear combination of the satellite knot polynomials (differing
by a set of several crossings) corresponds to a combination of R-matrices. Thus, the projection can be described
as action of a linear operator called projector, which can be represented as a polynomial in R-matrices (see
Sec. 4 for details).
As a summary, to express the colored HOMFLY polynomials in terms of HOMFLY polynomials in the
fundamental representation, one has to perform the following steps, which form the cabling procedure:
• If there is a representation Ti at the strand then the strand is replaced with |Ti| parallel strands. This
step for the trefoil knot and for |Ti| = 2 can be described with the following picture
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• The projector from representation 1|Ti| onto representation Ti is constructed.
• The resulting knot/link polynomial is evaluated in the fundamental representation with the addition of
the projector operator.
3For given T1 and T2, one can obtain not an arbitrary representation Q, but only the ones that the reducible representation
T
|T1|
2
contains.
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3 R-matrices
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R−1
Figure 2: Direct
and inverse cross-
ings.
We useR-matrices [82] as “building blocks” of the considered construction (see Introduction
to the present paper for the details). Such an R-matrix is located at each crossing in the
planar projection of the knot. Generally speaking, the R-matrices are some operators with
the four indices corresponding to the crossings of strands in the planar projection of an
oriented knot or link. To get the matrix form of these operators, it is convenient to consider
a 2-dimensional projection of a special form called a braid representation of the knot. Then
appears the braid counterpart of usual R-matrix that act not only on two strands which
cross, but on the all strands in this section through the braid (it acts as the unity operator
on all strands in the given section but those that cross). A matrix form of this operator is
described in below. The R-matrix acting in a section through a braid is still constructed
using the operator with four-indices. Therefore, different matrices correspond to crossings located in different
places in a section through a braid. It can also be shown [82] that the inverse R-matrix corresponds to the
inverse crossing (see Fig. 3).
3.1 Diagonal R-matrices
 
  ❅
❅  
 ❅
❅❅
R−1 R
Figure 3: Direct
and inverse cross-
ings in a braid.
In the framework of the construction in which R-matrices act on braids, the form of these
R-matrices depends not only on the representations located at strands crossing but also
on the distribution of these strands relative to the remaining strands in the braid. Each
R-matrix can be diagonalized (but not all of them simultaneously) We will usually consider
the basis in which the first R-matrix (the one corresponding to the crossing of strands on
the first and second positions in the section through the braid) is diagonal, unless the
otherwise is stated.
The simplest case is the R-matrix in the 2-strand case with the representations T1 and
T2. Then the R-matrix is diagonal and the eigenvalues for each representation Qi ⊢ T1⊗T2
are:
|λi| = qκQi−κT1−κT2 ,
κQ =
1
2
∑
{i,j}∈Q
(j − i), i and j enumerate all boxes in the Young diagram Q. (3.1)
The eigenvalues of the R-matrix are defined up to a common factor since it does not change the Yang-Baxter
equation [23]. This factor can be chosen differently depending on the studied quantities. The eigenvalues given
in (3.1) correspond to the vertical framing of the knot, we will discuss this in more details in Sec. 5.
When there are more than 2 strands, the situation is a little bit more tricky. Let the representations be T1,
T2,. . . , Tm and let us consider the diagonalR-matrix corresponding to the crossing between the first two strands
(T1 and T2). Then we should describe the irreducible representation expansion of T1 ⊗ T2 ⊗ . . .⊗ Tm =
∑
j
Q¯j
as (
∑
i
Qi)⊗ . . .⊗ Tm. Then eigenvalues for Q¯j are the same as for the representations Qi from which they are
obtained [82],[86].
The inverse R-matrix whose eigenvalues are
|λi|−1 = q−κQi+κT1+κT2 (3.2)
corresponds to the inverse crossing.
3.2 General R-matrices
The form of the general (non-diagonal)R-matrix is a much more difficult question. The general answer depend-
ing on the number of strands and on the representations placed on them is not known. But still we know some
answers, such as a form of the R-matrix in case of the fundamental representations (we denote this R-matrix
by straight R).
The R-matrices have the simplest form in the basis of irreducible representations arising in the consecutive
expansion of the tensor product with the nesting (denoted by parentheses):
((. . . (1⊗ 1)⊗ . . .⊗ 1)⊗ 1) (3.3)
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Figure 4: Tree for representation [321] for the 6-strand braid in fundamental representation
✍✌
✎☞
✍✌
✎☞
21→ 32
b2 block in R
✍✌
✎☞
✍✌
✎☞
21→ 311
b4 block in R
Figure 5: To find out which bi blocks should be used, the diagram describing the transition at level k should
be drawn. If the length of a hook, connecting the two added boxes at the levels k and k + 1 (described by the
circles in the picture) is equal to j then the block bj−1 should be used.
We will call this basis the standard basis. The vectors of this basis are conveniently described in terms of
pathes on a definite graph. For each irreducible representation, one can draw a tree depicting all ways to obtain
that representation in the expansion of some tensor product. In in Fig.4, an example of such a tree for the
representation [321] arising in the expansion of the tensor product of 6 fundamental representations. Each arrow
in this tree corresponds to multiplication by one fundamental representation. Let us also introduce the 2 × 2
block bj:
bj =


− 1qj [j]q
√
[j+1]q [j−1]q
[j]q
√
[j+1]q [j−1]q
[j]q
qj
[j]q

 . (3.4)
We claim that the matrix Rk−1 corresponding to the crossing of the k − 1-th and k-th strands in some
section through the braid consists only of 2 × 2 blocks bk and 1 × 1 blocks q or −q−1. It remains to describe
the location of these blocks. For this, we use the example in Fig.4.
Each row and each column in the R-matrix corresponds to one of leaves of the tree, i.e., to one of points at
which a path begins from the fundamental representation. Then Rk−1 is described by the level k in the tree.
Each path at the level k is either a part of a doublet (i.e., is one of the pair of paths that coincide everywhere
but the level k) or a singlet. If one uses the fundamental representation as the constructing block of the tree
then there can be no triplets, quadruplets etc. If a pair of paths forms a doublet at the level k, then a block
bj, where j is the length of the hook connecting the two boxes added to the Young diagram of the irreducible
representation at the levels k and k− 1 minus one (see Fig.5), is placed in the intersection of the corresponding
rows and columns. Strictly speaking, bj enters the matrix Rk−1 not as a block, but each of them (although not
all simultaneously) can be transformed into a block by exchanging rows and columns.
A path is a singlet if going from the level k − 1 to the level k + 1 corresponds to adding two boxes either
in one row or in one column of the Young diagram (Fig. 6 corresponds to k = 4). The diagonal element of the
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✍✌
✎☞
✍✌
✎☞
21→ 311
b4 block in R
✍✌
✎☞
✍✌
✎☞
111→ 311
q in R
✍✌
✎☞
✍✌
✎☞
3→ 311
−q−1 in R
Figure 6: Description of R in terms of added boxes to the Young diagrams for the level 4 and for the represen-
tation 311 as the final representation. Circles denote the boxes added to the initial diagrams.
matrix Rk corresponding to this path is q in the first case and −q−1 in the second.
Any any non-diagonal fundamental R-matrix can be constructed according to these rules. As an example,
the block of the R4-matrix corresponding to the representation [321] (corresponding to the level 4 in Fig.4)
looks like:
R4|321 =

q
− 1[2]qq2 0
√
[3]q
[2]q
0
0 − 1[2]qq2 0
√
[3]q
[2]q√
[3]q
[2]q
0 q
2
[2]q
0
0
√
[3]q
[2]q
0 q
2
[2]q
−q−1
− 1[4]qq4 0
√
[3]q[5]q
[4]q
0
0 − 1[4]qq4 0
√
[3]q[5]q
[4]q√
[3]q [5]q
[4]q
0 q
4
[4]q
0
0
√
[3]q[5]q
[4]q
0 q
4
[4]q
q
− 1[2]qq2 0
√
[3]q
[2]q
0
0 − 1[2]qq2 0
√
[3]q
[2]q√
[3]q
[2]q
0 q
2
[2]q
0
0
√
[3]q
[2]q
0 q
2
[2]q
−q−1


.
The inverse of the R-matrix described above is constructed in a similar way. It suffices to replace q with
q−1 in all instances.
Let us explain the described form of the R-matrices. First, we determine, which paths belong to the same
block. Each point at the level i ≤ k−1 corresponds to a representation Ti in the expansion of the tensor product
T1 ⊗ . . .⊗ Ti−1 of the representations on which the matrix Rk acts as the unit operator. Hence, any two paths
mixed by the matrix Rk coincides up to the level k − 1. Then, the action of Rk on T1 ⊗ 8 . . .⊗ Tk+1 ⊗ Tm is
obtained from its action on T1⊗ . . .⊗Tk+1 where it does not mix the irreducible representations corresponding
to different Young diagrams. Hence, the pair of paths mixed by Rk has to arrive at the same Young diagram
Q at the level k + 1. Again, the representations Tk+1, . . . , Tm multiplied at the higher levels are unaffected by
Rk and hence the corresponding parts of the mixing paths also have to coincide. Therefore all the paths in the
same mixing block of Rk coincide (i.e., go through the same Young diagrams) everywhere but at the level k.
The size of the blocks depends on the representations in the considered product. In the fundamental case
(Ti = ), each arrow in the tree corresponds to the addition of one box to the Young diagram. The paths that
coincide everywhere but at level k correspond to the same Young diagram at level k− 1 and to the same Young
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diagram at level k + 1. Moreover, the diagram at the level k + 1 differs from the diagram at the level k − 1 by
two boxes put at certain positions. Hence, there are either two such paths (where two boxes are added at the
levels k − 1 and k in one or in the other order) or only one (if the boxes are added at the same line or at the
same column). The first case corresponds to 2 × 2 block , and the second one to 1 × 1 block. and there is no
other possibilities in the fundamental case.
The blocks 1 × 1 are merely the eigenvalues of the fundamental R-matrix. Since the addition of two boxes
to the same line implies the symmetrization of the corresponding pair of fundamental representations and the
addition of them to the same column corresponds to antisymmetrization, the first case corresponds to the
eigenvalue q, and the second corresponds to −q−1. It is left to specify the form of the 2 × 2 blocks, which is
done in Sec. 10.
3.3 R-matrices properties and polynomial rings
There are several properties of R-matrices, which are important for our further calculations.
It is known that the R-matrices satisfy the same relations as the generators of the braid group [100]. This
leads to the first two properties of the R-matrices:
RiRj −RjRi = 0, |i − j| 6= 1 (3.5)
RiRi+1Ri = Ri+1RiRi+1, (3.6)
where Ri corresponds to the crossing between strands i and i+ 1. These relations are valid for the R-matrices
in any representation. Relation (3.5) is obvious if a braid is considered: if two crossings follow in order and
have no common strand, then their order can be changed. This means that the R-matrices that correspond to
these crossings should commute. Relation (3.6) is the crucial property of R-matrices, which in fact defines that
crossings indeed correspond to the R-matrices. It is the famous Yang-Baxter equation.
The third property of R-matrices, which is important for our consideration, is quite different when different
representations are considered. This differs the third property from the first two. This third property is in fact
a characteristic equation on the R-matrix, which in case of the fundamental representation is of the form
(
Ri − q
)(
Ri +
1
q
)
= 0. (3.7)
The third property is equivalent to the skein relations of mathematical knot theory; this property is usually
described by the picture in Fig.7. Since in the fundamental representation there are only two eigenvalues
the characteristic equation is quite simple and can be used to find the knot polynomials as combinations of
polynomials of simpler knots as it is done in the mathematical knot theory. One can also treat characteristic
equations for colored R-matrices as the colored skein relations [90]. However such colored skein relations are not
as useful as the fundamental ones since the characteristic equation is of higher degree for higher representations
and hence, no immediate way to untie knots with help of the colored skein relations is available. For example,
for representation [2] the colored skein relations are(
Ri − q4
)(
Ri + 1
)(
Ri − q−2
)
= 0. (3.8)
This means that the skein relations now include three terms and not all of them are necessary simpler than
the initial knot. It is not clear if one can use these colored skein relations to evaluate the colored HOMFLY
polynomials.
✡
✡
✡✣
❏
❏❪
R
−
❏
❏
❏❪
✡
✡✣
R−1
=
(
q − q−1
) ❪ ✣
1
Figure 7: Pictorial description of the fun-
damental skein relations in the vertical
framing (see Sec. 5)
The fundamental R-matrices satisfying relations (3.5), (3.6)
and (3.7) generate the Hecke algebra. This means that the poly-
nomial ring generated by the finite number of R-matrices is finite
dimensional. Such polynomial rings will be quite important for our
further calculations. Each m-strand braid can be represented as
an element of such polynomial ring on m − 1 R-matrices, which
are R1, R2, . . . Rm−1. However finite dimension of such polyno-
mial ring does not mean that there is only finite number of prime
knots. The fact that the knot polynomial of some knot is equal to
the sum of the knot polynomials of some other knots does not mean
that the initial knot is a combination of the latter ones. In turn, a
knot polynomial of a composite knot is equal to the product of knot
polynomials of its parts.
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It is known from the properties of Hecke algebra [41] that the dimension of the described polynomial ring is
equal to m!. The m! basis elements can be constructed for example from the elementary blocks
σl,0 = 1, σl,k =
l∏
i=k
Rk+l−i, k = 1, . . . ,m− 1, l = k, . . . ,m− 1, (3.9)
as
Ξk1k2...km−1 =
m−1∏
l=1
σl,kl , kl = 0, . . . , l. (3.10)
In the case q = 1, each σl,k corresponds to the cyclic permutation of the elements from k to l. Each of the
Ξk1k2...km−1 realizes one of the m! permutations. The elementary blocks and the simplest basis elements of the
polynomial ring for the m-strand braid can be chosen as
σ1,0 = 1, σ1,1 = R1,
σ2,0 = 1, σ2,1 = R2R1 σ2,2 = R2,
σ3,0 = 1, σ3,1 = R3R2R1 σ3,2 = R3R2 σ3,3 = R3,
. . . . . . . . . . . .
σm−1,0 = 1, σm−1,1 = Rm−1 . . . R2R1, σm−1,2 = Rm−1 . . . R2, . . . σm−1,m−1 = Rm−1,
Ξ00...0 = σ1,0σ2,0 . . . σm−1,0 = 1,
Ξ10...0 = σ1,1σ2,0 . . . σm−1,0 = R1,
Ξ01...0 = σ1,0σ2,1 . . . σm−1,0 = R2R1,
Ξ11...0 = σ1,1σ2,1 . . . σm−1,0 = R1R2R1,
Ξ02...0 = σ1,0σ2,2 . . . σm−1,0 = R2,
Ξ12...0 = σ1,1σ2,2 . . . σm−1,0 = R1R2.
(3.11)
4 Projectors
If the strand in the knot is replaced with the cable consisting of, e.g., two strands, this leads to the knot
polynomial of the same knot but evaluated in representation [1] ⊗ [1]. Thus, if one asks for the answers in
irreducible representations (e.g., [2] and [11] in this case) some operators that somehow project the answer in
reducible representation onto answers in irreducible representations should be constructed. These operators are
called projectors.
Generally speaking, each R-matrix should be surrounded by four projectors (one for each colored strand
that enters or leaves the corresponding crossing). From the standpoint of calculations, the crucial point in the
method presented in this paper is that one can in fact use only one projector for the whole knot (or one per
component of the link) or any number of projectors one wishes (but not less than one per component). This
follows from the properties of the R-matrix. Namely, R-matrix cannot mix different irreducible representations
with each other [82]. Thus, if one puts the projector onto some irreducible representation at one side of the
R-matrix then only the same representation would appear at the other side and thus at the whole connection
component.
There are several approaches to construct the projectors.
4.1 Path description of the projectors
The easiest projectors to describe are the ones that project the first n strands onto some representations of the
level n. In the standard basis (3.3) used in the present paper, these ones are diagonal and can be described in
the similar way as the R-matrices. For example, let us take the same tree as in Fig.4. With help of this tree,
one can construct the projectors needed for the calculation of 3-strand knot in the representations of size 2 or a
of 2-strand knot in the representations of size 3 (more precisely, the blocks corresponding to the representation
11
[321] of these projectors. E.g., to select the copies of representation [321] arising from the expansion of [2]⊗ [1]4,
one has to keep only those paths in Fig.4 that pass through the representation [2] on the level 2. By definition,
each path Fig.4 corresponds to a representation that is an eigenvector of P2⊗14|321. Moreover, the eigenvalue 1
corresponds to the retained paths (passing through [2]), and the eigenvalue 0 corresponds to the rejected paths
(passing through [11]). Therefore, in basis (3.3) all the non-diagonal elements of the projector are zero and each
diagonal element is equal to the eigenvalue of the corresponding path. Hence, the matrix of the projector is:
P2⊗14|321 =


1
1
0
1
0
1
1
0
1
0
0
1
0
1
0
0


. (4.1)
The described construction allows building only the projectors onto the first strand in the initial colored
braid. Nevertheless, this suffices calculating the colored polynomial for an arbitrary knot: as already discussed,
one projector that can be inserted in the first strand is used for this. Moreover, Reidemeister moves can be used
to deform any braid such that each strand relating to one of the colored components turns out to be the first
in some section through the braid. The projector for that strand can be placed in the corresponding section.
To simplify the calculations, we can place several projectors in the first strand with two projectors for every
colored crossings of the initial braid. Indeed, if each product of R-matrices corresponding to one crossing of a
cabled knot is multiplied from two sides by a diagonal projector, then some lines and columns becomes zeros.
Then, one can obtain a knot polynomial multiplying the non-zero blocks, which are the matrices of a smaller
size than the initial R-matrices.
4.2 Projectors as polynomials of R-matrices
The descriptions of the projectors in terms of paths is sufficient to calculated colored HOMFLY polynomials
using the cabling procedure. Nevertheless, it is interesting to understand what are expressions for the projectors
via R-matrices. The very formulation of the cabling procedure implies that such a description should exist.
The cabling procedure involves several satellite links differing by a set of crossings in the planar projection.
In the construction considered, each crossing corresponds to the R-matrix. Thus, any linear combination of
these link polynomials can be described as an element of the polynomial ring on the R-matrices. The R-matrix
description of the projectors allows us to study connections between the colored HOMFLY polynomials and the
fundamental ones and also to check the consistency of the cabling procedure (defined as in Sec. 2) with the path
description of the projectors. In addition, projectors onto the same representation placed in different strands
in the braid and even in braids with different number of strands have the similar expressions via R-matrices.
Hence, it is enough to find the R-matrix description, e.g., for the projector placed in the first cable, i.e., for the
one that already has the path description.
4.2.1 Projectors from the unknots
The most straightforward method to construct the R-matrix description of the projectors (and the one that
was introduced in [87]) is to use the idea that the form of the projector should depend not on the knot but
only on the considered representation. Thus, to find the form of these projectors one can look at the simplest
of the knots, at the unknot. The unknot in representation Q can be represented in two ways. On one side, the
corresponding colored HOMFLY polynomial is equal to S∗Q(A, q). On the other side, it can be represented as a
sum of several knots and links in the fundamental representations with |Q| strands in the braid representation
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with some coefficients. These two representations of the HOMFLY polynomial for the unknot provide constrains
on the form of the projector.
Representations of size |Q| = 2. This case is the simplest example where the cabling can be used. If
|Q| = 2, then 2-strand knots and links should be used to describe the unknot in representation Q. There are no
more than two linear independent HOMFLY polynomials among those of 2-strand links since there are only two
characters in the character expansion (1.7) for the 2-strand knots. The corresponding braids can be chosen as
two strands without any crossings (H0 = S
∗
2 (A, q)+S
∗
1,1(A, q)) and the representation of the unknot in the form
of two strands with one crossing (H1 = S
∗
2q − S∗1,1q−1). The HOMFLY polynomials of all other 2-strand knots
can be represented as linear combinations of these two with the coefficients depending on q. The corresponding
colored unknots are represented by the 1-strand braid either in the representation [2] or in the representation
[11] with the HOMFLY polynomials being S∗[2](A, q) and S
∗
[11](A, q) correspondingly. Hence, to construct the
projectors, one has to solve the system of equations
S∗2(A, q) = p
0
2H0 + p
1
2H1, S
∗
11(A, q) = p
0
11H0 + p
1
11H1. (4.2)
This system can be solved in two ways. The first one uses the exact form of the Schur polynomials in A and
q. If the coefficients p are independent on A there is only one solution for them. The second approach uses
the idea that the cabling is applicable also to the extended HOMFLY polynomials [85]. This means that the
system (4.2) should be solved on the level of the coefficients in front of the Schur polynomials. Both approaches
give the same solution:
p02 =
1
q(q+q−1) , p
1
2 =
1
(q+q−1) , p
0
11 =
q
(q+q−1) , p
1
11 = − 1(q+q−1) . (4.3)
With help of definition of H0 and H1, one can constructs the projectors in terms of R-matrices:
P2 = p
0
2 + p
1
2R1 =
1
q(q + q−1)
+
1
(q + q−1)
R1,
P11 = p
0
11 + p
1
11R1 =
q
(q + q−1)
− 1
(q + q−1)
R1.
(4.4)
It can be easily checked that the projectors constructed this way are orthogonal:
P2P11 =
1
(q + q−1)2
(
1 +R1(q
−1 − q)−R21
)
=
=
1
(q + q−1)2
(
1 +R1(q − q−1))−
(
R1(q − q−1) + 1
))
= 0.
(4.5)
The check of the relations P 22,11 = P2,11 can be done in a similar way.
Higher representations. Unfortunately this method does not provide answers for higher representations.
The reason is quite simple. For example, at the level 3 any 3-strand knot is described by only 3 q-dependent
coefficients in the character expansion (1.7). At the same time the polynomial ring, as was described in Sec. 3.3,
in this case is six dimensional, hence one has to define 6 coefficients. This means that in fact 3-strand knots
do not provide enough many equations to find the projectors. The same applies to the higher representations.
Thus, it is not clear how to use the unknot approach to find the projectors onto representations higher than [2]
and [11].
4.2.2 R-matrix description from the paths description
Another method to find the desired formula for the projectors is to use the already known answers for the
projectors from Sec. 4.1. One can try to look for a combination of the R-matrices (i.e., for an element of the
polynomial ring) that gives the right matrix of the projector in the corresponding basis:∑
I
αIΞI = PQ, (4.6)
where ΞI are the basis elements of the polynomial ring, αI are the coefficients that have to be found and
I is the multi-index defined as in (3.11), which takes |Q|! different values. At the r.h.s. of (4.6) stands the
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projector in the matrix form. This can be either the projector onto one specifically chosen representationQ in the
decomposition of [1]|Q| or on a sum of several such representations. Since all elements of the polynomial ring have
the block structure with each block corresponding to an irreducible representation Q from the decomposition
[1]|Q| =
∑
i
NQiQi, the number of elements of the Ξi that are not identically zero is equal to the sum of the
squared multiplicities
∑
i
(NQi)
2
. This is the number of equations in (4.6) and one can see that it is exactly equal
to |Q|!, which is the number of different Ξi according to sec.3.3 and thus the number of variables αI . Indeed, it
is well known in the representation theory [95],[99] that the multiplicities of the irreducible representations can
be obtained from the expansion of the character of the fundamental representation to the power of |Q|, which
equals S
|Q|
1 = t
|Q|
1 , over the characters SQi of the irreducible representations Qi ⊢ 1|Q|. The characters satisfy
the equations
t
|Q|
1 =
∑
Qi⊢|Q|
NQi
1|Q|
SQi(tk),
(
∂
∂t1
)|Q|
=
∑
Qi⊢1|Q|
NQi
1|Q|
SQi(
∂
k∂tk
). (4.7)
As well, one can define the scalar product for the characters as [101]:
ST
(
∂
k∂tk
)
SR(tk) = δQ,T . (4.8)
Applying (4.8) to (4.7) one obtains the identity
|Q|! =
∑(
NQi
1|Q|
)2
. (4.9)
This proves that the number of equations in (4.6) is indeed equal to the number of defined coefficients αI .
Representations of size |Q| = 2. The polynomial ring has the single generator R1, which satisfying
(R1 − q)(R1 + q−1) = 0. (4.10)
According to (3.11), the polynomial ring in this case is 2! = 2-dimensional and the basis can be chosen as
Ξ0 = 1 =
(
1
1
)
, Ξ1 = R1 =
(
q
−q−1
)
. (4.11)
Then the equations for the projectors are
P2 = α
0
2 + α
1
2R1 =
(
1
0
)
,
P11 = α
0
11 + α
1
11R1 =
(
0
1
)
.
(4.12)
Since [1]2 = [2] + [11], all elements of the ring are split into two 1× 1 blocks, one for [2] the other one for [11],
so that there is exactly 12 + 12 = 2 equations on 2! = 2 variables. The solutions of these equations coincide
with (4.4):
P2 =
1 + qR1
q[2]q
, P11 =
q −R1
[2]q
. (4.13)
Representations of size |Q| = 3. According to (3.11), the ring of R-matrices has two generators, R1 and
R2. The polynomial ring is 3! = 6 dimensional with the basis that can be chosen as
Ξ00 = 1, Ξ10 = R1, Ξ01 = R2R1, Ξ11 = R1R2R1, Ξ02 = R2, Ξ12 = R1R2. (4.14)
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The equations for the projectors are
P3 = α
00
3 + α
10
3 R1 + α
02
3 R2 + α
12
3 R1R2 + α
01
3 R2R1 + α
11
3 R1R2R1 =


1
0
0
0

 ,
P21 = α
00
21 + α
10
21R1 + α
02
21R2 + α
12
21R1R2 + α
01
21R2R1 + α
11
21R1R2R1 =


0
1
0
0

 ,
P21 = α
00
21
+ α10
21
R1 + α
02
21
R2 + α
12
21
R1R2 + α
01
21
R2R1 + α
11
21
R1R2R1 =


0
0
1
0

 ,
P111 = α
00
111 + α
10
111R1 + α
02
111R2 + α
12
111R1R2 + α
01
111R2R1 + α
11
111R1R2R1 =


0
0
0
1

 .
(4.15)
Since [1]3 = [3]+2 [21]+ [111], all the elements of the polynomial ring are split into three blocks, a 1× 1 block
for representation [3], a 2 × 2 block for representation [21], and a 1 × 1 block for representation [111]. Thus,
there are exactly 12 + 22 + 12 = 6 equations on 3! = 6 variables. The solution is
P3 =
1
q3[2]q[3]q
(
1 + qR1 + qR2 + q
2R1R2 + q
2R2R1 + q
3R1R2R1
)
,
P21 =
1
[3]q
(
1 + qR1 −
1
q2[2]q
R2 −
1
q[2]q
(R1R2 +R2R1)−
1
[2]q
R1R2R1
)
,
P21 =
1
[3]q
(
1− q−1R1 +
q2
[2]q
R2 −
q
[2]q
(R1R2 +R2R1) +
1
[2]q
R1R2R1
)
,
P111 =
q3
[2]q[3]q
(
1− q−1R1 − q−1R2 + q−2R1R2 + q−2R2R1 − q−3R1R2R1
)
.
(4.16)
The rank two projector onto the sum of two isomorphic representations [21] can be obtained as a sum
P21 = P21 + P21 =
1
[3]q
(
2 + (q − q−1)(R1 +R2)−R1R2 −R2R1
)
. (4.17)
Another way to obtain this projector is to solve the equation
P21 = α
00
21 + α
10
21R1 + α
02
21R2 + α
12
21R1R2 + α
01
21R2R1 + α
11
21R1R2R1 =


0
1
1
0

 , (4.18)
whose solution gives the same result.
Representations of size |Q| = 4. The polynomial ring of the R-matrices has three generators R1, R2 and
R3. There are 24 basis elements, for example,
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Ξ000 = 1, Ξ001 = R3R2R1, Ξ002 = R3R2, Ξ003 = R3,
Ξ100 = R1, Ξ101 = R1R3R2R1, Ξ102 = R1R3R2, Ξ103 = R1R3,
Ξ010 = R2R1, Ξ011 = R2R1R3R2R1, Ξ012 = R2R1R3R2, Ξ013 = R2R1R3,
Ξ110 = R1R2R1, Ξ111 = R1R2R1R3R2R1, Ξ112 = R1R2R1R3R2, Ξ113 = R1R2R1R3,
Ξ020 = R2, Ξ021 = R2R3R2R1, Ξ022 = R2R3R2, Ξ023 = R2R3,
Ξ120 = R1R2, Ξ121 = R1R2R3R2R1, Ξ122 = R1R2R3R2, Ξ123 = R1R2R3.
(4.19)
Since [1]4 = [4] + 3 [31] + 2 [22] + 3 [211] + [1111], each element of the ring are split into five blocks: a 1× 1
block for [4], a 3 × 3 block for [31], a 2 × 2 block for [22], a 3 × 3 block for [211], and a 1× 1 block for [1111].
Hence, there are exactly 12 + 32 + 22 + 32 + 12 = 24 equations on 4! = 24 variables. The expressions for the
projectors onto definite copies of representations are quite lengthy in this case thus we give them in Appendix A,
listing here only projectors onto representations [4], [1111] and onto the space of all representations [31], [22]
and [211]:
P4 =
1
q6[4]q!
(
1 + q(R1 +R2 +R3) + q
2(R1R2 +R2R1 +R2R3 +R3R2 +R1R3)+
+q3(R1R2R1 +R2R3R2 +R1R2R3 +R2R1R3 +R3R1R2 +R3R2R1)+
+q4(R1R2R1R3 +R1R2R3R2 +R1R3R2R1 +R2R1R3R2 +R2R3R2R1)+
+q5(R1R2R1R3R2 +R1R2R3R2R1 +R2R1R3R2R1) + q
6R1R2R1R3R2R1
)
,
P31 =
1
q2[2]q[4]q
(
3 + (2q − q−1)(R1 +R2 +R3) + (q2 − 1)(R1R2 +R2R1 +R2R3 +R3R2)+
+(q2 − 2)R1R3 + q3(R1R2R1 +R2R3R2)−
−q(R1R2R3 +R2R1R3 +R3R1R2 +R3R2R1)−R2R1R3R2−
−q(R1R2R1R3R2 +R2R1R3R2R1) + q3R1R2R3R2R1 − q2R1R2R1R3R2R1
)
,
P22 =
1
[3]q[2]2q
(
2 + (q − q−1)(R1 +R2 +R3)− (R1R2 +R2R1 +R2R3 +R3R2)+
+(q2 + q−2)R1R3 − (R1R2R1R3 +R1R2R3R2 +R1R3R2R1 +R2R3R2R1)+
+(q2 + q−2)R2R1R3R2−
−(q − q−1)(R1R2R1R3R2 +R1R2R3R2R1 +R2R1R3R2R1) + 2R1R2R1R3R2R1
)
,
P211(q) = P31(−q−1),
P1111(q) = P4(−q−1).
(4.20)
4.2.3 Projectors from characteristic equations.
Here we consider one more approach, which allows one to construct projectors as a polynomials of the R-
matrices. Unlike it was in the previous section, the obtained polynomials are neither of the minimal degree, nor
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with the minimal number of terms. Instead, this approach gives the answer with a more transparent structure
what makes this method important for theoretical analysis.
The approach comes from the fact that if a characteristic equation for a linear operator is known,
n∏
i=1
(A− λi) = 0, (4.21)
then it is easy to construct a projector onto the subspace corresponding to each eigenvalue,4
Pλj =
∏
i6=j
A− λi
λj − λi, (4.22)
or on a sum of such subspaces,
Pλj1 ,...,λjk =
k∑
l=1
Pλjk . (4.23)
The property P 2λj = Pλj then follows directly from (4.21). A drawback of using this method when dealing with
R-matrices is that many of their eigenvalues coincide, e.g., in the fundamental case there are only two of them,
namely q and −q−1. Therefore, the main task in this case is to find a combination of R-matrices that has
enough different eigenvalues to distinguish all irreducible representations in the decomposition of [1]|Q|. To find
such combinations and the corresponding characteristic equations, it suffices to consider |Q|-strand braids. It
is natural to consider at first the particular cases |Q| = 2 and |Q| = 3 and then try to generalize the method.
Since the R-matrices are split into the blocks corresponding to different irreducible representations, the
characteristic equations can be written in the form∏
Q⊢1|Q|
FQ(R) = 0, (4.24)
where FQ(R) = 0 is the characteristic equation for block corresponding to the representation Q.
Level |Q| = 2. In this case, there is one R-matrix satisfying the characteristic equation
F2(R1)F11(R1) ≡ (R1 − q)(R1 + q−1) = 0. (4.25)
This equation gives enough information to construct both projectors:
P2 =
R1 + q
−1
q + q−1
, P11 =
R1 − q
−q−1 − q. (4.26)
This result coincides with the previously obtained formulas (4.4).
Level |Q| = 3. In this case, there are the two matrices, R1 and R2, satisfying the same characteristic equa-
tion (3.7). The projectors, obtained from the characteristic equation for the first R-matrix distinguish the
symmetric in the first pair of strands representations [3] and [21] from the antisymmetric in the first pair of
strands representations [21] and [111]. The projectors obtained from the equation for the second R-matrix
distinguish the similar two groups of representations with respect to the second pair of strands. This is not
enough to construct the projectors on each of the representations [3], [21] and [111]. Thus one has to find
some combinations of R-matrices that can provide all the needed projectors. For example, for |Q| = 3 a proper
combination is (R1 − R2)2. From the explicit expressions for R1 and R2 one can see that this combination
satisfies the following characteristic equation,
(R1 −R2)2
(
(R1 −R2)2 − (q2 + 1 + q−2)
)
= 0, (4.27)
where the representation [3] as well as the representation [111] corresponds to the eigenvalue 0 while the both
representations [21] correspond to the eigenvalue q2 + 1 + q−2. This gives the projector P21:
P21 =
(R1 −R2)2
q2 + 1+ q−2
. (4.28)
4The ordering of the factors is inessential both in (4.21) and (4.22) since all these factors commute.
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Together with (4.25), it also gives all the 4 projectors:
P3 =
(R1 + q
−1)
(
(q2 + 1 + q−2)− (R1 −R2)2
)
(q + q−1)(q2 + 1 + q−2)
,
P21 =
(R1 + q
−1)(R1 −R2)2
(q + q−1)(q2 + 1 + q−2)
,
P21 =
(q −R1)(R1 −R2)2
(q + q−1)(q2 + 1 + q−2)
,
P111 =
(q −R1)
(
(q2 + 1 + q−2)− (R1 −R2)2
)
(q + q−1)(q2 + 1 + q−2)
.
(4.29)
Torus products of the R-matrices. The question remains if there is a universal method to construct the
projectors onto arbitrary representations from the characteristic equations. It could be possible if one manages
to find a combination of the R-matrices with eigenvalues known for any representation and with enough many
different eigenvalues to distinguish all irreducible representations at the corresponding level. The obvious
candidate for such a combination is the product
R|Q| ≡
|Q|−1∏
i=1
R|Q|−i. (4.30)
This is the product of the R-matrices that appears when the torus knots are studied. It is known from the
Rosso-Jones formula that its eigenvalues are
λQ,j = q
κQ
|Q|ΛQ,j , j = 1 . . .NQ, (4.31)
where the coefficients ΛR,j are q independent numbers implicitly defined by the Adams rule [58]-[61]. These
coefficients are in fact roots of unity of the power |Q|, exp 2piik|Q| , and the multiplicity of each eigenvalue is
non-trivially defined by Q. Hence,
|λQ,j | = q
κQ
|Q| j = 1 . . .NQ. (4.32)
For such products of the R-matrices, sets of the eigenvalues corresponding to different representations do not
overlap up to the level |Q| = 5. Thus, the projectors onto all the irreducible representations with |Q| boxes
can be obtained from the single equation for R|Q|. This method stops working at the level |Q| = 6 where
κ411 = κ33 = 3 and additional equations are required. Besides that fact, the explicit formulae for them are
not known for arbitrary representation even when all the eigenvalues are different. One has either to extract
them from the Adams rule [58]-[61] or to straightforwardly calculate them for each |Q| as it is done in [86],[91].
Moreover even in the simplest cases these eigenvalues are quite complicated and include fractional powers of q
and roots of unity. Due to these problems it is not clear how to find the general answer for the projectors onto
arbitrary representations using the torus product R|Q|. Thus, we only provide several examples of using these
products. Since the |Q| = 2 is trivial (R2 = R1), we start from the case |Q| = 3: one has
F3(R2R1)F21(R2R1)F111(R2R1) ≡ (R2R1 − q2)
(
(R2R1)
2 +R2R1 + 1
)
(q2R2R1 − 1) = 0. (4.33)
The corresponding projectors onto symmetric and onto antisymmetric representations are constructed immedi-
ately:
P3 =
(
(R2R1)
2 +R2R1 + 1
)
(R2R1 − q−2)
(q4 + q2 + 1)(q2 − q−2) , P111 =
(R2R1 − q2)
(
(R2R1)
2 +R2R1 + 1
)
(q−2 − q2)(q−4 + q−2 + 1) .
(4.34)
But for the remaining representation, the simple construction like (4.22) gives the operator P ≡ (R2R1 −
q2)(q2R2R1 − 1) that does not satisfy the condition P 2 = const · P . Thus, it is not a projector even up to
a normalization but a linear operator that annihilates representations [3] and [111] and somehow rotates two
copies of representation [21]. To obtain the projector according to (4.23) one has to further decompose (4.33)
in the following way
(R2R1 − q2)(R2R1 − e 2pii3 )(R2R1 − e 4pii3 )(q2R2R1 − 1) = 0. (4.35)
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Then, P21 can be obtained as a sum
P21 =
(R2R1 − q2)(q2R2R1 − 1)
(e
2pii
3 − e 4pii3 )
(
R2R1 − e 4pii3
(e
2pii
3 − q2)(q2e 2pii3 − 1)−
R2R1 − e 2pii3
(e
4pii
3 − q2)(q2e 4pii3 − 1)
)
=
= − (R2R1 − q
2)(q2R2R1 − 1)(R2R1 + 1)
q4 + q2 + 1
.
(4.36)
The summands are rank one projectors onto each of the isomorphic representations [21], but these copies are not
[21], [21] of the standard basis (3.3) used in this paper. It can be shown using the properties of the R-matrices
described in Sec. 3.3 that all three answers for the projectors (4.16), (4.34,4.36) and (4.29) are equivalent.
In the case of |Q| = 4, the relevant product now includes three R-matrices:
R3 ≡ R3R2R1 (4.37)
and satisfy the characteristic equation
F4(R3)F31(R3)F22(R3)F211(R3)F1111(R3) = 0, (4.38)
where
F4(R3) = q
3 −R3, F31(R3) = (q +R3)(q2 +R23), F22(R3) = R23 − 1),
F211(q|R3) = F31(−q−1|R3), F1111(q|R3) = F4(−q−1|R3).
(4.39)
Hence, the entire characteristic equation is
(q3 −R3) · (q +R3)(q2 +R23) · (R23 − 1) · (1 − qR3)(1 + q2R23) · (1− q3R3) = 0, (4.40)
where the “·” separates factors corresponding to different irreducible representations. The projectors are con-
structed according to (4.22) and (4.23):
P4 =
∏
Qi⊢1
4
Qi 6=4
FQi(R3)
FQi(q
3)
=
(q +R3)(q
2 +R23)(R
2
3 − 1)(qR3 − 1)(q2R23 + 1)(q3R3 + 1)
q3(q2 + 1)(q12 − 1)(q16 − 1) ,
P31 =
∏
Qi⊢1
4
Qi 6=31
FQi (R3)

 R3+q2F ′41(−q) ∏
Qi⊢1
4
Qi 6=31
FQi (−q)
+ (R3+q)(R3+iq)F ′41(iq)
∏
Qi⊢1
4
Qi 6=31
FQi (iq)
+ (R3+q)(R3−iq)F ′41(−iq)
∏
Qi⊢1
4
Qi 6=31
FQi (−iq)

 =
=
(R3 − q3)(R23 − 1)(q8R23 − q4R23 +R23 − q5R3 + qR3 + q2)(qR3 − 1)(q2R23 + 1)(q3R23 + 1)
q3(q2 + 1)(q4 − 1)(q16 − 1) ,
P22 =
∏
Qi⊢1
4
Qi 6=22
FQi (R3)

 R3+1F ′22(1) ∏
Qi⊢1
4
Qi 6=22
FQi (1)
+ R3−1F ′22(−1)
∏
Qi⊢1
4
Qi 6=22
FQi (−1)

 =
=
(q3 −R3)(q +R3)(q2 +R23)(1 − qR3)(1 + q2R23)(1− q3R3)
(q4 − 1)2(q4 + q2 + 1) .
(4.41)
The same procedure can be repeated also for |Q| = 5 and |Q| = 7. However the method does not work
for |Q| = 6 and for the most of higher representations cases when there are different representations Q with
the same κQ. E.g., in the case |Q| = 6 such representations are [411] and [33]. This means that for such
representations eigenvalues of the torus product also coincide, namely |λ411| = |λ33| = q. Thus, the projectors
constructed using the described method do not distinguish these two representations. Indeed,
F411(R3) = (R
2
3 − q2)2(R23 − qR3 + q2)(R43 + q2R23 + q4),
F33(R3) = (R
2
3 − q2)(q2 − qR3 +R23). (4.42)
Since all the eigenvalues of the representation [33] are also the eigenvalues of the representation [411] even the
projector onto some particular copy of the representation [33] cannot be constructed from these formulae. This
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means that some other equations are needed. It would be natural to use the equations from the same series but
from lower levels, i.e., for |Q| ≤ 6, thus applying the already known answers for the projectors onto the lower
representations. Yet, it cannot be done straightforwardly with the torus products since the eigenvectors of R|Q|
are not in general the eigenvectors of R|Q|+1.
Link products of the R-matrices. Another class of R-matrix combinations that have eigenvalues known
in full generality, is the one we call link products,
Rn,mR
†
n,m =

 m∏
i=1
n∏
j=1
Rn+i−j



 n∏
i=1
m∏
j=1
Rm+i−j

 . (4.43)
These products emerge for the 2-strand links. If one places a representation of size n at the first strand
and of size m at the second one, then in the cabling procedure each pair RQ1Q2RQ2Q1 should be replaced with
product (4.43). As will be discussed in details in Sec. 6, such a product should satisfy the following characteristic
equation ∏
T1⊢1
m
T2⊢1
n
Q⊢1m+n
(
Rn,mR
†
n,m − q2κQ−2κT1−2κT2
)
= 0. (4.44)
This link product is more lengthy than the torus one but for some reasons is more convenient. First of all,
its eigenvalues are explicitly known for any number of strands and they are much simpler than the ones of the
torus product since they are just integer powers of q. Also the standard basis (3.3) used in this paper gives an
eigenvectors of such product. These facts allows one to construct a recursive procedure to obtain the projectors.
The simplest case is when T1 = [1]. Then R1,|T2| is just a torus product:
R1,|T2|R
†
1,|T2|
≡ R|T2|R†|T2|. (4.45)
As before we will start with some examples and discuss the generalization possibilities afterwards. In the case
of |Q| = 2, the characteristic equation is a quite simple deformation of its analog given above:
F2 = R2R
†
2 − q2κ2 = R2R†2 − q2,
F11 = R2R
†
2 − q2κ11 = R2R†2 − q−2
⇓
F2F11 =
(
R2R
†
2 − q2
)(
R2R
†
2 − q−2
)
= 0.
(4.46)
It gives the following projectors
P2 =
(
R2R
†
2 − q−2
)
q2 − q−2 , P11 =
(
R2R
†
2 − q2
)
q−2 − q2 .
(4.47)
This answer can be transformed into the answer (4.26) obtained using the previous methods using that R2R
†
2 =
R21 =
(
q − q−1)R1 + 1.
In the first non-trivial case of |Q| = 3, the characteristic equation looks like
F3 = R3R
†
3 − q2κ3−2κ2 = R3R†3 − q4,
F21 =
(
R3R
†
3 − q2κ21−2κ3
)(
R3R
†
3 − q2κ21−2κ111
)
=
(
R3R
†
3 − q−2
)(
R3R
†
3 − q2
)
,
F111 = R3R
†
3 − q2κ111−2κ11 = R3R†3 − q−4
⇓
F3F21F111 =
(
R3R
†
3 − q4
)(
R3R
†
3 − q−2
)(
R3R
†
3 − q2
)(
R3R
†
3 − q−4
)
= 0.
(4.48)
The rank one projectors onto symmetric and antisymmetric representations are
P3 = P
(3)
q4 =
(
R3R
†
3 − q−2
)(
R3R
†
3 − q2
)(
R3R
†
3 − q−4
)
(q4 − q−2) (q4 − q2) (q4 − q−4) ,
P111 = P
(3)
q−4 =
(
R3R
†
3 − q4
)(
R3R
†
3 − q−2
) (
q−4 − q2)
(q−4 − q4) (q−4 − q−2) (q−4 − q2) ,
(4.49)
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where P
(m)
λ denotes the projector onto the eigenvalue λ obtained from the m-strand equation. The remaining
projector is of the rank two; it is obtained as the sum of the two rank one projectors:
P21 = P
(3)
q2 + P
(3)
q−2 =
=
(
R3R
†
3 − q4
)(
R3R
†
3 − q−2
)(
R3R
†
3 − q−4
)
(q2 − q4) (q2 − q−2) (q2 − q−4) +
(
R3R
†
3 − q4
)(
R3R
†
3 − q2
)(
R3R
†
3 − q−4
)
(q−2 − q4) (q−2 − q2) (q−2 − q−4) =
= −
(
R3R
†
3 − q4
)(
R3R
†
3 − q−4
)(
R3R
†
3 − q2 − q−2
)
(q − q−1)(q3 − q−3) .
(4.50)
For |Q| = 4, the characteristic equation is
F4 = R4R
†
4 − q2κ4−2κ3 = R4R†4 − q6,
F31 =
(
R4R
†
4 − q2κ31−2κ3
)(
R4R
†
4 − q2κ31−2κ21
)2
=
(
R4R
†
4 − q−2
)(
R4R
†
4 − q2
)2
,
F22 =
(
R4R
†
4 − q2κ22−2κ21
)2
=
(
R4R
†
4 − 1
)2
,
F211 =
(
R4R
†
4 − q2κ211−2κ21
)2 (
R4R
†
4 − q2κ211−2κ111
)
=
(
R4R
†
4 − q2
)(
R4R
†
4 − q2
)−2
,
F1111 = R4R
†
4 − q2κ4−2κ3 = R4R†4 − q−6
⇓
F4F31F22F211F1111 =
(
R4R
†
4 − q6
)(
R4R
†
4 − q2
)(
R4R
†
4 − q−2
)(
R4R
†
4 − 1
)(
R4R
†
4 − q−6
)
= 0.
(4.51)
In this case, the single equation is not enough to find all the projectors since there are different irreducible rep-
resentations with the same set of eigenvalues. Namely, representations [31] and [211] both have two eigenvalues
equal to q±2. This can be resolved using the observation that each factor in (4.51) corresponds to a certain
path, i.e., to a certain sequence of irreducible representations at the previous levels. For example, in F31 the
double factor with q2 corresponds to the pair of paths [1] → α → [21] → [31], where α = [2] or [11], and the
factor with q−2 corresponds to the path [1]→ [2] → [3]→ [31], in F211 factor with q2 corresponds to the path
[1] → [11] → [21] → [31] and double factor with q−2 corresponds to the pair of paths [1] → α → [21] → [211],
where α = [2] or [11]. This means that one can find the sought projectors using the already constructed
projectors onto representations of the preceding levels:
P31 = P
(4)
q−2P3 + P
(4)
q2 P21 =
=
(
R4R
†
4 − q6
)(
R4R
†
4 − 1
)(
R4R
†
4 − q−6
)
(q4 − q−4)(q2 − q−2)2(q − q−1)
(
q3
(
R4R
†
4 − q2
)
P3 + q
−3
(
R4R
†
4 − q−2
)
P21
)
,
P211 = P
(4)
q−2P21 + P
(4)
q2 P111 =
=
(
R4R
†
4 − q6
)(
R4R
†
4 − 1
)(
R4R
†
4 − q−6
)
(q4 − q−4)(q2 − q−2)2(q − q−1)
(
q3
(
R4R
†
4 − q2
)
P21 + q
−3
(
R4R
†
4 − q−2
)
P111
)
.
(4.52)
All the other projectors can be constructed as before
P4 = P
(4)
q6 =
(
R4R
†
4 − q6
)(
R4R
†
4 − q2
)(
R4R
†
4 − q−2
)(
R4R
†
4 − 1
)(
R4R
†
4 − q−6
)
(q6 − q2) (q6 − q−2) (q6 − 1) (q6 − q−6) ,
P22 = P
(4)
1 =
(
R4R
†
4 − q6
)(
R4R
†
4 − q2
)(
R4R
†
4 − q−2
)(
R4R
†
4 − q−6
)
(1− q6) (1− q2) (1− q−2) (1− q−6) ,
P1111 = P
(4)
q−6 =
(
R4R
†
4 − q6
)(
R4R
†
4 − q2
)(
R4R
†
4 − q−2
)(
R4R
†
4 − 1
)
(q−6 − q6) (q−6 − q2) (q−6 − q−2) .
(4.53)
Arbitrary representations. In principle, the set of equations for the link products R|Q|R
†
|Q| is enough to
construct a projector onto any representation. If for example a representationQ was made from a representation
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T by adding one box with the coordinates (i, j) to the Young diagram, then κQ = κT + j − i. Thus, for any
T , all the Q obtained in this way have different κQ. If the representations Q are chosen as eigenvectors of
R|Q|R
†
|Q|, then the projectors can be constructed from the equation∏
i,j
(
PTR|Q|R
†
|Q|PT − q2j−2i
)
= 0, (4.54)
and have the form
PQ=T∪(k,l) =
∑
i,j
∏
(i,j) 6=(k,l)
PTR|Q|R
†
|Q|PT − q2j−2i
q2l−2k − q2j−2i =
∑
i,j
∏
(i,j) 6=(k,l)
R|Q|R
†
|Q| − q2j−2i
q2l−2k − q2j−2i PT , (4.55)
where all the products are calculated over all additions of the box (with the coordinates (i, j)) to the Young
diagram T that again yield a Young diagram. This formula gives the projector onto the entire space of the
representations Q simultaneously arising in the decompositions of 1|Q| and 1 ⊗ T . To obtain the projector
onto one of representations Q in the decomposition of 1|Q|, one has to substitute the projector onto one of
representations T in the decomposition of 1|T | for PT . In contrast, to obtain the projector onto the entire space
of representations Q in the decomposition of 1|Q|, one has to take the sum over all possible T :
PQ =
∑
T : |T |=|Q|−1
PQ=T∪(k,l). (4.56)
The presented formulae give a recursive procedure to construct a projector onto any representation.
4.2.4 (Anti-)symmetric representations.
The method described in the previous sections allows one in principle to find any projector but it is not clear how
to write the general formula. Nevertheless such formula can be written for the simplest class of representations,
namely for the symmetric ones. These projectors have the form
P[r] = P[r−1]

1 + k∑
j=1
qj
j∏
i=1
Rk−i+1

 = k=1∏
r−1

1 + k∑
j=1
qj
j∏
i=1
Rk−i+1

 (4.57)
or
P[r] =
r!∑
k=1
qlkΞk, (4.58)
where the sum is over all r! basis elements Ξk (see (3.11)) of the polynomial ring and lk is the number of
R-matrices in the Ξk.
5 Framing in the cabling procedure
The R-matrices are defined up to a common factor because it would not affect the Yang-Baxter equation. This
common factor can be chosen differently thus changing the answer for the HOMFLY polynomials.
From the standpoint of the Chern-Simons theory, the Wilson loop should correspond to the framed knot [17],[100]
and the common factor depends on the framing of the knot. Hence, the choices of the common factors are called
framings. It can be shown that the different framings should differ by the factor with qκT+
N|T |
2 [48].
The framing can be chosen in different ways. One common choice comes from the representation theory
where the eigenvalues ofR-matrix are equal to qκQ−N|Q|2 −κT1+N|T1|2 −κT2+N|T2|2 , whereQ describes corresponding
irreducible representation and T1 and T2 describe the two crossing representations (i.e., this is the eigenvalue
corresponding to the irreducible representation Q in the decomposition of T1⊗T2 thus actually |Q| = |T1|+ |T2|
so there is no N in this framing). This gives the eigenvalues q and −q−1 for the fundamental R-matrix and q4,
−1 and q−2 for those in the representation [2]. This framing is said to be vertical, and the cabling procedure in
it gives the same answers as in a direct calculations in terms of colored R-matrices.
Another framing should be chosen in order to provide the topological invariance (this framing was used,
e.g., in [86]-[89] to evaluate knot polynomials). In this case, the eigenvalues of R-matrices are qκQ−4κTA−|T | =
qκQ−4κT−N |T | (T1 = T2 = T ). This framing gives the eigenvalues
q
A and − 1qA for the fundamental representa-
tions and q
2
A2 ,
1
A2q2 and
1
A2q4 for representation [2].
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The topological framing is considered only in the case T1 = T2, which corresponds to the sense of this
framing. The topological framing is required to get the same polynomials for all braids representing a given
knot, and, generally speaking, having different number of crossings. Precisely this is achieved by special choice
of the common factor (presented above). If two strands carry different representations, then they necessarily
belong to different components of the link. The algebraic number of crossings between different components
of the link ia a topological invariant, i.e., it cannot be changed by any smooth transformations [100]. Hence,
the topological framing must not include any factors for the crossings between different components of the link.
The case where the different components carry the same representation is not an exception: in the topological
framing, only self-crossings of connection components contribute.
6 Cabling for two-strand knots
In the case of two-strand knots, the colored HOMFLY are known in any representation because only diagonal
R-matrices are needed to calculate them. Thus, the 2-strand case is useful as a consistency check for the
formulae for projectors and for eigenvalues of the R-matrices in different representations. The general formula
is
H
T [2,n]
T1T2
= TrT1⊗T2
(
(RT1T2RT2T1)
n
2
)
=
1
qnκT1+nκT2
∑
Qi⊢T1⊗T2
(±qκQi )nNQiT1T2S∗Qi , (6.1)
where qκQ are eigenvalues of the 2-strand R-matrix described in Sec. 3.1, and the sum is over all irreducible
representations Qi in the expansion of the tensor product T1⊗T2, their multiplicities are NQiT1T2 . The coefficient
in front of the sum gives the answer corresponding to the vertical framing (see Sec. 5).
The cabling procedure gives the formula
H
T [2,n]
T1T2
= Tr1⊗(|T1|+|T2|)

PT1T2

 T2∏
i=1
T1∏
j=1
R|T1|+i−j
T1∏
i=1
T2∏
j=1
R|T2|+i−j


n
2

 . (6.2)
It is necessary to separate two cases: the two-strand links and the two-strand knots. Study of the links
allows to find the form of eigenvalues for different representations on different components of the links, what
can not be done while studying the knots. On the other side, since the 2-strand links always have even number
of crossings the signs of the eigenvalues cannot be found using the cabling procedure for the links, for this
2-strand knots are needed.
6.1 Two-strand links
In this case, there are two R-matrices, namely RT1T2 and RT2T1 , which are different from the operator point of
view since they act on different spaces:
RT1T2 : T1 ⊗ T2 → T2 ⊗ T1, RT2T1 : T2 ⊗ T1 → T1 ⊗ T2. (6.3)
But their matrices coincide up to transposition: RT1T2 = R†T2T1 . The answer (6.1) in the case of links with 2n
crossings can be rewritten as
H
T [2,2n]
T1T2
=
(
qκT1+κT2
)−2n ∑
Qi⊢T1⊗T2
NQiT1T2q
2nκQiS∗Qi =
∑
Qi⊢T1⊗T2
H
[2,2n]
T1T2|Qi
S∗Qi . (6.4)
It is impossible to find the signs of eigenvalues using the cabling procedure for the 2-strand links since all the
powers of the eigenvalues in this formula are even.
This answer can be reproduced using the cabling procedure even at the level of the coefficients H
[2,2n]
T1Q2|Qi
in
the character expansion for the HOMFLY polynomial:5
H
T [2,2n]
T1T2|Qi
= NQiT1T2q
2nκQi−2nκT1−2nκT2 . (6.5)
For the answers obtained using the cabling procedures, both the level-rank duality (T˜ here denotes the
representation with the transposed T diagram)
H
T [2,2n]
T1T2|Qi
(q) = H
T [2,2n]
T˜1T˜2|Q˜i
(−q−1) , (6.6)
5It suffices to verify this equality for 2 ≤ 2n ≤ min(rank PT1 , rank PT2 )
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and the symmetry under permutation of the representations
H
T [2,2n]
T2T1|Qi
= H
T [2,2n]
T1T2|Qi
(6.7)
hold. These properties are described, e.g., in [86],[87]. They hold since NQiT1T2 = N
Qi
T2T1
= N Q˜i
T˜1T˜2
and κQ = −κQ˜.
It can also be checked that the answers would be the same no matter which copies of irreducible representations
T1 and T2 from the decomposition of 1
⊗|T1|+|T2| have been chosen.
The absolute values of the eigenvalues of the colored R-matrices are listed in Appendix B. The multiplicities
of different irreducible representations can be found in a very simple way from representation theory using the
following relation for the characters:
ST1ST2 =
∑
Qi⊢T1⊗T2
NQiT1T2SQi . (6.8)
For example,
S31S31 = S62 + S611 + S53 + 2S521 + S5111 + S44 + 2S431 + S422 + S4211 + S332 + S3311. (6.9)
Most of the representations that we studied had trivial multiplicities 0 or 1. Non-trivial multiplicities for the
2-strand knots and links start to appear for size 3 of representations. The list of all representations with
non-trivial multiplicities for the representations T1 and T2 of sizes 3 and 4 is given in Appendix B.
The decomposition of 1⊗|T1|+|T2| includes some irreducible representations that do not appear in the de-
composition of the T1 ⊗ T2. Thus, for all such representations the cabling procedure should somehow give zero
coefficients. Since we place the projectors described in Sec. 4.1 on each side of each R-matrix it means that
all the representations that do not appear in the decomposition of T1 ⊗ 1⊗|T2| automatically vanish. It appears
that the remaining parts of R-matrices are still degenerate so that all representations that do not appear in
1⊗|T1| ⊗ T2 also disappear as they should.
6.2 Two-strand knots
As was already mentioned, the study of the cabling procedure for 2-strand knots allows one to find not only
the absolute values of the eigenvalues of the colored R-matrix but also their signs. The drawback is that only
the cases where T1 = T2 (since the strand in the knot can carry only one representation) can be studied. Using
cabling methods it can be checked that in all multiplicity free cases (we checked this up to |T1| = |T2| ≤ 4) the
eigenvalues of the colored 2-strand R-matrix satisfy the following rule:
Eigenvalue with the maximal power of q comes with the sign plus, the eigenvalue with the next to the maximum
power comes with the sign minus, the next one with the sign plus, etc.
This rule was used, e.g., in [89]. The problems with this rule arise when there appear multiplicities in decom-
position of the product of two representation. The simplest examples of such multiplicities are:
[21]× [21] = [42] + [411] + [33] + 2 [321] + [3111] + [222] + [2211]. (6.10)
with the eigenvalues evaluated by the cabling procedure
q5, −q3, −q3, 1, −1, q−3, q−3, −q−5, (6.11)
and
[31]× [31] = [62] + [611] + [53] + 2 [521] + [5111] + [44]+
+2 [431] + [422] + [4211] + [332] + [3311]
(6.12)
with the eigenvalues evaluated by the cabling procedure
q10, −q8, −q6, q3, −q3, 1, q4, 1, −1, q−2, −q−4, −q−4, q−6. (6.13)
Thus, the general rule for the choice of signs in the 2-strand R-matrix is not clear.
The results for the R-matrix eigenvalues evaluated by the cabling procedure are presented in Appendix B
for all representations up to the level 4.
As a check, one can substitute the calculated eigenvalues into formula (6.1) and make sure that the following
two properties of the colored HOMFLY are satisfied. First, these HOMFLY should indeed be polynomials.
Second, polynomial of the 2-strand knot with only one crossing should be equal to polynomial of the unknot up
to the framing coefficient. Indeed, such a knot is transformed into the unknot by the first Reidemeister move.
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Thus, the eigenvalues should satisfy the following equations6:
S∗R =
∑
λQS
∗
Q,
∑
(λQ)
2n+1S∗Q
... S∗R.
(6.14)
These requirements seem to fix all the signs, but it is not clear how to find the signs from these equations.
7 Cabling for three- and four-strand knots
7.1 Three-strand knots
Results for the 3-strand knots in representations [2] and [11] were obtained in [87]. These results can be evaluated
also using the cabling methods. To evaluate these answers one should replace each colored R-matrix in the
3-stand braid with a following product of the fundamental ones in the 6-strand braid:
R(12⊗12)⊗12 = R2R1R3R2, R12⊗(12⊗12) = R4R3R5R4. (7.1)
Then the projectors onto the corresponding representations should be inserted. As was already explained
in Sec. 4 any number of projectors but not less than one per component can be inserted and any form of
those described in Sec. 4 can be used. The most convenient way to simplify the calculations is to use the path
description of the projectors and to insert two of them for eachR-matrix, surrounding each of combinations (7.1)
with them.
In the case of level 3 representations, i.e., [3], [21], and [111], the 3-strand braid should be replaced with the
fundamental 9-strand braid with the following replacement for the R-matrices:
R(13⊗13)⊗13 = R3R2R1R4R3R2R5R4R3, R13⊗(13⊗13) = R6R5R4R7R6R5R8R7R6. (7.2)
All the needed projectors are described in Sec. 4. The HOMFLY polynomials for 3-strand knots in representa-
tions [3] and [111] were provided in [89] thus in the present paper we provide only the results for representation
[21], see Appendix C.
This procedure can be repeated for higher representations but a higher computational power is needed.
7.2 Four-strand knots
For the 4-strand knots the scheme is the same as for the 3-strand knots. For representations [2] and [11] the
colored R-matrices should be replaced with the following fundamental ones:
R(12⊗12)⊗12⊗12 = R2R1R3R2, R12⊗(12⊗12)⊗12 = R4R3R5R4, R12⊗12⊗(12⊗12) = R6R5R7R6.
(7.3)
In addition, the corresponding projectors in Sec. 4 should be inserted. The HOMFLY polynomials of the 4-
strand knots for the level-two representations are provided in Appendix D. This procedure can be repeated for
higher representations.
8 Multicolored three-strand links
The colored links are much more involved than the colored knots since they have several components and
different representations can be placed on each of these components. The links with all the components of the
same color are evaluated in the same way as the colored knots thus we will concentrate on the multicolored links
in this section. Another property, which even fundamental knots and links possess, is an orientation. There
is only one possible orientation for the knots (in fact two but they pass into each other under a symmetry
transformation), but in the case of links different components can have different relative orientation. The
orientation is automatically accounted for when the braid representation is used since differently oriented links
have different braid representations. Also it is important to note that the HOMFLY polynomials for the links
are in fact not polynomials, there is always some denominator dependent on the studied representations.
In the present section, we provide the simplest and mostly known examples to illustrate the approach that
is used.
6The first equation is valid only in the topological framing (see Sec. 5).
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8.1 Colored R-matrices approach
The main problem with the calculations following the Reshetikhin-Turaev approach in this case is the following
one. If all strands in the braid are of the same color, then all the R-matrices are labeled by the ordinal numbers
of the strands crossing, namely, Rk corresponds to the crossing of k-th and k+1-th strands of the braid. Unlike
that, the R-matrices for the multicolored braid are labeled both by the strands which cross, and by their colors
(see the concrete examples in the below). Also one should take into account that R-matrices includes the
permutation operators and thus change the placement of representation on the strands, i.e:
RT1...(TiTi+1)...Tm−1 : T1 ⊗ . . . (Ti ⊗ Ti+1) . . . Tm−1 → T1 ⊗ . . . (Ti+1 ⊗ Ti) . . . Tm−1,
UT1...(Ti−1TiTi+1)...Tm−1 : T1 ⊗ . . .
(
(Ti−1 ⊗ Ti)⊗ Ti+1
)
. . . Tm−1 → T1 ⊗ . . .
(
Ti−1 ⊗ (Ti ⊗ Ti+1)
)
. . . Tm−1.
(8.1)
With help of the rule (8.1), one can find all possible sequences of R-matrices that appear in a given multicolored
braid.
The eigenvalues of the R-matrices are known: they are the same as for the diagonal R-matrix described in
Sec. 3.1 and are equal to RT1T2|Q = ±qκQ−κT1−κT2 in the vertical framing. The signs are essential only for
crossings of stands in the same representation strands since the number of the crossings between every pair of
strands in different representations is always even. In the considered examples, these signs simply alternate in
each R-matrix, i.e., the eigenvalue with the highest power of q has the sign plus, the next one the size minus
etc. The non-diagonal matrices can be constructed from the diagonal ones with the help of Racah matrices [86],
which can be evaluated using the methods of representation theory [99].
We consider three particular examples of the multicolored links, they are [1] ⊗ [1]⊗ [2], [1] ⊗ [2] ⊗ [2], and
[1]⊗ [2]⊗ [3]. In all these cases, representation theory of the SUq(2) group is enough to find the Racah matrices.
8.2 The case [1]⊗ [1]⊗ [2]
Calculations using the colored R-matrices. The tensor product of the representations is decomposed as
[1]⊗ [1]⊗ [2] = [4] + 2 [31] + [22] + [211]. (8.2)
For the singlets there are no mixing matrices and the corresponding components of the R-matrices are entirely
described by their eigenvalues:
R(1⊗2)⊗1|4 = R(2⊗1)⊗1|4 = R1⊗(1⊗2)|4 = R1⊗(2⊗1)|4 = qκ3−κ2 = q2,
R(1⊗2)⊗1|22 = R(2⊗1)⊗1|22 = R1(12)|22 = R1⊗(2⊗1)|22 = qκ21−κ2 = −q−1,
R(1⊗2)⊗1|211 = R(2⊗1)⊗1|211 = R1⊗(1⊗2)|211 = R1⊗(2⊗1)|211 = qκ21−κ2 = −q−1,
R(1⊗1)⊗2|4 = R2⊗(1⊗1)|4 = qκ2 = q,
R(1⊗1)⊗2|22 = R2⊗(1⊗1)|22 = qκ2 = q,
R(1⊗1)⊗2|211 = R2⊗(1⊗1)|211 = −qκ11 = −q−1.
(8.3)
For the doublets both the diagonal and the non-diagonal R-matrices are needed, the latter being calculated
with help of the mixing matrices. The doublet components of the diagonal R-matrices are
R(1⊗1)⊗2|31 =
(
qκ2
−qκ11
)
=
(
q
−q−1
)
,
R(1⊗2)⊗1|31 = R†(2⊗1)⊗1|31 =
(
qκ3−κ2
−qκ21−κ2
)
=
(
q2
−q−1
)
.
(8.4)
The mixing matrices evaluated using the representation theory for the group SUq(2) are
7:
U1⊗2⊗1|31 =

 1[3]q
√
[2]q [4]q
[3]q√
[2]q [4]q
[3]q
− 1[3]q

 , U1⊗1⊗2|31 = U2⊗1⊗1|31 =


1√
[3]q
√
[4]q
[2]q [3]q√
[4]q
[2]q [3]q
− 1√
[3]q

 . (8.5)
7See, e.g., [86] for the detailed derivation of the Racah matrices from representation theory.
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This gives the following non-diagonal R-matrices:
R2⊗(1⊗1)|31 = U2⊗1⊗1|31
(
q
−q−1
)
U†2⊗1⊗1|31 =

 1q3[3]q
√
[2]q [4]q
[3]q√
[2]q [4]q
[3]q
− q3[3]q

 ,
R1⊗(1⊗2)|31 = R†1⊗(2⊗1)|31 = U1⊗1⊗2|31
(
q2
−q−1
)
U†1⊗2⊗1|31 =

 −
1
q
√
[3]q
q
√
[4]q√
[2]q[3]q√
[4]q√
[2]q [3]q
q3√
[3]q

 .
(8.6)
To give an illustrative example of how to deal with the multicolored links, we compute the HOMFLY
polynomials for several simplest 2-component 3-strand links in the representation [1]⊗ [1]⊗ [2]. If one studies
such links then the 2-strand component should carry the fundamental representation and the 1-strand component
should carry the representation [2]. The simplest link of this type is the 3-strand representation of the pair of
spit unknots, which has the braid word σ1. Then the HOMFLY in the vertical framing is equal to
H©
2
1⊗2 = Tr1⊗1⊗2R(1⊗1)⊗2 = qS∗4 + (q − q−1)S∗31 + qS∗22 − q−1S∗211 = S∗1S∗2 . (8.7)
Next in simplicity example is the 3-strand version of the torus link T [2, 4] with the braid word σ1σ2σ1σ2σ1
or σ2σ1σ1σ2σ1 The corresponding HOMFLY is
H
T [2,4]
2⊗1⊗1 = Tr2⊗1⊗1R(2⊗1)⊗1R1⊗(2⊗1)R(1⊗1)⊗2R1⊗(1⊗2)R(1⊗2)⊗1 = q9S∗4 +(q−q3)S∗31+q3S∗22−q−5S∗311. (8.8)
This answer coincides with the one for the 2-strand version of the same link (if the topological framing is used,
which differs from the vertical one by factor of A−1):
A−1H
T [2,4]−3strand
2⊗1⊗1 = H
T [2,4]−2strand
1⊗2 = q
4κ3−8κ2S∗3 + q
4κ21−8κ2S∗21 = q
8S∗3 + q
−4S∗21. (8.9)
The simplest non-torus 3-strand 2-component link is 521 or the Whitehead link
8 with the braid word
σ−11 σ2σ
−1
1 σ2σ
−1
1 . It differs from the torus link T [2, 4] by inverting all R-matrices acting on the first pair of
strands. The HOMFLY polynomial is given by the following formula:
H
521
2⊗1⊗1 = Tr2⊗1⊗1R−1(2⊗1)⊗1R1⊗(2⊗1)R−1(1⊗1)⊗2R1⊗(1⊗2)R(1⊗2)⊗1 =
= q−1S∗4 + (−q7 + q5 + q3 − 2 q + 2 q−1 − q−3 − q−5 + q−7)S∗31 + q−1S∗22 − qS∗221 =
=
S∗2
q2 − 1
(
(−q3 + q−1 − q−3)A−2+
+(q7 − q5 − q3 + 3 q − q−1 − q−3 + q−5) + (−q5 + q3 + q − q−1)A2
)
.
(8.10)
Calculations using the cabling procedure. To perform the calculations of the same polynomials in the
cabling approach the coloredR-matrices should be substituted by the corresponding products of the fundamental
ones, in this case in the 4-strand braid (since 1 + 1 + 2 = 4):
R(1⊗1)⊗2 → R1,
R(1⊗2)⊗1 = R†(2⊗1)⊗1 → R2R1,
R1⊗(1⊗2) = R†1⊗(2⊗1) → R3R2,
R2⊗(1⊗1) → R3.
(8.11)
with the corresponding substitution for the inverse crossings
R−1(1⊗1)⊗2 → R−11 ,
R−1(1⊗2)⊗1 = R†(2⊗1)⊗1 → R−12 R−11 ,
R−11⊗(1⊗2) = R†1⊗(2⊗1) → R−13 R−12 ,
R−12⊗(1⊗1) → R−13 .
(8.12)
8The Rolfsen notation of a link cn
k
generalizes the Rolfsen notation ck of a knot. In this notation, c is the crossing number, i.e.,
is the minimal number of the intersections in the planar diagram of the knot or link and n is the number of components.
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In addition, the projector should be inserted. Depending on the place where the projector is put and on the
used placement of the representations, one can use one of the three projectors9
P2⊗1⊗1 =
1 + qR1
1 + q2
, P1⊗2⊗1 =
1 + qR2
1 + q2
, P1⊗1⊗2 =
1 + qR3
1 + q2
. (8.13)
The answers for particular links can be obtained by applying relations (8.11) and (8.13) to the braid word and
then evaluating the HOMFLY for the resulting fundamental braids. The answers obtained in this way coincide
with the ones obtained using the colored R-matrices.
In the case of split union of two unknots with the braid word σ1 (the 3-strand representation is implied),
the HOMFLY obtained using the cabling procedure is equal to
H©
2
1⊗2 = Tr14 P1⊗1⊗2R1 = qS
∗
4 + (q − q−1)S∗31 + qS∗22 − q−1S∗211 = A S∗1S∗2 . (8.14)
The torus link T [2, 4] in the 3-strand representation has the HOMFLY polynomial
H
T [2,4]−3strand
2⊗1⊗1 = Tr14 P2⊗1⊗1R1R2 · R2R3 ·R1 · R3R2 ·R2R1 =
= q9S∗4 + (q − q3)S∗31 + q3S∗22 − q−5S∗311 = AHT [2,4]−2strand1⊗2 .
(8.15)
Finally, for the Whitehead link, the answer obtained by the cabling procedure is
H
521
2⊗1⊗1 = Tr2⊗1⊗1 P2⊗1⊗1R
−1
1 R
−1
2 · R2R3 ·R−11 ·R3R2 · R2R1 =
= q−1S∗4 + (−q7 + q5 + q3 − 2 q + 2 q−1 − q−3 − q−5 + q−7)S∗31 + q−1S∗22 − qS∗221.
(8.16)
8.3 The case [2]⊗ [2]⊗ [1]
Calculations using the colored R-matrices. The tensor product of representations in this case decomposes
as
[2]⊗ [2]⊗ [1] = [5] + 2 [41] + 2 [32] + [311] + [221]. (8.17)
The singlet components of the colored R-matrices are
R(1⊗2)⊗2|5 = R(2⊗1)⊗2|5 = R2⊗(1⊗2)|5 = R2⊗(2⊗1)|5 = qκ3−κ2 = q2,
R(1⊗2)⊗2|311 = R(2⊗1)⊗2|311 = R2⊗(1⊗2)|311 = R2⊗(2⊗1)|311 = qκ21−κ2 = −q−1,
R(1⊗2)⊗2|221 = R(2⊗1)⊗2|221 = R2⊗(1⊗2)|221 = R2⊗(2⊗1)|221 = qκ21−κ2 = −q−1,
R(2⊗2)⊗1|5 = R1⊗(2⊗2)|5 = qκ4−2κ2 = q4,
R(2⊗2)⊗1|311 = R1⊗(2⊗2)|311 = −qκ31−2κ2 = −1,
R(2⊗2)⊗1|221 = R1⊗(2⊗2)|221 = qκ22−2κ2 = q−2.
(8.18)
The doublet components of the diagonal colored R-matrices in this case are:
R(1⊗2)⊗2|41 = R(1⊗2)⊗2|32 = R†(2⊗1)⊗2|41 = R†(2⊗1)⊗2|32 =
(
qκ3−κ2
−qκ21−κ2
)
=
(
q2
−q−1
)
,
R(2⊗2)⊗1|41 =
(
qκ4−2κ2
−qκ31−2κ2
)
=
(
q4
−1
)
,
R(2⊗2)⊗1|32 =
(−qκ31−2κ2
qκ22−2κ2
)
=
(−1
q−2
)
.
(8.19)
9As was described in Sec. 4 different placements of the projectors and different numbers of projectors can be used. In calculations
here, we use the projector placed at the beginning of the braid.
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The corresponding Racah matrices are
U2⊗2⊗1|41 = U1⊗2⊗2|41 =


√
[2]q
[3]q[4]q
√
[2]q[5]q
[3]q[4]q√
[2]q[5]q
[3]q[4]q
−
√
[2]q
[3]q [4]q

 ,
U2⊗2⊗1|32 = U1⊗2⊗2|32 =


1√
[3]q
√
[4]q
[2]q [3]q√
[4]q
[2]q[3]q
− 1√
[3]q

 ,
U2⊗1⊗2|41 =

 [2]q[3]q
√
[5]q
[3]q√
[5]q
[3]q
− [2]q[3]q

 , U2⊗1⊗2|32 =

 1[3]q
√
[2]q [4]q
[3]q√
[2]q [4]q
[3]q
− 1[3]q

 .
(8.20)
This gives the following doublet components of the non-diagonal colored R-matrices:
R2⊗(1⊗2)|41 = R†2⊗(1⊗2)|41 = U2⊗1⊗2|41
(
q2
−q−1
)
U†2⊗2⊗1|41 =

 −
√
[2]q
q3
√
[3]q [4]q
q
√
[2]q[5]q√
[3]q[4]q√
[2]q [5]q√
[3]q [4]q
q4
√
[2]q√
[3]q[4]q

 ,
R2⊗(1⊗2)|32 = R†2⊗(1⊗2)|32 = U2⊗1⊗2|32
(
q2
−q−1
)
U†2⊗2⊗1|32 =

 −
1
q2
√
[3]q
√
[4]q√
[2]q[3]q
q
√
[4]q√
[2]q[3]q
q3√
[3]q

 ,
R1⊗(2⊗2)|41 = U2⊗2⊗1|41
(
q4
−1
)
U†2⊗2⊗1|41 =

 − [2]qq[3]q q2
√
[5]q
[3]q
q2
√
[5]q
[3]q
q5[2]q
[3]q

 ,
R1⊗(2⊗2)|32 = U2⊗2⊗1|32
( −1
q−2
)
U†2⊗2⊗1|32 =

 1q4[3]q −
√
[2]q[4]q
q[3]q
−
√
[2]q [4]q
q[3]q
− q2[3]q

 .
(8.21)
As examples, we use the same links as in Sec. 8.2 with representation [2] on the 2-strand component and the
fundamental one on the 1-strand component.
For the split union of two unknots the colored R-matrices approach gives:
H©
2
1⊗2 = q
4S∗5 + (q
4 − 1)S∗41 + (q−2 − 1)S∗32 − S∗311 + q−2S∗221 = A2q2S∗1S∗2 . (8.22)
The factor A2q2 relates the vertical and the topological framings (see Sec. 5). For the 3-strand version of the
torus link T [2, 4] the answer is
HT [2,4]−3strand1⊗2⊗2 = Tr1⊗2⊗2R(1⊗2)⊗2R2⊗(1⊗2)R(2⊗2)⊗1R2⊗(2⊗1)R†(2⊗1)⊗2
= q12S∗5 + (q
2 − q6)S∗41 + (q2 − 1)S∗32 − q−4S∗311 + q−6S∗221 =
= A2q2H
T [2,4]−2strand
2⊗1 = A
2q2
(
q4κ3−8κ2S∗3 + q
4κ21−8κ2S∗21
)
= A2q10S∗3 +A
2q−2S∗21.
(8.23)
The Whitehead link gives the following HOMFLY polynomial:
H
521
1⊗2⊗2 = Tr1⊗2⊗2R−1(1⊗2)⊗2R2⊗(1⊗2)R−1(2⊗2)⊗1R2⊗(2⊗1)R†(2⊗1)⊗2 =
= q−4S∗5 + (−q6 + q4 + q2 − 2 + 2 q−4 − q−6 − q−8 + q−10)S∗41+
+(−q6 + q4 + q2 − 2 + 2 q−4 − q−6 − q−8 + q−10)S∗32 − S∗311 + q2S∗221 = A−1q−1H5
2
1
2⊗1⊗1,
(8.24)
i.e., the polynomials H
521
2⊗1⊗1 and H
521
1⊗2⊗2 are equal up to a factor. This factor appears due to the difference
between the vertical framing, which was used in these calculations, and the topological framing, which should
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give the same answers for these two polynomials. The relation H
521
2⊗1⊗1 = H
521
1⊗2⊗2 in the topological framing
should exist because using the Reidemeister moves the components of the Whitehead link can be exchanged.
One more consistency check is that the answer possess the factorization property [61],[105],[106] (see Sec. 11
for the details). When untied, both components of the Whitehead link are isomorphic to the unknots. This is
consistent with the fact that
H
521
1⊗2⊗2
S∗1S
∗
2
∣∣∣∣∣
q→1
= A−2. (8.25)
Calculations using the cabling procedure. The cabling procedure is analogous to the one in Sec. 8.2.
The colored R-matrices are substituted in the following way:
R(2⊗2)⊗1 −→ R2R1R3R2,
R(1⊗2)⊗2 = R†(2⊗1)⊗2 −→ R1R2,
R2⊗(1⊗2) = R†2⊗(2⊗1) −→ R3R4,
R1⊗(2⊗2) −→ R3R2R4R3.
(8.26)
For the inverse crossings the same products of the inverted R-matrices are substituted. The relevant projectors
are
P1⊗2⊗2 =
1 + qR2
1 + q2
· 1 + qR4
1 + q2
, P2⊗1⊗2 =
1 + qR1
1 + q2
· 1 + qR4
1 + q2
, P2⊗2⊗1 =
1 + qR1
1 + q2
· 1 + qR3
1 + q2
. (8.27)
The HOMFLY polynomial for the split union of two unknots is
H©
2
1⊗2 = Tr15 P2⊗2⊗1R1 = qS
∗
4 + (q − q−1)S∗31 + qS∗22 − q−1S∗211 = AS∗1S∗2 . (8.28)
For the 3-strand version of the torus link T 2,4 one has
HT [2,4]−3strand1⊗2⊗2 = Tr15 P1⊗2⊗2R1R2 · R3R4 · R2R1R3R2 · R4R3 ·R2R1 =
= q12S∗5 + (q
2 − q6)S∗41 + (q2 − 1)S∗32 − q−4S∗311 + q−6S∗221.
(8.29)
For the non-torus Whitehead link the HOMFLY polynomial is
H5211⊗2⊗2 = Tr1⊗2⊗2 P1⊗2⊗2R−11 R−12 · R3R4 ·R−12 R−11 R−13 R−12 ·R4R3 · R2R1 =
= q−4S∗5 + (−q6 + q4 + q2 − 2 + 2 q−4 − q−6 − q−8 + q−10)S∗41+
+(q8 − q6 − q4 + 2 q2 − 2 + q−2 + q−4 − q−6)S∗32 − S∗311 + q2S∗221.
(8.30)
These answers coincide with the ones obtained by the colored R-matrix calculations.
8.4 The case [1]⊗ [2]⊗ [3]
Calculations using the colored R-matrices. The tensor product of these representations decomposes as
[1]⊗ [2]⊗ [3] = [6] + 2 [51] + 2 [42] + [411] + [33] + [321]. (8.31)
30
The singlet components of the R-matrices are equal to
R(1⊗2)⊗3|6 = R(2⊗1)⊗3|6 = R3⊗(1⊗2)|6 = R3⊗(2⊗1)|6 = qκ3−κ2 = q2,
R(1⊗2)⊗3|411 = R(2⊗1)⊗3|411 = R3⊗(1⊗2)|411 = R3⊗(2⊗1)|411 = −qκ21−κ2 = −q−1,
R(1⊗2)⊗3|33 = R(2⊗1)⊗3|33 = R3⊗(1⊗2)|33 = R3⊗(2⊗1)|33 = qκ3−κ2 = q2,
R(1⊗2)⊗3|321 = R(2⊗1)⊗3|321 = R3⊗(1⊗2)|321 = R3⊗(2⊗1)|321 = −qκ21−κ2 = −q−1,
R(1⊗3)⊗2|6 = R(3⊗1)⊗2|6 = R2⊗(1⊗3)|6 = R2⊗(3⊗1)|6 = qκ4−κ3 = q3,
R(1⊗3)⊗2|411 = R(3⊗1)⊗2|411 = R2⊗(1⊗3)|411 = R2⊗(3⊗1)|411 = −qκ31−κ3 = −q−1,
R(1⊗3)⊗2|33 = R(3⊗1)⊗2|33 = R2⊗(1⊗3)|33 = R2⊗(3⊗1)|33 = −qκ31−κ3 = −q−1,
R(1⊗3)⊗2|321 = R(3⊗1)⊗2|321 = R2⊗(1⊗3)|321 = R2⊗(3⊗1)|321 = qκ31−κ3 = q−3,
R(2⊗3)⊗1|6 = R(3⊗2)⊗1|6 = R1⊗(2⊗3)|6 = R1⊗(3⊗2)|6 = qκ5−κ2−κ3 = q6,
R(2⊗3)⊗1|411 = R(3⊗2)⊗1|411 = R1⊗(2⊗3)|411 = R1⊗(3⊗2)|411 = −qκ41−κ2−κ3 = −q,
R(2⊗3)⊗1|33 = R(3⊗2)⊗1|33 = R1⊗(2⊗3)|33 = R1⊗(3⊗2)|33 = qκ32−κ2−κ3 = q−2,
R(2⊗3)⊗1|321 = R(3⊗2)⊗1|321 = R1⊗(2⊗3)|321 = R1⊗(3⊗2)|321 = qκ32−κ2−κ3 = q−2.
(8.32)
The doublet components of the diagonal R-matrices are
R(1⊗2)⊗3|51 = R(1⊗2)⊗3|42 = R†(2⊗1)⊗3|51 = R†(2⊗1)⊗3|42 =
(
qκ3−κ2
−qκ21−κ2
)
=
(
q2
−q−1
)
,
R(1⊗3)⊗2|51 = R(1⊗3)⊗2|42 = R†(3⊗1)⊗2|51 = R†(3⊗1)⊗2|42 =
(
qκ4−κ3
−qκ31−κ3
)
=
(
q3
−q−1
)
,
R(2⊗3)⊗1|51 = R†(3⊗2)⊗1|51 =
(
qκ5−κ2−κ3
−qκ41−κ2−κ3
)
=
(
q6
−q
)
,
R(2⊗3)⊗1|42 = R†(3⊗2)⊗1|42 =
(
qκ41−κ2−κ3
−qκ32−κ2−κ3
)
=
(
q
−q2
)
.
(8.33)
The corresponding Racah matrices are
U1⊗2⊗3|51 = U3⊗2⊗1|51 =


1√
[5]q
√
[2]q [6]q
[3]q [5]q√
[2]q [6]q
[3]q [5]q
− 1√
[5]q

 , U1⊗2⊗3|42 = U3⊗2⊗1|42 =

 [2]q[3]q
√
[5]q
[3]q√
[5]q
[3]q
− [2]q[3]q

 ,
U1⊗3⊗2|51 = U2⊗3⊗1|51 =


√
[2]q
[4]q [5]q
√
[3]q[6]q
[4]q [5]q√
[3]q [6]q
[4]q [5]q
−
√
[2]q
[4]q[5]q

 , U1⊗3⊗2|42 = U2⊗3⊗1|42 =


√
[2]q
[3]q[4]q
√
[2]q[5]q
[3]q[4]q√
[2]q[5]q
[3]q[4]q
−
√
[2]q
[3]q [4]q

 ,
U2⊗1⊗3|51 = U3⊗1⊗2|51 =


√
[2]q
[4]q
√
[6]q
[3]q [4]q√
[6]q
[3]q [4]q
−
√
[2]q
[4]q

 , U2⊗1⊗3|42 = U3⊗1⊗2|42 =


√
[2]q
[3]q [4]q
√
[2]q [5]q
[3]q [4]q√
[2]q [5]q
[3]q [4]q
−
√
[2]q
[3]q [4]q

 .
(8.34)
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This gives the following formulae for the doublet components of the non-diagonal R-matrices:
R3⊗(1⊗2)|51 = R†3⊗(2⊗1)|51 = U3⊗1⊗2|51
(
q2
−q−1
)
U†3⊗2⊗1|51 =

 −
√
[2]q
q4
√
[4]q [5]q
q
√
[3]q [6]q√
[4]q[5]q√
[3]q [6]q√
[4]q [5]q
q5
√
[2]q√
[4]q[5]q

 ,
R3⊗(1⊗2)|42 = R†3⊗(2⊗1)|42 = U3⊗1⊗2|42
(
q2
−q−1
)
U†3⊗2⊗1|42 =

 −
√
[2]q
q3
√
[3]q [4]q
√
[2]q [5]q√
[3]q [4]q
q
√
[2]q[5]q√
[3]q [4]q
q4
√
[2]q√
[3]q [4]q

 ,
R2⊗(1⊗3)|51 = R†2⊗(3⊗1)|51 = U2⊗1⊗3|51
(
q3
−q−1
)
U†2⊗3⊗1|51 =

 −
1
q3
√
[5]q
q2
√
[2]q[6]q√
[3]q [5]q√
[2]q[6]q√
[3]q[5]q
q5√
[5]q

 ,
R2⊗(1⊗3)|42 = R†2⊗(3⊗1)|42 = U2⊗1⊗3|42
(
q3
−q−1
)
U†2⊗3⊗1|42 =

 − 1q2[3]q q
√
[5]q
[3]q
q
√
[5]q
[3]q
q4
[3]q

 ,
R1⊗(2⊗3)|51 = R†1⊗(3⊗2)|51 = U1⊗2⊗3|51
(
q6
−q
)
U†1⊗3⊗2|51 =

 −
√
[2]q√
[4]q
q4
√
[6]q√
[3]q [4]q
q3
√
[6]q√
[3]q [4]4
q7
√
[2]q√
[4]q

 ,
R1⊗(2⊗3)|42 = R†1⊗(3⊗2)|42 = U1⊗2⊗3|42
(
q
−q2
)
U†1⊗3⊗2|42 =

 −
√
[2]q√
q4[3]q [4]q
√
[2]q [5]q√
[3]q [4]q√
[2]q [5]q
q
√
[3]q [4]q
q3
√
[2]q√
[3]q [4]q

 .
(8.35)
Now, let us provide several examples of computation of the HOMFLY polynomials for the simplest 3-colored
3-strand links. The simplest nontrivial 3-component link is the split union of the Hopf link and of the unknot
represented by the 3-strand braid with the braid word σ21 . There are 3! = 6 possible placements of three
representations on the 3-strand braid, which easily can be reduced to the 3 different links, since each link of
this type has two braid representations corresponding to the permutations of the R-matrices within the trace.
The three remaining links correspond to the different choice of representation of the unknot:
TrR(1⊗2)⊗3R(2⊗1)⊗3 = HT [2,2]1⊗2 S∗3 ,
TrR(1⊗3)⊗2R(3⊗1)⊗2 = HT [2,2]1⊗3 S∗2 ,
TrR(2⊗3)⊗1R(3⊗2)⊗1 = HT [2,2]2⊗3 S∗1 ,
(8.36)
it can be checked that the answers for the HOMFLY of the Hopf link at the r.h.s. obtained from the 3-strand
calculations are the same as the one obtained from the 2-strand calculation:
H
T [2,2]
1⊗2 = q
κ3−κ2S∗3 + q
κ21−κ2S∗21 = q
4S∗3 + q
−2S∗21,
H
T [2,2]
1⊗3 = q
κ4−κ3S∗4 + q
κ31−κ3S∗21 = q
6S∗4 + q
−2S∗21,
H
T [2,2]
2⊗3 = q
κ5−κ3−κ2S∗5 + q
κ41−κ3−κ2S∗41 + q
κ32−κ3−κ2S∗32 = q
12S∗5 + q
2S∗41 + q
−4S∗32.
The next to the simplest example is the “Double Hopf” composite link represented by the braid σ1σ1σ2σ2.
There are again six different placements of the representations on the braid with three different HOMFLY
polynomials:
Tr1⊗2⊗3R1⊗(2⊗3)R(1⊗3)⊗2R(3⊗1)⊗2R1⊗(3⊗2) =
= Tr2⊗1⊗3R2⊗(1⊗3)R(2⊗3)⊗1R(3⊗2)⊗1R2⊗(3⊗1) =
H
T [2,2]
2⊗3 H
T [2,2]
1⊗3
S∗3
,
Tr3⊗1⊗2R3⊗(1⊗2)R(3⊗2)⊗1R(2⊗3)⊗1R3⊗(2⊗1) =
= Tr1⊗3⊗2R1⊗(3⊗2)R(1⊗2)⊗3R(2⊗1)⊗3R1⊗(2⊗3) =
H
T [2,2]
1⊗2 H
T [2,2]
2⊗3
S∗2
,
Tr3⊗2⊗1R3⊗(2⊗1)R(3⊗1)⊗2R(1⊗3)⊗2R3⊗(1⊗2) =
= Tr2⊗3⊗1R2⊗(3⊗1)R(2⊗1)⊗3R(1⊗2)⊗3R2⊗(1⊗3) =
H
T [2,2]
1⊗2 H
T [2,2]
1⊗3
S∗1
.
(8.37)
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It is known [100] that the HOMFLY of the composite knot or link is proportional to the product of HOMFLY
of its components and this is indeed satisfied in case considered.
The simplest prime 3-strand 3-component link is the torus link T [3, 3] = 633 with the braid word σ1σ2σ1σ2σ1σ2.
In this case, one can apply the evolution method [61], [86],[94], which allows one to find an answer not for the
single link, but for the whole series at the same time. In this case, the series is T [3, 3n]. In the corresponding
calculation, we need the eigenvalues of the R-matrices product
R ≡ R(1⊗2)⊗3R2⊗(1⊗3)R(2⊗3)⊗1R3⊗(2⊗1)R(3⊗1)⊗2R1⊗(3⊗2). (8.38)
Then coefficients in the character expansion of the HOMFLY are given by the n-th powers of the these eigenvalues
as
H
T [3,3n]
1⊗2⊗3 = Tr1⊗2⊗3 R
n = q22nS∗6 + 2q
10nS∗51 + 2q
2nS∗42 + q
−2nS∗411 + q
−2nS∗33 + q
−8nS∗321. (8.39)
This answer is obviously invariant under the permutations of the representations on the strands since it corre-
sponds to the cyclic permutation of the R-matrices under the trace.
The simplest non-torus 3-component 3-strand link is the Borromean rings link 632 with the braid word
σ−11 σ2σ
−1
1 σ2σ
−1
1 σ2. The corresponding HOMFLY polynomial is:
H
632
1⊗2⊗3 = Tr1⊗2⊗3R−1(1⊗2)⊗3R2⊗(1⊗3)R−1(2⊗3)⊗1R3⊗(2⊗1)R−1(3⊗1)⊗2R1⊗(3⊗2) =
= S∗6 +
(−q12 + q10 + q8 − q4 − q2 + 4− q−2 − q−4 + q−8 + q−10 − q−12)S∗51+
+
(−q10 + q8 + 2 q6 − 2 q4 − q2 + 4− q−2 − 2 q−4 + 2 q−6 + q−8 − q−10)S∗42 + S∗411 + S∗33 + S∗321 =
=
S∗3
(q2 − 1)2(q4 − 1)
(
(q15 − 2 q13 + q9 + q7 − q5 − 2 q3 + q)A3+
+(−q17 + 2 q15 − 2 q11 + 2 q7 + 3 q5 − 2 q3 − q + 2 q−1 + q−3 − q−5)A+
+(q13 − q11 − 2 q9 + q7 + 2 q5 − 3 q3 − 2 q + 2 q−3 − 2 q−7 + q−9)A−1+
+(−q7 + 2 q5 + q3 − q − q−1 + 2 q−5 − q−7)A−3.
(8.40)
The answer is again symmetric under the permutation of the representations.
The Borromean rings link consists of 3 intertwined unknots. Hence, the factorization property ([61], [61],[105],[106],
Sec. 11) has to be
H
632
1⊗2⊗3
S∗1S
∗
2S
∗
3
∣∣∣∣∣
q→1
= 1. (8.41)
This relation is indeed satisfied.
Calculations using the cabling procedure. There are 6 different substitutions corresponding to different
colored crossings:
R(1⊗2)⊗3 = R†(2⊗1)⊗3 −→ R1R2,
R(1⊗3)⊗2 = R†(3⊗1)⊗2 −→ R1R2R3,
R(2⊗3)⊗1 = R†(3⊗2)⊗1 −→ R2R1R3R2R4R3,
R1⊗(2⊗3) = R†1⊗(3⊗2) −→ R3R2R4R3R5R4,
R2⊗(1⊗3) = R†2⊗(3⊗1) −→ R3R4R5,
R3⊗(1⊗2) = R†3⊗(2⊗1) −→ R4R5.
(8.42)
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The inverse crossings are substituted by the same products of the inverted R-matrices. There are 6 projectors
corresponding to the 3! = 6 permutations of the representations placed on the strands:
P1⊗2⊗3 =
1 + qR2
1 + q2
· 1 + qR4 + qR5 + qR4R5 + qR5R4 + q
2R4R5R4
(1 + q2)(1 + q2 + q4)
,
P2⊗1⊗3 =
1 + qR1
1 + q2
· 1 + qR4 + qR5 + qR4R5 + qR5R4 + q
2R4R5R4
(1 + q2)(1 + q2 + q4)
,
P1⊗3⊗2 =
1 + qR5
1 + q2
· 1 + qR2 + qR3 + qR2R3 + qR3R2 + q
2R2R3R2
(1 + q2)(1 + q2 + q4)
,
P3⊗1⊗2 =
1 + qR5
1 + q2
· 1 + qR1 + qR2 + qR1R2 + qR2R1 + q
2R1R2R1
(1 + q2)(1 + q2 + q4)
,
P2⊗3⊗1 =
1 + qR1
1 + q2
· 1 + qR3 + qR4 + qR3R4 + qR4R3 + q
2R3R4R3
(1 + q2)(1 + q2 + q4)
,
P3⊗2⊗1 =
1 + qR4
1 + q2
· 1 + qR1 + qR2 + qR1R2 + qR2R1 + q
2R1R2R1
(1 + q2)(1 + q2 + q4)
.
(8.43)
Combining these relations all the HOMFLY for the multicolored 3-strand 3-component links in the representation
[1]⊗ [2]⊗ [3] can be computed. This way, we obtain the HOMFLY polynomial for the split union of the Hopf
link
Tr16 P1⊗2⊗3R2R1 · R1R2 = HT [2,2]1⊗2 S∗3 ,
Tr16 P1⊗3⊗2R3R2R1 ·R1R2R3 = HT [2,2]1⊗3 S∗2 ,
Tr16 P2⊗3⊗1R2R1R3R2R4R3 · R3R4R2R3R1R2 = HT [2,2]2⊗3 S∗1 ,
(8.44)
for the “Double Hopf” link
Tr16 P1⊗2⊗3R3R2R4R3R5R4 ·R3R2R1 ·R1R2R3 · R4R5R3R4R2R3 =
= Tr16 P2⊗1⊗3R5R4R3 ·R2R1R3R2R4R3 · R3R4R2R3R1R2 ·R3R4R5 =
H
T [2,2]
2⊗3 H
T [2,2]
1⊗3
S∗3
,
Tr16 P3⊗1⊗2R4R5 ·R3R4R2R3R1R2 · R2R1R3R2R4R3 ·R4R5 =
= Tr16 P1⊗3⊗2R3R2R4R3R5R4 · R2R1 ·R1R2 · R4R5R3R4R2R3 =
H
T [2,2]
1⊗2 H
T [2,2]
2⊗3
S∗2
,
Tr16 P3⊗2⊗1R5R4 ·R1R2R3 · R3R2R1 · R4R5 =
= Tr16 P2⊗3⊗1R3R4R5 ·R1R2 · R2R1 ·R5R4R3 =
H
T [2,2]
1⊗2 H
T [2,2]
1⊗3
S∗1
,
(8.45)
for the series of torus links
H
T [3,3n]
1⊗2⊗3 = Tr16 P1⊗2⊗3
(
R2R1 · R5R4R3 · R2R1R3R2R4R3 ·R4R5 · R3R2R1 · R4R5R3R4R2R3
)n
=
= q22nS∗6 + 2q
10nS∗51 + 2q
2nS∗42 + q
−2nS∗411 + q
−2nS∗33 + q
−8nS∗321,
(8.46)
and for the Borromean rings link
H
632
1⊗2⊗3 = Tr16 P1⊗2⊗3 R
−1
2 R
−1
1 ·R5R4R3 · R−12 R−11 R−13 R−12 R−14 R−13 ·
·R4R5 · R−13 R−12 R−11 ·R4R5R3R4R2R3 =
= S∗6 + (−q12 + q10 + q8 − q4 − q2 + 4− q−2 − q−4 + q−8 + q−10 − q−12)S∗51+
+(−q10 + q8 + 2 q6 − 2 q4 − q2 + 4− q−2 − 2 q−4 + 2 q−6 + q−8 − q−10)S∗42 + S∗411 + S∗33 + S∗321.
(8.47)
In all these cases, the results of these calculations are the same as those obtained using the colored R-matrices.
9 Cabling procedure from the representation theory
In the previous sections, we described the cabling procedure with all necessary elements and provided some
examples of calculations using this procedure but the procedure itself was so far treated as a postulate. In
the present section, we discuss why this cabling procedure should work from the representation theory point of
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view. We point out that the cabling procedure arises not from topology, but from representation theory. Hence,
it can be used not only for constructing topological invariants, i.e., for the HOMFLY polynomials, but also for
the objects closely related with these but not topologically invariant themselves such as the extended HOMFLY
polynomials [85] and the R-matrices.
In representation theory, higher representations can be introduced with help of the co-product operation.
The co-product defines an action of an algebra on the tensor product of the representations and by that dictates
the decomposition of the tensor product of representations into the sum of irreducible ones. This is exactly
what the cabling approach does. Let us consider the 2-strand R-matrix corresponding to the crossing between
the strands with the representations T1 and T2. We would like to describe it using the fundamental R-matrices
for the |T1|+ |T2|-strand braid. The corresponding cabling procedure can be schematically described with the
following two steps:
• The colored R-matrix is substituted with the fundamental ones,
RT1⊗T2 −→
|T2|∏
i=1
|T1|∏
j=1
R|T1|+i−j . (9.1)
• The projectors PR are inserted.
The first step is based on the statement
R1|T1|⊗1|T2| =
|T2|∏
i=1
|T1|∏
j=1
R|T1|+i−j , (9.2)
which in turn relies on the definition of the co-product for the R-matrices [102]-[104]
R(T1⊗T2)⊗T3 = (IT1 ⊗RT2⊗T3) · (RT1⊗T3 ⊗ IT2 ) ,
RT1⊗(T2⊗T3) = (RT1⊗T2 ⊗ IT3 ) · (IT2 ⊗RT1⊗T3) ,
(9.3)
where T1, T2 and T2 are arbitrary representations, not necessary the irreducible ones.
Relation (9.2) follows from (9.3) by induction. First, one applies the first of relations (9.3) |T1| times,
R1m+1⊗1 = R(1m⊗1)⊗1 = (I1m ⊗R1⊗1) · (R1m⊗1 ⊗ I1) = Rm+1 (R1m⊗1 ⊗ I1) =
m+1∏
i=1
Rm−i+1, (9.4)
then one applies the second of relations (9.3) |T2| times in a similar way.
The second step is based on the definition of the projectors. This definition relies on the expansion of the
tensor power of the fundamental representation (or of a higher one) into the irreducible ones 1m =
∑
T⊢1m T ,
see Sec. 4 for details. Once the projectors are defined, the second step of (9.1) is based on the simple identity
of linear algebra
Tr1|T1|⊗1|T2|PT1PT2 · (. . .) = TrT1⊗T2 · (. . .). (9.5)
Summarizing what is said above, the cabling procedure relies on the claim: colored R-matrix is equal to the
product of the fundamental R-matrices and of the projectors10. In particular, this means that in the basis where
the corresponding projectors are diagonal the cabling product of the fundamental R-matrices has to split into
the colored blocks corresponding to the different irreducible representations. This is a nontrivial statement from
the point of view of Sec. 3 where the fundamental and colored R-matrices are considered as two independent
quantities defined via their eigenvalues.
The main technical obstacle here is changing the standard basis (3.3) where the form of the fundamental
R-matrices is known, for the basis
(1⊗ 1⊗ . . .⊗ 1)⊗ (1⊗ 1⊗ . . . 1)⊗ . . .⊗ (1⊗ 1⊗ . . .⊗ 1), (9.6)
where the colored R-matrices should be defined. The Racah coefficients [99] describing this transition in a
straightforward way are not known in the general case. However the necessary transition matrix can be found
10The exact equality takes place in the vertical framing (see Sec. 5). If another framing is used, framing factors must be also
taken into account.
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in a number of cases. To simplify the calculations, one can use that the sought transition matrix diagonalizes
the projectors
PQ : 1⊗ 1⊗ . . .⊗ (1⊗ 1⊗ . . .⊗ 1)⊗ . . .⊗ 1 → 1⊗ 1⊗ . . .⊗Q⊗ . . .⊗ 1, (9.7)
which are the known polynomials of the fundamental R-matrices (see Sec. 4 for the details). The fundamental
R-matrices are also known explicitly (see Sec. 3.3).
9.1 Colored R-matrices from the fundamental ones
As was described in Sec. 3.3 the fundamental R-matrices are built from the blocks of sizes 1× 1 and 2× 2. The
1× 1 blocks are just the eigenvalues ±q±1 while the 2× 2 blocks have the form
bk =


− 1
qk[k]q
√
[k − 1]q[k + 1]q
[k]q√
[k − 1]q[k + 1]q
[k]q
qk
[k]q

 (9.8)
and are diagonalized by conjugation with the block

√
[k − 1]q
[2]q[k]q
−
√
[k + 1]q
[2]q[k]q
√
[k + 1]q
[2]q[k]q
√
[k − 1]q
[2]q[k]q


. (9.9)
Thus, it is easy to diagonalize each fundamental R-matrix separately. This leads to a way of constructing the
R-matrices for level-two representations from the fundamental ones.
9.1.1 Level |Q| = 2
The colored R-matrices for the level-two representations 2 (i.e., the representations [2] and [11]) are diagonal
in the bases of the form
(1⊗ 1)⊗ (1 ⊗ 1)⊗ (1⊗ 1)⊗ . . . . (9.10)
In these bases, all the projectors
P
(j)
2 : (1⊗ 1)⊗ (1 ⊗ 1) . . .⊗ (1 ⊗ 1)⊗ . . .→ (1⊗ 1)⊗ (1⊗ 1) . . .⊗ 2⊗ . . . ,
P
(j)
11 : (1⊗ 1)⊗ (1 ⊗ 1) . . .× (1 ⊗ 1)⊗ . . .→ (1⊗ 1)⊗ (1⊗ 1) . . .⊗ 11⊗ . . . ,
(9.11)
where j denotes the number of the projected pair of the fundamental representations, are diagonal. Since (see
Sec. 4)
P
(j)
2 =
1 + qR2j−1
1 + q2
, P
(j)
11 =
q2 − qR2j−1
1 + q2
, (9.12)
diagonalizing all the projectors P
(j)
2,11 (which is equivalent to diagonalizing all the P
(j)
2 ) means diagonalizing all
the “odd” R2j−1-matrices. This actually can be done since the only R-matrices that do not commute are the
adjacent ones Ri and Ri+1. For the form of the R-matrices described above it follows that when there is a 2× 2
block in one of the matrices, in all other there would be either a diagonal block with equal diagonal elements
or the same 2× 2 block.
9.1.2 Level |Q| = 3
The bases where the R-matrices for the level-two representations of are diagonal, look like
(1 ⊗ 1⊗ 1)⊗ (1⊗ 1⊗ 1)⊗ . . .× (1⊗ 1⊗ 1). (9.13)
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In these bases, all the projectors
P
(j)
3 : (1 ⊗ 1⊗ 1)⊗ (1⊗ 1⊗ 1) . . .⊗ (1⊗ 1⊗ 1)⊗ . . .→ (1⊗ 1⊗ 1)⊗ (1⊗ 1⊗ 1) . . .⊗ 3⊗ . . . ,
P
(j)
21 : (1 ⊗ 1⊗ 1)⊗ (1⊗ 1⊗ 1) . . .⊗ (1⊗ 1⊗ 1)⊗ . . .→ (1⊗ 1⊗ 1)⊗ (1⊗ 1⊗ 1) . . .⊗ 21⊗ . . . ,
P
(j)
111 : (1 ⊗ 1⊗ 1)⊗ (1⊗ 1⊗ 1) . . .⊗ (1⊗ 1⊗ 1)⊗ . . .→ (1⊗ 1⊗ 1)⊗ (1⊗ 1⊗ 1) . . .⊗ 111⊗ . . .
(9.14)
are diagonal. In what follows, we show that it suffices to diagonalize only the projectors P
(j)
21 . As follows
from (4.28), the corresponding R-matrix expression is
P
(j)
21 =
(R3j−2 −R3j−1)2
q−2 + 1 + q2
. (9.15)
Basis (9.13) is not well defined since there is an ambiguity in the choice of bases in the two-dimensional spaces
of the representations [21] coming from the expansion of each bracket11 [1]⊗ [1]⊗ [1] = [3]+ 2 [21]+ [111]. This
ambiguity can be fixed by the definition of the order of multiplying the fundamental representations in each
bracket, e.g., as: ((
(1⊗ 1)⊗ 1
)
⊗
(
(1 ⊗ 1)⊗ 1
)
⊗ . . .
)
⊗
(
(1⊗ 1)⊗ 1
)
. (9.16)
This means that additionally all the projectors
∗P
(j)
2 =
1 + qR3j−2
1 + q2
(9.17)
turn diagonal. The projectors ∗P
(j)
2 can be diagonalized in the same way as the projectors P
(j)
2 were diagonalized
in the previous section. Then the matrices of P
(j)
21 in the basis obtained can be calculated. The non-diagonal
elements in this matrix will appear only where there are unit or zero blocks in the already diagonalized projectors
P
(j)
21 and
∗P
(l)
2 1 since these projectors commute for any j and l. In the considered 6-strand case, all the P
(j)
21
consist of 2 × 2 blocks except for the single 3 × 3 block appearing several times in the component P (j)21|321
corresponding to the representation [321]. In this case, we calculated the 3 × 3 blocks and present the explicit
expressions in Appendix F. The universal form of the blocks in the projectors onto level-three, in contrast to
the blocks in the fundamental R-matrices and the projectors onto level-two representations, is unknown.
9.2 The permutation operators in R and U-matrices
The mixing matrices U can be defined in two ways. The first way is to define them as the matrices that
just switch from one basis (e.g., where the R-matrix corresponding to the crossing between the first pair of
strands is diagonal) to the other (e.g., where the R-matrix corresponding to the crossing between the second
pair of strands is diagonal). All the U-matrices described in Sec. 8 are of this type. The approach, which uses
the mixing matrices of this type, implies that the diagonal form of R-matrix is known irrespective to where
the corresponding crossing stands. There is another way to define the U-matrices. The difference is that the
operator U now includes a permutation operator and consequently changes the placement of the representations
in the braid. We denote these operators by straight U . U -operators discussed in this section allow one to define
any R-matrix using only the diagonal R-matrices corresponding to the crossing of the first two strands. The
U -operators can be defined by the following pictures (hereafter, m denotes the number of the strands):
for m = 2,
T1 ⊗ T2 T2 ⊗ T1,✲
RT1T2
11 There is also a more general ambiguity in choosing basis since the order of multiplying the brackets is not defined. In all cases,
we choose the basis
(((
(. . .)⊗ (. . .)
)
⊗ (. . .)
)
. . .
)
⊗ . . ., which is generalization of the standard basis (3.3).
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m = 3,
(T1 ⊗ T2)⊗ T3 (T2 ⊗ T1)⊗ T3
T3 ⊗ (T2 ⊗ T1) T3 ⊗ (T1 ⊗ T2)
✲
✲
❄ ❄
R(T1T2)T3
RT3(T2T1)
UT1T2T3 UT2T1T3 ,
RT3(T2T1) = UT1T2T3 R(T1T2)T3 U †T2T1T3 , (9.18)
In what follows, we consider some particular examples and describe the form of the products of the funda-
mental R-matrices corresponding to the colored R-matrices. In all the examples given in this section, as well
as everywhere else in the present paper, the vertical framing is used (see Sec. 5).
9.3 Level |T | = 2, m = 2 strands
In this case, there is the single R-matrix, which should be substituted according to (9.1) with the following
product
R1 → R1 ≡ R2R1R3R2. (9.19)
In the basis (9.10), the matrix R splits into the blocks corresponding to the colored R-matrices of the type
RQQ′ with |Q| = |Q′| = 2 (Hereafter the solid lines denote the symmetric representation and the dashed lines
the antisymmetric one):
 
 
❅
❅
R2⊗2
 
 
...
...
...
..
R11⊗2
...
...
...
..
❅
❅
R2⊗11
...
...
...
..
...
..
...
..
R11⊗11
......
[2]
[11]
Representation Q = [4] arises from the decomposition of 2⊗ 2 and does not appear in the decompositions
of 2⊗ 11, 11⊗ 2, 11⊗ 11. Hence, the R-matrix contains one out of the four possible blocks:
R1|4 = q
4 = R2⊗2|4. (9.20)
Representation Q = [31] arises from the decompositions of 2⊗ 2, 2⊗ 11, 11⊗ 2 and does not appear in the
decomposition of 11⊗ 11. Hence, the R-matrix contains three out of the four possible blocks:
R1|31 =

 −1 ±q2
±q2

 =

 R2⊗2|31 R2⊗11|31
R11⊗2|31

 . (9.21)
Representation Q = [22] arises from the decompositions of 2 ⊗ 2, 11 ⊗ 11 and does not appear in the
decompositions of 2⊗ 11, 11⊗ 2. Hence, the R-matrix contains two out of the four possible blocks:
R1|22 =
(
q−2
q2
)
=
( R2⊗2|22
R11⊗11|22
)
. (9.22)
Representation Q = [211] arises from the decompositions of 2⊗ 11, 11⊗ 22, 11⊗ 2 and does not appear in
the decomposition of 2⊗ 2. Hence, the R-matrix contains three out of the four possible blocks:
R1|211 =

 ±q−2±q−2
−1

 =

 R2⊗11|211R11⊗2|211
R11⊗11|211

 . (9.23)
We write ± before the off-diagonal elements to emphasize that they are defined up to a sign.
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9.4 Level |T | = 2, m = 3 strands
For the 3-strand knots two different R-matrices are needed:
R1 → R1 ≡ R2R1R3R2,
R2 → R2 ≡ R4R3R5R4.
(9.24)
The colored mixing matrix U also should be replaced with the product of the fundamental ones, U. There are
8 various types of crossings corresponding the R-matrices:
 
 
❅
❅
R(2⊗2)⊗2
 
 
❅
❅
........
R(2⊗2)⊗11
...
...
...
..
❅
❅
R(2⊗11)⊗2
 
 
...
...
...
..
R(11⊗2)⊗2
 
 
...
...
...
..
........
R(2⊗11)⊗11
...
...
...
..
❅
❅
........
R(11⊗2)⊗11
...
...
...
..
...
..
...
..
R(11⊗11)⊗2
...
...
...
..
...
..
...
..
........
R(11⊗11)⊗11
 
 
❅
❅
R2⊗(2⊗2)
...
...
...
..
❅
❅
R2⊗(2⊗11)
 
 
...
...
...
..
R2⊗(11⊗2)
 
 
❅
❅
.......
R11⊗(2⊗2)
...
...
...
..
...
..
...
..
R2⊗(11⊗11)
...
...
...
..
❅
❅
.......
R11⊗(2⊗11)
 
 
...
...
...
..
.......
R11⊗(11⊗2)
...
...
...
..
...
..
...
..
.......
R11⊗(11⊗11)
This gives 8 transitions described by the operator U = UVWY · UVW (the notations as in [86],[91]):
❅
❅
❅ 
 
    ❅❅
❅ 
 
 ❅❅
✲
U2⊗2⊗2
❅
❅
❅...
...
...
...
...
.
  
................ 
 
 ❅❅
✲
U2⊗2⊗11
❅
❅
❅ 
 
 ...
...
..
❅
❅
❅ 
 
 ...
...
..
✲
U2⊗11⊗2
................ 
 
    ❅❅
❅...
...
...
...
...
❅❅
✲
U11⊗2⊗2
❅
❅
❅...
...
...
...
...
.
...
...
.. ................ 
 
 ...
...
..
✲
U2⊗11⊗11
..................
...
...
...
...
.
  
..................
...
...
...
...
.
❅❅
✲
U11⊗2⊗11
................ 
 
 ...
...
..
❅
❅
❅...
...
...
...
...
.
...
...
..
✲
U11⊗11⊗2
..................
...
...
...
...
.
...
...
.. ..................
...
...
...
...
.
...
...
..
✲
U11⊗11⊗11
In the basis
(
(1 ⊗ 1)⊗ (1⊗ 1)
)
⊗ (1⊗ 1), the matrices R and U indeed have the block structure:
R1 =


R(2⊗2)⊗2
R(2⊗2)⊗11 0 0
0 0 R(2⊗11)⊗2
0 R(11⊗2)⊗2 0
0 R(2⊗11)⊗11 0
R(11⊗2)⊗11 0 0
0 0 R(11⊗11)⊗2
R(11⊗11)⊗11


,
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R2 =


R2⊗(2⊗2)
0 R2⊗(2⊗11) 0
R2⊗(11⊗2) 0 0
0 0 R11⊗(2⊗2)
R2⊗(11⊗11) 0 0
0 0 R11⊗(2⊗11)
0 R11⊗(11⊗2) 0
R11⊗(11⊗11)


,
U =


U2⊗2⊗2
0 U11⊗2⊗2 0
0 0 U2⊗11⊗2
U2⊗2⊗11 0 0
0 0 U11⊗11⊗2
U11⊗2⊗11 0 0
0 U2⊗11⊗11 0
U11⊗11⊗11


.
This means that the equality R2 = UR1U
† can be split into separate parts:
R2⊗(2⊗2) = U2⊗2⊗2R(2⊗2)⊗2U †2⊗2⊗2, R11⊗(11⊗11) = U11⊗11⊗11R(11⊗11)⊗11U †11⊗11⊗11,
R11⊗(2⊗2) = U2⊗2⊗11R(2⊗2)⊗11U †11⊗2⊗2, R2⊗(11⊗2) = U2⊗11⊗2R(2⊗11)⊗2U †2⊗11⊗2,
R2⊗(2⊗11) = U11⊗2⊗2R(11⊗2)⊗2U †2⊗11⊗11, R2⊗(11⊗11) = U11⊗11⊗2R(11⊗11)⊗2U †2⊗11⊗11,
R11⊗(2⊗11) = U11⊗2⊗11R(11⊗2)⊗11U †11⊗2⊗11, R22⊗(11⊗11) = U11⊗11⊗2R(11⊗11)⊗2U †2⊗11⊗11.
(9.25)
The explicit form of the blocks is given in Appendix G.
9.5 Level |T | = 3, m = 2 strands
Due to technical complexity of the calculations, we provide only the calculation for the 2-strand knots for the
representations of the size 3. This case requires 2 ·3 = 6-strand calculation of the knots/links in the fundamental
representation (and so do the 3-strand knots in the representations of size 2). The basis that should be considered
in this case is of the type (1⊗ 1⊗ 1)⊗ (1⊗ 1⊗ 1).
According to (9.1), the single R-matrix should be substituted with the product of six fundamental R-
matrices:
R1 → R = R3R2R1R4R3R2R5R4R3. (9.26)
In the basis (9.16), this matrix decomposes into the blocks corresponding to the irreducible representations
coming from the decomposition (1⊗ 1)⊗ 1 = 3 + 21 + 21 + 111. We have
R =


r3⊗111
r3⊗21
r21⊗111
r21⊗21

 , (9.27)
where
r3⊗111 =


R3⊗3
0 R3⊗111
R111⊗3 0
R111⊗111

 , r3⊗21 =


0 R3⊗21
R21⊗3 0
0 R
3⊗21
R
21⊗3 0

 ,
r21⊗111 =


0 R111⊗21
R21⊗111 0
0 R
111⊗21
R
21⊗111 0

 , r21⊗21 =


R21⊗21
0 R
21⊗21
R
21⊗21 0
R
21⊗21

 .
(9.28)
The explicit form of the blocks is given in Appendix H.
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10 Eigenvalue conjecture and cabling.
It was proposed in paper [89] that there exists a certain relation between eigenvalues of R-matrix and the
corresponding Racah-coefficients. It was asserted that all elements of the 3-strand U -matrices depend only
on the (somehow normalized) eigenvalues of the R-matrix; it was supposed that all three strands are in the
same representation. The cabling procedure provides an explanation, why the U -matrix elements are expressed
though R-matrix eigenvalues.
10.1 Constraints on the R-matrix elements following from the cabling procedure
The existence of the cabling procedure implies that there are severe constraints on the form of the R-matrices.
As was discussed in Sec. 9 the cabling procedure in fact describes the fusion (co-product) rule for the R-matrices.
This implies that the specific products of R-matrices should in certain bases split into blocks corresponding to
the R-matrices in higher representations (see examples in Sec. 9). This means that in fact co-product rule (9.3)
can be considered as a set of constraints on the form of R-matrices:
UxxxR(xx)xU†xxxR(xx)xUxxx = diag
(
Rwx
)
w⊢x⊗x
, (10.1)
where the diagonalized R-matrix is in the r.h.s.; each possible w corresponds to one of the eigenvalues of the
matrix. The appearance of the three transition matrices in this relation can be explained in the following way.
The R-matrix
Rwx : w ⊗ x → x⊗ w (10.2)
is diagonal if it acts from the space w ⊗ x to the space x ⊗ w. Thus, if one wants the matrix on the r.h.s.
of (10.1) to be diagonal three transition matrices are needed. Relation (10.1) as always splits into separate
colored blocks, each one corresponding to the set of irreducible representations Q ⊢ x ⊗ x ⊗ x with the same
Young diagram. We imply that all the identities in the present section are written for the separate colored blocks
Uxxx|Q though the index Q is omitted. In particular, w in (10.1) runs not over all irreducible representations
from the decomposition of x⊗ x but only over those that contain Q in the decomposition of w ⊗ x.
If all elements of the diagonal matrix Rxx are known, the system (10.1) gives severe constraints on the
form of the Racah matrix U and on the eigenvalues of the matrix Rwx for the representations w higher than
x (i.e., |w| > |x|). At a first glance, system (10.1) is overdetermined since the condition of vanishing of the
off-diagonal elements in the l.h.s. gives N2 −N constraints while there are only 12 (N2 −N) free parameters in
the orthogonal matrix U . This contradiction is resolved since the Racah matrix U is not only orthogonal but
also satisfies Uσ = σU† for some matrix sigma such that σij = 0 for i 6= j and σii = ±1. We call such matrices U
pseudosymmetric. Assuming U to be pseudosymmetric, one can see that the number of independent equations
in (10.1) reduces; in particular cases, we show that the number of independent equations exactly equals to the
number of variables. In fact, it is enough to consider only the symmetric matrices since each pseudosymmetric
solution U of (10.1) corresponds to a symmetric one12.
10.2 Elements of U-matrix via eigenvalues of R-matrix
Let us sightly simplify (10.1) for further analysis. From relation (10.1) and from the orthogonal matrix property
detU = ±1 it follows that (detR(xx)x)2 = detRwx. Hence, a direct substitution shows that (10.1) is still
satisfied if the R-matrices are rescaled at the both sides as
R → R
(± detR)1/n , (10.3)
where n is the size of the matrices and the sign in front of the determinant is chosen so that the expression in the
brackets is positive for q being the positive real (this choice slightly simplifies the formulae below). Then, (10.1)
can be rewritten in components as
n∑
j,k=1
UijUjkUlkξjξk = δilηi, (10.4)
12If the matrix U is pseudosymmetric, i.e., Uσ = σU†, then the matrix Uσ is symmetric: (Uσ)† = Uσ. Hence, a symmetric
solution can be constructed from a pseudosymmetric one by substituting U with Uσ in (10.1).
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where ξ and η are the normalized eigenvalues introduced in [89]:13
R(xx)x
(± detR)1/n ≡ (diag ξ1, . . . , ξn),
diag
(
Rwx
)
w⊢x⊗x
(± detR)1/n ≡ (diag η1, . . . , ηn). (10.5)
Equations (10.4) together with the orthogonality condition
n∑
k=1
UikUlk = δil (10.6)
are the constraints for the U-matrix. At a first glance, the explicit solution is not available since the obtained
equations are highly non-linear. Yet, they can be reduced to the linear form in some particular examples.
Since U is assumed to be orthogonal and symmetric, it can be expressed via a symmetric linear projector P :
U = 1− 2P , P2 = P , P† = P ⇒ U2 = 1, U† = U . (10.7)
The simplest possible form of the projector is
rank P = 1 ⇒ P = uiuj ⇒ Uij = δij − 2uiuj . (10.8)
The substitution of (10.8) in (10.4) then gives
δilξ
2
i − 2uiul(ξ2l + ξ2i + ξiξl) + 4uiul
(
(ξi + ξl)
n∑
j=1
u2jξj +
n∑
j=1
u2jξ
2
j
)
− 8uiul(
n∑
j=1
u2jξj)
2 = δijηi. (10.9)
For the off-diagonal components this gives
− (ξ2l + ξ2i + ξiξl) + 2

(ξi + ξl) n∑
j=1
u2jξj +
n∑
j=1
u2jξ
2
j

− 4

 n∑
j=1
u2jξj


2
= 0, i 6= l. (10.10)
Condition (10.7) then reduces to
n∑
i=1
u2i = 1. (10.11)
The projector in the form (10.8) is the only possible choice for the mixing matrix blocks of size n = 2. When
n = 3, there is also the case of the rank P = 2 projectors, which can be reduced to the previous case using the
relations
U = 1− 2P = 2(P − 1)− 1, (1− P)2 = 1− P , rank(1 − P) = n− rankP . (10.12)
The explicit solutions for the U-matrix for n = 2, 3 is calculated in Sec.s 10.2.1, 10.2.2. For n ≥ 4 for the
rankP = 1, system (10.10,10.11) turns to be incompatible and rankP = 2 cannot be reduced to (10.8). Hence,
there is no solutions of the form (10.8) for n ≥ 4.
Once the U-matrices are found, the normalized eigenvalues η for the higher representations can be imme-
diately determined from (10.9). Another way is to determine η straight from (10.1) supposing that U† = U .
Indeed, introducing the notation diag
(
Rwx
)
w⊢x⊗x
≡ R˜, we have:
URURU = R˜ ⇒
{ URU = R˜UR−1
URU = R−1UR˜ ⇒ R˜UR
−1 −R−1UR˜ = 0. (10.13)
If R and R˜ are rescaled according to (10.3), then the last equation rewritten in components gives
(ξ−1i ηj − ξ−1j ηi)Uij = 0. (10.14)
wherefrom ξiηi = C provided that Uij 6= 0 for all i, j (as it is for all known U-matrices). From the relation on
the determinants for the matrices from (10.1) it follows that C3 = 1 and one can set C = 1 since the common
phase factor is inessential for the definition of the normalized eigenvalues. Thus, the normalized eigenvalues
should satisfy
ηi = ξ
−1
i . (10.15)
The same relation can be obtained from the general formula Rxy|Q = qκQ−κx−κy (according to (3.1)).
13In [89], the normalized eigenvalues are denoted as ξ˜ while ξ is reserved for the ordinary eigenvalues. We on the other side use
ξ for the normalized eigenvalues since the ordinary ones do not appear in the calculations in the present section.
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10.2.1 Mixing matrices of size 2× 2
Constraints (10.10, 10.11) provide two equations for u21 and u
2
2, one quadratic and one linear:
4(u41ξ
2
1 + 2ξ1ξ2u
2
1u
2
2 + u
4
2ξ
2
2)− 2(2ξ21 + ξ1ξ2)u21 − 2(2ξ22 + ξ1ξ2)u21 + ξ + 12 + ξ1ξ2 + ξ + 22 = 0,
u21 + u
2
2 = 1.
(10.16)
Eliminating u22 and using that ξ2ξ1 = −1, one obtains(
2u21(ξ1 − ξ2)− ξ1 + ξ2 + 1
) (
2u21(ξ1 − ξ2)− ξ1 + ξ2 − 1
)
= 0. (10.17)
Hence, system (10.10, 10.11) possesses a single solution (up to permutation of indices), and this solution is
rational w.r.t u21 and u
2
2. Substitution of this solution to (10.7) yields the U-matrix
( U11 U12
U12 −U11
)
=

 1ξ2−ξ1
√
ξ21+1+ξ
2
2
ξ1−ξ2√
ξ21+1+ξ
2
2
ξ1−ξ2
1
ξ1−ξ2

 . (10.18)
This expression coincides with the one in [89].
10.2.2 Mixing matrices of size 3× 3
For n > 2 (10.10) provides not one but several relations (one per each off-diagonal element of the symmetric
matrix) and the difference of any two of them gives a linear equation for u2i :
− (ξ2l − ξ2m + ξi(ξl − ξm)) + 2(ξl − ξm)
n∑
j=1
u2jξj = 0, i 6= l 6= m. (10.19)
For n = 3 (10.19) provides 3 different equations, each of which factors as
i = 1, l = 2, m = 3 (ξ2 − ξ3)(2ξ1u21 + 2ξ2u22 + 2ξ3u23 − ξ1 − ξ2 − ξ3) = 0,
i = 2, l = 1, m = 3 (ξ1 − ξ3)(2ξ1u21 + 2ξ2u22 + 2ξ3u23 − ξ1 − ξ2 − ξ3) = 0,
i = 3, l = 1, m = 2 (ξ2 − ξ3)(2ξ1u21 + 2ξ2u22 + 2ξ3u23 − ξ1 − ξ2 − ξ3) = 0.
(10.20)
All of them have the same factor (the second one) that depend on u. This factor is linear in u21, u
2
2 and u
2
3 as
well as (10.11), which for n = 3 looks like:
u21 + u
2
2 + u
2
3 = 1. (10.21)
Expressing u22 and u
2
3 from (10.20,10.21) and substituting the results in (10.10) for i = 1, l = 2, for example,
one unexpectedly obtains a linear equation for u21:
2u21(ξ
2
1 − ξ1ξ2 − ξ1ξ3 + ξ2ξ3)− ξ21 − ξ2ξ3 = 0. (10.22)
The solutions of this equation together with the corresponding solutions for u22 and u
2
3 after substituting in (10.7)
reproduce the formula in [89] for the 3× 3 mixing block:
U11 = −
ξ1(ξ2 + ξ3)
(ξ1 − ξ2)(ξ1 − ξ3) , U22 = −
ξ2(ξ1 + ξ3)
(ξ2 − ξ1)(ξ2 − ξ3) , U33 = −
ξ3(ξ1 + ξ2)
(ξ3 − ξ1)(ξ3 − ξ2) ,
U212 = −
(ξ21 − 1)(ξ22 − 1)
ξ1ξ2(ξ1 − ξ2)2(ξ1 − ξ3)(ξ2 − ξ3) , U
2
23 = −
(ξ22 − 1)(ξ23 − 1)
ξ2ξ3(ξ2 − ξ3)2(ξ3 − ξ2)(ξ3 − ξ1) ,
U213 = −
(ξ21 − 1)(ξ23 − 1)
ξ1ξ3(ξ1 − ξ3)2(ξ1 − ξ2)(ξ3 − ξ2) .
(10.23)
10.3 Eigenvalue conjecture for different representations
With help of the methods discussed in Sec. 10.1, the eigenvalue conjecture can be extended to the case with
different representations on the different connection components of the link. This generalization can potentially
give a possibility of using the Reshetikhin-Turaev straightforwardly to calculate invariants of colored links. Our
generalization of the eigenvalue conjecture, which we illustrate below, is:
The mixing matrices of the multicolored braid are completely defined by the normalized eigenvalues of all the
R-matrices that can appear in this braid.
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10.3.1 Two different representations
The conjecture states: each of the mixing matrices UQSQ and UQQS = U†SQQ is expressed through two sets of
the normalized eigenvalues: that of RQQ and that of RSQ.
In this case, one can write two relations instead of (10.1):
UxyxR(yx)xUxxyR(xx)yUxxy = Rwx,
UxxyR(xy)xUxyxR(xy)xUyxx = Rwy. (10.24)
though the first of them is enough to define both the mixing matrices and the eigenvalues of the corresponding
matrix at the r.h.s.
Case of 2× 2 mixing blocks. Writing R and U in matrix form and substituting them in (10.24), one obtains
two matrix equations:( −cx sx
sx cx
)(
ξyx
−ξ−1yx
)( −cy sy
sy cy
)(
ξyy
−ξ−1yy
)( −cy sy
sy cy
)
=
(
ξwy
−ξ−1wy
)
,
( −cy sy
sy cy
)(
ξxy
−ξ−1xy
)( −cx sx
sx cx
)(
ξyx
−ξ−1yx
)( −cy sy
sy cy
)
=
(
ξwx
−ξ−1wx
)
.
(10.25)
The solution of this system is quite simple.
• The compatibility condition on the off-diagonal components of the first equation can be reduced to the
equation linear w.r.t. c2y and s
2
y = 1− c2y. From this equation c2y can be found.
• After c2y is evaluated, cx, sx can be found as a solution of the obtained degenerate system.
• Substituting the obtained c2x and c2y back into (10.24) one can obtain ξxx and ξxy.
The solutions constructed in this way are
c2x =
(ξ2xx − ξ4xy)
(1− ξ4xy)(1 + ξ2xx)
, s2x =
(1− ξ2xxξ4xy)
(1 − ξ4xy)(1 + ξ2xx)
,
c2y =
ξ2xy(1− ξ2xx)2
ξ2xx(1− ξ4yx)2
, s2y =
(ξ2xx − ξ4yx)(1− ξ4xyξ2xx)
ξ2xx(1 − ξ4yx)2
,
ξwx = −
1
ξyx
, ξwy = −
1
ξxx
.
(10.26)
10.3.2 Three different representations
The conjecture states: each of the mixing matrices Uzxy = U†yxz, Uxzy = U†yxz and Uzyx = U†xyz is expressed
through three sets of the normalized eigenvalues: that of Ryz, that of Rxz and that of Ryx.
In this case, there are three equations instead of one (10.1):
UxyzR(yz)xUxzyR(xz)yUzxy = Rwz,
UxzyR(zy)xUxyzR(xy)zUyxz = Rwy,
UzyxR(yx)zUzxyR(zx)yUxzy = Rwx.
(10.27)
In fact, any two of them are enough to define all the mixing matrices and the eigenvalues of the corresponding
matrices at the r.h.s.
Case of 2× 2 mixing blocks. The first of equations (10.27) this case becomes( −cy sy
sy cy
)(
ξzy
−ξ−1zy
)( −cz sz
sz cz
)(
ξxz
−ξ−1xz
)( −cx sx
sx cx
)
=
(
ξwz
−ξ−1wz
)
. (10.28)
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There are four equations for the off-diagonal components of two of the equations in system (10.27). The
solutions of this system can be constructed by studying the compatibility conditions of these four equations
(these conditions can be reduced to the linear equations for squared parameters of the mixing matrices). The
answer reads
c2z =
(ξ2xz − ξ2xyξ2zy)(ξ2zy − ξ2xzξ2xy)
ξ2xy(1 − ξ4zy)(1 − ξ4xz)
, s2z =
(ξ2xy − ξ2xzξ2zy)(1 − ξ2zyξ2xzξ2xy)
ξ2xy(1 − ξ4zy)(1− ξ4xz)
,
ξwz = −
1
ξyx
.
(10.29)
The signs in (10.29) can be restored by substituting the obtained expressions in (10.28).
10.4 Blocks in the non-diagonal R-matrices
Following the approach of Sec.s 10.1-10.3, one can also determine the form of blocks in the R-matrices, which
was discussed in Sec. 3.2. From consistency of the cabling approach, one can write the constrains directly on
the elements of the non-diagonal R-matrices:
diag
(
R2ux|w
)
w⊢u⊗x
w⊗x⊣Q
= Rxm+1⊗xRx⊗xm+1 . (10.30)
Then, from relation (10.1) and co-product rule (9.3) it follows that
diag
(
R2ux|w
)
w⊢u⊗x
w⊗x⊣Q
= Rxm⊗(x⊗x)R(xm⊗x)⊗xR(x⊗xm)⊗xRxm⊗(x⊗x) =
= Rxm⊗(x⊗x)diag
(
R2wx|Q
)
w⊢u⊗x
w⊗x⊣Q
Rxm⊗(x⊗x),
(10.31)
where u is an irreducible representation such that u ⊢ xm−1 and Q ⊢ u ⊗ x2. Different u never appear in the
same mixing block due to properties of the R-matrices. The size n of the non-diagonal block is equal to the
number of representations w that satisfy both w ⊢ u⊗ x and w⊗ x ⊣ Q. In the following, we define the explicit
form of the blocks in the non-diagonal R matrices in two cases where the mixing blocks are of the size n = 2.
These cases are the fundamental representation case x =  and case where the representations x, u, Q and
hence all w are described by the hook diagrams.
Introducing the notations r11, r12 and r22 for the elements of the unknown block and λ1 and λ2 for the
corresponding eigenvalues of Rux|w, equation (10.30) for the 2× 2 block can be rewritten in the following form:(
r11 r12
r12 r22
)(
λ21 0
0 λ22
)(
r11 r12
r12 r22
)
=
(
λ˜21 0
0 λ˜22
)
. (10.32)
The equations for the off-diagonal elements can be written as
r12(λ
2
1r11 + λ
2
2r22) = 0. (10.33)
We also use the well known property of the 2× 2 matrix:
r11 + r22 = µ1 + µ2,
r11r22 − r212 = µ1µ2.
where µ1 and µ2 are the eigenvalues of the non-diagonal block, which are supposed to be known. The solutions
of these equations are
r11 = −
(µ1 + µ2)λ
2
2
λ21 − λ22
, r22 = −
(µ1 + µ2)λ
2
1
λ21 − λ22
, r212 =
(µ1λ
2
1 + µ2λ
2
2)(µ1λ
2
2 + µ2λ
2
1)
(λ21 − λ22)2
. (10.34)
The fundamental representation. In the case of x = , Q is u with the pair of added boxes (i1, j1) and
(i2, j2) hence there are two w obtained from u by addition of one or the other of the two boxes. According to
the general formula given by (3.1),
µ1 = q, µ2 = −q−1, λ1,2 = qκw1,2−κu = qj1,2−i1,2 . (10.35)
45
The substitution of (10.35) into (10.34) gives the formulae from Sec. 3.2 for the blocks in the fundamental
R-matrices:
R1m⊗(1⊗1)|Q =


− q − q
−1
qn(qn − q−n)
√
(qn+1 − q−n−1) (qn−1 − q1−n)
qn − q−n
√
(qn+1 − q−n−1) (qn−1 − q1−n)
qn − q−n
qn
(
q − q−1)
qn − q−n

 ,
Q = w1 ∪ (i1, j1) = w2 ∪ (i2, j2), n = j2 − i2 + j1 − i1.
(10.36)
Hook representations. If representations x and u are the hook ones,
x = [r1, 1
s1 ], u = [r2, 1
s2 ], (10.37)
then there are only three possible hook representations Q since
[r2, 1
s2 ]× [r1, 1s1 ]× [r1, 1s1 ] =
=
(
[r2 + r1, 1
s2+s1 ] + [r2 + r1 − 1, 1s2+s1+1] + not one-hook
)× [r1, 1s1 ] =
= [2r1 + r2, 1
2s1+s2 ] + 2[2r1 + r2 − 1, 12s1+s2+1] + [2r1 + r2 − 2, 12s1+s2+2] + not one-hook.
(10.38)
The three possible hook representations are:
Q = [2r1 + r2, 1
2s1+s2 ], Q′ = [2r1 + r2 − 1, 12s1+s2+1], Q′′ = [2r1 + r2 − 2, 12s1+s2+2], (10.39)
where the first and the last representations are the singlets and the second one is a doublet with the intermediate
representations being
w1 = [r1 + r2, 1
s1+s2 ], w2 = [r1 + r2 − 1, 1s1+s2+1]. (10.40)
Since a path that ends at the hook representation Q goes only through the hook representations, the relevant
block of the matrix Rxm⊗x⊗x corresponds to one of the two representations y from the decomposition of x⊗ x:
y1 = [2r1, 1
2s1 ], y2 = [2r1 − 1, 12s1+1]. (10.41)
For these representations, the eigenvalues in (10.34) are given by (3.1):
µ1 = q
κy1−κx = qr1(2r1−1)−s1(2s1+1) ≡ qr1+s1µ, µ2 = −qκy2−κx = −q−r1−s1µ,
λ1 = q
κw1−κu ≡ qr2+s2λ, λ2 = qκw2−κu = q−r2−s2λ. (10.42)
Substituting these eigenvalues in (10.34), one gets the blocks of the form:
Rxm⊗(x⊗x)|Q = q2r1(r1−1)−2s1(s1+1)×
×


− q
r − q−r
qrn(qrn − q−rn)
√
(qrn+r − q−rn−r) (qrn−r − qr−rn)
qrn − q−rn
√
(qrn+r − q−rn−r) (qrn−r − qr−rn)
qrn − q−rn
qrn(qr − q−r)
qrn − q−rn

 ,
(10.43)
where
x = [r1, 1
s1 ], w1 = [r1 + r2, 1
s1+s2 ], w2 = [r1 + r2 − 1, 1s1+s2+1],
Q = [2r1 + r2 − 1, 12s1+s2+1], n = s2 − r2 + 1, r = r1 + s1.
(10.44)
11 Special polynomials
Special polynomials describe the double scaling limit of the HOMFLY polynomial with the large N and small ~
(i.e., q ≡ e~ → 1 and A = qN = const). The whole expansion in this limit is called a genus expansion [96], [97].
But here we are more interested in the zero-order term of this expansion, which is called special polynomial, [61]
σKQ(A) = H
K
Q(A = q
N = const, q = 1). (11.1)
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Behavior of the colored special polynomials in this limit is obtained in [61] and studied in [96],[97],[105]-[108]
describes the connections between fundamental and colored special polynomials:
σKQ = σ
K|Q|
1 =
(
σKq
)|Q|
. (11.2)
This property is called the factorization property. It follows from the basic properties of HOMFLY polynomials,
i.e., from skein-relations (7), from the possibility to apply cabling procedure, from the factorization of the
HOMFLY polynomial for the split union of knots, and from the theorem that the fundamental unreduced (not
divided by the unknot) HOMFLY of the n-component link diverges in the q → 1 limit as (q − q−1)−n [20].
It follows from the cabling procedure that the colored HOMFLY polynomial in representation Q diverges in
the limit q → 1 as fundamental HOMFLY the |Q|-component link, i.e., as (q−q−1)−|Q|. Indeed, there cannot be
more than |Q| components and there is always a term with |Q| components in the cabling for the representation
Q, thus σKQ ∼ (q−q−1)−|Q|. Then, using the skein relations the |Q|-component link can be transformed into the
split union of |Q| components; in the q → 1 limit, this will not change the HOMFLY polynomial. Indeed, if the
skein relations are applied to a crossing of two different components then the term corresponding to resolving
this crossing contains one connection component less and thus diverges as (q − q−1)−|Q|+1. In account for the
coefficient (q− q−1) before this term, the corresponding expression diverges as (q− q−1)−|Q|+2 and hence is less
singular as q → 1 then the rest two terms and can be set as zero in this limit. The resulting identity reads that
HOMFLY polynomials of the two links with the linking number differing by one are equal in the q → 1 limit.
Hence, σK
|Q|
1 =
(
σKq
)|Q|
. Note, that if the vertical framing of the knot is used then there is no A in the skein
relations; hence relation (11.2) do not contain A explicitly.
Our considerations were done for the HOMFLY polynomials evaluated in the vertical framing (Sec. 5).
However, one can easily see that (11.2) is as well correct in the topological framing.
12 Alexander polynomials
Alexander polynomial is a HOMFLY polynomial in the A→ 1 limit,
AKQ(q) = H
K
Q (A = q
N = 1, q = const). (12.1)
For hook representations Q, there is the conjecture concerning the representation dependence of the Alexander
polynomial [61], [87]. This conjecture asserts that
AKQ(q) = A
K
1 (q
|Q|). (12.2)
The proof of this fact in the case can be performed using the method similar to one described in Sec. 3. The
answers for the R-matrices presented in that section can be generalized to the hook diagrams.
In the limit A→ 1, only the factor (A−A−1) in the Schur polynomials is essential. The power of this term
in S∗Q is equal to the number of hooks in the diagram Q. This means that if one studies the representation with
the hook diagram [r, 1s], then all the diagrams in the character expansion for HOMFLY polynomial that are
non-hook ones vanish from the answer for the reduced HOMFLY polynomial in the limit A→ 1. For all diagrams
appearing in the answer, the R-matrices consist of blocks of a size not exceeding 2× 2 (see Sec. 10.4), similarly
to what happens in the fundamental case as. These blocks has form (10.43), and it can be straightforward
checked that they satisfy the following property with respect to the substitution q → qr+s:
Ri

q→qr+s−→ Ri[r,1s]. (12.3)
This means that property (12.2) is satisfied for the individual coefficients of the Schur polynomials in character
expansion (1.7). It can be checked that the characters (Schur polynomials) themselves in the limit A→ 1 also
satisfy the needed relation. Hence, the Alexander polynomials should also satisfy relation (12.2).
13 Conclusion
In the present paper, we studied the method of evaluating the colored HOMFLY polynomials via the fundamental
ones. This method is called the cabling procedure and it consists of three steps. The first step is to construct the
cabled knot from the initial one. This step can be described by a simple picture (see Sec. 2). The second step
is to find the projector, which describes the combination of the fundamental HOMFLY polynomials into which
the colored HOMFLY polynomial decomposes. The third step is to evaluate the colored HOMFLY polynomials.
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To evaluate the fundamental HOMFLY polynomials using the Reshetikhin-Turaev approach (the one that we
studied) the fundamental R-matrices are needed. Their matrix form can be described using quite simple paths
construction provided in Sec. 3. This answer in principle allows one to construct the fundamental HOMFLY
polynomial of any knot. The main problem is the calculational difficulty of evaluation of the knot polynomials,
which increases rapidly with increasing the minimal number of strands in the braid representing the knot.
The paths description also allows one to construct the matrix form of the projectors onto any representation
(see Sec. 4). Though this matrix form describes only the projector onto the first cable it is enough to evaluate in
principle the HOMFLY polynomial in any representation of any knot. The main problem is again the computa-
tional difficulties. Since the cabling procedure implies that the HOMFLY polynomials in representation Q are
expressed through the fundamental ones for the knots with |Q| times more strands in the braid representation
then there is in the braid representation of the initial knot, the difficulties are much more severe for the colored
HOMFLY polynomials. At the moment the explicit calculation can be done up to 12 strands in the braid. This
allows to evaluate the required fundamental HOMFLY in various representations for a number of knots and
links. The answers are listed in Appendices C-E.
We also discussed the group theory description of the cabling procedure. This description allows one to
derive the form of the fundamental R-matrices described in Sec. 3. Other applications of the cabling procedure
include explanations of the conjectures stated in the previous papers: of the eigenvalue conjecture [89] and of
the dependence of the Alexander and special polynomials on the representation [61].
Though there is a principal method to construct any colored HOMFLY polynomial a lot of studies remain
to be done. An internal structure of the HOMFLY polynomials in different representations for different knots
remains to be found. There are several examples when the general formula (or at least more general than just
one particular HOMFLY polynomial) is already known; they are torus knots [58]-[61], twist knots [88],[49], and
double braid knots [94]. But there are much more examples that are completely mysterious. Obtaining the
general formulas for the series of knots and representations would be very helpful not only for the exploring of
HOMFLY polynomials themselves, but also for the studies of some adjacent topics like difference equations and
τ -functions [71]-[77], [85],[96],[97], superpolynomials [54]-[57], [61]-[70] and Khovanov homologies [109]-[115].
For the sake of obtaining the general formulae for the HOMFLY polynomials the eigenvalue conjecture [89]
may turn very fruitful. This conjecture in fact implies that the HOMFLY polynomial is fully described in terms
of the R-matrix eigenvalues although the straightforward expression involves several R-matrices that do not
commute. The cabling description of the eigenvalue conjecture (Sec. 10) gives a possible tool for further studies
in this direction.
Another direction of studies is the complexification of the topology of the space (see, e.g., [100] and references
therein). Nearly all the known answers represent the theories on the S3 manifold and almost nothing is known
even about the next in simplicity case of S1 × S2.
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A Rank-one projectors onto level-four representations
See Sec. 4 for the definitions. We label the multiple representations as
1⊗ 1⊗ 1⊗ 1 = 4 + 31 + 31 + 31 + 22 + 22 + 211 + 211 + 211 + 1111, (A.1)
where the summands are ordered in the same way as the branches in the representation tree (see Sec. 3.2).
P31 =
1
q2[2]q[4]q
(
1 + q(R1 +R2)−
1
q3[3]q
R3 + q
−2(R1R2 +R2R1)−
1
q2[3]q
(R2R3 +R3R2 +R1R3)+
+ q3R1R2R1 −
1
q[3]q
(R2R3R2 +R1R2R3 +R2R1R3 +R3R1R2 +R3R2R1)−
− 1
[3]q
(R1R2R1R3 +R1R2R3R2 +R1R3R2R1 +R2R1R3R2 +R2R3R2R1)−
− q
[3]q
(R1R2R1R3R2 +R1R2R3R2R1 +R2R1R3R2R1)−
q2
[3]q
R1R2R1R3R2R1
)
,
P31 =
1
q2[2]q[4]q
(
1 + qR1 −
1
q2[2]q
R2 +
q3
[3]q
R3 −
1
q[2]q
(R1R2 +R2R1) + q
2(R2R3 +R3R2)−
q
[2]q
R1R3−
− 1
[2]q
R1R2R1 +
q4 + q2 − 2 + q−2
[2]q[3]q
R2R3R2 −
q2
[2]q[3]q
(R1R2R3 + R2R1R3 +R3R1R2 +R3R2R1)−
− q
2
[2]q[3]q
(R1R2R1R3 +R1R3R2R1) +
q(q4 + q2 − 2 + q−2)
[2]q[3]q
(R1R2R3R2 +R2R1R3R2 +R2R3R2R1)+
− q[4]q
[2]q[3]q
(R1R2R1R3R2 +R2R1R3R2R1) +
q2(q4 + q2 − 2 + q−2)
[2]q[3]q
R1R2R3R2R1 −
q2[4]q
[2]q[3]q
R1R2R1R3R2R1
)
,
P
31
=
1
q2[2]q[4]q
(
1− q−1R1 +
q2
[2]q
R2 + qR3 −
q
[2]q
(R1R2 +R2R1)−R2R3 − q(R3R2 +R1R3)+
+
q3
[2]q
R1R2R1 +
1
[2]q
R2R3R2 +
q4
[2]q
R1R2R3 +
q2
[2]q
(R2R1R3 +R3R1R2 +R3R2R1)+
+
q
[2]q
(R1R2R1R3 +R1R3R2R1)−
q3
[2]q
(R1R2R3R2 +R2R1R3R2) +
q
[2]q
R1R2R1R3R2
)
,
P22 =
1
[2]2q[3]q
(
1 + q(R1 +R3)−
1
q2[2]q
R2 −
1
q[2]q
(R1R2 +R2R1 +R3R2 +R1R3) + q
2R2R3+
− 1
[2]q
(R1R2R1 +R2R3R2 +R1R2R3 +R2R1R3 +R3R1R2 +R3R2R1)−
− q
[2]q
(R1R2R1R3 +R1R2R3R2 +R1R3R2R1 +R2R1R3R2) + q
−2R2R3R2R1+
+ q−1(R1R2R1R3R2 +R2R1R3R2R1) +
1
q2[2]q
R1R2R3R2R1 +R1R2R1R3R2R1
)
,
P22(q) = P22(−q−1),
P
211
(q) = P
31
(−q−1), P211(q) = P31(−q−1), P211(q) = P31(−q−1).
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B Eigenvalues of colored R-matrices from 2-strand cabling
We used the 2-strand knots and links to find the eigenvalues of the colored R-matrices. In the table below, we
provide the answers for the squares of the eigenvalues for the colored R-matrices corresponding to the crossings
between different representations with the summarized size up to |T1| + |T2| = 8. These eigenvalues were
obtained by studying the cabling for the 2-strand links with representations T1 on one component and T2 on
the other one, Q are the irreducible representations in the expansion of T1⊗T2. The listed answers are obtained
using the vertical framing, i.e., λQ = q
κQ−κT1−κT2 , see Sec. 5 for details. In these tables with the symbol 1n
we denote n 1-s in the Young diagram of the representation.
Q/κQ [3] [21]
T1 κT1 T2 κT2 3 0
[1] 0 [2] 1 q4 q−2
[11] −1 q2
[4] [31] [22]
T1 κT1 T2 κT2 6 2 0
[1] 0 [3] 3 q6 q−2
[21] 0 q4 1
[111] −3
[2] 1 [2] 1 q8 1 q−4
[11] −1 q4
[11] −1 [11] −1 q4
Q/κQ [5] [41] [32] [311]
T1 κT1 T2 κT2 10 5 2 0
[1] 0 [4] 6 q8 q−2
[31] 2 q6 1 q−4
[22] 0 q4
[211] −2 q4
[14] −6
[2] 1 [3] 3 q12 q2 q−4
[21] 0 q8 q2 q−2
[111] −3 q4
[11] −1 [3] 3 q6 q−4
[21] 0 q6 q2
[111] −3
Q/κQ [6] [51] [42] [411] [33] [321]
T1 κT1 T2 κT2 15 9 5 3 3 0
[1] 0 [5] 10 q10 q−2
[41] 5 q8 1 q−4
[32] 2 q6 q2 q−4
[311] 0 q6 1
[221] −2 q4
[2111] −5
[15] −10
[2] 1 [4] 6 q16 q4 q−4
[31] 2 q12 q4 1 1 q−6
[22] 0 q8 q−2
[211] −2 q8 q2
[14] −6
[11] −1 [4] 6 q8 q−4
[31] 2 q8 q4 q−2
[22] 0 q8 q2
[211] −2 q6
[14] −6
[3] 3 [3] 3 q18 q6 q−2 q−6
[21] 0 q12 q4 1 q−6
[111] −3 q6
[21] 0 [21] 0 q10 q6 q6 2
[111] −3 q6
[111] −3 [111] −3
54
Q, κQ
[7] [61] [52] [511] [43] [421] [4111] [331]
T1 κT1 T2 κT2 21 14 9 7 6 3 0 1
[1] 0 [6] 15 q12 q−2
[51] 9 q10 1 q−4
[42] 5 q8 q2 q−4
[411] 3 q8 1 q−6
[33] 3 q6 q−4
[321] 0 q6 q2
[3111] −3 q6
[222] −3
[2211] −5
[214] −9
[16] −15
[2] 1 [5] 10 q20 q6 q−4
[41] 2 q16 q6 q2 1 q−6
[32] 5 q12 q6 1 q−4
[311] 0 q12 q4 q−2 1
[221] −5 q8
[2111] −2 q8
[15] −10
[11] −1 [5] 10 q10 q−4
[41] 2 q10 q6 q−2 q−8
[32] 5 q10 q4 1
[311] 0 q8 q2
[221] −2 q8
[2111] −5
[15] −10
[3] 3 [4] 6 q24 q10 1 q−6
[31] 2 q18 q8 q4 q2 q−4 q−8
[22] 0 q12 1
[211] −2 q12 q4 q−2
[14] −6 q6
[21] 0 [4] 6 q16 q6 q2 q−6
[31] 2 q14 q10 q8 2q2 q−4 q−2
[22] 0 q12 q6 q2
[211] −2 q10 q4 q6
[14] −6
[111] −3 [4] 6 q8 q−6
[31] 2 q8 q2
[22] 0 q8
[211] −2
[14] −6
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Q, κQ
[8] [71] [62] [611] [53] [521] [5111] [44] [431] [422] [4211] [332]
T1 κT1 T2 κT2 28 20 14 12 10 7 4 8 4 2 0 0
[1] 0 [7] 21 q14 q−2
[61] 14 q12 1 q−4
[52] 9 q10 q2 q−4
[511] 7 q10 1 q−6
[43] 6 q8 q4 q−4
[421] 3 q8 q2 q−2 q−6
[4111] 0 q8 1
[331] 1 q6 q−2
[322] −1 q6 q2
[3211] −3 q6
[314] −7
[22111] −6
[215] −9
[17] −14
[2] 1 [6] 15 q24 q8 q−4
[51] 9 q20 q8 q4 1 q−6
[42] 5 q16 q8 q2 q4 q−4 q−8
[411] 3 q16 q6 1 1 q−8
[33] 3 q12 1 q−8
[321] 0 q12 q6 q2 q−2 q−2
[3111] −3 q12 q4
[222] −3 q8
[2211] −5 q8
[214] −9
[16] −15
[11] −1 [6] 14 q12 q−4
[51] 9 q12 q8 q−2 q−8
[42] 5 q12 q6 1 q−8
[411] 3 q10 q4 1 q−4
[33] 3 q12 q4
[321] 0 q10 q6 q2 q2
[3111] −3 q8
[222] −3 q8
[2211] −5
[214] −9
[16] −15
Q, κQ
[8] [71] [62] [611] [53] [521] [5111] [44] [431] [422] [4211] [332]
T1 κT1 T2 κT2 28 20 14 12 10 7 4 8 4 2 0 0
[3] 3 [5] 10 q30 q14 q2 q−6
[41] 2 q24 q12 q8 q4 q−2 1 q−8
[32] 5 q18 q10 q4 q−2 q−6 q−10
[311] 0 q18 q8 q2 q2 q−6
[221] −2 q12 q2 q−2
[2111] −5 q12 q4
[15] −10
[21] 0 [5] 10 q20 q8 q4 q−6
[41] 2 q18 q14 q10 2q4 q−2 q−2 q−6 q−10
[32] 5 q16 q10 q12 2q4 1 q−4 q−4
[311] 0 q14 q8 q8 q4 q2 1
[221] −2 q12 q8 q4 q4
[2111] −5 q10
[15] −10
[111] −3 [5] 10 q10 q−6
[41] 2 q10 q4 q−4
[32] 5 q10 q2
[311] 0 q10 q6
[221] −2 q10
[2111] −5
[15] −10
[4] 6 [4] 6 q32 q16 q4 q−4 q−8
[31] 2 q24 q12 q8 q4 q−2 q−8
[22] 0 q16 q2 q−8
[211] −2 q16 q6 1 q−8
[14] −6 q8
[31] 2 [31] 2 q20 q16 q12 2q6 1 q8 2 q−4 q−8 q−8
[22] 0 q16 q10 q4 1 q−4 q−4
[211] −2 q14 q8 q8 q4 2
[14] −6 q8
[22] 0 [22] 0 q16 q8 q4
[211] −2 q12 q4 q4
[14] −6
[211] −2 [211] −2 q12 q8 q8
[14] −6
[14] −6 [14] −6
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The study of 2-strand knots allows one to find not only the absolute values of the eigenvalues of the colored
R-matrices but also their signs. The drawback is that one study only the case of equal representations on the
crossing strands, T1 = T2 = T . In the table below, the eigenvalues for the colored R-matrices corresponding to
the crossings between T ⊗ T with for |T | ≤ 4 are listed. In these tables with the symbol 1n we denote n 1-s in
the Young diagram of the representation.
Q, κQ
[4] [31] [22] [211] [14]
T κT 6 2 0 −2 −6
[2] 1 q4 −1 q−2
[11] −1 q2 −1 q−4
[6] [51] [42] [411] [33] [321] [3111] [222] [2211] [214] [16]
T κT 15 9 5 3 3 0 −3 −3 −5 −9 −15
[3] 3 q9 −q3 q−1 −q−3
[21] 0 q5 −q3 −q3 ±1 q−3 q−3 −q−5
[111] −3 q3 −q q−3 −q−9
[8] [71] [62] [611] [53] [521] [5111] [44] [431] [422] [4211]
T κT 28 20 14 12 10 7 4 8 4 2 0
[4] 6 q16 −q8 q2 −q−2 q−4
[31] 2 q10 −q8 −q6 ±q3 1 q4 ±1 q−2 −q−4
[22] 0 q8 −q4 q2
[211] −2 q6 −q4
[14] −6
[414] [332] [3311] [3221] [32111] [315] [2222] [22211] [2214] [216] [18]
T κT −4 0 −2 −4 −7 −12 −8 −10 −14 −20 −28
[4] 6
[31] 2 −q−4 q−6
[22] 0 q−2 −q−4 q−8
[211] −2 1 −q4 q2 ±1 ±q−3 −q−8 q−4 −q−6 q−10
[14] −6 q4 −q2 q−2 −q−8 q−16
Another important property of the expansion into irreducible representations is the multiplicity. It appears
while studying higher representations. Starting from the size 6, some irreducible representations in the decom-
position of the tensor product of two representations appear several times. Though most representations have
multiplicity equal to one (or zero if they do not appear at all), the ones with the multiplicities higher than one
have the most nontrivial behavior. In the table below, all the representations with the multiplicity 2 from the
size 6 to the size 8 are listed; there are no other nontrivial multiplicities in this range.
[2, 1]× [2, 1]→ [3, 2, 1],
[2, 1]× [3, 1]→ [4, 2, 1], [2, 1]× [2, 1, 1]→ [3, 2, 2, 1],
[2, 1]× [4, 1]→ [5, 2, 1], [2, 1]× [3, 2]→ [4, 3, 1], [2, 1]× [2, 2, 1]→ [3, 2, 2, 1],
[2, 1]× [2, 1, 1, 1]→ [3, 2, 1, 1, 1], [3, 1]× [3, 1]→ [5, 2, 1], [3, 1]× [3, 1]→ [4, 3, 1],
[3, 1]× [2, 1, 1]→ [4, 2, 1, 1], [2, 1, 1]× [2, 1, 1]→ [3, 2, 2, 1], [2, 1, 1]× [2, 1, 1]→ [3, 2, 1, 1, 1].
(B.1)
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C Three-strand knots in representation [21]
In this Appendix, we present HOMFLY polynomials for the 3-strand knots with up to eight crossings in rep-
resentation [21]. The answers for the same knots in lower representations and in level-three symmetric and
antisymmetric representations can be found in [87, 89]. All the answers are given in the vertical framing,
see Sec. 5.
We use here the notation used in [51]. The matrix describes the coefficients of a polynomial in A2 and q2 as
q10A16

 3 4
1 2

 = q10A16 + 2q12A16 + 3q10A18 + 4q12A18.
Knot 31
H[2,1] =
1
q10A3


0 0 0 0 0 −1 0 0 0 0 0
0 0 1 1 1 0 1 1 1 0 0
−1 0 −2 0 −3 0 −3 0 −2 0 −1
1 0 2 −1 2 0 2 −1 2 0 1


Knot 41
H[2,1] =
1
q10A6


0 0 0 0 0 1 0 0 0 0 0
0 0 −1 0 −1 1 −1 0 −1 0 0
1 −1 3 −3 5 −4 5 −3 3 −1 1
−2 2 −5 6 −8 7 −8 6 −5 2 −2
1 −1 3 −3 5 −4 5 −3 3 −1 1
0 0 −1 0 −1 1 −1 0 −1 0 0
0 0 0 0 0 1 0 0 0 0 0


Knot 52
H[2,1] =
1
q14A6

0 0 1 −2 3 −4 5 −5 5 −4 3 −2 1 0 0
0 1 −2 5 −7 9 −11 13 −11 9 −7 5 −2 1 0
1 −2 4 −6 9 −12 13 −14 13 −12 9 −6 4 −2 1
−1 1 −3 3 −5 7 −8 7 −8 7 −5 3 −3 1 −1
0 0 0 0 1 0 0 −2 0 0 1 0 0 0 0
0 0 0 0 1 0 1 −1 1 0 1 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0


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Knot 62
H[2,1] =
1
q20A6


0 0 0 0 0 1 −2 3 −4 5 −5 5 −4 3 −2 1 0 0 0 0 0
0 0 −1 1 −1 0 −1 −2 5 −6 4 −6 5 −2 −1 0 −1 1 −1 0 0
1 −2 5 −6 12 −14 17 −16 21 −18 18 −18 21 −16 17 −14 12 −6 5 −2 1
−2 3 −8 12 −22 24 −33 35 −42 39 −44 39 −42 35 −33 24 −22 12 −8 3 −2
1 −1 5 −7 13 −14 24 −22 29 −26 32 −26 29 −22 24 −14 13 −7 5 −1 1
0 0 −1 0 −3 2 −5 3 −8 4 −8 4 −8 3 −5 2 −3 0 −1 0 0
0 0 0 0 0 1 0 2 −1 2 0 2 −1 2 0 1 0 0 0 0 0


Knot 63
H[2,1] =
1
q20A6


0 0 0 0 0 −1 2 −3 4 −5 5 −5 4 −3 2 −1 0 0 0 0 0
0 0 1 −1 2 −2 4 −4 6 −5 7 −5 6 −4 4 −2 2 −1 1 0 0
−1 2 −6 9 −17 23 −36 41 −55 56 −62 56 −55 41 −36 23 −17 9 −6 2 −1
2 −4 10 −16 31 −40 60 −71 90 −92 105 −92 90 −71 60 −40 31 −16 10 −4 2
−1 2 −6 9 −17 23 −36 41 −55 56 −62 56 −55 41 −36 23 −17 9 −6 2 −1
0 0 1 −1 2 −2 4 −4 6 −5 7 −5 6 −4 4 −2 2 −1 1 0 0
0 0 0 0 0 −1 2 −3 4 −5 5 −5 4 −3 2 −1 0 0 0 0 0


6
0
Knot 72
H[2,1] =
1
q24A6

0 0 1 −2 3 −6 10 −11 12 −15 16 −15 15 −15 16 −15 12 −11 10 −6 3 −2 1 0 0
0 1 −2 6 −11 17 −23 31 −35 38 −41 42 −40 42 −41 38 −35 31 −23 17 −11 6 −2 1 0
1 −2 5 −9 16 −22 28 −33 40 −41 39 −41 44 −41 39 −41 40 −33 28 −22 16 −9 5 −2 1
−1 1 −4 5 −9 10 −14 13 −14 11 −10 7 −6 7 −10 11 −14 13 −14 10 −9 5 −4 1 −1
0 0 0 0 0 1 −2 3 −8 9 −13 13 −18 13 −13 9 −8 3 −2 1 0 0 0 0 0
0 0 0 0 1 0 3 −2 5 −3 8 −4 8 −4 8 −3 5 −2 3 0 1 0 0 0 0
0 0 0 0 0 0 0 −1 0 −2 1 −2 0 −2 1 −2 0 −1 0 0 0 0 0 0 0


Knot 75
H[2,1] =
1
q24A6


0 0 0 0 0 0 0 −1 2 −3 4 −5 5 −5 4 −3 2 −1 0 0 0 0 0 0 0
0 0 0 0 1 −2 3 −6 9 −11 12 −14 16 −14 12 −11 9 −6 3 −2 1 0 0 0 0
0 0 0 1 0 2 −4 9 −12 17 −24 27 −26 27 −24 17 −12 9 −4 2 0 1 0 0 0
−1 2 −6 10 −17 24 −32 41 −47 51 −55 58 −56 58 −55 51 −47 41 −32 24 −17 10 −6 2 −1
1 −3 8 −18 30 −48 69 −92 111 −133 146 −156 158 −156 146 −133 111 −92 69 −48 30 −18 8 −3 1
0 1 −3 9 −19 33 −49 69 −90 107 −121 130 −134 130 −121 107 −90 69 −49 33 −19 9 −3 1 0
0 0 1 −2 5 −9 15 −20 27 −32 38 −40 42 −40 38 −32 27 −20 15 −9 5 −2 1 0 0


6
1
Knot 82
H[2,1] =
1
q30A6

0 0 0 0 0 1 −2 3 −6 10 −11 12 −15 16 −15 15 −15 16 −15 12 −11 10 −6 3 −2 1 0 0 0 0 0
0 0 −1 1 −1 1 −1 −5 9 −13 20 −28 29 −31 33 −35 33 −31 29 −28 20 −13 9 −5 −1 1 −1 1 −1 0 0
1 −2 5 −7 14 −17 22 −22 26 −20 19 −12 12 −7 8 −4 8 −7 12 −12 19 −20 26 −22 22 −17 14 −7 5 −2 1
−2 3 −8 13 −25 30 −45 50 −62 58 −69 64 −71 62 −71 65 −71 62 −71 64 −69 58 −62 50 −45 30 −25 13 −8 3 −2
1 −1 5 −7 15 −18 32 −32 46 −43 57 −48 61 −52 64 −52 64 −52 61 −48 57 −43 46 −32 32 −18 15 −7 5 −1 1
0 0 −1 0 −3 2 −7 4 −12 7 −15 8 −18 8 −18 9 −18 8 −18 8 −15 7 −12 4 −7 2 −3 0 −1 0 0
0 0 0 0 0 1 0 2 −1 4 −1 4 −1 4 −1 5 −1 4 −1 4 −1 4 −1 2 0 1 0 0 0 0 0


Knot 85
H[2,1] =
1
q30A6

0 0 0 0 0 1 0 4 −2 8 −4 13 −6 16 −8 20 −8 16 −6 13 −4 8 −2 4 0 1 0 0 0 0 0
0 0 −1 0 −5 3 −14 10 −29 18 −46 27 −62 31 −70 36 −70 31 −62 27 −46 18 −29 10 −14 3 −5 0 −1 0 0
1 −1 7 −10 26 −31 61 −61 102 −91 143 −114 173 −133 194 −136 194 −133 173 −114 143 −91 102 −61 61 −31 26 −10 7 −1 1
−2 3 −11 16 −35 40 −68 64 −97 77 −115 83 −130 84 −136 89 −136 84 −130 83 −115 77 −97 64 −68 40 −35 16 −11 3 −2
1 −2 6 −7 16 −14 22 −11 18 8 0 30 −16 46 −23 50 −23 46 −16 30 0 8 18 −11 22 −14 16 −7 6 −2 1
0 0 −1 1 −2 0 0 −10 14 −26 30 −46 42 −49 44 −54 44 −49 42 −46 30 −26 14 −10 0 0 −2 1 −1 0 0
0 0 0 0 0 1 −2 4 −6 9 −8 7 −5 5 −1 0 −1 5 −5 7 −8 9 −6 4 −2 1 0 0 0 0 0


Knot 87
H[2,1] =
1
q30A6

0 0 0 0 0 −1 2 −3 6 −10 11 −12 15 −16 15 −15 15 −16 15 −12 11 −10 6 −3 2 −1 0 0 0 0 0
0 0 1 −1 2 −4 7 −6 11 −17 19 −21 29 −30 32 −32 32 −30 29 −21 19 −17 11 −6 7 −4 2 −1 1 0 0
−1 2 −6 11 −23 34 −55 75 −104 124 −155 171 −190 198 −210 204 −210 198 −190 171 −155 124 −104 75 −55 34 −23 11 −6 2 −1
2 −4 11 −20 40 −57 91 −118 159 −181 220 −233 260 −255 273 −264 273 −255 260 −233 220 −181 159 −118 91 −57 40 −20 11 −4 2
−1 2 −7 11 −22 31 −49 55 −76 78 −90 77 −85 66 −72 56 −72 66 −85 77 −90 78 −76 55 −49 31 −22 11 −7 2 −1
0 0 1 −1 3 −2 3 2 −5 18 −25 45 −56 75 −78 88 −78 75 −56 45 −25 18 −5 2 3 −2 3 −1 1 0 0
0 0 0 0 0 −1 2 −5 9 −15 20 −27 32 −38 40 −42 40 −38 32 −27 20 −15 9 −5 2 −1 0 0 0 0 0


6
2
Knot 89
H[2,1] =
1
q30A6

0 0 0 0 0 1 −2 5 −9 15 −20 27 −32 38 −40 42 −40 38 −32 27 −20 15 −9 5 −2 1 0 0 0 0 0
0 0 −1 1 −3 3 −5 1 −1 −5 8 −18 16 −21 20 −26 20 −21 16 −18 8 −5 −1 1 −5 3 −3 1 −1 0 0
1 −2 7 −12 25 −36 58 −74 103 −121 155 −175 208 −224 247 −242 247 −224 208 −175 155 −121 103 −74 58 −36 25 −12 7 −2 1
−2 4 −12 22 −44 64 −103 136 −186 225 −286 332 −389 414 −454 459 −454 414 −389 332 −286 225 −186 136 −103 64 −44 22 −12 4 −2
1 −2 7 −12 25 −36 58 −74 103 −121 155 −175 208 −224 247 −242 247 −224 208 −175 155 −121 103 −74 58 −36 25 −12 7 −2 1
0 0 −1 1 −3 3 −5 1 −1 −5 8 −18 16 −21 20 −26 20 −21 16 −18 8 −5 −1 1 −5 3 −3 1 −1 0 0
0 0 0 0 0 1 −2 5 −9 15 −20 27 −32 38 −40 42 −40 38 −32 27 −20 15 −9 5 −2 1 0 0 0 0 0


Knot 810
H[2,1] =
1
q30A6

0 0 0 0 0 −1 2 −5 9 −15 20 −27 32 −38 40 −42 40 −38 32 −27 20 −15 9 −5 2 −1 0 0 0 0 0
0 0 1 −1 4 −5 11 −13 26 −31 50 −56 77 −78 95 −88 95 −78 77 −56 50 −31 26 −13 11 −5 4 −1 1 0 0
−1 2 −8 14 −33 49 −89 119 −186 222 −303 333 −410 414 −471 444 −471 414 −410 333 −303 222 −186 119 −89 49 −33 14 −8 2 −1
2 −4 14 −23 51 −72 129 −159 242 −273 371 −377 476 −454 530 −474 530 −454 476 −377 371 −273 242 −159 129 −72 51 −23 14 −4 2
−1 2 −8 11 −26 31 −58 58 −95 80 −124 87 −129 76 −127 68 −127 76 −129 87 −124 80 −95 58 −58 31 −26 11 −8 2 −1
0 0 1 −1 4 −1 4 6 −5 30 −34 70 −72 119 −106 132 −106 119 −72 70 −34 30 −5 6 4 −1 4 −1 1 0 0
0 0 0 0 0 −1 2 −6 9 −16 20 −30 32 −39 39 −47 39 −39 32 −30 20 −16 9 −6 2 −1 0 0 0 0 0


Knot 816
H[2,1] =
1
q30A6

0 0 0 0 0 −1 4 −9 16 −27 40 −51 61 −71 76 −77 76 −71 61 −51 40 −27 16 −9 4 −1 0 0 0 0 0
0 0 1 −3 5 −5 4 2 −19 48 −84 130 −183 232 −260 270 −260 232 −183 130 −84 48 −19 2 4 −5 5 −3 1 0 0
−1 4 −11 22 −40 67 −100 133 −170 206 −229 236 −240 238 −232 222 −232 238 −240 236 −229 206 −170 133 −100 67 −40 22 −11 4 −1
2 −8 21 −46 91 −160 254 −375 518 −674 827 −971 1098 −1187 1246 −1264 1246 −1187 1098 −971 827 −674 518 −375 254 −160 91 −46 21 −8 2
−1 4 −12 30 −62 113 −188 296 −426 573 −733 890 −1023 1128 −1198 1218 −1198 1128 −1023 890 −733 573 −426 296 −188 113 −62 30 −12 4 −1
0 0 1 −3 6 −13 23 −38 62 −97 133 −173 217 −250 272 −280 272 −250 217 −173 133 −97 62 −38 23 −13 6 −3 1 0 0
0 0 0 0 0 −1 4 −9 19 −33 46 −61 78 −90 96 −98 96 −90 78 −61 46 −33 19 −9 4 −1 0 0 0 0 0


6
3
Knot 817
H[2,1] =
1
q30A6

0 0 0 0 0 1 −4 10 −20 36 −58 85 −112 136 −154 161 −154 136 −112 85 −58 36 −20 10 −4 1 0 0 0 0 0
0 0 −1 3 −6 9 −13 16 −17 13 −7 1 3 −9 13 −13 13 −9 3 1 −7 13 −17 16 −13 9 −6 3 −1 0 0
1 −4 12 −27 54 −96 159 −243 351 −478 626 −780 925 −1049 1131 −1158 1131 −1049 925 −780 626 −478 351 −243 159 −96 54 −27 12 −4 1
−2 8 −22 48 −96 172 −285 434 −628 862 −1122 1388 −1640 1844 −1980 2031 −1980 1844 −1640 1388 −1122 862 −628 434 −285 172 −96 48 −22 8 −2
1 −4 12 −27 54 −96 159 −243 351 −478 626 −780 925 −1049 1131 −1158 1131 −1049 925 −780 626 −478 351 −243 159 −96 54 −27 12 −4 1
0 0 −1 3 −6 9 −13 16 −17 13 −7 1 3 −9 13 −13 13 −9 3 1 −7 13 −17 16 −13 9 −6 3 −1 0 0
0 0 0 0 0 1 −4 10 −20 36 −58 85 −112 136 −154 161 −154 136 −112 85 −58 36 −20 10 −4 1 0 0 0 0 0


Knot 818
H[2,1] =
1
q30A6

0 0 0 0 0 1 −6 16 −32 62 −106 155 −210 264 −298 307 −298 264 −210 155 −106 62 −32 16 −6 1 0 0 0 0 0
0 0 −1 5 −10 15 −25 36 −41 42 −40 34 −26 23 −13 11 −13 23 −26 34 −40 42 −41 36 −25 15 −10 5 −1 0 0
1−6 18−43 90−168 289−458 678−947 1255−1578 1876−2142 2301−2362 2301−2142 1876−1578 1255−947 678−458 289−168 90−43 18−6 1
−2 12−34 76−160 304−517 812−1210 1691−2218 2778−3290 3710−3980 4101−3980 3710−3290 2778−2218 1691−1210 812−517 304−160 76−34 12−2
1−6 18−43 90−168 289−458 678−947 1255−1578 1876−2142 2301−2362 2301−2142 1876−1578 1255−947 678−458 289−168 90−43 18−6 1
0 0 −1 5 −10 15 −25 36 −41 42 −40 34 −26 23 −13 11 −13 23 −26 34 −40 42 −41 36 −25 15 −10 5 −1 0 0
0 0 0 0 0 1 −6 16 −32 62 −106 155 −210 264 −298 307 −298 264 −210 155 −106 62 −32 16 −6 1 0 0 0 0 0


Knot 819
H[2,1] =
1
q30A6

1 0 2 1 3 1 5 3 6 3 8 4 10 3 10 5 10 3 10 4 8 3 6 3 5 1 3 1 2 0 1
−1 −1 −3 −3 −6 −6 −10 −10 −16 −14 −21 −16 −25 −19 −27 −19 −27 −19 −25 −16 −21 −14 −16 −10 −10 −6 −6 −3 −3 −1 −1
0 1 1 3 4 8 9 13 15 20 22 26 27 31 29 32 29 31 27 26 22 20 15 13 9 8 4 3 1 1 0
0 0 0 −1 −1 −3 −4 −7 −8 −13 −13 −18 −17 −22 −18 −25 −18 −22 −17 −18 −13 −13 −8 −7 −4 −3 −1 −1 0 0 0
0 0 0 0 0 0 1 1 3 3 5 5 7 8 8 8 8 8 7 5 5 3 3 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −1 −1 −2 −1 −2 −1 −2 −1 −2 −1 −1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


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4
Knot 820
H[2,1] =
1
q22A6

0 0 0 0 0 0 −1 0 −2 1 −2 0 −2 1 −2 0 −1 0 0 0 0 0 0
0 0 0 1 1 3 1 3 3 5 5 4 5 5 3 3 1 3 1 1 0 0 0
0 −1 −1 −2 −2 −3 −7 −5 −11 −5 −14 −6 −14 −5 −11 −5 −7 −3 −2 −2 −1 −1 0
1 −1 4 −3 10 −5 17 −8 24 −6 26 −6 26 −6 24 −8 17 −5 10 −3 4 −1 1
−1 2 −4 5 −10 9 −14 9 −16 6 −15 4 −15 6 −16 9 −14 9 −10 5 −4 2 −1
0 0 1 −1 1 −2 2 3 −4 7 −8 14 −8 7 −4 3 2 −2 1 −1 1 0 0
0 0 0 0 0 −1 2 −2 4 −8 8 −7 8 −8 4 −2 2 −1 0 0 0 0 0


Knot 821
H[2,1] =
1
q22A6

0 0 0 0 0 0 1 −2 3 −4 5 −5 5 −4 3 −2 1 0 0 0 0 0 0
0 0 0 −1 1 −3 4 −6 7 −12 11 −11 11 −12 7 −6 4 −3 1 −1 0 0 0
0 1 0 2 −1 2 3 0 8 −7 14 −8 14 −7 8 0 3 2 −1 2 0 1 0
−2 3 −8 12 −25 30 −51 58 −83 85 −106 93 −106 85 −83 58 −51 30 −25 12 −8 3 −2
2 −4 10 −13 29 −36 59 −65 98 −93 121 −108 121 −93 98 −65 59 −36 29 −13 10 −4 2
0 0 −2 0 −4 2 −14 9 −25 20 −38 23 −38 20 −25 9 −14 2 −4 0 −2 0 0
0 0 0 0 0 4 −2 6 −4 11 −7 11 −7 11 −4 6 −2 4 0 0 0 0 0


6
5
D 4-strand knots in representation [2]
In this Appendix, we present answers for 4-strand knots with up to seven crossings in representation [2]. The
answers for representation [11] can be obtained from these by the simple substitution q → −q−1. All the answers
are given in the vertical framing, see Sec. 5. We use here the same notation as in Appendix C.
Knot 61
H[2] =
1
q8A6


0 0 0 0 0 0 0 1 0
0 0 0 0 −1 0 1 −1 −1
0 0 0 −1 1 2 −1 −1 1
1 0 −2 2 3 −2 −1 1 0
0 −3 0 4 −2 −2 1 0 0
−1 0 2 0 −1 0 0 0 0
0 1 0 0 0 0 0 0 0


Knot 72
H[2] =
1
q14A6


0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 −1 0 1 −1 −1
0 0 0 0 0 −1 1 2 −1 −1 1
0 0 0 −1 −2 1 2 −2 −1 1 0
1 1 −1 −2 2 3 −2 −1 1 0 0
1 0 −3 1 3 −2 −1 1 0 0 0
1 −1 −1 2 0 −1 1 0 0 0 0


Knot 74
H[2] =
1
q6A6


0 0 0 0 1 −2 −1 4 −1 −2 1
0 0 0 2 −2 −4 6 2 −6 0 2
0 0 3 −2 −4 6 4 −5 −1 2 1
0 2 −2 −4 5 3 −4 −1 1 0 0
1 −2 −3 3 1 −3 −1 0 0 0 0
−1 −1 2 1 −1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0


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Knot 76
H[2] =
1
q16A6


0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 −2 −1 2 −1 −2 0
0 0 0 0 1 3 −4 −2 8 0 −4 3 1
0 0 −2 1 5 −7 −6 10 −1 −8 3 1 −2
1 −2 0 7 −4 −7 10 2 −7 4 2 −2 1
−1 0 3 −2 −4 4 1 −4 1 1 −1 0 0
0 1 −1 −1 2 0 −1 1 0 0 0 0 0


Knot 77
H[2] =
1
q10A6


0 0 0 0 0 1 −2 −1 4 −1 −2 1 0
0 0 −1 1 3 −6 −2 10 −2 −6 3 1 −1
1 −2 1 7 −8 −6 16 −1 −10 5 2 −2 1
−2 0 5 −7 −8 11 1 −10 2 2 −2 0 0
1 4 −3 −3 8 2 −4 2 1 0 0 0 0
0 −2 −2 2 0 −2 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0


E The knot 41 and the link 5
2
1
In this Appendix, the results for the colored HOMFLY polynomials for the figure-eight knot 41 and for the
Whitehead link 521 are provided. The HOMFLY polynomials for 41 are the reduced ones (i.e., divided by
the Schur polynomial in the corresponding representation) and the answers for 521 are divided by two Schur
polynomials, corresponding to the two representations. We use here the same notation as in Appendix C.
H4122 =
1
q16A8


0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 −2 0 2 0 −2 −1 0 0 0 0 0
0 0 0 2 1 −1 −2 2 6 2 −2 −1 1 2 0 0 0
0 −1 −1 2 1 −5 −7 0 6 0 −7 −5 1 2 −1 −1 0
1 −1 −1 4 4 −3 −5 4 13 4 −5 −3 4 4 −1 −1 1
0 −1 −1 2 1 −5 −7 0 6 0 −7 −5 1 2 −1 −1 0
0 0 0 2 1 −1 −2 2 6 2 −2 −1 1 2 0 0 0
0 0 0 0 0 −1 −2 0 2 0 −2 −1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0


(E.1)
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H4131 =
1
q18A8


0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 −1 1 −1 −1 0 −1 0 0
0 0 0 0 1 0 −1 2 1 −1 5 −1 −2 4 −2 1 3 −1 1
0 −1 1 0 −5 3 −2 −6 9 −5 −6 7 −8 −1 5 −5 0 0 −2
1 2 −3 4 2 −7 12 −1 −8 15 −8 −1 12 −7 2 4 −3 2 1
−2 0 0 −5 5 −1 −8 7 −6 −5 9 −6 −2 3 −5 0 1 −1 0
1 −1 3 1 −2 4 −2 −1 5 −1 1 2 −1 0 1 0 0 0 0
0 0 −1 0 −1 −1 1 −1 0 0 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0


(E.2)
H
521
1⊗321 =
1
q12A3(A−A−1)


0 0 0 1 −1 1 −1 1 −1 1 0 0 0
−1 2 −3 4 −5 6 −7 6 −5 4 −3 2 −1
0 0 0 1 −1 1 −2 1 −1 1 0 0 0

 (E.3)
H
521
2⊗3 =
1
q17A6(A−A−1)(Aq−A−1q−1)

0 0 0 0 0 0 0 1 0 −1 0 1 1 −1 −1 1 0
0 0 0 −1 0 2 0 −3 −2 3 3 −3 −3 1 2 0 −1
1 −1 −2 3 3 −3 −6 2 9 −1 −7 −1 4 2 −2 −1 1
−1 0 3 1 −5 −3 5 5 −3 −5 1 3 0 −1 0 0 0
0 1 −1 −2 1 2 1 −2 −1 1 0 0 0 0 0 0 0


(E.4)
H
521
2⊗5 =
1
q25A6(A−A−1)(Aq−A−1q−1)

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 −1 0 1 0 0 1 −1 −1 1 0
0 0 0 0 0 −1 0 1 0 1 0 −3 −1 1 −1 2 3 −3 −2 1 −1 0 2 0 −1
1 −1 −1 1 −1 2 3 −3 −2 1 −4 1 8 −2 −2 2 −4 −2 4 1 −1 1 −1 −1 1
−1 0 2 0 0 1 −4 −2 4 0 0 4 −2 −4 1 0 0 2 0 −1 0 0 0 0 0
0 1 −1 −1 1 −1 0 2 0 −1 1 −1 −1 1 0 0 0 0 0 0 0 0 0 0 0


(E.5)
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F The form of blocks in the level-three projectors
In this Appendix, we present the projectors onto level-three “colored” basis defined in Sec. 9.1.2. We also
provide the matrices that diagonalize the presented projectors; they are the transition matrices to the level-
three “colored” basis, as is explained inSec. 9.1.2. All the matrices are written in the basis where both R1 and
R4 are diagonal and equal to
R1 =


q1
q1
q1
q1
− 1q1
− 1q1
− 1q1
− 1q1


,
R4 =


q1
− 1q1
q1
− 1q1
q1
− 1q1
q1
− 1q1


,
(F.1)
where 1 denotes a unit matrix of size of the block where it is placed. In this basis, both level-two projectors
∗P
(1)
2 ≡
1 + qR1
1 + q2
, ∗P
(2)
2 ≡
1 + qR4
1 + q2
and the level-three projector acting on the first 3 strands,
P
(2)
21 =
(R1 −R2)2
[3]q
, (F.2)
is already diagonal. The level-three projector acting on the next 3 strands,
P
(2)
21 =
(R5 −R4)2
[3]q
, (F.3)
has the block structure:
P
(2)
21 =


℘3⊗2⊗1
℘3⊗11⊗1
℘21⊗2⊗1
℘21⊗11⊗1
℘21⊗2⊗1
℘21⊗11⊗1
℘111⊗2⊗1
℘111⊗11⊗1


. (F.4)
The structure of the matrix that describes transition to basis (9.13) is similar to the structure of P
(2)
21 :
U =


U3⊗2⊗1
U3⊗11⊗1
U21⊗2⊗1
U21⊗11⊗1
U21⊗2⊗1
U21⊗11⊗1
U111⊗2⊗1
U111⊗11⊗1


. (F.5)
Note, that there is in fact two representations 21, 21 coming from the decomposition
([1]⊗ [1])⊗ [1] = [3] + [21] + [21] + [111]. (F.6)
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We denote them both as 21 here, since the corresponding blocks in P and U are totally identic.
The straightforward calculation gives the form of the constituent blocks presented below. The symbol ∅
means that the corresponding block is not present in the R-matrices and hence in the projectors. The symbol
0 means that the corresponding block is present in the projectors and equals zero.
Blocks for Q = [6]
℘3⊗2⊗1|6 = 1, ℘21⊗2⊗1|6 = ℘3⊗11⊗1|6 = ℘21⊗11⊗1|6 = ℘111⊗2⊗1|6 = ℘111⊗11⊗1|6 = ∅, (F.7)
U3⊗2⊗1|51 = 1. (F.8)
Blocks for Q = [51]
℘3⊗2⊗1|51 =
( −s51
c51
)( −s51 c51 ) , where c51 = 1
[5]q
, s51 =
√
[4]q[6]q
[5]q
, (F.9)
℘21⊗2⊗1|51 = 0, ℘3⊗11⊗1|51 = 1, ℘21⊗11⊗1|51 = ℘111⊗2⊗1|51 = ℘111⊗11⊗1|51 = ∅, (F.10)
U3⊗2⊗1|51 =
(
c51 −s51
s51 c51
)
. (F.11)
Blocks for Q = [42]
℘3⊗2⊗1|42 =
( −s42
c42
)( −s42 c42 ) , ℘21⊗2⊗1|42 =
( −s′42
c′42
)( −s′42 c′42 ) , (F.12)
℘21⊗2⊗1|42 = 0, ℘3⊗11⊗1|42 = 1, ℘111⊗2⊗1|42 = ℘111⊗11⊗1|42 = ∅, (F.13)
U3⊗2⊗1|42 =
(
c42 −s42
s42 c42
)
, U21⊗2⊗1 =
(
c′42 −s′42
s′42 c
′
42
)
, where c42 =
2
[3]q
, c′42 =
1
[3]q
. (F.14)
Blocks for Q = [411]
℘21⊗2⊗1|411 =
( −s411
c411
)( −s411 c411 ) , ℘3⊗11⊗1|411 =
(
c411
s411
)(
c411 s411
)
, (F.15)
℘3⊗2⊗1|411 = ℘21⊗11⊗1|411 = ℘21⊗11⊗1|411 = 1, ℘111⊗11⊗1|411 = ∅, (F.16)
U21⊗2⊗1 = U3⊗11⊗1 =
(
c411 −s411
s411 c411
)
, where c411 =
1
[5]q
, s411 =
√
[4]q[6]q
[5]q
. (F.17)
Blocks for Q = [33]
℘21⊗2⊗1|33 = ℘21⊗11⊗1|33 = 1, ℘3⊗2⊗1|33 = 0, ℘3⊗11⊗1|33 = ℘111⊗2⊗1|33 = ℘111⊗11⊗1|33 = ∅. (F.18)
Blocks for Q = [321]
℘3⊗2⊗1|321 = ℘3⊗11⊗1|321 = ℘111⊗11⊗1|321 = ℘111⊗2⊗1|321 = 1, (F.19)
The next case is the only one where 3× 3 block appear:
℘21⊗2⊗1|321 = σ · ℘21⊗11⊗1|321 · σ = 1− vv†, (F.20)
where
v† =
(
1√
[2]q[4]q
1
[2]q
√
[5]q
[2]q[4]q
)
, v†v = 1, σ =

 1−1
1

 . (F.21)
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The corresponding block in the mixing matrix is
U21⊗2⊗1 = σ · U21⊗11⊗1 · σ =


1√
[2]q[4]q
−
√
[5]q
[2]q[3]q[4]q
√
[4]q
[2]q[3]q
1
[2]q
−
1
[2]q
√
[3]q
−
1√
[3]q√
[5]q
[2]q[4]q
√
[3]q
[2]q[4]q
0


. (F.22)
The blocks for the rest representations are obtained with help of the level-rank duality (described, e.g.,
in [86],[87]),
℘T1T2T3|Q(q) = ℘T˜1T˜2T˜3|Q˜(−q−1), UT1T2T3|Q(q) = UT˜1T˜2T˜3|Q˜(−q−1), (F.23)
where T˜ stands for the representation with the transposed T diagram.
G Blocks in the three-strand level-two R-matrices
In this Appendix, we provide the result of the direct computation of the constituent blocks in the three-strand
level-two R-matrices defined in Sec. 9.4. All the R-matrices are given in the vertical framing. The symbol
∅ means that the corresponding block is not present in the R-matrices and hence in the obtained colored R-
matrices. The symbol 0 means that the corresponding block is present in the R-matrices and equals zero. We
write ± before elements of the matrices RT1T2 with T1 6= T2 to emphasize that they are defined up to a sign.
Blocks for Q = [6]
R(2⊗2)⊗2|6 = q4,
R(2⊗2)⊗11|6 = R(2⊗11)⊗2|6 = R(2⊗11)⊗11|6 = R(11⊗2)⊗2|6 =
= R(11⊗2)⊗11|6 = R(11⊗11)⊗2|6 = R(11⊗11)⊗11|6 = ∅,
(G.1)
U2⊗2⊗2|6 = 1,
U2⊗2⊗11|6 = U11⊗2⊗2|6 = U2⊗11⊗2|6 = U2⊗11⊗11|6 = U11⊗2⊗11|6 = U11⊗11⊗2|6 = U11⊗11⊗11|6 = ∅. (G.2)
Blocks for Q = [51]
R(2⊗2)⊗2|51 =
(
q4
−1
)
, R(2⊗2)⊗11|51 = q4,
R(2⊗11)⊗2|51 = R(11⊗2)⊗2|51 = ±q2,
R(2⊗11)⊗11|51 = R(11⊗2)⊗11|51 = R(11⊗11)⊗2|51 = R(11⊗11)⊗11|51 = ∅,
(G.3)
U2⊗2⊗2|51 =
(
−c51 s51
−c51 −s51
)
,
U2⊗2⊗11|51 = U11⊗2⊗2|51 = 1, U2⊗11⊗2|51 = −1,
U2⊗11⊗11|51 = U11⊗2⊗11|51 = U11⊗11⊗2|51 = U11⊗11⊗11|51 = ∅,
(G.4)
where
c51 =
[2]q
[4]q
, s51 =
√
[2]q[6]q
[4]q
. (G.5)
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Blocks for Q = [42]
R(2⊗2)⊗2|42 =

 q4 −1
q−2

 , R(2⊗2)⊗11|42 = −1,
R(2⊗11)⊗2|42 = R(11⊗2)⊗2|42 = R(2⊗11)⊗11|42 = R(11⊗2)⊗11|42 = ±q2,
R(11⊗11)⊗2|42 = q2, R(11⊗11)⊗11|42 = ∅,
(G.6)
U2⊗2⊗11|42 = U2⊗11⊗2|42 = U2⊗11⊗11|42 = U11⊗2⊗11|42 = U11⊗11⊗2|42 = 1,
U11⊗2⊗2|42 = −1, U11⊗11⊗11|42 = ∅,
U2⊗2⊗2|42 =


[2]q
[3]q[4]q
−
[2]q
[4]q
√
[5]q
[3]q
√
[5]q
[3]q
√
[5]q
[3]q
−
[6]q
[3]q[4]q
−
1√
[3]q√
[5]q
[3]q
1√
[3]q
1
[3]q


.
(G.7)
Blocks for Q = [411]
R(2⊗2)⊗2|411 = −1, R(2⊗2)⊗11|411 =
(
q4
−1
)
,
R(2⊗11)⊗2|411 = R(11⊗2)⊗2|411 =
( ±q2
±q−2
)
,
R(2⊗11)⊗11|411 = R(11⊗2)⊗11|411 = ±q2, R(11⊗11)⊗2|411 = −1, R(11⊗11)⊗11|411 = ∅,
(G.8)
U2⊗2⊗2|411 = 1, U2⊗11⊗11|411 = 1, U11⊗2⊗11|411 = −1, U11⊗11⊗2|411 = −1, U11⊗11⊗11|411 = ∅,
U2⊗11⊗2|411 =
(
c411 −s411
−s411 −c411
)
,
U2⊗2⊗11|411 =
(
c411 −s411
s411 c411
)
, U11⊗2⊗2|411 =
(
c411 s411
s411 −c411
)
,
(G.9)
where
c411 =
[2]q
[4]q
, s411 =
√
[2]q[6]q
[4]q
. (G.10)
Blocks for Q = [33]
R(2⊗2)⊗2|33 = −1, R(2⊗2)⊗11|33 = q−2, R(2⊗11)⊗2|33 = R(11⊗2)⊗2|33 = ±q2,
R(2⊗11)⊗11|33 = R(11⊗2)⊗11|33 = R(11⊗11)⊗2|33 = ∅, R(11⊗11)⊗11|33 = q2,
(G.11)
U2⊗2⊗2|33 = 1, U2⊗2⊗11|33 = U2⊗11⊗2|33 = U2⊗2⊗11|33 = −1,
U2⊗11⊗11|33 = U11⊗2⊗11|33 = U11⊗11⊗2|33 = ∅, U11⊗11⊗11|33 = −1.
(G.12)
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Q = [321]
R(2⊗2)⊗2|321 = R(2⊗2)⊗11|321 =
( −1
q−2
)
,
R(11⊗11)⊗11|321 = R(11⊗11)⊗2|321 =
(
q2
−1
)
,
R(2⊗11)⊗2|321 = R(11⊗2)⊗2|321 = R(2⊗11)⊗11|321 = R(11⊗2)⊗11|321 =
( ±q2
±q−2
)
,
(G.13)
U2⊗2⊗2|321 =
( −c321 −s321
s321 −c321
)
, U11⊗11⊗11|321 =
(
c321 s321
−s321 c321
)
,
U2⊗2⊗11|321 =
(
c′′321 s
′′
321
−s′′321 c′′321
)
, U2⊗11⊗2|321 =
( −c′321 −s′321
−s′321 c′321
)
,
U11⊗2⊗2|321 =
( −c′′321 s′′321
s′′321 c
′′
321
)
, U2⊗11⊗11|321 =
( −c′′321 s′′321
s′′321 c
′′
321
)
,
U11⊗2⊗11|321 =
( −c′321 −s′321
−s′321 c′321
)
, U11⊗11⊗2|321 =
( −c′′321 −s′′321
s′′321 −c′′321
)
,
(G.14)
where
c321 =
1
[2]q
, c′321 =
1
[4]q
, c′′321 =
√
[3]q
[2]q[4]q
, s321 =
√
[3]q
[2]q
, s′321 =
√
[2]q[6]q
[4]q
, s′′321 =
√
[5]q
[2]q[4]q
. (G.15)
The blocks for the rest representations are obtained with help of the level-rank duality (described, e.g.,
in [86],[87])
RT1T2T3|Q(q) = RT˜1T˜2T˜3|Q˜(−q−1), UT1T2T3|Q(q) = UT˜1T˜2T˜3|Q˜(−q−1), (G.16)
where T˜ stands for the representation with the transposed T diagram.
H Blocks in the two-strand level-three R-matrices
In this Appendix, we provide the result of the direct computation of the constituent blocks in the two-strand
level-three R-matrices defined in Sec. 9.5. All the R-matrices are given in the vertical framing. The symbol
∅ means that the corresponding block is not present in the R-matrices and hence in the obtained colored R-
matrices. The symbol 0 means that the corresponding block is present in the R-matrices and equals zero. We
write ± before the matrices RT1T2 with T1 6= T2 to emphasize that they are defined up to a sign. The notation
21 is used for the representation 21 symmetric in the first pair of strands and 21 for the representation 21
antisymmetric in the first pair of strands.
Blocks for Q = [6]
R3⊗3|6 = q9,
R3⊗21|6 = R21⊗3|6 = R3⊗21|6 = R21⊗3|6 =
= R3⊗111|6 = R111⊗3|6 = R21⊗21|6 = R21⊗21|6 = R21⊗21|6 = R21⊗21|6 =
= R21⊗111|6 = R111⊗21|6 = R21⊗111|6 = R111⊗21|6 = R111⊗111|6 = ∅.
(H.1)
Blocks for Q = [51]
R3⊗3|51 = −q3, R3⊗21|51 = R21⊗3|51 = ±q6, R3⊗21|51 = R21⊗3|51 = ±q6,
R21⊗21|51 = R21⊗21|51 = R21⊗21|51 = R21⊗21|51 = R3⊗111|51 = R111⊗3|51 =
= R21⊗111|51 = R111⊗21|51 = R21⊗111|51 = R111⊗21|51 = R111⊗111|51 = ∅.
(H.2)
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Blocks for Q = [42]
R3⊗3|42 = q−1, R3⊗21|42 = R21⊗3|42 = ±q2, R3⊗21|42 = R21⊗3|42 = ±q2,
R21⊗21|42 = R21⊗21|42 = q5, R21⊗21|42 = R21⊗21|42 = ±q5,
R3⊗111|42 = R111⊗3|42 = R21⊗111|42 = R111⊗21|42 = R21⊗111|42 = R111⊗21|42 = R111⊗111|42 = ∅.
(H.3)
Blocks for Q = [411]
R3⊗111|411 = R111⊗3|411 = ±q3, R3⊗21|411 = R21⊗3|411 = R3⊗21|411 = R21⊗3|411 = ±1,
R21⊗21|411 = R21⊗21|411 = −q3, R21⊗21|411 = R21⊗21|411 = ±q3,
R3⊗3|411 = R21⊗111|411 = R111⊗21|411 = R21⊗111|411 = R111⊗21|411 = R111⊗111|411 = ∅.
(H.4)
Blocks for Q = [33]
R3⊗3|33 = −q−3, R3⊗21|33 = R21⊗3|33 = ±q6, R3⊗21|33 = R21⊗3|33 = ±q6,
R21⊗21|33 = R21⊗21|33 = −q3, R21⊗21|33 = R21⊗21|33 = ±q3,
R3⊗111|33 = R111⊗3|33 = R21⊗111|33 = R111⊗21|33 = R21⊗111|33 = R111⊗21|33 = R111⊗111|33 = ∅
(H.5)
Blocks for Q = [321]
R3⊗21|321 = R21⊗3|321 = R3⊗21|321 = R21⊗3|321 = ±q−3,
R111⊗21|321 = R21⊗111|321 = R111⊗21|321 = R21⊗111|321 = ±q3,
R3⊗3|321 = R3⊗111|321 = R111⊗3|321 = R111⊗111|321 = ∅.
(H.6)
In the next case, we encounter a new phenomenon: representation [321] appears with the multiplicity 2 in
the decomposition of the tensor product
[21]⊗ [21] = [42] + [411] + 2[321] + [3111] + [2211]. (H.7)
The corresponding 2× 2 block R21⊗21|321 turns to be non-diagonal and even different for the crossings of types
21⊗ 21, 21⊗ 21, and 21⊗ 21:
R21⊗21|321 =
( −c321 s321
s321 c321
)
= u
(
1
−1
)
u†,
R21⊗21|321 =
(
c′321 −s′321
−s′321 −c′321
)
= u˜
(
1
−1
)
u˜†,
R21⊗21|321 = R21⊗21|321 =
( −c′′321 −s′′321
−s′′321 c′′321
)
= ˜˜u
(
1
−1
)
˜˜u†,
(H.8)
where
c321 =
[3]2q
[2]2q[4]q
, c′321 =
[5]q
[2]2q[4]q
, c′′321 =
1
[2]7q[4]q
+
[3]5q[5]q
[2]8q[4]
2
q
, (H.9)
and u, u˜ and ˜˜u are some orthogonal matrices. All the squared blocks equal to the 2× 2 unit matrices.
The blocks for the rest representations are obtained with help of the level-rank duality (described, e.g.,
in [86],[87])
RT1T2|Q(q) = RT˜1T˜2|Q˜(−q−1), (H.10)
where T˜ stands for the representation with the transposed T diagram.
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