The Kramers' theory of activated processes is generalized for nonequilibrium open systems. We consider both the internal noise due to thermal bath and the external noise which are stationary, Gaussian and are characterized by arbitrary decaying correlation functions. We stress the role of a nonequilibrium 
I. INTRODUCTION
Ever since the seminal work of Kramers on the diffusion model of chemical reactions was published about half a century ago 1 , the theory of activated processes has become a central issue in many areas of science 2, 3 , notably in chemical physics, nonlinear optics and condensed matter physics. Kramers considered a model Brownian particle trapped in a one-dimensional well representing the reactant state which is separated by a barrier of finite height from a deeper well signifying the product state. The particle was supposed to be immersed in a medium such that the medium exerts a frictional force on the particle but at the same time thermally activates it so that the particle may gain enough energy to cross the barrier. Over several decades the model and many of its variants have served as standard paradigms in various problems of physical and chemical kinetics to understand the rate in multidimensional systems in the overdamped and underdamped limits [4] [5] [6] , effect of anharmonicities 6, 7 , rate enhancement by parametric fluctuations 8 , the role of non-Gaussian white noise 7, 9 , role of a relaxing bath 10, 11 , quantum and semiclassical corrections [12] [13] [14] [15] [16] [17] [18] to classical rate and related similar aspects. The vast body of literature has been the subject of several reviews 2,3,15 and monograph 17 .
The common feature of overwhelming majority of the aforesaid treatments is that the system is thermodynamically closed which means that the noise of the medium is of internal origin so that the dissipation and fluctuations get related through the fluctuation-dissipation relation 19 . However, in a number of situations the system is thermodynamically open, i.e., when the system is driven by an external noise which is independent of system's characteristic damping 20 . The distinctive feature of the dynamics in this case is the absence of any fluctuation-dissipation relation. While in the former case a zero current steady state situation is characterized by an equilibrium Boltzmann distribution, the corresponding situation in the latter case is defined only by a steady state condition, if attainable. It may therefore be anticipated 3 that the independence of fluctuations and dissipation tends to make the steady state distribution function depend on the strength and correlation time of external noise as well as on the dissipation of the system. The elucidation of the role of this steady state distribution in rate theory is worth-pursuing.
Our aim in this paper is to generalize Kramers' theory of activated processes for external noise in this context. We thus allow the Brownian particle in a potential field to be driven by both external and internal stationary and Gaussian noise fluctuations with arbitrary decaying correlation functions. The external noise may be of thermal or non-thermal type. We consider the stochastic motion to be spatial- 
II. GENERALIZATION OF KRAMERS' THEORY FOR EXTERNAL NOISE
We consider the motion of a particle of unit mass moving in a Kramers' type potential V (x) such that it is acted upon by random forces f (t) and e(t) of both internal and external origin, respectively, in terms of the following generalized Langevin equation
where the friction kernel γ(t) is connected to internal noise f (t) by the wellknown fluctuation-
We assume that both the noises f (t) and e(t) are stationary and Gaussian. Their correlation times may be of arbitrary decaying type. The external noise is independent of the memory kernel and there is no corresponding fluctuation-dissipation relation. We further assume, without any loss of generality, that f (t) is independent of e(t) so that we have
The external noise modifies the dynamics of activation in two ways. First, it influences the dynamics in the region around the barrier top so that the effective stationary flux across it gets modified. Second, in presence of this noise the equilibrium distribution of the source well is disturbed so that one has to consider a new stationary distribution, if any, instead of the standard Boltzmann distribution. This new stationary distribution must be a solution of the generalized Fokker-Planck equation around the bottom of the source well region and serve as an appropriate boundary condition analogous to Kramers' problem. We consider these two aspects separately in the next two subsections.
A. Fokker-Planck dynamics at the barrier top
We consider the potential V (x) as shown in Fig.1 . Linearizing the potential around the barrier top at x = 0 we write
Thus the Langevin equation takes the following form
where
The general solution of Eq. (5) is given by,
with x 0 = x(0) and v 0 =ẋ(0) being the initial position and velocity of the Brownian particle that are assumed to be nonrandom, and
The kernel M b (t) is the Laplace inversion of,
The time derivative of Eq. (7) gives
with
and
Now using the symmetry of the correlation function,
we compute the explicit expressions of the variances in terms of M b (t) and m b (t) as,
and from (14a) and (14c) we see that
While calculating the variances it should be remembered that by virtue of Eq.(6)
Since, in principle we know all the average quantities and variances of the linear system driven by Gaussian noise one can make use of the characteristic function method to write down the Fokker-Planck equation for phase space distribution function p(x, v, t) near the barrier top
Regarding the Fokker-Planck equation (16) three points are to be noted. First, although bounded the time dependent functionsγ b (t), φ b (t) and ψ b (t) may not always provide long time limits. These play a decisive role in the calculation of non-Markovian Kramers' rate.
Therefore, in general, one has to work out frequencyω b (t) and frictionγ b (t) functions for analytically tractable models 28 . Second, when the noise is purely internal (i.e., there exist a fluctuation-dissipation relation) we have
Third, for pure external noise with Markovian relaxation, i.e., γ(t) = γδ(t) we havē
B. Stationary distribution in the source well
In order to calculate the stationary distribution near the bottom of the left well we now linearize the potential V (x) around x = x a . The corresponding Fokker-Planck equation can be constructed using the above-mentioned technique to obtain
withγ 
Here the subscripts '0' signifies the dynamical quantities corresponding to the bottom of the left well.
It may be easily checked that the stationary solution of Eq. (20) is given by
where, D 0 = φ 0 /γ 0 ; ψ 0 , φ 0 andγ 0 are the values at long time limit and Z is the normalization constant. HereṼ (x) is the renormalized linearized potential with a renormalization in its frequency.
It must be emphasized that the distribution (22) is not an equilibrium distribution. This stationary distribution for the open system plays the role of an equilibrium distribution for the closed system which may be however recovered in the absence of external noise terms.
We also point out in passing that because of the linearized potentialṼ (x) the steady state is unique and the question of multiple steady states does not arise.
C. Stationary current across the barrier
In the spirit of Kramers' celebrated ansatz 1 we now demand a solution of the Eq.(16) at the stationary limit of the type
with D b = φ b /γ b and ψ b are the long time limits of the corresponding time dependent quantities specific for the barrier top region. The notable difference from the Kramers ansatz is that the exponential factor in (23) is not the Boltzmann factor but pertains to the dynamics at the barrier top.
Inserting (23) in (16) in the steady state we get
At this point we set
and with the help of the transformation (25), Eq. (24) is reduced to the following form
Now, let
where λ is a constant to be determined later.
From (25) and (27) we have
By virtue of the relation (27) , Eq.(26) becomes
The general solution of the homogenous differential equation (30) is
where F 1 and F 2 are the constants of integration.
The integral in the Eq.(32) converges for |u| → ∞ if only Λ is positive. The positivity of Λ depends on the sign of a; so by virtue of Eqs. (25) and (27) we find that the negative root of a, i.e., a − guarantees the positivity of Λ since
To determine the value of F 1 and F 2 we impose the first boundary condition on ξ ξ(x, v) −→ 0 for x −→ +∞ and all v .
This condition yields
Inserting (35) into (32) we have as usual
Since we are to calculate the current around the barrier top, we expand the renormalized
Thus with the help of (36) and (37), Eq.(23) becomes
Now defining the steady state current j across the barrier by
we have using Eq.(38)
D. Stationary population in the left well
Having obtained the steady state current over the barrier top we now look for the value of the undetermined constant F 2 in Eq.(41) in terms of the population in the left well. We show that this may be done by matching two appropriate reduced probability distributions at the bottom of the left well.
To do so we return to the Eq.(23) which describes the steady state distribution at the barrier top. Again with the help of (36) we have
We first note that, as x −→ −∞, the pre-exponential factor in p st (x, v) reduces to the following form
We now define a reduced distribution function in x
Hence we have from (43) and (44)
Similarly we derive the reduced distribution function in the left well, around x ≈ x a using
where we have employed, the expansion ofṼ (x) as
and Z as the normalization constant.
At this juncture we impose the second boundary condition that, at x = x a the reduced distribution function (45) must go over to stationary reduced distribution function (46) at the bottom of the left well. Thus we havẽ
The above condition is used to determine the undetermined constant F 2 in terms of the normalization constant Z of Eq.(22)
Evaluating the normalization constant by explicitly using the relation
and then inserting its value in (49) we obtain
a in (51) and then the value of F 2 in Eq.(41) we arrive at the expression for the normalized current or barrier crossing rate
where the activation energy E is defined as
as shown in Fig.1 . Since the temperature due to internal thermal noise, the strength of the external noise and damping constant are buried in the parameters D 0 , D b , ψ 0 , ψ b and Λ the general expression (52) looks somewhat cumbersome. We note that the subscripts '0' and 'b' in D or ψ refer to the well or the barrier top region, respectively. We discuss it in greater detail in the next section.
III. GENERALIZED KRAMERS' RATE : INTERNAL VS. EXTERNAL NOISE
Eq.(52) is the central result of this paper. This generalizes the Kramers' expression for rate of the activated processes for the nonequilibrium open systems. Both the internal and the external noises may be of arbitrary long correlation time. It is important to note that the pre-exponential dynamical factors as well as the exponential factor are modified due to the openness of the system. The modification of the exponential factor is due to the fact that depending on the strength of the external noise e(t) the system settles down to a stationary distribution which does not coincide with the usual equilibrium Boltzmann distribution.
The system therefore attains the steady state at a different 'effective' temperature. This aspect will be clarified in greater detail when we consider the limiting case in subsection D. In general, both the factors in the rate depend on the strength of the noise, correlation time of fluctuations of both external and internal noise processes and dissipation. The rate is spatial-diffusion-limited and is valid for intermediate to strong damping regime. In what follows we shall be concerned with several limiting situations to illustrate the general result (52) systematically for both thermal and non-thermal activated processes.
A. Internal white noise
We first consider the case with no external noise and the internal thermal noise is δ-correlated. To this end we set e(t) = 0 and f (t)f (t
Making use of the abbreviations in Eqs. (17) and (21) it follows after some algebra that
The above relations reduce the general expression (52) to classical expression for Kramers'
B. Internal colour noise
Next we consider the case with no external noise but the internal noise is of OrnsteinUhlenbeck type 30,31 . Thus we have
Here D denotes the strength while τ c refers to the correlation time of the noise. Again from Eqs. (17), (18) and (21) along with (55) we derive the following relations
and hence the rate becomes
whereby we recover the result of Grote-Hynes 32 and Hänggi-Mojtabai 33 obtained several years ago.
C. External colour noise
Next we consider the case where the noise is completely due to of external source and the external noise is of Ornstein-Uhlenbeck type 30,31 so that we set f (t) = 0 and e(t)e(t
Note that since in this case the dissipation is independent of fluctuations we may assume
Markovian relaxation so that γ(t) = γδ(t) (see also Eqs. (18) and (19) ).
The above condition (57) when used in Eqs. (17), (19) and (21) we obtain after some lengthy algebra
and the rate becomes
It is interesting to note that the expression (58) denotes the external noise-induced barrier crossing rate which crucially depends on the strength D and correlation time τ c of the coloured noise. The absence of temperature and the appearance of dissipation γ explicitly demonstrates the non-thermal origin of the noise processes as well as the absence of fluctuation-dissipation relation.
D. Internal and external white noise
We finally consider both the internal and external noise to be δ-correlated, i.e., e(t)e(t ′ ) = 2αδ(t − t ′ ) and
α being the strength of the external white noise. Hence, by virtue of (15), (17) and (21) we
Hence the rate becomes
In the limit α → 0 we recover the Kramers original result (54) for pure internal white noise.
We note here that α/(γk B ) defines a new 'effective' temperature due to external noise. The effective temperature which depends on the strength of the external noise had been discussed earlier by Sancho et. al. 34 in a somewhat different context. We note that while in the latter case the bath is driven by external fluctuations, the present treatment concerns the direct driving of the reaction co-ordinate by external noise.
IV. CONCLUSIONS
In this paper we have generalized Kramers (ii) Provided the long time limits of the moments for the stochastic processes exist, the expression for Kramers' rate for barrier crossing for open systems we derive here, is general.
(iii) We have checked and examined the various limits of the generalized rate expression to obtain Kramers' rate, its non-Markovian counterpart as well as the other cases for specific external noise processes in presence and absence of the internal noise.
(iv) We have shown that a rate for barrier crossing dynamics induced by purely non-thermal
Gaussian noise can be derived as an interesting limiting case of the generalized rate expression.
We conclude by noting that since the validity of the rate expression derived in the paper depends on the existence of long time limit of the moments for the stochastic processes, the theory cannot be directly extended to, say, fractal noise processes. These and the related noise processes remain outside the scope of the present treatment. Suitable extension of the Kramers' theory in this direction is worth-pursuing. 
