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Результати математичного і комп'ютерного дизайну, ста-
тистичної обробки вимірів циклічних процесів електроспожи-
вання в регулярних і непостійним режимах. 
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Вступ. У статті наведено результати розв’язку ряду задач математи-
чного моделювання та статистичної обробки циклічних процесів електро-
споживання організацій, як об’єкту наукових досліджень [1—3; 6; 7]. 
Дослідження процесів електроспоживання запропоновано про-
водити для штатного і нештатного режимів. Для цього фактори фор-
мування таких процесів умовно розділено на дві групи. 
Фактори формування штатного режиму (група А): 
 штатний режим роботи систем електропостачання (енергозабезпе-
чення) і електроспоживання; 
 циклічний добовий характер процесів електроспоживання з пе-
ріодом Т0 = 24 години; 
 випадковість часових моментів включення, виключення, часової 
тривалості і кількісних характеристик споживання електроенергії; 
 незалежність дії споживачів електроенергії у часі і просторі; 
 типові природні та метеорологічні умови. 
Додаткові фактори формування нештатного режиму (група Б): 
 нештатні режими функціонування систем електропостачання 
(енергозабезпечення) або (і) електроспоживання; 
 наявність природних катаклізмів, аварій, катастроф та інше; 
 несанкціонований відбір електроенергії; 
 промахи, помилки обслуговуючого персоналу; 
 роботи по відновленню до штатного режиму. 
Для штатного режиму процесів електроспоживання характерною є 
дія факторів групи А, а для нештатного — дія факторів групи А і Б. 
Таким чином при конкретизації задач досліджень розглядається 
два режими процесів електроспоживання, а саме: 
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 штатний режим — поточне функціонування всіх об’єктів (сис-
тем) електропостачання і електроспоживання у рамках визначе-
них і прогнозованих режимах роботи, включаючи режими ви-
пробувань, ремонту, профілактики та інші при природних і ме-
теорологічних умовах, які відносять до типових; 
 нештатний режим — це як миттєва, так і поточна зміна характе-
ру роботи, а відповідно і характеристик об’єктів (систем) елект-
ропостачання і електроспоживання, яка відбувається випадково 
в часі або (і) просторі, обумовлена аваріями, катастрофами, не-
санкціонованим відбором електроенергії, різкими змінами хара-
ктеристик природних явищ, метеорологічних умов. 
При аналізі відомих результатів досліджень була використана 
наступна класифікація рівнів електроспоживання: 
 сукупність різнопланових споживачів електроенергії однієї ор-
ганізації, підприємства; 
 об’єднання сукупності організацій, підприємств, соціальної сфе-
ри району, міста; 
 об’єднання районів, міст регіону; 
 сукупність регіонів держави. 
Запропонована класифікація дала можливість зробити висновки 
і конкретизувати задачі дослідження електроспоживання організації, 
як першого і найбільш динамічного рівня в мережі споживання елек-
троенергії. Аналіз відомих результатів досліджень висвітлив і насту-
пні проблеми: 
 математичні моделі описують в основному інтегральний харак-
тер споживання електроенергії (другий, третій і четвертий рівні), 
не враховуючи зміни динаміки електроспоживання, яка у знач-
ній мірі проявляється на першому рівні; 
 відповідні статистичні методи обробки даних вимірювань елект-
роспоживання не враховують у певній мірі нестаціонарний ха-
рактер зміни динаміки; 
 не запропоновано використання моделі періодичного випадко-
вого процесу як загальної моделі електроспоживання для широ-
кого кола організацій з різними режимами роботи; 
 відсутні моделі для нештатного режиму. 
Перейдемо до наведення основних результатів доповіді. 
Загальна постановка задач. Розробити математичні моделі проце-
сів електроспоживання організацій для штатного і нештатного режимів, 
обґрунтувати статистичні методи обробки даних вимірювань електрос-
поживання для штатного режиму, визначити алгоритми комп’ютерного 
моделювання реалізацій електроспоживання для нештатного режиму. 
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Результати досліджень. Фізичний механізм формування проце-
су електроспоживання є стохастичним, тому дослідження електрос-
поживання проводяться з використанням методів теорії випадкових 
процесів [2; 3; 6; 7]. 
1. Штатний режим. При створенні моделі, яка б відображала 
можливі зміни динаміки процесу електроспоживання у штатному ре-
жимі різними організаціями, враховувались результати попередньої 
статистичної обробки даних вимірювань, а також публікацій [8; 9]. 
1.1. Математична модель процесу потужності електроспоживан-
ня організації у штатному режимі на поточній часовій вісі спостере-
ження 0, ct T   (тиждень, місяць) описується кусково-однорідним 
періодичним випадковим процесом виду 
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де сукупність компонент   , ,  1,k t k l    періодичних з періодом 
0 24T години  випадкових процесів формує векторний періодичний 
процес виду  
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для послідовності часових моментів зміни однорідності статистичних 
характеристик компонент — зміни динаміки процесу електроспоживання 
  ,  1, ,  1, 2ki kk l i q   . (4) 
Модель (1) задана для неперервного часу 0, ct T  . Враховуючи 
дискретний час вимірювань потужності електроспоживання, напри-
клад,  1 хв, 5 хв, 10 хв, 15 хв, 30 хв, 60 хвt  , дискретний процес 
 шт , ,   0, ,   1,j j ct t T j n       є вкладеним в (1) і заданим на дискре-
тній гратці часу з рівномірним кроком t , тобто 
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   1,  1, ,   0,   1 .j ct j t j n t n t T        (5) 
Визначимо характеристики моделі (1) з дискретним часом, тобто 
для процесу  шт , jt   у рамках кореляційної теорії. 
Обґрунтування значення l N  є першим етапом конкретизації 
моделі (1). 
Визначення числа компонент l моделі (1) дає можливість обчис-
лити послідовність моментів зміни динаміки електроспоживання (4), 
які для дискретного процесу  шт , jt   задані на дискретній часовій 
гратці з рівномірним кроком 0 24 годиниt T    
   0 0 00,  ,  2 ,..., 1 ,  .cT T p T T p N    (6) 
Послідовність моментів зміни динаміки електроспоживання (4) 
формує об’єднання інтервалів однорідності статистичних характери-
стик кожної k-тої компоненти моделі (1) у виді 
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Для дискретного процесу  шт , jt   область визначення k-тої од-
норідної компоненти задається на дискретній часові гратці з рівномір-
ним кроком t  на тому ж об’єднанні часових інтервалів (7) відповідно 
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а індикаторна функція (3) стає одиничною решітчастою функцією, 
яку у подальшому будемо позначати так 
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Характеристики дискретного процесу  шт , jt   є такими: 
 вектор математичних сподівань 
           1 1 1 1 1 1, ,..., , ;j j l lj l l lja t a t I t a t I t     (10) 
вектор дисперсій 
           2 2 21 1 1 1 1, ,..., , ;j j l lj l l ljt t I t t I t        (11) 
вектор одновимірних функцій розподілу 
           1 1 1 1 1, , 1, ,..., , 1, .j j l lj l l ljF x t F x t I t F x t I t     (12) 
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Запропонована поточна модель (1) процесу електроспоживання у 
штатному режимі може бути використана для широкого кола організацій 
з різними режимами роботи, а також для досліджень у ковзному режимі 
на більш тривалих часових інтервалах спостереження, наприклад, року. 
1.2. Статистична обробка. Модель процесу електроспоживання 
(1) у значній мірі визначає методологію статистичної обробки даних 
вимірювань потужності електроспоживання конкретної організації. 
Використання періодичних випадкових процесів визначає алгоритм 
обчислення статистичних оцінок характеристик (10)—(12) по даним 
вимірювань, формування ансамблів однорідних реалізацій. Сформу-
люємо задачу статистичної обробки даних вимірювань потужності 
електроспоживання. 
Задано. Матриця добових даних вимірювань потужності реалі-
зацій процесу електроспоживання  шт , jt   з дискретним часом на 
інтервалі спостереження (тиждень, місяць) 0,j ct T  має вид  
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Необхідно. Визначити статистичні оцінки характеристик моделі 
(1) з дискретним часом у рамках кореляційної теорії. 
Наведемо послідовно етапи статистичної обробки даних вимірю-
вань потужності електроспоживання для розв’язання поставленої задачі. 
Визначення законів розподілу компонент кусково-однорідно-
го процесу електроспоживання. У загальному випадку компоненти 
моделі (1) можуть мати різні закони розподілу і це обумовлюється 
різними режимами роботи організацій. Але у більшості практичних 
випадків процеси електроспоживання організацій формуються дією 
значної кількості незалежних споживачів електроенергії у часі і в 
просторі. При цьому виконуються умови центральної граничної тео-
реми і закон розподілу процесу електроспоживання є гаусcовим. Ре-
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зультати статистичної обробки реальних даних вимірювань електро-
споживання організації підтверджують гіпотезу про гауссовий закон 
розподілу [2]. У подальшому будемо розглядати статистичну обробку 
даних вимірювань гауссового процесу електроспоживання. 
Визначення числа компонент кусково-однорідного процесу 
електроспоживання. 
1. На першому кроці вибираються перші дві добові реалізації мат-
риці (13) даних вимірювань електроспоживання і обчислюється 
послідовність значень їх різниці 
          , 1 1 ,  1, 1,  1, .j i j ji i it P t P t i m j n        (14) 
2. Обчислюється статистична оцінка середнього (14) 
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3. Вичислюється статистична оцінка дисперсії (14) 
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4. Обчислюється t-статистика 
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5. Задавшись рівнем значимості, в більшості практичних випадків 
0,05  , формулюємо дві статистичних гіпотези про однорід-
ність реалізацій  i jP t  і    1 jiP t . 
6. На основі проведення операцій 4 і 5 перевіряємо статистичні гіпо-
тези про однорідність всіх можливих комбінацій попарних реаліза-
цій матриці (13), тобто перевірка статистичних гіпотез про однорі-
дність всіх пар реалізацій  i jP t  і  g jP t  при , 1, ,  i g m i g  . 
7. Таким чином, шляхом перевірки статистичних гіпотез про одно-
рідність реалізацій матриці (13) даних вимірювань потужності 
електроспоживання на поточному часовому інтервалі спостере-
ження визначаємо число компонент l N  моделі (1). 
Таку послідовність операцій можна зробити ковзною на подальший 
інтервал спостереження, тобто на подальший тиждень, місяць і т.д. 
Формування ансамблів однорідних реалізацій компонент не-
стаціонарного кусково-однорідного  процесу електроспоживання. 
Визначення числа компонент l моделі (1) дає можливість розбити 
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первинну матрицю даних вимірювань потужності процесу електрос-
поживання (13) на l прямокутних матриць, тобто 
        
1 2
,
ld n d n d n mnP t P t P t P t    (18) 
де 
 1 2... .ld d d m    (19) 
Кожна матриця  
kd nP t  є матрицею реалізацій k  тої компонен-
ти  ,k t   моделі (1). Далі таку матрицю будемо називати ансамб-
лем однорідних реалізацій, яка є основним статистичним матеріалом 
для визначення статистичних оцінок характеристик процесу (1). 
Визначення статистичних оцінок характеристик компонент 
процесу електроспоживання. Використовуючи статистичний метод 
усереднення по ансамблю синхронізованих по часу реалізацій неста-
ціонарного періодичного процесу і сформовані ансамблі однорідних 
реалізацій компонент виду (18) моделі (1), отримаємо статистичні 
оцінки характеристик (4), (7), (10)—(12). 
На заданому часовому інтервалі спостереження 0, ct T   визна-
чається послідовність часових моментів зміни однорідності статисти-
чних характеристик компонент (4) у виді 
 1(1) 1(2) ( ) (2 )0 ... ...k i l ql cT         , (20) 
де ki  — миттєвий момент часу, при цьому ki  задана на дискретній 
часовій гратці з кроком 0t T  . 
Послідовність (20) дає можливість визначити послідовність ча-
сових інтервалів однорідності компонент процесу моделі (1), тобто 
    12 13 14 2 10, ,  , ,..., , cl ql T          , (21) 
де (2 1) (2 ),k i k i     — j-тий часовий інтервал однорідності відповідної 
компоненти моделі (1), яка кратна періоду 0T , тобто 
(2 1) (2 ) 0, ,  k i k i jT j N      . 
Використовуючи відомі формули усереднення ансамблів одно-
рідних реалізацій компонент (18) моделі (1), отримуємо наступні ста-
тистичні оцінки: 
вектора математичних сподівань компонент (10), тобто 
           1 1 1 1 1 1, ,..., ,j j l lj l l lja t a t I t a t I t      ; (22) 
вектора дисперсій (11), тобто 
           2 2 21 1 1 1 1, ,..., ,j j l lj l l ljt t I t t I t         ; (23) 
вектора одновимірних функцій розподілу (12), тобто 
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           1 1 1 1 1, , 1, ,..., , 1,j j l lj l l ljF x t F x t I t F x t I t      . (24) 
Отримані результати статистичної обробки використані для аналі-
зу структури і характеристик процесу електроспоживання моделі (1). 
Стаціонарна модифікація кусково-однорідного процесу елек-
троспоживання. Запропоновано використати відомий в теорії ймовір-
ності метод центрування і нормування послідовності випадкових вели-
чин [2] для отримання стаціонарної модифікації періодичного з періо-
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      
     . (25) 
Використовуючи алгоритм (25) отримуємо відповідно стаціона-
рну модифікацію для реалізацій періодичного випадкового процесу з 
гаусовим законом розподілу. 
Довірчі інтервали для поточного контролю реалізацій про-
цесу електроспоживання. Визначення області довірчих інтервалів 
контрольованих реалізацій потужності електроспоживання займає 
одне з провідних місць в напрямах досліджень електроспоживання 
для різних організацій. 
Результати визначення області довірчих інтервалів добового 
споживання електроенергії дає можливість контролювати поточну 
протягом доби динаміку електроспоживання. Так, наприклад, визна-
чити, в якому режимі штатному чи нештатному працює організація 
по споживанню електроенергії. Використовуючи ковзний режим на 
часовому інтервалі спостереження визначення областей довірчих ін-
тервалів добового споживання електроенергії можна визначити вка-
зані області відповідно на наступну добу і так далі. 
На основі статистичного способу побудови довірчих інтервалів і 
використовуючи отримані результати статистичної обробки даних вимі-
рювань електроспоживання на заданому часовому інтервалі 0, ct T  у 
виді області довірчих інтервалів для контрольованих реалізацій процесу 
електроспоживання   , 1, , 1,i jP t j n i m   . 
Область довірчих інтервалів значень потужності контрольова-
них реалізацій   i jP t  з урахуванням наведених вище результатів 
статистичної обробки визначаються наступним виразом 
 
         
0
,  
 1, ,  0, , 1, ,  1, ,  1,
kd j kd kd j i j kd j kd kd j
j k
a t t P t a t t
i m t T j n d q k l
      
      
   
 (26) 
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на відповідному d-му інтервалі однорідності статистичних характерис-
тик k-тої компоненти процесу (1). 
При визначенні (26) прийняті наступні позначення: 
  kd ja t  — статистична оцінка k-тої компоненти вектора (2) на 
d-тому інтервалі однорідності; 
  kd jt  — статистична оцінка середньоквадратичного значення 
процесу на d-тому інтервалі однорідності процесу k-тої компо-
ненти вектора (23); 
 kd — значення коефіцієнта (наприклад, для гауссівського зако-
ну при 0,95,   2kdP   ) визначається на d-тому інтервалі од-
норідності k-тої компоненти вектора (24). 
Визначення річних інтегральних характеристик процесу елект-
роспоживання. Для визначення таких характеристик застосований стати-
стичний метод «Гусениця-SSA» [4]. В якості статистики для методу «Гу-
сениця-SSA» були використані дані вимірювання потужності електроспо-
живання конкретної організації на річному інтервалі спостереження 
    , 1,  8760 годинj jP t t  , 
при цьому дані вимірювань потужності електроспоживання задані на 
дискретній часовій гратці  ,..., ;  1,  8760t n t n   , 
де крок гратки дорівнює t  = 60 хвилин = 1 година. 
Зупинимось на конкретних результатах використання методу 
«Гусениця-SSA». 
Первинна статистика даних вимірювань потужності електрос-
поживання на річному інтервалі спостереження проілюстрована гра-
фічно на рис. 1. 
 
 
Рис. 1. Графік даних вимірювань потужності електроспоживання  
на річному часовому інтервалі спостереження 
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Аналіз наведеного графіка дає можливість зробити висновок про 
певну циклічність, в першу чергу добову, процесу електроспоживан-
ня і про явно нестаціонарний характер динаміки процесу. 
 
Рис. 2. Графіки тренда річного часового ряду електроспоживання:  
а – реальний; б – лінійна апроксимація  
Виділення тренда при статистичній обробці часового ряду електро-
споживання як адитивної компоненти є одним з основних результатів 
використання методу «Гусениця-SSA». На рис. 2 наведений графік реа-
льного тренда (часовий крок методу – крок «гусениці» t  = 4 тижні = 
672 години), (графік а), а також графік лінійної апроксимації тренда (гра-
фік б) отриманий на основі використання методу найменших квадратів. 
При цьому тренд був розбитий на 6 участків річного інтервалу 
спостереження на основі зміни значень  P t
t

 , а апроксимуючою 
лінією була пряма виду  P t b kt  , t [1,52 тижня]. 
Графік суми адитивних компонент тренда і періодичних коливань 













         Рис. 3. Сума адитивних регулярних компонент тренда і періодичних 
(T01=12 годин, T02=24 години, T03=168 годин) коливань 
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На рис. 4 наведений графік адитивної стохастичної компоненти 
досліджуваного часового ряду електроспоживання, яка отримана 
шляхом вилучення з первинного часового ряду елкетроспоживання 
(графік рис. 1) суми адитивних регулярних компонент тренда і періодич-
них компонент (графік рис. 3) — компоненти залишків часового ряду. 
x 104 Вт 









Рис. 4. Графік адитивної стохастичної компоненти часового ряду – 
компоненти залишків ряду електроспоживання 
Доповідь супроводжується результатами додаткової статистичної 
обробки адитивних компонент річного часового ряду даних вимірювань 
електроспоживання конкретної організації, отриманих на базі 
використання методу «Гусениця-SSA». 
Комп’ютерне моделювання реалізацій процесу електро-
споживання. Відомо [5], що найбільш розвиненими методами 
комп’ютерного моделювання є методи формування реалізацій стаціона-
рних послідовностей, як відповідних реалізацій стаціонарних випадко-
вих процесів з дискретним часом. Тому для комп’ютерного моделюван-
ня реалізацій періодичного випадкового процесу спочатку використову-
ється стаціонарна модифікація досліджуваного процесу, алгоритм фор-
мування якої описується виразом (25). 
На основі використання алгоритму (25), отримуємо ансамбль реалі-
зацій стаціонарної модифікації відповідної k-тої компоненти нестаціона-
рного періодичного випадкового процесу моделі (1) на d-тому інтервалі 
однорідності її статистичних характеристик у виді наступної матриці 
 
   










x t x t
t T j n
x t x t
    . (27) 
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Формування при комп’ютерному моделюванні ансамблю одно-
рідних реалізацій нестаціонарного періодичного випадкового проце-
су проводилось згідно наступного алгоритму 
        i j i j d j d jy t x t t m t    , (28) 
що дає можливість отримати матрицю виду (27) однорідних реаліза-
цій досліджуваного процесу електроспоживання. 
Така матриця дає можливість проводити комп’ютерний моделюю-
чий експеримент для відлагодження розробленого програмного забез-
печення статистичної обробки даних вимірювань електроспоживання. 
2. Нештатний режим. Враховуючи складність і значну кількість 
варіантів задач досліджень нештатного режиму процесу електроспо-
живання у статті обґрунтований такий варіант: 
 повністю використовуються результати досліджень штатного 
режиму електроспоживання; 
 конструктивна модель нештатного режиму будується з викорис-
танням додаткового процесу з моментами розладу динаміки еле-
ктроспоживання, при цьому має місце подвійна випадковість: 
появи випадкових часових моментів розладу на інтервалі спо-
стереження електроспоживання; зміни потужності нештатного 
режиму електроспоживання в межах зміни коефіцієнта від 0 до 1 
потужності штатного режиму; 
 використання для практичних досліджень зміни динаміки не-
штатного режиму умовного випадкового процесу, як мультиплі-
кативну суміш (добуток) моделі штатного режиму на реалізацію 
випадкового процесу з моментами розладу динаміки і віднов-
лення, що дає можливість провести значну кількість варіантів 
комп’ютерних моделюючих експериментів для нештатного ре-
жиму; 
 значно зростає у порівняні з дослідженнями штатного режиму 
роль комп’ютерного моделюючого експерименту. 
У статті запропонований такий підхід при обґрунтуванні загаль-
ної математичної моделі процесу енергоспоживання у нештатному 
режимі: 
 за основу взятий процес електроспоживання у штатному режимі, 
математична модель  шт , t   якого описується виразом (1); 
 зміна динаміки процесу електроспоживання у нештатному ре-
жимі описується також випадковим процесом  ,G t , який 
має складну структуру, а саме: 
Математичне та комп’ютерне моделювання 
258 
а)  характеризується вектором випадкових подій  ,u c   , 
де u u   — відповідно випадкова подія u  і простір випад-
кових подій u  зміни інтенсивності (потужності) електроспо-
живання в межах значень числового інтервалу [0, 1], c c   — 
відповідно випадкова подія c  і простір випадкових подій c  
миттєвих часових моментів розладу динаміки електроспожи-
вання на часовому інтервалі спостереження 0, ct T ; 
б) має адитивну детерміновану неспадну функцію відновлення 
  0nc t  , яка характеризує процес відновлення електроспожи-
вання до штатного режиму після миттєвого часового моменту 
n  розладу динаміки, функція  nc t  задана на часовому інтер-
валі ,n nt s T  , де 0ns   — відповідна часова затримка 
початку процесу відновлення після моменту розладу n , тобто 
      ? ? ? ?G t t c t   . (29) 
Використовуючи такий варіант побудови математичну модель 
процесу електроспоживання у нештатному режимі представляють у 
виді мультиплікативної суміші — добутку двох незалежних випадко-
вих процесів, один з яких є моделлю електроспоживання у штатному 
режимі  шт , t   і має фізичну розмірність потужності електроспо-
живання (Вт), а другий випадковий процес  ,G t  є стохастично 
незалежним від процесу  шт , t   і є його модулюючим (управляю-
чим) процесом, який не має фізичної розмірності, тобто є безрозмір-
ним. Тоді має місце наступне. 
2.1. Математична модель процесу електроспоживання в нештатно-
му режимі визначається як мультиплікативна суміш процесу електрос-
поживання в штатному режимі  , t   і процесу з випадковими момен-
тами розладами динаміки і відновлення електроспоживання  ? ?G t  на 
часовому інтервалі спостереження [0, )t T  у виді  
 нш шт(?? ? ? ? ? ?? ? ??? ? ? ? ??? ? ? ??c u c ut t G t            (30) 
Компоненти вектора елементарних подій  ? ? ?c u   : обумов-
люють випадковість:   — формування електроспоживання в штатному 
режимі; c  — часовий момент розладу, а u  — зміни потужності елек-
троспоживання у моменти розладів у нештатному режимі. 
Слід відмітити, що аналіз моделі (30) є досить складним. Тому 
для практичних задач досліджень розладу динаміки процесу електро-
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споживання у нештатному режимі запропонований відповідний варі-
ант використання моделі (30), а саме при умові заміни процесу випа-
дкових моментів розладів динаміки і відновлення електроспоживання 
 ,G t  послідовністю його реалізацій у виді наступного умовного 
випадкового процесу 
      нш шт
0




t t b s t I t     

   (31) 
де  шт , t   — модель процесу електроспоживання у штатному режимі, 
     , , , ,k k k kb s t a t c s t    — реалізація процесу  ,G t  при мит-
тєвому розладі динаміки електроспоживання k , значення якої    0,1ka t   на часовому інтервалі спостереження 1,k kt    , а 
 ,kI t  — відповідна індикаторна функція, яка задає часовий інтер-
вал існування 1,k k    реалізації  , ,k kb s t  на заданому інтервалі 
0, ct T . 
У подальшому формула (31) використовується як основна при про-
веденні комп’ютерного моделюючого експерименту для формування 
бази реалізацій процесу енергоспоживання у нештатному режимі. 
Висновки. У статті наведено такі основні результати дослі-
джень процесів електроспоживання організацій. 
Математична модель процесу електроспоживання для штатного 
режиму у виді кусково-однорідного періодичного з періодом T0=24 години випадкового процесу на поточному часовому інтервалі спо-
стереження (тиждень, місяць) дала можливість описати зміни дина-
міки електроспоживання, обґрунтувати методологію статистичної 
обробки даних вимірювань електроспоживання у рамках енергетич-
ної (кореляційної) теорії, визначити алгоритми комп’ютерного моде-
лювання реалізацій досліджуваних процесів. 
Визначена послідовність статистичних методів обробки даних 
вимірювань електроспоживання для штатного режиму при обчислен-
ні статистичних характеристик електроспоживання для гауссового 
закону розподілу як на поточному, так і на річному часових інтерва-
лах спостереження, при цьому річні характеристики, отримані на базі 
використання статистичного методу «Гусениця-SSA». 
Використання довірчого інтервалу, отриманого на основі стати-
стичних оцінок характеристик при обробці даних вимірювань елект-
роспоживання, для поточного контролю електроспоживання дало 
можливість визначити нештатний режим електроспоживання, в тому 
числі нестаціонарний відбір електроенергії. 
Математичне та комп’ютерне моделювання 
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Результати математичного моделювання процесів електроспо-
живання організацій для нештатного режиму базується на запропоно-
ваній загальній моделі процесу у виді добутку моделі електроспожи-
вання штатного режиму на процес випадкових моментів розладу ди-
наміки і відновлення електроспоживання до штатного режиму  ? ?G t  і моделі для практичного використання, у першу чергу при 
проведенні досліджень варіантів нештатного режиму електроспожи-
вання методами комп’ютерного моделювання, яка використовує умо-
вний випадковий процес із заданими реалізаціями процесу  ? ?G t . 
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