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Abstract
Recurrent Neural Network (RNN) has been successfully ap-
plied in many sequence learning problems. Such as handwrit-
ing recognition, image description, natural language process-
ing and video motion analysis. After years of development,
researchers have improved the internal structure of the RNN
and introduced many variants. Among others, Gated Recur-
rent Unit (GRU) is one of the most widely used RNN model.
However, GRU lacks the capability of adaptively paying at-
tention to certain regions or locations, so that it may cause
information redundancy or loss during leaning. In this pa-
per, we propose a RNN model, called Recurrent Attention
Unit (RAU), which seamlessly integrates the attention mech-
anism into the interior of GRU by adding an attention gate.
The attention gate can enhance GRU’s ability to remember
long-term memory and help memory cells quickly discard
unimportant content. RAU is capable of extracting informa-
tion from the sequential data by adaptively selecting a se-
quence of regions or locations and pay more attention to
the selected regions during learning. Extensive experiments
on image classification, sentiment classification and language
modeling show that RAU consistently outperforms GRU and
other baseline methods.
Introduction
Recurrent Neural Network (RNN) is a popular method in
the field of deep learning in recent years, and it has been
proved to be very successful in both classification and gen-
eration tasks (see, e.g.(Graves 2013; Bahdanau, Cho, and
Bengio 2014; Sutskever, Vinyals, and Le 2014)). Unlike
other artificial neural networks, such as deep belief nets
(Hinton, Osindero, and Teh 2006) and convolutional neu-
ral networks (LeCun et al. 1998), RNN is commonly used
to deal with sequence modeling problems. One of the core
ideas of RNN is to connect previous information with the
current processing unit, that is, to have a memory function
for the previous information. Theoretically RNN can cap-
ture any long-term dependency information. However, it is
difficult to do so in practical applications due to the gradi-
ent exploding and the vanishing problems (Hochreiter 1991;
Bengio, Simard, and Frasconi 1994; Hochreiter 1998). One
of the most promising ways to solve this problem is to
change the architecture of the RNN, e.g., by using a gated
activation function to achieve the trade-off between the old
time information and the new time information. The essence
is to adjust the memory focus according to the training tar-
get and then perform the whole string coding. Both long
short-term memory (LSTM) (Hochreiter and Schmidhuber
1997) and gated recurrent unit (GRU) (Cho et al. 2014) ar-
chitectures use gated activation functions, which allow the
network to learn long-term dependency information and al-
leviate the gradient vanishing and exploding problems.
Both GRU and LSTM are extensions of the RNN model,
but compared to LSTM, GRU reduces the number of gate
control units from 3 to 2, and the model is simpler and
has higher efficiency. (Jo´zefowicz, Zaremba, and Sutskever
2015) compared GRU with LSTM, finding that GRU can
achieve results equivalent to LSTM on many issues and is
easier to train. Therefore, GRU are increasingly used in nat-
ural language processing tasks. For example, (Shang, Lu,
and Li 2015) used GRU to their neural response machines,
and (Kiros et al. 2015) also replaced the traditional LSTM
with GRU in their implementation of the language model. In
this work, we focus on GRU because they have been shown
easier to train than LSTM and have good performance.
Attention mechanism is a resource allocation mechanism.
For example, in human visual processing, even if human
eyes have the ability to accept a large visual field, people’s
eyes are usually fixed on a certain part. That is, with lim-
ited visual resources, one needs to firstly select a specific
part of the visual field, and then focus on it. For example,
when one is reading, the word to be read is usually pro-
cessed at a specific time. Just like people’s perception mech-
anisms, computer vision should also focus on a specific part
of the input, rather than assigning all inputs the same weight.
Therefore, the attention mechanism is a simulation of hu-
man attention allocation mechanism, and is used to allocate
limited resources to important parts. The nature of atten-
tion has been studied extensively in the previous literatures
(Walther et al. 2002; Itti and Koch 2001; Mnih et al. 2014a;
Zhao et al. 2017; Wang and Tax 2016). The attention mecha-
nism is originally applied only to image recognition tasks in
computer vision and is subsequently applied to graphic con-
versions. In natural language processing, the attention mech-
anism is usually used combining with the Encoder-Decoder
model, and the application scenario is very extensive.
We have found that although GRU solves the problem
of memorizing longer-term information, it does not high-
light the important content of the information. Fortunately,
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the learning model based on the attention mechanism can
pay close attention to the part that needs attention and sup-
presses unimportant information. Motivated by it, we pro-
pose the Recurrent Attention Unit (RAU), a novel RNN ar-
chitecture that combines the strengths of both GRU and at-
tention mechanism. In RAU, we apply the attention model
to the interior of GRU, by seamlessly adding an attention
gate. The attention gate enhances GRU’s ability to remem-
ber long-term memory and help memory cells quickly dis-
card unimportant content.
In this paper, we make the following contributions:
1. We propose a novel RNN architecture called RAU. Our
experiments demonstrate that our RAU significantly outper-
forms than LSTM and GRU models.
2. Usually, attention mechanisms are implemented as ad-
ditional layer connected to the original RNN. Both the orig-
inal RNN and the attention module should be learned simul-
taneously. On contrast, RAU seamlessly adds the attention
gate in the memory cell of GRU, which makes the model
simpler and easier to train.
3. Not limited in the field of computer vision, our pro-
posed RAU model can also be applied to all sequence re-
lated problems. Our experiments show that RAU is suitable
for image classification, language modeling and sentiment
classification tasks.
Related Work
Theoretically, Recurrent Neural Network (RNN) can cap-
ture any long-term dependence of the input sequence. But in
practice, RNNs must maintain an activation vector for each
time step, which makes the RNN very deep. And this depth,
in turn, makes RNN suffer from gradient vanishing and
exploding problems (Bengio, Simard, and Frasconi 1994),
making the RNN difficult to train. There have been a number
of attempts to address the problem of training RNN. Long
Short-Term Memory (LSTM) is an improved RNN model
proposed by (Hochreiter and Schmidhuber 1997). It can ef-
fectively alleviate the long-distance dependence problem of
RNN by constructing special memory units to store histori-
cal information, so that each time state preserves the previ-
ous input information. Later, (Cho et al. 2014) proposed a
simpler and more convenient Gated Recurrent Unit (GRU)
architecture, which not only has the advantage of LSTM,
but also is easier to train and has good performance. (Brad-
bury et al. 2016) proposed a new network architecture that
replaces the traditional loop structure (vanilla RNN, LSTM,
GRU) with a convolution operation. QRNN can be thought
as a special structure between RNN and CNN. Since the
convolution operation has no time dependence on the loop
structure, the calculation parallelism of the QRNN is high.
There are also many studies that use the hidden layer unit
of LSTM to construct a multi-dimensional (Graves 2007) or
grid-structured (Kalchbrenner, Danihelka, and Graves 2015)
LSTM.
The importance of the attention mechanism can be seen
from the human perception process, which uses top in-
formation to guide the bottom-up feedback process. Re-
cently, many studies have focused on applying attention
mechanisms to deep neural networks. The attention mech-
anism was first proposed in the field of visual imagery.
Subsequently, the Google DeepMind team used the atten-
tion mechanism on the RNN model to classify images
and achieve good results, which proposed in the (Mnih et
al. 2014b). (Bahdanau, Cho, and Bengio 2014) used an
attention-like mechanism to translate and align on machine
translation tasks simultaneously, this work is the first to pro-
pose an attention mechanism to be applied to the natural
language processing (NLP) domain. Then a similar exten-
sion mechanism based on RNN was applied to various NLP
tasks. Recently, how to use the attention mechanism in deep
neural network has become a hot research topic in the deep
learning area.
There are many classifications of attention mechanism.
(Xu et al. 2015) introduced attention in image caption. (Xu
et al. 2015) used two attention mechanisms, soft attention
and hard attention. Soft attention is parameterized, so it can
be guided and embedded in the model for direct training.
Gradient can be passed back through the attention mecha-
nism module to other parts of the model. In contrast, hard
attention is a random process, which does not select the out-
put of the entire encoder as its input. Hard attention sam-
ples the hidden state of the input according to the probabil-
ity, instead of the hidden state of the entire encoder. In or-
der to achieve backpropagation of the gradient, Monte Carlo
sampling is needed to estimate the gradient of the module.
Both attention mechanisms have their own advantages, but
more researches and applications are now inclined more to
use soft attention because it can be directly derived and gra-
dient backpropagation. (Luong, Pham, and Manning 2015)
proposed two kinds of attention mechanisms: the global at-
tention mechanism and the local attention mechanism. The
difference is whether one concerns with all encoder states
or partial encoder states. (Vaswani et al. 2017) proposed
self-attention mechanism, which is performed on the source
and target sides respectively. Only the self-attention asso-
ciated with the source input or the target input itself cap-
tures the dependency between the source and the target it-
self. Therefore, self-attention is better than the traditional
attention mechanism. One of the main reasons is that the
traditional attention mechanism ignores the dependence be-
tween words and words in the source or target sentences. In
contrast, self-attention can not only get the dependencies be-
tween the source and the target, but also effectively get the
dependencies between the words of the source or the target.
In the image classification task, the top-down attention
mechanism is widely used. (Gregor et al. 2015) modelled
image classification as a sequential process, which estab-
lished a two-dimensional differentiable attention mechanism
embedded in DRAW (Gregor et al. 2015) and achieved
image classification. (Xu et al. 2015) used the soft atten-
tion mechanism to achieve different image areas at different
times of decoding, which in turn can generate more reason-
able words. An attention map is output in the residual at-
tention network (Wang et al. 2017), which enhances mean-
ingful features while suppressing meaningless information.
Thus, the attention mechanism can be applied to image clas-
sification tasks, and captures different types of attention in a
target-driven manner.
In natural language processing tasks, the google machine
translation team proposed a completely attention based ar-
chitecture (Vaswani et al. 2017) which uses a lot of self-
attention mechanism to learn text representation. Differ-
ent from previous machine translation using RNN-based
seq2seq model framework, the paper used the attention
mechanism instead of RNN to build the entire model frame-
work, and used multi-headed attention mechanism. (Tan et
al. 2017) used the SRL as a sequence labeling problem, us-
ing BIO tags for labeling. Then it proposed to use the deep
attentional neural network for labeling. (Tran, Bisazza, and
Monz 2016) proposed recurrent memory network, which
added memory block to RNN, and allowed us to interpret
the results and discover underlying dependencies present in
the data. Thus attention has been widely used in NLP. It has
a big advantage that it can visualize the attention matrix to
tell you which parts of the neural network are focused on
when doing the task.
The design of attention gate in our RAU network is in-
spired by recent development of target-driven task, i.e. im-
age classification and sentiment analysis. These tasks mo-
tivate researchers to explore an attention-oriented network
structure that selectively emphasizes useful information and
ignores less important information, depending on the impor-
tance of the information. For image classification, there are
still some limitations and shortcomings in the application of
visual attention in image classification, including hard at-
tention, difficult to end-to-end training and so on. Aiming at
these problems, this paper proposes an Recurrent Attention
Unit (RAU), which can implement end-to-end training depth
image classification based on attention mechanism. For sen-
timent analysis, the emotional words in the sentence play a
key role in the emotional tendency of the whole sentence.
Therefore, the weight of each word in the text can be cal-
culated by introducing the RAU, so that the hidden state of
emotional words is more significant to affective classifica-
tion.
Recurrent Attention Unit
It has been proved that GRU can maintain a long period of
input information (Chung et al. 2014). However, the existing
GRU architecture is difficult to adaptively pay attention to
what information is exactly useful at the hidden layer state at
each time step, especially when data has complex potential
connections, which are common in language modeling and
sentiment classification tasks. To overcome this problem, we
propose a novel recurrent neutral network architecture called
RAU. RAU can not only qualify which information is pre-
served over time but also suppress redundant information.
We integrate the attention mechanism seamlessly into the in-
terior of GRU by adding attention gates. The attention gate
can enhance GRU’s ability to remember long-term memory
and help memory cells quickly discard unimportant content.
Since GRU and the work of this paper can be regarded
as variants of RNN, we will introduce the basic structure of
RAU based on GRU and explain why RAU can adaptively
paying attention to key information.
Gated Recurrent Unit
LSTM is an improved RNN that learns long-term depen-
dency information. It has recently been improved and pro-
moted by (Graves, Jaitly, and Mohamed 2014). GRU is a
variant of LSTM that maintains the effects of LSTM while
making the structure simpler, reducing training parameters
and increasing the rate of model training.
LSTM is a complex network structure that consists of
three gate calculations, the forgotten gate, the input gate,
and the output gate. Three gate calculations are used to in-
crease or decrease the information in the cell state. The GRU
combines the forgotten gate and the input gate in the LSTM
into a single update gate, while also mixes the cell state and
the hidden state. Another is a reset gate and the GRU struc-
ture is shown in Figure 1. The update gate is used to control
whether the information at the previous moment is brought
into the current cell state.
Figure 1: Gated Recurrent Unit
In Figure 1, xt is the input data at time t, ht is the output
at time t of the GRU. In the GRU dynamic gate structure, the
update gate zt controls how much of the previous memory
content is to be added. The update gate is computed based
on the previous hidden states ht−1 and the current input xt:
zt = σ(Wz[xt,ht−1] + bz), (1)
where σ represents the sigmoid function, Wz represents the
update gate weight, and bz indicates the update gate bias.
And rt is a reset gate. After reading ht−1 and xt, the gate
outputs a value ranging from 0 to 1, and rt indicates the
percentage of information to be discarded. Value 0 means
completely discarding, allowing it to forget the previously
computed state, and 1 means full reservation.
rt = σ(Wr[xt,ht−1] + br), (2)
where σ represents the sigmoid function, Wr represents the
reset gate weight, br indicates the reset gate bias.
Then, a new candidate value vector will be created and
added to the state. The formulas for this process are as fol-
lows:
h˜t = tanh(Wh˜[xt, rtht−1] + bh˜), (3)
where tanh is the hyperbolic tangent function, Wh˜ repre-
sents the update candidate value, bh˜ refers to the update
candidate bias, and h˜t refers to the candidate value.
Finally, determining the value of the output, this process
will retain the information of the current unit and pass it to
the next unit.
ht = (1− zt)ht−1 + zth˜t. (4)
Recurrent Attention Unit
The attention mechanism is one of the important compo-
nents of RAU, which is good at highlighting the important
part. Whether image data or sequence data, as long as atten-
tion mechanism is in good use, it can help us find the part
we need, and ignore a lot of background information. Just as
people are observing images, they don’t actually see every
pixel of the entire image at a time. Most of them focus on
specific parts of the image according to their needs. More-
over, humans can learn from the previously observed images
to see where the attention of the image should be concen-
trated in the future. Our attention mechanism embedded in
the RAU is to use attention gate to select important informa-
tion to handle, and eliminate a large amount of background
information that is not needed for the task at hand.
Figure 2: Recurrent Attention Unit
Our attention gate receives the sequence information
x1t , x
2
t , . . . , x
n
t and hidden state at the last moment ht−1 to
learn a weight matrix Ut that can express the importance of
these information.
αt = a(ht−1,xt) (5)
Ut =
exp(αt)∑T
t=1 exp(αt)
(6)
hˆt = tanh(Ut[xt,ht−1]) (7)
where xt is the external m-dimensional input vector at time
t, ht−1 is the n-dimensional hidden state at last moment, and
a is a learning function, it is only determined by ht−1 and
xt.
In the above formula, the attention mechanism can be con-
sider to construct a fixed length of the embedded value hˆt of
the input sequence by calculating an adaptive weighted av-
erage of the state sequences ht−1 and input xt.
Figure 2 is a complete RAU in which the vector in the
hidden state sequence ht−1 and input xt are fed into the
learning function a(ht−1,xt), resulting in a probability vec-
tor αt. The vector hˆt is weighted average of ht−1 and input
xt, and the weight is Ut.
We have reserved the update gate and reset gate in the
GRU structure, and added the attention gate. Hence, we keep
the values of Equation (1) (2)(3) fixed and change the value
of the hidden layer state of the output is as follows,
ht = (1− zt)ht−1 + zth˜t/2 + zthˆt/2. (8)
The advantage of the attention mechanism model is that
the ability to integrate information over time. Therefore, by
using this simplified attention mechanism, the model can
help memory cells quickly discard unimportant content and
increase attention to important information, thus enhancing
the network’s ability to remember long-term memory.
Experiments
We evaluate the performance of the RAU on four different
dataset: MNIST, Fashion-MNIST, PTB and IMDB. In other
words, we verified the effectiveness of RAU in image clas-
sification, language modeling and sentiment classification
tasks. And these experiments show that our RAU performs
better than GRU and LSTM.
Application to row-wise sequences of the MNIST
data set
The MNIST data set is one of the most famous data sets
in machine learning, derived from the National Institute of
Standards and Technology. It consists of 0-9 handwritten nu-
meral labels, which are divided into training set and test set.
Figure 3 shows a sample diagram of MNIST data for 10×10.
The training set contains 60,000 handwritten digital images,
Figure 3: MNIST data set examples.
while the test set contains 10,000 handwritten digital im-
ages, each of which has been normalized to a digitally cen-
tric 28×28 gray-scale map. We evaluated RAU against the
original GRU and LSTM on the MNIST data set by gener-
ating the sequential input in row-wise (one row at a time).
The row-wise sequence generated from each image are 28-
element signal of length 28.
In our experiments, the networks read one row at a time
in scanline order (i.e. starting at the first row of the image,
and ending at the last row of the image). The networks are
asked to predict the category of the MNIST image only after
seeing all 28 row. This is a medium long rang dependency
problem because each recurrent network has 28 time steps.
All networks have 128 recurrent hidden units. We stop the
optimization after it converges or when it reaches 100000
iterations and report the results in Table 1 (related character-
istics are listed in Table 2). It is clear from Table 1 that the
proposed RAU architecture outperforms the other baseline
RAU GRU LSTM
Validation Test Validation Test Validation Test
MNIST Acc. (%) - 98.80 - 98.54 - 98.55
Fashion-MNIST Acc. (%) - 89.60 - 87.89 - 88.45
IMDB Acc. (%) 80.42 79.52 79.76 79.08 78.97 78.96
PTB-Small (perplexity) 118.99 113.89 119.37 115.06 120.64 114.96
PTB-Medium (perplexity) 86.75 82.80 86.50 83.01 87.80 83.62
PTB-Large (perplexity) 82.63 78.32 83.10 78.50 82.62 78.63
Table 1: Performance of three model on different tasks (perplexity is a measure of the quality of the language model, the lower
the better.)
Model MNIST FashionMNIST IMDB
Hidden
Units 28 28 128
Gate
Activation Sigmoid Sigmoid Sigmoid
Activation Softmax Softmax Softmax
Epochs 213 213 100
Optimizer Adam Adam Adam
Dropout - - 50%
Batch Size 128 128 128
Table 2: Network model characteristics (we have set the
number of iterations to 100,000 steps, so we calculated the
epoch number to be 213).
architectures that we have tried when used same hyperpa-
rameters such as LSTM and GRU.
We also compare our RAU with recurrent model of visual
attention (RAM) (Mnih et al. 2014b) on MNIST. RAM is a
visual attention model that is formulated as a single recur-
rent neural network. The results are shown in Table 3. our
RAU outperforms all the baseline methods on MNIST data
sets. Note that RAU achieves 1.20% test error on MNIST
compared with 1.29% test error.
Application to row-wise sequences of the
Fashion-MNIST data set
Fashion-MNIST is a data set similar to MNIST, and all items
are based on the classification on the Zalando website. Each
of Zalando’s fashion items has a set of photographs taken by
professional photographers, showing different aspects of the
product, such as the appearance of the front and back, de-
tails. Fashion-MNIST also stored in 28×28 gray-scale map.
Figure 4 shows some examples. It contains 70000 pictures,
10 classes, and 7000 pictures per class. Randomly selected
6000 pictures from each class to form training sets, and the
other 1000 to form test sets.
We also performed experiments on the Fashion-MNIST
data set. As shown in Table 2, we compare the three architec-
ture with same parameter configurations. We use the RAU,
GRU, and LSTM network with single layer of 128 hidden
units to solve the classification task. Each time we read one
Model Error
FC, 2layers (Mnih et al. 2014b) 1.35%
1 Random Glimpse (Mnih et al. 2014b) 42.85%
RAM, 2glimpses (Mnih et al. 2014b) 6.27%
RAM, 3glimpses (Mnih et al. 2014b) 2.7%
RAM, 4glimpses(Mnih et al. 2014b) 1.73%
RAM, 5glimpses (Mnih et al. 2014b) 1.55%
RAM, 6glimpses (Mnih et al. 2014b) 1.29%
RAM, 7glimpses (Mnih et al. 2014b) 1.47%
Our model RAU 1.20%
Table 3: Comparison between traditional attention models
and RAU on sequential data learning. FC denotes a fully
connected network with two layers of rectifier units. In-
stances of the attention model are labeled with the number
of glimpses.
row of a image, it is equivalent to a image being a sequence
of 28 lengths. In Figure 5, we plotted the learning curves of
three model against training steps. We observed that RAU
tended to make faster progress overtime. This behavior is
observed both when the number of parameters is constrained
and when the number of hidden units is constrained. In Ta-
ble 1, we can see with the same characteristics, our proposed
RAU achieve 89.60% accuracy in the classification task of
the Fashion-MNIST data set, which is 1.71% higher than
GRU and higher than LSTM 1.15%.
Application to Language modeling task
In this paper, we carried out a series of experiments on the
Penn Treebank Corpus to verify that our proposed model
can solve the language modeling task. The Penn Treebank
Corpus (Marcus, Marcinkiewicz, and Santorini 1993) is an
English tree library, established by the University of Penn-
sylvania, commonly used to conduct natural language pro-
cessing tasks such as part-of-speech tagging and syntactic
analysis, in language mode field is also widely used.
A common indicator of the quality of a language model is
perplexity. In simple terms, the perplexity value character-
Figure 4: Fashion-MNIST dataset example.
Figure 5: Validation learning curves of three different archi-
tectures: RAU, GRU, LSTM with the same number of hid-
den units. The curves represent training up to 100000 steps.
izes the probability of occurrence of an estimated sentence
through a certain language model. For example, when you
already know (ω1,ω2,ω3,· · · ,ωm) that the sentence appears
in the corpus, then the probability of this sentence would
be calculated by the language model the higher the better,
which is the perplexity value as small as possible. The for-
mula for calculating the perplexity value is as follows:
perplexity(S) =p(ω1, ω2, ω3, · · · , ωm) 1m
= m
√
1
p(ω1, ω2, ω3, · · · , ωm)
= m
√√√√ m∏
i=1
1
p(ω1|ω1, ω2, ω3, · · · , ωi−1)
(9)
The concept represented by perplexity is actually the av-
erage branch factor, which is the average number of choices
when the model predicts the next word. For example, if the
perplexity of a language model is 83, it means that on aver-
age, when the model predicts the next word, 83 words may
be a reasonable choice for the next word.
Model PTB-Small PTB-Mediun PTB-large
Weight Initial Scale 0.1 0.05 0.04
Number Layer 2 2 2
Hidden Units 200 650 1500
Batch Size 20 20 20
Learning Rate 1 1 1
Learning Rate Decay 0.5 0.8 1/1.5
Epochs 13 35 55
Dropout 0 50% 65%
Vocabulary 10000 10000 10000
Table 4: Parameters of different sized models.
We implemented the three models with three different
sizes of configurations in Penn Treebank Corpus. We used
the same experimental setup during the experiment set (the
same training, development and test data, and the same vo-
cabulary limit). This also helps to compare different lan-
guage model techniques. We first performed the experiment
of PTB small size: 2 layers with 200 units in each layer.
The experimental results are shown in Table 1. In the last
epoch, our proposed RAU model is reachable 45.72 perplex-
ity on the training set. And the verification set and the test
set can reach the perplexity of 118.99 and 113.89 respec-
tively. Compared with the experiments of GRU and LSTM,
it is clear that the model we proposed is more effective.
As shown in Table 4, in the PTB-medium experiment, we
reduced the initial scale of the network weight value because
we want the initial value of the weight not to be too large,
the smaller is beneficial to moderate training, the learning
rate is unchanged, and the number of layers of the network
stacked is unchanged. Here, the number of expansion steps
of the gradient back propagation is increased from 20 to 30,
and the number of hidden layer units is also increased by
3 times. Because the number of iterations of learning in-
creases, the decay rate of learning rate will be smaller. As
the Penn Treebank is a relatively small data set,we prevent
overfitting by dropout technology.
In the case of a medium configuration, the loss of the three
models is shown in Figure 7. It can be seen that the pro-
posed model can significantly reduce the perplexity of the
language model.
The large configuration model further reduces the initial
scale of the weight values in the network, while increasing
the hidden layer size to 1500, because the complexity of
the model increases, the dropout rate increases from 50%
to 65%. Comparing our results on the RAU to the results of
LSTM and GRU in Table 1, we see that the RAU is highly
competitive. We observed that the performance of recurrent
methods depends on the size of the hidden states: they per-
form better as the size of the hidden states gets larger.
Application to sentiment classification task
We evaluate the RAU architecture on a popular document-
level sentiment classification benchmark, the IMDB movie
review data set (Maas et al. 2011). The data set consists of a
balanced sample of 25,000 positive and 25,000 negative re-
views, which are divided into equal-size train and test sets,
with an average document length of 231 words (Wang and
Manning 2012). We have trained the data set on three differ-
Figure 6: The validation loss curve of the three network
models (RAU, GRU and LSTM) in a medium configuration.
ent architectures using the two constant base learning rates
of 10−3, 10−4 and 10−5 over 100 epochs.
Figure 7: Train learning curves of three different archi-
tectures: RAU, GRU, LSTM with the same learning rate
(10−5). The curves represent training up to 30000 steps.
In the training, we employed 100-dimensional architec-
ture and adopted a batch size of 32. We have observed that,
using the constant base learning rate of 10−5, performance
is well, whereas performance is uniformly progressing over
profile-curves as shown in Figure 7. Table 1 summarizes
the results of accuracy performance which show comparable
performance among RAU, GRU, and LSTM. Table 2 also
lists the number of parameters in each dataset.
Conclusion
Attention mechanism is an intuitive method, which is widely
used in the field of computer vision by giving different
weights to different parts of the input. We have proposed
Recurrent Attention Unit, a novel architecture that can re-
place GRU and LSTM in many application scenarios. It is
not only suitable for computer vision area, but also for all
kind of sequence related problems. The model we proposed
adds the attention gate to GRU, which not only amplifies the
power of GRU but also enables the network to adaptively
pay attention to the part that should be emphasized. We ap-
plied our model to three tasks: image classification, language
modeling and sentiment classification. The experimental re-
sults demonstrate that our RAU outperforms both the LSTM
and GRU.
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