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ON lp NORMS OF WEIGHTED MEAN MATRICES
PENG GAO
Abstract. We study lp operator norms of weighted mean matrices using the approaches of Kaluza-
Szego¨ and Redheffer. As an application, we prove a conjecture of Bennett.
1. Introduction
Suppose throughout that p 6= 0, 1p +
1
q = 1. For p ≥ 1, let l
p be the Banach space of all complex
sequences a = (an)n≥1 with norm
||a||p := (
∞∑
n=1
|an|
p)1/p <∞.
The celebrated Hardy’s inequality ([19, Theorem 326]) asserts that for p > 1,
(1.1)
∞∑
n=1
∣∣∣ 1
n
n∑
k=1
ak
∣∣∣p ≤
( p
p− 1
)p ∞∑
n=1
|an|
p.
Hardy’s inequality can be regarded as a special case of the following inequality:
(1.2)
∣∣∣
∣∣∣C · a
∣∣∣
∣∣∣p
p
=
∞∑
n=1
∣∣∣
∞∑
k=1
cn,kak
∣∣∣p ≤ U
∞∑
n=1
|an|
p,
in which C = (cn,k) and the parameter p > 1 are assumed fixed, and the estimate is to hold for all
complex sequences a ∈ lp. The lp operator norm of C is then defined as
||C||p,p = sup
||a||p≤1
∣∣∣
∣∣∣C · a
∣∣∣
∣∣∣
p
.
It follows that inequality (1.2) holds for any a ∈ lp when U1/p ≥ ||C||p,p and fails to hold for some
a ∈ lp when U1/p < ||C||p,p. Hardy’s inequality thus asserts that the Cesa´ro matrix operator C,
given by cn,k = 1/n, k ≤ n and 0 otherwise, is bounded on l
p and has norm ≤ p/(p−1). (The norm
is in fact p/(p− 1).)
We say a matrix A = (an,k) is a lower triangular matrix if an,k = 0 for n < k and a lower
triangular matrix A is a summability matrix if an,k ≥ 0 and
∑n
k=1 an,k = 1. We say a summability
matrix A is a weighted mean matrix if its entries satisfy:
(1.3) an,k = λk/Λn, 1 ≤ k ≤ n; Λn =
n∑
i=1
λi, λi ≥ 0, λ1 > 0.
Hardy’s inequality (1.1) now motivates one to determine the lp operator norm of an arbitrary
summability matrix A. In an unpublished dissertation [12], Cartlidge studied weighted mean ma-
trices as operators on lp and obtained the following result (see also [5, p. 416, Theorem C]):
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Theorem 1.1. Let 1 < p <∞ be fixed. Let A be a weighted mean matrix given by (1.3). If
(1.4) L = sup
n
(Λn+1
λn+1
−
Λn
λn
)
< p ,
then ||A||p,p ≤ p/(p − L).
There are several published proofs of Cartlidge’s result. Borwein [9] proved a far more general
result than Theorem 1.1 on the lp norms of generalized Hausdorff matrices. Rhoades [29, Theorem
1] obtained a slightly general result than Theorem 1.1, using a modification of the proof of Cartlidge.
Recently, the author [15] also gave a simple proof of Theorem 1.1.
We note here that by a change of variables ak → a
1/p
k in (1.1) and on letting p→ +∞, one obtains
the following well-known Carleman’s inequality [11], which asserts that for convergent infinite series∑
an with non-negative terms, one has
∞∑
n=1
(
n∏
k=1
ak)
1
n ≤ e
∞∑
n=1
an,
with the constant e being best possible.
It is then natural to study the following weighted version of Carleman’s inequality:
(1.5)
∞∑
n=1
( n∏
k=1
a
λk/Λn
k
)
≤ E
∞∑
n=1
an,
where the notations are as in (1.3). The task here is to determine the best constant E so that
inequality (1.5) holds for any convergent infinite series
∑
an with non-negative terms. Note that
Cartlidge’s result (Theorem 1.1) implies that when (1.4) is satisfied, then for any a ∈ lp, one has
(1.6)
∞∑
n=1
∣∣∣
n∑
k=1
λkak
Λn
∣∣∣p ≤
( p
p− L
)p ∞∑
n=1
|an|
p.
Similar to our discussions above, by a change of variables ak → a
1/p
k in (1.6) and on letting p→ +∞,
one obtains inequality (1.5) with E = eL as long as (1.4) is satisfied with p replaced by +∞ there.
It is our goal in this paper to extend the result of Theorem 1.1 and to study weighted Carleman’s
inequality as well. Our treatment of this subject will not be satisfactory if we don’t mention the
integral cases of Hardy’s inequality as the later often supply the motivations for considerations
of various discrete cases. For this reason, we will first give a brief discussion in Section 2 on the
integral Hardy-type inequalities and point out the ties between them and the discrete cases. For
the rest part of the paper, we will focus ourselves on the lp spaces as well as their variations.
A general method towards establishing lp operator norms of weighted mean matrices would be
via Carleman’s approach, which is essentially a use of Lagrange multipliers as we shall explain in
details in Section 3. However, this approach is more technically involved so we are looking for other
methods that can be used to achieve our goal in this paper while technically simpler compared
to Carleman’s approach. Among the many different proofs of Hardy’s inequality (1.1) as well as
its generalizations and extensions in the literature, there are notably Kaluza and Szego¨’s approach
[20] (see also [21]) and Redheffer’s “recurrent inequalities” [27]. It is shown in [16] that these two
methods above are essentially the same (in [16], we credited the approach of Kaluza and Szego¨ to
Knopp but apparently the paper [20] is earlier) and we shall further show in this paper that Kaluza
and Szego¨’s approach can be regarded as an approximation to Carleman’s approach in Section
3. Hence instead of Carleman’s approach, there is not much lost using Kaluza and Szego¨’s or
Redheffer’s approach when studying Hardy-type inequalities, yet technically they are much easier
to handle.
In this paper, we shall use Kaluza and Szego¨’s approach to prove the following extension of
Theorem 1.1 (we note here the case n = 1 of (1.4) implies L > 0) in Section 4:
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Theorem 1.2. Let 1 < p < ∞ be fixed. Let A be a weighted mean matrix given by (1.3). If for
any integer n ≥ 1, there exists a positive constant 0 < L < p such that
(1.7)
Λn+1
λn+1
≤
Λn
λn
(
1−
Lλn
pΛn
)1−p
+
L
p
,
then ||A||p,p ≤ p/(p − L).
Note that for p > 1, (
1−
Lλn
pΛn
)1−p
≥ 1 + (1−
1
p
)
Lλn
Λn
+ (1−
1
p
)
λ2n
Λ2n
L2
2
.
It follows from this and (1.7) that we have the following
Corollary 1.1. Let 1 < p < ∞ be fixed. Let A be a weighted mean matrix given by (1.3). If for
any integer n ≥ 1, there exists a positive constant 0 < L < p such that
Λn+1
λn+1
−
Λn
λn
≤ L+
( λn
2Λn
)(
1−
1
p
)
L2 ,
then ||A||p,p ≤ p/(p − L).
An interesting proof of Hardy’s inequality (1.1) for p = 2 is given by Wang and Yuan in [31].
Their method interprets the left-hand side of (1.1) when p = 2 as a quadratic form so that Hardy’s
inequality follows from estimations of the eigenvalues of the corresponding matrix associated to
the quadratic form. We point out here that this approach, as we will show in Section 5, can be
viewed as an approach via the duality principle of linear operators. We will then use the method
of Wang and Yuan to give another proof of Theorem 1.2 in Section 5. As we shall also see there,
this approach also has ties with Carleman’s approach.
We point out here Theorem 1.1 can be regarded as the case p → 1+ of Theorem 1.2 while the
case p→ +∞ of Theorem 1.2 suggests the following result:
Theorem 1.3. Suppose that
(1.8) M = sup
n
Λn
λn
log
(Λn+1/λn+1
Λn/λn
)
< +∞,
then inequality (1.5) holds with E = eM .
It is easy to see that M ≤ L for L defined by (1.4) and hence the above theorem does provide a
better result than what one can infer from Cartlidge’s result as discussed above if (1.8) were true.
In fact, a even stronger result exists, namely, the following nice result of Bennett [8] (see the proof
of Theorem 13):
Theorem 1.4. Inequality (1.5) holds with
E = sup
n
Λn+1
λn+1
n∏
k=1
(λk
Λk
)λk/Λn
.
It’s shown in [8] that the above theorem implies Theorem 1.3 and the author has recently obtained
the lp analogues of the above theorem which in fact implies Theorem 1.2. We shall not go further
here and refer the interested reader to the paper [17] for the details.
To give applications of Theorem 1.2 or Corollary 1.1, we note that the following two inequalities
were claimed to hold for any a ∈ lp by Bennett ( [6, p. 40-41]; see also [7, p. 407]):
∞∑
n=1
∣∣∣ 1
nα
n∑
i=1
(iα − (i− 1)α)ai
∣∣∣p ≤
( αp
αp − 1
)p ∞∑
n=1
|an|
p,(1.9)
∞∑
n=1
∣∣∣ 1∑n
i=1 i
α−1
n∑
i=1
iα−1ai
∣∣∣p ≤
( αp
αp − 1
)p ∞∑
n=1
|an|
p,(1.10)
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whenever p > 1, αp > 1. We note here the constant (αp/(αp − 1))p is best possible (see [8]).
No proofs of the above two inequalities were supplied in [6]-[7]. The author [14] and Bennett [8]
proved inequalities (1.9) for p > 1, α ≥ 1, αp > 1 and (1.10) for p > 1, α ≥ 2 or 0 < α ≤ 1, αp > 1
independently. The proofs of (1.10) in both [14] and [8] are the same, they both use the result of
Cartlidge (Theorem 1.1 above). Recently, the author [16] has shown that inequalities (1.10) hold
for p ≥ 2, 1 ≤ α ≤ 1 + 1/p or 1 < p ≤ 4/3, 1 + 1/p ≤ α ≤ 2.
In connection to (1.10), Bennett [8, p. 829] further conjectured that inequality (1.5) holds for
λk = k
α for α > −1 with E = e1/(α+1). As the cases −1 < α ≤ 0 or α ≥ 1 follow directly from the
know cases of inequalities (1.10) upon changes of variables α → α + 1, ak → a
1/p
k and on letting
p→ +∞, the only cases left unknown are when 0 < α < 1. As an application of Theorem 1.2, we
shall show that (1.10) hold for p ≥ 2 and 1 ≤ α ≤ 2 in Section 6 and this will in turn imply that
Bennett’s conjecture is true by our discussions above.
2. Integral Hardy-type inequalities and Their Discrete Analogues
When p > 1, the (one dimension) integral Hardy-type inequalities are integral inequalities of the
form
(2.1)
∫ b
a
s(x)|y(x)|pdx ≤
∫ b
a
r(x)|y′(x)|pdx,
where r, s are non-negative measurable functions on (a, b) and y(x) absolutely continuous on (a, b)
subject to certain boundary conditions (y(a) = 0 or y(b) = 0 or both) with r(x)|y′(x)|p integrable on
(a, b). The classical integral Hardy’s inequality [19, Theorem 327] corresponds to the case of (2.1)
with a = 0, b = +∞, r = qp, s(x) = x−p, y(x) =
∫ x
0 f(t)dt with f(x) ≥ 0 and f(x) ∈ L
p(0,+∞).
Note that in this case the boundary condition y(0) = 0 is satisfied.
One can certainly consider analogues of (2.1) for other p’s. We point out here the above men-
tioned classical integral Hardy’s inequality still holds when one replaces p > 1 by p < 0 and this is
a result of Beesack [3, (3.2.13)]. In the case of 0 < p < 1, the classical integral Hardy’s inequality
holds [19, Theorem 337] with inequality reversed when one replaces r(x) = qp by r(x) = (−q)p and
y(x) =
∫ x
0 f(t)dt by y(x) =
∫∞
x f(t)dt (so the y(∞) = 0 in this case).
By a change of variables x→ x1+αq, y(x1+αq)→ y(x) when p > 1 and 1+αq > 0, we can rewrite
the classical integral Hardy’s inequality as∫ ∞
0
|y(x)|p
x(1+α)p
dx ≤
( q
1 + αq
)p ∫ ∞
0
|y′(x)|p
xαp
dx.
We point out here and in what follows in this section, unless otherwise mentioned, all the constants
are best possible.
More generally, one has the following result for p 6= 0 (with inequalities reversed when 0 < p < 1):
(2.2)
∫ ∞
0
|y(x)|p
x(1+α)p
dx ≤
∣∣∣ q
1 + αq
∣∣∣p
∫ ∞
0
|y′(x)|p
xαp
dx.
The p > 1 case above is [19, Theorem 330] and here we require y(0) = 0 when (1 + α)p > 1 and
y(∞) = 0 when (1 + α)p < 1. The p < 0 case above is [3, (3.2.13)] and here we require y(∞) = 0
when (1 + α)p > 1 and y(0) = 0 when (1 + α)p < 1. The case 0 < p < 1 above is [19, Theorem
347] and here we require y(0) = 0 when (1 + α)p > 1 and y(∞) = 0 when (1 + α)p < 1. If we now
write y(x) =
∫ x
0 f(t)t
αdt when y(0) = 0 or y(x) =
∫∞
x f(t)t
αdt when y(∞) = 0 with f(x) > 0, then
we can recast inequalities (2.2) as
(2.3)
∫ ∞
0
(∫ x
0 f(t)t
αdt∫ x
0 t
αdt
)p
dx ≤
∣∣∣(1 + α)q
1 + αq
∣∣∣p
∫ ∞
0
fp(x)dx,
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for the cases p > 1, (1 + α)p > 1 or p < 0, 1 + α > 0. The reversed inequalities also hold for
0 < p < 1, (1 + α)p > 1. Similarly, we have
(2.4)
∫ ∞
0
( ∫∞
x f(t)t
αdt
)p
x(1+α)p
dx ≤
∣∣∣ q
1 + αq
∣∣∣p
∫ ∞
0
fp(x)dx,
for the case p > 1, 0 < 1+α < 1/p with the above inequalities reversed for 0 < p < 1, 0 < 1+α < 1/p
and ∫ ∞
0
( ∫ x
0 f(t)t
αdt
)p
x(1+α)p
dx ≤
∣∣∣ q
1 + αq
∣∣∣p
∫ ∞
0
fp(x)dx,
for the case p < 0, 1/p < 1 + α < 0 and∫ ∞
0
(∫∞
x f(t)t
αdt∫∞
x t
αdt
)p
dx ≤
∣∣∣(1 + α)q
1 + αq
∣∣∣p
∫ ∞
0
fp(x)dx,
for the cases p > 1, 1 + α < 0 or p < 0, 1 + α < 1/p with the above inequalities reversed for
0 < p < 1, 1 + α < 0.
There have been extensive studies on the integral Hardy-type inequalities in the literature. We
refer the reader to the articles [18], [3], [10], [4], [30] and the references therein for more details.
One possible way of generalizing the above inequalities is to consider integrations with respect to
other measures other than the Lebesgue measure. For example, using the counting measure for the
case α = 0 of (2.3) leads to the discrete Hardy’s inequality (1.1) for p > 1. From this point of view,
we see that inequalities (1.10) correspond to the general cases of (2.3).
As another example, we note that Levin and Stecˇkin [23, Theorem D.61] proved that for 0 <
p ≤ 1/3,
(2.5)
∞∑
n=1
( 1
n
∞∑
k=n
ak
)p
≥
( p
1− p
)p ∞∑
n=1
apn,
where and from now on in this section, we assume an ≥ 0 for all n. Their result can be viewed
as the discrete analogues to the case p < 0, α = 1 of (2.4) and this result improved upon that
of Theorem 345 of [19], which asserts the above inequalities hold with smaller constants pp for
0 < p < 1. Recently, the author has given a simple proof [16] of the result of Levin and Stecˇkin
and also extended their result to a case where p is slightly bigger than 1/3.
In general, integral Hardy-type inequalities suggest that various inequalities in the following
forms or their reverses should hold with λn = n
α and Λn defined as in (1.3) for different choices of
p and α with U some constants depending on p and λn’s whose values are suggested by the integral
cases:
∞∑
n=1
( n∑
k=1
λkak
Λn
)p
≤ U
∞∑
n=1
apn,(2.6)
∞∑
n=1
( ∞∑
k=n
λkak∑∞
k=n λk
)p
≤ U
∞∑
n=1
apn,
∞∑
n=1
(∑∞
k=n λkak
)p
Λpn
≤ U
∞∑
n=1
apn.(2.7)
For example, integral inequalities (2.3) suggest that inequalities (2.6) hold (for the special case
λn = n
α) for p > 1, (1 + α)p > 1 or p < 0, 1 + α > 0 with the reversed inequalities holding
for 0 < p < 1, (1 + α)p > 1. The p > 1 case has been extensively studied in [14], [8], [16]
and will also be our main focus in the paper. We now take a look at the inequalities (2.7) for
0 < p < 1. Integral inequalities (2.4) suggest that the reversed inequalities of (2.7) hold for the
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cases 0 < p < 1, 0 < 1+α < 1/p (note that we get back (2.5) for the special case α = 0 of λn = n
α).
We now treat these cases for general λk’s following the method in Section 3 of [16]. It is then easy
to see that inequalities (2.7) hold for the cases 0 < p < 1, 0 < 1 + α < 1/p with U = (p/(L − p))p
for L > p if one can find a sequence w of positive terms with w
−1/(1−p)
n Λ
−p/(1−p)
n decreasing to 0,
such that for any integer n ≥ 1,
(2.8) (w1 + · · · +wn)
−1/(1−p)λ−p/(1−p)n ≤
(L− p
p
)p/(1−p)(w−1/(1−p)n
Λ
p/(1−p)
n
−
w
−1/(1−p)
n+1
Λ
p/(1−p)
n+1
)
.
We now define our sequence w inductively with w1 = 1 and
n∑
i=1
wi =
(
(1 + β)
Λn
λn
− β
)
wn, β =
2p − L
L− p
.
Note that this implies
wn+1 =
(
(1 + β)
Λn
λn
− β
) λn+1
(1 + β)Λn
wn.
We now set x = Λn/λn and y = Λn+1/λn+1 and assume that y ≤ x+ L. Note that for our choice
of w, inequality (2.8) can be recasted as
(
1 +
L/p− 2
x
)1/(1−p)
− (y/x)1/(1−p)(1− 1/y)(1+p)/(1−p) ≥
L− p
px
.
It is easy to see the left-hand side expression above is a decreasing function of y with x fixed. Hence
we may replace y by x+ L and consider the following inequality for x ≥ 1:
(
1 +
L/p− 2
x
)1/(1−p)
−
(
1 +
L
x
)−p/(1−p)(
1 +
L− 1
x
)(1+p)/(1−p)
≥
L− p
px
.
Suppose now we have 0 < p ≤ 1/3, then by Taylor expansion, the left-hand side expression above
is no less than (
1 +
L/p− 2
(1− p)x
)
−
(
1−
pL
(1− p)x
)(
1 +
(L− 1)(1 + p)
(1− p)x
)
≥
L− p
px
,
provided that L ≥ 1.
Note that when λk = k
α with −1 < α < 0, it follows from Lemma 6.2 below (note that the
right-hand side inequality of (6.1) still holds for −1 < r < 0) that we can take L = 1/(α + 1) here
and it is then easy to check that
w
−1/(1−p)
n
Λ
p/(1−p)
n
= O(n−(1−(2+α)p+p
2(1+α))/(p(1−p))),
so that w
−1/(1−p)
n Λ
−p/(1−p)
n decreases to 0 as n approaches infinity. We now immediately deduce
the following
Theorem 2.1. Let 0 < p ≤ 1/3 be fixed. The reversed inequalities (2.7) hold when λn = n
α for
−1 < α ≤ 0 with U1/p = (1 + α)p/(1 − (1 + α)p).
We point out here that even though one can often draw the analogues between the integral
Hardy-type inequalities and the discrete ones, the two cases are sometimes different. For example,
in view of (2.5) and the corresponding cases of (2.4), one may suspect that inequalities (2.5) hold
for 0 < p < 1. This is not the case, however, as one can take a1 = 1 and an = 0 in (2.5) to see
that the inequalities fail to hold when (1− p)/p > 1 or p > 1/2. In fact, it is also easy to show by
setting an = 0 for n ≥ 3 that the case p = 1/2 doesn’t hold in (2.5).
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We end this section by pointing out other types of integral inequalities which are similar to
Hardy-type inequalities. For the integral cases, we note the following inequalities that are similar
to (2.1):
∫ b
a
s(x)|y(x)|p|y′(x)|dx ≤
∫ b
a
r(x)|y′(x)|p+1dx, p > 0,(2.9)
∫ b
a
s(x)y2(x)dx ≤
∫ b
a
r(x)(y′(x))2dx.(2.10)
where r, s are non-negative measurable functions on (a, b) and y(x) absolutely continuous on (a, b)
subject to certain boundary conditions (y(a) = 0 or y(b) = 0 or both) with r(x)|y′(x)|p+1 in (2.9)
and r(x)(y′(x))2 in (2.10) integrable on (a, b).
The prototype of (2.9) is the case a = 0, p = 1, r(x) = 1, s(x) = 4/b with y(0) = y(b) = 0,
which is referred to as the Opial’s inequality in the literature and the prototype of (2.10) is the
case a = −pi, b = pi, r(x) = s(x) = 1 with y(−pi) = y(pi),
∫ pi
−pi y(x)dx = 0, which is referred to as the
Wirtinger’s inequality in the literature. We note here discrete analogues of Opial’s inequality were
studied by Wong [32] and Lee [22], see also [2] and the references therein for more details in this
area. We also note that discrete analogues of Wirtinger’s inequality were studied by Fan, Taussky
and Todd [13, Theorem 8], a subject we shall return to the discussion in Section 5.
3. Carleman’s approach versus Kaluza and Szego¨’s approach
We assume p > 1 in this section and our goal in general is to find conditions on λk’s so that the
following inequality holds for some constant U and for any a ∈ lp:
∞∑
n=1
∣∣∣
n∑
k=1
λkak
Λn
∣∣∣p ≤ U
∞∑
n=1
|an|
p.
It suffices to consider the cases with the infinite summations above replaced by any finite sum-
mations, say from 1 to N ≥ 1 here. We may also assume ak ≥ 0 from now on and we shall
define
An =
n∑
k=1
λkak
Λn
.
Carleman’s approach is to determine the maximum value µN of
∑N
n=1A
p
n subject to the constraint∑N
n=1 a
p
n = 1 using Lagrange multipliers. We first show that we may further assume that an > 0
for all 1 ≤ n ≤ N when the maximum is reached. For otherwise, we may assume without loss of
generality that ai = 0, ai+1 > 0 for some 1 ≤ i ≤ N − 1 when the maximum is reached. We can
now assume an’s are fixed for n 6= i, i+1. Then our assumption that
∑N
n=1 a
p
n = 1 implies that the
value of api + a
p
i+1 is constant and hence defines ai+1 explicitly as a function of ai. We now regard∑N
n=1A
p
n as a function of ai and it is then easy to check that it is an increasing function of ai near
ai = 0, by which it means that on increasing the value of ai from 0 to a small positive number while
decreasing the value of ai+1 and keeping other variables as well as the sum
∑N
n=1 a
p
n = 1 fixed, we
will increase the value of
∑N
n=1A
p
n, a contradiction.
We now define
F (a;µ) =
N∑
n=1
Apn − µ(
N∑
n=1
apn − 1),
8 PENG GAO
where a = (an)1≤n≤N . By the Lagrange method and our discussions above, we have to solve
∇F = 0, or the following system of equations:
(3.1) µapk =
N∑
n=k
λkA
p−1
n
Λn
ak, 1 ≤ k ≤ N ;
N∑
n=1
apn = 1.
We note that on summing over 1 ≤ k ≤ N of the first N equations above, we get
N∑
n=1
Apn = µ.
Hence we have µ = µN in this case, which allows us to recast the equations (3.1) as:
(3.2) µN
ap−1k
λk
=
N∑
n=k
Ap−1n
Λn
, 1 ≤ k ≤ N ;
N∑
n=1
apn = 1.
On subtracting consecutive equations, we can rewrite the above system of equations as:
µN (
ap−1k
λk
−
ap−1k+1
λk+1
) =
Ap−1k
Λk
, 1 ≤ k ≤ N − 1; µN
ap−1N
λN
=
Ap−1N
ΛN
;
N∑
n=1
apn = 1.
Now we define for 1 ≤ k ≤ N − 1,
ωk =
Λk
λk
−
Λka
p−1
k+1
λk+1a
p−1
k
,
so that we can further rewrite our system of equations as:
µNa
p−1
k ωk = A
p−1
k , 1 ≤ k ≤ N − 1; µN
ap−1N
λN
=
Ap−1N
ΛN
;
N∑
n=1
apn = 1.
It is easy to check that for 1 ≤ k ≤ N − 2,
ω
1
p−1
k+1 =
Λk
Λk+1
( ωk
λk+1
Λk
(Λk/λk − ωk)
) 1
p−1
+
λk+1
Λk+1
( 1
µN
) 1
p−1
.
We now define a sequence of real functions Ωk(µ) inductively by setting Ω1(µ) = 1/µ and
Ω
1
p−1
k+1(µ) =
Λk
Λk+1
( Ωk(µ)
λk+1
Λk
(Λk/λk − Ωk(µ))
) 1
p−1
+
λk+1
Λk+1
( 1
µ
) 1
p−1
.
We note that Ωk(µN ) = ωk for 1 ≤ k ≤ N − 1 and
Ω
1
p−1
N (µN ) =
ΛN−1
ΛN
( ωN−1
λN
ΛN−1
(ΛN−1/λN−1 − ωN−1)
) 1
p−1
+
λN
ΛN
( 1
µN
) 1
p−1
=
ΛN−1
ΛN
( Ap−1N−1
µNa
p−1
N
) 1
p−1
+
λN
ΛN
( 1
µN
) 1
p−1
=
( 1
µN
) 1
p−1 AN
aN
=
(ΛN
λN
) 1
p−1
.
We now define another sequence of real functions ηk(µ) by setting
ηk(µ) =
(Λk
λk
)p−1
Ωk(µ)
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so that it satisfies the following relations:
(3.3) η
1
p−1
k+1(µ) =
Λk
λk+1
( Λkηk(µ)/λk+1
(Λk/λk)p − ηk(µ)
) 1
p−1
+
( 1
µ
) 1
p−1
.
Note that we have seen above that ηN (µN ) = (ΛN/λN )
p and Carleman’s idea is to show that
the above relations (3.3) lead to a contradiction if µ is large and this forces µN to be small. For
example, one can show by induction that if (1.7) is satisfied and µ > (1− L/p)−p, then for k ≥ 1,
η
1
p−1
k (µ) < (b+ c)
(Λk
λk
)
− c, b = (1− L/p)p/(p−1), c =
L
p
(1− L/p)1/(p−1).
It follows that if the above assertion is established, then for 1 ≤ n ≤ N ,
0 < η
1
p−1
n (µ) < (b+ c)
(Λn
λn
)
− c < (b+ c)
Λn
λn
<
Λn
λn
≤
(Λn
λn
) p
p−1
.
As we have seen above that ηN (µN ) = (ΛN/λN )
p, this forces µN ≤ (1−L/p)
−p and the assertion of
Theorem 1.2 will follow. We further note here that one can compare the above approach to the case
considered in Section 5, where the l2 norms of weighted mean matrices is treated first using linear
algebra techniques. Then the general lp cases will be treated using the duality principles. It is easy
to see that the method used there can be regarded essentially as the special case µ = (p/(p− L))p
in the outlined proof above of Theorem 1.2. We shall leave the details to Section 5.
We now give a short account on Kaluza and Szego¨’s approach [21] on proving Hardy’s inequality
(1.1). In fact, we shall explain this for the general case involving weighted mean matrices. Using
the notations in Section 1 and once again restricting our attention to any finite summations, say
from 1 to N ≥ 1 here, we are looking for a positive constant U such that
(3.4)
N∑
n=1
∣∣∣ 1
Λn
n∑
k=1
λkak
∣∣∣p ≤ U
N∑
n=1
|an|
p
holds for all complex sequences a ∈ lp. To motivate the approach, we may assume an ≥ 0 and we
are using Carleman’s approach to find the maximum value µN of
∑N
n=1A
p
n subject to the constraint∑N
n=1 a
p
n = 1. Suppose this is done and we find that the maximum value is reached at a sequence
w = (wn)1≤n≤N . Hence (3.1) is satisfied with an’s there replaced by wn’s and µ = µN . This
motivates us to consider, for an arbitrary sequence a = (an)1≤n≤N , the following expression
µN
N∑
n=1
|an|
p =
N∑
k=1
w
−(p−1)
k
( N∑
n=k
λk
Λn
( n∑
j=1
λj
Λn
wj
)p−1)
|ak|
p.
Thus inequality (3.4) will follow from this with U = µN if one can show the right-hand side
expression above is no less than the left-hand side expression of (3.4).
Kaluza and Szego¨’s idea is to reverse the process discussed above by finding an auxiliary sequence
w = (wn)1≤n≤N of positive terms such that by Ho¨lder’s inequality,
( n∑
k=1
λk|ak|
)p
=
( n∑
k=1
λk|ak|w
− 1
q
k · w
1
q
k
)p
≤
( n∑
k=1
λpk|ak|
pw
−(p−1)
k
)( n∑
j=1
wj
)p−1
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so that
N∑
n=1
∣∣∣ 1
Λn
n∑
k=1
λkak
∣∣∣p ≤
N∑
n=1
1
Λpn
( n∑
k=1
λpk|ak|
pw
−(p−1)
k
)( n∑
j=1
wj
)p−1
=
N∑
k=1
w
−(p−1)
k λ
p
k
( N∑
n=k
1
Λpn
( n∑
j=1
wj
)p−1)
|ak|
p.
An ideal approach would now for one to be able to find for each p > 1 a positive constant U , a
sequence w of positive terms, such that for any integer 1 ≤ n ≤ N ,
(3.5) λpk
( N∑
n=k
1
Λpn
( n∑
j=1
wj
)p−1)
= Uwp−1k .
One checks easily that the above relations give back the first N relations in (3.2) upon a change
of variables wk → λkak and this will certainly make inequality (3.4) hold. Moreover, in this
case, it is easy to see that when λk 6= 0, the optimal ak’s appearing in (3.4) will take the values
|ak| = c · w
2/q
k /λk for some positive constant c.
Since it is difficult in general to find a sequencew to satisfy the conditions (3.5), one may suppose
now that one can find for each p > 1 a positive constant U , a sequence w of positive terms, such
that for any integer 1 ≤ n ≤ N ,
(3.6)
( n∑
i=1
wi
)p−1
≤ UΛpn
(wp−1n
λpn
−
wp−1n+1
λpn+1
)
,
where we define wN+1 = 0. Then it is easy to see that inequality (3.4) follows from this. When
λn = 1 for all n, Kaluza and Szego¨’s choice for w is given inductively by setting w1 = 1 and
n∑
i=1
wi =
n− 1/p
1− 1/p
wn.
and one can show that (3.6) holds in this case with U = qp and Hardy’s inequality (1.1) follows
from this.
4. Proof of Theorem 1.2
We now apply Kaluza and Szego¨’s method to give a proof of Theorem 1.2. We note first by a
change of variables wk → λkak, we can recast (3.6) as
(4.1) U
(ap−1k
λk
−
ap−1k+1
λk+1
)
≥
Ap−1k
Λk
, 1 ≤ k ≤ N − 1; U
ap−1N
λN
≥
Ap−1N
ΛN
,
where An’s are defined as in the previous section. It now suffices to find a sequence a = (an)1≤n≤N
of positive terms so that inequalities (4.1) are satisfied with U = (p/(p − L))p. We now define our
sequence inductively by setting a1 = 1 and for n ≥ 1,
An =
1
Λn
n∑
i=1
λiai = (1 + β −
βλn
Λn
)an,
where β = L/(p− L). Equivalently, this is amount to taking
∑n
i=1 wi = ((1 + β)Λn/λn − β)wn for
those wi’s satisfying (3.6). One checks easily that the above relations lead to the following relation
between an and an+1:
an+1 =
1
1 + β
(1 + β −
βλn
Λn
)an.
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It is then easy to see that inequalities (4.1) follow from the following inequality for n ≥ 1:
U
(Λn
λn
(1 + β −
βλn
Λn
)1−p − (1 + β)1−p(
Λn+1
λn+1
− 1)
)
≥ 1.
We now set x = Λn/λn, y = Λn+1/λn+1 to rewrite the above inequality as:
U(1 + β)1−p
(
x
(
1−
β
(1 + β)x
)1−p
− (y − 1)
)
≥ 1.
The above inequality now follows from (1.7) and this completes the proof of Theorem 1.2.
5. Duality and Another Proof of Theorem 1.2
We first recall the following duality principle concerning the norms of linear operators:
Theorem 5.1. [26, Lemma 2] Let p > 1 be fixed and let C = (cn,k) be a fixed N ×K matrix. Then
the following three assertions concerning the constant U for any x ∈ lp,y ∈ lq are equivalent:(∑
n
∣∣∣∑
k
cn,kxk
∣∣∣p
)1/p
≤ U ||x||p,
(∑
k
∣∣∣∑
n
cn,kyn
∣∣∣q
)1/q
≤ U ||y||q ,
∣∣∣∑
n,k
cn,kxkyn
∣∣∣ ≤ U ||x||p||y||q .
We now describe Wang and Yuan’s method in [31] for establishing Corollary 1.1 for p = 2. We
may assume an being real without loss of generality and it suffices to prove the corollary for any
finite summations from n = 1 to N with N ≥ 1. We also note that it follows from our assumption
on L that λn > 0. Now consider
N∑
n=1
( n∑
i=1
λi
Λn
ai
)2
=
N∑
n=1
( n∑
i,j=1
λiλj
Λ2n
aiaj
)
=
N∑
i,j=1
αi,jaiaj , αi,j =
N∑
k≥max (i,j)
λiλj
Λ2k
.
We view the above as a quadratic form and define the associated matrix A to be
(5.1) A =
(
αi,j
)
1≤i,j≤N
.
We note that the matrix A here is certainly positive definite, being equal to BtB with B a lower-
triangular matrix,
B =
(
bi,j
)
1≤i,j≤N
, bi,j = λj/Λi, 1 ≤ j ≤ i; bi,j = 0, j > i.
It is easy to check that the entries of B−1 are given by
(
B−1
)
i,i
=
Λi
λi
,
(
B−1
)
i+1,i
= −
Λi
λi+1
,
(
B−1
)
i,j
= 0 otherwise.
In order to establish our assertion, it suffices to show that the maximum eigenvalue of A is less
than 4/(2−L)2 or the minimum eigenvalue of its inverse A−1 is greater than (2−L)2/4 and this is
equivalent to proving that the matrix A−1 − λIN is positive definite, where λ = (2−L)
2/4 and IN
is the N×N identity matrix. Using the expression A−1 = B−1(B−1)t, we see that this is equivalent
to showing that for any integer N ≥ 1 and any real sequence a = (an)1≤n≤N ,
(5.2)
N−1∑
n=1
(Λn
λn
an −
Λn
λn+1
an+1
)2
+
Λ2N
λ2N
a2N ≥
(2− L)2
4
N∑
n=1
a2n.
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We point out here that this linear algebraic approach can be viewed as an approach via the
duality principle of linear operators. In our case, we may regard the matrix A given in (5.1) as a
linear operator on the l2 space, which is self-dual. Hence its adjoint At also acts on l2 with the
same norm as A by Theorem 5.1. If we reformulate this in terms of inequalities, what we need to
prove are the following Copson (see [19, Theorems 331, 344]) type inequalities:
N∑
n=1
( N∑
k=n
λn
Λk
ak
)2
≤
4
(2− L)2
N∑
n=1
a2n.
Now by a change of variables
∑N
k=n
λn
Λk
ak = bn, one sees easily that the above inequalities give back
(5.2) (identifying bn with an there). In the special case of λn = 1, Wang and Yuan [31, Theorem 2]
obtained a refinement of Hardy’s inequality for p = 2 via their approach and we note here that if
one uses the duality approach, then one can obtain the same result, saving the effort of inverting
a matrix.
For any integer n ≥ 1 and fixed constants α, β, an+1, µn (here α, β may depend on n), we
consider the following function:
f(an) := (αan − βan+1)
2 − µna
2
n.
When µn > α
2, it is easy to see that
(5.3) f(an) ≤ f(
αβan+1
α2 − µn
) =
β2µnα
2
n+1
µn − α2
,
with the above inequality reversed when µn < α
2.
On taking α = Λn/λn, β = Λn/λn+1 here, we obtain that for any 0 < µn < Λ
2
n/λ
2
n,
(Λn
λn
an −
Λn
λn+1
an+1
)2
− µna
2
n ≥ −
Λ2n/λ
2
n+1
Λ2n/λ
2
n − µn
µna
2
n+1.
Summing the above inequality for n = 1, . . . , N − 1 yields:
N−1∑
n=1
(Λn
λn
an −
Λn
λn+1
an+1
)2
+
Λ2N
λ2N
a2N
≥ µ1a
2
1 +
N−2∑
n=1
(
µn+1 −
Λ2n/λ
2
n+1
Λ2n/λ
2
n − µn
µn
)
a2n+1 +
(Λ2N
λ2N
−
Λ2N−1/λ
2
N
Λ2N−1/λ
2
N−1 − µN−1
µN−1
)
a2N .
Now it suffices to show that one can always find a sequence of numbers (µn)n≥1 with µ1 = (2 −
L)2/4, 0 < µn < Λ
2
n/λ
2
n for any integer n ≥ 1, such that the following relations hold for 1 ≤ n ≤
N − 1:
µn+1 −
Λ2n/λ
2
n+1
Λ2n/λ
2
n − µn
µn =
(2− L)2
4
.
Note that this is just a special case of (3.3) of p = 2, µ = 4/(2 − L)2 if we identify the sequence
(µn)n≥1 with the sequence (ηn)n≥1 there.
We now consider the approach via the duality principle for the general case, which allows us to
give another proof of Theorem 1.2. Let p > 1 be fixed and let N ≥ 1 be an integer, we now seek
for conditions on the λk’s such that inequality (3.4) holds for any a ∈ l
p with U = (p/(p − L))p
for some 0 < L < p. By the duality principle Theorem 5.1, this is equivalent to establishing the
following inequality
(5.4)
N∑
n=1
∣∣∣
N∑
k=n
λnak
Λk
∣∣∣q ≤
( p
p− L
)q N∑
n=1
|an|
q.
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Without loss of generality, we may assume that all the ak’s are non-negative and define
N∑
k=n
λnak
Λk
= bn.
This allows us to recast inequality (5.4) as
(5.5)
N∑
n=1
bqn ≤
( p
p− L
)q N∑
n=1
(Λn
λn
bn −
Λn
λn+1
bn+1
)q
,
where we set bN+1 = 0 and assume that bk ≥ 0, bk/λk ≥ bk+1/λk+1, 1 ≤ k ≤ N − 1.
Fixing a set of positive λk’s as well as bn+1 and choose a non-negative number µn, whose value
is to be determined later, we consider now for x ≥ λnbn+1/λn+1,
f(x) =
(Λn
λn
x−
Λn
λn+1
bn+1
)q
− µnx
q.
It is readily checked that f ′(x) = 0 implies that
(5.6)
Λn
λn
x−
Λn
λn+1
bn+1 =
(µnλn
Λn
)1/(q−1)
x.
Solving this for x, we obtain
x =
Λnbn+1/λn+1
Λn/λn −
(
µnλn/Λn
)1/(q−1) .
It follows that x ≥ 0 implies that µn < (Λn/λn)
q, a condition we shall enforce from now on. With
this condition on µn, it is then easy to check that for x taking the above value, we have f
′′(x) ≥ 0
and it follows that (note that x/λn ≥ bn+1/λn+1 thanks to (5.6))
f(bn) ≥
(
µnλn
Λn
)q/(q−1)
− µn(
Λn
λn
−
(
µnλn
Λn
)1/(q−1))q
( Λn
λn+1
)q
bqn+1
= −
1((
Λn/λn
)q/(q−1)
µ
−1/(q−1)
n − 1
)q−1
( Λn
λn+1
)q
bqn+1.
We now recast the above inequality as(Λn
λn
bn −
Λn
λn+1
bn+1
)q
≥ µnb
q
n −
1((
Λn/λn
)q/(q−1)
µ
−1/(q−1)
n − 1
)q−1
( Λn
λn+1
)q
bqn+1,
and on adding up both sides above for 1 ≤ n ≤ N , we obtain
N∑
n=1
(Λn
λn
bn −
Λn
λn+1
bn+1
)q
≥ µ1b
q
1 +
N−1∑
n=1
(
µn+1 −
1((
Λn/λn
)q/(q−1)
µ
−1/(q−1)
n − 1
)q−1
( Λn
λn+1
)q)
bqn+1.
We now set
µ1 = µn+1 −
1((
Λn/λn
)q/(q−1)
µ
−1/(q−1)
n − 1
)q−1
( Λn
λn+1
)q
=
(p− L
p
)q
:= b.
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This will lead to (5.5) provided the condition µn < (Λn/λn)
q is satisfied. Note that this corresponds
to the case of (3.3) for µ = (p/(p − L))p if we identify the sequence (µn)n≥1 with the sequence
(η
1/(p−1)
n )n≥1 there. We now proceed inductively to see what conditions will be imposed on the
λn’s so that we can have µn ≤ (b + c)Λn/λn − c with c a constant to be specified later so that
µn < (Λn/λn)
q is satisfied. First note that when n = 1, our choice of µ1 posts no restrictions on
the λn’s. Suppose now µn ≤ (b+ c)Λn/λn − c is satisfied and we then want to show
µn+1 =
1((
Λn/λn
)q/(q−1)
µ
−1/(q−1)
n − 1
)q−1
( Λn
λn+1
)q
+
(p− L
p
)q
≤ (b+ c)Λn+1/λn+1 − c = (b+ c)Λn/λn+1 + b.
One is then led to show that
(b+ c)−1/(q−1)
Λn
λn+1
≤
(
Λn/λn
)q/(q−1)
µ−1/(q−1)n − 1.
Using our assumption on µn, it then remains to show that
(b+ c)−1/(q−1)
Λn
λn+1
≤
(
Λn/λn
)q/(q−1)(
(b+ c)Λn/λn − c
)−1/(q−1)
− 1.
We recast the above inequality in terms of p to get
(5.7)
Λn
λn+1
≤
Λn
λn
(
1−
c
b+ c
λn
Λn
)1−p
− (b+ c)p−1.
This is the condition to be satisfied by the λn’s. Now to determine the value of c, we apply the
Taylor expansion of the first term of the right-hand side expression above to see that we need to
choose c so that the expression
(p − 1)c
b+ c
− (b+ c)p−1
is maximized. It is then easy to check that we need to take
c =
(p− L
p
)1/(p−1)
·
L
p
.
It is readily seen that µn ≤ (b + c)Λn/λn − c < (Λn/λn)
q is satisfied and (5.7) becomes (1.7). It
follows that inequality (5.4) holds as long as (1.7) is satisfied for 1 ≤ n ≤ N . As N is arbitrary,
this now concludes our proof of Theorem 1.2.
We point out here inequality (5.2) can be regarded as an analogue to the following discrete
inequality of Wirtinger’s type studied by Fan, Taussky and Todd [13, Theorem 8]:
(5.8) a21 +
N−1∑
n=1
(an − an+1)
2 + a2N ≥ 2
(
1− cos
pi
N + 1
) N∑
n=1
a2n.
The converse of the above inequality was found by I. Zˇ. Milovanovic´ and G. V. Milovanovic´ [25]:
(5.9) a21 +
N−1∑
n=1
(an − an+1)
2 + a2N ≤ 2
(
1 + cos
pi
N + 1
) N∑
n=1
a2n.
Simple proofs of inequalities (5.8) and (5.9) were given by Redheffer [28] and Alzer [1], respectively.
Our proof of Theorem 1.2 given above is motivated by the methods used in [28] and [1].
To end this section, we note the paper [24] contains several generalizations of inequalities (5.8)
and (5.9), one of them can be stated as:
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Theorem 5.2. For any real sequence a = (an)1≤n≤N , and two positive real numbers a, b,
(5.10)
(a2+b2−2ab cos
pi
N + 1
) N∑
n=1
a2n ≤ b
2a21+
N−1∑
n=1
(aan−ban+1)
2+a2a2N ≤
(
a2+b2+2ab cos
pi
N + 1
) N∑
n=1
a2n.
The proof given in [24] to the above theorem is to regard
b2a21 +
N−1∑
n=1
(aan − ban+1)
2 + a2a2N
as a quadratic form with the associated matrix A being symmetric tridiagonal whose entries are
given by (
A
)
i,i
= a2 + b2,
(
A
)
i,i+1
=
(
A
)
i+1,i
= −ab,
(
A
)
i,j
= 0 otherwise.
The eigenvalues of A are shown in [24] to be a2+b2+2ab cos( kpiN+1 ), 1 ≤ k ≤ N , from which Theorem
5.2 follows easily.
We note here one can also give a proof of Theorem 5.2 following the methods in [28] and [1] as
one checks readily that the right-hand side inequality of (5.10) follows on taking α = a, β = b, µn =
a2 + ab sin(n + 1)t/ sin(nt), t = pi/(N + 1) in inequality (5.3) and summing for n = 1, . . . , N − 1.
Similarly, the left-hand side inequality of (5.10) follows on taking α = a, β = b, µn = a
2−ab sin(n+
1)t/ sin(nt), t = pi/(N + 1) in inequality (5.3) (with inequality reversed there).
6. Applications of Theorem 1.2
As an application of Theorem 1.2 or rather, Corollary 1.1, we now prove the following
Theorem 6.1. Let p ≥ 2 be fixed, then inequalities (1.10) hold for 1 ≤ α ≤ 2.
Proof. For simplicity, we make a change of variable α− 1 7→ α so that by Corollary 1.1, it suffices
to show the following inequality holds for any integer n ≥ 1 and 0 ≤ α ≤ 1 :∑n+1
k=1 k
α
(n + 1)α
−
∑n
k=1 k
α
nα
≤
1
α+ 1
+
nα
2
∑n
k=1 k
α
(
1−
1
p
) 1
(α+ 1)2
.
It is easy to see on letting xn = 1/
∑n
k=1 k
α that the above inequality is equivalent to fn(xn) ≥ 0,
where for 0 ≤ x ≤ 1, we define
fn(x) = 1 + n
αx
( 1
α+ 1
+
nα
2
(
1−
1
p
) x
(α+ 1)2
)
−
nα
(n+ 1)α
(
1 + (n + 1)αx
)
.
Now we need two lemmas:
Lemma 6.1. For p ≥ 2 and 0 ≤ α ≤ 1, we have
1
2α
≤
1
α+ 1
+
1− 1/p
2(α + 1)2
.
Proof. As p ≥ 2, we have 1 − 1/p ≥ 1/2. Hence our assertion is a consequence of the following
inequality:
1
2α
≤
1
α+ 1
+
1
4(α + 1)2
.
It is easy to see that the above inequality is equivalent to h(α) ≥ 0 for 0 ≤ α ≤ 1, where
h(α) = 2α(5 + 4α)− 4(1 + α)2.
Note that by Taylor expansion, we have, for 0 ≤ α ≤ 1,
2α = (1 + 1)α ≥ 1 + α+ α(α− 1)/2.
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It follows that
h(α) ≥ (1 + α+ α(α − 1)/2)(5 + 4α)− 4(1 + α)2 = (1− α)(1 − α/2) + 2α3 ≥ 0.
This now completes the proof. 
The above lemma implies that f1(x1) = f1(1) ≥ 0 for p ≥ 2, 0 ≤ α ≤ 1 so now we may assume
n ≥ 2 and we need the following
Lemma 6.2. [23, Lemma 1, 2, p.18] For an integer n ≥ 1 and 0 ≤ r ≤ 1,
(6.1)
1
r + 1
n(n+ 1)r ≤
n∑
i=1
ir ≤
r
r + 1
nr(n+ 1)r
(n+ 1)r − nr
.
The above lemma implies that xn ≤ (α + 1)/(n(n + 1)
α). Note that for fixed n, fn(x) is a
quadratic function of x and the only root of f ′n(x) = 0 is α(α+1)/(n
α(1− 1/p)). Suppose we have
(6.2)
α+ 1
n(n+ 1)α
≥
α(α+ 1)
nα(1− 1/p)
.
Then it suffices to show that for fixed 0 ≤ α ≤ 1 and any n,
fn
( α(α+ 1)
nα(1− 1/p)
)
= 1−
α2
2(1 − 1/p)
−
nα
(n + 1)α
≥ 0.
Note that (6.2) implies that
nα
n(n+ 1)α
≥
α
1− 1/p
.
It follows that
fn
( α(α + 1)
nα(1− 1/p)
)
≥ 1−
αnα
2n(n + 1)α
−
nα
(n+ 1)α
.
Thus it suffices to show the right-hand side expression is no less than 0, which is equivalent to
(6.3)
(
1 +
1
n
)α
≥ 1 +
α
2n
.
Note that by Taylor expansion, we have, for 0 ≤ α ≤ 1,
(
1 +
1
n
)α
≥ 1 +
α
n
+
α(α − 1)
2n2
.
Apply the above estimation in (6.3), we see that inequality (6.3) will follow as long as n ≥ 1− α,
which is certainly true.
It remains to consider the case where inequality (6.2) reverses and we then deduce that when
n ≥ 2 and 0 ≤ α ≤ 1,
fn(xn) ≥ fn
( α+ 1
n(n+ 1)α
)
=
nα
(n+ 1)α
g(
1
n
),
where
g(y) = (1 + y)α + y
(
1 +
1− 1/p
2
y(1 + y)−α
)
− 1− (α+ 1)y.
Note that when 0 ≤ α ≤ 1, y > 0,
(1 + y)α ≥ 1 + αy + α(α − 1)y2/2; (1 + y)−α ≥ 1− αy.
ON lp NORMS OF WEIGHTED MEAN MATRICES 17
We conclude from the above estimations that when 0 ≤ y ≤ 1/2, p ≥ 2, 0 ≤ α ≤ 1,
g(y) ≥ 1 + αy + α(α − 1)y2/2 + y
(
1 +
1− 1/p
2
y(1− αy)
)
− 1− (α+ 1)y
=
y2
2
(
α(α− 1) + (1− 1/p)(1 − αy)
)
≥
y2
2
(
α(α− 1) + (1− 1/p)(1 − α/2)
)
≥
y2
2
(
α(α− 1) + 1/2(1 − α/2)
)
≥ 0.
This now implies that fn(xn) ≥ 0 which in turn completes the proof. 
We point out here that one can easily deduce from the proof of Theorem 6.1 that inequalities
(1.10) hold for p ≥ p0, 0 ≤ α ≤ 1 for a number p0 with 1 < p0 < 2 or inequalities (1.10) hold for
p ≥ p1(α), for a number p1(α) depending on α, 0 ≤ α ≤ 1. But one can also see that the proof will
not allow us to prove inequalities (1.10) for all p > 1 and 0 ≤ α ≤ 1.
Note that Theorem 6.1 immediately implies, by our discussions in Section 1, that inequality
(1.5) holds for λk = k
α for 0 ≤ α ≤ 1 with E = e1/(α+1), which fills in the open cases of Bennett’s
conjecture. We now summarize this in the following
Theorem 6.2. Inequality (1.5) holds for λk = k
α for α > −1 with E = e1/(α+1).
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