Let R be the face ring of a simplicial complex of dimension d − 1 and R(n) be the Rees algebra of the maximal homogeneous ideal n of R. We show that the generalized Hilbert-Kunz function HK(s) = (R(n)/(n, nt) [s] ) is given by a polynomial for all large s. We calculate it in many examples and also provide a Macaulay2 code for computing HK(s).
Moreover, equality holds if and only if e HK (R) = e(I). When this is the case, e HK (R) = e(R) and e HK (I) = e(I).
It is natural to ask if there is a formula for the Hilbert-Kunz function and the Hilbert-Kunz multiplicity of the maximal homogeneous ideal (m, It) of the Rees algebra R(I) = ⊕ ∞ n=0 I n t n where I is an m-primary ideal, in terms of invariants of the ideals m and I. In this paper we answer this question for the Rees algebra of the maximal homogeneous ideal of the face ring of a simplicial complex. In fact, we find its generalized Hilbert-Kunz function. The generalized Hilbert-Kunz function was introduced by Aldo Conca in [2] . Let (R, m) be a d-dimensional Noetherian local (resp. standard graded) ring with maximal (resp. maximal homogeneous) ideal m and I be an mprimary (resp. a graded m-primary) ideal. Fix a set of generators of I, say I = (a 1 , a 2 , . . . , a g ). We choose these as homogeneous elements in case R is a graded ring. Define the s th Frobenius power of I to be the ideal I [s] = (a s 1 , a s 2 , . . . , a s g ). The generalized Hilbert-Kunz function of I is defined as HK I (s) = (R/I [s] ). The generalized Hilbert-Kunz multiplicity is defined as lim s→∞ HK I (s)/s d , whenever the limit exists.
We now describe the contents of the paper. Let ∆ be a simplicial complex of dimension d − 1.
Let k be any field, k[∆] denote the face ring of ∆ and n be its maximal homogeneous ideal. Let R(n) = ⊕ ∞ n=0 n n t n be the Rees algebra of n. In section 2, we collect some preliminaries required for estimation of the asymptotic reduction number in terms of the a-invariants of local cohomology modules and Hilbert-Samuel polynomial of the maximal homogeneous ideal of the face ring of a simplicial complex. Section 3 is devoted to the computation of the generalized Hilbert-Kunz function HK (n,nt) (s), where (n, nt) is the maximal homogeneous ideal of the Rees algebra R(n). We also estimate an upper bound on the postulation number of HK (n,nt) (s) in terms of a-invariants of the local cohomology modules. This enables us to explicitly calculate the generalized Hilbert-Kunz function for the Rees algebra in several examples such as the edge ideal of a complete bipartite graph, the real projective plane and a few other examples of simplicial complexes. We have implemented the formula for the Hilbert-Kunz function in an algorithm written in the language of Macaulay2.
Preliminaries
In this section we gather some results which we shall use in the later sections.
Let R be a ring and I be an R ideal. An ideal J ⊆ I is called a reduction of I if JI n = I n+1 , for all large n. A minimal reduction of I is a reduction of I minimal with respect to inclusion. For a minimal reduction J of I, we set r J (I) = min{n | I m+1 = JI m for all m ≥ n}. The reduction number of I is defined as r(I) = min{r J (I) | J is a minimal reduction of I}.
We shall use the following results to estimate the reduction number of powers of an ideal. 
Then r J (I n ) is independent of J and stable if n is large. In particular, for all n > max{|a i (G(I))| : a i (G(I)) = −∞}, we get
where J is any minimal reduction of I n and s is the analytic spread of I.
Let S be a d-dimensional Cohen-Macaulay local ring and let I be a parameter ideal. Fix s ∈ N.
For a fixed set of generators of I, define functions
for all n. Note that if S is 1-dimensional, then F (n) = H(n) for all n. In [5] , the authors prove that the function F (n) is a piecewise polynomial in n. 
Let ∆ be a (d − 1)-dimensional simplicial complex on n vertices and k be a field.
be the corresponding Stanley-Reisner ring and n be its unique maximal homogeneous ideal. Let
. . , f d−1 ) denote the h-vector and f -vector of ∆ respectively. We use the following formula for the Hilbert-Samuel polynomial of n in the main result.
derivative of h(λ) with respect to λ. Then for all n ≥ 1,
3. The generalized Hilbert-Kunz function of (n, nt)
Let S = k[x 1 , . . . , x r ] be a polynomial ring in r variables over a field k and let m = (x 1 , . . . , x r ) denote the maximal homogeneous ideal of S. Let P j , for j = 1, . . . , α and α ≥ 2, be distinct Sideals generated by subsets of {x 1 , . . . , x r }. Let I = ∩ α j=1 P j and R = S/I. Let n = m/I denote the maximal homogeneous ideal of R.
In this section, we find the generalized Hilbert-Kunz function of the maximal homogeneous ideal (n, nt) of the Rees algebra R(n) of R. We begin by proving that for s, n ∈ N, S (S/I + m [s] m n ) is a piecewise polynomial in s and n. First we prove the following result which is a consequence of Theorem 2.3. Let T be a standard graded Artinian ring and let I 1 , . . . , I α , for α ≥ 2, be homoge-
Proof. Apply induction on α. Let α = 2. Consider the following short exact sequence
Then
Let α > 2 and consider the short exact sequence
Using induction hypothesis, it follows that
Rearranging the terms gives the required result.
. , x r ] be a polynomial ring in r variables over a field k and let
Then for s, n ∈ N,
(3.1)
In particular, S I + m [s] m n is a piecewise polynomial in s and n.
Proof. Since S/m [s] m n is a standard graded Artinian ring, using Theorem 3.2 it follows that
The modules involved on the right side of (3.2) are finite length S-modules. Put λ = 1 in (3.2) to get (3.1). Observe that S/(P i 1 + · · · + P i j ), for i 1 , . . . , i j ∈ {1, . . . , α}, is isomorphic to a polynomial ring. Since image of m in S/(P i 1 + · · · + P i j ) is a parameter ideal for all i 1 , . . . , i j ∈ {1, . . . , α}, using Corollary 3.1 we obtain the required result.
The following result is a generalization of A. Conca's result ([2, Remark 2.2]).
Therefore, for s ≥ 1,
We are now ready to prove the main result of the section. We first consider the general case.
3.1. The generalized Hilbert-Kunz function of (n, nt). 
is a polynomial in s.
Proof. Since R is a standard graded ring, it follows that R G(n). Let s > δ. Using Theorem 2.2, it follows that
In other words, r(n s ) = d − j, where j is either 0 or 1 as per the above observation. As n [s] is a minimal reduction of n s , we get, n [s] n (d−j)s = n (d−j+1)s . In other words, n [s] n n−s = n n , for all
Therefore, for s > δ,
The result now follows from Corollary 3.3, Theorem 2.4 and Theorem 3.4. 
is given by a polynomial for s ≥ 1.
Proof. Since R is a standard graded ring, it follows that R G(n). Let h(∆) = (h 0 , . . . , h d ) denote the h-vector of R. Note that −d < n(n) ≤ 0. If n(n) = −d, then h 0 = 1 and h i = 0 for all i = 0, implying that 0 = h 1 = r − d. It follows that I is a height zero ideal, which is not true. Hence,
Suppose n(n) = 0. Using Theorem 2.1, it follows that r(I s ) = d, for all s ≥ 1. Using the same arguments as in the proof of Theorem 3.5, it follows that for s ≥ 1,
The result now follows from Corollary 3.3, Theorem 2.4 and Theorem 3.4. Now suppose that n(n) < 0. If s < |n(n)|, write |n(n)| = k 1 s + k 2 , where k 2 ∈ {0, 1, . . . , s − 1}.
Using Theorem 2.1, it follows that
In other words, r(n s ) = d − j, where j ∈ {1, k 1 , k 1 + 1} as per the above observation. Using the same arguments as in the proof of Theorem 3.5, we are done.
Examples
In this section, we illustrate the above results using some examples.
Example 4.1. Let ∆ be the simplicial complex
is the face ring of ∆. Observe that R is a 2-dimensional ring with f -vector f (∆) = (1, 4, 2) and h-vector h(∆) = (1, 2, −1). Set S = k[x 1 , x 2 , x 3 , x 4 ], P 1 = (x 1 , x 2 ), P 2 = (x 3 , x 4 ). Since depth(R) = 1, it follows that a 0 (R) = −∞. In order to find a 1 (R) and a 2 (R), we consider the following short exact sequence.
Using the corresponding long exact sequence of local cohomology modules, it follows that
This implies that a 1 (R) = 0 and a 2 (R) = −2. Hence, δ = max{|a i (R)| : a i (R) = −∞} = 2. Since a 2 (R) < 0, using Theorem 3.5 it follows that for all s > 2, 
Substituting the values and using Corollary 3.1, we get
Simplifying the above expression, we obtain that for all s > 2,
Example 4.2. Let ∆ be the simplicial complex
is the face ring of ∆. Observe that R is a 3-dimensional ring with f -vector f (∆) = (1, 4, 4, 1) and h-vector h(∆) = (1, 1, −1, 0). Set S = k[x 1 , x 2 , x 3 , x 4 ], P 1 = (x 3 , x 4 ), P 2 = (x 1 ). Since depth(R) = 2, it follows that a 0 (R) = a 1 (R) = −∞. In order to find a 2 (R) and a 3 (R), we consider the following short exact sequence.
Using the corresponding long exact sequence of local cohomology modules, we get 
Simplifying the above expression, we obtain that for all s > 3, R(n) (n, nt) [ Then This implies that n(n) = 0. Using Theorem 3.6, it follows that for s ≥ 1,
Substituting, we get Simplifying the above expression, we obtain that for all s ≥ 1,
Example 4.4. Let ∆ be a 1-dimensional simplicial complex on r vertices, for some r ≥ 3 : 
Observe that in this case, using Corollary 3.1, it follows that (S/(P i + m [s] m n )) = s 2 + n 2 + n, for all 1 ≤ n ≤ s − 1 and for all i = 1, . . . , r − 1.
and there are r − 2 such instances. Otherwise, S/(P i + P j ) k. It is also easy to observe that S/(P i 1 + · · · + P iu ) k, for all u ≥ 3 and i 1 , . . . , i u ∈ {1, . . . , r − 1}. Therefore,
Since,
(−1) i r − 1 i = r − 2, simplifying the above expression we get
We need some terminologies for the next example. 
A vertex cover of a graph is a set of vertices such that every edge has at least one vertex belonging to that set. A minimal vertex cover is a vertex cover such that none of its subsets is a vertex cover.
For any graph G with the set of all minimal vertex covers C, the edge ideal I(G) has the primary decomposition:
For example, when G is a five cycle, the primary decomposition of the edge ideal
Example 4.6 (Complete Bipartite Graphs). A complete bipartite graph K α,β is a graph whose set of vertices is decomposed into two disjoint sets such that no two vertices within the same set are adjacent and that every pair of vertices in the two sets are adjacent.
x 1 x 2
x α y 1 y 2 y β In order to find the a-invariants we consider the following short exact sequence.
Therefore, a 1 (R) = 0, a α (R) = −α and a β (R) = −β. Hence, δ = max{|a i (R)| : a i (R) = −∞} = β.
Since a β (R) < 0, using Theorem 3.5 it follows that for all s > β, 
As the f -vector is f (∆) = 
In particular, when α = 3 and β = 4, we obtain that for all s > 4, We save the code in a file named as HKPolySC.m2 and make the following session in Macaulay2. If the a-invariant of the ring is known, the above code can also be used for the non Cohen-Macaulay case with minor modifications.
