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Abstract
Empirical researchers often trim observations with small denominator A when they
estimate moments of the form E[B/A]. Large trimming is a common practice to mit-
igate variance, but it incurs large trimming bias. This paper provides a novel method
of correcting large trimming bias. If a researcher is willing to assume that the joint
distribution between A and B is smooth, then a large trimming bias may be estimated
well. With the bias correction, we also develop a valid and robust inference result for
E[B/A].
Keywords: bias correction, ratio, robust inference, trimming.
1 Introduction
Moments of ratios of the form E[B/A] are ubiquitous in empirical research. Summary tables
report statistics of ratios in numerous papers. The average ratio is sometimes the parameter
of interest on its own (e.g., Dunbar, Lewbel, and Pendakur, 2017). In addition, there are
research methods that use moments of ratios for identification, e.g., inverse probability
weighting (Horvitz and Thompson, 1952). When some observations have values of the
denominator A close to zero, they behave as outliers in terms of the ratio, B/A, and thus
can exercise large influences on the na¨ıve sample mean statistics.
∗The first arXiv date: September 4, 2017. We benefited from useful comments by numerous researchers
and seminar participants at ANU, Bristol, British Columbia, CUHK, Duke, Emory, Fudan, HKUST, Mel-
bourne, Monash, Northwestern, Sydney, UC Davis, UC San Diego, UNSW, UTS, 2018 AMES, 2018 Cemmap
Advances in Econometrics, 2018 CMES, 2018 IAAE, and NY Camp Econometrics XIII. All remaining errors
are ours.
To avoid this problem, empirical researchers often trim away those observations with
small values of the denominator variable A. For example, the well-cited paper by Crump, Hotz, Imbens, and Mitnik
(2009) proposes to trim away observations with the denominator less than 0.1 for estimat-
ing treatment effects by inverse probability weighting. Motivated by this influential paper,
numerous empirical researchers actually trim those observations with A < 0.1. In general,
large trimming works in favor of reduced variance in estimation. Large trimming indeed
helps for variance, but it does so at the cost of increased bias if the object of interest re-
mains the population mean E[B/A] as opposed to a sub-population mean. The trimming
bias may well be large in general if the trimming threshold is large, like the rule-of-thumb
value of 0.1 used in the treatment effects literature.
To solve this problem, we develop a novel method of estimating the large denominator-
trimming bias. If a researcher is willing to assume that the joint distribution between the
numerator B and the denominator A is smooth, then our method offers to approximate
the trimming bias to a large extent. When the assumed degree of this smoothness is
higher, biases from even larger trimming thresholds can be better approximated. Our bias
estimator takes advantage of existing econometric tools, such as the sieve method (Chen,
2007). Correcting the trimming bias in this way, together with an appropriate asymptotic
variance calculation accounting for the bias estimation, enables robust and valid inference.1
We are not the first to develop a method of trimming bias correction for moments
of ratios of the form E[B/A]. Particularly, Yang (2014) and Chaudhuri and Hill (2016a)
consider the case of trimming tail observations in terms of the fraction B/A.2 In contrast,
we consider the case of trimming close-to-zero observations in terms of the denominator A.
There are two motivations for taking our approach to trimming based on A as opposed to
B/A. First, our aim is to provide means to improve the estimation method used commonly
by researchers who, often motivated by Crump et al. (2009), trim close-to-zero observations
in terms of the denominator A. Second, more importantly, we can exploit the information
about the joint distribution between the numerator B and the denominator A by considering
the case where trimming is based on the denominator A instead of the fraction B/A. The
smoothness of this joint distribution determines the extent of the trimming bias correction.
1Calonico, Cattaneo, and Titiunik (2014) took this approach for regression discontinuity designs.
2Chaudhuri and Hill (2016b, Appendix G) also mention the case of denominator trimming.
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More smoothness allows for better bias correction, which in turn allows for larger trimming
and hence smaller variances or faster rates of convergence. This advantage we provide in
this paper is made possible by trimming based on A rather than on B/A.
As our paper considers a different approach from those of Yang (2014) and Chaudhuri and Hill
(2016a) as discussed above, a fair comparison is not feasible to make. With this said, we
would like to acknowledge that Yang (2014) and Chaudhuri and Hill (2016a) consider theo-
retically more general frameworks than our framework in the sense that their bias correction
methods are not restricted to the case of observing the joint distribution of (A,B). On the
other hand, within our restrictive framework of observing the joint distribution of (A,B),
our approach can correct a larger trimming bias and can improve convergence rates when
a higher extent of smoothness of this joint distribution is assumed. We note these tradeoffs
between our method and the related existing methods in the literature.
In order to provide a complete empirical procedure, we also develop a valid and robust
inference result.3 There is an extensive body of literature (e.g., Andrews and Schafgans,
1998; Romano and Wolf, 1999; Peng, 2001, 2004; Hill and Renault, 2010; Khan and Tamer,
2010; Yang, 2014; Khan and Nekipelov, 2015; Chaudhuri and Hill, 2016a) on valid inference
in a related framework, and we are far from the first to propose a method of valid infer-
ence.4 Of these related papers, the most closely related are Peng (2001), Yang (2014) and
Chaudhuri and Hill (2016a) who also propose bias correction techniques as described above.
Again, we stress that their theories cover more general classes, but our approach allows for
correcting larger trimming bias and improves convergence rates when a researcher is willing
to assume a higher order of smoothness in the joint distribution between the numerator B
and the denominator A, which consist the main contribution of our paper.
Notations: E[X] and V ar(X) denote the expected value and the variance of random
variable X, respectively. Their sample counterparts are denoted by En[X] = n
−1
∑n
i=1Xi
and V arn(X) = En[X
2]− En[X]2. The convergence in distribution is denoted by d→. 1{·}
denotes the indicator function.
3A large body of the literature discusses asymptotic distribution theories for trimmed sums – see
Griffin and Pruitt (1987); Cso¨rgo˝, Haeusler, and Mason (1988); Griffin and Pruitt (1989) and references
therein.
4See a comprehensive book by Pen˜a, Lai, and Shao (2008) for a general treatment of rate-adaptive in-
ference method based on self-normalized processes.
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Outline of the paper: Section 2 presents an overview of our proposed method with-
out theoretical details. Section 3 presents supporting theories. Section 4 discusses the
assumptions in terms concrete structures and concrete estimators.
2 Overview of the Proposed Method
Suppose that a researcher is interested in estimation and inference for the moment of ratios:
θ = E
[
B
A
]
.
The following two examples illustrate cases where θ is of interest in economic researches.
Example 2.1 (Shares). The average share θ = E [B/A] of the quantity B allocated to an
individual member of a group out of the total quantity A in a group is often of research
interest in economics. For example, Dunbar et al. (2017) estimate the average share of the
expenditures B of a family member out of the total household expenditures A. △
Example 2.2 (Inverse Propensity Score Weighting). Let Y = (1−D)Y0 +DY1 denote an
observed outcome, where D is an observed binary indicator of treatment, Y0 is an unob-
served potential outcome under no treatment, and Y1 is an unobserved potential outcome
under treatment. With the knowledge of the propensity score P , a researcher identifies the
mean potential outcome E[Y1] by the moment θ = E [B/A] where B = DY and A = P . △
When there exist observations with small denominator A, the variance of a na¨ıve es-
timator of θ may entail a large variance. To deal with this issue by following a common
practice in empirical researches, consider the trimmed estimator
θ̂h = En
[
B
A
· 1{A ≥ h}
]
, (2.1)
where h > 0 denotes a trimming threshold. Here, we consider the case where A is positive
– an extension to more general cases is possible, but is omitted since relevant applications
involve only positive A – see Examples 2.1 and 2.2 above. We further normalize the support
of A to [0, 1].
Trimming indeed reduces the variance of an estimator on one hand, but it exacer-
bates the bias E
[
θ̂h
]
− θ on the other hand. To correct the bias of the trimming in
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(2.1), we use the information about the joint distribution between A and B as empha-
sized in the introduction. Specifically, assuming that the conditional expectation function
m(·) = E [B | A = · ] is k-times continuously differentiable at a = 0, we estimate the k− 1
derivatives
(
m(1)(0), ...,m(k−1)(0)
)′
of m by
m̂(κ)(0) = p
(κ)
K (0)
′En
[
pK(A)pK(A)
′
]
−1
En [pK(A)B]
for each κ ∈ {1, ..., k−1}, where pK(a) is the (K+1)-dimensional vector of the orthonormal
Legendre polynomial basis of degree K ≥ k:
pK(a) =
(
1,
√
3a,
√
5
3a2 − 1
2
,
√
7
5a3 − 3a
2
,
√
9
35a4 − 30a2 + 3
8
,
√
11
63a5 − 70a3 + 15a
8
, ...
)′
.
(2.2)
With these derivative estimates, we propose that
B̂h = −
k−1∑
κ=1
En
[
Aκ−1 · 1{A < h}]
κ!
· m̂(κ)(0) (2.3)
estimates the trimming bias E
[
θ̂h
]
− θ. In other words, our proposed bias-corrected
trimmed estimator is
θ̂h − B̂h = En
[
B
A
· 1{A ≥ h}
]
+
k−1∑
κ=1
En
[
Aκ−1 · 1{A < h}]
κ!
· m̂(κ)(0). (2.4)
The standard error of the bias-corrected trimmed estimator (2.4) is estimated by
n−1/2 · V arn
(
B
A
· {A ≥ h}+ ĉ′hψ̂
)1/2
,
where ĉh is the (k − 1)-dimensional vector defined by
ĉh =
(
En [1{A < h}] /1!, En [A · 1{A < h}] /2!, ..., En
[
Ak−2 · 1{A < h}
]
/(k − 1)!
)
′
,
and ψ̂ =
(
ψ̂1, ..., ψ̂k−1
)
′
is the (k − 1)-dimensional vector defined by
ψ̂κ = p
(κ)
K (A)
′pK(A)
(
B − pK(A)′β̂
)
with β̂ = En
[
pK(A)pK(A)
′
]
−1
En [pK(A)B]
for each κ ∈ {1, ..., k − 1}.
The current section presents an overview of our proposed method without detailed
discussions of the supporting theory. The next section provides a theoretical rationale for
the proposed methodology.
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3 Main Results
Suppose that a researcher observes n independent copies of (A,B). Let FA denote the
marginal cumulative distribution function of A. For a short-hand notation, we write the
population counterpart of the trimmed estimator (2.1) by θh = E
[
θ̂h
]
. With this notation,
the bias of the trimmed estimator θ̂h can be written as θh − θ. In order to characterize the
bias, we use the information about the joint distribution between A and B as emphasized in
Section 1. Specifically, we use the conditional expectation functionm(·) = E [B | A = · ] of
B given A. The joint distribution of (A,B) is supposed to satisfy the following conditions.
Assumption 1. (i) m(0) = 0. (ii) m is k-times continuously differentiable with a bounded
k-th derivative in a neighborhood of 0. (iii) A does not have a mass at 0. (iv) E
[
B4
]
<∞.
We discuss this and other assumptions in Section 4, but it is worth mentioning here
that parts (i) and (iii) of Assumption 1 are fairly mild requirements – see Sections 4.1.1 and
4.1.3. Furthermore, we emphasize that the restriction on the joint distribution of (A,B)
imposed by Assumption 1 is compatible with cases where the distribution of B/A has a
heavy tail and trimming matters to improve the convergence rate – see Section 4.1.5. We can
approximate the bias of the trimmed estimator θ̂h up to the order k of smoothness given in
Assumption 1 (ii). The following lemma provides a bias characterization by the conditional
expectation function m(·) = E [B | A = · ] of the numerator B given the denominator A.
Lemma 3.1 (Bias Characterization). If Assumption 1 (i)–(ii) is satisfied, then
θ − θh =
k−1∑
κ=1
E
[
Aκ−1 · 1{A < h}]
κ!
·m(κ)(0) +
E
[
Ak−1 · 1{A < h} · ∫ 1
0
(1− t)k−1m(k)(tA)dt
]
(k − 1)! .
A proof can be found in Appendix A.1. The first k−1 terms of this bias characterization
motivates the bias estimator B̂h provided in (2.3), and thus the bias-corrected trimmed
estimator θ̂h − B̂h provided in (2.4). We next obtain the asymptotic distribution of the
bias-corrected trimmed estimator θ̂h − B̂h. To this end, the trimming threshold, h > 0, of
the trimmed estimator is chosen to satisfy the following assumption.
Assumption 2. The trimming threshold h satisfies (i) h = o(1); (ii) nh2(k−1) = O(1); and
(iii) n−1h−4 = o(1); as n→∞.
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For convenience of writing asymptotic representations, we introduce the notation
Zh =
B
A
· 1{A ≥ h}+ c′hψ, (3.1)
where ch is the (k − 1)-dimensional vector defined by
ch =
(
E [1{A < h}] /1!, E [A · 1{A < h}] /2!, ..., E
[
Ak−2 · 1{A < h}
]
/(k − 1)!
)
′
, (3.2)
and ψ is the influence function of an estimator
(
m̂(1)(0), ..., m̂(k−1)(0)
)
of the k−1 derivatives(
m(1)(0), ...,m(k−1)(0)
)
of m at 0. In Sections 2 and 4, we present concrete instances of(
m̂(1)(0), ..., m̂(k−1)(0)
)
and ψ. In the current section on general theory, however, they are
assumed to satisfy the following conditions.
Assumption 3. (i)
(
1, ..., hk−2
)
′◦(m̂(1)(0) −m(1)(0), ..., m̂(k−1)(0) −m(k−1)(0))′ = (1, ..., hk−2)′◦
En [ψ] + op
(
n−1/2
)
; (ii) E [ψ] = 0; and (iii) E
[((
1, ..., hk−2
)
ψ
)4]1/4
= O
(
n1/4
)
.
The symbol ‘◦’ used in Assumption 3 (i) denotes the Hadamard product of vectors. We
discuss this and other assumptions in Section 4 in detail. Assumption 3 is used to derive
the asymptotic linear representation θ̂h − B̂h − θ = (En − E) [Zh] + op(n−1/2), which is
built on Lemma 3.1. See Lemma B.1 in Appendix B.1. Given this linear representation,
it now remains to check conditions for one of self-normalized central limit theorems for
the triangular array of Zh. In particular, a Lyapunov condition for the triangular array
of Zh can be established under Assumptions 1 (iv), 2 (iii), and 3 (iii). See Lemma B.2 in
Appendix B.2. Consequently, we obtain the following self-normalized asymptotic normality
for the bias-corrected trimmed estimator θ̂h − B̂h. A proof is provided in Appendix A.2.
Theorem 3.1 (Asymptotic Distribution). If Assumptions 1, 2, and 3 are satisfied, then
θ̂h − B̂h − θ√
V ar(Zh)/n
d→ N(0, 1),
provided that V ar(Zh) is bounded away from zero.
4 Discussions of the Assumptions
Section 3 presents a general theory under high-level assumptions. In the current section,
we complement the general theory by discussing Assumptions 1, 2, and 3 with concrete
structures and concrete instances.
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4.1 On Assumption 1
4.1.1 Part (i): m(0) = 0
This assumption is an innocuous assumption in both of Example 2.1 and Example 2.2. First,
consider Example 2.1. Since B is a portion of the total amount A, we have 0 ≤ B ≤ A.
This implies 0 ≤ m(a) ≤ a, and hence m(0) = 0. Second, consider Example 2.2. Under
the unconfoundedness condition (Rosenbaum and Rubin, 1983), E [DY |P ] = P · E [Y1|P ].
Therefore, m(a) = a · E [Y1|P = a], and hence m(0) = 0 holds provided that E [Y1|P = · ]
is uniformly bounded in a neighborhood of zero.
4.1.2 Part (ii): m is k-times continuously differentiable with a bounded k-th
derivative in a neighborhood of 0.
For Example 2.1, this assumption requires that the conditional mean E [B|A = a] of the
portion B given the total amount A = a is a smooth function of a. For Example 2.2,
under the unconfoundedness condition (Rosenbaum and Rubin, 1983), this assumption re-
quires that the conditional expectation E [Y1|P = p] of the potential outcome Y1 given the
propensity score P = p is a smooth function of p.
4.1.3 Part (iii): A does not have a mass at 0.
If this assumption does not hold, then the parameter of interest θ = E [B/A] does not exist
in general. In this sense, this assumption is quite mild given that a researcher is interested
in a well-defined parameter θ.
4.1.4 Part (iv): E
[
B4
]
<∞.
This assumption requires that the distribution of the numerator B is not heavy tailed. Note
that we allow for heavy-tailed distributions of the fraction B/A due to small denominator
A, but we rule out heavy-tailed distributions of the numerator per se. For Example 2.1, a
bounded fourth moment of total amount A in a group is sufficient because 0 ≤ B ≤ A. For
Example 2.2, a bounded fourth moment of the potential outcome Y1 is sufficient.
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4.1.5 Compatibility of Assumption 1 with Heavy-Tailed Distributions
As a final remark on Assumption 1, we discuss the compatibility of Assumption 1 with
heavy-tailed distributions of B/A. Trimming is useful particularly when the distribution
of B/A has a heavy tail due to small A. Specifically, trimming matters non-trivially when
the moment θ = E [B/A] exists but the variance V ar(B/A) does not. Furthermore, large
trimming (i.e., slowly vanishing h) should improve the convergence rate of the trimmed
estimator. It is important to ensure that our restriction on the structure of (A,B) in
Assumption 1 does not rule out these cases where large trimming matters. The following
example demonstrates that Assumption 1 is compatible with these relevant cases.
Example 4.1 (Heavy Tail). Let A ∼ Gamma(α, β) where α > 0 and β > 0. Let B | A =
a ∼ Normal(c1a, c2ad) where c1 ≥ 0 and c2 > 0. Note that this joint distribution of (A,B)
satisfies the four parts of Assumption 1. Under this setting, simple calculations conclude
that the moment θ = E [B/A] exists if 2α + d > 2 and the variance V ar(B/A) does not
exist if α + d < 2. Furthermore, n
/
V ar
(
B
A · 1{A ≥ h}
)
= O
(
nh2−α−d
)
. In other words,
the convergence rate of θ̂h is bounded below by
√
nh2−d−α. Note that
√
nh2−d−α can be
arbitrarily close to
√
nh when d = 0 and α ≈ 1. Therefore, larger trimming (i.e., more
slowly vanishing h) indeed helps to improve the convergence rate. △
4.2 On Assumption 2
The three parts (i), (ii), and (iii) of Assumption 2 can be simultaneously satisfied if the
order k of smoothness assumed in Assumption 1 (ii) is greater than 3. In this case, the
trimming threshold h can be chosen to satisfy n−
1
4 ≪ h . n− 12(k−1) .
4.3 On Assumption 3
Assumption 3 imposes restrictions on how a researcher should estimate the k − 1 deriva-
tives
(
m̂(1)(0), ..., m̂(k−1)(0)
)
of the conditional expectation function m at zero. There are
a number of alternative methods available, but we focus on sieve estimation due to the
availability of a rich set of theories in the literature that are relevant to our setting (Chen,
2007).5 In particular, Section 2 proposes the orthonormal Legendre polynomial basis of
5The asymptotic linear representation and the asymptotic distribution for least squares estimation of
nonparametric regressions under i.i.d. settings are available (e.g., van de Geer, 1990; Andrews, 1991;
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degree K ≥ k on [0, 1] – see (2.2). Our discussion of Assumption 3 here also focuses on the
orthonormal Legendre polynomial basis, although it is possible to use other sieve bases as
well.
For the space of functions wherem resides, we consider the Ho¨lder classes of smoothness
order s. The k − 1 derivatives of m at zero are estimated by the sieve predictor
m̂(κ)(0) = p
(κ)
K (0)
′En
[
pK(A)pK(A)
′
]
−1
En [pK(A)B] (4.1)
for each κ ∈ {1, ..., k − 1}. The influence function for m̂(κ)(0) can be written as
ψκ = p
(κ)
K (A)
′pK(A) (B −m(A)) (4.2)
for each κ ∈ {1, ..., k − 1}.
The estimators (4.1) and their influence functions (4.2) satisfy Assumption 3 provided
that the following five conditions are satisfied:
(I) Eigenvalues of E [pK(A)pK(A)
′] are bounded above and away from zero.
(II) n−1/2hκ−1
√
logK
(
K +K5/2−s
) ∥∥∥p(κ)K (0)∥∥∥ = o(1) for each κ ∈ {1, ..., k − 1};
(III) hκ−1K1−s
∥∥∥p(κ)K (0)∥∥∥ = o(1) for each κ ∈ {1, ..., k − 1};
(IV) n1/2hκ−1
∣∣∣r(κ)K (0)∣∣∣ = o(1) for each κ ∈ {1, ..., k − 1}; and
(V) n−1/4hκ−1E
[(
p
(κ)
K (A)
′pK(A) (B −m(A))
)4]1/4
= O(1);
where r
(κ)
K (0) is the sieve approximation error given by
r
(κ)
K (0) = m
(κ)(0) − p(κ)K (0)′E
[
p(A)p(A)′
]
−1
En [p(A)m(A)] .
Conditions (I)–(IV) suffice for Assumption 3 (i) by Belloni et al. (2015) for the case of
the orthonormal Legendre polynomial basis pK . Assumption 3 (ii) is satisfied by (4.2).
Assumption 3 (iii) is satisfied by (4.2) and condition (V).
Eastwood and Gallant, 1991; Gallant and Souza, 1991; Newey, 1997; de Jong, 2002; van de Geer, 2002;
Huang, 2003; Chen, 2007; Cattaneo and Farrell, 2013; Belloni, Chernozhukov, Chetverikov, and Kato, 2015;
Chen and Christensen, 2015; Hansen, 2015).
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Appendix
A Proofs of the Main Results
A.1 Proof of Lemma 3.1: Bias Characterization
Proof. For h small enough, the Taylor expansion of m around 0 yields
m(a) =
k−1∑
κ=1
aκ
κ!
·m(κ)(0) + a
k
(k − 1)! ·
∫ 1
0
(1− t)k−1m(k)(ta)dt (A.1)
under Assumption 1 (i)–(ii). We can now rewrite θ − θh = E
[
B
A · 1{A < h}
]
as
E
[
B
A
· 1{A < h}
]
=
∫ h
0
m(a)
a
dFA(a)
=
∫ h
0
(
k−1∑
κ=1
aκ−1
κ!
·m(κ)(0) + a
k−1
(k − 1)! ·
∫ 1
0
(1− t)k−1m(k)(ta)dt
)
dFA(a)
=
k−1∑
κ=1
∫ h
0 a
κ−1dFA(a)
κ!
·m(κ)(0) +
∫ h
0 a
k−1 · ∫ 10 (1− t)k−1m(k)(ta)dtdFA(a)
(k − 1)!
where the first equality follows from the law of iterated expectations, and the second equality
follows from (A.1). The two sets of the terms in the last last expression can be in turn
rewritten as
k−1∑
κ=1
∫ h
0 a
κ−1dFA(a)
κ!
·m(κ)(0) =
k−1∑
κ=1
E
[
Aκ−1 · 1{A < h}]
κ!
·m(κ)(0) and
∫ h
0 a
k−1 · ∫ 10 (1− t)k−1m(k)(ta)dtdFA(a)
(k − 1)! =
E
[
Ak−1 · 1{A < h} · ∫ 10 (1− t)k−1m(k)(tA)dt]
(k − 1)! .
Therefore, the claimed equality follows.
A.2 Proof of Theorem 3.1: Asymptotic Distribution
Proof. First, note that the equality derived in Lemma B.2 in Appendix B.2 is equivalent
to the Lyapunov’s condition
E
[
(Zh − E [Zh])2+δ
]
nδ/2E
[
(Zh − E [Zh])2
](2+δ)/2 = o (1)
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in particular for δ = 2 > 0. Therefore, by the Lyapunov’s central limit theorem, we have
(En − E) [Zh]√
V ar(Zh)/n
d→ N(0, 1) (A.2)
under Assumptions 1 (iii)–(iv), 2 (i), 2 (iii), and 3 (iii) invoked in Lemma B.2. Next, observe
that
(En − E) [Zh]√
V ar(Zh)/n
=
θ̂h − B̂h − θ√
V ar(Zh)/n
+
op (1)√
V ar(Zh)
=
θ̂h − B̂h − θ√
V ar(Zh)/n
+ op(1), (A.3)
where the first equality is due to Lemma B.1 in Appendix B.1 under Assumptions 1 (i)–
(iii), 2 (i)–(ii), and 3, and the second equality holds because V ar(Zh) is bounded away
from zero. Applying Slutsky’s theorem to (A.2) and (A.3) yields the result claimed in the
theorem.
B Auxiliary Lemmas
B.1 Linear Representation
Lemma B.1 (Linear Representation). If Assumptions 1 (i)–(iii), 2 (i)–(ii), and 3 are
satisfied, then
θ̂h − B̂h − θ = (En − E) [Zh] + op(n−1/2).
Proof. First, we write
(En − E) [Zh] =
(
θ̂h + c
′
hEn [ψ]
)
− (θh + c′hE [ψ])
by the definitions of θh and θ̂h. Rearranging terms and applying Assumption 3 (ii), we in
turn obtain
θ̂h +
(
c′hEn [ψ] + θ − θh
)− θ = (En − E) [Zh] .
Thus, in order to show the equality claimed in the lemma, it suffices to show
c′hEn [ψ] + θ − θh = −B̂h + op(n−1/2). (B.1)
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By the definition of B̂h given in (2.3) and by applying Lemma 3.1 under Assumption 1
(i)–(ii), we obtain
θ − θh + B̂h = −
k−1∑
κ=1
E
[
Aκ−1 · 1{A < h}]
κ!
·
(
m̂(κ)(0)−m(κ)(0)
)
(B.2)
−
k−1∑
κ=1
(En − E)
[
Aκ−1 · 1{A < h}]
κ!
· m̂(κ)(0) (B.3)
+
E
[
Ak−1 · 1{A < h} · ∫ 10 (1− t)k−1m(k)(tA)dt]
(k − 1)! . (B.4)
The first term (B.2) can be rewritten as
−
k−1∑
κ=1
E
[
Aκ−1 · 1{A < h}]
κ!
·
(
m̂(κ)(0) −m(κ)(0)
)
=−
k−1∑
κ=1
E
[
Aκ−1 · 1{A < h}]
κ!
·En [ψκ] + op
(
n−1/2
)
= −c′hEn [ψ] + op
(
n−1/2
)
(B.5)
where the first equality is due to Assumption 3 (i), and the second equality is due to the
definition of ch in (3.2). To evaluate the second term (B.3), note that
(En − E)
[
Aκ−1 · 1{A < h}] = Op (n−1/2hκ−1FA(h)) (B.6)
for each κ ∈ {1, ..., k − 1}, and
m̂(κ)(0) = m(κ)(0) + En [ψκ] + op
(
n−1/2h−κ+1
)
= Op(max{1, n−1/4h−κ+1}) (B.7)
for each κ ∈ {1, ..., k−1} by Assumptions 1 (i)–(ii) and 3. (Note that Assumption 3 (ii)–(iii)
implies En [ψκ] = Op
(
n−1/4h−κ+1
)
.) Equations (B.6) and (B.7) together yield
−
k−1∑
κ=1
(En − E)
[
Aκ−1 · 1{A < h}]
κ!
· m̂(κ)(0) = op
(
n−1/2
)
(B.8)
under Assumptions 1 (iii) and 2 (i). (Note that Assumptions 1 (iii) and 2 (i) imply FA(h) =
o(1) by the right-continuity of FA.) The third term (B.4) is
E
[
Ak−1 · 1{A < h} · ∫ 10 (1− t)k−1m(k)(tA)dt]
(k − 1)! = O
(
hk−1 · FA(h)
)
= o
(
n−1/2
)
, (B.9)
where the first equality is due to Assumption 1 (i)–(ii), and the second equality is due to
Assumptions 1 (iii) and 2 (i)–(ii). Substituting (B.5), (B.8), and (B.9) in (B.2), (B.3), and
(B.4), respectively, we obtain (B.1) as desired.
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B.2 L4-L2 Ratio
Lemma B.2 (L4-L2 Ratio). If Assumptions 1 (iii)–(iv), 2 (i), 2 (iii), and 3 (iii) are
satisfied, then
E
[
(Zh − E [Zh])4
]1/4
E
[
(Zh − E [Zh])2
]1/2 = o(n1/4) ,
provided that V ar(Zh) is bounded away from zero.
Proof. Observe that
n−1/4E
[
Z4h
]1/4 ≤ n−1/4E [B4
A4
· 1{A ≥ h}
]1/4
+ n−1/4E
[
(c′hψ)
4
]1/4
≤ n−1/4h−1 · E [B4]1/4 + n−1/4E [(c′hψ)4]1/4
= O
(
n−1/4h−1
)
+O (FA(h)) = o (1) , (B.10)
where the first inequality is due to Minkowski inequality with the definition of Zh given in
(3.1), the first equality is due to Assumptions 1 (iv) and 3 (iii), and the last equality is due to
Assumptions 1 (iii), 2 (i), and 2 (iii). (Note that Assumptions 1 (iii) and 2 (i) imply FA(h) =
o(1) by the right-continuity of FA.) Since E
[
(Zh − E [Zh])4
]
≤ 16
(
E
[
Z4h
]
+ E [Zh]
4
)
,
(B.10) implies n−1E
[
(Zh − E [Zh])4
]
= o(1). Since V ar(Zh) is bounded away from zero,
the equality claimed in the lemma follows.
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