Let V be an Euclidean space and O(V ) be the orthogonal group. The norm criterion of the G(c)-radius is studied in the framework of an Eaton triple (V, G, D).
INTRODUCTION
Let V be a finite dimensional real linear space with inner product ·, · . Let G be a closed subgroup of the orthogonal group O(V ). Given c ∈ V , the G(c)-radius of x ∈ V is the quantity [12] r G(c) [12] , [20] and [21] . See [3] , [4] , [5] , [14] , [15] and [16] 
in particular [2, Example 2.2], for examples of Eaton triples.
Since an Eaton triple has richer structure, some easy-to-apply criterion for G(c)-radius being a norm is expected. This, coupled with some applications to real reductive Lie algebras, is the main theme of the paper. Examples and application to reductive Lie algebras will be discussed in the final section.
NORM CRITERION AND EATON TRIPLES
We start with some basic notions. A subspace W ⊂ V is called G-invariant if gW ⊂ W (and thus gW = W ) for all g ∈ G. In this case, G| W := {g| W : g ∈ G} is a closed subgroup of the orthogonal group O(W ). Let W be a G-invariant subspace of V . We say that G is effective on W if the subspace of points fixed by G, M G (W ) := {v ∈ W : gv = v, g ∈ G} is equal to {0}. In addition, if W = V then we simply say that G is effective. Clearly if G is effective on V , then G is effective on any G-invariant subspace W ⊂ V . Let W be a G-invariant subspace of V . We say that G is irreducible on W (or, equivalently, that W is G-irreducible) if the only G-invariant subspaces of W are {0} and W . When, in addition, W = V then we simply call G irreducible and V is G-irreducible.
If G is irreducible, then G is effective except the trivial case: the dimension of V is 1 and
For a given c ∈ V , the subspace span Gc is the smallest G-invariant subspace containing c, 
An easy calculation shows that
Of course G ⊂ G but the converse is not true in general. The following converse is true and will be used to prove our next theorem. 
where
Proof. First, we prove (A1) for
In order to show (A2) for
. . , m, and D is a convex cone. We need to prove the converse inclusion. Let x ∈ D. So x = x 1 + · · · + x m , where
We will prove x i = y i . Clearly, this is true for y i = 0. So assume y i = 0. First we will show
The inequality y i , g i y i ≤ y i , y i follows from Cauchy-Schwarz inequality since g i is an isometry.
It remains to prove the converse inequality. To this end, notice that x,
= λy i for some real scalar λ > 0 by the equality case of Cauchy-Schwarz inequality. This gives g i y i = λ y i , and next λ = 1, since y i = 0. Thus
(ii). It follows from (2.1) that (V, G, D) is a triple of Eaton, where 
is not true for a convex cone nor a subspace A ⊂ V . For example, let V := R 2 and let A be a convex cone with the wedge angle less than π/2,
On the other hand, consider any convex combinations
and the right-hand expression is a convex combination of vectors from the orbit Gc. Therefore
We consider two cases according to 
Now, since span B = V we get span Gc = V , as claimed.
Notice that there exists d -dimensional open ball B with the center at the origin such that 
So span Gc = span conv Gc ⊂ V .
Remark: In general it is not true that span
, G is the group generated by the reflection about the yz-plane. Then V i = span e i , i = 1, 2, 3 where {e 1 , e 2 , e 3 } is the standard basis and
where e = e 1 + e 2 + e 3 . The following result is along the line of Theorem 2.2. Indeed Theorem 2.2 takes care of the missing case k = 1 in Theorem 2.3.
If for each
, then G(c)-radius is a norm if and only if the orthogonal projections of c ∈
Proof. Sufficiency. In view of Li-Tsing's span criterion we want to prove span Gc = V and it suffices to show V j ⊂ span Gc, j = 1, . . . , k. Let c j denote the orthogonal projection of c onto V j , j = 1, . . . , k, and let c ji and c jM be the orthogonal projection of c j onto V ji and We first consider j = 1, . .
Let µ Hj be the (unique) Haar (i.e., G-invariant) probability measure [17] on the compact group H j . Then the linear operator L j on V defined by
(2.5) , since c, c 1 , . . . , c k−1 ∈ span Gc by (2.4) for j = 1, . . . , k − 1.
, because all its terms are G-invariant and thus span Gc is in this subspace. This yields span Gc = V , i.e., r G(c) (·) is not a norm by Li-Tsing's span criterion.
EXAMPLES AND APPLICATION TO LIE ALGEBRAS
In this section we present some examples and applications to reductive Lie algebras. Denote the space of n × n matrices over the field F = R or C by M n (F), n × n symmetric matrices and skew symmetric matrices by S n (F) and K n (F) respectively. Let D n (F) be the space of n × n diagonal matrices. In these matrix spaces, the inner product for n × n matrices X, Y ∈ M n (F) is X, Y = Re tr XY * . Let O(n) and SO(n) be the group of n × n orthogonal matrices and the special orthogonal group, respectively. Denote by U (n) and SU (n) the unitary and special unitary groups. By diag (a 1 , . . . , a r ) we denote the block-diagonal matrix with the blocks a 1 , . . . , a r on the main diagonal.
Example 3.1. Let V := M n (R), n ≥ 2, V 1 := S n (R), and V 2 := K n (R). Clearly we have the
Eaton triple on V i (see [2, pp. 17] , [4, pp. 14-15], cf. also Theorem 2.1(i)). The convex cones are, respectively,
and
where a is the block
Therefore Theorem 2.3 yields that the C-congruence numerical radius on M n (R) defined as
is a norm on V = M n (R) if and only if the projections of C T are nonzero, i.e., C + C T is not a scalar matrix and has nonzero trace, and C is not symmetric [12, Theorem 3.2] . One can replace O(n) by SO(n) and have the same conclusion since the G(c)-radius is the same.
Example 3.2. The complex counterpart of the previous example was studied by Cheng [1] :
i.e., O(n) is replaced by U (n) and M n (R) is replaced by M n (C) and the group action is still congruence in the previous example. Then is a norm on M n (C) if and only if C is neither symmetric nor skew-symmetric [1] . It can be obtained similarly by considering the irreducible decomposition M n (C) = S n (C) + K n (C). One can also replace U (n) by SU (n).
The first example which is associated with gl n (R), can be extended to some reductive Lie Proof. Notice that [23] (p, Ad (K), a + ) is an Eaton triple where a + is a (closed) fundamental chamber of a fixed maximal abelian subalgebra a in p and that (k, Ad (K), t + ) is an Eaton triple where t + is a (closed) fundamental Weyl chamber of the Lie algebra t of a maximal torus T of K. Since k is semisimple, Ad (K) is effective on k. We now claim that Ad (K) is effective on p and it is sufficient to show that Ad (K) is irreducible on 
For definiteness we assume that p ≤ q.
and thus leaves no points of k fixed except zero. So, given
is a norm on so p,q if and only if X 1 = 0, X 2 = 0 and Y = 0.
One can get the same conclusion for
We also remark that it is generally not true that k is simple even g is simple, e.g., g = so p,q but k = so(p) + so(q).
We remark that Theorem 3.1 cannot be applied to g where g 0 is a complex semisimple Lie algebra viewed as a real Lie algebra, i.e., g = k + ik + z. For example, consider gl n (C) where the Killing form (up to a multiple) is B(x, y) = Re tr xy and thus (x, y) = Re tr xy * . Of course K = SU (n), the special unitary group; k is the set of traceless skew Hermitian matrices; p is the set of traceless Hermitian matrices and z is the set of scalar multiples of I. If we pick a ⊂ p to be the algebra of diagonal matrices and t = ia, then Z K (a) is the group of diagonal special unitary matrices which also fixes t.
It is generally not true that k is semisimple even g = k + p is a real simple Lie algebra. Namely they are sp 2n (R) (where K is isomorphic to U (n) [25, p.278 ] which is clearly not semisimple) so * (2n), EIII (a real form of E 6 ), EV II (a real form of E 7 ). The common feature is that k is compact [8, p.132] and k is the sum of a simple Lie algebra and a 1-dimensional center z. 
