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Introduction
This thesis is based on the fundamental work of G.Besson, G.Courtois and
S.Gallot (see [BCG2]). Many geometric inequalities are equivalent to the
computation of the minimum of an invariant. The characterization of cases
of equality often amounts to proving that the geometry for which this invari-
ant reaches its minimum is unique up to isometry. This implies a rigidity
theorem. A classical example is the isoperimetric inequality. Let D be a
bounded domain of R2, with smooth boundary and denote by A its area and
L its perimeter (the length of ∂D). The study of the invariant L
2
A leads to
the inequality
L2
A
≥ 4pi.
The characterization of the equality cases is a rigidity theorem: balls are
the only domains of R2 that verify L2A = 4pi. Often if the invariant has a
natural geometric sense then its critical points are as symmetric as possible.
These aspects: an optimal inequality that involves a geometric invariant, the
characterization of the equality cases as the most symmetric ones and the
rigidity of these symmetric spaces are all contained in the main theorem of
this thesis.
We consider a compact oriented manifold M of dimension n and a Rie-
mannian metric g onM . We associate an asymptotic invariant to the metric
g: the volume entropy. It is the rate of the growth of the volume of balls
in the Riemannian universal covering (M˜, g) of (M, g). More precisely we
define the volume entropy of g as the number
h(g) = lim
R→+∞
log(Vol(B(x,R), g))
R
,
where B(x,R) is the ball of M˜ of radius R and center x ∈ M˜ . This limit
exists and it does not depend on the chosen point x. It is clearly invariant
under isometries. The invariant of the main theorem is
ent(g) = h(g)nVol(M, g).
iii
We consider this invariant instead of the volume entropy since it is invariant
under rescaling of the metric. It is a natural function
ent : GM → R+,
where GM is the set of all Riemannian metrics on M . So we expect that
the critical points of this function are as symmetric as possible. The natural
symmetric geometries in this setting are the locally symmetric spaces. We
will recall their definition in Chapter 1. Actually in a particular case, i.e.
in the case of locally symmetric spaces of negative curvature, we have the
following:
Theorem. Let M be a compact oriented Riemannian n-manifold, n ≥ 3,
that supports a locally symmetric metric g0 of negative sectional curvature.
Then g0 is a minumum of the function ent, i.e.
ent(g) ≥ ent(g0)
for every metric g on M .
We also have, as expected, the rigidity part of the inequality above, i.e.
the characterization of the metrics that realize the equality.
Theorem. In the same hypothesis of the theorem above we have that if a
Riemannian metric g on M satisfies
ent(g) = ent(g0)
then g is isometric, up to homotheties, to g0.
This rigidity result characterizes the locally symmetric metric g0 with
negative sectional curvature in the set of all the Riemannian metrics on M .
More explicitely, if we consider the set GcM of all the Riemannian metrics on
M with volume equal to c, we have that g0 is totally characterized as the
element of GcM with minimal volume entropy. We will prove a more general
result that implies the theorems above.
Theorem. Let M,N be two compact oriented n-manifolds, n ≥ 3. Suppose
that M supports a locally symmetric Riemannian manifold g0 with negative
sectional curvature. Suppose also that there exists a continuous map f : N →
M of non-zero degree. Let g be any Riemannian metric on N . Then we have
ent(g) ≥ ∣∣deg(f)∣∣ · ent(g0).
Moreover if g realizes the equality then, up to rescaling g, the map f is
homotopic to a Riemannian covering map from (N, g) to (M, g0).
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We remark that the inequality of the above theorem is also true if n = 2,
as proved by A.Katok (see [Ka], [BCG1] and [BCG2]). An interesting
application of the main theorem is a new proof of the Mostow Rigidity The-
orem.
Theorem. LetM,N be two compact oriented locally symmetric n-manifolds,
n ≥ 3, with negative sectional curvature. Suppose that they are homotopy
equivalent. Then, up to homotheties, they are isometric.
This thesis is divided into four chapters.
Chapter 1. In the first chapter we will present an overview of the
preliminaries needed for the rest of the thesis. It is divided into three sections.
In the first section we will recall the definition of volume entropy of a
Riemannian metric on a compact manifold and the definition of symmetric
spaces. We will recall also some basic facts about symmetric spaces with
negative curvature. The main result of this section is that the covering
metric of the Riemannian universal covering of a locally symmetric space is
a symmetric metric. Hence we will consider a locally symmetric manifold
(M, g0) with negative curvature. Its universal covering space (M˜, g0) will be
a symmetric space of negative curvature.
In the second section we will recall the theory of the visual boundary
associated to a Riemannian metric with non-positive sectional curvature. We
will present this theory adapted to the case (M˜, g0). The visual boundary of
M˜ is the set of all the "directions" to infinity and it is denoted by ∂M˜ . In
this setting the Busemann functions play an important rule. The main result
about these functions is the explicit computation of the Hessian of these
maps in our symmetric case. Then we will develop the theory of harmonic
functions on M˜ . In particular we will introduce the Poisson Kernels as the
fundamental solutions of the Dirichlet Problem. The Poisson Kernels will
play a key role in all the thesis. In the last part of this section we will
associate to each point x ∈ M˜ a natural probability measure dθx on ∂M˜ and
we will study the relation between these measures and the Poisson Kernels.
In the third section we will introduce a quick overview of differential
calculus on Hilbert spaces and Hilbert manifolds. It is a technical section
that will give us the tools to check the differentiability of some maps that
we will consider in the thesis.
Chapter 2. In the second chapter we will expose the heart of the work
of G.Besson, G.Courtois and S.Gallot.
Using the Poisson Kernels we will define in the first section a linear action
of the group of the isometries of (M˜, g0) on L2(∂M˜, dθo), where o ∈ M˜ is a
fixed point. We will consider equivariant immersions, that are C1 maps
Φ: M˜ → S∞+ ⊂ L2(∂M˜, dθo)
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that are equivariant with respect to the above action of the deck transforma-
tions group Γ of M˜ . Here S∞+ is the set of positive functions on L2(∂M˜, dθo)
with unit norm. In particular we will present two examples of equivariant
immersions. The first one is very natural and is essentially the map that
associates to any point x ∈ M˜ the Poisson Kernel at x, that is a map from
∂M˜ to R. We denote it by Φ0. The second example consists in a fam-
ily of equivariant immersions Φc associated to a generic Riemannian metric
g on M , with c > h(g). Using the equivariant immersions we will define
an important differentiable invariant of M : the spherical volume. Given an
equivariant immersion Φ we will consider the pull-back by Φ of the canonical
scalar product on L2(∂M˜, dθo). It defines a form on M˜ . Moreover this form
is equivariant under the action of Γ on M˜ , so it descends to M . Hence we
define the volume of an equivariant immersion Φ as the volume of this form
onM . So we set the spherical volume ofM as the infimum of the volumes of
all the equivariant immersions. It is denoted by SphereVol(M). We will use
the family Φc associated to a metric g to prove the fundamental inequality
SphereVol(M) ≤ ent(g)
(4n)
n
2
for any Riemannian metric g on M .
In the second section of this chapter we will present the calibration theory
adapted to our case. We will first explain when an equivariant immersion
is calibrated by an n-form on L2(∂M˜, dθo). The main result of this part is
the following. Suppose that there exists an equivariant immersion Φ that
is calibrated by a closed n-form on L2(∂M˜, dθo) that is equivariant under
the action of Γ on L2(∂M˜, dθo). Then Φ realizes the spherical volume. This
fact will give us a method to compute the spherical volume of our manifold
M . We will need to find an equivariant immersion that is calibrated by a
closed Γ-equivariant form. Our candidate will be the equivariant immersion
Φ0, essentially the most natural equivariant immersion. In order to find a
calibrating form for Φ0 we will introduce the barycenter of a probability
measure on ∂M˜ .
Chapter 3. In this chapter we will prove the main theorem. In the first
two sections we will consider the case N = M and f = id. In the last section
we will consider the general case.
In the first section, using the barycenter of a measure, we will introduce
the barycenter map
pi : S∞ → M˜,
where S∞ ⊂ L2(∂M˜, dθo) is the set of functions with unit norm. We will
use the explicit computation of the Hessian of the Busemann functions to
find an explicit formula for the differential of this map. This fact will allow
us to prove that the natural form pi∗ν0, where ν0 is the canonical volume
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form on M˜ associated to g0, calibrates the immersion Φ0 and it is closed and
Γ-equivariant. So we will have that the spherical volume ofM is equal to the
volume of the equivariant immersion Φ0. The computation of this quantity
will give us
SphereVol(M) =
ent(g0)
(4n)
n
2
.
This fact, together with the inequality above, implies
ent(g0) ≤ ent(g)
for any Riemannian metric g on M .
In the second section we will study the equality case. We will consider a
Riemannian metric g on M such that ent(g0) = ent(g). We will define the
maps Fc : M˜ → M˜ , Fc = pi ◦Φc, where the Φc’s are associated to the metric
g. We will use the properties of these maps and the explicit computation
of the differential of the map pi to find a subsequence Fck that converges to
a continuous function F . We will prove that this map, when considered as
map from M to M , is an isometry between (M, g) and (M, g0).
In the last section we will prove the main theorem following step by step
the proof of the first two sections. Indeed all the proofs are based only on
the properties of the maps Φc’s and of the map pi. The last one depends only
on the geometry of (M, g0). In the general case we will consider equivariant
immersions Φfc associated to a Riemannian metric g on M that depend on
a map f : N →M of non-null degree. These maps have the same properties
of the Φc’s and so we will extend the proofs of the first two sections to this
case.
Chapter 4. Finally in the last chapter we will present some applications
of the main theorem. In particular we will prove some rigidity theorems, as
the Mostow Rigidity Theorem. In fact in the equality case we prove a strong
rigidity theorem that characterizes the locally symmetric metric. This fact
has many consequences, both of Riemannian and dynamical nature.
We will present also a quick overview on the generalizations of the main
theorem of this thesis. It has been extended to the case of metrics that are
locally isometric to a product of symmetric spaces of negative curvature of
dimension at least 3. In this setting the only factor (among the symmetric
spaces of negative curvature) not considered is the real hyperbolic space H2
of dimension 2. There is also a generalization of the main result to the case
of metrics that are locally isometric to H2 ×H2.
Finally I would like to thank Professor Roberto Frigerio for his support
during the writing of this thesis, Professor Pietro Majer for his explana-
tions on Hilbert manifolds and Gianmichele Di Matteo for his help on some
analytical concepts and for interesting conversations. The last thank you
vii
to friends with whom I have spent these good years: Fabio Brau, Marco
Fenucci, Reynold Fregoli and Alberto Querci.
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Chapter 1
Preliminaries
In this first chapter we will present three distinct topics that will underpin the
constructions and the proofs of this thesis. The first section is devoted to a
brief survey on symmetric spaces. We will recall the definition of a symmetric
space and some basic geometric properties of this kind of manifolds. There
is a well-known classification of symmetric spaces. One can find the details
in [He]. We will focus our attention on rank one symmetric spaces, whose
definition will be given in the first section. Moreover we will introduce the
volume entropy of a Riemannian manifold and we will expose some results
about the volume entropy of a symmetric space. Finally we will define the
locally symmetric spaces. In particular we will see that the universal covering
space of a complete locally symmetric space is a symmetric space.
In the second section we will focus our attention on the study of the
Riemannian universal covering space of a compact locally symmetric space
with negative curvature. We will adapt to this case the construction of the
visual boundary, i.e. the set of all directions to infinity. We can introduce
a natural topology on this set which makes it homeomorphic to the sphere
Sn−1, where n is the dimension of the manifold. In the second part we
will present also some facts about harmonic functions on our manifold. In
particular we will discuss the solution of the Dirichlet Problem in this setting,
where the boundary conditions are imposed on the visual boundary. In
our setting this problem admits always a unique solution expressed through
the Poisson Kernels. We will see that there is a link between the volume
entropy of a symmetric space of negative curvature and the Poisson Kernels.
Moreover we will introduce the Busemann functions and we will compute
their differential and their Hessian. This explicit computation will play a
key role in the proof of the main theorem.
In the last section of this chapter we will present a quick overview of differ-
ential calculus on Hilbert spaces. For more details one can see [AP]. In par-
ticular we will present the definitions of differential of a map between Hilbert
spaces and a generalization of the usual finite-dimensional theorems on C1
1
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maps between manifolds. The second part of the section is devoted to the
introduction of Hilbert manifolds, defined following the finite-dimensional
case, and to the exposure of the Implicit Function Theorem. We will ap-
ply the tools developed in this section to simple Hilbert manifold as Hilbert
spaces and the unit sphere of a Hilbert space.
1.1 Volume Entropy and Symmetric Spaces
In this section we introduce one of the main concepts of the thesis: the
volume entropy of a Riemannian manifold. More details can be found for
example in [Ch2] and [Ma]. We present also an overview on symmetric
spaces and locally symmetric spaces. The interested reader can refer for
example to [Ch1], [He], [doC], [Es] and [Mau].
We recall the definition of volume entropy of a Riemannian manifold.
Definition 1.1.1. The volume entropy of a Riemannian manifold (M, g) is
h(g) = lim sup
R→∞
log(Vol(B(x,R), g))
R
,
where x ∈M and Vol(B(x,R), g) denotes the volume of the ball of center x
and radius R with respect to g.
The limit above does not depend on the choice of the point x ∈ M .
Indeed we have:
Remark 1.1.2. For any Riemannian manifold (M, g) the number
lim sup
R→∞
log(Vol(B(x,R), g))
R
is independent of the choice of x.
Proof. Given x, y ∈M we have
B(x,R) ⊂ B(y,R+ d(x, y)),
where B(x,R) denotes the ball of center x and radius R and d is the distance
associated to the Riemannian metric. This implies
lim sup
R→∞
log(Vol(B(x,R), g))
R
≤ lim sup
R→∞
log(Vol(B(y,R+ d(x, y)), g))
R
=
= lim sup
R→∞
log(Vol(B(y,R), g))
R
.
The same inequality holds if we interchange x and y. So we have the equality.
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If (M˜, g) is the universal covering space of a compact manifold then the
superior limit above is a limit. This result was proved by Manning in [Ma].
Proposition 1.1.3. Let (M, g) be a compact Riemannian manifold. Con-
sider (M˜, g) its universal covering space endowed with the covering metric.
Then the limit
lim
R→∞
log(Vol(B(x,R), g))
R
,
where x ∈ M˜ , exists. Moreover the value is a real non-negative number
independent of x and the convergence is uniform with respect to x. We call
this value the volume entropy of the manifold (M, g) and we denote it by
h(g).
A proof can be found in [Ma] and in [Ch2].
Clearly
h(g) ≥ 0
for every compact Riemannian manifold (M, g). If (M, g) has negative sec-
tional curvature then
h(g) > 0.
This fact follows from the classical comparison theorems and from the explicit
computation of the volume of balls in real hyperbolic space.
Our attention will be focused on the quantity
ent(g) = [h(g)]nVol(M, g),
where (M, g) is a compact n-dimensional Riemannian manifold, h(g) is its
volume entropy and Vol(M, g) is its volume calculated with respect to the
metric g. We remark that this quantity is invariant under rescaling of the
metric. Indeed if we consider (M,λg), λ ∈ R, then
ent(g) = ent(λg).
We recall some facts about symmetric spaces. We begin giving their defi-
nition.
Definition 1.1.4. A Riemannian manifold (M˜, g) is symmetric if for any
x ∈ M˜ there exists sx ∈ Isom(M˜, g) such that sx(x) = x and (dsx)x = −I,
where I denotes the identity map of the tangent space TxM˜ . The isometry
sx is called symmetry at x.
In the following proposition we present the first gometric properties of
symmetric spaces.
Proposition 1.1.5. Let M˜ be a symmetric space and η : (−∞,∞)→ M˜ be
a geodesic with η(0) = x. Then:
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(i) M˜ is complete;
(ii) M˜ is homogeneous;
(iii) let sx be the symmetry at x and V (t) be a parallel vector field along η.
Then (dsx)η(t)(V (t)) = −V (−t);
(iv) ∇R = 0, where R is the curvature tensor;
(v) let U(t), V (t),W (t) be parallel vector fields along η, then RUVW is a
parallel vector field along η;
(vi) let u, v ∈ TxM˜ and U, V be the unique parallel fields along η such
that U(0) = u, V (0) = v. Then we have Kη(t)(U(t), V (t)) = Kx(u, v),
where Kx(u, v) denotes the sectional curvature of the 2-plane generated
by u and v.
Proof. (i) If ξ : [0, a) → M is a geodesic we can extend ξ through ξ(a) by
the symmetry at sξ(a−ε) with 0 < ε < a4 .
(ii) Fix y, z ∈ M˜ and consider a geodesic ξ such that ξ(0) = y, ξ(T ) =
z. This geodesic exists by Hopf-Rinow Theorem, together with (i).
Consider the midpoint w = ξ
(
T
2
)
. Then sw is an isometry of M˜ such
that sw(y) = z.
(iii) The vector field W (t) = (dsx)η(t)(V (t)) is a parallel field along η(−t)
because sx is an isometry and sx(η(t)) = η(−t). But W (0) = −V (0),
thus for uniqueness W (t) = −V (−t) for all t.
(iv) Let y ∈ M˜ and u ∈ TyM˜ . Consider a geodesic ξ : (−ε, ε) → M˜ such
that ξ(0) = y, ξ˙(0) = u. We take an orthonormal basis {e1, . . . , en} of
TyM˜ and we extend it along ξ finding a parallel frame {e1(t), . . . , en(t)}
along ξ. We put Rijkl(t) = R(ei(t), ej(t), ek(t), el(t)). Then
Rijkl(t) = R(ei(t), ej(t), ek(t), el(t)) =
= R((dsy)ξ(t)(ei(t)), (dsy)ξ(t)(ej(t)), (dsy)ξ(t)(ek(t)), (dsy)ξ(t)(el(t))) =
= R(−ei(−t),−ej(−t),−ek(−t),−el(−t)) = Rijkl(−t),
where we have used item (iii), the invariance of R under isometries
and the algebraic properties of the tensor R. Hence
(∇uR)y = d
dt
Rijkl(t)
∣∣∣
t=0
= lim
t→0
Rijkl(t)−Rijkl(−t)
2t
= 0.
For the arbitrariness of y and u we have the thesis.
(v) It follows from item (iv).
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(vi) We have
d
dt
〈RV (t)W (t)V (t),W (t)〉 =
=
〈
d
dt
RV (t)W (t)V (t),W (t)
〉
+
〈
RV (t)W (t)V (t),
d
dt
W (t)
〉
= 0
because of (v) and the fact that W (t) is parallel.
The rank of a symmetric space can be defined in terms of the dimension
of the flat subspaces it contains. To our purposes, it will be sufficient to
define rank one symmetric spaces as follows.
Definition 1.1.6. A simply connected symmetric space is said to be of rank
one if it has negative sectional curvature.
It is well known (see [He]) that a rank one symmetric space is one of the
following (up to homotheties):
- real hyperbolic space Hn;
- complex hyperbolic space HnC;
- quaternionic hyperbolic space HnQ;
- Cayley projective plane OP 2. Here O denotes the algebra of octonions.
Models of the first three spaces can be found in [Qu] while a model of the
Cayley projective plane can be found in [HSV]. Cayley plane has dimension
n = 16.
We call δK the dimension of K = R,C,Q,O over R. We remark that the
dimension n has to be a multiple of δK.
A direct computation allows us to compute the volume entropy of those
spaces. We have:
Proposition 1.1.7. The volume entropy of a rank one symmetric space is
h0 = n+ δK − 2.
We fix a point x in a rank one symmetric space M˜ and we consider
the tangent space at x, namely TxM˜ . It has a canonical structure of K-
vector space. We denote by j1, . . . , jδK−1 the elements of K such that j2k =
−1. The multiplication by jk induces an orthogonal endomorphism of the
tangent space called Jk. As proved in [Qu] and [HSV] we have the following
proposition.
Proposition 1.1.8. The sectional curvatures K of M˜ = Hn,HnC,HnQ,OP 2
satisfy the following conditions:
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(i) K ≡ −1 in the real hyperbolic case;
(ii) −4 ≤ K ≤ −1 in the other cases.
Futhermore let x ∈ M˜ and u, v ∈ TxM˜ . Then we have
(iii) Kx(u, v) = −1 if and only if u is orthogonal to
Span{(Jkv) : k = 1, . . . , δK − 1};
(iv) Kx(u, v) = −4 if and only if u belongs to
Span{(Jkv) : k = 1, . . . , δK − 1}.
As a consequence of this fact we have the following lemma.
Lemma 1.1.9. For K = C,Q we have that HδKK is isometric to the δK-
dimensional real hyperbolic space with constant sectional curvature −4.
To conclude this section we recall the definition of locally symmetric
space.
Definition 1.1.10. A manifold (M, g0) is a locally symmetric space if there
exists a symmetric space (N, g) such that (M, g0) is locally isometric to
(N, g).
We have the following fact that characterizes the universal covering space
of a complete locally symmetric space.
Proposition 1.1.11. Let (M, g0) be a complete locally symmetric space.
Then its universal covering space (M˜, g0) is a symmetric space. In particular
if M has negative sectional curvature then M˜ is a rank one symmetric space.
In this thesis we will place our attention on compact manifold M that
supports a locally symmetric metric g0 with negative sectional curvature. So
the universal covering space M˜ of M supports a rank one symmetric metric
denoted again by g0. We are able now to expose the statement of one of the
main theorems of this thesis.
Theorem. Let M be a compact manifold that supports a locally symmetric
metric g0 with negative sectional curvature and g be another metric on M .
Then
ent(g) ≥ ent(g0) (1.1)
and equality holds if and only if g is isometric, up to homotheties, to g0.
Since all the quantities considered and the thesis of the theorem are
invariant under homotheties we will always suppose that (M˜, g0) is isometric
to one of the models introduced above.
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1.2 Visual Boundary
In this section we will study the properties of rank one symmetric spaces.
We denote by (M˜, g0) a manifold of this type and by d0 the distance induced
by g0. In particular we place our attention to the behavior at infinity of
(M˜, g0). This approach will allow us to develop interesting tools, as the
visual boundary. It is the set of all directions to infinity. We will introduce
harmonic functions on (M˜, g0) and we will present some results about the
existence of the solution to the Dirichlet Problem with initial condition given
on the visual boundary. The positive answer to this problem will allow us
to introduce the Poisson Kernels, a fundamental tool for the rest of the
thesis. The Poisson Kernels are linked with the volume entropy of (M˜, g0).
Moreover for every x ∈ M˜ we will define a natural measure on the visual
boundary. The last part of this section is devoted to the study of the relations
between the measures associated to different points and between one of these
measures and the Poisson Kernels.
In this section we will present also the Busemann functions. They are
also linked with the volume entropy of the space (M˜, g0) and they will play
a key role in the thesis. In particular the explicit computation of the Hessian
of these functions is the basis of the inequality (1.1). This calculation was
made for the first time by G.Besson, G.Courtois and S.Gallot in [BCG2].
We start introducing the visual boundary of the rank one symmetric space
(M˜, g0).
Definition 1.2.1. Consider the set of all geodesic rays on M˜ which is
R(M˜) = {η : [0,∞)→ M˜ geodesic with unitary speed}.
Two geodesic rays η, ξ are said to be asymptotic if their distance is bounded,
i.e. if there exists C > 0 such that d0(η(t), ξ(t)) ≤ C for all t > 0.
To be asymptotic is clearly an equivalence relation on R(M˜). The quotient
set is called the visual boundary of M˜ and is denoted by ∂M˜ .
Let x be a point in M˜ . We can consider the set of all geodesic rays
starting from x which is
Rx(M˜) = {η : [0,∞)→ M˜ geodesic with unitary speed, η(0) = x}.
Obviously to be asymptotic is also an equivalence relation on Rx(M˜) and we
denote the quotient set by ∂xM˜ . Indeed, we will see soon that two rays in
Rx(M˜) are asymptotic if and only if they coincide, so ∂xM˜ can be identified
with Rx(M˜) itself.
The visual boundary is a sphere as described in the next proposition.
Proposition 1.2.2. Let M˜ be as above, then
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(i) for any η ∈ R(M˜), for all x ∈ M˜ , there exists a unique geodesic ray
starting from x which is asymptotic to η. In particular ∂xM˜ can be
identified with the set of all geodesic rays starting from x;
(ii) the map ϕx : UxM˜ → ∂xM˜ , v → ηv, where UxM˜ is the unit ball in the
tangent space to M˜ at x and ηv is the unique geodesic ray starting from
x with speed v, is a bijection and hence induces a topology on ∂M˜ . The
maps ϕ−1y ◦ ϕx : UxM˜ → UyM˜ are homeomorphisms and so ∂M˜ has a
well-defined topology up to homeomorphisms. With this topology ∂M˜
is homeomorphic to Sn−1.
For a proof of these facts see, for example, [BH].
We denote by Isom(M˜, g0) the set of all the isometries of the Riemannian
manifold (M˜, g0). The set Isom(M˜, g0) acts in a natural way on ∂M˜ . Indeed
an element γ ∈ Isom(M˜, g0) transforms geodesic rays in geodesic rays. More-
over this action transforms asymptotic geodesic rays in asymptotic geodesic
rays. Then it is well defined the associated map γˆ : ∂M˜ → ∂M˜ .
Let x ∈ M˜ and ϕx, ϕγ(x) be the maps in Proposition 1.2.2. From the defini-
tion of γˆ we have
γˆ = ϕγ(x) ◦ (dγ)x ◦ ϕ−1x ,
hence it is a homeomorphism of ∂M˜ .
We fix a point x ∈ M˜ and a point β ∈ M˜ ∪ ∂M˜ . We call σxβ the only
geodesic ray starting from x defined by β. Given two points β, β′ ∈ M˜ ∪∂M˜
we define ^x(β, β′) as the Riemannian angle between σ˙xβ(0) and σ˙xβ′(0).
We can define a topology on M˜ ∪ ∂M˜ such that the restrictions to M˜ and
to ∂M˜ give the respective topologies. A basis for this topology is given by:
- the open balls in M˜ ;
- the sets
W (x, θ, r, ε) = {β ∈ M˜ ∪ ∂M˜ : ^x(β, θ) < ε} \B(x, r),
where x ∈ M˜ , θ ∈ ∂M˜ , r, ε > 0.
Let γ ∈ Isom(M˜, g0). We can consider the map
γ : M˜ ∪ ∂M˜ → M˜ ∪ ∂M˜
defined as γ on M˜ and γˆ on ∂M˜ . It is not difficult to show that this map is
continuous with respect to the topology just introduced and hence a home-
omorphism with inverse γ−1.
We introduce the Busemann functions. These functions will be funda-
mental in the rest of the thesis.
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Definition 1.2.3. Let θ be an element of ∂M˜ and x ∈ M˜ . The x-Busemann
function centered at θ is the map Bθ : M˜ → R defined by:
Bθ(y) = lim
t→+∞[d0(y, ηθ(t))− t]
where ηθ(t) is the geodesic ray starting from x that defines θ.
The limit in the above definition exists since the function
t 7→ d0(y, ηθ(t))− t
is nondecreasing.
The following remark contains the basic properties of the Busemann func-
tions.
Remark 1.2.4. Let Bθ(·) be the x-Busemann function centered at θ.
(i) For θ′ ∈ ∂M˜ , θ′ 6= θ, we have limy→θ′ Bθ(y) = +∞, where y → θ′ along
the geodesic ray starting from x defining θ′.
(ii) Bθ(x) = 0.
(iii) Bθ is 1-Lipschitz.
(iv) If we fix x ∈ M˜ then the function θ 7→ Bθ(x) is continuous.
Proof. (i) and (ii) follow from item (i) of Proposition 1.2.2, the definition
of Busemann function and from the fact that M˜ has negative sectional cur-
vature. In order to prove (iii) we consider x, y ∈ M˜ . Then we have∣∣Bθ(x)−Bθ(y)∣∣ = ∣∣ lim
t→∞[d0(x, ηθ(t))−d0(y, ηθ(t))]
∣∣ ≤ ∣∣ lim
t→∞ d0(x, y)
∣∣ = d0(x, y).
The proof of (iv) can be found in [BH].
We recall the definition of gradient vector field associated to a C1 function
f ∈ C1(M), where (M, g) is a generic Riemannian manifold. The set of
continuous vector fields, i.e. the set of continuous global sections of the
tangent bundle, is indicated by τ0(M), while the set of smooth vector fields
is denoted by τ(M).
Definition 1.2.5. Let (M, g) be a Riemannian manifold. The gradient is
the operator
∇ : C1(M)→ τ0(M)
defined by g(∇f,X) = df(X) for all X ∈ τ(M).
It is clear from the definition that the gradient of a C1 function depends
on the Riemannian metric on M . If it is not clear from the context we
indicate the gradient of a C1 function f with respect to a metric g with
(∇f)g and we call it the g-gradient.
In the following proposition we discuss the differentiability and the gra-
dient of the distance function associated to a Riemannian metric.
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Proposition 1.2.6. Let (M, g) be a Riemannian manifold and denote by d
the distance function associated to g. Let y ∈ M and ây be the function on
M defined by ây(x) = d(x, y). Then ây is of class C∞ on M \ ({y} ∪C(y)),
where C(y) is the cut locus of y. Moreover for all x /∈ {y} ∪ C(y) the g-
gradient of ây has g-norm equal to 1, i.e. ‖(∇ây)gx‖g = 1.
For a proof see [Sa].
We return to the study of Busemann functions in a rank one symmetric
space. We start giving the definition of stable Jacobi field along a geodesic.
Definition 1.2.7. Let η : [0,+∞)→ M˜ be a geodesic ray and J be a Jacobi
field along η. We say that J is stable if ‖J(t)‖ is bounded for t ≥ 0.
The following lemma states the uniqueness of stable Jacobi fields.
Lemma 1.2.8. Let η : [0,+∞)→ M˜ be a geodesic ray, x = η(0), v ∈ TxM˜ .
Then there exists a unique stable Jacobi field J along η with J(0) = v.
A proof of this result can be found in [HI]. In the next proposition we
collect the main geometric properties of the Busemann functions.
Proposition 1.2.9. Let Bθ be the x-Busemann function centered at θ ∈ ∂M˜ .
Then:
(i) Bθ is of class C2.
(ii) For any y ∈ M˜ the vector −(∇Bθ)y has g0-length one and is the only
vector in UyM˜ defining θ.
(iii) For all y ∈ M˜ and for all v ∈ TyM˜ let Jv be the unique stable Jacobi
field along t 7→ expy[t(−(∇Bθ)y)]. Then J˙v(0) = ∇v(−∇Bθ), where
∇v(·) denotes the Levi-Civita connection associated to the metric g0
calculated at v.
For a proof of this result one can see, for example, [HI].
The level sets of the Busemann functions are called horospheres. They con-
tain many geometric information on the manifold but we do not investigate
these aspects.
Definition 1.2.10. Let Bθ be the x-Busemann function centered at θ and
c ∈ R. The sets Hcθ = B−1θ (c) are called the x-horospheres centered at θ.
Since (∇Bθ)y 6= 0 for all y ∈ M˜ then Hcθ is an (n−1)-submanifold of M˜ .
The horospheres are level sets of the C2 function Bθ, so (∇Bθ)y ∈ (TyHcθ)⊥
for all y ∈ Hcθ . Moreover for all y ∈ Hcθ the geodesic
ηy(t) = expy(t · (−∇Bθ)y)
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is the geodesic ray starting from y defining θ, as it follows from Proposition
1.2.9.
We recall the definition of Hessian of a C2 function, which is related to
the horospheres as we will see soon.
Definition 1.2.11. Let (M, g) be a generic Riemannian manifold and f : M →
R be a C2 function. The Hessian of f is the operator
Hess(f) : τ(M)× τ(M)→ C1(M), (X,Y ) 7→ g(∇X(∇f), Y ).
It is well known that this operator is symmetric. Moreover, as follows
from the definition, Hess(f)(X,Y )(x) =Hess(f)x(X,Y ) depends only on the
values of X and Y at x. So, for every x ∈ M , we can define the bilinear
symmetric form Hess(f)x on TxM .
In our case we know that the restriction of Hess(Bθ)y to TyHcθ ×TyHcθ is
the second fundamental form of the submanifold Hcθ , where c = Bθ(y). The
Hessian of Bθ is represented by the following symmetric linear operator:
S : TyM˜ → TyM˜, v 7→ ∇v(∇Bθ).
The operator S retricted to TyHcθ is the shape operator, hence it is with
values in TyHcθ . Then we can find an orthonormal basis {v1, . . . , vn−1} of
TyH
c
θ of eigenvectors for S such that {v1, . . . , vn−1, (∇Bθ)y} is an orthonor-
mal basis of TyM˜ of eigenvectors for S.
Lemma 1.2.12. Let µi, i = 1, . . . , n, be the eigenvalues corresponding to
the eigenvectors vi defined above, where vn = (∇Bθ)y. Then µn = 0 and if
1 ≤ i ≤ n− 1 we have:
µi = 1 if vi is orthogonal to Span{Jk(∇Bθ)y : k = 1, . . . , δK − 1};
µi = 2 if vi belongs to Span{Jk(∇Bθ)y : k = 1, . . . , δK − 1}.
Proof. Clearly Hess(Bθ)y((∇Bθ)y, (∇Bθ)y) = 0, hence µn = 0. Now we will
compute µi for 1 ≤ i ≤ n − 1. We know that ∇vi(∇Bθ) = µivi. From
Proposition 1.2.9 we have that the Jacobi field Ji with initial conditions
Ji(0) = vi and J˙i(0) = −µivi is stable. From item (vi) of Proposition 1.1.5
we have:
Ji(t) =
[
− µi
sinh
(
t
√−Ki
)
√−Ki
+ cosh
(
t
√
−Ki
)]
Vi(t)
where Vi(t) is the parallel extension of vi along t 7→ expy[t(−∇Bθ)y] andKi is
the sectional curvature of the plane generated by vi and (∇Bθ)y. Expanding
the expression above we obtain
Ji(t) =
[
et
√−Ki
2
( −µi√−Ki + 1
)
+
e−t
√−Ki
2
(
µi√−Ki
+ 1
)]
Vi(t).
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Since ‖Vi(t)‖ = 1 and since Ji(t) is stable, we have
−µi√−Ki
+ 1 = 0,
hence
µi =
√
−Ki.
By Proposition 1.1.8 and by the properties of the endomorphisms Jk we have
the following two cases:
µi = 1 if vi is orthogonal to Span{Jk(∇Bθ)y : k = 1, . . . , δK − 1};
µi = 2 if vi belongs to Span{Jk(∇Bθ)y : k = 1, . . . , δK − 1}.
In the following corollary we give an explicit formula for the Hessian of
the Busemann functions.
Corollary 1.2.13. Let Bθ be the x-Busemann function centered at θ ∈ ∂M˜ .
Then for any y ∈ M˜ and for all v, w ∈ TyM˜ we have
Hess(Bθ)y(v, w) =
= 〈v, w〉y − (dBθ)y(v) · (dBθ)y(w) +
δK−1∑
k=1
(dBθ)y(Jkv) · (dBθ)y(Jkw),
where 〈·, ·〉 = g0(·, ·).
Proof. The expression
〈v, w〉y − (dBθ)y(v) · (dBθ)y(w) +
δK−1∑
k=1
(dBθ)y(Jkv) · (dBθ)y(Jkw)
defines a symmetric bilinear form on TyM˜ . It is equal to Hess(Bθ)y if these
two forms coincide on a basis. Choosing a basis {v1, . . . , vn−1, (∇Bθ)y} as in
the above lemma we can easily conclude the proof.
We report some results of harmonic theory on Riemannian manifolds. In
particular we present the Poisson Kernels as the fundamental solution of
the Dirichlet problem on M˜ . If we fix a point x ∈ M˜ we have the natural
identification ϕx between UxM˜ and ∂M˜ described in Proposition 1.2.2. The
set UxM˜ has a natural (n−1)-Hausdorff measure σx induced by the distance
on TxM˜ . We can normalize σx to be a probability measure. Moreover σx is
the measure carried on UxM˜ by the canonical Hausdorff measure on Sn−1
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through the choice of an orthonormal basis of TxM˜ . The homeomorphism
ϕx induces a probability measure dθx on ∂M˜ , i.e.
dθx = (ϕx)∗σx.
From Proposition 1.2.9 we have that, if x, y ∈ M˜ and if we denote by ϕx
and ϕy the natural identifications as above, then (ϕ−1y ◦ϕx)(v) = (−∇B[v])y
where B[v] is the x-Busemann function centered at [v] ∈ ∂M˜ .
We recall the definition of divergence of a vector field and the definition
of the Laplace-Beltrami operator.
Definition 1.2.14. Let (M, g) be a generic Riemannian manifold. The
divergence is the operator
div : τ(M)→ C∞(M)
defined by div(X) · νg = d(iXνg), where νg is the volume form associated to
the metric g, d is the differential onM and iXνg is the (n−1)-form defined by
(iXνg)(X1, . . . , Xn−1) = νg(X,X1, . . . , Xn−1) for all X1, . . . , Xn−1 ∈ τ(M).
Definition 1.2.15. The Laplace-Beltrami operator on a generic Riemannian
manifold (M, g) is the operator ∆: C∞(M) → C∞(M), ∆ = div ◦∇. A
smooth map f : M → R is harmonic if ∆f ≡ 0.
By definition a map f ∈ C∞(M) is harmonic if i∇fνg is a closed (n− 1)-
form.
Lemma 1.2.16. Let γ be an isometry of (M, g). If f is a harmonic map,
then f ◦ γ is harmonic.
Proof. We have to prove that d(i∇(f◦γ)ν) = 0. We need some easy facts:
(a) ∇(f ◦ γ) = (dγ)−1(∇f). Indeed for all X ∈ τ(M):
g(∇(f ◦ γ), X) =
d(f ◦ γ)(X) = df(dγ(X)) = g(∇f, (dγ)(X)) =
= g((dγ)−1∇f,X),
where the last equality follows from the definition of isometry.
(b) i∇(f◦γ)νg = γ∗(i∇fνg). Indeed for all X1, . . . , Xn−1 ∈ τ(M) we have:
i∇(f◦γ)νg(X1, . . . , Xn−1) = i(dγ)−1(∇f)νg(X1, . . . , Xn−1) =
= νg((dγ)
−1(∇f), X1, . . . , Xn−1) =
= νg(∇f, (dγ)(X1), . . . , (dγ)(Xn−1)) = γ∗(i∇fνg)
because of (a) and the invariance of νg.
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Hence
d(i∇(f◦γ)νg) = d(γ∗(i∇fνg)) = γ∗d(i∇fνg)) = 0,
since pull-back commutes with exterior derivative and f is harmonic.
We return to our situation considering a rank one symmetric space (M˜, g0).
We define the Poisson Kernels associated to a point of M˜ .
Definition 1.2.17. Let x ∈ M˜ and θ ∈ ∂M˜ . A function
Px(·, θ) ∈ C0(M˜ ∪ ∂M˜ \ {θ})
is called a normalized x-Poisson kernel centered at θ if it satisfies the following
conditions:
(i) Px is harmonic on M˜ , i.e. ∆Px(y, θ) = 0 for all y ∈ M˜ .
(ii) Px > 0.
(iii) Px(x, θ) = 1.
(iv) Px(θ′, θ) = 0 for every θ′ ∈ ∂M˜ \ {θ}.
The following fundamental theorem states that the Dirichlet Problem,
with initial condition given on the visual boundary, has a unique solution on
(M˜, g0).
Theorem 1.2.18. For any ψ ∈ C0(∂M˜), there exists a unique function
f ∈ C∞(M˜) ∩ C0(M˜ ∪ ∂M˜) such that ∆f = 0 on M˜ and f = ψ on ∂M˜ .
Moreover for every x ∈ M˜ and for every θ ∈ ∂M˜ there exists a unique
normalized x-Poisson kernel centered at θ, Px(·, θ), and the above solution f
is given by the Poisson integral formula
f(y) =
∫
∂M˜
Px(y, θ)ψ(θ)dθx, y ∈ M˜.
For a proof see [An].
In the following proposition we present the relation between the volume en-
tropy of the space (M˜, g0), the Poisson Kernels and the Busemann functions.
Proposition 1.2.19. Let (M˜, g0) be a rank one symmetric space. Let x ∈
M˜ , θ ∈ ∂M˜ and Bθ(·) be the x-Busemann function centered in θ. Then the
normalized x-Poisson Kernel centered at θ is
Px(y, θ) = e
−h0Bθ(y), y ∈ M˜,
where h0 = h(g0) is the volume entropy of (M˜, g0) and
Px(θ
′, θ) = 0, θ′ ∈ ∂M˜ \ {θ}.
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Proof. The function y 7→ e−h0Bθ(y) satisfies conditions (ii)-(iv) of Definition
1.2.17. The continuity of this function on M˜ ∪ ∂M˜ \ {θ} follows from item
(i) of Remark 1.2.4. Moreover it is harmonic, as proved in [ISa1].
Now we investigate the relations between two elements of the probability
measures {dθx : x ∈ M˜} and between one of these measures and the Poisson
Kernels. We start with a lemma that is itself interesting.
Lemma 1.2.20. Let x ∈ M˜ . The normalized x-Poisson kernel centered at
θ ∈ ∂M˜ satisfies the following transformation formula. For any y ∈ M˜ and
for any γ ∈ Isom(M˜, g0) we have
Px(γy, θ) = Px(y, γˆ
−1θ)Px(γx, θ).
Proof. We define
Q(y) =
Px(γy, θ)
Px(γx, θ)
, y ∈ M˜,
Q(θ′) = 0, θ′ ∈ ∂M˜ \ {γˆ−1θ}.
We observe that Q satisfies all the conditions to be the normalized x-Poisson
kernel centered at γˆ−1θ. It remains to prove that Q is continuous on M˜ ∪
∂M˜ \ {γˆ−1θ}. From the continuity of the action of γ on M˜ ∪ ∂M˜ , the
continuity of Px(·, θ) and the properties of the Poisson Kernels, we have that
if y tends to any point different from γˆ−1θ then Q(y) tends to 0. This proves
the continuity of Q and so, for the uniqueness of the normalized x-Poisson
kernel, Q(y) = Px(y, γˆ−1θ).
An interesting consequence of the previous lemma is the following result.
Proposition 1.2.21. Let γ ∈ Isom(M˜, g0). The measure (γˆ−1)∗dθx is
Px(γx, θ)dθx.
Proof. Let f, g be the solutions of the Dirichlet problem with boundary val-
ues ψ,ψ ◦ γˆ ∈ C0(∂M˜) respectively. Then:
f(y) =
∫
∂M˜
Px(y, θ)ψ(θ)dθx
g(y) =
∫
∂M˜
Px(y, θ)ψ(γˆ(θ))dθx =
∫
∂M˜
Px(y, γˆ
−1θ)ψ(θ)(γˆ−1)∗dθx.
On the other hand g(θ) = ψ(γˆθ) = f(γˆθ) for every θ ∈ ∂M˜ , so f ◦ γ = g
for the uniqueness of the solution. We remark that f ◦ γ is harmonic by
Lemma 1.2.16.
Hence:
g(y) =
∫
∂M˜
Px(γy, θ)ψ(θ)dθx =
∫
∂M˜
Px(y, γˆ
−1θ)Px(γx, θ)ψ(θ)dθx.
Combining the expressions above we have the thesis for the arbitrariness of
ψ.
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Finally we can prove the relation between two of the probability measures
of the family {dθx : x ∈ M˜}. The relation is closely linked with the Poisson
Kernels.
Proposition 1.2.22. Let x, y ∈ M˜ and dθx, dθy be the associated probability
measures on ∂M˜ . Then
dθy = Px(y, θ)dθx
Proof. Since M˜ is symmetric it is homogeneous for Proposition 1.1.5. Let
γ ∈ Isom(M˜, g0) be such that γ(x) = y. We will show that
dθy = (γˆ
−1)∗dθx.
Let ψ be a continuous function on ∂M˜ . Then:∫
∂M˜
ψ(θ)(γˆ−1)∗dθx =
∫
∂M˜
ψ(γˆ(θ))dθx =
∫
UxM˜
ψ([(dγ)x(v)])dσx(v) =∫
UyM˜
ψ([u])dσy(u) =
∫
∂M˜
ψ(θ)dθy,
where the first equality is by definition, the second one follows from the fact
that (dγ)x(v) is the only vector in UyM˜ defining γˆ(θ) if θ is defined by v,
and the third equality holds since (dγ)x is an isometry between TxM˜ and
TyM˜ and so preserves the Hausdorff measure. By the arbitrariness of ψ we
have the thesis.
As a consequence of the relations proved above we have the following
corollary, which we will use in the next chapter.
Corollary 1.2.23. For any x, y ∈ M˜ and for any continuous map f on
UyM˜ the following equality holds:∫
UyM˜
f(v)dσy(v) =
∫
∂M˜
f((−∇Bθ)y)Px(y, θ)dθx
where Bθ is the x-Busemann function centered at θ.
Proof. It is an easy consequence of the previous facts. Indeed we have∫
UyM˜
f(v)dσy(v) =
∫
∂M˜
f(ϕ−1y (θ))dθy =
=
∫
∂M˜
f(ϕ−1y (θ))Px(y, θ)dθx =
=
∫
UxM˜
f(ϕ−1y ◦ ϕx(v))Px(y, ϕx(v))dσx(v) =
=
∫
UxM˜
f((−∇B[v])y)Px(y, ϕx(v))dσx(v) =
=
∫
∂M˜
f((−∇Bθ)y)Px(y, θ)dθx.
1.3. HILBERT MANIFOLDS 17
The definition of visual boundary can be given for every complete Rie-
mannian manifold (M, g). All the results about the visual boundary and
Busemann functions hold for every simply connected Riemannian manifold
with negative sectional curvature. Clearly the calculus of the Hessian of
the Busemann functions is strictly related to the symmetric structure of the
space considered in this section.
The Dirichlet problem has a unique solution for every Riemannian manifold
(M, g) such that its sectional curvature K satisfies
−b2 ≤ K ≤ −a2
with a, b > 0. In this case it makes sense to talk about Poisson Kernels. All
the results that relate Poisson Kernels to the natural measures on the visual
boundary continue to hold. Indeed the proofs of these statements rely only
on the properties of the Poisson Kernels. However in general it is difficult to
compute explicitally the volume entropy.
1.3 Hilbert Manifolds
In this section we introduce a quick overview on differential calculus in
Hilbert spaces. For more details see [AP]. In particular we present a gener-
alization of the usual concept of differentiable map between euclidean spaces
to maps between Hilbert spaces. The usual differential rules hold also in
this case. We focus our attention on two definitions of differential of a map:
the Fréchet differential and the Gâteaux differential. We will see that un-
der some hypothesis they are equivalent. This fact will allow us to prove
whether a given map between Hilbert spaces is differentiable and to com-
pute explicitely its differential. From the definition of differentiable map
we can introduce the concepts of diffeomorphisms and of Hilbert manifold.
The usual concepts of tangent space and differentiability of a map between
two finite dimensional manifolds can be defined also in the case of Hilbert
manifolds.
In the last part of the section we present the Implicit Function Theorem
in the case of maps between Hilbert manifolds. This is exactly the same
theorem as in the finite dimensional case. Finally we will prove that the unit
ball of a Hilbert space X is a Hilbert manifold, in particular a submanifold
of X, and we will give an explicit characterization of its tangent space at a
point.
In this section we denote by X,Y two Hilbert spaces and by ‖ · ‖X , ‖ · ‖Y
the respective norms. We denote by L(X,Y ) the set of linear continuous
functions from X to Y endowed with the usual norm, i.e. for A ∈ L(X,Y )
we set
‖A‖X,Y = sup
‖x‖X=1
‖Ax‖Y .
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Definition 1.3.1. Let U be an open subset ofX and consider a map F : U →
Y . Let x be a point in U . We say that F is (Fréchet-)differentiable at x if
there exists A ∈ L(X,Y ) such that
lim
h→0
‖F (x+ h)− F (x)−Ah‖Y
‖h‖X = 0. (1.2)
Such A is unique and it is called the (Fréchet-)differential of F at x and
denoted by A = (dF )x.
The main differentiation rules are collected in the following proposition.
Proposition 1.3.2. Let U ⊂ X, V ⊂ Y be open sets and Z be a Hilbert
space.
(i) Linearity. If F,G : U → Y are two differentiable maps at x, then for all
a, b ∈ R the map aF + bG is differentiable at x and
[d(aF + bG)]x = a(dF )x + b(dG)x;
(ii) Chain Rule. if F : U → Y and G : V → Z, F (U) ⊂ V , are two dif-
ferentiable maps respectively at x and at F (x), then the map G ◦ F is
differentiable at x and
[d(G ◦ F )]x = (dG)F (x) ◦ (dF )x;
(iii) Product Rule. if F : U → Y and g : U → R are two differentiable
functions at x, then the function
g · F : U → Y, x 7→ g(x) · F (x)
is differentiable at x and its differential is
[d(g · F )]x(h) = g(x) · (dF )x(h) + (dg)x(h) · F (x).
The proofs do not differ from those of the differentiation rules in Rn.
Remark 1.3.3. Applying directly the definition of differentiability and the
chain rule we can compute the derivative of the following functions.
(a) Let A : X → Y be a linear continuous map, then it is differentiable at
every point of X and its differential is A.
(b) The function ‖ · ‖2X : X → R is differentiable at every point of X and
for any x ∈ X its differential is A(h) = 2〈x, h〉X .
(c) The function ‖ · ‖X : X → R is differentiable at every x ∈ X \ {0} and
its differential is A(h) = 〈x,h〉X‖x‖X .
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Proof. Claim (a) is clear and claim (b) follows from a simple computation.
Indeed we have
‖x+ h‖2X = 〈x+ h, x+ h〉X = ‖x‖2X + 2〈x, h〉X + o(‖h‖X).
In order to prove (c) we apply the chain rule to the map
x 7→ ‖x‖X =
√
‖x‖2X .
If x 6= 0 we have that this map is differentiable at x and its differential is
h 7→ 1
2
√
‖x‖2X
· 2〈x, h〉X = 〈x, h〉X‖x‖X .
We introduce now the concept of C1 function in this case.
Definition 1.3.4. Let F : U → Y be a function that is differentiable at
every point of U . The function
dF : U → L(X,Y ), x 7→ (dF )x
is called the (Fréchet-)derivative of F . If dF is a continuous map we will say
F is of class C1.
In the next definition we present a weaker definition of differentiability.
Definition 1.3.5. Let F : U → Y and x ∈ U . We say that F is Gâteaux-
differentiable (or G-differentiable) at x if there exists A ∈ L(X,Y ) such that
lim
t→0
‖F (x+ th)− F (x)−Ah‖Y
|t| = 0 (1.3)
for every h ∈ X. The map A is uniquely determined and called the Gâteaux-
differential (or G-differential) of F at x and denoted by A = (dGF )x.
Clearly if F is Fréchet-differentiable at x then it is G-differentiable at the
same point and (dF )x = (dGF )x.
The following result replaces the classical Mean-Value Theorem.
Proposition 1.3.6. Let U ⊂ X be an open set. Given two points x, x′ ∈ U
we denote by [x, x′] the segment {tx+ (1− t)x′ : t ∈ [0, 1]}. Let F : U → Y
be a G-differentiable map at any point of U . Given x, x′ ∈ U such that
[x, x′] ⊂ U there results∥∥F (x)− F (x′)∥∥
Y
≤ sup
{∥∥(dGF )x′′∥∥X,Y : x′′ ∈ [x, x′]} · ‖x− x′‖X .
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A proof can be found in [AP].
Using this fact one can prove the following criterion. It states that, under
some continuity hypothesis, the existence of the Gâteaux-differential ensures
the existence of the Fréchet-differential.
Proposition 1.3.7. Suppose F : U → Y is G-differentiable at every point
of U and consider the map
dGF : U → L(X,Y ), x 7→ (dGF )x.
If dGF is continuous at x then F is Fréchet-differentiable at x and (dF )x =
(dGF )x.
For a proof of this result see page 14 of [AP].
Definition 1.3.8. Let U and V be open subsets of X and Y respectively.
A map F : U → V is called a diffeomorphism if it is bijective, of class C1
and with inverse of class C1.
We collect the main properties of diffeomorphisms.
Proposition 1.3.9. Let F : U → V be a diffeomorphism with U ⊂ X,
V ⊂ Y open subsets and Z be a Hilbert space. Then
(i) (dF )x ∈ L(X,Y ) is invertible with inverse (dF−1)F (x);
(ii) if G : W → U is a map defined on W ⊂ Z, W open subset, that is
(G-)differentiable at a point z ∈ Z, then F ◦G is (G-)differentiable at
z;
(iii) if G : V → Z is (G-)differentiable at a point y ∈ Y then G ◦ F is
(G-)differentiable at F−1(z).
The proof of this proposition follows from the Chain Rule.
We can define a Hilbert manifold of class C1 in the same way of the finite
dimensional case.
Definition 1.3.10. Let N be a set and X be a Hilbert space. A chart on N
is a pair (U,ϕ) where U is a subset of N and ϕ : U → X is a bijection onto an
open subset of X. Two charts (U1, ϕ1), (U2, ϕ2) on N are called compatible
if U1 ∩ U2 = ∅ or the function ϕ2 ◦ ϕ−11 : ϕ1(U1 ∩ U2) → ϕ2(U1 ∩ U2) is a
diffeomorphism between open sets of X.
An atlas is a collection of pairwise compatible charts A = {(Uα, ϕα)}
such that
⋃
α Uα = N . The collection of all charts compatible with all charts
of A is an atlas, called tha maximal atlas of A. A maximal atlasM, i.e. an
atlas whose maximal atlas is itself, is called a C1 structure on N and (N,M)
is called a Hilbert manifold.
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As usually we can define C1 maps between Hilbert manifolds using charts.
Definition 1.3.11. Let N,P be two Hilbert manifolds and F : N → P . We
say that F is (G-)differentiable at x ∈ N if there exist a chart (U,ϕ) of N ,
x ∈ U and a chart (V, ψ) of P , F (x) ∈ V , such that F (U) ⊂ V and the map
ψ ◦ F ◦ ϕ−1 : ϕ(U)→ ψ(V ) (1.4)
is (G-)differentiable at ϕ(x). We say that F is of class C1 if the map in
(1.4) is. The map F is called continuously G-differentiable at x if it is
G-differentiable on a neighbourood of x and the map (1.4) has continuous
G-differential at ϕ(x).
All the properties in the above definition do not depend on the choice of
the charts.
From Proposition 1.3.7 we obtain the following criterion for differentia-
bility.
Proposition 1.3.12. Let N,P be two Hilbert manifolds and F : N → P be
a global G-differentiable map with continuous G-differential at every point of
N . Then F is differentiable.
In the following definition we introduce the tangent space to a Hilbert
manifold at a point as equivalence classes of curves.
Definition 1.3.13. Let N be a Hilbert manifold, x ∈ N . Let η : (−ε, ε)→
N be a differentiable map (in the sense of the previous definition), called
curve, such that η(0) = x. Let (U,ϕ) be a chart of N centered at x, i.e.
x ∈ U . Then the map ϕ ◦ η is differentiable and we can consider (ϕ ◦ η)′(0).
We say that two curves η1, η2 are equivalent if (ϕ ◦ η1)′(0) = (ϕ ◦ η2)′(0).
This definition does not depend on the chosen chart centered at x and gives
an equivalence relation on the set of all curves at x. We denote by TxN the
set of all equivalence classes of curves at x and we call it the tangent space
to N at x. It has a natural structure of real vector space.
If N = X is a Hilbert space we have a natural identification between
TxX and X given by
X → TxX, v 7→ [t 7→ x+ tv]. (1.5)
Using the tangent spaces we can introduce the differential of a map be-
tween two Hilbert manifolds.
Definition 1.3.14. Let F : N → P be a differentiable map at x ∈ N . The
induced linear map
(dF )x : TxN → TF (x)P, [η] 7→ [F ◦ η]
is called the differential of F at x.
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If N = X and P = Y are Hilbert spaces, then the G-differential defined
above coincides with the usual G-differential through the natural identifica-
tion (1.5).
The Chain Rule holds for this definition of differential and this implies
the following proposition.
Proposition 1.3.15. Let N and P be two Hilbert manifolds and F : N → P
be a map. Let (U,ϕ) be a chart of N and (V, ψ) be a chart of P with F (U) ⊂
V . If the map
ϕ−1 ◦ F ◦ ψ = F˜
is G-differentiable at every point of ϕ(U) and has continuous G-differential
at every point of ϕ(U), then F˜ is Fréchet differentiable at every point of ϕ(U)
and dGF˜ = dF˜ . Hence F
∣∣
U
is of class C1 and for every x ∈ U we have
(dF )x = (dϕ)x ◦ (dF˜ )ϕ(x) ◦ (dψ−1)ψ(F (x)).
The previous proposition gives us a criterion to check whether a map
between Hilbert manifolds is of class C1. In general it is not a practical
criterion but in some special case it can be useful. For example in the next
chapter we will consider maps Φ from a rank one symmetric space (M˜, g0)
to the Hilbert space L2(∂M˜, dθo) =: L2(∂M˜), where o is a fixed point of
M˜ . The map Φ can be seen as a map of two variables Φ(x, θ) since Φ(x) is
a function on ∂M˜ . We will use the criterion above to check if Φ is of class
C1 between these two Hilbert manifolds. In this case we have two global
charts given by the identity map on L2(∂M˜, dθo) and the exponential map
at o (with respect to the metric g0) expo : ToM˜ → M˜ . Then we will consider
the map
Φ˜ = Φ ◦ expo : ToM˜ → L2(∂M˜).
In order to see that Φ˜ is of class C1 we will proceed following this scheme:
(a) We fix y ∈ ToM˜ , u ∈ Ty(ToM˜) ' ToM˜ , θ ∈ ∂M˜ and we compute
lim
t→0
Φ˜(y + tu, θ)− Φ˜(y, θ)
t
.
We call this limit (dGΦ˜)y(u, θ).
(b) We check that the map (dGΦ˜)y(u, ·) belongs to L2(∂M˜). So we have
defined a map (dGΦ˜)y : ToM˜ → L2(∂M˜). We control that this map is
linear and continuous, i.e. (dGΦ˜)y ∈ L(ToM˜, L2(∂M˜)).
(c) We control that (dGΦ˜)y is the G-differential of Φ˜ at y, i.e that
lim
t→0
∥∥∥∥ Φ˜(y + tu, ·)− Φ˜(y, ·)t − (dGΦ˜)y(u, ·)
∥∥∥∥
L2
= 0
for all u ∈ ToM˜ .
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(d) Finally we prove that the map ToM˜ → L(ToM˜, L2(∂M˜)) is continuous
at every point, i.e. that if yn → y then
∥∥(dGΦ˜)yn − (dGΦ˜)y∥∥g0,L2 → 0.
To prove (c) we observe that from (a) we have pointwise convergence for
every θ ∈ ∂M˜ , so we can use Lebesgue’s Theorem if we find a dominating
map, i.e. a function Ψ ∈ L1(∂M˜) such that∣∣∣∣ Φ˜(y + tu, θ)− Φ˜(y, θ)t − (dGΦ˜)y(u, θ)
∣∣∣∣2 ≤ Ψ(θ).
We will see soon that item (c) can be replaced by:
(c’) the map Φ is Lipschitz with respect to some Riemannian metric on M˜ .
Remark 1.3.16. If Φ: M˜ → L2(∂M˜) is Lipschitz with respect to some
Riemannian metric g on M˜ then Φ˜ is locally Lipschitz.
Proof. It follows from the fact that expo is Lipschitz on compact sets with
respect to any metric g on M˜ . Indeed expo is of class C1, so its differential
is bounded on compact set. The thesis easily follows from the fact that the
distance associated to g is
dg(x, x
′) = inf
{∫
‖η˙‖g : η curve joining x to x′
}
for all x, x′ ∈ M˜ .
Remark 1.3.17. If Φ: M˜ → L2(∂M˜) is Lipschitz with respect to some
metric g on M˜ then item (c) of the scheme follows from items (a) and (b).
Proof. From the previous remark we know that Φ˜ is locally Lipschitz, then
if we fix y ∈ ToM˜ we have that Φ˜ is Lipschitz with constant Ly in a neigh-
bourood of y. Hence, for t small enough and for every u ∈ ToM˜ , we have∣∣∣∣ Φ˜(y + tu, θ)− Φ˜(y, θ)t − (dGΦ˜)y(u, θ)
∣∣∣∣2 ≤
≤
∣∣∣∣ Φ˜(y + tu, θ)− Φ˜(y, θ)t
∣∣∣∣2 + ∣∣∣(dGΦ˜)y(u, θ)∣∣∣2+
+2
∣∣∣∣ Φ˜(y + tu, θ)− Φ˜(y, θ)t − (dGΦ˜)y(u, θ)
∣∣∣∣ ≤
≤ L2y‖u‖2g0 +
∣∣∣(dGΦ˜)y(u, θ)∣∣∣2 + 2Ly‖u‖g0 + 2∣∣∣(dGΦ˜)y(u, θ)∣∣∣ = Ψ(θ).
The function Ψ(θ) belongs to L2(∂M˜). Indeed the measure dθo on ∂M˜ is
finite, hence constant functions belong to L1(∂M˜) and, by Holder inequality,
L2(∂M˜) ⊂ L1(∂M˜). So the functions∣∣∣(dGΦ˜)y(u, θ)∣∣∣ and ∣∣∣(dGΦ˜)y(u, θ)∣∣∣2
belong to L1(∂M˜) and this proves the thesis.
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From the definition of tangent space to a Hilbert manifold N at a point
we can build the tangent bundle TN as in the finite dimensional case. The
C1-sections of TN are the C1-vector fields on N . In the same way we can
define k-forms on N and we denote the set of all k-forms of class C1 on N
by Ak(N).
We are going to expose the Implicit Function Theorem for Hilbert mani-
folds. Let X,Y be two Hilbert spaces and let (x0, y0) ∈ X × Y . We define
maps σy0 : X → X × Y and τx0 : Y → X × Y as follows.
σy0(x) = (x, y0);
τx0(y) = (x0, y).
We observe that those maps are differentiable with differentials:
(dσy0)x(h) = (h, 0);
(dτx0)y(k) = (0, k).
Let U be an open subset of X × Y , (x0, y0) ∈ U , Z be a Hilbert space and
F : U → Z be a map.
Definition 1.3.18. If the map F ◦ σy0 is differentiable at x0 we say that F
is differentiable with respect to x at (x0, y0). The linear map
[(d(F ◦ σy0)]x0 ∈ L(X,Z)
is called the partial derivative of F at (x0, y0) and denoted by (dxF )(x0,y0).
An analogous definition is given for (dyF )(x0,y0).
Clearly if F is differentiable at (x0, y0) then it is differentiable with re-
spect to x and y at (x0, y0) and:
(dxF )(x0,y0)(h) = (dF )(x0,y0)(h, 0);
(dyF )(x0,y0)(k) = (dF )(x0,y0)(0, k).
The next proposition presents a converse of this fact.
Proposition 1.3.19. Suppose F satisfies the following conditions:
(i) F is differentiable with respect to x and y in an open neighbourood V of
(x0, y0);
(ii) dxF and dyF are continuous in V .
Then F is differentiable at (x0, y0).
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We are able now to expose the Implicit Function Theorem in case of
Hilbert spaces. The proofs of the result above and of the following one can
be found in [AP].
Theorem 1.3.20. Let F : U×V → Z be a C1 map, where U (respectively V )
is an open set of a Hilbert space X (respectively Y ). Suppose that F (x0, y0) =
0 and (dyF )(x0,y0) ∈ L(Y,Z) is invertible. Then there exist neighbouroods U0
of x0 and V0 of y0 and a map g : U0 → Y of class C1 such that
(i) F (x, g(x)) = 0 for all x ∈ U0,
(ii) F (x, y) = 0, (x, y) ∈ U0 × V0 implies y = g(x),
(iii) (dg)x = −[(dyF )(x,g(x))]−1 ◦ (dxF )(x,g(x)).
This result can be extended to Hilbert manifolds. Let N , P be Hilbert
manifolds on X and Y respectively. Then N × P has a natural structure
as Hilbert manifold on X × Y . Indeed taken two charts (U,ϕ) centered at
x0 ∈ N and (V, ψ) centered at y0 ∈ P , we say that the pair (U × V, ϕ ×
ψ) is a chart centered at (x0, y0). Those charts form an atlas because of
Proposition 1.3.19. We have a natural identification between the spaces
T(x,y)(N×P ) and TxN×TyP . So, given a differentiable map F : N×P → Q,
it makes sense to talk of the differential with respect to x and to y.
Theorem 1.3.21 (Implicit Function Theorem). Let N,P,Q be Hilbert
manifolds and F : N × P → Q be a C1 map. Suppose that F (x0, y0) = 0
and (dyF )(x0,y0) ∈ L(Tx0N,TF (x0,y0)Q) is invertible. Then there exist neigh-
bouroods U0 of x0 and V0 of y0 and a map g : U0 → P of class C1 such
that
(i) F (x, g(x)) = 0 for all x ∈ U0,
(ii) F (x, y) = 0, (x, y) ∈ U0 × V0 implies y = g(x),
(iii) (dg)x = −[(dyF )(x,g(x))]−1 ◦ (dxF )(x,g(x)).
Using suitable charts the proof follows immediately from the Implicit
Function Theorem for Hilbert spaces.
The final part of this section is devoted to the study of the unit sphere of
a Hilbert space. We will see that it is a submanifold of the Hilbert space and
that the tangent space at a point of the sphere is naturally identified with
the orthogonal space at that point. First of all we introduce codimension-1
submanifolds.
Definition 1.3.22. Let N be a Hilbert manifold on X. A subset P ⊂ N
is a codimension-1 submanifold of N if for every point x ∈ P there exists a
chart (U,ϕ) of N centered at x such that ϕ(U ∩ P ) =ker(J) ∩ ϕ(U), where
J is a non-null linear continuous functional on X.
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We observe that, since ker(J) is a Hilbert space and since all these kernels
are isomorphic, the set of the charts in the definition, when restricted to P ,
is an atlas for P . Hence P is a Hilbert manifold (clearly the restriction of a
C1 map to a subspace is of class C1).
We are able now to prove that the unit sphere of a Hilbert space is a
codimension-1 submanifold.
Proposition 1.3.23. Let X be a Hilbert space and S∞ be the unit sphere.
Then S∞ is a codimension-1 submanifold of X. Moreover for all x ∈ S∞
the tangent space to S∞ at x can be identified with the orthogonal space x⊥
as subspace of TxX ' X.
Proof. Fix x ∈ S∞ and consider the subspace x⊥. For suitable δ, ε > 0
consider B = Bx⊥(0, δ) × (−ε, ε) · x where Bx⊥(0, δ) is the ball of center 0
and radius δ in x⊥. This is an open subset of X. Define the map
ϕ−1 : B → X, y + tx 7→ y + (
√
1− ‖y‖X + t) · x.
The image of this map is an open subset U ofX. Observe that ϕ−1(x⊥∩B) =
S∞ ∩ U and ϕ−1(0) = x. This map admits an inverse
ϕ : U → B, y + µx 7→ y + (
√
1− ‖y‖X − µ) · x
where y+µx is the orthogonal decomposition of a vector in U in components
given by X = 〈x〉 ⊥ x⊥. This is a chart of X, i.e. it is a C1 map with C1
inverse, and so it is a chart at x with the properties required in the definition
of a codimension-1 submanifold.
We consider now a curve η : (−ε, ε)→ S∞ with η(0) = x. Then for all t
we have 〈η(t), η(t)〉X = 1. This is a C1 function from R to R since ‖·‖2X : X →
R is of class C1. In this case 〈η(t), η˙(t)〉X = 0, hence TxS∞ ⊂ x⊥. For the
other inclusion it is enough to consider the curves η(t) = cos(t)x + sin(t)y
where y is a unit vector in x⊥.
Chapter 2
Spherical Volume and
Calibration
In what follows (M, g0) will be a compact, oriented, locally symmetric Rie-
mannian manifold of negative sectional curvature and (M˜, g0) will be its
universal covering space that is a rank one symmetric space. We will use
the same notations of the first chapter. In particular the volume entropy of
(M˜, g0), that is the volume entropy of (M, g0), is denoted by h0 = h(g0). If
g is a Riemannian metric on M we denote also by g the covering metric on
M˜ and by h(g) its volume entropy. The distance associated to g is denoted
by dg, while the metric associated to g0 is denoted by d0. In the same way
the canonical volume form associated to g will be νg while the canonical
volume form associated to g0 will be ν0. The scalar product defined by g at
a point is denoted by g(·, ·), while the scalar product induced by g0 will be
g0(·, ·) = 〈·, ·〉. If x ∈ M˜ we denote by dθx the canonical probability measure
on ∂M˜ introduced in Section 2 of Chapter 1.
In the first section of this chapter we will present an invariant of M ,
the spherical volume. It is defined through equivariant immersions. They
are positive differentiable maps from M˜ to the unit sphere S∞ of the space
L2(∂M˜, dθo) invariant under the action of the group of deck transformations
of M˜ in a sense that will be explained later. Here o is a fixed point of M˜ .
An equivariant immersion defines a "metric" on M˜ , simply as the pull-back
of the canonical scalar product on L2(∂M˜). We will define the volume of
an equivariant immersion as the volume of M with respect to this "metric".
The spherical volume of M will be the infimum of the volumes of all the
equivariant immersions. In the first section we will present two examples of
equivariant immersions. In particular the first example, that we will denote
by Φ0, will be important in the next chapter and it is strictly related to
the Poisson Kernels. The second example consists of a family of equivariant
immersions associated to a metric g onM . This family will allow us to prove
a fundamental inequality that involves the spherical volume and the volume
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entropy of g. We will prove that
SphereVol(M) ≤ ent(g)
(4n)
n
2
for every Riemannian metric g on M .
The second section of this chapter is devoted to the study of two funda-
mental tools: the calibration method and the barycenter of a measure. We
will say when an equivariant immersion is calibrated by a differential form
on S∞. The aim of this part is to prove that if an equivariant immersion
is calibrated by a closed differential form then it realizes the infimum of the
volume of all the equivariant immersions, i.e. the volume of this equivariant
immersion is equal to the spherical volume of M .
The second tool of this section is the barycenter of a measure. We
will prove that, under some hypothesis, a measure on ∂M˜ admits exactly
one point that satisfies a natural vector equation. This point is called the
barycenter of the measure. Using this fact we will build in the next chapter
a differential form on S∞ that calibrates the equivariant immersion Φ0.
2.1 Equivariant Immersions and Spherical Volume
We fix a point o in M˜ and we use the following notations:
dθo = dθ;
L2(∂M˜, dθ) = L2(∂M˜).
We denote by Bθ the o-Busemann function centered at θ ∈ ∂M˜ . The aim
of this section is to introduce the equivariant immersions and the spherical
volume, an important invariant of M .
2.1.1 Equivariant immersions
The set Isom(M˜, g0) acts in a natural way on L2(∂M˜). Indeed for any
ϕ ∈ L2(∂M˜) and for any γ ∈ Isom(M˜, g0) we define γ¯(ϕ) ∈ L2(∂M˜) as
γ¯(ϕ)(θ) = ϕ(γˆ−1θ)
√
Po(γo, θ),
where Po(·, θ) is the o-Poisson Kernel centered at θ ∈ ∂M˜ . We observe that
it is an action that preserves the L2-norm.
Remark 2.1.1. The following properties hold
(i) the map γ 7→ γ¯ defines an action of Isom(M˜, g0) on L2(∂M˜);
(ii) for every γ ∈ Isom(M˜, g0) the map γ¯ : L2(∂M˜) → L2(∂M˜) is a linear
isometry.
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Proof. We first prove (ii). The map γ¯ : L2(∂M˜)→ L2(∂M˜) is clearly linear.
Moreover we have:
‖γ¯(ϕ)‖2L2 =
∫
∂M˜
(γ¯(ϕ))2(θ)dθ =
∫
∂M˜
ϕ2(γˆ−1θ)Po(γo, θ)dθ =
=
∫
∂M˜
ϕ2(γˆ−1θ)(γˆ−1)∗dθ =
∫
∂M˜
ϕ2(θ)dθ = ‖ϕ‖2L2 .
The third equality follows from Proposition 1.2.21. Item (i) follows from
Lemma 1.2.20. Indeed, for all γ, ξ ∈ Isom(M˜, g0),
(γ¯ ◦ ξ¯)(ϕ)(θ) =
= (ξ¯(ϕ))(γˆ−1θ)
√
Po(γo, θ) =
= ϕ(ξˆ−1(γˆ−1θ))
√
Po(ξo, γˆ−1θ)
√
Po(γo, θ) =
= ϕ((γ̂ ◦ ξ)−1θ)
√
Po((γ ◦ ξ)o, θ).
Hence γ¯ ◦ ξ¯ = γ ◦ ξ. This implies that γ¯ is invertible for all γ ∈ Isom(M˜, g0)
and also item (i).
Using the action of Isom(M˜, g0) on L2(∂M˜) we can define the equivariant
immersions. We denote by S∞ the unit sphere in L2(∂M˜) and by S∞+ the
set of positive functions in S∞. We want to consider C1-maps
Φ: M˜ → S∞+
such that Φ(γx) = γ¯(Φ(x)) for all γ ∈ Γ, where Γ is the group of deck
transformations of M˜ . We can consider Φ as a two-variable function Φ(x, θ).
Then we require the following conditions on Φ:
(i) Φ of class C1 with respect to x.
(ii)
∫
∂M˜ Φ
2(x, θ)dθ = 1.
(iii) Φ(x, θ) > 0 for every x ∈ M˜ and for every θ ∈ ∂M˜ .
(iv) Φ(γx, θ) = Φ(x, γˆ−1θ)
√
Po(γo, θ) for every x ∈ M˜ , θ ∈ ∂M˜ , γ ∈ Γ.
A map satisfying (i)-(iv) is called an equivariant immersion.
We present two example of equivariant immersions. The first one is
strictly related to the Poisson Kernels and it will be fundamental in the
proof of the main theorem.
Proposition 2.1.2. The function Φ0(x, θ) =
√
Po(x, θ) is an equivariant
immersion that is Lipschitz with respect to the metric g0. Moreover the
differential of Φ0 at x is
(dΦ0)x(·, θ) = −h0
2
(dBθ)x( · )Φ0(x, θ). (2.1)
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Proof. Condition (iii) is obvious and (iv) is Lemma 1.2.20.
In order to prove (ii) we consider the constant function on ∂M˜ equal to
one. Then the solution of Dirichlet Problem is the costant function equal to
one on M˜ ∪ ∂M˜ , so 1 = ∫∂M˜ Po(x, θ)dθ.
Now we prove that Φ0 is Lipschitz with respect to the metric g0. The
following easy fact
|ea − eb| ≤ ea∨b|a− b|, a, b ∈ R,
where a ∨ b = max{a, b}, and the fact that o-Busemann functions are 1-
Lipschitz with respect to the metric g0, imply∥∥Φ0(x, θ)− Φ0(x′, θ)∥∥2L2 =
=
∫
∂M˜
[
e−
h0
2
Bθ(x) − e−h02 Bθ(x′)
]2
dθ ≤
≤ h
2
0
4
∫
∂M˜
e−h0Bθ(x)∨−h0Bθ(x
′)∣∣Bθ(x)−Bθ(x′)∣∣2dθ ≤
≤ h
2
0
4
d0(x, x
′)2
(∫
∂M˜
e−h0Bθ(x)dθ +
∫
∂M˜
e−h0Bθ(x
′)dθ
)
=
=
h20
2
d0(x, x
′)2
for all x, x′ ∈ M˜ .
In order to prove that Φ0 is of class C1 we will follow the scheme described
in Section 3 of Chapter 1. The map Φ˜0 : ToM˜ → L2(∂M˜) is
y 7→ e−h02 Bθ(expo y).
(a) We have
lim
t→0
Φ˜0(y + tu, θ)− Φ˜0(y, θ)
t
=
= −h0
2
[
d(Bθ ◦ expo)
]
y
(u)Φ˜0(y, θ) = (dGΦ˜0)y(u, θ).
(b) Since ∣∣∣[d(Bθ ◦ expo)]y(u)∣∣∣ = ∣∣∣〈(∇Bθ)expo(y), (d expo)y(u)〉∣∣∣
≤ ∥∥(d expo)y(u)∥∥g0 ≤ ∥∥(d expo)y∥∥g0,g0 · ‖u‖g0
we have∥∥(dGΦ˜0)y(u, ·)∥∥L2 ≤ h02 ∥∥(d expo)y∥∥g0,g0 · ‖u‖g0 · ∥∥Φ˜0(y, ·)∥∥L2 < +∞.
The formula of (dGΦ˜0)y(u, ·) shows that it is linear with respect to u
and (dGΦ˜0)y is a continuous map. Indeed∥∥(dGΦ˜0)y∥∥g0,L2 ≤ h02 ∥∥(d expo)y∥∥g0,g0 · ∥∥Φ˜0(y, ·)∥∥L2 < +∞.
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(c) Since Φ0 is Lipschitz with respect to the metric g0 claim (c) is automat-
ically verified because of Remark 1.3.17.
(d) Let yn be a sequence of points converging to y. We have to prove that∥∥(dGΦ˜0)yn − (dGΦ˜0)y∥∥g0,L2 converges to 0. Indeed
sup
‖u‖g0=1
∥∥(dGΦ˜0)yn(u)− (dGΦ˜0)y(u)∥∥L2 =
= sup
‖u‖g0=1
(
h0
2
∫
˜∂M
[[
d(Bθ◦expo)
]
y
(u)Φ˜0(y, θ)−
[
d(Bθ◦expo)
]
yn
(u)Φ˜0(yn, θ)
]2
dθ
) 1
2
.
The map Φ˜0 is Lipschitz, hence continuous, and the linear map[
d(Bθ ◦ expo)
]
y
is continuous with respect to y, so
sup
‖u‖g0=1
∣∣∣[d(Bθ ◦ expo)]yn(u)− [d(Bθ ◦ expo)]y(u)∣∣∣
tends to 0. Then the argument of the integral above is pointwise con-
vergent to 0. Moreover, for n big enough, we have∣∣∣[d(Bθ ◦ expo)]y(u)Φ˜0(y, θ)− [d(Bθ ◦ expo)]yn(u)Φ˜0(yn, θ)∣∣∣2 ≤
≤
(
2 ·
∣∣∣[d(Bθ ◦ expo)]y(u)Φ˜0(y, θ)∣∣∣+ 1)2 ≤
≤
(
2 · ∥∥(d expo)y∥∥g0,g0 · Φ˜0(y, θ) + 1)2,
which belongs to L1(∂M˜).
Then we obtain the following explicit formula for the differential of the map
Φ0:
(dΦ0)x(u, θ) = −h0
2
(dBθ)x(u)Φ0(x, θ).
The second example consists of a family of equivariant immersions related
to a metric g on M . We need some preliminary results before presenting the
example.
We recall the definition of Jacobian of a C1 map between two Riemannian
manifolds.
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Definition 2.1.3. Let F : (M, g) → (N, g′) be a C1 map between two
oriented Riemannian manifolds of dimension n and x ∈ M . Let B =
{e1, . . . , en} be a positive orthonormal basis of TxM and D = {f1, . . . , fn} be
a positive orthonormal basis of TF (x)N . Let A be the matrix that represents
the linear map (dF )x from the basis B to the basis D. The Jacobian of F at
x is the number
Jac(F )(x) = det(A).
This number does not depend on the choice of the orthonormal bases.
We recall also a well known technical fact that follows from the definition
of differential forms. We will use it intensively in the thesis.
Lemma 2.1.4. Let N be a Hilbert manifold, α ∈ Ak(N) be a k-form, y ∈ N .
Let v1, . . . , vk be k linearly independents vectors of TyN and w1, . . . , wk ∈
Span(v1, . . . , vk). Then
αy(w1, . . . , wk) = det(W )αy(v1, . . . , vk)
where W is the matrix whose columns W j are composed by the coefficients
of wj in terms of the basis {v1, . . . , vk}.
The following remark collects the main properties of the Jacobian of a
C1 map.
Remark 2.1.5. Let F : (M, g)→ (N, g′) be a C1 map between two oriented
Riemannian manifolds of dimension n.
(i) We have
Jac(F )(x) · (νg)x = (F ∗νg′)x ∀x ∈M.
(ii) If F is a diffeomorphism then for every f ∈ C0c (N,R),∫
N
f(y)dνg′(y) =
∫
M
(f ◦ F )(x) · Jac(F )(x)dνg(x).
Proof. We fix x ∈M and a positive orthonormal basis {e1, . . . , en} of TxM .
By Lemma 2.1.4 we have
(F ∗νg′)x(e1, . . . , en) =
= (νg′)F (x)((dF )x(e1), . . . , (dF )x(en)) =
= Jac(F )(x) · (νg′)F (x)(f1, . . . , fn) =
= Jac(F )(x) =
= Jac(F )(x) · (νg)x(e1, . . . , en),
where {f1, . . . , fn} is a positive orthonormal basis of TF (x)N . A consequence
of Lemma 2.1.4 is that two n-forms that coincide on an orthonormal basis
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of the tangent space at every point of M are equal. This proves (i).
Item (ii) follows immediately. Indeed for any f ∈ C∞(N,R) we have∫
N
f(y)dνg′(y) =
∫
M
F ∗(f · νg′) =
∫
M
(f ◦ F )(x) · Jac(F )(x)dνg(x).
Thesis follows after a standard regularization of a generic continuous map
f ∈ C0c (N,R).
The last preliminary result is the following lemma that gives also an al-
ternative definition of the volume entropy of a compact oriented Riemannian
manifold. HereM denotes again a compact oriented n-dimensional manifold
that supports a locally symmetric Riemannian metric g0.
Lemma 2.1.6. Let g be a Riemannian metric on M . Then
(i) if c > h(g) the integral ∫
M˜
e−cdg(x,z)dνg(z)
is convergent for all x ∈ M˜ . We call L2c,x > 0 this value.
(ii) If γ ∈ Isom(M˜, g) then L2c,x = L2c,γx.
(iii) There exists a constant L2c such that 0 < L2c,x ≤ L2c for all x ∈ M˜ .
Proof. In order to prove (i) we will use the following claim: for every x ∈ M˜ ,
for every R > 0 and for every f ∈ C0([0, R],R) we have∫
B(x,R)
f(dg(x, z))dνg(z) =
∫ R
0
f(r)Voln−1(∂B(x, r), g)dr, (2.2)
where Voln−1(∂B(x, r), g) is the (n−1)-volume of ∂B(x, r), that is the mea-
sure of ∂B(x, r) calculated with respect to the (n − 1)-Hausdorff measure
associated to the metric g. If ∂B(x, r) is an (n − 1)-submanifold of M it
coincides with the canonical (n−1)-Riemannian volume of ∂B(x, r) induced
by g. We denote by Sn−1r the sphere of center 0 and radius r in TxM˜ . First
of all we observe that, if we denote by L n the Lebesgue measure on TxM˜
and by Crit(expx) the set of the critical points of the map expx, then from
Fubini’s Theorem we have
L n(Crit(expx)) = 0.
All the quantities considered are defined up to null-measure sets, so we can
suppose that
expx : B(0x, R)→ B(x,R)
34 CHAPTER 2. SPHERICAL VOLUME AND CALIBRATION
is a diffeomorphism. So, using again Fubini’s Theorem and item (ii) of
Remark 2.1.5, we have ∫
B(x,R)
f(dg(x, z))dνg(z) =
=
∫
B(0x,R)
f(‖y‖g)Jac(expx)(y)dy =
=
∫ R
0
(∫
Sn−1r
f(r)Jac(expx)(r, ξ)dξ
)
dr =
=
∫ R
0
f(r)
(∫
Sn−1r
Jac(expx)(r, ξ)dξ
)
dr.
Here we can apply item (ii) of Remark 2.1.5 since B(x,R) is compact. The
quantity Jac(expx)(r, ξ) is the determinant of the matrix A whose columns
are the coordinates of (d expx)(r,ξ)(ei) with respect to an orthonormal basis
of Texpx(r,ξ)M˜ , where {e1, . . . , en} is an orthonormal basis of TxM˜ . We can
choose {e1, . . . , en} of the following type:
e1 =
(r, ξ)
‖(r, ξ)‖g ;
the vectors e2, . . . , en are an orthonormal basis of (r, ξ)⊥.
From Gauss’ Lemma we have
‖(d expx)(r,ξ)(e1)‖g = 1;
(d expx)(r,ξ)(Span(e2, . . . , en)) = (d expx)(r,ξ)(e1)
⊥ = Texpx(r,ξ)∂B(x, r).
If we choose an orthonormal basis {f1, . . . , fn} of Texpx(r,ξ)M˜ such that f1 =
(d expx)(r,ξ)(e1), then we have
A =

1 0 · · · 0
0
... A′
0

So Jac(expx)(r, ξ) = det(A′), where A′ is the matrix that represents the
linear map (d expx)(r,ξ) from an orthonormal basis of T(r,ξ)Sn−1r to an or-
thonormal basis of Texpx(r,ξ)∂B(x, r), i.e. det(A
′) = Jac(expx|Sn−1r )(r, ξ).
This implies ∫
B(x,R)
f(dg(x, z))dνg(z) =
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=
∫ R
0
f(r)
(∫
Sn−1r
Jac(expx |Sn−1r )(r, ξ)dξ
)
dr =
=
∫ R
0
f(r)
(∫
∂B(x,r)
dν∂g
)
dr =
∫ R
0
f(r)Voln−1(∂B(x, r), g)dr,
where dν∂g is the volume form on ∂B(x, r). We have used again item (ii) of
Remark 2.1.5 applied to the diffeomorphism
expx |Sn−1r : Sn−1r → ∂B(x, r).
Again we can use item (ii) of Remark 2.1.5 since ∂B(x, r) is compact. We
apply (2.2) with f = 1 finding
Vol(B(x,R), g) =
∫ R
0
Voln−1(∂B(x, r), g)dr,
i.e. Vol(B(x, r), g) is a primitive of the function Voln−1(∂B(x, r), g). We
apply again (2.2) with f = e−cdg(x,z). Integrating by part we have∫
B(x,R)
e−cdg(x,z)dνg(z) =
∫ R
0
e−crVoln−1(∂B(x, r), g)dr =
= e−crVol(B(x, r), g)
∣∣∣R
0
+ c
∫ R
0
e−crVol(B(x, r), g)dr =
=
Vol(B(x,R), g)
ecR
+ c
∫ R
0
e−crVol(B(x, r), g)dr.
Taking R → +∞ the quantity above is convergent since c > h(g). So, from
Beppo Levi’s Theorem we have∫
M˜
e−cdg(x,z)dνg(z) < +∞.
Item (ii) follows from the invariance of dg and νg under the action of
Isom(M˜, g). From (ii) we can consider the well-defined map
L2c : M → R, x 7→ L2c,x.
This map is continuous. Indeed if xn → x then e−cdg(xn,z) → e−cdg(x,z) and
we can find n0 such that for n ≥ n0 we have
dg(xn, z) ≥ dg(x, z)− dg(x, xn) ≥ dg(x, z)− 1.
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So
L2c,xn ≤
∫
M˜
e−c[dg(x,z)−1]dνg(z) ≤ ec · L2c,x
and by Lebesgue’s Theorem we have that L2c,xn → L2c,x. By the compactness
of M we have that L2c attains its maximum in some point x¯. This proves
(iii).
The volume entropy of M can be defined as
h(g) = inf
{
c ∈ R :
∫
M˜
e−cdg(x,z)dνg(z) < +∞
}
.
We can now present the second example of equivariant immersions.
Proposition 2.1.7. Let g be a Riemannian metric on M and c > h(g).
Consider the map
Ψc(x, θ) =
(∫
M˜
e−cdg(x,z)Po(z, θ)dνg(z)
) 1
2
.
Then
(i) Ψc(x, ·) ∈ L2(∂M˜), so the map Φc(x, ·) = Ψc(x,·)‖Ψc(x,·)‖L2 belongs to S
∞.
(ii) The map Ψc is of class C1 and its differential at a point x ∈ M˜ is
(dΨc)x(·, θ) = 1
2Ψc(x, θ)
∫
M˜
−c[d(âx)]z( · )e−cdg(x,z)Po(z, θ)dνg(z).
(2.3)
(iii) Φc is an equivariant immersion.
(iv) For all x ∈ M˜ , for all u ∈ TxM˜ ,∥∥(dΦc)x(u, ·)∥∥2L2 ≤ c24 ‖u‖2g. (2.4)
Proof. Since all the functions involved are positive we have∫
∂M˜
∫
M˜
e−cdg(x,z)Po(z, θ)dνg(z)dθ =
=
∫
M˜
e−cdg(x,z)
∫
∂M˜
Po(z, θ)dθdνg(z) =
=
∫
M˜
e−cdg(x,z)dνg(z) = L2c,x < +∞.
because of Tonelli’s Theorem and Lemma 2.1.6. This proves (i). More
precisely we have proven that
∥∥Ψc(x, ·)∥∥L2 = Lc,x for all x ∈ M˜ , so Φc(x, ·) =
1
Lc,x
Ψc(x, ·).
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To prove (iii) we observe that Φc is clearly positive and
∥∥Φc(x, ·)∥∥L2 = 1.
It is also Γ-equivariant, indeed for γ ∈ Γ we have
Φc(γx, θ) =
1
Lc,γx
(∫
M˜
e−cdg(γx,z)Po(z, θ)dνg(z)
) 1
2
=
=
1
Lc,x
(∫
M˜
e−cdg(γx,γz)Po(γz, θ)dνg(γ−1z)
) 1
2
=
=
1
Lc,x
(∫
M˜
e−cdg(x,z)Po(z, γˆ−1θ)Po(γo, θ)dνg(z)
) 1
2
=
= Φc(x, γˆ
−1θ)
√
Po(γo, θ),
where we used the properties of γ as deck transformation of M˜ and Lemma
2.1.6.
Now we prove that Φc is of class C1 by proving that Ψc is. This is
enough because x 7→ ∥∥Ψc(x, ·)∥∥L2 is of class C1. We want to use the scheme
described in Section 3 of Chapter 1. First of all we prove that Ψc is Lipschitz
with respect to g. For all x, x′ ∈ M˜ we have∥∥Ψc(x, θ)−Ψc(x′, θ)∥∥2L2 =
=
∫
∂M˜
[(∫
M˜
e−cdg(x,z)Po(z, θ)dνg(z)
) 1
2
−
(∫
M˜
e−cdg(x
′,z)Po(z, θ)dνg(z)
) 1
2
]
dθ =
=
∫
∂M˜
[ ∫
M˜
e−cdg(x,z)Po(z, θ)dνg(z) +
∫
M˜
e−cdg(x
′,z)Po(z, θ)dνg(z)+
−2
(∫
M˜
e−cdg(x,z)Po(z, θ)dνg(z)
) 1
2
(∫
M˜
e−cdg(x
′,z)Po(z, θ)dνg(z)
) 1
2
]
dθ ≤
≤
∫
∂M˜
[ ∫
M˜
e−cdg(x,z)Po(z, θ)dνg(z) +
∫
M˜
e−cdg(x
′,z)Po(z, θ)dνg(z)+
−2
∫
M˜
e−
c
2
(dg(x,z)+dg(x′,z))Po(z, θ)dνg(z)
]
dθ =
=
∫
∂M˜
∫
M˜
(
e−
c
2
dg(x,z) − e− c2dg(x′,z))2Po(z, θ)dνg(z)dθ =
=
∫
M˜
(
e−
c
2
dg(x,z) − e− c2dg(x′,z))2[ ∫
∂M˜
Po(z, θ)dθ
]
dνg(z) =
=
∫
M˜
(
e−
c
2
dg(x,z) − e− c2dg(x′,z))2dνg(z),
where we have used Cauchy-Schwarz inequality and Tonelli’s Theorem. Us-
ing again that
|ea − eb| ≤ ea∨b|a− b|, a, b ∈ R, a ∨ b = max{a, b}
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we have ∥∥Ψc(x, θ)−Ψc(x′, θ)∥∥2L2 ≤
≤
∫
M˜
(
e−
c
2
dg(x,z)∨− c2dg(x′,z)
)2 · c2
4
|dg(x, z)− dg(x′, z)|2dνg(z) ≤
≤ c
2
4
dg(x, x
′)2
∫
M˜
(
e−
c
2
dg(x,z)∨− c2dg(x′,z)
)2
dνg(z) ≤
≤ c
2
4
dg(x, x
′)2
(∫
M˜
e−cdg(x,z)dνg(z) +
∫
M˜
e−cdg(x
′,z)dνg(z)
)
≤
≤ c
2
2
L2cdg(x, x
′)2.
The map Ψ˜c : ToM˜ → L2(∂M˜) is
y 7→
(∫
M˜
e−cdg(expo(y),z)Po(z, θ)dνg(z)
) 1
2
.
(a) We fix θ and we use the notations of Section 3 of Chapter 1. Then we
have to calculate
lim
t→0
∫
M˜
e−cdg(expo(y+tu),z) − e−cdg(expo(y),z)
t
Po(z, θ)dνg(z).
The function e−cdg(expo(y),z) = e−câexpo(y)(z) is differentiable on M˜ \
({expo(y)} ∪ C(expo(y))). Here âexpo(y)) is the function âexpo(y)(x) =
dg(x, expo(y)). So, once y is fixed, the function âexpo(y) is differentiable
at z if z /∈ C(expo(y)). This set is of dνg-measure zero because is the
set of the critical values of a C∞ function. The differential of the
function above along u is
−c[d(âexpo(y)) ◦ expo)]y(u)e−cdg(expo(y),z)
and this map is integrable on M˜ . Indeed∣∣− c[d(âexpo(y) ◦ expo)]y(u)e−cdg(expo(y),z)∣∣ ≤
≤ ∥∥d(expo)y∥∥g0,g · ‖u‖g0 · e−cdg(expo(y),z).
So we can derive under the integral sign obtaining
(dGΨ˜c)y(u, θ) =
=
1
2Ψc(expo(y), θ)
∫
M˜
−c[d(âexpo(y)◦expo)]y(u)e−cdg(expo(y),z)Po(z, θ)dνg(z).
This proves also that (dGΨ˜c)y is linear with respect to u.
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(b) The function (dGΨ˜c)y(u, ·) belongs to L2(∂M˜). Indeed we have∥∥(dGΨ˜c)y(u, ·)∥∥2L2 =
=
∫
∂M˜
(
1
2Ψc(expo(y), θ)
∫
M˜
−c[d(âexpo(y)◦expo)]y(u)e−cdg(expo(y),z)Po(z, θ)dνg(z)
)2
dθ ≤
≤ c2 · ∥∥d(expo)y∥∥g0,g · ‖u‖2g0 ·
·
∫
∂M˜
(
1
2Ψc(expo(y), θ)
)2(∫
M˜
e−cdg(expo(y),z)Po(z, θ)dνg(z)
)2
dθ =
=
c2
4
· ∥∥d(expo)y∥∥g0,g · ‖u‖2g0 ∫
∂M˜
Ψ2c(expo(y), θ)dθ =
=
L2c,expo(y)
c2
4
· ∥∥d(expo)y∥∥g0,g · ‖u‖2g0 .
(c) Since Ψc is Lipschitz with respect to the metric g then item (c) is au-
tomatically verified as it follows from Remark 1.3.17.
(d) Let yn be a sequence of points converging to y. We have to prove that∥∥(dGΨ˜c)yn − (dGΨ˜c)y∥∥L2 converges to 0. Indeed all the functions and
the differentials involved are continuous. So, using the inequalities
proved in the previous points and twice the Lebesgue Theorem we
obtain the thesis.
Then the map Ψc is C1 and the explicit formula of its differential is
(dΨc)x(u, θ) =
1
2Ψc(x, θ)
∫
M˜
−c[d(âx)]z(u)e−cdg(x,z)Po(z, θ)dνg(z).
This concludes the proofs of (ii) and (iii).
The differential of the map x 7→ Φc(x, ·) = Ψc(x,·)∥∥Ψc(x,·)∥∥
L2
can be calculated
applying the Product Rule (see Proposition 1.3.2). We need to compute the
differential of the map
x 7→ 1∥∥Ψc(x, ·)∥∥L2 .
Using the Chain Rule we can conclude that it is equal to
u 7→ − 1∥∥Ψc(x, ·)∥∥2L2 ·
〈Ψc(x, ·), (dΨc)x(u, ·)〉L2∥∥Ψc(x, ·)∥∥L2 = −〈Ψc(x, ·), (dΨc)x(u, ·)〉L2∥∥Ψc(x, ·)∥∥3L2
as map from TxM˜ to R. Hence for all u ∈ TxM˜ we have
(dΦc)x(u, ·) = (dΨc)x(u, ·)∥∥Ψc(x, ·)∥∥L2 −Ψc(x, ·)〈Ψc(x, ·), (dΨc)x(u, ·)〉L2∥∥Ψc(x, ·)∥∥3L2 .
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So ∥∥(dΦc)x(u, ·)∥∥2L2 =
=
∥∥(dΨc)x(u, ·)∥∥2L2∥∥Ψc(x, ·)∥∥2L2 +
∥∥Ψc(x, ·)∥∥2L2 · 〈Ψc(x, ·), (dΨc)x(u, ·)〉2L2∥∥Ψc(x, ·)∥∥6L2 +
−2〈Ψc(x, ·), (dΨc)x(u, ·)〉
2
L2∥∥Ψc(x, ·)∥∥4L2 =
=
∥∥(dΨc)x(u, ·)∥∥2L2∥∥Ψc(x, ·)∥∥2L2 −
〈Ψc(x, ·), (dΨc)x(u, ·)〉2L2∥∥Ψc(x, ·)∥∥4L2 .
This implies
∥∥(dΦc)x(u, ·)∥∥2L2 ≤
∥∥(dΨc)x(u, ·)∥∥2L2∥∥Ψc(x, ·)∥∥2L2 =
∥∥(dΨc)x(u, ·)∥∥2L2
L2c,x
. (2.5)
Using the same estimate of claim (b) above we have
∥∥(dΨc)x(u, ·)∥∥2L2 ≤ L2c,x c24 ‖u‖2g,
so ∥∥(dΦc)x(u, ·)∥∥2L2 ≤ c24 ‖u‖2g.
2.1.2 Spherical Volume
If Φ: M˜ → S∞+ is an equivariant immersion we can define the metric asso-
ciated to Φ on M˜ as the pull-back of the scalar product on L2. This is a
Γ-equivariant metric, so it descends to M . Hence we can define the volume
of Φ as the volume of M with respect to this metric. The infimum of the
volume of all the equivariant immersions is called the spherical volume of M
and it is a differential invariant of M . In the last part of this section we will
prove some important results about the spherical volume.
Definition 2.1.8. Let Φ: M˜ → S∞+ be an equivariant immersion. For any
x ∈ M˜ and for any u, v ∈ TxM˜ we set
gΦ(u, v)x =
∫
∂M˜
(dΦ)x(u, θ) · (dΦ)x(v, θ)dθ
and we call it the metric associated to Φ.
The metric associated to an equivariant immersion is invariant under the
action of the deck transformations of M˜ .
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Remark 2.1.9. If Φ is an equivariant immersion and γ ∈ Γ then
(dΦ)γx((dγ)xu, ·) = γ¯[(dΦ)x(u, ·)]
and gΦ descends to M . The induced form on M will be denoted gΦ again.
Proof. Let η be a curve in M˜ such that η(0) = x and η˙(0) = u. Then γ ◦ η
is a curve in M˜ such that (γ ◦ η)(0) = γx and ˙(γ ◦ η)(0) = (dγ)x(u). Hence
(dΦ)γx((dγ)xu, ·) = d
dt
(Φ ◦ (γ ◦ η)(t))
∣∣∣
t=0
=
d
dt
((Φ ◦ γ) ◦ η)(t))
∣∣∣
t=0
=
=
d
dt
((γ¯ ◦ Φ) ◦ η)(t))
∣∣∣
t=0
= (dγ¯)Φ(x)[(dΦ)x(u, ·)] = γ¯[(dΦ)x(u, ·)].
Since γ¯ is a linear isometry of S∞ we have that gΦ descends to M .
For example we compute the associated metric to the equivariant immer-
sion Φ0. From (2.1) we have
gΦ0(u, u)x =
h20
4
∫
∂M˜
〈u, (∇Bθ)x〉2Po(x, θ)dθ.
So, from Corollary 1.2.23,
gΦ0(u, u)x =
h20
4
∫
UxM˜
〈u, v〉2dσx(v) = h
2
0
4n
g0(u, u)
where the last equality follows from a simple computation on Sn−1. Then
gΦ0 =
h20
4n
g0. (2.6)
We fix a Riemannian metric g on M and an equivariant immersion Φ.
We compare the metric associated to Φ with the metric g.
Definition 2.1.10. Let x ∈ M˜ and {e1, . . . , en} be a g-orthonormal ba-
sis of TxM˜ . The numbers Trace(gΦ(ei, ej)) and det(gΦ(ei, ej)) do not de-
pend on the choice of the orthonormal basis on TxM˜ and so we can define
Traceg(gΦ)(x) and (det)g(gΦ)(x).
If {(dΦ)x(ei)} are linearly independent then the matrix gΦ(ei, ej)ij repre-
sents the canonical scalar product in L2(∂M˜) restricted to the vector space
(dΦ)x(TxM˜) with respect to the basis {(dΦ)x(ei)}.
Also the functions just introduced are invariant under the action of Γ
and so descend to M .
Remark 2.1.11. The functions Traceg(gΦ)(x) and detg(gΦ)(x) are invari-
ants under the action of Γ. Hence thay can be considered as functions on
M .
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Using the functions above we can define the spherical volume of M .
Definition 2.1.12. Let g be a Riemannian metric onM and Φ be an equiv-
ariant immersion. We define the following numbers:
Tp(g,Φ) =
∫
M
[Traceg(gΦ)(x)]
p
2 dνg(x).
Tp(g) = inf{Tp(g,Φ) : Φ is an equivariant immersion}.
SphereVol(M) = inf
{∫
M
√
|(det)g(gΦ)(x)|dνg(x) : Φ is an equivariant immersion
}
.
The quantity SphereVol(M) is called the spherical volume of M .
Remark 2.1.13. The number SphereVol(M) does not depend on the metric
g and so is an invariant of M .
Proof. We recall the following fact. If (U,ϕ) is an oriented chart centered at
x, ϕ = (x1, . . . , xn), then νg(y) =
√
det gij(y)dx
1 ∧ . . . ∧ dxn for any y ∈ U ,
where gij = g(∂i, ∂j)y. So we have to prove√
|(det)g(gΦ)(x)|νg(x) =
√
|(det)g′(gΦ)(x)|νg′(x)
for all x ∈ M˜ . By the Spectral Theorem we can find a g-orthonormal basis on
TxM˜ which is also g′-orthogonal. With respect to this basis the computation
of the two sides is easy and gives the equality.
We can compute explicitely the numbers defined above in case Φ = Φ0
and g = g0.
Lemma 2.1.14. We have Tp(g0,Φ0) =
(
h0
2
)pVol(M, g0)
Proof. The equality follows from gΦ0 =
h20
4ng0 as proved in (2.6).
The next proposition is the basis of the proof of the main theorem. It
relates the spherical volume of M to the volume entropy of a generic Rie-
mannian metric g on M .
Proposition 2.1.15. Let p > 0 and g be a metric on M . Then
(i) Tp(g) ≤
(h(g)
2
)pVol(M, g) and
(ii) we have
SphereVol(M) ≤
(
h(g)2
4n
)n
2
Vol(M, g) =
ent(g)
(4n)
n
2
.
2.1. EQUIVARIANT IMMERSIONS AND SPHERICAL VOLUME 43
Proof. In order to prove the inequality in (i) it is enough to compute Tp(g,Φ)
for a class of equivariant immersions, for example for the class Φc, c > h(g),
defined in Proposition 2.1.7. We fix a g-orthonormal basis {ei} of TxM˜ .
Then
Traceg(gΦc)(x) =
∑
i
∫
∂M˜
∣∣(dΦc)x(ei, θ)∣∣2dθ.
From (2.5) we have
Traceg(gΦc)(x) ≤
1
L2c,x
(∑
i
∫
∂M˜
∣∣(dΨc)x(ei, θ)∣∣2dθ).
Now, from (2.3), we have
|(dΨc)x(ei, θ)|2 =
=
c2
4Ψ2c(x, θ)
(∫
M˜
g((∇âx)gz, ei)e−cdg(x,z)Po(z, θ)dνg(z)
)2
≤
≤ c
2
4Ψ2c(x, θ)
∫
M˜
g((∇âx)gz, ei)2e−2cdg(x,z)P 2o (z, θ)dνg(z) ≤
≤ c
2
4Ψ2c(x, θ)
∫
M˜
g((∇âx)gz, ei)2e−cdg(x,z)Po(z, θ)dνg(z)·
∫
M˜
e−cdg(x,z)Po(z, θ)dνg(z) =
=
c2
4
∫
M˜
g((∇âx)gz, ei)2e−cdg(x,z)Po(z, θ)dνg(z).
The first inequality is the Jensen inequality and the second one is the Cauchy-
Schwarz inequality. From Proposition 1.2.6 we have ‖(∇âx)gz‖g = 1, hence∑
i
g((∇âx)gz, ei)2 = 1.
Then ∑
i
∫
∂M˜
∣∣(dΨc)x(ei, θ)∣∣2dθ ≤ c2
4
L2c,x,
so
Traceg(gΦc)(x) ≤
c2
4
. (2.7)
Inequality (i) follows from this one because Φc is defined for any c > h(g).
The proof of (ii) follows from:√
|(det)g(gΦ)(x)| ≤
(
1
n
Traceg(gΦ)(x)
)n
2
.
Indeed the matrix A = gΦ(ei, ej) is symmetric and semi-definite positive.
So there exists a basis of TxM˜ such that A is diagonal with respect to this
basis. Then the eigenvalues of A are greater than or equal to zero and the
thesis follows from the inequality between the geometric and the arithmetic
mean.
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2.2 Calibration and Barycenter
In this section we present two tools: the calibration method and the barycen-
ter of a measure. We do not present those topics in their generality but we
restrict to the notions that are needed in our case of interest. Using the cali-
bration theory we will give a sufficient condition under which an equivariant
immersion achieves the minimum that defines the spherical volume. Instead
through the barycenter of a measure on ∂M˜ we will prove in the next chapter
that the equivariant immersion Φ0 is calibrated and so that it realizes the
spherical volume. From this fact we will prove the main theorem.
Let Φ: M˜ → S∞+ be an equivariant immersion. The volume of Φ is the
number
V(Φ) =
∫
M
√
|(det)g(gΦ)|dνg,
where g is a Riemannian metric onM . We have observed that V(Φ) does not
depend on the choice of the metric. From the definition of spherical volume
we have
SphereVol(M) = inf{V(Φ) : Φ is an equivariant immersion}.
In order to introduce the concept of calibration we need some preliminary
notions about differential forms. Let α ∈ Ak(S∞), ϕ ∈ S∞ and V be a k-
dimensional vector subspace of TϕS∞. We define the number
α(ϕ, V ) = |αϕ(ψ1, . . . , ψk)|
where {ψ1, . . . , ψk} is an L2-orthonormal basis of V . By Lemma 2.1.4 this
number does not depend on the choice of the orthonormal basis.
Definition 2.2.1. Let α ∈ Ak(S∞). We define the comass of α as the
number
comass(α) = sup
ϕ∈S∞
sup
V⊂TϕS∞
α(ϕ, V ),
where V varies among k-dimensional subspaces of TϕS∞.
The following remark is at the basis of the theory of calibration.
Remark 2.2.2. Let Φ: M˜ → S∞+ be an equivariant immersion and α be a
n-form on S∞. Then
1
comass(α)
(Φ∗α)x(v1, . . . , vn) ≤
√
|(det)g(gΦ)(x)|νg(v1, . . . , vn)
for all x ∈ M˜ and for all v1 . . . , vn ∈ TxM˜ .
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Proof. We fix a g-orthonormal basis {e1, . . . , en} of TxM˜ . We denote by
V the matrix that represents the vectors v1, . . . , vn in terms of the basis
e1, . . . , en. Then, by Lemma 2.1.4 and by definition of volume form, we have
1
comass(α)
(Φ∗α)x(v1, . . . , vn) =
= det(V )
1
comass(α)
(Φ∗α)x(e1, . . . , en);√
|(det)g(gΦ)(x)|νg(v1, . . . , vn) =
= det(V )
√
|(det)g(gΦ)(x)|.
Then we have to prove the following inequality:
1
comass(α)
(Φ∗α)x(e1, . . . , en) ≤
√
|(det)g(gΦ)(x)|.
If the vectors (dΦ)x(ei) are linearly dependent then there is nothing to prove,
else we have
(Φ∗α)x(e1, . . . , en) = αΦ(x)((dΦ)x(e1), . . . , (dΦ)x(en)) =
= det(Ψ)αΦ(x)(ψ1, . . . , ψn),
where ψ1, . . . , ψn is an L2-orthonormal basis of (dΦ)x(TxM˜) and Ψ is the
matrix of change of basis from {(dΦ)x(e1), . . . , (dΦ)x(en)} to {ψ1, . . . , ψn}.
We can compute
√|(det)g(gΦ)(x)| using the orthonormal basis e1, . . . , en.
We have gΦ(x) = tΨΨ, then√
|(det)g(gΦ)(x)| = |det(Ψ)|.
The thesis follows from
αΦ(x)(ψ1, . . . , ψn) ≤ comass(α).
We define when a differential form calibrates an equivariant immersion.
Definition 2.2.3. We say that an n-form α on S∞ calibrates the equivariant
immersion Φ if the above inequality is an equality for every point x ∈ M˜
and for every v1, . . . , vn ∈ TxM˜ .
We recall that if γ ∈ Γ, then the associated map γ¯ is a linear diffeomor-
phism from S∞ to itself, as follows from Remark 2.1.1. We recall also the
definition of equivariant differential form.
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Definition 2.2.4. Let α be a k-form on S∞. We say that α is Γ-equivariant
if for every γ ∈ Γ we have
αϕ(ψ1, . . . , ψk) = α(γ¯ϕ)(γ¯ψ1, . . . , γ¯ψk)
for all ϕ ∈ S∞ and for all ψ1, . . . , ψk ∈ TϕS∞, i.e. if γ¯∗αϕ = αγ¯ϕ.
We remark that the pull-back by an equivariant immersion of an equiv-
ariant differential form is an equivariant form on M˜ and so descends to a
form on M .
Remark 2.2.5. Let Φ be an equivariant immersion and α be a Γ-equivariant
n-form on S∞. Then the n-form Φ∗α is Γ-equivariant.
Proof. The thesis follows from Remark 2.1.9, indeed for all x ∈ M˜ and for
all v1, . . . , vn ∈ TxM˜ we have
(Φ∗α)x(v1, . . . , vn) =
= αΦ(x)((dΦ)x(v1), . . . , (dΦ)x(vn)) =
= αγ¯Φ(x)(γ¯(dΦ)x(v1), . . . , γ¯(dΦ)x(vn)) =
= αΦ(γx)(γ¯(dΦ)x(v1), . . . , γ¯(dΦ)x(vn)) =
= αΦ(γx)((dΦ)γx((dγ)x(v1)), . . . , (dΦ)γx((dγ)x(vn))) =
= (Φ∗α)γx((dγ)x(v1), . . . , (dγ)x(vn)).
Then, given a Γ-equivariant n-form α ∈ An(S∞), the form Φ∗α descends
to an n-form on M . In particular applying Remark 2.2.2 we obtain the
following result.
Proposition 2.2.6. Let Φ be an equivariant immersion and α be a Γ-
equivariant n-form on S∞. Then
1
comass(α)
∫
M
Φ∗α ≤ V(Φ).
Using the Stokes’ Theorem we can prove the following proposition and
then the main result of this part.
Proposition 2.2.7. Let Φ1,Φ2 be two equivariant immersions. Let α be a
Γ-equivariant closed n-form on S∞. Then∫
M
Φ∗1α =
∫
M
Φ∗2α.
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Proof. We consider the homotopy
H : M˜ × [0, 1]→ S∞, H(x, t) = [(1− t)Φ21(x) + tΦ22(x)]
1
2 .
It is easy to check that H is well defined, i.e. H(x, t) ∈ S∞ for all (x, t). We
define an action of Γ on M˜ × [0, 1]. For any γ ∈ Γ we set γ˜(x, t) = (γx, t) .
Its differential at a point (x, t) is (dγ)x × id. It is easy to show that
H(γ˜(x, t)) = γ¯(H(x, t)).
Hence, for the Γ-equivariance of α, we have
γ˜∗[H∗α] = (H ◦ γ˜)∗(α) = (γ¯ ◦H)∗(α) = H∗(γ¯∗(α)) = H∗α,
where all the maps involved are of class C1. Then H∗α is invariant under
the action of γ˜, hence it descends to a n-form on M × [0, 1]. This form is
closed because α is. So, by Stokes’ Theorem,
0 =
∫
M×[0,1]
d(H∗α) =
∫
M
Φ∗2α−
∫
M
Φ∗1α.
Finally we can prove the main result of the calibration method that will
allow us to check if a given equivariant immersion achieves the minimum
that defines the spherical volume.
Theorem 2.2.8. Let Φ1 be an equivariant immersion calibrated by a Γ-
equivariant closed n-form α on S∞. Then
SphereVol(M) = V(Φ1).
Proof. Let Φ2 be another equivariant immersion. Then, by Remark 2.2.2
and by Proposition 2.2.6,
comass(α)V(Φ1) = comass(α)
∫
M
√
|(det)g(gΦ1)|νg =
=
∫
M
Φ∗1α =
∫
M
Φ∗2α ≤ comass(α)V(Φ2).
In the next chapter we will prove that the equivariant immersion Φ0 of
Proposition 2.1.2 is calibrated by a Γ-equivariant closed n-form on S∞ and
so we will compute SphereVol(M). The calibrating differential form will be
built with the help of the barycenter of a finite measure on ∂M˜ . It is defined
in the following proposition.
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Proposition 2.2.9. Let µ be a probability measure on ∂M˜ without atoms.
The function
Bµ(x) =
∫
∂M˜
Bθ(x)dµ(θ)
has a unique critical point, i.e. there exists a unique x ∈ M˜ such that∫
∂M˜
(dBθ)x(v)dµ(θ) = 0 (2.8)
for all v ∈ TxM˜ . Such x is called the barycenter of µ and is denoted by
bar(µ).
First of all we observe that it makes sense to talk about the barycenter
of a measure µ.
Remark 2.2.10. The function Bµ defined above is of class C1 and a critical
point of Bµ(x) satisfies (2.8).
Proof. Let x ∈ M˜ , u ∈ TxM˜ and η be a geodesic such that η(0) = x and
η˙(0) = u. Since (dBθ)x is linear and uniformly bounded with respect to x,
we have
d
dt
Bµ(η(t))
∣∣∣
t=0
=
∫
∂M˜
d
dt
Bθ(η(t))
∣∣∣
t=0
dµ(θ) =
∫
∂M˜
(dBθ)x(u)dµ(θ).
This shows that the map Bµ is continuously G-differentiable at every point
of M˜ . Moreover the map x 7→ (dBθ)x is continuous for every θ ∈ ∂M˜ and it
is a linear operator uniformly bounded with respect to x. So we can apply
the Lebesgue Theorem and we conclude that Bµ is differentiable at every
point x ∈ M˜ and its differential is
(dBµ)x( · ) =
∫
∂M˜
(dBθ)x( · )dµ(θ).
This shows that Bµ is of class C1 and a critical point of Bµ(x) satisfies
(2.8).
Proof of Proposition 2.2.9. We start proving the existence of a critical point.
The o-Busemann function Bθ is a convex function since it is a limit of convex
functions. Then also Bµ(x) is convex. Hence, for c > 0, the set
Ac = {x ∈ M˜ : Bµ(x) ≤ c}
is convex and every point of ∂Ac can be joined to o with a geodesic ray
contained in Ac. We denote by [o, θ] the geodesic ray starting from o and
defining θ. If we prove that, for all θ0 ∈ ∂M˜ , if x tends to θ0 along [o, θ0]
then Bµ(x) tends to +∞, we obtain that Bµ(x) has a minimum in M˜ . Indeed
we can apply the following lemma:
2.2. CALIBRATION AND BARYCENTER 49
Lemma 2.2.11. Let C be a closed convex subset of M˜ , o ∈ C. If C ∩
η([0,+∞)) is bounded for all the geodesic rays η starting from o, then C is
bounded and then compact.
Proof. Suppose that C is not bounded. Then for all n > 0 there exists
xn ∈ C such that d0(o, xn) ≥ n. We consider the geodesic rays ηn with
unitary speed starting from o and passing through xn. The set {η˙n} ⊂ UoM˜
admits a subsequence, called again η˙n, convergent to η˙, i.e. ^o(η˙n, η˙) → 0.
Denote by η the geodesic ray starting from o with direction η˙. We prove
that η is contained in C and this gives a contradiction. Let η(t) be a point
in this geodesic ray and ε > 0. We know that there exists a number n0
such that ^o(η˙n, η˙) < ε for all n > n0 and for one of those n we have
d0(o, xn) > d0(o, η(t)). Then the point ηn(t) belongs to C by convexity of C.
The map expo restricted to the ball of center 0 and radius t+1 isK-Lipschitz,
hence we have d0(ηn(t), η(t)) ≤ K · 2t sin
(
ε
2
) ≤ Ktε. Then η(t) ∈ ∂C. Since
C is closed we have η(t) ∈ C for all t.
Let x, x0 be two points in [o, θ0], where x lies between x0 and θ0. Then
for all θ ∈ ∂M˜ we have
d0(x0, o)Bθ(x) ≥ d0(x, o)Bθ(x0). (2.9)
We call ηθ0(·) = [o, θ0] and we denote by t0 < t the real numbers such that
x0 = ηθ0(t0) and x = ηθ0(t). Then from convexity of Bθ we have:(
1− t0
t
)
Bθ(o) +
t0
t
Bθ(x) ≥ Bθ
(
ηθ0
( t0
t
t+
(
1− t0
t
)
0
))
.
This proves (2.9) since Bθ(o) = 0, t0 = d0(o, x0) and t = d0(o, x). For every
x along ηθ0 we set
Jθ0(x) = {θ ∈ ∂M˜ : Bθ(x) ≤ 0}.
Since the map Bθ(x) is continuous with respect to θ (see Remark 1.2.4) we
have that Jθ0(x) is compact. Formula (2.9) implies
Jθ0(x) ⊂ Jθ0(x0)
if x lies between x0 and θ0. Moreover
lim
x→θ0
Bθ(x) = +∞
if θ 6= θ0, hence ⋂
x∈[o,θ0]
Jθ0(x) = {θ0}.
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So µ(Jθ0(x)) tends to µ({θ0}) = 0 if x tends to θ0 along [o, θ0]. We
can choose x0 in [o, θ0] such that µ(Jθ0(x0)) < 1 and a compact subset
K ⊂ ∂M˜ \ Jθ0(x0) such that µ(K) > 0. Hence∫
∂M˜
Bθ(x)dµ(θ) ≥
∫
Jθ0 (x)
Bθ(x)dµ(θ) +
∫
K
Bθ(x)dµ(θ),
if x lies between x0 and θ0. For θ ∈ K we have Bθ(x0) ≥ C > 0, so∫
∂M˜
Bθ(x)dµ(θ) ≥ d0(x, o)
d0(x0, o)
∫
Jθ0 (x)
Bθ(x0)dµ(θ) + C
d0(x, o)
d0(x0, o)
µ(K).
Clearly
Bθ(x0) ≥ − sup{|Bθ(x0)| : θ ∈ ∂M˜} = −D, D ≥ 0,
so ∫
∂M˜
Bθ(x)dµ(θ) ≥ d0(x, o)
d0(x0, o)
(Cµ(K)−Dµ(Jθ0(x))).
Now, if x tends to θ0 along [o, θ0], we have that B(x) tends to +∞.
For the uniqueness we suppose that there are two critical points x, y
of Bµ. Let η be the unique geodesic joining x to y. Then the function
η¯ = Bµ ◦ η : R → R is a convex function with two critical points, so it is
constant. We compute the second derivative of η¯. We know that
d
dt
η¯ =
∫
∂M˜
〈(∇Bθ)η(t), η˙(t)〉dµ(θ).
Using the fact that η is a geodesic and the fact that Hess(Bθ)x(η˙(0), η˙(0)) is
uniformly bounded with respect to θ, as follows from Corollary 1.2.13, after
a derivation under the integral sign, we have:
d2
dt2
η¯ =
∫
∂M˜
Hess(Bθ)x(η˙(0), η˙(0))dµ(θ).
From Lemma 1.2.12 we have, for every fixed θ, Hess(Bθ)x(u, u) ≥ 0 for all
u ∈ UxM˜ with equality if and only if u = ±(∇Bθ)x. Hence, if we consider
η˙(0) ∈ TxM˜ we have Hess(Bθ)x(η˙(0), η˙(0)) ≥ 0 with equality if and only if
θ defines a geodesic ray tangent to ±η˙(0). Since µ is without atoms then
Hess(Bθ)x(η˙(0), η˙(0)) > 0 for a.e. θ ∈ ∂M˜ . Then d2dt2 η¯ > 0 but η¯ is constant
and this gives a contradiction.
As mentioned at the end of Section 2 of Chapter 1 the properties of
the visual boundary hold for every simply connected complete Riemannian
manifold with non-positive sectional curvature. The proof of the proposition
above works also in this case, so the barycenter of a probability measure
without atoms can be introduced also in this general case. Moreover the
proof works also if we consider a probability measure µ such that µ({θ}) < 12
for all θ ∈ ∂M˜ .
Chapter 3
Proof of the Theorem
This chapter is devoted to the proof of the main theorem of this thesis. We
recall its statement.
Theorem. Let N ,M be two compact, connected, oriented n-manifolds. Sup-
pose there exists a continuous function f : N → M with nonzero degree and
M is equipped with a locally symmetric Riemannian metric g0 of negative
sectional curvature. Then for any Riemannian metric g on N one has
ent(g) ≥ ∣∣deg(f)∣∣ · ent(g0).
Moreover, if n ≥ 3, equality is achieved exactly when (N, g) is a locally
symmetric space and there exists a positive constant λ such that (N,λg) is a
Riemannian covering of (M, g0), with covering map homotopic to f .
In the first section we will consider the case M = N and f = id. The
proof is based on the following scheme. Using the barycenter of a measure
introduced in Section 2 of Chapter 2 we will build a Γ-equivariant closed
differential n-form on S∞. It is the pull-back of the volume form ν0 by a
map that we will define later. We will use the explicit computation of the
Hessian of Busemann functions to prove that this differential form calibrates
the equivariant immersion Φ0 defined in Section 1 of Chapter 2. This proves
that
V(Φ0) = SphereVol(M) ≤ ent(g)
(4n)
n
2
for any metric g. The explicit computation of V(Φ0) will give
V(Φ0) =
ent(g0)
(4n)
n
2
and so we have
ent(g0) ≤ ent(g)
for all Riemannian metrics g.
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In the second section we will consider the equality case under the same
hypothesis of the first section. As remarked in Section 1 of Chapter 1 the
quantity ent(·) is invariant under homotheties. We denote by c the volume of
M with respect to g0. We consider the set Gc of all the Riemannian metrics
on M with volume equal to c. For our purposes we can suppose that every
metric on M belongs to Gc. So when we will consider a Riemannian metric
g such that ent(g) = ent(g0), we will suppose that Vol(M, g) = Vol(M, g0),
and so h(g) = h(g0) = h0. In this section we will build an isometry between
(M, g) and (M, g0) using the properties proved in the first section. We will
consider the equivariant immersions Φc, c > h(g), associated to the metric
g introduced in Section 1 of Chapter 2. Using these maps we will consider
a family of functions Fc : M˜ → M˜ . First of all we will find a sequence Fck
that converges uniformly to a continuous map F : M˜ → M˜ . Then we will
prove, after some technical results, that the map F is an isometry between
(M, g) and (M, g0).
In the final section we will prove the main theorem in its generality.
Actually the proofs of the inequality and of the equality case can be adapted
without problems to this case.
3.1 Locally Symmetric Metrics Minimize Entropy
In this section we will prove the inequality of the main theorem in case M =
N and f = id. In particular we will prove that the equivariant immersion
Φ0 is calibrated by a closed Γ-equivariant n-form on S∞. The computation
of the volume of Φ0 will conclude the proof of the main inequality.
First of all we use the barycenter of a measure on ∂M˜ to define a map
pi from S∞ to M˜ . Using this map we will define the closed Γ-equivariant
n-form on S∞ that calibrates Φ0.
Definition 3.1.1. The barycenter map is the application
pi : S∞ → M˜, ϕ→ bar(ϕ2(θ)dθ).
We remark that the measure ϕ2(θ)dθ is a probability measure on ∂M˜ for
every ϕ ∈ S∞. Moreover it is without atoms since dθ is. The definition of
barycenter implies the following properties of the map pi.
Remark 3.1.2. The barycenter map pi has the following properties:
(i) if γ is an isometry of (M˜, g0), then pi(γ¯ϕ) = γ(pi(ϕ));
(ii) pi ◦ Φ0 = id.
Proof. In order to prove (i) we have to see that if x = bar(ϕ2(θ)dθ), then
γx = bar((γ¯ϕ)2(θ)dθ). From Proposition 2.2.9 we have∫
∂M˜
(dBθ)x(v)ϕ
2(θ)dθ = 0
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for all v ∈ TxM˜ . Then
0 =
∫
∂M˜
(dBθ)x(v)ϕ
2(θ)dθ =
=
∫
∂M˜
〈(∇Bθ)x, v〉ϕ2(θ)dθ =
=
∫
∂M˜
〈(dγ)x(∇Bθ)x, (dγ)x(v)〉ϕ2(θ)dθ =
=
∫
∂M˜
〈(∇Bγˆθ)γx, (dγ)x(v)〉ϕ2(θ)dθ =
=
∫
∂M˜
〈(∇Bθ)γx, (dγ)x(v)〉ϕ2(γˆ−1θ)(γˆ−1)∗dθ =
=
∫
∂M˜
〈(∇Bθ)γx, (dγ)x(v)〉ϕ2(γˆ−1θ)Po(γo, θ)dθ =
=
∫
∂M˜
(dBθ)γx(w)(γ¯ϕ)
2(θ)dθ
for all w ∈ TγxM˜ . Hence γx is the barycenter of (γ¯ϕ)2(θ)dθ. We have used
the fact that γ is an isometry, Proposition 1.2.21 and Proposition 1.2.9.
Claim (ii) follows from Corollary 1.2.23. Indeed for all v ∈ TxM˜ we have∫
∂M˜
(dBθ)x(v)Po(x, θ)dθ =
∫
UxM˜
〈u, v〉dσx(u) = 0,
where the last equality follows from an easy computation on Sn−1. Then x
is the barycenter of the measure Φ20(x, θ)dθ.
We will prove that the map pi is of class C1 and we will compute its
differential. In order to prove it we consider a C∞ orthonormal global frame
e˜i : M˜ → TM˜, i = 1, . . . , n.
We consider the map
F : M˜ × S∞ → Rn
(x, ϕ)→
(∫
∂M˜
(dBθ)x(e˜1(x))ϕ
2(θ)dθ, . . . ,
∫
∂M˜
(dBθ)x(e˜n(x))ϕ
2(θ)dθ
)
.
We prove that pi is of class C1 applying the Implicit Function Theorem
to the function F . First of all we prove that F is of class C1.
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Proposition 3.1.3. The map
F¯ : M˜ × L2(∂M˜)→ Rn
(x, ϕ)→
(∫
∂M˜
(dBθ)x(e˜1(x))ϕ
2(θ)dθ, . . . ,
∫
∂M˜
(dBθ)x(e˜n(x))ϕ
2(θ)dθ
)
is of class C1, hence also F is of class C1.
Proof. We consider ˜¯F : ToM˜ × L2(∂M˜) → Rn, ˜¯F = F¯ (expo(y), ϕ). We will
show that ˜¯F is differentiable with respect to y and with respect to ϕ and
that those differentials are continuous, hence by Proposition 1.3.19 it is of
class C1. We want to compute (dϕ ˜¯F )(y0,ϕ0). As usually we first find the
Gâteaux derivative and then we check its continuity. We take ψ ∈ L2(∂M˜).
The components of
˜¯F (y0, ϕ0 + tψ)− ˜¯F (y0, ϕ0)
t
are ∫
∂M˜
(dBθ)expo(y0)(e˜i)
(ϕ0 + tψ)
2(θ)− ϕ20(θ)
t
dθ.
Taking the limit for t→ 0 we have
2 ·
∫
∂M˜
(dBθ)expo(y0)(e˜i)ψ(θ)ϕ0(θ)dθ.
Clearly this formula defines at ϕ0 a linear map from L2(∂M˜) to Rn that is
obviously continuous. It is easy to check that those Gâteaux derivatives with
respect to ϕ are continuous with respect to ϕ, hence ˜¯F is continuously differ-
entiable with respect to ϕ. Indeed if ϕn → ϕ0 then from Holder inequality
we have for any component above that∣∣∣∣2 ·∫
∂M˜
(dBθ)expo(y0)(e˜i)ψ(θ)(ϕn(θ)−ϕ0(θ))dθ
∣∣∣∣ ≤ 2 · ‖ψ‖L2‖ϕn−ϕ0‖L2 → 0.
We compute now dy ˜¯F(y0,ϕ0). As usually we take an element u ∈ ToM˜ and
we consider
lim
t→0
˜¯F (y0 + tu, ϕ0)− ˜¯F (y0, ϕ0)
t
,
whose components are
lim
t→0
∫
∂M˜
[〈(∇Bθ)expo(y0+tu), e˜i(expo(y0 + tu))〉 − 〈(∇Bθ)expo(y0), e˜i(expo(y0))〉
t
]
ϕ20(θ)dθ.
Differentiating the function under the integral sign we find〈
(∇(d expo)y0 (u)(∇Bθ))expo(y0), e˜i(expo(y0))
〉
+
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+
〈
(∇Bθ)expo(y0), (∇(d expo)y0 (u)e˜i)expo(y0)
〉
=
= Hess(Bθ)expo(y0)((d expo)y0(u), e˜i(expo(y0)))+
+
〈
(∇Bθ)expo(y0), (∇(d expo)y0 (u)e˜i)expo(y0)
〉
.
Since the expression above is uniformly bounded with respect to y0 and
to θ we can derive under the integral sign obtaining the Gâteaux derivative
at the point (y0, ϕ0) which has the following components:∫
∂M˜
[
Hess(Bθ)expo(y0)((d expo)y0(u), e˜i(expo(y0))
]
ϕ20(θ)dθ+
+
∫
∂M˜
[
〈(∇Bθ)expo(y0), (∇(d expo)y0 (u)e˜i)expo(y0)〉
]
ϕ20(θ)dθ.
This formula defines a linear map with respect to u between finite dimen-
sional vector spaces, so it is continuous. We have shown the Gâteaux differ-
entiability of ˜¯F with respect to y at every point. Moreover by linearity of
the differentials and continuity of all functions involved we have that these
partial Gâteaux differentials are continuous, which implies the thesis.
We have found the explicit formula for the components of the partial
differentials:[
(dϕF¯ )(x0,ϕ0)(ψ)
]
i
= 2 ·
∫
∂M˜
(dBθ)x0(e˜i(x0))ψ(θ)ϕ0(θ)dθ;
[
(dxF¯ )(x0,ϕ0)(u)
]
i
=
∫
∂M˜
Hess(Bθ)x0(u, e˜i(x0))ϕ
2
0(θ)dθ+
+
∫
∂M˜
(dBθ)x0((∇ue˜i)x0)ϕ20(θ)dθ
(3.1)
for i = 1, . . . , n.
We observe that pi verifies the implicit equation F (pi(ϕ), ϕ) = (0, . . . , 0)
(see Proposition 2.2.9). So, by Theorem 1.3.21, if (dxF )(x,ϕ0) is invertible at
all points x such that F (x, ϕ0) = (0, . . . , 0) we have that pi is of class C1.
Proposition 3.1.4. For all ϕ ∈ S∞ we have that (dxF )(x,ϕ0) is invertible
for (x, ϕ0) ∈ F−1(0, . . . , 0).
Proof. Let u ∈ TxM˜ . From F (x, ϕ0) = (0, . . . , 0) we have∫
∂M˜
(dBθ)x(e˜i(x))ϕ
2
0(θ)dθ = 0
for all i = 1, . . . , n. Hence by (3.1) and using the fact that {e˜1(x), . . . , e˜n(x)}
is a basis of TxM˜ we have[
(dxF )(x,ϕ0)(u)
]
i
=
∫
∂M˜
Hess(Bθ)x(u, e˜i(x))ϕ20(θ)dθ.
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From Corollary 1.2.13 we know that for all x ∈ M˜ and for all u, v ∈ TxM˜
Hess(Bθ)x(u, v) =
= 〈u, v〉 − (dBθ)x(u) · (dBθ)x(v) +
δK−1∑
k=1
(dBθ)x(Jku) · (dBθ)x(Jkv).
We denote by h the quadratic symmetric form field defined by
hx(u, v) =
∫
∂M˜
(dBθ)x(u) · (dBθ)x(v)ϕ20(θ)dθ.
The form is positive definite since (dBθ)x(u) 6= 0 for a.e. θ ∈ ∂M˜ . Let
Hx be the endomorphism of TxM˜ such that 〈Hx(u), v〉 = hx(u, v). Since
‖∇Bθ‖g0 = 1, i.e.
∑n
i=1
[
(dBθ)x(e˜i(x))
]2
= 1, we have
Traceg0(hx) =
∫
∂M˜
ϕ20(θ)dθ = 1.
Then, if µ1, . . . , µn are the eigenvalues of Hx, we have 0 < µi < 1 and∑n
i=1 µi = 1. Hence [
(dxF )(x,ϕ0)(e˜j)
]
i
=
=
∫
∂M˜
Hess(Bθ)x(e˜j , e˜i)ϕ20(θ)dθ =
=
∫
∂M˜
[
〈e˜j , e˜i〉x−(dBθ)x(e˜j)·(dBθ)x(e˜i)+
δK−1∑
k=1
(dBθ)x(Jke˜j)·(dBθ)x(Jke˜i)
]
ϕ20(θ)dθ =
= 〈e˜j , e˜i〉x − hx(e˜j , e˜i) +
δK−1∑
k=1
hx(Jke˜j , Jke˜i) =
= 〈e˜j , e˜i〉x + 〈−Hxe˜j , e˜i〉+
δK−1∑
k=1
〈HxJke˜j , Jke˜i〉 =
= 〈e˜j , e˜i〉x + 〈−Hxe˜j , e˜i〉 −
δK−1∑
k=1
〈JkHxJke˜j , e˜i〉 =
=
〈(
I −Hx −
δK−1∑
k=1
JkHxJk
)
(e˜j), e˜i
〉
x
.
Since J2k = −I we have that the endomorphisms JkHxJk are negative def-
inite, therefore the eigenvalues of the matrix I − Hx −
∑δK−1
k=1 JkHxJk are
strictly positive. Then this matrix is invertible and (dxF )(x,ϕ0) is invertible
as a map from TxM˜ to Rn.
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From Theorem 1.3.21 we can conclude that pi is of class C1 and we can
find an explicit formula for its differential. Let ϕ ∈ pi−1(x) and ψ ∈ TϕS∞,
then (dpi)ϕ(ψ) =
−2
(
I −Hx −
δK−1∑
k=1
JkHxJk
)−1[ n∑
i=1
(∫
∂M˜
(dBθ)x(e˜i) ·ψ(θ) ·ϕ(θ)dθ
)
e˜i(x)
]
.
(3.2)
In the next proposition we will summarize the properties of the map pi.
Proposition 3.1.5. The map pi is a surjective Γ-equivariant C1 map from
S∞ to M˜ . Moreover for all ϕ ∈ S∞+ the space (ker(dpi)ϕ)⊥ = Hϕ ⊂ TϕS∞
is generated by the functions
Eiϕ : θ → −ϕ(θ) · (dBθ)pi(ϕ)(e˜i), i = 1, . . . , n.
Furthermore for all ϕ ∈ S∞+ the map (dpi)ϕ is an isomorphism between Hϕ
and Tpi(ϕ)M˜ and there exists an L2-orthonormal basis {Eu1ϕ , . . . , Eunϕ } of Hϕ
such that
(dpi)ϕ(E
ui
ϕ ) = 2
(
I −Hx −
d−1∑
k=1
JkHxJk
)−1
◦H
1
2
x (e˜i), x = pi(ϕ).
This formula gives the expression of the differential of pi in terms of two
orthonormal bases, respectively on S∞ and on Tpi(ϕ)M˜ .
Proof. We have already shown that the map pi is of class C1. It is also sur-
jective because pi◦Φ0 = id for item (ii) of Remark 3.1.2. The Γ-equivariance
of pi is item (i) of Remark 3.1.2. Now we consider ϕ ∈ S∞+ . From the explicit
formula (3.2) a function ψ belongs to the kernel of (dpi)ϕ if and only if∫
∂M˜
ψ(θ) · (−dBθ)pi(ϕ)(e˜i) · ϕ(θ)dθ = 0
for i = 1, . . . , n. This shows that Hϕ is generated by the functions Eiϕ. The
functions Eiϕ are linearly independent. Indeed if∑
i
αi(−ϕ(θ)(dBθ)pi(ϕ)(e˜i)) = −ϕ(θ)
∑
i
αi(dBθ)pi(ϕ)(e˜i) = 0
then ∑
i
αi(dBθ)pi(ϕ)(e˜i) = 0
since ϕ > 0. Therefore 〈
(∇Bθ)pi(ϕ),
∑
i
αie˜i
〉
= 0
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for a.e. θ ∈ ∂M˜ . The continuity of ∇Bθ with respect to θ and Proposition
1.2.9 imply αi = 0 for all i. This prove that Hϕ has dimension n.
Hence (dpi)ϕ : Hϕ → Tpi(ϕ)M˜ is injective as follows from the definition of
Hϕ and then surjective.
From (3.2) we have, since {e˜1(x), . . . , e˜n(x)} is an orthonormal basis of
TxM˜ , (dpi)ϕ(Eiϕ) =
= 2
(
I−Hx−
δK−1∑
k=1
JkHxJk
)−1[ n∑
j=1
(∫
∂M˜
(dBθ)x(e˜j)·(dBθ)x(e˜i)·ϕ2(θ)dθ
)
e˜j(x)
]
=
= 2
(
I −Hx −
δK−1∑
k=1
JkHxJk
)−1 n∑
j=1
hx(e˜i(x), e˜j(x))e˜j(x) =
= 2
(
I −Hx −
δK−1∑
k=1
JkHxJk
)−1 n∑
j=1
〈
Hx(e˜i(x)), e˜j(x)
〉
e˜j(x) =
= 2
(
I −Hx −
δK−1∑
k=1
JkHxJk
)−1
◦Hx(e˜i(x)),
where x = pi(ϕ). Since hx is symmetric we have that Hx is g0-symmetric.
We consider H
1
2
x that is the square root of the operator Hx. It is again
g0-symmetric. We set
ui = H
− 1
2
pi(ϕ)(e˜i), i = 1, . . . , n
and
Euiϕ = −(dBθ)pi(ϕ)(ui) · ϕ(θ), i = 1, . . . , n.
Then
〈Euiϕ , Eujϕ 〉L2 = hpi(ϕ)(ui, uj) = 〈Hpi(ϕ)ui, uj〉 = 〈e˜i, e˜j〉 = δij .
With respect to this basis we have
(dpi)ϕ(E
ui
ϕ ) = 2
(
I −Hx −
δK−1∑
k=1
JkHxJk
)−1
◦H
1
2
x (e˜i(x)), x = pi(ϕ).
Using the map pi we can finally prove that Φ0 is an equivariant immersion
that is calibrated by a closed Γ-equivariant n-form on S∞.
Proposition 3.1.6. Let ν0 be the canonical volume form of (M˜, g0). Then
the form pi∗ν0 is a Γ-equivariant closed n-form on S∞ that calibrates the
equivariant immersion Φ0. Moreover
comass(pi∗ν0) =
(4n
h20
)n
2
.
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Proof. Since gΦ0 =
h20
4ng as proved in (2.6) then
Vol(Φ0) =
(h20
4n
)n
2 Vol(M, g0) =
ent(g0)
(4n)
n
2
.
We compute comass(pi∗ν0). Let ϕ ∈ S∞ and ψ1, . . . , ψn be orthonormal
vectors that belong to TϕS∞. Then∣∣(pi∗ν0)ϕ(ψ1, . . . , ψn)∣∣ = ∣∣(ν0)pi(ϕ)((dpi)ϕ(ψ1), . . . , (dpi)ϕ(ψn))∣∣.
If one of the ψi’s belongs to H⊥ϕ then
∣∣(pi∗ν0)ϕ(ψ1, . . . , ψn)∣∣ = 0. So, if we
fix ϕ, the quantity above attains its maximum in ψi = Euiϕ . Indeed, if we
denote by
q : L2(∂M˜)→ Hϕ
the projection on the subspace Hϕ, we have∣∣(pi∗ν0)ϕ(ψ1, . . . , ψn)∣∣ =
=
∣∣(pi∗ν0)ϕ(qψ1, . . . , qψn)∣∣ ≤
≤ ∣∣(pi∗ν0)ϕ(Eu1ϕ , . . . , Eunϕ )∣∣.
The last inequality is obvious if the vectors qψ1, . . . qψn are linearly depen-
dent. Otherwise it follows from this lemma.
Lemma 3.1.7. Let α be a n-form on S∞, ϕ ∈ S∞ and ξ1, . . . , ξn ∈ TϕS∞ be
linear independent vectors such that ‖ξj‖L2 ≤ 1. Let V = Span(ξ1, . . . , ξn).
Then ∣∣αϕ(ξ1, . . . , ξn)∣∣ ≤ α(ϕ, V ).
Proof. We recall that the number α(ϕ, V ) is calculated as
∣∣αϕ(ξ′1, . . . , ξ′n)∣∣,
where ξ′1, . . . , ξ′n is any orthonormal basis of V . So applying the Gram-
Schmidt method to ξ1, . . . , ξn we find an orthonormal basis ξ′1, . . . , ξ′n of V
such that
ξj = 〈ξ′1, ξj〉L2ξ′1 + . . .+ 〈ξj , ξ′j−1〉L2ξ′j−1 + ξ′j · ‖ξ′′j ‖L2 , (3.3)
where
ξ′′j = ξj − (〈ξ′1, ξj〉L2ξ′1 + . . .+ 〈ξj , ξ′j−1〉L2ξ′j−1)
and
‖ξ′′j ‖L2 ≤ ‖ξj‖L2 ≤ 1.
So ∣∣αϕ(ξ1, . . . , ξn)∣∣ = ∣∣det(Ξ)αϕ(ξ′1, . . . , ξ′n)∣∣,
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where Ξ is the matrix whose columns Ξj represent the coordinate of the
vectors ξj with respect to the basis ξ′1, . . . , ξ′n. From (3.3) we have that Ξ is
an upper triangular matrix with ‖ξ′′j ‖L2 on the diagonal. So
det(Ξ) =
n∏
j=1
‖ξ′′j ‖L2 ≤ 1
and this implies the thesis.
In this case∣∣(pi∗ν0)ϕ(Eu1ϕ , . . . , Eunϕ )∣∣ = 2n √det(Hx)
det
(
I −Hx −
∑δK−1
k=1 JkHxJk
) , (3.4)
with x = pi(ϕ), as it follows from (3.2). We use the following lemma that we
will prove later.
Lemma 3.1.8. If n ≥ 3 the quantity√
det(H)
det
(
I −H −∑δK−1k=1 JkHJk) ,
where H is a symmetric positive definite matrix with trace equal to 1, attains
its maximum for H = 1nI.
Using this lemma we have
∣∣(pi∗ν0)ϕ(Eu1ϕ , . . . , Eunϕ )∣∣ ≤ 2n( 1n)n2 ( nn+ δK − 2
)n
=
(
4n
(n+ δK − 2)2
)n
2
=
(4n
h20
)n
2
.
Then comass(pi∗ν0) ≤
(
4n
h20
)n
2 . The last number we have to compute is∫
M
Φ∗0(pi
∗ν0) =
∫
M
(pi ◦ Φ0)∗ν0 =
∫
M
ν0 = Vol(M, g0),
since pi ◦ Φ0 = id. Then
comass(pi∗ν0) ·Vol(Φ0) ≤ Vol(M, g0) =
∫
M
Φ∗0(pi
∗ν0).
The form pi∗ν0 is Γ-equivariant by item (i) of Remark 3.1.2 and by the Γ-
equivariance of ν0. Therefore, by Proposition 2.2.6 the inequality above is an
equality, so it is easy to check that pi∗ν0 calibrates the equivariant immersion
Φ0. This form is closed since ν0 is. As a consequence we have
comass(pi∗ν0) =
(4n
h20
)n
2
.
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We can compute the spherical volume of a locally symmetric manifold.
Theorem 3.1.9. The spherical volume of a compact, oriented, locally sym-
metric manifold with strictly negative curvature (M, g0), dim(M) ≥ 3, is(h20
4n
)n
2 Vol(M, g0) =
ent(g0)
(4n)
n
2
.
Proof. It is an immediate consequence of the above proposition and Theorem
2.2.8.
Using the computation of the spherical volume we can prove that the
entropy of a locally symmetric metric with negative curvature is lower than
the entropy of any other Riemannian metric on M .
Theorem 3.1.10. Let M be a compact oriented n-manifold, n ≥ 3, that
supports a locally symmetric metric g0 with negative sectional curvature. For
any other metric g on M we have
ent(g) ≥ ent(g0).
Proof. It is a consequence of the theorem above and item (ii) of Proposition
2.1.15.
The last two theorems hold also for 2-dimensional manifolds. A proof
can be found in [Ka] and in [BCG1].
To conclude this section we have to prove Lemma 3.1.8.
Lemma 3.1.8. If n ≥ 3 the quantity√
det(H)
det
(
I −H −∑δK−1k=1 JkHJk) ,
where H is a symmetric positive definite matrix with trace equal to 1, attains
its maximum for H = 1nI.
In particular we will show that if H is a symmetric positive definite
matrix with trace equal to 1 then
det(H)(
det
(
I −H −∑δK−1k=1 JkHJk))2 ≤
(
n
(n+ δK − 2)2
)n
=
( n
h20
)n
.
The proof is based on a series of technical lemmas.
Lemma 3.1.11. The function det restricted to symmetric definite positive
matrices is log-concave, i.e.
det(tA+ (1− t)B) ≥ (det(A))t · (det(B))1−t
for all A,B symmetric definite positive matrices and for all 0 < t < 1.
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Proof. By the Spectral Theorem we can find an A-orthonormal basis of eigen-
vectors for B. Let P be the matrix of change of basis from this basis to the
canonical basis of Rn, then
A = tPP, B = tPDP,
where D =diag(µ1, . . . , µn), µi > 0. Then
det(tA+ (1− t)B) = (det(P ))2
n∏
i=1
(t+ (1− t)µi)
and
det(A) = (det(P ))2, det(B) = (det(P ))2
n∏
i=1
µi.
The thesis is equivalent to
n∏
i=1
µ1−ti ≤
n∏
i=1
(t+ (1− t)µi).
This last inequality is true because µ1−ti ≤ t+ (1− t)µi for all i = 1, . . . , n.
Indeed an elementary analysis of the function f(x) = bx+ (1− b)−xb shows
that f(x) ≥ 0 if x ≥ 0 and 0 ≤ b ≤ 1. In our case we consider x = µi and
b = 1− t.
An immediate consequence of this lemma is the following corollary.
Corollary 3.1.12. Let A1, . . . , Ar be symmetric positive definite matrices
and t1, . . . , tr be such that 0 < ti < 1 and t1 + . . .+ tr = 1. Then
det(t1A1 + . . .+ trAr) ≥ (det(A1))t1 · . . . · (det(An))tn
The following lemma goes in the direction of the thesis that we want to
prove.
Lemma 3.1.13. Let H be as above. Then the following inequality holds:
det(H)(
det
(
I −H −∑δK−1k=1 JkHJk))2 ≤
(n− 1)
2n(n−1)
n+δK−2
(n+ δK − 2)2n ·
(detH)
n−δK
n+δK−2
det(I −H)
2(n−1)
n+δK−2
.
Proof. We have (
I −H −
δK−1∑
k=1
JkHJk
)
=
= (n+ δK − 2)
[
n− 1
n+ δK − 2
(
I −H
n− 1
)
+
1
n+ δK − 2
δK−1∑
k=1
(−JkHJk)
]
.
Using Corollary 3.1.12 with A1 = I−Hn−1 , Ak+1 = −JkHJk for k = 1, . . . , δK−
1, t1 = n−1n+δK−2 and tk+1 =
1
n+δK−2 we have the thesis.
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The previous lemma makes it natural to study the functionH 7→ det(H)[det(I−H)]α .
Lemma 3.1.14. Consider the function
Fα : H 7→ det(H)
[det(I −H)]α
defined on the set of symmetric matrices with eigenvalues belonging to ]0, 1[
and trace equal to 1. If n ≥ 3 then for 1 < α ≤ n− 1 we have
Fα(H) ≤ Fα
( 1
n
I
)
.
Proof. Let µ1, . . . , µn be the eigenvalues of a symmetric matrix H as above,
i.e. 0 < µi < 1 and
∑
i µi = 1.
We define
Gα(µ1, . . . , µn) =
n∑
i=1
[α log(1− µi)− log(µi)]
and
S(α) = Gα(µ1, . . . , µn)−Gα
( 1
n
, . . . ,
1
n
)
.
If we fix µ1, . . . , µn then we have
dS
dα
=
n∑
i=1
log(1− µi)− n log
(
1− 1
n
)
≤ 0
because the maximum of the quantity
∑n
i=1 log(1−µi) with 0 < µi < 1 and∑n
i=1 µi = 1 is attained at the point (
1
n , . . . ,
1
n).
We have
detH =
∏
i
µi, [det(I −H)]α =
∏
i
(1− µi)α.
Then, taking the logarithm, we have that
Fα(H) ≤ Fα
( 1
n
I
)
if and only if
Gα(µ1, . . . , µn) ≥ Gα
(
1
n
, . . . ,
1
n
)
.
The condition on dSdα shows that, if S(n− 1) ≥ 0 then S(α) ≥ 0 for all α, so
it is enough to prove Gn−1(µ1, . . . , µn) ≥ Gn−1
(
1
n , . . . ,
1
n
)
for all admissible
µ1, . . . , µn.
We will use Lagrange’s method. So we consider the function
G(µ1, . . . , µn, λ) =
n∑
i=1
[(n− 1) log(1− µi)− log(µi)]− λ
( n∑
i=1
µi − 1
)
.
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An inner critical point (µ01, . . . , µ0n) of Gn−1 is a critical point of G, i.e.
g′n−1(µ
0
i ) = −
n− 1
1− µ0i
− 1
µ0i
= λ for all i = 1, . . . , n,
n∑
i=1
µ0i = 1,
where gn−1(x) = (n− 1) log(1− x)− log(x). This implies
g′n−1(µ
0
1) = . . . = g
′
n−1(µ
0
n).
Moreover, if (µ01, . . . , µ0n) is a minimum of Gn−1 on
∑n
i=1 µi = 1, then
DµG =

∂2
∂µ1∂µ1
G · · · ∂2∂µ1∂µnG
...
...
∂2
∂µn∂µ1
G · · · ∂2∂µn∂µnG
 = diag(g′′n−1(µ1), . . . , g′′n−1(µn))
evaluated at (µ01, . . . , µ0n) is positive semidefinite. So, from Sylvester crite-
rion,
g′′n−1(µ
0
i ) ≥ 0, i = 1 . . . , n.
From a study of the function g′n−1(x) =
x(n−2)+1
x(x−1) we conclude that the
equation
g′n−1(x) = λ
has at most two solutions and at most one of these solutions satisfies g′′n−1(x) ≥
0. So, if (µ01, . . . , µ0n) is an inner minimum of Gn−1 on
∑n
i=1 µi = 1, then
µ01 = . . . = µ
0
n.
This implies (µ01, . . . , µ0n) = (
1
n , . . . ,
1
n). This is the only possible inner mini-
mum.
We study the behavior of the function Gn−1 near the boundary. Let
b = (b1, . . . , bn) be a point of the boundary of ]0, 1[n∩{
∑
µi = 1}. There are
two cases.
Case 1. bi = 0 for i ∈ I and 0 < bj < 1 for j /∈ I. In this case clearly if
(µ1, . . . , µn)→ b then Gn−1(µ1, . . . , µn) tends to +∞.
Case 2. One of the bi is 1, for example bn. Then bi = 0 for i = 1, . . . , n− 1.
Let (µk1, . . . , µkn) be a sequence of points tending to b, then it can be
written as (µk1, . . . , µkn−1, 1 − (µk1 + . . . + µkn−1)) with µki → 0 for i =
1, . . . , n− 1. We have:
Gn−1(µk1, . . . , µ
k
n) = (n− 1)
n−1∑
i=1
log(1− µki )−
n−1∑
i=1
log(µki )+
+ (n− 1) log(µk1 + . . .+ µkn−1)− log(1− (µk1 + . . .+ µkn−1)).
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For the convexity of the function − log we have
− 1
n− 1
n−1∑
i=1
log(µki ) ≥ − log
( 1
n− 1
n−1∑
i=1
µki
)
= log(n−1)−log
( n−1∑
i=1
µki
)
.
Hence
Gn−1(µk1, . . . , µ
k
n) ≥ (n−1)
n−1∑
i=1
log(1−µki )−log
(
1−
n−1∑
i=1
µki
)
+(n−1) log(n−1).
Therefore we have
lim inf
(µk1 ,...,µ
k
n)→b
Gn−1(µk1, . . . , µ
k
n) ≥ (n− 1) log(n− 1).
This claim follows from the inequality
(n− 1) log(n− 1) > Gn−1
(
1
n
, . . . ,
1
n
)
.
Indeed for the strict concavity of the function log we have
Gn−1
(
1
n
, . . . ,
1
n
)
= n(n− 1) log
(n− 1
n
)
+ n log(n) =
= (n−1) log(n−1)+(n−1)2
[
1
(n− 1)2 log(n−1)+
(
1− 1
(n− 1)2
)
log
(n− 1
n
)]
<
< (n− 1) log(n− 1) + (n− 1)2 log(1) = (n− 1) log(n− 1).
This implies that Gn−1 has a minimum and that minimum is
(
1
n , . . . ,
1
n
)
.
Indeed if we set c = Gn−1
(
1
n , . . . ,
1
n
)
, then the set
{
Gn−1 ≤ c
} ∩{ n∑
i=1
µi = 1
}
is closed and bounded, hence compact. So Gn−1 attains its minimum on this
set. From the consideration above necessarily this minimum is
(
1
n , . . . ,
1
n
)
.
We are able now to prove Lemma 3.1.8.
Proof of Lemma 3.1.8. From Lemma 3.1.13 we have
det(H)
(det(I −H −∑δK−1k=1 JkHJk))2 ≤
(n− 1)
2n(n−1)
n+δK−2
(n+ δK − 2)2n ·
(detH)
n−δK
n+δK−2
det(I −H)
2(n−1)
n+δK−2
.
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Hence
det(H)
(det(I −H −∑δK−1k=1 JkHJk))2 ≤
(n− 1)
2n(n−1)
n+δK−2
(n+ δK − 2)2n · [Fα(H)]
n−δK
n+δK−2 ,
with α = 2(n−1)n−δK . If 1 < α ≤ n− 1 we can conclude that
det(H)
(det(I −H −∑δK−1k=1 JkHJk))2 ≤
(n− 1)
2n(n−1)
n+δK−2
(n+ δK − 2)2n ·
[
Fα
( 1
n
I
)] n−δK
n+δK−2
and, after some computations we obtain exactly the thesis.
The condition 1 < α ≤ n − 1 is equivalent to n ≥ δK + 2. We have the
following cases, considering that δK = 1, 2, 4, 8. We recall that n is a multiple
of δK.
(i) If δK = 1 then n ≥ 3.
(ii) If δK = 2 because of (i) the space has to be a hyperbolic complex space
of complex dimension at least 2, so n ≥ 4 = δK + 2.
(iii) If δK = 4 or δK = 8 the condition is n ≥ 2d.
The only case not considered in this list is δK = 4, 8 and n = δK. But in this
case we know that M˜ is isometric to the real hyperbolic space with constant
curvature equal to −4 and this case is treated in (i). So every case respects
the condition on α and this proves the lemma.
To end this section we will prove a lemma that will be useful for the
study of the equality case.
Lemma 3.1.15. There exists a constant A > 0 such that, if n ≥ 3,
(detH)
1
2
det(I −H −∑δK−1k=1 JkHJk) ≤
(
n
h20
)n
2
(
1−A
n∑
i=1
(
µi − 1
n
)2)
for every definite positive symmetric matrix H with trace 1. Here µi are the
eigenvalues of H.
Proof. The function
F ′α(µ1, . . . , µn) = log(Fα(H)) = log
( n∏
i=1
µi
(1− µi)α
)
is strictly concave on a neighbourood (]0, a[)n of ( 1n , . . . ,
1
n). So we can find
a constant B > 0 such that
F ′α(µ1, . . . , µn) ≤ F ′α
(
1
n
, . . . ,
1
n
)
−B
n∑
i=1
(
µi − 1
n
)2
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for (µ1, . . . , µn) ∈ (]0, a[)n∩
{∑n
i=1 µi = 1
}
. We have proven in the previous
lemmas that the function F ′α is strictly smaller than F ′α(
1
n , . . . ,
1
n). Moreover
also the limits of F ′α to the boundary are strictly smaller than F ′α(
1
n , . . . ,
1
n).
So, up to decreasing B, the inequality above holds on the set (]0, 1[)n ∩{∑n
i=1 µi = 1
}
. From Lemma 3.1.13 we have
(detH)
1
2
det(I −H −∑δK−1k=1 JkHJk) ≤
(n− 1)n(n−1)n+d−2
(n+ d− 2)n e
n−d
2(n+d−2)F
′
α(µ1,...,µn),
where in F ′α we have α =
2(n−1)
n−d for n > d. Hence
(detH)
1
2
det(I −H −∑δK−1k=1 JkHJk) ≤
(
n
h20
)n
2
e−B
∑n
i=1
(
µi− 1n
)2
.
Finally the convexity of the function x 7→ e−x implies
e−x ≤ 1−
(
1− e−T
T
)
x
for all x ∈ [0, T ] where T > 0. From this fact we have the thesis since the
quantity
B
n∑
i=1
(
µi − 1
n
)2
is bounded. The case n = d is treated as in the proof of Lemma 3.1.8.
3.2 The Case of the Equality
In this section we will study the case of the equality of Theorem 3.1.10. In
particular we will prove the following theorem.
Theorem 3.2.1. Let M be a compact oriented Riemannian n-manifold, n ≥
3, that supports a locally symmetric metric g0 with negative curvature. Let
g be another Riemannian metric on M such that
Vol(M, g) = Vol(M, g0), h(g) = h(g0) = h0.
Then g is isometric to g0.
From this theorem we have that, if ent(g) = ent(g0), then, up to ho-
moteties, g is isometric to g0. The proof of the result above will follow this
scheme. We fix a Riemannian metric g on M such that
Vol(g) = Vol(g0), h(g) = h0.
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We consider the equivariant immersions Φc : M˜ → S∞ associated to the
metric g defined in Proposition 2.1.7. We define the family of functions
Fc : M˜ → M˜
Fc(x) = (pi ◦ Φc)(x) = bar(Φ2c(x, θ)dθ), c > h(g) = h0.
First of all we will prove that there exists a subsequence Fck of the family
{Fc}c>h(g) that converges uniformly to a continuous map F . The proof of
this fact is based on Proposition 3.1.5, on (2.4) and on (2.7). We will prove
that the map F defined above is an isometry between g and g0. The first step
in this direction is to prove that F is 1-Lipschitz using again the properties
of the maps pi and Φc’s. Finally we will prove that since F is a 1-Lipschitz
map of degree 1 and since
Vol(M, g) = Vol(M, g0)
then we have that F is an isometry. The proof of this fact is based on the
degree theory of a Lipschitz map between Riemannian manifolds. We will
recall the basic facts of this theory that we will use in the proof.
Step 1. Search of a Convergent Sequence.
We remark some basic properties of the map Fc introduced above that follow
from the definition.
Remark 3.2.2. For all c > h(g) = h0 the map Fc is of class C1 and it is
Γ-equivariant, so it can be considered as a C1 map on M .
Proof. Since Fc = pi ◦ Φc we have that it is of class C1. Moreover for every
x ∈ M˜ and for every γ ∈ Γ we have
Fc(γx) = pi(Φc(γx, θ)) = pi(γ¯(Φc(x, θ))) = γ(pi(Φc(x, θ))) = γ(Fc(x)),
where we have used Remark 3.1.2 and the equivariance of Φc.
For every x ∈ M˜ we define the quadratic form hcx on TFc(x)M˜ as
hcx(u, v) =
∫
∂M˜
(dBθ)Fc(x)(u)(dBθ)Fc(x)(v)Φ
2
c(x, θ)dθ.
The form hcx is exactly the form hFc(x) of Proposition 3.1.4 associated to
ϕ(·) = Φc(x, ·). Then it is positive definite and with trace equal to 1. We
order its eigenvalues as follows
0 < µc1(x) ≤ . . . ≤ µcn(x) < 1.
The maps µci : M˜ →]0, 1[ are Γ-equivariant and so they descend toM . Indeed
if we consider a g0-orthonormal basis {u1, . . . , un} of TFc(x)M˜ of eigenvectors
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of hcx, i.e. such that hcx(ui, ui) = µci (x), then {(dγ)Fc(x)u1, . . . , (dγ)Fc(x)un}
is a g0-orthonormal basis of TγFc(x)M˜ . Moreover for every i, j = 1, . . . , n we
have
hcγx((dγ)Fc(x)ui, (dγ)Fc(x)uj) =
=
∫
∂M˜
〈
(∇Bθ)Fc(γx), (dγ)Fc(x)ui
〉〈
(∇Bθ)Fc(γx), (dγ)Fc(x)uj
〉
(Φc)
2(γx, θ)dθ =
=
∫
∂M˜
〈
(∇Bθ)γ(Fc(x)), (dγ)Fc(x)ui
〉〈
(∇Bθ)γ(Fc(x)), (dγ)Fc(x)uj
〉
(Φc)
2(γx, θ)dθ =
=
∫
∂M˜
〈
(∇Bγˆθ)γ(Fc(x)), (dγ)Fc(x)ui
〉〈
(∇Bγˆθ)γ(Fc(x)), (dγ)Fc(x)uj
〉
Φ2c(x, θ)dθ =
=
∫
∂M˜
〈
(dγ)Fc(x)(∇Bθ)Fc(x), (dγ)Fc(x)ui
〉〈
(dγ)Fc(x)(∇Bθ)Fc(x), (dγ)Fc(x)uj
〉
Φ2c(x, θ)dθ =
=
∫
∂M˜
〈
(∇Bθ)Fc(x), ui
〉〈
(∇Bθ)Fc(x), uj
〉
Φ2c(x, θ)dθ =
= hcx(ui, uj).
We have used the Γ-equivariance of g0, Fc and Φc. So the form hcγx is repre-
sented by a diagonal matrix with respect to the basis {(dγ)Fc(x)u1, . . . , (dγ)Fc(x)un},
i.e. this basis is composed by eigenvectors of the form hcγx. Then
µci (γx) = h
c
γx((dγ)Fc(x)ui, (dγ)Fc(x)ui) = h
c
x(ui, ui) = µ
c
i (x).
We denote by Hcx the endomorphism of TFc(x)M˜ associated to h
c
x, i.e.
hcx(u, v) = 〈Hcx(u), v〉
for all u, v ∈ TFc(x)M˜ . As observed above we have Hcx = HFc(x) where HFc(x)
is the endomorphism associated to hFc(x) as in Proposition 3.1.4.
We begin our research of a convergent subsequence Fck considering the
Jacobian of the C1 maps Fc : (M˜, g) → (M˜, g0) (see Definition 2.1.3). By
Remark 2.1.5 we have
Jac(Fc)(x) = (ν0)F (x)((dFc)x(e1), . . . , (dFc)x(en)),
where {e1, . . . , en} is a g-orthonormal basis of TxM˜ . In the following two
lemmas we prove that these jacobians converge for a.e. x ∈M .
Lemma 3.2.3. Let Fc be the functions defined above considered as maps
from (M˜, g) to (M˜, g0). Then∣∣Jac(Fc)∣∣ ≤ 1 + ε(c)
where ε(c)→ 0 uniformly with respect to x if c→ h(g) = h0.
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Proof. Let {e1, . . . , en} be a g-orthonormal basis of TxM˜ . We have∣∣Jac(Fc)(x)∣∣ =
=
∣∣ν0((dFc)x(e1), . . . , (dFc)x(en))∣∣ =
=
∣∣pi∗ν0((dΦc)x(e1), . . . , (dΦc)x(en))∣∣ ≤
≤ comass(pi∗ν0)
√
|(det)g(gΦc)(x)| ≤
≤
(
4n
h20
)n
2
(
1
n
traceg(gΦc)(x)
)n
2
≤
≤
(
4n
h20
)n
2
(
c2
4n
)n
2
=
(
c
h0
)n
,
and this implies the thesis. The first inequality follows from Remark 2.2.2,
the second and the third ones from the proof of item (ii) of Proposition 2.1.15
and the computation of comass(pi∗ν0) follows from Proposition 3.1.6.
Lemma 3.2.4. There exists a subsequence ck → h0 such that
∣∣Jac(Fck)(x)∣∣→
1 a.e. in M and hence in M˜ .
Proof. In the proof of Proposition 2.2.7 we have seen that any two equivariant
immersions are homotopic, hence Fc = pi ◦ Φc is homotopic to pi ◦ Φ0 = id
by Remark 3.1.2. Moreover, from Remark 2.1.5 we have
F ∗c (ν0) = Jac(Fc)νg,
so
Vol(M, g0) =
∫
M
ν0 =
∫
M
F ∗c (ν0) ≤
∫
M
∣∣Jac(Fc)∣∣dνg.
We set fc =
∣∣Jac(Fc)∣∣− 1 and f±c = sup(0,±fc). From the previous lemma
we have that f+c ≤ ε(c). Hence
Vol(M, g0) ≤
∫
M
∣∣Jac(Fc)∣∣dνg = ∫
M
(1 + fc)dνg = Vol(M, g) +
∫
M
fcdνg ≤
≤ Vol(M, g)(1 + ε(c))−
∫
M
f−c dνg.
From the previous lemma and since Vol(M, g) =Vol(M, g0) we have that f−c
tends to 0 in L1(M,dνg) when c tends to h(g) = h0. Hence there exists a
subsequence ck such that f−ck tends to 0 a.e. in M . For this subsequence we
have the thesis since f+c tends to 0 uniformly with respect to x when c tends
to h(g) = h0.
The next step to find the convergent subsequence is to prove that the
eigenvalues of the forms hcx converge to
1
n for a.e. x ∈M .
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Lemma 3.2.5. For all j = 1, . . . , n the functions µckj (x) tend to
1
n for a.e.
x ∈M .
Proof. Let {e1, . . . , en} be a g-orthonormal basis of TxM˜ . Let EuiΦc(x,·) be the
L2-orthonormal basis of HΦc(x,·) defined in Proposition 3.1.5. We first prove
the inequalities ∣∣pi∗ν0((dΦc)x(e1), . . . , (dΦc)x(en))∣∣ ≤
≤ ∣∣pi∗ν0(Eu1Φc(x,·), . . . , EunΦc(x,·))∣∣ ·√∣∣(det)g(gΦc)(x)∣∣ ≤
≤ 2
n
√
detHcx
det(I −Hcx −
∑δK−1
k=1 JkH
c
xJk)
(
c2
4n
)n
2
.
If the vectors (dΦc)x(e1), . . . , (dΦc)x(en) are linearly dependent there is noth-
ing to prove. Otherwise we consider an orthonormal basis ψ1, . . . , ψn of
(dΦc)x(TxM˜). We have, as observed in the proof of Remark 2.2.2,∣∣pi∗ν0((dΦc)x(e1), . . . , (dΦc)x(en))∣∣ = ∣∣pi∗ν0(ψ1, . . . , ψn)∣∣ ·√∣∣(det)g(gΦc)(x)∣∣.
From the proof of Proposition 2.1.15 we have√∣∣(det)g(gΦc)(x)∣∣ ≤ ( c24n
)n
2
,
so ∣∣pi∗ν0((dΦc)x(e1), . . . , (dΦc)x(en))∣∣ ≤ ∣∣pi∗ν0(ψ1, . . . , ψn)∣∣ · ( c2
4n
)n
2
.
We denote again by
q : TΦc(x,·)S
∞ → HΦc(x,·)
the projection on the subspace HΦc(x,·). We have∣∣pi∗ν0(ψ1, . . . , ψn)∣∣ = ∣∣pi∗ν0(qψ1, . . . , qψn)∣∣.
If qψ1, . . . , qψn are linearly dependent there is nothing to prove. Otherwise,
from Lemma 3.1.7, since ‖qψj‖L2 ≤ ‖ψj‖L2 = 1, we have∣∣pi∗ν0(qψ1, . . . , qψn)∣∣ ≤ ∣∣pi∗ν0(Eu1Φc(x,·), . . . , EunΦc(x,·))∣∣.
Hence, from (3.4), we have the claim considering that HFc(x) = H
c
x.
For a.e. x ∈ M˜ we have that Jac(Fck)(x) tends to 1 when ck tends to
h(g) = h0. From Lemma 3.1.15 for the points where there is convergence we
have∣∣pi∗ν0((dΦck)x(e1), . . . , (dΦck)x(en))∣∣ ≤ ( ckh0
)n(
1−A
n∑
j=1
(
µckj (x)−
1
n
)2)
.
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So
n∑
j=1
(
µckj (x)−
1
n
)2
≤ 1
A
(
1−
(
h0
ck
)n∣∣Jac(Fck)(x)∣∣).
We can conclude that if ck → h(g) = h0 then
n∑
j=1
(
µckj (x)−
1
n
)2
→ 0
for a.e. x ∈ M˜ . So µckj (x) → 1n for a.e. x ∈ M˜ when ck tends to h(g) =
h0.
In the following remark we recall some properties of the norm of a sym-
metric matrix. We will use it to prove that the convergence of the eigenvalues
µci to
1
n implies the convergence of the operator H
c
x to
1
nI.
Remark 3.2.6. Let
(
V, ‖ · ‖V
)
be a Hilbert space, dim(V ) = n. Let A be a
symmetric endomorphism of V and let µ1, . . . , µn be its eigenvalues. Then
(i)
∥∥A∥∥
V,V
= max{|µn|};
(ii) If A is positive definite then
∥∥A 12∥∥
V,V
=
∥∥A∥∥ 12
V,V
.
Proof. (i) Let {v1, . . . , vn} be a V -orthonormal basis such that Avi = µivi.
Then for all u ∈ V , ‖u‖V = 1, we have u =
∑
i aivi with
∑
a2i = 1. So
Au =
∑
i
aiµivi,
∥∥Au∥∥
V
=
√∑
i
a2iµ
2
i ≤ max{|µn|}.
On the other hand, if the maximum is attained by µi, then∥∥Avi∥∥V = |µi|.
(ii) It follows from (i).
Remark 3.2.7. In the points x ∈ M˜ where µckj (x)→ 1n when ck → h(g) =
h0 we have
Hckx →
1
n
I
as linear endomorphisms of TFck (x)M˜ .
Proof. We fix a point x ∈ M˜ as in the hypothesis. We fix ε > 0 and we can
find k0 such that for all k ≥ k0 we have
∣∣µckj (x)− 1n ∣∣ < ε. We have to show
that ∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
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tends to 0 when ck tends to h0. From the previous remark, for k ≥ k0, we
have ∥∥∥∥Hckx − 1nI
∥∥∥∥
g0,g0
= max
{∣∣∣µckj (x)− 1n ∣∣∣} < ε.
Moreover the norms ‖·‖g and ‖·‖g0 are equivalent, so there exists a constant
Cx > 0 such that
‖ · ‖g0 ≤ Cx · ‖ · ‖g.
Hence ∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
= sup
‖u‖g=1
∥∥∥∥Hckx u− 1nu
∥∥∥∥
g0
≤
≤ sup
‖u‖g=1
∥∥∥∥Hckx − 1nI
∥∥∥∥
g0,g0
· ‖u‖g0 ≤ Cx ·
∥∥∥∥Hckx − 1nI
∥∥∥∥
g0,g0
< Cxε.
This implies the thesis.
The next step is to prove that the functions µci converge uniformly to
1
n
on M . In order to prove it we need two technical lemmas that follow from
the properties of the maps pi and Φc’s.
Lemma 3.2.8. Let x, y be two points of M such that µckn ≤ 1− 1n for all the
points of a minimizing g-geodesic η joining x to y. Then there exists K1 > 0
such that, for k big enough,
d0(Fck(x), Fck(y)) ≤ K1dg(x, y).
Proof. We consider the curve Fck ◦ η joining Fck(x) to Fck(y). Then
d0(Fck(x), Fck(y)) ≤ `g0(Fck ◦ η),
where for a curve α : I →M we denote by `g0(α) its g0-length. We want to
estimate this quantity. We have
Fck ◦ η = pi ◦ Φck ◦ η,
so ∥∥(Fck ◦ η)′(t)∥∥g0 = ∥∥(dpi)Φck (η(t)) ◦ (dΦck)η(t)(η˙(t))∥∥g0 ≤
≤ ∥∥(dpi)Φck (η(t))∥∥L2,g0∥∥(dΦck)η(t)(η˙(t))∥∥L2 .
Since ‖η˙(t)‖g = 1, from (2.4), we have∥∥(dΦck)η(t)(η˙(t))∥∥L2 ≤ ck2 .
To estimate∥∥(dpi)Φck (η(t))∥∥L2,g0 = sup‖ψ‖L2=1, ψ∈TΦck (η(t))S∞
∥∥(dpi)Φck (η(t))(ψ)∥∥g0
we use the following remark.
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Remark 3.2.9. We have
∥∥(dpi)Φck (x)∥∥L2,g0 =
∥∥∥∥2(I −Hckx − δK∑
j=1
JkH
ck
x Jk
)−1
◦ (Hckx ) 12∥∥∥∥
g0,g0
≤
≤
2
∥∥Hckx ∥∥ 12g0,g0∥∥(I −Hckx −∑δKj=1 JkHckx Jk)∥∥g0,g0 .
Proof. We call A = 2
(
I − Hckx −
∑δK−1
j=1 JkH
ck
x Jk
)−1
◦ (Hckx ) 12 the g0-
symmetric endomorphism of Tpi(Φck (x))M˜ . We consider the L
2-orthonormal
basis {EuiΦck (x), i = 1, . . . , n} of HΦck (x) of Proposition 3.1.5. We know that
(dpi)Φck (x)(E
ui
Φck (x)
) = Ae˜i
where e˜i is a g0-orthonormal basis of Tpi(Φck (x))M˜ . So for any ψ ∈ HΦck (x),
‖ψ‖L2 = 1, we have ψ =
∑
i aiE
ui
Φck (x)
,
∑
i a
2
i = 1. Hence
(dpi)Φck (x)(ψ) = A
(∑
i
aie˜i
)
and
∥∥∑
i aie˜i
∥∥
g0
= 1. Since (dpi)Φck (x) is an isomorphism between HΦck (x)
and Tpi(Φck (x))M˜ we have
sup
‖ψ‖L2=1, ψ∈TΦck (x)S
∞
∥∥(dpi)Φck (x)(ψ)∥∥g0 = sup‖u‖g0=1
∥∥Au∥∥
g0
= ‖A‖g0,g0 .
The inequality in the thesis follows from the well known properties of the
operator norm and from item (ii) of Remark 3.2.6.
In our case
∑δK−1
k=1 JkH
ck
η(t)Jk is negative definite, so 1 − µckn (η(t)) is less
than any eigenvalue of I −Hckη(t) −
∑δK−1
k=1 JkH
ck
η(t)Jk. Hence
∥∥(dpi)Φck (η(t))∥∥L2,g0 ≤ 2
√
µckn (η(t))
1− µckn (η(t)) ≤ 2n,
where the last inequality follows from the hypothesis on µckn . Then
`g0(Fck ◦ η) ≤ 2n
ck
2
dg(x, y) ≤ 2n · h0 · dg(x, y) = K1dg(x, y)
for k big enough. This concludes the proof of Lemma 3.2.8.
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Lemma 3.2.10. Let x, y be two points of M and denote by [Fck(y), Fck(x)]
the minimizing g0-geodesic path joining Fck(y) to Fck(x). Let Py,x be the
parallel transport along [Fck(y), Fck(x)]. Then there exists K2 > 0 such that,
if k is big enough,∥∥hckx ◦ Py,x − hcky ∥∥g0 ≤ K2(dg(x, y) + d0(Fck(x), Fck(y))).
Here hckx ◦ Py,x is the positive definite symmetric bilinear form on TFck (y)M˜
defined by (hckx ◦ Py,x)(u, v) = hckx (Py,x(u), Py,x(v)).
Proof. We have to estimate the quantity
sup
‖u‖g0=‖v‖g0=1
∣∣(hckx ◦ Py,x)(u, v)− hcky (u, v)∣∣.
First of all we have the following result.
Remark 3.2.11. Let (V, ‖ · ‖) be a Hilbert space, dim(V ) = n. Let T : V ×
V → R be a symmetric bilinear form. Then
sup
‖u‖=‖v‖=1
∣∣T (u, v)∣∣ = sup
‖u‖=1
∣∣T (u, u)∣∣.
Proof. By the Spectral Theorem we can consider an orthonormal basis {v1, . . . , vn}
of V such that the matrix that represent T with respect to this basis is di-
agonal, i.e.
T (vi, vi) = µi, T (vi, vj) = 0.
Let u, v be two vectors that belong to V such that ‖u‖ = ‖v‖ = 1. Then
u =
n∑
i=1
aivi, v =
n∑
i=1
bivi
with
∑n
i=1 a
2
i =
∑n
i=1 b
2
i = 1. Then
∣∣T (u, v)∣∣ = ∣∣∣∣ n∑
i=1
aibiT (vi, vi)
∣∣∣∣ =
=
∣∣∣∣ n∑
i=1
aibiµi
∣∣∣∣ ≤ ∣∣∣∣ n∑
i=1
1
2
(a2i + b
2
i )µi
∣∣∣∣ ≤ maxj {|µj |}.
Hence we have
sup
‖u‖=‖v‖=1
∣∣T (u, v)∣∣ ≤ max
j
{|µj |} ≤ sup
‖u‖=1
∣∣T (u, u)∣∣.
This proves the remark since the other inequality is obvious.
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Hence it is enough to estimate
sup
‖u‖g0=1
∣∣(hckx ◦ Py,x)(u, u)− hcky (u, u)∣∣.
So we fix u ∈ TFck (y)M˜ and we call β(t) the g0-geodesic path [Fck(x), Fck(y)].
Let U(t) be the unique parallel vector field along β(t) such that U(0) = u.
We set ` = d0(Fck(x), Fck(y)) and we consider the map ξ : [0, `]→ R
t 7→ (dBθ)Fck (β(t))(U(t)).
We have ∣∣ξ(`)− ξ(0)∣∣ ≤ ‖ξ‖C1 · `.
Using the same computation made in the uniqueness part of Proposition 2.2.9,
since U(t) is parallel along β, we have
ξ˙(t) = Hess(Bθ)β(t)(β˙(t), U(t)).
Since U(t) and β˙(t) are unit vectors, from Corollary 1.2.13 we have∣∣ξ˙(t)∣∣ ≤ δK + 1,
so∣∣(dBθ)Fck (x)(Py,x(u))− (dBθ)Fck (y)(u)∣∣ ≤ (δK+1) ·d0(Fck(x), Fck(y)). (3.5)
Hence we have ∣∣(hckx ◦ Py,x)(u, u)− hcky (u, u)∣∣ =
=
∣∣∣∣ ∫
∂M˜
[
(dBθ)Fck (x)(Py,x(u))
]2
Φ2ck(x, θ)dθ−
∫
∂M˜
[
(dBθ)Fck (y)(u)
]2
Φ2ck(y, θ)dθ
∣∣∣∣ ≤
≤
∣∣∣∣ ∫
∂M˜
[
(dBθ)Fck (x)(Py,x(u))
]2(
Φ2ck(x, θ)− Φ2ck(y, θ)
)
dθ
∣∣∣∣+
+
∣∣∣∣ ∫
∂M˜
[[
(dBθ)Fck (x)(Py,x(u))
]2 − [(dBθ)Fck (y)(u)]2
]
Φ2ck(y, θ)dθ
∣∣∣∣ ≤
≤ ck · dg(x, y) + 2(δK + 1) · d0(Fck(x), Fck(y)).
The last inequality follows from (3.5) and from the estimates∣∣(dBθ)Fck (x)(Py,x(u)) + (dBθ)Fck (y)(u)∣∣ ≤ 2,
‖∇Bθ‖g0 = 1,
∥∥Φck(x, θ) + Φck(y, θ)∥∥L2 ≤ 2
and ∥∥Φck(x, θ)− Φck(y, θ)∥∥L2 ≤ ck2 · dg(x, y)
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as follows from Proposition 1.3.6 and (2.4). Hence, if k is big enough, we
have∣∣(hckx ◦Py,x)(u, u)−hcky (u, u)∣∣ ≤ 2(δK+1) ·d0(Fck(x), Fck(y))+2h0 ·dg(x, y) ≤
≤ K2
(
d0(Fck(x), Fck(y)) + dg(x, y)
)
.
and the thesis follows.
Corollary 3.2.12. In the same hypothesis of the previous lemma we have∥∥hckx ◦ Py,x − hcky ∥∥g ≤ K ′2(dg(x, y) + d0(Fck(x), Fck(y)))
for some constant K ′2 > 0.
Proof. We know that∥∥hckx ◦ Py,x − hcky ∥∥g0 ≤ K2(dg(x, y) + d0(Fck(x), Fck(y))),
then for all u ∈ TFck (y)M˜ we have∣∣(hckx ◦ Py,x − hcky )(u, u)∣∣ ≤ K2(dg(x, y) + d0(Fck(x), Fck(y))) · ‖u‖2g0 .
Since the norms ‖ · ‖g and ‖ · ‖g0 are equivalent then ‖u‖g0 ≤ Cx‖u‖g and
the thesis follows.
Proposition 3.2.13. The sequences of functions µckj (x) converge to
1
n uni-
formly on M . In other words, for all ε > 0 there exists k0 such that for all
k ≥ k0 we have ∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
≤ ε
for all x ∈M .
First of all we observe that if µckj (x) → 1n uniformly on M , then for all
ε > 0 there exists k0 such that for all k ≥ k0 we have∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
≤ ε
for all x ∈ M . Indeed, if we fix ε > 0, we can follow the proof of Remark
3.2.6 and we can find k0 such that for all k ≥ k0 we have∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
< Cxε.
The map x 7→ Cx is continuous. Hence, by the compactness of M this map
is bounded by a constant C. This implies our claim.
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Proof of Proposition 3.2.13. If we fix δ > 0 then by Egoroff’s Theorem we
can find a measurable set N ⊂M such that
(i) Vol(M \N) < δ;
(ii) for j = 1, . . . , n, µckj (x) tends to
1
nI uniformly on N , hence H
ck
x tends
to 1nI uniformly on N in the sense described in the statement of the
proposition.
So if we fix ε > 0 we can choose δ > 0 such that M \ N does not contain
any g-ball of radius ε. This is possible since M is compact, so the volume of
the g-balls of radius ε is uniformly bounded below. We can choose k0 such
that for all k ≥ k0 we have
(i) h0 < ck < h0 + ε;
(ii) for all x ∈ N ∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
< ε;
(iii) the previous lemmas hold.
The hypothesis on N implies that dg(x,N) < ε for all x ∈M .
Suppose by contradiction that there is not uniform convergence. Then
there exists ε > 0 such that for all k there exists y ∈M such that∥∥∥∥Hcky − 1nI
∥∥∥∥
g,g0
≥ K3ε
with
n− 2
nε
≥ K3 ≥ K ′2(K1 + 1) + 1.
So we fix this ε and we find δ and k0 as above. Then we fix k ≥ k0 and we
find y as above. We know that there exists x ∈ N such that dg(x, y) < ε.
The map
x 7→ hcx
is continuous, i.e. if xn → x ∈ M˜ then
∥∥hcxn∥∥g → ∥∥hcx∥∥g. Indeed it is easy
to check, taking a chart centered at x and using the Lebesgue theorem, that
sup
‖u‖g=1
∫
∂M˜
[(dBθ)xn(u)]
2Φ2c(xn, θ)dθ → sup
‖u‖g=1
∫
∂M˜
[(dBθ)x(u)]
2Φ2c(x, θ)dθ.
Hence also the map x 7→ Hckx is continuous and so we can find the first point
z of the geodesic path [x, y] such that∥∥∥∥Hckz − 1nI
∥∥∥∥
g,g0
= K3ε.
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ConditionK3 ≤ n−2nε implies µckn ≤ 1− 1n on the geodesic path [x, z]. Applying
the previous lemmas we have∥∥hckx ◦ Pz,x − hckz ∥∥g ≤ K ′2(K1 + 1)ε.
This gives a contradiction. Indeed we have∥∥hckx ◦ Pz,x − hckz ∥∥g = sup‖u‖g=1
∣∣∣hckx (Pz,x(u), Pz,x(u))− hckz (u, u)∣∣∣ =
= sup
‖u‖g=1
∣∣∣〈Hckx (Pz,x(u)), Pz,x(u)〉 − 〈Hckz (u), u〉∣∣∣ =
= sup
‖u‖g=1
∣∣∣〈Hckx (Pz,x(u)), Pz,x(u)〉− 1n〈Pz,x(u), Pz,x(u)〉+ 1n〈u, u〉−〈Hckz (u), u〉∣∣∣
because Pz,x is a g0-isometry between TFck (z)M˜ and TFck (x)M˜ . Applying
again this property we have∥∥hckx ◦ Pz,x − hckz ∥∥g ≥
≥ sup
‖u‖g=1
∣∣∣∣∣∣∣〈Hckx (Pz,x(u)), Pz,x(u)〉− 1n〈Pz,x(u), Pz,x(u)〉∣∣∣−∣∣∣ 1n〈u, u〉−〈Hckz (u), u〉∣∣∣
∣∣∣∣ ≥
≥ sup
‖u‖g=1
∣∣∣∣ 1n〈u, u〉 − 〈Hckz (u), u〉
∣∣∣∣+
− sup
‖u‖g=1
∣∣∣∣〈Hckx (Pz,x(u)), Pz,x(u)〉 − 1n〈Pz,x(u), Pz,x(u)〉
∣∣∣∣ =
= sup
‖u‖g=1
∣∣∣∣〈Hckz (u), u〉 − 1n〈u, u〉
∣∣∣∣− sup‖u‖g=1
∣∣∣∣〈Hckx (u), u〉 − 1n〈u, u〉
∣∣∣∣,
where the last supremum is taken over vectors in TFck (x). Finally we have∥∥hckx ◦ Pz,x − hckz ∥∥g,g0 ≥
∥∥∥∥〈(Hckz − 1nI)(·), ·〉
∥∥∥∥
g
−
∥∥∥∥〈(Hckx − 1nI)(·), ·〉
∥∥∥∥
g
=
=
∥∥∥∥Hckz − 1nI
∥∥∥∥
g,g0
−
∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
> K3ε− ε > K ′2(K1 + 1)ε.
We can use the uniform convergence of the functions µci to find a uniform
bound to
∥∥dFck∥∥g,g0 . So the maps above are equi-Lipschitz and by Ascolì-
Arzelà Theorem there exists a convergent subsequence.
Proposition 3.2.14. There exists a subsequence of Fck that converges uni-
formly to a continuous map F : M →M .
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Proof. From Proposition 3.2.13 we know that if we fix ε > 0 and if we take
k0 as above then for all k ≥ k0 and for all x ∈M we have∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
≤ ε.
We first prove that
I −Hckx −
δK−1∑
k=1
JkH
ck
x Jk
converges uniformly to
I − 1
n
I −
δK−1∑
k=1
Jk
1
n
IJk =
n+ δK − 2
n
I =
h0
n
I.
Indeed for all k ≥ k0 and for all x ∈M we have∥∥∥∥I −Hckx − δK−1∑
k=1
JkH
ck
x Jk −
(
I − 1
n
I −
δK−1∑
k=1
Jk
1
n
IJk
)∥∥∥∥
g,g0
≤
≤
∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
+
δK−1∑
k=1
‖Jk‖2g,g0
∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
<
< ε+ (δK − 1)C2ε = K4ε.
The last inequality follows from the fact that ‖Jk‖g0,g0 = 1 for all x ∈ M .
Moreover for every x ∈M we have
‖ · ‖g0 ≤ Cx · ‖ · ‖g.
As observed above the function x 7→ Cx is continuous and M is compact, so
there exists its maximum C.
Hence we can find another k0 such that for all k ≥ k0 and for all x ∈M
we have∥∥∥∥Hckx − 1nI
∥∥∥∥
g,g0
< ε,
∥∥∥∥I −Hckx − δK−1∑
k=1
JkH
ck
x Jk −
h0
n
I
∥∥∥∥
g,g0
< ε.
From Remark 3.2.9 we have
∥∥(dpi)Φck (x)∥∥L2,g0 ≤ 2
√
1
n + ε
h0
n − ε
≤ 2
√
n
h0
+Kε. (3.6)
Hence for k ≥ k0 and for all x ∈M , from (3.6) and (2.4), we have∥∥(dFck)x∥∥g,g0 ≤ ∥∥(dpi)Φck (x)∥∥L2,g0 · ∥∥(dΦck)x∥∥g,L2 ≤ ck
√
n
h0
+K ′ε. (3.7)
So the maps {Fck}k≥k0 are equi-Lipschitz. Since M is compact, by Ascolì-
Arzelà Theorem, we can find a subsequence of Fck that tends uniformly to
a continuous map F : M →M .
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The map F is the isometry that we are looking for. In order to prove
this fact we have to prove some other technical results. The second step is
to prove that F is 1-Lipschitz, a necessary condition for being an isometry.
This fact, together with Vol(M, g) = Vol(M, g0), will imply that F is indeed
an isometry.
Step 2. The Limit is 1-Lipschitz.
Our aim is to prove that F is 1-Lipschitz. In order to prove it we need to
study more carefully the convergence of the functions Fck to F .
Lemma 3.2.15. The sequence
∥∥(F ∗ckg0)x∥∥g is uniformly bounded and tends
a.e. to 1.
Proof. For every x ∈M and for every u, v ∈ TxM we have
(F ∗ckg0)x(u, v) =
〈
(dFck)x(u), (dFck)x(v)
〉
.
Hence ∥∥(F ∗ckg0)x∥∥g = sup‖u‖g=1 ∣∣(F ∗ckg0)x(u, u)∣∣ =
= sup
‖u‖g=1
∥∥(dFck)x(u)∥∥2g0 = ∥∥(dFck)x∥∥2g,g0 (3.8)
that is uniformly bounded by (3.7). From (3.6) and (2.7) we have, for k ≥ k0,
Traceg[(F ∗ckg0)x] ≤ ‖dpi‖2L2,g0 · Traceg(gΦck ) ≤
4n
h20
· c
2
k
4
+K ′′ε = n+K ′′′ε.
Moreover, from Lemma 3.2.4, we know that (det)g[(F ∗ckg0)x] tends to 1 a.e.
in M . So for k big enough and for a.e. x ∈M we have
1− ε ≤ ((det)g[(F ∗ckg0)x]) 1n ≤ 1nTraceg[(F ∗ckg0)x] ≤ 1 + ε, (3.9)
where the central inequality has been proven in Proposition 2.1.15. For
these k and these x we consider a g-orthonormal basis {e1, . . . , en} of TxM
such that the matrix that represent [(F ∗ckg0)x] with respect to this basis is
Ak = diag(λk1, . . . , λkn). From (3.9) we have∏
i
(λki )
1
n ≥ 1− ε, 1
n
∑
i
λki ≤ 1 + ε.
Our claim is ∥∥Ak − I∥∥g → 0 when k →∞. (3.10)
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We remark that, from (3.9), the sequences {λkj } are positive and bounded
for all j = 1, . . . , n and∏
i
(λki )
1
n → 1 1
n
∑
i
λki → 1.
Suppose λki → λi ∈ R, then∏
i
(λi)
1
n =
1
n
∑
i
λi,
i.e. the geometric mean of λ1, . . . , λn is equal to the arithmetic mean. So
λi = λj = 1 for all i, j = 1, . . . , n. If (λk1, . . . , λkn) 9 (1, . . . , 1), then there
exists δ > 0 and a subsequence (λkm1 , . . . , λ
km
n ) such that∥∥(λkm1 , . . . , λkmn )− (1, . . . , 1)∥∥ > δ for all m.
The sequence (λkm1 , . . . , λ
km
n ) is bounded, hence there exists a convergent
subsequence. But, as proved above, the limit of this subsequence is (1, . . . , 1)
and this is a contradiction. Hence
(λk1, . . . , λ
k
n)→ (1, . . . , 1) as k →∞.
Claim (3.10) follows from Remark 3.2.6 and this concludes the proof of the
lemma.
Proposition 3.2.16. The map F of Proposition 3.2.14 is 1-Lipschitz.
Proof. From (3.8) we have∥∥(F ∗ckg0)x∥∥g = ∥∥(dFck)x∥∥2g,g0 .
So for a.e x ∈ M we have ∥∥(dFck)x∥∥g,g0 → 1. Let P be the subset of M ,
with Vol(P, g) = Vol(M, g), such that for x ∈ P we have the convergence
above. In order to prove the thesis we need the following result that we will
use also later.
Lemma 3.2.17. Let (M, g) be a Riemannian manifold, x ∈ M . Let K ⊂
M be a null-measure set. Let 0 < ρ < injrad(x), where injrad(x) is the
injectivity radius at x. Then for a.e. v ∈ UxM , if ηv is the geodesic ray
starting from x with speed v, we have
L
(
[0, ρ] ∩ η−1v (K)
)
= 0,
where L is the usual Lebesgue measure on [0, ρ].
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Proof. Let B(x, ρ) be the ball of center x and radius ρ and B(0x, ρ) the
ball of center 0 and radius ρ in TxM . From the hypothesis the map expx
is a diffeomorphism between B(0x, ρ) and B(x, ρ), hence it transforms null-
measure sets in null-measure sets. So, using polar coordinates in TxM , we
have ∫
UxM
(∫ ρ
0
χexp−1x (K)(r, v)dr
)
dσx(v) = 0,
where χ denotes the characteristic function. The function
v 7→
∫ ρ
0
χexp−1x (K)(r, v)dr
is equal to the function
v 7→ L ([0, ρ] ∩ η−1v (K)).
This is a non-negative function with zero integral, so it is a.e. equal to 0.
We fix x, x′ ∈M . Our claim is
d0(F (x), F (x
′)) ≤ dg(x, x′).
The map F is continuous at x′. Hence if we fix δ > 0 we can find ε > 0
such that if dg(y, x′) < ε then d0(F (y), F (x′)) < δ. Let δ′ = min{δ, ε}. Let
` = dg(x, x
′). Choose a curve η joining x to x′ such that `g(η) = `. We can
find ρ > 0 such that 2ρ satisfies the hypothesis of Lemma 3.2.17 for all the
points of η and such that N · ρ2 = `, N ∈ N. For every j = 1, . . . , N we
denote by xj the point of η such that dg(x, xj) = ρ2 · j. From Lemma 3.2.17,
for every j = 1, . . . , N , we can find x′j such that dg(xj , x
′
j) < δ
′ and the
geodesic path joining x′j−1 to x
′
j intersects M \ P in a null-measure set. If
we join all those geodesic paths we find a curve joining x to a point x′′ such
that dg(x′, x′′) < δ′. We call αj the path joining x′j−1 to x
′
j , `j its length and
α the whole path. Hence F ◦ α is a path joining F (x) to F (x′′). We have
d0(Fck(x), Fck(x
′′)) ≤
N∑
j=1
∫ `j
0
∥∥(dFck)αj(t)(α˙j(t))∥∥g0dt ≤
≤
N∑
j=1
∫ `j
0
∥∥(dFck)αj(t)∥∥g,g0dt.
From the choice of x′j we have, for a.e. t ∈ [0, `j ],∥∥(dFck)αj(t)∥∥g,g0 → 1.
Moreover this function is uniformly bounded with respect to k and to t. So
from Lebesgue’s Theorem we have∫ `j
0
∥∥(dFck)αj(t)∥∥g,g0dt→ `j when k → +∞.
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Hence, from the continuity of F , we have
d0(F (x), F (x
′′)) = lim
k→+∞
d0(Fck(x), Fck(x
′′)) ≤
≤
N∑
j=1
dg(x
′
j−1, x
′
j) ≤
N∑
j=1
[
dg(xj−1, xj) + 2δ′
]
=
= `+ 2Nδ′ = dg(x, x′′) + 2Nδ′.
So
d0(F (x), F (x
′)) ≤ d0(F (x), F (x′′)) + d0(F (x′′), F (x′)) ≤
≤ dg(x, x′′) + 2Nδ′ + δ ≤ dg(x, x′) + 2(N + 1)δ.
The thesis follows from the arbitrariness of δ.
Step 3. The Limit is an isometry.
The last step of the proof of Theorem 3.2.1 is to prove that the map F is an
isometry. In order to prove it we recall some facts about degree theory.
Definition 3.2.18. Let (N, g) and (M, g0) be two compact, oriented Rie-
mannian manifolds of dimension n. Let
F : N →M
be a smooth map and x ∈M be a regular point of F . The number
deg(F )(x) =
∑
y∈F−1{x}
sgn(Jac(F )(y))
does not depend on the chosen point x, it is denoted by deg(F ) and it is
called the degree of F .
The degree of a smooth map is invariant under smooth homotopies.
Moreover two C0-homotopic smooth maps are also smooth homotopic. So
we can define the degree of a continuous map F as the degree of a smooth
map homotopic to F . In case of Lipschitz functions we have the following
result.
Proposition 3.2.19. Let F : (N, g) → (M, g0) be a Lipschitz map between
Riemannian manifold. Then
(i) [Rademacher’s Theorem]. The map F is a.e. differentiable.
(ii) For a.e. x ∈M we have
deg(F ) = deg(F )(x) =
∑
y∈F−1{x}
sgn(Jac(F )(y)). (3.11)
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(iii) Let A ⊂ N be an open subset. Let U be a connected component of
M \ F (∂A), then deg(F ∣∣
A
)
is a.e. constant on U . Here deg
(
F
∣∣
A
)
is
defined in the same way as the degree between closed manifolds. For
more details see [Fe], [FG] and [Mar]. Formula (3.11) holds also in
this case for a.e. x ∈ U .
(iv) [Co-area formula]. If A ⊂ N is a measurable set, then∫
A
∣∣Jac(F )(y)∣∣dνg(y) = ∫
M
NA(x)dν0(x),
where NA(x) = #
(
F−1{x}∩A) for all x ∈M . In particular if A = N
we use N(x) to denote NN (x).
The proof of Rademacher’s Theorem is a standard topic of geometric
measure theory and it can be found on page 216 of [Fe]. Formula (3.11) and
item (iii) are proven on page 383 of [Fe]. Finally the Co-area formula is
proven on page 243 of [Fe] or in [Ni]. For more details on degree theory see
for example [Fe] and [FG].
We will apply the results above to prove the following proposition. It
states that a 1-Lipschitz map that preserves the entire volume is indeed an
isometry. We present this fact in a more general case, so we can use it also
in the third section. The proof of this proposition will cover the rest of this
section.
Proposition 3.2.20. Let (N, g) and (M, g0) be two compact, oriented Rie-
mannian manifolds of dimension n. Suppose that there exists a 1-Lipschitz
map
F : N →M,
i.e.
d0(F (y), F (y
′)) ≤ dg(y, y′)
for all y, y′ ∈ N , such that deg(F ) 6= 0.
If
Vol(N, g) =
∣∣deg(F )∣∣ ·Vol(M, g0)
then F is a local isometry and so it is a Riemannian covering map.
Before the proof we show the conclusion of the proof of Theorem 3.2.1.
We use the proposition above with N = M . The sequence of maps Fck
converges to F uniformly on M and Fck is homotopic to the identity map,
so deg(Fck) = 1. This implies deg(F ) = 1. From the hypothesis on g, i.e.
Vol(M, g) = Vol(M, g0),
we have that we can use Proposition 3.2.20. In particular we can conclude
that F is a Riemannian covering map of degree 1, then it is an isometry.
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Proof of Proposition 3.2.20. We can suppose deg(F ) = p > 0. From item
(ii) of Proposition 3.2.19 we have
deg(F )(x) =
∑
y∈F−1{x}
sgn(Jac(F )(y)) = p
for a.e. x ∈M . Hence
N(x) ≥ p, for a.e. x ∈M
and ∫
N
∣∣Jac(F )(y)∣∣dνg(y) = ∫
M
N(x)dν0(x) ≥ p ·Vol(M, g0).
Moreover if y ∈ N is a point where F is differentiable we have∥∥(dF )y∥∥g,g0 ≤ 1,
since F is 1-Lipschitz. So for a.e. y ∈ N we have∣∣Jac(F )(y)∣∣ ≤ 1.
Therefore
Vol(N, g) ≥
∫
N
∣∣Jac(F )(y)∣∣dνg(y) = ∫
M
N(x)dν0(x) ≥ p ·Vol(M, g0).
From the hypothesis the inequalities above are equalities, so
N(x) = p for a.e. x ∈M ;∣∣Jac(F )(y)∣∣ = 1 for a.e. y ∈ N.
We consider the following full-measure sets:
- the set of all x ∈M such that N(x) = p, calledMp;
- the set of all x ∈ M such that deg(F )(x) is calculated by (3.11), called
Mdeg;
- M =Mp ∩Mdeg;
- the set of all y ∈ N such that ∣∣Jac(F )(y)∣∣ = 1, called N ′;
- N = N ′ ∩ F−1(M).
It is not obvious that N is a full-measure set. It is proven in the following
lemma, together with an interesting property of the points of the set N .
Lemma 3.2.21. The set N is a full-measure set. Moreover for every y ∈ N
we have
sgn(Jac(F )(y)) = +1.
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Proof. If y ∈ N , then, from (3.11) and the definition ofM and N ′, we have
sgn(Jac(F )(y)) = +1.
From (3.12), we have
Vol(F−1(M), g) ≥
∫
F−1(M)
∣∣Jac(F )(y)∣∣dνg(y) =
=
∫
M
NF−1(M)(x)dν0(x) = p ·Vol(M, g0) =
= p ·Vol(M, g0) = Vol(N, g).
Hence F−1(M) is a full-measure subset of N and so N is.
We will show that F is a local isometry proving step by step some neces-
sary conditions. Putting together all these conditions we can get the thesis.
The first of these conditions is to be a pointwise linear isometry at every
point of N .
Lemma 3.2.22. For every y ∈ N we have that (dF )y is a positive isometry
from (TyN, ‖ · ‖g) to (TF (y)M, ‖ · ‖g0).
Proof. For every y ∈ N we have∥∥(dF )y(v)∥∥g0 ≤ ‖v‖g for all v ∈ TyN ;
Jac(F )(y) = +1.
This implies the thesis. Indeed we have two bilinear symmetric form on TyN :
g and (F ∗g0)y where
(F ∗g0)y(u, v) = g0((dF )y(u), (dF )y(v)).
By the Spectral Theorem there exists a g-orthonormal basis {e1, . . . , en} of
TyN such that the matrix that represent (F ∗g0)y in this basis is diagonal,
say diag(µ1, . . . , µn). We have
µi = (F
∗g0)y(ei, ei) ≤ g(ei, ei) = 1
and
n∏
i=1
µi = 1.
So µi = ±1 for all i = 1, . . . , n. Since g0 is positive definite we conclude
µi = +1 for all i = 1, . . . , n. Then
(F ∗g0)y(v, v) = g(v, v) for all v ∈ TyN
and this proves the lemma.
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We collect all the properties of the set N ⊂ N :
- Vol(N , g) =Vol(N, g);
- Vol(F (N ), g0) =Vol(M, g0);
- F is differentiable at every y ∈ N and (dF )y is a positive isometry for any
y ∈ N ;
- for any x ∈ F (N ), N(x) = p and the degree of F at x is calculated by
(3.11).
As a consequence of the considerations above we have that, if A ⊂M is
measurable, then
Vol(F−1(A), g) =
∫
F−1(A)
∣∣Jac(F )(y)∣∣dνg(y) = ∫
A
N(x)dν0(x) = p·Vol(A, g0).
(3.12)
We will apply this formula to the balls in N and M . We denote by Bg(y, r)
the g-ball of center y ∈ N and radius r and by B0(x, r) the g0-ball of center
x ∈M and radius r. We denote by injrad(N, g) (respectively injrad(M, g0))
the injectivity radius of N (respectively M). From the compactness of M
and N we can find ε′ > 0 such that, for all x ∈M , for all y ∈ N and for all
δ < ε′,
ε′ < injrad(N, g), injrad(M, g0);
ωnδ
n(1− C1δ2) ≤ Vol(B0(x, δ), g0) ≤ ωnδn(1 + C2δ2);
ωnδ
n(1− C3δ2) ≤ Vol(Bg(y, δ), g),
(3.13)
where ωn denotes the euclidean volume of the n-dimesional ball of radius 1
in Rn. Formula (3.12) allows us to prove the following fact.
Lemma 3.2.23. For all x ∈M we have N(x) ≤ p.
Proof. Suppose there exists x ∈ M such that N(x) ≥ p + 1, i.e. there exist
y1, . . . , yp+1 ∈ N such that F (yj) = x for all j = 1, . . . , p + 1. We choose
0 < δ < ε′ such that the balls Bg(yj , δ) are pairwise disjoint. Since F is
1-Lipschitz we have
F (Bg(yj , δ)) ⊂ B0(x, δ), j = 1, . . . , p+ 1.
Hence
F−1
(
B0(x, δ)
) ⊃ p+1⋃
j=1
Bg(yj , δ).
So, (3.12) implies
p ·Vol(B0(x, δ), g0) = Vol(F−1
(
B0(x, δ)
)
, g) ≥
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≥ Vol
( p+1⋃
j=1
Bg(yj , δ), g
)
=
p+1∑
j=1
Vol(Bg(yj , δ), g).
For all δ as above we have
p · ωnδn(1 + C2δ2) ≥ (p+ 1)ωnδn(1− C3δ2),
that is a contradiction if δ is small enough.
We have proven that N(x) = p a.e. inM but there might be points where
N(x) < p. In the following lemmas we present the necessary conditions that
an isometry has to satisfy.
Lemma 3.2.24. Let y ∈ N . For all δ > 0 small enough, F (Bg(y, δ))
contains an open neighbourood of x = F (y).
Proof. We choose δ > 0 such that Bg(y, δ) ∩ F−1{x} = {y}. Since F is
1-Lipschitz we have
F (Bg(y, δ)) ⊂ B0(x, δ).
We call B = Bg(y, δ) and FB the restriction of F to B. From item (iii)
of Proposition 3.2.19 we have that the degree of FB is a.e. constant on the
connected components of B0(x, δ) \F (∂B). Moreover, since y ∈ N , we have
deg(FB)(x) =
∑
z∈B∩F−1{x}
sgn(Jac(F )(z)) = +1.
Hence the connected component U of B0(x, δ) \ F (∂B) that contains x is
an open subset of M where deg(FB)(x′) = 1 for a.e. x′ ∈ U . Our claim is
to show that FB is onto U . Let W ⊂ U be the set of all x′ ∈ U such that
deg(FB)(x′) = 1 and x′ ∈ Mdeg. This set has the same volume of U . Since
B is compact we have that F (B) is closed in M , hence
F (B) ⊃ F (B).
Moreover, since F is Lipschitz, we have the other inclusion. So
F (B) = F (B) ⊃W = U.
Indeed for any x′ ∈W we have that the degree of FB at x′ is calculated from
(3.11), hence F−1{x′} ∩B 6= ∅. We know that U does not intersect F (∂B),
so F (B) ⊃ U and this is the thesis.
We can prove now that F is a local bijective at a.e. point of N .
Lemma 3.2.25. Let x ∈ M be a point such that N(x) = p, {y1, . . . , yp} =
F−1{x}. Then there exist a neighbourood U of x and neighbouroods Vj of yj,
j = 1, . . . , p, such that
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- Vj1 ∩ Vj2 = ∅ for all j1, j2 = 1, . . . , p, j1 6= j2;
- F is bijective from Vj to U for j = 1, . . . , p;
Proof. We choose δ > 0 such that Bj = Bg(yj , δ) are pairwise disjoint. We
consider
Fj = F
∣∣
Bg(yj ,δ)
and the connected component Uj of B0(x, δ)\F (∂Bj) such that x ∈ Uj . Since
F−1(Uj)∩Bj is a non-empty open subset of N we can find zj ∈ Bj∩N . From
Lemma 3.2.24 there exists an open neighbourood Zj of F (zj) contained in
F (Bj) ∩ Uj . In particular Zj has non-null measure and for x′ ∈ Zj ∩ F (N )
we have, from the fact that F−1{x′} ∩Bj 6= ∅,
deg(Fj)(x′) =
∑
z∈Bj∩F−1{x′}
sgn(JacF (z)) ≥ 1.
From item (iii) of Proposition 3.2.19 we know that deg(Fj) is a.e. constant
in Uj , hence
deg(Fj)(x′) ≥ 1, for a.e. x′ ∈ Uj
because Zj ∩ F (N ) has non-null measure. Using the same argument of
Lemma 3.2.24 this implies that F (Bj) contains Uj . The set U =
⋂
j Uj is
an open neighbourood of x such that for all x′ ∈ U , F−1{x′} ∩ Bj 6= ∅ for
j = 1, . . . , p. From Lemma 3.2.23 we have N(x′) ≤ p, so for all x′ ∈ U there
exists exactly one point y′j in Bj such that F (y
′
j) = x
′ for all j = 1, . . . , p. In
particular F−1{x′} ⊂ ⋃j Bj . In other words F−1(U) is contained in ⋃j Bj
and it is open, hence it is contained in
⋃
j Bj . If we set Vj = F
−1(U) ∩ Bj ,
then Vj is an open neighbourood of yj such that F is a bijection from Vj to
U .
The local inverse functions of F are 2-Lipschitz as we will prove in the
following lemma.
Lemma 3.2.26. Let x ∈ M be a point such that N(x) = p, {y1, . . . , yp} =
F−1{x}. Then there exist a neighbourood U ′ of x and neighbouroods V ′j of
yj, j = 1, . . . , p, such that
- V ′j1 ∩ V ′j2 = ∅ for all j1, j2 = 1, . . . , p, j1 6= j2;
- F is bijective from V ′j to U
′ for j = 1, . . . , p;
- Gj = F
∣∣−1
V ′j
is 2-Lipschitz from U ′ to V ′j .
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Proof. We consider the neighbouroods Vj and U of yj and x respectively
given from Lemma 3.2.25. If A ⊂ Vj is measurable, then F (A) ⊂ U and,
from the Co-area Formula (see item((iv) of 3.2.19), we have
Vol(A, g) =
∫
A
∣∣Jac(F )(y)∣∣dνg(y) = ∫
M
NA(x)dν0(x) = Vol(F (A), g0).
(3.14)
Indeed, from the choice of Vj , we have
NA(x) = 1 for all x ∈ F (A);
NA(x) = 0 for all x /∈ F (A);
Jac(F )(y) = +1 for a.e. y ∈ N.
By the compactness of M and N we can choose 0 < 2ε < ε′ such that all
the balls of radius smaller than 2ε are convex. Moreover we require that
Bg(yj , 4ε) ⊂ Vj , for all j = 1, . . . , p;
B0(x, 4ε) ⊂ U.
We can repeat the construction of Lemma 3.2.25 to find open neighbouroods
V ′j ⊂ Bg(yj , ε) of yj for all j = 1, . . . , p and an open neighbourood U ′ ⊂
B0(x, ε) of x such that F is bijective from V ′j to U
′. The main property of
those neighbouroods is that for all y ∈ V ′j (resp. x′ ∈ U ′) and for all δ < 2ε,
the ball Bg(y, δ) (resp. B0(x′, δ)) is contained in Vj (resp. U). Hence those
balls are contained in sets where F is bijective and where we can use (3.14).
Our claim is that those sets satisfy the thesis, i.e. Gj is 2-Lipschitz from U ′
to V ′j . We will show that if y, y
′ ∈ Vj and
d0(F (y), F (y
′)) < 2ε
then
dg(y, y
′) ≤ 2d0(F (y), F (y′)).
This is clearly enough since U ′ ⊂ B0(x, ε) and F is a bijection from V ′j to
U ′. Suppose by contradiction that there exist two points y, y′ ∈ V ′j such that
δ = d0(F (y), F (y
′)) < 2ε and 2d0(F (y), F (y′)) < dg(y, y′).
The balls B0(F (y), δ) and B0(F (y′), δ) intersect and their intersection con-
tains the ball of radius δ2 centered in the middle point of the minimizing
geodesic joining F (y) and F (y′). Hence
Vol
(
B0(F (y), δ) ∪B0(F (y′), δ), g0
) ≤ ωn[2δn(1 + C2δ2)− 1
2n
δn(1− C1δ2)
]
.
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Moreover dg(y, y′) > 2δ, so
Bg(y, δ) ∩Bg(y′, δ) = ∅.
This implies, from (3.14),
Vol
(
F
(
Bg(y, δ) ∪Bg(y′, δ)
)
, g0
)
= Vol
(
Bg(y, δ) ∪Bg(y′, δ), g
) ≥
≥ ωn
[
2δn(1− C3δ2)
]
.
Finally, since F is 1-Lipschitz, we have
F
(
Bg(y, δ)
) ⊂ B0(F (y), δ) and F (Bg(y′, δ)) ⊂ B0(F (y′), δ).
So
ωnδ
n
[
2(1 + C2δ
2)− 1
2n
(1− C1δ2)
]
≥ ωnδn
[
2(1− C3δ2)
]
,
which implies [
2(C2 + C3) +
1
2n
C2
]
δ2 ≥ 1
2n
.
This is impossible if ε, and then δ, is small enough. This proves the lemma.
The last lemma of this series states that F is a local isometry at a.e.
point of N .
Lemma 3.2.27. Let x ∈ M be a point such that N(x) = p, {y1, . . . , yp} =
F−1{x}. Then there exist a neighbourood U ′′ of x and neighbouroods V ′′j of
yj, j = 1, . . . , p, such that
- V ′′j1 ∩ V ′′j2 = ∅ for all j1, j2 = 1, . . . , p, j1 6= j2;
- F is an isometry from V ′′j to U
′′ for j = 1, . . . , p;
Proof. We consider the neighbouroods V ′j and U
′ of yj and x respectively
given from Lemma 3.2.26. We can find a strictly convex open neighbourood
U ′′ ⊂ U ′ of x, i.e. for every x′, x′′ ∈ U ′′ the unique minimizing geodesic
joining x′ to x′′ is contained in U ′′. We set V ′′j = F
−1(U ′′)∩V ′j . Clearly F is
a bijection from V ′′j to U
′′ for all j = 1, . . . , p. Now we want to prove that F is
an isometry of metric spaces from V ′′j to U
′′. We call Gj the inverse function
of F from U ′′ to V ′′j . The maps Gj are Lipschitz, hence a.e. differentiable
on U ′′. Moreover their differentials are the inverse of the differential of F
and then their differentials are positive isometries for a.e. x′ ∈ U ′′. We call
W ⊂ U ′′, the set in which all the Gj are differentiable and whose differentials
are positive isometries. We know that Vol(W, g0) = Vol(U ′′, g0). We fix
x′, x′′ ∈ U ′′. Since F is 1-Lipschitz we have
d0(x
′, x′′) ≤ dg(Gj(x′), Gj(x′′)).
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On the other hand for all ε > 0 there exists a point x˜′′ ∈ U ′′ such that, if
η : [0, d0(x
′, x˜′′)]→M is the geodesic path joining x′ to x˜′′, then
d0(x
′′, x˜′′) < ε,
L
(
[0, d0(x
′, x˜′′)] ∩ η−1(U ′′ \W )) = 0,
where L is the usual Lebesgue measure. Indeed we can find such x˜′′ using
Lemma 3.2.17. In this case U ′′ is strictly convex, hence it is contained in a
ball of radius ρ that satisfies the hypothesis of the lemma. So, since Gj is
2-Lipschitz, we have
dg(Gj(x
′), Gj(x′′)) ≤ dg(Gj(x′), Gj(x˜′′)) + dg(Gj(x˜′′), Gj(x′′)) ≤
≤ dg(Gj(x′), Gj(x˜′′)) + 2ε.
Moreover, if we set ` = d0(x′, x˜′′), we have
dg(Gj(x
′), Gj(x˜′′)) ≤
∫ `
0
∥∥(dGj)η(t)η˙(t)∥∥gdt ≤
≤
∫ `
0
∥∥(dGj)η(t)∥∥gdt = ` = d0(x′, x˜′′),
because forL -a.e. t ∈ [0, `], (dGj)η(t) is a positive isometry, hence
∥∥(dGj)η(t)∥∥g =
1. From the choice of x˜′′ we have
dg(Gj(x
′), Gj(x′′)) ≤ d0(x′, x˜′′) + 2ε ≤ d0(x′, x′′) + 3ε.
We conclude, for the arbitrariness of ε, that
dg(Gj(x
′), Gj(x′′)) ≤ d0(x′, x′′).
Hence, for all x′, x′′ ∈ U ′′, we have
dg(Gj(x
′), Gj(x′′)) = d0(x′, x′′).
This proves that F is an isometry from V ′′j to U
′′ in the sense of metric spaces.
By Myers-Steenrod’s Theorem we can conclude that F is an isometry in the
sense of Riemannian manifolds from V ′′j to U
′′ for all j = 1, . . . , p.
In other words we have proven the following result.
Lemma 3.2.28. Let K = {x ∈ M : N(x) < p} ⊂ M . Then K is a closed
subset of M of null-measure. Moreover if x /∈ K, {y1, . . . , yp} = F−1{x},
then F is differentiable at yj, (dF )yj is a positive isometry and deg(F )(x)
is calculated by (3.11).
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Proof. If x /∈ K, then from Lemma 3.2.27, F is a local isometry between
pairwise disjoint neighbouroods of yj and a neighbourood U of x for every
j = 1, . . . , p. So, for every x′ ∈ U we have N(x′) = p. This proves that K
is closed. We consider F−1(M \ K). This is an open subset of N , then a
submanifold. Moreover the map
F : F−1(M \K)→M \K
is a local isometry between Riemannian manifold. This proves that F is
differentiable at yj for every j = 1, . . . , p, that (dF )yj is a positive isometry,
that x is a regular value for F and, from the usual degree theory for smooth
maps, that deg(F )(x) is calculated from (3.11).
Our final step is to prove that the set K is empty. This will conclude the
proof of the proposition, since F will be a local isometry at every point.
Lemma 3.2.29. The set K defined above is empty.
Proof. Let η : [0, `] → M be a minimizing geodesic in M with the following
properties:
(i) is parametrized by arc length;
(ii) L
(
η−1(K)
)
= 0, where L is the usual Lebesgue measure on [0, `].
We say that a minimizing geodesic η is in general position if it satisfies (i)
and (ii). Suppose there exists a point x ∈ η([0, `]) ∩K for some geodesic η
in general position. Then N(x) = q < p. We choose x such that
q = max{N(x) : x ∈ η([0, `]) ∩K}.
We denote by y1, . . . , yq the points in N such that F (yj) = x. We choose
δ > 0 small enough such that the balls Bj = Bg(yj , δ) are pairwise disjoint.
With the same argument of Lemma 3.2.25 we can conclude that there exists
a neighbourood U of x such that for a.e. x′ ∈ U ,
deg(Fj)(x′) ≥ 1, for all j = 1, . . . , q,
where Fj = F
∣∣
Bg(yj ,δ)
, and deg(Fj) is a.e. constant in U . Moreover, using
again the same argument of Lemma 3.2.25, we can conclude that Fj(Bj)
contains U . In particular for all x′ ∈ η([0, `])∩K close enough to x we have
F−1{x′}∩Bj 6= ∅. Then N(x′) ≥ q and, from the choice of q, N(x′) = q. So,
for every x′ ∈ η([0, `]) ∩K close enough to x, there exists exactly one point
y′j ∈ Bj such that F (y′j) = x′ for all j = 1, . . . , q. From the property of the
degree we have that, for a.e. x′ ∈ U ,
deg(F )(x′) =
q∑
j=1
deg(Fj)(x′) = p.
3.3. THE CASE OF DIFFERENT MANIFOLDS 95
Then there exists 1 ≤ j0 ≤ q such that deg(Fj0) = r ≥ 2 a.e. in U . In
particular, from Lemma 3.2.28, for all x′ ∈ U \K there exist exactly r points
in Bj0 ∩ F−1{x′} and in these points F is a local isometry.
Suppose x is a limit point of η([0, `]) ∩ K. Since K is closed and has
measure zero in η([0, `]), then for all ε > 0 there exists a segment [a, b] ⊂ [0, `]
such that:
η(a), η(b) ∈ K,
d0(x, η(t)) < ε, for all t ∈ [a, b],
η(]a, b[) ∩K = ∅.
For ε small enough we have η(]a, b[) ⊂ U \K, and in Bj0 there exists only
two points z1, z2 such that F (z1) = η(a) and F (z2) = η(b). Hence we can
find two path η˜1, η˜2 joining z1 and z2 such that F (η˜j) = η(]a, b[). Clearly,
since F is 1-Lipschitz, d(z1, z2) ≥ d0(η(a), η(b)). The length of the paths
η˜j is the same as the length of the geodesic path η([a, b]), so it is equal
to d0(η(a), η(b)) because η is minimizing. This proves that there are two
distinct minimizing geodesics in N joining z1 to z2 of length less or equal 2ε.
For ε small enough it is a contradiction because from the compactness of N
we can find δ > 0 such that Bg(y, δ) is totally convex for all y ∈ N .
So x is an isolated point of η([0, `]) ∩K. We can suppose that η(t0) = x
and both η([0, t0[) and η(]t0, `]) do not intersect K and η([0, `]) ⊂ U . Let
z1, . . . , zr (resp. z′1, . . . , z′r) be the points in Bj0 such that F (zj) = η(0)
(resp. F (z′j) = η(`)). Lifting the geodesic paths η([0, t0[) and η(]t0, `]) we
find paths joining zj to z′k passing through yj0 for every 1 ≤ j, k ≤ r. The
length of all these paths is `. Using the same argument above we conclude
that these paths realize the distance between zj and z′k for all 1 ≤ j, k ≤ r.
But one of these paths cannot be smooth because two of them intersect only
in yj0 . This is a contradiction.
Hence if we fix x ∈ K and a ballB0(x, ρ), then for any geodesic η : [0, ρ)→
M starting from x we have
L
(
[0, ρ) ∩ η−1(K)) 6= 0,
where L is the usual Lebesgue measure. So, if we fix ρ small enough, by
Lemma 3.2.17 K has non-zero measure and this is a contradiction.
This concludes the proof of Proposition 3.2.20, as discussed above. We
remark that this proof works for any Riemannian metrics on M and N .
3.3 The Case of Different Manifolds
In this section we consider the main theorem in its whole generality.
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Theorem 3.3.1. Let N ,M be two compact, connected, oriented n-manifolds.
Suppose there exists a continuous function f : N → M with nonzero degree
andM is equipped with a locally symmetric Riemannian metric g0 of negative
curvature. Then for any metric g on N one has
ent(g) ≥ ∣∣deg(f)∣∣ · ent(g0).
Moreover, if n ≥ 3, equality is achieved exactly when (N, g) is locally symmet-
ric and there exists a positive constant λ such that (N,λg) is a Riemannian
covering of (M, g0), with covering map homotopic to f .
The proof follows step by step the proofs of the previous two sections.
We will remark the little differences but there are not further difficulties.
First of all we observe that we can suppose f of class C∞. Indeed given a
continuous map f : N → M , there exists a map f˜ : N → M of class C∞
homotopic to f , and then with the same degree. Moreover the statement of
Theorem 3.3.1 depends only on the homotopy class of the map f .
We denote by f∗ : pi1(N) → pi1(M) the map between the fundamental
groups induced by f . We fix the universal coverings of N and M endowed
with the covering metrics, respectively (N˜ , g) and (M˜, g0). We fix also a
point o ∈ M˜ . We call again dθ = dθo the measure associated to o on ∂M˜
and we denote by L2(∂M˜) the set L2(∂M˜, dθ). In the next definition we
extend the concept of equivariant immersion.
Definition 3.3.2. A f -equivariant immersion is a map of class C1
Φ: N˜ → S∞ ⊂ L2(∂M˜)
such that
(i) Φ(y, θ) > 0 for all y ∈ N˜ and for all θ ∈ ∂M˜ ;
(ii) Φ(γy) = (f∗γ)[Φ(y)] for all y ∈ N˜ and for all γ ∈ pi1(N). In other
words
Φ(γy) = Φ((f̂∗γ)−1θ)
√
Po(f∗γ(o), θ)
for all θ ∈ ∂M˜ .
We lift f to a map f˜ : N˜ → M˜ such that
f˜(γy) = (f∗γ)(f˜(y))
for all γ ∈ pi1(N), y ∈ N˜ . We observe that if Φ: M˜ → S∞ is an equivariant
immersion, then Φ ◦ f˜ is a f -equivariant immersion. Indeed
(Φ ◦ f˜)(γy) = Φ(f˜(γy)) = Φ((f∗γ)(f˜(y))) = (f∗γ)(Φ ◦ f˜(y))
for all y ∈ N˜ , γ ∈ pi1(N).
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So the map
Φf0 = Φ0 ◦ f˜
is a f -equivariant immersion. Moreover we consider the maps
Φfc (y, θ) =
( ∫
N˜ e
−cdg(y,z)Po(f˜(z), θ)dνg(z)
) 1
2( ∫
N˜ e
−cdg(y,z)dνg(z)
) 1
2
,
where c > h(g). The maps Φfc are f -equivariant immersions. Indeed we can
follow the same proofs of Proposition 2.1.7 and its preliminary results. We
summarize this fact in the next proposition.
Proposition 3.3.3. Let g be a Riemannian metric on N and c > h(g).
Consider the map Φfc defined above. Then
(i) Φc is a f -equivariant immersion.
(ii) For all y ∈ N˜ , for all u ∈ TyN˜ ,
∥∥(dΦfc )y(u, ·)∥∥2L2 ≤ c24 ‖u‖2g. (3.15)
We denote by pi the barycenter map introduced in Section 1 of this chap-
ter. We have the following results:
- pi ◦ Φf0 = f˜ , since pi ◦ Φ0 = id (see Remark 3.1.2).
- Traceg(gΦfc )(y) ≤
c2
4 , where gΦfc (y) is defined as in Definition 2.1.8. The
proof is the same of point (i) of Proposition 2.1.15, since we have
(3.15).
Moreover, using the same homotopy map of Proposition 2.2.7, we have that
all f -equivariant immersions are in the same homotopy class. Hence, if we
set F fc = pi ◦ Φfc , we have a family of f∗-equivariant C1 maps
F fc : N˜ → M˜
homotopic to pi ◦ Φf0 = f˜ . We have∫
N
(F fc )
∗(ν0) =
∫
N
f∗(ν0) = deg(f) ·
∫
M
ν0 = deg(f) ·Vol(M, g0).
Since (F fc )∗(ν0) = Jac(F
f
c ) ·νg, from the computation made in Lemma 3.2.3,
we have∣∣deg(f)∣∣ ·Vol(M, g0) ≤ ∫
N
∣∣(F fc )∗(ν0)∣∣ ≤ ( ch0
)n
·Vol(N, g).
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The proof of Lemma 3.2.3 is based on the properties of the map pi and on
(2.4). Since we have (3.15) we obtain the result above. The functions F fc
are defined for c > h(g), hence∣∣deg(f)∣∣ · hn0 ·Vol(M, g0) ≤ [h(g)]n ·Vol(N, g),
i.e.
ent(g) ≥ ∣∣deg(f)∣∣ · ent(g0).
This proves the inequality of Theorem 3.3.1.
For the equality case we observe that all the proofs of Section 2 of this
chapter are based on the geometric properties of the metric g0 on M , in
particular on the properties of the map pi, on (3.15) and on the estimate
Traceg(gΦc) ≤
c2
4
.
Hence we can prove all lemmas and all propositions of Section 3.2 for the
maps F fc . In particular we can find a continuous map
F f : N →M
that is the uniform limit of a subsequence F fck . Moreover this function F f
is 1-Lipschitz and homotopic to f , then it has the same degree of f . We
conclude the proof of the equality case applying Proposition 3.2.20.
Chapter 4
Applications and
Generalizations
In this chapter we will present some applications and generalizations of The-
orem 3.3.1. We remark that Theorem 3.3.1 is a rigidity theorem, indeed it
characterizes the locally symmetric metric as the only Riemannian metric
that minimizes volume entropy. So the applications that we will describe in
detail consist of rigidity results. The first results are of Riemannian nature.
In particular we will give a proof of Mostow Rigidity Theorem. The other
results are of dynamical nature. For results of dynamical nature we will
present only a sketch of the proofs. For more details one can see [BCG2].
4.1 Applications
One consequence of Theorem 3.3.1 is the following result, conjectured by
Gromov ([Gr1] and [Gr2]).
Theorem 4.1.1. Let M be a compact oriented n-manifold endowed with a
real hyperbolic metric g0 (with constant sectional curvature equal to −1). Let
N be a compact oriented n-manifold and f : N → M be a continuous map
of non-zero degree (resp. of degree 1). Then for all the Riemannian metrics
g on N such that
Ricci(g) ≥ −(n− 1)g
we have
Vol(N, g) ≥ ∣∣deg(f)∣∣ ·Vol(M, g0).
Moreover the equality is attained if and only if g is a real hyperbolic metric
and f is homotopic to a Riemannian covering map (resp. an isometry).
Proof. From the Bishop Comparison Theorem we have that
Ricci(g) ≥ −(n− 1)g
99
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implies
h(g) ≤ n− 1 = h(g0).
Hence we have the thesis applying directly Theorem 3.3.1. Also the equality
case follows directly from the equality case of Theorem 3.3.1.
Gromov introduced ([Gr1]) an important invariant of a manifold: the
minimal volume.
Definition 4.1.2. Let M be a compact n-manifold. The minimal volume
of M is the number
minVol(M) = inf{Vol(M, g) : g Riemannian metric with |K(g)| ≤ 1},
where K(g) denotes the sectional curvature of the metric g.
From Theorem 4.1.1 we have the following result about the minimal
volume.
Corollary 4.1.3. Under the same hypothesis of Theorem 4.1.1 we have
minVol(N) ≥ ∣∣deg(f)∣∣ ·Vol(M, g0)
and
minVol(M) = Vol(M, g0).
More generally if g0 is a locally symmetric metric of negative curvature
on M we have
Ricci(g0) = −
(
n+ 3δK − 4
4
)
g0,
where g0 is normalized so that its sectional curvature K satisfies −1 ≤ K ≤
−14 . If f : N →M is a continuous map and g is a Riemannian metric on N
we have that if
Ricci(g) ≥ −
(
n+ 3δK − 4
4
)
g
then
Vol(N, g) ≥ ∣∣deg(f)∣∣ · ( (n+ δK − 2)2
(n− 1)(n+ 3δK − 4)
)n
2
·Vol(M, g0)
because of Bishop’s inequality. So, under the same hypothesis of Theorem
4.1.1 (with g0 locally symmetric of negative curvature but not necessarely
real hyperbolic) we have
minVol(N) ≥ ∣∣deg(f)∣∣ · ( (n+ δK − 2)2
(n− 1)(n+ 3δK − 4)
)n
2
·Vol(M, g0). (4.1)
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If g0 is not real hyperbolic we have
(
(n+δK−2)2
(n−1)(n+3δK−4)
)n
2
< 1 and so inequality
(4.1) is not optimal. In this case the problem of the minimal volume is not
solved. Indeed it is not clear whether the locally symmetric metric is the one
that realizes the infimum in the definition of the minimal volume.
Another important corollary of Theorem 4.1.1 is the following. A proof
can be found in [BCG2].
Corollary 4.1.4 ([BCG2], Theorem 9.6). Let M be a compact manifold of
dimension 4. Suppose there exists a real hyperbolic metric g0 on M . Then,
up to homotheties, it is the only Einstein metric on M .
Another Riemannian application of Theorem 3.3.1 is a unified proof of
Mostow Rigidity Theorem.
Theorem 4.1.5 (G.Mostow). Let (N, g1) and (M, g0) be two compact ori-
ented locally symmetric n-manifolds with negative curvature, n ≥ 3. Suppose
that M and N are homotopy equivalent. Then (N, g1) and (M, g0) are ho-
mothetic.
Proof. Let f : N → M and g : M → N be two maps that realize the homo-
topy equivalence between M and N . Clearly f and g are continuous and
deg(f) = deg(g) = 1. So, by Theorem 3.3.1 applied two times, we have
ent(g1) = ent(g0).
We are in the equality case of Theorem 3.3.1, so (N, g1) and (M, g) are
isometric up to homotheties. Moreover the isometry is a map homotopic to
f .
We can prove also the Corlette-Siu, Thurston Theorem that is a gener-
alization of the Mostow Rigidity Theorem.
Theorem 4.1.6. Let (M, g0) and (N, g1) be two compact real (resp. com-
plex, quaternionic or Cayley) hyperbolic manifolds of dimension n ≥ 3. Let
f : N →M be a continuous map of degree p 6= 0. If
Vol(N, g1) = |p| ·Vol(M, g0)
then f is homotopic to a Riemannian covering map.
Proof. It is a direct consequence of the equality case of Theorem 3.3.1.
The last Riemannian application is the following isoperimetric inequality.
Proposition 4.1.7. Let M,N be two compact oriented manifolds of dimen-
sions n ≥ 2 and f : N →M be a continuous map of non-null degree. Suppose
that M supports a locally symmetric metric with negative curvature g0. Let
g be any Riemannian metric on N . Denote by B˜g(y,R) and B˜0(x,R) the
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geodesic balls of the Riemannian universal coverings of (N, g) and (M, g0).
For all x ∈M and for all y ∈ N we have
lim sup
R→+∞
Voln−1(∂B˜g(y,R), g)n ·Vol(N, g)
Vol(B˜g(y,R), g)n
≥
≥ ∣∣deg(f)∣∣ · lim
R→+∞
Voln−1(∂B˜0(x,R), g)n ·Vol(M, g0)
Vol(B˜0(x,R), g)n
.
Moreover, if n ≥ 3, we have the equality if and only if there exists a locally
homothetic covering map from (N, g) to (M, g0) homotopic to f .
Proof. We have shown in Proposition 2.1.6 that the map r 7→ Vol(B˜g(y, r), g)
is the primitive of the map r 7→ Voln−1(∂B˜g(y, r), g). So, from the definition
of volume entropy, we have
h(g) = lim
R→+∞
1
R−R0
∫ R
R0
Voln−1(∂B˜g(y, r), g)
Vol(B˜g(y, r), g)
dr,
for all R0 ≥ 0. Then the inequality and the equality case follow from Theo-
rem 3.3.1.
We present some dynamical rigidity results that follow from the main
theorem. We will sketch the proofs. More details and references can be
found in [BCG2]. First of all we recall some definitions. Let (M, g0) and
(N, g) be two compact oriented Riemannian manifolds of dimension n. Let
U0M and UgN be the corresponding unit bundles and ξ0t , ξ
g
t be the geodesic
flows associated to g0 and g respectively. We say that ξ0t and ξ
g
t are Ck-
conjugate (k ≥ 0) if there exists a Ck-diffeomorphism Ψ: UgN → U0M such
that
Ψ ◦ ξgt = ξ0t ◦Ψ.
In this dynamical setting there is another important invariant of a Rieman-
nian metric: the topological entropy. In case of negative curvature it is
defined as follows.
Definition 4.1.8. Let (M, g) be a compact Riemannian manifold with neg-
ative curvature. The topological entropy of g is the number
htop(g) = lim
R→+∞
1
R
log(#{γ : `g(γ) ≤ R})
where γ is a closed geodesic on M and the symbol # denotes the cardinality
of a set.
In general we have htop(g) ≥ h(g) for a Riemannian metric on M . It was
proved by Manning ([Ma]) that in case of negative curvature the topological
entropy coincides with the volume entropy.
The following theorem states that a compact locally symmetric manifold
with negative curvature is characterized by the C1-class of its geodesic flow.
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Theorem 4.1.9. Let (N, g) and (M, g0) be two compact oriented Rieman-
nian manifolds of dimension n ≥ 3. Suppose that g0 is locally symmetric
with negative curvature. If the geodesic flows of g and g0 are C1-conjugate
then g is isometric to g0.
Sketch of the proof. It is known that C0-conjugacy implies the equality of
the topological entropies, i.e. htop(g) = htop(g0). Moreover C1-conjugacy
implies Vol(M, g0) = Vol(N, g). Using the map Ψ that realizes the C1-
conjugacy between g and g0 one can prove that M and N are homotopy
equivalent. So there exists an homotopy equivalence f : N → M , that is of
degree 1. Hence, using the fact that htop(g0) = h(g0) since g0 has negative
sectional curvature, from Theorem 3.3.1 we have
(htop(g))
n ·Vol(N, g) ≥ (h(g))n ·Vol(N, g) ≥
≥ (h(g0))n ·Vol(M, g0) = (htop(g0))n ·Vol(M, g0).
Since htop(g) = htop(g0) and Vol(M, g0) = Vol(N, g) we have that g and
g0 satisfy the equality case of Theorem 3.3.1. Hence (N, g) is isometric to
(M, g0).
In the statement above there are no conditions on the metric g. Now
we suppose that the metric g on N has negative sectional curvature. In this
case it is well known that in any free homotopy class of paths α there exists
exactly one closed geodesic whose length is denoted by `g(α). Then we have
a map
`g : {free homotopy classes} → R+
that we call marked spectrum of lengths. We say that two Riemannian man-
ifolds (M, g0) and (N, g) have the same marked spectrum of lengths if there
exists an isomorphism ρ between pi1(N) and pi1(M) such that
`g0 ◦ ρ = `g.
Theorem 4.1.10. Let (M, g0) and (N, g) be two compact oriented Rieman-
nian manifolds of dimension n ≥ 3. Suppose that g has negative sectional
curvature and g0 is real hyperbolic with curvature equal to −1. If (N, g) and
(M, g0) have the same marked spectrum of lengths then g is isometric to g0.
Sketch of the proof. The identity of the marked spectrum of lengths implies
C0-conjugacy of the corresponding geodesic flows. Moreover, in this case
where g has negative sectional curvature, C0-conjugacy of the geodesic flows
implies the equality of the volumes. So we can repeat the proof of the
theorem above remarking that the homotopy equivalence between M and N
is proven only with topological methods, so it can be applied in this case.
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4.2 Generalizations
In this final section we will present some results that generalize the main
theorem of this thesis. Indeed there are some natural questions:
1. Is there an analogous theorem for non-compact manifolds?
2. Is there an analogous theorem for locally symmetric spaces, not necessar-
ily with negative curvature?
The answer to 1. is positive if we consider manifolds with finite volume.
Indeed we have the following theorem proved by P.Storm in [St2].
Theorem 4.2.1 (Storm). Let n ≥ 3 and (M, g0) be a locally symmetric
n-manifold with negative sectional curvature of finite volume. Let (N, g) be
a Riemannian n-manifold with finite volume. If f : N → M is a proper
continuous map of non-zero degree then
h(g)n ·Vol(N, g) ≥ h(g0)n ·Vol(M, g).
Moreover the equality holds if and only if f is properly homotopic to a ho-
mothetic covering map.
The proof of this result follows step by step the work of this thesis.
Clearly there are some technical difficulties since the manifolds are not com-
pact. The main idea to solve these difficulties is to find a good compact
exhaustion {Mk} of M such that the (n− 1)-volume of (∂Mk, g0) tends to 0
as k →∞.
Question 2. is still open but it has partial answers. C.Connell and B.Farb
proved in [CF] the following result.
Theorem 4.2.2 (Connell and Farb). Let M be an n-manifold that supports
a complete, finite-volume, Riemannian metric which is locally isometric to a
product of rank one symmetric spaces of dimension at least 3. Let (N, g) be
any finite-volume Riemannian n-manifold with bounded geometry, i.e. Ricci
curvature bounded above and injectivity radius bounded below. Let f : N →
M be a proper, coarsely Lipschitz map. Then
ent(g) ≥ ∣∣deg(f)∣∣ · ent(g0)
with equality if and only if f is a homothetic Riemannian covering.
Also in this case the proof is based on the ideas of G.Besson, G.Courtois
and S.Gallot. Indeed the authors adapt the proofs of this thesis to this
general case. This theorem focuses on metrics that are locally isometric to a
product of rank one symmetric spaces. The factors considered in the theorem
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above are all the rank one symmetric spaces except one: the real hyperbolic
space H2 which is the only rank one symmetric space of dimension less than
3. In order to extend the main theorem it is necessary to not consider the H2
factor. Indeed the rigidity part of the theorem cannot be true if one of the
factors is H2. So, if we consider in general a metric which is locally isometric
to a product of rank one symmetric spaces, without restrictions, we can only
hope to prove that this metric is a minimum of the functional ent(·). In this
case there is not a general answer. A first step in this direction was made
by L.Merlin ([Me]).
Theorem 4.2.3. Let (M, g0) be a compact Riemannian manifold locally iso-
metric to H2 ×H2. Let g be another metric on M . Then
ent(g) ≥ ent(g0).
The proof of this result is based on the calibration method. However
the construction of the calibration form is made using bounded cohomology
methods and not the barycenter map. The general question is then still
open. We remark that the proof of the main theorem of this thesis uses very
powerful tools, but they are strictly related to the geometry of a rank one
symmetric space. So it is difficult to extend these methods to the general
case.
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