Abstract-This paper presents a new distributed optimization technique, the inexact fast alternating minimization algorithm (inexact FAMA), that allows for inexact local computation as well as for errors resulting from limited communication. We show that inexact FAMA is equivalent to the inexact accelerated proximal-gradient method applied to the dual problem and derive an upper-bound on the number of iterations for convergence for inexact FAMA. The second contribution of this work is that a weakened assumption for FAMA, as well as for its inexact version, is presented. The new assumption allows the strongly convex objective in the optimization problem to be subject to convex constraints, while still guaranteeing convergence of the algorithm, which facilitates its application to control problems. We apply inexact FAMA to distributed MPC problems and derive the convergence properties of the algorithm for this special case. By employing the upper-bound on the number of iterations, sufficient conditions on the errors are provided, which ensure converge of the algorithm. Finally, we demonstrate the performance of the algorithm and the theoretical findings using a randomly generated distributed MPC example.
The research leading to these results has received funding from the European Research Council under the European Union's Seventh Alternating direction methods are also dual decomposition based methods, which have attracted a lot of attention in recent years due to their good performance for solving large or distributed optimization problems, e.g. [10] and [4] . In [16] , the alternating direction method of multipliers (ADMM), a subclass of alternating direction methods, has been proposed for the solution of distributed MPC problems.
In this work, we propose another alternating direction method called the fast alternating minimization algorithm (FAMA) for solving distributed MPC problems and derive an inexact FAMA algorithm providing convergence despite computation errors in the iteration steps of the algorithm. The difference between ADMM and FAMA is that FAMA requires stronger assumptions on the objective of the optimization problem, which can, however, be satisfied by standard MPC problems. In return, FAMA offers strong theoretical results, i.e. a better convergence rate of O( 1 k 2 ) and a complexity upper-bound on the number of iterations to achieve a certain solution accuracy [13] .
In practice, distributed optimization methods suffer from inexact solutions of the local problems and from communication errors. Inexact optimization algorithms address this problem, analysing the effect of errors on the overall algorithm and providing conditions under which convergence can still be guaranteed. Seminal works include [7] and [15] . In [7] , the authors propose an inexact decomposition algorithm for solving distributed optimization problems by employing smoothing techniques and an excessive gap condition. In [15] , an inexact proximal-gradient method, as well as its accelerated version, are introduced. The proximal gradient method, also known as the iterative shrinkage-thresholding algorithm (ISTA) [2] , has two main steps: the first one is to compute the gradient of the smooth objective and the second one is to solve the proximal minimization. The conceptual idea of the inexact proximal-gradient method is to allow errors in these two steps. The results in [15] show convergence properties of the inexact proximal-gradient method and provide conditions on the errors, under which convergence of the algorithm can be guaranteed.
In this paper, we present a new inexact algorithm, inexact FAMA, and apply it to distributed MPC problems. Inexact FAMA is an extension of the FAMA algorithm, see [10] and [13] . By extending the results in [15] , we show the convergence properties of inexact FAMA and derive a complexity upper-bound. The main contributions of this work are the following:
• We show that applying the proposed inexact FAMA to the primal problem is equivalent to applying the inexact accelerated proximal-gradient method (inexact APGM) in [15] to the dual problem. Based on the results in [15] , an upper bound on the number of iterations to achieve a given accuracy of the dual value function is derived.
• Extending previous results in [10] and [14] , we show that all convergence properties of FAMA and inexact FAMA are preserved when imposing convex constraints on the strongly convex objective.
• We apply inexact FAMA to distributed MPC problems, where computation errors of the local optimization problems and consensus errors are considered. By simplifying the upper bound of inexact FAMA for this special case, sufficient conditions on the errors for convergence are provided.
• We demonstrate the performance and the theoretical results of inexact FAMA for a randomly generated example of a distributed MPC problem.
II. PRELIMINARIES

A. Notation
Let f : Θ → Ω be a function. The conjugate function of f is defined as f (y) := sup x∈Θ (y T x−f (x)). For a conjugate function it holds that p ∈ ∂f (q) ⇔ q ∈ ∂f (p), where ∂f (·) denotes the set of sub-gradients of the function f at a given point. Let f be a strongly convex function. σ f denotes the convexity modulus p − q, x − y ≥ σ f x − y 2 , where
Let C be a matrix. ρ(C) denotes the matrix norm of C T C. The proximity operator is defined as
We note the following equivalence
We refer to [3] and [1] for details on the definitions and properties above. In this paper,· is used to denote an inexact solution of an optimization problem. The proximity operator with an extra subscript , i.e.x = prox f, (y), means that a maximum computation error is allowed in the proximal objective function
B. Inexact Accelerated Proximal-Gradient Method
In this section, the inexact accelerated proximal-gradient method (inexact APGM) proposed in [15] will be introduced. Both the algorithm and the convergence theorem will be presented. Inexact APGM addresses optimization problems of the form in Problem II.1. The inexact APGM algorithm is given in Algorithm 1.
Problem II.1.
• φ is a convex function with Lipschitz continuous gradient with constant L(∇φ); • ψ is a lower semi-continuous convex function, not necessarily smooth.
Algorithm 1 Inexact Accelerated Proximal-Gradient Method
Require:
Inexact APGM in Algorithm 1 allows two kinds of errors: {e k } represents the error in the gradient calculations of φ, and { k } represents the error in the computation of the proximal minimization in (3) at every iteration k. The following proposition states the convergence property of inexact APGM.
Proposition II.3 (Proposition 2 in [15]).
Let {w k } be generated by inexact APGM defined in Algorithm 1. If Assumption II.2 holds, then for any k ≥ 1 we have
where Φ(w) = φ(w) + ψ(w),
and w 0 and w denote the initial solution for Algorithm 1 and the optimal solution of Problem II.1, respectively.
As proposed in [15] , the upper-bound in Proposition II.3 allows the derivation of sufficient conditions on the error sequences {e k } and { k } for the convergence of the algorithm to the optimal solution w *
• The series {k e k } and {k √ k } are finitely summable and decrease at the rate O(
If one of the above conditions holds, then the algorithm converges to the optimal solution. For κ = 0, i.e. the errors decrease at the rate O( 1 k 2 ), the algorithm converges, but the convergence rate is poor O(
III. INEXACT FAST ALTERNATING MINIMIZATION ALGORITHM
The accelerated proximal gradient method, as well as its inexact version, is limited to the case, where both objectives are a function of the same variable. Many problems and most importantly MPC problems are not of this type. In order to generalize the problem formulation, we employ the fast alternating minimization algorithm, which covers optimization problems of the form in Problem III.1. In this section, we extend FAMA to the inexact case and present the theoretical convergence properties of the new inexact FAMA algorithm.
Problem III.1.
with variables x ∈ R nx and z ∈ R nz , where A ∈ R nc×nx , B ∈ R nc×nz and c ∈ R nc . f : R nx → R and g : R nz → R are convex functions. The Lagrangian of Problem III.1 is
and the dual function is
where f and g are the conjugate functions of f and g. The dual problem of Problem III.1 is
• f is a strongly convex function with convexity modulus σ f , • g is a convex function, not necessarily smooth.
Algorithm 2 Inexact Fast alternating minimization algorithm (Inexact FAMA)
The inexact FAMA algorithm is presented in Algorithm 2, which allows errors in Step 1 and in Step 2 of the algorithm, i.e. both minimization problems are solved inexactly with errors δ k and θ k , respectively. Lemma III. 4 shows that inexact FAMA in Algorithm 2 is equivalent to applying inexact APGM in Algorithm 1 to the dual problem in Problem III.2 with the following correspondence: the gradient computation error in Algorithm 1 is equal to e k = Aδ k and the error of solving the proximal minimization is equal to
With this equivalence, shown in detail in Lemma III.4, the complexity bound in Proposition II.3 can be extended for the inexact FAMA algorithm. The proof of Lemma III.4 is an extension of the proof of Theorem 2 in [10] and the proof in Section 3 in [17] .
with
Step 2 in Algorithm 2 implies:
where
By multiplying with B and subtracting c on both sides, we obtain
By multiplying with τ and addingλ k + τ (c − Ax k − Bz k ) on both sides, we get
By
Step 3 in Algorithm 2, the above equation results in
From
Step 1 in Algorithm 2 and the property of the conjugate function p ∈ ∂f (q) ⇔ q ∈ ∂f (p), we obtain
By definition of the function φ, we get
which is equivalent to
with e k = Aδ k . In order to complete the proof of equation (6), we need to show that λ k is an inexact solution of the proximal operator as defined in equation (3) with the error
equation (6) is proved. Based on the equivalence shown in Lemma III.4 , we can now derive an upper-bound on the sub-optimality of the dual function value of the sequence {λ k } in Theorem III.5.
Theorem III.5. Let {λ k } be generated by the inexact FAMA in Algorithm 2. If Assumption III.3 holds, then for any k ≥ 1
and L(∇φ) = σ 
Bθ k 2 . It therefore only remains to be shown that the dual defined in Problem III.2 satisfies Assumption II.2. φ(λ) and ψ(λ) are both convex, since the conjugate functions and linear functions as well as their weighted sum are always convex (the conjugate function is the point-wise supremum of a set of affine functions). Furthermore, since f (x) is strongly convex with σ f by Assumption III.3, we know that f has Lipschitz-continuous gradient with Lipschitz constant
It follows that the function φ has Lipschitz-continuous gradient ∇φ with Lipschitz constant
Hence, the functions φ and ψ satisfy Assumption II.2. Proposition II.3 applies and completes the proof of the upperbound in inequality (7) . After showing equivalence of inexact FAMA and inexact APGM in Lemma III.4 and the upper-bound in Theorem III.5, the conditions on the errors for the convergence of inexact APGM presented in Section II-B can directly be extended to inexact FAMA with the errors defined in Lemma III.4.
IV. INEXACT FAST ALTERNATING MINIMIZATION ALGORITHM WITH WEAKENED ASSUMPTION
For many problems, it is desirable to choose a splitting where a convex constraint is additionally imposed on the strongly convex objective f . An example is distributed MPC discussed in the next section, where the global optimization problem is split into local problems according to the dynamic couplings of the subsystems. However, the local problems have local constraints, which can be considered as indicator functions in the cost. Since indicator functions are only weakly convex, Assumption III.3 will be violated. In this section, we present a weakened assumption in Assumption IV.1, which allows the strongly convex objective in Problem III.1 to be subject to convex constraints, and still guarantees convergence of the algorithm.
Assumption IV.1.
• f is a strongly convex function defined on a convex set C. σ f denotes the convexity modulus of f .
• g is a convex function, not necessarily smooth.
We define the dual functionf of f in equality (10) . It has the similar meaning to the conjugate function f , but the domain of the function is given by the convex constraint. Before showing the convergence proof of FAMA under Assumption IV.1, we first show Lipschitz continuity of ∇f (·), which is required by the convergence proof in Theorem IV.3.
Lemma IV.2. If the function f is strongly convex with the convexity modulus σ f and the constraint C is a convex set, then the functionf has a Lipschitz continuous gradient
For any y 1 and y 2 , we have
with a Lipschitz constant L(∇f ) =
Proof: The proof follows directly from Theorem 1 in [14] .
Adding a convex constraint C to the objective f in Problem III.1 results in the following modification of Step 1 in Algorithm 2
The following theorem shows the convergence property of the inexact FAMA algorithm with modified Step 1 in (14).
Theorem IV.3. If Assumption IV.1 holds and the inexact solutionx k is feasible for all k ≥ 0, i.e.x k ∈ C, the sequence {λ k } generated by the inexact FAMA algorithm with the modified first step in (14) satisfies inequality (7) .
Proof: Since the definition of the functionf (·) corresponds to the definition of the conjugate function of f (·) with the function domain given by C, then the property p ∈ ∂f (q) ⇔ q ∈ ∂f (p) is preserved. Hence Lemma III.4 still holds, namely that the inexact FAMA with the modified first step in (14) is equivalent to the inexact accelerated proximal-gradient method on the dual problem. It remains to be shown that the dual defined in (15b) satisfies the convergence assumption of the inexact accelerated proximalgradient method in Assumption 1
The dual problem is to minimize −D(λ) =φ(λ) + ψ(λ).φ(λ) and ψ(λ) are both convex by definition. From Lemma IV.2, it follows thatφ(λ) has a Lipschitz continuous gradient ∇φ(λ) = A∇f (A T λ) with a Lipschitz constant L(∇φ(λ)) = σ −1 f · ρ(A). Hence, Assumption 1 is satisfied and (7) holds by Theorem III.5. Theorem IV.3 allows for the application of FAMA, as well as its inexact version, to problems with additional convex constraints on the strongly convex part of the objective, which in particular enables the application of inexact FAMA to distributed MPC problems, discussed in the next section.
V. INEXACT FAMA FOR DISTRIBUTED MODEL PREDICTIVE CONTROL
A. Distributed Model Predictive Control
We consider a network of M agents. The agents interact and communicate according to a fixed undirected graph G = (V, E). The vertex set V = {1, 2, · · · , M } represents the agents and the edge set E ⊆ V × V specifies pairs of agents that interact and can communicate. If (i, j) ∈ E, we say that agents i and j are neighbors, and we denote by N i = {j|(i, j) ∈ E} the set of the neighbors of agent i. Note that N i includes i. The dynamics of the ith agent are given by the discrete-time linear dynamics
where A ij and B ij are the dynamic matrices. The states and inputs of agent i are subject to local convex constraints
The distributed MPC problem is given in Problem V.1. A similar problem formulation is considered in [6] , where it is shown how stability can be guaranteed with the considered problem structure. 
C. Discussion
After having shown that inexact FAMA allows for solving the local problems inexactly, the following discussion addresses the question of which methods provide the required properties of the local solutions. The local problems have the structure of standard MPC problems with strongly convex cost functions and convex constraints.
The fast gradient method, the interior-point method and active-set method are good candidates for solving the local problems, since these methods have shown good performance for solving MPC problems and ensure primal feasibility of suboptimal iterates. However, the interior-point method and active-set method generally do not provide good bounds on the number of iterations for a given level of suboptimality.
VI. NUMERICAL EXAMPLE
This section illustrates the theoretical findings of the paper and demonstrates the performance of inexact FAMA for solving a randomly generated distributed MPC problem. For this example, we assume that the sub-systems are coupled only in the control input.
We randomly generate a connected network with 40 subsystems. Each sub-system has 3 states and 2 inputs. The dynamical matrices A ii and B ij are randomly generated, i.e. generally dense, and the local systems are controllable and unstable. The input constraint U i for sub-system i is set to U i = {u i | − 0.4 * 1 ≤ u i (t) ≤ 0.3 * 1}, where 1 denotes the all-ones vector with the same dimension as u i . The horizon of the MPC problem is set to N = 11. The local cost functions are chosen as quadratic functions, i.e. l i (x i (t), u i (t)) = x T are at the constraints. In Fig. 1 , we demonstrate the convergence properties of inexact FAMA with three different kinds of errors for δ k and θ k and compare inexact FAMA with exact FAMA, for which all the errors are equal to zero. Note that these errors are synthetically constructed to specify different error properties. We solve the local problems to optimality and then add the errors to it. The red line shows the performance of exact FAMA. The blue, green and pink lines show the performance of inexact FAMA. For the blue one, the errors δ 
