We reformulate the zero-dimensional hermitean one-matrix model as a (nonlocal) collective field theory, for finite N. The Jacobian arising by changing variables from matrix eigenvalues to their density distribution is treated exactly. The semiclassical loop expansion turns out not to coincide with the (topological) 1 N expansion, because the classical background has a non-trivial N-dependence. We derive a simple integral equation for the classical eigenvalue density, which displays strong non-perturbative behavior around N = ∞. This leads to IR singularities in the large-N expansion, but UV divergencies appear as well, despite remarkable cancellations among the Feynman diagrams. We evaluate the free energy at the two-loop level and discuss its regularization. A simple example serves to illustrate the problems and admits explicit comparison with orthogonal polynomial results.
Introduction
Large-N random matrix models have been with us since the 1950s [1] , and enjoyed a renaissance 1989 due to newly-found applications to random surfaces, 2d gravity and string theory [2] . In the late 1970s matrix models encountered gauge theories, and its two major calculational frameworks were developed: semiclassical or collective field theory of matrix eigenvalues [3] , and the technique of orthogonal polynomials [4] . The latter has driven the recent successes, by admitting the investigation of the double-scaling limit and of the connection to integrable hierarchies.
Given that the semiclassical approach is particularly simple in the planar limit, it is somewhat surprising that, except for the one-dimensional model, it has not been extended to the loop level. This paper is intended as an attempt in that direction.
To be sure, there is a well-known obstacle to using the collective field in a 1 N expansion of the free energy, namely the exact evaluation of the Jacobian generated by the change of variables from matrix eigenvalues to their density distribution [5] [6] [7] [8] . However, recent work of Karabali and Sakita [9] suggests a way of doing just that. In this paper we follow their approach and convert to the Fourier representation of the functional delta-function defining the eigenvalue density ρ(x).
Its conjugate field, λ(x), gets thereby introduced into an effective action S N [ρ, λ] which, though non-local and non-polynomial, takes on a fairly simple form. An equivalent result has been obtained by Ben-Menahem [10] , through mediating the Coulomb repulsion of the eigenvalues by a 2d photon field.
In section 2 we derive the effective action and its equation of motion, for any finite N. The full saddle-point equation contains an explicit 1 N term, which obstructs any attempt for an exact solution. At N = ∞, it reduces to the airfoil equation, which admits exact solutions vanishing outside a compact support σ [11, 12, 3] . For N < ∞, however, strong non-perturbative (in The conclusions form section 6, and some technical material as well as a useful compendium of formulae is collected in three appendices.
The Classical Eigenvalue Density
We begin by formulating a collective field theory for the zero-dimensional hermitean one-matrix model at finite N. Our starting point is the partition function for an N × N random hermitean matrix ensemble, in a potential V . Upon diagonalization M = diag(x i ) this reduces to
We like to change variables from the matrix eigenvalues x i to their density distri-
More precisely, we insert
into (2.2) and express the action in terms of the density,
The self-interaction had to be regulated by replacing ln
choosing some suitable, i.e. symmetric and bounded, function f .
Following ref. 9 we are able to perform the integration over x i , 6) and arrive at an effective action
which is not only nonlocal in the two real fields ρ and λ but also non-polynomial in the latter. Interestingly, the constant mode of λ can be integrated out exactly to yield the constraint δ( ρ − 1) that was apparent already from the definition (2.3).
However, we shall keep those modes in the measure for the time being. In principle,
another constraint arises from the positivity of ρ. Perturbation theory about a strictly positiveρ, however, is insensitive to this restriction, and we will therefore ignore it in the fluctuations.
Our goal is to carry out a systematic semiclassical analysis of this peculiar onedimensional field theory. To leading order inh we must determine the saddle-point configurations (ρ,λ), where the action (2.7) is stationary. The first variations yield
whereρ comes out to be properly normalized, ρ = 1. The second equation determinesλ up to a constant,
a result which may be inserted into the first equation. ⋆ Subtracting the value at x = 0 to get rid of the constant and deregulating the Coulomb repulsion we get †
Together with normalization and positivity, this equation describes the classical eigenvalue density for any finite N. It is noteworthy that (2.10) is not homogeneous in 1 N , so its solution cannot be, either. The saddle-point equation is more easily studied in its differentiated version,
where − denotes Cauchy's principal value of the integral. The r.h.s. is known as the Hilbert transform H (ofρ) which has been thoroughly investigated [13] (see ⋆ The first equation subsequently fixes the constant λ 0 for a given solutionρ. † See also ref. [10] .
appendix A for details). At this point let us merely state that H is uniquely invertible on the class L p , p > 1, by 12) At N = ∞ our equation (2.11) has been widely studied and solved [11, 12, 3] , and it was learned [14] that a unique solution extends to N < ∞. Unfortunately, the equation is not easily solved for finite N. Even in the large-N limit some care
is required, as shown by the following. For instance, should we drop theρ ′ /ρ-term since it is down by 1 N ? A little inspection reveals that such a step is in general not consistent with the asymptotic large-|x| behavior of the equation, which demands a 1 x fall-off for the l.h.s. due to the normalization ofρ. In fact, the formal iterationŝ
show all terms in (2.11) to be of the same order for |x| ≫ 1 (unless V ∼ ln x 2 ). The situation is different, however, near the minimum of the potential where most ofρ is concentrated. This relation is known as the airfoil equation and determines the vorticity ρ 0 related to a given velocity field V ′ along the airfoil σ (b−a is the span of the wings) [11] .
It is solved by inverting the finite Hilbert transform T,
where the arbitrary constant
arises due to the one-dimensional kernel
of T and is set to γ = +ǫ ; for V ′ ∈ L 1+ǫ we also need ρ 0 ∈ L 1+ǫ in (2.15) [11, 12] . In the case of polynomial potentials the resulting density ρ 0 (x) is seen to vanish at the endpoints of σ generically as (x − a) 1/2 and (b − x) 1/2 . For more on the finite Hilbert transform we refer to appendix A.
Having solved the saddle-point equation in the large-N limit, one is tempted to try and expand the complete solutionρ of (2.11) around ρ 0 . A 1 N -expansion appears logical on σ but is bound to fail in the exterior region since e −N has an essential singularity at N = ∞. Instead, a series in powers of e −N V seems more appropriate there. Either type of expansion, however, must break down at the cross-over points, because a smooth functionρ is to develop from one that is [10] , that
which may be rewritten as
by making use of the saddle-point equation (2.10). Given the non-trivial Ndependence ofρ it becomes clear that the semiclassical expansion will not correspond exactly to an expansion in 1 N . On the other hand, it is encouraging to note that potentially divergent pieces like lnρ have dropped out. The eventually singular f (0) term will get cancelled in the following section.
Quantum Fluctuations
We now set out to develop the loop expansion of the theory defined by eqs. (2.5) and (2.7) in the standard fashion. We eliminate the constant modes from the measure and split
with ρ ′ = 0 = λ ′ . Since S N is quadratic in ρ its fluctuations are gaussian and affect only the propagators. Hence, only vertices for λ ′ are present. Let us write
where ln Z + equals the connected Feynman diagrams, and det ′ reminds us to omit the constant modes. The fluctuation operator S ′′ N at the saddle point reads
and acts on {ρ ′ (y), λ ′ (y)}. The simple form of the off-diagonal blocks of S ′′ N facilitates the calculation of the determinant,
where we have formally expanded in powers of N (not Instead, we complete the construction of the Feynman rules. To obtain the λ ′ propagator we need to invert before taking the trace.
. Since 1 is a zero mode of B we may omit the primes. † The inversion of f will be discussed in the next section.
Turning to the vertices, the λ ′ expansion simplifies at the saddle point as
with the help of e It is instructive to compute the two-loop correction to the free energy
Writing ∆S = N k N −k S k , with k lines emanating from S k , we have
where . . . denotes the free field average performed with the propagator (3.5).
With a little combinatorics S k can be read off eq. (3.6), e.g.
which are depicted in figure 1 . Obviously, the parts of S k are labelled by the partitions of the number k into integers. The λ ′ contractions produce 21 diagrams which are displayed in figure 2. Due to the non-locality of the vertices, the terms "loop" and "vertex" take on two distinct meanings, namely one counting powers ofh and denoting S k , and the other describing individual diagrams. In order to avoid notational confusion, we distinguish between the two and refer to figure 2 as the two-loop contributions built from vertices S k , represented by 6 two-loop, 9
one-loop, and 6 tree-level diagrams consisting of 2 or 3 lines and up to 6 nodes.
Note also that all contributions to ln Z + are connected whereas the constituting graphs may not be. It appears that we have derived a sensible set of Feynman rules (3.4)-(3.6) for our non-local theory.
The functional ∆S in (3.6) has the property that an x-independent shift of λ ′ leaves the vertices S k form-invariant. We may exploit this fact to simplify the structure of S k , by changing the field variable λ ′ →λ :
a large number of terms disappear when S k are expressed in terms ofλ. We are left with the parts corresponding to partitions of k into integers ≥ 2 only. The 21 diagrams of figure 2 compactify to the five graphs without univalent nodes.
In particular, tree graphs can no longer be present. The price we pay for this simplification is a more involved propagator forλ, which actually consists of four terms when rewritten in terms of the λ ′ propagator.
We gain, however, an argument showing the cancellation of all tadpole infinities. The only potentially divergent diagrams arise from self-contractions,
Anyλ-propagator ending in a univalent node with a weight of constant ×ρ is seen to vanish, which eliminates all f (0) terms from tadpoles. The singularities arising from self-contracted multiply valent nodes appear to cancel systematically between different graphs (see figure 2 for example). This argument holds true for any constant part of λ ′ (x) λ ′ (x), whether we expand in N or not.
Expanding the full propagators in the loop graphsà la (3.5) leads to an infinite series in powers of N, which ruins the absorbing the leading N-dependence of λ ′ (x) λ ′ (y) into the vertices in (3.8) replaces S k /N k−1 → NS k , for any k, so that all terms in ∆S contribute at lowest order in N. It therefore appears that we need to sum the loop expansion in order to consistently develop F N in powers of N. On the other hand, F N has a logarithmic singularity at N = 0 (at least for a quadratic matrix potential) which makes an N expansion ill-defined anyway.
Nevertheless, the semiclassical expansion seems to be well-behaved for finite N.
It is merely dangerous to develop the individual loop contributions in N (or 1 N as we shall see soon). Unfortunately, for practical purposes we need to compute the determinant (3.4) and the propagator (3.5) somewhere, and this seems feasible only at the extrema N = 0 or N = ∞. Another option is to put the system in a box (in eigenvalue space) of length L and estimate determinant and propagator in Fourier space. We shall come back to this approach later on.
4.

N Expansion
This section is devoted to an attempt to set up a systematic 1 N expansion of the free energy (3.7), using the previous results (2.11)-(2.18) and (3.4)-(3.6). We will proceed in two stages. First, we arrange according to explicit powers of (4.1) † It is convenient to make a change of basis, λ ′ = ξ/ √ρ , so that the kernel of δ(x−y) − ρ(x)ρ(y) is spanned by √ρ . Because ρ(x)ρ(y) projects onto the kernel, our operator projects onto the complement and is inverted by the identity there.
On the level of the determinant this can also be seen in Fourier space, from the identity det
The propagator (3.5) is then easily written out as
3)
The one-loop determinant (3.4) works out analogously,
where η is a regulating constant, and we dropped a singular constant determinant. Nρ , which will be responsible for IR divergencies later on.
We have yet to give a less formal meaning to the "propagator" f −1 . Since the convolution with
x−y is just the Hilbert transform (2.11), the deregulated f (x−y) → ln(x−y) 2 is easily inverted from (2.12), ‡
on the space L 1+ǫ . ‡ The symbol P denotes the principal value, P . . . = − . . ., or P
Employing the results of appendix A we are now able to compute the oneloop traces of eq. (4.4). The derivatives get distributed over the graph, and, after
and so on, we discover that tr ρ −1 f −1 k vanish upon symmetrization over cyclic permutations! § Hence, the one-loop correction to F N comes from the first (singular) factor of (4.4) only and is given by It is quite remarkable that all but one of the divergent graphs cancel between S 4 and S 3 S 3 ! ¶ However, the single genuine two-loop diagram survives (together with some finite contributions),
It is then quite clear that a k-loop contribution to ln Z + will yield (products of) expressions of the form δ(0) p ρ 1−p , with 0 ≤ p ≤ k. However, all Feynman graphs § We have checked this for k ≤ 3. ¶ The propagator self-contraction cancellation argument of the previous section does not even apply since λ Next, we define a sequence of potentials
by expanding lnρ. The saddle-point equation (2.11) then turns into the iteration 
Second, we insert the expansion (4.10) into the expressions (4.7) and (4.8) for the loop corrections. However, by settingρ ∼ e −N V to zero off σ we are dropping infinite contributions ∼ N V and ∼ e +N V to the integrals of (4.7) and (4.8),
respectively, of which the first is perfectly perturbative.
At this stage it is quite obvious that a brute-force expansion around N = ∞ makes no sense. In view of the interference with strong e −N behavior one must keep at least the N-dependence ofρ intact. Only then may one hope to establish a large-N series for the free energy, provided the regulation problems can be overcome. Under these circumstances it is hard to see how a serious comparison with orthogonal polynomial results could be achieved beyond the leading order.
An Example
We have tried to develop the semiclassical expansion for the zero-dimensional hermitean matrix model with an arbitrary potential V . In order to explicitly demonstrate the difficulties of this scheme we now become more specific and choose a simple potential, 
a polynomial deformation of Wigner's semicircle law. The next step in the itera-tion (4.11) and (4.12) yields
which is to be plugged into (2.15) to find the correction ρ 1 = ρ
1 +ρ
1 . With the help of appendix A ⋆ the first term gives
but the second term is not integrable at x = ±2a; stretching the meaning of (4.12)
we might set
These results continue to hold true for − 1 48 < g < 0; in this regime 2 > a 2 > 1 and −8 > n 2 > −∞. At the lower bound |n| → 2a, and the well-known additional zero develops at the edge of σ. Evidently, the iteration (4.12) leads to ever worse singularities at x = ±2a. This merely reflects the breakdown of the 1 N expansion at the edges and shows that our neglect of the non-perturbative tail ofρ was illegitimate.
Nevertheless, we insert the above findings into the functionals (4.13), (4.7) and (4.8). The classical action becomes 
classical contribution at the same order.
The comparison of these semiclassical "results" with the exact formula (5.2) is poor. Although the leading terms agree (as is well-known) we have failed to reproduce the subleading contributions. The logarithmic N-dependence may still be restored by taking ln(x−y) 2 = ln N −2 when |x−y| < N −1 , and by setting η = − 
Conclusions
We have formulated the collective field theory for hermitean matrix models away from the large-N limit. By treating the Jacobian from the change of variables from eigenvalues x i to their density ρ(x) exactly, we arrived at a particular nonlocal and non-polynomial theory of two real scalar fields, ρ and λ. Nevertheless, we were able to set up a loop expansion for the free energy, at any N < ∞. The classical eigenvalue density,ρ, is determined by a simple integral equation Nρ . Third, the ensuing integrals ρ 1−k do not converge due to the exponentially small tail ofρ, producing IR divergencies.
A simple recipe to deal with these problems is to restrict the eigenvalue space to a finite interval and to implement a high-frequency cutoff. Preliminary answers were obtained here at the one-loop level.
Finally, a simple example was chosen to substantiate our abstract discussion and to compare with known results obtained by the method of orthogonal polynomials. As anticipated, only the planar contribution was reproduced entirely, but some features of the torus correction appeared as well.
Although we focused on the zero-dimensional hermitean one-matrix ensemble, the discussions in this paper should carry over mutatis mutandis to multi-matrix models, the one-dimensional theory, and to unitary matrix models.
It must be said that we did not yet achieve our goal of deriving a practical algorithm which systematically computes 1 N corrections in the semiclassical scheme. However, the necessary steps have been taken, and the details of our failure are no more puzzling as they are intriguing. We certainly hope to gain further insight into this outstanding problem in the future.
APPENDIX A
We give the basic notions of the infinite and finite Hilbert transforms, including some useful properties. Hilbert was the first to notice the (skew-)reciprocity of
u is said to be conjugate to v. The (infinite) Hilbert transform
is related to Fourier integrals and to the Laplace transform and received an extensive treatment in Titchmarsh's book [13] . For v ∈ L 1+ǫ , H[v] exists almost everywhere and also belongs to L 1+ǫ , so its inverse is
still exists almost everywhere but does not necessarily belong to L.
We may, however, set H[1] = 0. Furthermore, it is easily seen that
Some interesting properties of H generalize to the finite Hilbert transform,
which plays an important role in aerodynamics and has been investigated by a number of authors [11, 12] . Most useful of those is Tricomi's convolution theorem,
valid for v i ∈ L pi with p i > 1 and
It is equivalent to the interchange formula
of Hardy and Poincaré (more generally,
Under the same conditions we also have Parseval's formula
which may also be written as
demonstrating the skew-adjoinedness of the T (and H) operations with respect to the standard scalar product. Another convenient relation is
which allows us to commute a derivative past the transform, as in (4.5). All these relations, (A.6)-(A.10), hold for H as well.
Conversely, the linearity property (A.4) cannot hold for T; rather
so that (A.6) with v 1 = 1 yields T T [v] = −v, in contradistinction to H. This slightly complicates the inversion of T . However, it is easily calculated that
on the interval x ∈ (a, b). ⋆ With these data a clever application of the convolution theorem (A.6) then establishes [12] T −1
where, using (A.8) and (A.12),
is an arbitrary normalization constant. The conditions of the convolution theorem restrict the validity of the inversion (A.13) to u ∈ L tions, e.g.
which also goes to (A.3) when (a, b) → (−∞, ∞).
Unfortunately, our nonlinear extension of the Hilbert transform,
does not seem to have been investigated in the literature.
APPENDIX B
In the case of a gaussian ensemble (V = 1 2 x 2 ) of hermitean random matrices the free energy F N for any N can be found exactly, with orthogonal polynomial techniques. As usual [4] where h k is the norm of the kth monic orthogonal polynomial, P k (x) = x k +. . .. For our quadratic potential the P k are just proportional to the Hermite polynomials,
whose norms are well-known, is a universal constant, defined ever more accurately for ever larger values of the cut-off parameter p. As expected on general grounds, this is an expansion in More accurate estimates have to consider some sub-diagonals as well.
