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a b s t r a c t
The asymptotic estimate of the expected number of real zeros of the random hyperbolic
polynomial of the form fn(t) ≡ fn(t, ω) = y1(ω) cosh t + y2(ω) cosh 2t + · · · + yn(ω)
cosh nt is known if the coefficients y1(ω), y2(ω), . . . , yn(ω) are independent and normally
distributed random variables with mean zero and variance one. We have considered here
the casewhen the randomcoefficients are dependent andproved that the expectednumber
of real zeros of fn(t) is (1/pi) log n+ O(1) if the correlation coefficients between yi(ω) and
yj(ω) are ρ|i−j|(0 < ρ < 1, i 6= j) and the expected number of real zeros is O(1) if the
correlation coefficients between yi(ω) and yj(ω) are ρ, 0 < ρ < 1.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let y1(ω), y2(ω), . . . , yn(ω), where ω ∈ Ω , is a sequence of normally distributed random variables defined in a fixed
probability space (Ω , A, Pr) with mean zero and variance one. Let ρij be the correlation coefficient between yi(ω) and yj(ω).
Denote Nn(a, b) as the number of real zeros of the random hyperbolic polynomial
fn(t) =
n∑
k=1
yk(ω) cosh kt (1.1)
in the interval a ≤ t ≤ b and ENn(a, b) as its expected value. There are several known results on the asymptotic
estimate of ENn(−∞,∞) if ρij = 0. The literature includes the pioneering work of Das [1] (cited in Bharucha-Reid and
Sambandham [2] pp-110) and more recent results due to Farahmand [3] and Mahanti [4]. They generally show that, for
the case when the coefficients are standard normal random variables, ENn(−∞,∞) is asymptotic to (1/pi) log n for all
sufficiently large values of n. No attempt has yet been made to obtain any estimate of ENn(−∞,∞) by deviating from
the assumption that ρij = 0. On the other hand, the effect of variation of ρij on the expected number of real zeros of
the random algebraic polynomial and the random trigonometric polynomial has been studied in more detail. For example,
if ρij is a constant ρ, 0 < ρ < 1, the expected number of real zeros of the random algebraic polynomial of the form
y1(ω)t + y2(ω)t2 + · · · + yn(ω)tn, is half of the corresponding estimates if ρij = 0 or ρij = ρ |i−j| [5–7]. For the random
trigonometric polynomial y1(ω) cos t+ y2(ω) cos 2t+· · ·+yn(ω) cos nt , all the three estimates for the casesρij = 0,ρij = ρ
and ρij = ρ |i−j|, are asymptotically identical [8–10]. Therefore, it is of special interest to reveal the effect of coefficients
being dependent on ENn(−∞,∞). One may expect that, because of the similarity of order of ENn(−∞,∞) for the ρij = 0
case, the expected number of real zeros of fn(t) = 0 for ρij 6= 0 will be the same as that of the algebraic case and will be
O(log n). However, it is proved in the following two theorems that the nature of oscillations of randomhyperbolic polynomial
y = fn(t) about the axis y = 0 does not follow the above patterns.
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Theorem 1. If the coefficients of fn(t) in (1.1) are normally distributed random variables, each with mean zero, variance one and
ρij, the correlation coefficient between the ith and jth coefficients, is given by ρij = ρ|i−j|i 6= j, where ρ is a fixed constant and
independent of n and such that 0 < ρ < 1, then for all sufficiently large values of n,
ENn(−∞,∞) = pi−1 log n+ K1 + o(1),
where K1 is a constant and is independent of n.
Theorem 2. For the same polynomial fn(t) defined above, if ρij is a fixed constant ρ which is independent of n and such that
0 < ρ < 1, then for sufficiently large values of n
ENn(−∞,∞) = K2 + o(1),
where K2 is a constant and is independent of n.
2. Proof of Theorem 1
In order to obtain the necessary formula for obtaining the expected number of real zeros in an interval, we look at the
polynomial fn(t) as a non-stationary normal process and use the result due to Crammer and Leadbetter [11, page 285] for
level crossings of this type of process.
Let
Xn = Xn(t) =
n∑
k=1
cosh2 kt, Yn = Yn(t) =
n∑
k=1
k cosh kt sinh kt, Zn = Zn(t) =
n∑
k=1
k2 sinh2 kt,
l1 = l1(t) =
n−1∑
k=1
ρk cosh kt,
l2 = l2(t) =
n−1∑
k=1
ρk sinh kt and Pn = Pn(t) = (cosh(2n+ 1)t + cosh t) /(2 sinh t).
Let ρij = ρ|i−j|i 6= j, 0 < ρ < 1. Then using the procedure of Crammer and Leadbetter, it can be proved that
ENn (a, b) = (1/pi)
∫ b
a
(√
αnγn − β2n/αn
)
dt, (2.1)
where
αn =
n∑
i=1
n∑
j=1
ρ|i−j| cosh jt cosh it = Xn (1+ 2l1)− l′2 − Pnl2 + l1, (2.2)
βn =
n∑
i=1
n∑
j=1
sinh jt cosh it = Yn(1+ 2l1)+ Xnl′1 − l′′2/2− (Pnl2)′/2+ l′1/2, (2.3)
γn =
n∑
i=1
n∑
j=1
ijρ|i−j| sinh jt sinh it = Zn(1+ 2l1)− (Pnl2)′′/4+ Pnl′′2/4+ 2Ynl′1 + (3n2 + 3n+ 1)l′2/6− l′′′2 /6. (2.4)
After expansion, Xn, Yn, Zn, l1 and l2 take the following form
4Xn = gm +m− 2, (2.5)
8Yn = g ′m, (2.6)
48Zn = 3g ′′m −m3 +m, (2.7)
l1 =
(
ρn+1 cosh(n− 1)t − ρn cosh nt − ρ2 + ρ cosh t) r(t), (2.8)
l2 =
(
ρn+1 sinh(n− 1)t − ρn sinh nt + ρ sinh t) r(t), (2.9)
where r(t) = (ρ2 − 2ρ cosh t + 1)−1,m = 2n+ 1 and gm = gm(t) = sinhmt/ sinh t.
We notice that −c is a root of fn(t) whenever c is a root of it. Therefore, to calculate ENn(−∞,∞), it will be sufficient
to calculate ENn(0,∞) only. In the course of the proof, we shall also demonstrate the way the real zeros of fn(t) are
distributed in some of the subintervals of (0,∞). For the ease of calculations involved, the subintervals that we shall take
into consideration will be (0, 3/m), (3/m, 1/nβ) and (1/nβ ,∞), where β is taken as a fixed positive number less than one.
Let us consider the interval (1/nβ ,∞) first. It is easy to see that in this interval nr sinhs t(sinh nt)−1, where r and s are
positive real numbers, is a monotonically decreasing function of t if n is sufficiently large. Using this information, we can
obtain the following estimates. It is to be noted that the o() terms in the expressions below have been calculated at t = 1/nβ
and they decrease in magnitude as t increases.
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4(Xn(1+ 2l1)− Pnl2) = gmh(1+ o(exp(−n1−β))),
8(Yn(1+ 2l1)+ Xnl′1(t)− P ′nl2/2− Pnl′2/2) = gm(L(t)h+ h′)+ o(exp(−n1−β)),
16(Zn(1+ 2l1)− (Pnl2)′′/4+ Pnl′′2/4+ 2Ynl′1) = gm[{L2(t)+ (sinh t)−2}h+ 2L(t)h′ + o(exp(−n1−β))],
where h = h(t) = 1+ 2l1 − 2l2 and L(t) = m− coth t.
If we calculate l1/gm, l′2/gm, l
′
1/gm, l
′′
2/gm, n
2l′2/gm and l
′′′
2 /gm, we find that each one of these is of order o(exp(−n1−β)).
It is to be observed from (2.8) and (2.9) that
h = (1+ ρe−t)(1− ρe−t)−1(1+ O(n−2ρn)) and h′ = −2ρe−t(1− ρe−t)−2(1+ O(n−1ρn)).
If we use all the estimates mentioned above in (2.2)–(2.4), we find that
2
√
γnαn − β2n/αn =
√
(1− x)cos ech2t + o(exp(−n1−β)), (2.10)
where x = h−2(h′ sinh t)2. It is easy to see that x = ρ + o(1) for sufficiently large values of n in (1/nβ ,∞). Hence, using a
simple inequality i.e. 1− x/2− x2/2 < √1− x < 1− x/2, we can obtain by (2.1) and (2.10) that
ENn(1/nβ ,∞) = (2pi)−1(β log n+ log 2)+ C1 + o(exp(−n1−β)), (2.11)
where− ∫ 10 ρ2(1− z2)(1− (ρz)2)−2[1+ ρ2{(1− z2)/(1− (ρz)2)}2]dz < 2piC1 < −ρ2 ∫ 10 (1− z2)(1− (ρz)2)−2dz.
Our next aim is to calculate ENn(0, 1/nβ). To obtain the necessary dominant terms, it is required that gm be expressed in
the following manner
gm = mλ−1 sinh λ+ µ(t) sinh λ, (2.12)
where λ = mt and µ(t) = 1/ sinh t − 1/t .
We note that µ(t) has the following absolutely and uniformly convergent power series expansion in (0, pi)
µ(t) =
∞∑
k=1
(
2
(
1− 2k+1) B2k/(2k)!) t2k−1,
where Bk is the Bernoulli number of degree k [12, page 35]. It follows from this power series that µ(t), µ′(t) and µ′′(t) are
bounded in (0, 1). Using (2.12) and the definition of µ(t), by (2.5)–(2.7) we can now write
4Xn = λ−1 sinh λ(mu1 + u0), (2.13)
8Yn = λ−1 sinh λ(m2v2 +mv1 + v0), (2.14)
48Zn = λ−1 sinh λ(m3w3 +m2w2 +mw1 + w0), (2.15)
where
u0 = λ(−2(sinh λ)−1 + µ(t)), u1 = λ(sinh λ)−1 + 1, v0 = µ′(t)λ, v1 = λµ(t) coth λ,
v2 = coth λ− λ−1, w0 = 3λµ′′(t),
w1 = λ(6µ′(t) coth λ+ (sinh λ)−1), w2 = 3λµ(t), w3 = 3− λ(sinh λ)−1 − 6λ−1 coth λ+ 6λ−2.
Since uin−1, vin−1 andwin−1 are o(1) in (0, 1/nβ), it is now easy to obtain the dominant terms of Xn, Yn, Zn. To estimate Pnl2
and its derivatives in (0, 1/nβ), let us consider the following representation
2Pnl2 = (cosh λ+ cosh t)(ρn+1gn−1 + ρngn + ρ)r(t). (2.16)
Observe that (di/dt i)gn(t) is O(ni+1) if t ≤ O(1/n) and is at most ni+βen1−β in (1/n, 1/nβ). It is easy to see that
nd1ρned2n
1−β → 0 as n→∞, where d1 and d2 are finite real numbers. Therefore, in (0, 1/nβ)
2(Pnl2)′ = (sinh λ)ρr(t)[m+ 2ρr(t)(λ/m) coth λ] + o(1), (2.17)
2(Pnl2)′′ = cosh λρr(t)[m2 + 4λ tanh λr(t)(1+ tµ(t))−1 + O(1)] + o(1). (2.18)
From (2.13)–(2.18), (2.8) and (2.9) we can now obtain the following estimates of αn, βn and γn
4αn = mr(t)λ−1 sinh λ{u1(1− ρ2)− 2m−1ρλ coth λ+ O(n−1)},
8βn = m2r(t)λ−1 sinh λ{v2(1− ρ2)− 2m−1ρλ+ O(n−1)},
48γn = m3r(t)λ−1 sinh λ{w3(1− ρ2)− 6m−1ρλ coth λ+ O(n−1)}.
Hence,
α−1n (αnγn − β2n )1/2 = (2
√
3)−1mϑ(1+ o(1)), (2.19)
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where ϑ = (w3u1 − 3v22)1/2/u1. Note that the o(1) term in (2.19) is O(λ/m) if t ≥ O(n−1) and is O(n−1) if t ≤ O(n−1).
A little algebra yields the following inequality if λ ≥ 3
λ−1 + (λ2 − 3λ−3)/(3 sinh λ) < ϑ/√3 < λ−1 + (λ2 − 3λ+ 3)/ (3 sinh λ) .
Applying this inequality in (2.19), we obtain by (2.1)
ENn(3/m, 1/nβ) = (2pi)−1(1− β) log n+ C2 + O(n−1), (2.20)
where∫ ∞
3
{(λ2 − 3λ− 3)/(3 sinh λ)}dλ < 2piC2 − log(2/3) <
∫ ∞
3
{(λ2 − 3λ+ 3)/(3 sinh λ)}dλ.
The expected number of real zeros in (0, 3/m) is also obtained using (2.19) in (2.1) and we have
ENn(0, 3/m) = C3 + O(n−1), (2.21)
where C3 = (2pi
√
3)−1
∫ 3
0 ϑdλ. It can be shown by using numerical integration that the value of C3 correct up to 3 places
after the decimal, obtained by Simpson’s 1/3 rule, is 0.084 . . . .
By taking K1 as 2(C1 + C2 + C3), we obtain the conclusion of Theorem 1 from (2.11), (2.20) and (2.21), and the fact that
ENn(−∞,∞) = 2ENn(−∞,∞).
3. Proof of Theorem 2
Let
An =
n∑
k=1
cosh kt and Bn =
n∑
k=1
k sinh kt.
If ρij = ρ, we obtain the following formula using the procedure of Crammer and Leadbetter
ENn(a, b) = (1/pi)
∫ b
a
(√
SnQn − R2n/Sn
)
dt, (3.1)
where
Sn = (1− ρ)Xn + ρA2n, Rn = (1− ρ)Yn + ρAnBn, Qn = (1− ρ)Zn + ρB2n.
Clearly, we need to calculate ENn(0,∞) only since, by (3.1), ENn(−∞,∞) = 2ENn(0,∞).
Consider the interval (2n−1 log n,∞) first. It is evident from the definition of An that 2An = gm(t/2)−1. Therefore, using
the definition of gm we can show that
4A2n = gm(coth t/2+ O(n−3)), 16B2n = gm
(
(m− coth t/2)2 coth t/2+ O(n log n)−1) .
Also it follows from (2.5)–(2.7) that at 2n−1 log n
4Xn = gm
(
1+ O(n−4 log n)) , 8Yn = gm (m− coth t + O(n−7)) ,
16Zn = gm
(
(m− coth t)2 + cos ech2t + O(n−2 log n)) .
Note that the O() terms mentioned above decrease in magnitude as t increases in (2n−1 log n,∞).
Thus, we get√
SnQn − R2n/Sn = (2 sinh t)−1
√
1− (ρ(coth t/2)/(1− ρ + ρ coth t/2))2(1+ O(n−1)).
Substituting s by et and then 1+ ρ + (4ρ/(s− 1)) by y2, the integral of the right hand side of the above relation is∫
(1− ρ)1/2((s+ 2ρ − 1)(s+ 1))−1(1+ ρ + (4ρ/(s− 1)))1/2ds = −2
∫
(1− ρ)1/2y2(x4 − (1− ρ)2)−1dy.
Hence, by (3.1)
ENn(2n−1 log n,∞) = C4 + O(n−1 log n)1/2, (3.2)
where
C4 = (2pi)−1/2[log{ρ/(1− (1− ρ2)1/2)} − 2 tan−1{(1+ ρ)/(1− ρ)}1/2] + 1/2.
To calculate ENn(0, 2n−1 log n), we write An and Bn in the following manner
An = λ−1 sinh(λ/2)(m+ p0), Bn = λ−1 sinh(λ/2)(m2q2 +mq1 + q0),
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where
2p0 = λµ(t/2)− λcos ech(λ/2), 4q0 = λµ′(t/2), 4q1 = λµ(t/2) coth(λ/2),
2q2 = coth(λ/2)− 2λ−1.
Using these representations of An and Bn and (2.13)–(2.15), we can write
4Sn = ρG2(λ/2)m2
2∑
i=0
mi−2si, 48(SnQn − R2n) = (1− ρ)
[
ρG1(λ)
5∑
i=0
mid1,i(t)+ (1− ρ)L2
4∑
i=0
mid2,i(t)
]
,
where G1(λ), G2(λ) and some of the terms of the above expression are as follows
G1(λ) = λ−3(sinh λ) sinh2(λ/2), G2(λ) = λ−2 sinh2 λ,
2s0 = 4p0 + (1− ρ)λu1 coth(λ/2), 2s1 = 2p20 + (1− ρ)λu0 coth(λ/2),
s2 = 1, d1,5 = 12u1q22 + w3 − 12q2v2, d1,4 = 2p0w3 + w2 − v2q1 + 12q2(2q1u1 + u0q2 − v2p0 − v1),
4d2,4 = u1w3 − 3v22, . . . .
We observe that m−2s0, m−1s1, d1,i for i = 1, . . . , 5 and d2,i for i = 1, . . . , 4, are bounded in (0, 2n−1 log n). Also d1,5, d2,4
are O(λ−2) and d1,4 = O(λ/m) in (3/m, 2n−1 log n). Therefore in (3/m, 2n−1 log n)
48(SnQn − R2n) = (1− ρ)ρG1(λ)d1,5(1+ O(λ/m)) and Sn = ρm2G2(λ)(1+ O(λ/m)).
If t = O(n−1), we find that 48(SnQn − R2n) = (1− ρ)ρG1(λ)m5d1,5(1+ O(m−1)) and 4Sn = ρm2G2(λ/2)(1+ O(m−1)).
On the other hand, if t = o(n−1), SnQn − R2n = O(λ2m5) and Sn = O(m2). Therefore, by (3.1) we have
ENn(0, 2n−1 log n) = O(n−1 log n)1/2. (3.3)
If we write K2 as 2C4, we obtain the proof of Theorem 2 from (3.2) and (3.3).
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