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CHAPTER 1
Introduction
The usefulness of spectral linewidth measurements as a diagnostic 
tool has been recognised since it was first suggested that line 
broadening could result from atomic collisions. Various theories have 
been developed and modified as further experimental evidence is published. 
Within this broad field, one important area has been the subject of 
recent calculations (Roueff, 1974), that is, the broadening of the 
sodium D lines by atomic hydrogen.
The problem of D-line broadening in a hydrogen atomosphere is a 
natural place to begin, given that the D lines are the most distinct 
feature of the solar spectrum, and that the relative simplicity of the 
hydrogen atom makes the system amenable to calculation. Experimental 
measurement of the extent to which atomic hydrogen broadens the D lines 
therefore, is of twofold importance.
Firstly, it provides verification (or otherwise) of calculations both 
of inter-atomic potentials, and current treatment of the line broadening 
problem as a whole.
Secondly, broadening parameters are necessary for calculations 
concerning astrophysical models and solar abundances. In particular, 
because of the thermodynamic non-equilibrium at the solar surface, line 
wings must be used for the determination of the solar sodium abundance. 
Since the product of optical depth and linewidth is the measured quantity, 
uncertainty in the estimated linewidth is a significant part of the 
error in the abundance measurement.
Given the desirability of making controlled measurements on an 
atomic hydrogen-sodium system, the experimenter is immediately faced with 
a major obstacle. That is, the energy densities necessary to dissociate
2 .
hydrogen are beyond the reach of most research facilities. The free- 
piston shock tubes at the Australian National University do, however, 
have this capability if a buffer gas is mixed with the hydrogen.
The double diaphragm shock tube (D.D.T, described in section 2.2.1) 
was used in single diaphragm, shock reflected mode. The requirements 
of stable test gas conditions, sufficiently long test time and complete 
hydrogen dissociation necessitated the introduction of 40 per cent neon 
to the test gas.
Given these considerations, the experimental programme was fourfold:
1. The Ka-D^ damping constant in a helium atmosphere was 
measured at temperatures ranging from 5,000 to 10,000K°.
The results extended the range of previous experiments (Eckart, 
1975) , while confirming the satisfactory operation of the 
equipment.
2. Since it was found necessary to add neon to the test gas in 
the hydrogen experiments a measurement of the NaD^ line 
damping constant in a neon atmosphere at appropriate temperatures 
was also performed.
3. Line width measurements were then made in a neon-atomic 
hydrogen atmosphere.' While 40 per cent neon (by number) was 
added, this reduces to 25 per cent by number once the hydrogen 
is dissociated, and the lower collisional frequency of the 
neon further reduces its contribution to the total lineshape 
to approximately 15 per cent.
4. Interferometry was used to measure the refraction index of 
the gas in the test region for all of the test conditions 
used for linewidth measurements. From this, the gas 
densities were inferred and the corrections applied to
reduced linewidth measurements.
3 .
The theory of line broadening and previous calculations of parameters, 
whose measurement is the basis of this thesis, are dealt with in Chapter 2. 
The experimental apparatus, procedure, and data reduction are the subject 
of Chapter 3, while the detailed results are presented in Chapter 4.
These results are discussed in Chapter 5.
4 .
CHAPTER 2
2.1 Introduction
Current line broadening theory contains two aspects. The first 
is the statistical problem from which the framework for calculation is 
obtained, and the second is the use of a suitable interatomic potential 
to perform these calculations. We must look to the statistical results 
to provide the criteria for defining the range of applicability of the 
calculations performed. For all of the work in this thesis it was 
assumed that the impact approximation applied, and a discussion of its 
validity is given in Chapter 5.
Since all collisional line broadening calculations involve an 
integration over impact parameter, any measurement of a particular damping 
constant is not unique with regard to the form of the interaction potential, 
and the relative importance of distant or close collisions. While the 
measurement of line shifts is a more sensitive test of the various 
calculations, such measurements present greater difficulties than those 
of linewidth.
Calculations which have appeared in the literature to date (see 
section 2.3) have been based on the quantum mechanical treatment of 
Baranger (I, II, III, 1958), who uses various approximations to obtain 
a formula for width and shift in terms of the scattering matrix. Greater 
physical insight, however, is offered by a more general approach: the 
application of many body theory to the line broadening problem. Results 
of this theory confirm Baranger's formula in the low density limit (see 
Ross, 1974).
In section 2.2 Baranger’s results are compared with those provided 
by many body theory, particular attention being paid to the various
approximations.
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The results of calculations for the sodium-atomic hydrogen, sodium- 
helium and sodium-neon systems are reviewed in section 2.3.
2.2 The Statistical Problem
In this section a brief review of the main elements of many body theory, 
as applied to line broadening, is presented. The mathematical detail 
omitted can be found in the work of Abrikosov, et al., and Eckart (1974).
The first step in the many body approach is to define a Hamiltonian:
H - H0 + HI
a*where Hq refers to the atomic system without the rad^tion present, and 
Hj refers to all of the effects of the interaction of that system with an 
external field. In the weak field limit (linear response) the power 
absorbed by the system per unit volume is given by:
P(k,w) I A (r,t) |2 Im e.x (k,w) . e 
2c « ~
(1)
where:
A (r,t) is the amplitude of the vector potential,
is the frequency,
k is the wave vector,
and e is a unit vector whose direction is that of the 
polarization of the incoming radiation.
The main interest in this equation lies in the susceptibility, given
by:
d(r-r’) exp(-i{k.(r-r’) - w(t-t’)}
x e(t-t') < [ j(r,t), j(r,t)] > Hq (2)
where:
j(r,t) is the electromagnetic current, and
1 if t > t*e(t-t')
0 if t < t'
6 .
also:
<...>„ = Tr {exp (-ß (H„ - yN - «))...}
H0 0
with:
3 the inverse temperature,
y the chemical potential,
N the number of atoms,
and £2 is the thermodynamic potential,
all in natural units.
This equation for the susceptibility should be compared with that 
used in standard theories (see Baranger I, for example) where the full 
spatial dependence of the current is not retained.
It is evident from (1) and (2) that the power absorbed is given by 
the imaginary part of the susceptibility, while the real part is related 
to the refractive index of the medium. Using a non-quantized electro­
magnetic field in the calculation of x(k,w) tacitlfiy assumes the natural 
linewidth to be small.
Rigorous treatments have shown (Ross, 1964) that the problem reduces
Qto one of calculating the causal susceptibility X given by:
%
ä :
= - w d G G k) d + w d G G T G G w d
where free-free propagation has been omitted, and G is the Green’s 
function associated with the Schroedinger equation with two particle 
interactions.
The symbol represents the exact Green’s function propagator
refers to all possible diagrams with four external points.while
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The first diagram represents the interaction of a photon with the 
medium by the creation of a particle-hole pair, followed by the reappearance 
of the same photon. The second represents an interaction between a 
particle-hole pair similarly created, via the medium, followed by the 
reappearance of the photon. The imaginary part of this sum represents 
the probability that a photon absorbed by an atom does not reappear.
It is therefore evident that information concerning the absorption of 
light is contained in the above equation.
A Green's function which satisfies Dyson's equation: 
G = G ^  + G ^ 2 G (A)
yields a solution to the Schroedinger equation, where G^^ is the
free (non-interacting) propagator and 2 is the self energy, which depends
on the types of interactions in the system.
A simplification is achieved by writing V in terms of its irreducible
or:
r (D- T(1)G G r (i + r(1)G g ) 1 r (1)
One further result is needed to relate Dyson's equation (and through
cit the Schroedinger equation) to the causal susceptibility X • This 
is found in Kadanoff and Baym's paper (1962), who showed that conservation 
laws were satisfied in a problem invo3.ving collisional effects with the 
use of the identity:
Q \
= "6g the functional derivative of 2 with respect to G).
Thus, the solution of Dyson's equation with an appropriate self 
energy, 2, will yield from which the causal susceptibility can be
8 .
obtained via equations (5) and (3). The susceptibility X can then be
%
arrived at by methods involving analytic continuation (Ross, 1966).
The form of 2 now chosen is that consistent with the impact 
approximation. It is:
where the T matrix is given by:
/
or:
r + V G G T
(6)
This approximation has origins in the theory of nuclear matter. 
Further simplifying assumptions are needed for this equation to coincide 
exactly with the treatment of standard theories. A more specialized 
description of the system is now applied with the restriction that the 
perturbers have no internal states, and that the emitter should be two 
level. The subscript 0 refers to perturbers, while 1 and 2 refer to 
the two, allowable, states of the atom,. While Baranger (paper II) has 
considered the problem of overlapping lines (i.e. a three level emitter), 
the similarities between many body and standard theories are best seen 
in the simplest form.
Since the emitter and perturber are dissimilar atoms, the T matrix 
can be further simplified by the elimination of the second term in (6), 
which refers to a complete interchange between emitter and perturber 
states. The matrix elements of the third term in (6) are restricted
to the following type:
9.
where a, y, X, y = 1, 2, and V represents an exchange of momentum
p-q between an emitter of momentum p and a perturber of momentum pf.
~  ^  ~  ~
The replacement of the full perturber propagator with the non­
interacting propagator is analogous to the usual assumptions of weak 
coupling and no back reaction, with the further restriction that the 
perturbers do not interact with each other. These assumptions are 
justified for the case of a dilute system. There may, at first, seem to 
be a contradiction between this validity criterion and the one of Baranger, 
namely that the average interaction be weak (V ^ kT). At the basis of 
both criteria, however, is the requirement that the density matrix of 
perturber states be diagonal with respect to emitter interactions.
Baranger points out that this assumption is slightly anomalous, since.it 
would lead to a system where all of the emitter states were equally 
accessible (i.e. infinite temperature). This problem is simply overcome 
by the requirement that timescales of interest should be much less than 
those required to disturb equilibrium.
This form of the self energy, however, still contains an inconsistency. 
The T matrix approximation has ignored terms in the self energy of the 
form:
10.
but terms like:
are retained. Since both are of the same order in density this is 
clearly inconsistent. The anomaly is remedied by the further 
approximation that all of the full propagators (G) in the self energy 
equation (6) should be replaced by free propagators (G^). This eliminates 
all diagrams similar to the second type shown above.
The system described so far is exactly analogous to those of standard 
theories where the average energy of interaction is assumed to be weak 
(V ^ kT) and the impact approximation applies. The validity criterion 
for the latter being that the average time for a collision (impact 
parameter velocity) should be much less than the timescale of interest 
(1/Au); Aw being the distance from line centre in frequency space). This 
is the requirement that the collisiors be completely disentangled, 
identical to the requirement for the T matrix approximation to be valid.
It can be shown that, to this order, after the appropriate analytic 
continuation, equation (6) reduces to the Lippmann-Schwinger equation:
T = V + V G° T
In standard theories it is the product arising from the second term of 
this equation (see Baranger I, II, III) that gives rise to the coherent 
term in Baranger’s result.
Within the limits of the assumptions previously mentioned, we are 
now in a position to calculate the irreducible part of the four point 
function (F^^) by functionally differentiating the simplified mass 
operator. The result is (see Eckart, 1974):
(7)
where T refers to the T matrix with all full propagators replaced by 
free ones.
We now return to the quantity of immediate interest, the causal 
susceptibility.
Equation (5) allows us to write (3) in terms of which becomes
XC w2 = -wd G G (1 + r(1) G G) 1 wd (8)
V
This suggests the definition of a new function A which we shall call the 
vertex function.
We define:
(1 + G G) 1 wd
whence
c 2 X tu
Ä5
-Wd G G A
Rearrangement of the definition gives
wd - A G G r (1)
which can be written in diagrammatic form:
In the limits of our approximations, this equation becomes:
12.
In principle, this function (and hence the causal susceptibility) 
can be calculated from a knowledge of the T matrix which depends on the 
form of the inter atomic potential, using the rules of diagram evaluation 
(Abrikosov et al., p.125). We now use these rules to write down the 
element of interest (see Eckart, 1974).
X G00 (p,) Gnn + P “ 9') (q,wj00 q >wq, q
+ C 0  , Jj) + Ü 3  , + Ü 3
X Tu P P (p,p'; p-q') T ü I P q (q'+q,p'+p-q':n'-p)a010 ~ ~ ~ 2030 ----- --  ~ ~ ~
The diagrammatic form of this equation shows that, to the lowest 
order in density a term involving the interaction between the upper 
and lower states via the set of perturbers is retained. This is the 
coherent term of Baranger’s result. On the other hand, the mathematical 
form shows that the equation is not explicit, since the vertex function
appears both in the subject, and in the integration. Although an iterative 
solution would be possible (see Ross, 1966) the assumption that the 
matrix is peaked in the forward direction (as is the case when the 
perturber mass is much smaller than the emitter mass) allows the vertex 
function to be taken out of the integration. This is equivalent to the 
classical path approximation, and transforms (9) into an algebraic 
equation. Solution of (9) is now a matter of algebra and complex 
integration, the details of which can be found in other works (Eckart, 1974; 
Ross, 1966). The result is achieved with the further assumptions:
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1. Aw ^ 03q ;
2. ReS and ImZ are much less than the kinetic energy
of the atoms, less their chemical potential;
3. Stimulated emission is neglected.
The result is:
X 2
q
-0), ~12
d3p -$£2/2m r2TTß
( 2tt )
3/2
X [ - 0)q - p.q/m - T(p) ] -1
where:
r ( p )
0 n*nn < T (q',P:0) >,r nn < T___  (q,p:0) > ,0202 q 0 0101 ^  ~
ij_in
(2tt) < Ip« I
0*
d^ T (p ,p ' ; pe + — - - -—  )Pp 1010 - ~ m mo
X T2020
(p+p')y (p-p')y
---  - P„, — ---
py py
; - p ----- 1---~e m m„
Ip
>
Ce 1 *0
a?
where:
P
P0
is the reduced mass;
m P' “ ra0E
m + mQ ;
m^ is the perturber mass;
m is the emitter mass, and
ft refers to the solid angle of emitter momentum (p ) . pe ~e
This can be compared with Baranger's result which neglected all 
emitter momentum dependence:
ne d12 d21 ( « - » o ’ r)
-1
and
2Tmn—  < f2(0) - £* (0) > + in0 < v0 dftf„(ft)f*ft >2 1 a (ID
where:
f1(ft)
v is 0
to f (ft) are the elastic scattering amplitudes; and 
the perturber velocity.
It is evident that the first, second a'nd third terms of (10) are analogous 
to the first, second and third terms of (11). The first two relating 
to the broadening of the upper and lower levels respectively, while the 
third is the coherence term mentioned previously. The generality of the 
many body approach can now be appreciated. Full emitter momentum 
dependence has been retained including the effects of Doppler broadening.
Eckart (1974) pointed out that, for emitters and perturbers of similar
hmass, the line s/ope would not, in general, be Lorentizian, because of 
the skewed velocity distribution of perturbers in a centre of mass frame.
Ross (1966) has shown the two approaches to be exactly equivalent 
for the case of electron broadening in the lower density limit. Application
to higher order would require the inclusion of more terms in the
self energy, and the many body theory approach could readily be 
adapted to handle these. Resonance broadening could also be 
treated by an extension of this theory (that is, the inclusion of 
the energy transfer term in (6)) indicating the versatility of 
diagrammatic expansion techniques. References relevant to the 
many body approach are given on page 97.
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2.3 Line Broadening Calculations
Given the results of the previous section, it is necessary to postulate
Ithe form of the inter-atomic potential, before a T matrix can be cajculated. 
The T matrix is related to the S matrix used by Baranger, by the equation:
S(E) = 1 - 27Ti 6(E - Hq) T(E)
The widely used assumption that the potential has the form C/R^
(Van der Waal’s interaction) where R is the inter-atomic separation and 
C is a constant, has proved to be unreliable. Calculations based on this 
formula predict half-width to shift ratios of -2.8, whereas measured 
ratios of +20 are common in the literature (Eckart, 1975; Smith, 1967).
The plus sign here denotes a violet shift, while the minus refers to a 
red shift. A second, more important failing of this formula is the 
discrepancy between predicted damping parameters and measured values (a 
critical review of Van der Waal’s approximation is given by Roueff, 1975).
Two distinct approaches are used in order to improve the calculations. 
The first method involves the expansion of the inter-atomic potential as 
a series of multipole interactions. The first of these terms is the 
Van der Waal’s (dipole-dipole) contribution, and since the series is 
slow to converge other terms are important. For the case of iron 
perturbed by atomic hydrogen, reasonable agreement with experiment is 
achieved (Bruekner, 1971). Since the effect of higher order terms is 
greatest for close collisions, with impact parameters approaching atomic 
radii, a potential which is accurate in this region would seem most 
desirable. Also, in the absence of a repulsive core, the thoery could 
be expected to fail at higher temperatures.
The second approach is to treat the collision partners as a 
molecule while they are in close proximity, with the use of molecular 
potentials. Since such calculations are available for the system of 
present interest, this method is now discussed.
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Although a semi-empirical method involving an exchange potential 
appears in the literature (Roueff 1,1972) the linewidth results for the 
Na-H system are greater than those obtained by the more tedious molecular 
potential method. The discrepancy is of order 50 per cent (cf. Roueff, 
1974) .
To ensure the lowest limiting behaviour of the inter-actomic potentials
for various states, Lewis et al. (1971) chose a valence-configuration
interaction method for calculating the inter-atomic potential of a
hydrogen-sodium system. Their results offer greater insight into the
collisional processes than is available by other methods. The ground
1 + 3 +states of hydrogen and sodium are connected to Z and Z molecular
2states, while the ground state hydrogen, and the 3^  states of sodium
1 + 3 + 1 3  1 +are connected to Z , Z , II and IT molecular states. Both of the Z
states are attractive, but the authors note that, because of the existence
of other weaker interactions arising from the sodium states, the
1 + 2effect of the upper Z states is reduced by -^3. For this reason, 
calculations which consider the lower state broadening alone, produce a 
result only 10 per cent less than that obtained where both levels are 
considered. This result is important since an assumption is made in the 
calculation which affects only the upper state, the lower state contribution 
being unaffected because of its spherical symmetry. In particular, 
the authors assume that for collisions whose impact parameter is greater 
than a certain value (6q) the sodium atom does not rotate, whereas for 
impact parameters less than 6  ^ the atoms act as a molecule, with a 
rotation through an angle of II. The error introduced into the final 
answer by this approach was estimated by varying 6q and found to be 5 
per cent.
While the results of this paper apply to temperature of 4000°K, a
temperature exponent of .42 is given. These combined results were used by
18.
Blackwell et al. (1972) to test three model solar atmospheres (see Chapter 
5). While agreement with one of the models was better than the 5 per cent 
uncertainty claimed by Lewis et al., no independent evidence was presented 
to suggest that this particular model was superior.
A more sophisticated calculation by Roueff (1974) used the same 
potentials, but accounted for non-adiabatic and fine structure effects.
The fact that these results confirm those of Lewis et al. arises from the 
predominance of the ground state broadening. In fact, when upper state 
broadening only is considered, a 20 per cent discrepancy between the 
two results occurs. Also, results for higher temperatures are given and 
these are compared with the experiment in Chapter 4.
Because of the greater availability of experimental data, a number 
of calculations have been performed for the Na-He system. Lewis and 
McNamara (1972) performed a calculation similar to that described 
previously using a molecular potential calculated by Baylis (1969), while 
Roueff (II) used a potential calculated by Nildtin (1965) with a fine 
structure Hamiltonian to obtain a result which exceed the former by 37 
per cent at 4500°K. It has been suggested by Delage et al. (1973) that 
this discrepancy can be attributed to the different potentials, rather 
than the exclusion of non-adiabatic effects in Roueff's work.
Recently, a full quantum mechanical calculation was performed by 
Wilson and Shimoni (1975) which gave results 13 per cent higher than 
those of Lewis and McNamara at 4500°K. Because of the success of these 
two calculations at temperatures in this range (Eckart, 1975) the results 
are extrapolated and used for comparison in Chapter 4.
Lwin et al. (1976) applied the basic treatment of Lei^ is and McNamara 
(1972) to noble gas perturbers including helium and neon using potentials 
calculated by Pascal and Vanderplanque (1974). These calculations agreed 
well with experiment, but applied only to temperatures below 500°K. An 
extrapolation of this result is compared with the measurements reported
in Chapter 4.
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CHAPTER 3
3.1 Introduction
A block diagram showing the simplified experimental arrangement for 
linewidth measurement is shown in 3.1A, while 3.IB shows gating and 
triggering details. The flashlamp provides a background and parallel 
light from this passes through the shock tube test section (3.2.IB).
The flashlamp is imaged at the spectrometer entrance slit which, after 
dispersion, is imaged at the entrance to the multichannel detector.
Twelve channels of analogue information pass from this detector to the 
sample and hold circuits. Although these are arranged to read the twelve 
input channels at four different times during each experimental run, only- 
two timeslots were used during the experiments as an instability in the 
Datapulse unit occurred when the time between pulses approached the pulse 
duration.
The 2 x 12 readings were then read in 50 milliseconds by a 50-channel
Scanning Digital Voltmeter. The digital information was then fed to
a HP 9830 desktop calculator for processing (3.3.4 - 6).
One fibre optic was used in the line-up procedure to locate the
5889 line visually, before using the horizontal movement of the fibre
optic input to centre the line on an appropriate channel (see Fig. 3.2.6A).
Analogue information from a photodiode (3.2.6) which monitored the
background radiation, and used a collecting lens to integrate, all light
obetween 5900 and 5930A in wavelength, made up the 12th channel.
Examination of Fig. 3.1A shows that, for each profile measurement 
run the following information was obtained:
1. Two line profiles at times during the run which were 
adjustable by the Datapulse unit;
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2. A trace monitoring channel 7, usually near the line core.
The trace being intensified at the time when the profile 
was being measured (see 3.IB, 3.1C);
3. A trace monitoring the background from the diode, also 
intensified by the gating pulses (see 3.1C);
4. A pressure trace from the stagnation region, also intensified 
at the gating times (see 3.ID);
5. Two shock speed measurements.
As detailed in Chapter 4, the shock speed was used to calculate the 
conditions behind the reflected shock and the pressure thus derived was 
compared with the measured value. In all cases the measured pressure 
either equalled, or more frequently, exceeded the calculated value as a 
result of boundary layer effects. Adjustments were then made to the 
calculated values of temperature and density consistent with the higher 
pressure. Further adjustments were made in the light of interferometric 
results.
This chapter is concerned with the details of the apparatus in 
section 3.2, while section 3.3 contains shock programs, data reduction 
programs and background to the boundary layer and emission corrections.
3.2
3.2.1 Shock Tube
The free piston shock tube D.D.T. (Double Diaphragm Tube) was used 
throughout these experiments in single diaphragm mode. The facility is 
described elsewhere (Sandemand & Allen, 1971) while the particular con­
figuration used is presented in Fig. 3.2.1A. A piston, driven by compressed 
air, is released from a launcher, and compresses a driver gas (helium in this 
case). The pressure thus generated bursts a diaphragm. A 22-gauge mild
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steel diaphragm was used for the helium and neon experiments, and 16-gauge
was used for the hydrogen-neon experments. A shock wave is then generated 
in the test gas resident in the shock tube.
The shock tube has an internal diameter of 5cm and has a length of 
4.07m. At the exit of this tube a cookie-cutter is positioned. This 
has a 3cm square section and was designed both to remove the bulk of the 
boundary layer generated in the shock tube, and also to offer a shock 
reflection region of uniform width for observation.
The test section configuration is shown in Fig. 3.2.IB. Quartz 
windows with a 2cm diameter were used for the linewidth measurements but 
were changed to Spectrasil optical flats for the interferometric work. 
Similar optical flats were used as compensators.
3.2.2 Na Seeding and Mixing
For the experiments it was necessary to introduce controlled amounts 
of sodium into the test gas. Initially a heating chamber was designed 
to facilitate the spontaneous combustion of sodium azide (NaN^) as 
suggested by Lewis et al (1969). The heating chamber consisted of a 
belljar which covered a 300 watt diffusion pump heating element, described 
in Fig. 3.2.2.A. This method was abandoned when it was found that the 
same end was achieved by heating sodium metal, thus obviating the 
introduction of nitrogen.
Before each shot Na metal was heated in an aluminium tray set on 
the heater, and the vapour pressure used to introduce Na to the test gas. 
While there was no guarantee that the sodium was entering the shock tube 
as atoms rather than atom clusters, the procedure had no effect on shock 
speeds or pressure, nor was any relaxation time evident. Indeed it was 
not important that the sodium was suspended in the gas rather than 
deposited on the walls. For H-Ne experiments strong mixing occurred in 
the reflected shock region (see 3.3.2) and the above method of sodium
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heating was not used for these experiments. For the H-Ne and Ne experiments, 
more reliable Na concentrations were obtained by wiping a saliva moistened 
finger on the back wall of the stagnation region. Problems associated 
with variations in the Na concentrations from shot to shot are further 
discussed in Chapter 4.
Fig. 3.2.2.A also shows a flask in which the H^-Ne mixtures were 
stirred. Vanes in the flask were activated by a magnetic stirrer, and 
mixing took place for at least one hour prior to each shot.
3.2.3 Pressure Measurement
The pressure was measured in the shock reflected region (see 3.2.IB) 
with a Piezo-electric crystal (Kistler type 2601 ) } which was
fed into a charge sensitive amplifier described in 3.2.3A. The manufacturer’s 
specifications gave the sensitivity of the crystal as 2.39 - .02 
atmospheres per picocoulomb over the range of interest.
Incorporated in the charge sensitive amplifier was a calibration 
device used to check the response of the electronics every ten shots or 
so. It consisted of a stable 500 pf capacitor whose value was measured 
in situ to be 485 - 5pf. This capacitor was charged to a known voltage 
(.445 - .001) and a calibration switch facilitated a sudden discharge, 
the response to which was monitored by the same C.R.O. which measured the 
crystal’sresponse to pressure. In this way the value of 48 t. 2 atmospheres 
per volt was obtained as the sensitivity of the device, and this value 
did not alter throughout the series.
A 132 megohm leak resistor ensured that the crystal was initially 
discharged, and a double T filter with a time constant of . 2ys was also 
inserted after initial testing of the equipment. As with the PIN diode 
and photomultiplier circuits, a line driver (see 3.2.7A) was used to 
reduce noise and maintain pulse shape.
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3.2.4 Shock Speed Measurement
Shock speeds were measured by three timing stations along the shock 
tube. At each of these stations a pressure transducer was mounted and 
exposed to the shocked gas through a .4mm dia. orifice. A small circuit 
which was mounted as close as possible to the transducer, clipped the 
crystal output at -3 volts and +.6 volts, and employed an NS310 voltage 
follower as an impedence converter (see 3.2.4A). The signal was then fed 
to a discriminator"^ which shaped a pulse suitable for triggering the 
counters. The discriminator could be adjusted to fire at voltages from 
zero to + 0.5 volts. These circuits are shown in Fig. 3.2.4A.
The time interval between the pulses from the successive stations 
was measured by electronic counters accurate to + .1 ys. Exploratory 
shots indicated that, in the worst cases (low pressure shots), an 
accuracy of + 2ys, or + 3 per cent could be expected. This error was 
estimated by monitoring the pressure trace and the triggering pulses on 
a dual beam C.R.O..
3.2.5 Flashlamp
The light source used throughout the line broadening experiments
was a modification of a flashlamp and power supply built as the pumping
2source of a Neod^ymium-Glass laser . The flashlamp used was 9mm.o.d., xenon 
filled model (FX45C-6). A triggering wire wrapped around the flash- 
lamp was insulated from the co-axial current return path by a glass sleeve 
(see 3.2.5A). The flashlamp and trigger unit were housed in a brass box 
to minimize electrical interference with other equipment. The illumination 
emerged through slits cut in the box and the current return. While the
Designed by S. Ngan of A.N.U..
As part of the Doctoral Thesis of George Gerrity, A.N.U. , 1971.
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power supply was originally designed to be a lumped delay line with 
5 x 40 2KV capacitors and appropriate inductors, for this experiment the 
inductors were removed, further reducing any tendency for the circuit to 
ring. An oscillogram of the light output as monitored by the photodiode 
described in 3.2.7 is shown in 3.1C, while 3.2.5 A shows all of the 
circuitry associated with the flashlamp.
The original charging and dumping system designed for the flashlamp 
was left unchanged^.
3.2.6 Polychromator
The spectrometer was built using components designed for a previous 
2experiment , but was very suited to this application. The grating was 
102mm square, with 1200 rulings per mm and was blazed at ly in first 
order. A Czerny-Turner configuration shown in 3.2.6A was used with 
aluminium coated mirrors of 5-metre focal length. The collimating and 
focusing mirrors were 160mm and 200mm diameter respectively, and were 
placed as close together as possible. These components were mounted on a 
table 5.5 metres x 0.6 metres, and covered by a light tight box.
The theoretical reciporocal dispersion in first order for the
o o
spectrometer is 1.56A while the measured value was 1.58 + .02A/mm. This
value was obtained by measuring the distance between the two D lines using
the micrometer mount which contained the fibre optic slits. The
o
theoretical resolution of the spectrometer was .048A. An experimental
o
value was obtained using a He-Ne laser as a source and gave 0.06A.
However the overall resolution is limited by the width of each slit of 
the multichannel detector and a correction is made via the instrument 
profile (see 3.3.6).
Using the spectrometer, the entrance slit was imaged onto the face 
 ^ Full speciations are given in Geritty, o£. cit..
2
Neondimum Glass laser experiment of George Gerrity.
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of the multi channel detector. This consisted of a fibre optic assembly 
of 12 adjacent slits each 2cm long and 0.2mm wide. Each entrance slit 
led to a separate bundle of fibres which transferred the light to light­
tight turrets containing photomultipliers (see Fig. 3.2.6A). This 
detector was of the same basic design as that used by Eckart (1976).
The fibre optic slits were contained in a mount (adapted from a 
microscope stage) which allowed micrometer controlled horizontal movement 
(2cm travel, .01mm divisions) and micrometer controlled rotation about an 
axis parallel to the direction of incoming light. Both the entrance äit 
to the 5m spectrometer and the fibre optic slits were aligned in a 
vertical position with the aid of a spirit level. It was found that 
successive applications of this setting up procedure had no discernible 
effect on the instrument profile, and more complicated procedures were 
not necessary.
As described in 3.1, one fibre optic was used for visual positioning 
of Na-D^, while a PIN diode was used to monitor the background (see 
3.2.7 for a description of the electronics).
3.2.7 Electronics
In this section the electronics are described in order, from the 
input (photomultipliers) along the information chain to the output (HP9830). 
For an overall view of the equipment reference is again made to Fig. 3.1A.
RCA 4526 photomultipliers were chosen for their high quantum 
tenefficacy at the D lines. The dynode chain, storage capacitors and amplifier 
are shown in Fig. 3.2.7a \  Although the response time of the photomulti­
pliers and amplifier to a stepfunction input of light was better than 1 
microsecond, preliminary testing of the whole system indicated that better 
accuracy was obtained with this response slowed to a value of 4 microseconds
1 The author is indebted to David Davies for his preliminary work on 
this system.
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by capacitors located with the sample and hold circuits.
The maximum rated DC anode current was reached with an output of 
1 volt, and this was the order of the peak response to the flashlamp.
Droop at the output in response to steady illumination was less than 3 
per cent, 60ys after a sudden switch on. This resulted from the discharge 
of the interelectrode storage capacitors, but was ignored since all 
measurements were taken earlier than 60ys after flashlamp triggering, 
when output rose to a maximum relatively slowly (after 40ys).
The signal across the 10K load resistor was fed to an impadence 
converter located as close as practicable to the dynode chains. This 
consisted of a voltage follower and emitter follower, separated by a 
gain adjustment (see Fig. 3.2.7A). Because the photomuliplier efficiency 
varied by a factor of 3, some control over gain of individual channels 
was necessary in this stage, even though each channel was independently 
calibrated prior to each shot. Also, the sample and hold circuits varied 
in gain from channel to channel.
As mentioned previously, only 11 photomultipliers were used, the 12th 
channel being taken up by a diode, the circuit for which is shown in 
3.2.7B. Since this diode was used for background monitoring and calibration 
(see 3.3.4) it was necessary to establish the linearity of this channel.
This proved difficult to do directly because the devices available (flash- 
lamps, for example) which would illuminate the diode with the same amount 
of light as used in the experiments were not very reproducible from shot 
to shot. An L.E.D. driven directly from a Datapulse was found to be very 
reproducible, but the light levels obtained, even with the L.E.D. touching 
the photodiode were a factor of five down on the levels needed for the 
experiment. This problem was over come be testing the entire circuit after 
the diode, using an attenuator, calibrated in 2dB steps. The linearity 
of the diode was assumed since the maximum diode current during the 
experiment was 8 microamps compared with the manufacturer's claim of
linearity up to 30 milliamps. The results of the
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circuit linearity test, together with the test circuit are shown in 
Fig. 3.2.7B, and a straight line is drawn on the graph for comparison, 
in the region used for the experiments. The error bars are based on the 
maximum and minimum readings for 10 trials at each atten/uation setting. 
Linearity of the background monitor was therefore used as the basis 
for calibration of all other channels.
Analogue information from the 11 photomultipliers and the photodiode 
was taken by means of triax cable to the sample and hold unit. While 
it was originally intended to use triax throughout to suppress noise, 
the problems of acquiring high voltage triax, and the added complexity 
of wiring caused the abandonment of this plan. The liberal use of line 
drivers with 50^ terminations was found to be adequate as far as noise 
elimination was concerned. All other cables used in the experiment 
were co-axial with ^.N.C. couplings. The triax was installed between 
the photomultiplier and the sample and hold unit, but the earths were 
connected at each end.
It is evident that in order to take measurements in times of order 
of 5 microseconds, a sample and hold system was necessary to store the 
information for long enough for the scanning DVM to read it (that is 
for 50ms.).
Since the calibration and test procedures were identical in the 
sense that all channels were read in exactly the same sequence, after 
the same time had elapsed between sampling and reading, discharge of 
any holding capacitor would be automatically accounted for in the 
calibration factor. Nevertheless, accuracy would be lost if significant 
discharge occurred.
MOSFETs (Metal Oxide Semiconductor Field Effect Transistor 3N138)
were chosen for their very high switch off resistance to switch on
9resistance ratio (of order 5 x 10 ). Also, an insulated gate made them 
suitable for this application. Their vulnerability to stray voltage 
spikes, however, made them difficult to handle.
After extensive testing^- the final form of the circuit consisted 
of one MOSFET used as an input gate with another used as an output 
amplifier (see 3.2.7C). The expected performance of these circuits was 
never achieved because of the difficulty in manufacturing circuit boards 
with leakage resistances of order 1C  ^ohms. However the decay time 
constant of the worst circuit was greater than one second with an 
acquisition time of 3 microseconds, which was more than adequate for the 
purpose. The best decay time constant was of order 10 seconds. Voltage 
gains of the output MOSFETs ranged from 3 to 10. A lead was taken from 
the charged side of each storage capacitor, to the outside of the sample 
and hold circuit. This was used to discharge all capacitors prior to test 
or calibration shots, to ensure reproducibility
One problem encountered with these circuits was that of feedthrough.
If the system was arranged not to receive a gating pulse, the holding 
capacitors would rise to a non-zero value when a pulse was applied to the 
input (see 3.2.7D). This could reach as much as 8 per cent of the voltage 
reached if a gate were applied. If, however, the capacitor was already 
charged, a pulse applied to the input would have no effect unless the input 
voltage exceeded the voltage on the capacitor. This phenomenon resulted 
from a basic asymmetry of the MOSFETs, and was consistent with the finding 
that if the input MOSFET were reversed (i.e. source and drain interchanged) 
the circuit would not hold charge. While the feedthrough placed an 
important limitation on the equipment, it was easily overcome experimentally 
by ensuring that the profiles were measured near or after the peak of 
flashlamp emission, and that emission after the contact surface never 
exceeded the value measured in the core of the line at the time when the 
profile was measured. This precaution was facilitated by monitoring 
channel 7 for each shot.
1
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1 The author is indebted to Mr. D. Davies and Mr. D. King for their 
assistance in design and maintenance of this circuit.
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The desicn of the equipment allowed 12 readings to be taken at four 
different times during the shot, but as was mentioned earlier, only two 
of the timeslots were used. The remaining 24 sample and hold circuits 
were kept as spares. The active channels were fed to the DVM, while 
another DVM channel was used to monitor a supply voltage. This was 
necessary for two reasons:
1. Any change in supply voltage could have changed the gains 
of the sample and hold circuits, and so monitoring was 
advisable;
2. Because the HP9830 read the 50 values stored in the scanning 
unit of the DVM in sequence without any label on the data, 
it was common (i.e. 50 per cent of the time) for the HP9830 
to skip the first channel. The supply voltage was read by 
the second channel of the DVM and used as a flag to locate 
the second reading. The remaining sequence was adjusted 
accordingly by the calculator.
It remains in this section to describe the multiplexer^ board, the 
function of which was to supply the gating pulses to the sample and hold 
circuits, as well as to send a pulse which initiated the 50 channel 
scanner. Once the scanner had read the 50 channels the digital information 
was automatically sent to the HP9830 calculator.
The complexity of the multiplexer is compounded by the fact that 
the system was designed to operate in one of two modes. The first was 
the one described, 12 readings at four points in time; the alternative 
was six readings at eight points in time. The latter mode was never 
used because of the instability in the Datapulse mentioned previously.
Thus the multiplexer accepted a train of up to nine pulses at one 
input (supplied by a Datapulse, see 3.IB) and concurrently with each
1 Designed in collaboration with D. Davies and D. King.
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successive pulse, sent one pulse along nine separate lines. This is shown 
diagrainmatically in 3.2.7E, with the full circuit in 3.2.7F. In the 
12 x 4 mode used, the first four pulses were sent to 12 sample and hold 
circuits each, while the fifth pulse initiated the scanner. It was this 
pulse that ensured that the sample and hold circuits were read at the same 
time after receipt of the gating pulse, and facilitated the calibration of 
any discharge of the hold capacitors in that time.
3.2.8 Interferometry
As mentioned in Chapter 1, the fourth series of shots measured the 
refractive index for the test conditions used for the line profile shots.
The shock timing and pressure transducer measurements remained the same as 
for the line profile experiments, but the optics were replaced by the 
system shown in 3.2.8A.
An exploding wire was used as a light source together with a 46cm 
Mach-Zender interferometer with 3.8cm optics.
The interferometer was set to give zero order fringes imaged in the
test section and on a narrow slit (.1mm wide). The slit was imaged on the
photocathode of an STL image converter camera which swept the fringes
(seen on the photocathode as dots) in time, during the shots. This allowed
the measurement of the fringe shift associated with both the incident and
reflected shock waves. The system was calibrated by comparison of the
fringe separation of the white, zero order fringes, with those seen with a 
o o5100A, 100A half width filter inserted. The result indicated that the
, owhite fringes had a maximum contribution from light of 4480 Z 50A wave­
length. This, therefore, was the appropriate value to use for the measurement 
of refractive index changes (see Chapter 4 for details of the full 
procedure).
The light source consisted of 22 gauge transformer wire, approximately 
1.5 cm long across which a 450yf capacitor charged to 4.5KV was dumped,
using an ignitron as the triggering device.
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3.3 Programs, Corrections and Data Reduction
3.3.1 Shock Programs
This section is concerned with the calculation of the thermodynamic 
conditions in the shock reflected region. The theory and calculation 
procedure is presented without reference to corrections which are discussed 
in later sections.
For the helium and neon calculations perfect gas assumptions were 
used, with the usual procedures adopted: calculation of initial mach number 
from the measured shock speed and initial conditions, followed by the 
calculation of shock reflected conditions from the initial mach number and 
initial conditions (see Gaydon and Hurle, pp.24-27). For the hottest 
helium condition used for linewidth measurements, the average kinetic 
energy of an atom was 0.9eV, to be compared with the energy of the first 
excited state of 20.5eV. The number of atoms in the first excited state 
would be, of order, one in 10^ "*, justifying the perfect gas assumption.
For the neon shots 1.2eV was the average energy, with the first excited 
state at 17.6eV.
Of greater interest was the calculation of conditions for the 
hydrogen-neon experiments. It was necessary to perform calculations which 
treated dissociation, vibrational excitation and the presence of neon 
atoms. The procedure adopted was suggested by Heller (1959) for 
dissociating diatomic gases in equilibrium. Justification for the 
assumption of equilibrium is disucssed in section 4.2.
Analysis of the problem reveals five unknowns: enthalpy (H), pressure 
(P), density (R) , dissociation fraction (a) and temperature (0). The 
five equations necessary for solution are derived in the following order:
1. Equation of State
2. Enthalpy Equation
3. Law of Mass Action
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4. Shock Relation (Momentum and Mass Conservation)
5. Shock Relation (Energy and Mass Conservation).
The mass conservation equation is also used to relate the initial 
shock results to reflected shock calculations. An outline of the method 
of calculation is given in Fig. 3.3.1A.
The vanishingly small value of the second virial coefficients for 
the constituent gases at densities and temperatures of interest is the 
justification for the assumption of non-interaction of energy states.
The equation of state then becomes:
p = (Nh + Nh2 + NNe)kT
where p is the pressure, N is the number of atoms per unit volume of3.
specie a, T is the temperature, and k is Boltzmann’s constant.
Calculations were simplified by the introduction of the following
variables, with N referring to the number of atoms of the specie a: a
8 = NH2 + NH
n tot
N = N + N + NTOT “ Ne H2 H
a
and
m
H
.1
ma being the molecular mass of specie a.
It is evident that 8 is the ratio of hydrogen molecules to the total 
number of molecules in the original mixture and a is the usual dissociation 
fraction.
With these definitions the state equation becomes:
p
(1 + a ß ) p kT
mNe(l  - 3 + m3)
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( 1)
I n  o r d e r  t o  d e r i v e  t h e  e n t h a l p y  e q u a t i o n  i t  i s  f i r s t  n e c e s s a r y  t o  
d e f i n e  p a r t i t i o n  f u n c t i o n s  (Z ) f o r  t h e  t h r e e  c o n s t i t u e n t  g a s e s .  Those
3
cho s en  w e re :
H2
ZH2 = ZTR ZVR e x P C-CH2/ kT>
ZH = z “ R e x p ( - (D + EH2) /2 k T )
ZNe "  ZTR exP ( - £Ne/kT)
w h e r e :
ZaTR
f2m kT]3
VHH
/ 2
h i s  P l a n k ’ s c o n s t a n t ,
e i s  t h e  ground  s t a t e  e n e r g y  o f  s p e c i e  a ,  and t h e  v i b r a t i o n3
r o t a t i o n  p a r t i t i o n  f u n c t i o n  (Z ) was a p p r o x i m a t e d  by :  ( s e e  MayerV K
and Mayer ,  1940)
ZVR
________ 1_______
1 -  e x p ( - T v /T)
Tot /T„B e R e
(exp (T v / T ) - l )
0) x /B e e e
(exp (T v / T ) - l ) 2
w h e r e :
We ’ Xe ’ a e ’ ^e a r e  d e f i n e d  t>Y H e r ^ z b e r g  ( 1 9 5 0 ) .  
x^ and a e r e p r e s e n t  t h e  c o n s t a n t s  a s s o c i a t e d  w i t h  c o r r e c t i o n s  f o r  
a n h a r m o n i c i t y  and v i b / r a t i o n - r o t a t i o n  i n t e r a c t i o n  r e s p e c t i v e l y .  Bg i s  
r e l a t e d  t o  t h e  c h a r a c t e r i s t i c  t e m p e r a t u r e s  f o r  v i b r a t i o n  and r o t a t i o n  i n  
t h e  f o l l o w i n g  manner :
B hem e
k
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The enthalpy per unit mass ( h )  can now be obtained by differentiation 
of the partition functions with respect to temperature, with the aid of 
the state equation (1) and the following definition:
k  =
where E is the total energy of the gas, and zero energy is taken as the 
ground state of the constituents. The enthalpy equation thus becomes:
Tv exp(-Tv/T)
(l-3-hnß) (2 + °^(2 + kT^ + ^  a)i T 1-exp (-T„/T) + EJ (2)
with
JVR
-i- + 8 I _  +2T 2
R TV
a  T e V
r «.
TA+Tvexp(Tv/T)
+
2x (T /T)2 e V
T B . 2 . 3R e
t—
-- H > 1 Vk /
(1 - exp(-Tv/T)) ZVR
and A = exp(Ty/T) - 1.
The last thermodynamic equation to derive is the law of mass action, 
which, for this case, can be written:
' 2
1-a
“h ’2mHk’
%  T T h
R D T '
H "T/2TR
PH L  h2 - 271 Tl  D J ZVR exp(-D/kT) (3)
This complicated form will be simplified by the non-dimensionalization 
to be performed later.
It remains to state the usual shock relations, obtainable directly 
from the conservation of mass, momentum and energy equations:
P2 P1 + Ul^1 “ Pp/fV (4)
k2 = h + I U1 (1 ■ (Pi / p2)2) te>
where u_^  is the initial shock velocity and the subscripts 1, and 2, refer 
to the unshocked and shocked regions respectively.
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Mass conservation further yields:
ul(l - P]/p2)
and
(p5/p2 - 1)
where 5 refers to the region behind the reflected shock. The reflected 
shock relations then become:
p0 + 2(u5 + u0) (1 - p0/p^)2 K5‘ (6)
h5 = k2 + -j(u5 + u2)2(1 - (p2/p5)2)
Simplification of equations (l) - (7) is then afforded by non- 
dimensional variables suggested by Heller (1958).
(7)
D
2k
W
(27Tk^
0 = T/Tt
' ' % T T % 
R D^ 2
2/2
With one further definition:
V TD> ud
- P/PD , H S
PPkTP
“H2
'4kTD
- mH2-
UD/2
(1 - B + mß)
the equations become:
P = Rm(l + 0.3) 0 t8)
+ a$(^6+l) + g(l-a)‘
0V exp(-9v/9) 0EvR
2 (1-exp(~0y/0) + 2 (9)
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(1-a)(1+3)
9^
3P exp(-2/8) (10)
When (8) has also been used to give an alternate form of (3), EVR
and Z can be written non-dimensionally by simply replacing T with 0, 
V K
T with 0„, and T with 0 .
V V K K
pi+ 4RiQi(1" vv a n
Hl + Ql 1 -
P2 + 4R2(Q5 + Q2)2 (1 -
(12)
(13)
and
h2 + (q5 + q 2) (1 - /R2**
5)
(14)
Inspection of these equations shows that a can be eliminated from 
the enthalpy equation with the use of the state equation. This operation 
yields the equation:
2 - H22Rm(l+ß)0 + (4Rm(v(B+l) - ~  - 1) + 3P}0 + 4P(l-v) = 0 (15)
m
where:
9\, exp(-6v/6) 6EyR
V “ 2 (1-exp(-0y/0) + 2
Since (15) is a quadratic in 0 apart from the 0 dependence of V, 
an iteration technique was used for its solution.
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3.3.2 Viscous Phenomena
In this section the viscous phenomena which necessitated a correction 
to the calculations of 3.3.1 are discussed. For most of the helium, and 
all of the neon shots, the measured pressures and densities agreed well 
with the values calculated from the measured shock speeds (see Chapter 4) 
while for some low density helium shots, measured pressures exceeded 
calculated values by up to 15 per cent. For these cases a simple 
correction was applied to the density by assuming that an adiabatic 
compression consistent with the measured pressure rise occurred behind 
the reflected shock. This approach was indicated by the interferometric 
measurements and resulted in relatively minor corrections (see 4.2).
For all of the H-Ne shots used for line profile measurement, the 
initial conditions of a 20 torr mixture of 60 per cent and 40 per cent 
Ne (by pressure) was found to be most suitable in terms of test time and 
calculated dissociation fractions. This condition produced initial shock 
velocities of approximately 7 Km/S with calculated dissociation fractions 
above 97 per cent. The measured pressures behind the reflected shock, 
however, consistently exceeded the calculated values by more than 50 and 
as much as 100 per cent.
Two contributing causes for the higher observed pressures are given 
below and it should be noted that both would cause an increase in the 
actual value of a. In any case, from the measurement of refractive index 
and pressure, ot can be uniquely determined with the aid of the Law of 
Mass Action and State Equation.
The causes of the high shock reflected pressure are:
1. A boundary layer behind the initial shock causes test gas 
to be exhausted behind the contact surface which mixes 
with the driver gas. As the mass flux of test gas past 
the contact surface approaches the mass influx through the
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primary shock, the contact surface is accelerated to a 
velocity which approaches that of the primary shock (see 
Mirels, 1963 I and II). As a result, the test gas 
immediately downstream of the contact surface is also 
accelerated, and an increase in stagnation pressure 
results. For these primary shock velocities, it is 
estimated that this effect would result in a pressure 
increase of 20 per cent at most, at the time when the 
reflected shock approaches the contact surface (see 3.3.2A).
2. The second effect is the bifurcation of the reflected 
shock under the influence of the boundary layer formed 
behind the incident shock. Investigations reported in 
the literature (Davies and Wilson, 1969, for example) 
indicate that this effect occurs when the cool gas in the 
boundary layer cannot negotiate the pressure rise of the 
reflected shock even when brought to rest relative to it. 
This cool gas is trapped in a separated region under the 
bifurcation, while the hot gas just outside the boundary is 
deflected around it by two oblique shocks. The gas passing 
through the bifurcation then has a velocity relative to the 
gas brought to rest by the normal shock. The velocity of 
this wall jet can be estimated if the first oblique shock 
is known. While measurements of this angle in hydrogen 
have not been reported, results in air indicate relative 
velocities at the vortex sheet as high as 60 per cent of 
the initial shock velocity. As the bifurcation grows, more 
gas is injected behind the reflected shock system than 
would be estimated by a simple shock reflection model, and 
an increased pressure results.
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Fig. 3.3.2B shows an X-t diagram tracing the shock behaviour in the 
cookie cutter. The results of an interferometric measurement (experiment 
1544) are also presented. The refractive index measurements clearly show 
the bifurcation of the reflected shock with an initial density that agrees 
well with the calculations. The agreement was better than 8 per cent in 
all cases. The pressure trace illustrates the compression discussed above» 
followed by a reduction in pressure characteristic of all of the H-Ne shots 
at this condition. The constancy of the refractive index in this region 
would indicate a cooling caused possibly by mixing processes associated 
with the wall jet.
It should be noted that, provided the contact surface is stable, no 
driver gas contamination of the test region can occur before the arrival 
of the secondary shock (see Davies and Wilson, 1969).
Comparison of the pressure and refractive index traces indicates that 
an adiabatic correction to the density is justified for the early profile 
measurement. This relationship held until the pressure peak after which 
the refractive index remained constant to within 10 per cent of this 
value for 30ys. This data was used in the calculation of density after 
the pressure peak (4.2).
3.3.3 Radiative Transfer Corrections 
The aim of this section is threefold:
1. To find the necessary correction for emission;
2. To examine the effect of continuum emission;
3. To prove that these corrections can be made before 
the instrument profile is taken into account.
The data comes in the form of voltages (i = 1,2, ...,12) with 
the voltage being obtained from the background, integrating the spectrum
40.
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over 30A with a centre at 5915A. In at least one experiment for each 
condition used, the emission was monitored at channel 7, without the 
flashlamp (see 4.3, 4.4).
We begin with the relationship:
I^dX = (1 - e T(X)) Bx (T)dX + I°e dX ( 1)
X =
Bx (T) -
T(X) =
wavelength 
black body function 
optical depth 
background illumination
and
r 1* 1
<
H*
II O
1 
% __
__
_
___
__
F.I-vdX = cl X
-00
F. •l (1 - e T(X)) aBx(T) + 1° e (2)
where a has been introduced as a geometric constant to account for the
optics which focus the background, but not the test gas, and c is the
instrument conversion constant with units of volts per unit of radiation.
As a result of the calibration technique (see 3.3.4) c is the same for
tilall channels. F. is the normalized instrument function of the il
channel.
The measurement for an emission shot would be:
F7(l - -T aBx (T)dX
which yields:
(3)
V7 + c F7I°e-T(X)dX (4)
Manipulation of (3) and (4) gives:
VE7 j
c aBx(T) (5)
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where 1^ and B-^(T) have been assumed constant over the range of interest.
While it is only necessary to assume that the function 1^ retains the
same relative values between channels, the stronger assumption of
constancy has been made for simplicity. In any case at the temperatures
involved, both 1^ and B-^(T) vary by less than 2 per cent over the spectral 
orange of 25A.
Re-arrangement of (5) yields aB^(T) explicitly, and this can then 
be introduced into equation (2). Since the instrument functions are all 
normalized, the substitution yields, after more re-arrangement:
ttE f yOV cIX
ci:
l +
1 + (V®/cI°) - (V?/cI°)
V^7cl°
r
F. e-T(X)dX 1
1 + V?/cI? - V_/cI
(6)
We now have an equation with all measurable quantities in terms of cl^ 
Since the background is measured by the first channel, it is assumed:
VxdT
Thus, finally, the correction becomes:
V./Vi - ( v ^ / v p / u  + v|/vx - v7/v1) 
1 - ( v ^ / v p / d  + v^/vx - v7/vx) F. e-T(X)dX 1 (7)
Note that if some continuum absorption existed, all of the above theory 
would hold, with the simple adjustment:
.0cl
\
T0’ “TccIA e
This event would not influence the results in any way provided Tc was
o
constant over the 40A or so of interest.
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° °If T varied over the 40A but was constant for 1.6A either side of c
the line, the results would still be valid provided the error in I
was either measured, or allowed for by letting the fitting program
adjust the baseline to the best fit of the points. Any variation of Tc 
owithin the 3.2A range should be evident by a poor fit of the points to a 
Lorentz profile (see 4.4).
Of the three objectives stated at the beginning of this section, the 
first and third are realized in equation (7), whilst the second has been 
discussed.
3.3.4 Calibration of Equipment
Given that the gains of various channels in the sample and hold 
circuits were not constant, it was necessary to devise a calibration 
technique which corrected for this, as well as for non-linearity and 
gain differences in the photomultipliers. The background monitor (analogue 
channel 2) described in 3.2.7, was assumed to be a linear standard, 
and all other analogue channels were adjusted in the following manner.
Prior to every absorption shot the flashlamp and sampling electronics 
were triggered twelve times, the,only adjustment being made to the slit 
width prior to each triggering. The first ten triggerings in the series 
were performed with slit widths.which gave a range of light intensities 
covering the range of readings expected in the line profile during the 
absorption shot. The next two triggerings were performed with the slit 
closed, in order to obtain a zero for the background monitor. The 
thirteenth triggering was that of the absorption experiment proper. Since 
line profile measurements were taken during two timeshots for each 
triggering, the HP9830 calculator contained 2 x 12 x 13 numbers after each 
shot.
The calculator was programmed to subtract the average zero reading 
of analogue channel 1 (triggerings eleven and twelve) from all other
A3.
channel 1 readings, and a quadratic was fitted to each of the other 
analogue channels at each time slot, using the channel 1 reading as the 
independent variable. Fig. 3.3.4A shows a plot of one such quadratic, 
together with the points to which it was fitted. Each quadratic was 
then inverted, and the thirteenth reading taken during the shot was 
thus used to obtain a value normalized to the background monitor.
A test was performed by duplicating this procedure without firing 
the shock tube. This result is shown in Fig. 3.3.4A where the standard 
deviation of the points from the straight line V^/V^ = 1  is .009
3.3.5 Instrument Profile
The instrument profile of the polychromator was 
measured using a HeNe laser, chopped with a rotating slit. The analogue 
output of the polychromator was then measured on an oscilloscope display, 
while the micrometer on fibre optic mount (see 3.2.6) was adjusted in 
steps.
Fig. 3.5.5A shows the results of such a measurement on analogue 
channel 2 together with the mathematical model used to approximate the 
instrument function. The irregularities in the measuredprofile are due 
to non-uniformities in the fibre optics and a traverse of all of the 
channels showed no serious departures.
o
The mathematical model chosen was a rectangle of width W = .1125A
o
with Gaussian sides of half-half width G = .065A. In the fitting program 
described in 3.3.6 provision was made to scale this model to various 
widths. The range of slit widths used in the experiments varied the 
measured instrument profile width by no more than 40 per cent, while 
change in total half-width of the instrument function model of 60 per 
cent changed the half-half width of the best fit LorentzLan absorption 
line profile by only 2 per cent.
44 .
The model was incorporated into the fitting program using a 
modified form of Gaussian quadrature. The usual five-point quadrature 
was varied by increasing the weighting factor of the central point, 
and increasing the distance from this point to the other four points with 
the normalization factor adjusted accordingly. The result is an 
approximation of the curves shown in 3.3.5A.
Tabulated below are the weighting factors used (IL), together with 
arguments (xj) of the function to be estimated. The latter are in units 
of half-half width of the Gaussian sides (G) of the instrument function 
model, with x^ = 0.
j Weighting Factors (IL) Arguments (x^ )
1 .019953 -2.4891
2 .393619 -1.4275
3 1.88281 0
4 .393619 1.4275
5 .019953 2.4891
3.3.6 Data Fitting Program
In section 3.3.4 the calibration procedure is described. Following 
this procedure, the eleven normalized data points representing the 
measurement of the absorption profile were taken to a computer 
where a Lorentzian was fitted and the half-half width determined.
This data fitting program comprised three sections:
1. The control section which accepted the inputs, corrected 
the eleven data points for test gas emission (see 3.3.3) and 
called the fitting routine;
2. The fitting solution which was a copy of that used by Temes and 
Calahan (1967). This sub-program required as an input the
4 5 .
function to be minimized, together with the partial 
derivatives of this function with respect to the parameters 
which were allowed to vary;
3. The section which defined the function and its derivatives 
which is now described in further detail.
The function to be minimized was chosen to be:
F
exp(T(X,XQ,Y,A)a3 
P . U  + B)
2
where F^ is the instrument function, P^ is the data point, T is the
optical depth, X^ is the distance of the line centre in Angstroms from 
the first fibre optic slit, y is the half-half width, A is the maximum 
optical depth and B represents an adjustment to the normalization of 
the data points (see section 4.4 for justification of the inclusion of 
this parameter). The variables were X, Xq , A, and, in certain cases, 
(see 4.4) B.
As described in section 3.3.5 the approximation was made :
I i 5F exp(-T) - £ H. exp(f(A .,A_,A))
1 j j=l J 3
where H., x. are defined in section 3.3.5 and X.. = X. + Gx., X. being 
3 3 iJ i J i
tilthe position of the centre of the i fibre optic slit, measured in units 
of wavelength, and G being the parameter defined in section 3.3.5 and 
Fig. 3.3.5A.
The form of T was assumed to be Lorentzian, with:
+
a  - x0/y ) + i
________A/2___________
(A - AQ - 5.93/y)2 + 1
the second term being a correction for NaD^. While this correction made 
less than 1 per cent difference to y, it was included for completeness.
4 6 .
Inspection of the definition of F shows that it is related to the 
normalized standard deviation (S^) of the data points from the curve 
being fitted by the equation:
sD = '/f7n
where N is the number of data points.
The parameter was used to assess the accuracy of the fitted 
Lorentz./3-n to the data points.
The fitting routine exited when a minimum F had been found and the 
control program then printed the parameters Aq , A, y, B, S^.
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CHAPTER 4
4.1 Introduction
Some difficulty was experienced introducing controlled amounts of 
sodium into the test region. For the helium shots the Na seeding was 
effected with the aid of the heating apparatus described in 3.2.2, while 
for the hydrogen-neon shots, greater success was achieved by the mixing 
of salt deposits on the back wall. This effect was consistent with the 
viscous phenomena present in the hydrogen-neon experiments. Variation 
in the Na number density caused some readings at the line centre tofall 
outside the range .5 to .95. These were simply disregarded for all 
except the neon experiments where the amount of sodium present was 
difficult to reduce (see 4.3).
For some of the line profile measurements (about one in four) the 
data points displayed a random scatter of order 30 per cent of the reading 
This scatter was observed in one or both of the profiles, sometimes 
affecting one point, sometimes more. Tests showed the phenomenonto be 
independent of test gas, wavelength, channel number, optical depth, and 
temperature, yet it was never observed in the preliminary calibration 
triggerings. The profile was neglected in cases where the normalized 
standard deviation exceeded .03 for the best fit Lorentzian, without 
an emission correction.
The method used to correct for the emissivity of the test gas is
Edescribed in 3.3.3. In order to adjust the reading V-, to account for 
changes in optical depth, a measurement of the termcaB(T) (defined in 
3.3.3) was needed. Fig. 4.1A gives an example of the time resolved 
measurement of light intensity at channel 7 (line centre) for two shots 
at the same condition, one with the flashlamp blanked off (1^ = 0).
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It is evident that for emission shots (1^ = 0) :
E **• caB^(T) from below as T -*■ 00 .
For absorption shots:
Wy ->■ caB^(T) from above as T -*■ 03 .
For simplicity all of the data is presented as though channel 7
was set at line centre. Experimentally this was not always so. However, 
for cases where channel 7 was not at line centre a simple adjustment 
to the emission correction input to the fitting program (3.3.3) ensured 
that no error resulted.
EA graph is presented in Fig. 4.IB where all (line centre) 
measurements are plotted against temperature. Also plotted are the lowest 
readings measured during the absorption shots, from profiles considered 
too deep for reliable linewidth measurements. A curve is drawn between 
these limits (allowing for error bars) with the temperature dependence 
of B^(T) . That is,caC^ exp(C2 /XT), where C-^ and C^ are the first and 
second radiation constants. This curve was used to determine caB^ (T) for 
the absorption measurements.
For each profile an emission correction was found which satisfied 
the equation:
V* = caB-^(T) (1 - exp (“Ty))
where T_, is the optical depth at line centre as determined by the best 
fit Lorentzian to the corrected points.
Profiles measured at times of stable pressure which satisfy the 
two criteria discussed above are presented in the following sections, 
with the interferometric results presented in 4.2, helium and neon 
results in 4.3, and hydrogen-neon results in 4.5.
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At a temperature of 10,000°K the doppler width for sodium is . 05&.
To test the effect of Doppler broadening on the measurements of linewidth 
an 11-point voigt profile with a Lorentzian half-half-width of .5& and 
a Gaussian 1/e width of .05$ was used as an input to the data fitting 
program. This was analogous to experiment 1407 when the Doppler correction 
would have been most significant. The effect of this correction was 
found to be less than one per cent and was therefore neglected in all
cases.
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4.2 Interferometrie Results
The results of the interferometric experiments were used to confirm 
the calculations of density discussed in Chapter 3, and to test the 
assumption that chemical equilibrium existed in the test section for 
the hydrogen-neon experiments.
In Fig. 4.2A fringes obtained from 300 torr experiments in helium 
and neon are presented. Experiment 1536 was representative of the 
helium shots and shows a stable test region with only minor density 
fluctuations. Results for the helium and neon experiments are presented 
in the table below. The calculated fringe shifts were obtained by using 
the measured initial shock speed to obtain the conditions behind the 
reflected shock, and assuming an adiabatic compression from this 
condition to one consistent with the measured pressure. The magnitude 
of this correction to the density was less than 10 per cent, and in 
4.3A the discrepancy between the calculated and measured pressures is 
tabulated for various helium conditions. The asterisks in the table 
below indicate experiments where electrical interference from the exploding 
wire prevented reliable measurement of the pressure trace. For these 
experiments, it was assumed that a compression occurred of the same 
magnitude as measured behind the shocks of similar initial velocity in 
the line profile series. The errors presented in the measured fringe 
shifts are indications of the fringe fluctuations in the test region, while 
an error of 6 per cent in the calculated densities behind the reflected 
shock could be expected, arising from an estimated 10 per cent error 
in pressure measurement.
All of the measured values are consistent with the calculated value 
and the anticipated errors. From these results the contribution to 
the error in reduced linewidth resulting from errors in calculated 
density was taken to be 10 per cent for the helium and neon measurements.
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TABLE: Results of Interferometric Experiments
Test
Gas
Experiment
Number
Initial
Pressure
(Torr)
FRINGE SHIFT
Incident Shock Reflected Shock
Calculated Measured Caculated Measured
Helium 1538 400 3.22 3.0 ± .3 9.41 9.3 ± .5
11 1536 300 2.47 2.6 ± .3 7.24 7.6 ± .5
t? 1535 200 1.68 1.6 ± .3 5.14 5.5 ± .5
ti 1537 175 1.49 1.5 ± .2 4.58* 4.6 ± .2
n 1539 150 1.27 1.3 ± .2 4.17* 4.1 ± .2
M 1540 125 1.07 1.0 ± .1 3.48 3.55± .2
IV 1541 100 .87 .8 ± .1 2.82* 2.8 ± .2
Neon 1542 300 4.81 4.7 ± .2 15.5 14.2± .5
Also shown in Fig. 4.2A is the fringe pattern for a representative 
hydrogen-neon shot from which measurements were taken to provide the 
results in Fig. 3.3.2B (Experiment 1544). The constancy of the refractive 
index behind the incident shock would indicate either a frozen or an 
equilibrium mixture in this region. The suggestion of a frozen mixture 
must be discounted when the calculated fringe shift of 2.31 fringes 
(assuming equilibrium) is compared with the measured value of 2.3 ± .2 
fringes. If the mixture is assumed to be frozen, a fringe shift of .95 
would be expected. If the gas behind the incident shock was in 
equilibrium, the gas in the shock reflected region must also be in 
equilibrium. Indeed, rate constants given by Leibowitz (1973) would
_g
indicate a time constant of less than 10 seconds for the reaction:
H2 + H -> 3H
with 10 hydrogen atoms per cm .
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As mentioned previously (3.3.2) the interferometric results indicate 
that an adiabatic compression occurred after the reflected shock until 
the pressure peak, after which the density remained constant. Using 
these assumptions, a fringe shift was calculated from the shock speed 
and measured pressure at times when theprofiles were measured using 
real gas adiabatic compression. A comparison between these predicted 
values and the measurements for five hydrogen-neon experiments is given 
in the Table below. Agreement between these values indicates a 12 per 
cent error in determining the density by this method.
TABLE: Results of Interferometric Measurements for the
Hydrogen-Neon Experiments
Experiment Time Velocity(Km/S)
Calcuated 
Fringe Shift 
(± 6%)
Measured 
Fringe Shift
1544 A 7.14 16.4 16 ± 1
B 18.7 18 ± 1
1545 A 7.40 16.1 15 ± 1.5
B 17.7 17 ± 2
1546 A 7.45 17.4 17 ± 1
B * 18.9 19 ± 1
1547 A 7.45 13.6 14 ± 1
B 15.8 16 ± 1
1548 A 7.41 15.6 14 ± 1
B 17.1 16 ± 1
An attempt to measure the number of electrons present in the test 
gas was made using channel spectra (see Sandeman, 1971). A flashlamp 
pumped dye with a pulse length of . 5ps provided a light source, while 
the Mach-Zender interferometer (see section 3.2.8) was used to produce
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fringes at the exit plane of a MacPherson .5m spectrometer, which were 
recorded on photographic paper. Analysis of the results showed that 
the dispersive contribution of the electrons to the refractive index 
was masked by dispersion associated with changes in optical path between 
the null and the test exposure.
These results, however, provided a time integrated emission spectrum, 
from which an upper limit on various impurity concentrations were 
measured. Impurity lines were identified and compared with the NaD 
lines to obtain the ratio of impurity number density to sodium number 
density, which was known from the absorption measurements. Manufacturers’ 
data showed that the spectral response of the film varied by less than 
30 per cent in the range used for measurement.
Presented in Fig. 4.2B is a densitometer trace of the results, 
showing the channel spectra, together with the line emission. Lines of 
iron, chromium, calcium and manganese were identified, and an upper 
limit was placed on the copper and carbon impurity levels using the fact 
that strong lines were not evident in the spectrum. The results are 
presented in the following Table, in order of maximum possible electron 
contribution. While it was assumed that the ratio of sodium number 
density to the other impurity densities remained constant, the relative 
density of other impurities would be expected to rise after the arrival 
of the contact surface. This would have the effect of increasing 
measured values above the true number density.
Calculations based on Griem's (1964) stark broadening parameters
15indicated that! an electron number density of 10 per cc would introduce 
a relative error of .001 to the linewidth measurements. The contribution 
to the linewidth due to electron and ion broadening was, therefore, 
neglected.
TABLE: Maximum Estimated Electron Densities
Element Atoms per cc
Electrons 
per cc
Lines Used For 
Calculations
Comments and References 
for gf Values
Carbon 1 x 1018 8 x 1012 5380 Atomic Transition 
Probabilities (Wiese et
al.).
Copper 5 x 1015 7 x 1012 5700, 5782 Corlis (1970).
Hydrogen 3 x 1019 4 x 1012 - Density measured by inter 
ferometry.
Iron 1 x 1016 1 x 1012 5383, 5411, 5415 Bridges & Wiese (1970).
Chromium 7 x 1014 3 x 1011 5410 Wolnik et al. (1968).
Calcium 1 x 1014 1 x 1011 5512, 5587 Atomic Transition 
Probabilities (Wiese et
al. ) .
Managanese 2 x 1014 4 x 1010 Inferred from Fe 
concentration.
Sodium 4 x 1012 1 x 1010 5889 Calculated from optical 
depths measured in 
previous experiments,
Neon 3 x 1019 1 X 108 — Density measured by inte- 
ferometry.
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4.3 Helium and Neon Measurements
Line profile measurements for helium are presented in tabular form 
in 4.3A. The number density was calculated from the initial shock 
velocity and the measured pressure by the method described in 3.3.1.
The emission correction is tabulated as the ratio of the test gas
E 0emission at line centre (=COOQ) to the background illumination (I.)..5889 A
This correction caused a reduction in measured linewidth of less than 5 
per cent in all cases except one, where a 10 per cent reduction occurred 
(experiment 1407).
The parameter (defined in 3.3.6) is less than .025 in all cases 
indicating a very good fit to the Lorentzian model, when compared with 
the fit to a straight line (S^ ^ .01) for the null experiment.
In Fig. 4.’3B the results of a representative helium experiment are 
plotted. In order to demonstrate the fit of these points to a Lorentzian 
profile, the natural logarithms of the data points are also plotted, 
together with the best fit Lorentzian. This graph is presented to 
demonstrate the accuracy of the Lorentz model, even when the instrument 
profile is not taken into account.
Also tabulated in 4.3A is the half-half-width (T) of the best fit 
Lorentzians without any correction for Doppler broadening. The errors 
presented reflect a 40 per cent error in emission correction.
Fig. 4.3C presents the reduced linewidths plotted against 
temperature, together with the results of Eckart (1976). An 
extrapolation of the calculations of Lewis and McNamara (1972) is 
also presented for comparison. The errors result from a 10 per cent 
uncertainty in the density, a 2 per cent uncertainty arising from the 
emission correction, and a 2 per cent error in profile fitting.
In Fig. 4.3E the helium results of the present work are presented 
separately. These results are discussed in Chapter 5.
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As mentioned previously, for the neon experiments difficulty was 
experienced in reducing the amount of sodium present. The results 
presented are those with the lowest optical depths. Since the calculated 
pressure agreed with the measured pressure to ±5 per cent, no density 
correction was used.
The results are tabulated in Table 4.3D, and graphed in Fig. 4.3C. 
The line drawn through the three points is that used for the correction 
to the H^-Ne experiments. This line has a slope of .45, and it is 
interesting to note that it coincides with the results of McCartan et al. 
(1976) when extrapolated from 475°K.
The 20 per cent uncertainty in this measurement represented only 
a 2 per cent error in the hydrogen measurements.
4.4 Hydrogen-Neon Results
The experimental running conditions chosen for the hydrogen 
measurements used a 16-gauge mild steel diaphragm with a 20 torr mixture 
of 60 per cent to 40 per cent Ne. A pressure trace and time resolved 
luminosity traces are shown in Figs. 3.1C and 3.ID. As indicated in 
section 3.3.2, two profiles were measured, one before the pressure peak 
designated A, and one after, designated B.
Fig. 4.4A shows the results for a representative H-Ne experiment 
(experiment 1511). While both profiles satisfied the criteria of 
optical depth and scatter (section 4.1), it was evident that the back­
ground at time A is greater than that measured by the background monitor 
at channel 1. Further evidence for this was obtained by running an 
experiment without the flashlamp, and with the data normalized to the 
usual flashlamp intensity. Very little Na was present for this 
experiment. While either no emission, or a small Lorentzian emission
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profile was expected, Experiment 1513 shows that a relatively uniform 
background is evident. This effect did not occur at time B, nor for any 
of the helium or neon experiments. For the line profiles measured at 
time A, a parameter which allowed a shift of background intensity was 
included, and is presented in the Table 4.4B. This meant that for the 
profiles measured at A, the eleven data points were used to optimize a 
four variable function (the variables being line centre, line width, 
maximum optical depth, and background illumination). For all other 
experiments a three variable function was used.
In 4.4B the measured velocities are tabulated together with the 
calculated hydrogen densities. For profiles measured at time A the 
thermodynamic properties were calculated assuming a real gas adiabatic 
compression from the reflected shock conditions to those consistent with 
the measured pressure at that time. For time B, the density was assumed 
to remain constant after the pressure maximum.
The calculated dissociation fractions, together with the increase 
in the background illumination for the A profiles and the calculated 
temperatures are also presented. In the next column are the measured 
half-half-widths, followed by the corrected widths where the neon 
broadening component has been subtracted. The optical depth for 
the Lorentzian profile of best fit is included, together with the 
fitting parameter S , defined in 3.3.6. The emission correction and 
reduced half-half-width complete the table, the latter being graphed 
in 4.3C.
The errors comprised:
1. a 12 per cent uncertainty arising from the pressure 
measurement and density determination (see 4.2);
2. a 2 per cent error associated with uncertainty in the
emission levels;
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3. a further 2 per cent associated with the profile fitting.
The 16 per cent error bar is shown in 4.4C, where temperature error 
bars reflect the 10 per cent error in pressure measurement together with 
a .5 per cent error in the measured shock velocity. Also shown is an 
extrapolation of the calculation of Lewis et al. (1971) as used by 
Blackwell et al. (1972), together with the calculations of Roueff
(1972).
The corrections used were:
1 . Neon broadening contribution - less than 15 per cent
2. Emission correction - less than 6 per cent
3. Instrument profile - less than 2 per cent.
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CHAPTER 5
CONCLUSIONS
The results presented in 4.2 indicate an electron number density
13 -3in the test section of less than 10 cm , a value beyond the resolution 
of interferometric techniques. Indeed, if large numbers of electrons 
were present, the success in predicting the refractive index immediately 
behind the reflected shock would not have been anticipated (see 3.3.2).
The contribution to the broadening from electron number densities 
of this magnitude was negligible, as was the resonance contribution.
Presented in the following table are typical collision volumes (U) 
as defined by Baranger (I, 1958), for each series of experiments. Also 
presented are the products of collision volume and number density, which 
should be much less than unity for the impact approximation to be valid.
IT 3U cm U x N
He Experiments -212.6 x 10 .1
H-Ne Experiments H -211.2 x 10 .05
Ne - -214.5 x 10 .05
Ne Experiments -214.5 x 10 .45
While some non-Markovian effects could be expected for the neon 
measurements, the accuracy of the fit to a Lorentzian profile, together 
with the fact that the profile was measured only to 1.5 half-half-widths 
from line centre, indicated that the approximation was valid.
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The helium densities used for these experiments were a factor of 
5 lower than those reported by Eckart (1975) when agreement with a 
Lorentzian model was also found. The criterion is similarly satisfied 
for the hydrogen-neon experiments.
It is important to note that while the pressure was measured 
for each experimental run, the methods of calculating temperature 
and density in the test region from the measured shock speed and 
pressure were confirmed by interferometric methods (section 4.2).
Relative temperatures, also, were independently confirmed by the 
emission measurements (Fig. 4.IB).
Fig. 4.3C shows the calculations of Lewis and McNamara (1972) 
extrapolate well between the temperatures of Eckart's results and 
those reported in this thesis. However, taking the results of the 
present experiment alone, a temperature dependence of 1.1 ± .1 is 
indicated (see Fig. 4.3E). While this slope is at variance with current 
theory by at least a factor of 2t a thorough investigation of possible 
errors only strengthened confidence in the result. A satisfactory 
explanation of this discrepancy is not available at present.
The hydrogen results, graphed in 4.3D, show less agreement
with calculations. The mean of the points (1.63 x 10 ^  £cm^ at
38.9 x 10 °K) is 14 per cent below the extrapolated calculation of 
Lewis et al. (1972) with a standard deviation of 10 per cent. Blackwell 
et al. (1972) used the extrapolated results of Lewis et al., together 
with three model solar atmospheres, and compared the line wings thus 
calculated with the observed values. While greatest agreement was 
found when the Elste (1968) homogeneous model was used, the results 
shown in 4.3D would support the validity of the Elste two-stream model.
In the development of the study of line broadening it has usually 
been the case that measured damping parameters have exceeded calculated 
values. When this occurs, it is often because of omissions in the theory. 
Considering the measured hydrogen-sodium linewidths presented in this
9 3 .
thesis, it is difficult to indicate where the calculations of Roueff 
(1972) might be subject to over-estimation.
Validity of the classical path and impact approximations is confirmed 
by the agreement between the experimental data and the Lorentzian model 
used. Also, the results of Baranger are supported by the success of the 
calculations in the case of helium perturbers. The interatomic potentials 
used by Lewis et al. (1972) and Roueff (1972), therefore, must be 
regarded with some doubt.
94.
ADDENDUM
Since this thesis was written, an experiment using time resolved
channel spectra with an exploding wire light source (see Sandeman, 1971)
failed to detect any electrons in the test region during an experiment
using conditions identical to those used for the hydrogen-neon measurements.
16Electron densities of 1 x 10 would have been detected by this
o
technique, corresponding to a half-half-width of .01A.
9 5 .
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