This reports provides an overview of the findings and software that have evolved from the "Symbolic MT with Statistical NLP Components" project over the last year. We present the major goals that have been achieved and discuss some of the open issues that we intend to address in the near future. This report also contains some details on the usage of some software that has been implemented during the project.
COLLABORATIONS (BROADLY CONCEIVED)
1. Presentations by Bonnie Dorr to Georgetown on the use of linguistic information in hybrid statistical/symbolic tasks (summarization, machine translation, divergence unraveling).
Collaboration with Philip Resnik for the JHU/ONR MURI project.

PROJECT FINDINGS
1. Translation divergences are frequently occurring: Examination of the Spanish-English parallel corpus shows that divergences occur in 35% of the sentence pairs.
Unraveling the divergences with linguistically motivated universal rules results in improved word-level alignments:
Experiments for Spanish-English alignments show statistically significant improvements of DUSTer compared to a state-of-the-art statistical aligner (GIZA++).
3. Generation-Heavy Machine Translation has a higher degree of robustness than a statistical translation system (IBM-4) and scores higher when the test set is not from the same genre the statistical system was trained on.
1
OPPORTUNITIES FOR TRAINING AND DEVELOPMENT (AT ALL GRADE LEVELS)
The improved word-alignment corpora can be used for Machine Translation in a number of ways:
1. Improved translation dictionary extraction 2. Improved statistical machine translation In addition, the universal rules help to identify sentences that contain divergences, and this information can be used to exclude them from parallel texts that are used to train a statistical aligner. This results in less complex a corpus, on which standard statistical aligners can be trained. This is currently examined by Dr. Philip Resnik for Chinese-English translation in the context of the MURI project.
The GHMT system has recently been adapted to Chinese, and at this point we are also adapting it to Arabic. GHMT is also used for cross-lingual summarization, where summarization and translation are fully integrated. 
-OUTREACH ACTIVITIES (DEFINED TO BE OUTSIDE OUR PROFESSIONAL COMMUNITIES)
PUBLICATIONS AND PRODUCTS
JOURNAL/CONFERENCE PUBLICATIONS
ONE-TIME PUBLICATIONS (INCLUDES BOOK CHAPTERS AND DISSERTATIONS)
Nizar Habash. GHMT: GHMT-PAK/GHMT/install.readme
CONTRIBUTIONS
CONTRIBUTIONS WITHIN THE DISCIPLINE
1. An extensive database of morphological variation for English.
2. Improved word mappings between Spanish and English and Hindi and English.
3. Robust Machine Translation system from Spanish to English and Chinese to English.
CONTRIBUTIONS TO OTHER DISCIPLINES (THIS IS NOT EXPECTED FROM ALL PROJECTS)
The project is relevant to the augmentation of capabilities useful for intelligence analysts, such as cross-lingual summarization and data mining.
In addition, the corpora with improved word-level alignments can be used for general resource projection from English onto the foreign part of a parallel corpus.
-CONTRIBUTIONS TO THE DEVELOPMENT OF HUMAN RESOURCES (SPECIFIC FOCUS ON RE-SEARCH OPPORTUNITIES, UNDERREPRESENTED GROUPS, EDUCATIONAL MATERIALS, AND MEM-BERS OF THE PUBLIC)
CONTRIBUTIONS TO RESOURCES FOR RESEARCH
This work provides an integral part for many NLP applications that require cross-lingual processing or processing in a resource-poor foreign language.
CONTRIBUTIONS BEYOND SCIENCE AND ENGINEERING (THESE CAN BE SPECULATIVE)
The research carried out in this project contributes to the development of better-performing machine translation systems.
The availability of high-performance MT has far-reaching consequences for society in general, as it facilitates laymen and professionals in accessing information that is authored in a language they do not understand.
PLANS FOR THE NEXT YEAR, IF CHANGED
Recently, we have designed a prototype that will allow us to use many different resources, such as statistical aligners, linguist rules, cognate lists, and dictionaries, and combine their partial evidence to yield more accurate word-level alignments.
Additionally, we will adapt our GHMT implementation to Arabic-English translation.
Our funding for this project ends in the summer of 2005. We will need additional funds for the 2 years after the project has expired to continue the high level of activity toward this effort that we have contributed over the last year. 
SPECIAL REPORTING REQUIREMENTS, IF ANY
None.
UNOBLIGATED FUNDS (ONLY IF OVER 20%)
N/A
SIGNIFICANT CHANGE IN USE OF HUMAN SUBJECTS
None.
A DUSTer
usage: end-to-end.pl <argument-file> end-to-end.pl processes an entire corpus of two languages and projects dependency trees and alignments from one corpus to another, using DUSTer. (See README.overview for more information on what DUSTer is) The only argument t o the script is a file specifying paths for external scripts and programs, and t he arguments for DUSTer.
In order to run DUSTer correctly, please make sure that you put the following into your shell files (into your .tcshrc file or whatever you use):
setenv DUSTERPATH <duster-path> set path = ( $path $DUSTERPATH/bin ) DUSTERPATH should be set to the directory that contains pos, rel, bin, epgen, lib, docs directories. Without these statements and the correct setting of DUSTERPATH, DUSTer will not work! (After installing DUSTer on your system, make sure that you set DUSTERPATH correctly) EXAMPLE RUN:
In order to run DUSTer on a small English-Spanish (or English-Hindi) example, go to examples/Spanish (or Hindi) Make sure you have these programs on your machines and set these environment variables correctly.
2. To run Python files, you should have a correct pointer to Python version 2.3, as discussed above.
ARGUMENTS TO END-TO-END.PL
The only argument to the script is a file specifying paths for external scripts and programs, and the arguments for DUSTer. The first four variables in the argument file correspond to some external programs distributed with this package. You don't need to change those lines unless you move those scripts to other directories.
PYTHON variable should be set to the path for Python version 2.3 or later. Otherwise, the python scripts will not work.
The rest of the arguments depends on the corpus you are running DUSTer on. DUSTER CONFIGURATION FILE is the file where DUSTer-specific paths and variables are set. This must be done for each language pair once and then it can be use on every parallel corpus on those two languages. For Hindi and Spanish, example configuration files are provided in the example directory (config.spanish and config.hindi). For more information about this configuration file, please see README.auto-DUSTer.
LEFT CORPUS refers to the English corpus and RIGHT CORPUS refers to the foreign language corpus. These should contain one sentence per line and they should be parallel (i.e., the sentences on the same line are translations of each other) OUTPUT DIR is the directory where all output files will be written. The sentences for which DUSTer runs successfully will be placed under succ directory. Otherwise, the related files for that sentence will be under err directory. The final alignment files (i.e., DUSTer alignments) will be placed under succ/comb-aligned directory. Each output file in this directory is named as ehmap.n where n is the sentence number.
B GHMT
REQUIRED RESOURCES
Make sure the variables in sysVars.cshrc are added to your .cshrc
The source files for the Exerge system are included in this package in addition to created images on Solaris. to remake these images, run $PACKAGE/ake-Exerge.sh 
