On Computing the Number of Short Cycles in Bipartite Graphs Using the
  Spectrum of the Directed Edge Matrix by Dehghan, Ali & Banihashemi, Amir H.
ar
X
iv
:1
90
3.
08
33
2v
1 
 [c
s.I
T]
  2
0 M
ar 
20
19
1
On Computing the Number of Short Cycles in
Bipartite Graphs Using the Spectrum of the
Directed Edge Matrix
Ali Dehghan, and Amir H. Banihashemi, Senior Member, IEEE
Abstract
Counting short cycles in bipartite graphs is a fundamental problem of interest in many fields in-
cluding the analysis and design of low-density parity-check (LDPC) codes. There are two computational
approaches to count short cycles (with length smaller than 2g, where g is the girth of the graph) in
bipartite graphs. The first approach is applicable to a general (irregular) bipartite graph, and uses the
spectrum {ηi} of the directed edge matrix of the graph to compute the multiplicity Nk of k-cycles with
k < 2g through the simple equation Nk =
∑
i
ηk
i
/(2k). This approach has a computational complexity
O(|E|3), where |E| is number of edges in the graph. The second approach is only applicable to bi-
regular bipartite graphs, and uses the spectrum {λi} of the adjacency matrix (graph spectrum) and the
degree sequences of the graph to compute Nk. The complexity of this approach is O(|V |3), where |V |
is number of nodes in the graph. This complexity is less than that of the first approach, but the equations
involved in the computations of the second approach are very tedious, particularly for k ≥ g + 6. In
this paper, we establish an analytical relationship between the two spectra {ηi} and {λi} for bi-regular
bipartite graphs. Through this relationship, the former spectrum can be derived from the latter through
simple equations. This allows the computation of Nk using Nk =
∑
i
ηk
i
/(2k) but with a complexity
of O(|V |3) rather than O(|E|3).
Index Terms: Counting cycles, short cycles, bipartite graphs, Tanner graphs, low-density parity-check
(LDPC) codes, bi-regular bipartite graphs, irregular bipartite graphs, directed edge matrix, girth.
I. INTRODUCTION
Bipartite graphs appear in many fields of science and engineering to represent systems that
are described by local constraints on different subsets of variables involved in the description
of the system. In such a representation, the nodes on one side of the bipartition represent the
variables while the nodes on the other side are representative of the constraints. One example
2is the Tanner graph representation of low-density parity-check (LDPC) codes, where variable
nodes represent the code bits and the constraints are parity-check equations. In the bipartite
graph representation of systems, the cycle distribution of the graph often plays an important role
in understanding the properties of the system. For example, the performance of LDPC codes,
both in waterfall and error floor regions, is highly dependent on the distribution of short cycles
of the Tanner graph [1], [2], [3], [4], [5], [6], [7], [8], [9], [10].
Motivated by this, in the coding community, there has been a large body of work on the
distribution and counting of cycles in bipartite graphs, see, e.g., [3], [11], [12], [13], [14].
Generally, counting cycles of a given length in a given graph is known to be NP-hard [15]. The
problem remains NP-hard even for the family of bipartite graphs [16]. There are, in general,
two computational approaches to count the number of short cycles in bipartite graphs. The
first approach is applicable to any (irregular) bipartite graph, and is described in the following
theorem.
Theorem 1. [11] Consider a bipartite graph G with the directed edge matrix Ae, and let {ηi}
be the spectrum of Ae. Then, the number of k-cycles in G is given by Nk =
∑
i η
k
i
2k
, for k < 2g,
where g is the girth of G.
The result of Theorem 1 follows from the property of Ae that the number of tailless back-
trackless closed (TBC) walks of length k in G is equal to tr(Ake)/2k, where tr(Ae) denotes
the trace of Ae. This together with the fact that the set of TBC walks of length less than 2g
coincides with the set of cycles of the same size [12] prove the result. To use Theorem 1, one
needs to calculate the eigenvalues of Ae. This has a complexity of O(|E|3), where |E| is number
of edges in the graph [17].
The second approach, which was introduced by Blake and Lin [14] and extended by Dehghan
and Banihashemi [18], uses the spectrum of the adjacency matrix and the degree distribution of
the graph. It has a lower complexity of O(|V |3), where |V | is number of nodes in the graph,
but is only applicable to bi-regular bipartite graphs. One drawback of this approach is that the
recursive equations for calculating Nk are tedious, particularly for values of k ≥ g + 6. The
following theorem describes the general calculation of Ni, for any g ≤ i ≤ 2g − 2, and the
specifics of the calculation of Ng+4.
Theorem 2. [18] For a given (dv, dc)-regular bipartite graph G, the number of i-cycles, g ≤
3i ≤ 2g − 2, is given by
Ni = [
|V |∑
j=1
λij − Ωi(dv, dc, G)−Ψi(dv, dc, G)]/(2i), (1)
where {λj}|V |j=1 is the spectrum of G, and Ωi(dv, dc, G) and Ψi(dv, dc, G) are the number of
closed cycle-free walks of length i and closed walks with cycle of length i in G, respectively.
For i = g + 4, we have
Ψg+4(dv, dc, G)
2(g + 4)
= Ng+2 × [g + 2
2
(dv + dc)− (g + 2)]
+Ng × [g
2
(dv − 2)(dc − 1) + g
2
(dc − 2)(dv − 1)]
+Ng ×
(
[
( g
2
2
)
+
g
2
](dv − 2)2 + [
( g
2
2
)
+
g
2
](dc − 2)2 + (g
2
)2(dv − 2)(dc − 2)
)
+Ng ×
((g
2
)
+ 2g + (g + 2)× (g
2
(dv − 2) + g
2
(dc − 2))
)
,
and
Ωg+4(dv, dc, G) = n× Sdv ,dc,g+4 +m× Sdc,dv,g+4 , (2)
where n and m are the number of variable and check nodes in G, respectively, and Sdv,dc,g+4
(Sdc,dv,g+4) represents the number of closed cycle-free walks of length g + 4 from a variable
node v (a check node c) to itself. (Generating functions are used to compute functions Sx,y,i
recursively [14].)
In this work, we investigate the relationship between the above two approaches. In particu-
lar, our goal is to find the relationship between the two spectra {ηi} and {λi} for bi-regular
bipartite graphs. We show that the former spectrum includes eigenvalues ±1, ±√−(dv − 1),
and ±√−(dc − 1). The remaining eigenvalues of Ae are related to the graph spectrum {λi}
through simple quadratic equations whose coefficients are determined by the node degrees dv
and dc. This allows one to compute Nk using Theorem 1, but through the calculation of the
graph spectrum {λi} rather than the direct calculation of {ηi}. As a result, the computational
complexity reduces to O(|V |3) rather than O(|E|3), while avoiding the tedious equations of
Theorem 2.
The organization of the rest of the paper is as follows: In Section II, we present some definitions
and notations. Section III contains our result on the relationship between the two spectra {λi}
and {ηi}, and the derivation of the latter from the former. The paper is concluded in Section IV.
4II. DEFINITIONS AND NOTATIONS
A graph G = (V,E) is a set V (G) of nodes and a multiset E(G) of unordered pairs of nodes,
called edges. If {v, u} ∈ E, we say that there is an edge between v and u (i.e., v and u are
adjacent). We may also use notations uv or vu for the edge {v, u}. We say that a graph G is
simple, if it does not have any loop (i.e., no edge of the form {v, v}) or parallel edges (i.e.,
no two edges between the two same nodes). A directed graph (digraph) D = (V,E) is a set
V of nodes and a multiset E of ordered pairs of nodes called arcs. For an arc e = (u, w), we
define the origin of e to be o(e) = u, and the terminus of e to be t(e) = w. The inverse arc of
e, denoted by e, is the arc formed by switching the origin and terminus of e. A digraph D is
called symmetric if whenever (u, w) is an arc of D, its inverse arc (w, u) is as well. For each
graph G, its symmetric digraph D(G) is defined by replacing each edge of G with two arcs in
opposite directions. See Fig. 1. Thus, there is a simple correspondence between G and D(G).
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Fig. 1. A graph G and its symmetric digraph D(G).
In a graph G, the number of edges incident to a node v is called the degree of v, and is
denoted by d(v). Also, ∆(G) and δ(G) are used to denote the maximum and minimum degree
of G. For every node v ∈ V (G), the set N(v) denotes the set of neighbors of v in G.
For a graph G, a walk of length c is a sequence of nodes v1, v2, . . . , vc+1 in V such that
{vi, vi+1} ∈ E, for all i ∈ {1, . . . , c}. A walk can alternatively be represented by its sequence
of edges. A walk v1, v2, . . . , vk+1 is a path if all the nodes v1, v2, . . . , vk are distinct. A walk
is called a closed walk if the two end nodes are the same, i.e., if v1 = vk+1. Under the same
condition, a path is called a cycle. We denote cycles of length k, also referred to as k-cycles,
by Ck. We use Nk for |Ck|. The length of the shortest cycle(s) in a graph is called girth and is
denoted by g.
Consider a walk W of length k represented by the sequence of edges ei1 , ei2, . . . , eik . The
walk W is backtrackless if eis 6= eis+1 , for any s ∈ {1, . . . , k− 1}. Also, the walk W is tailless
5if ei1 6= eik . In this paper, we use the term TBC walk to refer to a tailless backtrackless closed
walk.
A graph G is connected, if there is a path between any two nodes of G. A graph G = (V,E)
is called bipartite, if the node set V can be partitioned into two disjoint subsets U and W ,
i.e., V = U ∪ W and U ∩ W = ∅, such that every edge in E connects a node from U to a
node from W . A graph is bipartite if and only if the lengths of all its cycles are even. Tanner
graphs of LDPC codes are bipartite graphs, in which U and W are referred to as variable nodes
and check nodes, respectively. Parameters n and m in this case are used to denote |U | and |W |,
respectively. Parameter n is the code’s block length and the code rate R satisfies R ≥ 1−(m/n).
A bipartite graph G = (U ∪W,E) is called bi-regular, if all the nodes on the same side of the
bipartition have the same degree, i.e., if all the nodes in U have the same degree du and all the
nodes in W have the same degree dw. In the rest of the paper, we sometimes use notations dv
and dc as a replacement for du and dw, respectively, to follow the notations commonly used in
coding to denote variable and check node degrees, respectively. It is clear that, for a bi-regular
graph, |U |du = |W |dw = |E(G)|. A bipartite graph that is not bi-regular is called irregular. A
bipartite graph G(U ∪W,E) is called complete, and is denoted by K|U |,|W |, if every node in U
is connected to every node in W . The degree sequences of a bipartite graph G are defined as
the two monotonic non-increasing sequences of the node degrees on the two sides of the graph.
For instance, the complete bipartite graph K3,4 has degree sequences (4, 4, 4) and (3, 3, 3, 3).
The adjacency matrix of a graph G is a |V |×|V | matrix A = [aij], where aij is the number of
edges connecting the node i to the node j, for all i, j ∈ V . Similarly, The adjacency matrix of a
digraph D is the matrix AD = [bij ], where bij is one if and only if (i, j) ∈ E(D). The adjacency
matrix A is symmetric, and since we assumed that G has no parallel edges, then aij ∈ {0, 1},
for all i, j ∈ V . Moreover, since G has no loops, then aii = 0, for all i ∈ V .
An eigenvalue of A is a number λ such that A−→v = λ−→v , for some nonzero vector −→v .
(Throughout the paper all vectors are assumed to be column vectors.) The vector −→v is then
called an eigenvector of A. The set of the eigenvalues {λi} of the adjacency matrix A of a graph
G is called the spectrum of G. The determinant det(λI − A), where I is the identity matrix,
is called the characteristic polynomial of A (with variable λ). The roots of this polynomial
are the eigenvalues of A. An eigenvalue λ′ of A is said to have multiplicity i if, when the
characteristic polynomial is factorized into linear factors, the factor (λ− λ′) appears i times. If
λ is an eigenvalue of A, then the subspace {−→v : A−→v = λ−→v } is called the eigenspace of A
6associated with λ. The dimension of this eigensapce is at most the multiplicity of λ.
There are some known results about the eigenvalues and eigenvectors of the adjacency matrix
A that we review below and use them in our work (see, e.g., [19]). (1) If λ is an eigenvalue
of A, then λ2 is an eigenvalue of A2. (2) [Perron-Frobenius, Symmetric Case] Let A be the
adjacency matrix of a connected graph G, and let λ1 ≥ λ2 ≥ . . . ≥ λ|V | be the spectrum of
G. Then, λ1 > λ2 (i.e., the multiplicity of the largest eigenvalue of A is one). (3) The largest
eigenvalue of bi-regular bipartite graphs is
√
dvdc [20]. (4) A graph is bipartite if and only if
its spectrum is symmetric about the origin. (5) By Properties (2) and (4), in connected bipartite
graphs, the multiplicity of the smallest eigenvalue is also one. (6) By Property (4), for a given
bipartite graph G, if λi is an eigenvalue of A with multiplicitymi, then −λi is also an eigenvalue
with multiplicity mi. Thus, the spectrum of A has the following form {±λm11 , . . . ,±λmrr }, for
some r ≥ 1, and we have ∑ri=1 2 × mi = |V |. (7) The adjacency matrix A of G has |V (G)|
linearly independent eigenvectors, such that for each 1 ≤ i ≤ r, there are mi linearly independent
eigenvectors associated with each eigenvalue λi and −λi.
Another important property of the adjacency matrix is that the number of walks between any
two nodes of the graph can be determined using the powers of this matrix. In other words, the
entry in the ith row and the j th column of Ak, [Ak]ij , is the number of walks of length k between
nodes i and j. Consequently, the total number of closed walks of length k in G is tr(Ak), where
tr(·) is the trace of a matrix. It is well-known that tr(Ak) =∑|V |i=1 λki , and thus the multiplicity
of closed walks of different length in a graph can be obtained using the spectrum of the graph.
For a given graph G, the directed edge matrix Ae, is a 2|E| × 2|E| matrix defined as follows.
For each edge ei = {v, u} in G, we consider two opposite arcs (v, u), (u, v), and denote them
by fi and f|E(G)|+i (i.e., fi = f|E(G)|+i). We then define
(Ae)i,j =


1, if t(fi) = o(fj) and fi 6= fj
0, otherwise.
(3)
In other words, for a given graph G, we consider its associated symmetric digraph D(G), and
then calculate Ae from D(G) using (3). For example, for graphs G and D(G) in Fig. 1, we have
7Ae =


0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0


.
The number of k-cycles, g ≤ k ≤ 2g − 2, in a bipartite graph G can be obtained from the
spectrum {ηi} of Ae using Theorem 1.
The rank of a matrix B, denoted by Rank(B), is the dimension of the vector space generated
by its columns. This corresponds to the maximum number of linearly independent columns of
A. The rank is also the dimension of the space spanned by the rows of B. Thus, if B is an
m× n matrix, then
Rank(B) = Rank(Bt) ≤ min{m,n} , (4)
where Bt is the transpose of B. The kernel (null space) of a matrix B is the set of solutions
to the equation B−→x = −→0 , where −→0 is the zero vector. The dimension of the null space of
B is called the nullity of B and is denoted by Null(B). For an m × n matrix B, we have
(Rank-Nullity Theorem):
Rank(B) +Null(B) = n . (5)
III. THE RELATIONSHIP BETWEEN THE SPECTRA OF Ae AND A FOR BI-REGULAR
BIPARTITE GRAPHS, AND THE NEW METHOD TO COUNT SHORT CYCLES
In [21], it was shown that for a regular graph G, the eigenvalues of Ae can be computed
from those of A. A key component in the derivations of [21] is the special properties that Ae
has as a result of the regularity of the graph. For the bi-regular graphs, considered in this work,
however, such properties do not exist and thus the derivations are much different. In this section,
we derive the spectrum {ηi} of Ae from the graph spectrum {λi} for bi-regular bipartite graphs,
and then use the results to count the short cycles of the graph by Theorem 1.
To derive our results, we first define an auxiliary matrix A˜ as a function of A. We then find
the eigenvalues {ξi} of A˜2, which are on the one hand related to {λi}, and on the other hand
8to {ηi}. Through these relationships, we derive {ηi} from {λi}. In the following, for simplicity,
we use notations q1 and q2 to denote dv − 1 and dc − 1, respectively.
For a bi-regular bipartite graph G = (U∪W,E), let A˜ = [a˜(u,w),(x,y)]u,w,x,y∈V (G) be a |V (G)|2×
|V (G)|2 matrix such that the entries of A˜ are given by
a˜(u,w),(x,y) = auwaxyδwx(1− δuy) , (6)
where δuw is the Kronecker delta (which is equal to 1 if u = w, and equal to zero, otherwise),
and auw is the (u, w)
th entry of the adjacency matrix A of G. In the rest of the paper, we assume
that the rows and columns of A˜ are sorted in the following order: First, the set {(u, w) : u ∈
U,w ∈ W,uw ∈ E(G)}, second {(w, u) : u ∈ U,w ∈ W,uw ∈ E(G)}, and finally, other pairs
{(u, w), (w, u) : u ∈ U,w ∈ W,uw /∈ E(G)}. Note that the union of the first two sets is the set
of directed edges in the symmetric digraph D(G) associated with G. Also, by (6), a˜(u,w),(x,y) = 1
if and only if we have
(i) auwaxy = 1 (i.e., fi = (u, w), fj = (x, y) ∈ E(D(G))),
(ii) δwx = 1 (i.e., t(fi) = o(fj)), and
(iii) (1− δuy) = 1 (i.e., fi 6= fj)).
Thus, by (3), the matrix A˜ has the following form
A˜ =

 Ae 0(2|E|)×(|V |2−2|E|)
0(|V |2−2|E|)×(2|E|) 0(|V |2−2|E|)×(|V |2−2|E|)

 , (7)
and by (7), we have the following result.
Lemma 1. The eigenvalues of A˜ are the same as those of Ae with the addition of |V |2 − 2|E|
zero eigenvalues.
Furthermore, since G is bipartite, and based on the labeling of rows and columns (i.e., first,
are listed pairs {(u, w) : u ∈ U,w ∈ W,uw ∈ E(G)}, followed by pairs {(w, u) : u ∈ U,w ∈
W,uw ∈ E(G)}), Ae has the following form
Ae =

 0|E|×|E| Be
Ce 0|E|×|E|

 , (8)
where Be and Ce are |E| × |E| matrices. As an example, by the ordering just described
((u1, v1), (u1, v2), (u2, v2), (u2, v1) are the first 4 arcs, followed by their inverse arcs in the same
order), for the graph G shown in Fig. 1, we have
9Ae =


0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0


.
From (7) and (8), one can see that the matrix A˜2 has the following form:
A˜2 =


BeCe 0|E|×|E|
0|E|×|E| CeBe
0(2|E|)×(|V |2−2|E|)
0(|V |2−2|E|)×(2|E|) 0(|V |2−2|E|)×(|V |2−2|E|)

 , (9)
or equivalently,
A˜2 =

 A2e 0(2|E|)×(|V |2−2|E|)
0(|V |2−2|E|)×(2|E|) 0(|V |2−2|E|)×(|V |2−2|E|)

 (10)
It is easy to see that ((u, w), (x, y))th entry of the element of A˜2 (denoted by a˜2(u,w),(x,y)) is given
by
a˜2(u,w),(x,y) =


1, if uw,wx, xy ∈ E, x 6= u, y 6= w
0, otherwise.
(11)
We thus have
a˜2(u,w),(x,y) = auwawxaxy(1− δxu)(1− δyw) . (12)
Next, we study the structure of eigenvectors of A˜2.
Lemma 2. Consider a number ξ 6= 0 and a vector −→φ of size |V |2, and denote the element
that corresponds to the pair (x, y) in the vector
−→
φ by φ(x,y). Then,
−→
φ is an eigenvector of A˜2
associated with eigenvalue ξ if and only if, for each pair (u, w), where u ∈ U and w ∈ W , we
have
ξφ(u,w) = auw
∑
x∈U
awx
∑
y∈W
axyφ(x,y) − auw
∑
x∈U
awxφ(x,w) − auw
∑
y∈W
auyφ(u,y) + auwφ(u,w) , (13)
and for each pair (w, u), where w ∈ W and u ∈ U , we have
ξφ(w,u) = awu
∑
y∈W
auy
∑
x∈U
ayxφ(y,x) − awu
∑
y∈W
auyφ(y,u) − awu
∑
x∈U
awxφ(w,x) + awuφ(w,u) , (14)
10
and for all the other pairs (x, y), φ(x,y) = 0.
Proof. By the definition of eigenvalue/eigenvector and (12), it is clear that for ξ 6= 0, we must
have φ(x,y) = 0, for all cases where nodes x and y are on the same side of the graph. On the other
hand, for each pair (u, w), where u ∈ U and w ∈ W , by the definition of eigenvalue/eigenvector
and (12), we have:
ξφ(u,w) =
∑
x∈U
∑
y∈W
auwawxaxy(1− δxu)(1− δyw)φ(x,y)
= auw
∑
x∈U
awx
∑
y∈W
axy(1− δxu)(1− δyw)φ(x,y)
= auw
∑
x∈U
awx
∑
y∈W
axyφ(x,y) − auw
∑
x∈U
awxφ(x,w) − auw
∑
y∈W
auyφ(u,y) + auwφ(u,w)
Equation (14) is derived similarly.
A. From the non-zero eigenvalues of A to the eigenvalues of A˜2
Lemma 3. Let λ 6= 0 be an eigenvalue of the adjacency matrix A. Then the solutions of the
quadratic equation ξ2 + (−λ2 + q1 + q2)ξ + q1q2 = 0 are two eigenvalues of A˜2.
Proof. Let λ be an eigenvalue of the adjacency matrix A with a corresponding eigenvector
−→µ = [µu1, . . . , µun, µw1, . . . , µwm]t (note that the elements of the eigenvector are sorted by
listing the elements corresponding to the nodes in U first, followed by those corresponding to
the nodes in W ). By using −→µ , we define a vector −→φ of size |V |2 in the following way (the
element corresponding to the pair (x, y), x ∈ V, y ∈ V , in −→φ is denoted by φ(x,y)):
φ(x,y) =


axy(µy − f1µx), if x ∈ U, y ∈ W,
axy(µy − f2µx), if x ∈ W, y ∈ U,
0, otherwise,
(15)
where f1 and f2 are constant numbers. Now, we show that by the proper choice of f1 and f2,
the vector
−→
φ is an eigenvector of A˜2, and in the process find the corresponding eigenvalues ξ.
11
By substituting (15) in (13), we have:
ξφ(u,w) =auw
∑
x∈U
awx
∑
y∈W
axy(µy − f1µx)
− auw
∑
x∈U
awx(µw − f1µx)
− auw
∑
y∈W
auy(µy − f1µu)
+ auw(µw − f1µu)
=auw
∑
x∈U
awx
(
λµx − (q1 + 1)f1µx
)
− auwµw(q2 + 1) + auwf1λµw
− auwλµu + auwf1µu(q1 + 1)
+ auwµw − auwf1µu
=auwλ
2µw − auw(q1 + 1)f1λµw
− auwµw(q2 + 1) + auwf1λµw
− auwλµu + auwf1µu(q1 + 1)
+ auwµw − auwf1µu
=auwµw
(
λ2 − λf1q1 − q2
)
− auwµu
(
λ− f1q1
)
, (16)
where in the second and third last steps, we have used the definition of eigenvalue/eigenvector
of A. From (16), and considering ξ 6= 0, we have:
ξφ(u,w) = auwξ
(λ2 − λf1q1 − q2
ξ
µw − λ− f1q1
ξ
µu
)
. (17)
From (17) and (15), we obtain: 

λ2 − λf1q1 − q2
ξ
= 1
λ− f1q1
ξ
= f1
(18)
By solving (18), we have (note that since λ 6= 0, by (18), we have ξ 6= −q1):
f1 =
λ
ξ + q1
, (19)
12
and
ξ2 + (−λ2 + q1 + q2)ξ + q1q2 = 0 . (20)
Similarly, by substituting (15) in (14), and taking the same steps as those taken in the derivation
of (16), we have:
ξφ(w,u) = awuξ
(λ2 − λf2q2 − q1
ξ
µu − λ− f2q2
ξ
µw
)
. (21)
From (21) and (15), we have: 

λ2 − λf2q2 − q1
ξ
= 1
λ− f2q2
ξ
= f2 .
(22)
By solving (22), we obtain (since λ 6= 0, by (22), ξ 6= −q2):
f2 =
λ
ξ + q2
, (23)
and the same equation as in (20).
Therefore, by solving (20), we find the eigenvalues ξ of A˜2 corresponding to λ, and then by
substituting the obtained ξ in (19) and (23), we find the constants f1 and f2. These are then
replaced in (15) to obtain the corresponding eigenvectors of A˜2.
Next, we discuss how the eigenvalues of Ae can be computed from those of A˜
2.
B. From the spectrum of A˜2 to that of Ae
Lemma 4. [11] Let G be a bi-regular bipartite graph and Ae be its directed edge matrix. Then,
the eigenvalues of Ae are symmetric with respect to the origin. Moreover, η
2 is an eigenvalue
of A2e if and only if ±η are eigenvalues of Ae.
Lemma 5. Let G be a bi-regular bipartite graph. Then the spectrum of A˜ can be computed from
that of A˜2, i.e., if A˜2 has an eigenvalue ξ with multiplicity m, then A˜ has eigenvalues ±√ξ,
each with multiplicity m/2.
Proof. The proof follows from Lemma 4, (7) and (10).
Using Lemmas 1 and 5, one can obtain the spectrum of Ae from that of A˜
2.
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C. From the spectrum of A to that of Ae
Theorem 3. Let G = (V = U ∪W,E) be a connected bi-regular bipartite graph such that each
node in U has degree q1 + 1 and each node in W has degree q2 + 1, where q2 ≥ 2, q1 ≥ 1 and
q2 ≥ q1. Also, assume that |U | = n and |W | = m. The eigenvalues of the directed edge matrix
Ae of G can then be computed from the eigenvalues of the adjacency matrix A as follows:
Step 1. For each strictly negative eigenvalue λ of A, use Equation (20) to find two solutions. For
each solution ξ 6= 1, the numbers ±√ξ are eigenvalues of Ae, each with the same multiplicity
as that of λ in the spectrum of A. (The total number of eigenvalues of Ae obtained in this step
is 2(m+ n)− 2Null(A)− 2.)
Step 2. Matrix Ae also has the eigenvalues ±√−q1 and ±√−q2. The multiplicity of each of
the eigenvalues ±√−q1 (±√−q2) is n−Rank(A)/2 (m−Rank(A)/2).1 (The total number of
of eigenvalues of Ae obtained in this step is 2(m+ n)− 2Rank(A) = 2Null(A).)
Step 3. Furthermore, Matrix Ae has eigenvalues ±1, each with multiplicity |E| − (m+ n) + 1.
(The total number of eigenvalues in this step is 2|E| − 2(m+ n) + 2.)
Proof. In the following, we find the set of eigenvalues of A˜2 and their multiplicities, and then
use Lemmas 1 and 5 to obtain the set of eigenvalues of Ae.
Suppose that the spectrum of A is {±λm11 , . . . ,±λmrr }, for some r ≥ 1, where
∑r
i=1 2×mi =
|V |. For each i, 1 ≤ i ≤ r, there are mi linearly independent eigenvectors −→µ i,1, . . . ,−→µ i,mi ,
associated with the eigenvalue λi.
For each i, let ξi1 and ξi2 be the two eigenvalues obtained from (20) by replacing λ by λi
(note that the solutions of (20) for λ = −λi are the same as those for λ = λi). We consider
three cases that cover all possible scenarios. Case A: λi 6= 0 and ξi1 6= 1; Case B: λi = 0; and
Case C: λi 6= 0 and ξi1 = 1. (Cases A, B and C correspond to Steps 1, 2 and 3 of the derivation
of all the eigenvalues of Ae. Note that, for each of Cases A, B and C, in the following, we find
a lower bound on the multiplicity of the eigenvalues of Ae (or those of A˜
2) that are obtained in
those cases. Based on the fact that the sum of the obtained lower bounds is equal to 2|E| (|V |2)
for Ae (A˜
2), we conclude that in each case, the multiplicity of the eigenvalues is exactly equal
to the lower bound.)
1Note that ±√−q1 and ±√−q2 are solutions of (20) for λ = 0.
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Case A. (λi 6= 0 and ξi1 6= 1) In this case, we show that for each i, the multiplicity of ξi1 is at
least 2×mi.2
Consider vectors
−→
φ i,1, . . . ,
−→
φ i,mi , each of size |V |2, corresponding to eigenvectors−→µ i,1, . . . ,−→µ i,mi
of A associated with eigenvalue λi, respectively. Assume that the element (x, y), x ∈ V, y ∈ V ,
of each vector
−→
φ i,j is derived from the elements of the corresponding vector
−→µ i,j using the
following equation:
φ(x,y) =


axy(µy − f1µx), if x ∈ U, y ∈ W,
0, otherwise,
(24)
where f1 =
λi
ξi1 + q1
. Using simple calculations, one can see that for each j, we have A˜2
−→
φ i,j =
ξi1
−→
φ i,j , and thus,
−→
φ i,1, . . . ,
−→
φ i,mi are eigenvectors associated with the eigenvalue ξi1 .
Also, consider vectors −→ρ i,1, . . . ,−→ρ i,mi , each of size |V |2, corresponding to eigenvectors
−→µ i,1, . . . ,−→µ i,mi of A associated with eigenvalue λi, respectively. Assume that the element
(x, y), x ∈ V, y ∈ V , of each vector −→ρ i,j is derived from the elements of the corresponding
vector −→µ i,j using the following equation:
ρ(x,y) =


axy(µy − f2µx), if x ∈ W, y ∈ U,
0, otherwise,
(25)
where f2 =
λi
ξi1 + q2
. For each j, we have A˜2−→ρ i,j = ξi1−→ρ i,j , and thus, vectors −→ρ i,1, . . . ,−→ρ i,mi
are also eigenvectors associated with the eigenvalue ξi1 .
Regarding the dependency within each of the two groups of eigenvectors {−→φ i,j} and {−→ρ i,j},
we have the following fact whose proof is provided in Appendix V-A.
Fact 1. The vectors
−→
φ i,1, . . . ,
−→
φ i,mi are linearly independent. So are the vectors
−→ρ i,1, . . . ,−→ρ i,mi .
Fact 1 together with the fact that there is no overlap between the location of non-zero elements
in any vector in the set {−→φ i,j} and that of any vector in the set {−→ρ i,j} prove that the multiplicity
of ξi1 , in Case A, is at least 2×mi.
By Lemmas 1 and 5, the number of eigenvalues η of Ae that are obtained from Case A is the
same as the number of eigenvalues ξ of A˜2 that are obtained for this case. To count the total
number of eigenvalues ξ of A˜2, we note that the total number of non-zero eigenvalues λ of A is
m+n−Null(A), out of which half are negative. This together with the fact that each eigenvalue
2As explained before, this lower bound is tight.
15
λ results in two eigenvalues ξ and that if the multiplicity of λ is m, then the multiplicity of
each resulting ξ is 2m implies that the total number of eigenvalues ξ is 2(m + n− Null(A)).
For Case A, however, we have excluded ξ = 1. It is easy to see that (20) has a solution ξ = 1
if and only if λ = ±√(1 + q1)(1 + q2). (The other solution of (20) in this case is ξ = q1q2.)
These are the two eigenvalues of A with the largest magnitude (and each with multiplicity one).
Excluding ξ = 1, which has multiplicity two, means that for λ = −√(1 + q1)(1 + q2), rather
than four ξ values, we only have two counted in Case A (ξ = q1q2 with multiplicity two). This
reduces the total number of eigenvalues ξ for Case A to 2(m+ n−Null(A))− 2.
Case B. (λi = 0) For this case, in the following, we show that we have two eigenvalues
ξi1 = −q1 and ξi2 = −q2 for A˜2. (Note that these eigenvalues are in fact the solutions of (20)
for λi = 0.) These eigenvalues, based on Lemmas 1 and 5, result in eigenvalues ±√−q1 and
±√−q2 for Ae. In the following, we also prove that the multiplicities of the eigenvalues ξi1 and
ξi2 of A˜
2 are 2n − Rank(A) and 2m − Rank(A), respectively. This together with Lemma 5
prove the claim of the theorem for the multiplicities of eigenvalues ±√−q1 and ±√−q2 of Ae.
To prove that ξi1 = −q1 and ξi2 = −q2 are eigenvalues of A˜2, and to obtain their multiplicities,
we note that the graph G is bipartite, and thus its adjacency matrix has the following form
A =

 0n×n Dn×m
Dtm×n 0m×m

 .
As a result, we have the following fact whose proof is presented in Appendix V-B.
Fact 2. We have
Null(D) = m− Rank(A)/2 , (26)
and
Null(Dt) = n−Rank(A)/2 . (27)
Let −→µ 1, . . . ,−→µ t, where t = m − Rank(A)/2, be the linearly independent eigenvectors of
matrix D associated with eigenvalue 0. Corresponding to each vector −→µ i in the null space of
D, we define the following two vectors
−→
φ i and
−→
φ ′i, each of size |V |2:
φ(x,y) =


axyµy, if x ∈ U, y ∈ W,
axyµx, if x ∈ W, y ∈ U,
0, otherwise,
(28)
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and
φ′(x,y) =


axyµy, if x ∈ U, y ∈ W,
0, otherwise,
(29)
where φ(x,y) (φ
′
(x,y)) is the element of
−→
φ i (
−→
φ ′i) corresponding to the pair of nodes (x, y), and
µx (µy) is the element of
−→µ i corresponding to node x (y) ∈ W . We then have the following
result whose proof is provided in Appendix V-C.
Fact 3. Vectors
−→
φ i and
−→
φ ′i are eigenvectors of A˜
2 associated with eigenvalue −q2.
Since the vectors −→µ 1, . . . ,−→µ t are linearly independent, then by the definitions (28) and (29),
the vectors
−→
φ 1,
−→
φ ′1, . . . ,
−→
φ t,
−→
φ ′t are also linearly independent. This implies that the multiplicity
of the eigenvalue −q2 of A˜2 is at least 2t = 2m−Rank(A).
Similarly, corresponding to each vector −→µ i, 1 ≤ i ≤ n−Rank(A)/2, in the null space of Dt,
we define the following two vectors
−→
φ i and
−→
φ ′i:
φ(x,y) =


axyµx, if x ∈ U, y ∈ W,
axyµy, if x ∈ W, y ∈ U,
0, otherwise
(30)
and
φ′(x,y) =


axyµx, if x ∈ U, y ∈ W,
0, otherwise.
(31)
Similar to the proof of Fact 3, it can be seen that these 2n−Rank(A) vectors are eigenvectors
of A˜2 associated with eigenvalue −q1. Moreover, they are linearly independent, and thus, the
multiplicity of −q1 is at least 2n−Rank(A).3
Finally, the sum of multiplicities of the eigenvalues −q1 and −q2 is 2(m+ n)− 2Rank(A),
which by the Rank-Nullity Theorem, i.e., Rank(A) + Null(A) = n + m, is also equal to
2Null(A).
Case C. (λi 6= 0 and ξi1 = 1).
In this case, by (20), we have λi = ±
√
(1 + q1)(1 + q2). Corresponding to eigenvalue ξ = 1
of A˜2, we have eigenvalues ±1 of Ae (see, Lemma 5). If the multiplicity of ξ = 1 is m, we
have m/2 eigenvalues +1 and m/2 eigenvalues −1 for Ae. In Fact 4 that follows, we prove
3Note that, based on the total multiplicity of the eigenvalues of A˜2, the multiplicity of the eigenvalues −q2 and −q1 of A˜2
is equal to 2m−Rank(A) and 2n−Rank(A), respectively.
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that m = 2|E| − 2|V | + 2 (proof is given in Appendix V-D). This together with the 2|V | − 2
eigenvalues η of Ae (or ξ of A˜
2) obtained in Cases A and B, add up to a total number of 2|E|.
Fact 4. The multiplicity of the eigenvalue ξ = 1 of A˜2 is at least 2|E| − 2|V |+ 2.4
Example 1. Let G be the complete bipartite graph Km,n. It is well-known that the spectrum
of G (eigenvalues of A) is {0m+n−2,√mn,−√mn}. We thus have Null(A) = m+ n − 2 and
Rank(A) = 2. We use Theorem 3 to find the eigenvalues of Ae.
Step 1. The only negative eigenvalue of A is −√mn. By solving the quadratic equation (20)
for λ = −√mn, we obtain two solutions 1 and (m − 1)(n − 1). This gives us eigenvalues
η = ±√(m− 1)(n− 1) for Ae, each with multiplicity one.
Step 2. MatrixAe has also eigenvalues ±
√−(m− 1), each with multiplicity n−Rank(A)/2 =
n− 1, and eigenvalues ±√−(n− 1), each with multiplicity m− Rank(A)/2 = m− 1.
Step 3. Also, Ae has eigenvalues ±1, each with multiplicity mn− (m+ n) + 1.
Consequently, using Theorem 1, we have
N4 =
2mn− 2(m+ n) + 2 + 2
(
(m− 1)(n− 1)
)4/2
+ (2n− 2)(1−m)4/2 + (2m− 2)(1− n)4/2
2× 4
=
(
(m− 1)(n− 1)
)
+
(
(m− 1)(n− 1)
)2
+ (n− 1)(1−m)2 + (m− 1)(1− n)2
4
=
(m− 1)(n− 1)
(
1 + (m− 1)(n− 1) + (m− 1) + (n− 1))
)
4
=
(m− 1)(n− 1)(mn)
4
, (32)
and
N6 =
2mn− 2(m+ n) + 2 + 2
(
(m− 1)(n− 1)
)3
+ (2n− 2)(1−m)3 + (2m− 2)(1− n)3
12
=
m(m− 1)(m− 2)n(n− 1)(n− 2)
6
. (33)
Equations (32) and (33) are consistent with the results in the literature [18].
Example 2. Consider the tesseract graph, denoted by Q4, and shown in Fig. 2. This graph, also
referred to as the 4-dimensional hypercube, is bipartite. It is also 4-regular, and has parameters
m = n = 8, and q1 = q2 = 3. The spectrum of Q4 is {(−4)1, (−2)4, 06, 24, 41}. We use
4Based on the total number of eigenvalues for A˜2, the multiplicity of the eigenvalue ξ = 1 is equal to 2|E| − 2|V |+ 2
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Theorem 3 to find the eigenvalues of Ae. From the spectrum of A, we have Null(A) = 6 and
Rank(A) = 10.
Step 1. Matrix A has two negative eigenvalues: −4 and −2. By solving (20) for λ = −4, we
obtain two solutions 1 and 9. This accounts for eigenvalues ±3 for Ae, each with multiplicity
one. Also, by solving (20) for λ = −2, we obtain two solutions −1 ± 2√2i, where i = √−1.
This accounts for four eigenvalues ±
√
−1± 2√2i for Ae, each with multiplicity 4.
Step 2. Matrix Ae also has eigenvalues ±
√−3, each with multiplicity n−Rank(A)/2 = 3, and
eigenvalues ±√−3, each with multiplicity m−Rank(A)/2 = 3 (±√−3, each with multiplicity
6, in total).
Step 3. Also, the matrix Ae has the eigenvalues ±1, each of multiplicity |E|−(m+n)+1 = 17.
Now, we use Theorem 1 to find the number of 4-cycles in Q4:
N4 =
2(3)4 + 8(−1 + 2√2i)2 + 8(−1 − 2√2i)2 + 12(3)2 + 34
8
= 24.
This matches the multiplicity obtained by the backtracking algorithm of [22].
Fig. 2. The tesseract graph Q4.
IV. CONCLUSION
In this paper, we investigated the relationship between the spectra of the adjacency matrix A
and the directed edge matrix Ae of a bi-regular bipartite graph. We proved that the latter spectrum
can be derived from the former through simple quadratic equations. Through this relationship,
we established a connection between two existing computational methods for counting short
cycles (of length less than or equal to 2g − 2, where g is the girth of the graph) in bi-regular
bipartite graphs. The first method performs such computations using the spectrum of Ae and has
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complexity O(|E|3), where |E| is the number of edges in the graph. The second method uses
the graph spectrum and degree sequences of the graph for computations, and has complexity
O(|V |3), where |V | is the number of nodes in the graph. The latter complexity can be significantly
lower than the former for graphs with large node degrees. The downside of the latter approach,
however, is that the equations involved in the computations are very tedious, particularly for the
calculation of multiplicity of k-cycles with k ≥ g + 6. Using the results of this work, one can
compute the multiplicity of short cycles in a bi-regular bipartite graph using the first approach
but with complexity O(|V |3) (and without any need for the tedious equations of the second
approach).
V. APPENDIX
A. Proof of Fact 1.
We first prove the following lemma which is subsequently used in the proof of Fact 1.
Lemma 6. Let G = (V = U∪W,E) be a bi-regular bipartite graph with adjacency matrixA, and
assume that U = {u1, . . . , un} andW = {w1, . . . , wm}. If −→µ ti,j = (µi,j,u1, . . . , µi,j,un, µi,j,w1, . . . , µi,j,wm)
is an eigenvector of A corresponding to the eigenvalue λi (index j accounts for the possibility
of multiple eigenvectors corresponding to the same eigenvalue λi), and uk ∈ U , then
µi,j,uk =
∑
wtuk∈E(G)
µi,j,wt
λi
. (34)
Proof of Lemma 6
In the adjacency matrix A of the graphG, sort the nodes in the following order: u1, . . . , un, w1, . . . , wm.
Let −→u t = (µi,j,u1, . . . , µi,j,un) and −→w t = (µi,j,w1, . . . , µi,j,wm). Since λi is an eigenvalue of A we
have:
A

 −→u−→w

 =

 0 D
Dt 0



 −→u−→w

 = λi

 −→u−→w

 (35)
Thus, D−→w = λi−→u and Dt−→u = λi−→w . From the first equation, we obtain (34). This completes
the proof of the lemma.
To prove Fact 1, we first show that vectors
−→
φ i,1, . . . ,
−→
φ i,mi are linearly independent. To prove
the claim, we use contradiction. To the contrary, assume that vectors
−→
φ i,1, . . . ,
−→
φ i,mi are not
linearly independent. So, there are constant numbers, ci,1, . . . , ci,mi , such that at least two are
non-zero and we have
ci,1
−→
φ i,1 + · · ·+ ci,mi
−→
φ i,mi =
−→
0 . (36)
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Let xy ∈ E, x ∈ U , and y ∈ W . Consider the row corresponding to the pair of nodes (x, y) in
(36). We have:
ci,1φi,1,(x,y) + · · ·+ ci,miφi,mi,(x,y) = 0 . (37)
By substituting (24) in (37) and applying f1 =
λi
ξi1+q1
, we have
mi∑
j=1
ci,j(µi,j,y − λi
ξi1 + q1
µi,j,x) = 0 . (38)
Since q1+1 ≥ 2, there is a node y′ ∈ W , such that y′ 6= y and xy′ ∈ E(G). Similar to (38), we
thus have
mi∑
j=1
ci,j(µi,j,y′ − λi
ξi1 + q1
µi,j,x) = 0 . (39)
From (38) and (21), we obtain
mi∑
j=1
ci,jµi,j,y =
mi∑
j=1
ci,jµi,j,y′ . (40)
Since the graph is connected, for any two nodes y, y′ ∈ W , we have (40). By the same approach,
for every two nodes x, x′ ∈ U , we have
λi
ξi1 + q1
mi∑
j=1
ci,jµi,j,x =
λi
ξi1 + q1
mi∑
j=1
ci,jµi,j,x′ . (41)
In Case A, we assumed that λi 6= 0. So, by (20), we have ξi1 6= −q1. Thus, λiξi1+q1 is a nonzero
constant number. Hence, by (41), we have
mi∑
j=1
ci,jµi,j,x =
mi∑
j=1
ci,jµi,j,x′ . (42)
Now, consider the left hand side of (38). By using Lemma 6 for the node x and µi,j,x, we
have
mi∑
j=1
ci,j
(
µi,j,y − λi
ξi1 + q1
µi,j,x
)
=
mi∑
j=1
ci,j
(
µi,j,y − λi
ξi1 + q1
∑
y′x∈E(G) µi,j,y′
λi
)
=
mi∑
j=1
ci,j
(
µi,j,y −
∑
y′x∈E(G) µi,j,y′
ξi1 + q1
)
. (43)
By (40), we have
mi∑
j=1
ci,j
∑
y′x∈E(G)
µi,j,y′ =
mi∑
j=1
ci,j(q1 + 1)µi,j,y . (44)
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By substituting (44) in (43), we obtain
mi∑
j=1
ci,j
(
µi,j,y − λi
ξi1 + q1
µi,j,x
)
=
mi∑
j=1
ci,j
(
µi,j,y − (q1 + 1)µi,j,y
ξi1 + q1
)
=
mi∑
j=1
ci,jµi,j,y
(
1− q1 + 1
ξi1 + q1
)
By (38), we thus have
mi∑
j=1
ci,jµi,j,y
(
1− q1 + 1
ξi1 + q1
)
= 0 . (45)
Since ξi1 6= 1, thus 1− q1+1ξi1+q1 6= 0. So,
mi∑
j=1
ci,jµi,j,y = 0 . (46)
By (46) and (38), and since λi 6= 0, we have
mi∑
j=1
ci,jµi,j,x = 0 . (47)
Consequently,
mi∑
j=1
ci,j
−→µ i,j = 0 . (48)
This is, however, in contradiction with the eigenvectors −→µ i,1, . . . ,−→µ i,mi being linearly indepen-
dent. So, the vectors
−→
φ i,1, . . . ,
−→
φ i,mi are linearly independent. With the same approach, we can
prove that the vectors −→ρ i,1, . . . ,−→ρ i,mi are linearly independent.
B. Proof of Fact 2.
Consider the following adjacency matrix of a bipartite graph G:
A =

 0n×n Dn×m
Dtm×n 0m×m

 .
We have
Rank(A) = Rank(D) +Rank(Dt) . (49)
Also,
Rank(D) = Rank(Dt) . (50)
From (49) and (50), we obtain
Rank(A) = 2Rank(D) . (51)
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By the Rank-Nullity Theorem for matrix D, we have
Rank(D) +Null(D) = m . (52)
Thus, by (51) and (52), we have
Null(D) = m− Rank(A)/2 .
Similarly,
Null(Dt) = n−Rank(A)/2 .
C. Proof of Fact 3.
We show that the vector
−→
φ i is an eigenvector of A˜
2 associated with eigenvalue −q2. Let ξ 6= 0
be an eigenvalue of A˜2 corresponding to an eigenvector
−→
φ . Then, by Lemma 2, φ(x,y) = 0, for
any pair of nodes (x, y), where x and y are on the same side of the bipartition. On the other
hand, for (u, w), where u ∈ U and w ∈ W , by (13), we have
ξφ(u,w) = auw
∑
x∈U
awx
∑
y∈W
axyφ(x,y) − auw
∑
x∈U
awxφ(x,w) − auw
∑
y∈W
auyφ(u,y) + auwφ(u,w) . (53)
By replacing (28) in the right hand side of (53), we obtain
auw
∑
x∈U
awx
∑
y∈W
axyµy − auw
∑
x∈U
awxµw − auw
∑
y∈W
auyµy + auwµw . (54)
Now considering that −→µ is in the null space of D, the summation ∑y∈W axyµy in the first
term of (54) and
∑
y∈W auyµy in the third term are zero. The second term of (54) can also be
simplified to −auw(q2 + 1)µw. Thus, Equation (54) reduces to −q2auwµw, or −q2φ(u,w), where
φ(u,w) is the (u, w)
th element of
−→
φ i, as shown in (28). Similarly, for (w, u), where u ∈ U and
w ∈ W , by replacing (28) in the right hand side of (14), and some simplifications, we obtain
−q2awuµw, which is equal to −q2φ(w,u), where φ(w,u) is the (w, u)th element of −→φ i, as shown
in (28). This completes the proof that
−→
φ i is an eigenvector of A˜
2 associated with the eigenvalue
ξ = −q2.
Similarly, it can be shown that
−→
φ ′i is an eigenvector of A˜
2 associated with eigenvalue −q2.
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D. Proof of Fact 4.
To prove the result, we use Lemma 2 to characterize the system of linear equations that
describe the eigenvectors of A˜2 associated with the eigenvalue ξ = 1.
First, corresponding to each edge xy ∈ E(G), we define two variables ψ(x,y) and ψ(y,x), for a
total of 2|E| variables. We then define the vector −→ρ as:
ρ(x,y) =


ψ(x,y), if xy ∈ E(G),
0, otherwise.
(55)
Now, for each node u ∈ U , consider the following two linear equations (involving variables
ψ(x,y) and ψ(y,x)): ∑
y∈W
auyψ(u,y) = 0 , (56)
and ∑
y∈W
auyψ(y,u) = 0 , (57)
and for each node w ∈ W , consider the following two linear equations:∑
x∈U
awxψ(x,w) = 0 , (58)
and ∑
x∈U
awxψ(w,x) = 0 . (59)
One can see that if we have the above equations (i.e. (56) and (57) for each u ∈ U , and (58)
and (59) for each w ∈ W ), then by (13) and (14), the vector −→ρ , given in (55), is an eigenvector
of A˜2 associated with eigenvalue ξ = 1. We note that the total number of equations in (56),
(57), (58) and (59) is 2|V |. From this set of 2|V | equations, however, at least two are redundant.
To show this, consider Equation (58) for a specific node w ∈ W . This equation can be derived
from all the remaining equations in (58), and the following equation:∑
x∈U
∑
y∈W
axyψ(x,y) = 0 , (60)
which itself is obtained by adding up equations in (56) for all the nodes in U . Similarly, one
of the equations in (59) can be deemed redundant, as it can be derived from the rest of the
equations in (59), and the equation obtained by adding up all the equations in (57). Having at
least two redundant equations, and removing them from the system of linear equations, we have
now 2|V | − 2 linear equations and 2|E| variables. As a result, we have at least 2|E| − 2|V |+ 2
linearly independent solutions for the eigenvector −→ρ .
24
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