We have developed a statistical technique to test the model assumption of binary regime switching extension of the geometric Lévy process (GLP) model by proposing a new discriminating statistics. The statistics is sensitive to the transition kernel of the regime switching model. With this statistics, given a time series data, one can test the hypothesis on the nature of regime switching. Furthermore, we have implemented this statistics for testing the regime switching hypothesis with Indian sectoral indices and have reported the result here. The result shows a clear indication of presence of multiple regimes in the data.
Introduction
Following the seminal work of Black and Scholes [2] , the geometric Brownian motion (GBM) was adopted by several financial mathematicians and market practitioners to model the risky asset price dynamics. This model was generalised by many authors in various directions, including the models with jumps. Merton [23] was the pioneer to introduce such models in the 1976's to price an option. There are numerous studies on the jump models available in the financial literature in various aspect (see [5] , [10] , [22] and references therein). Needless to say, the jump models are now widely accepted and rapidly used by market practitioners. One of the main reasons behind this popularity of jump models is that the large change in the stock price movements under the models with continuous paths over a short period of time may occur with a very low probability. However, the large movements can be captured by allowing the volatility coefficient very high, which is rather unrealistic.
The regime switching models are another class of models, getting attention in financial literature after the influential work of Hamilton [18] . Such models allow for varying market parameters. Strictly speaking, the market parameters are finite state pure jump processes whose each state is known to be as a regime. However, these states are not directly observable in the financial market. We refer the readers to [1] , [3] , [4] , [8] , [12] , [13] , [16] , [17] , [19] , [20] , [21] , [24] for more details. Currently, regime switching models with jumps is becoming more and more attractive to the researcher. This type of models allows us to implement regime switching and jumps together. The readers may refer to [6] , [7] , [11] , [15] and references therein.
In an earlier paper [9] , we have addressed statistical inference of a class of binary regime switching model of financial time series data. The inference problem was addressed using a particular type of test statistics that is suitable for only those models where the low volatility regime occurs with low probability. It is natural to ask whether one can extend that study for the counter part, i.e., models where the high volatility regimes occur with low probability. In this connection, it is important to note that the real time series data of financial assets exhibit jump discontinuities, and around that time of jump, the historical volatility appears too high. Such high volatility occurrence cannot be explained using just a regime switching extension of geometric Brownian motion(GBM) model. Because, after all, the switching GBM has continuous path almost surely theoretically. Therefore such high volatility, coming from discontinuity of asset prices, can only be modelled by jump diffusion processes or its extensions. Therefore in this paper, we address the inference problem for a class of binary regime switching geometric Lévy process (GLP). We proceed in the following manner. First, we identify jumps in the given time series data. From that we infer the parameters associated with jumps, more precisely, jump intensity and variance of jump size distribution. Subsequently, we separate the jumps to obtain the continuous part of the time series data. The continuous part of the data, thus obtained, is then modelled using a binary regime switching GBM model.
The pure jump process, for modelling regimes, could be either a finite state continuous time Markov chain or a semi-Markov chain. The main difference between a Markov chain and a semi-Markov chain is in its instantaneous transition rate. It is just a constant matrix for the homogeneous Markov chain whereas for the semi-Markov chain it is a matrix valued function of the sojourn time. So far the applicability is concerned, the SMGBM models are superior to the Markovian counterpart for its greater flexibility in fitting the inter transition times. Since such flexibility in model fitting directly leads to the improvements in derivative pricing, the statistical comparison between the Markov and semi-Markov regime switching GLP samples becomes particularly important. For the comparison purpose, we propose a discriminating statistics whose sampling distribution varies drastically, under the regime switching assumption, with varying choices of instantaneous rate parameter.
The discriminating statistics is constructed using some descriptive statistics of squeeze and expansion duration of Bollinger band, which seems to be the most natural approach. The sampling distribution of the descriptive statistics of these durations under a particular model hypothesis does not have a nice form. Hence the inference cannot be done analytically. In spite of the difficulty, one can surely obtain empirical distribution of the statistics using a reliable simulation procedure. This is a standard approach and is termed as the typical realization surrogate data approach in Theiler et al [27] . Readers may find application of this approach in many other texts including but not restricted to [25] and [26] .
This paper is organised in several sections and subsections. In section 2, we give details of obtaining squeeze and expansion durations. These durations are used to construct the discriminating statistics in section 3. Here, we also explain the rejection procedure of any composite null hypothesis based on this statistics. Section 4 contains the discretization of some important class of regime switching models. These discretizations are the key steps for sampling from the null hypothesis. In section 5 we apply the inference technique for some empirical data. We end this paper with some concluding remarks in Section 6.
Duration related to historical volatility
A Lévy process has two additive terms, one of those two is the diffusion term and another is the jump term. Since both contribute to the second order moment of the solution process, a mere knowledge of that does not solve the calibration problem of both jump and diffusion coefficients. Or in other words, to calibrate volatility, the annualized coefficient of diffusion term, one must infer the jump coefficients before hand.
2.1. Inference of jumps. For detection of jump discontinuities, we first consider a simplified model of asset price process S := {S t } t∈[0,T ] , given by
is a poisson process with intensity Λ and ξ := {ξ i } i=1,2,... is a sequence of independent random variables with identical cdf F (say) having mean zero and a finite variance. Furthermore, F (−1) is assumed to be zero to ensure non-negativity of S. We assume that W , N and ξ are independent to each other. For empirical study via model fitting one needs to estimate all the parameters, namely historical µ, β, Λ and F where F turns out to be a functional parameter. From the given equispaced data (S(0), S(1), S(2), . . . , S(N )), the standard deviation of return (SD) is estimated as
where r(i) is the simple return given by r(i) = S(i)−S(i−1)
, and r is the average of {r(1), . . . , r(N )}, i.e., r = 1 N N i=1 r(i). We need to set a threshold value c(> 0), such that under B-S-M model hypothesis(i.e., if Λ = 0), the probability of {|r(i) − r| > c} is less than a preassigned small valuep. Then we would say a jump has occurred at i th time step if |r(i) − r| is greater than c and at that instance, r(i) − r gives the value of jump size. Using (2.1), a direct calculation gives that 1 − Φ c β √ ∆ =p 2 , where ∆ is the time step in year unit. Ifβ is an estimator of β,ĉ :=β
estimates c. Proof. Let {i 1 , . . . , i n } denote the set of time steps where the event |r(i) − r| >ĉ has occurred. It is well known that i j is uniformly distributed on {1, . . . , N } for each j = 1, . . . , n. Therefore the likelihood is given by
It is easy to see that L is maximized at Λ =Λ := n N ∆ . Finally, as a consequence of the model (2.1) the estimator of β, i.e.,β satisfies the following equation
where V is the sample variance of jump sizes which can be given by V := i∈Iĉ (r(i)−r) 2 card(Iĉ)−1 . To see this, we recall the variance formula of compound Poisson process, i.e., V AR(M t ) = ΛtE(ξ 2 ). Thus we obtain the following three simultaneous equationŝ
3)
The above system can be solved numerically by an iterative method as the one given below. Let V 0 =Λ 0 = 0, and for every successive k ≥ 1, setβ
Clearly (β k ,Λ k , V k ) converges to (β,Λ, V ) as k tends to infinity. By abuse of notation we use the same symbol (β,Λ, V ) to denote its approximation obtained from the approximating sequence (2.4).
2.2.
Historical volatility: squeeze and expansion duration. From the knowledge ofβ obtained from the previous subsection, we get the threshold valueĉ :=β √ ∆Φ −1 (1 −p 2 ) for identifying the jump discontinuities. For each i = 1, . . . , N , we definê
Clearly,r = {r(i) | i = 1, . . . , N } gives the simple return of the continuous part of the time series after removing the jump discontinuities. We would user to derive the historical volatility below. (k − i),
Definition 2.3. Let y = {y k } m k=1 be a collection of random samples of a real valued random distribution. Then the empirical cumulative distribution function or ecdfF y is defined aŝ
where given a subset A, 1 A denotes the indicator function of A.
Lemma 2.5. Given a time series y = {y k } m k=1 , and p ∈ (0, 1),
. Thus (i) is true. If p is not in the range ofF y , p is strictly less thanF −y (−x). Therefore, a derivation as above would producê
. It is important to note that in Lemma 2.5, the range ofF y , i.e.,F y (R) is {i/m | i = 0, 1, . . . , m} since
With a particular p, the 100p percentile ofσ would be used as the threshold in identifying the squeeze of the Bollinger band of return series. The precise definition is presented below. Definition 2.6 (p-squeeze). Given a p ∈ (0, 1), an asset is said to be in p-squeeze at k-th time step if the empirical volatilityσ(k), as defined above, is not more thanF ← σ (p). We introduce the sojourn times of the p-squeeze below. Definition 2.7. By following the convention of min ∅ = +∞, for a fixed p ∈ (0, 1) and a given time series
In particular, we call d i as the i-th entry of d(σ; p) and L as the length of d(σ; p).
We note that one must multiply each d i by ∆ to obtain the squeeze duration in year unit. A direct application of Lemma 2.5 implies that d(−σ; p) is the collection of sojourn time duration for p-expansions, i.e., the duration whenσ(k) ≥F ← σ (1 − p), provided p is not in the range ofFσ. To see this, note that if
Remark 2.8. (i) From the construction of d(±σ; p) it is evident that while d(σ; p) captures the duration of visiting low volatility, d(−σ; p) captures that of visiting high volatility when p is smaller than half. Thus when combined together, they can capture the three regime scenario, namely, low, medium and high volatility switching dynamics if p is considerably smaller than half. Furthermore, the general class of three regimes has the following two binary regime subclasses, namely (1) where the medium and high regimes are identical or in other words low volatility occurs with low probability (LVLP), (2) where the medium and low regimes are identical or in other words high volatility occurs with low probability (HVLP). To study LVLP models, naturally d(σ; p) is relevant and not d(−σ; p) whereas to study HVLP models, d(−σ; p) is more appropriate when p is small. Instead of studying the ternary regime switching models which involve too many parameters, we would only consider the above mentioned special classes of binary regimes in this paper for inference purpose. We would also test the hypothesis of single regime model as given in (2.1). After removing the jump term from model (2.1), one obtains a geometric Brownian motion which is also known as the Black-Scholes-Merton model. To test the model hypothesis (2.1), we would use both d(σ; p) and d(−σ; p) in Section 5.
A Discriminating Statistics
For testing of model hypothesis we consider a discrete time version of the continuous time theoretical asset price model given by
is a two-state nonexplosive pure jump process. The time step of discrete version is taken identical to the granularity of the time series data. Note that the hypothesis of our interest is composite in nature (see [26] for composite hypothesis). Or in other words, we do not fix any parameter value in the null hypothesis. This results in consideration of models with parameters coming from a high dimension linear space. For the sake of reduction of dimension, it is necessary to add some other natural criteria on parameters for its rejection. In principle, those criteria should put direct and easily calculable constraints on the parameter set of the class of models. Following the approach of [9] , some constraints are fixed and presented in the following two definitions. In addition to this, we introduce two other subclasses, C + p and C − p of C to include LVLP and HVLP models respectively.
Given a time series data and a fixed p ∈ (0, 1), a regime switching model in C is said to be in • C + p -class of models if the long run proportion of time that the volatility process stays belowF ← σ (p) is p, • C − p -class of models if the long run proportion of time that the volatility process stays aboveF ← σ (1−p) is p, provided the volatility process is not constant. We write C ± p to denote either C + p or C − p .
3.1. Construction of the discriminating statistics. It is well known that the asset price data of long past has little relevance in modelling the price dynamics in recent time. This puts an upper bar on the length of the time series under consideration for inference purpose. As a result, for a practically relevant time series data, the length of d(±σ; p) is considerably small. Therefore, a non parametric estimation of the entries of d(±σ; p) using empirical cdf is not practicable as that would have a high standard error. Hence, only a collection of few descriptive statistics such as mean(d), standard deviation(s), skewness(ν), kurtosis(κ) of d(σ; p) or d(−σ; p) should be considered as those can reliably be obtained. Although for a theoretical model, the corresponding d(±σ; p) is a random sequence with random length, the corresponding descriptive statistics constitutes a random vector of fixed length. The sampling distribution of this vector would be compared with the particular value (d, s, ν, κ) of the time series data for testing the model hypothesis. In view of this, we construct a discriminating statistics T = (T 1 , T 2 , . . . , T r ) using first r number of descriptive statistics of d(±σ; p). To be more specific we choose
etc. Although the test statistics is constituted with durations which are directly correlated to the sojourn times of regime transitions, it is not obvious that the statistics would indeed capture those unobserved switching successfully due to the presence of randomness coming from the Brownian motion. The effect of this randomness can be reduced by considering a larger moving window size (n) for definingσ in Definition 2.2. However, a larger window size ignores more number of intermittent transitions more often, which also enhances the inaccuracy. We fix n = 20 now onward in the definition, in view of the popular choice by practitioners for computing the empirical volatility. Next we describe the procedure, adopted in this paper, of obtaining the sampling distribution of T under binary regime switching model hypothesis.
3.2.
Rejection criteria based on the statistics. In this subsection we present a description of numerical computation of sampling distribution of T statistics under each model of the composite null hypothesis using Monte-Carlo simulation method, which is popularly known as typical surrogate approach following [27] . The rejection criterion is given below. , 0) and
.
(e) The α-value for the composite test of the class A is given by
(f) We reject the hypothesis that S is a sample from a model in the class A with confidence 100(1 − 2α r )%, provided α r is reasonably small. Remark 3.3. We would like to emphasize that the above mentioned confidence level coincides with the empirical probability when r = 1, i.e., the statistics is one dimensional. However, these two numbers vastly differ when the dimension of statistics is too large. This fact is commonly known as the "curse of dimensionality". Or in other words for a given model θ, the probability of observing the value of α θ r to be smaller than a small value is not so small when r is large. Since the curse is not so fatal for the dimension r less than five, we consider a four dimensional statistics in this paper.
Discretization of continuous time models
So far the binary regime-switching models are concerned, the switching could be either Markovian or semi Markovian. We consider both of these types in different subsections here. Prior to those, we consider the geometric Lévy proces model which has a single regime. Thus, we analyze three different composite model hypotheses, namely, (i)uni-regime GLP, (ii) Markov switching binary regime GLP, and (iii) semi-Markov switching binary regime GLP. The central idea of testing each such composite model hypothesis, as described in the previous section, is based on the simulation of the discrete version of continuous-time models selected from an appropriately chosen range of models satisfying the model assumption. In this section we present the procedure of identifying the appropriate class for a given data corresponding to each composite hypothesis. Next, we describe the discretization method of the continuous-time models chosen from each subclass, which would be useful for the simulation. In this connection it is important to note that, since the test statistics T is computed after removing the jump discontinuities, it depends only on the continuous part of the data. Therefore for the inference purpose, it is sufficient to simulate only the continuous part of the models. To be more precise, instead of simulating (3.1), it is enough to simulate the following SDE for compuring the sampling distribution of T
where {X t } t≥0 is a {1, 2}-valued stochastic process and µ(X t ), σ(X t ) are the drift and the volatility coefficients. This observation helps to reduce computational complexity considerably. Let {0 = t 0 < t 1 < · · · < t N } be an equispaced partition of the time interval where t i+1 − t i = ∆ for i = 0, 1, . . . , N − 1 and ∆ is the length of time step in year unit and same as the granularity of the empirical data. We use this convention throughout this paper.
4.1.
Uni-regime. In this subsection we consider the model hypothesis (2.1) for some arbitrary model parameters µ, β, Λ and F . After removing the jump term, the model reduces to
Equation (4.2) has a strong solution of the form
It is easy to see that, there is a unique choice of µ and β so that (2.1) is in the C -class, as µ and β are, by using Definition 3.1 (i)-(ii), µ =μ and β =σ, where the bar sign represents the time average. Thus with the unique set of parameters, the discretized version of (4.3) is given by
2 )∆ +σ Z i for i = 0, 1, . . . , N − 1 (4.4)
where {Z i | i = 0, . . . , N − 1} are independent and identically distributed (i.i.d.) normal random variables with mean 0 and variance ∆.
Binary Markov regime.
In this subsection, we present the C ± p -class of Markov switching binary regime geometric Lévy processes. After removing the jump term from (3.1), the model reduces to (4.1) where X denotes a Markov chain. Since, the continuous time Markov chain X can be characterized by its instantaneous transition rate matrix λ := −λ 1 λ 1 λ 2 −λ 2 , the class of all possible models in (4.1) can be identified with the following set Θ of all possible parameters
The parameter set of continuous parts of sub-classes C + p and C − p are subsets of Θ and would be derived, in this subsection, as the solution space of a system of equations. As the sojourn time distribution of state i is Exp(λ i ) for i = 1, 2 using Definition 3.2, we have
Using Definition 3.1(i) the drift coefficients µ(i) satisfy the following relation
Also using Definition 3.1(ii), the volatility coefficients σ(i) have the relation below
Thus the parameter set of continuous part of C + p is given by Using the expression of strong solution, the discrete version of models corresponding to each member of A ± is given by
where {P i | i = 1, . . . , N −1} are independent to Z j for all j and for each given X i , the conditional distribution of P i is independent of {P 1 , P 2 , . . . , P i−1 } and follows Bernoulli(λ Xi ∆), a Bernoulli random variable with P rob(P i = 1 | X i ) = λ Xi ∆, provided ∆ min{1/λ i | i = 1, 2}. Here for each i, Z i is as in (4.4).
Binary semi-Markov regime.
In this subsection, we present the C ± p -class of semi-Markov switching binary regime geometric Lévy processes. After removing the jump term from (3.1), the model reduces to (4.1) which is dependent on a two state semi-Markov process {X t } t≥0 . A semi-Markov process can be specified by its instantaneous transition rate function on [0, ∞), given by
As before, the class of all possible models in (4.1) can be identified with the following set Θ of all possible parameters Θ = {θ = (µ(1), σ(1), λ 1 (·), µ(2), σ(2), λ 2 (·))|µ(i) ∈ R, σ(i) > 0, λ i (·) > 0, i = 1, 2}.
The parameter set of continuous parts of sub-classes C + p and C − p would be specified in this subsection. The conditional cdf of holding time distribution, given the state i, is 1 − e − y 0 λi(u)du . Hence the expected sojourn time at state i is E i := ∞ 0 e − y 0 λi(u)du dy. Therefore, using Definition 3.2, we have As before, the discrete version of the model corresponding to each member of A ± is given by
where {Z i } i are as in (4.4) and {P i | i = 1, . . . , N − 1} are independent to Z j for all j and for each given pair (X i , Y i ), the conditional distribution of P i is independent of {P 1 , P 2 , . . . , P i−1 } and follows
. This discretization is obtained from the semi-martingale representation of the semi-Markov process, as in [14] . The readers are referred to [14] for more details about this representation of semi-Markov process.
Empirical study
We consider the time series data of eighteen different Indian stock indices with 5-minute granularity during the time period starting from 1-st December, 2016 and ending on 30-th June, 2017. Assuming six hours of trading in each day and two hundred and fifty trading days in a year, we set ∆ = 5 250×360 ≈ 5.5 × 10 −5 . In order to separate the jump discontinuities, we considerp = 2 × 10 −4 . Then we solve (2.3) numerically using iterative method (2.4) with 20 iterations. The numerical approximations ofβ,Λ and V for each index data are given in Table 1 . Each row of Table 1 corresponds to an index, whose name is mentioned in the second column with its code in the first column. Using theβ value, we obtain theĉ value for each index using (2.2). Then using the value ofĉ we computeμ andσ according to the Definition 2.2. In last two columns, Table 1 enlists the empirical long run average driftμ and the empirical long run average volatilityσ for each index.
We fix p = 15% in the definition of C ± p , and d(±σ; p) and thus the statistics T is evaluated with p = 15% throughout this section. We have computed the t * values using d(σ; p) and d(−σ; p) separately. The components of t * for every index data are given in the columns of the Table 2 . With the choice of p = 15%, the binary regime model classes C + p and C − p include the LVLP and the HVLP models respectively. For testing LVLP model hypothesis, d(σ; p) is considered to define T; else for HVLP models, d(−σ; p) is considered for defining T. The α values are obtained for each cases, namely LVLP and HVLP respectively. 5.1. Uni-regime model. In this subsection we consider the model hypothesis (2.1) of uni-regime geometric Lévy process. For each index in Table 1 and 2, we set our null hypothesis, H 0 : the time series is in C -class of GLP (2.1)
The following figures illustrate results from all 18 indices. Figure 1 illustrates the sampling distribution of T 1 of d(σ; p) and Figure 2 plots that of d(−σ; p). Each box plot is obtained by simulating (4.4) 200 times. The dot plots represent t * 1 obtained from the Table 2 . As the dots appear non-overlapping with the box plots, the null hypothesis is rejected with 100% confidence. . Binary Markov regime model. For the reduction of computational complexity, we choose smaller sets A + and A − than in (4.9) and (4.10) respectively by fixing µ(1) = µ (2) . Thus now A ± is a subset of the solution space of four equations in six unknowns, or in other words, A ± can be viewed as a two-parameter family of models. The parameter λ 1 is varied by taking 1 λ1 = 1, 2, . . . , 15. On the other hand the range of parameter σ(1) is not identical for A ± classes. However, we discretize those ranges with variable step size of one percentile. Or in other words, for A + , σ(1) is chosen from the set {F ← σ (i) | i = 1, 2, . . . , p} and for A − , σ(1) is chosen from the set {F ← σ (i) | i = 1 − p, . . . , 100}. For each index in Table 1 and 2, we set the null hypothesis, For each index, we compute the value of α r as in the subsection 3.2 for r = 1, 2, 3, 4 by simulating (4.11) . The results are presented in Table 3 . The values show that for none of the indices, both type of models, namely LVLP and HVLP, can be rejected at a level higher than 80% confidence. Furthermore, for most of the indices the HVLP models fit well. Indeed, except for Indices I9 -I11 and I14 -I15, the HVLP cannot be rejected with confidence higher than 40% level. Half of the indices cannot show rejection of LVLP jump models with 80% confidence level in this paper. On the other hand when only Markov switching extension of GBM models were considered in [9] , for most of the indices the LVLP model hypothesis was rejected with confidence 95%. Note that A ± is not finite dimensional due to the presence of the functional parameters λ i (·). Now for illustration purpose, A is chosen in the following manner. The holding time distribution of the state i is Γ(k i , λ i ) for i = 1, 2, where Γ(k i , λ i ) denote the gamma distribution with shape k i and rate λ i . Then it follows from [14] that λ i (y) is the hazard rate of Γ(k i , λ i ) and is given by 
In addition to these, as before, we further assume that µ(1) = µ(2), and k 1 = k 2 . Thus A ± is the solution space of five equations in eight unknowns or in other words A ± is a three parameter subfamily of Θ. We vary λ 1 and σ(1) as we do in the Subsection 5.2. The identified parameter k = k 1 = k 2 is chosen from the set { 1 2 , 1, 2, . . . , 16}. For each index in Table 1 and 2, we set the null hypothesis, H 0 : the law of time series is semi-Markov modulated GLP (3.1) with parameters of continuous part in A ± .
For each index, we compute the value of α r as in the subsection 3.2 for r = 1, 2, 3, 4 by simulating (4.15). The results are presented in Table 4 . For The values of α show that for none of the indices both types of models, namely LVLP and HVLP, can be rejected with a confidence 70% or higher. The LVLP semi-Markov binary regime switching GLP models fit significantly better to every index than its Markov counterpart.
Summary.
In Table 5 we summarize the comparison on fitting between all four different classes of models. In the last two columns, we record the best-fit model class and the level of confidence for rejection them. We do so by looking at the α 4 values obtained under each model class. The largest α 4 values are highlighted with boldface in the table. Except I11, the best-fit model for none of the indices can be rejected with confidence more than 40% level. In Table 5 we observe that LVLP models with binary semi-Markov regimes fit strictly better than the Markov counter part to each index. A similar observation was made in [9] which does not incorporate the jump discontinuities of asset price data. Since the class of semi-Markov(SM) regime models considered here subsumes the class of Markov(M) models, the α 4 for semi-Markov class cannot be smaller than that of the Markov counter part. Therefore unless α 4 for a semi-Markov class is strictly greater, we do not fit a semi-Markov model. It is important to note that, we have considered only a narrow class of semi-Markov models for illustration purpose and we still have obtained significantly better fit for some indices, including I10 and I15. A more detailed empirical study using a larger class of holding time distributions rather than only the gamma distribution, as considered here, may result in an improved fitting of semi-Markov models to most of the indices. It is needless to mention that the corresponding computational complexity would also increase significantly. To manage the computation time and we have implemented parallel algorithms for computing the α tables.
Conclusion
This paper extends the scope of investigation significantly which was introduced in [9] . In [9] , only the continuous path regime switching models were considered for inference. Furthermore, the approach used in [9] only works to infer the special case of binary regime where the low volatility regime occurs with low probability(LVLP). In this paper, we have devised the test statistics, which is suitable for inference of the processes with jump discontinuities. More importantly, this advancement is achieved with no extra computational complexity. The approach adopted here can also easily be applied for inference of ternary regime switching models. In particular, both types of binary regime switching models, namely low volatility with low probability or high volatility with low probability, can be tested using the statistics developed in this paper. The paper is written for a very broad class of readers by eliminating several technical jargon but by keeping mathematical rigor. The authors are also keen to produce a Python package of the inference technique those developed in this paper.
