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We present an implementation of a ray tracing code in the Schwarzschild metric. We aim at
building a numerical code with a correct implementation of both special (aberration, amplification,
Doppler) and general (deflection of light, lensing, gravitational redshift) relativistic effects so as to
simulate what an observer with arbitrary velocity would see near, or possibly within, the black hole.
We also pay some specific attention to perform a satisfactory rendering of stars. Using this code,
we then show several unexplored features of the maximal analytical extension of the metric. In
particular, we study the aspect of the second asymptotic region of the metric as seen by an observer
crossing the horizon. We also address several aspects related to the white hole region (i.e., past
singularity) seen both from outside the black hole, inside the future horizon and inside the past
horizon, which gives rise to the most counter-intuitive effects.
PACS numbers: 03.30.+p, 04.25.D-
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I. INTRODUCTION
The visual aspect of black holes is a frequent public
outreach question but for decades, did not generate much
interest among physicists or astronomers. A somewhat
caricatural example of this is given by S. Chandrasekhar
famous book on black holes [1], where the visual aspect of
a Schwarzschild black hole is summarized in a tiny picture
on page 130, the caption of which being rather pedantic
and obscure for a non expert reader since the author does
not describe the picture as a sketch of the angular size of
a Schwarzschild black hole as a function of the distance
of a static observer, but rather talks about the “cone of
avoidance” of null geodesics (which technically means the
same thing).
Still, the problem of black hole visualization had al-
ready drawn some sparse attention at the time of Chan-
drasekhar book in the more difficult context of the Kerr
metric, the earliest work being that of Bardeen in 1972 [2]
and later Luminet [3]. An increasing number of work
were published afterward, a very incomplete subset of
which lies in Refs. [4–10]. In the recent years, a much
larger amount of work has been performed on black hole
visualization. The main reason for this growing interest
came from obvious astronomical constraints: the largest
black hole (in term of angular size) seen from Earth,
Sgr A*, has an angular diameter of order of 60 µas [11],
which is unobservable by conventional astronomical de-
vices, but which should be at reach within less than a
decade with the advent of long baseline interferometry in
the millimetric domain, thus making the actual aspect of
a black hole silhouette become a problem of astronomical
relevance. Consequently, most of those recent works are
motivated by actual astrophysical observational projects
of our Galactic center such as GRAVITY [12] or the
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Event Horizon Telescope [13], see, e.g., [14–17], but some
others were focused on what could be seen if an observer
stood close to a black hole [18, 19] thus being less rele-
vant from an observational perspective, but more focused
on the diversity of physical effects that can arise in the
vicinity of a black hole. Our work fits within this second
category.
The case of special relativity is much simpler and has
deserved an earlier attention as early as 70 years ago
with the pioneering sketches of Gamow [20]. (Although
it is often said that special relativity was also a source of
artistic inspiration for S. Dali in his famous painting “La
persiste`ncia de la Memoria” (The Persistence of Mem-
ory, 1931), it actually does not seem to be the case [21].)
The increasingly easier access to large computing facili-
ties has progressively allowed the completion of excellent
works by, for example Ruder and Nollert [22] or Searle et
al. [23].
The aim of this paper is to present here a numeri-
cal code that implements most of the relativistic effects
that arise when simulating what an observer would see in
a black hole metric, focusing here on the Schwarzschild
one. The Schwarzschild metric is the simplest black hole
metric that exists. It is both astrophysically relevant
(contrarily to the Reissner-Nordstrom one) and simple
to study thanks to its spherical symmetry (contrarily to
the Kerr on Kerr-Newmann metrics). In particular, as
we shall see, it is possible to perform a rather nice and
efficient rendering of pointlike light sources (i.e., stars)
thanks to spherical symmetry, an issue which was not
addressed satisfactorily till now. Although initially made
for teaching purpose, these simulations allowed an ex-
haustive study of the metric and was very easy to adapt
to the whole Schwarzschild metric, i.e. its maximal an-
alytic extension, or Kruskal-Szekeres coordinates, where
we found a series of unexpected visual effect which where
rather counter-intuitive even for an experienced relativity
scientist.
The paper is structured as follows. The camera (i.e.,
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2the way to project a part of the celestial sphere on a
two-dimensional screen) is described in Sec. II. We then
address the way to simulate the way a background sky is
distorted both by special relativistic effects and the pres-
ence of a gravitational field (Sec. III). This first, naive,
method can be significantly improved in term of compu-
tational time by explicitly using the fact that the metric
is spherically symmetric as explained in Sec. IV. The re-
sults of this section are then used to make a very rapid
and satisfactory rendering of the stars (or any pointlike
light source), as explained in Sec. V. In Sec. VI, we list
all the data that we use in order to produce examples of
realistic images. We computed many pictures using this
method which are useful in getting a better representa-
tion of special and general relativistic effects. Since many
of these correspond more a new way to show old results
rather than actual new results, we have put then in Ap-
pendix B. Still keeping in mind that this work can have
some obvious popular science application, we explain in
Sec.VII how to rather easily adapt them for planetarium
projection using the standards of this field. This being
done, we present in Sec. VIII some results we obtained
when exploring the parameter space of the simulated im-
ages, and that were not, or not significantly emphasized
in existing literature. For example, we compute the angu-
lar size of the horizon both at horizon crossing and close
to the singularity. Then, we explore in Sec. IX some new
features which happen when considering the maximal an-
alytic extension of the metric, both inside and outside the
horizon.
In what follows, we shall use the (+−−−) convention
for the metric signature. We place ourselves in a coordi-
nates systems such that c = G = 1, and keep the second
as time unit, so that a distance of 1 corresponds to one
light second (i.e. approximately 3× 105 km) and a mass
of 1 corresponds to around 2×105 Solar masses. As long
as our in interested in making single images, the mass of
the black hole does not matter, however, since only the
ratio r/M , r being the radial coordinate, matters. Unless
otherwise specified we shall place ourselves in a spherical
version of the so-called Schwarzschild coordinates, where
the line element is written
ds2 =
(
1− 2M
r
)
dt2 − dr
2
1− 2Mr
− r2 (dθ2 + sin2 θdϕ2) .
(1)
II. DEFINING THE OBSERVER AND ITS
CAMERA
We assume that the images we want to simulate are
those that would be seen by an observer is endowed with
a four-velocity uµobs that either results from a chosen tra-
jectory (possibly following a geodesic or not) or from any
user defined data. We do not take into account the fact
that the observer is unlikely to survive to his/her journey
within the black hole environment either because of arbi-
trarily large acceleration imposed by some non geodesic
motion (staying static just above the horizon, for exam-
ple) or because of arbitrarily large tidal effects endured
close or within a black hole of sufficiently small mass. We
simulate here standard images and do not address much
the interesting issue of stereoscopic vision as was done in
Ref. [24].
The camera orientation is described by a set of three
unit orthogonal spacelike vectors, Xµ, Y µ, Zµ all of
which are orthogonal to uµobs. We define the orientation
of the camera by the following assumptions:
• Any pixel of the screen can be seen as pointing to-
ward a spacelike direction Nµ belonging to the Xµ,
Y µ, Zµ hyperplane, where NµN
µ = −1, i.e., a pho-
ton hitting the screen coming from this direction
possesses a wave vector proportional to uµobs −Nµ,
which is evidently a null vector;
• The Zµ direction points toward the center of the
screen, i.e. photons hitting the center of the screen
possesses a wavevector proportional to uµobs − Zµ;
• The Xµ direction is associated to the central hor-
izontal line of the screen in the sense that any
photon hitting this part of the screen possesses a
wavevector proportional to uobs−aZµ−cXµ, where
a2 + c2 = 1, the value of a and c being determined
by the pixel position and the choice of projection
(see below);
• The Y µ direction is associated to the central verti-
cal line of the screen in the sense that any pho-
ton hitting this part of the screen possesses a
wavevector proportional to uobs−a′Zµ−bY µ, where
a′2 + b2 = 1 (same remark as for a and c above).
Moreover, we do not focus here on simulating images
seen from a large distance, in which one can perform a
flat sky approximation. Instead, the viewing angle of the
picture is supposed to be of same order of normal view-
ing condition, an opening angle of 90◦ being a relevant
choice for this purpose. The exact association between
a pixel of coordinates (i, j) and the corresponding direc-
tion Nµ(i, j) is somewhat arbitrary and depends on the
choice of projection one wants to use. A natural choice is
spherical projection, which reproduces the exact view on
the screen provided that the person viewing the screen is
set at the proper position with respect to it, that depends
on the view opening angle. When not at the proper po-
sition, any shape on the screen becomes distorted. For
example, the circular silhouette of a Schwarzschild black
hole no longer appears circular. In order to evade this
problem, a natural choice corresponds to stereographic
projection for which the circular shape of the black hole
silhouette is always a circle on the screen. We shall make
this choice for flat projections. If one denotes α the half
of the opening angle of the picture along the horizontal
direction, and R and C the number of rows and columns
of the screen then the pixel coordinates (i, j) of a given
3direction Nµ is given by
i =
C + 1
2
+
C
2 tan(α/2)
−XµNµ
1 + (−NµZµ) , (2)
j =
R+ 1
2
+
C
2 tan(α/2)
−YµNµ
1 + (−NµZµ) . (3)
(The minus sign at the denominator of each formula
comes from the signature convention we adopt here.) We
assume here that the pixel coordinates ranges from 1 to C
in along the horizontal direction, number 1 being on the
left, and from 1 to R in the vertical direction, from top to
bottom, following the usual computer convention. In the
usual case where both R and C are even, the center of the
screen (i.e., Nµ = Zµ) does not correspond to a pixel but
to the common corner of the four adjacent central pixels
of coordinates (C/2, R/2), (C/2+1, R/2), (C/2, R/2+1)
and (C/2 + 1, R/2 + 1). We also assume that pixels are
square, i.e, that pixel aspect ratio is exactly 1. In the
case where one produces pictures with non square pixels
such as for standard video formats (e.g., 576i 4:3, which
has a pixel ratio of 12:11), then one has to rescale the
second formula (3) along the vertical direction according
to the imposed pixel ratio.
The inverse transform that allows to compute the di-
rection Nµ as a function of pixel coordinates can be writ-
ten in two steps by defining the intermediate spacelike
vector Wµ,
Wµ = Zµ +
2 tan(α/2)
C
× (4)[(
i− C + 1
2
)
Xµ +
(
j − R+ 1
2
)
Y µ
]
,
Nµ = −Zµ + 2 W
µ
−WµWµ . (5)
Now, the way one defines the vectors Xµ, Y µ, Zµ is
done as follows:
• We start from what we call a reference tetrad that
is defined for each event of the space-time. This
tetrad is orthonormal and is made of one timelike
vector Tµ and three spacelike vectors Rµ, Θµ, Φµ,
the label of which are of course related to the co-
ordinate system (1) (see later).
• All these vectors are Lorentz transformed according
to the unique Lorentz boost Λµν that transforms the
tetrad timelike vector Tµ into the observer’s veloc-
ity uµobs and leaves invariant any vector orthogonal
to both of them.
• The three spacelike vector obtained after perform-
ing the Lorentz boost on Θµ, Φµ, Rµ, i.e., Aµ ≡
ΛµνΘ
ν , Bµ ≡ ΛµνΦν , Cµ ≡ ΛµνRν are then rotated
by a space rotation Rµν that leaves u
µ
obs invariant in
order to give the three camera vectorsXµ = RµνA
ν ,
Y µ = RµνB
ν , Zµ = RµνC
ν .
Simple algebra allows to prove that the Λµν compo-
nents are (see, e.g., [25]):
Λµν = δ
µ
ν −
1
1 + γ
(Tµ+uµobs)(Tν +uobs ν)+2u
µ
obsTν , (6)
where we have defined γ as the Lorentz factor
γ ≡ Tµuµobs, (7)
so that one indeed has ΛµνT
ν = uµobs and Λ
µ
ν(−uνobs +
2γT ν) = Tµ, as expected.
Before computing the components of this matrix one
of course has to define those of the reference tetrad vec-
tors. A natural choice can be to use a normalized ver-
sion of the standard spherical Schwarzschild coordinates
(i.e., Tµ ∝ ∂/∂t, Rµ ∝ ∂/∂r and so on), however such
a choice is only valid outside the black hole, since the
then defined Tµ would no longer be timelike within the
black hole. It is therefore more appropriate to define the
tetrad that can be associated to a freely falling observer
starting from infinity with zero velocity and zero angu-
lar momentum. This is a rather common choice of Zero
Angular Momentum Observers (ZAMO), see, e.g., [26].
Such set of observers’ four-velocity will correspond to the
vector Tµ. Then we define Rµ as the unique unit space-
like vector spanned by ∂/∂t and ∂/∂r that is orthogonal
to Tµ and that reduces to ∂/∂r at infinity. We keep
Θµ and Φµ unchanged as compared to the first ansatz
above. Anticipating on the analysis of the maximal ana-
lytic extension of the metric, we use a subscript I to the
vectors Tµ and Rµ as we will need to perform another
choice for those vectors in some situations. Those vector
components are:
TµI =

1
1− 2Mr
−
√
2M
r
0
0
 , RµI =

−
√
2M
r
1− 2Mr
1
0
0
 , (8)
Θµ =
 001
r
0
 , Φµ =
 000
1
r sin θ
 . (9)
This tetrad is defined everywhere in the astrophysically
relevant part of the Schwarzschild metric, regardless one
is inside or outside the black hole (except, of course, at
r = 0).
Regarding the rotation Rµν , we do not compute its com-
ponents explicitly. Rather, we define its three associated
Euler angle. We first rotate Aµ and Bµ by an angle φ
around Cµ. Then, we rotate the newly obtained A′µ and
Cµ by and angle ϑ around the newly obtained B′µ, and
finally, we perform a new rotation by an angle ψ around
the new C ′µ. In other words, we process along the fol-
lowing sequence:(
A′µ
B′µ
)
=
(
cosφ sinφ
− sinφ cosφ
)(
Aµ
Bµ
)
, (10)
4(
Zµ
A′′µ
)
=
(
cosϑ sinϑ
− sinϑ cosϑ
)(
Cµ
A′µ
)
, (11)(
Xµ
Y µ
)
=
(
cosψ sinψ
− sinψ cosψ
)(
A′′µ
B′µ
)
. (12)
III. DRAWING THE CELESTIAL SPHERE –
NAIVE VERSION
As stated above, any photon seen originating from unit
spacelike direction Nµ orthogonal to the observer ve-
locity uµobs is endowed with a wave vector proportional
to kµ ∝ uobs − Nµ. Once such vector is defined (up
to some unimportant proportionality constant), knowing
from which direction on the celestial sphere it originates
amounts to propagate it backward in time (i.e. backward
in its affine parameter p) the geodesic equation
dkµ
dp
+ Γµνρk
νkρ = 0, (13)
where the Γµνρ are the usual Christoffel symbols.
A. First case – Observer outside the horizon
If one works in the usual Schwarzschild spherical co-
ordinates, then this set of equations is written as (see,
e.g.,[27]):
dkt
dp
= −A
′
A
ktkr, (14)
dkr
dp
= −1
2
AA′(kt)2 +
1
2
A′
A
(kr)2 (15)
+Ar
(
(kθ)2 + sin2 θ(kϕ)2
)
,
dkθ
dp
= −2
r
krkϕ + sin θ cos θ(kϕ)2, (16)
dkϕ
dp
= −2
r
krkϕ − 2cos θ
sin θ
kθkϕ, (17)
where we have set
A ≡ 1− 2M
r
, (18)
and where the prime denotes a derivative with respect
to the r coordinate (i.e., A′ = 2M/r2). These equation
have of course to be solved together with the position
equation:
dxµ
dp
= kµ. (19)
In practice, this set of equations is solved using an adap-
tative 4thorder Runge-Kutta method inspired from the
Numerical Recipes [28]. One step that has to be imple-
mented with some care is the choice of the time step.
As we will see later, two numerically tricky zones lie at
r = 2M (horizon crossing) and r = 3M (light circle
crossing, where radial motion can be slow and unstable
whereas orthoradial motion must be carefully computed;
see Appendix A). Therefore, the timestep choice is essen-
tially given by the following choices:
• If the geodesic is recessing away from the black hole
(when propagated backward in time) with r already
larger than 4M , the timestep is chosen proportional
to r2, so that infinity (or, in practice, a very large
value of r/M) is reached after a few steps (typically
4 or 5);
• If the geodesic approaches the black hole, then one
chooses a timestep proportional to r − 4M ;
• If one lies within the r = 4M sphere, then a suf-
ficiently small timestep is chosen so as to insure
both stability of the integration and monitoring a
possible horizon crossing (see later).
If one is outside the black hole and if we do not consider
the maximal analytic extension of the metric, then this
equation has to be solved only when the geodesics orig-
inates from infinity. By setting the constants of motion
E and L2 by their standard definition, i.e.,
E ≡ pit = gtµkµ = Akt, (20)
L2 ≡ r4 ((kθ)2 + sin2 θ(kϕ)2) , (21)
then the geodesic equation needs to be computed if and
only if
1. L2/E2 ≥ 27M2 and r > 3M , or
2. L2/E2 ≤ 27M2 and kr < 0.
(Since this is a fairly well-known result we just recall it
here, but for the sake of completeness derive it in Ap-
pendix A.)
If none of these conditions are satisfied, this means that
the geodesic originates from the past event horizon, or,
from an astrophysically realistic point of view, from the
infinitely redshifted surface of the collapsing object which
gave birth to the black hole as it was passing through the
horizon. If one does not works within the maximal ana-
lytic extension of the metric, then such geodesics do not
carry any photon and the corresponding pixel is black.
If, on the contrary, one works in the maximal analytic
extension and want to compute from which part of the
singularity a given null geodesic originates from, then the
geodesic can be propagated back to the past singularity
and imaged provided one decides of some emission prop-
erties of the past singularity (see IX).
For geodesics originating from infinity, one obtains at
the end of integration a wavevector kµ∞ whose only non
negligible components are kt∞ and k
r
∞, the two others
tending to 0 when r tends to infinity because of angular
momentum conservation. Regarding the position, r and
t both tend to minus infinity with their difference r − t
being almost constant, and θ and ϕ tend to be constant.
This is because as long as the radial coordinate r is much
5larger than the impact parameter b ≡ L/E, the geodesic
can be considered as (almost) purely radial and originat-
ing from the direction defined by the above mentioned θ
and ϕ.
In addition, one can compute the redshift z of the pho-
tons we receive. This is done through the standard for-
mula
1 + z =
kt∞
kµuobs µ
=
E
kµuobs µ
, (22)
where the numerator is evaluated (as the subscript indi-
cates) at infinity, whereas the denominator is computed
at observer’s position before integration. Note that this
formula include both the kinetic and gravitational red-
shift.
Once the initial direction of the photon and the redshift
are known, we can draw the corresponding pixel.
B. Second case – Observer inside the horizon
and/or within the maximal analytic extension
The set (14–17) is valid only when geodesics do not
cross the horizon. Therefore, if the observer is within the
horizon, it is not possible to simulate what he/she sees
of the celestial sphere using these equations. In order to
do so, one has to use another system of coordinates, the
most natural of which being that of Kruskal [29]. In this
case, the subset of coordinates (t, r) have to be replaced
by the subset (U, V ) defined by the following procedure.
First, we define the so-called “tortoise” coordinate r∗ by
r∗ = r + 2M ln
∣∣∣ r
2M
− 1
∣∣∣ , (23)
so that
dr∗ =
dr
1− 2Mr
. (24)
Here, r∗ is a growing function of r outside the horizon and
a decreasing function of r inside (regardless one considers
the maximal analytic extension or not). Then, we define
the null outgoing and ingoing coordinates u and v such
as
u ≡ t+ r∗, (25)
v ≡ t− r∗, (26)
and finally U and V are defined through
U ≡  exp
(
+
u
4M
)
, (27)
V ≡ η exp
(
− v
4M
)
. (28)
The constant , η = ±1 are then chosen so that both U
and V are future-oriented. Anticipating on what we will
do in §VIII, IX, we will need to know the values of  and
η in all the regions of the maximal analytic extension
of the metric. Since this is rarely done in the literature
Region Remark  η
I t is future-oriented 1 −1
II r is past-oriented 1 1
III t is past-oriented −1 1
IV r is future-oriented −1 −1
TABLE I. Values of the parameters  and η as defined in
Eqns (27–28). Their value allow the null coordinates U and
V to with proper time regardless the observer position within
the maximal extension of the Schwarzschild metric. Which of
the variable t or r of the standard Schwarzschild coordinates
that is bound to grow or decrease with proper time from any
timelike geodesics is also given.
(see, e.g., [27, 30, 31]), their value are summarized in
Table I, using the following labels for the regions: we call
I our asymptotic region, II the black hole interior beyond
the future event horizon, III the other asymptotic region
and and IV the region beyond the past event horizon.
(In Ref. [30], our regions III and IV are called I’ and II’,
respectively, and IV and III in Ref. [31]). This choice for
 and η also possesses the nice property to ensure that
the product UV can be expressed as a function of r only,
without any reference to  or η 1:
UV = − exp
( r
2M
) r − 2M
2M
. (29)
This being set, the set of geodesic equations (14–17) has
then to be replaced by the following set of equations
U¨ = −∂UF
F
U˙2 − r
F
∂Ur
(
θ˙2 + sin2 θϕ˙2
)
, (30)
V¨ = −∂V F
F
V˙ 2 − r
F
∂V r
(
θ˙2 + sin2 θϕ˙2
)
, (31)
θ¨ = cos θ sin θϕ˙2 − 2θ˙
r
(U˙∂Ur + V˙ ∂V r), (32)
ϕ¨ = −2cos θ
sin θ
θ˙ϕ˙− 2ϕ˙
r
(U˙∂Ur + V˙ ∂V r), (33)
(34)
where we have set
F ≡ gUV = −8M
2A
UV
, (35)
A being defined in Eq. (18) and where we have used the
following intermediate quantities
∂Ur =
2MA
U
, (36)
∂V r =
2MA
V
, (37)
1 This is because the product η has the same sign as 2M − r so
that it compensate to absolute value that arises in the definition
of r∗ in Eq. (23).
6∂UF =
2MAF ′
U
, (38)
∂UF =
2MAF ′
V
, (39)
in which F ′ denotes the derivative of F with respect to r,
which is quite straightforwardly deduced from Eq. (29)
and can be written as
F ′ =
(
− 1
2M
+A′(r)
)
F
A
. (40)
Since F ′ only appears when multiplied by A the set of
equation is regular at horizon crossing.
The set of variables U, V is well suited for horizon cross-
ing and is in principle defined everywhere on the maxi-
mal analytic extension of the manifold. In practice it is
however not possible to use it everywhere since the ex-
ponential dependence of both U and V in term of r and
t make it numerically impossible to use as soon as one
goes several Schwarzschild radii away from the black hole.
Therefore, we adopt the following procedure in order to
choose the coordinate system:
• From the knowledge of constants E and L2 and
position, we determine whether the geodesic we are
interested in has any chance to cross horizon;
• If not, then we use the Schwarzschild coordinates
r, t;
• If so, then we check whether one is close to the
horizon;
• If not, then we keep the Schwarzschild coordinates;
• If so, then we switch to Kruskal coordinates;
• Then we keep on using Kruskal coordinates till
horizon has been crossed, in which case we switch
back to Schwarzschild coordinates.
• In the specific case on is interested in an observer in
region II crossing null geodesics coming from region
IV, we always keep the Kruskal coordinates.
The only arbitrariness here lies in where exactly we de-
cide to switch from one coordinate system to the other.
In practice, the radial motion of photon is determined
by and effective potential V (r) given in Eq. (A3). This
potential show that in some case, a geodesic may spend a
large amount of time around r = 3M (the so-called light
circle or photon sphere) around which the one dimen-
sional radial motion is unstable. Therefore, we choose
to impose that the light circle crossing is made using
Schwarzschild coordinates r, t.
C. From geodesic equation solution to RGB values
Whichever method we used to solve the geodesic equa-
tion, we can compute, for any pixel of our screen, from
which the corresponding null geodesic originates from.
If it originates from the past horizon, the corresponding
pixel is black (unless the special case of Sec. IX), or it cor-
responds to a direction of the celestial sphere. Assuming
that we have a map of this celestial sphere, i.e. from a
full sky survey of the sky (see §VI), we can determine
which pixel of the celestial sphere the direction we found
corresponds to. However, this is not the end of the story.
In a perfectly realistic situation, we should have at our
disposal a spectral map of the celestial sphere, i.e., spec-
troscopic data for each direction of it. Then we would
modify the spectrum according to the computed redshift
and then compute the eye response to that observed spec-
trum and then deduce the corresponding RGB coordi-
nates of the pixel. But in practice, we are limited by the
fact that we do not have such spectral information. This
therefore gives the correct colors of the sky seen by the
observer only when redshift is negligible, and there is no
simple way to compute the color or intensity change of
the celestial sphere due to the redshift, therefore we shall
compensate this by various visual artifacts. For example,
it is possible to define by hand the spectral information
for each direction of the celestial sphere that matches the
pixel color (black body plus emission lines, for example).
However, we found that if we deal properly with the stars
(see §V), the rendering of the rest of the celestial sphere
was not of crucial importance as the overall rendering
was, by far, dominated by the stars. Therefore, we chose
to let the pixel hue unchanged and simply shift the in-
tensity of the corresponding pixel of the celestial sphere
by a factor that is a monotonous function of (1 + z)−1.
We found that a satisfactory function was a power law of
(1 + z)−1 for negative z (i.e., blueshift) and an exponen-
tial of −(1 + z) for positive z (i.e., redshift).
IV. DRAWING THE CELESTIAL SPHERE –
SOPHISTICATED VERSION
In the Section above, the number of geodesic equations
we have to solve is equal to the number of pixels of the
screen and can therefore easily reach several millions and
severely affect the computational time for each picture.
The situation is worsened by the fact that some smooth-
ing may be necessary when computing the image, i.e.,
one may need to split one pixel into several subpixels,
compute the color of all of them and average the result
accordingly, see Ref. [19].
Such a large number of integrations of the geodesic
equation is actually not necessary because, as is well
known, is a spherically symmetric metric, null geodesics
are described by a single parameter, which can be taken
to be the impact parameter b = L/E. Moreover, we are
considering a situation where the only information about
the geodesics we are interested in is the amount of de-
flection the photon trajectory experiences between the
direction it travels at the observer’s position and the di-
rection it was traveling at infinity. Therefore, we adopt
7the following procedure:
• Before computing the image, we solve the geodesics
equation for a freely falling observer (or the one
that defines our reference tetrad, with four-velocity
Tµ) for all possible angles δ between the geodesic
and the radial direction Rµ. This amounts to sam-
ple, in some appropriate way, all the values of the
geodesic impact parameter.
• For each of these geodesics we obtain the angle δ−χ
by which the geodesics has been deflected before
reaching the observer.
• We sample this quantity sufficiently by computing
a moderately large number of geodesics so that the
both functions χ(δ) and its inverse δ(χ) are well
sampled.
• Then, for each pixel of the image, compute the an-
gle δ between the corresponding null geodesic and
the radial direction, and identify the plane into
which the photon trajectory lies.
• We rotate within this plane the observer position
by an angle χ+ pi so as to identify the point of the
celestial sphere the photon originates from.
• We compute the RGB coordinates of the pixel one
has to draw following the selected assumptions for
redshift rendering, see §III C.
The angle δ we use here is defined with respect to our
reference tetrad (8–9). This means that it is given by the
formula
cos δ =
−kµRµ
kνTν
, (41)
or, equivalently, this means that we will integrate a bunch
of geodesics whose wavevector kµ is defined as
kµ ∝ Tµ + cos δRµ + sin δ(cos$Φµ + sin$Θµ). (42)
We can of course choose, without loss of generality, $ = 0
and have only yo sample δ. With this definition, a radial
geodesic originating from the black hole past horizon is
described by an angle δ = 0, and a radial geodesic orig-
inating from past null infinity is described by δ = pi.
Because of spherical symmetry, when we compute the
χ(δ) function, we can place ourselves in the equatorial
plane at the same r coordinate as the observer and by
considering equatorial geodesics only that start from the
x axis (i.e., our freely falling fiducial observer lies at co-
ordinates (t, r, pi/2, 0) and $ = 0 in Eq. (42)). From this
position and this wavevector, we propagate the geodesic
backward in time till it reaches very large values of r
(typically larger than 1010M , but the exact value does
not matter). We then obtain the azimuthal angle ϕ∞
with respect to the observer of the corresponding origin
of the geodesic (for example, ϕ∞ = 0 for δ = pi, and the
angle χ is then given by
χ = ϕ∞ + pi − δ. (43)
Should there be no aberration nor deflection of light, then
one would just have χ = 0, i.e., ϕ∞ = δ − pi, regardless
of the observer’s position and velocity2. An example of
deviation function χ(δ) (or, in fact, ϕ∞(δ)) is given in
Figure 1. The main characteristic of this function is that
FIG. 1. An example of the deviation function ϕ∞(δ). The
one shown here was computed for a freely falling observer on
a Schwarzschild black hole at coordinate distance r = 30M .
In the absence of any relativistic effect, the function ϕ∞(δ)
would trivially reduce to ϕ∞ = δ − pi, shown in dashed lines.
But the adjunction of aberration (since the observer is freely
falling) and light deflection modify it, only slightly away from
the black hole (δ close to pi), or much more importantly to-
ward the black hole (δ close to 0 or 2pi). The black hole
angular radius is given by the first value of δ for which ϕ∞
diverges. Here, the function was sampled so as to include
values of |ϕ∞| slightly larger than 5pi, which is sufficient to
include any visible ghost images of stars in most situations.
it diverges for the extreme values of δ for which the func-
tion is defined, a fact that is recalled in Appendix A and
that is usually called the zoom-and-whirl effect [32].
Note that the two angles δ and χ are associated to
somewhat different contexts: δ is an angle defined by
a freely falling observer in the Schwarzschild metric,
whereas χ corresponds to an angle measured by a static
observer in Minkowski space whose origin and orientation
matches that of the Schwarzschild metric.
In practice, sampling this χ(δ) function necessitates a
few thousands of geodesics to be computed, i.e. a factor
between 102 and 103 less than the brute force computa-
tion of the previous section assuming million pixel sized
images. This situation is also enhanced by the fact that
it suffices to perform the computation in the equatorial
2 We implicitly neglect any parallax effect here.
8plane, so that, in practice, there is no need to consider
the θ and kθ variable in the ODE system (14–17,19).
Then, once this deflection function is computed, all
what we need to do rely on very simple trigonometric
operations for all each pixel of the screen and some search
in the deflection function χ(δ) pre-computed array. More
importantly, the deviation function will further be used in
the next section (through its inverse) in order to perform
a very clean rendering of the stars.
V. DRAWING THE STARS
The main drawback of the sky rendering above is that
it is not well suited to include point sources. A point
source such as a star will never appear as perfectly point-
like. Because of diffraction, a point source will always
appears as possessing a small but non zero angular size
typically of circular shape (with possibly diffraction pat-
terns) and can, in principle, belong to the pixellized ver-
sion of the celestial sphere. However, when distorting
the image of such a source, its appearance will also be
distorted. As is well known, amplification due to gravita-
tional lensing goes with a large amount of shear, so that
an initially circular pattern will become quite elongated.
This is not the way this source should appear because
given the actual smallness of a star angular size, even in
a strong lensing regime it should be considered a point-
like and its visual finite angular size would only result in
the optical distortions caused by the observation appa-
ratus. Consequently, it is not possible to consider stars
as “points” that would be “impainted” on the celestial
sphere, and stars (or any almost pointlike sources) should
be processed using a different procedure.
A. Direct ray tracing from interpolation
Since we work in a Schwarzschild metric, any direction
on the celestial sphere will possess an infinity of images
seen from any observer point of view, even though most
of these images will be extremely faint and close to the
edge of the black hole silhouette (see, e.g., [1]). Since the
metric is spherically symmetric, any geodesic is planar
and all the geodesics starting from the same point of the
celestial sphere and reaching the observer belong to the
same plane.
If we have some star catalog, what we know about a
given star is its position n∗ on the celestial sphere. We
also know the observer position within the metric, and
consequently we know the plane spanned by the observer,
the black hole and the star, as well as the angle between
the observer radial position and and star position, ϕ∗∞.
We can choose the orientation of the star-observer-black
hole plane so that ϕ∗∞ lies between 0 (observer is between
the star and the black hole) and pi (black hole is between
the observer and the star). We can now invert the pro-
cedure outlined in the previous section, with the extra
complication that for a given δ0 such that ϕ∞(δ0) = ϕ∗∞,
there exists other values of δ that we shall note δk such
that
ϕ∞(δk) = ϕ∗∞ + 2kpi. (44)
Those are the ghost images of the star. There exists an
infinity of such images as long as the function ϕ∞(δ) di-
verges (see Fig. 1), which is the case for the Schwarzschild
metric. These ghost images are not difficult to find nu-
merically as long as the function ϕ∞(δ) is accurately
sampled. We therefore can find without difficulty the
apparent position of any ghost image of any star.
B. Amplification
This being done, we know the direction under which we
see a given image of the star. However, because of both
aberration and lensing, the actual (microscopic) angular
area of the star will be different, and hence its luminosity.
In order to take account for this, we shall define two
directions very close to that where the star (or, in fact,
one of its image) is seen. Since we work here in the
observer’s frames, the directions we are talking about can
be expanded in term of the spacelike vectors Xµ, Y µ, Zµ
and can be considered as Euclidean three-vectors which
we shall write in bold notations and the direction into
which the (image of the) star is seen will be written n.
In order to define two directions infinitesimally close to n,
we choose one direction n′ that is different from n. This
can be for example either x or z (one may choose the
one among these two which has the smallest dot product
with n). Then, we compute
n⊥1 =
n ∧ n′
|n ∧ n′| , (45)
and then
n⊥2 = n ∧ n⊥1 . (46)
We then choose two small quantities δ1 and δ2 and define
n1 = n+ δn
⊥
1 = n+ δ1n
⊥
1 , (47)
n2 = n+ δn
⊥
2 = n+ δ2n
⊥
2 . (48)
Up to O(δ21,2) terms, these two vectors are units vectors
that are very close to n. Now, it is obvious that the solid
angle Ω spanned by three directions n, n1 = n + δn
⊥
1
and n2 = n+ δn
⊥
2 is given by the formula
Ω = n · (δn⊥1 ∧ δn⊥2 ) = n · (n1 ∧ n2). (49)
Equivalently, if we propagate the null geodesics which
originate from these three direction till the celestial
sphere, we obtain three direction on the celestial sphere,
n∗, n∗1 and n
∗
2 which span a solid angle Ω
∗ given by
Ω∗ = n∗ · (n∗1 ∧ n∗2). (50)
9With these notations, the amplification or de-
amplification factor f induced both by lensing and aber-
ration is simply written as
f =
Ω
Ω∗
. (51)
(This is, of course, nothing more than solving in this
particular context the relevant part of the optical scalar
equation, i.e., convergence, see, e.g., Ref. [33].) Comput-
ing this factor numerically is in fact not necessary. There
exists an analytical formula for amplification due to aber-
ration, and the deflection function χ(δ) (or, in fact, the
derivative of its inverse) allows after some algebra to ad-
dress the lensing part. However in practice this does not
allow to perform significant enhancement in term of CPU
time so that we won’t address this here but rather keep
it for future work.
C. Effective drawing of the star
In the two last subsections, we explained how to de-
termine the position of (the image of) a star on the ob-
server’s screen, in addition to its redshift and the amplifi-
cation of its light because of aberration and lensing. For
simplicity, we shall assume here that stars have a black-
body type emission whose temperature is given by their
spectral type (O and A being hotter, K and M cooler).
If one wants to compute the colour perceived by hu-
man eye a given light source (in term of, say, its RGB
coordinate of a computer screen), one has to know the
eye perception for each visible monochromatic frequency.
These data are called the spectral tristimulus values are
have been tabulated since a long time by the dedicated
authority, the International Commission on Illumination
(CIE) [34]. For simplicity, we assume that eye response
do not depend on light intensity, that is, we somewhat
questionably assume that the observer’s vision always
works in diurnal (photopic) mode rather than in low
brightness (scotopic) environment. This allows more col-
orful hues for stars than what we are used to. In any
case, if one starts from a light source with a given spec-
trum, one can compute the RGB values of this source by
using the trichromatic tables delivered by the CIE.
In practice, with the assumptions we make about the
star spectra, the procedure is the following:
1. Prior to launching the code, we have processed our
star catalog in order to transform each star’s spec-
tral type and magnitude in the V-band into a bolo-
metric magnitude m∗ and a surface temperature
T∗.
2. For each image of each star, we compute the corre-
sponding redshift z and amplification factor f .
3. We deduce that the star image possesses an appar-
ent (in the sense of observer-dependent) bolometric
magnitude and temperature given by
mobs∗ = m∗ + 4 log(1 + z)− log f, (52)
T obs∗ =
T∗
1 + z
(53)
4. With these new values, we compute the RGB values
of this image of the star.
This being done, we have to decide how to simulate
a pointlike light source with these RGB values. Since
the source is supposed to the pointlike, the most natu-
ral choice is to add to the pixel where the star image is
seen the RGB values of the star to that of the already
computed background. However, this naive assumption
quickly leads to difficulties. The reason is that there is
nothing that guarantees that the RGB values are smaller
than 1, i.e., that adding the star to this pixel will not sat-
urate it. If they are not, putting all the luminosity of the
star into a single pixel will truncate its true luminosity
to the maximum that a pixel can draw and many bright
star will have, in practice, identical magnitude because
of the limitations of a computer screen. Therefore, in
order to allow recovering the whole luminosity range of
observable stars, we draw them as extended blobs which
are several pixel wide. We have found that a pleasant
rendering is obtained if our blob intensity profile looks
like a truncated Gaussians both in R, G, and B colors.
This means that we impaint the already computed dis-
torted celestial sphere by those blobs, imposing that the
Gaussians are centered on the actual position of the star
(not necessarily at the center of the pixel they belong
to) and by choosing their size so that their integrated
flux corresponds to the one that has been computed. In
other words, the brighter the star, the larger the blob that
represents it. This procedure is inspired by the beauti-
ful pictures made by famous amateur astronomer Akira
Fuji (see, e.g., [35]) which are obtain by putting a diffus-
ing filter in front of the camera so as to artificially spread
a bright star images on some extended area of the pic-
ture in order to more faithfully reproduce the luminosity
contrast between faint and bright stars.
In order to reproduce the most satisfactory rendering
of the stars, some cooking is necessary here. For example,
its appears less artificial to saturate the centre of the
blobs that represent bright stars, so that its color is less
saturated than the edge of the blob which reproduces
more faithfully the star color. Also, it appears that when
performing videos, a faint stars slowly crossing the screen
appears more aesthetic if one imposes that its blob is
always at least a few pixel wide in diameter even if the
center of the blob is then not saturated.
Even if there are obviously some “artistic” choices
that are made here (apologizing in advance that not ev-
ery reader will agree with them!), we insist on the fact
that the really physically significant quantities that are
needed, mobs∗ and T
obs
∗ are computed as accurately as
possible, so that we have very carefully split the problem
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into its physical content (mobs∗ and T
obs
∗ ) and its repre-
sentational content (how to associate a colored blob to
these two quantities).
VI. DATA THAT ARE ACTUALLY USED TO
PRODUCE IMAGES
A. Background sky
For pedagogical purposes, a celestial sphere made of
a coordinate grid is by far sufficient. In what follows
we have defined a celestial sphere under the form of a
checkerboard structure of 5 degrees both in celestial lat-
itude and longitude. The two type squares (“light”) and
(“dark”) all correspond to black-body type emission but
with same temperature (8000 K) but different intensity
(a factor 4 between light and dark squares). In order to
avoid thinner and almost triangular squares toward the
pole, the polar regions are covered by discs of 5 degrees
in diameter which are both redder (T = 2000 K) and
brighter.
For aesthetic rendering and/or astronomical outreach
use, it is by far better to use a celestial sphere that
looks like a real one. The simple way to obtain this
is by using actual pictures of the sky seen from Earth.
Many such high resolution pictures of this exist. One of
the most famous is the one made by A. Mellinger some
time ago [36], at the same epoch as the one made by
S. Brunier [37]. Unsurprisingly, the latter was much ad-
vertised in French speaking countries, whereas the former
was mostly known in the rest of the world. Independently
however of the astonishing quality of these two pictures,
both suffer from the fact that stars are part of the pic-
tures in the sense that their appear to be impainted on
the celestial sphere. This is not satisfactory for the rea-
sons given in Sec. V.
For this reason, it is better to look for a full sky picture
of the celestial sphere whose individual bright stars have
been removed. This could presumably be done with some
dedicated software such as SExtractor [38], however this
could also be very simply achieved in a rather clean way
by the 2MASS collaboration which produced a starless
picture of the celestial sphere [39]. It seems that the pic-
tures is not actually “starless”, but that the luminosity
of each pixel was computed by averaging the luminosity
of the stars over some windows function. The picture ob-
tained in this way is of moderate size (2400×4700 pixels)
corresponding (once borders are removed) to a resolution
of around 4.8′ per pixel. This is a factor ∼ 5 coarser that
the natural resolution of human eye, however, for prac-
tical purposes, what is of interest is the ratio between
the digital resolution of the produced images and that
of the images that are used for rendering. If one con-
siders normal (for modern screen standards) pictures of
around 1280 pixel wide corresponding to a view com-
puted with an opening angle of 90 degrees, then the the-
oretical resolution of such a picture is around 4.2′ which
is only marginally better than the 2MASS picture, which
is therefore is sufficient for many purposes.
This picture suffers however from small but noticeable
problems. The most obvious one is that the lower border
is missing on a width of a few pixels, so that one has
to complete the missing part by some (rather arbitrary)
cosmetic procedure. The second one is that the 2MASS
project has observed the sky in the infrared bands and
the structure of the Milky way is somewhat affected by
this. The most noticeable difference comes from the fact
that there is far less absorption, especially in the direction
of the Galactic centre which appears much more regular
and more symmetric with respect to the Galactic plane
than in optical images. Also, since this picture is un-
avoidably made in false colors, the overall hue does not
correspond to visible image, notable the Milky way band
which is both brighter a has much more yellowish hue
than what human eye is used to. Finally, since the image
is already given in term of a planar projection and its
pixellization follows this projection3. When viewed in a
spherical context, then the underlying pixellization of the
image appears more or less elongated depending on the
direction of observation. This is particularly true at the
joining of the two edges of the pictures some quite visible
and unaesthetic patterns are visible on the bare image.
However, again, when adding a star catalog, those issues
are barely noticeable.
B. Stars
Regarding the stars, visual inspection of simulated im-
ages shows that the more stars, the more spectacular the
result is. We therefore need a large, uniform and magni-
tude limited catalog comprising at least several 104 stars.
We have chosen to use the electronic version of the
Henry Draper catalogue with its extension [41]. This cat-
alog comprises more than 250,000 stars. For high magni-
tudes, it is not uniform, some regions of the sky having a
deeper coverage (the Galactic anticenter, among others).
We therefore truncate up to some magnitude around 9.
After this, some handmade changes have to be performed
because the magnitude of some binary star systems are
not given, something which happens for some easily no-
ticeable stars such as β Lyrae.
For very high resolution images, we also have used the
ASCC catalogue of around 2.5 million stars [42].
C. CPU issues
With the described implementation, the typical com-
putational time for a single high resolution image is
3 Regarding this, it has to be noted that the 2MASS website claims
that it is an Aitoff projection but following the nomenclature of
Ref. [40], it rather seems to be an Aitoff-Hammer projection.
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usually split in equal proportion between the few thou-
sand geodesic calculation sampling the deflection func-
tion χ(δ), and drawing the stars pixel by pixel along the
lines described above. Typical images of one million pixel
initially computed at a twice larger resolution and then
smoothed needed in the first versions of our code needed
one minute of single CPU time to be computed. Assum-
ing one makes a movies at 25 of 30 frames per second,
one second of the movie can be computed in less than
half an hour, thus allowing to obtain a one minute long
movie in less than one CPU day.
In some situations however, most notably when large
portions of the sky experience a large blueshift (for ex-
ample, a freely falling observer within the horizon and
approaching the singularity or static observer close to the
horizon), the CPU time is dominated by the star drawing,
something which is far from being optimized, thus reduc-
ing the length of the movie that could be made in one
CPU day. However, we did not meet any critical CPU
issues here. Moreover, since any frame can be computed
independently of the others, we did not have any need of
parallelization. It was in practice simpler to launch by
hand our code to compute a few hundreds of frame per
computer, and then to split the not so numerous hard-
to-compute frames after they had been identified.
D. An example
We have computed several images in various context,
so as to highlight this or that special or general relativis-
tic effect. They are not essential to the discussion here,
but since they at least are of obvious pedagogical inter-
est, we give several examples in Appendix B. We shall
here in Fig. 2 give only one example of a high resolution
picture including a realistic background celestial sphere
and a deep star catalog.
VII. ADAPTING SIMULATIONS FOR
PLANETARIUMS
In addition to their obvious mathematical/physical in-
terest, an obvious use of astronomical simulations is for
popular science shows, especially for planetarium since
those are since more than a decade built upon a fully
digital projection system. Since special and general rel-
ativistic effects are more spectacular close to the black
hole horizon, which is therefore sustained by a large an-
gular diameter, hemispherical projection are most natu-
rally adapted to full-dome projection. For the purpose,
we need to provide still frame or movies using the image
format that is widely used in this field, the Domemas-
ter format. Those are high definition (typically 4k×4k,
or even 8k×8k square images whose largest incircle cor-
respond to a half sphere. pixel distance with respect
to the center of the image is proportional to colatitude
and angle between a given ray and a downward half-line
FIG. 2. A example of an image computed using the methods
outlined above, using the false color 2MASS full sky starless
picture as well as the Henry Draper catalogue of stars. The
black hole is put in front of the Large Magellanic Cloud, and
specifically aligned with a 7.5 mag star (HD 49359) which is
strongly lensed and appears as a two stars at equal distance
but opposite position with respect to the black hole.
starting from the center of the square represent latitude.
The pixel that lies at the middle of the inferior side of the
square is in front of the audience and the pixel in the mid-
dle of the upper side of the square in behind it. Although
the audience can look at any point of the planetarium
screen, the most comfortable part to look at extends till
around 60 degrees away from point of 60◦ colatitude and
0◦ longitude.
Regarding the rendering of the celestial sphere ex-
plained in§IV, the procedure here is exactly the same,
except that Eqns (2, 3) have to be changed according to
the above description of the Domemaster format, which
amounts to change the relation between the pixel dis-
tance from the center of the screen to a given pixel with
the angular separation between their associated direc-
tions (i.e., Zµ and Nµ with the notations defined above).
Those two equations are therefore rewritten as
i =
S + 1
2
− S
pi
θ
sin θ
XµN
µ, (54)
j =
S + 1
2
− S
pi
θ
sin θ
YµN
µ, (55)
where S is the number of pixel of any side of the square
image (typically 4000 or 8000), and θ is the angle between
Nµ and Zµ, i.e., θ = arccos(−NµZµ). Note that this
transform does not only work for pixels belonging to the
square incircle, but to all the pixels of the square image.
Inverse transform follows immediately from Eqns (54–
55).
Drawing the stars involves a slightly tweak with respect
to §V an more specifically §V C. This time, we want that
the star appears as a circular blob with respect to the sky
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coordinates and not the pixel coordinates of the picture.
Therefore, we proceed using a supplementary step:
1. From the star overall luminosity computed includ-
ing the Doppler, amplification and lensing effect
described above, we define the angular size of the
blob that represents the star, after having chosen a
normalization for this (i.e., a 1stmagnitude star is
represented by a blob of given angular size).
2. Then, we compute the position of the star in pixel
space as before.
3. Further, we focus on the square region in pixel
space centered on the star position and including
all the pixels with angular separation (in real space)
smaller than the assumed star size.
4. Finally, for each of the pixels in this region, we com-
pute the angular separation (in real space) between
the pixel center and the star position, and we draw
the star according to its luminosity profile we have
chosen (truncated Gaussian, or whatever else).
When looking at picture on a flat screen, stars will
appear as elongated orthogonally to the radial direction,
but when projected into a planetarium, they will appear
as a circular blobs for observers sitting close to the center
of the hemisphere. Observers sitting closer to the edges
of the planetarium will experience some distortions, but
this is the case for any picture projected that way. An
example of picture computed for planetarium is given in
Fig. 3.
VIII. DELINEATING AND CROSSING THE
HORIZON
As long as the observer lies outside the horizon, any
calculation can be done in the standard Schwarzschild
coordinates, although this is not necessarily what we do
in practice. Such a coordinate choice is no longer possible
when the observer is within the horizon since all the null
geodesics he or she intersects have crossed the horizon
and consequently have locally necessitated to use another
coordinate system, see §III B. However, apart from this,
the procedure is the same: we compute the deflection
function, and then we perform the drawing of the celestial
sphere and of the stars.
We present in Fig. 4 three views of a radial geodesic
trajectory starting from infinity and plunging into the
black hole. Several interesting features seen in those im-
ages deserve an explanation:
• Firstly, if we consider the natural case of a freely
falling observer with zero angular momentum and
zero velocity at infinity (so that this observer’s ve-
locity is TµI ), the angular size of the black hole is
rather small at horizon crossing. This comes from
the fact that an observer who is about to cross the
FIG. 3. An example of a 4k×4k picture computed for plane-
tarium projection. It shows the view of an observer at the last
stable orbit around a Schwarzschild black hole (i.e., r = 6M),
looking at the front direction, corresponding to 45 degrees
above the horizontal edge of the planetarium, which here cor-
responds to the pixel (rounded down) (2000, 3000). The curi-
ous reader is encouraged to search for usually easy to recog-
nize stars or constellations such as Ursa Major, Orion, α Boo,
α Sco and α CMa, but it is quite involving due to the high
velocity (c/2) causing significant luminosity and colour distor-
tion to the familiar star background, as well as strong aber-
ration and light deflection which severely affect the angular
distance between stars.
horizon has a very large relative velocity with re-
spect to a static observer close to the horizon. This
means that the view seen by the former experi-
ences a very strong aberration phenomenon with
respect to the view seen by the latter, thus drasti-
cally reducing the black hole angular size. In order
to determine the angular size of the black hole, one
needs to consider a geodesic endowed with the crit-
ical impact parameter |L/E| = 3√3M . As long
as r > 3M , the geodesic that delineates the hori-
zon must have the above mentioned critical param-
eter, and must have almost reached the r = 3M
region before bouncing back toward the observer.
Therefore, it must be an outgoing geodesic, i.e.,
their kr component must be positive. For r < 3M ,
the geodesics that start from null infinity and that
reach the observer must be ingoing, i.e., their kr
component must be negative. Without loss of gen-
erality, we can define a null geodesic under the
form, following Eq. (42):
kµ = ω (Tµ + cos δRµ + sin δΘµ) , (56)
ω corresponding to the observed wavenumber of the
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associated wave. Without loss of generality, we can
choose the kθ component to be positive, so that
0 ≤ δ ≤ pi. Moreover, any geodesic starting for the
observer’s initial region past null infinity must have
a positive frequency, which amounts to say that
E
ω
= 1− cos δ
√
2M/r > 0. (57)
This constraint is always true when r > 2M , but
has to be checked when r < 2M , something we
will address in the next Section. Finally, the kr
component of the geodesic is
kr = ω(cos δ −
√
2M/r). (58)
Therefore, following the previous discussion, we
shall choose check that the sign of kr is compat-
ible with the above criteria. These constraints be-
ing set, we need to compute the general solution of
the equation L/E = 3
√
3M for the null geodesic
we consider here. With the above definition of kµ,
this amounts to solve equation
r sin δ
1−√2M/r cos δ = 3√3M. (59)
Defining u ≡ r/M and solving the equation of the
variable tan(δ/2), we find
tan(δη/2) =
u+ η
√
u2 − 27 (1− 2u)
3
√
3
(
1 +
√
2
u
) , (60)
where η = ±1. The term within the square root in
the numerator of Eq. (60) is bigger than u when u
is smaller than 2, so that the numerator is positive
when η > 0 whichever value of u, and is negative
when u < 2 and η < 0. Regarding the denomina-
tor, it is always positive. Therefore, tan(δη/2) is
negative when both u < 2 and η < 0, so that this
part of the solution must be discarded. Further,
one can show (or check after plotting the functions
as calculations are less straightforward) that the
solution δ+ is not outgoing when r > 3M and are
therefore excluded, and so is δ− when r < 3M as it
is not ingoing. Further, Eq. (57) is always valid for
all remaining solutions, so that, taking into account
the fact that the term under the upper square root
of Eq. (60) can be factored by (u−3)2, the allowed
solution reduces to
tan(δ/2) =
u− (u− 3)
√
1 + 6u
3
√
3(1 +
√
2
u )
. (61)
The physical interpretation of δ is simple. From
an infalling observer point of view, a null geodesic
of wavevector kµ has an angular separation of δ
with respect to the radial outgoing direction Rµ.
At horizon crossing, u = 2 and
tan(δhor/2) =
2
3
√
3
, (62)
so that
cos δhor =
23
31
, (63)
leading to an angular diameter of the black hole
silhouette of 2 arccoshor δ ∼ 84.2 degrees. Such
angular diameter would correspond, in Euclidean
space, to that of a sphere seen at a altitude of
1/ sin δhor − 1 ∼ 0,49 times its radius. Coinciden-
tally, such “altitude” in the Schwarzschild metric
(r = 3M) corresponds to that where a static ob-
server sees the black hole silhouette encompass ex-
actly the half of the celestial sphere, just as if one
had landed on the perfectly dark surface, see mid-
dle part of Fig.20 in Appendix B.
• Secondly, soon before hitting the singularity, the
same calculation gives the simple result
cos δsing = 0, (64)
leading to an angular diameter of 180 degrees. In
other words, hitting the singularity happens when
the black hole silhouette fills exactly half of the
celestial sphere, just as what would happen in a
Euclidean space should one land on the surface of
the spherical body.
• Thirdly, the celestial sphere is never very dark be-
fore horizon crossing. In order to see this, one
simply has to notice that, as already stated, the
scalar product Tµk
µ = ω correspond to the ob-
served wavenumber, whereas the constant of mo-
tion E corresponds to the wavenumber measured
by a static observer at infinity. Therefore, the shift
between the observed and the initial frequency is
1
1 + z
=
ω
E
=
1
1− cos δ√2M/r . (65)
The redshift therefore takes the simple expression
z = − cos δ
√
2M
r
. (66)
Whatever value of r one considers, the maximum
redshift is unsurprisingly obtained to radial ingo-
ing radiation (δ = −pi, i.e., cos δ = −1 and is 1 at
horizon crossing. The redshift of the radiation de-
creases to 0 in the orthogonal direction cos δ = 0)
and any direction closer to the black hole shows
blueshifted radiation, the most blueshifted being
the closest to the black hole silhouette, i.e., for
δ = δhor, for which z = −23/31.
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It is only when the observer is deep within the
horizon that the maximum redshift significantly in-
creases, taking the value z =
√
2M/r for radial
ingoing radiation. However, orthogonal directions
still exhibit a zero redshift, but the region where
redshift is moderate (between 0 and 1, say) be-
comes increasingly small as one approaches the sin-
gularity since it is bound to the shell of inner and
outer radius pi/2 and pi/2+arcsin
√
r
2M . The max-
imum blueshift is again obtain for the largest al-
lowed value of cos δ, which is the one for which
L/E = 3
√
3M The value of δ for which this holds
tends to pi/2, which allows to approximate Eq. (59)
as
3
√
3M ∼ r
1− cos δ
√
2M
r
=
r
1 + z
, (67)
which gives
1 + zmin ∼ r
3
√
3M
. (68)
Therefore, soon before hitting the singularity, only
a very thin ring of directions shows a blueshift, but
the maximal blueshift diverges. Consequently, the
last sight of the Universe seen by a freely falling
observer is a very thin but also very bright ring
of light, whose angular diameter is approximately
pi. Within this ring, everything is perfectly dark
as it corresponds to the black hole silhouette, and
outside this ring, the sky appears to be very dark,
being highly redshifted.
IX. EXPLORING THE MAXIMAL ANALYTIC
EXTENSION OF THE METRIC
A. Looking at the other asymptotic region
(region III)
From the Carter-Penrose diagram, it is obvious that
an observer in region I cannot see anything of region III
because the latter is not in the past lightcone of the for-
mer. The situation changes when the observer enters
into region II because parts of both regions I and III are
then in his/her past lightcone. A first obvious question
one might ask is how this region looks like from such
observer. For the sake of simplicity, we shall consider
the simpler case of a freely-falling observer starting from
region I with zero velocity at infinity.
The above framework can be adapted almost without
much modification to the maximal extension of the met-
ric. Indeed, once one is able to integrate backward a
geodesic reaching an observer in region II and that had
started from past null infinity of region I, there is no dif-
ficulty in doing so with geodesics originating from past
null infinity of region III. Actually, any null geodesic that
FIG. 4. Three views of a radial geodesic trajectory plunging
into the black hole. Top and middle image show the front view
just before and just after horizon crossing. As expected, no
visual hint allows to decide easily whether or not the observer
has crossed the horizon. Bottom image shows the side view
soon before hitting the singularity (r ∼ 0.1M). We provide
for this last picture a view with a coordinate grid only, so as to
better emphasize the thinness of the blueshifted region. This
representation also highlights that our celestial sphere grid,
which lies at infinity, actually appears to be at decreasing,
finite distance, falling on the observer.
15
penetrates into region II can be cast under the form of
Eq. (56), and it will originate from region III if two con-
ditions are satisfied: (i) its constant of motion E must
be negative since in region III, t is a past oriented time-
like coordinate, so that kt = dt/dp < 0, and, (ii) that
its impact parameter |L/E| is smaller than the critical
value of 3
√
3M since this condition is always mandatory
for a geodesics originating from past null infinity of any
asymptotically flat region to be absorbed by the black
hole. The edge of region III is therefore, as in the case
of region I, delineated by geodesics of impact parameter
equal to 3
√
3M . We can, without loss of generality, im-
pose that L/E = 3
√
3M , which imposes to take L < 0
since E is negative. Therefore, this amount to solve the
same equation as previously, but with −pi ≤ δ ≤ 0, for
which one has tan δ/2 ≤ 0 and further take the opposite
value of δ so as to recover the case where 0 ≤ δ ≤ pi.
Following the previous discussion, this amounts to only
consider the above part of the solution −δ− when u < 2,
a result that makes sense since region III is seen only
when one enters into region II. In the end, we have
tan(δIII/2) =
1
3
√
3
−u− (u− 3)
√
1 + 6u
1 +
√
2
u
, (69)
a value which ensures that, as requested, cos δIII >√
u/2 whenever u < 2. In order to check this, let
us define cosµ ≡ √u/2. The requested inequal-
ity, cos δIII >
√
u/2, is equivalent to tan2(δIII/2) <
tan2(µ/2). Given the second order equation verified by
tan2(δIII/2), we have (1 +
√
2/u) tan2(δIII/2) =
√
2/u−
1− (2u/3√3) tan(δIII/2) ≥
√
2/u− 1. But we have also
tan2(µ/2) = (1 − cosµ)/(1 + cosµ), which is equivalent
to (1+
√
2/u) tan2(µ/2) =
√
2/u−1, a value that is pre-
cisely the upper bound of (1 +
√
2/u) tan2(δIII/2), which
completes the proof.
Now, when δ = 0, L is also equal to 0, so that region III
correspond to any value of δ smaller than δIII. The above
equation immediately tells that tan(δIII/2) = 0 at hori-
zon crossing (r = 2M), which amounts to say region III
reduces to a single point when it becomes observable
just after horizon crossing. Then, tan(δIII/2) grows al-
most linearly as r decreases (expanding the above rela-
tion gives δIII = 3
√
3(2− u)/8 +O((2− u)2) and reaches
1 at r = 0, which means that region III now encompasses
a circular region of angular radius pi/2. In other words,
both regions I and III seem to join each other when the
observer reaches the singularity, and the remaining part,
which corresponds to geodesics originating from region II
occupies a narrow shell which roughly is a great circle in
the sky. The angular size of regions I and III are shown
in Fig. 5.
Within what is seen from region III the angular dis-
tortion have a similar behaviour to those of region I.
The deflection function is zero in the front direction,
and strongly increases as one approaches the edges of
FIG. 5. Diagram showing which of region I, III or black hole
silhouette is seen as a function of angular separation between
the front direction of a freely falling observer with zero ve-
locity at infinity. Region I is always seen and decreases in
size till it occupies half of the field of view at the singularity.
Region III is, as expected, invisible outside the horizon and
steadily grows afterward, till it reaches the half of the field
of view. Black hole silhouette, or, in this context, geodesics
originating from past singularity (region II) forms a shell be-
tween the two region, a shell that becomes infinitely thin as
one approaches the singularity.
region III, leading to an infinity of closely packed mul-
tiple images of the celestial sphere. An example of the
deflection functions of both region I and III is show in
Fig. 6.
FIG. 6. An example of both deviation functions ϕ∞(δ) of
regions I and III as seen by an infalling observer at r = M .
The server is still far, in term of coordinate distance, from the
singularity, so that both regions have significantly different
size, however, the deflection function are already quite similar.
An even less intuitive feature is how the redshift of re-
gion III evolves, both as a function of the angular distance
to the central direction and of the coordinate distance.
In this case, a slight difference arises with respect to null
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trajectories originating from region I. Indeed, if one as-
sumes that a photon is sent from a static observer of
four-velocity uµstat,III at past null infinity of region III, the
photon wavenumber will be given by ωIII = u
µ
stat,IIIgµνk
ν .
Assuming that this distant observer is static amounts to
say that the only non zero component of its four-velocity
is the time component, so that we have ωIII = u
t
stat,IIIE.
Moreover, since in region III, t is a past-oriented timelike
coordinate, utstat,III = −1, so that the wavenumber is
ωIII = −E. (70)
Now, according to Eq. (56), ω corresponds to the ob-
served wavenumber from the point of view of the infalling
observer originating from region I, so that the frequency
shift is ω/ωIII = ω/(−E). Consequently, the redshift or
blueshift of the radiation is given by
z = cos δ
√
2M
r
− 2. (71)
If we consider first the ”front” direction δ = 0, there is
an infinite blueshift at horizon crossing since z = −1.
Further, when r decreases, z increases, becomes equal to
0 at r = M/2 and tends to infinity afterward, a situation
that qualitatively mimics what happens for radial ingoing
radiation coming from region I. Moreover, since cos δ >
0, the redshift decreases as δ grows, so that region III
appears as a disk whose center is dimmer than the edge.
The center of the disk has a diverging redshift as r goes to
0, whereas its edge experiences a blueshift, which, when
δIII approaches pi/2 approaches 1 + z ∼ u/3
√
3, a value
that, again, matches what the same observer sees with
region I (see Eq. 68).
It might seem unexpected that regions I and III are
seen almost identically from an infalling observer origi-
nating from region I, however, there is a rather simple
explanation to this. First, what we have found here is
identical to what a freely falling observer from region III
would see, after exchanging in our results region I and
region III. If we note by TµIII this new freely falling ob-
server’s velocity, then TµIII has the same components as
TµI except for the t one, which is of opposite sign since t
is a past directed timelike coordinate in region III. Con-
sequently, the dot product between the two infalling ob-
servers is
T IµT
µ
III =
2M
r + 1
2M
r − 1
. (72)
This quantity can be seen as the Lorentz factor of a boost
one must perform to go from one velocity to the other.
This Lorentz factor is infinite at horizon crossing. This
explains why region III appears infinitely blueshifted
from the point of view of observer TµI , whereas is it mod-
erately redshifted for observer TµIII (such observer sees
region III at horizon crossing exactly the same way ob-
server TµI sees his own region I at horizon crossing). Now,
as both observers move ahead within the horizon, their
relative Lorenz factor decreases toward 1, which means
that the two observers have a more and more similar per-
ception of the two regions. Consequently, region III seen
by observer TµI is very similar to the same region seen by
observer TµIII, which by definition is seen in the same way
as region I by observer TµI , which explains why the two
regions look more and more identical by this observer, as
exemplified in Fig. 7.
So far, regions I and III are seen in an asymmetric way
since we dealt with a freely falling observer coming from
one of those regions. A natural question that arises is
what happens in the most symmetric case, that is when
the t component of the observer four-velocity is 0 once in
region II. This amount to consider an observer in region II
with a four-velocity given by
TµII =

0
−
√
2M
r − 1
0
0
 . (73)
We then consider the tetrad with this four-vector, the
vectors Θµ and Φµ already defined in Eq. (9) and the
“radial” vector
RµII =

1√
2M
r −1
0
0
0
 . (74)
We can, as before, define a null vector crossing this new
observer’s worldline as kµ = ω(TµII + cos δR
µ
II + sin δΘ
µ.
δ = 0, pi correspond to the radial null trajectories origi-
nating from regions I and III, respectively. The most off-
radial null trajectories originating from those two regions
are those of impact parameter 3
√
3M which correspond
to an angle given by
u tan δ√
2
u − 1
= 3
√
3. (75)
Therefore, at the edge of region II (i.e., r close to 2M),
both regions I and III appear as a point whose redshift
is given by 1/(1 + z) = 1/(
√
2M/r − 1| cos δ|), i.e., an
infinite blueshift. Further, as this observer goes toward
the singularity, both regions I and III experience the same
behaviour as previously described for infalling observers
from regions I and III.
B. Looking at the “white hole” (region IV)
1. From outside the horizon
When considering the maximal analytic extension of
the Schwarzschild metric, one usually assumes that noth-
ing emerges from the past singularity, however, nothing
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FIG. 7. Three views of the maximal analytic extension of
the metric. Top view shows the appearance of region III just
after horizon crossing (r ∼ 1.994M). Region I and region III
look very different, as region III is an almost pointlike, in-
finitely blueshifted point, whereas region I, that surrounds
the silhouette of the black hole is of large but finite blueshift
on its edge and moderate redshift in its center (behind ob-
server, not shown). Middle image show the view of region III
at r ∼ 0.8M , where darkening of central part of region III is
visible, whereas its edge are blueshifted. Bottom image is a
side view seen by an infalling observer close to the singularity
(r ∼ 0.1M). Region I, from which the observer originates,
is on the right, and is identical with bottom view of Fig. 4,
whereas region III is on the left. These two regions appear
more and more identical as the observer approaches the singu-
larity (see text). Celestial spheres of both regions were taken
to be a coordinate grid so as to better illustrate the fact that
they look more and more the same (in term of distortion) as
the observer is moved toward future singularity.
prevents from computing geodesics originating from it
and map what an observer can see from this singularity.
Since there are no bound null geodesics, an observer will
cross either (i) null geodesics originating from past null
infinity of either his/her own region (if the observer is
outside the horizon), or from any of the two asymptotic
regions (if the observer has entered into the black hole),
or (ii) null geodesics originating from the past singular-
ity, i.e, region IV. If we want to include such geodesics,
we simply need to assume that the past singularity emits
some light whose spectrum depends on both the direction
θ, ϕ and the there spacelike coordinate t.
If one neglects the t dependence of the outgoing radia-
tion, it is rather easy to guess what an observer would see
outside the past horizon. Assuming an observer whose
four-velocity is only along the radial direction (i.e. it
is equal to TµI ), the outgoing radial null geodesic does
not experience any deflection since it has zero angular
momentum. Therefore, this direction of the white hole
shows the radiation emitted from the same θ and ϕ as
the observer lies. Conversely, close to the edge of the
white hole, when outgoing radiation has an impact pa-
rameter (measured at future null infinity almost equal
to, although smaller than 3
√
3M), the outgoing radia-
tion experienced an arbitrarily large deflection, and the
deflection decreases with the impact parameter. Conse-
quently, the observer will see a series of copy of the white
hole emission region, or, if one considers the t dependence
of the emission, a series of rings of variable t. The de-
flection function together with a view of the white hole
region seen from an observer at r = 20M are shown in
Figs 8–9.
FIG. 8. An example of all deviation functions of region IV
(as well as I) seen from an observer outside the black hole,
at r = 20M . As explained in the text, there is an infinity of
Einstein rings in what is seen of region IV. Also, because the
black hole silhouette is seen from far, the deviation function
is rather steep.
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FIG. 9. A view of the white hole region seen from a static
standard, observer at r = 20M . Observer’s asymptotic re-
gion is chosen to show the Milky Way, whereas white hole
“celestial sphere” is chosen to be a coordinate grid (i.e., we
do not assume any dependence with respect with the t coor-
dinate). We also removed any redshift information from this
region. The “multiple images” in the white hole region are
seen through the multiple views of the polar cap of the coordi-
nate system. Note that since the deflection function is rather
steep for close to radial outgoing trajectories, the coordinate
grid in the center of the black hole silhouette is significantly
shrunk.
2. From the future horizon (region II)
If one then considers an observer that has entered the
future horizon, then both regions I, III and IV are visible.
Region IV fills the empty space that existed between the
two asymptotic regions. The deviation function of re-
gion IV behaves differently as compared to the previous
case. The reason is that outside the horizon, the observer
can spot the purely radial outgoing null geodesic. This
is not possible within the future horizon as the observer
cannot intersect this geodesic any longer. Therefore, any
geodesic originating from region IV reaching region II
is non radial and has experienced some amount of de-
viation. Consequently, the deviation function has a lo-
cal extremum. On the edge of its domain of definition,
the deviation function still diverges as it corresponds to
geodesics which have exited the past horizon (either en-
tering into region I or III and which then bounced back
at r = 3M− after having experienced an arbitrarily large
deviation. An example of the deviation function is shown
in Fig. 10 and the corresponding view is shown in Fig. 11.
*** DIRE PLUS
FIG. 10. An example of all deviation functions in the com-
plete analytic extension of the metric, assuming that some-
thing emerges from the past singularity. As in Fig 6, the
observer is situated at r = M .
FIG. 11. A view of the white hole region seen from an in-
falling observer at r = M . The view is 45◦ away from radial
direction. As for previous image, region I, to the right, shows
the Milky Way, whereas region III, on the left shows (rather
arbitrarily) a CMB map.
3. From the past horizon
Another question one may want to address is what hap-
pens in the (rather academic) case of a very hypothetical
observer originating from the past singularity and still in
region IV. In this case, any direction of observation shows
null geodesics originating from the past singularity since
none of the other regions of the Kruskal extension are
in such an observer’s past lightcone. Very close to the
singularity, so that we can keep only the leading terms in
1/rn in Eq. (A2), a null geodesics follows the simplified
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equation (
dr
dp
)2
' 2ML
2
r3
, (76)
where p is an affine parameter of the geodesic. This
amounts to say that r initially varies as p
2
5 . From the
constancy of L = r2dθ/dp, we have θ − θ0 ∝ p 15 , and
applying the same procedure with the other constant of
motion E, we have t− t0 ∝ p 75 , where in both cases the 0
subscripts denote quantities evaluated at the beginning
of the geodesic. Therefore, an observer close to the sin-
gularity will have a past light cone that intersect only
a small portion of the singularity, both in term of the
angular and “time” dependence.
In order to use our formalism in the region, we need to
redefine vectors Tµ and Rµ, whose most natural choice
is then
TµIV =

0√
2M
r − 1
0
0
 , RµIV =

1√
2M
r −1
0
0
0
 .
(77)
We then consider the tetrad with this four-vectors, as
well as the four-vectors Θµ and Φ. As before, we shall
consider a hypothetical observer with four-velocity TµIV,
and consider null geodesics of four-wavevector kµ defined
in Eqns. (42,56) crossing his/her worldline
The amount of deflecting experienced by a null
geodesic between the singularity and an observer at some
robs < 2M is given by the formula
∆ϕ =
∫ robs
0
Ldr
r2
√
E2 +
(
2M
r − 1
)
L2
r2
, (78)
where E and L are the null geodesics associated constants
of motion. Setting u = r/M and defining the dimension-
less impact parameter b¯ = L/EM , we have
∆ϕ = sgn(L)
∫ uobs
0
du√
u4
b¯2
+ 2u− u2
. (79)
When b¯ = 0, i.e., a radial trajectory (or what will become
so after exiting the horizon, the deflection is 0, and the
absolute value of the deflection grows as b¯ grows since
the denominator in the integral is a decreasing function
of b¯. For an infinite value of b¯, which corresponds to a
trajectory whose dt/dp = 0, the above equation reduces
to
∆ϕ = sgn(L)
∫ uobs
0
du√
2u− u2 , (80)
whose solution is
∆ϕ = sgn(L)
(
arcsin(uobs − 1) + pi
2
)
, (81)
a value which tends to ±pi as r approaches 2M . Now,
the relation between the viewing angle δ and the reduced
impact parameter b¯ is, given our definitions of TµIV and
RµIV in Eq. (77), given by
b¯ =
L
EM
=
u
tan δ
√
2
u − 1
. (82)
For fixed tan δ, and hence a fixed observing direction,
the associated impact parameter decreases toward zero
as r approaches 2M , so that the observer sees geodesics
originating from almost the same θ and ϕ he/she is sit-
uated at, regardless on which direction he/she is looking
at. From a visual point of view, this translates into the
(rather unusual) features:
1. Very near the singularity (r  2M), the observer
sees only a small patch of the singularity, something
that is intuitive.
2. Far less intuitively, as r grows, a large part of
the field of view is occupied by neighbouring parts
of the singularity, whereas two opposite direction
(±∂/∂t) show a rapid variation of the region of the
singularity that is seen. Along these two directions,
the visual aspect of the angular coordinate grids
looks like as if we had projected a sphere along a
more and more elongated funnel.
3. When r <∼ 2M , almost all directions of observation
show the same angular part of the singularity, and
only two opposite directions show all the rest of the
angular part of the singularity, which is confined
within a decreasing angular size.
Four examples of deviation functions together with the
corresponding views are shown in Figs. 13,13. Of course,
FIG. 12. Deviation function for region IV seen from region IV
for four values of r. As explained in the text the deviation
function tends to a step function as r approaches 2M , which
translates into the confusing visual aspect of next Figure.
of choice of the observer’s four-velocity TµIV is somewhat
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FIG. 13. Set of views of region IV by an observer in region IV.
The four fisheye view are taken at r = 0.001M , r = 0.2M ,
r = 1.7M and r = 1.998M and toward the same direction.
When the observer ”takes off” from the singularity, only a
narrow part of it is seen (bottom left picture). Further, when
′ increases, the view of the singularity seems to become more
and more elongated along the ±∂/∂t direction (opposite view
is essentially identical to the one shown).
questionable because such observer’s trajectory is the
only one that does does not exit to horizon, as it directly
goes from region IV to region II when when its trajectory
reaches its “apex”, at r = 2M . One may prefer to con-
sider instead an analog of our freely-falling observer TµI ,
except that we want that this new observer originates
from the past horizon (and, hence, the past singularity)
instead of heading toward its future counterpart. This
amounts to change the TµI of Eq. (8) into
TµI′ =

1
1− 2u
+
√
2
u
0
 . (83)
The scalar product between TµI′ and T
µ
IV gives
TµI′TIV,µ =
1√
1− u2
, (84)
which means that the two observers have a larger and
larger relative velocity (equal to
√
u/2). Therefore the
views seen by observer endowed with four-velocity TµIV
and TµI′ become more and more different because of aber-
ration (and also Doppler shift, which we do not show in
the views of region IV). An example of this is shown in
Figure 14, to be compared to the bottom row of Fig. 13.
FIG. 14. Front (right) and rear (left) views at r = 1.7M (top)
and r = 1.998M (bottom) by an observer about to exit re-
gion IV to reach region I and who will then become a ZAMO
outgoing observer with zero velocity at infinity. The front
view is to be compared with the bottom row of Fig. 13: the
field of view is significantly shrunk. The transition between
the two is reasonably obvious for r = 1.7M , as one can follow
the displacement of the orange spot toward the center of the
view. However, for r = 1.998M the view, that was already
significantly shrunk toward the middle, is so much shrunk
again whereas is the same time the rear view completely un-
folds and encompasses the front view, so that one may think
that there is only a minor distortion at the very center of the
front view.
X. CONCLUSION
In this paper, we have outlined the main steps in order
to produce a correct rendering of relativistic ray tracing
in the Schwarzschild metric. Although this problem is
not new, we have obtained a very satisfactory (and, to our
knowledge, new) way to simulate correctly the render-
ing of stars without any significant increase of the CPU
time. This was made possible thanks to the spherically
symmetric character of the Schwarzschild metric. This
method does not rely on the specific projection scheme
one adopts for the viewing screen and is therefore very
well adapted for digital planetarium hemispheric projec-
tion.
One major drawback of the techniques presented here
is that they are still computationally intensive and do
not allow real-time rendering of the metric since even at
moderate resolutions, the CPU time is of several dozens
of seconds. Real-time rendering thus necessitates to re-
duce CPU time by a factor greater than 103, which is a
rather ambitious goal, the attainability of which will be
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presented in a future work.
Using these techniques, we performed a thorough ex-
ploration of the Schwarzschild metric. Many results were
already known, but we found several novel effects when
exploring the visual aspect beyond the horizon, and more
specifically when considering the maximal analytic ex-
tension of the metric, i.e., the Kruskal-Szekeres exten-
sion. In particular, we found that when one visualizes
the other asymptotic region, it appears at first infinitely
blueshifted when the observer crosses the horizon and
starts seeing it, but further, it is increasingly redshifted,
except on its edges which are blueshifted. Also, we stud-
ied the case of an observer originating from the past sin-
gularity of the metric and who witnesses very unusual vi-
sual effects, assuming that radiation originates also from
the singularity.
A natural follow-up of this work is to implement other
spherically symmetric metric, the most natural of which
being the Reissner-Nordstrom one, some result of which
will be presented elsewhere. Unfortunately, out fast
ray tracing method is less suited for the Kerr metric
or any other non spherically symmetric metric such as
the Papapetrou-Majumdar one. Some results regarding
these metrics will also be presented elsewhere.
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Appendix A: On the structure of null geodesics in
the Schwarzschild metric
We briefly recall here the different types of null
geodesics in the Schwarzschild metric as well as the pa-
rameters that allow to distinguish them.
A null geodesics described by wavevector kµ is charac-
terized by the trivial equation
gµνk
µkν = 0. (A1)
Using the constants of motion E and L2 defined in
Eqns (20,21), this can be rewritten
E2 − r˙2 = L
2
r2
(
1− 2M
r
)
, (A2)
where for simplicity r˙ denotes the r component of the
wavevector.
Such an equation can formally be seen as describing the
motion of a one dimensional particle along coordinate r,
with a total energy E2/2 and subject to a potential V (r)
given by
V (r) =
1
2
L2
r2
(
1− 2M
r
)
. (A3)
This potential goes to 0 at infinity and tends to minus
infinity when r goes to 0. It has a unique maximum at
r = 3M (regardless of the value of L2) whose value is
Vmax = L
2/54M2.
Consequently,
1. If E2/2 > Vmax, or, equivalently |L/E| < 3
√
3M ,
then the geodesic does not have any turning points
along the r coordinate and therefore its endpoints
are r = 0 and r = ∞. It originates from infinity if
and only if r˙ < 0.
2. If E2/2 < Vmax then the geodesics has its both
endpoints either at r = 0 or at r = ∞. In the
first case, it always lies within the [0, rmax < 3M ]
region and in the second case it always lies in the
[rmin > 3M,∞[ region. The values of rmax and
rmin are computed by finding the positive roots of
the third degree polynomial equation E2/2 = V (r),
the solution of which can be expressed in term of
moderately simple elementary functions which do
not matter here since if one has E2/2 < Vmax) a
geodesic originates from infinity if and only if one
lies at r > 3M .
3. The critical case |L/E| = 3√3M corresponds to
geodesics which are stuck at r = 3M or which
indefinitely spiral toward this value, either origi-
nating from r = 0 of from r = ∞. In practice
such geodesics never have to be taken care of since
numerical round-off error prevent from having this
exact value of the L/E ratio even if one tries to.
Moreover, the ratio |L/E| can be interpreted as some
apparent impact parameter for the geodesic [31].
From the shape of the effective potential, it is easy to
understand that if the observer is at r > 3M , outgoing
null geodesics that intersect his/her worldline can origi-
nate from past null infinity only if their impact parameter
is larger than the critical value bcrit = 3
√
3M . From the
observer’s point of view, there exists therefore a critical
angle which separates outgoing geodesics with b > bcrit
and b < bcrit. The former originate from past null in-
finity whereas the latter originate from the black hole
past horizon. Therefore, the deviation function ϕ∞(δ)
is bounded for the δ corresponding to such outgoing
geodesic with impact parameter larger than the critical
value bcrit. Moreover, outgoing null geodesics with an
impact parameter close but above bcrit will experience a
large deviation since, given the effective potential, the
value of dϕ/dr is given by
dϕ
dr
=
1
r
1√
r2
b2 −
(
1− 2Mr
) , (A4)
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a value which is very large when r ∼ 3M , b ∼ bcrit, be-
cause then geodesics on the potential hill when its slope is
very small. Consequently, geodesics which correspond to
the edge of the domain of definition of ϕ∞(δ) experience
a diverging deviation as shown in Fig. 1.
A similar reasoning also applies for an observer at r <
3M if we now consider ingoing geodesics with impact
parameter close to but smaller than bcrit.
Appendix B: Some images
The methods that we have outlined can now be imple-
mented to compute high quality images of black holes in
various situations, and to explore the unexpected variety
of special and general relativistic effects that one would
visually experience close to a black hole. For pedagogical
purpose, we shall try to isolate each of those effects one
by one.
1. Special relativistic effects only
In this subsection, we shall consider Minkowski space
only.
Let us assume an observer traveling at a constant ve-
locity v with respect to a reference observer whose celes-
tial sphere is well-defined. We note (t,x) a set of Carte-
sian coordinates for the reference observer and (t′,x′)
those of the second one. Up to some unimportant con-
stant, the second set of coordinates is expressed in term
of the first one as:
t′ = γ(t− x · v), (B1)
x′⊥ = x⊥, (B2)
x′‖ = γ(x‖ − vt), (B3)
where x‖ and x⊥ represent the parallel part and the per-
pendicular part of the spacelike coordinates with respect
to velocity v. As well-known, the last two equations can
be rewritten into a single one:
x′ = x− γvt+ γ
2
γ + 1
(v · x)v. (B4)
The associated Lorentz transform can be seen as the ma-
trix whose components are Λµν = ∂x
′µ/∂xν , which here
can be written (see Eq. (6))
Λµν =
(
γ −γv
−γv Id + γ2γ+1v ⊗ v
)
(B5)
From the point of view of the reference observer, a
wavevector kµ associated to a direction n has compo-
nents given by
kµ = ω
(
1
−n
)
. (B6)
In the second observer frame, the wavevector has the new
coordinates
k′µ = Λµνk
ν
= ω
(
γ(1 + v · n)
−n− γv
(
1 + γγ+1 (v · n)
) ) (B7)
≡ ω′
(
1
−n′
)
.
The direction n′ and frequency ω′ of the corresponding
photon seen from the second observer are therefore
n′ =
n+ γv
(
1 + γγ+1 (v · n)
)
γ(1 + v · n) , (B8)
ω′ = ωγ(1 + v · n). (B9)
Although it is not obvious at first sight, the vector n′ has
norm 1 as expected.
a. Aberration
Aberration describes the way the spacelike components
of a null vector are transformed during a Lorentz boost.
Its main effect is that the angle between some star and
the direction one is travelling to diminishes as velocity
increases. Starting from Eq. (B8) and denoting α, α′ the
angle between n and v on the one hand, and n′ and v
on the other hand, one has
cosα′ =
cosα+ v
1 + v cosα
, (B10)
so that, as expected,
cosα′ − cosα = v sin
2 α
1 + v cosα
> 0. (B11)
The relation between α and α′ can be inverted, either by
direct algebra or by noticing that it suffices to change the
sign of v in order to make the inversion make sense, so
that
cosα =
cosα′ − v
1− v cosα′ . (B12)
A few examples of the aberration effect are shown in
Figures 15,16.
b. Doppler
The frequency shift ω′ given by Eq. (B9) is more con-
veniently written in term of the angle α′ as it is the one
that is actually observed. It reads
ω′ =
ω
γ(1− v cosα′) . (B13)
23
FIG. 15. Aberration seen by an observer starting from a static
situation with respect to the celestial sphere (upper left im-
age) to v = 0.3 (upper right image), v = 0.6 (lower left im-
age), and v = 0.9 (lower right image). In all the pictures the
field of view is 90 degrees along the horizontal direction. The
“squares” delineating the celestial sphere are 5 degrees wide
both in latitude and longitude (see Section VI A). Eq. (B12)
can be checked by visual inspection of the number of squares
along the central horizontal band. The initial angular separa-
tion between the central part of the vertical edges of the im-
ages is 90, 117.8, 158.6, 244.1 degrees, respectively. The two
poles of the celestial sphere, which by definition are 180 de-
grees apart for a static observer are now, from Eq. (B10), only
51.7 degrees apart on the last image.
FIG. 16. Aberration seen by an observer travelling at v =
0.5 with respect to the frame where the celestial sphere is
defined (see Sec. VI A). Upper left image shows the front view,
followed by the right view (upper right) and rear view (lower
left). Without aberration, these three views should match the
static one, in the lower right corner.
One recovers the usual result that the frequency shift goes
between
√
(1− v)/(1 + v) and √(1 + v)/(1− v) when
going from the opposite direction to the direction of v.
Along the perpendicular direction (i.e., cosα = 0), the
frequency shift is γ−1, i.e., there is an observed redshift.
The region along which there is a blueshift if the one
where ω′ > ω, which corresponds to
cosα′ >
γv
γ + 1
, (B14)
which, in term of the angle α corresponds to
cosα > − γ
γ + 1
. (B15)
This means that when the velocity is large, the angular
size of the blueshifted region is increasingly smaller (the
lower bound on cosα′ increases), but corresponds to an
initially increasingly larger patch of the sky seen by the
first observer (the lower bound on cosα increases). An
example of the observed color change due to the Doppler
effect is shown in Fig. 17.
FIG. 17. Same as Fig. 16 above, but now including color
change due to Doppler shift. The bolometric intensity of each
pixel of the celestial sphere is kept unchanged, so that the
intensity changes that are seen are due to the variation of
sensitivity of the eye with respect to the variable temperature,
the loss of sensitivity being largest in the rear direction, where
the red spectrum peaks in the infrared domain and has an
intensity in the visible band that is exponentially suppressed
as redshift increases.
c. Intensity
In addition to the frequency shift, the Doppler effect
produces a variation of the overall intensity of a light
source. In the case considered here, where we assume
that our celestial sphere (and, later, the stars) have a
24
black-body emission, the bolometric luminosity varies as
T 4, where T corresponds to the temperature of the ce-
lestial sphere pixel or star of interest. Consequently, the
bolometric luminosity is modulated by a factor (1+z)−4,
where the redshift z is given by
1 + z =
ω
ω′
. (B16)
The intensity variation therefore varies of a factor [(1 +
v)/(1−v)]2 between the front and rear directions, a factor
which can be quite large for relativistic velocities (∼ 360
for v = 0.9), which make it difficult to represent on a com-
puter screen since with sRBG coordinates, the relative in-
tensity between the brightest pixel and the dimmest one
(for a fixed hue) is 12.92 × 255 = 3294.6. Note however
that such a factor is valid for the bolometric luminosity
only. Taking into account the eye response drastically
change this factor, although it does not improve much the
situation: a highly redshifted object become completely
invisible not because its bolometric luminosity decreases,
to the (1 + z)−4 factor but because almost all its energy
becomes radiated in the infrared domain which is not vis-
ible at all to a human eye. An example of the intensity
effect is shown in Fig. 18.
FIG. 18. Same as Fig. 16 and 17 above, but now including
everything. The luminosity gradient as one goes from the
front to rear direction is even larger than previously since, in
addition to that of the previous figure, it is modulated by an
extra (1 + z)−4 factor, which here, for v = 0.5, varies from 9
in the front direction to 1/9 in the rear one.
d. Amplification
When considering our checkerboard-like celestial
sphere, the total intensity of a given square relies on
the combination of its temperature change because of
the Doppler effect and its angular size change because
of aberration. This last part is computed implicitly by
the fact that the number of pixels which span the square
changes because of aberration. If we consider a star, then
only the Doppler term is known a priori. However, the
star is an extended object, although a tiny one, just as
our checkerboard is. Therefore, we must add to its inten-
sity change the amplification factor whose computation
is outlined in Section V B.
2. General relativistic effects only
a. Light bending
Let us now add a black hole to our scenery. An exam-
ple of the same picture with and without the black hole
is shown on Figure 19. The observer is looking toward
latitude −32.4 deg with respect to the coordinate grid we
use. the visualization parameters are the same as previ-
ously. From a visual point of view, the central region of
the picture, where we put the black hole, is now scattered
all around (and at some distance) of the black hole silhou-
ette. Therefore, the presence of the black hole somehow
pushes away the background image as compared to the
undistorted case. Between the distorted image of the ce-
lestial sphere lies a series of ghost images which we will
discuss below.
b. Gravitational blueshift
For any geodesic, the quantity E ≡ t˙(1 − 2M/r) is
conserved. If we denote by ω the t˙γ component of some
null geodesic, which means that the frequency of such
photon measured by an observer at rest and at infinity
will be ω, then the t˙γ component will be everywhere given
by
t˙γ =
ω
1− 2Mr
. (B17)
Now, if we consider a static observer outside the black
hole, the only component of his/her four-velocity will be
t˙obs = (1− 2M/r)− 12 . Therefore the frequency that such
observer crossing a null geodesic coming from infinity will
be
ω′ = gttt˙γ t˙obs = ωt˙obs = ω
(
1− 2M
r
)− 12
. (B18)
The corresponding blueshift that will be measured is
therefore
zgrav = −1 + ω
ω′
= −1 +
√
1− 2M
r
. (B19)
A few pictures on the increasing blueshift (and hence, the
increasing brightness) as a static observer approaches to
horizon is shown on Fig. 20
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FIG. 19. Comparison of a view seen by a static observer with
and without the presence of the black hole. In the latter case,
the observer lies at coordinate r = 30M . The black hole lies in
front of the most central dark square of the top picture. This
square is seen highly distorted surrounding the silhouette of
the black hole in the second picture. The two poles of the
coordinate grid are seen as secondary/ghost images between
the silhouette and the distorted black square, the south pole
ghost image appearing above and that of the north pole below.
Note that the second image is very slightly brighter than the
first one because we have included the gravitational blueshift,
which here takes the value z =
√
1− 2M/r − 1 ∼ −0.0339.
However strange it may look like, such picture is nothing more
than the visual translation of the deflection function shown
in Fig. 1.
c. Lensing
As it is obvious from the distortion of central dark
square of Fig. 19, the distortion of image induced by the
black hole also modifies the angular size of background
objects. This is the so-called gravitational lensing effect.
In order to illustrate it, we reproduce the second image
of Fig. 19 by modulating its intensity by the factor f
FIG. 20. Three views of the vicinity of the black hole as
seen by a static observer that stands at r = 4M , r = 3M ,
and r = 2.5M (from top to bottom). As is well-known, the
r = 3M radial coordinate corresponds to that where photons
can have (unstable) circular orbits around the black hole, so
that in practice the black hole silhouette spreads over a half
sphere for a static observer. Below this value of r, the sil-
houette no longer looks convex, but concave instead. The
increasing brightness as r decreases is due to the increasing
blueshift zgrav, which takes values ' −0.293, ' −0.423 and
' −0.553, respectively. Because of our choice of rendering,
highly blueshifted stars would have smeared the view of last
image, and have therefore been removed, and region I celes-
tial sphere was replaced by a coordinate grid which makes
more explicit the deformation at the edge of the black hole
silhouette.
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defined in Eq. (51). The result is shown in Fig. 21. As
is well known, the point of the celestial sphere which
happens to be exactly behind the black hole experiences
an infinite amplification, at least a long as one considers
geometric optics, and appears as an infinitely bright circle
around the black hole, i.e., the so-called Einstein ring.
The opposite point on the celestial sphere experiences the
same behaviour and can be seen much closer to the black
hole silhouette as shown in the accompanying Figure.
FIG. 21. An illustration of the amplification and de-
amplification phenomena induced by deflection of light. Stan-
dard calculation indicate that the region opposite to the black
hole is slightly de-amplified, whereas amplification increases
as one approaches the Einstein ring. Within the Einstein ring,
amplification decreases drastically and de-amplification kicks
in till one goes very close to the black hole silhouette (top
picture). Then, a tiny region of amplification appears, which
corresponds to the Einstein ring of the black hole anticenter.
Because the width on the second amplification region is ex-
tremely small, one needs a fairly large zooming factor in order
to see it (bottom picture, showing the upper left quadrant of
the black hole silhouette).
d. Multiple images
A star that lies close to the direction that is exactly
behind the black hole from the observer point of view
will show two distinct images, corresponding to light rays
that pass on each side of the black hole, while belonging
to the plane containing the black hole, the observer and
the star. These sets of double images can be easily spot-
ted on any image, especially when the star direction is
sufficiently close to the observer-black hole axis, so that
each star image experiences lensing. However, even when
this is no longer the case, double images can be spotted,
although with more difficulty. It is to be noted that be-
cause geodesics in the Schwarzschild metric are planar,
each star image lies on a great circle on which also lies
the null radial geodesic going from the observer to the
black hole. If one uses stereographic projection, these
three points lies along a straight line along the screen if
seen by a static observer. Figure 22 shows an example
of multiple image in a simulated, visually realistic astro-
nomical background. In some rare occasion, on can see
FIG. 22. A few examples of multiple images in an astronom-
ically realistic simulated view. In the upper left quadrant,
the circled pair of stars correspond to α and β Centauri, and
the single circled star is γ Crucis. In the lower left quadrant,
the the circled structure is the Small Magellanic cloud, the
Large Magellanic cloud being the very large U-shaped struc-
ture above and below the black hole silhouette. The bright,
circled star to in the right is α Carinae. Each pair of these
stars are, for one outside the Einstein ring (large circle around
the black hole silhouette), and for the other, inside. The only
exception is for a star that is almost exactly behind the black
hole, whose two image lie (almost) exactly on the Einstein
ring. This is the case for the highly lensed, otherwise anony-
mous mag 7 star HD49359. The circled star inside the Ein-
stein ring whose primary image is not seen is Sirius, whose
primary image is off-screen (too much to the right), but whose
secondary image is still easily visible despise de-amplification
thanks to the very low magnitude of the unlensed star.
more than two images of a given star. If the observer does
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not stand too close to the black hole, this occurs mostly
for stars that lie along the observer-black hole axis, as it
is the case for star HD49359 of Fig. 22. Zoomed-in ver-
sions of this view showing two extra ghost images of this
star are shown in Fig. 23. The amount of deflection a
FIG. 23. When zooming in between HD49359 primary or
secondary image and the silhouette of the black hole, one
sees two ghost images of this star, all of which lie within the
segment joining the previous two images.
light ray experience when approaching the black hole in-
creases indefinitely as its impact parameters approaches
the critical value 3
√
3M (see Fig. 1). Consequently, there
exists an infinite number of multiple images, all of which
appear increasingly close to the edge of the lack hole sil-
houette. Such images can be seen only if one zooms in
by a fairly large factor, as exemplified in Fig. 24.
FIG. 24. An example of the multiple image phenomenon in
the Schwarzschild metric. One starts with an image with a
90 degrees field of view, and each subsequent view (from left
to right, then top to bottom) has a zoom factor of around 4
with respect to the previous one, so that the last one has a
field of view around 160 mas. The first view shows the primary
image of the Galactic disk, as well as its first “C”-shaped ghost
image. The thin halo around the black hole corresponds to
the second ghost image. The 2nd view shows part of the first
ghost image of the disk, as well as the ghost image of the
Large Magellanic cloud. The second ghost image is now seen
to be slightly away from the edge of the black hole silhouette
(especially in the bottom part of the view). In the 3rd view,
one sees the first ghost image as a large band in the left of the
image, and the second ghost image is now clearly visible. It is
still visible in the 4th view, which also shows the third ghost
image. Note that each successive ghost image is alternatively
bright then dim because they correspond to opposite parts of
the Galactic disk, whose luminosity is not uniform. In the
5th view, the third ghost image has been broadened on the
left, whereas the fourth ghost image appears detached from
the edge of the silhouette. This fourth image is now quite
broadened on the 6th view, which show the fifth ghost image
of the disk, close to the edge of the silhouette. This fifth
ghost image is then seen on the 7th and 8th views, together
with the sixth ghost image, and, in the last view, the seventh
ghost image. Note that the number of stars decreases as one
zooms in, because of the finiteness of our star catalog. A
deeper star catalog would be obviously necessary for the last
views. Also, assuming that stars are pointlike sources may be
questionable here since at that resolution stars angular size
might possibly become visible, and make them appear as very
elongated thin segments.
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3. Combined effects
a. Circular orbits
One can combine special and general relativistic effects
by considering an observer who is moving around a black
hole. The simplest example corresponds to that of a cir-
cular orbit. As is well known, a timelike observer around
a Schwarzschild black hole experiences a radial potential
of the form
V (r) ∝
(
1− 2M
r
)(
1 +
L2
r2
)
, (B20)
where L is the observer angular momentum per unit of
mass. A stable circular orbit corresponds to the local
minima of V , which correspond of the largest of the roots
of equation
Mr2 − L2r + 3L3M = 0, (B21)
whose smallest value is r = 6M . For a fixed orbit ra-
dius, the observer’s four-velocity uµcirc is then given by its
constants of motion, with
L2 =
Mr
1− 3Mr
, (B22)
and
E ≡ gttutcirc =
1− 2Mr√
1− 3Mr
, (B23)
so that one has, assuming that the orbital plane lies
within the equatorial θ = pi/2 plane,
utcirc =
1√
1− 3Mr
, (B24)
uϕcirc =
Mr−
3
2√
1− 3Mr
. (B25)
The orbital velocity vcirc with respect to an observer sit-
uated at the same radial coordinate is then given by
ustat,µu
µ
circ = γ = (1 − v2circ)−
1
2 , where uµstat is the static
observer four-velocity, whose only non zero component is
utcirc = (1− 2M/r)−
1
2 . The velocity is then
vcirc =
√
M
r
1− 2Mr
. (B26)
Neglecting the denominator gives the well-known formula
of the non relativistic third Kepler law. For orbital radii
of r = 30M and r = 6M , the orbital velocity is therefore
vcirc ' 0.189c and vcirc = 0.5c, respectively. In order
to determine the maximum redshift and blueshift an ob-
server experiences, one has to combine the gravitational
redshift formula (B19) with the kinetic one (B13), the
combined redshift ztot being given by
1 + ztot = (1 + zgrav)(1 + zkin). (B27)
For an observer at r = 6M , the maximum blueshift (in
the front direction) is thus zmax =
√
2/3 − 1 ' −0.529,
and the maximum redshift (in the rear direction) is
zmin =
√
2 − 1 ' 0.414. Fig. 25 shows a comparison
between the side view seen by a r = 30M observer look-
ing toward the black hole, and the front view seen by a
r = 6M observer, both in circular orbit.
b. Non circular, non radial trajectories
Let us switch to geodesic non circular trajectories. Rel-
ativistic equivalent of Newtonian parabolic trajectories
correspond to trajectories with zero velocity at infinity
but non zero angular momentum L per unit of mass.
Simple algebra then show that periastron radial coordi-
nate is given by
rper
M
=
1
1
4 −
√
1
16 − M
2
L2
, (B28)
and velocity at periastron is
vper =
√
2M
r
. (B29)
Obviously, such a relativistic equivalent of a parabolic
trajectory has a periastron bounded by r = 4M , and the
maximal velocity at periastron is then v = c/
√
2. Now,
the trajectory in itself turns much more around the black
hole than a parabola because of the extreme relativistic
shift of periastron it experiences (the so-called zoom-and-
whirl effect), and the azimuthal angle shift between far
from the black hole and periastron is much bigger than
pi/2. Fig. 26 gives an example of an almost extremal
pseudo-parabolic trajectory.
One can also have trajectories which are the relativis-
tic equivalent of Newtonian hyperbolic trajectories. In
this case, a convenient set of parameters describing the
trajectory are the velocity at infinity and the impact pa-
rameter. Conversely, one can determine which is the min-
imum velocity at infinity, v∞, that allows to reach a given
value of the radial rper coordinate at periastron. After
some algebra, it appears that4 this is conveniently done
if we parametrize the periastron radial coordinate by the
quantity e, 1 < e < 3, such that
rper =
2(3 + e)
1 + e
M, (B30)
4 See Ref. [1] for more details.
29
FIG. 25. Comparison of two circular orbits, with radii
r = 30M (top) and r = 6M (bottom). In the first trajec-
tory, the velocity is weakly relativistic, so that special rela-
tivistic effects are moderate. The direction of motion, which
is on the right of the image, is only thus only moderately
brighter than the opposite one. On the contrary, there is a
very strong brightening in the second image, since the ob-
server is now subject to a large kinetic blueshift (since orbital
velocity is half of the speed of light here) and a significant
gravitational blueshift (since the observer is close to the black
hole). Similarly, the star background is fairly recognizable in
the first picture. One can for example spot a somewhat flat-
tened version of Orion constellation in the lower left quadrant
of the image as well as a flattened Taurus in the bottom cen-
tre. This is no longer the case in the second one, where even
familiar constellations are difficult to spot because the star
background is now so crowded. Large blueshift allows some
highly blueshifted cold stars to overcome the usually brighter
stars we are used to see. There are, for example, many more
bright, orange, stars (i.e., usually cold and faint stars) around
Ursa Major constellation in the upper right quadrant of the
image.
FIG. 26. Two views of an almost extremal pseudo parabolic
orbit, starting from infinity a zero velocity and angular mo-
mentum close to the minimum allowed value of 4M (see
Eq. (B28)). Top image corresponds to a view far from the
black hole, where the trajectory is close to radial. Bottom
image corresponds to a view earlier than, but very close to
periastron, at r = 4.02M . Local velocity, given by Eq. (B29)
is very close to c/
√
2, and velocity measured by a distant ob-
server, given by vinf = vper
√
1− 2M/r is very close to c/2.
Note that the azimuthal angle shift between the two view is
∼ 831 deg., much larger than the Newtonian analog which
should be slightly smaller than 180 degrees.
then the velocity at infinity must be greater than
v∞ >
√
e2 − 1
8
. (B31)
Equivalently, this minimum velocity can be expressed as
a function of rper/M :
v∞ >
√
4− rperM
rper
M − 2
. (B32)
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Figures 27 and 28 show two example of such near ex-
tremal pseudo-hyperbolic trajectories.
FIG. 27. Pseudo hyperbolic trajectory with a periastron ra-
dial coordinate of 3.5M , which necessitates a velocity at in-
finity at least larger than
√
2c/3 ∼ 141323 km/s (actual value
chosen here is very slightly higher). A velocity close to that
value is reached far from the black hole in the top view. Bot-
tom view is computed close to periastron. The black hole
mass is the same here as in the previous Figure, and the
proper time interval between first and second view is also the
same. Consequently, since bottom view in both figures are
close to periastron, top view radial coordinate is large in this
Figure than in the previous one because velocity far from the
black hole is larger. Black hole angular size is in addition
further reduced by the stronger aberration of this Figure, so
that it is barely visible (below the brightest central, orange
star). Note also that the background sky is much brighter, as
expected.
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