We prove a complexity dichotomy for complex-weighted Holant problems with an arbitrary set of symmetric constraint functions on Boolean variables.
I. INTRODUCTION
The Fisher-Kasteleyn-Temperley (FKT) algorithm [32] , [21] , [22] is a classical gem that counts perfect matchings over planar graphs in polynomial time. This was an important milestone in a decades-long research program by physicists in statistical mechanics to determine what is known as Exactly Solved Models [1] , [20] , [30] , [41] , [42] , [25] , [32] , [21] , [22] , [26] , [27] , [40] .
For four decades, the FKT algorithm stood as the polynomial-time algorithm for any counting problem over planar graphs that is #P-hard over general graphs. Then Valiant introduced matchgates [34] , [33] and holographic reductions to the FKT algorithm [36] , [35] . These reductions differ from classical ones by introducing quantum-like superpositions. This novel technique extended the reach of the FKT algorithm and produced polynomial-time algorithms for a number of problems for which only exponential-time algorithms were previously known.
Since the new polynomial-time algorithms appear so exotic and unexpected, and the problems appear so close to being #P-hard, they challenge our faith in the well-accepted conjecture that P = NP. Quoting Valiant [35] : "The objects enumerated are sets of polynomial systems such that the solvability of any one member would give a polynomial time algorithm for a specific problem. . . . the situation with the P = NP question is not dissimilar to that of other unresolved enumerative conjectures in mathematics. The possibility that accidental or freak objects in the enumeration exist cannot be discounted if the objects in the enumeration have not been studied systematically." Indeed, if any "freak" object exists in this framework, it would collapse #P to P.
Therefore, over the past 10 to 15 years, this technique has been intensely studied in order to gain a systematic understanding to the limit of the trio of holographic reductions, matchgates, and the FKT algorithm [33] , [3] , [4] , [10] , [37] , [11] , [24] , [28] , [29] . Without settling the P versus #P question, the best hope is to achieve a complexity classification. This program finds its sharpest expression in a complexity dichotomy theorem, which classifies every problem expressible in a framework as either solvable in P or #P-hard, with nothing in between.
Out of this work, a strong theme has emerged. For a wide variety of problems, such as those expressible as a #CSP, holographic reductions to the FKT algorithm is a universal technique for turning problems that are #P-hard in general to P-time solvable over planar graphs. In fact, a preponderance of evidence suggests the following putative classification of all counting problems defined by local constraints into exactly three categories: (1) those that are P-time solvable over general graphs; (2) those that are P-time solvable over planar graphs but #P-hard over general graphs; and (3) those that remain #P-hard over planar graphs. Moreover, category (2) consists precisely of those problems that are holographically reducible to the FKT algorithm. This theme is so strong that it has become an intuitive and trusty guide for us when we investigate unknown problems and plan proof strategies. In fact, many of the results in the present paper were proved in this way. However, one is still left wondering whether a holographic reduction to the FKT algorithm is a universal strategy for all such counting problems that are planar tractable but not in general.
We list some of the supporting evidence for this putative classification. These date back to the classification of the complexity of the Tutte polynomial [39] , [38] . It has also been an unfailing theme in the classification of spin systems and #CSP [23] , [12] , [9] , [18] . However, these frameworks do not capture all locally specified counting problems. Some natural problems, such as counting perfect matchings (#PM), are not expressible as a point on the Tutte polynomial, and #PM is provably not expressible as a partition function of spin systems (vertex assignment models) [16] , [15] , [31] . However, this is the problem for which FKT was designed, and is the basis of Valiant's matchgates and holographic reductions.
A refined framework, called Holant problems [13] , was proposed to address this issue. It is an edge assignment model. It naturally encodes and expresses #PM as well as Valiant's matchgates and holographic reductions. Thus, Holant is the proper framework in which to study the power of holographic algorithms. It is also more general than #CSP in the sense that a complete complexity classification for Holant problems implies one for #CSP.
In this paper, we classify for the first time the complexity of Holant problems over planar graphs. Our result generalizes both the dichotomy for Holant [19] , [6] and the dichotomy for planar #CSP [12] , [18] . Although the #CSP dichotomy does not resolve the complexity of #PM, planar tractable classes of #CSP are tractable due to holographic algorithms with matchgates, which essentially relies on counting (weighted) perfect matchings by FKT. On the other hand, #PM, even for d-regular graphs, is shown to be #P-hard under the Holant framework [19] , yet its planar tractability is not addressed in either [19] or [6] until the current work.
Surprisingly, we discover new planar tractable problems that are not expressible by a holographic reduction to matchgates and FKT. To the best of our knowledge, this is the first primitive extension since FKT to a counting problem solvable in P over planar instances but #P-hard in general. We consider this a primitive extension because it is provably not based on a (holographic) transformation to the FKT algorithm. Furthermore, our dichotomy theorem says that this completes the picture: there are no more undiscovered extensions for problems expressible in this framework, unless #P collapses to P. In particular, the putative form of the planar Holant dichotomy is false.
Before stating our main theorem, we give a brief description of the Holant framework [13] . Fix a set of local constraint functions F. A signature grid Ω = (G, π) is a tuple, where G = (V, E) is a graph, π labels each v ∈ V with a function f v ∈ F with input variables from the incident edges E(v) at v. Each f v maps {0, 1} deg(v) to C. We consider all 0-1 edge assignments. An assignment σ for every e ∈ E gives an evaluation v∈V f v (σ | E(v) ), where σ | E(v) denotes the restriction of σ to E(v). The counting problem on the instance Ω is to compute
For example, #PM, the problem of counting perfect matchings in G, corresponds to assigning the EXACTONE function at every vertex of G. The Holant problem parameterized by the set F is denoted by Holant(F).
At a high level, we can state our main theorem as follows. Note that here we restrict our focus on symmetric functions, which are invariant under permutation of arguments. Most natural combinatorial problems like counting vertex covers or perfect matchings can be encoded by symmetric functions.
The complete statement is given in Theorem III.1. The classification is explicit. The tractability criterion is decidable in polynomial time due to [11] , [7] . Tractable problems over general graphs have been previously studied in [6] . The planar tractable class includes both those solvable by holographic reductions to FKT and those newly discovered. Explicit criteria for these are also proved in this paper.
Let us meet some new tractable problems. They can be described as orientation problems, which are Holant problems after a complex-valued holographic transformation. Given a planar (multi)graph, we allow two kinds of vertices. The first kind can be either a sink or a source while the second kind only allow one incoming edge. The goal is to compute the number orientations satisfying these constraints. This problem can be expressed in the Holant framework under a Z-transformation. 1 It can be shown that this is equivalent to the Holant problem on the edge-vertex incidence graph where we assign the DISEQUALITY function to every edge, and to each vertex, we assign either the EQUALITY function or the EXACTONE function. Suppose vertices assigned EQUALITY functions all have degree k. If k = 2, then this problem can be solved by FKT. We show that this problem is #P-hard if k = 3 or k = 4, but is tractable again if k ≥ 5. The algorithm involves a recursive procedure that simplifies the instance until it can be solved by known algorithms, including FKT. This simplilfication process pins edges to fixed values, yet the final answer is still possible to be non-trivial as the pinning will end when the instance is solvable by known algorithms. The algorithm crucially uses global topological properties of a planar graph, in particular Euler's characteristic formula. If the graph is not planar, then this algorithm does not work, and indeed the problem is #P-hard over general graphs. 1 This transformation is Z = 1 1 i −i . It is common that one problem can be transformed to another over C while one or both problems are specified by real-valued constraint functions, and provably no transformation exists over R. Thus to study the classification question over complex-valued constraint functions is natural and proper. For example, the integer-valued orientation problem studied here, if expressed as Holant directly, is complex weighted.
More generally, we allow vertices of arbitrary degrees to be assigned EQUALITY. If all the degrees are at most 2, then the problem is tractable by the FKT algorithm. Otherwise, the complexity depends on the greatest common divisor (gcd) of the degrees. The problem is tractable if gcd ≥ 5 and #P-hard if gcd ≤ 4. It is worth noting that the criterion for tractability is not a degree lower bound. Moreover, the planarity assumption and the degree rigidity pose a formidable challenge in the hardness proofs for gcd ≤ 4. We note that these degree restrictions and planarity will not make new tractable instances vacuous, since there are two types of vertices and we do not lower bound degrees of those assigned EXACTONE. In addition, as common in the study of #CSP, we allow multigraphs as valid instances.
If the graph is bipartite with EQUALITY functions assigned on one side and EXACTONE functions on the other, then this is the problem of #PM over hypergraphs with planar incidence graphs. Our results imply that the complexity of this problem depends on the gcd of the hyperedge sizes. The problem is computable in polynomial time when gcd ≥ 5 and is #P-hard when gcd ≤ 4 (assuming there are hyperedges of size at least 3).
Most reductions in previous Holant dichotomy theorems [19] , [6] do not hold for planar graphs, so we are forced to develop new techniques. In particular, an important ingredient in previous proofs is the #CSP d dichotomy by Huang and Lu [19] . Here #CSP d denotes #CSP where every variable appears a multiple of d times. The very first step in the #CSP d dichotomy proof uses the pinning technique. Multiple copies of an instance are created and vertices are connected across different copies. This construction violates planarity. Moreover, this violation is unavoidable, a consequence of the new dichotomy. Due to our newly discovered tractable problems, the putative form of a planar #CSP d dichotomy is false when d ≥ 5. Nevertheless, we prove a dichotomy for planar #CSP 2 for which the putative form is, luckily for us, true (but not obvious in hindsight). A dichotomy for planar #CSP 2 is essential because it captures a significant fraction of planar Holant problems either directly or through reductions. We manage to prove the planar Holant dichotomy without appealing to planar #CSP d for d ≥ 3. The proof of the planar #CSP 2 dichotomy comprises the entire Part II of the full version [8] starting on page 63. A brief outline of the proof is given in Section IV. Among the concepts and techniques introduced are some special tractable families of constraint functions specific to the #CSP 2 framework. We also introduce a derivative ∂ and its inverse operator integral to streamline the proof argument. There is also an application of the theory of cyclotomic fields.
We began this project expecting to prove the putative form of the planar Holant dichotomy. It was determined that a planar #CSP d dichotomy would be both a more modest and attainable intermediate step as well as a good launch station for the final goal. However after some attempts, even the planar #CSP d dichotomy appeared too difficult to achieve, and so we scaled back the ambition to solve just d = 2. Luckily, a successful #CSP 2 dichotomy can carry most of the weight of a full #CSP d dichotomy, and, as it turned out, the putative form of the planar #CSP 2 dichotomy is true while that for planar #CSP d is not. Ironically, many steps of our proof in this paper were guided by the putative form of the complexity classification. The discovery of the new tractable problems changed the original plan, but also helped complete the picture.
Coming back to the challenge of the P vs. NP question posed by Valiant's holographic algorithms, we venture the opinion that the dichotomy theorem provides a satisfactory answer. Indeed, it would be difficult to conceive a world where #P is in fact equal to P, and yet all this algebraic theory can somehow maintain a consistent, sharp but faux division where there is none. (Consider the following Gedankenexperiment: #P is really equal to P, but the Supreme Fascist keeps scores on how much of #P we have learned to be in P. For every problem in this broad class that is yet unknown to be in P the SF lets we prove it #P-hard-a superfluous notion really. Nevertheless for every problem in the class known to be in P, the SF makes sure our proof method for #P-hardness on that problem fails, thus preventing one from making the ultimate discovery.)
II. PRELIMINARIES
Fix a set of local constraint functions F. A signature grid Ω = (G, π) is a tuple, where G = (V, E) is a graph, π labels each v ∈ V with a function f v ∈ F with input variables from the incident edges
We consider all 0-1 edge assignments. An assignment σ for every e ∈ E gives an evaluation v∈V f v (σ | E(v) ), where σ | E(v) denotes the restriction of σ to E(v). The counting problem on the instance Ω is to compute
The Holant problem parameterized by the set F is denoted by Holant(F) and Pl-Holant(F) is defined similarly using a signature grid with a planar graph.
A function f v can be represented by listing its values in lexicographical order as in a truth table, which is a vector in
where f w is the value of f on inputs of Hamming weight w. This is called the signature of f , and we may use the terms "signature" and "function" interchangeably below. For example, we use = k to denote the EQUALITY signature [1, 0, . . . , 0, 1] of arity k.
A symmetric signature f of arity n is degenerate if there exist a unary signature u ∈ C 2 such that f = u ⊗n . Replacing such signatures by n copies of the corresponding unary signature does not change the Holant value. Replacing a signature f ∈ F by a constant multiple cf , where c = 0, does not change the complexity of Holant(F). It introduces a global nonzero factor to Holant(Ω; F).
To introduce the idea of holographic reductions, it is convenient to consider bipartite graphs. For a general graph, we can always transform it into a bipartite graph while preserving the Holant value. For each edge in the graph, we replace it by a path of length two. Each new vertex is assigned the binary
For a 2-by-2 matrix T and a signature set F, define T F = {g | ∃f ∈ F of arity n, g = T ⊗n f }, similarly for FT . Whenever we write T ⊗n f or T F, we view the signatures as column vectors; similarly for fT ⊗n or FT as row vectors. We use Holant (R | G) to denote the Holant problem on bipartite graphs H = (U, V, E), where each vertex in U or V is assigned a signature in R or G, respectively. Let T be an invertible 2-by-2 matrix. The holographic transformation defined by T is the following operation: given a signature grid Ω with underlying graph H, we create a new grid Ω such that the graph is still H, and any functions f on the left (or g on the right) is replaced by fT ⊗n (or T −1 ⊗m g) where n and m are arities of f and g. We frequently apply a holographic transformation defined by the matrix Z = In order to do holographic transformations on a general graph, we can always modify it into an equivalent bipartite graph preserving the Holant value as follows. For each edge in the graph, we replace it by a path of length two. (This operation is called the 2-stretch of the graph and yields the edge-vertex incidence graph.) Each new vertex is then assigned the binary EQUALITY signature
We say a signature set F is C -transformable if there exists a transformation T ∈ GL 2 (C) such that [1, 0, 1]T ⊗2 ∈ C (viewed as row vectors) and F ⊆ T C (viewed as column vectors). The importance of this definition is that if Pl-Holant(C ) is tractable, then Pl-Holant(F) is also tractable for any Ctransformable set F.
III. MAIN THEOREM AND PROOF OUTLINE
In this section, we state the main theorem and give an outline of its proof. We use A , P, V , and M to denote four base classes of tractable signatures. The classes A and P are identified as tractable for #CSP [14] . Problems defined by A are tractable essentially by Gauss sums [2] .
The signatures in P are tensor products of signatures whose supports are among two complementery bit vectors. Problems defined by them are tractable by a propagation algorithm. The class V contains vanishing signatures [17] , [6] , which means the Holant value is always 0. We split V into V + and V − . Any subset of V + or V − vanishes, but mixing these two classes does not necessarily vanish. Valiant [34] , [33] introduced matchgates, which we denote by M . They can be locally expressed by weighted perfect matchings, so problems defined by them are tractable by the FKT algorithm over planar graphs. The full version [8] contains complete definitions and characterizations of these four classes. As mentioned at the end of last section, a problem defined by a signature that is transformable to any of these tractable classes is also tractable. In fact, V is closed under this transformable notion.
We need some more notations. Let R ± 2 denote the set of all unary signatures plus symmetric signatures Proof sketch: We first prove a dichotomy theorem when F contains a single non-degenerate signature f of arity ≥ 3 (cf. Theorem 6.1 in the full version [8] ). The proof is by induction on the arity of f . Base cases are when the signature has arity 3 or 4, which have been proved in previous work [12] , [18] . The inductive step reduces the arity of f by two each time, and then we apply the induction hypothesis. This essentially yields seven different cases that are A -or P-or M -transformable or in V (not in 1-to-1 correspondence), plus the possibility of degenerate cases. However, we can roughly split them into two categories: (1) those tractable by orthogonal and related transformations; and (2) those tractable by a Z = 1 1 i −i transformation. We show that any case in category (1) can be solved by the Pl-#CSP 2 dichotomy via reductions. We handle each case in category (2) separately and show hardness using gadget constructions and polynomial interpolations.
Given the single signature dichotomy, we assume that every nontrivial signature in F falls into one of the two categories above. Again, if any signature is in category (1), then we can apply the Pl-#CSP 2 dichotomy through reductions. Otherwise, all nontrivial signatures are from category (2). Then we rule out any possible mixing of signatures in V with other signatures in category (2) . This leaves two kinds of signatures in category (2), from ZP or from ZEO ∪ Z [ 0 1
1 0 ] EO. A putative form of the planar Holant dichotomy would dictate that any mixture from these two sets is intractable. However, we found that there are tractable cases violating the putative dichotomy, which are summarized above as Case 6. Then we finish the proof by showing that there are no other tractable cases.
IV. DICHOTOMY FOR PL-#CSP
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In this section, we state the dichotomy for Pl-#CSP 2 , and provide a sketch of the proof here. Let 
One can show that A covers Case 1 above, and M covers Case 3. The proof will revolve around these tractable classes.
The overall plan is to break the proof into two main steps. The first step is to prove the dichotomy theorem for Pl-#CSP 2 (F) when there is at least one nonzero signature of odd arity in F. In this case we can make use of a lemma that shows that we can simulate Pl-#CSP(F) by Pl-#CSP 2 (F) if F includes a unary signature [a, b] with ab = 0. Then we can apply the known planar #CSP dichotomy [18] for Pl-#CSP. However this strategy (provably) cannot work in the case when every signature in F satisfies the parity constraint. In that case we employ other means. This first step of the proof is relatively uncomplicated.
The second step is to deal with the case when all signatures in F have even arity. This is where the real difficulty lies. In this case it is impossible to directly construct any unary signature. So we cannot use that lemma pertaining to a unary signature. But we prove another lemma which provides a way to simulate Pl-#CSP(F) by Pl-#CSP 2 (F) in a global fashion, if F includes some tensor power of the form [a, b] ⊗2 where ab = 0. Moreover, we have a lucky break (for the complexity of the proof) if F includes a signature that is in M \ (P ∪ A ). In this case, we can construct a special binary signature, and obtain [1, 1] ⊗2 by interpolation. This proof uses the theory of cyclotomic fields. This simplifies the proof greatly. For all other cases (when F has only even arity signatures), the proof gets going in earnest-we will attempt an induction on the arity of signatures.
The lowest arity of this induction will be two. We will try to reduce the arity to two whenever possible; however for many cases an arity reduction to two destroys the #P-hardness at hand. Therefore the true basis of this induction proof of Pl-#CSP 2 starts with arity 4. Consequently we will first prove a dichotomy theorem for Pl-#CSP 2 (f ), where f is a signature of arity 4. Several tools will be used. These include the rank criterion for redundant signatures, complex weighted k-regular graph homomorphisms [5] for arity two signatures, and a trick we call the Three Stooges by domain pairing.
However in the next step we do not attempt a general Pl-#CSP 2 dichotomy for a single signature of even arity. This would have been natural at this point, but it would have been too difficult. We will need some additional leverage by proving a conditional No-Mixing Lemma for pairs of signatures of even arity. So, taking a detour, we prove that for two signatures f and g both of even arity, that individually belong to some tractable class, but do not belong to a single tractable class in the conjectured dichotomy (that is yet to be proved), the problem Pl-#CSP 2 (f, g) is #P-hard. We prove this No-Mixing Lemma for any pair of signatures f and g both of even arity, not restricted to arity 4. Even though at this point we only have a dichotomy for a single signature of arity 4, we prove this No-Mixing Lemma for higher even arity pairs f and g by simulating two signatures f and g of arity 4 that belong to different tractable sets, from that of Pl-#CSP 2 (f, g). After this arity reduction (within the No-Mixing Lemma), we prove that Pl-#CSP 2 (f , g ) is #P-hard by the dichotomy for a single signature of arity 4. After this, we prove a No-Mixing Lemma for a set of signatures F of even arities, which states that if F is contained in the union of all tractable classes, then it is still #P-hard unless it is entirely contained in a single tractable class. Note that at this point we still only have a conditional No-Mixing Lemma in the sense that we have to assume every signature in F belongs to some tractable set.
We then attempt the proof of a Pl-#CSP 2 dichotomy for a single signature of arbitrary even arity. This uses all the previous lemmas, in particular the (conditional) No-Mixing Lemma for a set of signatures. However, after completing the proof of this Pl-#CSP 2 dichotomy for a single signature of even arity, the No-Mixing Lemma becomes absolute.
Finally we extend the dichotomy for a single signature of even arity to a dichotomy theorem for Pl-#CSP 2 (F) where all signatures in F have even arity. Together with the first main step when F contains some nonzero signature of odd arity, this completes the proof of Theorem IV.1.
V. NEW TRACTABLE PROBLEMS AND RELATED HARDNESS RESULTS
We are not able to include the whole proof of Theorem III.1. In this last section, we highlight a tractable case and include some related hardness results, summarized as follows.
, and is computable in polynomial time when k ∈ {1, 2} or k ≥ 5.
, the problem is tractable by either Case 4 or Case 5 of Theorem III.1. The interesting tractable case is when k ≥ 5, belonging to Case 6. The claim about hypergraph #PM in the introduction follows from Theorem V.1, where tractability follows directly and hardness requires a gadget, which we omit here.
A. Tractability when k ≥ 5
We first prove that Pl-Holant ( = 2 | = k , EO) is tractable when k ≥ 6. After that, we consider k = 5. A key observation is that a planar (bipartite) graph cannot be simple if its degrees are large enough. The proof is a straightforward application of Euler's characteristic equation for planar graphs. For Pl-Holant ( = 2 | = k , EO), we may contract edges between = k and between EXACTONE functions. Note that we want to count the number of satisfying assignments as there is no weight. We call an edge pinned if it has the same value in all satisfying assignments, if there is any. Any connection among EXACTONE's either creates pinned edges, or results in a larger EXACTONE. We create components called E k -blocks composed by = k 's and = 2 's. An E k -block is trivial if it has no satisfying assignment. A nontrivial E k -block has exactly two complementary assignments, and we mark edges with signs "+" and "−" such that edges with the same sign (or distinct signs) take the same value (or distinct values). Figure 1 pictures an example. Parallel edges between an E k -block and an EXACTONE always result in pinned edges. Lemma V.2 does not give us tractability for the case of k ≥ 6 directly. The reason is that E k -blocks may have arity less than 6, in which case Lemma V.2 does not apply. However, for k ≥ 6 and a nontrivial E k -block of arity n where n < 6, we can show that it is either a binary = 2 , or has arity 4, identified in Figure 2a up to a rotation. In the following lemma, we show how to replace an E k -block of arity 4 by some other signatures while keeping track of, but not preserving, the Holant value.
Proof: Let Ω be a connected instance of Pl-Holant ( = 2 | = k , EO). When an edge is pinned to a known value, we get a smaller instance of Pl-Holant ( = 2 | = k , EO) without changing the number of satisfying assignments. In our algorithm, we may also find a contradiction and simply return 0.
We claim that there always exists an edge in Ω that is pinned, unless Ω does not contain = k , or does not contain EXACTONE d functions (for some d ≥ 3), or there is a contradiction. Furthermore if there are = k or EXACTONE d functions (for some d ≥ 3), in polynomial time we can find a pinned edge with a known value, or return that there is a contradiction. (If there is a contradiction in Ω, we may still return a purported pinned edge with a known value, which we can apply and simplify Ω. The contradiction will eventually be found.) If Ω does not contain = k , or does not contain EXACTONE d functions (for some d ≥ 3), then the problem is tractable, since Ω is an instance of M , or an instance of P. The lemma follows from the claim, since we either recurse on a smaller instance or have a tractable instance.
Suppose Ω is an instance where at least one = k and at least one EXACTONE d ∈ EO appear. If a signature EXACTONE d ∈ EO is connected to itself by a self-loop through a = 2 , then the remaining d−2 ≥ 1 edges are pinned to 0 with a factor of 2 to the Holant. Suppose two signatures EXACTONE d and EXACTONE from EO are connected by some number of = 2 's. Depending on the number of connecting edges being 1 or 2 or ≥ 3, we replace all three signatures by EXACTONE d+ −2 , or find pinned edge, or return 0. We hence assume no connection between any pair of EXACTONE's.
Define an E k -block as a connected component composed of = k and = 2 . All external connecting edges of each E k -block are marked with + or − and this can be found by testing bipartiteness of an E k -block where we treat = 2 's as edges. If any E k -block is not bipartite, then it is trivial and we return 0. We contract all E k -blocks and maintain planarity, one edge at a time, and remove self loops. We may assume all E k -blocks are nontrivial. If there is a nontrivial E k -block of arity 2, its signature is = 2 . We replace it with an edge assigned = 2 to form an instance Ω , maintaining planarity, such that any pinned edge in Ω corresponds to a pinned edge in Ω. This new edge is between EXACTONE signatures and can be dealt with as described earlier. So we may assume the arity of any E k -block is at least 4. Since k ≥ 6, the only possible E k -blocks of arity 4 are those in Figure 2a up to a rotation. Since there is at least one EXACTONE d signature with d ≥ 3, forming E k -blocks does not consume all of Ω.
After these steps we may consider Ω a bipartite graph, with one side consisting of E k -blocks and the other side consisting of EXACTONE signatures. They are now connected by edges assigned = 2 . It is easy to verify that parallel edges between an E k -block and an EXACTONE d signature always lead to some pinned edges. Therefore, we may assume there are no parallel edges between any E k -block and any EXACTONE signature.
Triangles are assigned EXACTONE signatures, squares are assigned = 2 , and circles are E k -blocks of arity 4.
(b) Break the EO-Eq-4-block into three components, The one in the middle contains a cycle, and hence is degenerate. The other two are EXACTONE functions.
Figure 3: EO-Eq-4-blocks
Now consider E k -blocks of arity 4 with EXACTONE signatures together. Call a connected component consisting of E k -blocks of arity 4 and EXACTONE an EO-Eq-4-block. Figure 3a illustrates an example. Notice that the two possibilities of E k -blocks of arity 4 can be viewed as two parallel = 2 's but with some correlation between them, namely their satisfying assignments are paired up in a unique way. This is illustrated in Figure 2b . Note that the two dotted lines in Figure 2b represent different correlations.
At this point, we would like to replace every arity 4 E k -block by two parallel = 2 's. However this replacement destroys the equivalence of the Holant values, before and after.
The surprising move of this proof is that we shall do so anyway! We ignore the correlation for the time being and replace every arity 4 E k -block by two parallel = 2 's as in Figure 2b . This replacement produces a planar signature grid Ω 1 . Every edge in Ω 1 corresponds to a unique edge in Ω. The set of satisfying assignments of Ω 1 is a superset of that of Ω. Moreover, if there is an edge pinned in Ω 1 to a known value, the corresponding edge is also pinned in Ω to the same value. Once we find a pinned edge in Ω 1 , we revert back to work in Ω and apply the pinning to the pinned edge.
All that remains to be shown is that pinning always happens in Ω 1 . Each EO-Eq-4-block splits into some number of connected components in Ω 1 . Figure 3b is an example. We can show that any cycle in such a component creates at least one pinned edge. Hence we may assume there are no cycles in these components, and every such component forms a tree, whose vertices are EXACTONE functions and edges are = 2 's. Suppose there are n ≥ 2 vertices and t many leaves in such a tree. One can verify that replacing the whole tree by an EXACTONE t function of the same arity t maintains the number of satisfying assignments. Since each vertex in the tree has degree at least 3, we have t ≥ 3n − 2(n − 1) = n + 2 ≥ 4. We replace these components by EXACTONE t 's.
Thus, each connected component in the graph underlying Ω 1 is a planar bipartite graph with E kblocks of arity at least 6 on one side and EXACTONE d signatures of arity at least 3 on the other. By Lemma V.2, no component is simple, so there are parallel edges between some E k -block and some EXACTONE d signature. Parallel edges between two parts lead to pinned edges, and we can find a pinned edge with a known value in polynomial time. This finishes the proof. Unlike the situation in Lemma V.2, a planar (5, 3)-regular bipartite graph can be simple. However, we show that such graphs have a special structure. We call this structure a "wheel", which is pictured in Figure 4 . There is an arity 5 vertex v in the middle, and all faces adjacent to this vertex must be 4-gons (i.e. quadrilaterals). Moreover, at least four neighbors of v are of degree 3. Depending on the degree of the fifth neighbor (whether it is 3 or not), we have two types of wheels, which are pictured in Figure 4a and Figure 4b . Proof: Let V = L ∪ R and F be the set of faces. We assign a "score" s v on each vertex v ∈ V . We will define s v so that v∈V s v = |V | − |E| + |F | = 2 > 0. The base score is +1 for each vertex, which accounts for |V |. For each k-gon face, we assign 1 k to each of its vertex. This accounts for |F |. Notice that G is bipartite. Hence k ≥ 4 and a score coming from a face can be at most For −|E|, we need to separate two cases. If one of the two endpoints has degree 3, we give the degree 3 vertex a score of − 7 12 , and the other one − 5 12 . This is well defined because all degree 3 vertices are in R. Otherwise, we give each endpoint − Figure 5 : The quaternary signature g is assigned to the vertex in (a). Its first input corresponds to the edge marked with the diamond, which is w. The order of the remaining inputs is given by traveling counterclockwise. In (b), g wxzy denotes the value g(w, x, y, z). further note that at most one neighbor of v is of degree ≥ 4, for otherwise, s v ≤ 0. It is type 1 as in Figure 4a if all neighbors of v has degree 3, and is type 2 as in Figure 4b otherwise. Either structure in Figure 4 leads to pinned edges. We get the following lemma, which finishes the tractability of Theorem V.1.
B. Hardness when k ∈ {3, 4}
We prove the hardness of Theorem V.1. The proofs differ for k = 3 and k = 4. For k = 3, we use the following technical lemma. This lemma is invoked three times in the full proof of Theorem III.1. The main challenge in these proofs is how to build planar gadgets. As discussed in the previous subsection, parallel edges lead to degeneracy in the instance. A simple calculation based on Euler's characteristic implies that a large number of vertices is necessary to avoid parallel edges. Proof: For an arity 4 signature, we can express it as a 4-by-4 matrix, where rows are indexed by the two inputs on the left, and columns by the two inputs on the right in reversed order. This is depicted . Consider an instance Ω of Pl-Holant ( = 2 |r ). Suppose thatr appears n times in Ω. We construct from Ω a sequence of instances Ω s of Pl-Holant ( = 2 |r) indexed by s ≥ 1. We obtain Ω s from Ω by replacing each occurrence ofr with the gadget N s in Figure 7 withr assigned to circles and [0, 1, 0] assigned to squares. In Ω s , the edge corresponding to the ith significant index bit of N s connects to the same location as the edge corresponding to the ith bit ofr in Ω. , and D
We can view our construction of Ω s as first replacing Mr with XP DP −1 (each matrix corresponds to a vertex), which does not change the Holant value, and then replacing D with D s 1 . We stratify the assignments in Ω based on the assignments to the n occurrences of the signature corresponding to D. We only need to consider the assignments that assign i many times the bit patterns 0000 or 1111, j many times the bit pattern 0110, and k many times the bit pattern 1001, since any other assignment contributes a factor of 0. Let c ijk be the sum over all such assignments of the products of evaluations of all other signatures (those corresponding to X, P , and P −1 ) in Ω except for those corresponding to D. Then 
Since any nonzero integer power of 4 + 2 √ 3 is not rational, we have j − k = j − k , so k = k and j = j . Therefore, by polynomially many oracle calls to Holant Ω s , we can solve for the unknown c ijk 's and obtain Holant Ω . After a counterclockwise rotation ofr (cf. Figure 8 ), we get a nonsingular redundant matrix. The hardness follows (cf. Corollary 2.31 in the full version [8] ).
(a) A cycle-like gadget used twice.
(b) A gadget to realizeĝ. Figure 9a . We assign = 3 to triangles, [0, 1, 0, 0] to circles, [0, 1, 0, 0, 0] to the diamond, and = 2 to squares. Let f be the signature of this gadget. The support of f is {0011, 0110, 1100, 1001}. We construct the gadget in Figure 9a again. This time we assign [0, 1, 0, 0] to triangles, = 3 to circles, f to the diamond, and = 2 to squares. The resulting signature has support {0111, 1011, 1101, 1110}, and therefore is [0, 0, 0, 1, 0]. The whole gadget is illustrated in Figure 10 , where circles are assigned [0, 1, 0, 0], triangles = 3 , and squares = 2 .
Consider the gadget in Figure 9b . We assign = 3 to circles and = 2 to squares. It follows that the support of the resulting signature is {0101, 1010}. This isĝ from Lemma V. Proof: Consider the gadget in Figure 11 . We assign = 2 to squares, = 4 to circles, and [0, 1, 0, 0] to triangles. The resulting signature has support {00110011, 11001100, 11111111}, where each vector is the assignment ordered clockwise starting from the diamond. Every two wires at each corner are always of the same value. Further connect each corner to a = 4 via two copies of = 2 , resulting in a signature f whose support is {11001100, 00110011, 00000000}, reversing the original.
Consider the gadget in Figure 12a . We assign = 2 to squares, = 4 to circles, [0, 1, 0, 0] to triangles, and f to pentagons. Each pair of parallel edges coming out of f are at the same corner of f . We call the pentagon above f 1 , the one below f 2 , and the resulting signature g. We order the inputs to f 1 , f 2 , and g clockwise starting from the diamond-marked edge. With this notation, we get Table 12b listing the support of g.
The support of g is {11111111, 00001111, 0001110, 11110000, 00000000, 11100001}, and 00000000 has multiplicity 2. We pair adjacent outputs clockwise, starting from the diamond. We treat g as an arity 4 signature, using = 4 to do a domain pairing argument. In the paired domain, = 4 becomes = 2 , which lifts the bipartite restriction. Moreover, 0001110 and 11100001 in the support of g are eliminated as they do not agree on adjacent paired outputs. So in the paired domain, the support of g is {1111, 0011, 1100, 0000} with multiplicity 2 for 0000. We rotate g so that the support is {1111, 0110, 1001, 0000}. The arity 4 signature matrix of g is diag (2, 1, 1, 1 7.2 in the full version [8] ), Pl-Holant(g) is #P-hard by the planar #CSP dichotomy (cf. Theorem 2.27 in the full version [8] ), so we are done.
