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Abstract--A numerical ordinary differential equation method, inconjunction with a finite-difference 
discretization, is applied to solve a dynamic motion partial differential equation of mixed type. This 
dynamic motion equation arises in the application fa towed acoustic antenna inthe ocean. The equation 
describes the transverse dynamic motion of a cylinder of zero bending rigidity (infinitely flexible) in a 
viscous fluid flow. The numerical treatment well-poses the problem, whose numerical solution is shown 
to be general purpose and convergent. An efficient implementation s applied to reduce the cost of 
computation. The formulation, convergence, and some computational aspects are fully discussed. In
order to demonstrate th validity and capability ofthis treatment, anapplication is presented. 
INTRODUCTION 
There are several advantages in towing an acoustic array in the ocean rather than mounting the 
array on the towing ship. Because of this, towed acoustic antennas or "streamers" have become 
more common for geophysical research applications. Here we address the problem of describing 
the complex transverse shape of a line of hydrophones towed behind a ship. In particular, we 
solve the partial difference quation governing the transverse dynamics of an infinitely flexible 
cylinder in nearly axial flow, which is used as a model of the acoustic array of interest. The 
partial differential equation (PDE) describing the transverse dynamics of a long cylinder in axial 
flow has been obtained by Paidoussis[1]. Ortloff and Ives[2] studied the special case in which 
the cylinder had no flexural stiffness. They obtained a closed form solution of the PDE in the 
form of Bessel functions by a separation of variables and an assumed harmonic time dependence. 
Both the order and the argument of the Bessel function are, in general, complex and can be 
large in magnitude. A "boundedness" condition was employed to circumvent the difficulty of 
not having a natural "free end" boundary condition for the zero bending rigidity case. 
Numerical solutions using the closed form analytic solution derived by Ortloff and Ives 
turn out to be inefficient for arbitrary temporal excitation of the cylindrical structure. For this 
reason more efficient numerical procedures were investigated. However, the search for a general- 
purpose numerical approach was impeded by the lack of an explicit "free end" boundary 
condition. Special techniques were developed to incorporate the "boundedness" condition into 
the numerical procedure. The numerical problem was found to be not well-posed because the 
"free end" boundary condition occurs in the elliptic region of the PDE. Over most of the length 
of the cylinder, the PDE is hyperbolic. A small parabolic and elliptic region is encountered 
near the downstream end of the cylinder. In removing these difficulties a general-purpose 
numerical approach is introduced. This approach transforms the original problem to an equivalent 
problem which is well-posed and easy to solve. The resulting PDE is solved by numerical 
techniques. The numerical procedure discretizes the first and second partial derivatives in both 
spatial directions of the governing equation by backward and central differences. This discre- 
tization transforms the dynamic motion PDE equation into a system of second-order ODEs 
which are further decomposed into a system of first-order ODEs. The Generalized Adams 
method is used to solve this system efficiently[3]. 
This paper begins with a description of the transverse dynamic motion problem and its 
solution background. Next, a complete mathematical formulation with the theory supporting 
the numerical approach is discussed. Special emphasis is given to computational spects. The 
validity of this numerical solution is justified by the theory and further demonstrated by a 
numerical example. 
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PROBLEM BACKGROUND 
The transverse motion of a thin flexible finite-length cylinder fixed at one end and free at 
the other end and immersed in uniform axial fluid flow has been analyzed by Paidoussis[ 1 ] and 
further studied by Ortloff and Ives[2]. Details of the derivation of the governing equation can 
be found in these references; a summary of the derivation is included here for the reader's 
convenience. 
The governing partial differential equation results from a balance of inertial, hydrodynamic, 
tension and flexural forces, The force balance in the direction of the cylinder axis between 
tangential hydrodynamic drag, Fc, and cylinder tension, T, leads to an expression for the spatial 
distribution of cylinder tension, T(x): 
T(x) = ½(M/D)UZcr(L -x ) ,  (1) 
where 
x = the longitudinal position along cylinder, 
M = the effective mass of fluid '~pushed" by the cylinder per unit length of cylinder, 
D = cylinder diameter, 
U = fluid velocity, 
cr = the longitudinal drag coefficient due to hydrodynamic forces acting along the cyl- 
inder, 
L = total length of the cylinder. 
Throughout the derivation the cylinder slope Ov/Ox is much less than unity. The transverse 
force due to this cylinder tension is (O/Ox)[T(x)(Oy/Ox)], where v is the transverse displacement 
of the cylinder at x. The hydrodynamic force resisting the sideways motion F.v of the cylinder 
is approximated by Paidoussis[1] as 
FN= ~-~ UCN + , (2) 
where CN is the normal drag coefficient due to hydrodynamic forces acting normal to the cylinder. 
The linear form of this force is based on a modification of the model for hydrodynamic forces 
suggested by Taylor[4] and recently experimentally verified by Kennedy and Bakewell[5]. 
The flexural rigidity of the cylinder, due to the shear force normal to the wire axis, is 
neglected here, as was done by Ortloff and Ives[2]. This approximation applies to cylinders 
whose diameter is small relative to any induced radius of curvature. The sum of these forces 
is balanced by inertial forces which include the cylinder inertia, m(O2y/Ot2), and fluid inertia, 
M(O/Ot + U(O/Ox))'-y, where m is the mass of the cylinder per unit length. 
As given by Ortloff and Ives[2], the governing equation of motion with the zero bending 
rigid cylinder of the roughened surface cylinder under the influence of turbulent-boundary- 
layer-induced forces takes the form 
O2Y M + m I U2 _ 1 U2 ] c?2v___=. 
Ot 2 M + ~ Cr'-~ (L - x) Ox'- (3) 
U 2 Oy O'-v 1 U Ov 
-~- -~  (C T + CN) -  -~- 2U + cN---:-" = O. 
Ox Ox Ot -2 D Ot 
Reconstructing Eq. (3) by using the nondimensional variables 
"r = (t/L)U, f3 = M/(M + m), ~ = x/L, 
= L /D ,  "q = y /L ,  
A mixed type dynamic motion equation 
gives the momentum equation 
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I ] _ _  1 3-q O2"q + 13 1 - 1 02~ Cr + cN e13 3xl O2"q + -cNe13-  = O. (4) O'r: ~c~(1 - ~) ~ + 2 -~ + 2130~3,r 2 3"r 
The associated initial conditions and boundary conditions are described by 
-q = f(r), ~ = 0 (fixed end condition); (5) 
[rl] < ~c, ~ = 1 (bounded free end deflection); (6) 
x I = -q~(~), "r = 0 (prescribed initial deflection); (7) 
0-q/a'rl~= 0 = 0. r = 0 (initial velocity) (8) 
The existence and uniqueness of the solution to Eq. (4) for the prescribed initial and boundary 
conditions have been established by Krasnov[6]. It is important to note that, because no forces 
were added to account for cylinder discontinuities ateither end of the cylinder, e is implicitly 
assumed to be arbitrarily large. 
The coefficient of 0:rl/a~ 2is a function of the input parameters 13, Cr, ~, ~, and the coefficient 
of 02rl/O~ Or is a function of 13. The combination of these coefficients classifies Eq. (4) into 
different types of partial differential equations. In order to classify these equation types within 
the region of interest, we examine 
[ ] f >0' ~<~* ( h y p e r b ° l i c ) ' l  ,~. 
13: - f3 1 - ~Cre( l  - ~) =0, ~ = (parabolic), (9) 
<0, ~ > ~* (elliptic), 
for0 ~ ~* < 1. 
Because the spatial region of interest, 0 -< ~ -< 1, includes all three regions, application 
of the free end boundary condition is complicated in the numerical approach. The principal 
difficulty is the elliptic region, which, for a well-posed problem, requires a future value of "q(~, 
"r) for 0 -< ~ --< 1 and "r < r+, where "r ÷ is the future time. Examination of Eq. (9) shows that 
the elliptic region occupies (Cre) -  ~ of the total space, which is small. We chose to neglect his 
region, which is consistent with the assumption, discussed after Eq. (8), that e be arbitrarily 
large. We further equire Cre to be large enough so that the hyperbolic region covers the region 
of interest. The boundary condition required under this assumption will be discussed shortly. 
A NUMERICAL SOLUTION 
An analytical solution has been developed by Ortloff and Ives[2]. They assumed that the 
time and space variables eparated so that the solution "q(G -r) takes the form v(~)ei'°L The 
complete solution set includes Bessel functions of the first and second kind whose orders and 
arguments are complex and can be large in magnitude. The Bessel function of the second kind 
can be neglected on physical grounds when applying the "boundedness" requirement. Ortloff 
and Ives restricted the problem to a low-frequency region in which the Bessel function order 
would be real. We remove this restriction and introduce a general-purpose numerical treatment 
to solve this problem. 
The development of the proposed numerical technique involved the following steps. First, 
we make a change of variables which transforms the original problem, Eq. (4), to an equivalent 
problem, where the term involving 02"q/a~ 0"r is removed. Second, the method of line (MOL)[7] 
is applied to transform the new problem into a system of first-order ordinary differential equa- 
tions. Third, a solution is obtained by the Generalized Adams method[3]. 
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1. An equivalent problem 
We introduce the change of variables 
t = "r, (10) 
x = x(~, "r) = [3"r + (1 - ~), (11) 
take partial derivatives, "q~, "q~, rl,, "q,, rl,~, and substitute them into Eq. (4). After simplification 
we obtain 
where 
and 
Xl, + fi(x, t)-~, + /~-~.~ + c'qt = 0. (12~ 
d(x, t) = a(~) - 13 z = 1311 - ½cr~(x  - [3t)] - [32 ,  
{, = ½~[3[c~[3 - (c~ + c, , )] ,  
(13) 
(14) 
= ½cN~[3. (15) 
ql is a function of x, t, which is distinguished from "q(~, ~). Equat!on (12) is the counterpart of 
Eq. (4). The initial and boundary conditions equivalent o Eqs (5)-(8) are 
~(x, t) = f(t), 
I~(x, t)l < ~,  x = [3t 
"rl(X, t) = ~ql(1 -- x), t = 0 
(° fi,(x, t)l,-o = [3 ~ rl(~, "r) + 
x = [3t + 1 (fixed end condition); (16) 
(free end condition); (17) 
(prescribed initial deflection); (18) 
0-~x) ,=0 = [3-q~(l - x) , t= 0 (initial velocity). (19) 
% 
Again, the existence and uniqueness of the solution to Eq. (12) with conditions (16)-(19) can 
be found in [6]. 
The regions of interest before and after the transformation are described in Figs l(a) and 
l(b). 
2. Finite-difference discretization 
Before taking the finite differences, we derive a 
,~(x, t)-fi=. 
finite-difference expression for 
(dCl).= = d=fi  + 2axv]x + a'fi.,x. 
Since 
t~(x, t) = [311 - ½CT~(X -- [3t)] -- [32, 
then 
ax = -½cTe~,  a~ =0.  
Using ti= = 0 in Eq. (20), we find 
a'fi~, = ( ,~ ' f i L ,  + cr~[3"fix. 
(20) 
Applying the central difference for ql~ and forward difference for % in Eq. (12) and using 
(21) 
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Fig. l(a). Original region. Fig. l(b). Transformed region. 
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expression (21), we find that the difference quation for Eq. (12) after rearrangement becomes 
-2d(x,,, t) Crel3 + /)) 
('t],,),~ + d(vl,),, + h2 h elm 
d(x~+ 1, t) f t~(x~.z 2, t) Cre{3 + b ~ 
+ h2 "¢'1,.+1 + [ h 2 + h J'¢'1"-I = O. (22) 
Equation (22) is a difference quation representing a second-order o dinary differential equation 
which approximates Eq. (12). 
In order to find out how well Eq. (22) approximates Eq. (12), we examine the consistency 
and the initial truncation errors. This requires examination of the relationship between the true 
operator, ~['~], and our finite-difference operator *~h[~; h]. 
First, Eq. (12) in true operator form is 
d 02 O + ~ d) .  
~?['~] = ~ + d(x, t )~  + /)O"x ~t xl" (23) 
Next, "tim + ~ and "tim-~ are expanded in powers of h by using a Taylor expansion. Keeping the 
first two terms, we find 
"fi,.+l - 2fi,. + ¢1,.-1 1 
(24) 
and 
~, , -  fi,,,-1 h 
h = ('fi,,)~ - ~ ('fl,.)=. (25) 
Substituting (24) and (25) into (22), we find that (25) may be expressed as the difference 
operator 
~[¢3; h] = + a(x, t) + + - h~--fi + e~t ~. (26) 
Equation (23) minus Eq. (26) gives 
( 1 o~ la2  ) 
_~[fi] - ~2.[-fi; h] = - ' i '2  h-" Ox---- 5 + ~ h ~x 2 -ft. (27) 
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It is seen that limh_o(~[~] -- ~h[~; h]) = 0. Therefore, the difference operator is consistent 
with the true operator in the sense of Keller[8], which establishes the consistency requirement. 
Next we introduce a stable ordinary differential equation method, the Generalized Adams 
method, to solve Eq. (22). 
3. Ordinary differential equation formulation 
Write 
O'fim/ Ot = Win; (28) 
then 
O2fi" dw,, + ' + fi,, 
0t 2 h 
6(x,,+,, t) _ ~d(Xm.z..t, t) Cr¢13 + /~'[ 
h2 "qm +1 [ h2 h J "t],,,-1. (29) 
Using Eqs (28) and (29), Eq. (22) is converted into a system of first-order ordinary differential 
equations of the form 
;q' = A(x, t)¢ I + g(x, t, ¢1), (30) 
where A(x, t) is a matrix whose elements can be determined by the formulas to be discussed 
in the section discussing computational spects. 
g is a vector such that 
g = O, h2 + et rio, 0 . . . . .  O, h'- "q,,+l • (31) 
where 
~1o is the fixed end boundary condition, 
~1,,+ ~ is the free end boundary condition, 
Ot = CT~.~/h  2 + [J/h. 
We use a low-order Generalized Adams method to solve the system (30). A discussion of 
the Generalized Adams methods will also be given in the section on computational spects. 
COMPUTATIONAL ASPECTS 
The numerical solution to this dynamic motion problem is programmed in the FORTRAN 
language and is checked out on a VAX I l /780 computer using mixed single and double precision 
complex arithmetic. 
The complete solution to our problem requires a few major steps whose details are described 
below. 
1. The construction of  the matrix A(x, t) 
In order to construct he matrix A(x, t) of Eq. (30), the elements Aii are determined at a 
specified time. Using Eqs (28) and (29), A~j can be calculated by the following loop: 
For i odd: 
For i even: 
For i = 2: 
Ai . i+  I ~ 1. 
Define J = i/2, 
A2. ~ = 2~(xj, t)/h'- + c~, 
A2.2 = -~,  
A2.3 : - ( t (x j+  I, t)/h" 
For i = 4, 6 . . . .  : Ai . i _  3 
Ai . i -2  
A i . i -  i 
Aid 
A mixed type dynamic motion equation 
= --{6(.x~_~, t ) /h 2 - o:}, 
=0 
= 2~(x~, t ) /h  2 + et, 
IF (i EQ N) EXIT 
Ai.i+ I = -6(xj+l, t ) /h  2 
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Note that the elements 6(x, t) are functions of x and t. It appears that the matrix A(x ,  t) must 
be evaluated at each time step. However, close examination of formula (13) reveals that 6(x, 
t) can be expressed in terms of ~ at every t because we use a uniform ~-partition. Because 
= 13t + 1 - x, wehave 
a(x, t) = a(~) - 132 . (32) 
Formula (32) shows that 6(x, t) can be calculated by a(~) - 132, independent of t. Aij is calculated 
only once. This significantly reduces computational time. 
2. The assoc iated boundar3' condit ions 
A subroutine is designed to calculate the g-vector, Eq. (31), whose two components are 
calculated by means of the user-supplied boundary conditions. 
It is important and interesting to note that the problem is a degenerate hyperbolic system 
which reduces to a parabolic equation on the free end boundary. The contribution from the free 
end boundary condition enters the computation of the component - (l(x,. + ~, t)~,.+ j /h 2. Because 
~(x,.+~, t) = 0 by formulation, - ~(x,.+~, t)'fl,.+~/h 2 = 0 for all Ixl,...~] < oc. This fulfills the 
"boundedness" condition at the free end. 
3. Solut ion o f  the ODE-Genera l i zed  Adams methods 
The Generalized Adams method applied to solve Eq. (30) is a low-order method. This 
method is a member of the nonlinear multistep (NLMS) family, which are a generalization of 
the linear multistep methods[9]. These methods are designed to solve stiff equations or equations 
having large Lipschitz constants, such as is the case in the current dynamic motion equation. 
The predictor employed in our application has the expression 
P :'~,,÷ ] = eAhfi .  + h(Ah)- l(eA~ - -  I)g., (33) 
which is known as the Generalized Adams-Bashforth method. 
The corrector employed in our application has the expression 
C: f i , , - i  = eahil,, + h(Ah)-2[(1 - Ah)e  ah - 1]g. + (1 + Ah  - eAh)g.+], (34) 
which is known as the Generalized Adams-Moulton method. 
The computation of formulas (33) and (34) has one computation i common: the evaluation 
of the matrix exponential e ah. This is accomplished by a diagonal Pad6 approximation (arational 
function approximation)[9], i.e. 
e Ah = (l + ½Ah + ~(Ah)Z) - J (1  - ½Ah + ~(Ah)2) .  (35) 
In computing eat' by formula (35), we examine the IIAhlk to ensure that IlAhl[= < ~, a desired 
accuracy. We arbitrarily built in a ~ as 10 -~. For IlAhl[~ < ~, in order to assure accuracy, we 
use the mathematical identity 
eat, = (eAh 2")2". (36) 
If the computation of e Ah 2"~ is within the required accuracy, then to obtain e ah is to square 
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e Ah/2m m times. Double precision is used in this portion in order to maintain accuracy. The error 
of formula (35) is of order O(llAhll~), as analyzed by Varga[10]. 
Numerical experiments show that the predictor foiTnula (33) is sufficient o produce ac- 
ceptable results with only one correction to maintain computational stability. In fact, using the 
predictor, formula (33) is enough to solve this problem accurately, which reduces computation 
cost. If a corrector is needed, the t step size is varied by doubling or by halving. 
4. Interpolation 
Calculated values are functional values of ~(x, t"-J) at x,. To relate the 
~l(xi, t "÷ ~) to "q(~i, 'if+ ~), we use a quadratic Lagrange interpolation formula in such a manner 
that t~i = 13t "+l + 1 -x7  *1 and x "÷1 falls within the table of x, values. 
ADVANTAGES OF THE NUMERICAL SOLUTION 
Transforming the partial differential equation, Eq. (4), into Eq. (12) simplifies the problem. 
Transforming Eq. (22) into a system of ordinary differential equations, Eq. (30), enables the 
solution process to take advantage of effective numerical ODE methods. The theory of numerical 
ODE methods is well developed with regard to consistency, stability and convergence. Besides, 
powerful techniques can be applied to automatically adjust the step size so that the problem 
can be solved accurately in an optimal manner. 
The advantage of applying Generalized Adams methods for the solution of Eq. (30), 
perhaps, can be seen by the following step size analysis. 
If a conventional numerical ODE method--for example, the Adams family--is used, the 
approximate selection of the step size satisfies 
II(OlO'~)(A~l + g)ll h < 1 (37) 
for the corrector convergence. 
Similarly, using Generalized Adams methods, the selection of the step size satisfies 
IlOg/O~ll hN < I. (38) 
It is seen that IlOg/O~lll ~ iI(O/O,h)(AC3 + g)ll for A 4: 0; therefore h ~ h~. If t[Og/O~fill s small 
or zero, then the advantage of using Generalized Adams methods is obvious, because ven a 
very large hN satisfies (38). 
In theory, higher-order numerical ODE methods give smaller initial local truncation errors; 
however, ahigher price has to be paid to carry out the entire computation. We have experimented 
with the second-order method of the same family. The results produced by these methods of 
different orders give the same desired accuracy. Low-order Generalized Adams methods certainly 
make the computation quite economical. 
There are several other properties of this problem which aid the numerical solution. One 
such property is that this problem presents no memory problem in calculating A-~ and e Ah. 
Second, since A(x, t) can be calculated independently of t throughout the entire computation, 
the matrix and e ah need to be computed only once. 
A NUMERICAL EXAMPLE 
Here we compare analytical and numerically based solutions of Eq. (4) by solving an 
example problem. The parameters of the example are chosen to be physically meaningful and 
to meet the requirement of this analysis--i.e, cre is large. The following parameters are used: 
to = 3, c.v = 0.2, Cr = .008, 13 = 0.5 ande = 10 °. 
With these parameters we neglect he imaginary part of the order of the Bessel function of the 
Ortloff and lves[2] solution. Next, one coefficient of the Ortloff solution is set equal to zero 
to meet the "boundedness" condition because the negative-order Bessel function is singular 
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for zero argument. The other coefficient of the Ortloff solution is formed from the fixed end 
boundary condition--i.e. Eq. (5) with f('r) = e ~'~'. 
The solution, henceforth called the analytical solution, is then 
-q(~, ' r )=  (a +---~b ) cN/z~r J~/~(2i( (~2 - dit° )/b2)l/2(a + ~2 --_ ~/~17~ e'~, 
(39) 
where a = 13(1 - ½cry), b = ½13Cre, c = ½(cN + Cr)¢13 and d = ½cNe13. Note that the only 
approximation used in obtaining Eq. (39) as a solution to Eq. (4) is the low-frequency assumption 
of 4~/Cre ~ cn/cr. This condition is easily met by our choice of parameters. Note that Eq. 
(39) is the steady-state solution to a forced vibration problem. 
Another solution, called the numerical solution, is evaluated by using the techniques 
developed in this article. The numerical solution is started as an initial value problem with both 
initial conditions (i.e. Eqs. (7) and (8)) set equal to zero. Comparison between the numerical 
and analytical solutions is delayed until the numerical solution becomes periodic--that is, 
reaches teady state. 
Figure 2 summarizes the comparison of the analytical and numerical solutions. The figure 
shows a sample of one cycle of the periodic solution and the spatial shape of the cylinder at 
five instances in time. Differences between the solution vary from 0 to 5% of the maximum 
value. The average difference is about half the maximum value, and the spatial difference 
distribution isquite uniform over ~, except for ~ = 0, which is the upstream boundary condition. 
The following points should be made concerning the figure: 
1. The analytical solution does not yield a reasonable value in the elliptic region; i.e. 
= 1 and is not plotted. This is also true with the numerical solution, which ignores the tiny 
region at ~ = I. 
2. The good agreement between the two solutions coupled with the fact that the errors 
were not larger near the free end argue strongly that the numerical treatment of the free end 
condition is quite accurate. 
A 
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Fig. 2. Results comparison. 
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CONCLUSIONS 
The conventional method of lines was used to solve for the transverse motions of a long 
infinitely flexible cable in axial fluid flow. A previous solution to this problem assumed the 
separability of the solution, a harmonic time dependence and a low-frequency approximation 
to avoid generating Bessel functions of complex order. The present method eliminates all these 
limitations. 
The elimination of the harmonic time dependence assumption is particularly important o 
real time computations in which the upstream boundary condition is an arbitrary time function. 
The current technique allows a solution to proceed without requiring Fourier analysis with an 
ODE to be solved at each frequency. 
The governing partial differential equation was transformed into a system of first-order 
ordinary differential equations. In order to make the problem well-posed, the numerical treatment 
of the free end boundary condition was undertaken both theoretically and computationally 
correct. The numerical solution is theoretically convergent and computationally efficient and 
accurate. An important property of the solution procedure which simplified the computation is
the time and space separability of the solution. Extending this procedure to handle the non- 
homogeneous problem is just a simple modification of the g-vector components to include the 
forcing function. 
The treatment of the free end boundary condition, the application of Generalized Adams 
methods, the favorable property of the problem itself, and generality of the solution give this 
numerical technique a practical and efficient solution to this hydrodynamic vibration problem. 
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