* Different methods for measuring the piston velocity k were compared * The chamber and dissipation k-methods agree, except at calm conditions * New k method proposed, based on strong correlation between k and wave height 2
Introduction
The gas exchange between surface waters and the atmosphere is important for atmospheric greenhouse gas (GHG) levels. For example, inland waters are a considerable source of GHGs to the atmosphere. Recent estimates suggest that lakes and running water (rivers, streams and reservoirs) emit as much as 1.4 Pg C yr -1 of CO 2 [Tranvik et al., 2009] .
Adding CH 4 emissions from lakes [Bastviken et al., 2011] , expressed as CO 2 equivalents over a 100 year perspective, emissions correspond to a total of 2.1 Pg C yr -1 , suggesting that freshwater environments emit CO 2 and CH 4 in such an amount that the global land sink probably is much lower than commonly assumed because lakes have not been included in the terrestrial GHG balance so far [Denman et al., 2007] . Marine gas exchange also play a major role both by uptake and release of CO 2 in various parts of the ocean [Feely et al., 2001] .
Most available estimates of CO 2 and diffusive CH 4 emissions from aquatic ecosystems rely on measurements of surface water concentrations (C aq ) and the equation
where F is the flux, k is the piston velocity, and C eq is the theoretical surface water concentration if in equilibrium with the air partial pressure (typically calculated from Henry's law). In turn, k is frequently estimated from the wind speed at 10 m height (U 10 ) based on empirical relationships. Unfortunately, such empirical relationships are only available for a few systems [Bade, 2009] , and it is unclear to what extent the general use of these models is valid. In addition, k is known to depend on many other factors than considered in these models [Wanninkhof et al., 2009; Vachon et al., 2010] , such as convection [e.g., Variano et al., 2007; Variano et al., 2009] , currents, wind fetch (length of water surface in the wind direction), surfactants, and rainfall. The estimated gas exchange is therefore very model sensitive and estimated fluxes can differ more than 3-fold between models [Banerjee and MacIntyre, 2004] .
One way to overcome these uncertainties would be to assess k separately for each system in focus and ideally with inexpensive and rapid techniques. A number of approaches have been used to measure k (reviewed in [Wanninkhof et al., 2009] ). The SF 6 tracer method, where the inert gas SF 6 is first added to a system and thereafter the decline in surface water concentrations are followed over time, has been seen as "the golden standard" for lakes. It gives integrated k estimates for whole lakes and the estimates are robust to a wide variety of environmental conditions (e.g. breaking waves, rain events) and does not need measurement equipment in the water possibly causing biased measurements. The drawbacks include difficulties to resolve detailed spatial and temporal variability, that whole ecosystem tracer studies are labour intensive and expensive, and that SF6 is a very powerful greenhouse gas with long residence time that should not be used extensively.
Another approach is to measure concentrations in surface water and air as well as the flux and resolve k using Equation 1. Measurements of CO 2 or CH 4 have been used and fluxes have commonly been assessed using floating chambers. Early studies using this approach raised concerns that chamber design can bias the flux and k estimates [Matthews et al., 2003] .
Taking these concerns into account when constructing the flux chambers Cole et al. [2010] report that flux chamber based estimates of k using CH 4 correspond well with the SF 6 approach, and clearly better than two wind speed models. A later study by Vachon et al.
[2010] used different chambers to measure CO 2 flux and conclude that these chambers can significantly overestimate fluxes and k relative to turbulence measurements using an acoustic
Doppler velocimeter (ADV).
Water turbulence based assessments of k are based on the idea that the air-sea fluxes of gases such as CO 2 and CH 4 are mainly limited by the diffusive surface boundary layer, the thickness of which is governed by turbulence levels just below the surface. There are several theories linking gas exchange to turbulence, but the eddy cell model introduced by Lamont and Scott [1970] , which parameterizes k in terms of the surface dissipation rate of turbulent kinetic energy, , has recently been shown to be one of the more successful [e.g., Zappa et al., 2007; Tokoro et al., 2008; Vachon et al., 2010] . The eddy cell model basically predicts that the smallest turbulent eddies at the surface cause surface divergence that thins the diffusive boundary layer, thereby increasing diffusive fluxes towards the interface. The same principle is the idea behind the surface divergence model developed by Chan and Scriven [1970] which has been shown to give good gas exchange predictions in the laboratory [e.g., McKenna and McGillis, 2004; Turney et al., 2005] , but which is difficult to use in the field. Veron et al.
[2008] used IR imaging to determine surface skin velocities and thereby also surface divergence. The present paper investigates therefore if, including possible limitations, IR imaging combined with the surface divergence method could be used to estimate k in the field.
Another potentially powerful way to estimate k through IR imaging of the water surface is by using active methods, heating small spots on the surface [Zappa et al., 2003; Zappa et al., 2004] , yielding estimates of both heat exchange and water velocities at the water-air interface [e.g., Veron et al., 2008] . However, the transformation from IR temperature measurements to useful k values has so far been challenging [Wanninkhof et al., 2009] .
In this contribution we compare different methods for measuring k in the field, using a combination of simultaneous approaches and measurements of environmental variables. The k-methods include (1) flux chamber measurements (chamber method), (2) dissipation rate measurements below the surface using an acoustic Doppler velocimeter (ADV) combined with the eddy cell model (dissipation method), and (3) thermal IR imaging of the water surface for mapping surface velocities of heat patterns at high spatial and temporal resolution, yielding surface divergence estimates for use in the surface divergence model (surface
Measurements and methods
Measurements were carried out at the Bornö marine research station (58 22′ 48.30″ N, 11 34′ 43.63″ E) northwest of Gothenburg, Sweden, located on the island Stora Bornö in the Gullmar fjord where the depth is about 33 metres. Figure 1 illustrates the instruments used and their setup. The station has a hanging bridge over the water with a shed at its furthest point. Inside the shed there are power outlets, an opening in the floor and a winch that can be used for mounting and lowering underwater equipment into the sea. Equipment can also be placed inside the building and protected from rain. After setup and initial tests simultaneous measurements were made with all instruments during a daily cycle, 17-18 August 2010. Velocities and temperatures were sampled at 8 Hz with a Nortek Vector ADV with a PMI fast thermistor sensor placed near the velocity measuring volume. The system was used to obtain dissipation rates of turbulent kinetic energy from the turbulence spectra at about 0.3 m below the surface. It was mounted upward-looking on a taut line hanging from the bridge, and a fin was attached to the sensor package to keep the sensors upstream of the line. Seabird
MicroCat temperature and conductivity recorders were deployed on the same line at about 0.9, 1.8 and 2.6 m depth. Conductivity and temperature profiles were obtained about once every hour with a Seabird 19+ CTD profiler. A flux chamber (details described below) was deployed close to the position of the ADV. The chamber was attached separately to the hanging bridge and was allowed to follow the water movements relatively freely and independent of the ADV which was fixed to one position. There were two ports, one inlet and one outlet on the chamber which was connected by PVC tubing (3 mm inner diameter, 11.6 m total length from the gas analyzer to the chamber and back) to an infrared Fourier transform spectrometer (IR-FTS; Los Gatos Research Inc.). This setup allowed real-time gas analysis of CH 4 and CO 2 fluxes by continuously pumping gas from the chamber headspace through the IR-FTS during the measurement periods. A thermal IR camera (Cedip Titanium 520, custom filter range 3.75-5.1 m) was placed on a tripod inside the shed, pointing down towards the water surface, at an angle of 60 degrees, in the vicinity of the other instruments. The IR camera allowed real-time imaging (at 100 Hz) of temperatures and motions of the thermal structures at the water-air interface.
Estimating k from flux chamber measurements (chamber method)
The chamber used was made of polypropylene and was covered with reflective alumina tape (Biltema, Sweden) to minimize internal heating. The chamber was round with a volume and area of 7657 ml and 0.078 m 2 , respectively. Styrofoam rods were used to construct a floating collar around the chamber covering as little area as possible. Chamber edges were submersed 2.5 cm into the water. Care was taken to minimize the weight and to attach the chamber in a "relaxed" way (i.e. not tightly fixed to heavy or stable objects), to allow the chamber to move as freely as possible with the water. This was shown successful for chamber performance and correspondence with the SF 6 method by .
Measurements with the flux chamber were made for at least 30 min periods (sometimes Water concentrations (C aq ) were measured at the start and end of each measurement period by filling a 1125 ml glass serum bottle with surface water collected by a Ruttner sampler (overflow of two bottle volumes before closing the bottle without any headspace using a 15 mm massive rubber stopper). The stopper was pierced by one long and one short PVC tube with plastic valves through which outflow of excess water when closing the bottle was allowed. A headspace of 50 ml air was introduced by syringe through the short tube, while allowing excess water to escape through the outlet connected to the long tube. Then the gas in the headspace and the water was equilibrated by shaking the bottle vigorously for at least one minute. The headspace was retrieved for analysis on the IR-FTS through the short tube while simultaneously injecting water through the long tube. The IR-FTS was equipped with a batch sample injection mode which was used when analyzing the headspace sample.
C aq was calculated accounting for temperature and salinity (23 g/kg) by Henry's law, and for the initial CH 4 concentration in the injected air. To estimate C aq at the same time resolution as F linear interpolation was used. Air concentrations were given from initial levels in the chamber and were used to calculate the theoretical water concentrations if equilibrium with air (C eq ) using Henry's law. Equation 1 was used to derive k from obtained values of F, C aq , and C eq . Transformation to k 600 (k for CO 2 with Schmidt number 600) was performed as described in Bade [2009] with 1/2 as the Schmidt number exponent n (see also below). The Schmidt number Sc = /D, where  is the kinematic molecular viscosity, and D is the molecular diffusivity.
Estimating k from ADV-based dissipation rate measurements (dissipation method)
The eddy cell model of Lamont and Scott [1970] assumes that the smallest turbulent eddies near the Kolmogorov micro scale are the most important in transporting tracers towards the surface and provides the theoretical prediction
where C 1 is a constant of proportionality,  is the kinematic molecular viscosity, and  is the surface dissipation rate of turbulent kinetic energy. The Schmidt number exponent n is in the range 1/2 to 2/3, depending on the model assumptions on the surface boundary condition.
The theoretical prediction is n = 1/2 for a free surface and n = 2/3 for a no-slip surface. It has later been shown [e.g. McKenna and McGillis, 2004] that the Schmidt number dependence of k for a clean surface corresponds to the free surface assumption (n = 1/2) whereas a surface contaminated with large amounts of surfactants behaves more like a no-slip surface (n = 2/3).
Thus, by measuring  at the surface one can obtain estimates of k.
The dissipation rate of turbulent kinetic energy is estimated by use of the ADV measurements that provides a 3D velocity vector in one small volume. Within the turbulent inertial subrange (for eddies of size much larger than the Kolmogorov microscale), a onedimensional turbulent velocity wave number spectrum of a velocity component is related to the dissipation rate of turbulent kinetic energy through
where  is the angular wave number, and A  0.5 is a constant. Measuring in one point does however not yield a wave number spectrum, but by assuming that the turbulent eddies do not change much while advected past the measuring point (Taylors frozen turbulence hypothesis) one can transform from frequency to wave number spectrum. As in Vachon et al.
[2010], the surface wave frequency band contains the main velocity variance advecting water past the measuring volume. We use a method very similar to Vachon et al. [2010] except that we use the vertical rather than the horizontal velocity, since this has the smallest noise level in our setup. In our data the wave spectral peak was situated near 0.6 Hz and the wave RMS velocity was therefore calculated in the 0.3 to 1 Hz band, whereas the inertial subrange was fitted in the 2-3 Hz band. Calculations were done in 10 min segments using Welch's modified periodogram method with five 50% overlapping segments and a Hamming window. For some unknown reason we had problems with spikes during some periods, which caused an increased white noise level in the spectra in those segments. Segments were discarded when the high-frequency white noise extended all the way to the wave spectrum without a clear inertial subrange, and when standard spike removal procedures were not enough to remove spikes in the velocity data (see Figure 3 for an example spectrum). Piston velocity estimates were made using Equation 2 with a constant of proportionality of C 1 = 0.42 as found by Zappa et al. [2007] , and a Schmidt number exponent corresponding to a clean surface (n = 1/2). 
Surface divergence method
The surface divergence model as modified by McKenna and McGillis [2004] to take into account surfactant effects, can be written as
where C 2 is a constant, and a is the surface divergence
.
and u and v are the surface velocities in the x-and y-directions respectively. In laboratory experiments, particle image velocimetry (PIV) methods have been used to determine surface velocities and surface divergence. However, Veron et al. [2008] showed that IR imagery of the ocean surface could be used to map the surface velocity, vorticity and divergence fields.
Thermal IR radiation has very shallow penetration depths into the surface boundary layer
(1-100 m, see for instance Fig The IR camera is a Cedip Titanium 520 electrically cooled to a detector temperature of 77 K, with a custom filter that limits the transmission to 3.75-5.1 m in order to filter out reflected near-IR light short ward of this band. In order to avoid imaging reflected heat radiation from structures (i.e. the building and the bridge in this case) or the camera itself, it was tilted 30 degrees from the sea surface normal. This in turn creates some geometric effects as the horizontal and vertical image scales differ which has been corrected for in the velocity mapping part of the data analysis. The detector has a resolution of 320 x 256 pixels (11 x 8.8 degrees), resulting in an average field of view (FOV) of 95 x 88 cm (3.0 x 3.5 mm/pixel).
Care also had to be taken to avoid wind shadow of structures; this would otherwise give surface temperature distributions and velocity maps that are non-representative of the open water. The camera lens had a height above sea level that varied in the range 3.98-4.49 metres due to sea-level variations (4.30 m on average).
Each measurement series (sequence) was made using an exposure time of 1 ms and a frame rate of 100 Hz, imaging continuously for the duration of one minute (resulting in 6000 frames). Temperature calibration was made using two tanks of stirred water at different, known average temperatures (colder and hotter than the lake surface temperature).
We have used a method reminiscent of Particle Image Velocimetry (PIV, Raffel et al.
[1998]) to calculate surface flow maps. Instead of adding particles for flow visualization, variations in the IR heat patterns on the surface can be used to track displacements between frames (similar to Veron et al. [2008] ). For each frame we calculate the average frame velocity and a detailed velocity grid from normalized cross-correlations between two frames equidistant in time from the target frame. The cross-correlation technique used FFTs to speed up the calculations. Sub-pixel resolution of each average pattern shift was achieved by 3-point Gaussian interpolation to find the peak in each cross-correlation image.
For most sequences a time step of 40 ms (4 frames) could be used, but for very calm conditions a time step of 60 or even 100 ms was used to increase the accuracy. During daytime care had to be taken to avoid solar glints in the water surface which would otherwise make the PIV calculation much less reliable. When possible, disadvantageous solar angles were avoided, and all images were filtered to remove solar glints. Affected pixels were replaced with the median value in each image.
The velocity grid uses a matrix of 68 x 52 vectors, each consisting of a sub-image of 32 x 32 pixels (on average 9.5 x 11 cm on the water surface), with an overlap of 4 pixels. The spatial resolution could not be made higher, at least not during the conditions at the time of the measurements, as there would frequently be too many sub-images with not enough structure available to track the motions. Low pass filtering (3 x 3 kernel of 1/9 values) was applied to increase contrast in all sub-images before normalization, and to avoid calculating zero shifts that could otherwise occur in low contrast regions from persistently hot and cold pixels (bias and dark current).
Removal of bad velocity vectors has been automatically made in several ways. Velocity vectors that deviated much from neighbouring vectors in the grid (either through velocity or angle) were removed from further calculations. A sub-grid of 7 x 7 vectors were used to check each velocity vector, allowing for a maximum angle difference of 40 o relative to the local median value for shifts larger than 3 pixels (to avoid using inaccurate angle calculations based on too small shifts). Speed filters were also applied, removing vectors that had shifts larger than 3 pixels from the local median value or absolute speeds larger than 14 pixels (limited by the zero-padding of each 32 x 32 pixels sub-image).
The heat structures are seen to be elongated in the wind direction, with average sizes (along and perpendicular to the wind) that were measured. For large elongations, the crosscorrelation routine could get confused as sub-images look very similar along extended features, producing false image matching at large shifts along these features. Thus, for every velocity map, a filter was applied that removed vectors deviating more than 5 from the median value. For sequences with very elongated structures, this limit was set at a lower value that was determined from visual inspection using a graphical user interface.
Environmental parameters and possible relations to k
Many environmental and observational parameters were measured and plotted versus k obtained from the direct (chamber and dissipation) methods in an attempt to find potential new empirical methods for mapping k. Among the measured parameters were bulk temperature (average and RMS), surface temperature (average and RMS), IR surface velocity mapping (average speed, surface divergence, velocity RMS relative to both sequence and frame zeroes), average IR structure size, and wave height.
The surface temperature distribution is dependent on wind speed [e.g. Donlon et al., 1999; Farrar et al., 2007] as e.g. increasing wind speed mixes surface temperatures (especially through breaking waves) towards more homogenous distributions. There is an assumed structure size in the dissipation method, and increased wind speed has been seen to change the appearance of the IR structures, motivating the choice of this variable. Wave height is also an important parameter to study as it is directly related to wind speed and wind fetch, but also because waves do introduce surface divergence (e.g. McKenna and McGilis 2004) , and because wave breaking introduces turbulent kinetic energy into the surface layer [e.g. Gemmrich and Farmer, 2004] . Finally, one parameter that may reflect both surface waves and turbulence is the surface skin RMS velocity, which was calculated from the IR velocity fields by first subtracting the water current from each field (calculated from a second degree polynomial fit to the 6000 frame average velocities in each 60 second sequence) and then taking the RMS of the residual speeds.
Using Fourier transforms on the images, the typical surface structure size could be found in each image from wave number spectra. As IR surface features are extended in the wind direction, the typical size perpendicular to the direction of extension was used. The surface velocity mapping is described in the previous section.
Wave surface elevations and surface orbital velocity time series were obtained in 10 min . Subsequently, the significant wave height was estimated as four times the RMS surface elevation according to standard practice. Also the RMS surface orbital velocity was calculated from these surface wave velocity estimates.
Results
We will now present the results, starting with a general presentation of the IR data, followed by estimates of k with the various methods, correlations with environmental parameters, and a comparison of the methods.
The IR data
The surface skin shows both cold and warm average temperatures, periodically. While relative temperatures in each image are very reliable, absolute temperatures are at times overestimated due to reflected sunlight from the sea surface (partly removed in the calculations in case of solar glints) and at times underestimated due to reflected cold sky.
Relative temperatures, and thus the temperature RMS in an image or a sequence, are however not affected noticeably by such reflections (as long as the camera field of view is small enough for the water surface emissivity to not vary much across an image). Surface temperature anomaly distributions are shown in Figure 4 for two example series, where 60 distributions (one every 100th frame) have been averaged, giving two very Gaussian like distributions. Each distribution has a mean value of zero to make a correct averaging possible and interpolations have been made to remove quantization noise from the analogue to digital converter (by randomly adding values in the range -0.5 to +0.5 to smooth out the distributions). The distribution in a single frame is partly due to (photon and camera) shot noise, therefore five adjacent frames have been averaged for each distribution, making the temperature distribution clearly dominate over the noise. The wide distribution in Figure 4 corresponds to calm conditions while the narrow distribution corresponds to rougher conditions with breaking waves (see Fig. insets ). The temperature contrast diminishes with increasing wind speed (in agreement with Veron et al. [2008] ), at least above wind speeds where breaking waves started to appear, which mixes the upper layers, directly followed by a very low contrast pattern (with an almost uniform temperature distribution across the image scale). The numerical results of the velocity statistics on all sequences are presented in Table 1 .
Example velocity maps obtained during both calm and windy conditions are presented in Figure 5 . Figure 6 shows the corresponding divergence fields. Removal of bad velocity vectors have been done using the velocity filters described in the methods section. 
Chamber method
Results from the chamber method are shown as filled circles in Figure 7 . We obtain k values in the range 0.510 -5 -710 -5 m s -1 over the studied 24 hour period, with large-scale variations that follow the changes in wave height ( Figure 2 ) and thus wind speed. As can be seen, there is also a small-scale variability in the measured k values on very short time scales.
A peak due to a short period of fairly intense rain is also picked up in the measured k values. 
Dissipation method
Results from the dissipation method (using Equation 2) are shown as plus signs in Figure   7 , showing k values in the range 210 -5 -710 -5 m s -1 over the studied 24 hour period. k values below 210 -5 m s -1 are not presented since this value represents a level of dissipation where waves and instrument noise dominates over the turbulence signal.
Surface divergence method
The surface divergence method gave k ~ 210 -5 m s -1 throughout the 24 hour period. This is in agreement with the average chamber and dissipation method k values, but does not reflect the variability obtained with these methods. As discussed in Section 4, this may be due to the spatial resolution of the velocity grid, which imply that the detailed velocity structure, and thus the small turbulent eddies, is not resolved. Our velocity maps are instead dominated by wave orbital velocities. The term (<|a|>) 1/2 in Equation 4 is found to be in the range 0.11-0.14 cm s -1 . IR surface temperature RMS and underwater temperatures at 0.9, 1.8, and 2.6 metres depth, and Figure 11 shows the development of the bulk and surface temperature RMS. The shapes of the curves are in agreement to some degree, but there is no strong correlation between the skin and the bulk temperature variability, maybe because some of the bulk temperature variability during the calm periods is related to the thermal stratification developing during some of these periods (Fig. 10) . The intense surface transition event is seen as a large peak in this plot at 229.35 days. We find that the surface temperature RMS (Figure 11 ) does not correlate well with k. The broadening of the skin temperature distribution was found to be more dominated by surface transitions than wind speed (or wave height). The k values are 10 minute averages centred on each frame. It is apparent that the IR structure size changes on a much shorter timescale than the piston velocity.
Environmental parameters
The surface velocity RMS from the IR camera, V RMS , was linearly fitted to the piston velocity, k 600 , from the independently calibrated methods (chamber and dissipation). This fit is shown in Figure 8 
where k 600 and V RMS are in the units m/s and m/s, respectively. 
Comparison of the different approaches

Discussion
We find good empirical relationships between k, surface velocity RMS, and significant wave height. However, we do not find a relationship between k and surface divergence ( Figure 8 ). As it is the surface divergence that brings up bulk water near the surface it is surprising that it is the surface skin velocity RMS rather than surface divergence that correlates with the piston velocity. However, the surface skin velocities do not detect the small eddies that cause the main divergence -partly because of too low resolution in the velocity maps but also due to the fact that we observe heat patterns and not necessarily the water particles moving, meaning that we could have motion even in a stationary heat pattern.
Therefore, the presently obtained correlation between surface skin velocities and k is probably an indirect measure of the importance of waves and wind bursts on the gas and heat exchange.
From Figure 14 it can be seen that the surface skin velocity RMS from IR measurements corresponds fairly well with that expected from wave orbital theory and the measured wave heights. It is therefore reasonable to assume that the good surface skin velocity RMS correlation is caused by the correlation between waves and k, which in turn is probably caused by the combined effect of waves and wind on k. It is not surprising that wind waves do influence k. The wind puts energy into the wave field that is transferred to near surface turbulence, e.g. through white capping and micro scale wave breaking. The strong effect of these processes on k has clearly been shown in wind wave tanks [e.g. Jähne et al., 1987] , where k increased dramatically with the appearance of waves on the surface. We do not have local wind or wind stress data, but since the observations are obtained in a strongly fetch limited area, the coupling between waves and wind is strong. 
Based on the Jähne et al. [1987] results, Woolf [2005] proposed a relation for waves without white capping, which in the same units as Equation 9 can be written as k 600 = 5.0•10 -6 U 10 . This is not far from our result when considering the problems in transferring laboratory scale results to real conditions. Also the uncertainty limits in Equation 9 may be too low due to the unknown uncertainty introduced by the wind-wave relation (Equation 8).
The idea of measuring waves rather than winds could be promising, in sheltered fetch limited water bodies, where the winds can be much more spatially variable than the waves.
However, the relation in Equation 6 is unphysical and cannot be extrapolated to other water bodies. In order to generalize that expression, we use Equation 9 and transform that back to an expression including the significant wave height and fetch, using the JONSWAP relations .
This provides a basis for a new method for fetch limited regions, where one can estimate k from wave height measurements, which can be done with various rather simple methods.
Equation 10 may be expected to represent a bulk estimate for k over the fetch area, since the waves are the result of the wind energy input over the fetch area. It should, however, be remembered that the relation is established based on k measurements in only one point. Future experiments should focus on establishing a similar relationship based on k estimates more representative for the whole fetch area.
We note that the calculation of surface velocity RMS, and thereby wave orbital velocities, is also possible when doing measurements with a non-stationary camera (e.g. from a boat) as the same trends are seen in the velocity statistics when the average frame velocity has been removed in each frame instead of the average velocity of the full sequence (Table 1) .
However, this can partly remove the velocities caused by the waves (depending on the field of view) which could lower the sensitivity of this approach.
We also find a much better relation between surface skin velocity RMS and k than between surface temperature RMS and k. It is worth noting that the temperature RMS is influenced both by the strength of the turbulent eddies bringing heat to the surface, and the temperature difference between the surface skin and the bulk fluid. The latter increases with increasing heat flux and decreases with increasing wind stress [e.g. Soloviev and Schlüssel, 1994] providing complicated relations especially in the low-wind regime when surface turbulence changes from being caused by convection to being caused by surface shear stress.
In a lab at low humidity, and with a controllable water temperature, it is typically possible to maintain a temperature difference of more than 1.5 K between hot and cold regions [Garbe et al., 2007] while lake and sea surfaces usually only have a temperature difference of up to a few times 0.1 K (see e.g. [Veron et al., 2008] and this work).
It is clear that local variations can play an important role in the surface temperature appearance, as seen in the IR data -and thereby local spatial variability of k can probably be high. Interestingly the flux chamber derived k yielded high short term variability (Fig. 7) which could reflect rapid passage of water masses with high spatial k variability under the chamber surface.
An important limitation when following IR heat patterns on the air-water interface is that the spatial resolution in the velocity grid cannot be as high as with particle image velocimetry in the lab (see e.g. [Volino and Smith, 1999] ). This is partly because heat patterns can get very extended in the wind direction, creating a striped appearance, which makes following motions along such stripes of uniform temperature difficult or even impossible. This is also the case for large patches (up to dm-scale) of almost constant temperature at the camera sensitivity limit. Thus, a large enough part of the surface needs to be followed for each velocity vector, meaning only large-scale motions are resolved and the divergence method does not work as well as has been shown with particles in a laboratory environment [McKenna and McGillis, 2004; Turney et al., 2005] . This could possibly be improved upon if a non-uniform velocity grid is developed, varying in size according to individual patterns in all the images. In addition, the temperature contrast detection limit could be improved with more sensitive cameras in the future. The IR velocity mapping is at times affected by reflections of sunlight on the water surface, glares that can confuse the PIV calculations. This could be improved by using longer wavelengths than the present range (3.75-5.1 m), e.g. the range 7-11 m for which detectors are readily available or even going further into the IR in the future (e.g. by selecting a spectral region with many water lines could result in a "solar blind" camera, not sensitive to reflections of the sun or the cold sky but still sensitive to water surface temperatures). An advantage with IR velocity measurements is that they are non-invasive, if care is taken to avoid changing the local surface conditions (e.g. wind shadow from a boat).
An instrument limitation for the dissipation rate method is the noise limit at about 210 -5 m s -1 which is mainly caused by the disturbance of the turbulence spectrum by the wave spectrum. One of the limitations in the flux chamber method is that gas concentration measurements in the water do not have the same high measurement frequency as the chamber headspace measurements in this case and this can cause some of the observed variability.
However, in spite of the above limitations, our results indicate an overall agreement between the different approaches, particularly at higher k levels. At calmer conditions, k from the chamber method was lower than from the dissipation method indicating that our type of chambers did not overestimate k estimates (relative to the other methods presented) as proposed by Vachon et al. [2010] . In fact, as can be seen in Figures 4 and 5 (lower right panel), k from wave height agree very well with those from the chamber method even at calm conditions. This contradiction points at the flux chamber design and how it is deployed as important factors to consider. In fact the correlations between the chamber and the noninvasive IR velocity RMS measurements indicate that the chamber method approach may work reasonably well to estimate k as also suggested by Cole et al. [2010] , at least for some chamber designs. Although all these approaches require more work to optimize performance to reduce uncertainties and to increase the physical understanding for improved conversion of data to meaningful k values, our data indicate that they yield comparable results and can therefore be used independently to validate extrapolations of established models to estimate k from wind speed. Finally, it is worth noting that this is a study of convergence among kmethods, not a search for the single best method as this may depend on both the situation, and there are no "true" k-measurements that the k-values from the different methods can be compared with.
Summary
We have compared different methods for measuring the piston velocity k, and proposed a new method for fetch limited water bodies The study involves flux chambers (chamber method), dissipation rates of turbulent kinetic energy (dissipation method), and IR surface divergence (surface divergence method). By simultaneously measuring several environmental variables (e.g. surface and bulk temperature, IR surface velocities, IR structure size, and wave height) strong linear relations were found between the measured k values, surface skin velocity RMS, and wave height. The surface skin velocity RMS -k relationship can partly be explained by the wave height -k relationship, as the expected RMS value of the wave orbital velocities agree fairly well with those measured by the IR camera.
The chamber and dissipation methods agreed well, except at calm conditions (below k ~ 210 -5 m/s) where the dissipation method was unreliable as waves and instrument noise dominated over the turbulence signal. The divergence method failed, contradictory to previous lab experiments in literature. This can be attributed to the lower resolution in velocity maps obtainable by IR imaging of heat structures on lake surfaces compared to particle image velocimetry measurements in the lab. For reliable velocity measurements for any position in a velocity grid, with possibly very low temperature contrast or striped patterns extended in the wind direction, roughly 10 x 10 cm of the lake surface needed to be followed for each velocity vector. This resolution was not enough to resolve the small turbulent eddies that cause the main divergence.
The chamber method showed the largest temporal variability of k on short time scales. It is clear from the IR data that local variations play an important role in the surface temperature appearance. This short time scale variation of k could therefore reflect rapid passage of water masses with high spatial k variability under the chamber surface. Our data showed no indications that the chamber method, with our type of chambers, overestimate k in contrast to previous concerns.
Finally, the good correlation between k and wave heights, made us propose a method to estimate bulk values of k for sheltered, fetch limited water bodies based on wave measurements. Dissipation method k values below the ADV noise limit were not included in these plots. All k values are included (and averaged if more than one) that are within 10 minutes of each measured variable (2.5 minutes for the wave height plot as these were more frequently sampled). 
