The emerging field of Progressive Visual Analytics (PVA in what follows) deals with the objective of progressively create the final visualization through a series of intermediate visual results, affected by a degree of uncertainty and, in some cases, a non monotonic behaviour. According to that, it is a critical issue providing the user with no confusing visualization and that results in a novel point of view on stability and consistency. This position paper deals with the novel and challenging issues that PVA poses in term of visual stability and consistency, providing a preliminary framework in which this problem can be contextualized, measured, and formalized. In particular, the framework proposes a set of metrics, able to explore both data and visual changes; a preliminary case study demonstrates their applicability and advantages in adequately representing data changes in a visualization.
INTRODUCTION
Visual Analytics is a well established research field allowing a user to get insights on the data, dominating both its cardinality and dimensionality. In today scenarios data collection is a standard practice conducted by many different actors, from research centers to small enterprises; the development of fields like Internet of Things is additionally leading to a sheer amount of devices that produce data at very fast rates, making the problem of visualizing these data even more actual.
In order to cope with the vast amount of produced data, and to provide the user with a timely visualization, a new field called "Progressive Visual Analytics" (PVA in the following) is emerging, with the objective of progressively create the final visualization through a series of intermediate visual results, affected by a degree of uncertainty.
A main concept in data representation and visualization is managing the chosen visual paradigm, in order to convey as better as possible the data characteristics. In this scenario, two aspects are really important. The first one is the representation of the data itself, in a given moment: in this case the focus is on the selected visual paradigm and the associated analytical tasks that are in charge of producing a good and informative representation of the data. The second aspect is the representation of the changes in the data: in this case, even a well chosen visual paradigm for a static dataset could result problematic in capturing such changes.
The conveyance of the changes in a dataset encompasses different aspects, ranging from the traceability of the change for the user to an adequate representation of the visual change in order to be in accordance with the data change, to the stability of the visualization itself.
Differently from the case of a data streaming, where new data are processed and visualized at the time in which they are produced, making the actual visualization a correct representation of the data state, in PVA an intermediate visual results could be a particular arrangements of data that does not represent any existing situation.
In this case the problem of maintaining a visual consistency should be led by the goal of allowing the user to understand the way in which the visualization is constructed and to identify areas with more certain results from areas still affected by too much uncertainty to make a decision.
The contribution of this paper is to provide an initial reasoning on how to measure and analyze visual stability and visual consistency in the field of PVA, providing a preliminary framework in which this problem can be contextualized and formalized; a case study demonstrates its applicability and advantages in adequately representing data changes in a visualiza-
RELATED WORK
Progressive visual analytics (PVA) is an emerging field of research, with recent contributions proposing different approaches to the topic (Schulz et al., 2016; Stolper et al., 2014; Turkay et al., 2017; Fekete and Primet, 2016) . In its general formulation, PVA provides partial results from long-running analysis operations generated by a stepped algorithm (e.g., a recursive algorithm), whose steps lead to the availability of partial results. Going through the literature, it appears that a number of seemingly disjoint visualization approaches can be understood as Progressive Visual Analytics, ranging from Streaming data visualization (Wong et al., 2004; Cottam, 2011) , Layered visualization (Piringer et al., 2009 ), out-of-core visualization (Cottam et al., 2014; Joy, 2009 ) that chunkes the dataset when its size exceeds the available memory space, parallel visualization (Ahrens et al., 2007; Vo et al., 2011) , computational steering (interactive control over a computational process during execution) (Mulder et al., 1999) , to Progressive visualization (Angelini and Santucci, 2013; Rosenbaum and Schumann, 2009; Glueck et al., 2014; Frey et al., 2014; Fisher et al., 2012) . This paper proposes to study visual stability and consistency for PVA from three perspectives: data space, visualization space, and perception space. Relevant propsals have been studied and reported according to this task. The first step consists in analyzing the data. Many studies aimed at dataset classification are present in literature. In (Forman, 2003) Forman uses several metrics to classify text files. These metrics are based on the cardinality of the words and characters repetition. Regarding visual quality metrics, in (Tufte and Graves-Morris, 1983 ) is pointed out the need to have intrinsic metrics to define visualization quality for the top 10 unsolved Information Visualization problems. A classification of visual quality metrics is proposed in (Bertini and Santucci, 2006b) . The classification divides metrics in three different classes: Size metrics (screen occupation, data density) purely based on cardinality; Visual Effectiveness Metrics, encompassing metrics that evaluate visual quality with respect to degradation, collision, and occlusion of image points, and Feature Preservation Metrics, that evaluate a visualization based on how correctly an image represents data characteristics. In (Bertini and Santucci, 2004 ), a quality metric is defined studying the pixels overlapping in a scatterplot representing a big amount of data and driving a non uniform sampling algorithm. An accurate study is proposed in (Bederson et al., 2002) , in which different and correlated metrics useful to evaluate consistency and stability of a visualization are presented; however, it is limited to the Treemap layout. Tufte and Graves-Morris in (Tufte and Graves-Morris, 1983 ) propose a study on static images, analysing data points and image points and defining level of quality accordingly. In (Zheng et al., 2007) a study on the visual position of represented data is conducted. In this case visual consistency depends on the positions of the elements in a web page. Human perception is an important factor to evaluate a visual metric. A thorough study is made in (Ware, 2012) , where thresholds are proposed to compute size metrics taking into account human perception. An experimental study is presented in (Tatu et al., 2010) where numerical metrics computed statistically on 2D scatterplots are compared with human perceptions on the same 2D scatterplots. The results show that despite metrics are good to evaluate visual data, human perceptions do not confirm this theory. Heer et al. in (Heer and Robertson, 2007 ) present a study on how animations can be helpful in graphical perception when a user must follow data in chart transitions. Harryson in (Harrison et al., 2014) try to study and classify how perception of correlation in different representations can be modelled using Webers Law. On the same topic, in (Rensink and Baldridge, 2010) Rensink and Baldridge propose a study on the human perception of the correlation in scatterplot representations, while in (Bertini and Santucci, 2006a ) a size metric is integrated with numerical perceptual studies that provide a more precise misure of the visual effectiveness of 2D scatterplots. Finally, in (Szafir et al., 2016) several visual statistical metrics are computed on different data representations. It shows that at perception level the same computed metrics can appear in different way.
ANALYZING VISUAL CONSISTENCY AND STABILITY
One of the contributions of this paper is to provide a preliminary conceptual framework able to quantify the visual consistency of a PVA solution.
We define as visual consistency the property of a visualization to follow visually the behaviour of the underlying data.
The first step is the identification of dimensions on which visual consistency will be evaluated. In this sense the following dimensions of analysis have been identified:
• Data space: regarding the characterization of an update in the data space
• Visualization space: regarding the characterization of an update in the visual space
• Perceptual space: regarding the characterization of an update in the perceptual space
The second step is to define metrics on data and on visualization spaces to evaluate how much a data representation is coherent with the corresponding data values and updates. The results obtained in data and visualization spaces will be compared in order to evaluate the visual consistency.
A third component needed to correctly evaluate the visual consistency is the human perception. In fact, sometimes data are represented in a coherent way, but there are some aspects that can appear imperceptible or distorted.
We define as visual stability the property of a visualization to remain stable or to provide visually traceable changes during the process of data visualization.
Differently from the visual consistency, for visual stability is desirable the minimization of the changes happening in the visual representation; this characteristic is really important in the case of visualization applied to frequently updating data, and in the particular case of PVA, where the intermediate results come from situations that are dictated by the actual implementation of the progressive analysis (e.g., task based, time based) and that are not real states of the whole process, as it is the case while considering a data stream. In this scenario if the visual consistency will be completely respected the resulting visual result would be affected by many changes, making difficult for the user to interpret the data and neglecting one of the advantages of PVA that is the ability to see how the visualization is shaping in order to support decision making. On the other hand, if the visualization is completely stable it will not capture the entirety of the changes and updates happening in the underlying data, resulting in a less visually consistent visualization. The user will be able to better interpret and trace data changes, but at the cost of not considering a part of them or having a visual change less consistent with the data change. The trade-off between visual stability and visual consistency has to be governed by the PVA solution, and in order to do so both these metrics has to be evaluated.
Visual consistency is measured when a change happens in the dataset, and the visualization changes accordingly. Given a dataset D, we model its evolution as follows:
( 1) where D represents the dataset, i = 1..n represents the time instants, Unchanged is a set formed by all the elements of D that are not changed from i to i+1. Changed (or UPDATE) is the set containing the elements of D that are changed from i to i+1. In is the set containing new elements not previously contained in D and Out represents all the elements that were in D i but not in D i+1 . A graphical example of the dataset structure is showed in Figure 1 . 
Data Metrics
Computing metrics on the data is the first step to conduct in this analysis. To fulfill this task, general formulas valid for any dataset are taken into account.
Size Metrics
A set of metrics valid on a generic dataset, independent from its structure and dimensionality, is based on size. The first metric, DeltaSize, is defined as:
The computation of DeltaSize provides a numerical value on the size change of the dataset, but no information about the number of analysed entering and exiting elements. We define DeltaSizeUpdate metric as follows:
This metric represents the contribution of updated data over time. To study a dataset from the point of view of new entering elements, another metric is computed:
It gives a numerical value that shows the set growth. DeltaSizeOut gives an estimation about the number of exiting elements from the dataset.
Magnitudo Metrics
Magnitudo metrics can be obtained as function of a single attribute or multiple attributes coming from the dataset tuples (forming an aggregated value represented as agg). We define DeltaValue as:
DeltaValue is computed on a generic attribute J ( j = 1..k) and is defined as the ratio between sum of attributes value for every element (id) included in D at time i + 1, and the same sum calculated at time i. Its value gives an idea on how dataset grows quantitatively. The same approach followed for size metrics is applied for the magnitudo ones. The rationale in splitting the original dataset into the UPDATE, IN and OUT subsets allows for a specific analysis of stability and consistency on the more active (UPDATE) or more new (IN and OUT) elements of the dataset. The main contribution of magnitudo metrics should be to conduct an analysis based on the dimensionality of the dataset (down to the single features).
Distribution Metrics
Distribution metrics are useful to analyse data features from a statistical point of view. The definition of a generic distribution metric is:
where SV (Statistical Value) represents a statistic to compute on the argument set; as example we could have:
This metric gives the ratio between the maximum value at time i + 1 and the maximum value at the precedent time instant. Many SV can be considered: max value, min value, average, variance, percentile. As seen before, also for Distribution metrics the computation should be implemented for the UPDATE, IN and OUT subsets.
Change Metrics
To conclude the discussion about the data metrics, a last metric of evaluation for a dataset can be based on the observation of the overall change in the data. To define a value able to describe the overall change in the dataset, we first consider the aggregation of all change contributions as:
AggOUT id,i+1
(9) Then we define:
Visual Metrics
Once metrics on the data are defined, the attention shifts toward visual metrics. The lower level feature on which can be defined a visual metrics is the pixel space. Other measures can be based on geometric distances, density or visual overlapping. Also for the visual metrics we take into account Size, Magnitudo,Distribution and Change concepts.
Size Visual Metrics
We define DeltaSizeVisual as:
where px represent "number of pixel" and |D| is the cardinality of D. This metric is able to show if the dataset growth is proportional to the increased number of pixels needed to represent it.
Accordingly to what has been defined for data space, we have:
Magnitudo Visual Metrics
This family of metrics allows to evaluate a visualization on how it represents data values and not only on dataset cardinality. The first Visual Metrics defined to measure how well are represented the variations of elements of D during their updates is DeltaValueVisual:
DeltaValueUpdateVisual is a more specific metric to analyse how data updates are reflected on the visualization; we define DeltaValueU pdateVisual(agg j ) as:
It is easy to note that this metric represents how updates in data are reflected in visual representation instant by instant. The same approach followed for magnitudo metrics is applied for the magnitudo visual ones, splitting the original dataset into the UPDATE, IN and OUT subsets.
Distribution Visual Metrics
Also for the visualization is helpful to have a set of metrics to evaluate the statistical behaviour of the dataset directly on the visual representation. To have an idea of visual features under statistic terms, it is possible to compute the number of pixels needed to draw the maximum data value, the number of pixels needed to draw the minimum data value, the average of pixels needed to represent the dataset. Indicating SV as the statistic to compute on the argument set, is possible to define DeltaSVVisual as:
To evaluate the contribution of the UPDATE subset, it is applicable DeltaSVU pdateVisual, defined as:
Change Visual Metrics
To evaluate the overall visual change of the dataset representation, as done in the data spaces, aggregation formulas are needed; a proposal based on aggregation of data values is defined as: 
USE CASE
Preliminary experiments using the framework have been conducted on the "Last.fm" dataset, representing a proof-of-concept on the kind of considerations that can be made from the application of the framework. Last.fm is a social internet radio that allows users to share songs and create play-lists based on the users' preferences. The dataset contains the results of "getTop500Artist()" method on the entire collection at different time instants. The selected visual representation is a bar-chart, with inherent constraints coming from this choice in the form of rescaling factors (when new data get added) and order of results (based on frequency or alphanumerical order). Figure 2 presents the comparison between the data and visual cardinality (size metrics and size visual metrics) when the bar-chart representing data is set to alphanumerical order: This ordering privileges stability and visual consistency, providing less fluctuations in the values of the metrics and converging values. Additionally it also gives to the user a perception of the cardinality similar to the real one.
The second experiments on Last.fm is based on the same calculations but applied on a bar-chart set on a frequency order, more useful in user tasks because it orders data according to their frequency. Figure 3 shows that the perceived cardinality is distorted with respect to the data cardinality, given the number of swaps among the elements (bars) in order to obtain the new ordered set. So, while the alphanumerical ordering tends to convey better the changes, making the visualization more stable (can be seen by the low variations in the metrics scores in Figure 2 ), the frequency order tends instead to confuse more the user in appreciating the changes, having both high variations in metrics scores and really low correspondence between data and visualization metrics (see Figure 3) . Additional study is needed in order to better formalize these results.
CONCLUSION & FUTURE WORK
This paper proposed general principles for coping with visual stability and consistency in the case of Progressive Visual Analytics. A preliminary framework of analysis, based on metrics computed on data space and visualization space has been proposed. Considerations regarding the perception space and properties of the used visual representation have been introduced, coming from initial experimentation based on bar-charts. In order to refine and validate such general principles, the authors will conduct a more robust experimentation phase, with the goal of identifying properties of visual representations that characterize how suited they are for a PVA approach. The authors foresee also a user study regarding perceptual issues and validation of the proposed analytical approach.
