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We consider the motion of the interface separating two domains of the same
fluid that moves with different velocities along the tangential direction of the
interface. The evolution of the interface (the vortex sheet) is governed by the
Birkhoff-Rott (BR) equations. We consider the question of the weakest possible
assumptions such that the Birkhoff-Rott equation makes sense. This leads us to
introduce chord-arc curves to this problem. We present three results. The first
can be stated as the following: Assume that the Birkhoff-Rott equation has a
solution in a weak sense and that the vortex strength is bounded away from 0
and ∞. Moreover, assume that the solution gives rise to a vortex sheet curve that
is chord-arc. Then the curve is automatically smooth, in fact analytic, for fixed
time. The second and third results demonstrate that the Birkhoff-Rott equation
can be solved if and only if only half the initial data is given. c© 2005 Wiley
Periodicals, Inc.
1 Introduction
Vortex dynamics is of fundamental importance for a wide variety of concrete
physical problems, such as lift of airfoils, mixing of fluids, separation of boundary
layers, and generation of sounds. In mathematical analysis, one often neglects
surface tension and viscosity when they are small in the real physical problem.
This necessitates justifying such simplifications.
In this paper, we consider the motion of the interface separating two domains
of the same fluid in R2 that moves with different velocities along the tangential
direction of the interface. We assume that the fluids occupying the two domains
separated by the interface are of constant densities that are equal and inviscid,
incompressible, and irrotational. We also assume that the surface tension is 0, and
that there are no external forces. The interface in the aforementioned fluid motion
is a so-called vortex sheet. We want to study the following problem:
Given vortex sheet initial data, is there a unique solution to the problem?
In general, there are two approaches to the aforementioned problem. One is to
solve the initial value problem of the incompressible Euler equation in R2:
(1.1)

vt + v · ∇v + ∇ p = 0
div v = 0
v(x, y, 0) = v0(x, y)
(x, y) ∈ R2, t ≥ 0,
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where the initial incompressible velocity v0 ∈ L2loc(R2), in which the vorticity
ω0 = curl v0 is a finite Radon measure. Here v is the fluid velocity, p is the pres-
sure, and the density of the fluid is assumed to be 1. Notice that a vortex sheet gives
a measure-valued vorticity supported on the interface. This approach was posed by
DiPerna and Majda in 1987 [21]. In 1991, Delort [20] proved the existence of
weak solutions global in time of the two-dimensional incompressible Euler equa-
tion (1.1) for measure-valued initial vorticity in H−1loc (R
2) that has a distinguished
sign. However, the problem of uniqueness of the weak solution is still unresolved.
In 1963, Yudovich [51] obtained the existence and uniqueness of weak solutions
of the two-dimensional incompressible Euler equation (1.1) for initially bounded
vorticity. The best results on uniqueness to date are given by Yudovich [52] and
Vishik [49] for weak solutions with vorticity in a class slightly larger than L∞.
This does not include vortex sheets, which admit measure-valued vorticity. Ex-
amples of weak solutions with the velocity field v ∈ L2(R2 × (−T, T )) that is
compactly supported in space-time was constructed by Scheffer [44] and later by
Shnirelman [45]. This gives nonuniqueness of weak solutions in L2(R2×(−T, T )).
However, nonuniqueness in the physically relevant class of conserved energy v ∈
L∞([0,∞), L2loc(R2)) remains open. Sources containing numerical evidence of
nonuniqueness of weak solutions for vortex sheet data include [33, 40].
Furthermore, weak solutions give little information on the specific nature of
the vortex sheet evolution. For instance, does the vorticity remain supported on
a curve for a later time given that the initial vorticity is supported on a curve in
R2? If we further assume that the free interface between the two fluid domains
remains a curve in R2 at a later time, equation (1.1) can be reduced to an evolu-
tionary differential-integral equation along the interface. This is the Birkhoff-Rott
equation, written explicitly by Birkhoff [2] and implied in the work of Rott [42].
The second approach uses the Birkhoff-Rott equation as a model for the evolution
of the vortex sheet.
1.1 The Birkhoff-Rott Equation
For convenience, we use the complex variable z = x + iy to denote a point in
R2. z = x − iy denotes the complex conjugate and ft = ∂t f and fx = ∂x f are the
partial derivatives of the function f . H s(R) indicates a Sobolev space.
In search of the equation for the evolution of the vortex sheet, we suppose that
at time t ≥ 0 the vorticity is a measure supported on the curve (t) given by
complex position ξ = ξ(s, t) in arc length s, in which ξ(0, t) is the particle path of
a reference particle; on this curve the vorticity density is γ = γ (s, t). That is, the
vorticity at time t is ω(x, y, t) satisfying∫∫
φ(x, y)ω(x, y, t)dx dy =
∫
φ(ξ(s, t))γ (s, t)ds for any φ ∈ C∞0 (R2).
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From the Biot-Savart law, the velocity field v induced by the vorticity is given by
v(z, t) = 1
2π i
∫
γ (s ′, t)
z − ξ(s ′, t) ds
′ for z ∈ (t).
Notice that the velocity is discontinuous just on (t). We define the velocity on
the sheet as the average of the velocities at the two sides of the sheet that is given
by the principal value integral:




γ (s ′, t)
ξ(s, t) − ξ(s ′, t) ds
′.
As suggested by the properties of the Euler equation, we assume that the vortex
sheet is convected by the average velocity (1.2), and the vorticity is conserved
along the particle path. We arrive at the evolution equation of the vortex sheet:
(1.3)
ξt(s, t) + a(s, t)ξs(s, t) = v(ξ(s, t), t),
γt(s, t) + ∂s(a(s, t)γ (s, t)) = 0,
where a(s, t) is a real-valued function satisfying a(0, t) = 0.
A rigorous justification of the equivalence between equation (1.3) and equation
(1.1) for smooth graphs ξ(s, t) and smooth vortex strength γ (s, t) can be found in
[35]. Recently it was shown that equations (1.3) and (1.1) are equivalent under the
assumptions that ξ( · , t) is a regular curve (see the paragraph following Theorem
1.1 for the definition of a regular curve) and γ ( ·, t) ∈ L2(ds) ∩ L1(ds) (see [34,
theorem 3.2]).
Assuming α(s, t) = ∫ s
0
γ (s ′, t)ds ′ defines an increasing function of s, we make
a change of variables: z(α, t) = ξ(s(α, t), t), in which s( · , t) is the inverse of
α( · , t): α(s(α, t), t) = α. We get from equation (1.3) the Birkhoff-Rott equation






z(α, t) − z(β, t) dβ.
Notice that z = z(α, t) is a parametrization of the vortex sheet in the circulation
variable α, and 1/|zα| = γ is the vortex strength. A steady solution of (1.4) is the
flat sheet z = α.
Equation (1.4) has been under active investigation for the last four decades. A
well-known property of (1.4) is that perturbations of the flat sheet grow due to
the Kelvin-Helmholtz instability, following from a linearization of equation (1.4)
about the flat sheet. For given analytic data, Sulem, Sulem, Bardos, and Frisch
[47] established the short-time existence and uniqueness of solutions in the analytic
class for two-dimensional and three-dimensional vortex sheet evolution. Duchon
and Robert [22] obtained the global existence of solutions of equation (1.4) for a
special class of initial data that is close to the flat sheet.
However, numerous results show that a vortex sheet can develop curvature sin-
gularities in finite time from analytic data. Moore [37] was the first to provide
analytical evidence that predicts the occurrence and time of singularity forma-
tion, which was verified numerically by Meiron, Baker, and Orszag [36] and by
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Krasny [28]. Caflisch and Orellana [3] proved existence almost up to the time
of expected singularity formation for analytic data that is close to the flat sheet.
Duchon and Robert [22] and Caflisch and Orellana [4] constructed specific exam-
ples of solutions of equation (1.4) where a curvature singularity develops in finite
time from analytic data. The example of Caflisch and Orellana [4] has the form
z(α, t) = α + S(α, t) + r(α, t), where
S(α, t) = ε(1 − i){(1 − e−t/2−iα)1+µ − (1 − e−t/2+iα)1+µ}
is a solution of the linearized equation in which ε is small, µ > 0; r(α, t) is the
correction term that is negligible relative to S(α, t) in the sense that S(α, t)+r(α, t)
exhibits the same kind of behavior as S(α, t) [4]. Notice that S(α, t) is an analytic
function for t > 0, but S(α, 0) has an infinite second derivative at α = 0 for
µ ∈ (0, 1). In fact, the (1 + ν)th derivative of S(α, 0) for ν > µ becomes infinite
at α = 0. Now inverting time gives an example ẑ(α, t) that is analytic at t0 < 0 but
has an infinite second derivative at α = 0, t = 0. At the singularity formation time
t = 0, the vortex strength 1/|ẑα| of this example satisfies
(1.5) 0 < c ≤ 1|ẑα|
≤ C < ∞
for some constants c and C , and ẑ(α, t) ∈ C1+ρ(R × [t0, 0]) for 0 < ρ < µ.
These examples also show that the initial value problem of the Birkhoff-Rott
equation (1.4) is ill-posed in C1+ν(R), ν > 0, and in Sobolev spaces H s(R), s > 3
2
,
in the Hadamard sense [4, 22]. Ill-posedness was also proved by Ebin [23] using a
different approach. However, the existence of solutions in spaces less regular than
C1+ν(R) or H s(R) and the nature of the vortex sheet at and beyond the singularity
time remained unknown analytically in general.
This suggests that we look for solutions of the Birkhoff-Rott equation in the
largest possible spaces where the equation makes sense. For the purpose of this pa-
per, we consider functions z(α, t) so that both sides of equation (1.4) are functions
locally in L2, and on which the L2 analysis is available. This leads us to consider
chord-arc curves.
Another reason that chord-arc curves are to be considered is due to physical
and numerical evidence. Krasny [27, 29] studied the evolution of the vortex sheet
beyond singularity using numerical methods (more specifically, the vortex blob
method). He found that the approximate solutions have the form of an infinitely
rolled-up spiral beyond singularity. We know a special example of chord-arc curves
is a logarithmic spiral. Physical and experimental evidence also suggests that vor-
tex sheets are spirals (see [48]).
1.2 Chord-Arc Curves and Some Recent Results
Let  be a rectifiable Jordan curve in R2 given by ξ = ξ(s) in the arc length s.
We say  is a chord-arc curve if there is a constant M ≥ 1 such that
|s1 − s2| ≤ M |ξ(s1) − ξ(s2)| for all s1, s2.
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The infimum of all such constants M is called the chord-arc constant.
For Q ⊂ R interval, let






Let I ⊂ R be an interval. We say a function f ∈ L1loc(I ) is in BMO(I ) if
‖ f ‖BMO(I ) = sup
Q⊂I
Q interval
m Q(| f − m Q f |) < ∞.
For a chord-arc curve ξ = ξ(s), s the arc length, it is proved in [15] that ξ ′(s)
exists almost everywhere, and there is a choice of the argument function b ∈ BMO,
with ξ ′(s) = eib(s). In particular, if the chord-arc constant is close to 1, there is a
choice of b ∈ BMO such that ‖b‖BMO is close to 0. Moreover, the subset of all
such functions b is an open subset of BMO. And if b ∈ BMO and ‖b‖BMO < 1,




′)ds ′ defines a chord-arc curve, with chord-arc constant ≤
1/(1 − ‖b‖BMO).
Examples of chord-arc curves include Lipschitz curves and logarithmic spirals
r = ±eθ , θ ∈ R, where (r, θ) are the polar coordinates.
A theorem of David [17] states the following:
THEOREM 1.1 For all chord-arc curves  : ξ = ξ(s), s the arc length, the corre-
sponding Cauchy integral operator C, where
C f (s) = p. v.
∫
f (s ′)
ξ(s) − ξ(s ′) d ξ(s
′),
is bounded from L2(ds) to L2(ds).
In fact, the result in [17] is stronger than stated above. David proved that the
Cauchy integral operator C is bounded from L2(ds) to L2(ds) if and only if 
is a regular curve. A rectifiable curve  is said to be regular if there is a constant
M such that for every r > 0 and every disc D with radius r , the length of  ∩ D
does not exceed Mr . A chord-arc curve is regular but not vice versa. We choose to
work in the class of chord-arc curves instead of regular curves because for chord-
arc curves, there is a description in terms of BMO functions, and the chord-arc
class is only slightly smaller than the regular class.
Now we go back to the Birkhoff-Rott equation. Notice that the Biot-Savart
integral representing an incompressible velocity field v in terms of the vorticity ω
can be divergent if ω does not vanish fast enough at infinity, even if the velocity
field v is well-defined. We extend the definition of the Birkhoff-Rott equation (1.4)
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by considering the differences of the velocities between any two points,
(1.6)








z(α, t) − z(β, t) −
1








z(α′, t) − z(α, t)
(z(α, t) − z(β, t))(z(α′, t) − z(β, t)) dβ
for all (α, t) and (α′, t), and some N > |α| + |α′| + 1. This admits a larger class
of solutions. In particular, the integral on the right-hand side of equation (1.6) is
convergent for those similarity solutions considered in [26, 39, 40, 41], which oth-
erwise give divergent Cauchy integrals in (1.4) due to the divergent contributions
from the vorticities at infinity. It follows from the theorem of David that the integral
on the right-hand side of equation (1.6) is convergent for a.e. (α, t) and (α′, t) and
is in L∞([0, T ], L2loc(dα)× L2loc(dα′)) for the solutions considered in Theorem 1.2
in the following.
Notice that equation (1.6) determines a solution z = z(α, t) up to translations.
That is, if z = z(α, t) is a solution of (1.6), then for any function c(t), z(α, t)+c(t)
is also a solution of (1.6).
Roughly speaking, if a function z = z(α, t) satisfies equation (1.4), it also







z(α, t) − z(β, t) dβ
is convergent at some point α, say at α = 0, then there is a function c = c(t) such
that z(α, t) + c(t) satisfies equation (1.4). The function c(t) is determined by






z(0, t) − z(β, t) dβ.
For f ∈ L1loc(I ), I ⊂ R interval, we say f is of bounded local mean oscillation
on I if there exists δ0 > 0 such that







| f (α) − m Q( f )|dα < ∞;
here Q is an interval. We say f is analytic on I if f ∈ C∞(I ), and for any compact







|∂mα f (α)|2 dα
)1/2
< ∞.
Notice that ln z is multivalued for a complex number z. In the following, ln zα
refers to one choice of the multivalues. We have the following results concerning
the solutions of the Birkhoff-Rott equation (1.6) (or (1.4)):
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THEOREM 1.2 Assume that z ∈ H 1([0, T ], L2loc(R)) ∩ L2([0, T ], H 1loc(R)) and
that z is a solution of the Birkhoff-Rott equation (1.6) for 0 ≤ t ≤ T satisfying the
following:
(i) There are constants m > 0 and M > 0, independent of t , such that
(1.7) m|α − β| ≤ |z(α, t) − z(β, t)| ≤ M |α − β| for all α, β ∈ R, 0 ≤ t ≤ T .
Then there is a constant c(m, M) > 0 as follows: if also
(ii) on some fixed interval (a, b), there exist a determination of ln zα and a
constant δ0 > 0, independent of t , satisfying
(1.8) sup
[0,T ]
‖ln zα( · , t)‖BMO(a,b),δ0 ≤ c(m, M),
then zα ∈ C((a, b) × (0, T )), and for each t0 ∈ (0, T ), zα( · , t0) is analytic on
(a, b).
Remark 1.3. Notice that assumption (ii) is satisfied if ln zα ∈ C([a, b] × [0, T ]).
Assumption (i) is equivalent to assuming that the vortex strength γ = 1/|zα| is
bounded away from 0 and ∞, with bounds independent of t , and z = z( · , t)
defines a chord-arc curve for each fixed t ∈ [0, T ], with the chord-arc constant
independent of t . Heuristically, assumption (i) is equivalent to assuming that the
chord-arc curve z = z( · , t) “doesn’t roll up too fast locally on the section (a, b).”
Assumption (i) can be relaxed by requiring that 1/|zα(α, t)| be bounded away from
0 and ∞ for α ∈ (a, b) only and by assuming some weaker conditions for α ∈
(a, b).
A result similar to Theorem 1.2 under the stronger assumptions that the solution
of the Birkhoff-Rott equation (1.4) z = z(α, t) ∈ C1+ρ0 for some ρ0 > 0, the vortex
strength c0 < γ (α, t) < C0 for some constants c0 > 0 and C0 > 0, and the vortex
sheets (t) are closed Jordan curves (it is easy to check that such curves are chord-
arc) is also obtained by Lebeau [31] using an independent approach. We’d like
to point out here that the result of Lebeau doesn’t aim at answering the question
of the nature of the vortex sheet after singularity formation, since C1+ρ0 is a class
that doesn’t include any spiral curves; moreover, the assumption that the solution
is C1+ρ0 in time also seems too strong.
As a consequence of Theorem 1.2, we know that the example constructed by
Caflisch and Orellana [4] will fail to satisfy properties (i) and (ii) as stated in The-
orem 1.2 near the singularity after the singularity formation time. That is, after the
singularity formation time, the vortex sheet will fail to be in the class of chord-arc
curves that don’t roll up too fast near the singularity.
We now consider the question of existence of solutions of the Birkhoff-Rott
equation for given initial data. What would constitute an initial datum for the
Birkhoff-Rott equation? Notice that for the incompressible Euler equation (1.1),
the initial datum is the initial velocity v( · , 0), which determines the initial vorticity
ω0 = curl v( · , 0), and vice versa through the Biot-Savart law. For a vortex sheet
datum, the initial vorticity ω0 is a Radon measure supported on a curve, which is
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determined if and only if both the initial position ξ( · , 0) of the vortex sheet and
the initial vortex strength γ ( · , 0) are (independently) given. We know z(α, 0) is
the reparametrization of the vortex sheet in the circulation variable α, with vortex
strength γ = 1/|zα|. Therefore equivalent to the initial velocity v( · , 0) for the
Euler equation is the initial datum z( · , 0) for the Birkhoff-Rott equation.
Let Re z and Im z be the real and imaginary parts of a complex number z, re-
spectively. Regarding the existence of solutions, we have the following:
THEOREM 1.4 For any real-valued function w0 ∈ H 3/2(R), there exists T =
T (‖w0‖H3/2) > 0 such that the Birkhoff-Rott equation (1.6) has a solution z =
z(α, t) for 0 ≤ t ≤ T satisfying ln zα ∈ C([0, T ], H 3/2(R))∩ C1([0, T ], H 1/2(R))
and Im{(1 + i) ln zα(α, 0)} = w0(α), with the property that there exist constants
m > 0 and M > 0 independent of t such that
m|α − β| ≤ |z(α, t) − z(β, t)| ≤ M |α − β| for all α, β ∈ R, 0 ≤ t ≤ T .





‖ln zα(α, t)‖BMO(R),δ = 0.
Therefore the solution obtained in Theorem 1.4 satisfies both properties (i) and (ii)
(for (a, b) = R) of Theorem 1.2, so it is analytic on R for each fixed t ∈ (0, T ).
Theorem 1.4 states that if only half of the data zα(α, 0) is given, there is a
solution of the Birkhoff-Rott equation (1.6) for a finite time period. In general,
there can be more than one solution admitting this half data w0; this is evident in
the proof of Theorem 7.8 (consequently, Theorem 1.4), in which the choice of vT
is not unique (see Section 7).
Theorem 1.4 is a generalization of the existence result of Duchon and Robert
[22] to general data. While it is reasonable to expect an existence result under some
weaker regularity assumption w0 ∈ H 1/2(R), we opt for the version presented in
Theorem 1.4, with a shorter and less technical proof (see Section 7).
The following result implies that Theorem 1.4 is optimal in the sense that, in
general, there is no solution of the Birkhoff-Rott equation satisfying properties (i)
and (ii) as stated in Theorem 1.2 beyond the initial time t = 0 for arbitrarily given
data.
THEOREM 1.5 Assume that z ∈ H 1([0, T ], L2loc(R)) ∩ L2([0, T ], H 1loc(R)) is a
solution of the Birkhoff-Rott equation (1.6) for 0 ≤ t ≤ T , T > 0, satisfying
properties (i) and (ii) on some interval (a, b) as stated in Theorem 1.2. Assume
further that w0 = Im{(1+i) ln zα( · , 0)} is analytic on (a, b). Then zα ∈ C((a, b)×
[0, T )) and Re{(1 + i) ln zα( · , 0)} is also analytic on (a, b).
The reason that Theorems 1.2 through 1.5 hold is that under assumptions (i) and
(ii) in Theorem 1.2, the Birkhoff-Rott equation (1.6) is of “elliptic” type on (a, b)×
(0, T ). From the result of David, we know that assumption (i) already implies that
ln zα( · , t) ∈ BMO(R). So assumption (ii) is just a further “smallness” assumption
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on section (a, b). It would be interesting to see whether assumption (ii) can be
removed or whether one can construct a nonsmooth solution of equation (1.6) that
violates assumption (ii). At this point, it appears that assumption (ii) is a technical
assumption necessary for the proof presented in this paper. Furthermore, it would
be interesting to relax assumption (i) by considering vortex strength that is not
necessarily bounded away from 0 and ∞. We refer to [50] for further discussions
on open problems.
In Section 2, we give notation and some results in harmonic analysis that are
needed in the proofs of Theorems 1.2 through 1.5. In Sections 3 through 6, we
give proofs of Theorem 1.2 and 1.5. In particular, in Section 3 we prove that under
the assumption of Theorem 1.2, the solution zα ∈ H 1loc((a, b) × (0, T )) and the
initial data is H 1/2loc (a, b) compatible (see Proposition 3.3 for the precise statement
of the result and the definition of H 1/2loc compatibility). In Section 3, we prove that
under the assumption of Theorem 1.2, the solution zα ∈ H 2loc((a, b) × (0, T )) and
the initial data is H 3/2loc (a, b) compatible (Proposition 4.1). In Section 5, we prove
that the solution is C∞ and the initial data is C∞ compatible (Proposition 5.1).
In Section 6, we prove that the solution is analytic and analytically compatible
initially and therefore complete the proof of Theorems 1.2 and 1.5. In Section 7,
we prove Theorem 1.4.
The main difficulty lies in the proof of H 1 and H 2 regularity of the solution
and the H 1/2 and H 3/2 compatibility of the initial data, since minimum regularity is
assumed on the solution. Once we obtain the H 2 regularity of the solution and H 3/2
compatibility of the data, it becomes relatively easier to obtain the C∞ regularity
and analyticity of the solution and C∞ and analytic compatibility of the data.
In the following, we will omit the p. v. in front of integrals. It is understood that
the integrals are in principal value when necessary.
2 Notation and Some Results from Harmonic Analysis
Besides that introduced in the introduction, we use the following notation and
abbreviations:
We write ‖b‖BMO(R) = ‖b‖∗, ‖b‖BMO(a,b),δ0 = ‖b‖∗,δ0 , and ‖ f ‖L2(R) = ‖ f ‖2.
For a bounded linear operator T : L2(Rn) → L2(Rn), ‖T ‖2,2 indicates the L2 →
L2 operator norm of T .
For a set S ⊂ Rn , Sc = Rn \ S is the complement of S, χS is the characteristic
function over the set S, and ∂S is the boundary of the set S. For an interval I ⊂ R
and λ > 0, λI is the interval having the same center as I and of length |λI | = λ|I |.
For a one-variable function f = f (x), f ′ = fx = ∂x f = ddx f , f ′′, and
f ( j) indicate the first-, second-, and j th-order derivatives of f . For a multivariable
function f = f (α, t), ft = ∂t f , fα = ∂α f , fααα = ∂3α f , and fαt = ∂α∂t f , etc.,
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indicate the partial derivatives of f , while
P(D) f (α, t) = 1√
2π
∫
P(ξ) f̂ (ξ, t)eiαξ dξ,
where f̂ (ξ, t) = (1/√2π) ∫ f (α, t)e−iαξ dα is the Fourier transform of f in α,
always indicates the pseudodifferential operator P(D) in the space variable α. In
particular,
|D| f (α, t) = 1
π
∫
f (α, t) − f (β, t)
(α − β)2 dβ.
For a one-variable function f = f (x),




x − y f (y)dy
is the Hilbert transform. For a multivariable function f = f (α, t),




α − β f (β, t)dβ
always indicates the Hilbert transform in the space variable α. Notice that |D| =
H∂α.
We write ϕh(α) = (1/|h|)ϕ(α/h) for any one-variable function ϕ, h = 0.
We will use the difference quotient argument to prove Theorems 1.2 and 1.5.
We introduce the following notation: for a function f = f (α, t), h = 0,
• fh(α, t) = 1h ( f (α + h, t) − f (α, t)),
• [ f ]h(α, t) = 1h
∫ α+h
α
f (γ, t) dγ , and
• f̃h(α, t) = 1h ( f (α, t) − [ f ]h(α, t)).
Notice that the difference quotient is always in the space variable α. Similarly, for
a one-variable function f = f (α),
• fh(α) = 1h ( f (α + h) − f (α)),
• [ f ]h(α) = 1h
∫ α+h
α
f (γ ) dγ , and
• f̃h(α) = 1h ( f (α) − [ f ]h(α)).
Therefore fh(α) = [ fα]h(α). We will mainly work on difference quotients in α.
We use S(Rn) to indicate the Schwartz class of functions on Rn , i.e., those
functions that are infinitely differentiable and decay rapidly at infinity. C j,1(Rn)
consists of functions f ∈ C j (Rn) with its j th-order derivatives Lipschitz. For an
open subset U ⊂ Rn , Ci0(U ), C∞0 (U ), and L∞0 (U ) consist of functions in Ci (U ),
C∞(U ), and L∞(U ), respectively, with compact support in U . H s(U ) indicates
the Sobolev space over the set U . H s0 (U ) is the closure of C
∞
0 (U ) in H
s(U ).
L ploc(U ), H
s
loc(U ), etc., consist of functions f such that f ∈ L p(K ), H s(K ), etc.,
respectively, for any compact subset K ⊂ U . In this paper, we mostly work on
Rn = R, R2, and U ⊂ R, R2. In particular, we use the norm ‖ f ‖Hs (R) = (
∫
(1 +
|ξ |2)s | f̂ (ξ)|2 dξ)1/2 (here f̂ is the Fourier transform of f ), while on an interval
I ⊂ R, I = R, we use ‖ f ‖Hk(I ) =
∑k
j=0 ‖ f ( j)‖L2(I ) for nonnegative integer k.
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We state a few results from harmonic analysis that will be used in the proof of
our theorems. Most of the material can be found in [8] and [25].
Let  = {(x, y) ∈ Rn × Rn : x = y}. A standard kernel is a continuous and
differentiable function K : c → C for which there exists a positive constant C
such that for all (x, y) ∈ c,
(2.1)
|K (x, y)| ≤ C|x − y|n ,
|∇x K (x, y)| + |∇y K (x, y)| ≤
C
|x − y|n+1 .
An operator T taking C∞0 (R
n) to L1loc(R
n) is a Calderón-Zygmund operator (CZO)
if
(1) T extends to a bounded linear operator on L2(Rn) to L2(Rn), and
(2) there exists a standard kernel K such that for every f ∈ L∞0 (Rn),
(2.2) T f (x) =
∫
K (x, y) f (y) dy a.e. on {supp f }c.
We let ‖T ‖cz = ‖T ‖2,2 + C(K ); here C(K ) is the smallest constant C associated
with the standard kernel.
A nonnegative function w : Rn → R is called an Ap weight if there exists a
constant C > 0 such that for all cubes Q,
m Q(w)[m Q(w−
1
p−1 )]p−1 ≤ C.
THEOREM 2.1 ([9]) If 1 < p < ∞ and w ∈ Ap, then every CZO T is bounded on
L p(w dx).
The following is a consequence of the “T 1 theorem” of Journé and David [18].
For the statement of the T 1 theorem in a general setting, see [18].
THEOREM 2.2 ([18]) Assume that T : C∞0 (Rn) → L1loc(Rn) is a linear operator
defined by an antisymmetric standard kernel K : K (x, y) = −K (y, x) and (2.2).
Then the necessary and sufficient condition for T to extend to a bounded operator
from L2(Rn) to L2(Rn) is that T 1, T ∗1 ∈ BMO. Here T ∗ is the dual operator of
T .
Let f : X → Y be a function between two Banach spaces X and Y over
complex numbers C. We say that f : X → Y is holomorphic in a neighborhood
of x0 ∈ X if there is a r0 > 0 such that f is bounded and Gateaux-differentiable
on Br0(x0) = {x ∈ X : ‖x − x0‖ < r0}.
Let B(L2, L2) be the space of bounded linear operators from L2(R1) to L2(R1)
with norm ‖ · ‖2,2. Let BMO be the space of complex-valued BMO functions. For
a ∈ BMO(R1) we define the Cauchy integral operator








We know that there is a r0 > 0 such that if ‖a‖BMO(R) ≤ r0, C(a) defines a
bounded operator from L2(R1) to L2(R1) (see [5, 8, 11, 17] and Theorem 1.1).
This can be shown as a consequence of Theorems 2.1 and 2.2. Moreover, we have
the following:
THEOREM 2.3 ([8, 12, 13]) There is a r0 > 0 such that the function C defined in
(2.3) is holomorphic from Br0(0) ⊂ BMO(R1) to B(L2, L2).
We have the following corollary of Theorem 2.3.
COROLLARY 2.4 ([8]) Let a ∈ BMO(R1) with ‖a‖BMO(R) < r0; here r0 is as in
Theorem 2.3. Then C(a) − H : L2(R1) → L2(R1) is bounded, and there is a
constant C0 > 0 such that
‖C(a) − H‖2,2 ≤ C0‖a‖BMO(R).
Another corollary of Theorem 2.2 is the L2 boundedness of the Calderón com-
mutators:
(2.4) C (k)a f (x) =
∫
(A(x) − A(y))k
(x − y)k+1 f (y)dy.
COROLLARY 2.5 ([18]) There is a constant C > 0 such that for all A, with A′ ∈
L∞(R), f ∈ L2(R), and positive integer k,
‖C (k)a f ‖2 ≤ Ck‖A′‖k∞‖ f ‖2.
The following are some other useful results. Let T be a CZO, a a function, and
k a positive integer. Define the commutator
M1 f = [a, T ] f = aT ( f ) − T (a f ) and Mk+1 f = [a, Mk] f.
THEOREM 2.6 ([8, 14]) Let T be a CZO, a ∈ BMO(R1), and k a positive integer.
Then there exist constants Ck > 0 depending on ‖T ‖cz such that the operator Mk
is bounded from L2(R1) to L2(R1) and
‖Mk‖2,2 ≤ Ck‖a‖kBMO(R).
PROPOSITION 2.7 ([8])
(i) Assume that b ∈ BMO(R), with Re b ∈ L∞(R), ‖Re b‖L∞ ≤ N. There
exist constants r1, C1 > 0, depending on N, such that if ‖b‖BMO(R) ≤ r1, then
eb ∈ BMO(R), and
‖eb‖BMO(R) ≤ C1‖b‖BMO(R).
(ii) Assume that b ∈ BMO(R), with ln |b| ∈ L∞(R) and ‖ln |b|‖L∞ ≤ N.
There exist constants r1, C1 > 0, depending on N, such that if ‖b‖BMO(R) ≤ r1,
then there exist a determination of ln b, with ln b ∈ BMO(R) and
‖ln b‖BMO(R) ≤ C1‖b‖BMO(R).
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Now assume that b ∈ BMO([c, d]); we define the reflective periodic extension
a of b by
a(x) =
{
b(x), x ∈ [c, d],
b(2c − x), x ∈ [2c − d, c],
a of period 2(d − c). Then the following holds:
PROPOSITION 2.8 ([8]) Let b ∈ BMO([c, d]) and a be the reflective periodic
extension of b to R. Then a ∈ BMO(R) and
‖a‖BMO(R) ≤ 8‖b‖BMO[c,d].
In the following, c1, c2, c′, c′′, etc., are used to indicate constants. Constants
appearing in different contexts may bear the same notation, although they are not
necessarily the same.
More notation will be introduced along the way.
3 H1 Regularity of zα and H
1/2 Compatibility of the Initial Data
Assume that z ∈ H 1([0, T ], L2loc(R)) ∩ L2([0, T ], H 1loc(R)) is a solution of the
Birkhoff-Rott equation (1.6) for 0 ≤ t ≤ T , satisfying assumption (i) of Theorem
1.2. We want to show that there exists a constant c(m, M) > 0 such that if on some




‖ln zα( · , t)‖BMO(a,b),δ0 ≤ c(m, M),
then ln zα ∈ H 1(K ) for any compact subset K of (a, b) × (0, T ). We also want
to show that if, in addition, Im((1 + i) ln zα( · , 0)) ∈ H 1/2loc (a, b), then we have
Re((1 + i) ln zα( · , 0)) ∈ H 1/2loc (a, b) and ln zα ∈ H 1(K ) for any compact subset K
of (a, b) × [0, T ).
3.1 A Heuristic Argument
We first give a heuristic argument, since it better illustrates the main ideas. We
assume (a, b) is of finite length, ln zα ∈ L2((a, b) × [0, T ]), and all the terms
that appear are finite, so that subtraction of terms makes sense. For any compact
subset K of (a, b) × (0, T ), we will derive an estimate that bounds ‖ln zα‖H1(K )
by ‖ln zα‖L2((a,b)×[0,T ]). In the process, we will find the constant c(m, M). We
begin with c(m, M) ≤ min{r0/8, r1/8}; here r0 and r1 are as in Corollary 2.4 and
Proposition 2.7.
Let Q be an interval satisfying 2Q ⊂ (a, b) and |2Q| ≤ δ0. Take η, ρ ∈ C∞0 (R)
such that
(3.2)
η(α) = 1 on Q, supp η ⊂ 5
4
Q,
ρ(α) = 1 on 3
2
Q, supp ρ ⊂ 2Q,
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and 0 ≤ η(α), ρ(α) ≤ 1, and |η′(α)| + |ρ ′(α)| ≤ C/|Q| for some constant C > 0.
Taking the derivative with respect to α on both sides of (1.6) and using integration






















zα(α, t)(1 − ρ(β))













(z(α, t) − z(β, t))2 dβ.
For α ∈ 5
4
Q and t ∈ [0, T ], we have from assumption (i) that
(3.4) |F1(α, t)| ≤
c1
|Q|
for some constant c1. Now∫
zα(α, t)










































∂β ln zβ dβ.
Let

















∂β ln zβ dβ.
For fixed t ∈ [0, T ], using a reflective periodic extension of ln zα(α, t) from α ∈
2Q to R when necessary, applying Theorem 2.6 to the first term and Corollary 2.4
to the second term, and furthermore, using Propositions 2.7 and 2.8, we get
(3.5)
∫
η2(α)|F2(α, t)|2 dα ≤ c2‖ln zα‖2∗,δ0
∫
|ρ(α)∂α ln zα(α, t)|2 dα
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for some constant c2 independent of t . Therefore














Multiplying η(α) on both sides of equation (3.6) gives
(3.7)





















α − β ∂β ln zβ dβ =
∫
1
α − β ∂β(η(β) ln zβ) dβ −
∫
η′(β)
α − β ln zβ dβ,
we get from (3.7) that





α − β ∂β(η(β) ln zβ) dβ + F(α, t),
where




α − β ln zβ dβ −
∫
η(α) − η(β)










From (3.4), (3.5), Corollary 2.5, and Theorem 2.6, there exist constants c1, c2, and
c3, independent of t ∈ [0, T ], such that∫
|F(α, t)|2 dα ≤ c1‖ln zα‖2∗,δ0
∫












|D|(ηV ) + (1 − i)F(α, t).
We now estimate∫
|zα(α, t)|2|η(α)Vt(α, t) −
1
2|zα|2
|D|(ηV )(α, t)|2 dα.




















η(α)V (α, t)|D|(ηV )(α, t) dα.
PROOF: Notice that |D| : L2(R) → L2(R) is a self-adjoint operator. We have∫
|zα|2




















η(α)V (α, t)|D|(ηV )(α, t) dα.

Assumption (i) of Theorem 1.2 implies that m ≤ |zα| ≤ M ; therefore from
(3.10) and (3.11) we have
(3.12) m2
∫
|ηVt |2 dα +
1
4M2







ηV |D|(ηV ) dα + 2M2
∫
|F(α, t)|2 dα.
Taking δ(t) = t2(T − t)2 for t ∈ [0, T ] and δ(t) = 0 for t /∈ [0, T ], integrating
with respect to t , and using integration by parts, we get
m2
∫∫










δ′(t)ηV |D|(ηV ) dα dt + 2M2
∫∫





|ηV |2 dα dt + 1
8M2
∫∫
δ(t)||D|(ηV )|2 dα dt
+ 2M2
∫∫
δ(t)|F(α, t)|2 dα dt.
Here we used the fact that δ′(t)2 ≤ 4T 2δ(t) for t ∈ [0, T ] and the Hölder inequal-
ity. Therefore
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m2
∫∫










|ηV |2 dα dt + 2M2
∫∫
δ(t)|F(α, t)|2 dα dt.




























|V |2 dα dt + c4|Q|
for some constants ci , i = 1, . . . , 4. Now if we take the number c(m, M) in (3.1)
by












































|V |2 dα dt + c4|Q| .
We prove the following proposition:
PROPOSITION 3.2 Let I ⊂ R be a finite-length interval. Assume that the function
V ∈ H 1(I × [0, T ]) satisfies (3.13) for all subintervals 2Q ⊂ I . Then there are




















|V |2 dα dt + C2.
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Here dist(α, ∂ I ) is the distance from point α to the boundary ∂ I of the interval I .
PROOF: Let I = [p, q]. We divide the interval I into a disjoint union of subin-
tervals I1,k and I2,k , k = 1, 2, . . . , such that








for k = 1, 2, . . . .
We apply (3.13) to Q = Ii,k , i = 1, 2, k = 1, 2, . . . . Multiply |Q|2 = |Ii,k |2 on














































χ2Ii,k (α) ≤ 3
∑
i,k
χIi,k (α) = 3χI (α),




















|Ii,k |2χIi,k |Vα|2 dα dt





|V |2 dα dt + c4|I |,














|Ii,k |2χIi,k |Vα|2 dα dt









dist2(α, ∂ I ) ≤
∑
i,k
|Ii,k |2χIi,k (α) for all α ∈ I
we get (3.14). 
If we apply Proposition 3.2 to V = (1 + i)ln zα (assume V ∈ H 1) on any
interval I ⊂ (a, b) with |I | ≤ δ0, we get a bound on
‖∂t(ln zα)‖L2( 12 I×(T1,T2)) + ‖∂α(ln zα)‖L2( 12 I×(T1,T2))
by ‖ln zα‖L2(I×(0,T )) for any interval [T1, T2] ⊂ (0, T ). This suggests that we can
bound the H 1(K ) norm of ln zα by its L2((a, b) × [0, T ]) norm for any compact
subset K of (a, b) × (0, T ).
Let V ( · , 0) = v+iw; here v and w are the real and imaginary parts of V ( · , 0),
respectively. If we assume, moreover, w ∈ H 1/2(a, b), we can modify the above
argument to get a bound on ‖v‖H1/2(K ) for any compact subset K of (a, b). Taking
ζ(t) = (T − t)2 for t ∈ [0, T ] and ζ(t) = 0 for t /∈ [0, T ], we get from (3.12) that
m2
∫∫














ηV (α, 0)|D|(ηV )(α, 0) dα + 2M2
∫∫
ζ(t)|F(α, t)|2 dα dt.
Notice that
Re(ηV ( · , 0)|D|(ηV )( · , 0)) = ηv|D|(ηv) − ηw|D|(ηw)
and
|ζ ′(t)|2 ≤ 4ζ(t), ζ(0) = T 2.
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Again using the Hölder inequality, we get
m2
∫∫
























ηw|D|(ηw) dα + 2M2
∫∫
ζ(t)|F(α, t)|2 dα dt.











































Relation (3.15) holds for all intervals Q, with 2Q ⊂ (a, b) and |2Q| ≤ δ0.
Now for any interval I ⊂ (a, b), |I | ≤ δ0, we use the same argument as in
Proposition 3.2. Let ηi,k be the function η corresponding to the interval Ii,k such
that |Ii,k |‖η′i,k‖∞ ≤ C for a constant C independent of i and k. Notice that for any












(ηi,k(α) f (α) − ηi,k(β) f (β))2




i,k |Ii,k |2{η2i,k(α) f 2(α) + η2i,k(β) f 2(β) − 2ηi,k(α)ηi,k(β) f (α) f (β)}
(α − β)2 dα dβ.
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We have θ ∈ C∞(a, b) ∩ C0,1(R), supp θ ⊂ I , and
1
4
dist2(α, ∂ I ) ≤
∑
i,k




≤ 6 dist2(α, ∂ I )
(3.17)




ηi,k f |D|(ηi,k f ) dα
=
∫




θ(α)θ(β) − ∑i,k |Ii,k |2ηi,k(α)ηi,k(β)
(α − β)2 f (α) f (β)χI (α)χI (β) dα dβ.
Since 2
∑
i,k |Ii,k |2ηi,k(α)ηi,k(β) ≤ 2θ(α)θ(β) ≤ θ2(α) + θ2(β),∣∣∣∣ ∫∫ 2θ(α)θ(β) − 2
∑
i,k |Ii,k |2ηi,k(α)ηi,k(β)




2θ(α)θ(β) − 2 ∑i,k |Ii,k |2ηi,k(α)ηi,k(β)
(α − β)2 | f (α) f (β)|χI (α)χI (β)dα dβ
≤
∫∫ ∑
i,k |Ii,k |2(ηi,k(α) − ηi,k(β))2
(α − β)2 | f (α) f (β)|χI (α)χI (β)dα dβ.
From the assumption |Ii,k |‖η′i,k‖∞ ≤ C and Corollary 2.5, there is a constant C1
such that∣∣∣∣ ∫∫ 2θ(α)θ(β) − 2
∑
i,k |Ii,k |2ηi,k(α)ηi,k(β)




















Applying the above calculation to f = v and f = w, and using (3.15) and the

































|V (α, 0)|2 dα + C3
for some constants C1, C2, and C3. This gives a bound on the H 1/2(K1) norm of
Re V ( · , 0) on any compact subset K1 of (a, b). Furthermore, we have a bound on
the H 1(K ) norm of V = (1 + i)ln zα on any compact subset K of (a, b) × [0, T ).
Notice that this compact set K can contain the initial time t = 0.
3.2 A Strict Argument
We prove the following result:
PROPOSITION 3.3 Assume that z ∈ H 1([0, T ], L2loc(R)) ∩ L2([0, T ], H 1loc(R)) is
a solution of the Birkhoff-Rott equation (1.6) for 0 ≤ t ≤ T , satisfying assumption
(i) of Theorem 1.2. Then there exists a constant c(m, M) > 0 such that if on some
fixed interval (a, b) there exists a δ0 > 0 such that for some determination of the
multivalued function ln zα we have
sup
[0,T ]
‖ln zα( · , t)‖BMO(a,b),δ0 ≤ c(m, M),
then zα ∈ H 1(K ) for every compact rectangle K in (a, b) × (0, T ). If, moreover,
Im((1 + i)ln zα( · , 0)) ∈ H 1/2loc (a, b), then Re((1 + i)ln zα( · , 0)) ∈ H 1/2loc (a, b),
zα( · , 0) ∈ H 1/2loc (a, b), and zα ∈ H 1(K ) for every compact rectangle K in (a, b)×
[0, T ).
We use a difference quotient argument to prove Proposition 3.3. Without loss
of generality, we assume (a, b) is a bounded interval. We first prove a lemma.
LEMMA 3.4 Assume that z : R → C satisfies
m|x − y| ≤ |z(x) − z(y)| ≤ M |x − y| for all x, y ∈ R,
where m, M > 0 are some constants. Assume further that ‖z′‖BMO(I ),δ0 ≤ 14 for




z(x) − z(y) dy.
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Then there is a constant k = k(m, M) > 0, depending only on m and M such that
on any interval [c, d] ⊂ I ,
‖b‖BMO(c,d),δ1 ≤ k‖z′‖1/2BMO(I ),δ0,




PROOF: Let Q ⊂ [c, d] be an interval with length |Q| ≤ δ1 and Q̄ = λQ,
where λ = ‖z′‖−1/2BMO(I ),δ0 . From our assumptions, we have λ ≥ 2, Q̄ ⊂ I , and
|Q̄| = λ|Q| ≤ δ0. Since p. v.
∫ z′(y)















Let a(y) = 1−[1/m Q̄(z′)]z′(y). We have that a ∈ L∞(R) and ‖a‖∞ ≤ 1+ M/m.




z(x) − z(y) a1(y)dy +
∫
1
z(x) − z(y) a2(y)dy = b1(x) + b2(x).
From the L2 boundedness of the Cauchy integral,
C1 f (x) =
∫
1
z(x) − z(y) f (y)dy































(In the last inequality above we used the assumption that ‖z′‖BMO(I ),δ0 ≤ 14 < 1.)
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for every Q ⊂ [c, d] satisfying |Q| ≤ δ1. This proves Lemma 3.4. 
Assume that z = z(α, t) satisfies the assumptions of Proposition 3.3; we want to
find the constant c(m, M). We begin with c(m, M) ≤ min{r0/8, r1/8, 1/(32C1),
m/(10M)}, where r0 is as in Theorem 2.3 and Corollary 2.4, and r1 and C1 are as
in Proposition 2.7. From Lemma 3.4, we have that for t ∈ [0, T ] and any closed
interval [c, d] ⊂ (a, b), ‖zt( · , t)‖BMO(c,d),δ1 ≤ k‖zα( · , t)‖1/2BMO(a,b),δ0 , where k =
k(m, M) is a constant depending on m and M only, and δ1 is as defined in Lemma
3.4.
Now for any given [c, d] ⊂ (a, b), let Q be any interval satisfying 2Q ⊂
[c, d], |2Q| ≤ 1
2
δ1 ≤ 14δ0; let Qδ be the interval having the same center as Q
and length 2δ1. We know Qδ ⊂ (a, b) and |Qδ| ≤ δ0. Let η, ρ ∈ C∞0 (R) be
as in (3.2). Let 0 < |h| < 1
2
δ1. We want to estimate the L2loc norm of zαh =
1
h (zα(α+h, t)−zα(α, t)) and zth = 1h (zt(α+h, t)−zt(α, t)); in the process, z̃αh =
1
h (zα(α, t) − zh(α, t)), where zh(α, t) = 1h (z(α + h, t) − z(α, t)) is also involved.
Notice that it follows from our assumption that z̃αh, zαh, zth ∈ L2([c, d] × [0, T ])
for each h = 0.
Taking the difference quotient with respect to α on both sides of (1.6), we obtain
that for any h, 0 < |h| < 1
2







z(α + h, t) − z(β + h, t) −
1





∫ −zh(α, t) + zh(β, t)
(z(α + h, t) − z(β + h, t))(z(α, t) − z(β, t)) (1 − ρ(β))dβ.
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For fixed t ∈ [0, T ], let Zα(α, t) be the reflective periodic extension of zα(α, t)
from α ∈ Qδ to R. For α ∈ supp η ⊂ 54 Q, β ∈ 2Q, and 0 < |h| < 12δ1, we have
(3.20)
z(α, t) − z(β, t) = Z(α, t) − Z(β, t), zh(β, t) = Zh(β, t),
z(α + h, t) − z(β + h, t) = Z(α + h, t) − Z(β + h, t), etc.
it follows from Proposition 2.8 that ‖ln zα‖BMO(R) ≤ 8‖ln zα‖BMO(a,b),δ0 . Moreover,
Z( · , t) defines a chord-arc curve for each fixed t ∈ [0, T ].









z(α + h, t) − z(β + h, t) −
1






zβ(β + h, t)
z(α + h, t) − z(β + h, t)
1
zβ(β + h, t)
− zβ(β, t)







zβ(β + h, t)









zβ(β + h, t)
z(α + h, t) − z(β + h, t) −
zβ(β, t)














zβ(β + h, t)
z(α + h, t) − z(β + h, t) −
zβ(β, t)













zβ(β + h, t)
z(α + h, t) − z(β + h, t) −
zβ(β, t)


















zβ(β + h, t)









some further calculation gives
II =
∫ (
zβ(β + h, t)
z(α + h, t) − z(β + h, t) −
zβ(β, t)

















zβ(β, t)(zh(β, t) − zh(α, t))














z(α + h, t) − z(β + h, t)








zα(α + r, t) − zβ(β + r, t)







∫ −zh(α, t) + zh(β, t)
(z(α + h, t) − z(β + h, t))(z(α, t) − z(β, t))(1 − ρ(β))dβ
+ 1
2π i
(I + II + III + IV).
From (3.19) and (3.21) we get











ρ(β)dβ + G1(α, t).


























∫ |η(α)G1(α, t)|2 dα for fixed t ∈ [0, T ]. Replace z(α, t)
by its reflective periodic extension Z(α, t) when necessary; notice that we can
do so because of (3.20) and because we calculate only for α, α + h ∈ Qδ and
β, β + h ∈ Qδ. Apply Corollary 2.4 to η(α)I and η(α)II; apply Proposition 2.7
and Theorem 2.6 to the first term of η(α)III; for the second term of η(α)III, notice
that for α ∈ supp η ⊂ 5
4











∫ | − zh(β, t) + zh(α, t)|2
(α − β)2 ρ(β)dβ
= − M
m4
∫ | − zh(β, t) + zh(α, t)|2
α − β ρ
′(β)dβ
+ 2 Re M
m4
∫ −zh(β, t) + zh(α, t)
α − β zβh(β, t)ρ(β)dβ
≤ C|Q| + 2 Re
M
m4
∫ −zh(β, t) + zh(α, t)
α − β zβh(β, t)ρ(β)dβ = III1 + III2
for some constant C . We apply Proposition 2.7 and Theorem 2.6 to the second
term III2. Furthermore, for α ∈ 54 Q, we have |IV| ≤ C/|Q| for some constant C .
Therefore for fixed t ∈ [0, T ], there are constants c1 and c2, independent of h, t ,
δ0, and δ1, such that











For the second term on the right-hand side of (3.23), we have the following lemma:
































η(α) − η(β − h)













(ρ(β) − ρ(β + h)) 1






η(α) − η(β − h)












−η(α) − η(β − r)
(α − β + r)2 +
η′(β − r)

















zβ(β + r, t)
ρ(β + r)dr dβ.
Lemma 3.5 follows from Corollary 2.5 and the L2 boundedness of the Hilbert
transform H . 
Finally, let’s calculate






































































= I + II.
Using integration by parts, symmetry, antisymmetry, and interchange of the vari-






































η(α)η(β)∂t(zh(α, t) − zh(β, t))2




















η(α)η(β)(zh(α, t) − zh(β, t))2





η(α)η(β)(zh(α, t) − zh(β, t))2zth(α, t)















= I1 + I2 + I3.
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For the second term II in (3.26), we again interchange variables α and β and
use the antisymmetry of 1


































zβ(β, t)zβ(β + h, t)
− 1

























η(β)(zh(α, t) − zh(β, t))2
(α − β)2zh(β, t)
dβ dα





η(β)|zh(α, t) − zh(β, t)|2




η′(β)|zh(α, t) − zh(β, t)|2





η(β)(zh(α, t) − zh(β, t))zβh(β, t)

































Notice that hzαh(α, t) = zα(α + h, t) − zα(α, t), and hzth(α, t) = zt(α + h, t) −
zt(α, t). Summing up the above calculations and applying the results in Section 2
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η(α)η(β)(zh(α, t) − zh(β, t))2
(α − β)2zh(α, t)zh(β, t)
dα dβ
+ c4|Q|1/2 ‖ηzth‖2 + c5‖ln zα‖BMO(a,b),δ0‖ηzth‖2(‖ηzαh‖2 + ‖ηz̃αh‖2)







η(α)η(β)(zh(α, t) − zh(β, t))2







+ (2c25‖ ln zα‖2BMO(a,b),δ0 + c7‖ ln zα‖1/2BMO(a,b),δ0)(‖ηzαh‖22 + ‖ηz̃αh‖22).
This together with (3.25) gives that
(3.28)























η(α)η(β)(zh(α, t) − zh(β, t))2
(α − β)2zh(α, t)zh(β, t)




− (2c25‖ ln zα‖2BMO(a,b),δ0 + c7‖ ln zα‖1/2BMO(a,b),δ0)(‖ηzαh‖22 + ‖ηz̃αh‖22).
From (3.23), combining (3.24), Lemma 3.5, and (3.28), we conclude that there are
constants c1, c2, and c3, depending only on M and m such that for t ∈ [0, T ] and


















η(α)η(β)(zh(α, t) − zh(β, t))2
(α − β)2zh(α, t)zh(β, t)
dα dβ + c3|Q|




(|zαh(α, t)|2 + |z̃αh(α, t)|2)dα.
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3.3 Interior H1 Regularity of zα
Taking δ(t) = t2(T − t)2 for t ∈ [0, T ] and δ(t) = 0 for t /∈ [0, T ] as in the




















η(α)η(β)(zh(α, t) − zh(β, t))2















(|zαh(α, t)|2 + |z̃αh(α, t)|2)dα dt.
From the fact that δ′(t)2 ≤ 4T 2δ(t) for t ∈ [0, T ], integration by parts, the Hölder
inequality, and Theorem 2.6, we have
1
4π














∣∣∣∣ ∫ η(α) ∫ η(β)α − β (zh(α, t) − zh(β, t))zβh(β, t) dβ dα
∣∣∣∣dt




δ(t)|η(α)zαh(α, t)|2 dα dt < ∞,












|η(α)zαh(α, t)|2 dα dt
≤ (c1 sup
[0,T ]



























|zαh(α, t)|2 dα dt
≤ (c1 sup
[0,T ]








(|zαh(α, t)|2 + |z̃αh(α, t)|2)dα dt + c4|Q| +
c5
|Q| .
Now let’s study the term
∫





|z̃αh(α, t)|2 dα = |h|−1/2
∫
S














|zα(α, t) − zα(α + s, t)|2 ds
∣∣∣∣ dα











































|zαh(α, t)|2 dα dh.











|zαh(α, t)|2 dα dh.















We multiply each term in (3.31) by |h|3/2 and then integrate with respect to h from



















































where r0 is as in Theorem 2.3 and Corollary 2.4, and r1 and C1 are as in Proposition




























Notice that (3.35) is similar to (3.13); it holds for all intervals Q satisfying 2Q ⊂
[c, d] and |2Q| ≤ δ1.
Now let I ⊂ [c, d] be any closed interval that satisfies |I | ≤ 1
2
δ1. Notice that








U[αl](α, t)dα dt < ∞.
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It follows from the same argument as in Proposition 3.2 that there is a constant K ,






























|h|−1/2|zα(α, t) − zα(α + h, t)|2 dh
= U[αl](α, t),
and for the same reason
(3.39) |z̃tl(α, t)|2 ≤ U[tl](α, t)
by a slightly modified discussion similar to that for theorem 3(ii) in Evans [24,
sec. 5.8.2]; from (3.37) we conclude that
















dist2(α, ∂ I )|zαα(α, t)|2 dα dt ≤ K .
Notice that [c, d] ⊂ (a, b) is arbitrary, and I ⊂ [c, d] is any interval with |I | ≤
1
2
δ1. This proves the first part of Proposition 3.3.
3.4 H1/2 Compatibility of the Initial Data
The second part of Proposition 3.3 can be proved by modifying the above argu-
ment. Taking ζ(t) = (T − t)2 for t ∈ [0, T ] and ζ(t) = 0 for t /∈ [0, T ] as in the
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η(α)η(β)(zh(α, 0) − zh(β, 0))2








η(α)η(β)(zh(α, t) − zh(β, t))2















(|zαh(α, t)|2 + |z̃αh(α, t)|2)dα dt.
Using the same argument as that from (3.30) leading to (3.37), with a similar con-
sideration as that in the heuristic argument from (3.15) to (3.19) to deal with the
extra term involving the initial data, defining θ(α) as in (3.16), and taking into




|Ii,k |2ηi,k(α)ηi,k(β) − 2θ(α)θ(β)
= (θ(α) − θ(β))2 −
∑
i,k
|Ii,k |2(ηi,k(α) − ηi,k(β))2,
we conclude that for any closed interval [c, d] ⊂ (a, b), I ⊂ [c, d], with |I | ≤ 1
2
δ1,
and for the same c(m, M) as defined in (3.34), there is a constant K , independent




























θ(α)θ(β)(zh(α, 0) − zh(β, 0))2
(α − β)2zh(α, 0)zh(β, 0)
dα dβ dh + K .
Notice that the right-hand side of inequality (3.43) is fully nonlinear in zα( · , 0)
and ln zα( · , 0), while we have assumed only that the initial data satisfies
Im(1 + i)ln zα( · , 0) ∈ H 1/2loc (a, b).
We need to establish one further result that shows that the right-hand side of (3.43)
is in fact almost bilinear in ln zα( · , 0). This result is stated in Proposition 3.6.
Once Proposition 3.6 is established, the second part of Proposition 3.3 will follow
from (3.43).
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Take φ ∈ S(R) even such that its Fourier transform φ̂(ξ) = 1 for |ξ | ≤ 1 and
φ̂(ξ) = 0 for |ξ | > 2, φ̂ ∈ C∞0 (R). Recall that we define φh(α) = 1/|h|φ(α/h).
We have the following:
PROPOSITION 3.6 Let I ⊂ R be an interval, z : R → C be a complex-valued
function of period 4|I | satisfying
m|α − β| ≤ |z(α) − z(β)| ≤ M |α − β| for all α, β ∈ R
for some constants m, M > 0. Assume θ ∈ C0,1(R), supp θ ⊂ I , and θ ≥ 0. Then
for any ε > 0, there are constants 0 < r < 8, c0 > 0, and K1 < ∞, with r and
c0 depending only on m, M, and ε, such that if there is a determination of ln zα
















∫ ∣∣|D|1/2φrh ∗ [θ ln zα]h(α)∣∣2 dα dh∣∣∣∣ + K1|l|.
Remark 3.7. The constant K1 depends on ‖ln zα‖L2(4I ), ‖ln zα‖BMO(4I ), m, M , ε−1,
|I |, ‖θ ′‖L∞ , and ‖θ‖L∞ , and is independent of l; K1 < ∞ if all the aforementioned
quantities are < ∞.
We also state the following:
LEMMA 3.8 Let I ⊂ R be an interval, θ ∈ C0,1(R), supp θ ⊂ I , and ϕ : R → R
be a function such that ϕ(x), ϕ′(x), xϕ(x), and xϕ′(x) ∈ L1(R). Let







There exists a constant c4 > 0, independent of f , ϕ, and θ , such that
(3.46)
∣∣∣∣ ∫∫ θ(α)θ(β)(α − β)2 ( f ∗ ϕ(α) − f ∗ ϕ(β))2 dα dβ
−
∫∫
((θ f ) ∗ ϕ(α) − (θ f ) ∗ ϕ(β))2
(α − β)2 dα dβ
∣∣∣∣
≤ c4 K2
(‖ f ‖2L2(4I ) + |I |‖ f ‖BMO(4I )‖ f ‖L2(4I )),
for all f : R → R periodic with period 4|I | and f ∈ L2(4I ) ∩ BMO(4I ).
The proof is straightforward and thus omitted.
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Remark 3.9. Notice that there is a constant K̄2, independent of h and r , such that
K2(θ, [φrh]h) ≤ K̄2 for all h = 0 and 0 < r < 8.
Remark 3.10. Lemma 3.8 also applies to ϕ = 1h χ[0,h], with K2(θ, 1h χ[0,h]) ≤ K̃2,
for some constant K̃2 independent of h = 0.
Remark 3.11. The main point of Lemma 3.8 is that commutating with a smooth
function gains one more order of derivative. We will use Lemma 3.8 and similar
results in the same spirit as Lemma 3.8 a few times in the following. We refer to
all of them as “Lemma 3.8.”
Besides that in Section 2, we introduce one further notation that








Assuming Proposition 3.6 holds, we prove the second part of Proposition 3.3.
That is, we show that if we assume in addition that Im((1 + i)ln zα( · , 0)) ∈
H 1/2loc (a, b), then Re((1 + i)ln zα( · , 0)) ∈ H 1/2loc (a, b) and zα ∈ H 1(K ) for any
compact subset K in (a, b) × [0, T ).














































|θ(α)z̃αl(α, t)|2 dα dt
)
,
where c5 is a constant depending on M .
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Let Z : R → C be the reflective periodic extension of z( · , 0) from the interval
2I to R. Notice that for α ∈ I and 0 < |h| < |I |/2, zh(α, 0) = Zh(α). Let 0 <
|ι| < min{|I |/2, 1}. We apply Proposition 3.6 to Z . We have that for any ε > 0,















(zh(α, 0) − zh(β, 0))2
zh(α, 0)zh(β, 0)
dα dβ dh














φrh ∗ [ln zα]h(α)










∫ ∣∣|D|1/2φrh ∗ [θ ln zα( · , 0)]h∣∣2 dα dh∣∣∣∣ + K1|ι|.
Integrate (3.43) with respect to l from 0 to ι if ι > 0 and from ι to 0 if ι < 0.



























∫ ∣∣|D|1/2φrh ∗ [θ ln zα( · , 0)]h ∣∣2 dα dh∣∣∣∣ + K3|ι|
where ε1 = (8M2/3)ε and K3 is independent of ι. (K3 depends on M , m, T , |I |,
ε−1, ‖θ ′‖L∞ , ‖θ‖L∞ , ‖ln zα( · , 0)‖L2(2I ), ‖ln zα( · , 0)‖BMO(2I ), and the constant K
in (3.43).) Let (1 + i)ln zα( · , 0) = v + iw, where v = Re{(1 + i)ln zα( · , 0)} and
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∫ ∣∣|D|1/2φrh ∗ [θ ln zα( · , 0)]h∣∣2 dα dh∣∣∣∣ + K3|ι|.







)3/2)∫ ∣∣|D|1/2φrh ∗ [θw]h∣∣2 dα dh∣∣∣∣
≤ Cι
∫ ∣∣|D|1/2(θw)∣∣2 dα < ∞
for some constant C independent of ι. Using Fourier analysis and Plancherel’s
theorem on both sides of (3.50) and taking a small enough ε1 = 0 (ε1 depends on
M only), we conclude that there are 0 < r < 8 and c0 > 0, r and c0 depending on
m and M only, such that if
sup
[0,T ]
‖ln zα( · , t)‖BMO(a,b),δ0 ≤ min{c0, c(m, M)}











∫ ∣∣|D|1/2φrh ∗ [θ ln zα( · , 0)]h∣∣2 dα dh ≤ K4,
for some constant K4 depending on K3, M , and
∫ ||D|1/2(θw)∣∣2 dα only.
Let ι → 0. Since I ⊂ [c, d] ⊂ (a, b) and |I | ≤ 1
2
δ1 is arbitrary, we get
zα( · , 0), ln zα( · , 0) ∈ H 1/2loc (a, b). The fact that zα ∈ H 1(K ) for K compact in
(a, b) × [0, T ) therefore follows directly from (3.43) by taking l → 0.
We now prove Proposition 3.6. Assume z, θ , and φ satisfy the assumption of











into several terms and then proving each of them to be relatively small compared
with
∫ ||D|1/2[θ zα]|2 dα and ∫ ||D|1/2[θ ln zα]|2 dα for suitably chosen 0 < r < 1
and small enough ‖ln zα‖BMO(4I ). Notice that for convenience in writing the proof,
we have replaced φrh in (3.44) by φ8rh . To validate the decomposition, we need
the following lemma.
LEMMA 3.12 Assume that z and φ satisfy the assumption of Proposition 3.6. Then
for any |h| > 0, r > 0, and α ∈ R,
(i) |zh ∗ φrh(α) − zh(α)| ≤ 2r M‖xφ‖L1(R),









φ = 1. And for any α, β, and h = 0, |zh(α) − zh(β)| ≤
2M |α − β|/|h|. We have for any α ∈ R, r > 0, and h = 0,
|zh ∗ φrh(α) − zh(α)| =
∣∣∣∣ ∫ (zh(α) − zh(β))φrh(α − β)dβ∣∣∣∣
≤
∫
2M |α − β|
|h| |φ
rh(α − β)|dβ = 2r M
∫
|x ||φ(x)|dx .
(ii) For h = 0, we have for any α ∈ R,


















































|zα(β) − m[α,α+nh](zα)|dβ ≤ 2n2‖zα‖BMO(R).
Assertion (ii) therefore follows. 





−∞ n2 max[n−1,n] |φ(x)|
and 0 < r ≤ m
4M‖xφ‖L1(R)
,
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we have
(3.52) |zh ∗ φrh(α)| ≥
m
2
, |zα ∗ φh(α)| ≥
m
2
, for all α ∈ R, h = 0.
We know from Propositions 2.7 and 2.8 that if ‖ln zα‖BMO(4I ) ≤ r1/8, where r1 is
the constant in Proposition 2.7, then
‖zα‖BMO(R) ≤ C1‖ln zα‖BMO(R) ≤ 8C1‖ln zα‖BMO(4I )
for some constant C1. We begin with
(3.53) 0 < r ≤ m
4M‖xφ‖L1(R)
,








−∞ n2 max[n−1,n] |φ(x)|
}
,




















− zh ∗ φ
rh(α)
zh ∗ φrh(β)





































− (φ8rh ∗ [ln zα]h(α) − φ8rh ∗ [ln zβ ]h(β))2
)
dα dβ











− zh ∗ φ
rh(α)
zh ∗ φrh(β)




































− (φ8rh ∗ [ln zα]h(α) − φ8rh ∗ [ln zβ]h(β))2
)
dα dβ.









= −(u − u1 − v + v1)
2
u1v1
















|zh(α) − zh ∗ φrh(α) − zh(β) + zh ∗ φrh(β)|2














|zh(α) − zh ∗ φrh(α) − zh(β) + zh ∗ φrh(β)||zh(α) − zh(β)|







(α − β)2 |zh(α) − zh ∗ φ










(α − β)2 |zh(α) − zh(β)|
2 dα dβ.
(3.55)
Here we used Lemma 3.12(i) and (3.52) in the above estimate. An application of





∣∣∣∣ ≤ c1(r + r1/2)∣∣∣∣ ∫ l
0
∫ ∣∣|D|1/2[θ zα]h(α)∣∣2 dα dh∣∣∣∣ + K5|l|
where c1 is a constant depending on m and M , and K5 is a constant depending on
m, M , |I |, r−1, ‖θ‖L∞ , and ‖θ ′‖L∞ .
















(u1 − v1)u + v1(u − v)
uv
.











∣∣∣∣ zh ∗ φrh(α)eφ8rh∗[ln zα]h(α) − zh ∗ φrh(β)eφ8rh∗[ln zβ ]h(β)
∣∣∣∣
· (|zh ∗ φrh(α) − zh ∗ φrh(β)| + |φ8rh ∗ [ln zα]h(α) − φ8rh ∗ [ln zβ]h(β)|),
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(α − β)2 |zh ∗ φ





(α − β)2 |φ
8rh ∗ [ln zα]h(α)
− φ8rh ∗ [ln zβ]h(β)|2 dα dβ
)1/2}
≤ r−1/2 II + C2r1/2
∫∫
θ(α)θ(β)
(α − β)2 |zh ∗ φ




(α − β)2 |φ
8rh ∗ [ln zα]h(α)
− φ8rh ∗ [ln zβ]h(β)|2 dα dβ.




(α − β)2 |zh ∗ φ
rh(α) − zh ∗ φrh(β)|2 dα dβ
= 2π
∫ ∣∣|D|1/2[θ zα]h ∗ φrh∣∣2 dα + K6,




(α − β)2 |φ
8rh ∗ [ln zα]h(α) − φ8rh ∗ [ln zβ]h(β)|2 dα dβ
= 2π
∫ ∣∣|D|1/2[θ ln zα]h ∗ φ8rh∣∣2 dα + K7,
where K7 depends on ‖ln zα‖BMO(4I ), ‖ln zα‖L2(4I ), m, M , |I |, ‖θ‖L∞ , and ‖θ ′‖L∞ .
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We now consider II. We know from the assumption of Proposition 3.6 and
(3.52) that the real parts of ln zα and ln zα ∗ φrh are bounded. Therefore∣∣∣∣ zh ∗ φrh(α)eφ8rh∗[ln zα]h(α) − zh ∗ φrh(β)eφ8rh∗[ln zβ ]h(β)
∣∣∣∣
≤ c1
∣∣∣∣ zh ∗ φrh(α)e[ln zα∗φrh ]h(α) − zh ∗ φrh(β)e[ln zβ∗φrh ]h(β)
∣∣∣∣
+ c1|eφ8rh∗[ln zα∗φrh−ln zα]h(α) − eφ8rh∗[ln zβ∗φrh−ln zβ ]h(β)|
+ c1|e[ln zα∗φrh ]h(α)−φ8rh∗[ln zα∗φrh ]h(α) − e[ln zβ∗φrh ]h(β)−φ8rh∗[ln zβ∗φrh ]h(β)|
≤ c1
∣∣∣∣ zh ∗ φrh(α)e[ln zα∗φrh ]h(α) − zh ∗ φrh(β)e[ln zβ∗φrh ]h(β)
∣∣∣∣
+ c2|φ8rh ∗ [ln zα ∗ φrh − ln zα]h(α) − φ8rh ∗ [ln zβ ∗ φrh − ln zβ]h(β)|
+ c2|[ln zα ∗ φrh]h(α) − φ8rh ∗ [ln zα ∗ φrh]h(α)
− [ln zβ ∗ φrh]h(β) + φ8rh ∗ [ln zβ ∗ φrh]h)(β)|,
where c1 and c2 are constants depending on m and M . Consequently,











(α − β)2 |φ
8rh ∗ [ln zα ∗ φrh − ln zα]h(α)




(α − β)2 |[ln zα ∗ φ
rh]h(α) − φ8rh ∗ [ln zα ∗ φrh]h(α)
− [ln zβ ∗ φrh]h(β) + φ8rh ∗ [ln zβ ∗ φrh]h)(β)|2 dα dβ.





We know ψ1, αψ1(α), αψ
′
1(α) ∈ L1(R). Now
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where









































∣∣∣∣2∣∣∣∣ ̂θ zα ∗ ψrh2zα ∗ φrh (ξ)




∫ ∣∣∣∣θ(α) zα ∗ ψrh2zα ∗ φrh (α)





|(θ zα) ∗ ψrh2 |2 dα + K̄8,
where c1 and c2 are universal constants, c3 depends on m and M , and K8 and K̄8
depend on m, M , |I |, ‖θ‖L∞ , and ‖θ ′‖L∞ . In (3.64) we used Plancherel’s theorem,
Lemma 3.8, and the fact that φ̂(ξ) = 1 for |ξ | ≤ 1.





|(θ zα) ∗ ψrh2 |2 dα dh
∣∣∣∣ ≤ c4∣∣∣∣ ∫ l
0
∫ ∣∣|D|1/2[θ zα]h∣∣2 dα dh∣∣∣∣,





∣∣∣∣ ≤ c3c4r1/2∣∣∣∣ ∫ l
0
∫ ∣∣|D|1/2[θ zα]h∣∣2 dα dh∣∣∣∣ + K̄8|l|.





∣∣∣∣ ≤ c̄1r−1/2∣∣∣∣ ∫ l
0
II1 dh











∫ ∣∣|D|1/2[θ ln zα]h ∗ φ8rh∣∣2 dα dh∣∣∣∣ + K9|l|
where c̄1, c̄2, and c̄3 are constants depending on m and M , and K9 is independent
of l.
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We now consider the term r−1/2| ∫ l
0






































































































zβ ∗ φrh(β + s)
)
ds,
where ψ2 is as in (3.63). Therefore,
















g(β, s) = zh ∗ φ
rh(β)
e[ln zβ∗φrh ]h(β)
zβ ∗ ψrh2 (β + s),
h(β, s) = 1
zh ∗ φrh(β)
− 1
zβ ∗ φrh(β + s)
.
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From the antisymmetry of 1/(α − β) and by an interchange of the variables α



















α − β f (β)g(α, s)(h(β, s) − h(α, s))dα dβ.
Applying Theorem 2.6 and Proposition 2.7 to (3.69)–(3.70), we get that for c0
sufficiently small and ‖ln zα‖BMO(4I ) ≤ c0,
(3.71)







+ ‖θg‖L2(R)‖θh‖L2(R) + ‖θ f ‖L2(R)‖θg‖L2(R)
)
ds






(‖θ f ‖2L2(R) + ‖θg( · , s)‖2L2(R) + ‖θh( · , s)‖2L2(R)) ds
where C is a universal constant. Notice that





|zα ∗ φrh(α + s) − zh ∗ φrh(α)| ds,
where c1 is a constant that depends on m and M . Using a result of the type of






























































|((θ zα) ∗ φrh(α + s) − [θ zα]h ∗ φrh(α))|2 dα ds
+ K13,
where c2 and c3 are constants that depend on m and M , and K11, K12, and K13
depend on m, M , |I |, ‖θ‖L∞ , and ‖θ ′‖L∞ . Summing up (3.71)–(3.74) and applying









∫ ∣∣|D|1/2[θ zα]h∣∣2 dα dh∣∣∣∣ + K14|l|,(3.75)
where c4 depends on m and M , and K14 is independent of l. (K14 depends on m,
M , |I |, r−1/2, ‖ln zα‖BMO(4I ), ‖θ‖L∞ , and ‖θ ′‖L∞ .)
We need the following lemma before we proceed to estimate r−1/2| ∫ l
0
II2 dh|.
Let φ and z be as in Proposition 3.6, with ‖ln zα‖BMO(4I ) satisfying (3.53).
LEMMA 3.13 There exists a constant C, independent of h = 0, such that
(i)
(3.76) ‖φ4h ∗ (ln zα ∗ φh − ln zα)‖L∞(R) ≤ C‖ln zα‖BMO(4I ).
(ii)
(3.77) ‖ln zα ∗ φh‖L2(4I ) ≤ C.
PROOF:
(i) Without loss of generality, we assume that h > 0. We know





zα ∗ ψ t
zα ∗ φt
dt
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where
(3.79) ψ̂(ξ) = ξ φ̂′(ξ).
Therefore
supp ψ̂(tξ) ⊂ {1 ≤ |tξ | ≤ 2}.





≤ |ξ | ≤ 5
2
0 for |ξ | ≤ 1
4
or |ξ | ≥ 3.



































zα ∗ ψ t
(






where ψ2 is as in (3.63), and




With an application of the Schwarz inequality and the Minkowski inequality,
and the fact that for any functions f and g,
| f ∗ g(x)|2 =





|g| ∗ | f |2,
we get
































|φ|4h ∗ |ψ4|t ∗


















|φ|4h ∗ |ψ4|t ∗ |zα ∗ ψ t2|2 dt
)1/2
,
where in the last inequality, we used (3.52). Now (3.76) is just a direct consequence
of Propositions 2.7 and 2.8, and the fact that for any ψ ∈ S(R), with ∫ ψ = 0 and
b ∈ BMO(R),
|b ∗ ψ t(x)|2 dx dt
t
is a Carleson measure (see [25, p. 85]).
(ii) We know






where ψ1 and ψ2 are as in (3.62) and (3.63). Because ψi ∈ L1, i = 1, 2, and we
have (3.52), ln zα ∗ φh − φ4h ∗ ln zα ∗ φh ∈ L∞(R), with ‖ln zα ∗ φh − φ4h ∗ ln zα ∗
φh‖L∞ ≤ c(m, M) for some constant c(m, M) depending on m and M . Assertion
(ii) follows from (3.76) and the fact that ln zα ∈ L2(4I ). 
We are now ready to consider r−1/2| ∫ l
0
II2 dh|. From Lemma 3.8 and Lemma





∣∣φ8rh ∗ [θ(ln zα ∗ φrh − ln zα)]h(α)
− φ8rh ∗ [θ(ln zβ ∗ φrh − ln zβ)]h(β)
∣∣2 dα dβ + K15.
Using Fourier analysis and Plancherel’s theorem, we obtain∣∣∣∣ ∫ l
0








∣∣ ̂θ(ln zα ∗ φrh − ln zα)(ξ)∣∣2 dξ dh∣∣∣∣ + K15|l|,(3.83)






∣∣∣∣2 dt = ∫ ∞|hξ | |φ̂(8r t)|2
∣∣∣∣eit − 1t
∣∣∣∣2 dt(3.84)
(here we used the spherical symmetry of φ̂).
We have
supp F̂(hξ) ⊂ {8r |hξ | ≤ 2}.























∣∣∣∣ ∫ F̂(lξ)| ̂θ(ln zα ∗ φrl − ln zα)(ξ)|2 dξ ∣∣∣∣ + K15|l|,
where ψ is as in (3.79). Using the same calculation as that from (3.78) through





F̂(lξ)| ̂θ(ln zα ∗ φrl − ln zα)(ξ)|2 dξ
=
∣∣∣∣ ∫ Fl ∗ (θ(ln zα ∗ φrl − ln zα))(α)θ(ln zα ∗ φrl − ln zα)(α)dα∣∣∣∣
≤
∣∣∣∣ ∫ θ(α)Fl ∗ (ln zα ∗ φrl − ln zα)(α)θ(ln zα ∗ φrl − ln zα)(α)dα∣∣∣∣ + K16|l|
=












Fl ∗ (ln zα ∗ φrl − ln zα)(α)
1
h












Fl ∗ (ln zα ∗ φrl − ln zα)(α)
1
h
(θ zα) ∗ ψrh
(
(θ zα) ∗ ψrh2
(zα ∗ φrh)2
)
∗ ψrh4 dh dα
∣∣∣∣
+ ¯̄K16|l|














∣∣(θ zα) ∗ ψrh2 ∣∣2 dα dh∣∣∣∣1/2 + ¯̄K16|l|
≤ c3‖ln zα‖BMO(4I )
∣∣∣∣ ∫ l
0
∫ ∣∣|D|1/2[θ zα]h(α)∣∣2 dα dh∣∣∣∣ + ¯̄K16|l|
where c2 and c3 depend on m, M , and ‖F‖L1(R); consequently, c2 and c3 depend
on m, M , and r ; and K16, K̄16, and
¯̄K16 are independent of l. In (3.86) we used the
fact that F̂(lξ) = F̂(lξ)φ̂(4rlξ) and therefore
(3.87) Fl ∗ (ln zα ∗ φrl − ln zα) = Fl ∗ φ4rl ∗ (ln zα ∗ φrl − ln zα).





































Fh ∗ (ln zα ∗ φrh − ln zα)(α)
1
h
(θ zα) ∗ ψrh
(
(θ zα) ∗ ψrh2
(zα ∗ φrh)2
)
∗ ψrh4 dh dα
∣∣∣∣
+ K17|l|
≤ c3‖ln zα‖BMO(4I )
∣∣∣∣ ∫ l
0
∫ ∣∣|D|1/2[θ zα]h(α)∣∣2 dα dh∣∣∣∣ + K17|l|
where c3 is the same as in (3.86), and K17 is independent of l. Summing up (3.85)









∫ ∣∣|D|1/2[θ zα]h(α)∣∣2 dα dh∣∣∣∣ + K18|l|,(3.89)
with c3 is as in (3.86), and K18 is independent of l.
Finally, we consider | ∫ l
0
|I3|dh| for 0 < |l| ≤ 1. We let ϕh = [φ8rh]h and
f = ln zα just for convenience. We have for 0 < |h| ≤ 1,
|I3| =
∣∣∣∣ ∫∫ θ(α)θ(β)(α − β)2 (e f ∗ϕh(α)− f ∗ϕh(β) + e f ∗ϕh(β)− f ∗ϕh(α)(3.90)








e f ∗ϕt (α)
e f ∗ϕt (β)
− e
f ∗ϕt (β)
e f ∗ϕt (α)




ϕt ∗ f (α)dα dβ dt
∣∣∣∣
+
∣∣∣∣ ∫∫ θ(α)θ(β)(α − β)2 (e f ∗ϕ1(α)− f ∗ϕ1(β) + e f ∗ϕ1(β)− f ∗ϕ1(α)
− 2 − ( f ∗ ϕ1(α) − f ∗ ϕ1(β))2)dα dβ∣∣∣∣








e f ∗ϕt (α)
e f ∗ϕt (β)
− e
f ∗ϕt (β)
e f ∗ϕt (α)













e f ∗ϕt (α)
e f ∗ϕt (β)
+ e
f ∗ϕt (β)
e f ∗ϕt (α)
− 2
)
· ∂βϕt ∗ f (β)
d
dt
ϕt ∗ f (α)dα dβ dt | + K19
Therefore
(3.91)





ϕt ∗ f ‖L2(R) dt
∣∣∣∣
+ c2‖ f ‖BMO(4I )
∣∣∣∣ ∫ 1
h
‖θ∂βϕt ∗ f ‖L2(R)‖θ
d
dt
ϕt ∗ f ‖L2(R) dt
∣∣∣∣ + K19
≤ c3‖ f ‖BMO(4I )
∣∣∣∣ ∫ 1
h
∫ ∣∣∣∣θ(α) ddt ϕt ∗ f (α)
∣∣∣∣2 dα dt∣∣∣∣




|θ(α)∂αϕt ∗ f (α)|2 dα dt
∣∣∣∣ + K̄19
≤ c3‖ f ‖BMO(4I )
∣∣∣∣ ∫ 1
h
∫ ∣∣∣∣ ddt ϕt ∗ (θ f )(α)
∣∣∣∣2 dα dt∣∣∣∣




|∂αϕt ∗ (θ f )(α)|2 dα dt
∣∣∣∣ + ¯̄K19.
Here in (3.90)–(3.91) we used integration by parts, Theorem 2.6, and results in
the same spirit as Lemma 3.8. Constants c1, c2, c3, and c4 depend on m and M , and
K19, K̄19, and






≤ c5‖ln zα‖BMO(4I )
∣∣∣∣ ∫ l
0
∫ ∣∣|D|1/2[θ ln zα]h ∗ φ8rh∣∣2 dh∣∣∣∣ + K20|l|
where c5 depends on m, M , and r , and K20 is independent of l.
Summing up the calculation from (3.52) through (3.92), we obtain Proposition
3.6.
4 H2 Regularity of zα and H
3/2 Compatibility of the Initial Data
In this section, we prove the following result:
PROPOSITION 4.1 Assume that z ∈ H 1([0, T ], L2loc(R)) ∩ L2([0, T ], H 1loc(R)) is
a solution of the Birkhoff-Rott equation (1.6) for 0 ≤ t ≤ T , satisfying assumption
(i) of Theorem 1.2. Then there exists a constant c1(m, M) > 0 such that if on some
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fixed interval (a, b) there exists a δ0 > 0 such that for some determination of the
multivalued function ln zα we have
sup
[0,T ]
‖ln zα( · , t)‖BMO(a,b),δ0 ≤ c1(m, M),
then zα ∈ H 2(K ) for every compact rectangle K of (a, b) × (0, T ), and zα ∈
C((a, b)×(0, T )). If, in addition, Im((1+i)ln zα( · , 0)) ∈ H 3/2loc (a, b), then Re((1+
i)ln zα( · , 0)) ∈ H 3/2loc (a, b), and zα( · , 0) ∈ H 3/2loc (a, b); moreover, zα ∈ H 2(K ) for
every compact rectangle K of (a, b) × [0, T ), and zα ∈ C((a, b) × [0, T )).
In order to prove Proposition 4.1, we need the following lemma:
LEMMA 4.2 Assume that δ = δ(t) ∈ C0,1(R) and supp δ ⊂ [T1, T2]. Then for any















PROOF: The proof is a modification of that in Ladyzhenskaya [30]. Since u is
compactly supported in α, we have that
max
α
u2(α, t) ≤ 2
∫
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In (4.2) we used Hölder’s inequality and the geometric inequality. Inequality (4.1)
directly follows from (4.2) by a further application of the geometric inequality. 
We record here some identities that will be useful in the proof of Proposition
4.1. The proof is straightforward; we omit it.
LEMMA 4.3 For any function f = f (β), f differentiable, we have









































We again use a difference quotient argument to prove Proposition 4.1. We
begin with c1(m, M) = c(m, M), where c(m, M) is as defined in (3.34). We may
need to take c1(m, M) smaller than c(m, M) in order to obtain the conclusions of
Proposition 4.1.
For any given closed interval [c, d] ⊂ (a, b), let δ1 be as defined in Lemma 3.4
and Q any interval satisfying 2Q ⊂ [c, d], |2Q| ≤ 1
2
δ1 ≤ 14δ0. Take η, ρ ∈ C∞0 (R)
such that
(4.6)
η(α) = 1 on 9
8
Q, supp η ⊂ 5
4
Q,
ρ(α) = 1 on 3
2
Q, supp ρ ⊂ 15
8
Q,
and 0 ≤ η(α), ρ(α) ≤ 1, |η′(α)| + |ρ ′(α)| ≤ C/|Q|, |η′′(α)| + |ρ ′′(α)| ≤ C/|Q|2









(zt(α + 2h, t) + zt(α, t) − 2zt(α + h, t)).
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Let 0 < |h| ≤ 1
24
|Q|. We have from (1.6) that
2π i z̄thh(α, t)
=
∫
zβ(β + h, t)











z(α, t) − z(β, t) −
zβ(β + h, t)








zβ(β + 2h, t)
z(α + 2h, t) − z(β + 2h, t) −
zβ(β + h, t)
z(α + h, t) − z(β + h, t)
)
· ρ(β)






z(α + 2h, t) − z(β + 2h, t) +
1
z(α, t) − z(β, t) −
2
z(α + h, t) − z(β + h, t)
)














zβ(β + h, t)













z(α, t) − z(β, t) −
zβ(β + h, t)








zβ(β + 2h, t)
z(α + 2h, t) − z(β + 2h, t) −
zβ(β + h, t)
z(α + h, t) − z(β + h, t)
)
ρ(β)






z(α + 2h, t) − z(β + 2h, t) +
1
z(α, t) − z(β, t) −
2
z(α + h, t) − z(β + h, t)
)
· (1 − ρ(β))dβ.
Define
G2(α, t) = I + II + III + IV.
Therefore





















∫ |η(α)G2(α, t)|2 dα for fixed t ∈ [0, T ]. Notice that the term
η(α)I can be readily estimated using Corollary 2.4. We need to calculate further II,
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z(α, t) − z(β, t) −
zβ(β + h, t)













z(α, t) − z(β, t) −
zβ(β + h, t)

















z(α, t) − z(β, t) −
zβ(β + h, t)




















z(α, t) − z(β, t) −
zβ(β + h, t)











= II1 + II2 + II3 + II4.
Notice that η(α)II2 can be estimated using identities (4.3) and (4.5), Lemma 4.2,
and Corollary 2.4. We use integration by parts on II3 and II4 and the fact that
f (h) − f (0) = ∫ h
0







z(α, t) − z(β, t) −
zβ(β + h, t)




















z(α + h, t) − z(β + h, t)




















zγ (α + γ, t) − zγ (β + γ, t)























z(α, t) − z(β, t) −
zβ(β + h, t)















zγ (α + γ, t) − zγ (β + γ, t)








































































































− ρ(β)(zβh(β, t) − zhh(β, t))












Therefore η(α)II3 and η(α)II4 can be estimated through identity (4.4), Lemma 4.2,
and Theorem 2.6. We can handle III in a similar way by rewriting:
(4.13)
ρ(β)
zβ(β + 2h, t)










zβ(β + 2h, t)
− 2
zh(β + 2h, t)
+ 1

















zh(β + 2h, t)
− 1














(β + h, t).
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Notice that the terms in III corresponding to the second, third, and fourth terms
on the right-hand side of (4.13) can be estimated in the same way as II2, II3, and





zβ(β + 2h, t)
z(α + 2h, t) − z(β + 2h, t) −
zβ(β + h, t)
















(β + h, t)
)
dβ,







zγ (α + γ, t) − zγ (β + γ, t)










































































(β + h, t)
)












(β + h, t)






(β + h, t).
Therefore η(α)III5 can also be estimated through Lemma 4.2 and Theorem 2.6.





z(α + 2h, t) − z(β + h, t) −
1
z(α + h, t) − z(β, t)
)





z(α, t) − z(β, t) −
1




∫ −zh(α + h, t) + zh(β, t)
(z(α + 2h, t) − z(β + h, t))(z(α + h, t) − z(β, t))






(z(α + 2h, t) − z(β + h, t))(z(α + h, t) − z(β, t)) (1 − ρ(β))dβ
+
∫
(zh(α, t) − zh(β, t))zh(α + h, t)(1 − ρ(β))
(z(α + h, t) − z(β, t))(z(α + 2h, t) − z(β + h, t))(z(α + h, t) − z(β + h, t)) dβ
+
∫
(zh(α, t) − zh(β, t))zh(α, t)(1 − ρ(β))
(z(α + h, t) − z(β + h, t))(z(α + h, t) − z(β, t))(z(α, t) − z(β, t)) dβ.
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z(α, t) − z(β, t) −
zβ(β + h, t)












zβ(β + 2h, t)
z(α + 2h, t) − z(β + 2h, t) −
zβ(β + h, t)
z(α + h, t) − z(β + h, t)
)











z(α, t) − z(β, t) −
zβ(β + h, t)












zβ(β + h, t)
z(α + 2h, t) − z(β + h, t) −
zβ(β, t)
















zα(α + h + γ, t)
z(α + h + γ, t) − z(β + h, t) −
zα(α + γ, t)

















zαh(α + γ, t)



















z(α + h + γ, t) − z(β + h, t) −
1





















zαh(α + γ, t)

















zαh(α + γ, t)













zαh(α + γ, t) − zhh(α, t)
z(α + γ, t) − z(β, t) ρ(β)
zhh(β, t)









z(α + γ, t) − z(β, t)ρ(β)
zhh(β, t)
zh(β, t)zh(β + h, t)
dβ dγ
= V11 − V12 − V13.
Since ρ ′(β) = 0 for β ∈ 3
2








|zαh(α + γ, t)| dγ ;
here c1 is a constant that depends on m.
Notice that V13 can be estimated using Theorem 2.3 and Lemma 4.2.
We now consider V12. Define for any function f that
C1( f )(α) =
∫
1
z(α, t) − z(β, t) f (β)dβ.
Let
g(β) = ρ(β) hzhh(β, t)
zh(β, t)zh(β + h, t)
.
Since for any function b ∈ BMO(R) and β ∈ R,



















zαh(α + γ, t) − zhh(α, t)
h
C1(g)(α + γ )dγ.
Notice that ∫ h
0
(zαh(α + γ, t) − zhh(α, t)) dγ = 0.






zαh(α + γ, t) − zhh(α, t)
h
(C1(g)(α + γ ) − c) dγ.
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Because the operator C1 is bounded from L∞(R) → BMO(R) (see [25, p. 49]),


































∣∣∣∣ zαh(α + γ, t) − zhh(α, t)h
∣∣∣∣2 dγ)1/2.






z(α + h, t) − z(β + h, t) −
1















zβ(β + h, t)




















zβ(β + h, t)
z(α + h, t) − z(β + h, t) −
zβ(β, t)

















zβ(β + h, t)
z(α + h, t) − z(β + h, t)
zβh(β, t)














zβ(β + h, t)
z(α + h, t) − z(β + h, t) −
zβ(β, t)


























zα(α + γ, t) − zβ(β + γ, t)

















































































− zβ(β, t) + z2h(β, t) − 2zh(β, t)










































(β, t) − ρ(β) zhh(β, t)











(β, t) − 2ρ′(β) zhh(β, t)
zh(β, t)zh(β + h, t)
)
− ρ(β) zβhh(β, t)
z2h(β, t)zh(β + h, t)
+ ρ(β) zhh(β, t)zβh(β, t)zh(β + h, t) + zhh(β, t)zβh(β + h, t)zh(β, t)
z3h(β, t)z
2
h(β + h, t)
So η(α)V2 can be estimated using (4.3), (4.4), Theorem 2.3, Corollary 2.4, and
Theorem 2.6.











zβ(β, t)zβ(β + h, t)
)
h
= − zβhh(β, t)
zβ(β + h, t)zβ(β + 2h, t)
+ zβh(β, t)(zβh(β, t) + zβh(β + h, t))






(zβh(β, t) − zhh(β, t))(hzβh(β, t) + hzhh(β, t)) + z2hh(β, t).
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Summing up the calculation from (4.7) to (4.21) and applying Theorem 2.3,























|zαα(α, t)|2 dα +
c4
|Q|3 ,























zβ(β, t)zβ(β + h, t)
− zβh(β + h, t)






η(α) − η(β − h)













(ρ(β + h) − ρ(β)) zβh(β + h, t)






η(α) − η(β − h)












− η(α) − η(β − r)
(α − β + r)2 +
η′(β − r)











− η(α) − η(β)




zβh(β + r, t)
zβ(β + r, t)zβ(β + h + r, t)
dr dβ.
Therefore for some constant c5 depending on m,
(4.23)
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We now estimate































α − β dα dβ.









we have the following lemma:




















































(α, t) = −
(
zαh(α, t)
zα(α, t)zα(α + h, t)
)
h
= − zαhh(α, t)
zα(α + h, t)zα(α + 2h, t)
− hzαh(α, t)















































= zαh(α, t) − zhh(α, t)


























(zαh(α, t) − zhh(α, t))
1















zα(α + h, t)
[
zαh(α, t) − zhh(α, t)




zα(α + h, t)
[
zhh(α, t)




Therefore Lemma 4.4 follows from (4.4), (4.16), and Propositions 2.7 and 2.8. 






α − β dα dβ.








α − β zthh(α, t)
(
zβh(β, t)






























= VI1 + VI2.


















+ (zβh(β + h, t) − zhh(β + h, t))
(
1





+ zhh(β + h, t)
(
1
























zβ(β + h, t)
− 1
zh(β + h, t)
)
− hzhh(β, t)
















zβ(β + h, t)
− 2
zh(β + h, t)
+ 1















zh(β + h, t)
− 1
z2h(β + h, t)
)
− hzhh(β, t)
z2h(β, t)zh(β + h, t)
.
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Therefore an application of Lemmas 3.4 and 4.3, a similar calculation as in (3.70),






































where c10, c11, and c12 are constants that depend on m and M . For VI1, we have∫∫
η(α)η(β)













































































+ zhh(α, t)zth(α, t)
z2h(α, t)
(4.30)

















We further decompose the term
zhh(α, t)zth(α, t)
z2h(α, t)
in (4.30) or, more precisely, the term zth(α, t) through the following consideration.







z(α + h, t) − z(β + h, t) −
1





∫ −zh(α, t) + zh(β, t)
(z(α + h, t) − z(β + h, t))(z(α, t) − z(β, t)) (1 − ρ(β))dβ,





∫ −zh(α, t) + zh(β, t)
(z(α + h, t) − z(β + h, t))(z(α, t) − z(β, t)) (1 − ρ(β))dβ
∣∣∣∣ ≤ C ′|Q|
for some constant C ′.





z(α + h, t) − z(β + h, t) −
1





zβ(β + h, t)










zβ(β + h, t)
z(α + h, t) − z(β + h, t) −
zβ(β, t)







zβ(β + h, t)
z(α + h, t) − z(β + h, t)
zβh(β, t) − zhh(β, t) + zhh(β, t)





zβ(β + h, t)
z(α + h, t) − z(β + h, t) −
zβ(β, t)















zβ(β + h, t)
z(α + h, t) − z(β + h, t) −
zβ(β, t)















zα(α + γ, t) − zβ(β + γ, t)















































































































































































|k2zαkk(α, t)|2 dk dα
)





























where c13 and c14 are constants independent of ε and h.












Let ρ1 ∈ C∞0 (R) be such that ρ1(α) = 1 for α ∈ ( 158 + 112)Q, ρ1(α) = 0 for
α /∈ 2Q, and |ρ ′1(α)| ≤ C/|Q| for some constant C . Summing up the estimates
(4.22), (4.23), and (4.36), we conclude that there exist constants c15, c16, c17, and
c18 such that for any 0 < |h| < 124 |Q| and ε > 0,
(4.37)
∫



































































On the other hand, using (4.32) and (4.33), it is clear that there exists a constant
C ′2 such that for all |h| > 124 |Q|,
(4.38)
∫





∣∣∣∣2 dα ≤ C ′2|Q|3 .
Therefore with a constant different from c18, estimate (4.37) holds for all h = 0.
























Multiply both sides of (4.37) by h; then integrate with respect to h from 0 to l.
Using (4.25) and (4.39), we conclude that there exist constants ν > 0, c′1, c
′
2, and











































|zαhh(α, t)|2 dα dh
+ c′1






























4.1 Interior H2 Regularity of zα
In the following, we take 0 < |l| < 1
4
δ1. Therefore for any α ∈ 2Q ⊂ [c, d] ⊂
(a, b) and |h| ≤ |l| < 1
4
δ1, we have α+h, α+2h ∈ [c+ 12δ1, d − 12δ1] ⊂ (a, b). Let
[T1, T2] ⊂ (0, T ) be an arbitrary interval, δ(t) = (t −T1)2(t −T2)2 for t ∈ [T1, T2],

































− η(β) zhh(β, t)
zh(β, t)
)2










|zαhh(α, t)|2 dα dt dh
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+ c′1











































Since |δ′(t)|2 ≤ 4|T1 − T2|2δ(t) for all t , we have from integration by parts that for










(α − β)2 (η(α)
zhh(α, t)
zh(α, t)
− η(β) zhh(β, t)
zh(β, t)




















































∫ d− 12 δ1
c+ 12 δ1










|zαhh(α, t)|2 dα dt dh,
where c19 is a constant depending on M , m, T1, and T2. We now apply Lemma 4.2
to (4.41) and (4.42). We obtain that for any 0 < |l| < 1
4






























|zαhh(α, t)|2 dα dt dh
+ c′1 sup[0,T ]
















∫ d− 12 δ1
c+ 12 δ1




















∫ d− 12 δ1
c+ 12 δ1

























∫ d− 12 δ1
c+ 12 δ1








∫ d− 12 δ1
c+ 12 δ1






where ν > 0, c′1, and c
′





c′7 are constants depending on M , m, T1, and T2. We want to apply the following
result to (4.43):
LEMMA 4.5 Let I ⊂ R be a finite-length interval. Assume that f, g ∈ L1(I ),
f, g ≥ 0, satisfy that for any interval 2Q ⊂ I ,∫
Q



















where C1, C2, C3, and C4 are constants. Then∫
I
dist 4(α, ∂ I ) f (α)dα + ν
∫
I
dist 4(α, ∂ I )g(α)dα
≤ 32C1|I |4 + 32C2|I |3 + 32C3|I |2 + 32C4|I |.
Here dist(α, ∂ I ) is the distance from α to the boundary ∂ I of I .
The proof of Lemma 4.5 is a small modification of that of Proposition 3.2 and
so we omit it.
We first fix ε = ν/288. From Proposition 3.3, we know zα ∈ H 1loc((a, b) ×








∫ d− 12 δ1
c+ 12 δ1











We take the interval [T1, T2] small enough so that (4.44) holds. We now take
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where c(m, M) is as defined in (3.34). Therefore for sup[0,T ] ‖ln zα( · , t)‖∗,δ0 ≤























































∫ d− 12 δ1
c+ 12 δ1








∫ d− 12 δ1
c+ 12 δ1






Notice that (4.46) holds for any interval 2Q ⊂ [c, d], with |2Q| ≤ 1
2
δ1.
Now let I ⊂ [c, d] ⊂ (a, b) be any closed interval that satisfies |I | ≤ 1
2
δ1.
Notice that from Proposition 3.3 and a simply application of the Fourier transform






















|zαhh(α, t)|2 dα dt dh < ∞.























dist 4(α, ∂ I )|zαhh(α, t)|2 dα dt dh ≤ K ,
where K is a constant depending on m, M , T1, T2, |I |, and∫ T2
T1
∫ d− 12 δ1
c+ 12 δ1
|zαα(α, t)|2 dα dt,
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and most importantly, K is independent of l. Let l → 0. Since [c, d] ⊂ (a, b) is
arbitrary and (T1, T2) ⊂ (0, T ) is an arbitrary small enough interval, we conclude
that
zαα ∈ H 1loc((a, b) × (0, T )).
The fact that zα ∈ C((a, b) × (0, T )) directly follows from a simple calculation
involving Sobolev embedding. We obtain zα ∈ H 2loc((a, b) × (0, T )) by taking the
derivative ∂t∂α of both sides of (1.6).
4.2 H3/2 Compatibility of the Initial Data
We now prove the second part of Proposition 4.1. We assume in addition that
Im((1+i)ln zα)( · , 0) ∈ H 3/2loc (a, b) throughout the rest of this section. Take ζ(t) =
(T1 − t)2 for t ∈ [0, T1] and ζ(t) = 0 for t /∈ [0, T1]. Instead of δ(t), we multiply
(4.40) by ζ(t), integrate with respect to t , and go through similar calculations to
those in (4.41) through (4.46). We have for T1 > 0 small enough, and for the same










































































∫ d− 12 δ1
c+ 12 δ1








∫ d− 12 δ1
c+ 12 δ1






where c′′1 , c
′′
2 , and c
′′
3 are constants depending on m, M , and T1.
From here we want to use arguments similar to that in Lemma 4.5 or Proposition
3.2. The only difference between (4.48) and the assumption of Lemma 4.5 is that
(4.48) contains an extra term involving the initial data. We explain how to handle
this term while going through the argument as that in Lemma 4.5 (which is similar
to the argument of Proposition 3.2).
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Let Ii,k , i = 1, 2, k = 1, 2, . . . , be the subintervals of I = [p, q] as defined in
the proof of Proposition 3.2:
|I1,k | = dist(p, I1,k) =
1
2k+1




for k = 1, 2, . . .
and let ηi,k be the function η corresponding to the intervals Ii,k as defined in (4.6)
such that |Ii,k |‖η′i,k‖∞ ≤ C and |Ii,k |2‖η′′i,k‖∞ ≤ C for some constant C indepen-





and ϑ(α) ≥ 0. We have ϑ ∈ C1,1(R), supp ϑ ⊂ I , and for α ∈ I ,
1
16
dist 4(α, ∂ I ) ≤
∑
i,k




≤ 18 dist 4(α, ∂ I ).
(4.50)
Moreover, 2ϑ |ϑ ′| = 2| ∑i,k |Ii,k |4ηi,kη′i,k | ≤ 2C | ∑i,k |Ii,k |3ηi,k , so there is a con-
stant C ′ such that
(4.51) |ϑ ′(α)| ≤ C ′
√
ϑ(α).






(ηi,k(α) f (α) − ηi,k(β) f (β))2
(α − β)2 dα dβ
=
∫∫
(ϑ(α) f (α) − ϑ(β) f (β))2
(α − β)2 dα dβ
+ 2
∫∫
ϑ(α)ϑ(β) − ∑i,k |Ii,k |4ηi,k(α)ηi,k(β)

























Therefore there is a constant C1 such that
2
∣∣∣∣ ∫∫ ϑ(α)ϑ(β) −
∑
i,k |Ii,k |4ηi,k(α)ηi,k(β)





























)′∣∣∣∣ = ∣∣∣∣ η′i,k(α)√ϑ(α) − ηi,k(α)ϑ ′(α)2ϑ3/2(α)
∣∣∣∣ ≤ C2|Ii,k |2 χ2Ii,k (α)
for some constant C2, we have
(4.53)
2
∣∣∣∣ ∫∫ ϑ(α)ϑ(β) −
∑
i,k |Ii,k |4ηi,k(α)ηi,k(β)







η2i,k(α)| f (α)|2 dα
)1/2( ∫
















ϑ(α)| f (α)|2 dα.
Let I ⊂ [c, d] ⊂ (a, b) be any closed interval satisfying |I | ≤ 1
2
δ1, and let Ii,k
be the subintervals of I as above. We now apply (4.48) to Q = Ii,k and multiply
|Q|4 = |Ii,k |4 on both sides of (4.48); then sum up with respect to i = 1, 2,
k = 1, 2, . . . . While going through similar arguments as in the proof of Proposition
















































ϑ(α)|zhh(α, 0)|2 dα dh + K ,
where C4 is a constant depending on m and M , and K depends on∫ T1
0
∫ d− 12 δ1
c+ 12 δ1
|zαα(α, t)|2 dα dt,
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− ϑ(β)([ln zβ ]h)h(β, 0)










(α − β)2 (ϑ(α)([w]h)h(α) − ϑ(β)([w]h)h(β))
2 dα dβ dh
+ C4






ϑ(α)|zhh(α, 0)|2 dα dh + K ,









(α − β)2 (ϑ(α)([w]h)h(α) − ϑ(β)([w]h)h(β))
2 dα dβ dh
≤ K1 < ∞
for some constant K1 independent of l, 0 < |l| < 14δ1.































− ϑ(β)([ln zβ]h)h(β, 0)
)2
dα dβ dh
can be dominated by the left-hand side of (4.55) as long as ‖ln zα( · , 0)‖BMO(a,b),δ0
is small. We would also need |I | small, but I ⊂ [c, d] is otherwise arbitrary.
We will give an estimate for
∫
ϑ(α)|zhh(α, 0)|2 dα, since so far we only have




(α − β)2 (ϑ(α)
zhh(α, 0)
zh(α, 0)














































∣∣ϑ(α)([ln zα]h)h(α, 0) − ϑ(β)([ln zβ ]h)h(β, 0)∣∣2 dα dβ.


















∣∣∣∣ϑ(α)( zhhzh − ([ln zα]h)h
)





































− ([ln zβ ]h)h(β, 0)
)
dα dβ,




















ϑ(α)|zhh(α, 0)|2 dα +
∫
ϑ(α)|([ln zα]h)h(α, 0)|2 dα
)
for some constant C5 depending on m and M .

























− (ln zβ)hh(β, 0)





















− zβh(β, 0)zhh(β, 0)
z2h(β, 0)
+ zβh(β, 0)zβh(β + h, 0)























+ (zβh(β, 0) − zhh(β, 0))(zβh(β + h, 0) − zhh(β + h, 0))
zβ(β, 0)zβ(β + h, 0)
+ zhh(β, 0)zhh(β + h, 0)
zβ(β, 0)zβ(β + h, 0)
+ zhh(β + h, 0)
zβh(β, 0) − zhh(β, 0)
zβ(β, 0)zβ(β + h, 0)
+ zhh(β, 0)
zβh(β + h, 0) − zhh(β + h, 0)









zβ(β + h, 0)
zβ(β, 0)


















erh(ln zβ)h(β,0) dr − 1
)
h
(ln zβ)h(β + h, 0)
= (ln zβ)hh(β, 0)
∫ 1
0
(erh(ln zβ)h(β,0) − erh([ln zβ ]h)h(β,0))dr
+ (ln zβ)hh(β, 0)
(∫ 1
0





(ln zβ)h − ([ln zβ ]h)h
)




(erh(ln zβ)h(β+h,0) − erh(ln zβ)h(β,0))dr
+ 1
h
([ln zβ ]h)h(β + h, 0)
∫ 1
0
(erh(ln zβ)h(β+h,0) − erh(ln zβ)h(β,0))dr.

























































zhh(α + r, 0)
(
2
zh(α + r, 0)
− 1
zα(α + r, 0)
− 1












zh(α + r, 0)
+ 1





(ln zα)h(α, 0) − [(ln zα)h]h(α, 0)
)( ∫ 1
0
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Let the interval I = [p, q]. Let  ∈ C∞0 (R) be such that
(4.63)
{
(α) = 1 for α ∈ [p − 1
4
δ1, q + 14δ1]
(α) = 0 for α /∈ [p − 1
2
δ1, q + 12δ1]
and 0 ≤ (α) ≤ 1 for all α ∈ R. We note that for any function f , α ∈ R,
0 < |h| ≤ 1
16
δ1,
(4.64) ϑ(α) fhh(α) = (ϑ f )hh(α) − 2ϑh(α)( f )h(α + h) − ϑhh(α)( f )(α + 2h).
From the definition of ϑ , it is clear that ‖ϑ ′‖∞ ≤ C |I | and ‖ϑ ′′‖∞ ≤ C for some
constant C < ∞. Therefore for α, γ ∈ R,
(4.65) |ϑ(α + γ ) − ϑ(α)| ≤ ‖ϑ ′‖∞|γ |.
We apply an argument such as that in (3.70) to (4.57), using the new forms of the
involved terms in (4.59) through (4.62), and Lemma 4.3, (4.16), (4.64), and (4.65).
























(β, 0)dα dβ dh







h|(ϑ zα)hh(α, 0)|2 dα dh















ϑ2(α)(|zhh(α, 0)|3 + |([ln zα]h)h(α, 0)|3)dα dh
+ C7(1 + ‖ln zα( · , 0)‖∗,δ0)‖ϑ ′‖2∞
·
∫ (∣∣|D|1/2(zα)(α, 0)∣∣2 + ∣∣|D|1/2(ln zα)(α, 0)∣∣2) dα
+ C8‖ϑ ′′‖2∞|l|
∫ q+ 12 δ1
p− 12 δ1
(|zα(α, 0)|2 + |ln zα(α, 0)|2)dα,

















ϑ(α)|zhh(α, 0)|2 dα +
∫
ϑ(α)|([ln zα]h)h(α, 0)|2 dα dh
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in (4.58) and (4.55).
Before we proceed, we prove the following lemma:
LEMMA 4.6 Let f : R → C be periodic of period A and f ∈ H 1/2loc (R). Let
σ ∈ C∞0 (R) such that 0 ≤ σ(α) ≤ 1, σ(α) = 1 for α ∈ [0, A], σ(α) = 0 for




|σ(α)|2|([ f ]h)h(α)|2 dh dα
≤ c1









|σ(α)|2| fh(α)|2 dh dα
≤ c1




| f |2 dα < ∞.
PROOF OF (4.67): We know
(4.69)
σ(α)([ f ]h)h(α)










(σ (α + r) − σ(α)) f (α + r) dr.
Now from the Schwarz inequality, in particular, |∫ h
0
f (x)dx |2 ≤ h ∫ h
0









































| f (α)|2 dα.
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| f (α)|2 dα.
On the other hand, using Fourier analysis and Plancherel’s theorem, we obtain∫∫ ∞
0







|(̂σ f )(ξ)|2 dξ = c′′
∫ ∣∣|D|1/2(σ f )(α)∣∣2 dα,
where c′ and c′′ are constants. This proves (4.67). Inequality (4.68) can be proved
similarly. We omit the details. 





δ1] to R. Notice that for α ∈ R and 0 < |h| ≤ 116δ1,
ϑ(α)zhh(α, 0) = ϑ(α)Zhh(α)
and
ϑ(α)[(ln zα)h]h(α, 0) = ϑ(α)[(ln Zα)h]h(α).
Moreover, from Proposition 3.3, Zα, ln Zα ∈ H 1/2loc (R).
We now estimate
∫
ϑ2(α)|[ fh]h(α)|3 dα for f = Zα or f = ln Zα. We know
f ∈ H 1/2loc (R) and f is periodic with period
(4.70) A = 2d − 2c + 2δ1.









ϑ2(α)|[ fκ ]κ (α)|2























| fκκ (α)|2 +
∣∣∣∣ ddκ [ fκ ]κ (α)
∣∣∣∣2)dκ dα









∣∣∣∣ ddκ [ fκ ]κ (α)
∣∣∣∣2 dκ dα)1/2.






[ fκ ]κ(α) =
2
κ
( fκ(α + κ) − [ fκ ]κ(α)).
We compute further the term
∫∫ ∞
h ϑ
2(α)(| fκκ(α)|2 + | ddκ [ fκ ]κ(α)|2) dκ dα. Notice
that
ϑ(α) fκκ(α) = (ϑ f )κκ(α) − 2ϑκ(α) fκ(α + κ) − ϑκκ(α) f (α + 2κ).
Let σ(α) be as defined in Lemma 4.6. We have∫∫ ∞
h




















|σ(α) fκ(α)|2 dκ dα
≤ C |I |2
∫∫ ∞
0
|σ(α) fκ(α)|2 dκ dα.
Similarly, ∫∫ ∞
h
|ϑκκ(α) f (α + 2κ)|2 dκ dα ≤ C |I |
∫
|σ(α) f (α)|2 dα.
Here C is some universal constant. Therefore∫∫ ∞
h
ϑ2(α)| fκκ(α)|2 dκ dα ≤ 3
∫∫ ∞
h
|(ϑ f )κκ(α)|2 dκ dα
+ 3C |I |2
∫∫ ∞
0
|σ(α) fκ(α)|2 dκ dα
+ 3C |I |
∫
|σ(α) f (α)|2 dα.
Using (4.72) and a similar calculation, we get∫∫ ∞
h
ϑ2(α)
∣∣∣∣ ddκ [ fκ ]κ(α)
∣∣∣∣2 dκ dα ≤ 3 ∫∫ ∞
h
∣∣∣∣ ddκ [(ϑ f )κ ]κ(α)
∣∣∣∣2 dκ dα
+ 3C ′|I |2
∫∫ ∞
0
|σ(α) fκ(α)|2 dκ dα
+ 3C ′|I |
∫
|σ(α) f (α)|2 dα
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for some universal constant C ′. We further apply Lemma 4.6 to∫∫ ∞
0
















|(ϑ f )κκ(α)|2 +
∣∣∣∣ ddκ [(ϑ f )κ ]κ(α)
∣∣∣∣2) dκ dα
+ c3|I |2
( ∫ ∣∣|D|1/2(σ f )(α)∣∣2 dα)3/2 + c4|I |1/2( ∫ A
0
| f (α)|2 dα
)3/2
,
where c3 and c4 are universal constants.
















































|[ fκ ]κ(α)|2 dκ dα
)1/2 ∫∫ ∞
h
∣∣∣∣ ddκ [(ϑ f )κ ]κ(α)
∣∣∣∣2 dκ dα
+ c5|I |2
( ∫ ∣∣|D|1/2(σ f )(α)∣∣2 dα)3/2 + c6|I |1/2(∫ A
0
| f (α)|2 dα
)3/2
+ c7|I |2
( ∫ ∣∣|D|1/2(σ f )(α)∣∣2 dα)1/2 + c8|I |3/2( ∫ A
0





















∫ ∣∣|D|1/2(ϑ(α)([ln zα]h)h(α, 0))∣∣2 dα dh < ∞.
This is an easy consequence of Lemma 4.7 given a little later.
From (4.55), using the estimates in (4.56) through (4.74), the Fourier transform,





























∫ ∣∣|D|1/2(ϑ(α)([ln zα]h)h(α, 0))∣∣2 dα dh





















∫ ∣∣|D|1/2[(ϑzα)h]h(α, 0)∣∣2 dα dh





















∫ ∣∣|D|1/2(([ϑ ln zα]h)h(α, 0))∣∣2 dα dh,
where C9, C10, C11, and C12 are constants depending on m and M only, and K2 <
∞ is independent of l.
We now handle the left-hand side of inequality (4.75). First, we have
(4.76)
T 21
















∫ d+ 12 δ1
c− 12 δ1
|zαα(α, t)|2 dα dt.
MATHEMATICAL ANALYSIS OF VORTEX SHEETS 89
This can be obtained as in (3.47). Here c9 is a constant depending on |I |, T1, m,
and M . The following lemma gives an estimate for the commutator ϑ[ fh]h(α) −
[(ϑ f )h]h(α):
LEMMA 4.7 Assume that ϑ ∈ C1,1(R), supp ϑ ⊂ I = [p, q], and  = (α) is
defined in (4.63). Then there exist constants c10 and c11 such that for any f ∈
H 1/2loc (R), 0 < |h| ≤ 116δ1,∫ ∣∣|D|1/2(ϑ(α)[ fh]h(α) − [(ϑ f )h]h)(α)∣∣2 dα
≤ c1‖ϑ ′‖2∞
∫ ∣∣|D|1/2( f )(α)∣∣2 dα
+ c2
(
‖ϑ ′′‖2∞(|I | + 2δ1) +
1
|I | + 2δ1
‖ϑ ′‖2∞
) ∫
|(α) f (α)|2 dα.
Lemma 4.7 is an easy consequence of (4.69); we omit the proof. We apply



















∫ ∣∣|D|1/2([ϑ ln zα]h)h(α, 0)∣∣2 dα dh





















∫ ∣∣|D|1/2[(ϑzα)h]h(α, 0)∣∣2 dα dh





















∫ ∣∣|D|1/2(([ϑ ln zα]h)h(α, 0))∣∣2 dα dh + K3.
Here K3 < ∞ is independent of l. Since Zα ∈ H 1/2loc (R) and ln Zα ∈ H 1/2loc (R), we
have, from Lemma 4.6, that for any ε > 0, there is an ι such that whenever |I | ≤ ι









|([ln Zα]h)h(α)|2 dh dα ≤ ε.
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∫ ∣∣|D|1/2([ϑ ln zα]h)h(α, 0)∣∣2 dα dh < K3.
Let l → 0. Since the small interval I ⊂ [c, d] ⊂ (a, b) is arbitrary, we get
zα( · , 0) ∈ H 3/2loc (a, b) and ln zα( · , 0) ∈ H 3/2loc (a, b). The fact that zαα ∈ H 1(K )
for K compact in (a, b) × [0, T1) follows from (4.75) and (4.79) by taking l → 0.
The fact that zα ∈ C((a, b) × [0, T )) follows from Sobolev embedding, and zα ∈
H 2loc((a, b) × [0, T )) follows from taking derivatives ∂t∂α of equation (1.6). This
completes the proof of Proposition 4.1.
5 C∞ Regularity of zα and C
∞ Compatibility of the Initial Data
From now on we can assume in addition to the assumptions in Theorem 1.2,
in particular assumption (i), that zα, zαα ∈ H 1loc((a, b) × (0, T )). We show in this
section that a solution z = z(α, t) of the Birkhoff-Rott equation (1.6), under the
assumptions of Theorem 1.2, is in C∞(a, b) for each fixed t ∈ (0, T ). In fact,
z ∈ C∞((a, b) × (0, T )). We will also prove the C∞ compatibility of the initial
data.
PROPOSITION 5.1
(i) Assume z ∈ H 1([0, T ], L2loc(R)) ∩ L2([0, T ], H 1loc(R)) is a solution of the
Birkhoff-Rott equation (1.6) for 0 ≤ t ≤ T , satisfying assumption (i) of Theorem
1.2. Assume that zα, ∂αzα ∈ H 1loc((a, b) × (0, T )). Then ∂ jα zα ∈ H 1loc((a, b) ×
(0, T )) for all j ≥ 2.
(ii) Let j ≥ 2 be fixed. If, in addition,
zα, ∂αzα ∈ H 1loc((a, b) × [0, T )) and Im((1 + i)ln zα( · , 0)) ∈ H j+1/2loc (a, b),
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then
Re((1 + i)ln zα( · , 0)) ∈ H j+1/2loc (a, b), zα( · , 0) ∈ H j+1/2loc (a, b),
and ∂ jα zα ∈ H 1loc((a, b) × [0, T )).
Remark. Although we don’t state it explicitly in Proposition 5.1, it is not difficult
to see that we can obtain zα ∈ H j+1loc ((a, b) × (0, T )) by taking derivatives on both
sides of (1.6) with respect to α and t .
A corollary of Proposition 5.1 is that for each fixed t ∈ (0, T ), zα( · , t) ∈
C∞(a, b).
We will prove Proposition 5.1 by induction. Before we proceed, we need some
lemmas.
Let (∂β(β))
j f (β) = ∂β · · · ∂β f (β) and ((α)∂α) j f (α) = ∂α · · · ∂α f (α),
that is, ∂β(β) is applied to f (β) j times and (α)∂α is applied to f (α) j times.
LEMMA 5.2 Assume that K ∈ C∞(R2 \ ), where  = {(α, α) : α ∈ R},
K (α, β) = −K (β, α), and for each j ≥ 0, there exist constants Cj such that for




K (α, β) f (β)dβ
=
∫
((α)∂α + (β)∂β)K (α, β) f (β)dβ +
∫

















) = j !l!( j−l)! .
In (5.1) and (5.2), the integrals are in the sense of principal value. Equality (5.1)
is an easy consequence of integration by parts and distribution theory, while (5.2)
directly follows from (5.1) by induction.
We are mainly interested in applying Lemma 5.2 to
K (α, β) = 1
z(α, t) − z(β, t)
for fixed t ∈ (0, T ), where z = z(α, t) is a solution of the Birkhoff-Rott equation
(1.6).
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ki z(α) − ((β)∂β)ki z(β))
k1! · · · kn !
.















g(k1)(0) · · · g(kn)(0)
k1! · · · kn!
,
which in turn can be proved using Taylor expansion. Equality (5.3) can be proved
directly by induction. We omit the proof.
LEMMA 5.4 Assume that f ∈ H 1(I ), where I ⊂ R is a bounded, closed interval.
Then
(5.4) ‖ f ‖L∞(I ) ≤ |I |−1/2‖ f ‖L2(I ) + |I |1/2‖ f ′‖L2(I ).
If in addition f (x0) = 0 for some x0 ∈ I , then
(5.5) ‖ f ‖L∞(I ) ≤ |I |1/2‖ f ′‖L2(I ).
Lemma 5.4 is just a special case of the Sobolev embedding theorem. We define
‖̃ f ‖H1(I ) = |I |−1/2‖ f ‖L2(I ) + |I |1/2‖ f ′‖L2(I ).
The following is a generalization of Corollary 2.5. It is a consequence of the
Tb theorem (see [10, 19] for a statement of the Tb theorem).
Let z : R → C be a complex-valued function satisfying
(5.6) m|α − β| ≤ |z(α) − z(β)| ≤ M |α − β| for all α, β ∈ R
for some constants m, M > 0. Let
(5.7) Bk(A1, . . . , Ak, f )(α)
=
∫
(A1(α) − A1(β)) · · · (Ak(α) − Ak(β))
(z(α) − z(β))k+1 f (β)dβ.
LEMMA 5.5 There exists a constant C > 0 such that for all Ai , with A′i ∈ L∞(R),
f ∈ L2(R), and nonnegative integer k,
(5.8) ‖Bk(A1, . . . , Ak, f )‖L2(R) ≤ Ck+1‖A′1‖L∞(R) · · · ‖A′k‖L∞(R)‖ f ‖L2(R).
For the multilinear operator Bk(A1, . . . , Ak, f ) we will also need the following
estimate:
LEMMA 5.6 Let I ⊂ R be a bounded interval. Assume that z : R → C satisfies
(5.6), zα ∈ H 1(I ), and f ∈ H 10 (I ), supp f ⊂ I .
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(i) Assume A1 ∈ H 1(I ) and Ai ∈ H 2(I ) for 2 ≤ i ≤ k. Then there exists a
constant C0 > 0, depending on m, M, and |I |, such that
(5.9) ‖Bk(A1, . . . , Ak, f )‖L2(I )
≤ Ck0(1 + ‖zαα‖L2(I ))k‖A1‖H1(I )‖A2‖H2(I ) · · · ‖Ak‖H2(I )‖ f ′‖L2(I ).
(ii) Assume that A1 ∈ H 10 (I ) and Ai ∈ H 20 (I ) for 2 ≤ i ≤ k, and supp Aj ⊂ I
for 1 ≤ j ≤ k. Then
(5.10) ‖Bk(A1, . . . , Ak, f )‖L2(R)
≤ Ck0(1 + ‖zαα‖L2(I ))k‖A′1‖L2(I )‖A′′2‖L2(I ) · · · ‖A′′k‖L2(I )‖ f ′‖L2(I ).
Remark 5.7. Under the assumption of Lemma 5.6(ii), we have
(5.11) ‖Bk(A1, . . . , Ak, 1)‖L2(R)
≤ Ck0(1 + ‖zαα‖L2(I ))k‖A′1‖L2(I )‖A′′2‖L2(I ) · · · ‖A′′k‖L2(I ).
Inequality (5.11) can be proved by taking a function ρ ∈ C∞0 (R) such that ρ(α) =
1 for α ∈ 2I and decomposing
Bk(A1, . . . , Ak, 1) = Bk(A1, . . . , Ak, ρ) + Bk(A1, . . . , Ak, 1 − ρ).
Remark 5.8. In the proof, a more careful account of the role of |I | leads to the
following inequality under the assumptions of Lemma 5.6(i):
‖Bk(A1, . . . , Ak, f )‖L2(I )





where C ′0 depends on m and M only.
PROOF: The following proof applies to both (5.9) and (5.10). However, we
will write only in terms of (5.9). We will use Lemma 5.5. Notice that Lemma 5.5
is given on the whole line R, while (5.9) is an inequality on an interval I . In order
to apply (5.8) to prove (5.9), we need to reflect and then periodically extend the
functions Ai to R, and extend f to R by taking f = 0 outside the interval I .
We use integration by parts and induction. For k = 1,
B1(A1, f ) =
∫
(A1(α) − A1(β))





















Applying (5.8) with k = 0, we get, for f ∈ H 10 (I ) and supp f ⊂ I ,











Therefore it follows from Lemma 5.4 and assumption (5.6) that
‖B1(A1, f )‖L2(I ) ≤ C0(1 + ‖zαα‖L2(I ))‖A1‖H1(I )‖ f ′‖L2(I )
for some constant C0 depending on C , m, and |I |.
Assume that (5.9) holds for k = l−1; we now prove for k = l. From integration
by parts, we have
Bl(A1, . . . , Al, f )
=
∫
(A1(α) − A1(β)) · · · (Al(α) − Al(β))




j=2(Aj (α) − Aj (β))











j =i (Aj (α) − Aj (β))
(z(α) − z(β))l A
′







(A1(α) − A1(β)) · · · (Al(α) − Al(β))







We apply Lemma 5.5 to the first and third terms and the induction hypothesis
to the second term. We get
‖Bl(A1, . . . , Al , f )‖L2(I )
≤ 1
l








Cl−10 (1 + ‖zαα‖L2(I ))l−1‖A1‖H1(I )
∏















From here and Lemma 5.4 we get (5.9) for k = l. 
LEMMA 5.9 Assume that A1 ∈ H 1/2(R), Ai ∈ H 3/2(R) for 2 ≤ i ≤ k, and Aj ,
1 ≤ j ≤ k, are compactly supported. Then there exists a constant C1 such that
(5.12) ‖|D|1/2(A1 · · · Ak)‖L2(R)
≤ Ck−11 ‖|D|1/2 A1‖L2(R)‖|D|1/2 A′2‖L2(R) · · · ‖|D|1/2 A′k‖L2(R).
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For k = 2, (5.12) can be proved using some easy Fourier analysis and Poincare’s
inequality. For k > 2, (5.12) can be obtained by induction. We omit the details.
We are now ready to prove Proposition 5.1. We will treat the case j = 2 first,
then give a unified proof for all j ≥ 3. We will again use the difference quotient
argument. However, the proof will be easier from now on because we have some
better regularity zα, zαα ∈ H 1loc((a, b) × (0, T )) to begin with.
5.1 H1 Regularity of ∂2α zα and H
5/2 Compatibility of the Initial Data
Let Q and T be compact intervals, and 3Q ⊂ (a, b) and T ⊂ (0, T ). Take
η, ρ ∈ C∞0 (R) such that
(5.13) supp η ⊂ Q, ρ(α) = 1 on 3
2
Q, supp ρ ⊂ 2Q,
and 0 ≤ η(α), ρ(α) ≤ 1, |η′(α)| + |ρ ′(α)| ≤ C2/|Q|, for some constant C2 > 0.
Taking derivatives ∂2α on both sides of (1.6), we have from Lemmas 5.2 and 5.3,






∫ −zαα(α, t) + zββ(β, t)




(zα(α, t) − zβ(β, t))2






∫ −zα(α, t) + zβ(β, t)









∫ ( −zαα(α, t)
(z(α, t) − z(β, t))2 +
2z2α(α, t)




(5.16) u = zαα.
We take the difference quotient with respect to α on both sides of (5.14) and then




∫ −uh(α, t) + uh(β, t)
(z(α + h, t) − z(β + h, t))2 ρ(β)dβ
+ 1
2π ih
∫ ( −u(α, t) + u(β, t)
(z(α + h, t) − z(β + h, t))2 −
−u(α, t) + u(β, t)





∫ ( −u(α, t) + u(β, t)
(z(α + h, t) − z(β + h, t))2 −
−u(α, t) + u(β, t)






(zα(α + h, t) + zα(α, t) − zβ(β + h, t) − zβ(β, t))(η(α)zαh(α, t) − η(β)zβh(β, t))




(zα(α + h, t) + zα(α, t) − zβ(β + h, t) − zβ(β, t))(η(β) − η(α))zβh(β, t)





(zα(α, t) − zβ(β, t))2
(z(α + h, t) − z(β + h, t))3 −
(zα(α, t) − zβ(β, t))2






(zα(α, t) − zβ(β, t))2
(z(α + h, t) − z(β + h, t))3 −
(zα(α, t) − zβ(β, t))2





∫ −u(α + h, t) + u(β + h, t)




(zα(α + h, t) − zβ(β + h, t))2
(z(α + h, t) − z(β + h, t))3 ρh(β)dβ





∫ −u(α + h, t) + u(β + h, t)




(zα(α + h, t) − zβ(β + h, t))2
(z(α + h, t) − z(β + h, t))3 ρh(β)dβ,
I = 1
2π ih
∫ ( −u(α, t) + u(β, t)
(z(α + h, t) − z(β + h, t))2 −
−u(α, t) + u(β, t)





∫ ( −u(α, t) + u(β, t)
(z(α + h, t) − z(β + h, t))2 −
−u(α, t) + u(β, t)






(zα(α + h, t) + zα(α, t) − zβ(β + h, t) − zβ(β, t))(η(α)zαh(α, t) − η(β)zβh(β, t))




(zα(α + h, t) + zα(α, t) − zβ(β + h, t) − zβ(β, t))(η(β) − η(α))zβh(β, t)




(zα(α, t) − zβ(β, t))2
(z(α + h, t) − z(β + h, t))3 −
(zα(α, t) − zβ(β, t))2






(zα(α, t) − zβ(β, t))2
(z(α + h, t) − z(β + h, t))3 −
(zα(α, t) − zβ(β, t))2








∫ −uh(α, t) + uh(β, t)





II + III + IV + V + 1
π i
VI + f2 + η f1h
)
.
We may multiply χQ in (5.17) because supp η ⊂ Q. For fixed t ∈ [0, T ], we want
to estimate
∫







(u(α, t) − u(β, t))(η(α) − η(β))(zα(α + r) − zβ(β + r, t))
(z(α + r, t) − z(β + r, t))3 ρ(β)dβ dr
and





(zα(α, t) − zβ(β, t))2(η(α) − η(β))(zα(α + r, t) − zβ(β + r, t))
(z(α + r, t) − z(β + r, t))4 ρ(β)dβ dr.
We also need to work on II and VI by rewriting them into expressions that we
can estimate using existing results such as Lemmas 5.5 and 5.6. We plan to use
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(−u(α, t) + u(β, t))zβ(β + h, t)
(z(α + h, t) − z(β + h, t))2 −
(−u(α, t) + u(β, t))zβ(β, t)







∫ −u(α, t) + u(β, t)
(z(α + h, t) − z(β + h, t))2
(
1 − zβ(β + h, t)
zβ(β, t)
)
η(β)dβ = II1 + II2.





u(α, t) − u(β, t)
z(α + h, t) − z(β + h, t) −
u(α, t) − u(β, t)












z(α + h, t) − z(β + h, t) −
1









u(α, t) − u(β, t)
z(α + h, t) − z(β + h, t) −
u(α, t) − u(β, t)











u(α, t) − u(β, t)
z(α + h, t) − z(β + h, t) −
u(α, t) − u(β, t)
z(α, t) − z(β, t)
)








z(α + h, t) − z(β + h, t) −
1
z(α, t) − z(β, t)
)









z(α + h, t) − z(β + h, t) −
1






= II11 + II12 + II13 + II14.





u(α, t) − u(β, t)
z(α + h, t) − z(β + h, t) −
u(α, t) − u(β, t)














(zα(α + r, t) − zβ(β + r, t))(u(α, t) − u(β, t))













z(α + h, t) − z(β + h, t) −
1
z(α, t) − z(β, t)
)







(z(α + h, t) − z(α, t) − z(β + h, t) + z(β, t))
(z(α + h, t) − z(β + h, t))(z(α, t) − z(β, t))










z(α + h, t) − z(β + h, t) −
1











zα(α + r, t) − zβ(β + r, t)








(zα(α, t) − zβ(β, t))2zβ(β + h, t)
(z(α + h, t) − z(β + h, t))3 −
(zα(α, t) − zβ(β, t))2zβ(β, t)







(zα(α, t) − zβ(β, t))2





dβ = VI1 + VI2.
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Using integration by parts on the first term, VI1, we get
VI1 =
∫ (
zα(α, t) − zβ(β, t)
(z(α + h, t) − z(β + h, t))2 −
zα(α, t) − zβ(β, t)
(z(α, t) − z(β, t))2
)








zα(α, t) − zβ(β, t)
(z(α + h, t) − z(β + h, t))2 −
zα(α, t) − zβ(β, t)









(zα(α, t) − zβ(β, t))2
(z(α + h, t) − z(β + h, t))2 −
(zα(α, t) − zβ(β, t))2














(zα(α, t) − zβ(β, t))2
(z(α + h, t) − z(β + h, t))2 −
(zα(α, t) − zβ(β, t))2
(z(α, t) − z(β, t))2
)





= VI11 + VI12 + VI13 + VI14.





zα(α, t) − zβ(β, t)
(z(α + h, t) − z(β + h, t))2 −
zα(α, t) − zβ(β, t)











(zα(α, t) − zβ(β, t))(zα(α + r, t) − zβ(β + r, t))










(zα(α, t) − zβ(β, t))2
(z(α + h, t) − z(β + h, t))2 −
(zα(α, t) − zβ(β, t))2
















(zα(α, t) − zβ(β, t))2(zα(α + r, t) − zβ(β + r, t))










We can now estimate the L2(Q) norm of terms I through VI using their new
expressions. We apply Lemma 5.6 to I, V, III, IV, II2, II11, VI2, VI12, and VI13.
For II12, II14, VI11, and VI14 we apply Lemmas 5.4 and 5.5. For II13 and fixed
t ∈ [0, T ], we first replace the curve z = z(α, t) by its reflective periodic extension
(extend zα(α, t) in α) from α ∈ 2Q to R and then apply the Tb theorem. Notice that
the new curve is a chord-arc when |Q| is small enough, and the reflective periodic
extension doesn’t change II13 for α ∈ Q.
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Let
(5.18) (zα, h) = sup
α,β∈2Q
t∈T|α−β|≤|h|





for any interval I ⊃ supp η. We get, for 0 < |h| ≤ 1
8
|Q|, that there exist constants
c0 (depending on m and M) and c1 (depending on m, M , and |Q|) such that for




∣∣∣∣I + 12π i II + III + IV + V + 1π i VI
∣∣∣∣2 dα)1/2
≤ c1(1 + ‖zαα( · , t)‖L2(3Q))4‖∂2αzα( · , t)‖L2(3Q)‖ηuh( · , t)‖L2(Q)
+ c0|Q|1/2‖∂2αzα( · , t)‖L2(3Q)‖ηũh( · , t)‖L2(3Q)
+ c0(zα, h)‖ηũαh( · , t)‖L2(3Q)
+ c1(1 + ‖zαα( · , t)‖L2(3Q))5‖zα( · , t)‖H2(3Q).
For f2 and η f1h , we notice that for 0 < |h| ≤ 18 |Q|, β ∈ 118 Q, ρh(β) = 0, and
ρ ′(β) = 0 for β ∈ 3
2
Q.
Recall supp η ⊂ Q. We directly estimate the integrals in the expressions of f2






∂α f1(α + r, t) dr




| f2(α, t) + η(α) f1h(α, t)|2 dα
)1/2
≤ c2‖zαα( · , t)‖H1(3Q) + c2
where c2 depends on m, M , and |Q| only.




∫ −uh(α, t) + uh(β, t)
(z(α + h, t) − z(β + h, t))2 ρ(β)dβ
in (5.17). We note that if we replace in (5.22) the curve z(α, t) by its reflective
periodic extension (extend zα(α, t) in α) from α ∈ 3Q to R, the quantity in (5.22)
remains unchanged. For |Q| small enough (independent of t ∈ [0, T ]), the new
curve is still chord-arc. From here on we replace the curve z = z(α, t) in (5.22)
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by its reflective periodical extension, and we use the same notation z = z(α, t) to
indicate the new curve.
We rewrite the quantity
η(α)
∫ −uh(α, t) + uh(β, t)
(z(α + h, t) − z(β + h, t))2 ρ(β)dβ
=
∫
(−η(α)uh(α, t) + η(β)uh(β, h))ρ(β)
(z(α + h, t) − z(β + h, t))2 dβ
+
∫
(η(α) − η(β))uh(β, h)ρ(β)




(−η(α)uh(α, t) + η(β)uh(β, h))ρ(β)




(η(α) − η(β))uh(β, h)ρ(β)
(z(α + h, t) − z(β + h, t))2 dβ.
We further rewrite A:
A = −η(α)uh(α, t)
∫
zβ(β + h, t)
(z(α + h, t) − z(β + h, t))2
(
ρ(β)
zβ(β + h, t)
− ρ(α)




zα(α + h, t)
∫ (
zα(α + h, t)zβ(β + h, t)





zβ(β + h, t)
dβ
+ 1






zβ(β + h, t)
− η(α)uh(α, t)






zβ(β + h, t)
(z(α + h, t) − z(β + h, t))2
(
ρ(β)
zβ(β + h, t)
− ρ(α)






z(α + h, t) − z(β + h, t)∂β
(
ρ(β)




∂α F(α, t) =
∫
zα(α + h, t) − zβ(β + h, t)
(z(α + h, t) − z(β + h, t))2 ∂β
(
ρ(β)

















zα(α + h, t)
∫ (
zα(α + h, t)zβ(β + h, t)





zβ(β + h, t)
dβ.





∫ −uh(α, t) + uh(β, t)
(z(α + h, t) − z(β + h, t))2 ρ(β)dβ
= 1






zβ(β + h, t)
− η(α)uh(α, t)












We apply Lemma 5.5 to B and F(α, t), the T1 theorem (see David and Journe
[18]) to A2, Lemma 5.6 to ∂α F(α, t), and Lemma 5.4; we get
(5.24)
( ∫ ∣∣∣∣ − 12π i η(α)uh(α, t)F(α, t) + 12π i A2 + 12π i B
∣∣∣∣2 dα)1/2
≤ c3‖ηuh( · , t)‖L2(3Q)‖F( · , t)‖L∞(3Q)
+ c3‖zαα( · , t)‖L∞(3Q)‖ηuh( · , t)‖L2(3Q) + c3‖ρuh( · , t)‖L2(3Q)
≤ c4(1 + ‖zαα( · , t)‖L2(3Q))2‖∂2αzα( · , t)‖L2(3Q)‖ηuh( · , t)‖L2(3Q)
+ c4(1 + ‖zαα( · , t)‖L2(3Q))3‖uα( · , t)‖L2(3Q)
where c3 and c4 depend on m, M , and |Q|.
Summing up the above calculation, we have
(5.25) η(α)uth
= 1






zβ(β + h, t)
− η(α)uh(α, t)
zα(α + h, t)
)
dβ + G(α, t)
where
G(α, t) = − 1
2π i











II + III + IV + V + 1
π i







≤ c′0(1 + ‖zαα( · , t)‖L2(3Q))4‖∂2αzα( · , t)‖L2(3Q)‖ηuh( · , t)‖L2(Q)
+ c0|Q|1/2‖∂2αzα( · , t)‖L2(3Q)‖ηũh( · , t)‖L2(3Q)
+ c0(zα, h)‖ηũαh( · , t)‖L2(3Q)
+ c′1(1 + ‖zαα( · , t)‖L2(3Q))5‖zα( · , t)‖H2(3Q) + c2‖zαα( · , t)‖H1(3Q)
+ c2
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where c0 depends on m and M only, and c′0, c
′











zβ(β + h, t)
− η(α)uh(α, t)














|η(α)uth(α, t)|2 dα +
















































η(α)uh(α, t)ztα(α + h, t)


















zα(α + h, t)
− η(β)uh(β, t)





η(α)uh(α, t)ztα(α + h, t)










∣∣∣∣ ∫ η(α)uh(α, t)ztα(α + h, t)z2α(α + h, t) H(∂α
(
η(α)uh(α, t)






‖ηuh( · , t)‖L2(3Q)‖ztα( · , t)‖L∞(3Q)











‖ηuh( · , t)‖2L2(3Q) ˜‖ztα( · , t)‖
2
H1(3Q).
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Therefore from (5.25) and (5.27) we get
(5.28)
∫
|η(α)uth(α, t)|2 dα +
3
16M2












zα(α + h, t)
− η(β)uh(β, t)











We note that (5.23) with estimate (5.24) holds for any function u, and (5.28)
holds for any function u satisfying (5.25).
H1 Regularity of ∂2α zα
Assume that T = [T1, T2]. Let δ(t) = (t −T1)2(T2−t)2 for t ∈ T , and δ(t) = 0
for t /∈ T . From the fact that
sup
t∈T














L2(3Q×T ) + |T |‖ztαα‖2L2(3Q×T ),
and for any ε > 0,
(5.30) sup
t∈T
δ(t)‖ηuh( · , t)‖2L2(3Q)
≤ ε
∫∫
δ(t)|η(α)uth(α, t)|2 dα dt +
(






















s2‖ηuαs( · , t)‖2L2(3Q) ds,











δ(t)|η(α)uts(α, t)|2 dα dt ds
+
(


















zα(α + h, t)
− η(β)uh(β, t)













zα(α + h, t)
− η(β)uh(β, t)


















∫ ∣∣∣∣∂α(η(α)uh(α, t)zα(α + h, t)
)∣∣∣∣2 dα dt + 16M2|T |2m2 ‖uα‖2L2(3Q×T ).
We now multiply both sides of (5.28) by δ(t) and integrate with respect to t .
Using the estimates from (5.26) through (5.33), we have, for any ε > 0,
(5.34)
∫∫
















δ(t)|η(α)uts(α, t)|2 dα dt ds







δ(t)|η(α)uαs(α, t)|2 dα dt ds + K1
where K1 < ∞ is a constant depending on m, M , 1/ε, |Q|, |T |, ‖zα‖H1(3Q×T ),
and ‖zαα‖H1(3Q×T ); in particular, K1 is independent of h. Multiplying (5.34) by















∣∣∣∣∂α(η(α)uh(α, t)zα(α + h, t)







δ(t)|η(α)uth(α, t)|2 dα dt dh







δ(t)|η(α)uαh(α, t)|2 dα dt dh + K1.




zα(α + h, t)
)
= η(α)uαh(α, t)
zα(α + h, t)
+ η
′(α)uh(α, t)
zα(α + h, t)
− η(α)uh(α, t)zαα(α + h, t)
z2α(α + h, t)
and
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(5.35)
∫∫
δ(t)|η(α)uh(α, t)zαα(α + h, t)|2 dα dt
≤ sup
t∈T
δ(t)‖ηuh( · , t)‖2L2(3Q)
∫
T
˜‖zαα( · , t)‖
2
H1(3Q) dt;






















δ(t)|η(α)uth(α, t)|2 dα dt dh







δ(t)|η(α)uαh(α, t)|2 dα dt dh + K2
where K2 < ∞ is a constant depending on m, M , 1/ε, |Q|, |T |, ‖zα‖H1(3Q×T ),
and ‖zαα‖H1(3Q×T ), and K2 is independent of l. Notice further that
(zα, l) ≤ |l|1/2 sup
t∈T
‖zαα( · , t)‖L2(3Q).
Take ε small enough and let l → 0. Since Q, 3Q ⊂ (a, b), is an arbitrarily small
interval and T ⊂ (0, T ) is arbitrary, we get
∂2αzα ∈ H 1loc((a, b) × (0, T )).
H5/2 Compatibility of the Initial Data
We now prove the H 5/2 compatibility of the initial data. Take T = [0, T1] ⊂
[0, T ). Let ζ(t) = (T1 − t)2 for t ∈ T , and ζ(t) = 0 for t /∈ T . Instead of δ(t),
we multiply (5.28) by ζ(t) and integrate with respect to t . Going through similar



























zα(α + h, 0)
− η(β)uh(β, 0)
zβ(β + h, 0)
)2
dα dβ dh + K3,
where K3 depends on m, M , |Q|, |T |, ‖zα‖H1(3Q×T ), and ‖zαα‖H1(3Q×T ), and K3
is independent of l. Inequality (5.37) holds for 0 < |l| < l0, where l0 > 0 is a
small enough constant.
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Recall u = zαα. Notice that
(5.38)
(∂αln zα(α, 0))h =
zααh(α, 0)
zα(α + h, 0)
− zαα(α, 0)zαh(α, 0)
zα(α, 0)zα(α + h, 0)
= uh(α, 0)
zα(α + h, 0)
− zαα(α, 0)zαh(α, 0)
zα(α, 0)zα(α + h, 0)
.








zα(α + h, 0)
− η(β)uh(β, 0)


















∣∣∣∣η(α)zαα(α, 0)zαh(α, 0)zα(α, 0)zα(α + h, 0)
− η(β)zββ(β, 0)zβh(β, 0)


















∣∣∣∣η(α)zαα(α, 0)zαh(α, 0)zα(α, 0)zα(α + h, 0)
− η(β)zββ(β, 0)zβh(β, 0)















































































zα(α, t)zα(α + h, t)
))
dα dt.





zα(α, t)zα(α + h, t)
)
= η(α)ztαα(α, t)zαh(α, t)
zα(α, t)zα(α + h, t)
+ η(α)zαα(α, t)ztαh(α, t)
zα(α, t)zα(α + h, t)
− η(α)zαα(α, t)zαh(α, t)




+ ztα(α + h, t)






zα(α, t)zα(α + h, t)
)
= η(α)zααα(α, t)zαh(α, t)
zα(α, t)zα(α + h, t)
+ η
′(α)zαα(α, t)zαh(α, t)
zα(α, t)zα(α + h, t)
+ η(α)zαα(α, t)zααh(α, t)
zα(α, t)zα(α + h, t)
− η(α)zαα(α, t)zαh(α, t)




+ zαα(α + h, t)
zα(α + h, t)
)
Using the estimates in (5.19), (5.29), and (5.30), the fact that∫












and Lemma 5.4, we have that for any ε > 0,
(5.41)











ζ(t)|η(α)zααt(α, t)|2 dα dt + K4
where K4 < ∞ is independent of h, and K4 depends on 1/ε, m, M , |Q|, |T |,
‖zα‖H1(3Q×T ), and ‖zαα‖H1(3Q×T ).
























(α − β)2 (η(α)vαh(α) − η(β)vβh(β))









(α − β)2 (η(α)wαh(α) − η(β)wβh(β))
2 dα dβ dh + K5
where K5 < ∞ depends on m, M , |Q|, |T |, ‖zα‖H1(3Q×T ), and ‖zαα‖H1(3Q×T ), and
K5 is independent of l. From the assumption that w = Im((1 + i)ln zα( · , 0)) ∈
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H 5/2loc (a, b), we know the right-hand side of (5.42) is bounded by a constant inde-
pendent of l. Let l → 0. This proves that v = Re((1 + i)ln zα( · , 0)) ∈ H 5/2loc (a, b)
and ∂2αzα ∈ H 1loc((a, b) × [0, T )). The fact that zα( · , 0) ∈ H 5/2loc (a, b) directly
follows from ∂2αzα ∈ H 1loc((a, b) × [0, T )).
5.2 H1 Regularity of ∂
j
α zα and H
j+1/2 Compatibility
of the Initial Data, j ≥ 3
We prove by induction. Let j ≥ 3. Assume that zα, . . . , ∂ j−1α zα ∈ H 1loc((a, b)×
(0, T )) and that assumption (i) of Theorem 1.2 holds; we want to show ∂ jα zα ∈
H 1loc((a, b) × (0, T )). We also show that if, in addition, Im((1 + i)ln zα( · , 0)) ∈
H j+1/2loc ((a, b)) and zα, . . . , ∂
j−1
α zα ∈ H 1loc((a, b) × [0, T )), then
Re((1 + i)ln zα( · , 0)) ∈ H j+1/2loc ((a, b)) and ∂ jα zα ∈ H 1loc((a, b) × [0, T )).
The proof is very much the same as that for the case j = 2 except that for j ≥ 3
the proof is simpler because of the better regularity on zα to begin with. We only
sketch the proof, pointing out the differences.
Let Q and T be compact intervals, 3Q ⊂ (a, b) and T ⊂ (0, T ). Let η and ρ
be as in (5.13). Taking derivatives ∂ jα on both sides of (1.6), using Lemmas 5.2 and
5.3, and distribution theory, we have, for α ∈ Q,
(5.43) ∂ jα zt(α, t) =
1
2π i
∫ −∂ jα z(α, t) + ∂ jβ z(β, t)

















α z(α) − ∂klβ z(β))




















z(α, t) − z(β, t) (1 − ρ(β))dβ.
Let
(5.44) u(α, t) = ∂ jα z.
Taking the difference quotient with respect to α on both sides of (5.43) and then
multiplying by η(α), we get
(5.45) η(α)uth(α, t) =
η(α)
2π i
∫ −uh(α, t) + uh(β, t)
(z(α + h, t) − z(β + h, t))2 ρ(β)dβ + f (α, t)
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where





(u(α, t) − u(β, t))(zα(α + r, t) − zβ(β + r, t))
(z(α + r, t) − z(β + r, t))3 ρ(β)dβ dr
+ η(α)
2π i
∫ −u(α + h, t) + u(β + h, t)
(z(α + h, t) − z(β + h, t))2 ρh(β)dβ + η(α) f3h(α, t).
We note that the same discussion for (5.22), equality (5.23), and estimate (5.24)
hold for u = ∂ jα z; therefore
η(α)uth =
1






zβ(β + h, t)
− η(α)uh(α, t)






G1(α, t) = −
1
2π i












Assume T = [T1, T2] ⊂ (0, T ). Let δ(t) = (t − T1)2(T2 − t)2 for t ∈ T and






∂α f3(α + r, t)dr,
supp η ⊂ Q, ρ ′(β) = 0 for β ∈ 3
2
Q, ρh(β) = 0 for β ∈ 118 Q and 0 < |h| ≤ 18 |Q|,
1 −ρ(β) = 0 for β ∈ 3
2
Q, and Lemmas 5.2, 5.3, 5.4, 5.5, and 5.6. We estimate the






δ(t)|G1(α, t)|2 dα dt ≤ K6 < ∞,
where K6 depends on m, M , |Q|, |T |, and ‖∂kαzα‖H1(3Q×T ), k = 0, . . . , j − 1; in
particular, K6 is independent of h. Notice that (5.28) holds for any u satisfying
(5.25), and (5.33) holds for any u. Moreover, by taking the derivative with respect
to t of equation (5.14) and using Lemma 5.6, we have
zttαα ∈ L2(3Q × T ),
and zttα ∈ L2(3Q × T ) can be obtained by taking the derivatives ∂t∂α of (1.6) and
Lemma 5.6. We get from (5.28), (5.33), and (5.47) that for 0 < |h| < 1
8
|Q|,∫∫





∣∣∣∣∂α(η(α)uh(α, t)zα(α + h, t)
)∣∣∣∣2 dα dt
≤ K7 < ∞,
where K7 depends on m, M , |Q|, |T |, ‖∂kαzα‖H1(3Q×T ), k = 0, . . . , j − 1,
‖zttαα‖L2(3Q×T ), and ‖ztαα‖L2(3Q×T ).
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The constant K7 is independent of h. Let h → 0. We conclude
∂ jα zα ∈ H 1loc((a, b) × (0, T )).
H j+1/2 Compatibility of the Initial Data, j ≥ 3
Assume that Im((1 + i)ln zα( · , 0)) ∈ H j+1/2loc (a, b) and
zα( · , 0) ∈ H j−1/2loc (a, b), zα, . . . , ∂ j−1α zα ∈ H 1loc((a, b) × [0, T )).
We take T = [0, T1] ⊂ [0, T ). Let ζ(t) = (T1 − t)2 for t ∈ T , and ζ(t) = 0 for
t /∈ T . Similarly to the case j = 2, we have∫∫















zα(α + h, 0)
− η(β)uh(β, 0)
zβ(β + h, 0)
)2
dα dβ + K8
where K8 < ∞ depends on m, M , |Q|, |T |, ‖∂kαzα‖H1(3Q×T ), k = 0, . . . , j − 1,
‖zttαα‖L2(3Q×T ), and ‖ztαα‖L2(3Q×T ), and is independent of h.
Notice that
(∂ j−1α ln zα(α, 0))h =
uh(α, 0)
zα(α + h, 0)
+ R(α).
The fact that R ∈ H 1/2loc with ‖|D|1/2(ηR)‖L2(R) < K9, where K9 < ∞ is inde-
pendent of h, can be obtained directly from the inductive assumption zα( · , 0) ∈
H j−1/2loc (a, b) and Lemma 5.9. Following through the same argument as in the
case j = 2, we conclude that Re(1 + i)ln zα( · , 0) ∈ H j+1/2loc (a, b), ∂ jα zα ∈
H 1loc((a, b) × [0, T )), and zα( · , 0) ∈ H j+1/2loc (a, b) for j ≥ 3.
6 Analyticity
In this section, we prove the analyticity of zα( · , t) on (a, b) for fixed t ∈
(0, T ) under the assumptions of Theorem 1.2. We have so far obtained ∂ jα zα ∈
H 1loc((a, b) × (0, T )) for all j ≥ 0. We also show that if, in addition, Im((1 +
i)ln zα( · , 0)) is analytic on (a, b), then Re((1+ i)ln zα( · , 0)) is analytic on (a, b).
We first consider the analyticity of zα( · , t) for fixed t ∈ (0, T ). Let Q and T
be compact intervals, 3Q ⊂ (a, b), T ⊂ (0, T ). Let η ∈ C∞(Q) ∩ C30(R) and
ρ ∈ C∞0 (R) such that supp η ⊂ Q, supp ρ ⊂ 3Q, ρ(α) = 1 for α ∈ 2Q, and
η(α), ρ(α) ≥ 0 for α ∈ R. We will later give a specific construction of η when it
becomes clear what is required of it.
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Let j ≥ 1. Taking derivatives (η(α)∂α) j on both sides of (1.6) and using Lem-
mas 5.2 and 5.3, we get
(6.1) (η(α)∂α)





j z(α, t) − (η(β)∂β) j z(β, t)
(z(α, t) − z(β, t))2 dβ
= j !
2π i

















kl z(α, t) − (η(β)∂β)kl z(β, t))
k1! · · · kn!
dβ









z(α, t) − z(β, t)(∂βη(β))
j−l1 dβ.
We take further derivatives (ρ(α)∂α)




k for k ≥ 1. We may calculate (ρ(α)∂α)2 A and (ρ(α)∂α)2 B using
formula (5.2). On the other hand, taking (ρ(α)∂α)
2 on the left-hand side of (6.1)










j z(α, t) − (η(β)∂β) j z(β, t)
(z(α, t) − z(β, t))2 dβ
)





j z(α, t) − ∂2β(η(β)∂β) j z(β, t)





j !D = −4
∫
(∂α(η(α)∂α)
j z(α, t) − ∂β(η(β)∂β) j z(β, t))(ρ(α)zα(α, t) − ρ(β)zβ(β, t))




j z(α, t) − (η(β)∂β) j z(β, t))((ρ(α)∂α)2z(α, t) − (ρ(β)∂β)2z(β, t))




j z(α, t) − (η(β)∂β) j z(β, t))(ρ(α)zα(α, t) − ρ(β)zβ(β, t))2




j z(α, t) − ∂β(η(β)∂β) j z(β, t)






j z(α, t) − (η(β)∂β) j z(β, t))(ρ(α)zα(α, t) − ρ(β)zβ(β, t))





j z(α, t) − (η(β)∂β) j z(β, t)










j z(α, t) − ∂2β(η(β)∂β) j z(β, t)
(z(α, t) − z(β, t))2 dβ
= − j !
2π i
D + j !
2π i
(ρ(α)∂α)




Assume T = [T1, T2]. Let σ(t) = (T2 − t)(t − T1) for t ∈ T and σ(t) = 0 for
t /∈ T . We want to obtain estimates for
‖σ j (ρ∂α)2 A‖L2(R×T ) =
( ∫∫
σ 2 j (t)|(ρ∂α)2 A|2 dα dt
)1/2
,
‖σ j (ρ∂α)2 B‖L2(R×T ), and ‖σ jD‖L2(R×T ). Notice that from σ(T2) = 0, we have,




‖σ k(t)∂2α(η∂α)k z( · , t)‖2L2(R)
≤
∫
|∂t(‖σ k(t)∂2α(η∂α)k z( · , t)‖2L2(R))| dt
≤ 2k
∫∫
σ 2k−1(t)|σ ′(t)| |∂2α(η∂α)k z(α, t)|2 dα dt
+ 2
∫∫
σ 2k(t)|∂2α(η∂α)k z(α, t)| |∂2α(η∂α)k zt(α, t)| dα dt
≤ (2|T |3k + |T |4)
∥∥σ k−1∂2α(η∂α)k z∥∥2L2(3Q×T )
+
∥∥σ k∂2α(η∂α)k zt∥∥2L2(3Q×T ).
Here we used the fact that |σ(t)| ≤ |T |2 and |σ ′(t)| ≤ |T |. Furthermore, for k ≥ 1,
(6.4) ‖∂2α(η∂α)k+1z( · , t)‖L2(3Q) ≤ c1‖∂3α(η∂α)k z( · , t)‖L2(3Q),
where c1 = ‖η′′‖∞|Q|2 + 2‖η′‖∞|Q| + ‖η‖∞.
Let
(6.5)
ak = ‖σ k∂3α(η∂α)k z‖L2(3Q×T ),
bk = ‖σ k∂2α(η∂α)k zt‖L2(3Q×T ),
dk = |T |2k‖∂2α(∂αη)k1‖L2(3Q),
for k ≥ 1 and a0 = ‖∂2α(ηzα)‖L2(3Q×T ).
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l=1((η(α)∂α)kl z(α, t) − (η(β)∂β)kl z(β, t))













l=1((η(α)∂α)kl z(α, t) − (η(β)∂β)kl z(β, t))










l=1((η(α)∂α)kl z(α, t) − (η(β)∂β)kl z(β, t))
(z(α, t) − z(β, t))n+1k1! · · · kn !
· ∂β(ρ(β)ρ′(β))dβ,




kl z(α, t) − (η(β)∂β)kl z(β, t))
(z(α, t) − z(β, t))n+1k1! · · · kn!
,
ι = 1, 2, we then apply Lemma 5.6(ii), Remark 5.7, Lemma 5.5, (6.3), and (6.4).
We obtain the following estimate:









ι=1(akι + bkι + νkιakι−1)
k1! · · · kn!
,
where c0, ν > 0 are constants, c0 depending on ‖zα‖H1(3Q×T ), ‖zαα‖H1(3Q×T ),
m, M , |Q|, |T |, and ρ, and ν depending on c1 and |T |. Similarly, expanding
the terms in (ρ(α)∂α)
2 B according to Lemmas 5.3 and 5.2 and applying Lemma
5.6(ii), Remark 5.7, Lemma 5.5, (6.3), and (6.4), we have, for the same constants
c0 and ν as in (6.6) (we can make them the same by choosing the bigger of the
two), that
(6.7)









cn+10 (n + 1)2
∏n
ι=1(akι + bkι + νkιakι−1)
k1! · · · kn !
dj−l




Furthermore, applying Lemmas 5.6 and 5.5 and then (6.4) to D, we get




j z‖L2(3Q×T ) ≤ c′2
1
( j − 1)!aj−1,
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where c2 and c′2 depend on ‖zα‖H1(3Q×T ), ‖zαα‖H1(3Q×T ), ‖zααα‖H1(3Q×T ), |Q|,
|T |, m, M , and ρ.
We now consider the left-hand side of (6.2). Let
(6.9) u = ∂2α(η(α)∂α) j z(α, t).




u(α, t) − u(β, t)
(z(α, t) − z(β, t))2 dβ





u(α, t) − u(β, t)














j !E = u(α, t)
∫
zβ(β, t)























Similarly to (5.24), we apply Lemma 5.6 to the first term and the T1 theorem to
the third term in E while estimating the second term in E straightforwardly using
the fact ρ(β) = 1 on 2Q. We get




j z‖L2(3Q×T ) ≤ c′3
1
( j − 1)!aj−1,
where c3 and c′3 depend on ‖zα‖H1(3Q×T ), ‖zαα‖H1(3Q×T ), ‖zααα‖H1(3Q×T ), |Q|,
|T |, m, M , and ρ. Let











From a similar argument to that in (5.27), (5.28), and (5.33), we obtain
(6.13) ‖σ j ut‖2L2(R×T ) +
1
8M4
‖σ j uα‖2L2(R×T )
≤ c4 j2‖σ j−1∂2α(η∂α) j z‖2L2(3Q×T ) + ‖σ jM‖2L2(R×T ),
where c4 depends on ‖zα‖H1(3Q×T ), ‖zαα‖H1(3Q×T ), ‖ztα‖H2(3Q×T ), |Q|, |T |, m,
M , and ρ. We know from (6.2), (6.10), and (6.12) that
(6.14) M = j !
2π i
(−E − D + (ρ(α)∂α)2 A + (ρ(α)∂α)2 B);
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ι=1(akι + bkι + νkιakι−1)









cn+10 (n + 1)2
∏n
ι=1(akι + bkι + νkιakι−1)
k1! · · · kn !
dj−l





cn+10 (n + 1)2xn.
























































where c′0 and c0 depend on ‖zα‖H1(3Q×T ), ‖zαα‖H1(3Q×T ), ‖zααα‖H1(3Q×T ), |Q|,










j has a nonzero radius of convergence. This in turn gives the ana-
lyticity of zα( · , t) on the interval (a, b) for each fixed t ∈ (0, T ). We now construct





j is convergent for some x = r0 > 0.
6.1 The Construction of η








for some r0 > 0. Moreover, this function η satisfies that η ∈ C∞(Q) ∩ C30(R),
supp η ⊂ Q, and η(α) ≥ 0 for α ∈ R.
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For any one-variable functions f and g, we denote f ◦ g(x) = f (g(x)). From
the chain rule, we know for any differentiable functions f and g, g strictly increas-
ing, ( f ◦ g)′(x) = g′(x) f ′ ◦ g(x) = (g′ ◦ g−1 f ′) ◦ g(x) and ( f ◦ g)( j)(x) =
(g′ ◦ g−1∂x) j f ◦ g(x) for j ≥ 1.
Let






and g(β) = ∫ β−∞ g′(x)dx for β ∈ R. We know g : R → (0, q) is a homeomor-
phism, where q = ∫ ∞−∞(1 + β2)−γ dβ < ∞. We define η by
(6.19) η(α) =
{
g′ ◦ g−1(α) = 1
(g−1)′(α) for α ∈ (0, q)
0 for α /∈ (0, q)
where g is as given in (6.18). We claim that the function η, defined by (6.19) and
(6.18), satisfies all the properties required for Q = [0, q]. For a general interval
Q, we can modify the definition by some rescaling and translation.
The main properties that need to be checked are η ∈ C3(R) and (6.17). We may
verify that η ∈ C3(R) by the fact η◦g(β) = g′(β) for β ∈ R and application of the
chain rule. We leave the details to the reader. We note that (η∂α)
jη◦ g = (η◦ g)( j).


























(1 + β2)1+ι|(η ◦ g)( j+ι)(β)|2 dβ
for some constant c > 0. Estimate (6.20) is obtained from a change of variable
α = g(β) in the integral. We may verify that (6.17) holds from estimating the right-
hand side integral in (6.20); this can be done either directly or by using Fourier
analysis. We note that the Fourier transform of η ◦ g = g′ = (1 + β2)−γ can be
found in Stein [46, chap. V, sec. 3, p. 132]. We leave the precise verification of
(6.17) to the reader.
6.2 Analytic Compatibility of the Initial Data
Let w = Im((1 + i)ln zα( · , 0)) and v = Re((1 + i)ln zα( · , 0)), and assume
in addition that w is analytic on (a, b). We now show that v is also analytic on
(a, b). So far we know under this further assumption that we have v ∈ C∞(a, b),
zα( · , 0) ∈ C∞(a, b), and ∂ jα zα ∈ H 1loc((a, b) × [0, T )).
Let Q, η, and ρ be defined as at the beginning of Section 6, and by (6.19) and
(6.18), up to some rescaling and translation. Take T = [0, T1] ⊂ [0, T ). Let
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ς(t) = T1 − t for t ∈ T , ς(t) = 0 for t /∈ T . We note that ς(0) = T1 = |T |.
Define
(6.21)
ãk = ‖ς k∂3α(η∂α)k z‖L2(3Q×T ),
b̃k = ‖ς k∂2α(η∂α)k zt‖L2(3Q×T ),
µk = |T |k‖|D|1/2∂α(η∂α)k ln zα( · , 0)‖L2(R),
νk = |T |k‖|D|1/2∂α(∂αη)k1‖L2(R),
for k ≥ 1 and ã0 = ‖∂2α(ηzα)‖L2(3Q×T ), µ0 = ‖|D|1/2(η∂α)ln zα( · , 0)‖L2(R).
We prove the analytic compatibility of the initial data by basically following
the same procedure as in the proof of H j+1/2 compatibility in Section 5. Before
we proceed, we record the following identities:




































k1! · · · kn!
.
The proof of (6.22) is straightforward, and we leave it to the reader. Equality
(6.23) is inspired by
1
l!(e








f (k1)(0) · · · f (kn)(0)
k1! · · · kn!
,
which in turn is obtained from Taylor expansion. It can also be proved directly by
induction.


















































k1! · · · kn!
.















in R and applying Lemma 5.9, we obtain the following estimate for R(α, 0):
(6.25)









µk1 · · · µkn














µk1 · · · µkn
k1! · · · kn!
νj−l
( j − l)! + κ0
1
j !νj ,
where κ0 is a constant depending on |Q| and ‖ln zα( · , 0)‖H5/2(3Q).
We are now ready to prove the analytic compatibility of the initial data. Work-
ing through a similar argument to that in Section 5 and using (6.24), we arrive
at ∫∫








∫ ∣∣|D|1/2(∂α(η∂α) j ln zα(α, 0))∣∣2 dα
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≤ c5 j2
∫∫









∫ ∣∣|D|1/2R(α, 0)∣∣2 dα + ∫∫ ς2 j (t)|M|2 dα dt,
where the constant c5 depends on ‖zα‖H1(3Q×T ), ‖zαα‖H1(3Q×T ), ‖zααα‖H1(3Q×T ),
|Q|, |T |, m, M , and ρ. Here the terms involving the initial data are as usual coming
from the fact that ς(0) = |T | = 0 and from integration by parts.
Notice that
M = j !
2π i
(−E − D + (ρ(α)∂α)2 A + (ρ(α)∂α)2 B),
while the terms ‖ς j (ρ∂α)2 A‖L2(R×T ), ‖ς j (ρ∂α)2 B‖L2(R×T ), ‖ς j E‖L2(R×T ), and
‖ς jD‖L2(R×T ) can be estimated very much the same as in (6.6), (6.7), (6.8), and












≤ 2|T | j
‖|D|1/2∂α(η∂α) j w‖L2(R)















µk1 · · · µkn











µk1 · · · µkn
k1! · · · kn !
νj−l
( j − l)! + c̃0
1












ι=1(ãkι + b̃kι + ν̃kιãkι−1)









c̃n+10 (n + 1)2
∏n
ι=1(ãkι + b̃kι + ν̃kιãkι−1)
k1! · · · kn !
dj−l
( j − l)!
where the constant c̃0 depends on ‖zα‖H1(3Q×T ), ‖zαα‖H1(3Q×T ), ‖zααα‖H1(3Q×T ),
|Q|, |T |, m, M , and ρ. From our assumption and the construction of η, we know
there exists r0 > 0 such that
∞∑
j=1



















Multiplying (6.27) by x j and adding up from j = 1 to p, we then conclude from














has a nonzero radius of convergence. The analyticity of ln zα( · , 0) on (a, b) there-
fore follows.
7 Existence
We now prove Theorem 1.4. That is, we show that for any given real-valued
function w0 ∈ H 3/2(R), there exists a T = T (‖w0‖H3/2) > 0 such that the
Birkhoff-Rott equation (1.6) has a solution z = z(α, t) for 0 ≤ t ≤ T satisfy-
ing ln zα ∈ C([0, T ], H 3/2(R))∩C1([0, T ], H 1/2(R)) and Im((1 + i)ln zα(α, 0) =
w0(α). Moreover, this solution satisfies
(7.1) m|α − β| ≤ |z(α, t) − z(β, t)| ≤ M |α − β| for α, β ∈ R, 0 ≤ t ≤ T,
for some constants m, M > 0.
We first rewrite equation (1.6). Taking the derivative with respect to α on both
sides of (1.6) and then dividing both sides by zα, we get








2π i zα(α, t)
∫ −zα(α, t) + zβ(β, t)


















∫ −zα(α, t) + zβ(β, t)
(z(α, t) − z(β, t))2 dβ
)
f1(α, t) = ReF(α, t), f2(α, t) = ImF(α, t).
Equation (7.2) becomes




vt − a|D|v = f1
wt + a|D|w = −f2.
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Our goal is to solve (7.5)–(7.3) for some finite time period [0, T ] for any given
w(α, 0) = w0(α) ∈ H 3/2(R). Let’s first record some basic estimates.
LEMMA 7.1
(i) For any f ∈ H 1/4(R),
‖ f ‖L4(R) ≤ c‖|D|1/4 f ‖L2(R).
(ii) For any f ∈ H 1/2(R),
‖ f ‖BMO(R) ≤
√
2π‖|D|1/2 f ‖L2(R).
(iii) Let f ∈ H 1(R) and g ∈ H 1/2(R). Then f g ∈ H 1/2(R), and
‖ f g‖H1/2(R) ≤ c‖ f ‖H1(R)‖g‖H1/2(R).
Here c is a universal constant.
PROOF:
(i) This proof can be found in Stein [46, chap. V, sec. 1].
(ii) This statement is a direct consequence of definitions:







| f (α) − f (β)|2 dα dβ
)1/2
≤
(∫∫ | f (α) − f (β)|2
(α − β)2 dα dβ
)1/2
.
(iii) The proof of (iii) is also straightforward: notice that
‖ f g‖L2(R) ≤ ‖ f ‖L∞(R)‖g‖L2(R)
and(∫∫ | f (α)g(α) − f (β)g(β)|2
(α − β)2 dα dβ
)1/2
≤
(∫∫ | f (α) − f (β)|2|g(α)|2
(α − β)2 dα dβ
)1/2
+ ‖ f ‖L∞(R)
(∫∫ |g(α) − g(β)|2











≤ c‖g‖L4(R)(‖ f ‖BMO(R)‖ fα‖L2(R))1/2 + c‖ f ‖H1(R)‖|D|1/2g‖L2(R).
A further application of (i) and (ii) gives (iii).

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We present and prove the result in Lemma 7.2(ii). A much stronger and deeper
result on the analytic dependence of the Cauchy integral in BMO(R) is available
in [8, 12, 13] (see also Theorem 2.3 and Corollary 2.4). Lemma 7.2(i) and its proof
are modifications of similar results in [15].
Let
(7.6) Cz f (α) =
∫
zα(α)
z(α) − z(β) f (β)dβ.
LEMMA 7.2
(i) Let z1 = z1(α) be chord-arc,
m|α − β| ≤ |z1(α) − z1(β)| ≤ M |α − β|, α, β ∈ R.
for some constants m, M > 0. Let b = b(α) be a complex-valued function in
BMO(R) such that Re b ∈ L∞, M̃−1 ≤ eRe b(α) ≤ M̃ for some constant M̃, and











|α − β| for α, β ∈ R.
(ii) Let z1 = z1(α) and z2 = z2(α) be given, and ln zα(α, θ) = ln z1α(α) +
θ(ln zα
2(α)−ln zα1(α)) for 0 ≤ θ ≤ 1. Assume that there exist constants m, M > 0
such that
m|α − β| ≤ |z(α, θ) − z(β, θ)| ≤ M |α − β| for α, β ∈ R, 0 ≤ θ ≤ 1.
Then there exists a constant c depending on m and M such that
(7.8) ‖(Cz1 − Cz2) f ‖L2(R) ≤ c‖|D|1/2(ln zα1 − ln zα2)‖L2(R)‖ f ‖L2(R)
for all f ∈ L2(R).
PROOF:
(i) Let m I b = 1|I |
∫
I b(α)dα for any interval I . We know





b(γ ) − em[α,β]b) dγ
∣∣∣∣ ≤ M M̃∣∣∣∣ ∫ α
β
|b(γ ) − m[α,β]b
∣∣∣∣ dγ |
≤ M M̃‖b0‖BMO|α − β|.
On the other hand, m M̃−1|α − β| ≤ |em[α,β]b(z1(α) − z1(β))| ≤ M M̃ |α − β|. This
proves (7.7).
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(ii) We know from assumption that zα(α, 0) = z1α(α) and zα(α, 1) = z2α(α).
Now











∫ zα(α, θ) ∫ αβ zγ (γ, θ)(ln z2γ (γ ) − ln z1γ (γ ) − ln z2α(α) + ln z1α(α)) dγ
(z(α, θ) − z(β, θ))2 f (β)dβ dθ.
Therefore
(7.9) |Cz1 f (α) − Cz2 f (α)|2
≤ c
(∫ ∣∣∣∣ ln z2α(α) − ln z1α(α) − ln z2β(β) + ln z1β(β)α − β
∣∣∣∣2 dβ)(∫ | f (β)|2 dβ)
for some constant c depending on m and M . Estimate (7.8) follows from integrat-
ing with respect to α on both sides of (7.9).

LEMMA 7.3 Let T > 0, a, and F be defined by (7.3). Assume that V ∈ C([0, T ],
H 3/2(R)) and there exist constants m, M > 0 such that
m|α − β| ≤ |z(α, t) − z(β, t)| ≤ M |α − β| for α, β ∈ R, t ∈ [0, T ].
Then a − 1 ∈ C([0, T ], H 3/2(R)) and F ∈ C([0, T ], H 1/2(R)), and there exists a
constant c depending on m and M only such that for any t ∈ [0, T ],
‖a( · , t) − 1‖H3/2(R) ≤ c(1 + ‖V ( · , t)‖H1(R))‖V ( · , t)‖H3/2(R),(7.10)
‖F( · , t)‖L2(R) ≤ c‖∂αV ( · , t)‖L2(R),
‖F( · , t)‖H1/2(R) ≤ c(1 + ‖V ( · , t)‖H1)3‖V ( · , t)‖H3/2(R).
(7.11)
If in addition V ∈ L2([0, T ], H 2(R)), then ∂αF ∈ L2(R×[0, T ]), and there exists
a constant c depending only on m and M such that for a.e. t ∈ [0, T ] and any
ε > 0,




‖|D|1/2V ( · , t)‖2L2(R)
)
‖V ( · , t)‖4H3/2(R)
+ ε‖Vαα( · , t)‖2L2(R).
(7.12)
PROOF: That a − 1 ∈ C([0, T ], H 3/2(R)) and (7.10) directly follow from
Lemma 7.1. The first estimate in (7.11) is straightforward. Notice that from in-
tegration by parts,
(7.13)
∫ −zα(α, t) + zβ(β, t)
(z(α, t) − z(β, t))2 dβ = −
∫
zα(α, t)
z(α, t) − z(β, t)




Let t ∈ [0, T ] be fixed, and
C̃ f (α, t) =
∫
1
z(α, t) − z(β, t) f (β)dβ.
We know C̃ is bounded from L2(R) → L2(R), with
‖C̃ f ( · , t)‖L2(R) ≤ c‖ f ‖L2(R)
for some constant c depending on m and M (see Section 1, Theorem 1.1, [17, 5,
11, 13]). Moreover, we know from integration by parts that
∂αC̃ f (α) =
∫
zα(α, t)




Therefore C̃ is bounded from H 1(R) to H 1(R) with
‖C̃ f ( · , t)‖H1(R) ≤ c(1 + ‖V ( · , t)‖H1(R))‖ f ‖H1(R);
here c is a constant depending on m and M . Using interpolation, we have C̃ :
H 1/2(R) → H 1/2(R) bounded and
‖C̃ f ( · , t)‖H1/2(R) ≤ c(1 + ‖V ( · , t)‖H1(R))‖ f ‖H1/2(R)
for some constant c depending on m and M . The second estimate in (7.11) there-
fore follows directly from the definition of F and an application of Lemma 7.1(iii).
The fact that F ∈ C([0, T ], H 1/2(R)) can be proved similarly using Lemma 7.1
and interpolation; we omit the details.
We now prove (7.12). We know
2π i




) ∫ −zα(α, t) + zβ(β, t)










(−zα(α, t) + zβ(β, t))2
(z(α, t) − z(β, t))3 dβ
+ 1
zα(α, t)
∫ −zαα(α, t) + zββ(β, t)
(z(α, t) − z(β, t))2 dβ
+ 1|zα(α, t)|2
∫
∂αln zα(α, t) − ∂β ln zβ(β, t)
(α − β)2 dβ
From integration by parts, we have
2
∫
(−zα(α, t) + zβ(β, t))2
(z(α, t) − z(β, t))3 dβ
=
∫ z2α(α, t) − z2β(β, t)
(z(α, t) − z(β, t))2
1
zβ(β, t)
∂β ln zβ(β, t)dβ
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=
∫ z2α(α, t) − z2β(β, t)
(z(α, t) − z(β, t))2
1
zβ(β, t)
(∂β ln zβ(β, t) − ∂αln zα(α, t))dβ
+ ∂αln zα(α, t)
∫ z2α(α, t) − z2β(β, t)




Furthermore,∫ −zαα(α, t) + zββ(β, t)




∂α ln zα(α, t) − ∂β ln zβ(β, t)
(α − β)2 dβ
=
∫ (−zα∂α ln zα(α, t) + zβ∂β ln zβ(β, t)
(z(α, t) − z(β, t))2
+ 1
zα(α, t)




= ∂α ln zα(α, t)
∫ −zα(α, t) + zβ(β, t)
(z(α, t) − z(β, t))2 dβ
+
∫
∂α ln zα(α, t) − ∂β ln zβ(β, t)
zα(α, t)(z(α, t) − z(β, t))2
((
z(α, t) − z(β, t)
α − β
)2
− zα(α, t)zβ(β, t)
)
dβ.






|∂αV (α, t)|4 dα
+ c1
∫ ( ∫ ∣∣∣∣ V (α, t) − V (β, t)α − β




|∂αV (α, t)|4 dα + (2π)2c1
∫
|[V, H ]Vα | |[Vα, H ]Vαα | dα
≤ c2‖∂αV ( · , t)‖4H1/2(R)
+ c2‖|D|1/2V ( · , t)‖L2(R)‖Vα( · , t)‖L2(R)





‖|D|1/2V ( · , t)‖2
L2(R)
)
‖V ( · , t)‖4
H3/2(R)
+ ε‖Vαα( · , t)‖2L2(R)
for any ε > 0. Here c1, c2, and c are constants independent of t ∈ [0, T ] but
depending on m and M . This proves (7.12). 
LEMMA 7.4 Let zk = zk(α, t), k = 1, 2, be given, Vk = (1 + i) ln zkα, and
ln zα(α, t; θ) = ln zα1(α, t) + θ(ln zα2(α, t) − ln zα1(α, t)) for 0 ≤ θ ≤ 1. Also,
let ak = a(Vk) and Fk = F(Vk) be defined as in (7.3). Assume that Vk ∈
L∞([0, T ], H 3/2(R)) for k = 1, 2, and that there exist constants m, M > 0 such
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that
(7.15) m|α − β| ≤ |z(α, t; θ) − z(β, t; θ)| ≤ M |α − β|
for α, β ∈ R, t ∈ [0, T ], 0 ≤ θ ≤ 1.
Then there exists a constant c, depending on m and M only, such that for a.e.
t ∈ [0, T ] and any ε > 0,
(7.16) ‖a1( · , t) − a2( · , t)‖H1/2(R)
≤ c(1 + ‖V1( · , t)‖H1(R))‖V1( · , t) − V2( · , t)‖H1/2(R)
(7.17)
‖(F1( · , t) − F2( · , t)‖2L2(R)





‖|D|1/2V1( · , t)‖2L2(R)
)







‖|D|1/2V2( · , t)‖2L2(R)
)




PROOF: The proof of (7.16) is similar to that for Lemma 7.1(iii) and straight-
forward; we omit the details. We have
2π i













) ∫ −z1α + z1β
(z1(α, t) − z1(β, t))2 dβ
+ π|z2α|2










(z1(α, t) − z1(β, t))2 dβ −
∫
(−z1α/z1β + 1)z2β
(z2(α, t) − z2(β, t))2 dβ
)
.
Now∫ (−z1α(α, t)/z1β(β, t) + 1)z1β(β, t)
(z1(α, t) − z1(β, t))2 dβ
−
∫ (−z1α(α, t)/z1β(β, t) + 1)z2β(β, t)



































|D|(ln zα1 − ln zα2) +
∫ (−z1α/z1β + z2α/z2β)z2β
(z2(α, t) − z2(β, t))2 dβ
=
∫ (−z1α/z1β + z2α/z2β + ln(z1α/z1β) − ln(z2α/z2β))z2β
(z2(α, t) − z2(β, t))2 dβ
+
∫ ln zα1 − ln zα2 − ln z1β + ln z2β
(z2(α, t) − z2(β, t))2z2α(α, t)
(
−z2β(β, t)z2α(α, t) +
(




Therefore for fixed t ∈ [0, T ],∫
|(F1 − F2)(α, t)|2 dα
≤ c
( ∫





∫ ( ∫ ∣∣∣∣ (V2 − V1)(α, t) − (V2 − V1)(β, t)α − β
∣∣∣∣2 dβ)( ∫ ∣∣∣∣ V2(α, t) − V2(β, t)α − β
∣∣∣∣2 dβ)dα
+ c
∫ ( ∫ ∣∣∣∣ (V2 − V1)(α, t) − (V2 − V1)(β, t)α − β
∣∣∣∣2 dβ)( ∫ ∣∣∣∣ V1(α, t) − V1(β, t)α − β
∣∣∣∣2 dβ)dα




From here (7.17) follows similarly as in (7.14). 
7.1 Linear Equation
Some versions of Lemmas 7.5 through 7.7 are classical results in linear PDEs
and may be found in [6].
Consider first the linear equation
(7.18)
{
ut + a|D|u − ε∂2αu = f
u( · , 0) = u0
in R × [0, T ], where |D| = H∂α = |∂α|, ε > 0.
Let s > 0. We use the notation that |u|Hs (R) = (‖u‖2L2(R) +‖|D|su‖2L2(R))1/2 for
u ∈ H s(R) and |u|H0(R) = ‖u‖L2(R). We have the following:
LEMMA 7.5 Let ε > 0, T > 0, and u0 ∈ H 2(R). Assume that a − 1 ∈
L∞([0, T ], H 3/2(R)) and f ∈ L2([0, T ], H 1(R)). Then the initial value problem
(7.18) has a unique solution u ∈ C([0, T ], H 2(R)) ∩ L2([0, T ], H 3(R)).
PROOF: Let ε > 0. We know that for any given f ∈ L2([0, T ], H 1(R)) and
u0 ∈ H 2(R), the initial value problem{
ut − ε∂2αu = f
u(α, 0) = u0(α)
has a unique solution u ∈ C([0, T ], H 2(R))∩L2([0, T ], H 3(R)) such that for each
t ∈ [0, T ],
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(7.19) |u( · , t)|2H2(R) + ε
∫ t
0
et−τ |∂αu( · , τ )|2H2(R) dτ
≤ et |u0|2H2(R) + c
∫ t
0
et−τ | f ( · , τ )|2H1(R) dτ
where c = max(1, 1/ε). We solve the initial value problem (7.18) using the fixed
point theorem. Let u0(α, t) = u0(α) for t ∈ [0, T ]; we construct a sequence u j
through {
u j+1t − ε∂2αu j+1 = f − a|D|u j
u(α, 0) = u0(α).
Therefore u j ∈ C([0, T ], H 2(R)) ∩ L2([0, T ], H 3(R)) and{
(u j+1 − u j )t − ε∂2α(u j+1 − u j ) = −a|D|(u j − u j−1)
(u j+1 − u j )( · , 0) = 0.
Applying (7.19), we get
|(u j+1 − u j )( · , t)|2H2(R) + ε
∫ t
0








|(u j − u j−1)( · , τ )|2H2(R) dτ.
Here in the last step we applied Lemma 7.1(i). The constant c1 depends on
‖a − 1‖L∞([0,T ],H3/2(R)) and c. This shows that u j is a Cauchy sequence in
C([0, T ], H 2(R)) ∩ L2([0, T ], H 3(R)).
Therefore, there is a function
u ∈ C([0, T ], H 2(R)) ∩ L2([0, T ], H 3(R))
such that u j → u in C([0, T ], H 2(R)) ∩ L2([0, T ], H 3(R)). The uniqueness can
be obtained similarly; we omit it. This proves Lemma 7.5. 
LEMMA 7.6 Let ε ≥ 0, T > 0, and u0 ∈ H 3/2(R). Assume that a − 1 ∈
L∞([0, T ], H 3/2(R)), f ∈ L2([0, T ], H 1(R)), and a ≥ c0 for some constant
c0 > 0. If for some real number s,
u ∈ L∞([0, T ], H 3/2(R)) ∩ C1([0, T ], H s(R)) ∩ L2([0, T ], H 2(R))
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and ε|D|5/2u ∈ L2(R × [0, T ]) is a solution for (7.18), then u ∈ C([0, T ],
H 3/2(R)), and for every t ∈ [0, T ], j = 0, 1,
(7.20)
|u( · , t)|2H j+1/2(R) + c0
∫ t
0




eκ(t−τ)|∂αu( · , τ )|2H j+1/2(R) dτ






eκ(t−τ)| f ( · , τ )|2H j (R) dτ
where κ = c(‖a − 1‖2
L∞([0,T ],H3/2(R)) + 1) and c is a constant depending on c0.
PROOF:





∫ ∣∣|D|1/2(∂αu(α, t))∣∣2 dα
= 2
∫
|D|∂αu(α, t)(∂αu(α, t))t dα
= 2
∫
(ε∂3αu − a|D|∂αu)|D|∂αu dα + 2
∫





∫ ∣∣|D|1/2(∂αu(α, t))∣∣2 dα
+ 2ε





















|∂α f |2 dα + c1‖a‖2L∞([0,T ],H3/2(R))|u( · , t)|2H3/2(R).
Here in the last step, we applied Lemma 7.1(i). The constant c1 is universal. We
also have from (7.18) that
d
dt
∫ ∣∣|D|1/2u(α, t)∣∣2 dα = 2 ∫ |D|u(α, t)ut(α, t)dα
= 2
∫






























u(α, t)(ut(α, t) − ε∂2αu(α, t))dα = 2
∫


















|u( · , t)|2H j+1/2(R) + 2ε|∂αu( · , t)|2H j+1/2(R) + c0‖∂ j+1α u( · , t)‖2L2(R)





| f ( · , t)|2H j (R)
where κ = c2(‖a‖2L∞([0,T ],H3/2(R)) + 1) and c2 is a constant depending on c0. In-
equality (7.20) follows from (7.25) through a standard ODE procedure.
Step 2. Assume that u satisfies the assumption of Lemma 7.6. We claim that
u( · , t) ∈ H 3/2(R) for each t ∈ [0, T ]. From u ∈ L∞([0, T ], H 3/2(R)), we
know that u( · , t) ∈ H 3/2(R) for a.e. t ∈ [0, T ]. On the other hand, from u ∈
C1([0, T ], H s(R)) for some s ∈ R, we have u( · , t) ⇀ u( · , t0) weakly in H s(R)
as t → t0 in [0, T ]. For any given t0 ∈ [0, T ], take a sequence tj ∈ [0, T ] such that
u( · , tj ) forms a bounded sequence in H 3/2(R) and tj → t0 as j → ∞. The weak
limit u( · , t0) of the sequence u( · , tj ) is also in H 3/2(R). This proves our claim.
Let φ ∈ C∞0 (R) and φδ(α) = (1/δ)φ(α/δ). We have u ∗ φδ ∈ C1([0, T ],
H 10(R)) and u ∗ φδ satisfies
(7.26) (u∗φδ)t +a|D|(u∗φδ)−ε∂2α(u∗φδ) = f ∗φδ+a|D|(u∗φδ)−(a|D|u)∗φδ.
Notice that a|D|u, a|D|∂αu, ∂αa|D|u ∈ L2(R × [0, T ]), so∫ T
0
|(a|D|u) ∗ φδ( · , t) − a|D|u( · , t)|2H1(R) dt → 0
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|(u ∗ φδ( · , t) − u( · , t))|2H2(R) dt
+ 2
∫∫
|∂αa|D|(u ∗ φδ( · , t) − u( · , t))|2 dα dt.
Apply Holder’s inequality and Lemma 7.1(i) to the last term in inequality (7.27),
we get ∫ T
0
|a|D|(u ∗ φδ( · , t)) − a|D|u( · , t)|2H1(R) dt → 0




|(a|D|u) ∗ φδ( · , t) − a|D|(u ∗ φδ( · , t))|2H1(R) dt → 0
as δ → 0.
Let f̃ = f ∗ φδ + a|D|(u ∗ φδ) − (a|D|u) ∗ φδ. Applying the result in Step 1
to u ∗ φδ, we get
(7.29)
|u ∗ φδ( · , t)|2H j+1/2(R) + c0
∫ t
0




eκ(t−τ)|∂αu ∗ φδ( · , τ )|2H j+1/2(R) dτ






eκ(t−τ)| f̃ ( · , τ )|2H j (R) dτ.
Let δ → 0 on both sides of (7.29); we get (7.20) for every t ∈ [0, T ].
We now prove that u ∈ C([0, T ], H 3/2(R)). Applying (7.21) and (7.24) to
u ∗ φδ and (7.26), we get
(7.30)
∣∣∣∣ ddt |u ∗ φδ( · , t)|2H3/2(R)
∣∣∣∣
≤ 2ε|∂αu ∗ φδ( · , t)|2H3/2(R)
+ (2‖a‖L∞(R×[0,T ]) + 2)‖∂2αu ∗ φδ( · , t)‖L2(R) + c|u ∗ φδ( · , t)|2H3/2(R)
+ | f̃ |2H1(R),
where c is a constant depending on ‖a − 1‖L∞([0,T ],H3/2(R)). Integrate both sides of





for some g ∈ L1[0, T ]. This proves that |u( · , t)|2
H3/2(R)
→ |u( · , t0)|2H3/2(R) as
t → t0 in [0, T ]. Since u( · , t) ⇀ u( · , t0) weakly, therefore
|u( · , t) − u( · , t0)|2H3/2(R) → 0
as t → t0 in [0, T ]. 
LEMMA 7.7 Assume that a ≥ c0 for some constant c0 > 0, a − 1 ∈ C([0, T ],
H 3/2(R)), and f ∈ L2([0, T ], H 1(R)) ∩ C([0, T ], H 1/2(R)). Let u0 ∈ H 3/2(R).
Then the initial value problem
(7.31)
{
ut + a|D|u = f
u( · , 0) = u0
has a unique solution u ∈ C([0, T ], H 3/2(R)) ∩ C1([0, T ], H 1/2(R)) ∩ L2([0, T ],
H 2(R)).
PROOF: Notice that (7.31) is the same as (7.18) with ε = 0. Let ε > 0,
uε ∈ C([0, T ], H 2(R)) ∩ L2([0, T ], H 3(R)) be the unique solution of
(7.32)
{
uεt + a|D|uε − ε∂2αuε = f
uε( · , 0) = u0 ∗ φε.
From equation (7.32), we know uε ∈ C1([0, T ], L2(R)). From (7.20), j = 1, we
have that {uε : ε > 0} is a bounded set in C([0, T ], H 3/2(R))∩ L2([0, T ], H 2(R)).
Now {
(uε − uδ)t + a|D|(uε − uδ) − ε∂2α(uε − uδ) = (ε − δ)∂2αuδ
(uε − uδ)( · , 0) = u0 ∗ φε − u0 ∗ φδ.
Applying (7.20), j = 0, to uε − uδ, we have
|(uε − uδ)( · , t)|2H1/2(R) + c0
∫ t
0
eκ(t−τ)‖∂α(uε − uδ)( · , τ )‖2L2(R) dτ




|∂2αuδ(α, τ )|2 dα dτ.
Therefore uε is a Cauchy sequence in C([0, T ], H 1/2(R)) ∩ L2([0, T ], H 1(R)),
and there is a u ∈ C([0, T ], H 1/2(R)) ∩ L2([0, T ], H 1(R)) such that uε → u in
C([0, T ], H 1/2(R)) ∩ L2([0, T ], H 1(R)) as ε → 0.
Letting ε → 0 in (7.32), we get u is a solution of (7.31). Moreover, from
(7.31), we get u ∈ C1([0, T ], H−1(R)) (because a|D|u = ∂α(aHu) − ∂αaHu).
On the other hand, since {uε : ε > 0} is a bounded set in C([0, T ], H 3/2(R)) ∩
L2([0, T ], H 2(R)) and u is the weak limit of uε , we have
u ∈ L∞([0, T ], H 3/2(R)) ∩ L2([0, T ], H 2(R)).
From Lemma 7.6 and equation (7.31), we obtain
u ∈ C([0, T ], H 3/2(R)) ∩ C1([0, T ], H 1/2(R)).
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This proves the existence of solutions of (7.31). The uniqueness follows from
(7.20). 
7.2 The Quasi-Linear System (7.5)–(7.3)
We now prove that the quasi-linear system is solvable for a finite time period
[0, T ] for any given w(α, 0) = w0(α) ∈ H 3/2(R). We will use the iteration method
and the fixed point theorm.
THEOREM 7.8 Assume that w0 ∈ H 3/2(R). Then there is a T = T (‖w‖H3/2(R)) >
0 such that the quasi-linear system (7.5)–(7.3) has a solution
V ∈ C([0, T ], H 3/2(R)) ∩ C1([0, T ], H 1/2(R)) ∩ L2([0, T ], H 2(R))
satisfying w( · , 0) = w0(·). Moreover, ln zα = V/(1 + i) defines a chord-arc
curve z = z(α, t) for each fixed t ∈ [0, T ], and there are constants m, M > 0
independent of t such that
m|α − β| ≤ |z(α, t) − z(β, t)| ≤ M |α − β| for α, β ∈ R, t ∈ [0, T ].
We prove by iteration. Notice that system (7.5) consists of two evolutionary
equations, a forward equation for w and a backward equation for v, while only the
data w( · , 0) = w0 is given. Therefore we are allowed to prescribe data for v at
some later time t = T (T to be determined) and solve for v backwards.




defines a chord-arc curve ξ = ξ(α), with
(7.33) m0|α − β| ≤ |ξ(α) − ξ(β)| ≤ M0|α − β|, α, β ∈ R,
for some constants m0, M0 > 0. There are many choices of vT , one of which is
vT = w0. In this case, we have ln ξα = w0; that is, ln ξα is a real-valued function
in H 3/2(R) ⊂ L∞(R). So ξ = ξ(α) is a straight line satisfying (7.33). We want to
solve system (7.5)–(7.3) with
(7.34) w(α, 0) = w0(α), v(α, T ) = vT (α), α ∈ R,
where T > 0 is to be determined. Assume




be the Poisson kernel. Take
(7.36) V 0 = v0 + iw0 = PT −t ∗ vT + i Pt ∗ w0 for t ∈ [0, T ].
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We have V 0 ∈ C([0, T ], H 3/2(R)) ∩ L2([0, T ], H 2(R)) and∫ t
0
∫
|∂2αV 0(α, t)|2 dα dt ≤
1
2
(‖|D|3/2vT ‖2L2(R) + ‖|D|3/2w0‖2L2(R)) ≤ N 2,
|V 0( · , t)|H3/2(R) ≤ |vT |H3/2(R) + |w0|H3/2(R) ≤ 2N for t ∈ [0, T ].
Let z0 = z0(α, t) be defined by (1 + i)ln zα0(α, t) = V 0(α, t) for (α, t) ∈
R × [0, T ]. Notice that we need one more bit of information such as z0(0, t) to
completely determine z0(α, t). We have
ln zα
0(α, t) = ln ξα(α) + b0(α, t)
where b0(α, t) = [(1 − i)/2](v0(α, t)−vT (α))+ i(w0(α, t)−w0(α)). Notice that
(7.37) ‖ f ‖L∞(R) ≤ 2| f |H3/2(R)
for any function f defined on R. Therefore from well-known properties of the
Poisson kernel, we have for t ∈ [0, T ],
‖Re b0( · , t)‖L∞(R) ≤
1
2
(‖v0 − vT ‖L∞ + ‖w0 − w0‖L∞)
≤ ‖vT ‖L∞ + ‖w0‖L∞ ≤ 4N ,
and from Lemma 7.1(ii) and Plancherel’s theorem,
‖b0( · , t)‖BMO(R)
≤ √π
(∥∥∥∥|D|1/2(v0( · , t) − vT )∥∥∥∥
L2(R)

















≤ √πT (|vT |H3/2(R) + |w0|H3/2(R)) ≤ 2
√
π N T .
In the above we used Plancherel’s theorem and the Fourier transform to estimate
V 0 and b0.
If






we have ‖b0( · , t)‖BMO(R) ≤ m0/(2M0e8N ) for t ∈ [0, T ]. From Lemma 7.2(i), we














for α, β ∈ R, t ∈ [0, T ].
From now on, we assume T satisfies (7.38).
MATHEMATICAL ANALYSIS OF VORTEX SHEETS 135
We construct a sequence of functions






t − a j |D|v j+1 = f j1
w
j+1
t + a j |D|w j+1 = −f j2
v j+1( · , T ) = vT (·), w j+1( · , 0) = w0(·),
where a j = a(V j ) and F j = f j1 + i f j2 = F(V j ) are as defined in (7.3). We want




|V j ( · , t)|2H3/2(R) ≤ 8N 2,∫ T
0
∫
|∂2αV j (α, t)|2 dα dt ≤ 16N 2e8N ,
and (1+ i)ln zα j (α, t) = V j (α, t) defines a chord-arc curve z j = z j (α, t) for fixed











for α, β ∈ R, t ∈ [0, T ].
We know V 0 satisfies (7.40)–(7.41). Assume that (7.40)–(7.41) holds for V j . From
(7.37) and (7.40),
(7.42) a j = 1
2
e−(v
j +w j ) ≥ 1
2
e−8N = c0.
So from Lemmas 7.3 and 7.7, V j+1 exists in
C([0, T ], H 3/2(R)) ∩ C1([0, T ], H 1/2(R)) ∩ L2([0, T ], H 2(R)).
We want to show that (7.40)–(7.41) also holds for V j+1 for some 0 < T = T (N ) ≤
T1. From Lemma 7.6, we have




|∂2αw j+1(α, τ )|2 dα dτ






eκj (t−τ)|f j2( · , τ )|2H1(R) dτ
and




|∂2αv j+1(α, τ )|2 dα dτ






eκj (τ−t)|f j1( · , τ )|2H1(R) dτ
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where κj = c(‖a j −1‖2L∞([0,T ],H3/2(R)) +1), and from (7.10) and (7.40), κj ≤ κ(N )




















Applying (7.11), (7.12), (7.40), and (7.42) to |F j ( · , t)|2
H1(R)
, and taking ε =
c20/[8(c0 + 2)] in (7.12), there is a constant c1(N ) depending on N such that for







|F j ( · , t)|2H1(R) dt






















|w j+1( · , t)|2H3/2(R) + sup
0≤t≤T
|w j+1( · , t)|2H3/2(R)









|F j ( · , t)|2H1(R) dt ≤ 8N 2.
This proves that for 0 < T ≤ min{T1, T2, T3}, V j+1 satisfies (7.40).
We now consider (7.41). We have
ln z j+1α =
1 − i
2
(v j+1 + iw j+1) = ln ξα + b j+1,
where
b j+1 = 1 − i
2
((v j+1 − vT ) + i (w j+1 − w0))






v j+1τ ( · , τ ) dτ + i
∫ t
0




MATHEMATICAL ANALYSIS OF VORTEX SHEETS 137
Therefore for 0 ≤ t ≤ T ≤ min{T1, T2, T3},
(7.46)
‖Re b j+1( · , t)‖L∞(R)
≤ 1
2
(‖v j+1( · , t)‖L∞ + ‖vT ‖L∞ + ‖w j+1( · , t)‖L∞ + ‖w0‖L∞)
≤ |v j+1( · , t)|H3/2(R) + |vT |H3/2(R) + |w j+1( · , t)|H3/2(R) + |w0|H3/2(R)
≤ 6N .
On the other hand, we know from (7.39) that there is a constant c(N ) depending
on N such that for 0 ≤ t ≤ T ≤ min{T1, T2, T3},
|v j+1t ( · , t)|H1/2(R) ≤ |F j ( · , t)|H1/2(R) + |a j |D|v j+1( · , t)|H1/2(R) ≤ c(N ),
and
|w j+1t ( · , t)|H1/2(R) ≤ |F j ( · , t)|H1/2(R) + |a j |D|w j+1( · , t)|H1/2(R) ≤ c(N ).
Here we used Lemma 7.3 and Lemma 7.1(iii). Therefore
(7.47) ‖b j+1( · , t)‖BMO(R) ≤
√










From Lemma 7.2(i), we have for fixed t ∈ [0, T ], 0 < T ≤ min{T1, T2, T3, T4},
that z j+1 = z j+1(α, t) is a chord-arc curve, with
m0
2e6N







|α − β| for α, β ∈ R.
This proves that z j+1 satisfies (7.41). Therefore (7.40) and (7.41) hold uniformly
for {V j : j ≥ 0}.
We now consider the convergence of the sequence V j . From
(v j+1 − v j )t − a j |D|(v j+1 − v j ) = f j1 − f j−11 + (a j − a j−1)|D|v j = f̃ j1
(w j+1 − w j )t + a j |D|(w j+1 − w j ) = −f j2 + f j−12 − (a j − a j−1)|D|w j = f̃ j2
(v j+1 − v j )( · , T ) = 0, (w j+1 − w j )( · , 0) = 0,
we apply Lemma 7.6. We have for 0 ≤ t ≤ min{T1, T2, T3, T4},












| f̃ j2 (α, τ )|2 dα dτ,
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and












| f̃ j1 (α, τ )|2 dα dτ.




|(v j+1 − v j )( · , t)|2H1/2(R) + sup[0,T ]

































∫ ∣∣|D|V j ∣∣4 dα dτ)1/2.
In order to apply Lemma 7.4, we need to check that assumption (7.15) of
Lemma 7.4 is satisfied. Let
ln z jα(α, t; θ) = ln z jα(α, t) + θ(ln z j+1α − ln z jα)(α, t)
= ln ξα(α) + (1 − θ)b j (α, t) + θb j+1(α, t)
where b j is as in (7.45). From (7.46) and (7.47) we know that
‖Re((1 − θ)b j ( · , t) + θb j+1( · , t))‖L∞(R) ≤ 6N
and
‖(1 − θ)b j ( · , t) + θb j+1( · , t)‖BMO(R) ≤ 2
√
πT c(N ).
Therefore from Lemma 7.2(i), we know for 0 ≤ t ≤ min{T1, T2, T3, T4}, assump-
tion (7.15) is satisfied, with m = m0/(2e6N ) and M = m0/(2e6N ) + e6N M0.
We now apply Lemma 7.4 to (7.49), taking ε = c20/(16(c0 + 2)) in (7.17). We
get, for some constant c2(N ) depending on N ,
sup
[0,T ]

















|∂α(V j+1 − V j )(α, τ )|2 dα dτ + c2(N )T sup
[0,T ]
|(V j − V j−1)( · , t)|2
H1/2(R)
.

























|(V j − V j−1)( · , t)|2H1/2(R).
Therefore V j is a Cauchy sequence in C([0, T ], H 1/2(R)) ∩ L2([0, T ], H 1(R))
and converges to a limit V ∈ C([0, T ], H 1/2(R)) ∩ L2([0, T ], H 1(R)) as j → ∞.
Since V j is a bounded sequence in C([0, T ], H 3/2(R)) ∩ L2([0, T ], H 2(R)), and
V is also the weak limit of V j , we have
V ∈ L∞([0, T ], H 3/2(R)) ∩ L2([0, T ], H 2(R)).
Furthermore, z j (α, t) − z j (0, t) is a Cauchy sequence in C([0, T ], H 3/2loc (R)) and
converges to a limit z(α, t)− z(0, t) in C([0, T ], H 3/2loc (R)). From (7.41), we know
z = z(α, t) is chord-arc for each fixed t ∈ [0, T ] and satisfies
m0
2e6N







|α − β| for α, β ∈ R, t ∈ [0, T ].
Moreover, (1 + i)ln zα = V .
From (7.39) we let j → ∞ and apply Lemma 7.4. We conclude that V =
v + iw is a solution of the quasi-linear system (7.5)–(7.3) satisfying data (7.34).
Therefore V t = a|D|V + F , or equivalently,
(7.51) ∂t ln zα =
1
2π i zα(α, t)
∫ −zα(α, t) + zβ(β, t)
(z(α, t) − z(β, t))2 dβ
Notice that ∫ −zα(α, t) + zβ(β, t)
(z(α, t) − z(β, t))2 dβ = ∂α
∫
1
z(α, t) − z(β, t) dβ.
Since ln zα ∈ C([0, T ], H 1/2(R)), using Lemma 7.2(ii), one may easily verify that∫
1
z(α, t) − z(β, t) dβ =
∫
zβ(β, t)







is in C([0, T ], L2(R)). Therefore V = (1 + i)ln zα ∈ C1([0, T ], H−1(R)). Using
Lemma 7.6, we conclude that the solution
V ∈ C([0, T ], H 3/2(R)) ∩ C1([0, T ], H 1/2(R)) ∩ L2([0, T ], H 2(R)).
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This proves Theorem 7.8.
Notice that (7.51) is equivalent to (1.6), since we may obtain (1.6) by multi-
plying z̄α on both sides of (7.51) and then integrating with respect to α. Therefore
a solution of the quasi-linear system (7.3)–(7.5) is also a solution of (1.6). This
proves Theorem 1.4.
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