Abstract A methodology is demonstrated to exploit the polarization sensitivity of high-resolution radar measurements to interpret and quantify upper ocean dynamics. This study particularly illustrates the potential of quad-polarization synthetic aperture radar (SAR) measurements. The analysis relies on essential characteristics of the electromagnetic scattering mechanisms and hydrodynamical principles. As the relaxation scale of centimeter-scale ocean surface scatters is typically small, radar signal anomalies associated with surface manifestations of the upper ocean dynamics on spatial scales exceeding 100 m are mostly dominated by nonresonant and nonpolarized scatters. These ''scalar'' contributions can thus efficiently trace local breaking and near-breaking areas, caused by surface current variations. Using dual copolarized measurements, the polarized Bragg-type radar scattering is isolated by considering the difference (PD) between vertically and horizontally polarized radar signals. The nonpolarized (NP) contribution associated with wave breaking is then deduced, using the measured polarization ratio (PR) between polarized signals. Considering SAR scenes depicting various surface manifestations of the upper ocean dynamics (internal waves, mesoscale surface current features, and SST front), the proposed methodology and set of decompositions (PD, PR, and NP) efficiently enable the discrimination between surface manifestation of upper ocean dynamics and wind field variability. Applied to quad-polarized SAR images, such decompositions further provide unique opportunities to more directly assess the cross-polarized (CP for HV or VH) signal sensitivity to surface roughness changes. As demonstrated, such an analysis unambiguously demonstrates and quantitatively evaluates the relative impact of breakers on cross-polarized signals under low to moderate wind conditions.
Introduction
Spectacular manifestations of mesoscale and submesoscale ocean surface signatures are often reported using active and passive high-resolution satellite sensors, i.e., from active microwave synthetic aperture radars (SARs) and optical radiometers viewing areas in and around the sun glitter [e.g., Kudryavtsev et al., 2012a Kudryavtsev et al., , 2012b . Mostly under ''favorable'' low to moderate wind speeds, these images trace local ocean surface ''roughness'' anomalies resulting from interactions of wind waves with nonuniform surface currents, transformation of the near-surface wind field over large SST gradients, and/or suppression of short waves in surface slicks accumulated by surface current convergences [e.g., Marmorino et al., 1994; Jansen et al., 1998; Johannessen et al., 2005; McWilliams et al., 2009; Kudryavtsev et al., 2012b; Rascle et al., 2014] . Among these various oceanic phenomena, internal waves (IWs) are often reported [e.g., Jackson, 2007; Liu et al., 2014] but also serve as test beds to assess forward imaging model to advance the quantitative interpretation of highresolution satellite observations [Alpers and Hennings, 1984; Thompson, 1988; Lyzenga and Bennett, 1988; Romeiser and Alpers, 1997; Kudryavtsev et al., 2005] .
Compared to optical observations, all-weather radar images can further help to quantitatively separate the measured roughness variations between changes associated with denser breaking patches and purely resonant short-scale scatter modulations. This capability relates to the polarization sensitivity of radar signals. Polarization sensitivity, such as the difference between vertically (VV) and horizontally (HH) polarized radar signals, is indeed characteristic of a resonant scattering mechanism mostly governed by small surface scales. Such a property must then help to efficiently trace centimeter-scale wave variations [e.g., Mouche et al., 2007a Mouche et al., , 2007b Guerin et al., 2010] . As recently demonstrated using dual copolarized SAR measurements [Kudryavtsev et al., 2013] , this enables a very effective methodology to interpret and quantitatively assess different detected surface ocean phenomena.
Moreover, the relaxation scale of the short resonant-Bragg waves is rather small, from 10 to 100 m [Phillips, 1984; Kudryavtsev et al., 2005] . Accordingly, currents with spatial scales of variation exceeding 100 m cannot explain the measured surface manifestations. Intermediate-scale steeper wave breaking or near-breaking effect on microwave scattering must then be considered [Lyzenga, 1996; Chubb et al., 1999; Jansen et al., 1998 ]. More generally, enhanced roughness patches may give both enhanced Bragg and scalar scattering that possibly dominate the radar returns. This approach had been developed with a physically based radar imaging model (RIM), where this impact was incorporated via the energy balance of short waves, and the introduction of an extra energy source due to mechanical disturbances of the surface by larger-scale breakers. Such a development led to significant improvement to reproduce SAR signatures for a variety of the ocean phenomena.
Local signatures of breaking patches can be isolated by using HH and VV-polarized radar signals [Kudryavtsev et al., 2013] . A decomposition of the normalized radar cross section of the ocean surface is suggested as a sum of polarized scattering, associating with two-scale resonant Bragg-scattering (r pp 0B ), and nonpolarized scattering (r wb ) mostly dominated by breaking patches [e.g., Chapron et al., 1997; Quilfen et al., 1999] :
From copolarized, VV and HH measurements, the wave breaking contribution is removed using the polarization difference (PD): 
The polarization difference is largely controlled by centimeter-resonant Bragg waves. Because of their ''quick-response'' to wind forcing (relaxation scale of order of 10 m), the PD must closely reflect the nearsurface wind variability and eventual presence of surface slicks.
The redistribution of radar returns between short-scale Bragg waves and wave breaking is then characterized by the polarization ratio (PR):
P5 r hh 0B 1r wb r vv 0B 1r wb :
This ratio is minimal for the pure Bragg scattering and approaches P51 when r wb dominates. In fact, reported PR measurements systematically deviate from the Bragg model predictions [see, e.g., Mouche et al., 2006, and references therein] . As generally found for Ku and C-band measurements, P5r hh 0 =r vv 0 always exceeds the polarization ratio following from the two-scale resonant Bragg scattering model, p B 5r
Observed PR also has larger azimuth variations [Mouche et al., 2007a] . From (1) and (2), the nonpolarized (NP) radar backscatter component, r wb , can be evaluated as
Based on (1)-(4), the original copolarized VV and HH images may be decomposed into PD, PR, and NP images. This decomposition discriminates between fast-responding Bragg waves and wave breaking patches, thus providing an effective tool for separating the ocean surface currents features [Kudryavtsev et al., 2013] .
Moreover, applied to quad-polarized SAR images, such decomposition provides a unique opportunity to assess the cross-polarized (CP; HV or/and VH) signal sensitivity to the surface roughness, and more specifically its sensitivity to wave breaking. Indeed, the ratio, CP/PD, will be further used to assess efficiency of the Bragg scattering mechanism to explain observed radar backscatter features at cross-polarization. Recent analyses Voronovich and Zavorotny, 2011; Zhang et al., 2011] have demonstrated significant excess of observed CP signal over the models (either two-scale Bragg model and small-slope approximation of the second order model (SSA2)), and its enhanced wind sensitivity at high wind conditions that was largely attributed to the impact of wave breaking.
The proposed radar signal decomposition is especially valuable for investigation of the upper ocean dynamics as already demonstrated in Kudryavtsev et al. [2013] . Capitalizing on that approach, this paper aims to provide further insight on the physics of the radar imaging of spatially varying ocean surface currents. For this purpose, observations of internal waves and sea surface frontal features in the White Sea are selected as a test bed to demonstrate the potential of the proposed radar image analysis. We have quantitatively evaluated and unambiguously demonstrated that wave breaking play the dominant role in the formation of dual copolarized and cross-polarized SAR signatures of the upper ocean dynamics.
This paper is organized as following. The data and study area is presented in section 2 followed by a discussion of the radar imaging properties in section 3. In section 4 the quadpolarized method is then applied to the analyses of distinct current features followed by a corresponding discussion in section 5. The conclusion then follows in section 6.
Data and Study Area
This study is based on quadpolarized RADARSAT-2 SAR images acquired in the southwestern part of the Gorlo Strait which connects the White Sea and the Barents Sea The Gorlo Strait is 50 km wide, 150 km long, and 40 m deep. It is well mixed in the vertical except during the spring river flood [Glukhovsky, 1991] . However, the southwestern part of the strait is subject to a complex interplay of different water masses transported by the outgoing (from the White Sea to the Barents Sea) fresh and warm current along the Winter Coast (Figure 1 , southeastern coast) and the incoming saline and cold water along the Tersky Coast (northwestern coast) [Shapiro et al., 2003] . As a result, a strong density front is usually present in the southwestern part of the Gorlo Strait. In addition, both the currents and frontal dynamics are strongly affected by intense tides and bottom topography [Shapiro et al., 2003; Kozlov et al., 2014] .
Winds over the Gorlo Strait experience strong variability (Figure 2) . During the first SAR image acquisition on 29 July 2012 (Figure 2a) , southerly moderate winds dominate the area. In contrast, the second SAR image (1 August 2012) is taken at northerly winds that sharply change across an atmospheric front located over the southern part of the Gorlo Strait (Figure 2b ). For further analysis we use the SAR-derived wind speed (using CMOD4 geophysical model function of Stoffelen and Anderson [1997] ) and MM5-simulated wind direction.
The original SAR data were first calibrated in NRCS units and then the thermal noise correction was applied [MacDonald, Dettwiler and Associates Ltd., 2013] . Finally, the SAR images were smoothed using the adaptive Wiener filter with the moving 20-by-20 pixels window. This study focuses on two particular SAR scenes shown in Figures 3 and 4 . These SAR scenes exhibit a variety of SAR signatures of the upper ocean dynamics including internal waves and mesoscale current features. They also manifest ''natural'' wind variability, wind changes caused by wind transformation over the SST front located in the southwestern Gorlo Strait (Figure  1 ), as well as the surface roughness signatures of the atmospheric internal waves (Figure 4 ).
Both the VV and HH SAR frames ( Figure 3 ) exhibit distinct bright/dark linear features near the Winter Coast, which trace the alongshore stream from the Dvina Bay. Another remarkable features are the elongated bright/dark radial signatures associated with trains of internal waves. A large-scale change of the wind field is also well detected in these frames.
In the SAR scene shown in Figure 4 , the main feature is a dark area adjacent to the coast. It coincides with a near-coastal cold SST area (Figure 1 ). The dark area in the HH image is bounded by a thin ''bright'' line, which, however, is not visible in the VV image. Periodic bright/dark wave-like patterns, presumably caused by near-surface wind variations induced by atmospheric internal gravity waves, are also noticeable.
Background Properties of the NRCS
The mean radar scattering properties (PR, PD, and NP) derived from the two RADARSAT-2 SAR correspond well to similar properties derived by Mouche et al. [2012] from the global ENVISAT data ( Figure 5 ). The best correspondence with ENVISAT is found for the polarization ratio (Figure 5a ). Observed PR depends weakly on wind speed and apparently exceeds the two-scale Bragg-scattering model predictions.
The polarization difference is strongly wind-dependent. Its wind exponent varies around 1.5-2 in either cross-wind or up-wind radar look directions (Figure 5b ). At moderate winds and the up-wind radar look direction, our local (the White Sea) PD observations are very close to PD derived from the global ENVISAT observations. At lower winds and the cross-wind direction, the differences from the global data are noticeable ( Figure 5b ). This is not surprising as the global data at low cross-winds include wider variety of conditions including wind gustiness and variability in the sea state (including SST that impacts the wave dissipation). This variety of conditions may affect the local and global statistics at low cross-winds.
The NP contribution to the SAR NRCS (4) reflects the wave breaking contribution (r wb ) and strongly depends on wind speed (Figure 5c ). Its wind exponent varies depending on wind speed and direction. At low winds (cross-wind direction, incidence angle h 5 32 ) the wind exponent is about 2.5. While at moderate winds (up-wind direction, h 5 38.5 ) the wind exponent is about 1.5. The local NP values are consistent with the global estimates except at very low winds below 5 m/s. Both up-wind and cross-wind data are available at wind speed of about 5 m/s where the cross-wind NP overshoots the up-wind NP (Figure 5c ), which is explained by lower incidence angle for the cross-wind data as well as azimuth dependency of NP. At low winds and the cross-wind radar look directions, NP $ PD 2 ( Figure 5d ) indicating that wave breaking grows faster with wind speed as the Bragg waves do. At moderate winds and the up-wind radar look, NP and PD are almost linear-dependent. The difference from the global ''NP-vs-PD'' relationship results from the associated difference in PD at low winds ( Figure 5b ) discussed above.
Note that NP (equation (4)) depends on the two-scale Bragg polarization ratio, p B , and on uncertainties of its definition. Bragg polarization ratio mainly depends on the incidence angle, does not depend on Bragg waves spectrum, and weakly depends on the mean square slope (MSS) of tilting waves in direction of the incidence plane. MSS of tilting waves can be prescribed by empirical relation (e.g., by the relation suggested by Phillips [1977] for the slick surface, which was used to calculate p B shown in Figure 5 ) or calculated from a spectrum model (see, e.g., examples of MSS and p B calculations for different spectra in Hwang and Plant [2010] ). Apparently, an uncertainty in definition of the MSS (and thus in p B ) leads to an ''error'' of NP calculations, which can be assessed as:
where dr wb is NP ''error'' caused by uncertainties in definition of Bragg polarization ratio dp B . For the data shown in Figure 5 , variation dp B =p B 560:1 results in dr wb =r wb % 70:2 ''error'' in NP calculation.
Wind speed dependencies of the local cross-polarized NRCS, CP5ðr ratio CP over PD, CP/PD, can be used to assess the ability of the two-scale Bragg scattering mechanism to describe cross-polarized radar backscattering. Following the two-scale Bragg model [Valenzuela, 1978] , CP reads:
where G pp are known scattering coefficients, s 2 n the mean square slope (MSS) of tilting waves out of the radar incidence plane, and Bðk br Þ is the saturation spectrum at Bragg wavenumber. Using r pp 0B 5psin 24 h jG pp j 2 Bðk br Þ for the copolarized pure Bragg NRCS, we get the following relationship for the two-scale Bragg model ratio r vh 0 =Dr 0 , which is valid to the first order in MSS:
and which is independent on the Bragg wave spectrum. In order to evaluate (7) we assume that slopes of the large-scale surface are isotropic; therefore, s 2 n is half of the total large-scale surface MSS, s 2 n 51=2s 2 , prescribed by empirical relation [Phillips, 1977; Vandemark et al., 2004] The observed values of CP/PD ( Figure 6 ) exceed (by factor 2.5, or about 4 dB) the two-scale Bragg model predictions (7). This difference may be interpreted as significant impact of nonlinear roughness elements associated with wave breaking on cross-polarized radar return even at moderate winds. However it should be noticed that classical two-scale Bragg model underestimates cross-polarized radar return as compared with more elaborate scattering models (e.g., small-slope approximation of the second order (SSA2) Voronovich and Zavorotny [2011, 2014] ) due to ignoring the Bragg scattering of the second order. Voronovich and Zavorotny [2011, Figure 2] showed that the difference between CP NRCS calculated using SSA2 and twoscale Bragg model may attain 2 dB for winds above 15 m/s (at lower winds this difference is less 2 dB). Observed 4 dB departure of Bragg model ratio CP/PD from the data ( Figure 6 ) exceeds 2 dB Bragg model deficit, and therefore it may be treated as a wave breaking impact. We also notice that significant departure of observed CP NRCS from either two-scale Bragg and SSA2 models at moderate and high winds has been reported by , Voronovich and Zavorotny [2011] , and Zhang et al. [2011] and interpreted as impact of wave breaking.
Currents Manifestation
In this section, we apply the decomposition method to the internal waves (IW) and frontal features specifically manifested in the two RADARSAT-2 SAR images presented above.
Internal Waves
In Figure 7 the VV and HH images (displaced in Figure 3 ) are converted to the PR, PD, and NP images. The PD image contrasts (Figure 7c ) are much weaker than the NP image contrasts (Figure 7d ). Therefore, we can conclude that the modulation of the wave breaking by the surface currents dominates the SAR image contrasts over the modulation of the small-scale Bragg resonant waves. This conclusion is moreover supported by PR image (Figure 7b ), which has larger PR values spatially correlated with the enhanced intensity of NP signals. This correlation indicates local redistribution of radar return between wave breaking and Bragg facets seen in larger PR corresponding to more intense wave breaking. Notice that due to the stronger wind dependence of wave breaking as compared to the Bragg waves (see Figure 5) , the ''large-scale'' wind variability is also clearly expressed in the NP image.
The enlarged fragments (black box in Figure 7a ) express a train of IWs in Figure 8 , while a more ''spaghettilike'' structure of IWs is depicted in Figure 9 together with a manifestation of the coastal current. In both cases, the radar expression of the surface signatures is much stronger in the NP images than in the PD images (this is more evident in Figure 9 ). The contrast profiles (K y 5ðy2 yÞ= y, normalized deviation from the profile mean value) across the train of internal waves (marked as T1 in Figure 7a ) demonstrate good IW detectability at both polarizations (Figure 10 ), but with larger HH amplitude. The strongest contrast is presented in the NP transect while PD contrast is apparently weaker. On average NP contrast of IW signatures is 7 times stronger than that for PD, K NP 573K PD (Figure 11 ). The PD scenes in Figures 8 and 9 indicate that Bragg waves are apparently modulated by IWs. This is rather surprising noting fast Bragg wave response to wind forcing. The wave spectrum modulations depends on the ratio between the relaxation time, t r , and the timescale of the wave-current interaction, T. If t r =T ( 1 the wave modulation vanishes, and the spectrum solely depends on the local wind. The relaxation time is estimated using the wind wave growth rate b5c b u 2 Ã =c 2 and the wave spectrum wind exponent m5@ln B=@ln u Ã [see Kudryavtsev et al., 2005, equation (39) 
where c b is a growth rate ''constant,'' u Ã is the air friction velocity, x and c are the wave frequency and phase speed. For IW T / X 21 , therefore t r =T5ðmc b Þ 21 ðX=xÞðc=u Ã Þ 2 . At u Ã 50:13 m/s (observed wind speed of 4 m/s), IW frequency X5CK50:06 rad/s (estimated via typical C 5 0.5 m/s and observed K52p=500 rad/m), m51:5 and c b 54310 22 , the ratio t r =T is 0.03. At small t r =T, Bragg waves contrasts are K B ' jm k jðt r =TÞðu 0 =CÞ50:1353ðu 0 =CÞ, where we used m k 529=2, u 0 is amplitude of IW surface orbital velocity. As reported by Kozlov et al. [2014] , parameter u 0 =C for IWs in this area ranges around u 0 =C / 0:1:::0:2, hence K B % 0:027, which is significantly smaller than observed values in Figure 10 .
What mechanism does then lead to the observed modulations of PD signal by IWs? Along with the wind forcing, short waves gain energy from mechanical disturbances of the surface by breaking waves [ Kudryavtsev and Johannessen, 2004] . Depending on wavenumber, relaxation-scale range of breaking waves is wide enough to be modulated by IWs. Thus enhanced roughness patches produced by wave breaking are responsible for the IW manifestation in both NP and Bragg scattering.
Coastal Currents
Next we consider the RADARSAT scene shown earlier in Figure 4 . The main common feature of VV, PD, NP, and CP images in Figure 12 is a dark area adjacent to the coast, which coincides with a cold SST front (see Figure 1 ). As known and often reported [see, e.g., Beal et al., 1997; Kudryavtsev et al., 2005 , and references therein], the spatial variations of the SST alter stratification of the marine atmospheric boundary layer (MABL) and subsequently the surface wind stress. Suppression of wind stress over cold sector of the front results in suppression of both short wind waves and wave breaking. This suppression is well visible in the PD and NP images, as well as in the original VV and VH images. In addition, a number of wave-like patterns associated with the internal waves in the MABL are also seen in the VV, VH, PD, and NP images.
Due to weak wind dependence of the polarization ratio, the impact of the SST front and the atmospheric gravity waves are not seen in the PR image (Figure 12b ). But, there is a noticeable bright line in the PR image that follows the SST frontal line. Possible origin of this bright PR feature can be interpreted as a result of the local enhancement of the NP (wave breaking) radar component ( Figure 12d ). The area of enhanced wave breaking traces the surface current convergence at the edge of the SST front [Kudryavtsev et al., 2012b] .
Similarly located bright feature following the SST frontal line is also clearly manifested in the CP image (Figure 12f) . Comparison of the NP and CP images reveals striking similarity between these fields, in turn suggesting that wave breaking also manifests in the cross-polarized radar signal.
High sensitivity of PD and NP signals to wind speed and relative ''insensitivity'' of PD signal to the surface current suggests that wind variability can be removed from NP signal in order to emphasize the remaining effect of wave breaking interactions with the surface currents. Lets decompose NP into two components, r wb 5r (Figure 5d ). It also depends on the radar look direction relative to the wind direction. However, if the variability of the wind field is not too strong, the wind-driven part of NP may be linearized, r 
is shown in Figure 12e . Applying (9) essentially removes effects of wind variations (including wave-like patterns) from the original NP image (compare Figures 12d and 12e) , thus emphasizing the bright frontal feature associated with the surface currents convergence. As such, the ''refined'' NP field, r C wb , becomes very similar to the PR (see Figures 12b and 12e) . The drop in radar backscatter over the cold sector of the SST front (Figure 1 ) is well captured on the VV, HH, PD, and NP transects in Figure 13 . Since all these quantities are dependent on the air friction velocity at the surface, this drop indicates lower u Ã over the cold water due to the positive change in the atmospheric stratification. The observed drop in the VV NRCS can be compared with an empirical relation suggested by Kozlov et al. [2012] :
where a528:1310 26 and b510 26 are empirical constants, l f 5j 2 g=T K ð ÞÁDh s =fU 10 is the stratification parameter of the SST front, Dh s is the SST drop across the front, U 10 is the wind speed on the warm side of the front, f is the Coriolis parameter, j50:41 and g=T K are the von Karman constant and the atmospheric buoyancy parameter, T K is the air temperature in K. equation (10) Using P % 0:5 and p B % 0:35 ( Figure 5 ), we find r wb =r vv 0B 50:3 and r wb =r hh 0B 50:86. These estimates suggest that background scalar radar backscattering is almost comparable to the Bragg backscattering at HH polarization. In the currents signature (see bright feature in Figure 12b ), PR value increases to P % 0:65 ( Figure  13 ). For this polarization ratio the scalar backscattering is comparable to the VV Bragg backscattering and dominates over the HH Bragg backscattering, r wb =r vv 0B 50:86 and r wb =r hh 0B 52:45. This suggests that wavecurrent interactions result in strong relative redistribution of radar backscattering between the Bragg and wave breaking mechanisms. Assuming that Bragg waves are not changed across the front, these estimates show almost threefold enhancement of wave breaking in the convergence zone.
Both the wind variability and the wave-current interaction contribute to the CP signal. The first contribution is primarily removed in Figure 14 by considering the ratio of the cross-polarized NRCS and the polarization difference (recall that the weak wind dependence of the CP/PD was already noticed in Figure 6 ). The ratio CP/PD emphasizes the presence of the bright signature tracing the surface current convergence along the SST frontal line. It reflects the wave breaking enhancement at edge the SST front, the feature already noticed in the NP image (Figure 12e ). Because PD is almost insensitive to the spatial surface current variations, the CP/PD ratio confirms the strong contribution of breaking and near-breaking events to the CP radar backscattering. This contribution is significant even at moderate winds of 6-7 m/s at which the RADARSAT image on 1 August 2012 was acquired. The CP/PD transect in Figure 14 shows almost a 2.5-fold increase collocated with the SST frontal position. Referring to 2.5-fold excess of the background CP/PD values over the Bragg-model (see Figure 6 ), one may thus translate the 2.5-fold increase of CP/PD in Figure 14 into a 3.5-fold increase of wave breaking contribution to CP, which is consistent with the observed NP enhancement in the surface current convergence zone.
Discussion
The present analysis confirms significant contribution of the nonresonant processes (such as breaking waves) to the sea surface C-band radar backscattering at moderate winds. This conclusion is supported by the original quad-polarization SAR data and their derived decomposition quantities. In particular, this is evidenced by the strong deviations of the PR (see Figure 5a ) and the CP/PD ratio (see Figure 6c ) from the two- scale Bragg model. The present analysis clearly demonstrates strong and coherent response of the NP and the CP signals to the local wave-current interactions. In contrast, the impact of wave-current interactions on the modulation of the PD signal (reflecting the Bragg waves) is much weaker. While the wave breaking contribution is nonnegligible for the background conditions (away from the spatially varying surface currents) it becomes dominant for the radar signal modulation in vicinity of the current features. In the following this is further examined using the radar imaging model (RIM) of Kudryavtsev et al. [2005] .
Impact of Breaking Waves
In accordance with RIM, the contribution of near-breaking and breaking waves to the sea surface copolarized NRCS (NP term, r wb , in equation (1)) is described by
where r 0wb is the NRCS of an ''individual'' breaking zone with fractional area dq, k R is the radar wavenumber, c R is a constant of Oð10 21 Þ defining the shortest breaking wave providing radar returns, dL is the length of the breaking crests in the wavenumber range from k to k1dk, and c q is an empirical constant of order O(1). Breaking crest length is evaluated via its spectral distribution, dL5KðkÞdk. Since dL is also related to the energy dissipation by wave breaking, it can be estimated as [Phillips, 1985] :
where a is the spectral constant, b5c b ðu Ã =cÞ 2 cos ujcos uj is the wind wave growth rate, c b is growth rate parameter, and B is the saturation spectrum. Note that in the gravity equilibrium range the saturation spectrum B ' ab 1=ng (Kudryavtsev et al. [2005, equation (24) ]; n g 55 for short gravity waves) and (13) reads:
The scalar NRCS of an ''individual'' breaking zone, r 0wb , in (12) 
where R is the Fresnel reflection coefficient, h5h 0 1h 0 is the local incidence angle, h 0 is the incidence angle of the radar observations, h 0 5 h wb cos ðu2u R Þ is the local tilt of the breaking zone, h wb is the mean tilt of the breaker, u R is the radar look direction, s 2 wb 50:19 is the mean square slope of breaking zones independent of breaking scales. As mentioned above in the section 2 (see also Figure 5 ), the measured cross-polarized NRCS also significantly differs from the Bragg theory. Quasi-specular reflections from breaking wave patches also cannot contribute to cross-polarized radar backscattering [Elfouhaily et al., 1999; Mouche et al., 2007b] . The crosspolarized backscattering component appears in the second (and higher) order terms in local slope, thus leading to the CP terms depending on the local MSS and/or the local mean squared curvature [Elfouhaily et al., 1999; Voronovich and Zavorotny, 2011] . Accordingly, we assume that the cross-polarized Bragg solution (6) can be used to model the CP NRCS, either for the regular (nonbreaking) surface or the local breaking wave zones. These areas are characterized by very different ''roughness'' as the breaking crests roughness is much more ''energetic.'' Suggesting isotropic breaking crest roughness, the large-scale MSS in the direction out of the radar incidence plane in (6) is half of wave breaking MSS in (15), s 2 n 5s 2 wb =2. Moreover, we anticipate that the curvature spectrum of the short-scale roughness inside a breaking zone is saturated at some high level. In this case the cross-polarized (VH or HV) NRCS for an individual breaking zone is
where c vh is an empirical constant.
Similar to (1), the wave breaking cross-polarized NRCS (16) is combined with the VH NRCS for the regular nonbreaking surface (6) as:
where q5c q Ð k 21 dL is the fraction of the sea surface covered by breaking zones. This is consistent with conclusion reported by Voronovich and Zavorotny [2011] analyzing that the existence of a small fraction of the steep breaking waves can have a major contribution to the cross-polarization even at low winds. At high winds, the impact of breaking waves then fully dominates CP, as found by .
Moreover, wave breakings also serve as an additional source of resonant Bragg waves (in addition to the direct energy gain from wind). Breaking waves provide mechanical disturbances of the sea surface, and thus generate short waves [Kudryavtsev and Johannessen, 2004] . The rate of short wave generation by wave breaking reads [see Kudryavtsev et al., 2005, equation (20) ]:
where k m 5k=10 is the upper wavenumber limit of breaking waves generating short waves at wavenumber k, and c b is a constant.
Effect of Wave-Current Interaction
The transformation of wind waves in a nonuniform medium (varying surface currents and/or wind forcing) leads to spatial roughness variations, and thus forms radar signatures of ocean and atmospheric phenomena. Hereinafter we assume that the surface current as well as other quantities (wave spectrum modulations, etc.) may be expanded into the Fourier series zðx; tÞ5
where zðx; tÞ is an arbitrary quantity,ẑðKÞ is its Fourier amplitude (complex variable), K and X are the wavenumber vector and the frequency. The solution of the linearized equation for the wind wave spectrum modulations by the surface current reads (see RIM for more details)
where Tðk; KÞ5Bðk; KÞ=B 0 ðkÞ is the transfer function for modulations of directional wave saturation spectrum, and r is the dimensionless relaxation parameter 
where l r 5sc g =x is the relaxation scale, s is the dimensionless relaxation time, c g is the wave group velocity, C5X=K is the phase velocity of the surface currents nonuniformities, a j and b j are the direction cosines of the wavenumber vectors (k) of the wind wave and the currents harmonics (K), m ij k 5k j @ln N 0 =@k i is the tensor of the ''wavenumber exponent'' of the wave action spectrum N 0 ,û i;j is the Fourier amplitude of current velocity gradient tensor @u i =@x j , termÎ wb is the Fourier amplitude of I wb (18) which describes impacts of wave breaking modulations on short-wave modulations. Note that for the sake of simplicity, the effect of varying wind forcing is not included in (20). Instead we account for wind variations through B 0 ðkÞ assuming that the waves are in local balance with varying wind field.
For most of cases the relaxation scale for Bragg waves, l r , is much smaller than the surface currents scale, l r K ( 1 (see, e.g., l r in Kudryavtsev et al. [2005, Figure 6] ). Therefore the direct interaction of Bragg waves with the surface currents (the straining mechanism described by the first term in equation (20)) is negligible. Thus the mechanical disturbances of the sea surface by modulated breaking waves (the second term in equation (20)) are considered as the only possible mechanism of the Bragg waves modulation by the surface currents. In this case (20) is simplified as:
For longer waves (with wavelength of the order of a meter and longer) the spectral modulation transfer function (20) can be also represented in the truncated form, which considers the wave-current interactions as the main mechanism of modulations of these longer waves:
The length of the breaking wave crests is a nonlinear function of saturation spectrum: dL / k 21 ðB=aÞ ng11 dk.
The Fourier amplitude of the linear modulation of dL due to spectrum modulations then readŝ dLðk; KÞ5ðn g 11ÞT l ðk; KÞdLðkÞ;
and the Fourier amplitudes of wave breaking contributions to copolarization and cross-polarization NRCS arer 
The main contribution to the integrals in (25) and (26) is provided by the breaking of the equilibrium range waves. Then by using (14), (25), and (26) can be simplified as, 
where it is taken into account that the relaxation parameter approximately reads: s5ðn g bÞ 21 in the equilibrium range. Note that (28) describes the modulations of the directional spectrum. The folded spectrum, which is needed for the NRCS, is the half-sum of the directional spectrum for the two opposite directions. 
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Internal Waves
The model simulations of the radar signatures of the periodic surface current generated by the internal waves (IWs) is carried out invoking the phase velocity of the IWs of C 5 0.5 m/s, and the angle between the wind velocity and the IW propagation direction of 150 .
The modulation transfer function (MTF, the Fourier amplitude of any quantity scaled by the mean value and the dimensionless surface velocity ampliude, u 0 =C) for the wave spectrum at the Bragg wavenumber (28) and the wave breaking NRCS (27) are shown in Figure 15 . Gray line in Figure 15 shows the reference MTF (no wave breaking impact) for the Bragg wave spectrum resulting from the straining mechanism only (the first term in (20)). As expected, this mechanism cannot produce any significant modulations that could be detected by SAR. The effect of wave breaking modulations (described by the second term in (20)) provides higher magnitude of MTF at the Bragg wavenumber. The MTF of the directional spectrum at the Bragg wavenumber has the highest magnitudes in the cross-wind and up-wind directions, but it is rather weak in the down-wind direction. The reason for these azimuth variations is explained by the relative contribution of the wave breaking to the Bragg spectrum. The impact of the wave breaking modulations on the Bragg wave modulations is strong at those directions where generation of short waves by breaking waves dominates. Although the magnitude of the up-wind short wave modulation is strong, its contribution to the radar backscattering MTF (folded spectrum) is weak due to the negligible spectrum level in this direction. The wave breaking NRCS MTF (Figure 15 ) is almost independent of the radar look direction. The MTFs in Figure 15 decrease at longer spatial scale of surface currents and higher wind speed. This behavior results from the decrease of the dimensionless relaxation scale l r K determining the magnitude of the MTF.
Referring to Figure 10 we find that observed IW-induced NP contrast is about 2. Since the NP MTF for the observed IW wavenumber K % 2p=500 rad/m is around 10 (see Figure 15 , upper right), the observed NP contrasts can be induced by the IWs with the dimensionless velocity u 0 =C50:2. This magnitude of nonlinearity is typical for the intensive IWs in this study area [Kozlov et al., 2014] . Multiplying simulated MTF (Figure 16 ) by the IWs nonlinearity of 0.2, the simulated VV, HH, and PD contrasts are about 0.75, 1.0, and 0.6, respectively, in line with observations in Figure 10 .
Coastal Front
There is some uncertainty on how to model the surface currents corresponding to the cold SST front observed in Figure 1 . The cold SSTs are edged by the narrow zone of enhanced breaking waves. We thus anticipate the surface currents convergence in the vicinity of the SST frontal line. Following these observations, we treat the existence of the SST front as a result of a tidal plume transporting cold water into the White Sea through the Gorlo Strait. For the simulations we specify both the SST and the surface currents as step-like functions, with a SST drop of 4 C and a current speed change of 0.7 m/s. In order to better reproduce the observations, we set the cross frontal width of the current front as 500 m, while the width of the SST front as 2 km.
The model simulations of the SAR observations discussed in the section 4.2 are shown in Figure 17 . The curves show the NRCS characteristics along the transect crossing the SST front (Figure 12 ). These simulations were performed at a wind speed of 8 m/s directed along the front for the up-wind radar look direction, while the atmospheric boundary layer stratification is assumed neutral over the warm waters.
The common feature in Figure 17 is a step-like change of each of the quantities over the SST front predominantly caused by the change of the atmospheric stratification, resulting in a decrease of the wind stress and hence the surface roughness in the cold sector of the front. This feature is less pronounced in the PR, which weakly depend on wind speed. The surface current convergence strongly intensifies wave breaking, thus leading to an impulse-like behavior of NP in vicinity of the SST front. The simulated behavior of the CP NRCS over the front (not shown here) is very similar to that of the NP. Simulated impact of the wave breaking enhancement on the Bragg waves in the up-wind direction is rather weak, which is consistent with observations. The strong impact of the surface currents on the NP signal (and insensitivity of polarized Bragg scattering to the currents) leads to an impulse-like behavior of the PR, in agreement with the observations in Figure 13 .
Conclusions
This study exploits and demonstrates the potential of polarized radar measurements for studying the physics of radar imaging of upper ocean dynamics. Two SAR scenes depicting a variety of surface manifestations of internal waves, coastal current and SST front from the White Sea are examined. The SAR data and their analysis support the main idea of the radar imaging model by confirming the highly important role of wave breaking in controlling the surface manifestations of the upper ocean currents.
Following Kudryavtsev et al. [2013] we decompose the quad-polarization SAR measurements into two components. The first one relates to the polarized Bragg-type radar scattering, and the second one takes into account nonpolarized radar return associated with wave breaking.
Analysis of the background properties (averaged over SAR image) of the quad-polarization data confirmed that (i) the polarization ratio (PR, HH/VV) deviates from the two-scale Bragg scattering model and indicates significant contribution of the nonpolarized radar returns (NP) from the near-breaking and breaking waves; (ii) the ratio (CP/PD) of the cross-polarized (CP) NRCS to the polarization difference (PD) also deviates remarkably from the Bragg model, and also indicates a significant contribution of the breaking waves; (iii) the wind dependencies of the PD and the NP signals derived from the local SAR measurements exhibit expected power laws consistent with the global statistics derived from the C-band ENVISAT data by Mouche et al. [2012] .
We found that the IW-induced NP modulations are much higher than the corresponding PD modulations evidencing that wave breaking modulation by IWs governs the radar signature. Due to the small relaxation scale of the Bragg waves, it is further argued that the observed modulations of the Bragg wave spectrum (associated with PD variations) are presumably caused by mechanical disturbances of the sea surface by modulated breaking waves.
The sea surface temperature (SST) front is well visible in all the configuration of the quad-polarization SAR signal, except for the PR. This visibility is explained by changes in winds induced by changes in atmospheric boundary layer stratification. These wind changes are not observed in the PR image because the polarization ratio is weakly wind-dependent.
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SST front is edged by a narrow convergent zone. This zone becomes clearly visible as a bright line-like feature in the PR image, suggesting that its origin corresponds to enhancement of wave breaking intensity. This wave breaking enhancement is also confirmed by the NP radar signal. In contrast, the PD signal is not sensitive to the presence of the current and primarily reacts to winds.
Using the proposed methodology and set of decompositions, one can simply separate the background (wind dependent) properties from the local effects of wave-current interactions. This approach should work well in vicinity of ocean fronts, where variations of the breaking patches dominate the radar return. Once isolated, the local polarized and depolarized components can simply be analyzed.
The NP and PD data can easily be decomposed from the dual copolarized SAR measurements, thus opening a promising opportunity to discriminate surface manifestation of the ocean currents from the variable winds. The NP radar returns are supported by breaking waves which are sensitive to both the surface currents gradients and the wind variability. The latter can be removed using the coherent part of the PD. In this case the remaining part of the NP reflects the ''pure'' response of the wave breaking field to the presence of the surface currents.
As further demonstrated in this paper, such an analysis also unambiguously demonstrates and quantitatively evaluates the relative impact of breakers on cross-polarized signals. Indeed, the CP signal evidently correlates with the NP signal. Future availability of the Sentinel-1 SAR (to become available in the near future) providing both copolarized and cross-polarized measurements can then build on this proposed methodology to separate effects associated with surface currents and wind variability.
Future investigations could also certainly capitalize on the proposed decomposition method to advance the radar scattering models development and to exploit similar decompositions for the Doppler shift Johannessen et al., 2008] . Indeed, the contemporaneous various observations will provide different Doppler shift anomalies. Proper signal decompositions, as suggested in this paper, must then help to more consistently separate the surface current and the wave-induced impacts from the total measured polarized Doppler shifts. The surface current Doppler signals will indeed not be sensitive to polarization state, while Doppler differences are expected for the wave-induced detected motions [e.g., Mouche et al., 2008] . In particular, weaker and different directional sensitivity of cross-polarized signals to Doppler biases (compared to copolarized ones) are expected. Evaluation of different combinations of polarized radar signals may thus possibly help in defining new instrumental configurations (e.g., dual-beam SAR instrument to estimate surface current [Buck et al., 2011] ), as well as to refine the framework for combining remote sensing observations to advance the help better understanding and monitoring of the upper ocean dynamics [Kudryavtsev et al., 2012b; Rascle et al., 2014] .
