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THE DUAL POLYHEDRAL PRODUCT, COCATEGORY AND NILPOTENCE
STEPHEN THERIAULT
Abstract. The notion of a dual polyhedral product is introduced as a generalization of Hovey’s
definition of Lusternik-Schnirelmann cocategory. Properties established from homotopy decompo-
sitions that relate the based loops on a polyhedral product to the based loops on its dual are used
to show that if X is a simply-connected space then the weak cocategory of X equals the homotopy
nilpotency class of ΩX. This answers a fifty year old problem posed by Ganea. The methods are
applied to determine the homotopy nilpotency class of quasi-p-regular exceptional Lie groups and
sporadic p-compact groups.
1. Introduction
This paper establishes strong relationships between three different concepts in topology: polyhe-
dral products, cocategory and homotopy nilpotency. Polyhedral products play a fundamental role
in toric topology and have a growing number of applications to other areas of mathematics, such as
group actions on graphs, intersections of quadrics, and coordinate subspace arrangements. Cocat-
egory is dual to Lusternik-Schnirelmann category; the latter has been heavily studied since it was
introduced in the 1930s, partly because of its connection to counting the critical points of functions
between smooth manifolds. Homotopy nilpotency is the topological analogue of nilpotency in group
theory, and it has powerful implications for homotopy theory, especially in the stable case.
Throughout the paper, assume that all spaces have the homotopy type of path-connected CW -
complexes. It has long been thought that cocategory and homotopy nilpotency are very closely
linked. One problem in establishing a good link is settling on the right definition of cocategory.
Several different definitions exist, each trying to dualize some feature of Lusternik-Schirelmann
category. We use Hovey’s definition, but others include those by Ganea [G1], Hopkins [Hop] and
Murillo-Viruel [MV]. In all cases, a connection is made between the definition of cocategory in
question and homotopy nilpotence. For example, Hovey and Murillo-Viruel show that, in their own
notion of cocategory, if the cocategory of a simply-connected space X is m then iterated Samelson
products of length ≥ m + 1 formed from the homotopy groups of ΩX all vanish. Our main result
is to show that if X is a simply-connected space then the weak cocategory of X (using Hovey’s
definition) is precisely equal to the homotopy nilpotency class of ΩX.
2010 Mathematics Subject Classification. Primary 55M30, 55P15, 55P35.
Key words and phrases. polyhedral product, thin product, cocategory, Whitehead product, homotopy nilpotence.
1
2 STEPHEN THERIAULT
To do this we first generalize the notion of cocategory to dual polyhedral products, and then use
loop space decompositions to compare the based loops on a polyhedral product to the based loops
on its dual. This results in a natural filtration of the based loops on a polyhedral product that
should have many applications beyond those in this paper. A more detailed description is obtained
in the special case of a thin product, which is relevant to cocategory.
The methods developed in the paper are sufficiently powerful to allow for explicit calculations
of the homotopy nilpotency classes of quasi-p-regular exceptional Lie groups and nonmodular p-
compact groups. These cases would have previously been considered as completely unapproachable.
To describe our results more carefully, several definitions are required.
The dual polyhedral product. Let K be a simplicial complex on m vertices. For 1 ≤ i ≤ m, let
(Xi, Ai) be a pair of pointed CW -complexes, where Ai is a pointed subspace of Xi. Let (X,A) =
{(Xi, Ai)}mi=1 be the set of CW -pairs. For each simplex (face) σ ∈ K, let (X,A)σ be the subspace
of
∏m
i=1Xi defined by
(X,A)σ =
m∏
i=1
Yi where Yi =
 Xi if i ∈ σAi if i /∈ σ.
The polyhedral product determined by (X,A) and K is
(X,A)K =
⋃
σ∈K
(X,A)σ ⊆
m∏
i=1
Xi.
For example, suppose each Ai is a point. If K is a disjoint union of m points then (X, ∗)K is
the wedge X1 ∨ · · · ∨ Xm, and if K is the standard (m − 1)-simplex then (X, ∗)K is the product
X1 × · · · ×Xm.
The polyhedral product is therefore a colimit over all the faces of K, ordered by inclusion. There
is another way to describe the polyhedral product as a colimit. Let [m] = {1, . . . ,m} and let
I = {i1, . . . , ik} be a subset of [m]. Let KI be the full subcomplex of K on the vertex set I, that
is, the faces of KI are those faces of K whose vertices are all in I. There is a map of simplicial
complexes KI −→ K including KI into K, and if the subsets of [m] are ordered by inclusion then
there is a system of simplicial maps KI −→ KJ whenever I ⊆ J . These induce maps of polyhedral
products ιI,J : (X,A)
KI −→ (X,A)KJ . Notice that the only possible face of K which is not in
some KI for a proper subset I of [m] is σ = [m]. But in this case K equals the full simplex ∆
m−1,
and the polyhedral product (X,A)K equals X1 × · · · ×Xm. Therefore, if K 6= ∆m−1, then
(X,A)K =
⋃
I([m]
(X,A)KI .
The description of the polyhedral product as a colimit of its full subcomplexes lets us define a
dual notion. Fix a simplicial complex K on the vertex set [m]. Since each (X,A)KI is a pointwise
inclusion into (X,A)K , it is a cofibration but not a fibration so the appropriate dual notion for
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homotopy theory is not an inverse limit but a homotopy inverse limit. Order the subsets of [m] by
reverse inclusion. If I ⊆ J then there does not exist a simplicial map KJ −→ KI . However, there is
a map on the level of polyhedral products. If XI is the product Xi1×· · ·×Xik then, as in [DS, 2.2.3],
the projection XJ −→ XI induces a map of polyhedral products ϕJ,I : (X,A)KJ −→ (X,A)KI with
the property that ϕJ,I ◦ ιI,J is the identity map on (X,A)KI . Assemble {(X,A)KI | I ⊆ [m]} and
{ϕJ,I | I ⊆ J ⊆ [m]} as the vertices and edges of an m-cube in order to take a homotopy inverse
limit.
Definition 1.1. If K 6= ∆m−1 then the dual polyhedral product is
(X,A)KD = holim←−−−−
I([m]
(X,A)KI .
Cocategory. A special case of the dual polyhedral product is the thin product. Let K be the
simplicial complex on the vertex set [m] consisting of m disjoint points. In each pair of spaces
(Xi, Ai), take Ai = ∗. Then for I ⊆ [m] the full subcomplex KI consists of |I| disjoint points, so
(X, ∗)KI =
∨
i∈I
Xi.
If J ⊆ I, the projection KI −→ KJ induces a map of polyhedral products
∨
i∈I Xi −→
∨
j∈J Xj
which sends Xi to itself if i ∈ J or to the basepoint if i /∈ J . Write X for the set of spaces
{X1, · · · , Xm}.
Definition 1.2. The thin product of pointed spaces X1, . . . Xm is the space
Pm(X) = (X, ∗)KD
where K is the simplicial complex consisting of m disjoint points.
The thin product was defined by Hovey [Hov] as a dual to the fat wedge, and he used it to
define a notion of cocategory that is dual to Lusternik-Schnirelmann category. Some properties of
the thin product have been determined by Hovey, Anick [A] in the case when m = 3, and Chorney
and Scherer [CS] in the context of Goodwillie towers. Other properties more directed towards
cocategory have been determined by Sba¨ı [Sb] in the rational case and by Krafi and Mamouni [KM]
in the context of automorphism groups.
In the case when each Xi equals a common space X for 1 ≤ i ≤ m, write Pm(X) for Pm(X). Let
∇ :
m∨
i=1
X −→ X
be the m-fold folding map.
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Definition 1.3. Let X be a pointed space. The cocategory of X is the least m for which there
exists an extension ∨m+1
i=1 X
//
∇

Pm+1(X)
xxr r
r r
r r
X.
In this case, write cocat(X) = m.
For example, when m = 1 then P 2(X) is the homotopy inverse limit of the system X −→ ∗ ←− X.
That is, P 2(X) ' X ×X. So cocat(X) = 1 if and only if X is an H-space.
There is a weaker version of cocategory which will be important. Define the space Fm+1(X) and
the map fm+1(X) by the homotopy fibration
Fm+1(X)
fm+1(X)−−−−−−→
m+1∨
i=1
X −−−−−−→ Pm+1(X).
Definition 1.4. Let X be a pointed space. The weak cocategory of X is the least m for which the
composite
Fm+1(X)
fm+1(X)
// ∨m+1
i=1 X
∇

X
is null homotopic. In this case, write wcocat(X) = m.
Notice that the definitions immediately imply that wcocat(X) ≤ cocat(X).
Homotopy nilpotency. An H-group is a homotopy associative H-space with a homotopy inverse.
Let G be an H-group. The commutator c¯ : G×G −→ G is defined pointwise by c¯(x, y) = xyx−1y−1.
Observe that the restriction of c¯ to the wedge is null homotopic so c¯ extends to a map
c : G ∧G −→ G.
Since ΣG∧G is a retract of Σ(G×G), the homotopy class of c is uniquely determined by that of c¯.
The map c is the Samelson product of the identity map on G with itself. For an integer m ≥ 1, let
G(m+1) be the (m+ 1)-fold smash product of G with itself. Define the iterated Samelson product
cm : G
(m+1) −→ G
by cm = c ◦ (1 ∧ c) ◦ · · · ◦ (1 ∧ · · · 1 ∧ c). Notice that cm has a universal property: any Samelson
product of length m+ 1 on G factors through cm.
Definition 1.5. Let G be an H-group. The homotopy nilpotency class of G is the least m such
that cm is null homotopic but cm−1 is not. In this case, write nil(G) = m.
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For example, nil(G) = 1 if and only if G is homotopy commutative.
Our main theorem identifies weak cocategory and homotopy nilpotency.
Theorem 1.6. Let X be a simply-connected space. Then wcocat(X) = m if and only if nil(ΩX) = m.
The approach to proving Theorem 1.6 is to consider the homotopy fibration Fm(X)
fm(X)−−−−→∨m
i=1Xi −−−−→ Pm(X). We identify the homotopy type of Fm(X) as a certain wedge of suspensions,
and the homotopy class of fm(X) as a wedge sum of Whitehead products. In the case when each Xi
equals a common space X, this lets us play off the definition of weak cocategory, which involves
the map fm(X), with the homotopy nilpotentcy of ΩX by taking the adjoints of the Whitehead
products to obtain Samelson products.
The identifications for Fm(X) and fm(X) are obtained as special cases of much more general
phenomena involving dual polyhedral products. The definition of (X,A)KD as a homotopy inverse
limit implies that there is a map (X,A)K −→ (X,A)KD . Let F[m] be its homotopy fibre. By
comparing the homotopy types of Ω(X,A)K and Ω(X,A)KD , we show that there is a homotopy
equivalence
(1) Ω(X,A)K ' Ω(X,A)KD × ΩF[m]
In a way that can be made precise via certain idempotents, Ω(X,A)KD contains all the information
about Ω(X,A)K that involves only proper subsets of the ingredient pairs (Xi, Ai), while ΩF[m]
captures all of the information about Ω(X,A)K that involves all m pairs (Xi, Ai) simultaneously.
This leads to a filtration of the homotopy theory of Ω(X,A)K obtained from its full subcomplexes.
Theorem 1.7. For any polyhedral product (X,A)K , there is a homotopy equivalence
Ω(X,A)K '
∏
I([m]
ΩFI
where FI is the homotopy fibre of the map (X,A)
KI −→ (X,A)KID .
In the special case when (X,A) is of the form (CX,X), where CX is the reduced cone on X,
more can be said. The polyhedral product (CX,X)K has been well studied. In [BBCG] it is shown
that there is a homotopy equivalence
(2) Σ(CX,X)K '
∨
I /∈K
Σ2(|KI | ∧ X̂I)
where |KI | is the geometric realization of KI , and for I = {i1, . . . , ik}, we have X̂I = Xi1 ∧· · ·∧Xik .
In particular, Σ(CX,X)K is a wedge of suspensions of iterated smashes of the spaces Xi.
A great deal of work has been done in [BG, GT2, GT3, IK1, IK2] to determine for which simplicial
complexes the decomposition (2) desuspends. In [IK2] the notion of a totally homology fillable
simplicial complex was introduced, which includes the more well known families of shifted, shellable
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and sequentially Cohen-Macaulay complexes. It was shown that if K is totally homology fillable
then there is a homotopy equivalence
(3) (CX,X)K '
∨
I /∈K
Σ(|KI | ∧ X̂I)
and Σ|KI | is homotopy equivalent to a wedge of spheres. Consequently, (CX,X)K is homotopy
equivalent to a wedge of suspensions of iterated smashes of the spaces Xi.
When K is totally homology fillable we show that the spaces FI in Theorem 1.7 are also homotopy
equivalent to wedges of suspensions of iterated smashes of the Xi’s. Further, in the special case of
the thin product, the spaces F[m] and F
m(X) are homotopy equivalent, and the map Fm(X)
fm(X)−−−−→∨m
i=1Xi is a wedge sum of iterated Whitehead products.
This paper is organized as follows. In Part I we give homotopy decompositions of Ω(X,A)K
and Ω(X,A)KD via certain idempotents. Section 2 establishes the basic decomposition in terms of
certain telescopes and Section 3 identifies the telescopes as certain loop spaces. Section 4 refines the
decomposition in the case of Ω(CX,X)K and Ω(CX,X)KD when K is totally homology fillable by
showing that the factors are the based loops on certain wedges of suspensions. In Section 5 these
results are then transferred to give analogous decompositions in the case of Ω(X, ∗)K and Ω(X, ∗)K
for the same complexes K.
In Part II the role of Whitehead products is investigated. This starts with fundamental results
which seem to have no proofs in the literature. in Section 6 we show that Porter’s decomposition
of the homotopy fibre of the inclusion of a wedge into a product can be altered by a homotopy
equivalence so that the maps from the fibre into the total space are described by Whitehead products.
In Section 7 an anlagous result is shown for the homotopy fibre of the pinch map from a wedge onto
one summand, and in Section 8 finer versions are proved in the case when each space in the wedge
is a suspension. Finally, in Section 9 all this is applied to give a homotopy decomposition of the
homotopy fibre of the map from the wedge into the thin product, and to identify the maps from the
fibre to the wedge as certain Whitehead products.
In Part III the results from Parts I and II are used to prove Theorem 1.6 in Section 10. To
explicitly calculate the homotopy nilpotency classes, a special class of H-spaces called retractile
H-spaces is discussed in Section 11, and a criterion for applying Theorem 1.6 to retractile H-spaces
is proved in Section 12. Examples are then given in Section 13.
Part 1. Homotopy decompositions of Ω(X,A)K and Ω(X,A)KD .
2. Decompositions via idempotents
The focus for the most part is on Ω(X,A)K , with the decomposition for Ω(X,A)KD being a
consequence. The decomposition will be constructed by using a family of commuting idempotents.
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The idempotents will be defined on (X,A)K but in order to take a product of their telescopes a
multiplication is needed, which is why loop spaces are taken. We begin with some general information
about decompositions of H-groups using idempotents.
In general, let G be a path-connected H-group. Suppose that for 1 ≤ j ≤ k there is a family
of maps ej : G −→ G such that: (i) each ej is an idempotent, (ii) ei ◦ ej ' ∗ if i 6= j, and
(iii) 1 ' e1 + · · · + ek, where 1 is the identity map on G and the addition refers to the group
structure on [G,G] induced by the multiplication on G. The family {ej}kj=1 is called a set of
mutually orthogonal idempotents. Let T (ej) be the telescope of ej , that is, T (ej) = hocolim−−−−−→ejX, and
let G −→ T (ej) be the map to the telescope. Observe that H∗(T (ej)) ∼= Im (ej)∗. Since ei ◦ ej ' ∗
for i 6= j we may form the direct sum ⊕kj=1H∗(T (ej)), and since 1 ' e1 + · · · + ek we obtain an
isomorphism of modules
H∗(G) ∼= ⊕kj=1H∗(T (ej)).
The product of the telescope maps
G −→
k∏
j=1
T (ej)
therefore induces an isomorphism in homology and so is a homotopy equivalence by Whitehead’s
Theorem. This is recorded for later use.
Lemma 2.1. Let G be a path-connected H-group and suppose that {ej}kj=1 is a family of mutually
orthogonal idempotents on G. Then there is a homotopy equivalence G −→∏kj=1 T (ej). 
Next, suppose that for 1 ≤ j ≤ m there is a family of commuting idempotents ej : G −→ G.
Observe that each pair (ej , 1 − ej) is mutually orthogonal, and the larger family of idempotents
{ej , 1 − ej}mj=1 all commute. Let J be the collection of 2m sequences (a1, . . . , am), where each
aj ∈ {0, 1}. For (a1, . . . , am) ∈ J , define
f(a1,...,am) : X −→ X
by the composite
f(a1,...,am) = fa1 ◦ . . . ◦ fam where faj =
 ej if aj = 01− ej if aj = 1.
We record three properties of the maps f(a1, . . . , am). First, since the idempotents {ej , 1 − ej}mj=1
commute, each map f(a1,...,am) is also an idempotent. Second, if f(a
′
1, . . . , a
′
m) is another such
idempotent distinct from f(a1, . . . , am), then at least one 1 ≤ j ≤ m satisfies a′j 6= aj , for otherwise
the two maps agree on every aj and so are identical. Therefore the j
th term in the composite
for f(a1, . . . , am) is ej and that for f(a
′
1, . . . , a
′
m) is 1 − ej , or vice-versa. But as ej ◦ (1 − ej)
is null homotopic and the idempotents commute, we obtain f(a1, . . . , am) ◦ f(a′1, . . . , a′m) ' ∗.
Third, since 1 = ej + (1 − ej) for each j, we obtain 1 = (e1 + (1 − e1)) ◦ · · · ◦ (em + (1 − em)).
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Expanding gives 1 = Σ(a1,...,am)∈J f(a1,...,am). The three properties together imply that the collection
of idempotents {f(a1,...,am)}(a1,...,am)∈J is mutually orthogonal. Therefore, if T (a1, . . . , am) is the
telescope of f(a1,...,am) then Lemma 2.1 implies the following.
Lemma 2.2. Let G be a path-connected H-group and suppose that {ej}mj=1 is a family of commuting
idempotents on G. Then there is a homotopy equivalence G −→∏(a1,...,am)∈J T (a1, . . . , am). 
We wish to construct a family of commuting idempotents on (X,A)K . Recall from the Intro-
duction that if I = (i1, . . . , ik) ⊆ [m] then KI is a full subcomplex of K and there is a map of
simplicial complexes KI −→ K but not a map K −→ KI . However, the situation improves on the
level of polyhedral products. Let XI = Xi1 × · · · × Xik , let XI −→ Xm be the map defined by
sending the jth-factor of XI to the (ij)
th-factor of Xm, and let Xm −→ XI be the projection. The
inclusion of KI into K induces a map ιI : (X,A)
KI −→ (X,A)K . The following lemma appears
in [DS] and is an immediate consequence of the definition of the polyhedral product as union of
coordinate subspaces of Xm = X1 × · · · ×Xm.
Lemma 2.3. Let KI be a full subcomplex of K. The following hold:
(a) the inclusion XI −→ Xm induces a map of polyhedral products (X,A)KI −→
(X,A)K which equals ιI ;
(b) the projection Xm −→ XI induces a map of polyhedral products ϕI : (X,A)K −→
(X,A)KI ;
(c) the composite (X,A)KI
ιI−→ (X,A)K ϕI−→ (X,A)KI is the identity map.

For 1 ≤ j ≤ m, let Ij = [m]\{j}. By Lemma 2.3 there is a composite of polyhedral products
ej : (X,A)
K
ϕIj−→ (X,A)KIj ιIj−→ (X,A)K .
Lemma 2.4. The following hold:
(a) for 1 ≤ j ≤ m the map ej is an idempotent;
(b) for any 1 ≤ j, k ≤ m we have ej ◦ ek = ek ◦ ej.
Proof. Part (a) follows immediately from the definition of ej and Lemma 2.3 (c). For part (b),
if j = k then the statement is a tautology. Suppose that j 6= k. Let Ij,k = [m]\{j, k}. Observe
that the composites of projection and inclusion maps Xm −→ XIj −→ Xm −→ XIk −→ Xm
and Xm −→ XIk −→ Xm −→ XIj −→ Xm both equal the composite Xm −→ XIj,k −→ Xm.
Therefore, as in Lemma 2.3, ej ◦ ek = ek ◦ ej . 
By Lemma 2.4 the maps {ej}mj=1 are commuting idempotents on (X,A)K . However, this space
is not an H-space in general so we must loop to obtain one. Since the loop map of an idempotent is
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an idempotent, {Ωej}mj=1 are commuting idempotents on Ω(X,A)K . For (a1, . . . , am) ∈ J , define
f(a1,...,am) : Ω(X,A)
K −→ Ω(X,A)K
by the composite
f(a1,...,am) = fa1 ◦ . . . ◦ fam where faj =
 Ωej if aj = 01− Ωej if aj = 1.
Then each faj is an idempotent and as {Ωej}mj=1 commute, the composite f(a1,...,am) is also an
idempotent. Let
T (a1, . . . , am) = hocolim−−−−−→f(a1,...,am)Ω(X,A)
K .
Lemma 2.2 implies the following.
Proposition 2.5. Assume that (X,A)K is simply-connected. Then there is a homotopy equivalence
Ω(X,A)K '
∏
(a1,...,am)∈J
T (a1, . . . , am).

We wish to relate the factors T (a1, . . . , am) in the decomposition of Ω(X,A)
K in Proposition 2.5
to the factors that appear in the corresponding decomposition for Ω(X,A)KI .
Lemma 2.6. If j /∈ I then there is a commutative diagram
(X,A)K
ej
//
ϕI

(X,A)K
ϕI

(X,A)KI (X,A)KI .
Proof. Recall that Ij = [m]\{j}. Since j /∈ I, KI is a full subcomplex of KIj . So the projection
Xm −→ XI is the same as the composite Xm −→ XIj −→ Xm −→ XI . As in Lemma 2.3,
the induced maps of polyhedral products (X,A)K −→ (X,A)KI and (X,A)K −→ (X,A)KIj −→
(X,A)K −→ (X,A)KI are the same. The lemma now follows. 
Let T (ej) be the telescope of ej . Taking telescopes of the horizontal maps in Lemma 2.6 imme-
diately implies the following.
Corollary 2.7. If j /∈ I then there is a commutative diagram
(X,A)K //
ϕI

T (ej)

(X,A)KI (X,A)KI

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Now consider the map f(a1,...,am) = fa1 ◦ · · · ◦ fam where faj is either Ωej or 1 − Ωej . Suppose
that j /∈ I. If aj = 0 then faj = Ωej . By Lemma 2.6, ΩϕI ◦ Ωej = ΩϕI . So as the idempotents
{Ωej | 1 ≤ j ≤ m} commute, we obtain
ΩϕI ◦ fa1 ◦ · · · faj−1 ◦ Ωej ◦ faj+1 ◦ · · · ◦ fam = ΩϕI ◦ fa1 ◦ · · · faj−1 ◦ faj+1 ◦ · · · ◦ fam .
If aj = 1 then faj = 1 − Ωej . By Corollary 2.7, ΩϕI ◦ (1 − Ωej) ' ∗. So as the idempotents
{Ωej | 1 ≤ j ≤ m} commute, we obtain
ΩϕI ◦ fa1 ◦ · · · faj−1 ◦ (1− Ωej) ◦ faj+1 ◦ · · · ◦ fam ' ∗.
Doing this for every j /∈ I gives the following.
Lemma 2.8. Let I = {i1, . . . , ik} ⊆ [m]. The following hold:
(a) if aj = 0 for every j /∈ I then ΩϕI ◦ fa1 ◦ · · · ◦ fam ' ΩϕI ◦ fai1 ◦ · · · ◦ faik ;
(b) if aj = 1 for some j /∈ I then ΩϕI ◦ fa1 ◦ · · · ◦ fam ' ∗.

Let JI be the index set for the 2|I| idempotents f(ai1 ,...,aik ) used to decompose Ω(X,A)KI in
Theorem 2.5. Notice that by Lemma 2.8 (a), f(ai1 ,...,aik ) corresponds precisely to the idempotent
f(a1,...,am) on Ω(X,A)
K where every j /∈ I has aj = 0. Let T (ai1 , . . . , aik) be the telescope of
f(ai1 ,...,aik ). Then Lemma 2.8 implies the following.
Lemma 2.9. Let I = {i1, . . . , ik} ⊆ [m]. The following hold:
(a) if aj = 0 for every j /∈ I then there is a commutative diagram
Ω(X,A)K //
ΩϕI

T (a1, . . . , am)
'

Ω(X,A)KI // T (ai1 , . . . , aik);
(b) if aj = 1 for some j /∈ I then the composite T (a1, . . . , am) ↪→ Ω(X,A)K ΩϕI−→
Ω(X,A)KI is null homotopic.

From Lemma 2.9 we obtain compatibility for the decompositions of Ω(X,A)K and Ω(X,A)KI .
Proposition 2.10. Let I ⊆ [m]. There is a homotopy commutative diagram
Ω(X,A)K
' //
ΩϕI

∏
(a1,...,am)∈J T (a1, . . . , am)
piI

Ω(X,A)KI
' //
∏
(ai1 ,...,aik )∈JI T (ai1 , . . . , aik)
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where piI projects away from factors with aj = 1 for some j /∈ I and identifies T (a1, . . . , am) with
T (ai1 , . . . , aik) for factors with aj = 0 for all j /∈ I. 
Next, we bring in the dual polyhedral product. By definition,
(X,A)KD = holim←−−−−
I([m]
(X,A)KI
where the homotopy inverse limit is taken over the maps of polyhedral products (X,A)KJ −→
(X,A)KI induced by the projection XJ −→ XI when I ⊆ J . Looping, we obtain
Ω(X,A)KD = holim←−−−−
I([m]
Ω(X,A)KI .
On the other hand, by Proposition 2.10 the decompositions of the spaces Ω(X,A)KI in Theorem 2.5
are compatible with the maps Ω(X,A)KI −→ Ω(X,A)KJ and induce projections onto factors.
Therefore holim←−−−−
I([m]
Ω(X,A)KI is precisely the product of all possible distinct factors that appear in the
decompositions of Ω(X,A)KI for any I ( [m]. Put another way, the only factors of Ω(X,A)K which
are not also factors of Ω(X,A)KD are those that project trivially under every map piI for all I ( [m].
There is only one such factor, T (1, . . . , 1), so we obtain the following.
Proposition 2.11. There is a homotopy commutative diagram
Ω(X,A)K
' //
Ωϕ

∏
(a1,...,am)∈J T (a1, . . . , am)
pi

Ω(X,A)KD
' //
∏
(a1,...,am)∈J\(1,...,1) T (a1, . . . , am)
where pi is the projection. 
Since every factor of Ω(X,A)KD is also a factor of Ω(X,A)
K and the only additional factor of
Ω(X,A)K is T (1, . . . , 1), Proposition 2.11 immediately implies the following.
Theorem 2.12. Assume that (X,A)K is simply-connected. The map Ω(X,A)K
Ωϕ−→ Ω(X,A)KD has
a right homotopy inverse and there is a homotopy equivalence
Ω(X,A)K ' Ω(X,A)KD × T (1, . . . , 1).

3. Further properties of the decompositions
Next, we show that each of the factors T (a1, . . . , am) in the decompositions for Ω(X,A)
K and
Ω(X,A)KD is a loop space. Define the space F[m] be the homotopy fibration
F[m] −→ (X,A)K ϕ−→ (X,A)KD .
Lemma 3.1. There is a homotopy equivalence T (1, . . . , 1) ' ΩF[m].
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Proof. By Theorem 2.12, Ωϕ has a right homotopy inverse. Thus, from the homotopy fibration
defining F[m], we obtain a homotopy equivalence Ω(X,A)
K ' Ω(X,A)KD × ΩF[m]. Comparing this
to the homotopy decomposition in Theorem 2.12 we obtain T (1, . . . , 1) ' ΩF[m]. 
Fix a sequence (a1, . . . , am) ∈ J . Let {ai1 , . . . , aik} consist of all the elements in the sequence
which are 1 and let {aj1 , . . . , aj`} consist of all the elements in the sequence which are 0. Let
I = {i1, . . . , ik} and J = {j1, . . . , j`}. Note that k + ` = m and I ∩ J = ∅.
By Lemma 2.9 (a) there is a homotopy equivalence T (a1, . . . , am) ' T (ai1 , . . . , aik), where
T (ai1 , . . . , aik) is the telescope of the idempotent fai1 ◦ · · · ◦ faik = (1 − Ωei1) ◦ · · · ◦ (1 − Ωeik)
on Ω(X,A)KI . Note that each ait equals 1 for 1 ≤ t ≤ k, so applying Lemma 3.1 to the case
of Ω(X,A)KI immediately implies the following.
Lemma 3.2. There is a homotopy equivalence
T (a1, . . . , am) ' ΩFI
where I = {i1, . . . , ik} consists of those indices in [m] for which ait = 1 and FI is the homotopy fibre
of the map (X,A)KI −→ (X,A)KID . 
Consequently, the decompositions of Ω(X,A)K in Theorem 2.5 and of Ω(X,A)KD in Theorem 2.11
can be rewritten as follows.
Theorem 3.3. There is a homotopy commutative diagram
Ω(X,A)K
' //
Ωϕ

∏
I⊆[m] ΩFI
pi

Ω(X,A)KD
' //
∏
I([m] ΩFI .
where pi is the projection. 
Remark 3.4. It is tempting to suspect that the homotopy decompositions in Theorem 3.3 deloop,
that is, that there are homotopy equivalences (X,A)K '∏I⊆[m] FI and (X,A)KD '∏I([m] FI . But
(X,A)K and (X,A)KD are not H-spaces so any hope of delooping the homotopy equivalences would
come from the homotopy fibrations FI −→ (X,A)KI ϕ−→ (X,A)KID having a splitting of the form
(X,A)KI −→ FI . But this does not happen even in the simplest cases. For example, let K be two
disjoint points. By the definition of the polyhedral product, (X,A)K = (X1 × A2) ∪ (A1 × X2).
The proper full subcomplexes of K = {1}∐{2} are {1}, {2} and ∅. The corresponding polyhedral
products are X1, X2 and ∗. Therefore, (X,A)KD is the homotopy inverse limit of the diagram
X1 −→ ∗ ←− X2, which is X1 × X2. This implies that space F[2] is the homotopy fibre of the
inclusion (X1 ×A1) ∪ (A1 ×X2) −→ X1 ×X2. Specializing to A1 = A2 = ∗, this fibre is homotopy
equivalent to that of the inclusion X1 ∨X2 −→ X1 ×X2, which by the Hilton-Milnor Theorem, is
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ΩX1 ∗ ΩX2. The only case when the map ΩX1 ∗ ΩX2 −→ X1 ∨X2 has a left homotopy inverse is
when at least one of X1 or X2 is trivial.
4. Further refinement in the case of (CX,X)K
Recall from the Introduction that if the simplicial complex K is totally homology fillable (a
property that includes shifted, shellable and sequentially Cohen-Macaulay complexes) then there is
a homotopy equivalence
(CX,X)K '
∨
I /∈K
Σ|KI | ∧ X̂I
and Σ|KI | is homotopy equivalent to a wedge of spheres. Thus (CX,X)K is homotopy equivalent
to a wedge sum of spaces of the form ΣtXi1 ∧ · · · ∧Xik for various t ≥ 1 and 1 ≤ i1 < · · · < ik ≤ m.
In this section we show that for this class of polyhedral products the spaces FI that appear in the
decompositions of Ω(X,A)K and Ω(X,A)KD can be more explicitly identified.
To prepare, we require two general lemmas. For spaces B and C the right half-smash of B and C
is the quotient space BoC = (B×C)/ ∼ where (∗, c) ∼ ∗. It is well-known that if B is a co-H-space
then there is a homotopy equivalence B o C ' B ∨ (B ∧ C). The following lemma is well known
and follows easily from the methods in [G2] (a more detailed statement and its proof appear later
in Theorem 7.1).
Lemma 4.1. Let B be a path-connected pointed space and C a simply-connected, pointed space. Let
B ∨ C −→ C be the pinch map. Then there is a homotopy fibration
B o ΩC f−→ B ∨ C −→ C.
This homotopy fibration is natural for maps B −→ B′ and C −→ C ′ 
In [J] it is shown that if Y is a pointed, path-connected space then there is a homotopy equivalence
ΣΩΣY '
∞∨
n=1
ΣY (n).
An immediate consequence is the following.
Lemma 4.2. Let X and Y be a pointed, path-connected spaces. Then there is a homotopy equivalence
ΣX ∧ ΩΣY '
∞∨
n=1
(ΣX ∧ Y (n))
which is natural for maps X −→ X ′ and Y −→ Y ′. 
We now give a construction that will identify the homotopy type of the space F[m] in the case of
a polyhedral product (CX,X)K wheere K is totally homology fillable. Recall that, for 1 ≤ j ≤ m,
Ij = [m]\{j} and ej is the idempotent
ej : (CX,X)
K −→ (CX,X)KIj −→ (CX,X)K
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induced by projecting (CX)m to (CX)Ij and then including back into (CX)m. First consider e1.
Since (CX,X)K is homotopy equivalent to a wedge of spaces of the form ΣtXi1∧· · ·∧Xik for various
t ≥ 1 and 1 ≤ i1 < · · · < ik ≤ m, we can write
(CX,X)K ' ΣB1 ∨ ΣC1
where each wedge summand of B1 has X1 as a smash factor and each wedge summand of C1 does
not have X1 as a smash factor.
Lemma 4.3. The following hold:
(a) the restriction of e1 to ΣB1 is null homotopic;
(b) the restriction of e1 to ΣC1 is the inclusion of ΣC1 into (CX,X)
K ;
(c) part (a) implies that there is a homotopy commutative diagram
ΣB1 ∨ ΣC1
q1 //
'

ΣC1

(CX,X)K // (CX,X)KI1
where q1 is the pinch map.
Proof. The wedge decomposition of (CX,X)K is natural with respect to maps of simplicial com-
plexes. Applying this to the composite e1 : (CX,X)
K −→ (CX,X)KI1 −→ (CX,X)K , the fact that
I1 = {2, . . . ,m} implies that any wedge summand of (CX,X)K involving X1 is mapped trivially to
(CX,X)K1 while any wedge summand not involving X1 is mapped identically to itself by e1. This
proves parts (a) and (b). Part (c) follows immediately from part (a). 
Define the space G1 and the map g1 by the homotopy fibration
G1
g1−→ ΣB1 ∨ ΣC1 q1−→ ΣC1.
By Lemmas 4.1 and 4.2 there are natural homotopy equivalences
(4) G1 ' ΣB1 o ΩΣC1 ' ΣB1 ∨ (ΣB1 ∧ ΩΣC1) ' ΣB1 ∨
( ∞∨
n=1
(ΣB1 ∧ (C1)(n))
)
.
Observe that, by definition, each wedge summand in B1 is a smash product with X1 as a factor,
so every wedge summand of B1 ∧ (C1)(n) is also a smash product with X1 as a factor. Therefore,
every wedge summand of G1 is the suspension of a smash product that has X1 as a factor. We now
separate out those wedge summands that also have X2 as a factor. As the wedge summands are all
suspensions, we can write
G1 = ΣB2 ∨ ΣC2
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where each wedge summand of B2 is a smash product with X1 and X2 as factors and each wedge
summand of C2 is a smash product with X1 as a factor but not X2. Let ψ1 be the composite
ψ1 : G1
g1−→ ΣB1 ∨ ΣC1 '−→ (CX,X)K .
Lemma 4.4. For the composite G1 = ΣB2∨ΣC2 ψ1−→ (CX,X)K e2−→ (CX,X)K the following hold:
(a) the restriction of e2 ◦ ψ1 to ΣB2 is null homotopic;
(b) the restriction of e2 ◦ ψ1 to ΣC2 is homotopic to the restriction of ψ1 to ΣC1;
(c) part (a) implies that there is a homotopy commutative diagram
ΣB2 ∨ ΣC2
q2 //
'

ΣC2

G1
ψ1

(CX,X)K // (CX,X)KI2
where q2 is the pinch map.
Proof. The proofs of parts (a) and (b) start by reorganizing the data in order to apply the naturality
of Lemma 4.1. First consider (CX,X)K ' ΣB1∨ΣC1. As all the wedge summands of ΣB1 and ΣC1
are suspensions, we may write ΣB1 = ΣB1,1 ∨ ΣB1,2 and ΣC1 = ΣC1,1 ∨ ΣC1,2 where ΣB1,1
(ΣC1,1 respectively) consists of those wedge summands of ΣB1 (ΣC1) having X1 as a smash factor
but not X2, and ΣB1,2 (ΣC1,2) consists of those wedge summands of ΣB1 (ΣC1) having both X1
and X2 as smash factors. The pinch map ΣB1∨ΣC1 q1−→ ΣC1 can then be rewritten as a pinch map
ΣB1,1 ∨ ΣB1,2 ∨ ΣC1,1 ∨ ΣC1,2 −→ ΣC1,1 ∨ ΣC1,2.
Let ΣB′2 = ΣB1,2 ∨ ΣC1,2 and let ΣC ′2 = ΣB1,1 ∨ ΣC1,1. Notice that (CX,X)K ' ΣB′2 ∨ ΣC ′2
where ΣB′2 consists of all wedge summands in (CX,X)
K which are smash products with X2 as
a factor and ΣC ′2 consists of all wedge summands in (CX,X)
K which are smash products not
having X2 as a factor. As in Lemma 4.3, the restriction of e2 to ΣB
′
2 is null homotopic and the
restriction to ΣC ′2 is the inclusion of ΣC
′
2 into (CX,X)
K . Therefore the composite ΣB′2 ∨ΣC ′2 '−→
(CX,X)K −→ (CX,X)KI2 factors through the pinch map q′2 : ΣB′2 ∨ ΣC ′2 −→ ΣC ′2. Reordering
the wedge summands, q′2 can be regarded as the wedge sum ΣB1,1 ∨ ΣB1,2 ∨ ΣC1,1 ∨ ΣC1,2 qB∨qC−−−−→
ΣB1,1 ∨ ΣC1,1 of the pinch maps qB : ΣB1 = ΣB1,1 ∨ ΣB1,2 −→ ΣB1,1 and qC : ΣC1 = ΣC1,1 ∨
ΣC1,2 −→ ΣC1,1.
Putting q1 and q
′
2 together, by the naturality of Lemma 4.1 there is a homotopy fibration diagram
ΣB1 o ΩΣC1 //
qBoΩqC

ΣB1,1 ∨ ΣB1,2 ∨ ΣC1,1 ∨ ΣC1,2
q1 //
qB∨qC

ΣC1,1 ∨ ΣC1,2
qC

ΣB1,1 o ΩΣC1,1 // ΣB1,1 ∨ ΣC1,1
q
// ΣC1,1
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where q is the pinch map. Putting the left square together with the factorization of e2 through q
′
2
gives a homotopy commutative diagram
ΣB1 o ΩΣC1 //
qBoΩqC

ΣB1,1 ∨ ΣB1,2 ∨ ΣC1,1 ∨ ΣC1,2
qB∨qC

ΣB′2 ∨ ΣC ′2
' //
q′2

(CX,X)K

ΣB1,1 o ΩΣC1,1 // ΣB1,1 ∨ ΣC1,1 ΣC ′2 // (CX,X)KI2 .
Notice that G1 ' ΣB1 o ΩΣC1 and the top row is homotopic to ψ1.
The maps qB and qC pinch out any wedge summands of ΣB1 and ΣC1 respectively that have X2
as a smash factor. As qB and qC are suspensions, the naturality of the wedge decomposition (4) of
G1 ' ΣB1 o ΩΣC1 implies that qB o ΩqC pinches out any wedge summand of G1 having both X1
and X2 as factors, and sends any wedge summand having X1 as a smash factor but not X2 identically
to itself in ΣB1,1 o ΩΣC1,1. That is, qB o ΩqC is the same as the map G1 = ΣB2 ∨ ΣC2 q2−→ ΣC2.
Therefore, the homotopy commutativity of the previous diagram implies that the restriction of e2◦ψ1
to ΣB2 is null homotopic and the restriction to ΣC2 is the restriction of ψ1. This proves parts (a)
and (b). Part (c) follows immediately from part (a). 
Now proceed as before by taking the homotopy fibre of the pinch map G1 = ΣB2∨ΣC2 q2−→ ΣC2.
Iterating, for 1 ≤ j < m we obtain homotopy fibrations
Gj+1
gj+1−→ Gj ' ΣBj ∨ ΣCj qj−→ ΣCj
where qj is the pinch map; every wedge summand of Bj is a smash product with X1, . . . , Xj as
factors; every wedge summand of Cj is a smash product with X1, . . . , Xj−1 as factors but not Xj ;
and there are natural homotopy equivalences
Gj+1 ' ΣBj o ΩΣCj ' ΣBj ∨ (ΣBj ∧ ΩΣCj) ' ΣBj ∨
( ∞∨
n=1
(ΣBj ∧ (Cj)(n))
)
.
Further, if ψj is the composite
ψj : Gj
gj−→ Gj−1 ψj−1−→ (CX,X)K
then arguing as in Lemma 4.4 the following hold.
Lemma 4.5. For the composite Gj = ΣBj ∨ΣCj ψj−→ (CX,X)K ej−→ (CX,X)K the following hold:
(a) the restriction of ej ◦ ψj to ΣBj is null homotopic;
(b) the restriction of ej ◦ ψj to ΣCj is homotopic to the restriction of ψj to ΣCj;
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(c) part (a) implies that there is a homotopy commutative diagram
ΣBj ∨ ΣCj
qj
//
'

ΣCj

Gj
ψj

(CX,X)K // (CX,X)KIj
where qj is the pinch map.

For 1 ≤ j ≤ m, let θj be the composite
θj : ΣCj ↪→ ΣBj ∨ ΣCj = Gj ψj−→ (CX,X)K
and let θ be the product of the maps Ωθj :
θ :
m∏
j=1
ΩΣCj −→ Ω(CX,X)K .
Let θ · ψm be the composite
θ · ψm : (
m∏
j=1
ΩΣCj)× ΩGm θ×ψm−−−−→ Ω(CX,X)K × Ω(CX,X)K µ−−−−→ Ω(CX,X)K
where µ is the loop multiplication.
Lemma 4.6. Suppose that K is totally homology fillable. Then the map (
∏m
j=1 ΩΣCj)×ΩGm
θ·ψm−−−−→
Ω(CX,X)K is a homotopy equivalence.
Proof. In general, the homotopy fibration B o ΩC −→ B ∨ C −→ C in Lemma 4.1 has a section
C −→ B ∨ C given by the inclusion of the wedge summand. Therefore, after looping, there is
a homotopy equivalence ΩC × (ΩB o ΩC) '−→ Ω(B ∨ C). In our case, for 1 ≤ j < m, from
the homotopy fibration Gj+1
gj+1−→ Gj = ΣBj ∨ ΣCj qj−→ ΣCj we obtain a homotopy equivalence
ΩΣCj × ΩGj+1 '−→ ΩGj . Iteratively substituting the homotopy equivalence for ΩGj+1 into that
for ΩGj , we obtain a homotopy equivalence (
∏m
j=1 ΩΣCj)×ΩGm '−→ Ω(CX,X)K . Notice that the
restriction of this homotopy equivalence to ΩΣCj is the definition of Ωθj and the restriction to ΩGm
is Ωψm. Thus the equivalence is θ · Ωψm. 
Theorem 3.3 and Lemma 4.6 give different homotopy equivalences for Ω(CX,X)K . We wish to
compare them.
Lemma 4.7. The composite Gm
ψm−→ (CX,X)K ϕ−→ (CX,X)KD is null homotopic.
18 STEPHEN THERIAULT
Proof. Fix an integer j for 1 ≤ j < m. Consider the homotopy fibration Gj+1 gj+1−→ Gj qj−→ ΣCj . By
Lemma 4.5 (c), the composite γj : Gj
ψj−→ (CX,X)K −→ (CX,X)KIj factors through qj . There-
fore γj ◦ gj+1 is null homotopic. By definition, ψj+1 = ψj ◦ gj+1, so the composite Gj+1 ψj+1−→
(CX,X)K −→ (CX,X)KIj is null homotopic. The recursive definition of ψm implies that it factors
through ψj so the composite Gm
ψm−→ (CX,X)K −→ (CX,X)KIj is null homotopic. This holds for
all 1 ≤ j ≤ m, so ψm composes trivially into (CX,X)KIj for all j. But this implies that ψm composes
trivially to (CX,X)KI for every proper subset I of [m] because the projection (CX)m −→ (CX)I
has to factor through some (CX)It . Looping, Ωψm composes trivially to Ω(CX,X)
KI for any
I ( [m]. But by Proposition 2.11, Ω(CX,X)KD decomposes as a product, each factor of which
is a factor of Ω(CX,X)KI for some I, and this decomposition is compatible with Ωϕ. Thus the
composite ΩGm
Ωψm−→ Ω(CX,X)K Ωϕ−→ Ω(CX,X)KD is null homotopic.
To deloop this, observe that as Gm is a suspension there is a map Gm −→ ΣΩGm which is a right
homotopy inverse of the evaluation map ev : ΣΩGm −→ Gm. The naturality of the evaluation map
implies that there is a homotopy commutative diagram
Gm //
FF
FF
FF
FF
F
ΣΩGm
ΣΩψm //
ev

ΣΩ(CX,X)K
ΣΩϕ
//
ev

ΣΩ(CX,X)KD
ev

Gm
ψm // (CX,X)K
ϕ
// (CX,X)KD .
The null homotopy for Ωϕ ◦ Ωψm therefore implies that ϕ ◦ ψm is also null homotopic. 
Recall that there is a homotopy fibration F[m] −→ (CX,X)K ϕ−→ (CX,X)KD .
Corollary 4.8. There is a lift
Gm
ψm

λ
yyt
t
t
t
t
F[m] // (CX,X)K
ϕ
// (CX,X)KD
for some map λ. Further, Ωλ has a left homotopy inverse.
Proof. The existence of the lift follows immediately from Lemma 4.7. By Lemma 4.6, Ωψm has a
left homotopy inverse. The fact that λ factors through ψm then implies that Ωλ also has a left
homotopy inverse. 
Lemma 4.9.
∏m
j=1 ΩΣCj
θ−→ Ω(CX,X)K Ωϕ−→ Ω(CX,X)KD has a left homotopy inverse.
Proof. Fix an integer j for 1 ≤ j < m. By Lemma 4.6, the map ΩΣCj Ωθj−→ Ω(CX,X)K has a left
homotopy inverse. On the other hand, by Lemma 4.5 (b), ej◦θj ' θj . This implies that the composite
ΩΣCj
Ωθj−→ Ω(CX,X)K −→ Ω(CX,X)Kj −→ Ω(CX,X)K has a left homotopy inverse. Therefore
the composite ΩΣCj
Ωθj−→ Ω(CX,X)K −→ Ω(CX,X)Kj has a left homotopy inverse. By definition
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of (CX,X)KD as a homotopy limit, the map (CX,X)
K −→ (CX,X)Kj factors through (CX,X)KD .
Thus the composite ΩΣCj
Ωθj−→ Ω(CX,X)K Ωϕ−→ Ω(CX,X)KD has a left homotopy inverse. This is
true for all 1 ≤ j ≤ m. Collectively, no overlap in the factors in the different retractions occurs
because the product map
∏m
j=1 ΩΣCj
θ−→ Ω(CX,X)K has a left homotopy inverse. Hence the
composite
∏m
j=1 ΩΣCj
θ−→ Ω(CX,X)K Ωϕ−→ Ω(CX,X)KD also has a left homotopy inverse. 
Proposition 4.10. Let K be a totally homology fillable simplicial complex. Then the map Gm
λ−→
F[m] in Corollary 4.8 is a homotopy equivalence.
Remark 4.11. It is worth repeating at this point that Gm is homotopy equivalent to a wedge of
spaces of the form ΣtXi1 ∧ · · · ∧Xik where t ≥ 1 and {1, . . . ,m} ⊆ {i1, . . . , ik}. That is, each Xi for
1 ≤ i ≤ m appears as a smash factor in every wedge summands of Gm.
Proof. On the one hand, by Theorem 3.3, the homotopy fibration F[m] −→ Ω(CX,X)K Ωϕ−→
Ω(CX,X)KD splits to give a homotopy equivalence Ω(CX,X)
K ' Ω(CX,X)KD × ΩF[m]. On the
other hand, by Lemma 4.6, the composite (
∏m
j=1 ΩΣCj)× ΩGm
θ·ψm−−−−→ Ω(CX,X)K is a homotopy
equivalence. We compare the two decompositions.
By Lemma 4.9, the composite h :
∏m
j=1 ΩΣCj
θ−→ Ω(CX,X)K Ωϕ−→ Ω(CX,X)KD has a left ho-
motopy inverse. By Corollary 4.8, the map ΩGm
Ωψm−→ Ω(CX,X)K lifts to a map ΩGm Ωλ−→ ΩF[m]
and Ωλ has a left homotopy inverse. Thus the product map
Γ: Ω(CX,X)K
'−−−−→ (
m∏
j=1
ΩΣCk)× ΩGm h×Ωλ−−−−→ Ω(CX,X)KD × ΩF[m] '−−−−→ Ω(CX,X)K
has the property that h×Ωλ has a left homotopy inverse. In particular, h×Ωλ induces an injection
in homology and therefore Γ∗ is an injection in homology with any coefficients. Taking Z/pZ or Q
coefficients, Γ∗ is a self-map of a finite type module which is an injection, and so it is an isomorphism.
Thus Γ induces an isomorphism in mod-p and rational homology and so induces an isomorphism in
integral homology. Therefore Γ is a homotopy equivalence. This implies that h×Ωλ is a homotopy
equivalence. As h×Ωλ is a product map, each of h and Ωλ must therefore be a homotopy equivalence.
Finally, since Ωλ is a homotopy equivalence, it induces an isomorphism on homotopy groups, and
therefore so does λ. Hence λ is also a homotopy equivalence, as asserted. 
By Theorem 3.3, each factor in the homotopy decompositions of Ω(CX,X)K and Ω(CX,X)KD is
of the form ΩFI where FI is the homotopy fibre of the map (CX,X)
KI −→ (CX,X)KID . Further,
by [IK2] any subcomplex of a totally homology fillable simplicial complex is itself totally homology
fillable. Therefore Proposition 4.10 applies to each FI to obtain the following.
Theorem 4.12. Let K be a totally homology fillable simplicial complex. Then the homotopy de-
compositions
Ω(CX,X)K '
∏
I⊂[m]
ΩFI Ω(CX,X)
K
D '
∏
I([m]
ΩFI
20 STEPHEN THERIAULT
in Theorem 3.3 have the property that each space FI is homotopy equivalent to a wedge of summands,
where each wedge summand is the suspension of a smash product having Xi as a factor for all i ∈ I. 
5. A generalization to (X, ∗)K
In this section we show that Theorem 4.12 gives useful information for a wider range of polyhedral
products. Let {Xi}mi=1 be a collection of pointed CW -complexes and let K be a simplicial complex
on the vertex set [m]. Bahri, Bendersky, Cohen and Gitler [BBCG, Corollary 2.32], relying heavily
on a result of Denham and Suciu [DS], show that there is a homotopy fibration
(5) (CΩX,ΩX)K −→ (X, ∗)K −→
m∏
i=1
Xi.
The spaces (X, ∗)K include many familiar spaces: if K is m disjoint points then (X, ∗)K is homotopy
equivalent to the wedge X1 ∨ · · · ∨Xm; if K is the boundary of the standard (m− 1)-simplex then
(X, ∗)K is the fat wedge in ∏mi=1Xi; and crucially to toric topology, if each Xi = CP∞ then (X, ∗)K
is the Davis-Januszkiewicz space DJK .
Each vertex i ofK is the full subcomplexK{i}, and the polyhedral product (X, ∗)K{i} is simplyXi.
So including i into K we obtain a map of polyhedral products Xi −→ (X, ∗)K which, when composed
to
∏m
i=1Xi, is the inclusion of the i
th factor. After looping we can take the product of all such maps
for 1 ≤ i ≤ m to obtain a section for the map Ω(X, ∗)K −→∏mi=1 ΩXi, implying the following.
Lemma 5.1. The homotopy fibration (5) splits after looping, resulting in a homotopy equivalence
Ω(X, ∗)K ' (
m∏
i=1
ΩXi)× Ω(CΩX,ΩX)K .

We wish to show that the homotopy equivalence in Lemma 5.1 is compatible with that in Theo-
rem 4.12. The following lemma does this. Write FI(X, ∗) and FI(CΩX,ΩX) for the spaces FI that
appear in the respective decompositions of Ω(X, ∗)K and Ω(CΩX,ΩX)K in Theorem 3.3.
Lemma 5.2. Let 1 ≤ i ≤ m. The following hold:
(a) F{i}(X, ∗) ' Xi;
(b) F{i}(CΩX,ΩX) ' ∗;
(c) for I ⊆ [m] and I 6= {i} for any 1 ≤ i ≤ m, the map (CΩX,ΩX)K −→ (X, ∗)K
induces a homotopy equivalence FI(CΩX,ΩX) ' FI(X, ∗).
Proof. In general, for (X,A)K , the definition of the polyhedral product implies that (X,A)K{i} = Xi.
By the definition of the dual polyhedral product as a homotopy colimit over the proper sub-
complexes of K, we obtain (X,A)
K{i}
D = ∗, and by definition, F{i} is the homotopy fibre of the
map (X,A)K{i} −→ (X,A)K{i}D . Thus F{i} ' Xi. In particular, we obtain F{i}(X, ∗) ' Xi and
F{i}(CΩX,ΩX) ' CΩXi ' ∗. Part (c) now follows from parts (a) and (b) and Lemma 5.1. 
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Consequently, by applying Theorem 4.12 to Ω(CΩX,ΩX)K we obtain the following.
Theorem 5.3. Let K be a totally homology fillable simplicial complex. Then there are homotopy
decompositions
Ω(X, ∗)K ' (
m∏
i=1
ΩXi)×
∏
I⊆[m]
I 6={i}
ΩFI Ω(X, ∗)KD ' (
m∏
i=1
ΩXi)×
∏
I([m]
I 6={i}
ΩFI
where each FI is homotopy equivalent to a wedge of summands, and each wedge summand is the
suspension of a smash product having ΩXi as a factor for all i ∈ I. 
In particular, if each Xi is CP∞ then (X, ∗)K = DJ(K) and ΩXi ' S1. So Theorem 5.3 gives
a homotopy decomposition for ΩDJ(K) in which every FI is homotopy equivalent to a wedge of
spheres.
Part 2. Whitehead products.
6. Whitehead products and Porter’s Theorem
In studying thin products it is important to have a good grip on the homotopy theory of the
wedge
∨m
i=1Xi. Consider the homotopy fibration
Γ(X)
γ(X)−→
m∨
i=1
Xi −→
m∏
i=1
Xi.
When m = 2 Ganea [G2] identified the homotopy type of Γ(X) as ΣΩX1 ∧ΩX2 and the homotopy
class of γ(X) as a Whitehead product that depends on the evaluation maps from ΣΩX1 and ΣΩX2
to X1 and X2 respectively. Porter [P] generalized this by identifying the homotopy type of Γ(X) for
any m ≥ 2.
Theorem 6.1. Let X1, . . . , Xm be simply-connnected, pointed CW -complexes. Then there is a
homotopy equivalence
Γ(X) '
m∨
k=2
 ∨
1≤i1<···<ik≤m
(k − 1)(ΣΩXi1 ∧ · · · ∧ ΩXik)

which is natural for maps Xi −→ Yi. 
However, Porter did not identify the homotopy class of the map γ(X). It is folklore that it too
is determined by Whitehead products that depend on evaluation maps, but there seems to be no
proof of this in the literature. As this will be important in what follows, in this section we carry out
the identification. Along the way will be various constructions that will also play a role in the other
sections in this part. As this section is long, we start with the statement we aim to prove.
For 1 ≤ j ≤ m, let
sj : Xj −→
m∨
i=1
Xi
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be the inclusion of the jth-wedge summand. Let tj be the composite
tj : ΣΩXj
ev−→ Xj sj−→
m∨
i=1
Xi
where ev is the canonical evaluation map.
Theorem 6.2. Let X1, . . . , Xm be simply-connnected, pointed CW -complexes. Then there is a
natural homotopy equivalence
Γ(X) '
m∨
k=2
 ∨
1≤i1<···<ik≤m
(k − 1)(ΣΩXi1 ∧ · · · ∧ ΩXik)

which may be chosen so that the restriction of γ(X) to ΣΩXi1 ∧ · · · ∧ΩXik is an iterated Whitehead
product of length k formed from the maps ti1 , . . . , tik .
Theorem 6.2 will be proved in two stages, first in the special case when each Xi = ΣYi and then
in the general case. The first case allows for the use of the Bott-Samelson Theorem. Take homology
with field coefficients. There are algebra isomorphisms
H∗(Ω(
m∨
i=1
ΣYi)) ∼= T (V ) ∼= UL〈V 〉
where V = H˜∗(
∨m
i=1 Yi), T (·) is the free tensor algebra functor, L〈V 〉 is the free Lie algebra on V
and UL〈V 〉 is its universal enveloping algebra. The connection to Lie algebras plays a key role, so
we begin with some properties of free Lie algebras.
6.1. Lie algebra properties. Let R be a principal ideal domain and let V = {v1, . . . , vm} be a
free R-module. Let L = L〈V 〉 be the free Lie algebra generated by V . Let Lab = Lab〈V 〉 be the free
abelian Lie algebra generated by V , that is, the Lie bracket in Lab〈V 〉 is identically zero. There is a
map of Lie algebras L −→ Lab defined by sending a generator vi ∈ L to vi ∈ Lab and any nontrivial
bracket in L to zero. Let [L,L] be the kernel of this map. Then there is a short exact sequence of
Lie algebras
0 −→ [L,L] −→ L −→ Lab −→ 0
and [L,L] is a sub-Lie algebra of a free Lie algebra so is itself free. We will describe a Lie basis
for [L,L].
For any Lie algebra L with bracket [ , ], if x, y ∈ L let ad(x)(y) = [x, y]. More generally, starting
with ad0(x)(y) = y, for any integer k ≥ 1 let adk(x)(y) = [x, adk−1(x)(y)].
Consider L = L〈v1, . . . , vm〉. For 1 ≤ i ≤ m, let Lab〈vi〉 be the free abelian Lie algebra generated
by {vi}. An R-module basis for Lab〈vi〉 is {1, vi}. Define L1 by the short exact sequence of Lie
algebras
0 −→ L1 −→ L `1−→ Lab〈v1〉 −→ 0
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where `1 sends 1 and v1 to themselves and every other R-module basis element of L to zero. Then L1
is the kernel of `1, it is a sub-Lie algebra of the free Lie algebra L, and so is itself free. One way to
obtain a Lie basis for L1 is as follows (see, for example, [CMN, 3.13] or [N, 8.7.2 and 8.7.3]). Let W1
be a Lie basis for L1. The Lie bracket L× L −→ L induces a right action W1 × {v1} −→W1 given
by sending the pair (w, v1) to ad(w)(v1) = [w, v1]. Let W 1 = V − {v1} = {v2, . . . , vm}. Restricting
the action to the subset W 1 we obtain
W1 = {adk(x)(v1) | x ∈W 1, k ≥ 0}.
Now iterate. For t ≤ i−1, assume that Lt has been defined, it is a free Lie algebra with basis Wt,
and {vt+1, . . . , vm} ⊆Wt. Define Li by the short exact sequence of Lie algebras
0 −→ Li −→ Li−1 `i−→ Lab〈vi〉 −→ 0
where `i sends 1 and vi to themselves and every other R-module basis element of Li−1 to zero.
Then Li is the kernel of `i, it is a sub-Lie algebra of the free Lie algebra Li−1, and so is itself free.
As above, if Wi is a Lie basis for Li and W i−1 = Wi−1 − {vi}, then
Wi = {adk(x)(vi) | x ∈W i−1, k ≥ 0}.
At the end of the iteration we obtain a free Lie algebra Lm with Lie basis Wm which depends
recursively on Wm−1. The Lie algebra Lm is useful because, as the next lemma shows, it is identical
to [L,L], and so gives a way of describing the Lie basis of [L,L].
Lemma 6.3. There is an isomorphism of Lie algebras Lm ∼= [L,L].
Proof. Observe that there is a commutative diagram of exact sequences
L1 //
`2

L
`1 //

Lab〈v1〉
Lab〈v2〉 // Lab〈v1〉 × Lab〈v2〉 // Lab〈v1〉.
This implies that the kernel of L −→ Lab〈v1〉 × Lab〈v2〉 is the same as that of `2, which is L2. We
now argue by induction. Assume that Li is the kernel of the map L −→
∏i
t=1 Lab〈vi〉. Then there
is a commutative diagram of exact sequences
Li //
`i+1

L //

∏i
t=1 Lab〈vi〉
Lab〈vi+1〉 // ∏i+1t=1 Lab〈vt〉 // ∏it=1 Lab〈vt〉.
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Therefore the kernel of L −→ ∏i+1t=1 Lab〈vt〉 is the same as that of `i+1, which is Li+1. Hence, by
induction, there is a short exact sequence of Lie algebras
Lm −→ L −→
m∏
i=1
Lab〈vi〉.
Observe that
∏m
i=1 Lab〈vi〉 ∼= Lab〈v1, . . . , vm〉 and L −→
∏m
i=1 Lab〈vi〉 is the abelianization. There-
fore Lm is the kernel of abelianization map L −→ Lab. But, by definition, this kernel is [L,L]. 
We next describe a distinguished subset of the Lie basis for [L,L].
Lemma 6.4. In the Lie basis Wm for [L,L], where L = L〈v1, . . . , vm〉, there are m−1 basis elements
that are length m brackets having each vi appear exactly once.
Proof. The proof is by induction on m. The base case is when m = 2, in which case L = L〈v1, v2〉
and [L,L] has only one bracket of length 2 having each vi appear once, namely, [v1, v2]. Assume
that the statement holds for L〈v1, . . . , vm−1〉.
Consider L = L〈v1, . . . , vm〉. By Lemma 6.3 there is a Lie algebra isomorphism [L,L] ∼= Lm
where Lm is a free Lie algebra with Lie basis Wm. Recall that Wm has been defined recursively,
Wm = Wm−1 ∪ {adk(x)(vm) | x ∈ Wm−1, k ≥ 1}, where Wm−1 = Wm−1 − {vm}. Observe that as
we seek brackets where each vi appears exactly once, we may restrict to the k = 1 case. Define W
′
m
recursively by W ′2 = {vi, ad(vi)(v1) | 2 ≤ i ≤ m} and
W ′m = W
′
m−1 ∪ {ad(x)(vm) | x ∈W
′
m−1},
where W
′
m−1 = W
′
m−1−{vm}. Since the maximum bracket length in W ′1 is 2, the recursive definition
of W ′m implies that the maximum bracket length in W
′
m is m+ 1.
Let w be a Lie basis element of length m in W ′m where each vi appears once. First, suppose
that w is in W
′
m−1. Since W
′
m−1 = W
′
m−2 ∪ {ad(x)(vm−1) | x ∈W
′
m−2} and the maximum bracket
length in W
′
m−2 ⊂W ′m−2 is m− 1, we have w ∈ {ad(x)(vm−1) | x ∈W
′
m−2}. But then x must have
bracket length m− 1, and we may iterate the argument to show that x = [. . . , [y, v1], v2], . . . , vm−1]
for y ∈ W ′1. Therefore w = [. . . , [y, v1], v2], . . . , vm−1], vm] and the only choice for y which gives
a bracket of length m with each vi appearing once is y = vm. Second, suppose that w is in
{ad(x)(vm) | x ∈ W ′m−1}. Then x must be a Lie basis element where each vi for 1 ≤ i ≤ m − 1
appears exactly once. As only the variables v1, . . . , vm−1 appear, x ∈ L〈v1, . . . , vm〉, and by inductive
hypothesis there are m− 2 choices for such an x. Hence, in total there are m− 1 Lie basis elements
of [L,L] of length m where each vi appears once. 
Let B consist of those Lie basis elements for [L,L] which are length k brackets which consist of k
different vi’s, for 2 ≤ k ≤ m.
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Lemma 6.5. The set B decomposes as the disjoint union
m∐
k=2
 ∐
1≤i1<···ik≤m
Bi1,...,ik

where Bi1,...,ik consists of the (k − 1) distinct Lie basis elements in L〈vi1 , . . . , vik〉 of length k where
each vit appears exactly once.
Proof. This follows by taking all possible ordered subsets {i1, . . . , ik} of {1, . . . ,m} and applying
Lemma 6.4 to L〈vi1 , . . . , vik〉. 
6.2. The case when Xi = ΣYi for 1 ≤ i ≤ m. The set B will be used to define certain Whitehead
products. Let X be a sequence of pointed, simply-connected topological spaces X1, . . . , Xm. As
before, for 1 ≤ j ≤ m, let
sj : Xj −→
m∨
i=1
Xi
be the inclusion of the jth-wedge summand and let tj be the composite
tj : ΣΩXj
ev−→ Xj sj−→
m∨
i=1
Xi
where ev is the canonical evaluation map. Let w ∈ Bi1,...,ik ⊂ B. Let
Θw(X) : ΣΩXi1 ∧ · · · ∧ ΩXik −→
m∨
i=1
Xi
be the iterated Whitehead product of the maps ti1 , . . . , tik corresponding to w. For example, if
w = [. . . , [vi1 , vi2 ], vi3 ], . . . , vik ] then Θw(X) = [. . . , [ti1 , ti2 ], ti3 ], . . . , tik ]. Let
Θ(X) :
m∨
k=2
 ∨
1≤i1<···<ik≤m
(k − 1) ΣΩXi1 ∧ ΩXik
 −→ m∨
i=1
Xi
be the wedge sum of the maps Θw(X) for all w ∈ B.
Consider the homotopy fibration Γ(X)
γ(X)−→ ∨mi=1Xi −→ ∏mi=1Xi. Every Θw(X) composes
trivially into the product and therefore so does Θ(X). Thus there is a lift
(6)
∨m
k=2
(∨
1≤i1<···<ik≤m(k − 1) ΣΩXi1 ∧ ΩXik
)
Θ(X)
ttj j
j j
j j
j j
j j
θ
Γ(X)
γ(X)
// ∨m
i=1Xi
for some map θ. Notice that by Theorem 6.1, Γ(X) has the same homotopy type as the domain
of θ. We claim that θ is a homotopy equivalence. To show this we break the proof into two cases:
the special case when each Xi is a suspension, and then the general case. We begin with some
observations and definitions.
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The adjoint of the map tj is the composite ΩXj
E−→ ΩΣΩXj Ωev−→ ΩX Ωsj−→ Ω(
∨m
i=1Xi). Since
Ωev ◦ E is homotopic to the identity map on ΩX, the adjoint of tj is homotopic to Ωsj . Let
Sw(X) : ΩXi1 ∧ · · · ∧ ΩXik −→ Ω(
m∨
i=1
Xi)
be the adjoint of Θw(X). Then Sw(X) is an iterated Samelson product of the maps Ωsi1 , . . . ,Ωsik .
Let
S(X) :
m∨
k=2
 ∨
1≤i1<···<ik≤m
(k − 1) ΩXi1 ∧ ΩXik
 −→ Ω( m∨
i=1
Xi)
be the wedge sum of the maps Sw(X) for all w ∈ B. Then S(X) is the adjoint of Θ(X). By the
James construction [J], the map S(X) extends to a map
(7) ΩΣ
 m∨
k=2
 ∨
1≤i1<···<ik≤m
(k − 1) ΩXi1 ∧ ΩXik
 −→ Ω( m∨
i=1
Xi)
which is homotopic to ΩΘ(X).
Proposition 6.6. Suppose that Xi = ΣYi for 1 ≤ i ≤ m. Then the map θ in (6) is a homotopy
equivalence.
Proof. It suffices to show that Ωθ induces an isomorphism in homology with coefficients in any field.
For if so, then Ωθ induces an isomorphism in homology with integral coefficients and so is a homotopy
equivalence by Whitehead’s Theorem. As Ωθ is a homotopy equivalence it induces an isomorphism
on homotopy groups and therefore so does θ, implying that θ is a homotopy equivalence.
Take homology with field coefficients. By the Bott-Samelson Theorem there is an algebra iso-
morphism H∗(Ω(
∨m
i=1 ΣYi))
∼= T (H˜∗(
∨m
i=1 Yi)). For 1 ≤ i ≤ m, let Vi = H˜∗(Yi) and let V =
⊕mi=1Vi. Then H∗(Ω(
∨m
i=1 ΣYi))
∼= T (V ) ∼= UL〈V 〉. Let w ∈ Bi1,...,ik and for 1 ≤ t ≤ k suppose
that xit ∈ H∗(ΩσYit) ∼= UL〈Vit〉. Write w(xi1 , . . . , xik) for the bracket in UL〈Vi1 ⊕ · · · ⊕ Vik〉
in which each vit in w is replaced by xit . For example, if w = [. . . [vi1 , vi2 ], vi3 ], . . . vik ] then
w(xi1 , . . . , xik) = [. . . [xi1 , xi2 ], xi3 ], . . . , xik ]. Since ΩΣYj
Ωsj−→ Ω(∨mi=1 ΣYi) induces in homology the
inclusion UL〈Vj〉 −→ UL〈V 〉 for all j, the Samelson product ΩΣYi1∧· · ·∧ΩΣYik
Sw(ΣY )−−−−→ Ω(∨mi=1 ΣYi)
has image in homology given by
Im(Sw(ΣY ))∗ = {w(xi1 , . . . , xik) | xit ∈ UL〈Vit〉}
⊂ UL〈Vi1〉 q · · · q UL〈Vik〉
= UL〈Vi1 ⊕ · · · ⊕ Vik〉
= UL〈V 〉
where q is the free product. In particular, as the xit ’s are in distinct free product factors, (Sw(ΣY ))∗
is an injection. Further, any two distinct elements w1, w2 ∈ Bi1,...,ik are distinct Lie basis elements
in L〈vi1 , . . . , vik〉 so the images of (Sw1(ΣY ))∗ and (Sw2(ΣY ))∗ correspond to distinct bracketings
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of elements in the free product UL〈Vi1〉 q · · · q UL〈Vik〉, and therefore intersect trivially. More
generally, the same holds for any two distinct elements in B so we obtain that the wedge sum S(ΣY )
of the maps Sw(ΣY ) induces an injection in homology. That is, if
M = H˜∗(
m∨
k=1
 ∨
1≤i1<···<ik≤m
(k − 1) ΩΣYi1 ∧ ΩΣYik
)
then (S(ΣY ))∗ maps M injectively into UL〈V 〉 ∼= T (V ). In general, since T (V ) is a free ten-
sor algebra, any injection M −→ T (V ) from an R-module M extends to an injection of alge-
bras T (M) −→ T (V ). Thus, in our case, extending the map S(ΣY ) multiplicatively to ΩΘ(ΣY )
by the James construction as in (7) and taking homology, we obtain an injection of algebras
(ΩΘ(ΣY ))∗ : T (M) −→ T (V ). The homotopy commutativity of (6) therefore implies that (Ωθ)∗
is also an injection in homology, as required. 
Proof of Theorem 6.2 when Xi = ΣYi for 1 ≤ i ≤ m. The homotopy equivalence for Γ(ΣY ) and the
description of γ(ΣY ) in terms of Whitehead products follows immediately from the definition of
Θ(ΣY ), the lift in (6) and Proposition 6.6. The naturality statement holds by the naturality of
Whitehead products. 
6.3. The general case. The idea is to consider the wedge of evaluation maps
∨m
i=1 ΣΩXi −→∨m
i=1Xi, apply the suspension case to the left wedge and use various naturality properties to deduce
the general case for the right wedge. This will involve looping at a certain point, so it is useful to
record the following lemma.
Recall that sj : Xj −→
∨m
i=1Xi is the inclusion of the j
th wedge summand. After looping the
maps Ωsj can be multiplied together to obtain a right homotopy inverse for the map Ω(
∨m
i=1Xi) −→∏m
i=1 ΩXi. Thus the homotopy fibration Γ(X)
γ(X)−→ ∨mi=1Xi −→ ∏mi=1Xi splits after looping and
we obtain the following.
Lemma 6.7. The map ΩΓ(X)
Ωγ(X)−−−−→ Ω(∨mi=1Xi) has a left homotopy inverse. 
To compress notation, let I be an index set running over all sequences (i1, . . . , ik) where 2 ≤ k ≤ m
and 1 ≤ i1 < · · · < ik ≤ m. Then
m∨
k=2
 ∨
1≤i1<···<ik≤m
(k − 1)(ΣΩXi1 ∧ · · · ∧ ΩXik)
 = ∨
α∈I
(k − 1) (ΣΩXi1 ∧ · · · ∧ ΩXik).
For 1 ≤ i ≤ m, let
evi : ΣΩXi −→ Xi
be the evaluation map and let
Ei : ΩXi −→ ΩΣΩXi
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be the suspension map.. Note that evi the left adjoint of the identity map on ΩXi and Ei is the
right adjoint of the identity map on ΣΩXi. So Ωevi ◦ Ei is homotopic to the identity map on ΩXi.
Let
ξ :
∨
α∈I
(k − 1) (ΣΩXi1 ∧ · · · ∧ ΩXik) −→
∨
α∈I
(k − 1) (ΣΩΣΩXi1 ∧ · · · ∧ ΩΣΩXik)
be the wedge sum of the maps ΣEi1 ∧ · · · ∧ Eik and let
ζ :
∨
α∈I
(k − 1)(ΣΩΣΩXi1 ∧ · · · ∧ ΩΣΩXik) −→
∨
α∈I
(k − 1) (ΣΩXi1 ∧ · · · ∧ ΩXik)
be the wedge sum of the maps ΣΩevi1 ∧ · · · ∧ Ωevik . The fact that Ωevi ◦ Ei is homotopic to the
identity map on ΩXi immediately implies the following.
Lemma 6.8. The map ζ ◦ ξ is homotopic to the identity map on ∨I(k−1) (ΣΩXi1 ∧ · · ·∧ΩXik). 
Proposition 6.9. For any simply-connected spaces X1, . . . , Xm, the map θ in (6) is a homotopy
equivalence.
Proof. The naturality of the homotopy equivalence for Γ(X) in Theorem 6.1 implies that there is a
homotopy commutative diagram
∨
I(k − 1)(ΣΩΣΩXi1 ∧ · · · ∧ ΩΣΩXik)
γ(ΣΩX)
//
ζ

∨m
i=1 ΣΩXi∨m
i=1 evi
∨
I(k − 1)(ΣΩXi1 ∧ · · · ∧ ΩXik)
γ(X)
// ∨m
i=1Xi.
By the naturality of the Whitehead product there is also a homotopy commutative diagram
∨
I(k − 1)ΣΩΣΩXi1 ∧ · · · ∧ ΩΣΩXik
Θ(ΣΩX)
//
ξ

∨m
i=1 ΣΩXi∨m
i=1 evi
∨
I(k − 1)ΣΩXi1 ∧ · · · ∧ ΩXik
Θ(X)
// ∨m
i=1Xi.
To further compress the notation, let
W (X) =
∨
I
(k − 1)(ΣΩXi1 ∧ · · · ∧ ΩXik).
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Consider the diagram
(8)
ΩW (X)
Ωξ

ΩW (ΣΩX)
Ωθ //
ΩΘ(ΣΩX)
))SSS
SSSS
SSSS
SSS
Ωζ

ΩW (ΣΩX)
Ωγ(ΣΩX)
uukkkk
kkkk
kkkk
kk
Ωζ

Ω(
∨m
i=1 ΣΩXi)
Ω(
∨m
i=1 evi)

ΩW (X)
ΩΘ(X)
))SSS
SSSS
SSSS
SSSS
ΩW (X)
Ωγ(X)
uukkkk
kkkk
kkkk
kkk
Ω(
∨m
i=1Xi)
Q(X)

ΩW (X).
Here, Q(X) is a left homotopy inverse of Ωγ(X) that exists by Lemma 6.7. The left and right
quadrilaterals homotopy commute by the naturality of the Whitehead product and Theroem 6.1, as
mentioned above. The upper triangle homotopy commutes by Proposition 6.6. Therefore the entire
diagram homotopy commutes.
Since θ is a homotopy equivalence it has an inverse θ−1 which, by the homotopy commutativity
of (6), satisfies Θ(ΣΩX) ◦ θ−1 ' γ(ΣΩX). Define κ by the composite
κ : ΩW (X)
Ωξ−→ ΩW (ΣΩX) Ωθ
−1
−→ ΩW (ΣΩX) Ωζ−→ ΩW (X).
As (8) homotopy commutes, we have ΩΘ(X)◦κ ' Ωγ(X)◦Ωζ◦Ωξ. By Lemma 6.8, ζ◦ξ is homotopic
to the identity map on W . Therefore, ΩΘ(X) ◦ κ ' Ωγ(X). That is, κ is a lift of Ωγ(X) through
ΩΘ(X).
Further, composing with Q(X) we obtain Q(X) ◦ ΩΘ(X) ◦ κ ' Q(X) ◦ Ωγ(X). By definition,
Q(X) is a left homotopy inverse of Ωγ(X). Therefore Q(X)◦ΩΘ(X)◦κ is homotopic to the identity
map on ΩW (X). That is, κ has a left homotopy inverse. We claim that this implies that κ is a
homotopy equivalence. For, in homology, κ∗ is a self-map of H∗(ΩW (X)) which has a left inverse.
Since H∗(ΩW (X)) is a finite type module, this can occur only if κ∗ is an isomorphism, and hence κ
is a homotopy equivalence.
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At this point, from ΩΘ(X) ◦ κ ' Ωγ(X) we obtain ΩΘ(X) ' Ωγ(X) ◦ κ−1. That is, there is a
homotopy commutative diagram
ΩW (X)
ΩΘ(X)

κ−1
uullll
lll
lll
lll
ll
ΩW (X)
Ωγ(X)
// Ω(
∨m
i=1Xi).
It only remains to deloop this diagram. Since W (X) is a suspension, write W (X) = ΣW ′(X).
Consider the diagram
ΣW ′(X)
ΣE // ΣΩΣW ′(X)
Σκ−1

ΣΩΣW ′(X)
ev //
ΣΩΘ(X)

ΣW ′(X)
Θ(X)

ΣΩΣW ′(X)
ΣΩγ(X)
//
ev
''OO
OOO
OOO
OOO
O
ΣΩ(
∨m
i=1Xi)
ev // ∨m
i=1Xi.
ΣW ′(X)
γ(X)
88ppppppppppp
The left upper square homotopy commutes by the previous diagram and the upper right square and
lower triangle homotopy commute by the naturality of the evaluation map. The top row is homotopic
to the identity map. So - going along the lower direction of the diagram - if θ = ev ◦ Σκ−1 ◦ ΣE
then Θ(X) ' γ(X) ◦ θ, as required. 
Lemma 6.10. The lift θ in Proposition 6.9 is natural, in the sense that if there are maps fi : Xi −→
Yi for 1 ≤ i ≤ m, then there is a homotopy commutative diagram
∨
I(k − 1)(ΣXi1 ∧ · · · ∧ ΩXik)
ψ
//
θ(X)

∨
I(k − 1)(ΣXi1 ∧ · · · ∧ ΩXik)
θ(Y )
∨
I(k − 1)(ΣXi1 ∧ · · · ∧ ΩXik)
ψ
// ∨I(k − 1)(ΣXi1 ∧ · · · ∧ ΩXik)
where ψ is the wedge sum of the maps Σfi1 ∧ · · · ∧ fik .
Proof. To compress notation, as in Proposition 6.9, let W (X) =
∨
I(k − 1)(ΣXi1 ∧ · · · ∧ ΩXik).
Since W (X) is a suspension there is a group structure on [W (X),W (X)] so we may take the
difference D = ψλ(X)− λ(Y ) ◦ ψ. To analyze the difference, consider the diagram
W (X)
ψ
//
Θ(X)
$$I
II
II
II
II
θ(X)

W (Y )
Θ(Y )
zzuuu
uu
uu
uu
θ(Y )

∨m
i=1Xi
∨m
i=1 fi// ∨m
i=1 Yi
W (X)
ψ
//
γ(X)
::uuuuuuuuu
W (Y ).
γ(Y )
ddIIIIIIIII
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The upper quadrilateral homotopy commutes by the naturality of the Whitehead product and the
lower quadrilateral homotopy commutes by the naturality of Theorem 6.1. The two triangles homo-
topy commute by Proposition 6.9. The homotopy commutativity of the diagram as a whole implies
that γ(Y ) ◦ ψ ◦ θ(X) ' γ(Y ) ◦ θ(Y ) ◦ ψ. Thus γ(Y ) ◦ D is null homotopic. Therefore D lifts to
the homotopy fibre of γ(X). But Lemma 6.7 implies that there is a homotopy fibration sequence∏m
i=1 ΩYi
∗−→ W (Y ) γ(Y )−→ ∨mi=1 Yi −→ ∏mi=1 Yi. Thus D lifts through the trivial map and so is null
homotopic. Hence ψ ◦ θ(X) ' θ(Y ) ◦ ψ, as asserted. 
Finally, the proof of Theorem 6.2 can be completed.
Proof of Theorem 6.2. The homotopy equivalence for Γ(X) and the description of γ(X) in terms of
Whitehead products follows immediately from the definition of Θ(X), the lift in (6) and Proposi-
tion 6.9. The naturality statement holds by Lemma 6.10. 
7. Whitehead products and Ganea’s Theorem
Consider the following two maps: the inclusion i : X∨Y −→ X×Y of the wedge into the product
and the pinch map q : X ∨ Y −→ Y onto the right wedge summand. Observe that q is also the
composite X ∨ Y i−→ X × Y pi2−→ Y , where pi2 is the projection onto the second factor. Define
spaces F and G, and maps f and g, by the homotopy pullback diagram
F // G //
g

X
i1

F
f
// X ∨ Y i //
q

X × Y
pi2

Y Y
where i1 is the inclusion of the first factor. As mentioned in Section 6, Ganea [G2] identified the
homotopy type of F as ΣΩX ∧ ΩY and the homotopy classes of f as a Whitehead product. The
homotopy type of G is well known to be XoΩY but the homotopy class of g is not readily identifiable
in terms of otherwise known maps. When X is a suspension then X o ΩY ' X ∨ (X ∧ ΩY ), in
which case the homotopy class of g should be identifiable. As the author can find no reference for
this, we give a proof. There is no claim of anything new here, as the methods and results go back
to Ganea [G2] and he surely knew everything stated in this section.
Let iX : X −→ X ∨Y and iY : Y −→ X ∨Y be the inclusions of the respective wedge summands.
Define evX and evY by the composites evX : ΣΩX
ev−→ X iX−→ X∨Y and evY : ΣΩY ev−→ Y iY−→ X∨Y .
Theorem 7.1. The following hold:
(a) There is a homotopy fibration
ΣΩX ∧ ΩY [evX ,evY ]−−−−−−→ X ∨ Y i−−−−−−→ X × Y ;
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(b) there is a homotopy fibration
X o ΩY g−→ X ∨ Y q−→ Y
where the restriction of g to X is iX ;
(c) if X = ΣX ′, then there is a choice of a homotopy equivalence ΣX ′ o ΩY '
ΣX ′ ∨ (ΣX ′ ∧ ΩY ) such that the restriction of g to ΣX ′ ∧ ΩY is [iX , evY ].
Proof. Ganea [G2, 5.1] proved part (a). A proof of part (b) can be found in [Se, 7.7.7]. The ideas
behind both which lead to part (c) are as follows. In general, for a space Z, let PZ be the path space
of Z, where paths start at the basepoint of Z at time t = 0. Let ev1 : PZ −→ Z be the map which
evaluates a path at time t = 1. The homotopy fibre of a map h : A −→ Z is homotopy equivalent to
the topological pullback of h and ev1.
In our case, let Q be the topological pullback of the maps X∨Y i−→ X×Y and PX×PY ev1×ev1−−−−−−→
X × Y . Notice that the part of Q sitting over ∗ ∨ Y is ΩX × PY , the part sitting over X ∨ ∗ is
PX × ΩY , and the part sitting over ∗ ∨ ∗ is ΩX × ΩY . Thus Q = ΩX × PY ∪ΩX×ΩY PX × ΩY .
Let CΩX be the reduced cone on ΩX, where the cone point is at t = 1. It is well known that there
is a homotopy equivalence ψX : CΩX −→ PX given by ψX(t, ω) = ωt, where ωt is the path defined
by ωt(s) = ω((1− t)s). Note that ω0 = ω and ω1 is the constant path to the basepoint of X. Thus
Q ' ΩX × CΩY ∪ΩX×ΩY CΩX × ΩY , and the right side is the definition of the join ΩX ∗ ΩY .
Ganea shows that the composite ΣΩX∧ΩY ' ΩX ∗ΩY '−→ Q −→ X∨Y is the Whitehead product
[evX , evY ], proving part (a).
Next, let P be the topological pullback of the maps X ∨ Y q−→ Y and PY ev1−→ Y . Notice that
the part of P sitting over ∗ ∨ Y is ∗ × PY , the part sitting over X ∨ ∗ is X × ΩY , and the part
sitting over ∗ ∨ ∗ is ∗×ΩY . Thus P = ∗×PY ∪∗×ΩY X ×ΩY . The composite X −→ P −→ X ∨ Y
is exactly iX and contracting PY we obtain P ' X o ΩY . This proves part (b).
For part (c), observe that the projection X × Y pi2−→ Y induces a projection PX × PY pi2−→ PY ,
so there is an induced map of topological pullbacks Q −→ P . In terms of the identifications for Q
and P above, this map of pullbacks is
ΩX × PY ∪ΩX×ΩY PX × ΩY −→ ∗ × PY ∪∗×ΩY X × ΩY
where PX × PY ev1×1−−−−→ X × PY has been restricted to the subspaces ΩX × PY , PX × ΩY and
ΩX × ΩY . Notice that the composite CΩX ψX−→ PX ev1−→ X sends (t, ω) to ωt(1) = ω(1 − t).
That is, ev1 ◦ ψX = −ev, where ΣΩX ev−→ X is the canonical evaluation map. Thus the composite
ΣΩX ∧ ΩY ' ΩX ∗ ΩY '−→ Q −→ P ' X o ΩY −→ X ∧ ΩY is −ev ∧ 1. Consequently, if
X = ΣX ′ and s is the composite s : ΣX ′ ∧ ΩY ΣE∧1−−→ ΣΩΣX ′ ∧ ΩY '−−→ Q −−→ P ' X o ΩY , then
ΣX ′ ∧ΩY γ−→ ΣX ′oΩY −→ ΣX ′ ∧ΩY is homotopic to −id, where id is the identity map. Thus s
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is a section for the right map in the cofibration ΣX ′
j−→ ΣX ′ o ΩY −→ ΣX ′ ∧ ΩY , where j is the
inclusion. Therefore ΣX ′ ∨ (ΣX ′ ∧ ΩY ) j+s−→ X o ΩY is a homotopy equivalence.
Finally, from the pullback map Q −→ P and the definition of s there is a homotopy commutative
diagram
ΣX ′ ∧ ΩY ΣE∧1 //
s
++VVVV
VVVVV
VVVVV
VVVVV
VVVVV
V ΣΩΣX
′ ∧ ΩY ' // Q //

X ∨ Y
P // X ∨ Y.
By part (a) the map ΣΩΣX ′∧ΩY ' Q −→ X∨Y is homotopic to [evX , evY ]. Therefore the top row
is homotopic to [iX , evY ]. Hence, choosing the homotopy equivalence for P ' ΣX ′oΩY determined
by j + s, the restriction of ΣX.o ΩY −→ X ∨ Y to ΣX ′ ∧ ΩY is homotopic to [iX , evY ]. 
8. A refinement of Theorem 6.2 in the case of suspensions
Return to the homotopy fibration Γ(X)
γ(X)−→ ∨mi=1Xi −→ ∏mi=1Xi. In Theorem 6.2 a homotopy
equivalence was given for Γ(X) in terms of a wedge sum of spaces ΣΩXi1 ∧ · · ·ΩXik that let one
identify the homotopy class of γ(X) as a wedge sum of iterated Whitehead products formed from the
maps tj . When each Xi = ΣYi then the James decomposition of ΣΩΣY may be iteratively applied
to the wedge summands of Γ(ΣY ). It will be useful later to show that in this case the map γ(ΣY )
can be described in terms of iterated Whitehead products formed from the maps sj that include
wedge summands into
∨m
i=1 ΣYi.
Let L be the free Lie algebra L = L〈v1, . . . , vm〉. Recall the construction in Section 6 of a sequence
of free Lie algebras Lm ⊂ Lm−1 ⊂ · · · ⊂ L1 ⊂ L with Lm ∼= [L,L] and a Lie basis Wm of Lm was
identified recursively in terms of the Lie bases Wi of Li. There is a way of topologically enumerating
the Lie basis Wm.
Pinching
∨m
i=1 ΣYi to ΣY1, we obtain a homotopy fibration
D1 −→
m∨
i=1
ΣYi −→ ΣY1.
By Theorem 4.1, there are homotopy equivalences
D1 ' (
m∨
i=2
ΣYi)o ΩΣY1 ' (
m∨
i=2
ΣYi) ∨ (
m∨
i=2
(ΣYi ∧ ΩΣY1)).
Applying Lemma 4.2 to each ΣYi ∧ ΩΣY1, we obtain a homotopy equivalence
D1 ' (
m∨
i=2
ΣYi) ∨ (
m∨
i=2
∞∨
k1=1
ΣYi ∧ (Y1)(k1)).
Observe that there is a one-to-one correspondence between the wedge summands of D1 and the
elements in the Lie basis W1 = {adk1(x)(v1) | x ∈ {v2, . . . , vm}, k1 ≥ 0} for L1. Regarding Yi∧(Y1)(0)
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as Yi, the wedge decomposition for D1 can be reorganized as
(9) D1 '
m∨
i=2
∞∨
k1=0
ΣYi ∧ (Y1)(k1).
Iterating, assume that Dt has been defined, there is a homotopy equivalence
(10) Dt−1 '
m∨
i=t
∞∨
k1,...,kt−1=0
ΣYi ∧ (Y1)(k1) ∧ · · · ∧ (Yt)(kt−1)
and the wedge summands of Dt−1 are in one-to-one correspondence with the Lie basis Wt−1 of Lt−1.
Note that ΣYi is a wedge summand for Dt−1 for all i ≥ t - in (10) they are the wedge summands
indexed by taking k1 = . . . = kt−1 = 0. Write Dt−1 as ΣYt ∨Dt−1 and define Dt by the homotopy
fibration
Dt −→ Dt−1 qt−→ ΣYt
where qt is the pinch map. Note that this corresponds to writingWt−1 as {vt}∪W t−1, and defining Lt
as the kernel of the Lie algebra map Lt−1 −→ Lab〈vt〉. Since Dt−1 is a suspension the same is true
for Dt−1, so by Theorem 4.1 there are homotopy equivalences
Dt ' Dt−1 o ΩΣYt ' Dt−1 ∨ (Dt−1 ∧ ΩΣYt).
Since each wedge summand of Dt−1 is a suspension Lemma 4.2 may be applied to Dt−1 ∧ ΩΣYt in
order to obtain a homotopy equivalence
Dt ' Dt−1 ∨ (
∞∨
kt=1
Dt−1 ∧ (Yt)(kt)).
Observe that the wedge summands of Dt are in one-to-one correspondence with the elements of the
Lie basis Wt of Lt. Using kt = 0 to denote Dt−1 and substituting in the decomposition for Dt−1,
we obtain
Dt '
∞∨
kt=0
Dt−1 ∧ (Yt)(kt) '
m∨
i=t+1
∞∨
k1,...,kt=0
ΣYi ∧ (Y1)(k1) ∧ · · · ∧ (Yt)(kt).
At the end of the iteration we obtain a space Dm and a homotopy equivalence
Dm '
∞∨
k1,...,km=0
(Y1)
(k1) ∧ · · · ∧ (Yt)(km)
where the index set is in one-to-one correspondence with the Lie basis Wm of Lm. The topological
analogue of the identification of Lm with [L,L] in Lemma 6.3 is the following.
Lemma 8.1. There is a homotopy equivalence Dm ∼= Γ(ΣY ).
Proof. Observe that there is a homotopy fibration diagram
D1 //
q2

∨m
i=1 ΣYi
q1 //

ΣY1
ΣY2 // ΣY1 × ΣY2 // ΣY1.
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The left square is therefore a homotopy pullback, so the homotopy fibre of
∨m
i=1 ΣYi −→ ΣY1×ΣY2
is the same as that of q2, which is D2. We now argue by induction. Assume that Dt is the homotopy
fibre of the map
∨m
i=1 ΣYi −→
∏t
i=1 ΣYi. Then there is a homotopy fibration diagram
Dt //
qt+1

∨m
i=1 ΣYi
//

∏t
i=1 ΣYi
ΣYt+1 //
∏t+1
i=1 ΣYi
// ∏t
i=1 ΣYi.
Therefore the homotopy fibre of
∨m
i=1 ΣYi −→
∏t+1
i=1 ΣYi is the same as that of qt+1, which is Dt+1.
Hence, by induction, there is a homotopy fibration
Dm −→
m∨
i=1
ΣYi −→
m∏
i=1
ΣYi.
Observe that the map on the left is the inclusion of the wedge into the product, and by definition
the homotopy fibre of this inclusion is Γ(ΣY ). Therefore Dm ' Γ(ΣY ). 
The correspondence between the wedge summands of Dm and the Lie basis elements of Wm has a
geometric interpretation. Recall that for 1 ≤ j ≤ m the map sj : ΣYj −→
∨m
i=1 ΣYi is the inclusion
of the jth-wedge summand. Suppose that the Lie basis element w ∈ Wm corresponds to the wedge
summand ΣY
(ki1 )
i1
∧ · · · ∧ Y (ki` )i` of Dm. Define
Φw(ΣY ) : ΣY
(ki1 )
i1
∧ · · · ∧ Y (ki` )i` −→
m∨
i=1
ΣYi
as the iterated Whitehead product in the maps sj corresponding to w. Note here that the total
bracket length is ki1 + · · ·+ ki` and the entries sjt in the Samelson products may be repeated. Let
Φ(ΣY ) : Dm −→
m∨
i=1
ΣYi
be the wedge sum of the maps Φw for all w ∈Wm.
Proposition 8.2. There is a homotopy commutative diagram
Dm
Φ(ΣY )

φ
yysss
sss
sss
s
Γ(ΣY )
γ(ΣY )
// ∨m
i=1 ΣYi
where φ is a homotopy equivalence. Further, φ is natural for maps Yi −→ Zi.
Proof. Consider the homotopy fibration Γ(ΣY )
γ(ΣY )−−→ ∨mi=1 ΣYi −−→ ∏mi=1 ΣYi. Every Whitehead
product in the wedge sum defining Φ(ΣY ) involves at least two distinct sj ’s since the corresponding
Lie basis element of Wm involves two distinct vj ’s. Any such Whitehead product vanishes when
composed into
∏m
i=1 ΣYi. Therefore the map Φ(ΣY ) lifts through γ(X) to a map Dm
φ−→ Γ(X)
which makes the diagram in the statement of the theorem homotopy commute.
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Let
sw(ΣY ) : Y
(ki1 )
i1
∧ · · · ∧ Y (ki` )i` −→ Ω(
m∨
i=1
ΣYi)
be the adjoint of Φw(ΣY ). Noting that Dm is a suspension, write Dm = ΣD
′
m, and let
s(ΣY ) : D′m −→ Ω(
m∨
i=1
ΣYi)
be the adjoint of Φ(ΣY ). The argument from here on is similar to that in the proof for Proposi-
tion 6.6. Take homology with field coefficients. Let xit ∈ H˜∗(Yit) and write w(xi1 , . . . , xi`) for the
bracket in L〈Vi1〉 q · · · q L〈vit〉 in which each vit is replaced by xit . Note that the xit ’s may be
repeated. Observe that
Im(sw(ΣY ))∗ = {w(xi1 , . . . , xi`) | xit ∈ H˜∗(Yit)} ⊂ L〈Vi1〉 q · · · q L〈Vit〉
and that (sw(ΣY ))∗ is an injection. Next, if w1, w2 ∈ Wm are distinct Lie basis elements then
the images of (sw1(ΣY ))∗ and (sw2(ΣY ))∗ are linearly independent because they correspond to
distinct bracketings, and therefore the map [L〈V 〉, L〈V 〉] s(ΣY )∗−−→ UL〈V 〉 is an injection. Applying the
James construction to multiplicatively extend s(ΣY ) to ΩΦ(ΣY ) therefore implies that (ΩΦ(ΣY ))∗
is an injection. The homotopy commutativity of the diagram in the statement of the theorem
therefore implies that (Ωφ)∗ is an injection. Now deduce as in Proposition 6.6 that Ωφ is a homotopy
equivalence, and therefore that φ is a homotopy equivalence. The naturality of φ follows as for the
proof of Proposition 6.10. 
Proposition 8.2 immediately implies the following.
Theorem 8.3. Let Y1, . . . , Ym be pointed, path-connected CW -complexes. There is a homotopy
fibration
Dm
Φ(ΣY )−−→
m∨
i=1
ΣYi −−→
m∏
i=1
ΣYi
which is natural for maps Yi −→ Zi. 
There is an analogous refinement of Theorem 7.1. It was shown that there is a homotopy fibration
ΣX oΩZ g−→ X ∨ Z q−→ Z where ΣX oΩZ ' ΣX ∨ (ΣX ∧ΩZ), the restriction of g to ΣX is the
inclusion iΣX , and the restriction of g to ΣX ∧ΩZ is the Whitehead product [iΣX , evZ ]. If Z = ΣY
then by Lemma 4.2 there is a homotopy equivalence ΣX ∧ ΩΣY ' ∨∞n=1 ΣX ∧ Y (n). Using the
Lie algebra L1 and its topological enumeration D1 instead of Lm and Dm, and then arguing as for
Proposition 8.2 and Theorem 8.3 we obtain the following.
Theorem 8.4. Let X and Y be pointed, path-connected CW -complexes. There is a homotopy
fibration
ΣX ∨
( ∞∨
n=1
ΣX ∧ Y (n)
)
Ψ−→ ΣX ∨ ΣY q−→ ΣY
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where the restriction of Ψ to ΣX is iΣX and the restriction of Ψ to ΣX ∧ Y (n) is the iterated
Whitehead product adn(iΣX)(iΣY ). All of this is natural for maps X −→ X ′ and Y −→ Y ′. 
9. Thin products and Whitehead products
Recall from the Introduction that if X1, . . . , Xm are pointed spaces then the thin product is
defined by Pm(X) = (X, ∗)KD where K is the simplicial complex consisting of m disjoint points.
Noting that (X, ∗)K ' ∨mi=1Xi, from the map (X, ∗)K ϕ−→ (X, ∗)KD we obtain a homotopy fibration
Fm(X)
fm(X)−−−−→
m∨
i=1
Xi
ϕ−−−−→ Pm(X).
For 1 ≤ j ≤ m, recall again that
sj : Xj −→
m∨
i=1
Xi
is the inclusion of the jth-wedge summand. Suppose that for 1 ≤ k ≤ t there are maps ak : ΣYk −→
Xjk where 1 ≤ jk ≤ m. Let bk be the composite
bk : ΣYk
ak−→ Xjk
sjk−→
m∨
i=1
Xi.
Let
w : ΣY1 ∧ · · · ∧ Yt −→
m∨
i=1
Xi
be an iterated Whitehead product formed from the maps ak. We say that w has length t and involves
the maps {sj1 , . . . , sjt}.
Theorem 9.1. Let w be a Whitehead product on
∨m
i=1Xi formed from the maps bk. Suppose
that w has length t ≥ m and involves all the maps sj for 1 ≤ j ≤ m. Then w lifts through
Fm(X)
fm(X)−−−−→ ∨mi=1Xi.
Proof. Recall that K is m disjoint points. For any proper subset I ⊂ [m], by Lemma 2.3 the
projection Xm −→ XI induces a map of polyhedral products (X, ∗)K −→ (X, ∗)KI which, in this
case, is the equivalent to the pinch map pI :
∨m
i=1Xi −→
∨
i∈I Xi. Observe that if j /∈ I then the
composite ΣXj
sj−→ ∨mi=1Xi pI−→ ∨i∈I Xi is trivial, since sj is the inclusion of Xj into the wedge.
Since I is a proper subset of [m], we can always find a j such that pI ◦ sj is null homotopic. As w
is a Whitehead product involving all the maps sj for 1 ≤ j ≤ m, the naturality of the Whitehead
product implies that pI ◦ w is null homotopic. This holds for any proper subset I of [m], so pI ◦ w
is null homotopic for all I ( [m].
Let w˜ : Y1 ∧ · · · ∧ Yt −→ Ω(
∨m
i=1Xi) be the adjoint of w and consider the composite
Y1 ∧ · · · ∧ Ym w˜−→ Ω(
m∨
i=1
Xi)
Ωϕ−→ ΩPm(X).
By Theorem 5.3, every factor in the homotopy decomposition of ΩPm(X) = Ω(X, ∗)KD is also a
factor of Ω(X, ∗)KI for some I ( [m], and the decomposition is compatible with the maps ΩpI .
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Therefore as pI ◦w is null homotopic for all I ( [m], so is ΩpI ◦ w˜. Thus Ωϕ ◦ w˜ is null homotopic,
implying that its adjoint ϕ ◦ w is null homotopic. Hence w lifts through fm(X). 
A special case is when each of the spaces Xi equals a common space X. Then we write P
m(X)
for the thin product, and have a homotopy fibration Fm(X)
fm(X)−−−−→ ∨mi=1X −−−−→ Pm(X). In this
case Theorem 9.1 refines. Consider the composite Fm(X)
fm(X)−−−−→ ∨mi=1X ∇−−−−→ X which is used to
define the weak cocategory of X.
Lemma 9.2. Let w be a Whitehead product on X of length t ≥ m. Then w lifts through ∇ to a
Whitehead product on
∨m
i=1X of length t involving all the inclusions sj for 1 ≤ j ≤ m.
Proof. Suppose that w is a Whitehead product on X of length t ≥ m, where w is formed from maps
ak : ΣYk −→ X for 1 ≤ k ≤ t. For 1 ≤ k ≤ m, let bj be the composite ΣYj aj−→ X sj−→
∨m
i=1X.
If t > m, then for m < k ≤ t, let bk be the composite ΣYk ak−→ X sm−→
∨m
i=1X. Let w be the
Whitehead product of the maps bk for 1 ≤ k ≤ t, where the bracketing order is the same as for w.
Then the naturality of the Whitehead product implies that w ' ∇ ◦ w. Thus w lifts w through ∇,
it has the same length as w, and involves all m inclusions sj . 
Combining the lifts in Lemma 9.2 and Theorem 9.1 we immediately obtain the following.
Theorem 9.3. Any Whitehead product on X of length t ≥ m lifts through the composite Fm(X) f
m(X)−−→∨m
i=1X
∇−−→ X. 
Next, we aim towards Theorem 9.5 which is a sort of converse to Theorem 9.1. While Theorem 9.1
says that any Whitehead product of length t ≥ m involving all m maps sj lifts through fm(X),
Theorem 9.5 says that the homotopy class of fm(X) is completely determined by length t ≥ m
Whitehead products involving all m maps sj . To see this we modify the proof of Proposition 4.10
that identified the homotopy type of Fm(X) in order to take into account the Whitehead product
information in Theorems 6.2 and 7.1.
First, we require a general lemma.
Lemma 9.4. Suppose that there are maps
f =
s∨
i=1
fi :
s∨
i=1
ΣAi −→ Z g =
t∨
j=1
gj :
t∨
j=1
ΣBj −→ Z.
Then the Whitehead product [f, g] is homotopic to the wedge sum of Whitehead products
∨s
i=1
∨t
j=1[fi, gj ].
Proof. Denoting the adjoint of a map u by u˜, it is equivalent to show that the Samelson product
of 〈f˜ , g˜〉 is homotopy equivalent to the wedge of Samelson products ∨si=1∨tj=1〈f˜i, g˜j〉. But this is
clear from the pointwise definition of the Samelson product of two maps u and v as 〈u, v〉(x, y) =
u(x)v(y)u(x)−1v(y)−1. 
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Theorem 9.5. Let X1, . . . , Xm be a simply-connected, pointed CW -complexes. Then the homotopy
fibration
Fm(X)
fm(X)−−−−→
m∨
i=1
Xi −−−−→ Pm(X)
satisfies the following:
(a) Fm(X) ' ∨α∈I Σ(ΩX1)(α1) ∧ · · · ∧ (ΩXm)(αm) where αi ≥ 1 for each 1 ≤ i ≤ m;
(b) the restriction of fm(X) to Σ(ΩX1)
(α1)∧· · ·∧(ΩXm)(αm) is an iterated Whitehead
product of length t ≥ m formed from the maps tj : ΣΩXj ev−→ Xj sj−→
∨m
i=1Xi, where
each tj for 1 ≤ j ≤ m appears at least once;
(c) parts (a) and (b) are natural for maps of spaces Xi −→ Yi.
Proof. The construction in Section 4 worked for any polyhedral product (CX,X)K where K is a
totally homology fillable simplicial complex. Specialize to the case of (CΩX,ΩX)K when K is m
disjoint points. Then the homotopy fibration (CΩX,ΩX)K −→ (X, ∗)K −→ ∏mi=1Xi is a model
for the homotopy fibration Γ(X)
γ(X)−→ ∨mi=1Xi −→ ∏mi=1Xi. Therefore, by Theorem 6.2 there is
a homotopy decomposition of (CΩX,ΩX)K as a wedge sum of spaces ΣΩXi1 ∧ · · · ∧ ΩXik which
can be chosen so that the restriction of the map (CΩX,ΩX)K
γ(X)−→ (X, ∗)K ' ∨mi=1Xi to a wedge
summand ΣΩXi1 ∧ · · · ∧ ΩXit is an iterated Whitehead product of the maps tj .
With (CΩX,ΩX)K −→ ∨mi=1Xi as the starting point in this case, the first step in the construction
in Section 4 was to divide the wedge summands of (CΩX,ΩX)K so that (CΩX,ΩX)K ' ΣB1∨ΣC1,
where ΣB1 consists of those wedge summands having ΩX1 as a smash factor and ΣC1 consists of
those wedge summands not having ΩX1 as a smash factor. Pinching to ΣC1, we obtain a homotopy
fibration ΣB1 o ΩΣC1
g1−→ ΣB1 ∨ ΣC1 −→ ΣC1. By Theorem 8.4, there is a homotopy equivalence
ΣB1 o ΩΣC1 '
∞∨
n=1
(ΣB1 ∨ (C1)(n))
which may be chosen so that the restriction of g1 to ΣB1 is iL and the restriction to ΣB1 ∧ (C1)(n)
is an iterated Whitehead product of the maps iL and iR where iL appears once and iR appears n
times. Regarding ΣB1 and ΣC1 as a wedge of spaces of the form ΣΩXi1 ∧· · ·∧ΩXik , by Lemma 9.4
each iterated Whitehead product of the maps iL and iR is homotopic to a wedge sum of iterated
Whitehead products of the inclusion maps of the summands ΣΩXi1 ∧ · · ·∧ΩXik into (CΩX,ΩX)K .
Therefore, as (CΩX,ΩX)K
γ(X)−→ ∨mi=1Xi is a wedge sum of iterated Whitehead products of the
maps tj , the naturality of the Whitehead product implies that the composite ΣB1 o ΩΣC1
g1−→
ΣB1 ∨ ΣC1 ' (CΩX,ΩX)K γ(X)−→
∨m
i=1Xi is homotopic to a wedge sum of iterated Whitehead
products (of iterated Whitehead products) of the maps tj . Further, as each wedge summand of
ΣB1 oΩΣC1 has ΩX1 as a smash factor, each of the Whitehead products has t1 appearing at least
once.
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The next step in the construction identifying the homotopy type of Fm(X) was to divide G1 '
ΣB1oΩΣC1 into a wedge ΣB2∨ΣC2 where each wedge summand of ΣB2 has both ΩX1 and ΩX2 as
smash factors while the wedge summands of ΣC2 have ΩX1 as a smash factor but not ΩC2. Then one
pinches G1 to ΣC2 and calls the homotopy fibre G2. This process is iterated until Gm is identified as
being homotopy equivalent to Fm(X). At each step in the iteration we may argue as in the previous
paragraph to identify the composite Gi −→ Gi−1 −→ · · · −→ G1 −→ (CΩX,ΩX)K −→
∨m
i=1Xi as
homotopic to a wedge sum of iterated Whitehead products of the maps tj . As each of ΩX1, . . . ,ΩXm
appears as a smash factor in each wedge summand of Gm, each of the corresponding Whitehead
products has t1, . . . , tm appearing at least once. This proves parts (a) and (b).
The naturality statement in part (c) follows from the naturality of Theorems 6.2 and 7.1. 
When each Xi equals a common space X Theorem 9.5 implies the following.
Corollary 9.6. Let X be a simply-connected, pointed CW -complex. Then the homotopy fibration
Fm(X)
fm(X)−−−−→
m∨
i=1
X −−−−→ Pm(X)
satisfies the following:
(a) Fm(X) ' ∨α∈I Σ(ΩX)(tα);
(b) the restriction of fm(X) to Σ(ΩX)(tα) is an iterated Whitehead product of length
t ≥ m formed from the maps tj : ΣΩX ev−→ X sj−→
∨m
i=1X where each tj for 1 ≤ j ≤ m
appears at least once;
(c) parts (a) and (b) are natural for a map of spaces X −→ Y .

We also need a refined version of Theorem 9.5 in the case when each Xi is a suspension.
Theorem 9.7. Let Y1, . . . , Ym be a simply-connected, pointed CW -complexes. Then the homotopy
fibration
Fm(ΣY )
fm(ΣY )−−−−→
m∨
i=1
ΣYi −−−−→ Pm(ΣY )
satisfies the following:
(a) Fm(ΣY ) ' ∨β∈J Σ(Y1)(β1) ∧ · · · ∧ (Ym)(βm) where βi ≥ 1 for each 1 ≤ i ≤ m;
(b) the restriction of fm(ΣY ) to Σ(Y1)
(β1) ∧ · · · ∧ (Ym)(βm) is an iterated Whitehead
product of length t ≥ m formed from the maps ΣYj sj−→
∨m
i=1 ΣYi, where each sj for
1 ≤ j ≤ m appears at least once;
(c) parts (a) and (b) are natural for maps of spaces Yi −→ Zi.
Proof. Argue exactly as for Theorem 9.5 using Theorem 8.3 as the starting point rather than The-
orem 6.2, and organizing the Bi, Ci wedge summands so that Bi contains all the smash products
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having Y1, . . . , Yi as factors (rather than ΩΣY1, . . . ,ΩΣYi) and Ci contains all the smash products
having Y1, . . . , Yi−1 as factors but not Yi. 
Part 3. Cocategory and Nilpotence.
10. Cocategory and Nilpotence I
In this section the main result of the paper, Theorem 1.6, is proved: if X is simply-connected
then wcocat(X) = m if and only if nil(ΩX) = m. Before starting we record a simple lemma.
Lemma 10.1. Suppose that a and b are positive integers satisfying: (i) a = m implies b ≤ m, and
(ii) b = m implies a ≤ m. Then a = m if and only if b = m.
Proof. If a = m then by (i), b ≤ m. So either b = m or b < m. But if b < m then by (ii), a < m, a
contradiction. Therefore b = m. Similarly, if b = m then a = m. 
Proof of Theorem 1.6. We will use the homotopy fibration
(11) Fm+1(X)
fm+1(X)−−−−−−→
m+1∨
i=1
X −−−−−−→ Pm+1(X)
from Corollary 9.6.
Suppose that wcocat(X) = m. By the definition of weak cocategory, this implies that the com-
position Fm+1(X)
fm+1(X)−−−−−−→ ∨m+1i=1 X ∇−−−−−−→ X is null homotopic. Consider the Samelson product
(ΩX)(m+1)
cm−→ ΩX, where cm is the (m + 1)-fold Samelson product of the identity map on ΩX
with itself. Let wm : Σ(ΩX)
(m+1) −→ X be the adjoint of cm. Then wm is the (m+ 1)-fold White-
head product of the evaluation map ΣΩX
ev−→ X with itself. By Theorem 9.3, wm factors through
∇ ◦ fm+1(X). But by hypothesis, ∇ ◦ fm+1(X) is null homotopic. Therefore wm is null homotopic
and hence its adjoint cm is null homotopic. This implies that nil(G) ≤ m.
Conversely, suppose that nil(G) = m. By Corollary 9.6, Fm+1(X) ' ∨α∈I Σ(ΩX)(tα) and the
restriction of fm+1(X) to each wedge summand is an iterated Whitehead product of length ≥ m+ 1.
Therefore ∇ ◦ fm+1(X) maps each wedge summand Σ(ΩX)(tα) to X by an iterated Whitehead
product of length ≥ m+ 1. The adjoint (ΩX)(tα) −→ ΩX is a Samelson product of length ≥ m+ 1,
and so factors through cm. By hypothesis, cm is null homotopic. Therefore, so is (ΩX)
(tα) −→ ΩX
and its adjoint Σ(ΩX)(tα) −→ ΩX. This is true for every α ∈ I, so ∇◦ fm+1(X) is null homotopic,
implying that wcocat(X) ≤ m.
Finally, by Lemma 10.1 we obtain wcocat(BG) = m if and only if nil(G) = m. 
11. Retractile H-spaces
We now aim towards explicit calculations of the homotopy nilpotency class of quasi-p-regular
exceptional Lie groups and nonmodular p-compact groups in Section 13. This requires introducing
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a special family of finite H-spaces. Throughout this section we will assume that all spaces and maps
have been localized (or completed) at a prime p, and homology is taken with mod-p coefficients.
Definition 11.1. Let B be an H-space. Suppose that there is a space A and a map i : A −→ B
satisfying the following:
(i) H∗(B) ∼= Λ(H˜∗(A));
(ii) i∗ induces the inclusion of the generating set;
(iii) Σi has a left homotopy inverse.
Then the triple (A, i,B) is a retractile H-space.
If (A, i,B) is a retractile H-space then many properties of B are determined by the restriction
to A [GT1, Th1, Th2]. We will show this is also the case for nil(G) when G is a finite loop space
and (A, i,G) is retractile. A large family of retractile H-spaces was constructed in different ways
by Cooke, Harper and Zabrodsky [CHZ] and Cohen and Neisendorfer [CN]. They show that if p is
a prime and A is a finite CW -complex consisting of ` odd dimensional cells, where ` < p− 1, then
there exists a p-local H-space B and a map i : A −→ B which makes (A, i,B) retractile. Further,
in the boundary case when ` = p− 1, they show that if there happens to be a finite H-space B and
a map A
i−→ B inducing an isomorphism H∗(B) ∼= Λ(H˜∗(A)), then Σi has a left homotopy inverse
so (A, i,B) is retractile. Notice that products of retractile H-spaces are retractile. For if each of
{(Aj , ij , Bj)}mj=1 is retractile then so is (
∨m
j=1Aj ,
∨m
i=1 ij ,
∏m
j=1Bj).
Specific examples of retractile H-spaces are given by certain simply-connected simple compact
Lie groups and p-compact groups. Fix a prime p. By [MNT], when localized at p every simply-
connected, simple compact Lie group G decomposes as a product of p − 1 spaces. If the rank is
low with respect to p then by [Th2] the factors are all retractile, and so their product - the original
group G - is also retractile. The precise ranks involved are as follows:
(12)
SU(n) if n ≤ (p− 1)2 + 1
Sp(n) if 2n ≤ (p− 1)2
Spin(2n+ 1) if 2n ≤ (p− 1)2
Spin(2n) if 2(n− 1) ≤ (p− 1)2
G2, F4, E6 if p ≥ 5
E7, E8 if p ≥ 7.
Recall that X is a p-compact group if X ' ΩBX where BX is a p-complete space and the mod-p
homology of X is finite. There is a classification of irreducible p-compact groups [AGMV] when p
is odd, which in conjunction with work in [BM, C], show that there are four familes: (i) simply-
connected, simple compact Lie groups; (ii) an infinite family of spaces that decompose as a product
of spheres, sphere bundles over spheres, and factors of SU(n); (iii) 30 special nonmodular cases;
and (iv) 4 exotic modular cases. The retractile cases in (i) are covered by (12). The retractile cases
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in (ii) depend on SU(n) being retractile, and from [D] it follows that every case in (iii) and (iv) is
retractile. So to (12) we add a second list:
(13)
(a) an infinite family of p-compact groups that decompose as a product of spheres,
sphere bundles over spheres, and factors of SU(n) for n ≤ (p− 1)2 + 1;
(b) the 30 special nonmodular p-compact groups (see [D, Table 3.2]);
(c) the 4 exotic modular p-compact groups.
Since G is a loop space, it has a classifiying space BG and there is a homotopy equivalence
e : G −→ ΩBG. Let ev be the composite
ev : ΣG
Σe−→ ΣΩBG ev−→ BG
where ev is the canonical evaluation map. Let j be the composite
j : ΣA
Σi−→ ΣG ev−→ BG.
A key property is the following.
Lemma 11.2. Let G be a group from list (12) or (13). Then there is a homotopy commutative
diagram
ΣG
ev //
r

BG
ΣA
j
// BG
where r is a left homotopy inverse of Σi.
Proof. By hypothesis, the map ΣA
Σi−→ ΣG has a right homotopy inverse, so ΣG ' ΣA ∨ C for
some space C. In [GT1] the retractile properties were used to precisely describe the complementary
factor C in the case when G is from the list (12), but the proof adapts immediately to list (13) as
well. It is well known that there is a homotopy fibration ΣG ∧ G µ
∗
−→ ΣG ev−→ BG where µ∗ is the
canonical Hopf construction. In [GT1] it is shown there is a homotopy equivalence
(14) ΣA ∨ C Σi+s−−−−→ ΣG
where C is a retract of ΣG ∧ G and s factors through the Hopf construction µ∗. Consequently, s
composes trivially with ev, so from the decomposition in (14) we obtain a homotopy commutative
diagram
ΣG
ev //
r

BG
ΣA
j
// BG
where r is a left homotopy inverse of Σi. 
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For a space Y , let E : Y −→ ΩΣY be the suspension map, which is defined as the (right) adjoint
of the identity map on ΣY . Notice that the evaluation map ΣΩY
ev−→ Y is the (left) adjoint of the
identity map on ΩY . So the composite ΩY
E−→ ΩΣΩY Ωev−→ ΩY is homotopic to the identity map.
This leads to the following corollary of Lemma 11.2.
Corollary 11.3. The composite G
E−→ ΩΣG Ωr−→ ΩΣA Ωj−→ ΩBG is homotopic to the homotopy
equivalence e.
Proof. By Lemma 11.2, j ◦ r ' ev = ev ◦ Σe. Thus Ωj ◦ Ωr ◦ E ' Ωev ◦ ΩΣe ◦ E. The naturality
of E implies that the latter composite is homotopic to Ωev ◦E ◦ e. But Ωev ◦E is homotopic to the
identity map on ΩBG, so we obtain Ωj ◦ Ωr ◦ E ' e, as asserted. 
12. Cocategory and Nilpotence II
In this section a restricted version of Theorem 1.6 is proved.
Definition 12.1. Let G be an H-group. Suppose that Y is a pointed, path-connected space and
there is a map f : Y −→ G. We say that G has homotopy nilpotency class m with respect to f if the
composite Y (m+1)
f(m+1)−−−−→ G(m+1) cm−−−−→ G is null homotopic but cm−1 ◦ f (m) is nontrivial. In this
case we write nil(Y, f,G) = m.
Definition 12.2. Let X and Y be pointed, path-connected spaces, and suppose that there is
a map g : Y −→ X. We say that X has weak cocategory m with respect to g if the composite
Fm+1(Y )
fm+1(Y )−−−−−−→ ∨m+1i=1 Y ∇−−−−−−→ Y g−−−−−−→ X is null homotopic but g ◦∇◦fm(X) is nontrivial.
In this case we write wcocat(Y, f,X) = m.
Theorem 12.3. Let G be a group from list (12) or (13). Then wcocat(ΣA, j,BG) = m if and only
if nil(A, i,G) = m.
Proof. The naturality of the thin product and the naturality of the decomposition of Fm+1(X) in
Corollary 9.6 implies that there is a homotopy fibration diagram
Fm+1(ΣA)
fm+1(ΣA)
//
gm+1(j)

∨m+1
i=1 ΣA
//
∨m+1
i=1 j

Pm+1(ΣA)
Pm+1(j)

Fm+1(BG)
fm+1(BG)
// ∨m+1
i=1 BG
// Pm+1(BG)
where Fm+1(ΣA) ' ∨α∈I Σ(ΩΣA)(tα), Fm+1(BG) ' ∨α∈I Σ(ΩBG)(tα), and gm+1(j) ' ∨α∈I Σ(Ωj)(tα).
Suppose that wcocat(ΣA, j,BG) = m. Then the composite Fm+1(ΣA)
fm+1(ΣA)−−−−−−→ ∨m+1i=1 ΣA ∇−→
ΣA
j−→ BG is null homotopic. Consider the Samelson product A(m+1) i
(m+1)
−−−−→ G(m+1) cm−−−−→ G.
Its adjoint is the composite ΣA(m+1)
Σi(m+1)−−−−→ ΣG(m+1) wm−−−−→ BG, where wm is the (m + 1)-fold
Whitehead product of ev with itself, which is adjoint to cm.
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We claim that there is a lift
(15)
Fm+1(ΣA)
fm+1(ΣA)
∨m+1
i=1 ΣA
j◦∇

ΣA(m+1)
Σi(m+1)//
99rrrrrrrrrrrrrr
ΣG(m+1)
wm // BG.
The lift is constructed in two stages. First, we give a specific lift of wm ◦Σi(m+1) through j ◦∇. Let
s′j : ΣA −→
∨m+1
i=1 ΣA and sj : BG −→
∨m+1
i=1 BG be the inclusions of the j
th-wedge summands, and
let t′j and tj be the composites t
′
j : ΣΩΣA
ev−→ ΣA s
′
j−→ ∨m+1i=1 ΣA and tj : ΣG ev−→ BG sj−→ ∨m+1i=1 BG.
Let w
′
m = [t
′
1, [t
′
2, . . . , [t
′
m, t
′
m+1] . . .] and wm = [t1, [t2, . . . , [tm, tm+1] . . .]. Since G ' ΩBG, for
convenience we write ΩΣA
Ωj−→ ΩBG as ΩΣA Ωj−→ G. Consider the diagram
(16)
ΣA(m+1)
ΣE(m+1)//
Σi(m+1) &&MM
MMM
MMM
MMM
M ΣΩΣA
(m+1)
w
′
m //
Σ(Ωj)(m+1)

∨m+1
i=1 ΣA
∇ //
∨m+1
i=1 j

ΣA
j

ΣG(m+1)
wm // ∨m+1
i=1 BG
∇ // BG.
The left triangle homotopy commutes since i ' j◦E. The middle square homotopy commutes by the
naturality of the Whitehead product. The right square homotopy commutes by the naturality of the
fold map. Thus the entire diagram homotopy commutes. Observe that since ΣA
ΣE−→ ΣΩΣA ev−→ ΣA
is homotopic to the identity map, we have t′j ◦E ' s′j . Thus the composite w
′
m ◦ΣE(m+1) along the
top row in (16) homotopic to [s′1, [s
′
2, . . . , [s
′
m, s
′
m+1] . . .]. On the other hand, since wm ' ∇ ◦ wm,
the bottom direction around (16) is homotopic to wm ◦Σi(m+1). Thus the homotopy commutativity
of (16) implies that [s′1, [s
′
2, . . . , [s
′
m, s
′
m+1] . . .] lifts wm ◦ Σi(m+1) through j ◦ ∇. Further, as w
′
m is
an (m+ 1)-fold Whitehead product involving all m+ 1 spaces in the wedge
∨m+1
i=1 ΣA, Theorem 9.1
implies that w
′
m lifts through f
m+1(ΣA) to Fm+1(ΣA).
By hypothesis, wcocat(ΣA, j,BG) = m, so the composite Fm+1(ΣA)
fm+1(ΣA)−−−−−−→ ∨m+1i=1 ΣA ∇−→
ΣA
j−→ BG is null homotopic. Therefore the lift of wm ◦Σi(m+1) through ∇◦ j ◦ fm+1(ΣA) in (15)
implies that wm ◦Σi(m+1) is null homotopic. Taking adjoints, wm ◦ i(m+1) is null homotopic, and so
nil(A, i,G) ≤ m.
Conversely, suppose that nil(A, i,G) ≤ m. Then the composite A(m+1) i
(m+1)
−−→ G(m+1) cm−−→ G is
null homotopic. Taking adjoints, the composite ΣA(m+1)
Σi(m+1)−−−−→ ΣG(m+1) wm−−−−→ BG is null homo-
topic. Consider the composite Fm+1(ΣA)
fm+1(ΣA)−−−−−−→ ∨m+1i=1 ΣA ∇−→ ΣA j−→ BG. By Corollary 9.6
we have Fm+1(ΣA) ' ∨γ∈Jm+1 ΣA(tγ) and fm+1(ΣA) restricted to ΣA(tγ) is an iterated Whitehead
product wtγ of length ≥ m+1 formed from the inclusions ΣA ↪→
∨m+1
i=1 ΣA of the wedge summands.
Thus each wtγ factors through wm ◦Σi(m+1), which by hypothesis is null homotopic. Therefore wtγ
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is null homotopic. As this is true for every wedge summand of Fm+1(ΣA), the map fm+1(ΣA) is
null homotopic. Thus j ◦ ∇ ◦ fm+1(ΣA) is null homotopic, implying that wcocat(ΣA, j,BG) ≤ m.
Hence, by Lemma 10.1 we obtain wcocat(ΣA, j,BG) = m if and only if nil(A, i,G) = m. 
The next theorem links the equivalences in Theorems 1.6 and 12.3.
Theorem 12.4. Let G be a group from list (12) or (13). Then wcocat(BG) = m if and only if
wcocat(ΣA, j,BG) = m.
Proof. In general, by Corollary 9.6, for a space X there is a homotopy fibration
(17) Fm+1(X)
fm+1(X)−−−−→
m+1∨
i=1
X −−−−→ Pm(X)
where the right map is the inclusion of the wedge into the thin product; Fm+1(X) ' ∨α∈I Σ(ΩX)(tα);
and fm+1(X) is a wedge sum of iterated Whitehead products of maps of the form ΣΩX
ev−→ X sj−→∨m+1
i=1 X. Moreover, all of this is natural for maps of spaces X −→ Y . Recall that (A, i,G) being
retractile means that there is a map ΣG
r−→ ΣA which is a left homotopy inverse of Σi. Starting
from the composite ΣG
r−→ ΣA j−→ BG, consider the diagram
(18)
∨
α∈I ΣG
(tα)
∨
α∈I ΣE
(tα)

' // ∨
α∈I Σ(ΩBG)
(tα)
∨
α∈I Σ(ΩΣG)
(tα)
∨
α∈I Σ(Ωr)
(tα)
//
'

∨
α∈I Σ(ΩΣA)
(tα)
∨
α∈I Σ(Ωj)
(tα)
//
'

∨
α∈I Σ(ΩBG)
(tα)
'

Fm+1(ΣG) //
fm+1(ΣG)

Fm+1(ΣA) //
fm+1(ΣA)

Fm+1(BG)
fm+1(BG)
∨m+1
i=1 ΣG
∨m+1
i=1 r //
∇

∨m+1
i=1 ΣA
∨m+1
i=1 j //
∇

∨m+1
i=1 BG
∇

ΣG
r // ΣA
j
// BG.
The bottom squares homotopy commute by the naturality of the fold map, the middle and top
squares homotopy commute by the naturality of (17) and the naturality of the decomposition of
Fm+1(X). By Corollary 11.3, Ωj ◦ Ωr ◦ E is a homotopy equivalence, so the top rectangle also
homotopy commutes.
Suppose that wcocat(BG) = m. Then the composite Fm+1(BG)
fm+1(BG)−−−−−−→ ∨m+1i=1 BG ∇−−−−−−→
BG is null homotopic. The homotopy commutativity of (18) therefore implies that the composite
Fm+1(ΣA)
fm+1(ΣA)−−−−−−→ ∨m+1i=1 ΣA ∇−→ ΣA j−→ BG is null homotopic. Thus wcocat(ΣA, j,BG) ≤ m.
Suppose that wcocat(ΣA, j,BG) = m. Then the composite Fm+1(ΣA)
fm+1(ΣA)−−−−−−→ ∨m+1i=1 ΣA ∇−→
ΣA
j−→ BG is null homotopic. The homotopy commutativity of (18) therefore implies that the upper
direction around the diagram is null homotopic. But as the top row is a homotopy equivalence, this
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implies that the composite Fm+1(BG)
fm+1(BG)−−−−−−→ ∨m+1i=1 BG ∇−−−−−−→ BG is null homotopic. That is,
wcocat(BG) ≤ m.
Hence, by Lemma 10.1 we obtain wcocat(BG) = m if and only if wcocat(ΣA, j,BG) = m. 
Combining the equivalences in Theorems 1.6, 12.3 and 12.4 we obtain the following.
Theorem 12.5. Let G be a group from (12) or (13). Then nil(G) = m if and only if nil(A, i,G) =
m. 
This reduction from checking whether G(m+1)
cm−→ G is null homotopic to checking whether
A(m+1)
i(m+1)−−→ G(m+1) cm−−→ G is null homotopic gives a very practical tool for determining the
homotopy nilpotency class of certain finite loop spaces. This will be used in the next section to give
explicit calculations.
13. Examples
Fix an odd prime p. Let G be a p-localized simply-connected simple compact Lie group, or in
the p-complete setting, let G∧p be a p-compact group. In the p-local case, G is rationally homotopy
equivalent to a product of odd dimensional spheres
∏`
i=1 S
2ni−1, and in the p-complete case, G∧p is
rationally homotopy equivalent to the rationalization of a product of odd dimensional p-completed
spheres
∏`
i=1(S
2ni−1)∧p . Reordering the indices if need be, we may assume that n1 ≤ · · · ≤ n`.
The type of G is {n1, . . . , n`}. From now on we drop the usual ( )∧p notation for p-completion for
convenience, the context making it clear when it should be used. In the p-local (p-complete) case we
say that G is p-regular if there is a p-local (or p-complete) homotopy equivalence G '∏`i=1 S2ni−1.
It is quasi-p-regular if there is a p-local (or p-complete) homotopy equivalence G ' ∏`i=1Bi, where
each Bi is either a sphere or a sphere bundle over a sphere.
Kaji and Kishimoto [KK] have determined the homotopy nilpotency classes of all p-regular p-
compact groups. Kishimoto [K] determined the homotopy nilpotency class of all quasi-p-regular
cases of SU(n). In both cases the calculations were intense and involved detailed information about
nontrivial Samelson products on the group in question. In contrast, very little is known about
nontrivial Samelson products in exceptional Lie groups, so one would ordinarily not hope to be able
to determine their homotopy nilpotency classes. Nevertheless, in Theorem 13.1 we will calculate the
homotopy nilpotency class in most quasi-p-regular cases.
The sphere bundles over spheres that appear as factors have a particular form, which we describe
first. Let piSm(S
n) be the mth-stable homotopy group of Sn. The least nonvanishing p-torsion
homotopy group of S3 is pi2p(S
3) ∼= Z/pZ. Let α : S2p −→ S3 represent a generator. This map
is stable and it represents the generator in piSn+2p−3(S
n) ∼= Z/pZ. For n ≥ 1, define the space
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B(2n+ 1, 2n+ 2p− 1) by the homotopy pullback
S2n+1 // B(2n+ 1, 2n+ 2p− 1) //

S2n+2p−1
α

S2n+1 // S4n+3
w // S2n+2
where w is the Whitehead product of the identity map with itself.
Restrict to p ≥ 7 and consider the exceptional simple compact Lie groups which are quasi-p-
regular but not p-regular. By [MNT] a complete list is as follows:
(19)
F4 p = 7 B(3, 15)×B(11, 23)
p = 11 B(3, 23)× S11 × S15
E6 p = 7 F4 × S9 × S17
p = 11 F4 × S9 × S17
E7 p = 11 B(3, 23)×B(15, 35)× S11 × S19 × S27
p = 13 B(3, 27)×B(11, 35)× S15 × S19 × S23
p = 17 B(3, 35)× S11 × S15 × S19 × S23 × S27
E8 p = 11 B(3, 23)×B(15, 35)×B(27, 47)×B(39, 59)
p = 13 B(3, 27)×B(15, 39)×B(23, 47)×B(35, 59)
p = 17 B(3, 35)×B(15, 47)×B(27, 59)× S23 × S39
p = 19 B(3, 39)×B(23, 59)× S15 × S27 × S35 × S47
p = 23 B(3, 47)×B(15, 59)× S23 × S27 × S35 × S39
p = 29 B(3, 59)× S15 × S23 × S27 × S35 × S39 × S47.
McGibbon [M] showed that none of the Lie groups listed in (19) is homotopy commutative. Thus,
in every case, nil(G) ≥ 2.
Complete at p ≥ 7 and consider the nonmodular p-compact groups in cases 4 through 34 of the
Shepard-Todd numbering which are quasi-p-regular but not p-regular. We exclude case 28 which
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is F4. As in [D], a complete list is given by:
(20)
Case Prime Space
5 7 B(11, 23)
9 17 B(15, 47)
10 13 B(23, 47)
14 19 B(11, 47)
16 11 B(39, 59)
17 41 B(39, 119)
18 31 B(59, 119)
20 19 B(23, 59)
24 11 B(7, 27)× S11
25 7 B(11, 23)× S17
26 13 B(11, 35)× S23
27 19 B(23, 59)× S13
29 13 B(15, 39)× S7 × S23
29 17 B(7, 39)× S15 × S23
30 11 B(3, 23)×B(39, 59)
30 19 B(3, 39)× S27 × S59
30 29 B(3, 59)× S23 × S39
31 13 B(15, 39)×B(23, 47)
31 17 B(15, 47)× S23 × S39
32 13 B(23, 47)×B(35, 59)
32 19 B(23, 59)× S35 × S47
33 13 B(11, 35)× S7 × S19 × S23
34 31 B(23, 83)× S11 × S35 × S47 × S59
34 37 B(11, 83)× S23 × S35 × S47 × S59
Saumell [Sa] showed that the only groups in (20) which are homotopy commutative are: B(15, 47)
at p = 17, B(11, 47) at p = 19, B(39, 119) at p = 41, B(23, 59) at p = 19, and B(7, 27) × S11 at
p = 11. Otherwise, the groups are not homotopy commutative, in which case nil(G) ≥ 2.
Theorem 13.1. Let p ≥ 7 and let G be a quasi-p-regular p-compact group from (19) or (20). If G
is not homotopy commutative then nil(G) = 2.
We begin with some properties of the space B(2n+1, 2n+2p−1), which has been well studied. It
is a three-cell complex whose mod-p homology is H∗(B(2n+ 1, 2n+ 2p− 1)) ∼= Λ(x2n+1, x2n+2p−1),
where |xt| = t. Let A(2n+ 1, 2n+ 2p− 1) be the (2n+ 2p− 1)-skeleton of B. Then
H∗(B(2n+ 1, 2n+ 2p− 1)) ∼= Λ(H˜∗(A(2n+ 1, 2np+ 1)))
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and the skeletal inclusion i : A(2n+ 1, 2n+ 2p− 1) −→ B(2n+ 1, 2n+ 2p− 1) induces the inclusion
of the generating set in homology. By [CHZ, CN], Σi has a right homotopy inverse. Thus we obtain
the following.
Lemma 13.2. For n ≥ 1, (A(2n+ 1, 2n+ 2p− 1), i, B(2n+ 1, 2n+ 2p− 1)) is a retractile triple. 
Let G be a quasi-p-regular p-compact group such that G '∏`i=1Bi, where each Bi is a sphere or
space of the form B(2ni + 1, 2ni + 2p− 1). If Bi = S2ni−1 let Ai = S2ni−1 and let Ii : Ai −→ Bi be
the identity map. If Bi = B(2ni+1, 2ni+2p−1) let Ai = A(2ni+1, 2ni+2p−1). Let A =
∨`
i=1Ai
and let I : A −→ B be the wedge sum of the maps Ii for 1 ≤ i ≤ `. The retractile property in
Lemma 13.2 implies that (A, I,G) is also retractile. Referring to G itself as being retractile, this is
stated as follows.
Lemma 13.3. Let G be a quasi-p-regular p-compact group which is a product of spheres and spaces
of the form B(2n+ 1, 2n+ 2p− 1). Then G is retractile. 
Some elementary information about the homotopy groups of G is also required. This requires a
few preliminary lemmas.
Lemma 13.4. Let X be a finite CW -complex with cells in dimensions {m1, . . . ,ms}. Let Y be a
space with the property that pimi(Y ) = 0 for 1 ≤ i ≤ s. Then any map f : X −→ Y is null homotopic.
Proof. For a positive integer t, let Xt be the t-skeleton of X. Since X has cells in dimensions
{m1, . . . ,ms}, for 1 ≤ i ≤ s there are cofibration sequences∨
Smi−1
fi−→ Xmi−1 −→ Xmi qi−→
∨
Smi
for attaching maps fi and pinch maps qi, where Xm0 is the basepoint.
Clearly the restriction of X
f−→ Y to Xm0 is null homotopic. Suppose inductively that the
restriction of f to Xmi−1 is null homotopic. Then from the cofibration Xmi−1 −→ Xmi qi−→
∨
Smi
we see that the restriction of f to Xmi factors through qi to a map ei :
∨
Smi −→ Y . But as
pimi(Y ) = 0, the map ei is null homotopic. Therefore the restriction of f to Xmi is null homotopic.
By induction, the restriction of f to Xms = X - that is, f itself - is null homotopic. 
A space B is spherically resolved by spheres Sn1 , . . . , Snt if for 1 ≤ j < t there are homotopy
fibrations
Snj −→ Bj −→ Bj+1
where B1 = B and Bt = S
nt . For example, SU(n) is spherically resolved by S3, S5, . . . , S2n−1.
From Lemma 13.4 we obtain the following refinement in the case of spherically resolved spaces.
Lemma 13.5. Let X be a finite CW -complex with cells in dimensions {m1, . . . ,ms}. Let B be
spherically resolved by spheres Sn1 , . . . , Snt . If pimi(S
nj ) = 0 for all 1 ≤ i ≤ s and 1 ≤ j ≤ t, then
any map f : X −→ B is null homotopic.
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Proof. Proceed by downward induction on t. When t = n, as Bt = S
nt , the hypotheses immediately
imply that pimi(Bt) = 0 for 1 ≤ i ≤ s. If j < t, suppose inductively that pimi(Bj+1) = 0 for 1 ≤ i ≤ s.
Then as pimi(S
nj ) = 0 for 1 ≤ i ≤ s, the long exact sequence of homotopy groups induced by the
homotopy fibration Snj −→ Bj −→ Bj+1 implies that pimi(Bj) = 0 for 1 ≤ i ≤ s. As B = B1, by
induction we have pimi(B) = 0 for 1 ≤ i ≤ s. Lemma 13.4 then implies that any map X f−→ B is
null homotopic. 
A special case is B(3, 2p+1). This can be regarded as the homotopy fibre of the map α : S2p+1 −→
BS3 which is adjoint to S2p
α−→ S3. Since α has order p, so does its adjoint, and therefore
α ◦ p is null homotopic, implying that the degree p map on S2p+1 lifts to the homotopy fibre
of α. That is, there is a map c : S2p+1 −→ B(3, 2p + 1) with the property that the composite
S2p+1
c−→ B(3, 2p + 1) −→ S2p+1 is of degree p. For a space X, let X〈3〉 be the three-connected
cover of X. Notice that the map c lifts to a map c¯ : S2p+1 −→ B(3, 2p + 1)〈3〉. The following
property was proved by Toda [To1].
Lemma 13.6. The map S2p+1
c¯−→ B(3, 2p+ 1)〈3〉 is (2p2 − 2)-connected. In particular, c¯ induces
an isomorphism on the homotopy groups pim for m ≤ 2p2 − 2. 
Proposition 13.7. Let p be an odd prime. Let G be a quasi-p-regular p-compact group which is a
product of spheres and spaces of the form B(2n+ 1, 2n+ 2p− 1). Suppose that either:
(i) G has type {n1, . . . , n`} where 3n` < min{n1p, n1 + p2 − p}; or
(ii) G ' B(3, 2p + 1) × Y where Y is as in part (i) and its type also satisfies 2 < n1 ≤ p and
p < n`.
Then nil(G) ≤ 2.
Proof. Part (i): By Lemma 13.3, the hypotheses on G imply that there is a retractile triple (A, i,G).
By Theorem 12.5, to show that nil(G) ≤ 2 it suffices to show that the composite A ∧ A ∧ A i∧i∧i−−−−→
G∧G∧G c2−−−−→ G is null homotopic. We will show more, that any map f : A∧A∧A −→ G is null
homotopic.
Since G is quasi-p-regular of type {n1, . . . , n`}, it is spherically resolved by the odd dimensional
spheres S2n1−1, . . . , S2n`−1. The type of G also implies that A has a CW -structure with ` cells,
in dimensions {2n1 − 1, . . . , 2n` − 1}. So A ∧ A ∧ A has a CW -structure consisting of cells in
dimensions {m1, . . . ,ms} where each mi is odd. Therefore, by Lemma 13.5, if pim(S2ni−1) = 0 for
each m ∈ {m1, . . . ,ms} and each 1 ≤ i ≤ `, then f is null homotopic.
The dimension of A ∧ A ∧ A is 6n` − 3, so we consider pim(S2ni−1) for m an odd number with
m ≤ 6n`−3. Observe that the stable range for S2ni−1 is 2nip−4. That is, pim(S2ni−1) ∼= piSm(S2ni−1)
if m < 2nip − 3. Since n1 ≤ · · · ≤ n`, S2n1−1 has the stable range of least dimension. So if
6n` − 3 < 2n1p − 3, then pim(S2ni−1) is stable for every m ∈ {m1, . . . ,ms} and every 1 ≤ i ≤ `.
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This inequality is equivalent to 3n` < n1p, which is one of the hypotheses. Therefore, we need only
consider the stable homotopy groups piSm(S
2ni−1).
Since m is odd, the stable homotopy group piSm(S
2ni−1) is in an even stem. By [To2], the even sta-
ble stem of least dimension is 2p(p−1)−2 (the stem of the stable generator β1). Thus piSm(S2ni−1) = 0
for odd m whenever m < (2ni − 1) + 2p(p − 1) − 2. As n1 ≤ · · · ≤ n` and m ≤ 6n` − 3, we have
piSm(S
2ni−1) = 0 whenever 6n` − 3 < (2n1 − 1) + 2p(p − 1) − 2. This inequality is equivalent to
3n` < n1 + p
2 − p, which is one of the hypotheses.
Hence pim(S
2ni−1) = 0 for each m ∈ {m1, . . . ,ms} and for each 1 ≤ i ≤ n, and the proof of
part (i) is complete.
Part (ii): Since G ' B(3, 2p + 1) × Y with Y as in part (i), by Lemma 13.3 there is a retractile
triple (A, i,G) where A = A1 ∨A2 for retractile triples (A1, i1, B(3, 2p+ 1)) and (A2, i2, Y ). Notice
that A1 is the (2p+ 1)-skeleton of B(3, 2p+ 1).
Consider the composite θ : A ∧ A ∧ A i∧i∧i−−−−→ G ∧ G ∧ G c2−−−−→ G. Observe that A ∧ A ∧ A is
8-connected, so θ factors through the three-connected cover G〈3〉. Since G ' B(3, 2p+ 1)× Y and
n1 > 2 implies that Y is at least 4-connected, we have G〈3〉 ' B(3, 2p+ 1)〈3〉×Y . By Lemma 13.6,
pik(B(3, 2p + 1)〈3〉) ∼= pik(S2p+1) for k < 2p2 − 1. Thus, in this dimensional range, it is as if G is
spherically resolved by S2n1−1, . . . , S2n`−1 and S2p+1. The hypothesis that p < n` implies that the
dimension of A ∧ A ∧ A is that of A2 ∧ A2 ∧ A2, which is 6n` − 3. The hypothesis that n1 ≤ p
implies that the arguments for pim(S
2ni−1) = 0 in part (1) also imply that pim(S2p+1) = 0. Thus if
6n`− 3 < 2p2− 1, then the argument in part (i) goes through without change to show that θ is null
homotopic and nil(G) ≤ 2.
It remains to show that 6n`−3 < 2p2−1. By hypothesis, 3n` < min{n1p, n1 +p2−p} and n1 ≤ p.
If min{n1p, n1 + p2− p} = n1p then 3n` < n1p and n1 ≤ p implies that 6n`− 3 < 2p2− 3 < 2p2− 1.
If min{n1p, n1 + p2− p} = n1 + p2− p then 3n` < n1 + p2− p and n1 ≤ p implies that 3n` < p2 and
so 6n` − 3 < 2p2 − 3 < 2p2 − 1. In either case, 6n` − 3 < 2p2 − 1, as required. 
Proof of Theorem 13.1. It has already been mentioned that every group G in (19) and every non-
homotopy commutative group G in (20) has nil(G) ≥ 2. In each such case, except E8 at p = 11, the
hypotheses of Proposition 13.7 hold, so nil(G) ≤ 2. Hence nil(G) = 2.
The one outstanding case is E8 at p = 11. As in part (ii) of Proposition 13.7, write E8 '
B(3, 23) × Y where Y has type {8, 14, 18, 20, 24, 30}. Now n1 = 8 and n` = 30, but 3n` is not less
than min{n1p, n1 + p2 − p} = min{88, 118}. The one obstruction that appears in the argument
proving Proposition 13.7 corresponds to 6n`− 3 = 177 (the dimension of A∧A∧A) being less than
2n1p− 3 = 173 (the stable range of S15). But from the homotopy fibration W8 −→ S15 E
2
−→ Ω2S17
induced by the double suspension E2, since W8 is homotopy equivalent to the Moore space P
175(11)
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in dimensions ≤ 180 and pi177(P 175(11)) = 0, we see that pi177(S15) is stable, and so the argument
in Proposition 13.7 goes through. Therefore nil(E8) = 2 in this case as well. 
Remark 13.8. There are other quasi-p-regular exceptional Lie groups: G2, F4 and E6 at p = 3
and p = 5. The cases F4 and E6 at 3 have torsion in mod-3 homology; therefore a characterization
of homotopy nilpotent Lie groups by Rao [R] implies that, localized at 3, we have nil(F4) = ∞
and nil(E6) = ∞. McGibbon [M] showed that G2 at p = 5 is homotopy commutative; therefore
localized at 5 we have nil(G2) = 1. The remaining cases all have torsion free homology and are not
homotopy commutative. Moreover, they do not satisfy the hypotheses of Proposition 13.7 and fail
to do so in a way that does not allow for a sidestepping argument as for E8 at p = 11 in the proof
of Theorem 13.1. So the precise value of nil(G) in these cases remains undetermined.
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