The unique polynomial of degree (n -1) assuming the values f(xi), • • • , fipo n ) at the abscissas xi, x 2 , • • • , x n , respectively, is given by the Lagrange interpolation formula where c denotes an arbitrary constant not equal to zero. It is known and easy to verify that
In the Lagrange interpolation formula let
. In this case we have
Suppose ƒ(x) to be a continuous function; then it is known that the sequence L n (J), n = l, 2, • • • , is not convergent 1 for all f(x). We may even find a continuous function fi(x) such that the sequence L n (fi), n = l, 2, • • • , is divergent for all points of the interval Therefore it is interesting to prove the following theorem :
and the convergence is uniform in the whole interval -1^x^+1.
Between the interpolation polynomials (8) and the partial sums s n -i(f) of the Fourier series of the even function f(x) there is a far reaching analogy. We mention here only the following. On one hand, it is easy to verify that
On the other hand, 
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Our theorem is analogous with the well known theorem of Rogosinski in the theory of Fourier series. We first prove the following lemma. sin 0& sin ^0 sin 0 sin 7r/2^
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sin ir/2n Now let 0 be fixed and
It is known that From (17) we obtain for sufficiently large n, ô>0 fixed,
Now we are in the position to prove our theorem. Let e>0 be a fixed number. The identity (4) gives
hence for a fixed # = cos 0
The f unction ƒ (cos 0) is continuous; thus we can find a positive number S such that
whenever |0-0j tt) | <ô. From (20) and (21) we have
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and by the lemma and (18) 
