In Brief
Using signal detection theory, Ho et al. report that both perceptual sensitivity and decision criterion oscillate in audition (at 6 Hz and 8 Hz, respectively). The oscillations in sensitivity suggest alternate sampling of the two ears by attention-like mechanisms. Rhythmic oscillations seem to be a general phenomenon of many aspects of perception.
SUMMARY
Many behavioral measures of visual perception fluctuate continually in a rhythmic manner, reflecting the influence of endogenous brain oscillations, particularly theta ($4-7 Hz) and alpha ($8-12 Hz) rhythms [1] [2] [3] . However, it is unclear whether these oscillations are unique to vision or whether auditory performance also oscillates [4, 5] . Several studies report no oscillatory modulation in audition [6, 7] , while those with positive findings suffer from confounds relating to neural entrainment [8] [9] [10] . Here, we used a bilateral pitch-identification task to investigate rhythmic fluctuations in auditory performance separately for the two ears and applied signal detection theory (SDT) to test for oscillations of both sensitivity and criterion (changes in decision boundary) [11, 12] . Using uncorrelated dichotic white noise to induce a phase reset of oscillations, we demonstrate that, as with vision, both auditory sensitivity and criterion showed strong oscillations over time, at different frequencies: $6 Hz (theta range) for sensitivity and $8 Hz (low alpha range) for criterion, implying distinct underlying sampling mechanisms [13] . The modulation in sensitivity in left and right ears was in antiphase, suggestive of attention-like mechanisms sampling alternatively from the two ears.
RESULTS
The phase of ongoing neural oscillations can be reset using salient visual cues [2, 3, 14, 15] or eye or arm movements [1, 16, 17] , causing visual performance (both accuracy and reaction times) to oscillate within the lower alpha and upper theta bands (4) (5) (6) (7) (8) . We hypothesized that oscillations in the auditory system could be also reset by the onset of an auditory burst. We presented participants with a stream of dichotic uncorrelated white noise and asked them to identify the pitch of a brief monaural target tone presented with equal probability to the left or right ear at random intervals from 0.2 to 1.01 s after the noise onset ( Figure 1 ). For the aggregate subject data analysis, we pooled across all participants' responses (separate for left ear and right ear) and binned the data with rectangular, nonoverlapping windows of 19.5 ms. For each bin, we computed sensitivity, d
0 , and criterion, c, using Figure 2E shows the goodness of fit (R 2 ) of the sensitivity data of the two ears for all frequencies within the sampled range (4-10 Hz, in steps of 0.1 Hz). The R 2 s at the peak frequencies-6.2 for the left ear and 5.7 Hz for the right ear-are 0.3 (±0.03, calculated by jack-knife) and 0.2 (±0.03), respectively, which are clearly higher than the 95 th percentile of the R 2 distribution obtained by permutation (n = 2,000). The 95 th percentile was essentially constant near R 2 = 0.15 at all frequencies. For both ears, the goodness of fit of the binned data exceeded the 95% permutation threshold over a specific range of frequencies, 5.7-6.6 Hz for the left ear and 5.3-5.9 Hz for the right ( Figure 2E , shaded rectangles). The two intervals clearly overlapped over the range of 5.7-5.9 Hz, suggesting a common generator of oscillations for sensitivity of the two ears.
Figures 2B and 2D show the criterion estimates for the aggregate subject data for the two ears (pink lines) as a function of SOA, with the best sinusoidal fits shown in black. The best fits for criteria were at higher frequencies than for sensitivity: 8.7 (±0.7) Hz for the left ear (R 2 = 0.2 ± 0.02) and 7.5 (±0.5) Hz for the right (R 2 = 0.3 ± 0.04). Figure 2F shows the range of frequencies where the modulation was greater than the 95% permutation threshold. Unlike for sensitivity, the frequency ranges were non-overlapping for the criterion, with 8.4-8.9 Hz for the left ear and 7.1-7.9 Hz for the right. The goodness of fit does not specify the strength of the observed oscillations, which can be evaluated by the amplitude and phase coherence of the sinusoidal fits. Figures 3A and 3E show the amplitude spectra of the sensitivity oscillations in the left and right ears over the same range of sampled frequencies (4-10 Hz). The amplitude spectra of the left-and right-ear criteria are shown in Figures 3C and 3G . The shading surrounding the blue (sensitivity) and pink (criterion) lines corresponds to ±1 SEM, calculated by bootstrapping the original data. Supporting the goodness of fit of the criterion data in Figure 2F , the amplitude spectra suggest that the strongest oscillations of criterion were different between the two ears, with A = 0.04 at 8.7 Hz for the left ear and A = 0.04 at 7.5 Hz for the right. To evaluate the significance of both the phase and amplitude at these frequencies, we performed a two-dimensional (2D) analysis on the sine and cosine coefficients of the sinusoidal fit [1, 16] . In Figures 3D and 3H , the black dots indicate the response vectors (reflecting the amplitude and phase) of the aggregate subject at the peak frequencies, while the surrounding clouds of pink dots indicate the vectors for each bootstrap at that frequency. The amplitude is given by the distance from the origin, and phase is given by the angle of the vector. The gray shaded area encircling 95% of the colored points does not extend past the origin in either case, indicating that the vector is significantly different from zero [1, 16] . We calculated the proportion of points that fall beyond the pink dashed lines passing through the origin and that are orthogonal to the original phase (dotted black lines) [18] . The resulting p values were corrected for multiple comparisons across all 61 frequencies of Figure 2F , using false discovery rate (FDR) [19] . Allowing for an FDR of 10% [20] , the left-ear criterion was significant at 8.7 Hz, p = 0.003; and the right-ear criterion was significant at 7.5 Hz, p = 0.002. All frequencies in the shaded gray area in Figures 3C-3G were significant after FDR correction. Our analysis of individual responses corroborated the phase coherence observed in the aggregate data, even though subjects' maximal frequency and amplitude varied ( Figures S2 and S3) . From a vector analysis of the group mean amplitudes and intersubject phase coherence, statistical significance can only be met when both are greater than the permuted data. For the left ear, this is true for participants' phases around 8.7 Hz (p = 0.05), with a mean phase, q, of 241 (±43 ) and a mean vector length, jvj, of 0.03. For the right ear, participants' phases were most consistent around 7.5 Hz (p = 0.01) with q = 146 (±36 ) and jvj = 0.05. Next, we examined the amplitude spectra of the oscillations in sensitivity ( Figures 3A and 3E ). In agreement with Figure 2 , the oscillations around 5.9 Hz (the center of the region of common significance) were strong in both ears; A = 0.06 for the left ear, and A = 0.05 for the right ear. Figures 3B and 3F show the 2D Fourier plots of the aggregate subject response at the common frequency, 5.9 Hz (black dots). At this frequency, the bootstrap analysis shows that these vectors were significantly different from zero, with p = 0.006 for the left ear and p = 0.01 for the right ear (FDR = 0.1). The shaded gray areas in Figures 3A-3E show the significant frequencies by the 2D analysis (FDR corrected). Again, these results were corroborated by the individual responses, where participants' phases were highly consistent around 5.9 Hz for both ears: left ear (p = 0.01), q = 175 (±43 ), and jvj = 0.05; and right ear (p = 0.05), q = 317 (±40 ), and jvj = 0.05 ( Figure S3 ).
The aggregate phase for the left-and right-ear sensitivities at the common frequency (5.9 Hz) closely resembles that of the group mean, 187 (±22 ) and 319 (±26 ), respectively, leading to a phase difference of 228 (±34 ), approximating antiphase. To further probe this antiphase relationship, we conducted a separate analysis of the sum and difference of sensitivities of the two ears. Figure 4A summed sensitivity data exceed the 95% permutation threshold, while that of the difference data does so over the range of 5.2-6.7 Hz, with a peak at 5.9 Hz. All this is consistent with the oscillations being near antiphase: if they were in phase, the summed response should be higher than the difference, while, if in quadrature phase (90 ), they should be similar. Figures 4B and 4D show the fit of a 5.9-Hz sinusoid to the difference and summed sensitivity data, respectively. Figures 4C and 4E show the results of the 2D analysis at 5.9 Hz. The amplitude for the difference data ( Figure 4B ) at 5.9 Hz was high (A = 0.09), with the 95% confidence circle well separated from the origin ( Figure 4C) , and significant at p = 0.001 (FDR corrected). On the other hand, the amplitude of the summed responses ( Figure 4D ) was very low (A = 0.04), with the 95% confidence circle clearly encompassing the origin ( Figure 4E ). The proportion of points falling beyond the origin in the direction orthogonal to the phase angle of the real data was 7% (p = 0.07).
We extended this analysis to the individual responses ( Figures  S2 and S3 ). Taking the difference between the individual sensitivities of the two ears should reduce the phase scatter between subjects, giving rise to a clearer picture of the phase difference in sensitivity across participants. Thus, Figure S4A shows the tendency of the vectors to cluster around 180 , which is absent in Figure S4B . Figures S4C and S4D shows the results of the intersubject phase coherence analysis. Over a large frequency range (5.6-6.4 Hz), participants show significant phase consistency for the sensitivity difference, whereas the same analysis for the summed sensitivity never approaches significance ( Figure S4C) . Finally, Figure S4D shows that the intersubject phase coherence at 5.9 Hz for the sensitivity difference is also significant against the maximal intersubject phase coherence of the permuted data across all frequencies.
DISCUSSION
The present study reports, for the first time, oscillations in the perception of auditory stimuli (in the absence of neural entrainment), showing that oscillations in performance are not specific to vision, as has been previously assumed [4, 5] , but may reflect a more general perceptual mechanism. Using signal detection theory (SDT), we found that auditory oscillations occur in both sensitivity and criterion, but at different frequencies: 5-6 Hz for sensitivity and 7-8 Hz for criterion. The frequencies are similar but straddle the theta and alpha bands (4-7 Hz and 8-12 Hz, respectively), with sensitivity more in the theta range and criterion more in the alpha range. Both theta and alpha oscillations have been implicated in various attentional processes, and the phases of theta and alpha rhythms are known to modulate the amplitude of higher frequencies, such as gamma ($40-90 Hz), which drives numerous perceptual processes [21] [22] [23] .
Our observation that the oscillations in sensitivity for pitch discrimination occurred within the theta band is consistent with a recent study [24] showing that the amplitude of theta oscillatory activity in the right inferior frontal gyrus predicted pitch discrimination performance. The oscillations of sensitivity of the two ears were clearly in antiphase, supported by the fact that the summed responses of both ears showed no significant oscillations, while the differences showed stronger oscillations than for either ear alone, over a range of frequencies (Figure 4 ). This result agrees with two behavioral studies on oscillation of visual thresholds [2, 3] , both showing clear theta modulation of accuracy during a spatially cued task. Importantly, the theta band modulation measured at the two hemifields [2] or between two object locations [3] were in approximate antiphase, implying alternate sampling between them. A similar process may occur in the current study. Our target stimuli were presented to either the left or the right ear, producing maximal interaural differences for auditory lateralization, similar to the presentations in the two visual studies [2, 3] . Sensitivity oscillated at very similar frequencies for the two ears ($6 Hz), approximately in antiphase, in a way similar to that observed in the studies on visual sensitivity, suggesting that oscillations in visual and auditory sensitivity may result from a general attentional mechanism that samples target locations in a cyclic manner. This could be an efficient general strategy for perceptual systems with limited resources [4] . The antiphase relationship between the two ears may also help to explain why previous research has failed to reveal clear auditory oscillations (in the absence of rhythmic entrainment) [6] [7] [8] . Most previous research has used diotic stimulus presentation, where identical sounds were presented to both ears simultaneously. Our results would suggest that, in these situations, potential interaural oscillations would be cancelled out. Indeed, when pooling together our results from the left and right ears, the oscillations cancelled out almost completely (Figure 4D) . In a normal listening environment, it is rare for a sound to be completely lateralized to one ear. Future studies should examine whether similar antiphase oscillations are also present in a more naturalistic environment with stimuli that can be localized spatially. In addition to the oscillations in auditory sensitivity, we report significant oscillations in decision criterion, at 7-8 Hz. A wealth of studies relates the power and phase of alpha rhythms to attention [21] [22] [23] and to changes in performance, particularly with visual tasks [1-3, 14, 15, 17] . However, very few studies have attempted to separate sensitivity from criterion. One exception is Iemi et al. [25] , who reported that reduced alpha activity pre- dicted a more liberal detection criterion for several visual tasks, but not improved sensitivity, consistent with our results. Several studies give support for this idea for vision [26] , touch [27] , and even audition [28] , although none of these specifically separated sensitivity and criterion. Sherman et al.
[29] also used SDT to study oscillations in a visual detection task and showed that the phase of alpha oscillations in the EEG before the stimulus onset predicted criterion (and confidence judgments), but not sensitivity. Furthermore, when there was high expectation of target appearance (leading to a more liberal criterion) the oscillation was in antiphase with conditions of low expectation, leading the authors to suggest that the alpha band neural oscillations transmit expectation, or priors, to sensory cortex. This idea is supported on theoretical grounds [30] and also by work showing that alphaband desynchronization predicts temporal expectation effects [31] . In our experiment, the two stimuli were equally probable, leading to no systematic ''expectation'' for one tone or the other. However, many factors influence expectancies, including the previous stimulus history [32, 33] , and this form of expectancy (or prior) may be transmitted by alpha-band communication.
It is far from clear why criteria should oscillate at different frequencies in the two ears, as criteria are usually considered decision boundaries, which may be expected to be set at higher levels of stimulus analysis. However, our data suggest that the decision boundary of the pitch discrimination is set separately for the two ears or two hemispheres. Perhaps the brain uses a frequency tagging code to simultaneously classify pitch and space localization. Further experimentation would be required to isolate better the mechanisms governing oscillations in criterion.
In conclusion, our study adds to many others in showing that, even under apparently stable conditions, perceptual performance is not constant but oscillates continually. We find that both criterion and sensitivity oscillate, at different frequencies, reflecting different driving mechanisms, both consistent with what has been previously reported in the visual literature. That this occurs for audition as well as vision suggests that it reflects a general perceptual strategy where preceding events can synchronize endogenous brain oscillations to influence the incoming stimulus.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Twenty healthy adults (7 male, 3 left-handed, mean age 21.8 ± 3.9) with normal hearing participated in the experiment. All participants provided written, informed consent. The study was approved by the Human Research Ethics Committees of the University of Sydney.
METHODS DETAILS
Participants performed a bilateral pitch-identification task within dichotic white noise maskers, delivered via in-ear tube-phones (ER-2, Etymotic Research, Elk Grove, Illinois). To isolate external noise, participants wore earmuffs (30 dBA attenuation) over the tube-phones (3M Peltor). The broadband white noise maskers were of 2 s duration and randomly generated on each trial to prevent entrainment. The left-and right-ear maskers were time-reversed versions of each other such that they were clearly lateralised and uncorrelated. A brief (10 ms) target tone (either 2,000 or 2,500 Hz at random, 50% probability) was presented to one ear (at random, 50% probability) at a stimulus-onset asynchrony (SOA) randomly drawn from an interval of 0.2-1.01 s after noise onset. To familiarise participants with the tones, both tones were played four times each before every block. They indicated via button press (ResponsePixx, Vpixx Technologies, Saint-Bruno, Quebec) whether the tone was of high or low pitch, irrespective of the ear in which it occurred. All participants used their thumb (for low pitch) and index finger (for high pitch) of their dominant hand to respond. For each ear, target intensity was kept around individual thresholds (75%), using an accelerated stochastic approximation staircase procedure [35, 36] . Participants were instructed to respond as soon as possible while the noise masker was still present. The next trial started after a silent inter-trial interval (ITI) of random duration between 1.2-2.2 s. Each participant completed 2100 trials (30 blocks of 70 trials) over several sessions on at least two consecutive days. The first six trials of each block were discarded, as thresholds required some trials to stabilize. Blocks lasted $5 min with rests after each block. Prior to the experiment, participants completed a practice block of 20 trials with feedback, but no feedback was provided during the experiment. Stimuli were presented using the software PsychToolbox [34] in conjunction with DataPixx (Vpixx Technologies, Saint-Bruno, Quebec) and MATLAB (Mathworks, Natick, Massachusetts).
QUANTIFICATION AND STATISTICAL ANALYSIS Aggregate Subject Analysis
We examined the behavioral data pooled across the subjects and ran the same analysis on the individual subjects. The individual results are shown in Figures S1-4 . Prior to pooling, trials in which the response occurred before the target onset or after the noise offset were discarded. Further, we eliminated trials for which reaction times (RTs) or target intensities were outside 99% of the individuals' RT and target intensity distribution. The responses were subsequently sorted by SOA and grouped into 42 19. We applied signal detection theory (SDT: [11] ) to separate sensitivity from decision criterion, separating the responses to the targets in the left and right ears. For each ear, d' is given by subtracting the z-transformed false alarm rate in the low-pitch condition from the z-transformed hit rate in the high-pitch condition ( Figure 1B ) and dividing by root two:
Criterion (c) is given by:
We corrected for extreme proportions (0 or 1) by applying the log-linear rule, adding 0.5 to both the number of hits and the number of false alarms, and 1 to both the total number of left-target trials and right-target trials [37, 38] . Using MATLAB's Curve Fitting toolbox, the sensitivity and criterion data were fitted with a Fourier series model ( Figure 2 ):
where t is time, u is the frequency, a 1 and b 1 are the cosine and sine coefficients respectively, and a 0 is a constant. A and f represent amplitude and phase of the sinusoidal fit. We used a non-linear least-squares method whereby the summed squares of the residuals were minimized through successive iterations (400 iterations in total). Before curve fitting, we removed the decreasing trend in both left-and right-ear sensitivity ( Figure S1 ) using a second-order polynomial fit. For each frequency between 4 and 10 Hz (in 0.1 Hz steps), we fitted the best sinusoid, allowing amplitude and phase to vary (two degrees of freedom). This yielded a measure of goodness of fit (R 2 ) as a function of frequency ( Figure 2E-F) . We shuffled the responses from each individual trial over all SOAs to generate 2,000 surrogate datasets, which were binned with the same 19.5 ms rectangular, non-overlapping windows, and fitted with the same sinusoidal fit with two degrees of freedom, as the original data. This resulted in a distribution of 2,000 R 2 for every frequency from 4 to 10 Hz, against which we compared the original R 2 (95% thresholds in Figure 2E -F). Additionally, we ran a jackknife test whereby one subject was removed at a time. After removal, the aggregated data were binned and fitted as described above. The results can be inspected in Figure S2C -D.
To evaluate the amplitude and phase of the criterion and sensitivity oscillations, we applied a two-dimensional (2D) significance test that involved bootstrapping the original data 2,000 times and submitting the bootstrapped data to the same binning and fitting procedure as the original data (with two degrees of freedom). For each condition, we examined the fit of the original data (black dots at the center of the blue and pink clouds), together with that of the bootstrapped data at all 61 frequencies (e.g., Figure 3B ). In particular, we calculated the exact proportion of the bootstrapped data that belonged in the semi-plane opposite to the vector of the aggregate data. This is defined by the line passing through the origin and orthogonal to the phase angles of the original data. In practice, this meant the proportion of blue or pink dots (in, e.g., Figure 3B ) that fell beyond the dotted colored line. The resulting p values were corrected over all 61 frequency bins using the False Discovery Rate (FDR) method [19] . We set the FDR to the recommended level, 0.1 [20] .
Finally, to explore the antiphase difference between the sensitivity in the two ears, we computed the difference between the leftear and right-ear sensitivity oscillations (Figure 4 ) by subtracting the right-ear sensitivity bins ( Figure 1C , blue curve) from those of the left ear ( Figure 1D , blue curve). For comparison, we also the summed the left and right ear sensitivity and submitted both the sum and difference to the same fitting procedure, permutation, and bootstrap tests as above. The analysis of the sum and difference in sensitivity was conducted at both the aggregate and individual subject level. The resulting p values were FDR corrected as above.
Individual Subject Analysis
In addition to the aggregate subject data analysis, we also examined the behavioral data at the individual subject level. To reduce the noise in the individual data, the responses were smoothed with a rectangular window of 26 ms width. The window was moved every 19.5 ms, resulting in 42 overlapping bins, ranging from 0.2 to 1.01 s post noise-onset. The average number of trials per bin per ear was 31 trials at the individual subject level. At the aggregate subject level, the average number of trials per bin per ear was 471 trials. Similar to the aggregate subject analysis (for which we pooled across participants), we obtained two temporal sequences of sensitivity and criterion for every participant, separately for each ear ( Figure S1 ). The sequences were submitted to the same detrending, permutation (200 iterations), bootstrap (200 iterations), and Fourier modeling procedure as the aggregate subject analysis (Equation 3). The individual R 2 can be inspected in Figure S2A -B.
We also examined amplitude and phase for each participant over the frequency range 4-10 Hz in 0.1-Hz steps using the 2D bootstrap test ( Figure S3 ). To investigate the intersubject phase coherence, we computed the mean vector (for the group) and determined the significance of its magnitude (which reflects the coherence of the individual phases scaled by their amplitudes) by permutation test. This is essentially equivalent to the 2D bootstrap test, the difference being that the phase coherence analysis takes the subject variability explicitly into consideration. Crucially, for this test to be significant, two conditions must be met. First, the group mean amplitude exceeds that of the permuted data and, second, the phase coherence across subjects is greater than that of the permuted data. The reported p values (see Results) reflect the proportion of permutations greater or equal the phase coherence of the original data.
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Finally, we also inspected the individual phase angle difference between left-and right-ear sensitivity at the common frequency, 5.9 Hz. As in the aggregate data analysis, we subtracted the individual right sensitivity from the left one bin by bin. For comparison, we also summed the individual right and left sensitivity. To test whether all participants show the observed antiphase difference in sensitivity, we applied the same individual subject and intersubject phase coherence analysis as above ( Figure S4 ).
DATA AND SOFTWARE AVAILABILITY
For data analysis, we used off-the-shelf routines available in MATLAB (version R2016b) in combination with the MATLAB Curve Fitting toolbox. Our individual and aggregate subject dataset is available in Excel format as Data S1.
