Forecasting of machine outages have been actively pursued in the manufacturing industries to ensure that maintenance is carried out only when required. In this paper, we propose a precognitive maintenance framework based on mixed time-and condition-based models to predict both machine degradation stage and wear. The decision-making framework is based on stage classification using Support Vector Machines (SVMs) and time-based AutoRegressive Moving Average with eXogenous inputs (ARMAX) models, and the effectiveness of our proposed methodology is verified with mathematical rigour and simulation studies.
Introduction
In an era of intensive competition where asset usage and plant operating efficiency must be maximized, unexpected downtime due to machinery failure has become more costly than before. As such, the prediction of machine degradation and wear for conditioned-based maintenance using appropriate management and replacement policies have been of interests to many engineering industries.
Traditionally, Time-Based Models (TBMs) are generally used to identify the parameters of the underlying machine degradation and wear models for intelligent diagnosis and prognosis [1] . In [2] , the authors established the representation of AutoRegressive (AR) estimator based on a state-space model to analyze vibration signals. However due to the complexities in practical applications, using TBMs alone is insufficient, as the underlying machine degradation and wear are generally nonlinear by nature. TBMs are also difficult to implement due to the high orders of the models required to approximate the essential nonlinearities.
To improve decisions for preventive maintenance, Condition-Based Maintenance (CBM) has also become an important industrial application. In [3] , the authors extended the fuzzy transition probability to condition monitoring of faults. This concept of the fuzzy set is designed by combining the transition probability in Markov processes. In spite of these efforts, prediction of both machine degradation stage and wear still needs much research efforts for successful CBM in realistic engineering applications.
In this paper, we propose a mixed time-and condition-based precognitive maintenance framework for prediction of machine wear and machine degradation stage, respectively. The proposed mixed model is trained offline using past wear data to obtain the number of wear stages and the TBM in each stage, and can be applied to predict machine wear which may be nonlinear or even discontinuous in general.
Mixed Time-/Condition-ased Maintenance Framework
In this section, the proposed mixed time-/condition-based precognitive maintenance framework for predicting both machine degradation stage and wear is presented and shown in Figure 1 . b number of wear stages L using Support Vector Machines (SVMs). For each i th stage where i = 1, 2, · · · , L, the parameters of the AutoRegressive Moving Average with eXogenous inputs (ARMAX) TBMs are then identified during the training phase. With the identified number of machine degradation stages and their corresponding TBMs, both machine degradation stage i and the corresponding machine wearŷ * i (k) ∈ R 1 in time can then predicted online using the input u * (k) ∈ R p from the p embedded sensors or computed features during the testing phase. To obtain the outputŷ i (k) orŷ * i (k) in each stage i, a multiplexer is constructed for switching among the TBMs. The details of the components in the proposed maintenance framework will be detailed in the following sections. It is worth noting that the proposed precognitive maintenance can be readily extended to multi-input-multi-output systems, and a multiinput-single-output system is shown in Figure 1 for brevity but without loss of generality.
Condition-based Classification of Machine Degradation Stage
For classification of machine degradation into their respective stages, SVMs with Gaussian radial basis functions are used. SVMs have been widely regarded as useful and efficient classifiers in current literature, and interested readers are kindly referred to [4] for more details.
Motivated by the use of interlacing time sequences in hybrid and switched systems [5] , we now target to decouple the different stage conditions using SVM classifiers. The stage function l(i) for each time interval is defined as
where k i−1 and k i are the lower and upper time instants in each stage i, respectively. Obviously, k 0 =0. Additionally, we introduce the following notion of nonlinear interval function [6] 
for the 0 < i ≤ L stages, and sign(k) = k |k| denotes the sign function.
Time-based Model of Machine Wear
Suppose that the Time-Based Model (TBM) G i in each stage i under consideration is discrete and Linear TimeInvariant (LTI). The estimated outputŷ i (k) is given bŷ
where g i (k) is the impulse response of the TBM G i of machine wear. For our application, the following assumptions on y i (k) are made for simplicity but without loss of generality. 
With these assumptions, the bound of the TBM on
If the input u i (k) is bounded, it follows from [7] that the L 1 -norm of the system is induced by the L ∞ -norm of the input signal u i (k). This provides a sufficient and necessary condition for the prediction of the uniform performance bounds γ i of the system outputŷ i (k) at each stage i.
Since G i is assumed to be LTI, its mathematical model can be obtained via standard system identification methods easily [8] . For our application, the AutoRegressive Moving Average with eXogenous inputs (ARMAX) models are used based on pasts samples of
where e i (k) is the estimation error at each stage i. z
is the backward shift operator and n u is the delay. The ARMAX TBMs serve as "soft" sensors for monitoring the machine wear in the proposed precognitive maintenance framework.
Performance Analysis
To study the effectiveness of the proposed maintenance framework, a rigorous analysis of the theoretical bounds of the least-square estimation error in each stage i is provided for cases without and with incorrect stage classification.
Without Incorrect Stage Classification
Before we study the theoretical bounds of estimation error norms induced in each stage i, we introduce the following theorem.
Theorem 1 If the sequence of interval functions are associated with a univariate switching rule R(i) defined by
the following relationships hold:
The proof is straightforward and is omitted here for brevity.
Using Theorem 1, we can combine the ARMAX TBMs in the different i stages. The operation of rule function R(i) is identical to the practical multiplexer which is used to connect the TBMs as shown shown in Figure 1 . As such, the models of ARMAX TBMs can be constructed as follows:
where na i , nb i , and nc i are the orders of the matrices A, B, and
For the ARMAX TBM in each stage i, we replace (6) with (8)- (10), and the polynomials ϕ i (k) and θ i (k) can be represented by
If there is no input delay, i.e., n u =0,ŷ(k) can be written in time series aŝ
where e(k) is the error term at time instant
To consider the estimation error vector E TBM for all the data in the L stages, past measurable signals are collected on the each i th correctly classified stage. As such, we have
T ,
and E TBM can then be written as
Now let J be the mean square estimation error defined as
The optimal least-squares solution to J is given by
where i = 1, 2, · · · , L, and can be obtained aŝ
whereθ i is the unbiased estimate of θ i . To summarize these notions,
T , the overall square of the norm of approximation errors for the L stages is given by
which is the accumulation error of the standard leastsquares solution for each individual stage i. The process without incorrect stage classification is shown in Figure  2 (a), and the time range of incorrect stage classification τ i is denoted by 
With Incorrect Stage Classification
To relax the assumption of correct stage classification, we introduce the following extended rule function in Theorem 2 to account for the errors during incorrect classification. Figure 2(b) gives the pictorial description of the process with incorrect stage classification.
uncertain time instants in the interval functions. The new rule functions in the new intervals
The new square of the norm of approximation errors is defined by
where E * γ is the induced residual error vector for the bounded TBM due to incorrect stage classification.
Proof 2: The overall aggregated error between the actual output y and the predicted outputŷ * during testing is Y −Ŷ * . Since
applying the triangle and Cauchy-Schwarz inequality gives
as shown earlier in (19). To complete the proof, we define u i ·R(i) and u * i ·R(i) as
where u * is the new testing input and τ i denotes the number of incorrectly classified samples from stage i to i + 1. τ i can be obtained from the SVM classification identifier, and are also bounded by the input and the number of support vectors used during the training phase [9] .
The squared error due the input from testing inputs u * (k) into the TBMs is given by
since the wear y under monitoring is assumed to be strictly monotonic increasing from Assumption 1. γ i is defined earlier in (5), and γ * i is the induced bound arising from testing input u * i .
Introducing E * γ as vector of errors due to incorrect classification,
it is now apparent that
This completes the prove for Theorem 2.
It is worth noting that the bound on squared errors in (26) due to incorrect classification in subsequent transition stages is the most conservative theoretical bound.
In this paper, the proposed precognitive maintenance framework uses a series of switched linear models to guarantee a theoretical bound for the worst-case sum of squared errors from the input u * (k) to outputŷ * i (k), which assumes an underlying identified LTI model during the training phase. To account for the case of models involving robust uncertainties, interested readers are kindly referred to [12] for more details where a robust filter is used as the TBM instead.
Simulation Example
To illustrate the effectiveness of our proposed precognitive maintenance framework, a numerical study will be presented in this section. For simplicity but without loss of generality, we consider a monitoring system with three stages, i.e., L = 3, and can be modelled by
and hence
For our simulations, the parameters n = 900, k 1 = 240, and k 2 = 740 are used.
To verify the effectiveness of our proposed methodology, we assume the following testing inputs as
where n(k) is white noise of zero mean and unit variance.
As such, u
, and the different values of w i used for different test cases are shown in Table 1 . It is worth noting that the parameters w 1 , w 2 , and w 3 are arbitrarily chosen, and any choice of input u * can also be used. For the different testing cases, the corresponding output y * (k) can be obtained using
The training input u(k) and the output of the TBMŷ(k) are shown in Figure 3 . During the testing phase, the input u * (k) and the output of the identified TBMŷ * (k) are shown in Figure 4 for Test 1. It should be noted that the outputŷ * (k) is unobservable and cannot be measured during testing and online monitoring. 
Conventional High-Order Time-based Model
To compare the overall wear prediction capabilities using TBMs only, an ARMAX model of the form in (6) is built. The simulation outputŷ(k) is predicted using the testing inputs for each test case which can be calculated during offline training, and the orders of ARMAX model are obtained as na = 70, nb = 65, and nc = 65.
In this paper, the goodness of fit is considered using the Root Mean Square Error (RMSE) [10] and the RSquared Test (RST) [11] for the regression models. The results for Tests 1, 2, and 3 by using the high-order AR-MAX TBMs are shown in Table 2 . Table 2 , it can be observed that the RMSE of prediction for three Test cases are more than 0.35 and RST was only less than 0.9 even when a 70 th ARMAX model is used. The prediction results ofŷ(k) are shown in Figure 5(a) .
Obviously, the ARMAX model is insufficient in predicting the unobservable outputŷ(k) even with such a high order and memory. 
Proposed Mixed Time-/Condition-based Model
As discussed in Section 3, SVMs are used to determine the number of stages i [4] . The SVMs are trained using the data set from each individual stage in 
and the prediction results of three test cases by using the ARMAX models are shown in Table 3 . From these results, it can be seen from Table 3 that the RSME has significantly reduced, and the RST has also consistently improved to above 0.90, when when a low order ARMAX TBM is used in each stage i. The total theoretical bound of squared prediction error using the proposed method can be achieved by summing E TBM 2 and E γ 2 as shown earlier in (21). Using the actual Y−Ŷ * 2 (which is usually only available during the training phase but not the testing phase) based on testing and training results, the sum-of-squared errors for both theoretical (upper bound) and practical (computed) are shown in Table 4 . The squared errors calculated using Theorem 2 a priori are 9.631, 10.407, and 7.665 for the three test cases, respectively. It can be seen from Table 4 that predicted squared errors are always smaller than (hence bounded by) those predicted from theory. It is also worth noting that the proposed mixed time-/condition-based framework can also be applied to prognostic health monitoring of any realistic engineering systems for both stage and wear monitoring in general.
Conclusion
In this paper, we present a mixed time-/conditionedbased precognitive framework for classification of machine degradation and identification of machine wear. The proposed methodology consists of the classification stage using Support Vector Machines (SVMs) and the AutoRegressive Moving Average with eXogenous inputs (ARMAX) Time-Based Models (TBMs) in each stage. The induced errors in the proposed schemes for both time-based prediction and incorrect stage classification are bounded with guaranteed performances. Our future works include industrial application of the proposed precognitive maintenance framework on prognosis of high-performance engineering systems.
