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1Introduction
The work presented in this thesis is about marker-less human motion capture.
Motion capture is the recording of human body movement (or other movement)
for immediate or delayed analysis and playback. The information captured can
be as general as the simple position of the body in space or as complex as the
deformations of the face and muscle masses. Motion capture is also called motion
tracking, or using an abbreviation, mocap.
1.1 Motion Capture History
The first attempt to capture the motion of human bodies and animals was done
by Eadweard Muybridge. He was an English photographer interested in studying
people and animals movements. The technique used by Muybridge to capture
the famous sequence of the running horse was to use cameras activated by wires
hit by horse’s hoofs (see Figure 1.1).
Contemporary of Muybridge was E´tienne-Jules Marey a French scientist. He
developed a chronophotographic gun in 1882 capable of taking twelve consecu-
tive frames per second. All the frames were recorded in one single picture. He
used his technique to study animals and in particular bird motion. He was the
first person to analyze human and animal motion using video with markers (see
Figure 1.2).
One of the first application of motion capture technique in animation date
back to 1914. Max Fleisher in that year created the rotoscope technique for use
in animated films. This technique consist of tracing a drawing over live action
film movement, frame by frame, to achieve realistic animation. The technique
was used in numerous Disney animated films as Snow White and Cinderella.
In the eighties Tom Calvert, a professor of kinesiology and computer science
at Simon Fraser University, attached potentiometers to a body and used the
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(a) (b)
Fig. 1.1. Two of the famous Muybridge’s sequences: (a) Galloping Horse, 1878 - (b) Animal
Locomotion Plate 99 , 1887
Fig. 1.2. One of the interesting Marey’s picture. Note the motion suite markers used to study
the movements
output to drive computer animated figures for choreographic studies and clinical
assessment of movement abnormalities.
In 1983 Ginsberg and Maxwell at MIT presented a system for motion capture
called Op-Eye that relied on sequenced LEDs. They build a body suit with LEDs
on the joints and other anatomical landmarks. Two cameras with special photo
detectors returned the 2-D position of each LED in their fields of view. The
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computer then used the position information from the two cameras to obtain a
3-D world representation of each LED.
In the last years many commercial motion and tracking systems have been
developed for animation, medical and military purpose ( [2, 17], see also the
Related Work Chapter ahead).
1.2 Motion Capture Categories
Over the years, mocap has taken many forms, each with its own strengths and
weaknesses. In this section a summary of three of the main mocap categories is





In this kind of systems the people involved in the procedure of motion capture
wear a set of straight metal pieces fastened on the back of the performer. These
pieces are forced to move with the person and thus sensors placed on them can
read the pose. Examples of such a mechanical systems are gloves and mechanical
arms. These kind of systems are unaffected by change in lights but some kind of
movements cannot be tracked. Animation like jumping for example cannot be
tracked.
1.2.2 Electromagnetic Systems
In this case the performer wears magnetic receivers that can be used to track
location respect to a static transmitter. With these systems the position and
rotation of the joints are measured absolutely, i.e. respect to a world reference
frame. There still be some problems with magnetic distortion as distance from
the transmitter increases. Performer need to be connected in some ways to the
control station.
1.2.3 Optical Systems
Usually the performer wears reflective parts that are followed by several cameras
and all the information capture from the reflective part is then triangulated.
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The markers can be also emitting; in this case the performer need to be wired
and the movements can be limited. In the last years systems using no markers
have been developed from many researchers working in the mocap field giving
even more flexibility to the types of motion and location to be used for the
tracking [9, 11,38, 40, 55, 56,59, 64]. Using these kind of systems it is possible to
use larger volume and the performers can also do all the possible movements.
There could be problems with changing in lights.
1.3 Motivations
In recent years, a lot of effort was put in developing new approaches for tracking
human beings without using markers during the process. The motivations to
move in this direction are several but the most important are the relatively low
cost of marker-less systems with respect to the others and the possibility to track
in all the movements of a human body. In these systems, in fact, it is possible to
use cameras as sensors and computer using consumer level graphics cards and
hardware.
Another characteristic of such a system should be the real-time acquisition of
data. This can be useful in applications where immediate feedback is needed and
can also improve the performance in the tracking phase because of the smaller
interval between each frame.
The accuracy of the pose is another requirement of a motion capture systems.
Either the measured angular position of the joints of a human being and the
position of the extremities must be as precise as possible. In medical and sport
applications this is the most important characteristic.
The system should be simple to use for the people driving it but also for the
performers. Thus the tracking procedures and the absence of markers on the
body are requirements to be fulfilled. Imagine, for example, an actor that has to
wear a suit and then stick on it all the sensors, and then wait for the calibration of
the sensor on his body. And this has to be done for each capturing sessions. The
procedure is time consuming. A system where an actor come without any suits
and wearing costumes for a particular scene can be comfortable and convenient.
1.4 System Overview
In this thesis a system for motion capture that use video streams from multiple
cameras as input was developed. The system performs body acquisition, pose
computation and tracking.
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When we are taking into consideration a body motion capture system we
have to face some tasks that are:
• acquisition and representation of the body
• model acquisition
• tracking
In the first task we have to choose if we want to work directly with 2D image
data of the person or if we want a 3D reconstruction of the body. In this thesis
we have chosen to reconstruct the 3D volume using voxels. The approach allows
us to produce simple and robust algorithm.
The model acquisition task deals with the problem of converting the voxel
representation to a math representation that allow us to compute body state
and parameters.
Finally, because the person is not in a static position but is moving in the
area of interest, we need a tracking algorithm to improve the measurements
taken in each frame of the sequence.
As with traditional animation and many other arts, mocap is actually com-
posed of a number of phases:
• System and room setup
• Calibration of the system
• Capturing
• Data arrangement
• Data post processing
In Figure 1.4 these phases are shown. Each mocap systems need to be placed
in a room, the cameras need to be placed and pointed with the right orientation
and optics, the acquisition instruments, like computers, need to be configured,
lights set up to that they do not interfere with the acquisition procedure.
When the room setting is correct the system needs to be calibrated, i.e., the
camera parameters and configuration estimated.
The third phase is crucial to the system and represents the acquisition of the
data. When the system is running and calibrated a person can perform inside
the acquisition area.
When we have all the data, or during the process of acquisition, usually a
data arrangement procedure is performed to control some parameters such as
noise or spiky points.
The last phase, called post processing, is used to apply improvements on the
graphics of the animation or to analyze with slow off-line algorithm the results.
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Fig. 1.3. The System Main Components. The first part uses multiple frames. Model fitting is
done using the modified ICP algorithm.
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The system flowchart is shown in Figure 1.3. In this Figure are represented
only the main components of the mocap system: the 3d voxel reconstruction,
the model fitting phase and the tracker.
The 3D voxel reconstruction takes multiple synchronized video streams and
computes the reconstruction of the shape represented by silhouettes. These sil-
houettes are computed from each camera frame as shown in Figure 1.3. The
system computes the volume of interest from the silhouettes in each of the cam-
era views. Then, for each camera, the silhouette is projected in the 3D space
and intersection on planes with other silhouettes is computed. Each intersection
can be shown to be a blob on a plane and we can find for each blob the centroid.
The centroid is used as 3D middle axis point and saved in a set.
Using the set of middle body axis points a 3D stick body model is fitted on
them using the ICP modified technique. We assume that the model is rigid and
that the time between each frame is small, thus the assumption is that we can
start the ICP algorithm from a model that is not too far from the set of 3D
points.
Finally, the tracking procedure executes the predict-update cycle at each
frame. Measurements of locations of specific points on the body are extracted
from the stick body model and an Extended Kalman filter is used to adjust the
model position and configuration to best fit the extracted measurements.
1.5 Original contributions
In the last years many researchers worked on body tracking. Many of the solu-
tions adopted in the literature by researchers are reported in Chapter 2.
The techniques we are interesting in are the one using optical system and
marker-less trackers. One of the solution adopted to track people in these kind of
systems is to reconstruct the volume of the body and then using some algorithm
find the pose in each frame.
The contributions of our work lay in this third phase of the motion capture
procedure. The first contribution is a new algorithm to find the skeletal points of
a 3D volume. The algorithm using a slicing technique finds the medial axis of a
volume in a fast way using the graphic card processor and the texture units (see
Chapter 3). This algorithm produce good results in quality and performance
compared to other works in literature.
The second contribution is the introduction of a new tracking strategy based
on a hierarchical application of the ICP standard algorithm to find the match
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Fig. 1.4. Mocap Phases.
between a stick body model and a set of 3D points. The algorithm use a travers-
ing version of ICP where all the 3D points are weighted so that every limbs of
the model can best fit on the right portion of the body (see Chapter 4).
We completed the tracking procedure by integrating the classical Extended
Kalman Filter algorithm with our previous results as measurements.
In our experiments, our technique shows performance comparable with other
systems reported in literature.
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1.6 Organization of the thesis
This thesis is divided in six chapters.
Chapter 1 contains a review of tracking strategies found in literature. A
taxonomy of these technique is presented.
Chapter 2 regards the 3D volume reconstruction technique used in this work.
In particular we introduce a new technique to find the middle axis point of an
object. This technique is used to find the skeletal points of a body.
Chapter 3 faces the problem of fitting a body model to a set of 3D points. A
new technique based on the ICP algorithm is introduced.
Chapter 4 shows the tracking algorithm used in the system. It is based on
the Extended Kalman Filter technique. It takes as measurement input the body
model fitted on the 3D volume reconstructed.
Chapter 5 explains how the system is implemented. Hardware and software
used are reported in this chapter.
Chapter 6 concludes the work showing the results obtained applying the




Motion capture is the problem of extracting the parameters of the model of a
human body or some of its part from video data. The model is usually chosen a
priori and the algorithm that estimates the model parts extracts the parameters
such as joints, limbs, angles, dimensions and so on.
We can subdivide the motion capture domain in three fields:
• Face Analysis
• Non-facial Gesture Analysis
• Body Analysis.
Face analysis is concerned with face detection, face tracking, face recognition
and facial expression recognition.
Gesture analysis is concerned with the representation of hands and arms and
of their movements such as general gestures, manipulation gestures, full-body
gestures (as dance), pointing gestures and sign language gestures.
The third field is the one we are interested in. In the field of body motion
analysis, large body movements are studied. That is, we are interested in how
people move around and what they are doing. There are several application
areas, for example in animation movies to give more realistic movements to the
virtual actors; in sports to analyze the motion of athletes; in medical studies to
better understand the human musculoskeletal apparatus. In Human Computer
Interaction (HCI) using the body as the interface with the machine. There are
several studies on this last field of motion capture, for example, applications that
count people [53, 72] or applications tracking humans walking around from one
room to another one [56,66]. Another interesting field is precise human tracking,
where exact posture of the limbs of human body is estimated, for example [60].
Finally the last area is recognition of human movements. In this field we want
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to recognize whether a human is walking or running or if it is doing other kind
of movements [70].
There are several taxonomies we can use to classify the field of human body
motion using computer vision. The methods proposed in previous works depend
on: number of sensors, type of the sensors used, mobile sensors versus static
sensor, model-based approach versus nonmodel-based approach, 2D versus 3D,
pose estimation versus tracking, one person versus many, number of limbs in
model, distributed system versus centralized system, rigid or non-rigid or elastic
motion, etc.
Several surveys exist in literature covering the contribution in the field of
human body pose estimation. Shah [78] gives an overview of different methods
for motion extraction belonging to optical flow or motion correspondence. He
gives a taxonomy of the human motion capture problem as: action recognition,
body parts recognition and body configuration estimation.
Moeslund and Granum [58] give an overview of the taxonomy used by other
authors and then define theirs taxonomy from a general system’s point of view,
i.e., any system for analyzing human body motion can be explained by four
blocks: Initialization, Tracking, Pose estimation and Recognition. In 2006 Moes-
lund et al. published another survey [59] based on the first one and expanding
it with works up to 2006.
Aggarwal and Cai [3] focus on three major areas related to interpreting hu-
man motion: motion analysis involving human body parts, tracking of human
motion using single or multiple cameras, and recognizing human activities from
image sequences.
Gavrila [32] identifies a number of applications and provides an overview of
developments in human body motion. The various methodologies are grouped
in 2D approaches with or without explicit shape models and 3D approaches.
Across these three classes he describe the approach dealing with recognition.
In the next sections we will list work classified by the kind of initialization
used, by the type of sensors used, by the type of tracking and by the human
model.
2.1 Classification by Initialization
The systems in literature can be classified by the kind of initialization required
by the system itself to start to work. Many of the systems require manual initial-
ization of the human body model and then they perform the tracking procedure.
2.2 Classification by Markers 13
Some systems use an automatic procedure to acquire the body model and usu-
ally the person is required to perform a set of calibration movements or to stay
freeze for some seconds in a determined pose.
In Yamamoto and Koshikawa [89] the operator of the system finds the initial
pose of the user. Other systems use an automatic approach to find the initial
body pose as in Caillette and Howard [20] with a statistical EM approach or
in Rohr [71] where the author find the blob of person in the image and than
initialized a cylinder shapes human model. In Ivekovic, Trucco and Petillot [40]
the body model is automatically initialized using a particle swarm optimization
technique.
2.2 Classification by Markers
Another kind of classification we can use for the human pose tracking system is
by the type of markers used. In most of the works the sensors used are cameras.
The classification thus regard type of markers used during the acquisition. The
two main classes used also in literature for this classification are marker and
marker-less systems.
2.2.1 Marked Systems
Most of existing approach for analyzing human movements assume the body of
the person to be marked in some way (e.g.: Hoffman and Flinchbaugh [39], Seitz
and Dyer [77], Webb and Aggarwal [86]). These kind of system use data capture
from sensors to triangulate the 3D pose of a person. Usually the markers are
applied directly to the body of the subject or velcroed to a suit worn by the
subject. Some systems use retroreflective markers that reflect light back to the
camera. In this way the cameras can ignore everything excepts the markers on
the body.
Other systems use active markers to solve the problem of markers swap be-
tween frames. In passive markers systems there is always the problem that each
marker is identical to another one and thus it is possible, during the tracking,
to make identification mistakes. To solve these kind of problem it is possible to
use active markers, such as LEDs, that turn on and off in a known sequences.
In both categories (active and passive markers) commercial systems already
exist (i.e. Vicon System and Industrial Light & Magic [17]).
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2.2.2 Marker-less Systems
In the last years the research was focused on this kind of tracking system. A
marker-less system is usually less expensive. It has the drawback to be less
accurate.
Works in this field are for example [11, 40, 55, 56]. Our work stays in this
category as we are not going to use any kind of marker placed on the body.
2.3 Classification by Tracking Strategy
We can classify the works in literature by the tracking strategy (or the absence
of a tracker) used to estimate the body pose. Mikic et al. [56] use a stick figure
body model surrounded by cylinders and ellipsoids and a Kalman filter to track
the pose on each video frame. Deutscher et al. [26] developed a modified particle
filter for search in high dimensional configuration spaces. They use a skeleton
combined with conical section and the modified particle filter. Balan et al. [9]
use a triangulated mesh model estimating the parameters of the model from the
images. Using this model they estimate the pose and shape of the body. Kehl
and V. Gool [45] show a method for a markerless body tracking using multi
camera views and image cues. Plankers et al. [69] fit an implicit surface body
model to 3D stereo data and silhouettes contours on video sequences. Sminchis-
escu and Triggs [82] use a method for recovering the motion from monocular
video sequences based on superquadric ellipsoids and a modified particle filter.
Carranza et al. [21] use a triangular mesh body model and silhouettes extrac-
tion from synchronized video frames to reproduce the actor body from different
virtual views. The papers of Ballan ( Ballan et al. [10] and Ballan and Corte-
lazzo [11]) show an approach for markerless motion tracking of a skinned mesh
using optical flow and silhouettes. Ivekovic, Trucco and Petillot [40] find the
body pose using still images and Particle Swarm Optimisation. The technique
can be used for the initialization of a tracker in the subsequent frames.
2.4 Classification by Model
There are a lot of models used to represent the human body (see Granieri and
Badler [35] and Norman et. al [8]. Some system start using a general model
which is an average of standard humans, see e.g. Baumberg and Hogg [13] or
Rohr [71]. Other authors measure the body parts of the current user and generate
a model based on these measure. The measurement process can be done either
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Fig. 2.1. Some of the body models you can find in literature. (a) model composed by truncated
cones and spheres connected to joints by links that can be rigid or loose. (b) mesh surface body
model. (c) stick figure body model. (d) model composed by spheroid.
in a on-line or off-line computation. Gu et. al [37] use 13 cameras around the
user to capture the user silhouettes. The system is essentially based on shape
from contour and uses deformable superquadrics as modeling primitive. From
the superquadrics model, a parametric surface model is derived which is used
in mannequin modeling. Kakadiaris and Metaxas [41] gives a method for on-
line model generation where the model is computed while the user performs a
known sequence of movements. Also in the work of Wren et. al [88] they find
in an on-line way the user initial pose by building and refining a model. The
same strategy is used by Mikic [56] where the model is computed in the first few
frames of a sequence and a Bayes net used to refine the limbs measurements.
Figure 2.4 shows some of the body models you can find in literature.
2.5 Conclusion
In our work we have taken in consideration a marker-less system based on a
skeletal body model. The body model is a simple stick figure model. Using a
simple model give us the possibility to be faster during the computation phase of
the algorithm. The tracking strategy used is an extended Kalman filter applied
after the model fitting phase.

3Volume Reconstruction and Skeletonization
In this chapter we are going to introduce our system starting from the volume
reconstruction and skeletonization phases.
3D voxel reconstruction is the problem of reconstructing a volume using
multiple-view silhouettes.
3.1 Shape from Silhouette
Shape from silhouette consist in recovering a volumetric approximate description
of the human body (the visual hull [48, 49]) from its silhouettes projected onto
a number of cameras. Its main advantage over other reconstruction techniques
is that it integrates the information from multiple cameras instead of using only
one camera. Moreover, implementations have been demonstrated that achieves
real-time performances [51] by exploiting the graphical hardware.
Silhouettes are obtained by background subtraction with the software dis-
tributed with the HumanEva dataset [80]. The reconstruction is accomplished
using the technique described in [51,55], with a plane parallel to the floor sweep-
ing the working volume. At each step the silhouettes are projected onto the
current plane, using the projective texture mapping feature of OpenGL and the
GPU acceleration, as described in [29]. The slice of the volume corresponding to
the plane is reconstructed by doing the intersection of the projected silhouettes.
3.1.1 Introducing the reconstruction algorithm
The algorithm to compute the 3D shape is composed by several phases. First
of all the 3D space is subdivided in voxel (an abbreviation for volume element)
that will form the base unit for the process. Voxel can be considered as little
cubes that fill a 3D space. Subsequently each pixel in the image space of the
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acquiring cameras is re-projected in the 3D space. At the end of the process a
three dimensional buffer is obtained containing boolean values. Each value is
true if every camera re-project on it. This buffer can be used for example to
compute a three-dimensional mesh (e.g. using marching cubes algorithm) and
used in any CAD package.
There are several implementation in literature for this kind of reconstruction
but most of them are too complex and time consuming. To obtain good results
in performance and quality of the volume it is necessary to use high number of
voxel. To reconstruct the geometry of a volume in a cubic space using 512 voxel
as side of the cube, the number of bytes needed are 512× 512× 512× 4, that is
equal to 512 Megabyte.
3.1.2 Implementation
To implement the reconstruction algorithm the OpenGL library has been used.
The time consuming steps of a 3D volume reconstruction algorithm can be trans-
ferred, using the library, from the main processor to the 3D graphic processor
on the graphic card. This processor it is in fact better than a classic CPU for
some operations: the random access memory, the computation of vectors and
matrix multiplication, the image compression. Specifically, in our case of 3D vol-
ume reconstruction, the benefits using the graphic processor are several. For the
volumetric reconstruction using silhouettes, it is possible to perform the entire
computation in real time and with less memory consumption. Using the same
cube of the example above, only a buffer of 512× 512 bit can be used.
The use of the Graphic Processor (GPU) gives us the possibility to obtain
better performance in the reconstruction phase but will bring some problems to
access its commands. It has a set of instructions and specific data structures.
To access all the functionalities of the GPUs an interface is needed. Usually
this interface is given by languages as DirectX or OpenGl. These languages take
care of managing all the GPU functionalities in a transparent manner for the
software engineers. Thus it is essential to adapt the algorithms and to map them
on the interface given by the graphic languages.
One of the most important feature used in our algorithm is Multi Textur-
ing, i.e., the possibility to access more texture at the same time for each pixel
in the viewport. This feature is now present in all the graphic cards, and was
introduced in the standard set of functions of OpenGl in the 1998 (version 1.3).
The use of different images at the same time is accomplished with the texture
units. They are hardware implementation of texturing functions, and they work
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independently from the GPU. At the end of texturing phase, the colors obtained
from the different images are combined together to obtain another color (in the
specific case of the OpenGl the command used is the glTexEnv). One of the lim-
itation founded using the graphic languages is that the results of the operation
are saved in a video buffer, that is restrain in the dimension of the viewport.
At the end of the GPU computation it is necessary to transfer the data using
the OpenGl function glReadPixels. Using this function reduces the complexity
of the code implementation but also the global algorithm performance. Future
version of the code will implements the same algorithm using extensions of the
OpenGl language (ARB vertex buffer object, ARB pixel buffer object e EXT
framebuffer object) taking advantage of the asynchronous data transfer.
3.1.3 The algorithm
The algorithm works now in this way: the images captured from each cameras
are transferred in the video memory using the texture units. Each texture units
will be bind to a specific texture and a specific camera projection matrix (we
supposed to have already calibrated the cameras). Each voxel will be represented
for the entire reconstruction process as a data structure composed by only two
vectors: one bi-dimensional vector that will determine the position of the pixel
containing the result of the output buffer and a three-dimensional vector con-
taining the position of the centroid of each voxel. Then the algorithm use two
phases to obtain the final result.
A vertex level elaboration phase where the only target is to map the texture
in the specific pixels of the output buffer. In this phase it is necessary to set
the ModelView matrix equal to an identity matrix. A pixel level elaboration
phase that is the core of the reconstruction algorithm. Using the data from the
previous vertex level, the GPU processor will apply some math operation and
texture access, to obtain the result in a specific pixel. Giving as result a pixel
value that is black or white it is possible to set the boolean value in the 3D
output buffer (0 if the voxel is assigned to empty space and 1 if it is assigned to
the object to be reconstructed).
It is easy to see that running the algorithm will result in an high memory
usage problem. If the space to be reconstructed is subdivided in l × l × l voxel,
the algorithm should use l3 vertex, and visualized in OpenGl using the POINT
primitive. This is inefficient in term of memory usage and system calls. We
can move around the problem in a easy way. Using a bi-dimensional buffer we
can divide the rendering in more phases based on horizontal slices for example.
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The algorithm can compute the rendering slice by slice using a number of voxel
equal to l2 and reducing the memory space used. We still have the problem of
the number of vertex used in the computation. But to solve this we only have to
use the linear interpolation on the data from the vertex level and the pixel level
computation. It is possible to suppose that all the slices are taken uniformly
along the Z axis and that they are mapped on the output buffer directly (i.e.
the voxels of the K-th horizontal slice with centroid coordinates (x,K, z) are
mapped to the pixel (x, z)). Thus rendering a QUAD where the corners are the
corners of the texture to be mapped on a slice will produce the same result as
rendering l2 vertex, using the POINT primitive, on a specific horizontal slice.
Our solution make use of only l QUAD primitives.
3.1.4 Reconstruction of the Volume
The method of reconstructing a volume using the silhouettes does not make use
of any information about the color or the texture on the surface of the body.
The algorithm needs all the camera to be calibrated and also for each camera a
binary image where each pixel is equal to 0 if it belongs to the background and
1 if it belongs to the shape to be reconstructed. The result of the the algorithm
is a volume corresponding to the intersection of all the cones generated by the
foreground silhouettes.
Fig. 3.1. The foreground/background subtraction phase using a virtual room created using
Blender.
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The reconstruction technique is composed by the next phases:
• Background/Foreground acquisition: in this phase the silhouettes need to
be segmented out from the background. Standard algorithm can be used
in this phase (in our case we used the segmentation algorithm given in the
HumanEva dataset). The result from this phase is a set of binary images
corresponding to the object silhouettes (see figure 3.1.4 for an example taken
from a virtual room);
• Voxel Labeling: each voxel is ideally re-projected into the images. It will be
assigned to the 3D object to be reconstructed only if the corresponding value
of mapped image pixels is equal to 1 for all the images.
The main phase of the algorithm is thus the one that label the voxel to
be part of the object or to be part of the environment. The entire process is
implemented using only operation of the graphic card processor, letting free the
main processor for other computations. The algorithm is inspired by the method
explained in [28,29,51,55,85].
Fig. 3.2. The Vitruvian or T-Pose of a body.
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These are the main steps used by the reconstruction OpenGl algorithm:
Texture Setting: this step requires to know the number of texture units to be
used, the mapping of each of the silhouettes image and the projection ma-
trices of the cameras. When the texture unit is enable the right silhouette
is assigned to it and a projection matrix is created corresponding to a re-
projection to the 3D space. In this phase each texture unit is initialized with
a blend mode set to MODULATE thus the final color resulting from the
intersection of all the silhouettes will be the product of all the colors (in our
case the product will be equal to 1 if and only if all the images intersect in
that point with color equal to 1)
Slice Rendering: slice in our algorithm is a simple OpenGL QUAD parallel to
one of the world reference frame axis. This step use a QUAD OpenGl prim-
itive to render each slice using as reference only the Z coordinate of the
slice. The process goes on as described in the OpenGl standard. The graphic
processor multiplies each QUAD with the ModelView matrix and the Pro-
jection matrix, and then it interpolates al the textures. The final result of
the texture units modulation is a binary AND. In figure 3.1.4 an example of
some slices taken in this phases is shown.
Reconstruction: this phase only loops on the slice to reconstruct the entire vol-
ume. In our algorithm this phase do also a blob segmentation to find the
skeletal point. This improvment of the algorithm is explained in section 3.2.
Figure 3.2 shows the steps to get the final volume reconstruction.
3.2 Skeletonization
In the previous section we showed the procedure to reconstruct a 3D volume
starting from the silhouettes. In this section we introduce an improvement on
the algorithm suitable to find the medial skeletal axis points.
The medial axis (or skeleton) of a 3D object is the locus of the centers of
maximal spheres contained in the object. In principle it is a surface, even if
it can degenerate to a curve or a point. A close relative is the centerline (or
curve-skeleton) that is a curve in 3D space that captures the main object’s
symmetry axes and roughly runs along the middle of an object. This definition
matches with the stick-figures model, hence the data onto which the model is
to be registered will be points on the body’s centerline.
There are many techniques in literature to find skeletons or centerlines of a
3D object, for example [33,55]. However, they are too computationally demand-
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Fig. 3.3. Rendering of 30 horizontal slices.
Fig. 3.4. Principal axis of a blob.
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ing to fit our design, as our target speed is 100 frames per second. With this
requirement in mind, we introduce a new method based on slicing the volume
along three axis-parallel directions. For our purpose we can thus simplify the
step of saving all the 3D voxel. In fact we don’t need to save all the voxels inside
the volume but only the voxels representing the centroid of the blobs. In term
of memory space we have a big improvement because of the fact that for each
slice the number of blob is usually not more than three and thus for each slice
we have at most 3 points.
In each slice – which is a binary image – we compute the centroid of every
connected component (called also blobs) and add it to the set of centerline
points.
Several refinement to this procedure can be apply: blobs with an area consid-
ered too small can be filtered. Another refinement is to filter the points of blobs
with a shape that is stretched in one direction. Think about a person stand-
ing in the T pose where the arms are parallel to the floor. In this position the
horizontal slices passing through the arms will have blobs with shape showed in
figure 3.2. As it is possible to see this kind of blob has two principle axis that
are quite different in their lengths. If we find a centroid point in this type of
blob it is possible to filter it out because of the fact we are interested in only
medial axis points. The slicing along the Z-axis comes for free from the previous
volumetric reconstruction stage, whereas slicing along X and Y must be done
purposively, but uses the same procedure with GPU acceleration. We therefore
add two passage more of the slicing algorithm adding computation time to the
procedure but obtaining better result in the skeletal points reconstruction.
In OpenGl this part of the algorithm is easy achieved. When we have blended
all the textures on a slice we have as results a binary image with some blobs on
it. We can then find all the blobs on it and after that find the centroids of the
blobs. Using a simple data structure we can save all the 3D points and use them
in the phase of body model fitting (see Chapter 4).
Our method is similar to [55] which computes the centerline of a body by
finding the centroids of the blobs produced by intersecting the body with planes
orthogonal to Z-axes. Using a single sweep direction has some problems with
some configurations of the body. Consider for example the so called “Vitruvian”
or “T-pose”: using only the scan along the Z-axes we completely loose the arms
because by cutting the body at the arms height produces one single elongated
blob containing a slice of the torso and the two arms, whose centroid is located
on the vertebral column.
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Fig. 3.5. a) Silhouettes; b) projection onto the sweeping plane; c) intersection (slice) d) final
volumetric reconstruction
Our method, introduced in [61], solves this problem using three sweeps, thus
it can be considered as a refinement of [55]. On the other hand, it can also
be regarded as a coarse approximation of [85], where first 2D skeletons are
extracted for each axis-parallel 2D slice of the 3D volume and then they are
intersected to obtain the 3D centerline of the object. When the centroid belongs
to the centerline the method is correct, even if returns only a subsampling of
the centerline. We argue that this is approximately the case (i.e., the centroid
lies close to the centerline) for most configurations of the human body. Yet,
when the 2D shape is strongly non convex and the centroid falls outside the
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shape itself the method yields spurious points. However, the subsequent fitting
procedure explained in Chapter 4, has been designed to be robust with respect
to outliers, hence, for the sake of speed, we are prepared to tolerate this effect.
Fig. 3.6. a) slices along Z; b) slices along X and Y; c) centerline points with the stick figure
overlaied.
In this chapter we introduced an algorithm to reconstruct a 3D volume based
on silhouettes. A new method for finding medial skeletal points has been intro-
duced. In the next chapter it will be explained how a stick body model can be
fitted on the 3D skeletal points.
4Hierarchical Articulated ICP and Human Body
Model
4.1 Human Body Model
In this section we describe the articulated model representing the human body
pose we used in the paper.
4.1.1 H-Anim Body Model
We based the structure of the body model used in the experiments on the
H-Anim standard [36]. Humanoid Animation (H-Anim) is a standard for the
definition and animation of virtual humanoids. It was developed by the Humanoi
Animation Working Group and now it is a ISO standard. The scope of this
standard is to give a framework on which define the humanoids to be used in
virtual worlds. An humanoid defined using this standard can be seen as a set
of bones and joints covered with an external surface representing the skin or
the clothes. The standard is based on the VRML and X3D languages but no
limitations are given about the use of other languages.
The standard defines four levels of articulation, i.e. how many joints we
would like to use in the animation. Building to a particular level of articulation
will ensure that the humanoid will be compatible with animations and other
humanoids built to the same or higher level of articulation. The standard also
specifies that the four level of articulation suggested are provided for information
only and are not required by the H-Anim standard. This means that we can
define our level of articulation. You can see the complete joints and segments
definition of the standard in Figure 4.1.1.
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Fig. 4.1. The H-Anim body model. This is the complete model with all the joints and seg-
ments/limbs. The complete articulated body it is also called by the standard as Level Four
Articulated Body. The picture is taken from the H-Anim web site [36].
4.1.2 Our Body Model
The body model we use in our experiments consists of a kinematic chain of ten
sticks and nine joints, as depicted in Figure 4.2. Taking in consideration the
H-Anim standard our Level of Articulation is close to the so called Level One
of articulation. The torso is at the root of tree, children represents limbs, each
limb being described by a fixed-length stick and the corresponding rotation
from its parent. Hence, the motion of one body segment can be described as the
motion of the previous segment in the kinematic chain and an angular motion
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around a body joint. Only the torso contains a translation that accounts for the
translation of the whole body. Rotations are represented with 3 × 3 matrices.
For the sake of simplicity, all the joints are spherical (three d.o.f.).
Fig. 4.2. The stick figure body model.
It is known in literature that a loose-limbed body model works better in a
tracking algorithm [81]. In fact using this kind of models when we lose track
of the body it is easier to recover it. Because our algorithm is intended to be
used in a framework that already takes in consideration a body pose estimation
in each frame, we use a rigid-limbed body model instead of loose-limbed. This
choice reduce the number of computation and, in our experiments, we found no
alignment problems.
In the experiments we used the classical matrix representation for the rota-
tions of the joints. Note that only for the torso line segments we need to use
a 4 × 4 rototranslation matrix. For all the other joints it is possible to use a
simple 3 × 3 rotation matrix because we know exactly where all the joints are
positioned (the model is rigid).
4.2 Weighted Extended Orthogonal Procrustes (WEOP)
In this section we describe the solution adopted to solve the estimation of the
transformation parameters between two sets of points.
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In literature there are several methods to solve the registration problem. We
focused on a method called Orthogonal Procrustes problem. The method was
explained by Schoenemann [74]. In his work he gave the direct least squares
solution to find the transformation T such that a given matrix A is transformed
to a given matrix B in such a way that the sum of the residual matrix E =
AT −B is minimized. The first generalization of the method was proposed by
Schoenemann and Caroll [75] where an unknown scale factor was introduced
in the formulation. This second problem was also called Extended Orthogonal
Procrustes.
For our purpose we need a further generalization of the problem. Lissitz et
al. [52] and Koschat and Swayne [47] introduced two different methods to give
a weight to the columns or rows of the matrices and Goodall [34] introduced
another approach that can differently weight the homologous points. We based
our algorithm on this last extension and we give the formulation using the
notation in Akca [5].
Given the matrices A(p×k),B(p×k) and the weights matrices Wp(p×p) and
Wk(k×k) the Extended Procrustres Problem is to find the matrix T such that
E = sAT + jt> −B (4.1)
is minimized. The aim is achieved if we satisfy the next two conditions.
tr{(sAT + jt> −B)>Wp(sAT + jt> −B)Wk} = min (4.2)
T>T = TT> = I (4.3)
In our case it is simple to see that k = 3 because we work with 3D points
and p represents the number of 3D points used in the algorithm.
We assume that Wk = I because we don’t need to weight in different ways
the three orthogonal axis, and s = 1 because we assume we don’t need a scale
factor.
It is possible to reformulate equation 4.2 as:
tr{(AT + jt> −B)>Wp(AT + jt> −B)} = min (4.4)
Now we decompose Wp using the Cholesky decomposition:
Wp = Q>Q (4.5)
and thus equation 4.4 becomes:
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tr{(AT + jt> −B)>Q>Q(AT + jt> −B)} =
= tr{(T>A> + tj> −B>)Q>Q(AT + jt> −B)} =
= tr{(T>A>Q> + tj>Q> −B>Q>)(QAT +Qjt> −QB)} =
= tr{(QAT +Qjt> −QB)>(QAT +Qjt> −QB)} = min (4.6)
To simplify the notation let Aw = QA, Bw = QB and jw = Qj.
Substituting in equation 4.6
tr{(AwT + jwt> −Bw)>(AwT + jwt> −Bw)} = min. (4.7)
This last equation is in the form of the Extended Procrustes Problem. The solu-
tion to the problem (derived in [5]) is based on the Singular Value Decomposition
(SVD). Let








be the SVD decomposition of the matrix on the right-hand side1, where jw = W j.
The sought transformation is given by (we omit the scale c that is not needed
in our case):
R = V
1 0 00 1 0
0 0 det(V UT )
U> (4.9)
t = (Bw −RAw) jwj>wjw
(4.10)
The diagonal matrix in (4.9) is needed to ensure that the resulting matrix is a
rotation [44].
4.3 Hierarchical Articulated ICP
This section describes the Hierarchical Articulated ICP algorithm for register-
ing an articulate stick model to a cloud of points (these points come from the
skeletonization phase). It is based on the well-known Iterative Closest Point
(ICP) [14, 22] that estimates the rigid motion between a given set of 3D data
points and a set of 3D model points.
We assume that the data are 3D points distributed roughly around the center-
line of the body’s segments. They come from the skeletonisation of a volumetric
reconstruction of the body, as in [19,54,55]





is a matrix of the same size as A with identical columns, each of
them equal to the centroid of the points contained in A.
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The data are registered to the model using a hierarchical approach that starts
from the torso and traverses the kinematic chain down to the extremities. At
each step ICP computes the best rigid transformation of the current limb that
fits the data while preserving the articulated structure.
For each node of the tree we find – with ICP – a transformation matrix Ti
corresponding to the rotation of the limb with respect to its parent.
The closest point search works from the data to the model, by computing
for each data point its closest point on the body segments. Only the matches
with the current segment are considered, all the other should be – in principle
– discarded. To compute the closest point of a data point we project the data
point on the lines passing trough each of the body segments. In Figure 4.3 you
can see an example of the process.
Fig. 4.3. A 2-D example of the computation of the closest point of P . Starting from point P
we compute the projections on the lines l1 and l2 (S1 and S2). The projected points P1 and
P2 are used to find the closest points.
However, the rotation in 3D space of a line segment cannot be computed un-
ambiguously, for the rotation around the axis is undetermined. In order to cope
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with this problem we formulate a Weighted Extended Orthogonal Procrustes
Problem and give a small but non-zero weight also to points that match the
descendants of the current segment in the kinematic chain. In this way they
contribute to constrain the rotation around the segment axis. Think, for exam-
ple, of the torso: by weighting the points that match the limbs as well, even if
they cannot be aligned with single rigid transformation, the coronal (aka frontal)
plane can be correctly recovered.
In order to improve ICP robustness against false matches and spurious points,
following [31], we discard closest pairs whose distance is larger than a threshold
computed using the X84 rejection rule. Let ei be the closest-point distances, a
robust scale estimator is the Median Absolute Deviation (MAD):
σ∗ = 1.4826 medi |ei −medj ej |. (4.11)
The X84 rejection rule prescribes to discard those pairs such that |ei−medj ej | >
3.5σ∗.
The Hierarchical Articulate ICP is is described step by step in Algorithm 1.
The Iterative Closest Point (ICP) [14, 22] is customary used for registration
of 3D sets of points. The standard algorithm estimates the rigid motion between
a given set of 3D data points and a set of 3D model points. In summary:
Algorithm 1 ICP
Input: two sets of p 3D points, the data {ai}i=1...p and the model {bi}i=1...p
Output: the rigid motion T that brings the data onto the model
1. For each point ai of the data set find the closest point bi in the model set.
2. Given these putative correspondences, estimate the global motion transformation T be-
tween all the points by solving an Extended Orthogonal Procrustes Problem (see below).
3. Apply the transformation T to the data points.
4. Repeat from step 1 until the average distance between closest points is less than a given
threshold.
Obviously using line segments as model we have ambiguities on the rotation.
Consider in fact to align a line segment to a set of 3D points. Suppose for
example that this segment is the torso of our human body model. After we have
align it with the set of corresponding closest points the standard ICP algorithm
stops and gives a transformation matrix. This transformation matrix doesn’t
take into account the rest of body limbs. In fact any rotation about the line
segment axis does not affect the alignment of the line segment itself. But for our
tracking algorithm it is important to know also this rotation because it gives
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us the right position of all the other joints and limbs such that shoulders and
hips. To overcome this problem we used the WEOP method. WEOP allows to
weights each point in the set. We can give an high weight to the points that
correspond to the torso line segment and a low weight to all the other points.
In this way we can drive the rototranslation matrix such to satisfy our task.
Fig. 4.4. An example showing that the closet segment is not necessarily the one belonging to
the closet line.
There are two sets: the data made of 3D points (call itD) and the model made
of line segments (call it S). We also need a set of lines (call it L) corresponding
to the line segments, i.e., for each line segment si ∈ S there exist one line
li ∈ L such that si lie on the line li. Let ‖D‖ = n the number of points and
let ‖S‖ = ‖L‖ = m the number of segments and lines. In our case m = 10 (see
section 4.1.2) and n is not defined a priory. Now for each point dj ∈ D we find
the closest line lj to the point. Let dlj be the projection of dj onto lj . If the
point dlj falls inside the correspondent segment sj than it is the closest point of
dj , otherwise search for the closest point of dj among the segments endpoints.
Point 6, where a transformation is computed given some putative correspon-
dences, deserves to be expanded, in order to make the paper self-contained. The
problem to be solved is an instance of the Extended Orthogonal Procrustes Prob-
lem (EOPP) [75], which can be stated as follows: transform a given matrix A
into a given matrix B by a similarity transformation (rotation, translation and
scale) in such a way to minimize the sum of squares of the residual matrix. More
precisely, since we introduced weights on the points, we shall consider instead
the Weighted Extended Orthogonal Procrustes Problem (WEOPP) problem.
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Algorithm 2 Hierarchical Articulate ICP
Input: The model S composed by segments and the data set A of 3D points
Output: a set of rigid motions (referred to the kinematic chain) that brings the model onto
the data
1. Traverse the body model tree structure using a level-order or a preorder traversal method.
2. Let sj ∈ S be the current body segment.
3. Compute the closest points:
a) For each data point ai ∈ A and for each segment s` ∈ S compute its projection pi`
onto the line containing s` ;
b) if pi` ∈ s` then add pi` to M (the set of the closest-point candidates), otherwise add
the endpoint of s` to M.
c) Find bi, the closet point to ai in M.
4. Weight the points: If bi belongs to sj than its weight is 1, otherwise it is ε (chosen
heuristically) for all the descendant and 0 for all the others.
5. If the distance of bi to ai is above the X84 threshold then the weight is set to 0.
6. Solve for the transformation of sj .
7. Apply the transformation to sj and its the descendants.
8. Repeat from step 3 until the weighted average distance between closest points points is
less than a given threshold.
The Weighted Orthogonal Procrustes Problem (WOPP) problem is a special
case of WEOPP and the solution can be derived straightforwardly by setting
u = 0. In our case we use WEOPP for the torso and WOPP (only rotation) for
the limbs.
The hierarchical articulate ICP is deterministic, every limb is considered
only once and brought into alignment with ICP. The transformation that aligns
a limb sj is determined mostly by the points the matches sj and secondarily
by the points that matches its descendants. The transformation is applied to sj
and its descendants, considered as a rigid structure. The output of the algorithm
represents the pose of the body. In a tracking framework, the pose obtained at
the previous time-step is used as the initial pose for the current frame.
A similar algorithm has been independently proposed in [73]. The main dif-
ference is in the way the basic ICP is applied to the articulated structure, which
leads to different schema. In [73] at each step of the algorithm the subtree of the
selected joint is rigidly aligned using ICP with no weights, i.e., all the descen-
dants of the joint plays the same role in the minimization. As a result, the same
joint needs to be considered more than once to converge to the final solution. In
this regard our approach is less computationally demanding. On the other hand
one error in the alignment of a limb propagates downward without recovery,
whereas in [73] a subsequent sweep may be able to correct the error, hence it is
probably more tolerant to a looser initialization.

5Tracking
In this chapter it is described the kinematic of the body model and the tracking
algorithm. The notation used is similar to Mikic [56]. We have taken as base
work for the tracking strategy this paper.
5.1 Direct and Inverse Body Kinematic
As introduced in section 4.1.2 our body model consists of ten limbs and nine
joints. There are several possibilities to represents the body model configuration.
We are searching of a model with fewer parameters because of the fact that we
need fewer parameters to track and thus fewer constraints to impose during the
tracking algorithm. In our process we have to deal with measurements that are
3D points related to the body. The way to reduce all these data is to use a
body configuration based on the joints angles. In literature there exist already a
framework that can be used in our problem. The solution is to use a kinematic
chain based on angles and twists as described in many books like [30,65,76].
5.1.1 Twist rotation representation
The twist representation of rotation is an elegant solution that can be used for
our purpose. This representation it is based on the observation that every rigid
motion transformation can be represented as a rotation around an axis of a
determined angle and a translation along this axis. We can represent the twist










 or ξˆ = 0

0 −ωz ωy v1
ωz 0 −ωx v2
−ωy ωx 0 v3
0 0 0 0
 (5.1)
where ω is a 3D unit vector pointing in the axis direction. It is possible to specify
the amount of rotation using a scala angle θ that is multiplied by the twist. A




r11 r12 r13 dx
r21 r22 r23 dy
r31 r32 r33 dz
0 0 0 1
 = eξˆ = I+ ξˆ + (ξˆ)22! + (ξˆ)33! + . . . (5.2)
It also possible to verify that the velocity of a point p(t) is:
p˙(t) = ω × (p(t)− q) (5.3)
where −ω × q = v and q ∈ R3 is a point on the axis. It is possible to see [56]
that the solution to the equation 5.3 is:
p¯(t) = eξˆtp¯(0) (5.4)
where eξˆt is the function that maps the initial location of a point p to a new
location of the point after the rotation of t radians around the axis ω and
p¯ = [p1]> is the homogeneous point representation. Thus we can represent a
rotation of θ radians around an axis as
eξˆ·θ (5.5)
If, as in our case, we have an open kinematic chain with K + 1 segments
linked together with K joints, it can be shown that:
gp(Θ) = eξˆ1·θ1 · eξˆ2·θ2 · . . . · eξˆk·θk · gp(0) (5.6)
where gp(Θ) represent the rigid body transformation between the base ref-
erence frame and a point on the last segment of the chain. The configuration of
the model can thus be described by the angles Θ = [θ1 θ2 . . . θk]>.
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5.1.2 Kinematic Chains
The body model we are using in our experiments is made of five kinematics
chains:
• Torso, Head
• Torso, Left Upper Arm, Left Lower Arm
• Torso, Right Upper Arm, Right Lower Arm
• Torso, Left Thigh, Left Calf
• Torso, Right Thigh, Right Calf
Fig. 5.1. The stick figure body model. In this picture it is possible to see where are located
every joints. The number on the joints correspond to the number in Table 5.4. ds is the distance
between the torso reference frame and the shoulder reference frame. dh is the distance between
the torso reference frame and the hip reference frame. For the dimension of each limbs we
use the notation of Mikic [56] where λ
(j)
i means the length of limb number i along the j-th
direction. In our work only the torso, called limb 0, has a dimension λ
(1)
0 that is equal to the
distance between shoulder. All the other limbs have only one dimension.
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The position of each joint is fixed respect to the torso reference frame. The
body part dimensions are initialized before the tracking algorithm. For the ex-
periments done on the HumanEva data-set all the body part dimensions are
evaluated as mean over all the frame of the dataset. After the first computation
of the limbs dimensions they rest fixed along all the tracking.
We used sixteen axes of rotation (as in [56]) but we used for some of them
a different formulation. We take as initial zero position the one where the body
is in a standing position with arms pointing out the side of the body and legs
not astride but down along the hip width (as shown in picture 5.1 and 5.2). All
the angles are restricted to be in a determined range of value. In this way we
can represent the body physical constraint of movements (for example it is not
possible to bend backward the elbow or bend forward the knee).
The rotation about the axes are modeled using the twist and the exponential
formula introduced in section 5.1.1. All the angles, except the torso, are relative
to the torso. In Table 5.1 all the axis of rotation of each angles are listed together
with their work range.
For the orientation and position of the torso an axis-angle representation
is used. The torso is completely identified by two vectors and a scalar: t0 =
[t0x t0yt0z], ω0 = [ω0x ω0y ω0z] and θ0. The first is the translation vector
of the torso reference frame respect to the world reference frame. The second
vector and the scalar are respectively the axis of rotation and the angle around
this axis. Equation 5.16 gives the relation between these parameters and the
rotation matrix R0 where the elements of the matrix are listed in the equations
from 5.7 to 5.15.
r011 = 1−











|ω0|2 (1− cos(|ω0|θ0)) (5.9)
r021 = − ω0z|ω0| sin(|ω0|θ0) +
ω0xω0y
|ω0|2 (1− cos(|ω0|θ0)) (5.10)
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Joint Angle Rotation Axis Range












Left Shoulder (1) θ3 X Torso [−pi pi]
Right Shoulder (1) θ4 X Torso [0 2pi]





















Left Elbow θ9 Z Shoulder [−pi 0]
Right Elbow θ10 Z Shoulder [−pi 0]




















Left Knee θ15 Y Hip [0 pi]
Right Knee θ16 Y Hip [0 pi]
Table 5.1. Range of the valid values for each body model joint angles. The third column of










|ω0|2 (1− cos(|ω0|θ0)) (5.13)
r032 = −ω0x|ω0| sin(|ω0|θ0) +
ω0yω0z
|ω0|2 (1− cos(|ω0|θ0)) (5.14)
r033 = 1−




 r011 r012 r013r021 r022 r023
r031 r032 r033
 (5.16)
It is also possible to compute the R0 matrix, given the axis of rotation ω0
and the angle θ0, using the next passages:
c = cos(θ0) (5.17)
s = sin(θ0) (5.18)
t = 1− c (5.19)
x = ω0x (5.20)
y = ω0y (5.21)
z = ω0z (5.22)
R =




 0 −z yz 0 −x
−y x 0
 (5.24)
the result is the matrix
R0 = cI3 + tR+ sW (5.25)
The complete configuration of the body can thus be parameterized by two
vectors and seventeen angles: t0, ω0, θ0 . . . θ16. For all the angles from θ1 to θ16
the rotation matrix are:
R1 =




 c2 0 s20 1 0
−s2 0 c2
 (5.27)
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R3 =





















































 c16 0 s160 1 0
−s16 0 c16
 (5.41)
We can express the body model configuration as a vector of 23 parameters:
Body Configuration = [t0 ω0 θ0 . . . θ16] (5.42)
During the experiments we considered as measurements 15 points located
on the body model. They are shown in picture 5.2. At each frame, using the
technique in Chapter 4, we move the model on a different pose. The model itself
gives us the fifteen reference points.
It is easy to see that for each point the rotations that affect its position are
only those on the relative kinematic chain. For example the left foot orientation
is affected by rotation on the torso, left hip, and left knee:
Left Foot Orientation = R0 ·R11 ·R13 ·R15. (5.43)
In general the position of a point p¯(Θ) on the model respect to the torso
reference frame can be expressed as:
p¯(Θ) = M1 ·M2 · . . . ·Mk · p¯(0) (5.44)







If we need to represent the point in the world reference frame it is easy to
see that we need only to do the transformation:
p¯0 = M0 · p¯(Θ) (5.46)
This give us the direct kinematic for each points, that is, the function that
transform from the angles space to the points space. In Table 5.2 there are all
the formulas to compute the 15 reference points given the configuration of the
model.
In our experiments we need also the inverse kinematic of the model, that is,
the function that transform from the reference points to the angles. Table 5.4
gives all the formula needed to compute the angles taken in consideration in our
model.
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i Point pi Equation to compute pi
1 Torso centroid t0
2 Head Tip R0(R1(R2 · t2 3) + t3 1) + t0
3 Neck R0 · t10 0 + t0
4 Left Shoulder R0 · t4 1 + t0
5 Right Shoulder R0 · t5 1 + t0
6 Left Hip R0 · t6 1 + t0
7 Right Hip R0 · t7 1 + t0
8 Left Elbow R0(R3(R5 · t8 4) + t4 1) + t0
9 Right Elbow R0(R4(R6 · t9 5) + t5 1) + t0
10 Left Knee R0(R11(R13 · t10 6) + t6 1) + t0
11 Right Knee R0(R12(R14 · t11 7) + t7 1) + t0
12 Left Hand Tip R0(R3(R5(R7(R9 · t12 8) + t8 4)) + t4 1) + t0
13 Right Hand Tip R0(R4(R6(R8(R10 · t13 9) + t9 5)) + t5 1) + t0
14 Left Foot R0(R11(R13(R15 · t14 10 + t10 6)) + t6 1) + t0
15 Right Foot R0(R12(R14(R16 · t15 11 + t11 7)) + t7 1) + t0
Table 5.2. Direct Kinematic.
5.1.3 Kalman Filter
Our tracking strategy is based on the use of a Kalman filter. In practice for each
frame we take from the ICP algorithm the 15 reference points, and than using
the state at the previous frame we pass these data to the Kalman filter that
gives us the current state.
The Kalman filter [12,42,43,87] estimates the state of a dynamic system. It
is a recursive predictive filter that is based on the use of state space techniques
and recursive algorithm. It is an estimator of the state of a dynamic system and
it takes into consideration that the system can be disturbed by noises. Moreover
the Kalman filter, to give better estimated state, uses measurements that are




t2 3 [0 0 λ
(2)
1 ]
t3 1 [0 0 λ
(2)
0 ]





t5 1 [0 − λ(1)0 dsλ(2)0 ]
t6 1 [0 dHλ
(1)
0 − λ(2)0 ]
t7 1 [0 − dHλ(1)0 − λ(2)0 ]
t8 4 [0 2λ
(2)
2 0]
t9 5 [0 2λ
(2)
3 0]
t10 6 [0 0 − 2λ(2)4 ]
t11 7 [0 0 − 2λ(2)5 ]
t12 8 [0 2λ
2
6 0]
t13 9 [0 2λ
2
7 0]
t14 10 [0 0 − 2λ(2)8 ]
t15 11 [0 0 − 2λ(2)9 ]
Table 5.3. t vector values. The values of the λ2i correspond to the length of the i-th segment.
Note that the values of ds = 0.8 and dH = 0.7 are taken from [56]. They can also be estimated,
as in the case of our experiments on the HumanEva dataset, measuring the ground-truth data.
The Kalman filter consists of two steps:
• prediction step
• correction step
The first step basically predict a new state based on the physical model of
the system. The second step corrects the predicted model using the observed
data that are converted in an observed model. The error covariance in this way
is minimized.
The two steps of the filter are than repeated along all the time steps as
depicted in Figure 5.3.
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Fig. 5.2. The fifteen reference points. The numbers inside the circle specify the limbs number.
The Kalman filter algorithm can be summarized with the equations in Tables
5.5 and 5.6 (for a complete description see [42,87]).
As we can see in Tables 5.5 and 5.6 the first step of the filter projects one step
forward in time the state of the system xˆk−1 and the covariance matrix Pk−1.
The second step of the filter first of all compute the Kalman gain Kk. With the
gain and using the measure of the process zk the filter generate a posteriori state
estimate xˆk and a posteriori covariance matrix Pk used in the next iteration.
This formulation of the Kalman filter takes into consideration only linear
systems. But in our case we have a measurement equation (direct kinematic)
that is nonlinear. When the system or the measurement equations are nonlinear
we can use a generalization of the Kalman filter called Extended Kalman Filter
(EKF). The EKF linearizes about the current estimated state and the system
have to be represented by continuously differentiable functions [12,87]. In Table
5.7 the new formulation for the extended version of the filter is shown.
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Angle Formula Vector v Vector p = [x y z]>
θ1: Neck θ1 = − arccos(e3v)sgn(y) v = 1√
y2+z2
[0 y z]> p = R>0 (p2 − p3)





y2 + z2]> p = R>0 (p2 − p3)
θ3: Left Shoulder (1) θ3 = arccos(e2)sgn(z) v =
1√
y2+z2
[0 y z]> p = R>0 (p8 − p4)
θ4: Right Shoulder (1) θ4 = arccos(e2v)sgn(z) v =
1√
y2+z2
[0 y z]> p = R>0 (p9 − p5)




y2 + z2 0]> p = R>0 (p8 − p4)




y2 + z2 0]> p = R>0 (p9 − p5)
θ7: Left Shoulder (3)
θ7 = − arccos(R3R5e3(v1 × v2))· v1 = p4 − p8
(−sgn(e1(v1 × v2))) v2 = p12 − p8
θ8: Right Shoulder (3)
θ8 = pi − arccos(R4R6e3(v2 × v1))· v1 = p5 − p9
(−sgn(e1(v2 × v1))) v2 = p13 − p9
θ9: Left Elbow
θ9 = arccos(v1v2)− pi v1 = p4 − p8
v2 = p12 − p8
θ10: Right Elbow
θ10 = arccos(v1v2)− pi v1 = p5 − p9
v2 = p13 − p9
θ11: Left Hip (1) θ11 = arccos(−e3v)sgn(y) v = 1√
y2+z2
[0 y z]> p = R>0 (p10 − p6)
θ12: Right Hip (1) θ12 = arccos(−e3v)sgn(y) v = 1√
y2+z2
[0 y z]> p = R>0 (p11 − p7)




y2 + z2]> p = R>0 (p10 − p6)




y2 + z2]> p = R>0 (p11 − p7)
θ15: Left Knee
θ15 = pi − arccos(v1v2) v1 = p14 − p10
v2 = p6 − p10
θ16: Right Knee
θ16 = pi − arccos(v1v2) v1 = p15 − p11
v2 = p7 − p11
Table 5.4. The Inverse Kinematics formulae used in the experiments. Note that all the points
p are respect to the Torso Reference Frame. The vectors ei are 3D unit vector in the direction
of the i-th axis.








Table 5.5. The prediction formulae used in the kalman filter first step.
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Fig. 5.3. The working schema of a Kalman filter
The Correction Kalman filter step
Kk = P−k H
>(HP−k H
> +R)−1
xˆk = xˆ−k +Kk(zk −Hxˆ−k )
Pk = (I −KkH)P−k
Table 5.6. The correction formulae used in the kalman filter second step.
5.2 The Tracker
In this section we will show how we implemented the tracker using the model
and the EKF shown in previous sections of this chapter. The formulation and
notation are similar to those used by Mikic [56]. The human body model we
used has 23 parameters:
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The Extended Kalman Filter correction step








xˆk = xˆ−k +Kk(zk − h(xˆ−k , 0))
Pk = (I −KkHk)P−k
Table 5.7. The correction formulae used in the Extended Kalman filter second step. Note





0 θ0 θ1 . . . θ16
]>
(5.47)










We can assume that all the motion can be represented as noise and thus
the state transition matrix A is equal to an identity matrix. The measurement
equation (direct kinematic) is shown in Table 5.2. The only thing we need to
complete the EKF formulation is the Jacobian.
To simplify the notation the structure of the Jacobian is shown in Table 5.8
and only an example is given for the complete formulation of one body point.
The computation of the Jacobian is easily obtained using tools like the Sym-
bolic Math Toolbox of the Matlab environment [1]. We report here only an ex-































(R10 · t13 9) (5.53)
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t0 ω0 θ0 θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 θ9 θ10 θ11 θ12 θ13 θ14 θ15 θ16
p1 I3 χ ×
p2 I3 χ × × ×
p3 I3 χ ×
p4 I3 χ ×
p5 I3 χ ×
p6 I3 χ ×
p7 I3 χ ×
p8 I3 χ × × ×
p9 I3 χ × × ×
p10 I3 χ × × ×
p11 I3 χ × × ×
p12 I3 χ × × × × ×
p13 I3 χ × × × × ×
p14 I3 χ × × × ×
p15 I3 χ × × × ×
Table 5.8. The Jacobian structure. χ represents a 3× 3 matrix. × represents a 3× 1 vector.
The empty cells represent 3×1 zero vectors. Each non-empty cell represents a partial derivative
pi
∂xj








The tracking procedure is explained by the algorithm 3
Algorithm 3 Tracking Algorithm
Input: the vector of the state at previous time step xt−1, the measurement vector at present
time step zt, the covariance matrix of the previous time step Pt−1.
Output: the vector of the state at present time step xt, the covariance matrix of the present
time step Pt
1. Using the ICP algorithm find the 15 reference points of the actual time step thus to obtain
a measurement vector zt.
2. Using the state vector xt−1 and the covariance matrix Pt−1 compute the prediction of the
Kalman filter.
3. Using the predicted state, the predicted covariance matrix and the measurement vector,
compute the Jacobian and the corrected state vector xt and covariance matrix Pt
4. Repeat from step 1 passing xt as xt−1 and Pt as Pt−1
6System Implementation
The system is now composed by different pieces of code implemented in Matlab
or in C/C++. The system works off-line but the intention is to port all the code
in C/C++ language and to use it as an online real-time system.
6.1 Camera Calibration
The first step to use the system is to calibrate the cameras in the room. For the
calibration of the intrinsic parameters we used a standard check-board calibra-
tion grid (see Figure 6.1) and the Camera Calibration Toolbox implemented for
the Matlab environment and also included in the Open Source Computer Vision
library distributed by Intel [24].
For each camera we computed the focal length Fc ∈ R2, the principal point
Cc ∈ R2 and the distortion coefficientKc ∈ R5. All the camera used in the system
are Basler f602c model with 640x480 resolution. We assumed that the pixel are
square. For the calibration of the extrinsic camera parameters, corresponding
to the rotation Rc ∈ SO(3), and the translation Tc ∈ R3 we used the CVLab
Matlab library written by Andrea Fusiello. The extrinsic parameters refer to a
global references frame based on a corner of a check-board made by A4 sheets
of paper laid on the floor (see Figure 6.3).
6.2 Frame Capture
The architecture of our hardware system is based on a client/server structure.
For each camera we have a client pc that sends the frames to a server. The
server collects all the frames from each camera.
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Fig. 6.1. The checkboard used for the intrinsic camera parameters.
Clients and server at the start up do not know each others. The first operation
executed by the client is the camera initialization. Each clients check if the
camera is connected and if it is, it enables the frames download. If all goes well
the client starts to initialize the socket.
The server should be launched whenever all the clients are ready. The server
checks the number of active cameras and checks the ip address of all the com-
puters used in the system.
After the initialization procedure all the clients stop and wait a command
from the server. The type of commands are: start, stop, and suspend.
When the system is running it acquires the frames from the client comput-
ers and then sends them to the server. Some image elaboration can be done
directly by the clients, for example silhouettes extraction and computation of
the undistorted frames.
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Fig. 6.2. Camera setup for the architecture. The camera number zero is pointing to the floor.
All the camera are Basler model f602c
6.3 Background subtraction
The method used for silhouettes extraction is similar to the one used for the
HumanEva dataset [80]. The method is based on two phases:
1. Background Statistic Computation
2. Background/Foreground Segmentation
The first part of the algorithm computes the needed statistic for the back-
ground. Frames from a background only movie are taken and the next equations
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Fig. 6.3. The calibration checkboard used for the extrinsic camera parameters computation.
Note that in these images there still be distortion due to the camera lens.
where N is the number of frames. The equations 6.1 and 6.2 are simply the
mean and variance of the background taken on all the frames representing the
background itself. These data are used in the second phase to extract the sil-
houettes. In this phase for each frame of the captured human being in the scene
the algorithm compute the probability that a pixel is part of the background or
foreground. The equation used is:
BGProbability = pdf(frame, µ, σ) (6.3)
where pdf(frame, µ, σ) is the probability density function of the normal distri-
bution with mean µ and standard deviation σ, evaluated at the values in frame.
The algorithm than classify a pixel as background if its probability value is under
a certain risk value. In picture 6.3 is shown the process for one frame.
6.4 3D Volume Reconstruction, ICP and Tracking
The technique of 3D reconstruction used in this work is fully explained in Chap-
ter 3. This part of the architecture is implemented in C++ code. The code takes
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Fig. 6.4. The schema of the architecture.
as input the camera calibration parameters and the silhouettes. It produces as
output a set of 3D points that are the centroid of each slices found. They rep-
resent the medial axis of the body to be reconstructed.
As explained in Chapter 4 using the set of 3D points we can fit on them an
articulated skeletal model of a body using an ICP technique. This part of the
code is written in Matlab with some procedure compiled as mex files.
The tracker algorithm (see Chapter 5) use the stick body model as measure-
ment for the Extended Kalman Filter. Also this part of the code is implemented
in Matlab environment.
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Fig. 6.5. The background subtraction process. Starting from the statistic of the background
(the first image is the mean image taken over all the background frames), we use the actual
frame to compute the pdf function and to obtain the silhouette.
7Experimental Results
This chapter will show some experiments on real cases. All the methods de-
scribed in this thesis are applied to achieve the results. As shown in Figure 7.1
starting from a sequence of image taken by several cameras we obtain a back-
ground segmentation. Using a standard technique we reconstruct a 3D volume
of the body and than using one technique introduced in our thesis and already
presented in the papers [61,62] we obtain a set of 3D points on a skeleton repre-
sentation of the 3D volume. This set of points gives us the possibility to apply
an ICP based algorithm to fit a 3D sticks model of a body. The model obtained
in each frame is used inside a Extended Kalman Filter technique to track the
poses of people.
7.1 Experiments on the HumanEva dataset
The body tracker has been tested on sequences taken from the HumanEva-I
dataset [80]. All the sequences in HumanEva-I have been calibrated using the
Vicon proprietary software and the motion data saved in the common c3d file
format.
The dataset contains multiple subjects performing a variety of actions like
walking, running, boxing, etc. Figures 7.2 and 7.3 show some sample frames
from these sequences together with the output of the silhouette extraction.
The camera calibration parameters are already pre-computed in the dataset.
After the extraction of the silhouettes the frame are undistorted and passed to
the procedure that generates the slices and than the set of the 3D points on the
centroid of the blobs.
As starting position of the model a ground-truth frame was used, i.e., we
used a frame from the sequences and place the model using as reference points
the points given by the dataset on that frame.
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Fig. 7.1. A graphical summary of the algorithm pipeline.
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Fig. 7.2. Sample frames of “S2 Jog” and silhouettes.
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Fig. 7.3. Sample frames of “S2 Walk” and silhouettes.
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In Figure 7.8 some of the frames taken by the dataset during the tracking
are shown.
In the first two of our works [61,62] the validation of the algorithm was done
by comparing the angles of the ground-truth with the angles of the computed
model.
In the first of our works we didn’t use the Kalman filter technique. The results
after introducing the Kalman filter are shown in Table 7.1. Note that in all the
experiments involving the Kalman filter the metric used to compute the error
is the RMSE as explained in section 7.2.
Figures 7.4, 7.5, 7.6, 7.7 report the ground truth and estimated joint angles
of the angles in two of the sequences used. It can be seen that the estimated
angles follows fairly closely the ground truth. There some spikes where the error
grows but the tracker is able to recover in the subsequent frames.
This results are remarkable if one considers the coarseness of the volumetric
reconstruction, due to the small number of cameras (three) and the poor quality
of image silhouettes.
The magnitude of the error is comparable with results reported in the state-
of-the art literature [7, 84]. For the “leaves” limb, as head, lower arm and calf
the angles error is usually bigger than the other, as expected.
In these experiments we also measured the error of the reference points com-
paring them to the ground-truth 3D points. The results are shown in Table 7.2.
Plots of the errors measured in mm are shown in Figures 7.9, 7.10, 7.11, 7.12,
7.13.
The current matlab implementation takes about 30 seconds to process a
frame on a laptop with an Intel Core Duo Processor T2250. However, the algo-
rithm is still in a prototypal stage, and thanks to design choices that favored
fast (in principle) algorithms, we are confident that there is lot of space for
improvement.
7.2 Evaluation Metrics
For human motion tracking and pose estimation there are a lot of metrics used in
literature to measure the errors. The most common are the joint-angle distance
and the tip position distance. For the experiments done using the HumanEva
dataset we used both of the metrics to evaluate the goodness of the method. In
the first two works [61, 62] we used for a quantitative comparison the following
angular error for each joint, in each frame of the sequence:
e(R1, R2) = ∠(R1R>2 ) (7.1)
64 7 Experimental Results
where ∠(·) denotes the angle of the axix-angle representation of the rotation,
and can be computed with ∠(R) = arccos((tr(R)− 1)/2).
After the introduction of the Kalman filter because of the fact we knew also
the state of the model, that is made of angles expressed in radians, we have
used a different metrics, most suitable to compare the results with other works
in literature. The evaluation it is performed now using the Root Mean Squared
Error (RMSE), which has the property to be expressed in the same unit of the






For the position error we propose a simply measure based on the locations of
joints and limbs endpoints and reference points. THe reference points used were
described before in Chapter 5. We use as the model points of the HumanEva
dataset as reference points. Assume that these ground truth points are X =
{x1, x2, · · · , xN}, where xi ∈ R3 is the 3D position of the i-th point in the







where M is the number of frames of the sequence.
7.3 Conclusion
The results show that the obtained performance are good and informative for a
tracking algorithm, even if at this time not computed in real time. It is possible
to see that even if sometimes a joints goes far from the real position it recovers
in the next frames. This effect is due also for the application of the Kalman
filter that helps to contain large variation in the angles between frames. Also in
the position error plots it is possible to see that even if in some frames there are
a large error, the algorithm can recover in the next frames due to the ability to
fit the model in a correct position.
The results are encouraging and application using home-made system with
simple webcams could be tested in the future.
The future perspectives are to implement the system using faster algorithm
and compiled code to obtain real time performance.
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S2 Jog S2 Throwcatch
Fig. 7.4. Plots comparing ground truth and estimated joint angles of the torso, knee and
elbow in two of the sequences used in the experiments.
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S2 Jog S2 Throwcatch
Fig. 7.5. Plots comparing ground truth and estimated joint angles of the Right Elbow, Right
Knee and the Neck used in the experiments.
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S2 Jog S2 Throwcatch
Fig. 7.6. Plots comparing ground truth and estimated joint angles of the Left and Right
Shoulder and Left Hip in two of the sequences used in the experiments.




















Torso 0.10 0.07 0.08 0.06 0.07 0.12
Neck(1) 0.11 0.12 0.15 0.09 0.56 0.09
Neck(2) 0.08 0.10 0.14 0.09 0.06 0.05
Left Shoulder(1) 0.18 0.07 0.12 0.09 0.08 0.08
Right Shoulder(1) 0.13 0.87 0.06 0.28 0.06 0.66
Left Shoulder(2) 0.15 0.10 0.12 0.09 0.04 0.07
Right Shoulder(2) 0.10 0.07 0.12 0.10 0.08 0.13
Left Shoulder(3) 0.33 0.13 0.36 0.09 0.14 0.21
Right Shoulder(3) 0.97 0.70 0.94 1.4 1.4 1.2
Left Elbow 0.08 0.04 0.07 0.06 0.04 0.05
Right Elbow 0.10 0.05 0.11 0.14 0.11 0.13
Left Hip(1) 0.06 0.05 0.05 0.08 0.05 0.09
Right Hip(1) 0.07 0.05 0.05 0.06 0.05 0.06
Left Hip(2) 0.05 0.06 0.08 0.07 0.05 0.04
Right Hip(2) 0.05 0.06 0.09 0.07 0.03 0.05
Left Knee 0.05 0.01 0.02 0.08 0.05 0.01
Right Knee 0.03 0.03 0.03 0.09 0.04 0.04
Table 7.1. RMSE of the angular value expressed in radians.
S2 Jog S2 Throwcatch
Fig. 7.7. Plots comparing ground truth and estimated joint angles of the Right Hip in two of





















p1 22 23 21 18 25 12
p2 33 28 32 30 27 20
p3 26 29 33 22 28 18
p4 35 33 40 26 30 23
p5 33 32 38 25 33 35
p6 29 27 29 23 27 25
p7 29 27 29 23 27 20
p8 73 44 49 43 35 32
p9 50 39 43 44 34 51
p10 33 29 32 35 33 31
p11 34 32 33 35 31 31
p12 57 46 57 44 38 35
p13 49 43 46 53 42 64
p14 49 36 47 50 47 41
p15 52 42 50 42 38 52
Table 7.2. RMSE of the position value expressed in mm.
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Fig. 7.8. Frames taken from the sequences with the stick skeleton model on them.
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S2 Jog S2 Throwcatch
Fig. 7.9. Plots of the position error on two of the sequences used in the experiments.
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S2 Jog S2 Throwcatch
Fig. 7.10. Plots of the position error on two of the sequences used in the experiments.
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S2 Jog S2 Throwcatch
Fig. 7.11. Plots of the position error on two of the sequences used in the experiments.
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S2 Jog S2 Throwcatch
Fig. 7.12. Plots of the position error on two of the sequences used in the experiments.
7.3 Conclusion 75
S2 Jog S2 Throwcatch
Fig. 7.13. Plots of the position error on two of the sequences used in the experiments.

8Conclusions
This thesis proposed a new ICP-based algorithm for tracking articulated skele-
tal model of a human body. The proposed algorithm takes as input multiple
calibrated views of the subject, computes a volumetric reconstruction and the
centerlines of the body and fits the skeletal body model in each frame using a
hierarchic tree traversal version of the ICP algorithm that preserves the connec-
tion of the segments at the joints. The proposed approach uses the kinematic
constraints and an Extended Kalman Filter to track the body pose.
The first contribution is a new algorithm to find the skeletal points of a 3D
volume. The algorithm using a slicing technique find the medial axis of a volume
in a fast way using the graphic card processor and the texture units (see Chapter
3). This algorithm produce good results in quality and performance compared
to other works in literature [27,79].
Another contribution is the introduction of a new tracking strategy based on
a hierarchical application of the ICP standard algorithm to find the match be-
tween a stick body model and a set of 3D points. The algorithm use a traversing
version of ICP where also all the 3D points are weighted in such a way every
limbs of the model can best fit on the right portion of the body (see Chapter 4).
The application of these techniques shown the feasibility of the method and
the performances obtained in terms of quality of estimate pose are comparable
with other works in literature.
The results presented here demonstrate the feasibility of the approach, which
is is intended to be used in complete system for vision-based markerless human
body tracking. Future work will aimed at optimizing the implementation, in
order to achieve real-time performances. Moreover we are building our own
system composed of five synchronized cameras, which we expect could provide
a significant improvement on the quality of the volumetric reconstruction.
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8.1 Publications
Some parts of this work have been published in conference proceedings. More
specifically, large parts of Chapter 4 have been published in [61]
In [62], we introduced some improvements to the algorithm and tested it on
more data.
Moreover, we have submitted a manuscript to EURASIP Journal on Image
and Video Processing based on this thesis where we report the results showed
in Chapter 7.
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Abstract
This paper presents an ICP-based algorithm for tracking an articulated skele-
tal model of the human body (stick figure) in 3D. The data are 3D points dis-
tributed roughly around the limbs’ medial axes. The algorithm fits each stick
to a limb in a hierarchical fashion, traversing the body’s kinematic chain,
while preserving the connection of the sticks at the joints. Experimental re-
sults illustrate the algorithm.
1 Introduction
Tracking or capturing the motion of a human body is a problem that has a long his-
tory in Computer Vision (see [11] for a survey) and several real-world application, such
as human-computer interfaces, motion transfer, animation of virtual characters, activ-
ity/gesture/gait recognition, biomechanical studies. Marker-based commercial systems
are available that works at very high frame rates and very high precision. While it is
out of doubt that such speed/accuracy combination is necessary in biomechanics, it is
questionable whether it is needed when animating a virtual character in a videogame or
building a user-interface. There is therefore a niche for less expensive systems that work
markerless at a reduced speed (up to 100 Hz). In this paper we present part of an ongoing
project aimed at building a system with those characteristics.
The literature on markerless body tracking in three dimensions can be broadly split
into two groups: those using a stick model for the human body [5, 9], roughly correspond-
ing to its skeleton, and those using a full 3D model of the body’s shape, in the form of
a polygonal mesh or a volumetric model [2, 8, 12]. Since we aim at a real-time system,
we are forced to work with a stick model. Indeed, a stick (or skeletal) model has fewer
dependencies on anthropometric parameters than a shape model and can be tracked much
faster because of its simplicity.
We use an approach based on the well-known Iterative Closest Point (ICP) algorithm
[4]: the model is an articulated stick figure representing the body and it’s kinematics,
the data are 3D points distributed roughly around the medial axes of the limbs. The data
are registered to the model using a hierarchical approach that proceeds by traversing the
kinematic chain.
Differently from [12] we do not enforce joints constraints a-posteriori (thereby in-
terfering with the result of ICP) but during the registration process. To the best of our
knowledge this is the only ICP-based approach with this feature. Other approaches based
on the EM algorithm enforce the joint constraints, but they are much more computation
intensive than ICP.
2 Background
2.1 Human Body Model
In this section we describe the articulated model representing the human body pose we
used in the paper. It consists of a kinematic chain of ten sticks and nine joints, as depicted
in Figure 1. The torso is at the root of tree, children represents limbs, each limb being
described by a fixed-length stick and the corresponding rotation from its parent. Hence,
the motion of one body segment can be described as the motion of the previous segment
in the kinematic chain and an angular motion around a body joint. Only the torso contains
a translation that accounts for the translation of the whole body. Rotations are represented
with 3× 3 matrices. For the sake of simplicity, each joint has three degrees of freedom








Figure 1: The stick figure body model.
2.2 Iterative Closest Point
The Iterative Closest Point (ICP) [6, 4] is customary used for registration of 3D sets of
points. The standard algorithm estimates the rigid motion between a given set of 3D data
points and a set of 3D model points. In summary:
Algorithm 1 ICP
Input: two sets of p 3D points, the data {ai}i=1...p and the model {bi}i=1...p
Output: the rigid motion T that brings the data onto the model
1. For each point ai of the data set find the closest point bi in the model set.
2. Given these putative correspondences, estimate the global motion transformation T
between all the points by solving an Extended Orthogonal Procrustes Problem (see
below).
3. Apply the transformation T to the data points.
4. If the distance between the two sets is less than a given threshold then quit, other-
wise repeat from step 1.
The Extended Orthogonal Procrustes Problem (EOPP) [13] can be stated as follows:
transform a given matrix A into a given matrix B by a similarity transformation (rota-
tion, translation and scale) in such a way to minimize the sum of squares of the residual
matrix. For reason that will be clear in the following, we consider instead the Weighted






subject to RT R = I (1)
where matrices A and B are (3× p) matrices containing p corresponding point in 3-D
space, R is (3× 3) orthogonal rotation matrix, t is a (3× 1) translation vector, c is scale
factor, u is a p×1 vector of ones, W is a (p× p) diagonal matrix weighting the p points,
and ‖·‖F denotes the Frobenius norm.










be the SVD decomposition of the matrix on the right-hand side1, where Aw = AW , Bw =
BW , and uw =Wu. The sought transformation is given by (we omit the scale c that is not
needed in our case):
R =V
1 0 00 1 0
0 0 det(VUT )
U> (3)
t = (Bw−RAw) uwu>w uw
(4)
The diagonal matrix in (3) is needed to ensure that the resulting matrix is a rotation [7]
The Weighted Orthogonal Procrustes Problem (WOPP) problem is a special case of
WEOPP and the solution can be derived straightforwardly by setting u = 0.




is a matrix of the same size as A with identical columns, each of them equal to the
centroid of the points contained in A.
3 Hierarchical Articulated ICP
This section describes our contribution, namely the Hierarchical Articulated ICP algo-
rithm for registering an articulate stick model to a cloud of points. We assume that the
data are 3D points distributed roughly around the medial axes of the body’s segments.
They can reasonably come from the skeletonisation of a volumetric reconstruction of the
body, as in [9, 5, 10]
The data are registered to the model using a hierarchical approach that starts from the
torso and traverse the kinematic chain down to the extremities. At each step ICP computes
the best rigid transformation of the limb that i) fits the data and ii) satisfy the kinematic
constraints (namely, that the limb is connected to its ancestor through the joint) .
The closest point search works from the data to the model, by computing for each data
point its closest point on the body segments. Only the matches with the current segment
are considered, all the other should be – in principle – discarded.
However, the rotation in 3D space of a line segment cannot be computed unambigu-
ously, for the rotation around the axis is undetermined. In order to cope with this problem
we formulate a Weighted Extended Orthogonal Procrustes Problem and give a small but
non-zero weight also to points that match the descendants of the current segment. In this
way they contribute to constrain the rotation around the segment axis. Think, for example,
of the torso: by weighting the points that match the limbs as well, even if they are still to
be aligned, the coronal (aka frontal) plane can be recovered.
This is the complete algorithm described step by step:
Algorithm 2 HIERARCHICAL ARTICULATE ICP
Input: The modelS composed by segments and the data set A of 3D points
Output: a set of rigid motions (referred to the kinematic chain) that brings the model
onto the data
1. Traverse the body model tree structure using a level-order or a preorder traversal
method.
2. Let s j ∈S be the current body segment.
3. Compute the closest points:
(a) For each data point ai ∈A and for each segment s` ∈S compute its projec-
tion pi` onto the line containing s` ;
(b) if pi` ∈ s` then add pi` toM (the set of the closest-point candidates), otherwise
add the endpoint of s` toM .
(c) Find bi, the closet point to ai inM .
4. Weight the points: If bi belongs to s j than its weight is 1, otherwise it is ε (chosen
heuristically) for all the descendant and 0 for all the others.
5. If the distance of bi to ai is above a given threshold then the weight is set to 0.
6. Solve for the transformation of s j with ICP using WEOPP for the torso and WOPP
(only rotation) for the limbs.
The output of the algorithm represents the pose of the body. In a tracking framework,
the pose obtained at the previous time-step is used as the initial pose for the current frame.
4 Experimental Results
The body tracker presented in section 4 has been implemented and tested on sequences
taken from the HumanEva-I dataset [14]. All the sequences in HumanEva-I have been cal-
ibrated using the Vicon’s proprietary software and the motion data saved in the common
c3d file format. The dataset contains multiple subjects performing a variety of actions like
walking, running, boxing, etc. In particular we used the sequences called “S1 Box 3”,
“S2 Throwcatch 3” and “S3 Jog 1”.
Figure 2: Sample frames of the synthetic data used in the experiments.The ground-truth
stick figure and the data points corrupted by noise are shown.
The synthetic input data for our experiments has been created as follows (see Fig. 2).
First the sequences have been sub-sampled at 40 f ps instead of the original 120 f ps. Then,
from each frame of the c3d file, reference points have been extracted and used to fit
the skeletal model. The segments of the model are then sampled uniformly to obtain
about 300 3D points. These points are finally perturbed using a Gaussian noise with an
amplitude of half the hips distance.
Validation of the tracking is done by comparing the angles of the ground-truth with
the angles of the computed model. Figure 3 reports the ground truth and estimated joint
angles of the torso, right shoulder and right elbow in the three sequences. It can be
seen that the estimated angles follows closely the ground truth, even without temporal
smoothing. No significant mistracking occours.
For a quantitative comparison we computed the following angular error for each joint,
in each frame of the sequence:
e(R1,R2) = 6 (R1R>2 ) (5)
where 6 (·) denotes the angle of the axix-angle representation of the rotation, and can be
computed with 6 (R) = arccos((tr(R)−1)/2).
Mean and standard deviation of the error are shown in Table 1. The magnitude of
the error is comparable with results reported in the state-of-the art literature [3, 15]. For
the “leaves” limb, as head, lower arm and calf the angles error is usually bigger than the
other, as expected.
The algorithm has been implemented in MATLAB, hence the performances are far
from the desired real-time: it takes about 3.5 seconds to process a frame on a laptop with
an Intel Core Duo Processor T2250.










































































































































Figure 3: Plots comparing ground truth and estimated joint angles of the torso, right
shoulder and right elbow in the three sequences used for the experiments (the sequence
name is on the right).
5 Conclusions and Future Work
This paper has proposed a new ICP-based algorithm for tracking articulated skeletal
model of a human body. The proposed algorithm takes as input 3D data points distributed
around the torso and limbs medial axes. It fits the skeletal body model in each frame using
a hierarchic tree traversal version of the ICP algorithm that preserves the connection of
the segments at the joints. The proposed approach uses only the kinematic constraints
and no other assumptions are made on the position of the body. This implies that we can
recognized potentially all the body configuration.
The synthetic results presented here demonstrate the feasibility of the approach, which
is is intended to be used in complete system for vision-based markerless human body
tracking. Therefore, future work will consider improving performances by including a
Kalman filter to smooth the estimates and provide a better prediction of the body’s pose
(which should allow ICP to converge in less iterations) and implementing the front-end
of the pipeline, i.e., the shape from silhouette and skeletonisation modules that feeds the
algorithm presented here.
Acknowledgments. This paper was partially supported by PRIN 2006 project 3-SHIRT.
Box Throwcatch Jog
Torso Mean 0.032 0.024 0.029
Std. dev. 0.017 0.012 0.014
Neck Mean 0.152 0.207 0.232
Std. dev. 0.078 0.110 0.268
Left shoulder Mean 0.074 0.071 0.063
Std. dev. 0.039 0.041 0.030
Right shoulder Mean 0.102 0.073 0.061
Std. dev. 0.051 0.067 0.029
Left hip Mean 0.181 0.120 0.111
Std. dev. 0.126 0.089 0.075
Right hip Mean 0.376 0.088 0.105
Std. dev. 0.308 0.060 0.089
Left elbow Mean 0.070 0.056 0.049
Std. dev. 0.045 0.038 0.028
Right elbow Mean 0.064 0.060 0.049
Std. dev. 0.040 0.040 0.027
Left knee Mean 0.061 0.049 0.052
Std. dev. 0.035 0.028 0.030
Right knee Mean 0.066 0.043 0.052
Std. dev. 0.055 0.025 0.032
Table 1: Mean and standard deviation of the errors (in radians) for each joint of the body
nfor the three sequences used in the experiments.
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