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Abstract 
Tourism is one of the most important economic sectors for the Portuguese economy, contributing 
significantly not only to the national Gross Domestic Product (GDP), but also to job creation. 
Portugal is becoming a more popular destination, mainly due to the new low-cost airlines’ routes 
and also to several international tourism awards that Portugal, Portuguese regions or cities and 
hotel establishments recently received. 
Tourism is not only important in national terms, but it is also relevant in local terms. Therefore, 
this dissertation’s main purpose is to understand which distinctive features weight more on the 
decision-making process of tourists when choosing their holiday destination. Moreover, we are 
interested in explaining why some municipalities (counties) are able to attract more tourists than 
others. One way to achieve this goal is through specific measures, known as Tourism Attraction 
Indexes (TAIs) that evaluate each county’s capacity to attract tourists and, therefore, tourism 
expenditure. 
In this dissertation, we construct local TAIs, based on the simultaneous analysis of multiple 
variables of different nature, using two statistical methods: Regression Analysis (RA) and 
Principal Component Analysis (PCA). These statistical methods take under consideration the 
strengths and weaknesses of each county in mainland Portugal, in order to identify the main 
determinants of their ability to attract tourism expenditure and sustain tourism flows. The number 
of Automated Teller Machines (ATMs) and firms’ density are the factors that weight more in both 
models, meaning that the economic activity of a county and its links to amenities and comforts 
that serve tourists as well as local populations are the main determinants to tourism industry 
competitiveness. 
Using RA and PCA methodologies, we ranked counties according to their TAIs. Counties of 
Lisboa, Porto and the majority of Algarve counties rank in the first 20 positions. Counties in rural 
inland regions, mainly in the north and centre of Portugal, rank in the 20 last positions. 
We believe that our work in this dissertation will help tourism business managers and local 
authorities to design better policy measures based on our objective and reliable TAI, helping all 
these economic agents to intensify local competitiveness levels and improve the capacity to attract 
more revenue from an increasing number of tourists. 
Keywords: tourism demand behaviour; attraction index; regression analysis; principal 
component analysis 
JEL-Codes: L83; D03; C43; C38; C35 
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Resumo 
O turismo é um dos sectores económicos mais importantes na economia portuguesa, contribuindo 
de forma significativa, não só para o Produto Interno Bruto nacional, mas também para a criação 
de emprego. Portugal tem-se tornado num destino turístico cada vez mais popular, principalmente 
devido a novas rotas de companhias aéreas low cost e, também, devido a diversos prémios 
internacionais de turismo que Portugal, regiões ou cidades portuguesas e unidades hoteleiras têm 
recebido recentemente. 
O turismo é importante não só em termos nacionais, mas também em termos locais. Assim, o 
objetivo principal desta dissertação é compreender que características diferenciadoras têm maior 
peso sobre o processo de decisão do destino de férias  pelos turistas. Além disso, achamos ser 
importante explicar por que motivos alguns municípios são capazes de atrair mais turistas do que 
outros. Uma maneira de alcançar este objetivo é através de medidas específicas, conhecidas como 
Índices de Atração Turística (IATs) , que avaliam a capacidade de cada município atrair turistas 
e, consequentemente, receita proveniente de atividades turísticas.  
Nesta dissertação, foram construídos IATs locais, com base na análise simultânea de múltiplas 
variáveis de diversas naturezas, usando dois métodos estatísticos: análise de regressão (AR) e 
análise de componentes principais (ACP). Estes métodos estatísticos têm em consideração os 
pontos fortes e fracos de cada município em Portugal continental, a fim de identificar os principais 
determinantes da sua capacidade de atrair receita e sustentar os fluxos turísticos. O número de 
caixas multibanco (ATM) e a densidade de empresas são os factores com maior peso em ambos 
os modelos, o que significa que a actividade económica de um município e a sua ligação a 
comodidades que servem turistas e populações locais são os principais determinantes para a 
competitividade da indústria do turismo. 
Através das metodologias AR e ACP foi possível classificar os municípios de acordo com os seus 
IATs. Os municípios de Lisboa, Porto e a maioria dos municípios do Algarve estão classificados 
nas primeiras 20 posições. Pelo contrário, municípios em regiões rurais do interior do país, 
principalmente no norte e centro de Portugal, estão classificados nas últimas 20 posições. 
Em suma, acreditamos que o trabalho desta dissertação irá ajudar gestores de negócios ligados ao 
turismo e autoridades locais a delinear melhores políticas, tendo como base o nosso objetivo e 
fidedigno IAT, ajudando todos estes agentes económicos a intensificar os níveis de 
competitividade local e a melhorar a capacidade de atrair mais receita a partir de um crescente 
número de turistas. 
Palavras-chave: comportamento da procura turística; índice de atração; análise de regressão; 
análise de componentes principais 
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Chapter 1 – Introduction 
 
Tourism has always been an important sector for the Portuguese economy, but became 
more so in the last 5 years due to the global financial crisis of 2008. In 2013, Portugal 
exported € 9250 million in travel and tourism (a 7.5% increase relative to 2012) that 
significantly contributed to the 2013 first commercial balance surplus since 1943 (Gaspar 
et al., 2012; PORDATA, 2015). The travel and tourism exports had a further increase in 
2014, reaching € 10394 million (an increase of 12.4% relative to 2013), which are 
estimated to represent 6% of the Portuguese Gross Domestic Product (GDP) (PORDATA, 
2015). In 2010, in the Euro area context, the Portuguese tourism sector ranked 3rd with 
the highest tourism/total exports ratio and ranked 6th with the highest weight of tourism 
revenue in GDP, which represented 3,6% of the 2010 national GDP (Romano, 2012). 
According to the World Tourism Organisation (UNWTO), Portugal ranked 20th 
worldwide in number of foreign tourists’ arrivals in 2008. Moreover, in 2013, Portugal 
brand value in the tourism segment ranked 8th place worldwide, being the 4th country with 
the higher annual growth rate in this segment (Brand Finance, 2013). However, since 
2008, the Portuguese travel and tourism sector has been losing scores on the Travel and 
Tourism Competitiveness Index (TTCI), which is “a comprehensive strategic tool for 
measuring the factors and policies that make it attractive to develop the T&T sector in 
different countries.”, according to Blanke and Chiesa (2013, p. xiii). Indeed, the 
Portuguese TTCI decreased from 5.09 in 2008 to 4.64 in 2015 (lower than the 2007 score 
of 5.05), even though remaining in the same position (15th place in the worldwide ranking) 
in both years (Blanke and Chiesa, 2007, 2008, 2009, 2011, 2013; Crotti and Misrahi, 
2015). 
To attract and sustain tourists’ flows that bring employment and income to national and 
local economies, it is fundamental to identify the reasons upon which tourists base their 
choices of destinations. When deciding their final destination, most tourists have a set of 
concerns in mind that depend on a multitude of factors. Being able to identify and quantify 
the features that guide tourists’ choices to their destinations is of undeniable importance. 
This identification allows solid objective grounds for useful advice to business managers 
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and local authorities on what should and should not be done, in order to increase and/or 
maintain the flow of tourists and, consequently, the amount of revenue they generate. 
Unfortunately, from the broad set of factors that influence tourists’ decision-making, we 
can measure with (some) certainty just a few (Cooper et al., 2008). But even those few 
are better than none at all. 
Our research goal is to identify the determinants that underlie tourists’ decisions on their 
final destinations choices within mainland Portugal municipalities. Along this dissertation 
we were able to construct a tool - Tourism Attraction Index (TAI) – that can objectively 
measure mainland Portuguese counties’ capacity to attract tourism demand and rank all 
counties accordingly. The TAI is constructed using observations on many features of 
mainland Portuguese counties, which are believed to influence tourists demand for a 
particular destination. These demand determinants mainly include variables of landscape 
geography, environment protection, services supply, economic performance and 
demographic characteristics. 
Although primary data is the most commonly used type of data in tourism studies (Chi 
and Qu, 2008; Correia et al., 2007; Cracolici and Nijkamp, 2009; Manning et al., 2002; 
Song et al., 2012; Tsiotsou and Vasioti, 2006; Woodside and Lysonski, 1989; Yoon and 
Uysal, 2005), some authors (Blancas et al., 2011; Castellani and Sala, 2010; Formica and 
Uysal, 2006) combine primary and secondary data and other authors (Barros et al., 2011; 
Gabor et al., 2012; Kayar and Kozak, 2008; Wu and Wang, 2010) use strictly secondary 
data in their studies. In this study, we use secondary data because they are objective, more 
reliable, and readily available at no cost from official sources, in this case, from Instituto 
Nacional de Estatística (INE – the Portuguese National Institute of Statistics). 
We select twenty seven quantitative variables that we consider relevant for tourists’ 
decision-making process when picking a final destination among the 176 counties in 
mainland Portugal. In addition, we construct two dummy variables (World Heritage sites 
and Pousadas1) that are also included in our first selection, due to these features 
noteworthy capacity to attract visitors. These dummy variables assume the value of unity 
if a county’s territory includes one or more of these features, and zero otherwise. Given 
                                                 
1 Pousadas are hotels belonging to Pousadas de Portugal hotel chain, being most of them installed in 
historical luxurious buildings. A thorough overview on these hotels is provided on Chapter 3. 
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the large number of variables, it is necessary to use a “filter” to organise them in smaller, 
more homogenised groups (clusters), so that they can explain tourists’ destination 
choices. Also, due to the different measurement units attached to each of these variables, 
we transform their values into index numbers using each variable’s average value in 
mainland Portugal as the benchmark value of 100. 
From the numerous methodologies available, we use two well-known methods to group 
the data and construct a Tourism Attraction Index: Regression Analysis (RA) through 
general-to-specific modelling (Hendry, 1995) and Principal Component Analysis (PCA) 
combined with Formica and Uysal (2006) procedure. These methods allow us to obtain 
TAIs for each county in mainland Portugal and to rank them accordingly. With the 
counties’ ranking, we can offer an identification of those features that give counties 
competitive advantages and those that contribute to their lagging behind. 
Consequently, the main aim of this dissertation is to construct dependable measures able 
to evaluate the tourism attractiveness of each county in the Portuguese mainland territory. 
The empirical results obtained in this dissertation also serve the purpose of closing a gap 
in the literature, which overlooks the importance of ranking countries, regions, counties 
or events according to their capacity to attract and keep tourism demand flows. In 
particular, a reliable ranking of mainland Portuguese counties according to their TAIs is 
new in the literature and may provide a basis for more informed decisions on investment 
and policy actions from both private and public entities, to maintain a high and regular 
incoming flow of tourists. Furthermore, since RA is a commonly used statistical method 
of data analysis and PCA is not one of the most popular methodologies to see applied in 
tourism attractiveness studies, we aim to contribute a new study that uses both methods 
to the few existing in this area. 
To fulfil this dissertation’s purpose, we collected data for the 278 counties in mainland 
Portugal2 about a multitude of factors considered to influence tourists’ decision-making 
process in choosing a destination. The counties’ observations for each factor are average 
values of the three most recent years available. For instance, the population density 
                                                 
2 Portugal has a total of 308 counties: 278 in the mainland, 11 in Madeira and 19 in Azores (Portal 
Autárquico, 2013). 
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observation for Lisboa is the average of the last three years (2010-2012) population 
density values published by INE. 
As a result, the research questions that emerged are essentially linked with the more 
adequate statistical method to construct TAIs for the Portuguese counties and which 
factors contribute mostly to the counties’ TAI ranking. As mentioned earlier, we use two 
alternative methodologies: regression analysis and principal components analysis. Before 
performing these, we do a thorough analysis of the explanatory variables that characterize 
tourism demand side behaviour so as to decide which variables should be considered for 
each methodology. 
In Table 3.1 and in Table 3.2 we list the names of all the independent variables we 
considered relevant to explain the behaviour of the dependent variable “number of nights 
spent in county i”. From those we excluded the “lodging capacity” variable, because this 
variable is perfectly correlated with the dependent variable. Another reason to exclude 
the “lodging capacity” variable is its endogeneity, that is, it influences and it is, 
simultaneously, influenced by the demand side.  
Besides the “lodging capacity”, which is excluded from both analysis (RA and PCA), we 
also exclude from the regression analysis the following variables: “population density”, 
“social security pensioners to total population ratio”, “agricultural area”, “forest area”, 
“Natura 2000 Network areas”, “special protection areas” and “protected areas”3. From 
the principal components analysis we exclude all binary variables, because only 
continuous variables should be considered in PCA. So, we keep 21 explanatory variables 
(20 quantitative and 1 qualitative) to be included in the RA and 26 explanatory 
quantitative variables to be included in PCA. 
The model obtained with RA methodology shows that the “number of Automated Teller 
Machines” (ATMs), as the paradigm of local economy dynamics, has the highest 
explanatory power in a county’s attractiveness capacity. The “urban area”, “income per 
capita”, “distance to coast” and “firms’ density” also significantly contribute to a 
county’s attractiveness, but with a negative sign. Dummy variables representing outlier 
counties (Albufeira, Sintra, Lagoa, Vila Real de Santo António, Ourém, Braga, Vila Nova 
                                                 
3 The meaning of these variables is explained in section 3.2 (pp. 22-25). The reasons behind their exclusion 
are presented in section 3.3.1 (pp. 30-31). 
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de Gaia and Coimbra) are also relevant in the final parsimonious model. This model is 
statistically robust and explains 93.1% of the dependent variable variations. The top 20 
counties in the TAI ranking includes Lisboa, Porto, some of their neighbouring counties 
(e.g. Cascais and Matosinhos), most Algarve counties and other economic relevant 
counties, such Aveiro, Coimbra and Guimarães. Most counties in the lowest ranking 
positions are inland rural territories located in the north and centre regions of mainland 
Portugal.  
In the PCA methodology, the variables representing tourism supply side are grouped into 
the following five dimensions: urban (with major contributions of the following 
variables: “firms’ density”, “ATMs”, “expenditure on environment protection” and 
“population density”), wealth (with key contributions from the following variables: 
“income per capita” and “new vehicles sold”), infrastructures (positively influenced by 
“urban area”, “Termas de Portugal” and “national monuments” variables; and negatively 
influenced by the “total expenditure” variable), rural (mostly influenced by the following 
variables: “forest area” and “agricultural area”) and nature (mainly influenced by the 
three variables connected with protected areas: “Natura 2000 Network”, “Special 
Protection Areas” and “Protected Areas”). 
The explained variance of these five retained components represent 61.32% of the initial 
26 variables explained variance. The first component (urban) accounts for more than 
50% of the total explained variance by the 5 components (61.32%). Thus, the variables 
“firms’ density”, “ATMs”, “expenditure on environment protection” and “population 
density” are the ones that contribute the most for counties attractiveness. Based on these 
results, we compute counties’ TAI according to Formica and Uysal (2006) procedure, 
which combines tourism supply and demand sides, and we rank the counties. The top 20 
counties of TAI ranking obtained using PCA is similar to the one obtained using RA, both 
including Lisboa, Porto and most Algarve counties. The 20 counties with the lowest rank 
include only inland counties, which do not differ much from the ranking obtained with 
RA. Thus, there is some consistency in the ranking of both methods. 
This dissertation is structured as follows. In chapter 2, we offer a literature review on the 
topic, presenting an overview of methodologies used on general indexes construction and 
focusing on studies about tourism indexes constructed using RA and PCA methodologies. 
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In chapter 3, we present a thorough description of the variables included in this study and 
make a detailed scrutiny of the relevant tourism demand determinants. Technical issues 
faced with each methodology are also addressed in this chapter. Chapters 4 and 5 are 
devoted to the empirical application of Regression Analysis and Principal Component 
Analysis, respectively, to the data collected. The chapters include a theoretical 
presentation of the methodologies, the specification of the empirical model, the resulting 
TAIs and a discussion of the ranking results. Chapter 6 contains the main conclusions of 
this study, as well as some policy implications and suggestions for further future research. 
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Chapter 2 – Literature Review 
 
2.1. Introduction 
Indexes are constructed using one or a combination of several statistical methods. In 
Table 2.1 we present a summary of the most common techniques and their application’s 
purposes. 
Table 2.1: Some multivariate techniques and their purpose 
  Multivariate technique Purpose of technique 
1. Descriptive multivariate methods Data exploration; identifying patterns and relationships. 
2. Principal components analysis 
Dimension reduction by forming new variables (the principal 
components) as linear combinations of the variables in the 
multivariate set. 
3. Cluster analysis 
Identification of natural groupings amongst cases or 
variables. 
4. Factor analysis 
Modelling the correlation structure among variables in the 
multivariate response set by relating them to a set of common 
factors. 
5. 
Multivariate analysis of variance 
(MANOVA) 
Extending the univariate analysis of variance to the 
simultaneous study of several variates. The aim is to partition 
the total sum of squares and cross-products matrix amongst 
a set of variates according to the experimental design 
structure. 
6. Discriminant analysis 
Determining a function that enables two or more groups of 
individuals to be separated on the basis of multiple responses 
on all individuals in the groups. 
7. Canonical correlation analysis 
Studying the relationship between two groups. It involves 
forming pairs of linear combinations of the variables in the 
multivariate set so that each pair in turn, produces the highest 
correlation between individuals in the two groups. 
8. Multidimensional scaling 
Constructing a “map” showing a spatial relationship between 
a number of objects, starting from a table of distances 
between the objects. 
       Source: Abeyasekera (2005, p. 370) 
These methods on general index construction are published by several organisations, such 
as the European Union (EU), the Organisation for Economic Co-operation and 
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Development (OECD) and the United Nations (UN), but also in scientific journals related 
to tourism or other economic subjects. 
Some studies illustrate how general indexes are usually built. Nardo et al. (2008) provides 
a general methodology to construct aggregate indexes, stating that assumptions should be 
cautiously considered to avoid questionable results. These authors also mention some 
disadvantages of these indicators. For instance, the analysis of an index, which combines 
several indicators, may bring simplistic conclusions, while the analysis of the indicators 
composing the index may provide more insightful reasoning. 
The U.S. Department of Agriculture (2006) constructs a general index for Customer 
Satisfaction using surveys answered by the customers of U.S. Department of Agriculture 
Forest Service Research and Development (USDA Forest Service R&D). The Customer 
Satisfaction Model includes not only the Customer Satisfaction Index (CSI), which results 
from the weighted average of three survey questions, but also the six component areas 
that contribute to customer satisfaction (such as Product Content, Staff or Information 
Accessibility) and the four satisfaction outcomes (for example, the probability of 
recommending USDA Forest Service R&D). This model permits the observation of the 
so called “cascade effect” translating the effect that a change in a component area’s score 
has on the CSI and consequently on the satisfaction outcomes. 
Smith (2003) analyses the Index of Economic Well-being (IEWB) developed by the 
Centre for the Study of Living Standards (CSLS)1. Unlike most indexes, the IEWB does 
not provide an objective number to describe societies’ economic well-being. Instead, this 
index allows individuals to make a subjective evaluation of societies’ economic well-
being, by choosing the weights of each dimension comprised in the IEWB. Thus 
individuals can assign the weight they believe to be more adequate to each of the four 
economic well-being components: effective per capita consumption flows; net societal 
accumulation of productive resources’ stocks; income distribution (inequality and 
poverty are the two sub-components of income distribution, whose weight can also be 
subjectively chosen by each individual); and economic security. 
                                                 
1 The CSLS was established in 1995 in Canada with the aim of researching in the area of living standards. 
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In the next section, we present an overview of studies on tourism attractiveness indexes 
along with some information on the data and statistical techniques used. We also provide 
a critical analysis of some selected studies. In section 2.2 we provide an overview of the 
literature on the methodologies used in this study: Regression Analysis (sub-section 
2.2.1), and Principal Component Analysis (sub-section 2.2.2). In section 2.3 we offer 
some conclusions along with an overall critical analysis of the tourism attractiveness 
indexes previously analysed. 
 
 
2.2. Studies on tourism attractiveness: an overview 
Most of recent studies on tourism attraction and competitiveness indexes are based on the 
early research on destinations image developed by Gunn (1972), Mayo (1973) and Hunt 
(1975). 
Since 2000, important work has been developed on the construction of tourism demand 
indexes under diverse denominations such as “attraction indexes” (Barros et al., 2011; 
Cracolici and Nijkamp, 2009; Dumitrescu et al., 2011; Formica and Uysal, 2006), 
“satisfaction indexes” (Chi and Qu, 2008; Song et al., 2012; Tsiotsou and Vasioti, 2006), 
“competitive indexes” (Blanke and Chiesa, 2011, 2013; Enright and Newton, 2004; Gabor 
et al., 2012; Gomezelj and Mihalič, 2008; Kayar and Kozak, 2008; Kozak and 
Rimmington, 1998; Omerzel, 2011) or “sustainable indexes” (Blancas et al., 2011; 
Castellani and Sala, 2010). 
Most of these studies use primary data made out of questionnaires that are answered by 
tourists before, during or after holidays in specific places (Chi and Qu, 2008; Correia et 
al., 2007; Cracolici and Nijkamp, 2009; Manning et al., 2002; Song et al., 2012; Tsiotsou 
and Vasioti, 2006; Woodside and Lysonski, 1989; Yoon and Uysal, 2005). 
Formica and Uysal (2006) state that there are important differences in tourists’ perception 
on resources and their true availability, thus justifying the use of a panel of tourism 
experts (among which, academics, tourism planners and marketing media entrepreneurs) 
instead of tourists to answer their questionnaire on tourism attractiveness. Chon (1990) 
explains that tourists’ expectations about their destination have impact on their 
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satisfaction levels. Enright and Newton (2004), Gomezelj and Mihalič (2008) and 
Omerzel (2011) studies on Hong Kong (the former) and on Slovenia (the latter two) 
consult tourism experts on these territories to nominate the factors more valued by tourists 
when choosing their destination. Their answers are classified in a five-point Likert scale2. 
Other studies, such as Blancas et al. (2011), Castellani and Sala (2010) and Formica and 
Uysal (2006) use the same type of experts panel in their surveys combined with secondary 
datasets. Discrepancies between objective and subjective attractiveness measures are 
referred to in Formica and Uysal (2006), due to differences in demand and supply 
evaluations. 
Only a few studies use strictly observable secondary statistical data: Barros et al. (2011), 
Gabor et al. (2012), Kayar and Kozak (2008) and Wu and Wang (2010) are examples. 
The study objects used by most authors are countries (Portugal – Correia et al. (2007); 27 
EU countries and 15 non-EU countries – Gabor et al. (2012); Slovenia – Gomezelj and 
Mihalič (2008), and Omerzel (2011); EU countries and Turkey – Kayar and Kozak 
(2008)) and regions (22 French tourism regions – Barros et al. (2011); Sardinia, Sicily, 
Calabria, Campania, Puglia and Molise in Italy – Cracolici and Nijkamp (2009); Hong 
Kong – Enright and Newton (2004), and Song et al. (2012); Northern Cyprus – Yoon and 
Uysal (2005)). Only a few authors (Blancas et al., 2011; Castellani and Sala, 2010; 
Dumitrescu et al., 2011) use counties or communes as study object. Formica and Uysal 
(2006) also collect raw data on counties (95 counties and 40 independent cities in 
Virginia, USA), which is used to perform factor analysis, but then they group the collected 
data into 8 regions to further analysis. 
In tourism attractiveness studies, authors use diversified methodologies and models. 
Enright and Newton (2004) claim having created a methodology for measuring 
destination tourism competitiveness that can easily be employed by several types of 
tourism experts. Gomezelj and Mihalič (2008) apply the so called “Integrated model of 
destination competitiveness” to the case of Slovenia using a 2004 survey and compare 
these results with those obtained with an alternative model (the De Keyser–Vanhove 
                                                 
2 Likert scale is a technique used in questionnaires to assess the level of agreement of respondents to a set 
of statements, usually using a five-point scale (McDougall and Munro, 1994). This scale is commonly 
labelled as follows: agree strongly, agree, undecided, disagree and disagree strongly (Likert, 1970). 
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model applied, in 1998, to competitive destinations in Slovenia, identifying weaknesses 
in both models. Song et al. (2012) construct a model that assesses the relationship 
between performance measures and outcomes, allowing to measure tourists’ satisfaction. 
In 2012, the European Commission (2002) propose a system to signal negative trends in 
tourist’s flows to final destinations. This early warning system for identifying declining 
tourism destinations does not rely solely on demand indicators (e.g., number of overnights 
or tourist arrivals), but also on other aspects that can hint a destination decline (for 
example, equipments’ obsolescence or the congestion of public spaces and attractions). 
The author develops a Balanced Score Card (BSC) for touristic destinations to monitor 
their current performance and the initiatives taken to improve it. The BSC includes the 
vision and the mission of a destination, four perspectives (tourist demand, destination 
resources, tourist supply and innovation & organisation) and the strategies for each of the 
perspectives. Each perspective considers three aspects that are evaluated in terms of its 
objectives, indicators, targets and initiatives and their scores are given in colours (green 
for positive answers, red for negative ones and yellow for answers nor positive or 
negative), which allow a visual perception of each perspective’s performance. If BSC is 
used regularly to evaluate a destination performance, it is possible to observe the 
performance progression, noticing changes in colours, and define new strategies to 
improve the destination performance, avoiding its decline. 
Correia et al. (2007) and Yoon and Uysal (2005) study destination attractiveness, using 
push and pull factors or motives that may influence tourists when choosing their 
destination. The push factors are socio-psychological motivations influencing tourists’ 
travel decisions (Crompton, 1979; Dann, 1977), while the pull factors are destinations’ 
features, such as leisure activities, natural sceneries and cultural structures that attract 
tourists (Dann, 1981; Uysal and Jurowski, 1994). Gomezelj and Mihalič (2008) argue that 
even though resources’ abundance is important to a destination competitiveness, it is not 
a sufficient factor since “A competitive advantage can only be created by improved 
responsiveness to customer needs and preferences, innovativeness, service quality, price 
and the so-called non-price factors, etc.” (p. 301). 
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Besides the mentioned factors, Manning et al. (2002) suggest that an estimation of an 
attraction carrying capacity3 can be an important quality indicator that should be taken 
into account. In addition, Kozak and Rimmington (1998) state that benchmarking with 
classification, grading and awards schemes are equally relevant as an indicator of 
destinations’ quality performance. 
As tourism activities are typically affected by seasonality, some authors also discuss this 
issue. Tourists demand concentration in certain periods of the year is the reason for 
seasonality in some destinations. This situation usually has a strong impact not only on 
the local economy, but also on employment and local population. 
A wide variety of data analysis methods is used on destination attractiveness studies. 
According to Pike (2002), up until 2000, the most popular technique in studies of 
destination image analysis was factor analysis, followed (distantly) by t-tests, perceptual 
mapping, analysis of means, and other less frequently used techniques. Chi and Qu 
(2008), Formica and Uysal (2006), Lee et al. (2009), Tsiotsou and Vasioti (2006) and 
Yoon and Uysal (2005) use factor analysis, while Blancas et al. (2011), Correia et al. 
(2007), Cracolici and Nijkamp (2009), Gabor et al. (2012) and Omerzel (2011) use 
principal component analysis. Cluster analysis is another common technique that Formica 
and Uysal (2006), Gabor et al. (2012), Kayar and Kozak (2008), Omerzel (2011), and 
Tsiotsou and Vasioti (2006) also use. Structural equation modelling4 can be found in three 
of the studies we analysed: Chi and Qu (2008), Song et al. (2012), and Yoon and Uysal 
(2005). Barros et al. (2011), Formica and Uysal (2006), Lee et al. (2009) and Rugg (1973) 
use regression analysis, which is a statistical method generally used as supportive of other 
methods in the construction of attraction indexes. However, this methodology is also used 
as a main technique to construct attraction indexes as it is the case in this dissertation. 
Other methods also found in some of the studies we analyse are: multidimensional scaling 
(Kayar and Kozak, 2008), discriminant analysis (Tsiotsou and Vasioti, 2006) and 
multivariate analysis of variance (MANOVA) (Tsiotsou and Vasioti, 2006). 
                                                 
3 Carrying capacity of a tourist attraction is the maximum number of people that can be in a tourist attraction, 
considering environmental and social aspects. A large number of people simultaneously in a park may harm 
its natural surroundings, as well as make the experience unpleasant to visitors due to over-crowding. 
4 Structural equation modelling is a statistical technique used to estimate and test causal relationships 
between variables (Yoon and Uysal, 2005). Factor analysis, path analysis and multivariate regression are 
special cases of this method. 
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In what follows, we focus on studies that use the methodologies adopted in this 
dissertation. 
 
2.2.1 Regression Analysis 
Regression Analysis is a data analysis method regularly used in the construction of price 
indexes, but also as a supporting method for the construction of other type of indexes. For 
instance, Bailey et al. (1963) construct a real estate price index, using regression analysis, 
that combine price relatives5 of repeat sales of properties. Another example is the welfare 
index proposed by Wagstaff et al. (2007), which can be constructed using RA, among 
other methods. 
As previously mentioned, RA is a statistical method generally used to confirm results or 
complement the analysis of data. In Barros et al. (2011), the RA is used on the second 
stage of a “Data Envelopment Analysis” (DEA)6 to assess the performance of 22 French 
regions in terms of tourism attractiveness. Regression analysis was employed to evaluate 
the dependency between the efficiency scores and the suggested explanatory variables 
(tourism attractions). Even though all independent variables contribute to the destination 
efficiency, the authors found that the one that contributes the most is the variable 
“Kilometres of beaches”. 
In Formica and Uysal (2006) study on Virginia’s counties and independent cities 
attractiveness, multiple RA are performed, as a complementary method of factor analysis, 
to appraise the weight each attraction dimension has on several tourism economic 
indicators (e.g., tourism receipts, tourism employment, tourism state taxes, and tourism 
local taxes). Prior to the RA, a factor analysis of 20 attraction variables was performed to 
identify Virginia’s attraction dimensions (factors that characterize the tourism supply side 
in Virginia) namely: Tourism Services and Facilities, Cultural/Historical, Rural Lodging 
and Outdoor Recreation. With the factor analysis, the authors obtain the scores of each 
supply dimension of each region in Virginia and compute a supply measure of 
attractiveness. This measure is calculated by multiplying the factor scores of each region 
                                                 
5 A price relative is the ratio of a product price in one period to its price in another period. 
6 DEA is a linear programming methodology used to estimate production frontiers and measure efficiency 
of decision making units (DMU), which in Barros et al. (2011) are 22 French regions. 
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by the percentage of explained variance by each factor. Additionally, the authors compute 
similarly a demand measure of attractiveness based on the opinion of a panel of tourism 
experts about the availability of Virginia’s attraction dimension. The authors concluded 
that all attraction dimensions have a considerable impact on travel spending variations, 
being “Tourism Services and Facilities” the dimension with the highest impact. 
Lee et al. (2009) also use regression analysis to complement their study conclusions on 
hot springs in Taiwan. First, the authors perform a factor analysis on 29 attributes, which 
resulted in seven main factors. Then, the authors use logistic regression analysis to 
evaluate the weight of those seven factors on three demographic characteristics (age, 
gender and educational level) in order to construct a forecast for visitors’ frequency. The 
authors concluded that “gender”, “age” and the “perceived importance of 
accommodation” are the factors that better predict visitors’ frequency. They also found 
that males, older people and those perceiving that provision of accommodation is not 
likely to improve the destination attractiveness are the type of visitors with higher 
propensity to visit hot springs in Taiwan. 
Rugg (1973) uses regression analysis to test if a model is a valid representation of 
consumer’s choice of journey destination. The author estimates 13 regressions based on 
2 samples obtained from data on tourism flows in January and July and observes that all 
regressions are statistically significant. Thus, the author concludes that the model is a 
valid representation of the subject under analysis. Additionally, the author perceives that 
climatic factors are relevant in the choice of the destination for summer travellers, but not 
for winter travellers. 
 
2.2.2. Principal Component Analysis7 
Even though PCA is mostly perceiver as not being a popular method for index 
construction, there are several important studies that use this methodology for index 
construction. For instance, Bandura (2008) lists 178 indexes measuring countries’ 
performance, from which the Environmental Degradation Index and the KOF of 
                                                 
7 For further details, see textbooks by Maroco (2003), Pestana and Gageiro (2003) and Sharma (1996). 
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Globalization Index8 are constructed with PCA methodology. In Nardo et al. (2008), the 
Technology Achievement Index also uses PCA to group several indicators into the 
following four dimensions: technology creation, recent innovations diffusion, old 
innovations diffusion and human skills. Pääkkönen and Seppälä (2014) use PCA to 
reduce their dataset dimension for the construction of an index that measures the 
efficiency of Finnish public health care system. The United Kingdom Government 
Department for International Development (DFID) also applies this methodology to 
obtain a single component for multiple variables measuring social capital in a livelihoods 
quality framework (DFID, 1999). This framework is composed by five assets dimensions 
that allow for a better understanding of families’ subsistence means, which is expected to 
generate policy measures that help to alleviate poverty. Given the difficulty in attributing 
weights to social variables, DFID uses PCA to obtain those weights in order to produce 
an overall measure for this dimension. 
PCA method is becoming more customary in studies of tourism competitiveness and 
attractiveness, as several recent applications of this methodology can be found in tourism 
demand literature. For instance, Cracolici and Nijkamp (2009) apply PCA to create a 
Regional Tourist Attractiveness index, comparing it with a Multi-Attribute Utility Theory 
(MAUT) index. These authors conclude that there are significant differences in regions’ 
ranking with these two methods. This is not surprising for it seems to be the consequence 
of the presence of strong variables correlation, which PCA takes into account, while the 
MAUT method disregards it. 
Correia et al. (2007) use PCA to aggregate into a few components an initial set of 15 push 
and 19 pull motives for Portuguese tourists to choose from alternative exotic destinations. 
The authors obtained three push factors (knowledge, leisure and socialization), and 3 pull 
factors (facilities, core attractions and landscape features) as principal choice 
components. 
Blancas et al. (2011) created a system to evaluate the sustainability of tourism activity in 
rural destinations using Distance-Principal Components (DPC) indicators. These 
composite indicators result from the combination of PCA and a variable measuring the 
                                                 
8 KOF is an acronym for the German word "Konjunkturforschungsstelle", which means business cycle 
research institute (KOF, 2014). KOF Swiss Economic Institute is an institute of the Department of 
Management, Technology, and Economics of the Swiss Federal Institute of Technology Zurich. 
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distance from the variable values to a reference point (e.g., its average). According to the 
authors, the main contribution of this study is to quantify the presented model, using rural 
areas in Andalusia (Spain) as a case study. This work also allows tourism managers to 
better understand the construction system by providing guidance on the practical use of 
the proposed instruments. 
Omerzel (2011) uses PCA methodology to study the Slovenian tourism stakeholders' 
perception of different competitiveness determinants. The initial dataset is composed by 
85 variables distributed into six groups (Inherited Resources, Created Resources, 
Supporting Factors, Situational Conditions, Management and Demand), with 
interdependent contents. The author obtains just one component for each group, 
explaining a substantial part of the initial variables’ total variance. The first component, 
Inherited Resources, is mostly influenced by four variables: “Cultural Heritage”, 
“Historical Sights”, “Folk Customs” and “Architecture”. The author also classifies the 
Slovenian tourism stakeholders into 4 separate groups termed as: ‘moderate positivists’, 
‘moderate negativists’, ‘positivists’ and ‘negativists’. The largest group was the 
‘moderate negativists’ who think that “Slovenia as a tourism destination ranks just below 
the average of the competitive countries in all areas” (p. 41). The author also concludes 
that the most critical variable is Management. 
Gabor et al. (2012) address the European tourism competitiveness comparing emerging 
and developed markets. The authors apply PCA to the 14 pillars of the 2011 TTCI9 to 
determine how they are grouped in two groups of European countries: EU countries (27 
countries) and non-EU countries (15 countries). In the case of EU countries data for the 
14 pillars, the authors obtain four components aggregating the 14 pillars. In the case of 
non-EU countries, the authors obtain three components to the same purpose. The study 
concludes that the aggregation of the 14 pillars is different in the two groups of countries. 
For instance, the first principal component for EU members comprises 8 pillars and it is 
mainly determined by human resources, followed by safety and security, while the first 
                                                 
9 Blanke and Chiesa (2011) publish the 2011 Travel & Tourism (T&T) Competitiveness Report, in which 
the TTCI is disclosed. This report was first published in 2007 by the World Economic Forum and lately it 
has been released on a biennial basis. The 14 pillars that can influence the attractiveness of a destination 
are: policy rules and regulations; environmental sustainability; safety and security; health and hygiene; 
prioritization of T&T; air transport infrastructure; ground transport infrastructure; tourism infrastructure; 
Information and Communications Technology (ICT) infrastructure; price competitiveness in the T&T 
industry; human resources; affinity for T&T; natural resources; cultural resources. 
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principal component for the non-EU countries consists of 7 pillars and it is mainly 
influenced by safety and security, followed by human resources. 
 
 
2.3. Conclusion 
From the multiplicity of methods used in the construction of tourism attractiveness 
indexes, two are elected to make the data analysis in this dissertation: regression analysis, 
frequently used in index construction, and principal component analysis, an increasingly 
popular method in this type of studies. 
This chapter shows that, despite being subjective, primary data (obtained through surveys 
applied to tourists or tourism experts) is the type of data used by the majority of studies 
on tourism attractiveness indexes. However, conclusions withdrawn from models based 
on this type of data can be biased due to several factors. For instance, puzzling or unclear 
questions, questionnaire timing, ‘mood swings’ of respondents due to reasons not linked 
with the services being evaluated, among others. Moreover, in this type of studies, the 
sample of respondents is frequently not representative of the target population, which can 
result in insufficient observations and heterogeneous samples. Furthermore, it is also an 
expensive and time-consuming process of data collection.  
A small group authors combine primary and secondary data in their studies, and only a 
handful of authors use just secondary data to construct tourism attractiveness indexes. 
Secondary data provides more objective information, which may result in more reliable 
conclusions. This is the type of data selected to conduct analysis in this dissertation. We 
use counties as study object, despite not being used in tourism demand studies most of 
the times. 
In the next Chapter we discuss the dataset we use to construct tourism attraction indexes 
for all mainland Portuguese counties. We also provide a detailed description of the 
variables involved in the construction of such indexes. 
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Chapter 3 – Data Analysis and Variables Definition 
 
3.1. Introduction 
There are countless factors that influence tourists’ choice of a destination. Indeed, the 
election of a destination results from a combination of a myriad of subjective and 
objective reasons leading someone to the choice of a certain location. According to 
Cooper et al. (2008), individuals’ attitudes, perceptions, travel motivations and 
destination image weight significantly in the decision-making process of choosing a 
destination. Nevertheless, in this dissertation we consider only objective secondary data 
to construct Tourism Attraction Indexes. Both statistical methods (regression analysis and 
principal component analysis) in this study use the same secondary dataset. 
The number of nights spent in a county is the variable we select to proxy the demand for 
a specific destination. Barros et al. (2011) consider this variable as one of the best proxies 
for tourism revenue, in comparison to the number of arrivals. Rugg (1973) also seems to 
share the same opinion stating that “A traveller does not derive utility from possessing or 
consuming (…) travel destinations, rather, the traveller derives utility from being in the 
particular destination for some period of time.” (p. 65). Additionally, given that the 
number of nights spent is an objective measure published by the national institute of 
statistics (INE), most of the problems usually reported in studies using surveys may be 
avoided. 
Hence, in this study, the dependent variable is a three years (2010-2012) average number 
of nights spent by international and domestic tourists in hotels and other lodging facilities 
(including boarding houses) classified by Tourism of Portugal1 in mainland Portuguese 
counties. This ‘Average Nights Spent’ (ANS) variable does not include overnights on 
                                                 
1 The number of nights spent in hotel establishments in 2012 represent 83% of the total nights spent in 
collective touristic accommodations in Portugal (PORDATA, 2015). 
19 
 
camping sites and youth hostels2 because these data is only available at NUTS3 II regional 
level (Norte, Centro, Lisboa, Alentejo and Algarve) and it is not available at county level. 
In tourists’ decision process to choose their destination, there are several fundamental 
determinants that explain the demand behaviour. These determinants can be grouped in 
the following five main dimensions: 
1. Environment: clean and environmentally protected areas tend to be relevant not 
only to tourists mostly concerned about nature, but to all those visiting or 
residing in a county. Examples of variables in this category are: the extension of 
natural parks areas, the number of beaches with good quality water and the 
amount of public spending on nature preservation. 
2. Culture: a significant number of tourists travel to visit monuments and museums 
and to attend live shows, fairs or exhibitions of all kinds. Since the financing of 
cultural events by local authorities tend to generate increases in tourism demand, 
we consider the number of visitors to museums and monuments, the number of 
spectators attending live shows and the number of national monuments as 
possible determinants of tourism demand for a county. 
3. Economic dynamics: all factors linked to local economy growth are relevant to 
account for intra-regional competitiveness sustained by leisure and business 
tourism. Firms’ density, income per capita and the number of vehicles sold are 
examples of relevant factors for business travelling and for increasing the 
attraction capacity of a county. 
4. Demographics: some regions tend to be more equipped than other to 
accommodate visitors. This capacity can be linked with the profile of the 
population and/or with the characteristics of their territory. In this dimension we 
consider several determinants, such as: population density, the ratio of elderly 
population to total population, the number of foreign residents, among others. 
                                                 
2 In 2012, camping sites represented 13% and youth hostels 1% of the total nights spent in collective 
touristic accommodations in Portugal (PORDATA, 2015). 
3 NUTS refers to the Nomenclature of Territorial Units for Statistics system (Nomenclatura das Unidades 
Territoriais para Fins Estatísticos) developed by Eurostat, which is used in Portugal for statistical purposes. 
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5. Services: quality and quantity of services are of paramount importance as 
demand determinants. Accommodations quality and availability, the number of 
ATMs and quality of health services are some of the elements tourists consider 
when deciding their destination. 
Data for the majority of the variables within these five dimensions were collected from 
the 3 latest INE Statistical Yearbooks (2010, 2011 and 2012). However, some statistical 
indicators were only found in INE’s (2014) database or manually collected from well-
known organizations web pages: Google Maps, United Nations Educational, Scientific 
and Cultural Organization (UNESCO), Termas de Portugal and Pousadas de Portugal. 
Price and income are “classic” determinants of tourism demand. Yet, these two variables 
are not included in this analysis for two main reasons: first, it is reasonable to assume that 
prices across mainland Portugal are similar for most tourism similar services; second, 
given identical prices, the disposable income of tourists that already decided to come to 
Portugal or, being residents, already decided to go on domestic holidays, does not seem 
relevant to determine the choice of a specific county destination. Therefore, the pertinent 
variables influencing tourists’ choices for a final destination in mainland Portugal are 
other than prices or disposable income. 
Although there is a total of 278 counties in mainland Portugal, a cross-section sample of 
only 176 counties is used in this study. Some mainland municipalities are excluded from 
the sample because data on the demand variable is not available for these counties, due 
to confidentiality restrictions. 
In the next section, we define all explanatory variables and present the reasons underlying 
their selection. In section 3.3, a thorough analysis of the data is given and reasons for 
excluding some of the variables from further analysis are also addressed. The last section 
presents a summary of the remaining determinants that are considered for RA and PCA 
in the next two Chapters. 
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3.2. Variables Selection and Definition 
Table 3.1 shows the relevant quantitative variables that integrate the construction of the 
TAI. These variables represent features of the tourism supply side that can differentiate 
the counties’ attraction capacity. The values of variables are obtained by averaging values 
across a three years period (2010, 2011 and 2012). 
Quantitative variables considered as having potential relevance to integrate the TAI 
construction are introduced in Table 3.1. These variables are features that distinguish each 
of the counties considered and represent the supply side of tourism.  
In the first column of Table 3.1 are the five dimensions within which the variables are 
grouped: Environment, Culture, Economic dynamics, Demographics and Services. The 
second column shows the variables’ denominations and the third, their acronyms. The 
last column contains a brief description of these variables. 
Table 3.1: Relevant quantitative variables for the TAI construction 
Continued 
                                                 
4 Plano Municipal de Ordenamento do Território. 
Dimensions Variable Name Acronym Variable Description 
E
n
v
ir
o
n
m
en
t 
Urban Area AUA County’s area for urban construction (PMOT)4 in 2009 
Urban Equipments, 
Parks and Tourism 
Area 
AUP 
County’s area for urban equipments and parks and for tourism uses 
(PMOT) in 2009 
Agricultural Area AAA County’s area of agricultural holdings in 2009 
Forest Area AFA County’s area of forest in 2009 
Natura 2000 
Network 
ANN County’s area of Sites of Natura 2000 Network in 2009 
Special Protection 
Areas 
ASP County’s special protection areas of Natura 2000 Network in 2009 
Protected Areas APA County’s protected areas in 2009 
Bathing Waters ABW 
County’s average number of beaches (inland, coastal and 
transition) of excellent and good water quality 
Distance to Coast ADC County’s main city shortest distance to the coast 
Expenditure on 
Environmental 
Protection 
AEE 
County’s average expenditure on environmental management and 
protection 
Total Expenditure ATE 
County’s average expenditure on cultural, sports and 
environmental management and protection activities per 1000 
inhabitants 
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In what follows we give an extended explanation for the inclusion of the most relevant 
variables within the five dimensions considered. 
Environment 
The first 7 variables (AUA, AUP, AAA, AFA, ANN, ASP and APA) are thought to be 
relevant to tourism since there are tourists who prefer cities and those who prefer the 
countryside. The different uses of land serve as possible explanation for choosing a 
county over another. Given that data on the area used for agricultural purposes (AAA) is 
published every decade, and the most recent information available was released in 2009, 
the AAA variable is not an average value, as most of all the other variables, but the value 
available in 2009. For consistency, we also consider the 2009 values for variables AUA, 
AUP, AFA, ANN, ASP and APA instead of a 3 years average. Variables AUA and AUP, 
which characterize city areas, were collected in Plano Municipal de Ordenamento do 
Dimensions Variable Name Acronym Variable Description 
C
u
lt
u
re
 Spectators and 
Visitors 
ASV 
County’s average number of spectators in live shows and visitors 
to museums, zoological and botanical gardens, aquariums, art 
galleries and other temporary exhibition spaces per 1000 
inhabitants 
National 
Monuments 
ANM County’s average number of national monuments 
E
co
n
o
m
ic
 
d
y
n
am
ic
s 
Income per Capita  AIC County’s average monthly income per capita 
Firms’ Density AFD County’s average firms’ density 
Turnover per Firm AVF County’s average turnover per firm 
New Vehicles Sold ANV 
County’s average number of new vehicles sold and registered per 
1000 inhabitants 
D
em
o
g
ra
p
h
ic
s 
Urban Population APU County’s average ratio of urban population to total population 
Population Density APD County’s average population density 
Elderly Population AEP County’s average ratio of population 75 years to total population 
Social Security 
Pensioners 
ASS 
County’s average ratio of social security pensioners to total 
population 
Students Enrolled ASE County’s average number of students enrolled in higher education 
Foreign Residents AFR County’s average number of foreign legal residents 
S
er
v
ic
es
 
Pharmacies APH County’s average number of pharmacies per 1000 inhabitants 
ATM ATM County’s average number of Automated Teller Machines 
Termas de 
Portugal 
ATP County’s number of spas classified as Termas de Portugal in 2014 
Lodging 
Capacity 
ALC 
County’s average number of beds available in hotel 
establishments 
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Território (PMOT) published in Diário da República. Variables ANN, ASP and APA 
correspond to areas that Instituto da Conservação da Natureza e das Florestas (ICNF – 
Institute for Nature Conservation and Forests) classified as protected areas according to 
certain preservation goals, within the National System of Classified Areas (ICNF, 2014). 
These areas are likely to attract visitors due to their natural beauty and preservation levels. 
The forest area (AFA) is estimated through the ratio of annual bushfire areas to the 
percentage of bushfire forest areas in each county. The areas are measured in square 
kilometres.  
The number of sea and river beaches (ABW) is a relevant variable, because most tourists 
in Portugal seem to prefer beach destinations. We also considered the distance of counties 
capital city to the coastline (ADC) as a distinguishing factor between shoreline and inland 
counties, since the desertification trend observed in Portugal has become particularly 
severe since the turn of the XXI century. This exodus of populations from the interior to 
the shoreline has inevitable consequences on the quantity and quality of services provided 
in landlocked counties. This variable is constructed using Google mapping service 
application to calculate the distance in kilometres between each county’s capital city and 
the closest point at the coastline. 
The expenditure on environmental management and protection (AEE), measured in 
thousands of Euros, is regarded as an important variable because investment in nature 
conservation can easily become an asset for counties that want to attract more tourists. 
We also construct a variable (total expenditure – ATE) that adds up the local 
administration expenditures on environmental protection and management and the 
expenditure applied on cultural and sports activities. ATE variable is expressed in 
thousands of Euros per 1000 inhabitants, in order to lessen counties scale disparities. This 
means that variable ATE is expressed in Euros (€) per capita. The relevance of ATE lies 
on the fact that cultural and sports activities and environment protection can draw more 
people to visit and stay where these activities are current practice. 
Culture  
ASV represents the number of spectators in live shows and visitors to museums, 
zoological gardens, botanical gardens, aquariums, art galleries and other temporary 
exhibition spaces per 1000 inhabitants in each county. This variable may justify the 
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preference for a county, because people frequently travel with the purpose of attending 
live shows or visiting cultural sites not available in their own neighbourhood. The number 
of spectators and visitors per 1000 inhabitants is used to account for scale differences in 
municipalities and reduce the weight of each county’s resident population. For this 
variable we considered the information available in the INE Statistical Yearbooks of 
2009, 2010 and 2011, due to the inexistence of data on the number of visitors of 
zoological gardens, botanical gardens, aquariums and art galleries in 2012, which results 
in a significant decrease in the number of visitors compared with 2011 values. 
The same reasoning used to justify the inclusion of the previous variable also justifies the 
choice of the national monuments variable (ANM). Monuments are classified as “of 
national interest” if they fulfil a set of requirements. Although not common, monuments 
can earn this status in one year and loose it in the next. The variable is therefore 
constructed as an average of the annual number of existing “national monuments” 
between 2010 and 2012. 
Economic dynamics 
The variable income per capita (AIC) is an indicator of the purchasing power of the 
population in each county, which may point to better quantity and quality of the available 
services. This variable may justify higher levels of tourism demand and it is measured in 
Euros. 
The number of vehicles sold (ANV) is another variable that provides information on a 
county’s economic dynamics and living standards of local populations, which may 
influence the county’s capacity to attract tourism. To account for scale differences among 
municipalities, this variable is also computed per 1000 inhabitants. 
Firms’ density (AFD) measures the number of firms per square kilometre and it is selected 
for being a factor of attraction for both business and leisure tourism, since more firms 
mean more jobs, more businesses, more income, more and better services and, therefore, 
more tourists. Also, the turnover per enterprise (AVF), measured in thousands of Euros, 
is considered as an indicator of economic dynamics able to attract more business and 
tourists. 
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Demographics  
The urban population variable (APU) represents the ratio between the number of 
inhabitants living in “statistical cities”5 of a given county and the county’s total 
population. It is considered relevant because cities generally attract more tourists than 
rural areas. Population density (APD) per km2 is also regarded as important, because 
densely populated areas may attract more tourists than those with less population. 
Although APU and APD may be highly correlated, we keep both for now and allow the 
general-to-specific selection process used in Chapter 4 to statistically decide which one 
is best to explain tourists’ choices for a given county. 
An aged population can work as an advantage or a disadvantage for attracting tourism 
flows given that, on the one hand, a county where most of the population is elderly may 
imply a slower, more peaceful pace of life while, on the other hand, also may bring 
desertification and abandonment. For this purpose, we select variable AEP, which is 
measured as the percentage of people aged 75 or more in the total population and variable 
ASS, representing the ratio of social security pensioners to total population. Even though 
AEP and ASS may seem to offer similar evidence, the information contained in these two 
variables is quite different. Indeed, social security pensioners includes not only people 
who retired due to their age (usually over 60 years old), but also people who retired due 
to a disability that hampers or hinders their ability to work and people receiving a survival 
pension. Hence, as social security pensioners group includes a wider age range population 
than that of AEP variable, the ratio “social security pensioners to total population” is 
higher than the ratio of elderly to total population, even though they may be highly 
correlated. We leave further analysis and the choice between these two variables to the 
next section. 
Since one of the most common purposes for travelling is visiting friends and family6, the 
number of students enrolled in higher education, which are frequently displaced from 
                                                 
5 Statistical cities correspond, in most cases, “to adjusting the urban perimeter provided for in the legal 
instruments concerning land occupation, to the statistical subsections used by INE in the Information 
Reference Geographical Database (BGRI)” (Metadata System of Statistics Portugal, 2015). 
6 Considering the tourist trips made by Portuguese residents in 2012, visiting friends or relatives was the 
main purpose for traveling, representing 46% of the total tourist trips. Leisure, recreation or holidays was 
the second purpose for traveling, representing 42%. Among other purposes, business and professional 
purposes is the third most important purpose for traveling, accounting for 7% of touristic trips (Instituto 
Nacional de Estatística, 2014) 
26 
 
their family residence, and the number of foreign residents in a county may contribute to 
increase domestic and international tourism flows. Thus, we consider the number of 
students enrolled in public and private institutions of higher education (ASE) and the 
number of foreign residents (AFR) as determinants of tourism attraction. 
Services 
We chose pharmacies as a proxy to health sector services and ATMs as a proxy to 
commercial sector services and economic dynamics. These variables may explain a 
county’s development level, which may work as an attraction factor. The number of 
pharmacies variable (APH), mostly intended to serve the resident population, is computed 
per 1000 inhabitants to account for counties’ scale disparities. The number of ATMs 
(variable ATM), seen more as business dynamics archetypes than as mere cash providers, 
is measured in units. 
In Portugal, health facilities surrounding quality thermal springs are denominated 
“Termas”. Such facilities in a county may work as an attraction factor, not only to the 
traditional senior segment, which visit those spas mostly for health reasons, but also to 
other age segments, whom look for health and well-being quality services with growing 
interest. The data on number of spas in each county (ATP) was collected in Termas de 
Portugal (2014) website. 
The lodging capacity variable (ALC) represents the number of beds available in hotel 
establishments and it is a key variable to explain tourism demand, given that if there is no 
place to sleep, there will be no nights spending, no staying for visiting and fewer or none 
consumption of goods or services by tourists. No matter how dynamic, beautiful, or 
welcoming a county is, if there are no proper accommodations available, there will be no 
tourism flows. So, in this case, supply may indeed generate its own demand. Being so, 
lodging capacity may work as an endogenous variable which influences demand and is at 
the same time influenced by it. Notwithstanding, to decide if ALC should or should not 
be included in regression models estimation or in principal component analysis, we will 
thoroughly scrutinise its relevance in the next section. 
In addition to the quantitative variables already mentioned, we also include two 
qualitative variables in the analysis: a dummy variable that accounts for the presence in a 
given county of superior accommodation facilities denominated Pousadas de Portugal 
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(DPP) and a dummy variable that accounts for the presence in a given county of areas 
classified as World Heritage (DWH) by UNESCO. The data for these variables was 
collected, respectively, from Pousadas de Portugal (2014) and UNESCO (2014) web 
sites. The Pousadas de Portugal7 is a hotel chain currently with 33 operating hotels 
usually located in recovered historical buildings with charming surrounding sceneries. 
The Pousadas attract tourists not only for their excellent lodging and restaurant services, 
but also for the beauty and historic importance of the building, their location and their 
charming sceneries. 
Most areas classified as UNESCO World Heritage (cultural and/or natural heritage) are 
worldwide-known for their history, cultural features or natural beauty. Thus, this 
classification promotes tourism to those cities or regions and can be seen as a tourism 
attraction factor.  
These qualitative variables are presented in Table 3.2. In its first column appear the 
variables’ denominations and the second column contains the variables’ acronyms. The 
last column offers a brief description of the variables. 
Table 3.2: Relevant qualitative variables for the TAI construction 
 
These binary variables assume value of 1 for counties with at least one Pousada or one 
area classified as World Heritage, respectively, and value of 0 otherwise. 
 
 
                                                 
7 The Pousadas de Portugal were created by law by António Ferro, director of the Secretariado Nacional 
de Informação under Salazar in 1941. The first Pousada opened in 1942 in Elvas (closed in 2012). This 
chain of luxury accommodation facilities was formerly run by the State and since 2003 it is managed by 
the Pestana Group with a 40-year running concession. The 33 Pousadas are divided into 3 segments 
depending on the characteristics of the building, the surrounding scenery and its own concept. Thus, there 
are 18 “Historic Hotels” (in historical buildings, such as monuments, convents, palaces or castles), 5 
“Monument Hotels” (in historical buildings that are also monuments) and 10 “Boutique & Charming 
Hotels” (in typical buildings with charming natural surroundings). 
Variable Name Acronym Variable Description 
Pousadas de 
Portugal 
DPP 
Existence (DPP=1) or absence (DPP=0) of one or more Pousadas 
in a given county  
World Heritage DWH 
Existence (DWH=1) or absence (DWH=0) of one or more areas 
classified as UNESCO World Heritage in a given county 
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3.3. Technical Issues on the Data Analysis and Methodologies 
Before proceeding with the construction of Tourism Attraction Indexes, either through 
the estimation of a Regression model or based on Principal Components Analysis, we 
present a thorough analysis of all variables included in Table 3.1 and Table 3.2 to assess 
their suitability to enter the alternative specifications. 
From all pre-selected variables, we focus the discussion on the ones to be included in each 
of the methodologies’ models in the next two sub-sections: in sub-section 3.3.1, we 
discuss the variables included in the regression analysis specification; in sub-section 
3.3.2, we address the variables included in the principal components analysis. 
 
3.3.1. Regression Analysis 
Among the pre-selected variables, there are some collinear or redundant. Variables 
qualified as collinear or redundant are discarded based on criteria that identify these 
problems. After discarding all collinear variables, we use PcGets (Hendry and Krolzig, 
2001), a software that uses general-to-specific methodology to obtain the final 
parsimonious model. 
The first step in the variables selection process is the analysis of the correlation 
coefficients (CC) matrix, showing the linear correlations among all the variables in Table 
3.1 and Table 3.2. CCs between -0.10 and 0.10 indicate low linear correlation between 
variables, and CCs above 0.90 indicate collinear variables supporting the elimination of 
the variable with ‘weaker’ explanatory capacity8. 
The first column of Table 3.3 shows the CCs between the dependent variable (ANS) and 
some of its explanatory variables9. In this column the cells with CCs between -0.10 and 
0.10 (in dark blue) show a weak linear link with the dependent variable, thus being 
candidates to exclusion. In that same column, the only cell coloured in green (CC > 0.99) 
shows an almost perfect correlation between the lodging capacity (ALC) and the 
                                                 
8 After this selection process, PcGets (Hendry and Krolzig, 2001) is used to determine the explaining 
capacity of each variable and it excludes the variables with ‘weaker’ explaining capacity from the final 
parsimonious specification. 
9 The complete correlation coefficients matrix is included in Appendix 1. 
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dependent variable. In the remaining columns of Table 3.3, some cells, coloured in light 
grey, indicate pairs of variables highly correlated (CC > 0.9). For instance, population 
density (APD) and firm density (AFD) are highly correlated (CC > 0.95), which means 
that they should not be included together in the model specification. The same can be said 
about AEP (ratio of the elderly to total population) and ASS (ratio of pensioners to total 
population) with CC above 0.91. The variable ATM (number of Automated Teller 
Machines) is highly correlated with AEE (expenditure on environmental protection) and 
with ASE (number of students enrolled in higher education), presenting CCs above 0.90. 
Table 3.3: Correlation coefficients between variables 
 ANS APD AEP AEE ASE 
AUA 0.085741 0.150262 -0.439898 0.314146 0.220636 
AAA -0.091036 -0.241868 0.295822 -0.125318 -0.070421 
AFA -0.071415 -0.089430 0.122624 -0.087684 -0.050771 
ANN -0.018319 -0.168943 0.208877 -0.064141 -0.058506 
ASP -0.024857 -0.135876 0.144379 -0.060446 -0.026571 
APA -0.057537 -0.130816 0.243106 -0.034107 -0.034043 
AFD 0.503350 0.953619 -0.208792 0.785009 0.730810 
ASS -0.141811 -0.256696 0.917647 -0.146237 -0.012410 
APH -0.050961 -0.183884 0.697285 -0.080363 0.037915 
ATM 0.666561 0.684565 -0.225515 0.959716 0.902015 
ATP -0.018910 -0.029471 0.202723 -0.024237 -0.015199 
ALC 0.990152 0.310008 -0.136554 0.605931 0.560305 
DPP 0.038226 0.012303 -0.108972 0.112954 0.075079 
 
The correlation coefficient between the lodging capacity (ALC) and the dependent 
variable, above 0.99, deserves further discussion. This correlation coefficient means that 
the number of nights spent (ANS) and the number of beds available in hotel 
establishments (ALC) are, in statistical terms, the same variable. Hence, placing ALC as 
a determinant of ANS does not help to explain destinations’ choice process. Such strong 
dependence link leads only to spurious regression results and that is the reason why we 
exclude ALC as an explanatory factor of the dependent variable. 
To decide the elimination of the other highly correlated regressors, we use the following 
reasoning process. 
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We consider that AFD is preferable to APD because firm’s density can account for 
business tourism and it is mainly an “economic” variable. Also, population density may 
function either as a tourism attraction or as a ‘deterring’ factor, depending on individuals’ 
preferences for busier or more peaceful destinations. 
We also consider that AEP is preferable to ASS because the former captures better the 
importance of desertification and population aging as a tourism attraction factor than the 
latter. In addition, AEP enhances the “demographic” dimension in contrast with ASS that 
can be seen as a more “economic” variable. 
Since ATM and AEE are variables representing very different dimensions and apparently 
not related, we decided to keep both until further analysis. The highly linear combination 
link between the number of students enrolled in higher education (ASE) and the number 
of ATMs can be partially justified by the fact that students’ population is usually 
concentrated in counties with more dynamic economies where ATMs’ services are mostly 
located. However, these are not sufficient reasons to discard either ATM or ASE 
variables, given that, as previously stated, ATMs are considered to be more related to 
business dynamics than to population features10. Thus, we keep these variables until 
further scrutiny and eliminate APD and ASS from our analysis. 
The cells in dark blue indicate the correlations between the tourism demand variable 
(ANS) and the variables with which the former has very low linear correlations. We can 
see that there are no relevant linear relationships between ANS and those variables since 
the correlation coefficients range from -0.091 to 0.08611.  
The irrelevance of the variables AAA (agricultural area) and AFA (forest area) may be 
justified with the fact that a county whose territory is mainly occupied with agricultural 
and/or forest areas is not easily transformed in a swarming tourism accommodations 
paradise, able to lodge hundreds of visitors. The sporadic rural lodging facilities that may 
exist are not of sufficient dimension to make a difference. Therefore, the low correlation 
                                                 
10 The correlation coefficient between AFD (firm’s density) and ATM (CC = 0.82) is higher than the 
correlation coefficient between APD (population density) and ATM (CC = 0.68), which confirms a stronger 
linear relationship between ATMs and business, than between ATMs and population. 
11 The plots of each one of these variables against ANS show no evidence of the presence of any kind of 
relationships linear or non-linear, as can be observed in Appendix 2. 
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between the number of overnights and areas protected by the ICNF12 can be justified by 
severe restrictions imposed to civil construction and other building activities that may 
jeopardize the natural habitats and biodiversity of those areas. Hence, we exclude 
variables AAA, AFA, ANN, ASP and APA from further analysis. 
Nevertheless, the irrelevance of the urban area variable (AUA) is less easy to accept since 
the more “urban” a county is, the more likely it is to rank top in attraction capacity. 
Likewise, the number of pharmacies (APH), as a proxy for health providing services, 
seems too important to ignore. Variables representing the number of Termas (ATP) and 
the existence (or absence) of Pousadas (DPP) are also considered too relevant to be 
immediately excluded from further analysis, due to these organizations’ capacity to attract 
tourists and visitors, which are closely linked to their core business. Moreover, it is 
important to emphasize that the correlation coefficient does not account for non-linear 
relationships and there is a possibility that those variables contribution is significant but 
just in a non-linear way. Thus, we decided to keep these variables and let the general-to-
specific methodology decide their fate. 
The lodging capacity variable (ALC), as can be seen in Table 3.3 and in Figure 3.1, 
presents perfect positive correlation with the dependent variable, number of overnights 
(ANS), as noted previously. In other words, the number of beds available in a county is 
the main determinant of the number of nights spent and it is simultaneously influenced 
by it. If the number of nights spent in a county suffers a significant decrease, hotel 
establishments in that county will decrease their number of available beds or even 
discontinue or close their activities. Therefore, as previously mentioned, this variable is 
endogenous and, consequently, it should not be included in the set of assumed exogenous 
variables that explain tourists’ choices across counties. It will be, nevertheless, very 
useful to complete the analysis with respect to over or sub lodging capacity a county may 
have in comparison with its estimated TAI rank. 
 
 
                                                 
12 These areas are represented by variables ANN (Natura 2000 Network), ASP (Special Protection Areas) 
and APA (Protected Areas). 
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Figure 3.1 shows ANS and ALC variables for 163 counties from the initial 176 of the 
original sample. We exclude ANS and ALC superior outliers13 from the graph, because 
they blur the possibility of clearly observing the relationship between the two variables. 
Outlier counties’ values would be evident in the graph, while the relation between ALC 
and ANS in other counties could not be observed. The excluded outlier counties14 are: 
Porto, Vila Nova de Gaia, Coimbra, Ourém, Cascais, Lisboa, Albufeira, Lagoa, Lagos, 
Loulé, Portimão, Tavira and Vila Real de Santo António. 
The ALC scale, in number of beds available, is represented in the left vertical axis, and 
the ANS scale, in number of overnights, is represented in the right vertical axis. The 
counties are represented in the horizontal axis and are ordered from northern to southern 
districts, being their names preceded by two letters representing the district where the 
county is located. As it is not possible to have all counties’ names visible, only some of 
the names are written in the graph. The blue dots, linked with a blue line, represent each 
county ALC values, and the orange columns represent each county ANS values. 
In Figure 3.1 it is possible to observe the close relationship between a given county 
average nights spent and its lodging capacity. As expected, counties with the highest 
lodging capacities are also the ones with the highest demand, and counties with few or no 
beds available are not demanded by tourists. 
                                                 
13 Outliers are observations that lie at an abnormal distance from other observations. Superior outliers are 
more distant from other observations than moderate outliers. Superior outliers of a variable are the 
observations with values below Q1 - 3 D or above Q3 + 3 D, being Q1 the first quartile, Q3 the third quartile 
and D the distance between Q1 and Q3. Moderate outliers are the observations with values between Q1 - 3D 
and Q1 – 1,5 D or between Q3 + 1,5 D and Q3 + 3 D. 
14 All these counties are the superior outliers of both ANS and ALC variables, except Vila Nova de Gaia 
and Coimbra which are superior outliers of ANS and moderate outliers of ALC. 
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Figure 3.1: Nights spent and lodging capacity in 163 Portuguese counties   
 
 
The scatterplot presented in Figure 3.2 also shows the interdependence between ANS and 
ALC variables, this time, for all 176 counties in the sample, which are represented by the 
blue dots. The red line in the graph represents the linear relation between these variables, 
which is very close to 1, meaning that the number of nights spent in a county is (closely 
dependent on) the number of beds available in that county. It is also possible to observe 
in this graph that, although most counties values are very close to the red line, depicting 
a linear correlation between the variables close to 1, some counties are far from it. Lisboa, 
for instance, is represented by the blue dot above the red line, close to the upper limit of 
the graph (with 6.466.337 overnights and 35.591 beds available), meaning that Lisboa, 
compared to other counties, has a higher proportion of tourism demand to its supply. 
Albufeira, represented by the blue dot below the red line, also close to the upper limit of 
the graph (with 6.318.973 overnights and 43.607 beds available), faces the opposite 
situation, that is, Albufeira has a higher proportion of tourism supply to its demand, 
compared to other counties. This fact can be linked to the highly seasonal demand 
Albufeira15 and other beach destinations face, which forces these areas to have excess of 
                                                 
15 In 2012, the proportion of nights spent between July and September was 45,8% for Albufeira, which is 
significantly higher than other non-beach destinations (for example, 31,8% for Lisboa) (PORDATA, 2015). 
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supply to be available in high season months, and which is underused in the low season 
period. 
Figure 3.2: Scatterplot of ANS and ALC 
 
In Figure 3.3, we present the boxplots of ANS (on the left) and ALC (on the right), where 
the distribution of the counties for each variable can be seen. Observing the boxplots, we 
see that both variables are positively skewed and both have a large number of outliers. 
Superior outliers are identified by stars and moderate outliers are identified by dots. Each 
number close to a star or dot identifies the corresponding county. As previously 
mentioned and observing the boxplots, we see that there are several common outliers to 
ANS and ALC. Lisboa (125), Albufeira (162), Loulé (168), Porto (38) and Portimão 
(171) are examples of common superior outliers. This is another evidence of the perfect 
collinearity between the lodging capacity variable and the dependent variable. 
0
1000000
2000000
3000000
4000000
5000000
6000000
7000000
0 10000 20000 30000 40000 50000
ALC
A
N
S
35 
 
Figure 3.3: Boxplots of ANS and ALC 
 
The variables selection process proceeds with a theoretical analysis of some variables’ 
relevance, given that there are others with similar ‘explanatory power’ to describe 
tourists’ preferences in the context of final destination choices. For instance, consider 
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variables AEE (expenditure on environmental management and protection) and variable 
ATE (expenditure in cultural, sports and environmental protection activities per 1000 
inhabitants). The latter includes the former and has the advantage of accounting for 
dimension disparities, which makes the series more reliable regarding the true weight of 
these expenditures in each county. Also, as mentioned above, AEE is highly correlated 
with ATM variable, being a further reason to accord with its exclusion. Therefore, we 
discard variable AEE. 
In what concerns variables ABW (number of beaches with excellent and good quality 
water) and ADC (distance to the coast), it seems reasonable to consider that while beaches 
can be a major attraction factor, the distance to the coast may work both ways and, 
therefore, it is not a straightforward influence in the decision of choosing where to go. 
Moreover, ABW includes river beaches which are, sometimes, more attractive than the 
“too busy too hot” sea beaches and are also mostly located away from the coastal line. 
Consequently, we decided to keep both ABW and ADC to portrait different reasons for 
attracting tourists in one or the other direction. 
As mentioned earlier (in Chapter 1), the variables in Table 3.1 are measured in a 
multiplicity of units, which is not advisable in the construction of a homogenized tourism 
attraction measure. Thus we standardize the data transforming the variables values into 
indexes, taking Portugal’s mainland average values as the benchmark value (basis 100). 
 
3.3.2. Principal Component Analysis 
From the variables selected in section 3.2 there are some that can be seen as unsuitable to 
include in the Principal Component Analysis (PCA) model, given that we only use in 
PCA the explanatory variables that represent the supply side of tourism. 
Even though strong correlations are important to allow for dimension reduction, as seen 
in the previous sub-section, we also exclude from PCA the lodging capacity variable 
(ALC) due to the almost perfect correlation with the dependent variable “number of 
overnights spent in a county” (ANS), representing tourism demand. Also, the 
distributions of ANS and ALC, seen in the boxplots of Figure 3.3, are quite similar and 
they share most outliers, which is a further evidence of the close relationship between the 
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two variables. Moreover, lodging capacity can be seen as an endogenous variable. 
Therefore, considering the almost perfect interdependency between the number of nights 
spent and the number of beds available, we do not include ALC in the PCA. 
PCA is a multivariate technique that should be applied only to continuous variables 
(Maroco, 2003; Nardo et al., 2008). Also, Abeyasekera (2005) states that binary variables 
do not produce a practical consequence when included in the analysis.  So, we do not 
include dummy variables DPP (Pousadas de Portugal) and DWH (World Heritage) in 
the range of variables considered for this methodology. 
For the remaining 26 independent variables we have to evaluate the existence of linear 
relationships among them and check if they follow a Normal distribution. Although the 
normality assumption is not mandatory to implement PCA, it may be important to see if 
the distributions are skewed, since too much skewness may affect the PCA results 
(Maroco, 2003; Pestana and Gageiro, 2003; Sharma, 1996). 
The PCA methodology is used to aggregate correlated variables into components that are 
uncorrelated with each other. The higher the correlation among the original variables, the 
better, because with strong correlations among the original variables, the PCA 
methodology produces a small number of components, comparing to the number of 
original variables. Datasets with variables that are not correlated or have low correlations 
among them do not allow for the variables reduction into a smaller number of 
components. 
Considering the 26 original variables and observing the correlation coefficients matrix16, 
it is possible to confirm that all variables are correlated and some of them are even highly 
correlated (correlation coefficient close to 1). Variables that are highly correlated are 
more likely to be included in the same component (e.g. ATM and AEE). Most variables 
in our original dataset are moderately or strongly related to each other, displaying 
correlation coefficients above 0.3 or below -0.3. Therefore, our dataset is adequate to 
performing PCA. 
To verify if the original variables follow normal distributions, we check their histograms, 
skewness and kurtosis values, Q-Q plots, and we perform the Jarque-Bera (1980) test (JB 
                                                 
16 The complete correlation coefficients matrix is included in Appendix 1. 
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hereafter)17. The skewness and kurtosis values and histograms allow us to conclude that 
all variables, except APU (urban population), follow a positively skewed and leptokurtic 
distribution. The APU variable presents skewness (0.276) and kurtosis (-0.658) values 
close to zero, consistent with a normal distribution. In addition, the histogram and the Q-
Q plot seem to confirm a normal distribution for the APU variable. 
The JB test p-values also lead us to conclude that all variables, except APU, follow other 
than normal distributions. The JB test p-value of 0.063 for the APU variable shows that 
the null of normal distribution cannot be rejected, at a 5% significance level. Thus, among 
all variables available, only APU has a normal distribution. Given that normally 
distributed variables are not mandatory to implement PCA, we include all the 26 variables 
in the analysis. 
Outliers may also distort PCA results (Pestana and Gageiro, 2003) and therefore should 
be excluded from the analysis. Analysing the boxplots and the descriptive statistics, we 
identify outliers (moderate, superior or both) for almost all variables. Only ADC (distance 
to coast) and APU (urban population) variables do not present outliers. Variables AEP 
(elderly population), ASS (social security pensioners) and APH (pharmacies) have just 
moderate outliers. Although variable ATP (Termas de Portugal) presents just superior 
outliers, these outliers are the only counties where spas are present18. From the 176 
counties included in our sample, 144 counties display outlier behaviour in one or more 
variables. Lisboa and Porto are the counties that behave as outliers to more variables, 
being Lisboa a superior outlier for 15 variables (ANS, AUP, AEE, ASV, ANM, AIC, 
AFD, AVF, ANV, APD, ASE, AFR, ATM, ALC, DWH) and Porto a superior outlier for 
13 (ANS, AEE, ASV, ANM, AFD, ANV, APD, ASE, AFR, ATM, ALC, DPP, DWH) 
and a moderate outlier for an additional 2 variables (AUP and AIC). Cascais, Sintra, Vila 
Nova de Gaia and Coimbra counties behave as outliers for 10 or more variables. 
Therefore, there are several important multivariate outliers in the collected data. 
To help us deciding which counties to exclude from PCA, we compute the Mahalanobis 
(1936) distance (M-D). This is a measure often used to detect outliers in a set of variables 
and it consists of measuring the distance between an observation value and a multivariate 
                                                 
17 This information is displayed in Appendix 3. 
18 In the sample, there are 26 counties with 29 Termas (3 counties have 2 Termas each). 
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centroid. The M-D values obtained from our sample range between 3.03 and 151.67. 
Thus, we decide to exclude all observations with M-D above 50, because values above 
50 are more disperse and values below 50 seem to be more uniformly distributed. There 
are 21 observations with M-D values above 50 and, in descending order, they are: Lisboa, 
Oeiras, Porto, Cascais, Sintra, Évora, Vila Nova de Cerveira, Amadora, Coimbra, 
Bragança, Alcanena, Vila Nova de Gaia, Alcácer do Sal, Odivelas, Moura, São João da 
Madeira, Idanha-a-Nova, Albufeira, Loulé, Odemira and Constância. So, we keep 155 
counties, which, according to Hill and Hill (2012), is a sufficiently large sample to 
perform a rigorous and reliable PCA. These authors state that the minimum number of 
observations is n = 5k (being k the number of variables) if k > 15. Considering that we 
have 26 variables, the minimum number of observations is, in our case, 130, which is 
well below the 155 we have available 
 
3.4. Conclusion 
In this chapter, we present the variable we consider relevant to represent the tourism 
demand side (number of overnights) and the explanatory variables that represent the 
tourism supply side. We also provide an extended explanation for the reasons beneath our 
choice. 
Then, we also conducted a thorough analysis of the variables that should be included in 
the estimation of TAI using the RA and PCA methodologies. 
For the regression analysis, we based our choices on correlation coefficients between all 
variables. We looked for strong correlations between variables and decided to exclude 
APD (population density) and ASS (ratio of social security pensioners to total 
population), which are highly correlated to AFD (firms density) and AEP (ratio of elderly 
to total population), respectively. ATM (number of ATMs) is strongly correlated to AEE 
(environmental expenditure) and to ASE (students in higher education), but we keep all 
three variables given that ATM and AEE represent different dimensions and ATM is more 
linked to business than to population. We have also seen weak correlations (CCs between 
-0.10 and 0.10) between the dependent variable ANS and explanatory variables, leading 
us to exclude AAA (agricultural area), AFA (forest area), ANN (Natura 2000 Network 
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areas), ASP (special protection areas) and APA (protected areas). Variables AUA (urban 
area), APH (pharmacies), ATP (Termas) and DPP (Pousadas) have also low CCs with 
ANS, but we do not exclude them due to the relevance of the information they provide 
and include them in the initial RA model, allowing the general-to-specific methodology 
to decide if they are included in the final parsimonious specification. Finally, we exclude 
ALC (lodging capacity), because it is an endogenous variable perfectly correlated with 
ANS. So, for the RA, we included 21 variables (20 quantitative and 1 qualitative). 
For the same reasons, we exclude ALC from the principal component analysis, as well as 
the binary variables, because PCA should only be applied to continuous variables. We 
also exclude from PCA 21 outlier counties to avoid distorting the PCA results. Hence, we 
consider 26 explanatory variables and 155 counties for the PCA. 
Considering the different measures of the explanatory variables, we transform them into 
indexes taking as reference scale (base 100) the variables average values for mainland 
Portugal. The resulting index numbers are the values that we use to estimate the relative 
weight of each explanatory factor on the final Tourism Attraction Index in both 
methodologies. 
In the next two chapters we describe the methods used to construct empirical models 
capable of estimating the relative importance of each explanatory variable in the tourists’ 
decision-making process to select their final destination in mainland Portugal, and rank 
the counties accordingly. 
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Chapter 4 – Methodology 1: Regression Analysis 
 
4.1. Introduction 
In this chapter we consider the 21 variables selected in the previous chapter as explanatory 
factors of the number of overnights spent in a county. These variables integrate the 
regression model we estimate to obtain the counties’ TAIs. 
Regression Analysis is commonly used to support the construction of indexes and the 
Tourism Attraction Indexes are estimated in this chapter to relate the demand side of 
tourism with the pull factors influencing the tourists’ choices of a destination. In this 
study, the pull factors are the quantitative and qualitative variables showed in Table 3.1 
and Table 3.2, respectively. 
In section 4.2, we present and explain the initial RA model. In section 4.3, we present the 
final parsimonious specification and discuss the statistical validity of the estimation 
results. In section 4.4, we interpret the coefficients’ estimates, compute the counties’ 
TAIs, rank the counties accordingly, and discuss the relative positions of some of the 
most prominent counties. In the last section, we present the main conclusions for this 
chapter. 
 
 
4.2. Modelling Technical Issues 
In order to obtain the different impacts of the explanatory variables on the dependent 
variable INS (Index of Nights Spent)1, we estimate the initial extended model with PcGets 
(Hendry and Krolzig, 2001). After the elimination process, applying the general-to-
                                                 
1 Given that we transformed all variables’ average values into indexes numbers, we renamed the variables 
replacing the ‘A’ (for ‘Average’) in the beginning of their names for an ‘I’ (for ‘Index’). Hence, all 
variables’ denominations start now with an ‘I’ instead of an ‘A’. 
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specific methodology2 (Hendry, 1995) by ordinary least squares (OLS), we are left with 
the final parsimonious specification (equation (4.2)). 
The initial general model from which the final model comes is as follows: 
iuDλDWHβDPPβITPβITMβIPHβ
IFRβISEβIEPβIPUβINVβIVFβ
IFDβIFDβIICβINMβISVβITEβIDCβ
IDCβIBWβIUPβIUPβIUAβIUAββINS
n
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

     (4.1)         
In equation (4.1), 
iβ  ( 0,...,24i  ) are the regression coefficients and all the independent 
variables are defined in Table 3.1 and in Table 3.2. Assuming the possibility of non-linear 
relationships between the dependent variable and IUA, IUP, IDC and IFD variables, we 
use these variables’ squares to account for a possible change of pace and/or sign in the 
impacts of these regressors on the explained variable, with increasing values of the 
regressors. Thus, we assume that as those four explanatory variables values increase 
(decrease), the number of nights spent decrease until reaching a minimum (maximum) 
and increase (decrease) after that minimum (maximum)3. 

n
1j
jjDλ  includes a set of 
specific dummy variables ( jD ) ( n1,...,j  ), with coefficients jλ , representing counties 
that have been considered outliers for some reason4. The dummy variables assume the 
unit value for observations pertaining to the outlier county, and zero otherwise. 
 
 
 
                                                 
2 This methodology is also known as the LSE methodology, named after the London School of Economics, 
where Hendry completed an MSc, received a PhD and taught from 1970 to 1982. 
3 This assumption was made, believing that as IUA (urban area), IUP (urban equipments, parks and tourism 
area) and IFD (firm’s density) increase, the county can be seen as more attractive to tourists, increasing the 
number of nights spent, up to a certain limit (maximum), after which the county becomes less attractive for 
each extra square kilometre or firm. For the case of IDC (distance to coast), we consider the opposite: as 
the distance to coast increases, the county becomes less and less attractive up to a certain minimum, after 
which it becomes more attractive to tourists for each extra kilometre. 
4 These reasons will be fully explained in section 4.4. 
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4.3. Empirical Model 
The final parsimonious specification is given by: 
  iii13i12i11
i10i9i87
2
i6i5i4
2
i3i2i10i
vD_ALBSINIUAαD_VRSANTαD_OUREMα
D_LAGOAαID_BRAGAICOαALBSIN_DαITMα
IFDαIFDαIICαIDCαIDCαIUAααINS



      (4.2) 
where i  ( 0,...,13i  ) are the regression coefficients and the remaining quantitative 
variables are urban area (IUA), distance to the coastline (IDC) and its squared value 
(IDC2), income per capita (IIC), firm density (IFD) and its squared value (IFD2) and 
automated teller machines (ITM). 
The dummy variables D_LAGOA, D_VRSTANT and D_OUREM stand for the outlier 
counties of Lagoa, Vila Real de Santo António and Ourém. The first two counties are 
mainly rural areas with little more interest than the local beaches. Yet, in summer time, 
their resident population grows by a factor of 10 due to tourists’ flows and the seasonal 
workers that come to fulfil the increased needs of labour in the local tourism businesses. 
Ourém has similar rural features but the reason why tourists flock towards it, from May 
to October, is the Sanctuary of Fátima. This holy place is the biggest pilgrimage location 
in Portugal. It attracts pilgrims from all over the world, specially on the celebrations of 
13th of May and 13th October, making up the annual total of 5 million pilgrims (Santuário 
de Fátima, 2015). 
Dummy variable D_ALBSIN assumes the unit value for the counties of Albufeira and 
Sintra, and zero otherwise. These two counties have in common a combination of 
abundant flows of seasonal tourists, with a large and densely populated urban area. These 
are also the reasons for including the multiplicative dummy variable IUA×D_ALBSIN 
that accounts for the huge urban construction frenzy that these two counties have been 
experiencing in most recent years. 
Braga, Gaia and Coimbra are gathered in one single dummy variable called 
D_BRAGAICOI, which assumes the unit value for the mentioned counties, and zero 
otherwise. Although the reasoning behind the inclusion of this variable is similar to that 
provided for D_ALBSIN, the grouping of those three counties (Braga, Gaia and 
Coimbra) separated from the latter two (Albufeira and Sintra) has to do with scale, given 
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the massive economic, social and cultural weight of Braga, Gaia or Coimbra relative to 
that of Albufeira or Sintra. 
Table 4.1 shows the estimation results for the final parsimonious specification (equation 
(4.2)). The first column shows the variables acronyms. The second column includes the 
coefficients’ estimates and the third column displays the p-values for the coefficients’ 
individual significance tests. The last two lines of Table 4.1 show the values of the 
adjusted determination coefficient (Adj. R2) and the F-statistic of the overall significance 
test. 
According to the results in Table 4.1, all coefficients are individually significant at the 
1% level (except for the coefficients of IIC and D_ BRAGAICOI that are significant at 
the 5% level, and for the coefficient of IDC2 that is significant only at the 7% level). The 
regression is globally significant (F=183.7), explaining 93.1% of the dependent variable 
variations. However, these estimation results must be validated through the usual 
diagnostic tests required to evaluate the statistical performance of the model. 
Table 4.2 and Table 4.3 show the results for the Breusch-Pagan-Godfrey (Breusch and 
Pagan, 1979; Godfrey, 1978) and White (1980) tests, respectively, for heteroscedasticity 
detection. Both tests do not reject the null hypothesis of homoscedasticity of the 
disturbances. 
Table 4.4 shows the Ramsey (1969) RESET test for functional form adequacy indicating 
that the functional specification of the final model is adequate. 
Hence, the model is considered to be statistically reliable, allowing to put forward some 
hypotheses testing about the relationship between the dependent variable and its 
determinants. In the next section we give an economic interpretation of the estimates of 
the regression coefficients, and proceed with the construction of the counties’ TAIs, based 
on the Final Model estimation results. 
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Table 4.1: Estimation results for the Final Model 
Variables 
Final Model 
Coefficients p-value  
C 1.184291 0.0009 
IUA -0.850055 0.0000 
IDC -0.006722 0.0076 
IDC2 2.16E-05 0.0657 
IIC -0.009033 0.0220 
IFD -0.000924 0.0000 
IFD2 9.13E-08 0.0001 
ITM 1.811112 0.0000 
IUA*D_ALBSIN -15.63171 0.0000 
D_BRAGAICOI -0.889624 0.0258 
D_OUREM 1.912034 0.0017 
D_ALBSIN 20.51148 0.0000 
D_LAGOA 2.363995 0.0001 
D_VRSANT 2.415849 0.0001 
Adj. R2 0.931362 
F-statistic 183.6611 
 
Table 4.2: Breusch-Pagan-Godfrey Heteroskedasticity Test for the Final Model 
      F-statistic 0.706811  Prob. F(41,134) 0.7548 
 Obs*R-squared 9.446802  Prob. Chi-Square(41) 0.7384 
 Scaled explained SS 163.1823  Prob. Chi-Square(41) 0.0000 
 
Table 4.3: White Heteroskedasticity Test for the Final Model 
      F-statistic 1.413479  Prob. F(41,134) 0.0733 
 Obs*R-squared 53.13636  Prob. Chi-Square(41) 0.0970 
 Scaled explained SS 917.8678  Prob. Chi-Square(41) 0.0000 
 
Table 4.4: Ramsey RESET Test for the Final Model 
 
Value df Probability 
 t-statistic  1.140448  161  0.2558 
 F-statistic  1.300622 (1, 161)  0.2558 
 Likelihood ratio 1.416086  1  0.2340 
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4.4. Results discussion 
4.4.1. Economic interpretation of the coefficients’ estimates 
Because all variables are index numbers, the relatively small magnitudes of the 
quantitative variables coefficients are not surprising. Since these magnitudes become 
relevant only when contributing to the computation of the TAI of each county, we now 
focus on the signs of the coefficients’ estimates, rather than on their individual 
magnitudes. 
The intercept’s estimate (1.18) indicates the average value of the attraction index for a 
county where all explanatory variables are zero. This does not make much economic 
sense and therefore we just ignore the intercept. 
The urban area variable (IUA) impacts negatively on the capacity of counties attracting 
tourism flows, but much more so for Albufeira and Sintra counties, via the coefficient’s 
estimate of the dummy variable IUA*D_ALBSIN. This may be linked with too much 
concrete, asphalt and buzz associated with the absence of a relaxed, slow pace life that 
tourists seem to value when on holidays in any place, but, specially so, in the case of 
Albufeira and Sintra. 
The distance to the coastline (IDC) affects negatively the counties’ ability to attract 
tourists. The more distant to the coast a county is, the more negative is the effect. Yet, 
from a certain distance onwards, the squared variable IDC2 lessens the negative effect 
and, for distances above 310 km, the sign of the effect is overturned. Nevertheless, this 
does not occur for this sample, because the maximum distance a county can be from the 
nearest coast line in Portugal is 261 km. 
The signs of the coefficient’s estimates for the firms’ density variables (IFD and IFD2) 
may also be interpreted as the previous case. A low density of firms has a negative effect; 
increasing firms’ density deepens the negative effect until the variable reaches 10120, 
where the effect inverts direction. Again, this is not applicable in our case, given that the 
maximum value of this variable is 9631. 
The income per capita variable (IIC) has a negative effect on tourism demand. This may 
seem as a contradictory result, but it may also imply that prosperous counties are also 
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where living standards are higher and tourists may perceive these counties as relatively 
more expensive, which contributes to deter demand. After all, it seems that prices actually 
end up influencing demand, even if not in a direct way. 
The ITM variable, as a proxy for economic dynamics, has a positive influence on tourists’ 
choice of destination. The magnitude of this estimate also deserves special attention, since 
it is the only quantitative variable with a coefficient’s estimate that exceeds the unity 
value, which implies that ITM is one of the most influential in the TAI computation. 
Except for D_BRAGAICOI and IUA×D_ALBSIN, the estimates of the qualitative 
variables coefficients are all positive. The estimates of coefficients are close to 2 for most 
qualitative variables (D_OUREM, D_LAGOA and D_VRSANT), which means that 
Lagoa, Vila Real de Santo António and Ourém counties add an extra 2 points on their 
computed TAIs, relative to all the other counties. On the contrary, Braga, Gaia and 
Coimbra counties will have their respective TAIs subtracted by 0.9 points relative to all 
the other counties. Finally, Albufeira and Sintra counties add an extra 20.5 points relative 
to all the others, given the coefficient estimate of dummy variable D_ALBSIN. However, 
these two counties (Albufeira and Sintra) reduce their respective TAI by 15 points, due 
to the coefficient estimate of the multiplicative dummy IUA×D_ALBSIN. 
Figure 4.1 depicts the actual and fitted values of dependent variable (INS) in the top part 
of the graph, and the estimation residuals (difference between actual and fitted values) in 
the bottom part of the graph. It is apparent from the plot in Figure 4.1 the good fit of the 
final regression model. Indeed, as showed in Table 4.1, the model explains 93% of the 
dependent variable variations around its average, which is quite remarkable for a cross-
section dataset. 
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Figure 4.1: Actual and fitted values and Residuals of the Final Model 
 
 
4.4.2. Tourism Attraction Index for mainland Portuguese counties 
Based on the coefficients’ estimates of the equation model (4.2) in Table 4.1, we compute 
the Tourism Attraction Indexes for all the sample counties, denoting the left-hand side 
variable as TAIi (county i’s Tourism Attraction Index) and substituting the explanatory 
variables by the corresponding sample values for county i. Equation (4.3) displays the 
Tourism Attraction Index of county i. 
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Table 4.5 shows the 20 highest and the 20 lowest TAI values and the respective counties’ 
ranking5. The first and fourth columns show the names of the counties ranked from 
highest to lowest TAI. The second and fifth columns display the corresponding TAI 
values and the third and sixth columns the counties’ ranking order. 
Table 4.5: Counties’ TAI Ranking using RA 
County 
TAI 
County 
TAI 
Value Ranking Value Ranking 
Lisboa 19.742243 1 … … … 
Albufeira 19.458391 2 Chaves -0.070573 157 
Porto 5.614748 3 Mogadouro -0.074127 158 
V.ª Real Sto. António 2.963588 4 Montalegre -0.096576 159 
Lagoa 2.911629 5 Alijó -0.102224 160 
Cascais 2.039733 6 V.ª Viçosa -0.103584 161 
Ourém 1.750551 7 Arcos de Valdevez -0.107945 162 
Oeiras 1.449722 8 Alcochete -0.114271 163 
Almada 1.397428 9 Cabeceiras de Basto -0.133421 164 
Matosinhos 1.389942 10 Tondela -0.149887 165 
Aveiro 1.381331 11 Valpaços -0.159201 166 
Faro 1.381260 12 Salvaterra de Magos -0.159820 167 
Coimbra 1.315436 13 Águeda -0.165189 168 
Portimão 1.138793 14 Espinho -0.194309 169 
Setúbal 1.098782 15 Nelas -0.196288 170 
Loulé 1.071823 16 Mangualde -0.256705 171 
Tavira 1.048439 17 Constância -0.271900 172 
Guimarães 1.047858 18 V.ª Velha de Ródão -0.342182 173 
V.ª Nova de Gaia 1.009477 19 Odivelas -0.430960 174 
Santarém 1.009301 20 Entroncamento -0.749984 175 
… … … S. João da Madeira -1.108597 176 
 
As expected, the counties that rank higher are closer to the main urban centres (Lisboa 
and Porto) and in Algarve region. Other high ranked counties that do not follow this 
“rule” are Ourém, Aveiro, Coimbra, Guimarães and Santarém. However all these, with 
exception of Ourém, are counties with important urban centres themselves. The high 
ranking of Ourém, a rural area with little to consider in terms of tourism attractions, is 
justified by the presence of Fátima Sanctuary, which attracts millions of pilgrims all year 
round, but particularly so, from May to October. 
Although Aveiro is a mostly rural county, it includes a well-known University, a vast 
natural reserve known as Dunas de São Jacinto, which beauty is undisputable, a vast area 
                                                 
5 The full ranking appears in Appendix 4. 
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dedicated to sea salt extraction (Salinas) and its capital (Aveiro) is known as the 
Portuguese Venice with its multitude of river channels. 
Despite not being in the coastline, Coimbra is a county that includes the third most 
important city in Portugal, known in Portugal as the students’ city, because it harbours 
the oldest University in Portugal6, which is also one of the oldest in the world. The 
“University of Coimbra – Alta and Sofia” was classified as a World Heritage cultural site 
by UNESCO in 2013 (UNESCO, 2014) and, among other buildings, it comprises the 
Royal Palace of Alcáçova, where the University was first established, and the Joanine 
Library7. 
Guimarães is also a mostly rural county but, besides being the birthplace of the first 
Portuguese King and thus considered the Nation’s cradle, it includes important historical 
sites classified by UNESCO as World Heritage within its capital, the Historic Centre of 
Guimarães (UNESCO, 2014). Moreover, the city of Guimarães was Europe’s cultural 
capital in 2012, consequently registering by then a burst of cultural activities, and, since 
then, it continued to offer a larger range of cultural activities. 
Santarém, however, is surprisingly ranked 20th. We cannot see an immediate justification 
for this high place in the ranking except, maybe, for having several Gothic monuments, 
such as Igreja de São João de Alporão, Igreja da Graça, Igreja de Santa Clara, Igreja 
de Santa Maria de Marvila (being named as the Portuguese capital of the Gothic art) 
(Guia da Cidade, 2015) and the largest bullring (Monumental Celestino Graça) in 
Portugal, with a capacity for more than 13000 spectators (Santa Casa da Misericórdia de 
Santarém, 2015). This mainly rural county is also close to the river Tejo (which can be 
observed from the viewpoint Portas do Sol) and to the main highway, A1, which links 
the two main Portuguese cities (Lisboa and Porto). In addition, Santarém has 2 higher 
education institutions: a public one, Instituto Politécnico de Santarém, (IPS) and a private 
one, Instituto Superior de Línguas e Administração (ISLA). The IPS includes 5 faculties 
                                                 
6 The first Portuguese University was initially established in 1290 in Lisbon and permanently moved to 
Coimbra in 1537 (Universidade de Coimbra, 2015c). 
7 The Joanine Library, named after Portuguese King D. João V (who supported its construction), is the 
Baroque library of University of Coimbra. The three floors’ building was built between 1717 and 1728 
using exotic materials and its bookcases are coated with gold foil. The library received the first books only 
in 1750 and currently it has about 57000 books from the 16th, 17th and 18th centuries (Universidade de 
Coimbra, 2015a, 2015b). 
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offering 98 courses (Instituto Politécnico de Santarém, 2015) and ISLA offers 38 courses 
(Instituto Superior de Línguas e Administração - Santarém, 2015). 
On the other hand, there are some unexpected absences from the 20 top rank. For instance, 
we expected to find in first 20 positions Évora (ranked 23), Braga (ranked 24) and Sintra 
(ranked 27), which are way more attractive than Santarém, considering their cultural, 
historical and natural resources. The Historic Centre of Évora, classified as a World 
Heritage cultural site by UNESCO, comprises several historical buildings, such as Roman 
remains (including the Temple of Diana), the University of Évora (the second oldest 
University in Portugal8), the Cathedral of Évora (completed in the 13th century), the Royal 
Palace of Évora, among other (UNESCO, 2014), which makes a great contribution to the 
county’s attractiveness. In the city outskirts, Évora has also an important megalithic 
complex, the Almendres Cromlech, which is the largest existing group of structured 
menhirs in the Iberian Peninsula and the oldest megalithic monument in Europe (dating 
back from the 5th millennium before Christ) (Câmara Municipal de Évora, 2015). 
The Cultural Landscape of Sintra is also classified as a World Heritage cultural site by 
UNESCO and it features historical buildings surrounded by a lushest forest. Sintra is 
plenty of several buildings that feature European Romantic architecture dating back to 
the 19th century, being the Pena National Palace and its Park (with more than 200 plants 
species collected from across the world) its best example (UNESCO, 2014). The Cultural 
Landscape also includes the mediaeval Castelo dos Mouros, Sintra National Palace, 
Seteais Palace, Queluz National Palace, among other. Notwithstanding, Sintra is close to 
the Portuguese capital, Lisboa, making it a complementary destination to capital’s 
visitors. 
Braga is well-known for its religious traditions and buildings, specially for the Sanctuary 
of Bom Jesus do Monte, having also several churches, convents and monasteries. 
Additionally, it has several museums, palaces and other historical buildings and it is 
culturally dynamic. Moreover, Braga is one of the most important Portuguese economic 
                                                 
8 University of Évora was founded in 1559 and operated until 1759, when the Jesuits were expelled by the 
Marquis of Pombal. It reopened only in 1973 by decree of José Veiga Simão, Minister of Education 
(Universidade de Évora, 2015). 
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centres, being nicknamed as the Portuguese ‘Silicon Valley’, and has two important 
Universities (Universidade do Minho and Universidade Católica Portuguesa). 
The 20 counties ranked lowest are mostly located away from the coastline and in the north 
and centre of mainland Portugal. There are some counties that, in spite of being located 
close to the main metropolises (Lisboa and Porto), not surprisingly appear in the lowest 
positions of the ranking. Odivelas, ranking third from the bottom, can be explained by the 
total absence of touristic interest, since Odivelas is well known as the dormitory of 
Lisboa, as well as by the absence of any accommodations. 
The low ranking of Alcochete (close to Lisboa) and Espinho (close to Porto) may also be 
easily justified. Espinho, although mostly a rural area, used to be a popular tourism site 
for its beaches, county capital’s casino and weekly fair. However, it has been losing its 
relative importance to the closest main counties of Aveiro and Porto, as well as Vila Nova 
de Gaia, Matosinhos, Maia and Santa Maria da Feira. Given that Espinho does not share 
a border with Porto (it is located 20 km south) and offers accommodations lower in 
number and quality, the low ranking of this county is expected. Alcochete is also a mostly 
rural county with nothing noticeable to attract visitors except its proximity to Lisboa, 
besides the Tagus Estuary Natural Reserve. Furthermore, Alcochete is overtaken by other 
Lisboa’s neighbour counties, such as Almada or Oeiras. These counties (Almada and 
Oeiras) present a higher population and firm’s density, which allows them to have a 
greater tourism and economy dynamics, with more and better infrastructures and services 
dedicated to tourism (obvious from a much higher number of live shows’ spectators and 
museums’ visitors comparing to Alcochete). These counties also have a much higher 
number of beds available for tourists accommodation. 
Although Chaves position in the ranking is not much surprising mainly due to its distance 
to the coast and to its rural area, its touristic potential is undeniable. The very evident 
Roman traces well preserved in the county’s capital, the two operational SPAs (Termas 
de Chaves and Termas de Vidago), which used to attract countless entire families during 
summer, as well as other important monuments are reasons to believe that this county 
could be better positioned in the ranking. However, the low number of spectators and 
museums’ visitors, the low cultural offer and the fact that most accommodations are 
outdated justifies the actual low ranking of Chaves. This county has similar features to 
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Guimarães (ranked in the top 20): both counties are mostly rural and have several 
historical monuments. However, Chaves has a much smaller number of spectators and 
visitors and it is located farther from the coast and main Portuguese counties (which in 
the case of Guimarães are Porto and Braga). 
Figure 4.2 shows the geographic distribution of the 20 highest and 50 lowest counties in 
the TAI ranking across mainland Portugal. In blue are the 20 higher ranked counties, in 
red the counties ranking in bottom 20 and in yellow the 30 counties placed immediately 
above the bootom 20 group of counties. Lisboa, the highest ranked county, is signalled 
by a blue star. 
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Figure 4.2: Map of the 20 highest and 50 lowest counties of mainland Portugal in the TAI 
ranking using RA 
 
Source: Authors and Google maps 
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4.5. Conclusion 
In this chapter we use the general-to-specific methodology by OLS to estimate a model 
that explains differences in tourism demand across counties in mainland Portugal. From 
the 21 regressors selected in the previous chapter to be included in the initial model, we 
end up with fewer explanatory variables in the final model, after the elimination process 
applied with PcGets. The final model includes the following regressors: IUA (urban area), 
IDC (distance to coast), IIC (income per capita), IFD (firm’s density) and ITM 
(Automated Teller Machines). The final model also includes the squared values of IDC 
and IFD, 5 dummy variables representing 8 outlier counties (Albufeira, Sintra, Braga, 
Gaia, Coimbra, Lagoa, Ourém and Vila Real de Santo António) and a multiplicative 
dummy variable associating the urban area (IUA) with the dummy D_ALBSIN (Albufeira 
and Sintra counties). 
Unlike most quantitative variables’ coefficients in the final model, ITM has the only 
coefficient estimate higher than one. Most of the dummy variables do not exceed 2.5. 
However, the dummy variable D_ALBSIN (Albufeira and Sintra), with a coefficient 
estimate of 20.54, and the multiplicative dummy variable (IUA*D_ALBSIN), with a 
coefficient estimate of -15.63, are noteworthy due to their disproportional magnitude  
relative to other dummies’ coefficient estimates. 
The final regression model obtained is globally significant (F=183.7), explaining 93.1% 
of the INS (nights spent) variations, which is remarkable for a cross-section dataset. 
Moreover, according to the appropriate statistical tests, the final model does not have 
heteroscedasticity and its functional form is adequate. Hence, the final model was 
considered statistically reliable. 
The regression analysis estimates allowed us to construct the counties TAI and rank them 
accordingly, bringing us some surprises. The two main cities, Lisboa and Porto, and 
almost all of the Algarve counties rank first, as well as neighbouring counties of Lisboa 
and Porto. Also, as could be seen in Figure 4.2, the inland smaller counties located to the 
north and centre of mainland Portugal, rank last, as it was expected. 
Santarém was one of the surprises, ranking in the 20th position, despite not being very 
well-known in comparison to other more culturally rich counties that were ranked below, 
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such as Évora, Braga and Sintra. The other opposite sign surprise was Chaves, which 
ranked 157, in spite of its rich cultural and historical heritage and two well-known spa 
amenities. It is also noteworthy the low ranking of Odivelas, Alcochete and Espinho, 
which are close to Portugal’s main urban centres (Lisboa and Porto), but have nothing 
remarkable to add to those features. Alcochete and Odivelas positions can be mainly 
linked with few or no accommodations available in those counties. The main reason 
behind Espinho’s position is the loss of relative importance to the main neighbouring 
counties, Aveiro and Porto. 
In the next chapter we use Principal Components Analysis methodology to construct the 
TAI for all counties across mainland Portugal. 
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Chapter 5 – Methodology 2: Principal Component 
Analysis 
 
 
5.1. Introduction 
In this chapter we consider the 26 variables selected in section 3.3.2 to explain the 
capacity of counties to attract tourists. These variables represent the supply side of 
tourism and are used to obtain a reduced number of new variables (components) with the 
methodology of Principal Component Analysis. We combine the principal components 
obtained with this methodology with the dependent demand variable (INS – representing 
overnights) to construct the Tourism Attraction Indexes for all counties in our sample. To 
do so, we basically apply the reasoning and procedures used in Formica and Uysal (2006). 
Principal Component Analysis is a statistical method that can be used in several study 
fields to aggregate information from a vast set of related variables describing individuals, 
firms, countries or other entities. The aim is to concentrate information in a few concise 
and comprehensive indicators (components) that provide a simpler description of the 
system and can lead to a composite index. This methodology is used in a wide range of 
expert fields, such as life expectancy at birth, poverty levels, consumer prices, stock 
market, environment preservation, and others. 
In the following section we present the base model and explain the selection criteria for 
its construction. In section 5.3, we present and discuss the empirical results that are 
included in the final reduced model. These results are obtained applying the usual 
selection criteria used in the literature on this subject. In section 5.4, we interpret the 
estimates obtained with the PCA methodology, present the counties’ TAI ranking and 
discuss the relative positions of some counties. In the last section, we present the main 
conclusions of this chapter. 
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5.2. Modelling Technical Issues 
We consider INS variable (nights spent) for the demand side of tourism. For the supply 
side, we apply Principal Component Analysis to the variables that describe the supply 
side of tourism (these are the explanatory variables chosen in section 3.3.2) and use the 
resulting components’ scores and the explained variances (eigenvalues) of the retained 
components. We calculate the weight of each component’s eigenvalue in the total sum of 
the retained components’ eigenvalues. Then, we multiply this percentage by the 
corresponding component score of each county. Afterwards we sum those 
multiplications, obtaining the supply measure for each county. 
As both the supply and demand sides of tourism concur for the overall destination 
attractiveness measure, but assume different value ranges, we transform these measures 
so that they have the same weight in the overall attractiveness measure. Therefore, we 
transform the minimum value of each measure (supply and demand) to zero and add the 
minimum value to other regions’ values. Then, we compute the percentage of the 
transformed score of each county for each measure, considering the maximum 
transformed score of each measure as 100%. Finally, we add up the weights associated 
with the supply and demand dimensions to obtain an overall measurement of a 
destination’s attractiveness - Tourism Attraction Index. 
As the software used to perform this analysis, SPSS, does not allow for a direct 
application of PCA, we perform a factor analysis by the principal components extraction 
method, through the analysis of the correlation matrix1. 
Before presenting the final empirical model, we give a brief explanation about the main 
concepts of the PCA methodology and the criteria followed to choose the retained 
components. 
The dataset is assumed to be composed of p variables, pxxx ,,, 21   , which are to be 
reduced to a smaller set of factors  that comprehensively explain the supply side of 
tourism in different mainland Portuguese counties. To do so, the set of principal 
                                                 
1 The principal components extraction method is one of the most common methods used for factor 
extraction, being the first phase of the exploratory factor analysis. In this extraction method, a PCA of the 
correlation matrix, which has the initial estimates of factor loadings in the main diagonal, is performed to 
determine the number of principal components (factors) to retain. 
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components ( p ,,, 21  ) is arranged in a system of linear combinations of the original 
variables, such that: 
pp xwxwxw 12121111    
pp xwxwxw 22221212    
... 
pppppp xwxwxw  2211  
where ijw  are the factor coefficients (loadings) corresponding to the relative weight of 
each j ( pj ,,1 ) variable in each i ( pi ,,1 ) component. The weights ( ijw ) are 
estimated taking into consideration the following rules: 
1. The components account for decreasing maximum variances such that the first 
principal component, 
1 , is associated with the maximum explained variance 
(eigenvalue), the second principal component, 
2  is associated with the second 
maximum explained variance, and so on. 
2. The principal components are independent from each other. This condition is 
such that: 02211  jpipjiji wwwwww  ( ji  ; pi ,,1 ; pj ,,1 ); 
3. The scale of new variables (components) is fixed so that the overall variance is 
kept constant. This condition is given by: 1
22
2
2
1  ipii www   ( pi ,,1 )2. 
To choose how many principal components should be retained, we use the following 
criteria: 
1. Pearson’s criterion (Pearson, 1901) – retain a number pq  components that 
explain at least 80% of the total dispersion; 
2. Kaiser method (Kaiser, 1960) – retain only the components with eigenvalues 
(sum of squared loadings) greater than 1, as they explain more variance than the 
original variables; 
                                                 
2 This condition is necessary “because it is possible to increase the variance of a linear combination by 
changing the scale of the weights” (Sharma, 1996, p. 67). 
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3. “Elbow’s rule” (Cattell, 1966) – observe the graphical representation of the 
eigenvalues (scree plot) and retain the components for which    1  (being 
 the eigenvalue of the th principal component and  relatively small), that is, 
select the components which lay before the line presents a smooth slope (with a 
horizontal trend); 
4. Parallel Analysis (Horn, 1965) – considering an initial dataset of n observations 
and p variables, this procedure consists of generating k multivariate normal 
random samples of n observations and p variables from an identity correlation 
matrix and apply principal component analysis to the generated data. After 
comparing the eigenvalues generated and the eigenvalues of the initial dataset, we 
keep only the first components, whose eigenvalues from the initial dataset are 
larger than the eigenvalues from the generated sample3. 
The first criterion is not always applicable, since most of the times the retained 
components under the remaining criteria explain a lower percentage of the total variance. 
The second and third criteria tend to overestimate the number of components (Sharma, 
1996). Therefore, we should apply also the last criteria (Parallel Analysis), which works 
as a quality control tool to the previous ones. 
 
 
5.3. The Empirical Model 
In this section, we consider the 26 variables already described in chapter 3, which may 
pose as tourism demand attractors. Given the considerable number of variables, it is 
important to use PCA to combine the variables in a few main vectors, which can describe 
each county’s features in a more concise way. For each group of variables, the resulting 
vectors are not correlated, thus avoiding the multicollinearity present in the original 
variables (Abeyasekera, 2005; Maroco, 2003; Nardo et al., 2008; Pääkkönen and Seppälä, 
2014). These vectors (factors or components) are expected to explain most of the variance 
                                                 
3 This method can be used with standardized data and reduces the subjectivity linked to the “Elbow’s rule” 
criterion. In some cases, the scree plot may be so smooth (presenting a curve instead of a set of lines that 
connect points along the graph) that is impossible to decide on the number of components to retain (Sharma, 
1996). 
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of the original dataset, allowing a better understanding of the main reasons behind the 
counties ability to attract tourists. 
Before performing PCA, it is important to assess the factorability of the sample, which 
means assessing the degree of collinearity among variables. The analysis favours some 
degree of collinearity, but not the extreme of perfect or almost perfect collinearity (with 
correlation coefficients equal or close to 1 or -1). To make this assessment, we use two 
measures of sampling adequacy: Bartlett’s test of sphericity (Bartlett, 1950) and Kaiser-
Meyer-Olkin (KMO) (Kaiser, 1970). 
The Bartlett’s test of sphericity is used to verify the existence of homoscedasticity in the 
dataset and therefore if the correlation matrix is adequate for factoring. This test has the 
following hypothesis: 
 H0: Correlation matrix is an identity matrix 
 H1: Correlation matrix is NOT an identity matrix 
As the p-value is 0.000 and, thus, it is lower than the significance level (5%), the null 
hypothesis is rejected and the result is considered statistically significant. Thus, applying 
the PCA technique to our dataset is considered to be adequate4. 
The KMO measure is used to verify the overall sampling adequacy, allowing to assess 
the homogeneity of variables. Even though there are no statistical tests for this measure, 
there are some guidelines suggested by Kaiser and Rice (1974)5. Following these 
guidelines and comparing with the KMO value (0.794) (very close to 0.80), the sampling 
(correlation matrix) can be considered “middling” close to “meritorious”. This means that 
there is more than sufficient correlation among variables. Therefore, the correlation 
matrix is adequate for factoring. 
Proceeding with PCA, we present in Table 5.1 the eigenvalues (total variance explained) 
for the 26 components in the initial solution and for the 5 components retained in the 
                                                 
4 The Bartlett’s test of sphericity considers the assumption that variables follow a Normal distribution. As 
referred in section 3.3.2, all variables (except IPU, urban population) do not follow a Normal distribution 
and, therefore, the results of this test should be considered with caution. However, as previously mentioned, 
it is not a mandatory requirement to perform PCA that variables follow a Normal distribution. 
5 Kaiser and Rice (1974) suggest that for KMO values equal or above 0.90 the sampling is marvellous, 
KMO values in the 0.80s the sampling is meritorious, in the 0.70s middling, in the 0.60s mediocre, in the 
0.50s miserable and below 0.50 unacceptable. 
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rotated solution. The initial solution is a solution that comprises a number of components 
equal to the number of explanatory variables included in this analysis, and in this solution 
we have all the variance explained by the 26 components. For the rotated solution, we use 
the varimax rotation method (Kaiser, 1958) with Kaiser Normalization (rotation 
converged in 7 iterations) to better interpret the weights of each of the initial variables 
represented in each of the 5 components. The objective of this method is that each of the 
initial variables is strongly associated with one component and weakly associated with 
the other components.  
In the first column of Table 5.1 are the 26 components and in the second are the sum of 
squared loadings (eigenvalues) in the initial solution for each of the 26 components. The 
third column contains the percentage of the variance explained by each of the 26 
components in the total variance explained (100) in the initial solution and the fourth 
column contains the cumulative percentage of the variance explained by the 26 
components. In the three last columns, we provide similar information to the previous 
three columns but for the rotated solution. In these three columns we present just the 
values for the retained components, being the number of retained columns discussed 
below.  
Observing Table 5.1 and considering the Pearson’s criterion, we would retain the first 10 
components, which explain 80.487% of the total variance. However, looking at the 
criteria proposed by Kaiser (1960) and considering the initial eigenvalues, we should only 
keep the first seven components, as the 7th component presents a eigenvalue higher than 
1 (1.130) and the 8th component presents a eigenvalue lower than 1 (0.980). The 
eigenvalues of the first seven components are higher than one, meaning that each of these 
components give more information than the original variables individually give. 
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Table 5.1: Total variance explained by the 26 principal components 
Component 
Initial solution Rotated solution 
Eigenvalue % of Variance Cumulative % Eigenvalue % of Variance Cumulative % 
1 8.166 31.409 31.409 5.282 20.316 20.316 
2 2.598 9.991 41.400 3.436 13.215 33.531 
3 1.947 7.490 48.890 2.513 9.667 43.198 
4 1.665 6.402 55.292 2.388 9.187 52.384 
5 1.568 6.030 61.321 2.324 8.937 61.321 
6 1.227 4.721 66.042    
7 1.130 4.344 70.387    
8 0.980 3.771 74.157    
9 0.904 3.478 77.635    
10 0.741 2.851 80.487    
11 0.672 2.584 83.071    
12 0.626 2.408 85.479    
13 0.563 2.165 87.644    
14 0.550 2.115 89.759    
15 0.466 1.793 91.552    
16 0.432 1.662 93.214    
17 0.378 1.455 94.669    
18 0.308 1.185 95.853    
19 0.260 1.000 96.853    
20 0.245 0.940 97.794    
21 0.223 0.859 98.653    
22 0.144 0.555 99.207    
23 0.108 0.414 99.622    
24 0.054 0.209 99.830    
25 0.037 0.143 99.973    
26 0.007 0.027 100.000    
 
The scree plot, in Figure 5.1, plots the eigenvalues of the 26 components (which are in 
the second column of Table 5.1) in the x-axis and the component number of the 26 
components in the y-axis. Considering the “Elbow’s rule”, we look for the line section in 
the scree plot where the line changes from a sharp to a smooth slope, forming an “elbow”. 
Observing the scree plot we see two cases where the line has a smooth slope after a sharp 
slope: from the 6th to the 7th component and from the 4th to the 5th component. As it is not 
clear if we should retain 5 or 3 principal components, we need to look for the 4th criterion 
presented in the previous section, called parallel analysis. 
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Figure 5.1: Scree plot 
 
 
Parallel Analysis simulation is made with the software Monte Carlo PCA for Parallel 
Analysis (Watkins, 2000), in which we define the number of variables (26), subjects (155) 
and replications (100)6. The simulation generates eigenvalues that we compare with our 
initial eigenvalues (in the second column of Table 5.1). The parallel analysis criterion 
functions in the following way: as long as the simulated eigenvalue is lower than the 
corresponding initial eigenvalue, we keep the associated components. Thus, considering 
that the simulated eigenvalue of the 5th component is lower than our 5th initial eigenvalue 
and the generated eigenvalue of the 6th component is greater than our 6th initial 
eigenvalue, we keep the first 5 components. Given that the Kaiser and the “Elbow’s rule” 
criteria may overestimate the number of components to retain (Sharma, 1996) and the 
conclusion from the parallel analysis is the same as one of the conclusions we reach 
observing Figure 5.1, we retain the first 5 components obtained with PCA. As it can be 
seen in Table 5.1, the first principal component explains 20.3% of the variance of the 
                                                 
6 Watkins (2000) recommends replicating 40 to 100 for obtaining stable results. 
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initial 26 variables, a much higher percentage than the following components. The second 
component explains 13.2% of the total variance, the third explains about 9.7%, the fourth 
9.2 % and the fifth 8.9%. Together the retained components explain 61% of the total 
variance, meaning that 39% of the data variance is not explained by these components. 
Table 5.2 combines the Rotated Component Matrix, which includes the rotated factor 
loadings, with the communalities7 for each variable. In the first column are the initial 
variables and in the following five columns are the rotated factor loadings, being each 
one for a component. The rotated factor loadings represent simultaneously the weight of 
each variable has in each component and the correlation between each variable and 
component and, therefore, the values range from -1 to 1. The last column depicts the 
percentage of the variance of each initial variable that is explained by the 5 retained 
components. 
Providing an example of a variable, may provide a better understanding of the values in 
Table 5.2. For example, variable IUA (urban area) weights 0.317 in the 1st component, 
0.152 in the 2nd, 0.732 in the 3rd, 0.001 in the 4th and -0.120 in the 5th. Analysing these 
values, we can say that IUA is highly correlated to component 3, it is not correlated with 
component 4 and has low correlation coefficients with the other components (being one 
of them, with component 5, negative). The communality value of IUA 0.674 allows us to 
state that this variable information is well explained by the 5 retained components, being 
67.4% of IUA’s variance explained by the 5 components. 
Considering the communalities, we can say that the majority of variables has a 
considerable amount of their variance explained by the retained components, being the 
ITM (ATM) the variable with the largest amount of its variance (0.943) explained by the 
first 5 components. However, there are some variables whose amount of variance 
explained by the retained components is low (below 0.5), such as IPU (urban population) 
that is the variable presenting the lowest amount of variance (0.334) explained by the first 
5 components. 
 
 
                                                 
7 A communality is the proportion of a variable's explained variance by the retained components. 
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Table 5.2: Rotated Component Loadings and Communalities 
Variable 
Rotated Component Loading 
Communality 
1 2 3 4 5 
IUA 0.317 0.152 0.732 0.001 -0.120 0.674 
IUP 0.678 0.327 0.037 -0.030 0.050 0.571 
IAA -0.163 0.014 -0.070 0.707 0.262 0.601 
IFA -0.049 0.125 0.020 0.721 -0.053 0.541 
INN -0.067 -0.140 -0.059 0.066 0.832 0.724 
ISP -0.076 0.000 -0.027 0.059 0.747 0.569 
IPA 0.000 -0.102 -0.061 0.101 0.766 0.612 
IBW 0.595 0.276 -0.304 -0.183 0.136 0.574 
IDC -0.324 -0.498 -0.091 0.489 0.173 0.630 
IEE 0.814 0.177 0.201 -0.107 -0.057 0.749 
ITE -0.094 -0.191 -0.590 0.181 0.153 0.449 
ISV 0.084 0.527 -0.037 0.220 0.117 0.349 
INM 0.189 0.092 0.503 0.407 0.149 0.485 
IIC 0.260 0.774 -0.041 -0.025 -0.106 0.679 
IFD 0.837 0.045 0.031 -0.234 -0.222 0.808 
IVF 0.077 0.597 0.126 -0.084 -0.264 0.455 
INV 0.387 0.642 -0.017 0.213 -0.007 0.608 
IPU 0.342 0.373 0.150 0.091 -0.217 0.334 
IPD 0.801 0.018 0.058 -0.260 -0.236 0.768 
IEP -0.283 -0.549 -0.450 0.402 0.183 0.780 
ISS -0.266 -0.576 -0.451 0.434 0.074 0.799 
ISE 0.622 0.159 0.309 0.282 0.023 0.588 
IFR 0.747 0.284 0.044 -0.071 0.070 0.650 
IPH -0.204 -0.479 -0.415 0.446 0.028 0.643 
ITM 0.824 0.266 0.426 0.052 -0.090 0.943 
ITP -0.095 -0.184 0.563 -0.006 0.006 0.360 
 
The component score coefficient matrix (Table 5.3) has in the first column the initial 
variables and in the remaining 5 columns (each for a component) are the component score 
coefficients. The component score coefficients are the eigenvectors of the variables for 
each component. These values are used to compute the 5 components score for each 
county. The component score for a county results from the sum of the multiplications 
between the component score coefficients of a component and the standardized values of 
the variables. 
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Table 5.3: Component Score Coefficient Matrix 
Variable 
Component Score Coefficient 
1 2 3 4 5 
IUA 0.011 -0.062 0.320 0.050 -0.008 
IUP 0.143 0.030 -0.063 0.022 0.054 
IAA -0.011 0.078 0.005 0.303 0.039 
IFA -0.005 0.085 0.013 0.360 -0.109 
INN 0.020 -0.001 0.038 -0.080 0.398 
ISP -0.012 0.058 0.036 -0.069 0.366 
IPA 0.034 0.002 0.025 -0.051 0.363 
IBW 0.146 0.054 -0.220 -0.075 0.094 
IDC 0.023 -0.142 0.047 0.184 -0.009 
IEE 0.193 -0.088 0.015 0.003 0.013 
ITE 0.061 -0.002 -0.257 0.047 0.010 
ISV -0.054 0.248 -0.065 0.112 0.058 
INM 0.023 -0.019 0.245 0.201 0.059 
IIC -0.058 0.313 -0.121 0.036 -0.008 
IFD 0.229 -0.150 -0.071 -0.045 -0.071 
IVF -0.099 0.237 -0.017 0.016 -0.082 
INV 0.014 0.239 -0.096 0.142 0.007 
IPU 0.028 0.090 0.002 0.102 -0.089 
IPD 0.220 -0.160 -0.053 -0.058 -0.075 
IEP 0.068 -0.141 -0.133 0.134 -0.016 
ISS 0.078 -0.161 -0.137 0.163 -0.076 
ISE 0.149 -0.057 0.098 0.175 0.008 
IFR 0.169 -0.003 -0.060 0.002 0.068 
IPH 0.077 -0.133 -0.136 0.181 -0.093 
ITM 0.170 -0.067 0.120 0.092 -0.006 
ITP -0.040 -0.123 0.307 -0.003 0.025 
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Considering the values in Table 5.3, the five components are as follows: 
ITPITM
IPHIFRISEISSIEPIPD
IPUINVIVFIFDIICINM
ISVITEIEEIDCIBWIPA
ISPINNIFAIAAIUPIUA
040,0170,0
077,0169,0149,0078,0068,0220,0
028,0014,0099,0229,0058,0023,0
054,0061,0193,0023,0146,0034,0
012,0020,0005,0011,0143,0011,01





 
ITPITM
IPHIFRISEISSIEPIPD
IPUINVIVFIFDIICINM
ISVITEIEEIDCIBWIPA
ISPINNIFAIAAIUPIUA
123,0067,0
133,0003,0057,0161,0141,0160,0
090,0239,0237,0150,0313,0019,0
248,0002,0088,0142,0054,0002,0
058,0001,0085,0078,0030,0062,02





 
ITPITM
IPHIFRISEISSIEPIPD
IPUINVIVFIFDIICINM
ISVITEIEEIDCIBWIPA
ISPINNIFAIAAIUPIUA
307,0120,0
136,0060,0098,0137,0133,0053,0
002,0096,0017,0071,0121,0245,0
065,0257,0015,0047,0220,0025,0
036,0038,0013,0005,0063,0320,03





 
ITPITM
IPHIFRISEISSIEPIPD
IPUINVIVFIFDIICINM
ISVITEIEEIDCIBWIPA
ISPINNIFAIAAIUPIUA
003,0092,0
181,0002,0175,0163,0134,0058,0
102,0142,0016,0045,0036,0201,0
112,0047,0003,0184,0075,0051,0
069,0080,0360,0303,0022,0050,04





       
ITPITM
IPHIFRISEISSIEPIPD
IPUINVIVFIFDIICINM
ISVITEIEEIDCIBWIPA
ISPINNIFAIAAIUPIUA
025,0006,0
093,0068,0008,0076,0016,0075,0
089,0007,0082,0071,0008,0059,0
058,0010,0013,0009,0094,0363,0
366,0398,0109,0039,0054,0008,05





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As described in the previous section, to obtain a supply measure, we need to compute the 
relative importance of each component, which is obtained by calculating the ratio of the 
component eigenvalue (explained variance or sum of squared loadings) to the sum of the 
eigenvalues of the 5 retained components. In Table 5.4, we have the components in the 
first column, the explained variances in the second column and the percentage (and its 
calculation) of the explained variances on the sum of explained variances of the 5 retained 
components. 
Observing the table below, we can say that the first component accounts for 51% of the 
explained variance of the retained components, thus being the most important component 
of the 5 retained. The second component explained variance represents 16% of the 
explained variance of the retained components, the third component represents 12%, the 
fourth component represents 11% and the fifth component represents 10%. 
Table 5.4: Supply relevance of components 
Component Explained variance Percentage of explained variance 
PCA1 8.166 8.166 / 15.944 = 51.22% 
PCA2 2.598 2.598 / 15.944 = 16.29% 
PCA3 1.947 1.947 / 15.944 = 12.21% 
PCA4 1.665 1.665 / 15.944 = 10.44% 
PCA5 1.568 1.568 / 15.944 =   9.83% 
Total 15.944 100.00% 
 
 
5.4. Results discussion 
5.4.1. Interpretation of the estimates 
The values in the rotated component matrix (Table 5.2) allow us to label the principal 
components retained: 
 PC1 can be labelled as urban, because firms’ density (IFD), ATMs (ITM), 
expenditure on environment protection (IEE), population density (IPD), foreign 
residents (IFR), urban equipment parks and tourism area (IUP), students enrolled 
in higher education (ISE) and bathing waters (IBW) are the variables that 
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influence more the 1st component and most of these variables can be linked to the 
features of large urban centres; 
 PC2 can be named as wealth, as the variables that mostly influence this 
component are income per capita (IIC), new vehicles sold (INV), turnover per 
firm (IVF) and spectators and visitors (ISV) with a positive impact and social 
security pensioners (ISS) and elderly population (IEP) with a negative impact; 
 PC3 can be labelled as infrastructures, as the variables that mostly influence this 
component are urban area (IUA), Termas de Portugal (ITP), and national 
monuments (INM) with a positive impact and total expenditure on cultural and 
sports activities and environmental protection (ITE) with a negative impact; 
 PC4 can be named as rural, because forest area (IFA) and agricultural area (IAA) 
are the variables that influence more the 4th component. This component is also 
positively related to distance to coast (IDC), pharmacies (IPH), social security 
pensioners (ISS) and elderly population (IEP), even though with a smaller impact, 
which are also common features of rural areas; 
 PC5 can be labelled as nature, because variables Natura 2000 Network area 
(INN), special protection areas (ISP), protected areas (IPA) have a positive impact 
in this component. 
Components allow to distinguish counties with great values of the main features 
(variables) from counties with low values of the same features. For example, the wealth 
component clearly distinguishes counties with high income per capita, large number of 
new vehicles sold (among other features), from the counties with a low income per capita 
and a low number of new vehicles sold. 
After labelling the components retained, we can draw some conclusions about their 
importance in terms of explained variance. Being the urban component the one that 
accounts more than half of the explained variance of the 5 components, we can say that 
the urban features of a county give a great contribution to the county attractiveness. The 
wealth of a county is important as it may attract or repulse tourists, depending on their 
evaluation of a county level of prices. The diversity, quantity and quality of infrastructures 
also influences tourists’ choice for a destination. Rural features of a county can be seen 
as attractive or repulsive to tourists and it accounts only for 11% of the explained 
variance. The low importance of the nature component can be linked with the restrictions 
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to construction in protected areas, thus allowing only small accommodations, which do 
not allow a high number of overnights. 
 
5.4.2. Tourism Attraction Index for mainland Portuguese counties 
Considering the procedures mentioned in section 5.2 to obtain an overall measure of 
attractiveness, we computed the TAI value for all counties in our initial sample of 176 
observations. So, besides the 155 counties considered in PCA, we also consider the 21 
counties excluded from the PCA for the TAI ranking, because their exclusion from PCA 
was just to avoid distorting the analysis results as mentioned in section 3.3.2. Although 
we did not obtai the component scores for these counties when performing PCA, we 
calculated manually those component scores8. 
Table 5.5 presents the highest and the lowest 20 TAI values and respective counties9. The 
first and fourth columns show the names of the counties ranked by their TAI from highest 
to lowest. The second and fifth columns display the corresponding TAI values and the 
third and sixth columns the counties’ ranking order. 
 
 
 
 
 
 
 
 
                                                 
8 To obtain the component score of a county and for a component, first we standardized the initial variables 
values for that county, using the average and the standard deviation of the 155 counties used in PCA. Then 
we multiply the standardized values of the initial variables by the component coefficient scores presented 
in Table 5.3. Finally, we sum those multiplications to obtain a component score for one of those 21 excluded 
counties. 
9 The full ranking appears in Appendix 5. 
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Table 5.5: Counties Ranking using PCA 
County 
TAI 
County 
TAI 
Value Ranking Value Ranking 
Lisboa 200.000000 1 … … … 
Albufeira 107.723576 2 Alcanena 0.776271 157 
Porto 74.472792 3 Sousel 0.730107 158 
Loulé 42.270554 4 Alvaiázere 0.721789 159 
Cascais 41.599199 5 Vidigueira 0.717557 160 
Portimão 33.840017 6 Bombarral 0.706365 161 
Sintra 30.624643 7 Oleiros 0.670238 162 
Coimbra 27.312583 8 Tarouca 0.601420 163 
Oeiras 24.441120 9 Figueiró dos Vinhos 0.569125 164 
Amadora 23.934278 10 V.ª Velha de Ródão 0.531713 165 
Almada 22.442058 11 Alpiarça 0.460645 166 
V.ª Nova de Gaia 22.130174 12 Pedrógrão Grande 0.453679 167 
Lagoa 19.737948 13 Pampilhosa da Serra 0.449152 168 
Matosinhos 19.687232 14 S. João da Pesqueira 0.431534 169 
Braga 18.952341 15 Murça 0.402387 170 
V.ª Real Sto. António 18.180758 16 Sardoal 0.379147 171 
Évora 17.658460 17 Vieira do Minho 0.335942 172 
Odivelas 17.029284 18 Sernancelhe 0.176761 173 
Lagos 16.630961 19 Cabeceiras de Basto 0.127002 174 
Faro 14.468269 20 V.ª Nova de Poiares 0.028897 175 
… … … Celorico de Basto 0.000000 176 
 
As expected and as seen in the previous chapter, the main urban centres of Lisboa and 
Porto have the highest positions in the rank. Their neighbouring counties and most of the 
counties in the Algarve region occupy the first positions in the ranking. Other counties 
ranked in the top 20 sharing the same features are Cascais, Sintra, Coimbra, Braga and 
Évora. Even though some of these counties (Cascais and Sintra) do not share boundaries 
with Lisboa, their tourism and other economic activities are extremely connected to the 
capital. Cascais’ position is also justified by its beaches. Monuments and other cultural 
infrastructures, as well as the UNESCO World Heritage classification of Sintra’s cultural 
landscape justify its position in the ranking. Braga is one of the most important urban 
centres in the northern region, accounting for one of the highest firms’ density (103.6 
companies per km2 in the average of the analysed period) and a great amount of students 
enrolled in the two county’s university (Universidade do Minho and Universidade 
Católica Portuguesa), being also known for its monuments, churches and religious 
traditions. Coimbra and Évora are other two counties known not only for its monuments 
and the UNESCO World Heritage classification of “University of Coimbra – Alta and 
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Sofia” and the Historic Centre of Évora, respectively, but also for its students. The main 
surprise of the top 20 is Odivelas, because this county has no accommodations available 
and it is well known as the dormitory of Lisboa, having no touristic interest. Therefore, 
the demand measure of this county is zero and its TAI value results only from the supply 
measure. So, this high ranking position can only be justified by the proximity to Lisboa 
and for having urban features similar to Lisboa10. The high ranking position of Odivelas 
could mean that if this county had available accommodations, there would be demand for 
them and they would be possibly used by tourists visiting Lisboa. 
The 20 least attractive counties are rural areas and economically poor counties located 
away from the sea. Therefore, most of these counties do not surprise us to be in those 
positions. However, Murça and São João da Pesqueira may be surprising for being in the 
lowest 20 positions. Murça and São João da Pesqueira are two counties located in the 
Alto Douro Wine Region, which was classified in 2001 as UNESCO World Heritage, 
with plenty of estates for wine production that may offer eno-touristic services. As these 
two counties have some features that are attractive to tourists, we believe they have 
potential to increase their ranking positions in the next years. 
Figure 5.2 shows the geographical distribution of the 20 highest and 50 lowest counties 
in the TAI ranking across a map of mainland Portugal. In blue are the 20 higher ranked 
counties, in red the 20 lower ones and in yellow the counties in lowest 21 to 50 positions 
of the TAI ranking. Lisboa, the highest ranked county, is marked with a blue star. 
We can see that all the top 20 counties, except Coimbra and Évora, are located along the 
coastline and concentrated in the Algarve, Lisboa and Porto regions. The counties in the 
50 lowest ranking positions are all located away from the sea. Even though Vila Verde 
(close to Figueira da Foz) and São Brás de Alportel (close to Faro) seem to be located in 
the coast line, they do not have coast. 
                                                 
10 The component score of the urban component for this county is the 6th highest. Also, the urban component 
accounts for 51% of the supply measure, which further contributes to the TAI value of Odivelas. 
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Figure 5.2: Map of the 20 highest and 50 lowest counties of mainland Portugal in the TAI 
ranking using PCA 
 
Source: Authors and Google maps 
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5.5. Conclusion 
In this chapter, using the principal component analysis method, we aggregate the initial 
26 independent variables into 5 components that constitute a measure for the supply side 
of tourism business. These retained components, labelled as urban, wealth, 
infrastructures, rural and nature, explain more than 60% of the variance of the initial 
variables. Before performing PCA, we looked at two measures of sampling adequacy (the 
Bartlett’s test of sphericity and KMO measure) that testify the adequacy of the dataset to 
factoring. 
The supply side measure combined with the nights spent variable (dependent variable) 
constitute the TAI measure. The results, presented in Table 5.5 and Figure 5.2, allow us 
to draw some conclusions, similar to those drawn with the RA methodology: Lisboa, 
Porto and Algarve regions have most of the counties ranked in the top 20 positions, while 
inland counties occupy the lowest 50 positions. Although Odivelas is a neighbouring 
county of Lisboa, its position in the top 20 was a surprise, since it is a county that functions 
as Lisboa’s dormitory and has no accommodations available. Instead of Odivelas, we 
expected some other counties to be in the first 20 positions. Some examples are counties 
between the 21st and 30th positions: Setúbal (ranked 21), Tavira (ranked 22), Aveiro 
(ranked 24), Maia (ranked 27), Viseu (ranked 29) and Guimarães (ranked 30). Setúbal 
and Maia could be in one of the highest positions due to their proximity to Lisboa and 
Porto, respectively, as well as for their economics dynamics. Tavira was expected to be 
in the top 20 due to being located in the Algarve region and for its popularity as a seaside 
destination. Aveiro could be as well in a higher ranking position, because of its Ria and 
channels and the protected area Dunas de São Jacinto, as well as having a great number 
of higher education students, which also influence some tourists to visit this county. We 
also believe Guimarães could be better positioned, because it is a culturally rich and 
dynamic county, which has a UNESCO World Heritage cultural site (its Historic Centre). 
Although Viseu is usually forgotten by most Portuguese tourists and tour operators, its 
25th position in the ranking suggests it is a county with potential to increase its ranking 
position and to be more attractive and memorable to visitors. 
In the next chapter we provide some overall conclusions and policy implications of this 
study. 
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Chapter 6 – Conclusion 
 
The tourism sector is one of the world’s largest economic activities. Portugal is no 
exception and, in 2012, this sector exports represented 5% of the GDP, 43% of services 
exports and 15% of the total exports (PORDATA, 2015). 
Considering the importance of the tourism sector for the national economy, the aim of 
this study is to identify the factors that contribute to the tourism competitiveness in each 
of the 176 counties of mainland Portugal. For this purpose, we use Regression Analysis 
(RA) and Principal Components Analysis (PCA) methodologies to create a tool that 
allows for the ranking of these counties’ capacity of attracting tourism demand, which is 
named “Tourism Attraction Index” (TAI). The TAI allows us to recognize what makes a 
county less attractive to tourists and what contributes to increase tourism demand in its 
territory. Moreover, the TAI also permits to distinguish the most relevant factors from the 
factors with low impact on a county tourism attractiveness. To know which factors are 
more important in the choice of a destination, we use only secondary data, having 
collected 29 explanatory variables (27 quantitative and 2 qualitative), most of them from 
INE, which characterize several important dimensions that characterize the Portuguese 
counties. 
In tourism attractiveness studies, authors mostly use primary data, collected through 
questionnaires, the factor analysis methodology and countries or regions as units of 
measurement. Regression analysis is usually used as confirmatory of other methods and 
principal component analysis is not one of the most popular methods in tourism 
attractiveness studies. Using secondary data, counties and these two statistical techniques 
in the construction of Tourism Attraction Indexes, we aim to contribute with an additional 
study to the few existing in this area with these methodologies and type of data. Also, to 
the best of our knowledge, there are no empirical studies on Tourism Attraction Indexes 
applied to all Portuguese mainland counties. 
For the regression analysis methodology, we selected 20 from the 29 available 
explanatory variables, discarding the variables that either provide similar information 
(collinear) or do not have a relevant linear relationship with the tourism demand variable. 
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Then, we used the Henry’s (1995) general-to-specific methodology to estimate the 
regression and end up with 5 from the initial 20 explanatory variables in the final 
parsimonious model, which also include as regressors the squares of two of these 
variables, 5 dummies accounting for outlier counties and a multiplicative dummy 
variable. ITM (number of ATMs) is the explanatory variable with the highest weight 
(1.811112) in this model, followed by IUA (urban area) with a negative weight                     
(-0.850055). Also with a negative contribution, but with a much lower weight in the TAI 
measure are the distance to coast (-0.006722), firms’ density (-0.000924) and income per 
capita (-0.009033) variables. The squared variables of distance to coast and firms’ density 
have a residual weight in this model (2.16E-05 and 9.13E-08, respectively). All dummy 
variables, except the one that represents simultaneously the counties of Braga, Vila Nova 
de Gaia and Coimbra (with a coefficient of -0.889624), have higher weights than ITM, 
with coefficients ranging from 1.912034 up to 20.51148, also contributing to define a 
county attractiveness as a destination. The highest coefficient in the model (20.51148) 
refers to the dummy variable D_ALBSIN that refers to Albufeira and Sintra. The model 
also includes a multiplicative dummy variable that combines D_ALBSIN and urban area 
(IUA) with a relevant weight, being the second highest coefficient (-15.63171) of this 
model. The diagnostic tests performed on the model’s statistical reliability allowed us to 
conclude it is a statistically robust model. 
The TAI ranking obtained using regression analysis is also consistent with our 
expectations given the adequacy of the model to the Portuguese reality: ranked in the top 
20 most attractive counties are Lisboa, Porto, some of their neighbouring counties and 
some Algarve counties; in the 20 least attractive counties are mostly inland counties in 
the north and centre regions. Lisboa, Porto, Aveiro and Coimbra are in the top 20, due to 
their cultural and economic dimension, as well as the weight of their Universities. The 
Algarve counties rank in the highest positions, because they have been well established 
tourism destinations for decades. However, there are some unexpected results both in the 
highest and in the lowest positions of the ranking: Ourém, a rural county with no attraction 
other than Fátima Sanctuary, is ranked 7th and Santarém, also a mainly rural territory, is 
ranked 20th mainly due to its Gothic monuments and to its higher education students; 
Odivelas, Alcochete and Espinho are on the lowest positions besides their proximity to 
the main urban centres of Lisboa and Porto, respectively. The more accessible a 
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destination is, the more attractive it can be (Nyberg, 1995). Thus, the proximity to the 
main highways can be a further contribution to the top ranking of the first 20 counties 
that mostly spread along the main highway (A1) linking Lisboa and Porto. 
For the PCA methodology, we selected 26 from the 29 collected explanatory variables. 
The data used for this methodology was tested to assess the sample factorability and we 
concluded for its adequacy for PCA methodology. Thus, applying the PCA technique to 
our dataset is considered to be adequate. Using PCA, we obtain 5 principal components 
from the 26 initial variables, which were named according to the most relevant variables 
within those components: urban, wealth, infrastructures, rural and nature. These 
dimensions represent 61.32% of the initial 26 variables explained variance. The first 
component, urban, accounts for the highest explained variance, representing 51.32% of 
the total variance explained by the 5 components. Therefore, the variables with the highest 
contribution to counties’ attractiveness are the ones that are better represented by the first 
component: firms’ density, ATMs, expenditure on environment protection and population 
density. 
Using this methodology, we obtain a TAI ranking quite similar to the one obtained using 
RA. Most of the counties in the top 20 are in Lisboa, Porto or Algarve regions and all 
counties in the bottom 20 are inland rural counties, most of them in the north and centre 
regions. Nevertheless, there are some contradictory results in the ranking. For example, 
Odivelas ranks 18th with the PCA and 174th with RA. Although this is a neighbouring 
county of Lisboa, we would expect Odivelas to be ranked lower for having no lodging 
capacity. We also thought that São João da Pesqueira and Murça (ranked 169 and 170, 
respectively) would be better positioned in the ranking for being in the Alto Douro Wine 
Region, which is classified as a world heritage site and offers eno-touristic services. Being 
eno-tourism, a segment that lately is the biggest responsible for the growth of Portuguese 
tourism (Sousa, 2014), we believe on their potential to go up in the ranking. 
The number of ATMs is the explanatory variable that contributes more to the TAI of a 
county obtained using either of the methodologies: it has the highest coefficient of the 
regression model (1.81); it is the variable with the largest amount of its variance (0.943) 
explained by the 5 components and it has the second most significant weight (0.824) in 
the first component. Firms’ density is another variable represented in both models, but 
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while its coefficient in the regression model is quite low (-0.000924), it is the variable 
with the second largest amount of its variance (0.808) explained by the 5 components and 
it has the most significant weight (0.837) in the first component. Therefore, the economic 
activity of a county can be seen as extremely important to a county attractiveness. The 
other 3 explanatory variables (urban area, distance to coast and income per capita) 
included in the regression model also have relevant communalities, being more than 63% 
(or more) of their variance explained by the 5 components. So, urban seaside counties 
with high income per capita have a higher TAI and, consequently, are better positioned 
in the rankings. The main urban centres and Algarve region have these features and hence 
occupy the highest 20 positions. 
Although the TAI rankings obtained using RA and PCA have several resemblances in 
most of the counties, there are some discrepancies that cannot be ignored, being Odivelas 
the most ‘screaming’ case. However, these discrepancies can be justified by the 
differences in the number of variables (5 for the RA and 26 for the PCA) and counties 
(176 for the RA and 155 for the PCA), as well as being methodologies with different 
objectives (coefficient estimates, in the case of the RA, and percentage of explained 
variance, in the case of the PCA). Nevertheless, these discrepancies do not suffice to 
damage the solid consistency of the two methods’ rankings. 
In addition to determine the factors that contribute more to the attractiveness of a county 
and to rank accordingly the mainland Portuguese counties, these models can also be used 
to infer the number of nights spent in counties with confidential information on this 
variable, as long as the explanatory variables values are available for those counties. 
Moreover, even if the sample relates to mainland Portugal it is not unwise to use these 
results to estimate the TAIs of other similar territories; for instance, Spain, south of 
France, Greece or Turkey. 
For future research we suggest the inclusion of some other explanatory variables, such as 
the pollution levels to the environmental dimension and events (like fairs, festivals, 
traditions) to the cultural dimension. We also propose grouping some obvious outliers 
that have several features in common. The possibility of excluding Algarve from the 
country analysis and treat it as a separate region due to the several outliers is also another 
possible via worth following. 
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This dissertation provides valuable information to tourism agents and local authorities, 
giving them a better insight on the counties reality and the factors contributing to their 
attractiveness. Local governments would also be able to design more informed policy 
measures to increase their tourism demand levels. Considering the rankings and the 
values of explanatory variables, we recommend that tourism regional entities should take 
additional measures, focusing on the aspects considered in the most relevant variables, in 
order to maximize their potential in terms of capacity to attract tourists. 
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Appendix 1 – Correlation coefficients matrix 
 
In the table below, we present the correlation coefficients matrix, including the dependent variable 
and all 29 explanatory variables (27 quantitative and 2 qualitative). In the first column and in the first 
row are the acronyms of the variables used in this dissertation. Below and in front of the first row and 
column are the correlation coefficients (CCs) between variables. CCs vary from -1 to +1. While a CC 
close or equal to 1 means that variables are not linearly correlated, a CC close or equal to -1 or +1, 
means total negative or positive correlation between variables. In the diagonal of the table, we see 
immediately CCs equal to 1, because those CCs are between the same variable. 
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Appendix 2 – Scatter plots of ANS and some explanatory 
variables (with low linear correlations with ANS) 
 
A scatter plot is a diagram that displays two variables’ values simultaneously, represented 
in this case by the blue dots, and, therefore, it is used to identify the kind of relationship 
between the variables represented. The scatter plots in this appendix relate the dependent 
variable (ANS), represented in the y-axis, with some explanatory variables, represented 
in x-axis, which have very low linear correlations with ANS (AUA, AAA, AFA, ANN, 
ASP, APA, APH, ATP and DPP). Observing the scatter plots below, we assume that there 
are no relevant linear relationships between ANS and those explanatory variables. 
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Appendix 3 – Descriptive statistics, histograms, Q-Q 
plots and boxplots 
 
Descriptive statistics 
In the table below, we present the most relevant descriptive statistics for each variable (in 
the first column) considered in this study including three types of measures: location 
measures (mean and median), dispersion measures (standard deviation, range, 
interquartile range) and measures of distribution shape (skewness and kurtosis). Besides, 
we present two order statistics (minimum and maximum), as well as the statistics and p-
value of the Jarque-Bera test. 
 
Statistic  Probability
ANS 179704.79 29508.50 721284.51 0.00 6466336.67 6466336.67 81763.63 7.60 62.56 28744.61 0.000000
AUA 20.15 12.97 19.93 0.92 126.68 125.76 21.18 2.09 5.64 344.44 0.000000
AUP 2.80 0.96 4.27 0.00 20.82 20.82 3.61 2.31 5.37 350.21 0.000000
AAA 163.57 74.36 229.51 0.39 1185.88 1185.49 171.18 2.46 6.27 443.67 0.000000
AFA 243.34 125.50 329.24 0.00 2000.00 2000.00 248.81 2.68 8.96 758.75 0.000000
ANN 55.66 7.48 112.06 0.00 753.89 753.89 63.50 3.60 15.95 2129.43 0.000000
ASP 33.07 0.00 87.67 0.00 681.48 681.48 12.59 4.26 22.82 4118.80 0.000000
APA 27.58 0.00 64.85 0.00 436.99 436.99 12.45 3.17 12.05 1290.63 0.000000
ABW 2.09 0.00 3.92 0.00 24.00 24.00 2.75 2.70 8.48 703.73 0.000000
ADC 69.63 47.60 63.29 0.20 261.00 260.80 102.30 0.81 -0.35 19.83 0.000049
AEE 2691.07 982.17 7078.34 52.67 79372.00 79319.33 1938.33 8.18 81.45 47838.14 0.000000
ATE 153.56 129.45 93.01 35.99 589.72 553.74 112.00 1.70 4.02 193.41 0.000000
ASV 1289.70 395.81 2727.69 0.00 20241.94 20241.94 1650.11 5.12 30.81 7314.47 0.000000
ANM 3.36 2.00 6.64 0.00 58.00 58.00 3.00 5.24 34.97 9243.17 0.000000
AIC 869.93 849.08 159.92 645.55 1702.05 1056.51 145.28 2.28 7.76 563.38 0.000000
AFD 48.39 8.92 139.18 0.53 1146.13 1145.60 25.72 5.34 32.64 8184.06 0.000000
AVF 205.73 156.88 161.94 56.33 1073.07 1016.73 130.72 3.03 11.39 1158.35 0.000000
ANV 14.22 13.37 6.10 6.75 66.70 59.95 4.59 4.68 33.85 8551.06 0.000000
APU 0.35 0.33 0.28 0.00 1.00 1.00 0.54 0.27 -0.68 5.52 0.063144
APD 421.62 91.97 1040.72 6.77 7293.50 7286.73 240.33 4.39 21.37 3708.38 0.000000
AEP 0.12 0.11 0.05 0.05 0.27 0.22 0.05 1.05 1.08 39.52 0.000000
ASS 0.33 0.32 0.09 0.16 0.59 0.43 0.13 0.61 -0.16 10.85 0.004404
ASE 2123.02 0.00 10607.19 0.00 120049.33 120049.33 440.25 9.08 93.03 62270.82 0.000000
AFR 2090.27 487.00 5188.06 8.00 43879.00 43871.00 1279.42 5.35 34.81 9201.87 0.000000
APH 0.37 0.31 0.19 0.15 1.01 0.86 0.21 1.51 1.91 89.82 0.000000
ATM 62.97 24.00 136.16 2.00 1533.67 1531.67 54.25 7.83 79.11 45072.07 0.000000
ATP 0.16 0.00 0.42 0.00 2.00 2.00 0.00 2.52 5.94 424.20 0.000000
ALC 1368.57 316.36 4595.55 0.00 43607.05 43607.05 935.09 7.18 58.09 24829.65 0.000000
DPP 0.15 0.00 0.36 0.00 1.00 1.00 0.00 1.94 1.78 129.71 0.000000
DWH 0.09 0.00 0.29 0.00 1.00 1.00 0.00 2.87 6.31 510.47 0.000000
Range
Interquartile 
Range
Skewness Kurtosis
 Jarque-Bera
Variables Mean Median
Standard 
Deviation
Minimum Maximum
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Histograms 
A histogram is a graphical representation of the distribution of numerical data of a 
variable, being represented in the x-axis the values of the variable’s observations and in 
the y-axis the frequency in which those observations occur. Therefore, each column 
height represents the number of times a certain variable’s observation value occurs in the 
dataset. The histograms in this appendix also include a normal curve, which allows to 
observe the skewness and kurtosis of variables more easily. Furthermore, for each 
variable, we also include two descriptive statistics (mean and standard deviation) and the 
total number of observations considered. 
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Q-Q plots 
A Q-Q plot (Q stands for Quantile) is a graphic representation of two probability 
distributions: in the x-axis are represented the quantiles of the observed variable and in 
y-axis are represented the quantiles of the distribution to be tested, which in this case is 
the normal distribution. Q-Q plots, besides the points that represent the combination of 
quantiles of the two distributions, include a distribution reference line. To assess if a 
variable follows the normal distribution, we look at the points’ position relative to the 
straight line. If the points approach and lie close to the reference line, the variable follows 
a normal distribution. However, if the points are significantly deviated from the straight 
line, the variable does not follow a normal distribution. 
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Boxplots 
A boxplot is a graphical representation of how groups of numerical data are distributed 
through their quartiles. In the y-axis of a boxplot are represented the values of 
observations of the analysed variable. The bottom and top of the rectangle (box) 
correspond to the first and third quantile, respectively, and the line inside the box 
represents the median. Outside the box, two lines (whiskers) may appear, representing 
the maximum and the minimum values of the variable (lines above and below the box, 
respectively). Also, if the variable has outliers, they are plotted as individual points. In 
this case, the moderate outliers are represented as dots and superior outliers are 
represented as stars. The numbers close to the outliers in the boxplots correspond to 
counties, which are coded with their initial order numbers. The 176 counties appear in 
their initial order in the table at the end of this appendix. 
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In the table below are represented the 176 counties considered in this dissertation. The 
initial order was defined as follows: the districts are ordered from north to south and from 
west to east and the counties are ordered alphabetically within their respective district. In 
the first and fourth columns is the initial order of counties, in the second and fifth columns 
are the districts of each county and in the third and sixth column are the counties. 
   Continued 
Initial Order District County Initial Order District County 
1 Viana do Castelo Arcos de Valdevez 23 Vila Real Peso da Régua 
2 Viana do Castelo Caminha 24 Vila Real Valpaços 
3 Viana do Castelo Ponte de Lima 25 Vila Real Vila Pouca de Aguiar 
4 Viana do Castelo Valença 26 Vila Real Vila Real 
5 Viana do Castelo Viana do Castelo 27 Bragança Bragança 
6 Viana do Castelo Vila Nova de Cerveira 28 Bragança Freixo de Espada à Cinta 
7 Braga Amares 29 Bragança Miranda do Douro 
8 Braga Barcelos 30 Bragança Mirandela 
9 Braga Braga 31 Bragança Mogadouro 
10 Braga Cabeceiras de Basto 32 Porto Amarante 
11 Braga Celorico de Basto 33 Porto Felgueiras 
12 Braga Esposende 34 Porto Maia 
13 Braga Guimarães 35 Porto Matosinhos 
14 Braga Terras de Bouro 36 Porto Paredes 
15 Braga Vieira do Minho 37 Porto Penafiel 
16 Braga Vila Nova de Famalicão 38 Porto Porto 
17 Braga Vila Verde 39 Porto Póvoa de Varzim 
18 Braga Vizela 40 Porto Santo Tirso 
19 Vila Real Alijó 41 Porto Trofa 
20 Vila Real Chaves 42 Porto Vila do Conde 
21 Vila Real Montalegre 43 Porto Vila Nova de Gaia 
22 Vila Real Murça 44 Aveiro Águeda 
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   Continued 
Initial Order District County Initial Order District County 
45 Aveiro Albergaria-a-Velha 92 Leiria Bombarral 
46 Aveiro Anadia 93 Leiria Caldas da Rainha 
47 Aveiro Aveiro 94 Leiria Figueiró dos Vinhos 
48 Aveiro Espinho 95 Leiria Leiria 
49 Aveiro Ílhavo 96 Leiria Marinha Grande 
50 Aveiro Mealhada 97 Leiria Nazaré 
51 Aveiro Murtosa 98 Leiria Óbidos 
52 Aveiro Ovar 99 Leiria Pedrógão Grande 
53 Aveiro Santa Maria da Feira 100 Leiria Peniche 
54 Aveiro São João da Madeira 101 Santarém Abrantes 
55 Aveiro Vale de Cambra 102 Santarém Alcanena 
56 Viseu Lamego 103 Santarém Alpiarça 
57 Viseu Mangualde 104 Santarém Chamusca 
58 Viseu Mortágua 105 Santarém Constância 
59 Viseu Nelas 106 Santarém Entroncamento 
60 Viseu Santa Comba Dão 107 Santarém Mação 
61 Viseu São João da Pesqueira 108 Santarém Ourém 
62 Viseu São Pedro do Sul 109 Santarém Salvaterra de Magos 
63 Viseu Sernancelhe 110 Santarém Santarém 
64 Viseu Tarouca 111 Santarém Sardoal 
65 Viseu Tondela 112 Santarém Tomar 
66 Viseu Viseu 113 Portalegre Arronches 
67 Guarda Almeida 114 Portalegre Castelo de Vide 
68 Guarda Celorico da Beira 115 Portalegre Elvas 
69 Guarda Gouveia 116 Portalegre Gavião 
70 Guarda Guarda 117 Portalegre Marvão 
71 Guarda Meda 118 Portalegre Nisa 
72 Guarda Seia 119 Portalegre Sousel 
73 Coimbra Cantanhede 120 Lisboa Alenquer 
74 Coimbra Coimbra 121 Lisboa Amadora 
75 Coimbra Figueira da Foz 122 Lisboa Arruda dos Vinhos 
76 Coimbra Góis 123 Lisboa Cadaval 
77 Coimbra Mira 124 Lisboa Cascais 
78 Coimbra Pampilhosa da Serra 125 Lisboa Lisboa 
79 Coimbra Penela 126 Lisboa Mafra 
80 Coimbra Soure 127 Lisboa Odivelas 
81 Coimbra Vila Nova de Poiares 128 Lisboa Oeiras 
82 Castelo Branco Castelo Branco 129 Lisboa Sintra 
83 Castelo Branco Covilhã 130 Lisboa Sobral de Monte Agraço 
84 Castelo Branco Idanha-a-Nova 131 Lisboa Torres Vedras 
85 Castelo Branco Oleiros 132 Évora Alandroal 
86 Castelo Branco Penamacor 133 Évora Estremoz 
87 Castelo Branco Vila de Rei 134 Évora Évora 
88 Castelo Branco Vila Velha de Ródão 135 Évora Mourão 
89 Leiria Alcobaça 136 Évora Portel 
90 Leiria Alvaiázere 137 Évora Redondo 
91 Leiria Batalha 138 Évora Reguengos de Monsaraz 
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Initial Order District County Initial Order District County 
139 Évora Viana do Alentejo 158 Beja Odemira 
140 Évora Vila Viçosa 159 Beja Ourique 
141 Setúbal Alcácer do Sal 160 Beja Serpa 
142 Setúbal Alcochete 161 Beja Vidigueira 
143 Setúbal Almada 162 Faro Albufeira 
144 Setúbal Barreiro 163 Faro Aljezur 
145 Setúbal Grândola 164 Faro Castro Marim 
146 Setúbal Moita 165 Faro Faro 
147 Setúbal Montijo 166 Faro Lagoa 
148 Setúbal Palmela 167 Faro Lagos 
149 Setúbal Santiago do Cacém 168 Faro Loulé 
150 Setúbal Seixal 169 Faro Monchique 
151 Setúbal Sesimbra 170 Faro Olhão 
152 Setúbal Setúbal 171 Faro Portimão 
153 Setúbal Sines 172 Faro São Brás de Alportel 
154 Beja Barrancos 173 Faro Silves 
155 Beja Beja 174 Faro Tavira 
156 Beja Ferreira do Alentejo 175 Faro Vila do Bispo 
157 Beja Moura 176 Faro V.ª Real de Santo António 
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Appendix 4 – Full counties’ TAI Ranking using RA  
The table below contains the full list of the 176 mainland Portuguese counties considered 
in this study. The first and fifth columns show the districts of each county and in the 
second and sixth columns the counties are ordered by their TAI value, obtained using RA, 
from highest to lowest. The third and seventh columns display the TAI values and the 
fourth and eighth columns the counties’ ranking order. 
   Continued 
District County 
TAI 
District County 
TAI 
Value Ranking Value Ranking 
Lisboa Lisboa 19.7422 1 Viana do Castelo Viana do Castelo 0.6197 36 
Faro Albufeira 19.4584 2 Beja Beja 0.5922 37 
Porto Porto 5.6147 3 Setúbal Montijo 0.5921 38 
Faro V.ª Real Santo António 2.9636 4 Lisboa Amadora 0.5689 39 
Faro Lagoa 2.9116 5 Setúbal Santiago do Cacém 0.5639 40 
Lisboa Cascais 2.0397 6 Faro Aljezur 0.5497 41 
Santarém Ourém 1.7506 7 Porto Póvoa de Varzim 0.5389 42 
Lisboa Oeiras 1.4497 8 Leiria Nazaré 0.5277 43 
Setúbal Almada 1.3974 9 Castelo Branco Covilhã 0.5171 44 
Porto Matosinhos 1.3899 10 Faro V.ª do Bispo 0.5122 45 
Aveiro Aveiro 1.3813 11 Faro Castro Marim 0.4852 46 
Faro Faro 1.3813 12 Setúbal Sesimbra 0.4676 47 
Coimbra Coimbra 1.3154 13 Aveiro Ovar 0.4582 48 
Faro Portimão 1.1388 14 Setúbal Grândola 0.4547 49 
Setúbal Setúbal 1.0988 15 Braga V.ª Nova de Famalicão 0.4439 50 
Faro Loulé 1.0718 16 Viseu Viseu 0.4354 51 
Faro Tavira 1.0484 17 Setúbal Alcácer do Sal 0.4329 52 
Braga Guimarães 1.0479 18 Coimbra Mira 0.4176 53 
 V.ª Nova de Gaia 1.0095 19 Leiria Peniche 0.4055 54 
Santarém Santarém 1.0093 20 Leiria Alcobaça 0.4031 55 
Faro Lagos 0.9159 21 Porto Paredes 0.3852 56 
Porto Maia 0.8736 22 Vila Real Vila Real 0.3811 57 
Évora Évora 0.8334 23 Braga Esposende 0.3793 58 
Braga Braga 0.8235 24 Castelo Branco Castelo Branco 0.3674 59 
Lisboa Mafra 0.7935 25 Porto Santo Tirso 0.3561 60 
Coimbra Figueira da Foz 0.7895 26 Bragança Bragança 0.3505 61 
Lisboa Sintra 0.7323 27 Lisboa Alenquer 0.3375 62 
Beja Odemira 0.7251 28 Faro Monchique 0.3346 63 
Faro Silves 0.6993 29 Aveiro Murtosa 0.3337 64 
Setúbal Seixal 0.6922 30 Leiria Bombarral 0.3239 65 
Porto V.ª do Conde 0.6796 31 Leiria Óbidos 0.3061 66 
Guarda Guarda 0.6779 32 Faro São Brás de Alportel 0.2952 67 
Lisboa Torres Vedras 0.6715 33 Aveiro Mealhada 0.2900 68 
Faro Olhão 0.6329 34 Beja Ourique 0.2654 69 
Leiria Caldas da Rainha 0.6210 35 Viana do Castelo Caminha 0.2431 70 
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Continued 
District County 
TAI 
District County 
TAI 
Value Ranking Value Ranking 
Porto Trofa 0.2390 71 Aveiro Ílhavo 0.0590 117 
Porto Penafiel 0.2189 72 Coimbra Góis 0.0517 118 
Bragança Freixo de Espada à Cinta 0.2187 73 Évora Mourão 0.0508 119 
Lisboa Sobral de Monte Agraço 0.2052 74 Castelo Branco Oleiros 0.0508 120 
Lisboa Cadaval 0.1861 75 Portalegre Sousel 0.0454 121 
Viana do Castelo V.ª Nova de Cerveira 0.1848 76 Portalegre Castelo de Vide 0.0423 122 
Setúbal Moita 0.1843 77 Viseu Sernancelhe 0.0416 123 
Leiria Marinha Grande 0.1834 78 Portalegre Gavião 0.0407 124 
Viana do Castelo Valença 0.1723 79 Braga Amares 0.0394 125 
Coimbra Cantanhede 0.1690 80 Évora Estremoz 0.0384 126 
Aveiro Albergaria-a-Velha 0.1679 81 Guarda Gouveia 0.0313 127 
Aveiro Vale de Cambra 0.1632 82 Beja Barrancos 0.0277 128 
Braga Barcelos 0.1627 83 Setúbal Sines 0.0264 129 
Aveiro Anadia 0.1611 84 Bragança Mirandela 0.0262 130 
Braga Vila Verde 0.1586 85 Beja Serpa 0.0244 131 
Évora Viana do Alentejo 0.1571 86 Santarém Tomar 0.0219 132 
Bragança Miranda do Douro 0.1566 87 Coimbra Penela 0.0215 133 
Leiria Leiria 0.1519 88 Évora Redondo 0.0204 134 
Viseu Lamego 0.1317 89 Leiria Alvaiázere 0.0170 135 
Beja Ferreira do Alentejo 0.1232 90 Portalegre Nisa 0.0142 136 
Portalegre Elvas 0.1204 91 Guarda Seia 0.0119 137 
Braga Terras de Bouro 0.1149 92 Santarém Alcanena 0.0094 138 
Braga Vieira do Minho 0.1134 93 Guarda Celorico da Beira 0.0092 139 
Coimbra Pampilhosa da Serra 0.1124 94 Viseu Santa Comba Dão 0.0019 140 
Santarém Abrantes 0.1122 95 Évora Reguengos de Monsaraz -0.0049 141 
Porto Amarante 0.1050 96 Vila Real Peso da Régua -0.0094 142 
Santarém Chamusca 0.1050 97 Santarém Alpiarça -0.0117 143 
Portalegre Marvão 0.1049 98 Évora Alandroal -0.0127 144 
Portalegre Arronches 0.1019 99 Santarém Mação -0.0228 145 
Guarda Almeida 0.1013 100 Castelo Branco Idanha-a-Nova -0.0229 146 
Castelo Branco Penamacor 0.1012 101 Santarém Sardoal -0.0259 147 
Leiria Pedrógão Grande 0.0951 102 Coimbra Vila Nova de Poiares -0.0261 148 
Lisboa Arruda dos Vinhos 0.0942 103 Viseu Tarouca -0.0285 149 
Setúbal Barreiro 0.0921 104 Vila Real Murça -0.0288 150 
Coimbra Soure 0.0900 105 Guarda Meda -0.0443 151 
Porto Felgueiras 0.0895 106 Braga Celorico de Basto -0.0448 152 
Viana do Castelo Ponte de Lima 0.0867 107 Viseu Mortágua -0.0552 153 
Beja Moura 0.0838 108 Viseu São João da Pesqueira -0.0578 154 
Aveiro Santa Maria da Feira 0.0770 109 Braga Vizela -0.0612 155 
Beja Vidigueira 0.0729 110 Vila Real Vila Pouca de Aguiar -0.0650 156 
Leiria Figueiró dos Vinhos 0.0718 111 Vila Real Chaves -0.0706 157 
Évora Portel 0.0681 112 Bragança  Mogadouro -0.0741 158 
Viseu São Pedro do Sul 0.0670 113 Vila Real Montalegre -0.0966 159 
Castelo Branco Vila de Rei 0.0631 114 Vila Real Alijó -0.1022 160 
Leiria Batalha 0.0620 115 Évora Vila Viçosa -0.1036 161 
Setúbal Palmela 0.0613 116 Viana do Castelo Arcos de Valdevez -0.1079 162 
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District County 
TAI 
District County 
TAI 
Value Ranking Value Ranking 
Setúbal Alcochete -0.1143 163 Viseu Nelas -0.1963 170 
Braga Cabeceiras de Basto -0.1334 164 Viseu Mangualde -0.2567 171 
Viseu Tondela -0.1499 165 Santarém Constância -0.2719 172 
Vila Real Valpaços -0.1592 166 Castelo Branco Vila Velha de Ródão -0.3422 173 
Santarém Salvaterra de Magos -0.1598 167 Lisboa Odivelas -0.4310 174 
Aveiro Águeda -0.1652 168 Santarém Entroncamento -0.7500 175 
Aveiro Espinho -0.1943 169 Aveiro São João da Madeira -1.1086 176 
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Appendix 5 – Full counties’ TAI Ranking using PCA 
The table below contains the full list of the 176 mainland Portuguese counties considered 
in this study. The first and fifth columns show the districts of each county and in the 
second and sixth columns the counties are ordered by their TAI value, obtained using 
PCA, from highest to lowest. The third and seventh columns display the TAI values and 
the fourth and eighth columns the counties’ ranking order. 
Continued 
District County 
TAI 
District County 
TAI 
Value Ranking Value Ranking 
Lisboa Lisboa 200.00 1 Coimbra Figueira da Foz 8.27 36 
Faro Albufeira 107.72 2 Aveiro São João da Madeira 8.11 37 
Porto Porto 74.47 3 Castelo Branco Covilhã 7.99 38 
Faro Loulé 42.27 4 Setúbal Grândola 7.52 39 
Lisboa Cascais 41.60 5 Porto Póvoa de Varzim 7.48 40 
Faro Portimão 33.84 6 Setúbal Alcácer do Sal 7.46 41 
Lisboa Sintra 30.62 7 Santarém Santarém 7.26 42 
Coimbra Coimbra 27.31 8 Setúbal Barreiro 7.18 43 
Lisboa Oeiras 24.44 9 Setúbal Sesimbra 7.04 44 
Lisboa Amadora 23.93 10 Castelo Branco Castelo Branco 7.02 45 
Setúbal Almada 22.44 11 Lisboa Mafra 6.97 46 
Porto Vila Nova de Gaia 22.13 12 Guarda Guarda 6.95 47 
Faro Lagoa 19.74 13 Faro Vila do Bispo 6.89 48 
Porto Matosinhos 19.69 14 Vila Real Vila Real 6.66 49 
Braga Braga 18.95 15 Portalegre Elvas 6.52 50 
Faro V.ª Real de Santo António 18.18 16 Aveiro Espinho 6.14 51 
Évora Évora 17.66 17 Porto Vila do Conde 6.08 52 
Lisboa Odivelas 17.03 18 Setúbal Palmela 5.78 53 
Faro Lagos 16.63 19 Leiria Alcobaça 5.68 54 
Faro Faro 14.47 20 Aveiro Santa Maria da Feira 5.66 55 
Setúbal Setúbal 13.70 21 Braga Barcelos 5.54 56 
Faro Tavira 13.58 22 Beja Moura 5.43 57 
Bragança Bragança 13.18 23 Leiria Óbidos 5.19 58 
Aveiro Aveiro 12.39 24 Braga V.ª Nova de Famalicão 5.16 59 
Leiria Leiria 12.39 25 Leiria Peniche 5.13 60 
Santarém Ourém 12.17 26 Leiria Caldas da Rainha 5.08 61 
Porto Maia 11.58 27 Setúbal Santiago do Cacém 5.07 62 
Lisboa Torres Vedras 11.22 28 Santarém Tomar 5.04 63 
Viseu Viseu 10.19 29 Faro Olhão 4.77 64 
Braga Guimarães 10.12 30 Setúbal Sines 4.75 65 
Beja Odemira 9.72 31 Guarda Seia 4.53 66 
Setúbal Seixal 9.60 32 Évora Estremoz 4.43 67 
Beja Beja 8.62 33 Castelo Branco Idanha-a-Nova 4.35 68 
Viana do Castelo Viana do Castelo 8.61 34 Vila Real Chaves 4.27 69 
Faro Silves 8.45 35 Santarém Entroncamento 4.17 70 
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Continued 
District County 
TAI 
District County 
TAI 
Value Ranking Value Ranking 
Aveiro Ovar 4.13 71 Leiria Batalha 2.04 117 
Faro Aljezur 4.10 72 Porto Trofa 2.01 118 
Bragança Mogadouro 4.07 73 Beja Ferreira do Alentejo 1.96 119 
Leiria Marinha Grande 4.02 74 Coimbra Mira 1.94 120 
Vila Real Montalegre 3.99 75 Vila Real Peso da Régua 1.87 121 
Viana do Castelo Arcos de Valdevez 3.95 76 Viseu Nelas 1.77 122 
Porto Penafiel 3.90 77 Viana do Castelo Valença 1.77 123 
Porto Paredes 3.77 78 Aveiro Murtosa 1.76 124 
Portalegre Castelo de Vide 3.76 79 Guarda Celorico da Beira 1.72 125 
Braga Esposende 3.73 80 Braga Vizela 1.71 126 
Setúbal Montijo 3.62 81 Setúbal Alcochete 1.61 127 
Beja Serpa 3.61 82 Viseu Santa Comba Dão 1.49 128 
Leiria Nazaré 3.55 83 Beja Ourique 1.48 129 
Bragança Miranda do Douro 3.54 84 Évora Vila Viçosa 1.46 130 
Viseu Lamego 3.52 85 Évora Viana do Alentejo 1.41 131 
Porto Santo Tirso 3.52 86 Santarém Chamusca 1.41 132 
Coimbra Cantanhede 3.51 87 Évora Alandroal 1.41 133 
Setúbal Moita 3.49 88 Coimbra Soure 1.37 134 
Viseu São Pedro do Sul 3.47 89 Aveiro Vale de Cambra 1.35 135 
Bragança Mirandela 3.43 90 Viseu Mortágua 1.33 136 
Viana do Castelo Caminha 3.40 91 Lisboa Cadaval 1.25 137 
Faro Castro Marim 3.27 92 Évora Redondo 1.22 138 
Aveiro Ílhavo 3.25 93 Faro São Brás de Alportel 1.20 139 
Santarém Abrantes 3.22 94 Vila Real Vila Pouca de Aguiar 1.13 140 
Braga Terras de Bouro 3.16 95 Vila Real Valpaços 1.12 141 
Aveiro Anadia 3.12 96 Braga Vila Verde 1.10 142 
Aveiro Águeda 3.07 97 Évora Portel 1.08 143 
Guarda Gouveia 3.03 98 Portalegre Gavião 1.02 144 
Faro Monchique 2.96 99 Guarda Meda 1.01 145 
Porto Felgueiras 2.88 100 Aveiro Albergaria-a-Velha 1.00 146 
Viana do Castelo Vila Nova de Cerveira 2.78 101 Coimbra Góis 1.00 147 
Santarém Constância 2.75 102 Braga Amares 0.99 148 
Lisboa Alenquer 2.73 103 Lisboa Arruda dos Vinhos 0.98 149 
Portalegre Nisa 2.63 104 Santarém Salvaterra de Magos 0.96 150 
Portalegre Marvão 2.56 105 Santarém Mação 0.86 151 
Castelo Branco Penamacor 2.56 106 Coimbra Penela 0.83 152 
Porto Amarante 2.51 107 Lisboa Sobral de Monte Agraço 0.83 153 
Portalegre Arronches 2.33 108 Beja Barrancos 0.82 154 
Vila Real Alijó 2.32 109 Évora Mourão 0.79 155 
Bragança Freixo de Espada à Cinta 2.31 110 Castelo Branco Vila de Rei 0.78 156 
Aveiro Mealhada 2.19 111 Santarém Alcanena 0.78 157 
Guarda Almeida 2.13 112 Portalegre Sousel 0.73 158 
Évora Reguengos de Monsaraz 2.08 113 Leiria Alvaiázere 0.72 159 
Viseu Mangualde 2.08 114 Beja Vidigueira 0.72 160 
Viseu Tondela 2.07 115 Leiria Bombarral 0.71 161 
Viana do Castelo Ponte de Lima 2.05 116 Castelo Branco Oleiros 0.67 162 
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District County 
TAI 
District County 
TAI 
Value Ranking Value Ranking 
Viseu Tarouca 0.60 163 Vila Real Murça 0.40 170 
Leiria Figueiró dos Vinhos 0.57 164 Santarém Sardoal 0.38 171 
Castelo Branco Vila Velha de Ródão 0.53 165 Braga Vieira do Minho 0.34 172 
Santarém Alpiarça 0.46 166 Viseu Sernancelhe 0.18 173 
Leiria Pedrógão Grande 0.45 167 Braga Cabeceiras de Basto 0.13 174 
Coimbra Pampilhosa da Serra 0.45 168 Coimbra Vila Nova de Poiares 0.03 175 
Viseu São João da Pesqueira 0.43 169 Braga Celorico de Basto 0.00 176 
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